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Uno dei teoremi che stanno alla base della teoria delle foliazioni ` e il teorema di
Frobenius dovuto al matematico tedesco Ferdinand George Frobenius (1849-
1917).
Il teorema di Frobenius ` e utilizzato in vari campi della matematica perch` e
caratterizza l’esistenza di foliazioni locali.
Data una variet` a M d−dimensionale, una foliazione locale di dimensione c ` e
una famiglia di sottovariet` a c−dimensionali

ΣΓ
	
Γ∈I, con I intervallo aperto1
di Rd−c tale che:
i) ∪Γ∈IΣΓ = U, dove U ` e un intorno aperto di un ﬁssato m ∈ M,
ii) ΣΓ ∩ ΣΓ0 = ∅ se e solo se Γ 6= Γ0.
Pertanto se

ΣΓ
	
Γ∈I ` e una foliazione locale di un intorno aperto U di un punto
m ∈ M allora per ogni p ∈ U esiste ed ` e unico Γ ∈ I tale che p ∈ ΣΓ, cio` e p
appartiene ad un’unica foglia.
Prima di enunciare il teorema di Frobenius dobbiamo introdurre il concetto
(che sar` a ripreso in seguito) di distribuzione ed in particolare di distribuzione
involutiva.
Una distribuzione D su M ` e una mappa che ad ogni m ∈ M associa un
sottospazio dello spazio tangente ad M nel punto m, cio` e
m 7→ D(m) ⊆ TmM.
Una distribuzione D ` e involutiva se ` e chiusa per le parentesi di Lie, cio` e se
dati due campi vettoriali X, Y ∈ D (cio` e se per ogni m ∈ M si ha che
mX, mY ∈ D(m)) si ha che [X,Y ] ∈ D2.
A questo punto possiamo enunciare il teorema di Frobenius.
Siano M una variet` a d−dimensionale e sia D una distribuzione c−dimensio-
nale involutiva su M. Allora per ogni m ∈ M esiste un intorno aperto U di m
1Cio` e il prodotto di d − c intervalli aperti in R.
2La notazione mX indica il valore di X in m e la parentesi di Lie ` e deﬁnita in coordinate
da [X,Y ] = X(Y ) − Y (X) vedi paragrafo 1.14.
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ed una foliazione

ΣΓ
	
Γ∈I di U, con I intervallo aperto di Rd−c tale che per
ogni p ∈ U si ha che
D(p) = TpΣΓ.
Un esempio classico di utilizzo di questo teorema lo si ritrova nella Meccanica
Lagrangiana.
Consideriamo un sistema costituito da N punti materiali P1,...,PN di massa
rispettivamente m1,...,m2 in un sistema di riferimento Σ. Siano xh il vettore
posizione e ˙ xh il vettore velocit` a del punto Ph nel sistema di riferimento scelto.
Il vettore
X = (x1,...,xN) ∈ R
3N
prende in nome di conﬁgurazione del sistema, il vettore
˙ X = (˙ x1,..., ˙ xN) ∈ R
3N
prende il nome di velocit` a del sistema, mentre il vettore
(X, ˙ X) ∈ R
6N
prende il nome di atto di moto del sistema.
Un vincolo ` e una restrizione sugli atti di moto (xh, ˙ xh) consentiti ai singoli
punti. Un vincolo olonomo ` e una limitazione sulla conﬁgurazione X. Un
vincolo anolonomo ` e una limitazione sull’atto di moto (X, ˙ X).
Poich` e la teoria dei vincoli olonomi ` e ovviamente pi` u sviluppata di quella dei
vincoli anolonomi, risulta interessante avere uno strumento che permetta di
scoprire la natura olonoma di un vincolo apparentemente anolonomo.
Il teorema di Frobenius da una condizione necessaria e suﬃciente sui campi
vettoriali aﬃnch` e un vincolo sia olonomo. Poich` e tale condizione coinvolge le
derivate prime dei campi vettoriali nella versione classica di tale teorema si
assume che questi campi siamo di classe C1.
L’argomento principale di questa tesi ` e il teorema di Frobenius. In partico-
lare l’obbiettivo che ci preﬁggiamo di raggiungere ` e di estendere il teorema di
Frobenius ai campi vettoriali localmente lipschitziani.
I campi vettoriali lipschitziani sono particolarmente signiﬁcativi in quanto rap-
presentano una classe standard per cui c’` e unicit` a della soluzione per il pro-
blema di Cauchy.
Inoltre l’argomento di questa tesi si inserisce in un pi` u vasto programma di
estensione ai campi lipschitziani di risultati classici, quali il teorema i Chow e
il teorema della commutativit` a dei ﬂussi.
Per raggiungere il nostro obbiettivo utilizzeremo un’estensione multivoca delle
parentesi di Lie introdotta recentemente da F. Rampazzo ed H. Sussmann trat-
ta da [R-S]. Per non confondere tra loro le due parentesi di Lie utilizzeremo
il grassetto per le parentesi di Lie multivoche cio` e [·,·], mentre per indicare leIntroduzione 11
parentesi di Lie classiche utilizzeremo la normale simbologia [·,·].
Dati due campi vettoriali localmente lipschitziani X ed Y su una variet` a M
deﬁniamo la loro parentesi di Lie come segue:
per ogni m ∈ M sia
m[X,Y ] = co

lim
s→+∞ms[X,Y ]

,
dove la successione {ms}s∈N soddisfa alle seguenti propriet` a:
1. ms ∈ DIFF(X) ∩ DIFF(Y ), per ogni s;
2. lims→+∞ ms = m;
3. lims→+∞ ms[X,Y ] esiste;
dove il simbolo DIFF(X) denota l’insieme dei punti di M in cui X ` e diﬀeren-
ziabile e coA indica l’inviluppo convesso3 dell’insieme A.
Prima di dimostrare l’estensione del teorema di Frobenius ai campi vettoriali
localmente lipschitziani, che per semplicit` a chiameremo teorema di Frobenius
multivoco, daremo una nuova deﬁnizione di involutivit` a in senso multivoco
adattata alle nuove parentesi di Lie.
Data una distribuzione localmente lipschitziana D su una variet` a M diremo
che D ` e involutiva in senso multivoco o multi-involutiva se presi due campi vet-
toriali localmente lipschitziani X ed Y appartenenti a D allora la loro parentesi
di Lie m[X,Y ] ` e inclusa in D(m) per ogni m ∈ M, cio` e
m[X,Y ] ⊆ D(m), ∀ m ∈ M.
Teorema di Frobenius multivoco. Siano d, c due interi positivi con c ≤ d
e sia D una distribuzione c−dimensionale, lipschitziana e multi-involutiva su
una variet` a M di classe C∞ e di dimensione d.
Allora per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali lipschitziane x1,...,xd tali che gli insiemi di equazioni
xi = costante, i = c + 1,...,d,
sono variet` a integrali di D.
La dimostrazione di questo teorema richiede alcune nozioni della teoria delle
inclusioni diﬀerenziali.
3Vedi la deﬁnizione in Appendice A.12 Introduzione
Se da un lato esistono nella teoria delle inclusioni diﬀerenziali numerosi risul-
tati che garantiscono l’esistenza della soluzione, il problema dell’unicit` a quasi
non si pone, in quanto, com’` e intuitivo, l’unicit` a si ha solo in situazioni molto
particolari. Un punto cruciale della dimostrazione del teorema di Frobenius
multivoco in eﬀetti richiede il riconoscimento di un caso di questo tipo.
Oltre alla versione classica ed alla versione multivoca del teorema di Frobenius
questa tesi contiene anche un’estensione del teorema di Frobenius ai campi
vettoriali localmente lipschitziani dovuta a Slobodan Simi´ c, che chiameremo
teorema di Frobenius-Simi´ c.
In [S] Simi´ c deﬁnisce le parentesi di Lie classiche quasi ovunque e da un con-
cetto di involutivit` a quasi ovunque.
Questa tesi ` e organizzata nel seguente modo:
Il CAPITOLO 1 contiene le deﬁnizioni delle principali strutture utilizzate,
quali variet` a diﬀerenziabili, sottovariet` a, ﬁbrato tangente, campi vettori-
ali, ﬂusso di campi vettoriali, distribuzioni, parentesi di Lie, distribuzioni
involutive, distribuzioni involutive quasi ovunque e variet` a integrali.
Il CAPITOLO 2 a diﬀerenza del capitolo precedente, contiene una descrizio-
ne di variet` a diﬀerenziabili di classe C1,1 cio` e in cui le mappe di transizione
sono diﬀerenziabili con derivata prima lipschitziana.
Il CAPITOLO 3 contiene le dimostrazioni dettagliate ed ampliate del teo-
rema di Frobenius classico e del teorema di Frobenius-Simi´ c.
Nel CAPITOLO 4 ` e riportato l’enunciato del teorema di rettiﬁcabilit` a per
campi vettoriali lipschitziani e la dimostrazione che ci` o implica il teorema
di Frobenius nel caso di distribuzioni uno-dimensionali.
Il CAPITOLO 5 contiene la deﬁnizione e alcune propriet` a delle parentesi
di Lie multivoche, la deﬁnizione di involutivit` a in senso multivoco e la
dimostrazione del teorema di Frobenius multivoco. Inoltre ` e dimostrato
che le deﬁnizioni di involutivit` a quasi ovunque ed involutivit` a in senso
multivoco sono equivalenti.Capitolo 1
Note sulle variet` a
1.1 Variet` a diﬀerenziabili
1.1.1 Carte
Sia M un insieme.
Una carta ` e una coppia (U,ϕ) dove U ` e un sottoinsieme di M e ϕ ` e un’appli-
cazione biunivoca
ϕ : U → W ⊂ R
d.
Diremo che ϕ ` e un sistema di funzioni coordinate su U, e chiameremo le
componenti di ϕ
xi = ri ◦ ϕ, i = 1,...,d,
coordinate locali, dove ri rappresenta la proiezione i−esima.
Siano (Ui,ϕi) e (Uj,ϕj) due carte tali che
ϕi : Ui → Wi ⊂ R
d,
ϕj : Uj → Wj ⊂ R
d
e Ui ∩ Uj 6= ∅.
In queste ipotesi consideriamo le restrizioni
ϕi|Ui∩Uj
e
ϕj|Ui∩Uj,
aventi come immagini rispettivamente gli insiemi
Wij = ϕi(Ui ∩ Uj) e Wji = ϕj(Ui ∩ Uj),
e le funzioni
ϕij : Wij → Wji
1314 1.1 Variet` a differenziabili
ϕji : Wji → Wij
cos` ı deﬁnite
ϕij = ϕj ◦ ϕ
−1
i , ϕji = ϕi ◦ ϕ
−1
j .
Sia k ≥ 0 un intero.
Due carte (Ui,ϕi) e (Uj,ϕj) tali che
ϕi : Ui → Wi ⊂ R
d
e
ϕj : Uj → Wj ⊂ R
d
sono compatibili di classe Ck se
i) gli insiemi Wij e Wji sono aperti (eventualmente vuoti) in Rd, e
ii) le applicazioni ϕij e ϕji (deﬁnite se Ui ∩ Uj 6= ∅) sono diﬀeomorﬁsmi di
classe Ck.
(Vedi Appendice A per la deﬁnizione di diﬀeomorﬁsmo di classe Ck).
Chiameremo le applicazioni della forma ϕij e ϕji cambiamenti di coordinate.
1.1.2 Atlanti di classe Ck
Siano M un insieme, k ≥ 0 un intero, ed I un insieme di indici.
Un atlante di classe Ck su M o pi` u brevemente, qualora sia chiara la classe di
diﬀerenziabilit` a, un atlante su M, ` e una collezione A di carte locali su M del
tipo
A =

(Ui,ϕi), i ∈ I

tale che
i) le carte sono a due a due compatibili di classe Ck, e
ii)
S
i∈I Ui = M.
Due atlanti su M sono equivalenti di classe Ck se la loro unione ` e ancora un
atlante di classe Ck, cio` e se ogni carta del primo atlante ` e compatibile con
qualsiasi carta del secondo.
Questa deﬁnizione induce una relazione di equivalenza su A.
Una struttura di variet` a diﬀerenziabile di classe Ck su M ` e una classe di equi-
valenza di atlanti di classe Ck su M.Note sulle variet` a 15
Un insieme dotato di una struttura di variet` a diﬀerenziabile di classe Ck si dice
variet` a diﬀerenziabile di classe Ck.
Le variet` a diﬀerenziabili di classe C0 si dicono variet` a topologiche.
1.2 Applicazioni diﬀerenziabili
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1.
Una mappa ψ : M1 → M2 si dice diﬀerenziabile se ` e diﬀerenziabile nelle carte
locali, cio` e se per ogni m ∈ M1 e per ogni coppia di carte (U,ϕ) e (V,τ),
rispettivamente di M1 ed M2, tali che m ∈ U e ψ(U) ⊆ V la composizione
τ ◦ ψ ◦ ϕ−1 risulta diﬀerenziabile.
Si osservi che questa deﬁnizione ` e indipendente dalla scelta delle carte.
Siano M1 ed M2 due variet` a diﬀerenziabili di classe rispettivamente Ck1 e Ck2,
con 1 ≤ k1,k2 ≤ ∞ interi, e sia k ` e un intero tale che 1 ≤ k ≤ min{k1,k2}.
Una mappa ψ : M1 → M2 si dice diﬀerenziabile di classe Ck se per ogni
m ∈ M1 e per ogni coppia di carte (U,ϕ) e (V,τ) tali che m ∈ U e ψ(U) ⊆ V
la composizione τ ◦ ψ ◦ ϕ−1 ` e di classe Ck.
1.2.1 Diﬀeomorﬁsmi di variet` a
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1.
L’applicazione ψ : M1 → M2 ` e un diﬀeomorﬁsmo di variet` a se ψ ` e differenzia-
bile, invertibile e ψ−1 ` e diﬀerenziabile.
In tal caso M1 ed M2 sono diﬀeomorfe.
Siano M1 ed M2 due variet` a diﬀerenziabili di classe rispettivamente Ck1 e Ck2,
con 1 ≤ k1,k2 ≤ ∞ interi, e sia k ` e un intero tale che 1 ≤ k ≤ min{k1,k2}.
Una mappa ψ : M1 → M2 ` e un diﬀeomorﬁsmo di classe Ck di variet` a se per
ogni m ∈ M1 e per ogni coppia di carte (U,ϕ) e (V,τ) tali che m ∈ U e
ψ(U) ⊆ V la composizione τ ◦ ψ ◦ ϕ−1 ` e di classe Ck, l’inversa esiste, ed ` e di
classe Ck.
In tal caso M1 ed M2 sono diﬀeomorfe di classe Ck.
1.3 Applicazioni lipschitziane
Siano M1 ed M2 due variet` a diﬀerenziabili di classe Ck, con k ≥ 0 intero, ed
m un punto di M1.16 1.4 Topologia indotta dalla struttura di variet` a
Una mappa F : M1 → M2 ` e lipschitziana in m se ` e lipschitziana nelle carte
locali cio` e se per ogni coppia di carte (U,ϕ) e (V,ψ), rispettivamente di M1 ed
M2, tali che m ∈ U ed F(U) ⊆ V , la mappa composta
ψ ◦ F ◦ ϕ
−1 : ϕ(U) → ψ(V )
` e lipschitziana in ϕ(U) in senso usuale.
F ` e lipschitziana se ` e lipschitziana in m per ogni m ∈ M.
1.3.1 Applicazioni localmente lipschitziane
Siano M1 ed M2 due variet` a diﬀerenziabili di classe Ck, con k ≥ 0 intero.
Un’applicazione F : M1 → M2 si dice localmente lipschitziana se per ogni
m ∈ M1 esiste un intorno di m in cui F lipschitziana.
1.3.2 Lipeomorﬁsmi di variet` a
Siano M1 ed M2 due variet` a diﬀerenziabili di classe Ck, con k ≥ 0 intero.
Un’applicazione F : M1 → M2 si dice lipeomorﬁsmo di variet` a se F ` e lips-
chitziana, invertibile e F −1 ` e lipschitziana.
In tal caso M1 ed M2 si dicono lipeomorfe.
1.4 Topologia indotta dalla struttura di varie-
t` a
Sia M un insieme dotato di una struttura di variet` a diﬀerenziabile di classe
Ck, con k ≥ 0 intero.
La struttura di variet` a induce sull’insieme M una topologia che chiameremo
topologia indotta dalla struttura di variet` a.
Consideriamo su M la pi` u piccola topologia per cui ogni carta (U,ϕ) di ogni
atlante della struttura di variet` a risulta continua.
In altri termini G ⊂ M ` e aperto se ϕ(U∩G) ` e aperto per ognuna delle suddette
carte.
Usualmente si fanno le seguenti ipotesi aggiuntive sulla topologia indotta dalla
struttura di variet` a:
1) M ` e uno spazio di Hausdorﬀ, ed
2) M ` e uno spazio separabile.
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1) per ogni m1, m2 ∈ M esistono due aperti N1 ed N2 ⊂ M tali che m1 ∈ N1,
m2 ∈ N2 e N1 ∩ N2 = ∅.
2) esiste un sottoinsieme di M ﬁnito o numerabile denso in M, cio` e esiste
N ⊆ M ﬁnito o numerabile tale che chN = M, dove chN indica l’insieme
dei punti di chiusura per N.
Le ipotesi aggiuntive servono per poter deﬁnire una metrica Riemanniana, cio` e
per introdurre norme nei TmM che dipendono con regolarit` a da m ∈ M.
Si veda il paragrafo 1.9 per la costruzione di una metrica Riemanniana.
1.5 Connessione e dimensione
Sia M una variet` a diﬀerenziabile di classe Ck, con k ≥ 0 intero.
M si dice connessa se dati m1, m2 ∈ M esiste un numero ﬁnito di carte (Ui,ϕi),
i = 1,...,n, tali che m1 ∈ U1, m2 ∈ Un e Ui ∩Ui+1 6= ∅ per ogni i = 1,...,n−1.
Si dimostra che rispetto alla topologia indotta dalla struttura di variet` a su M
questa ` e la solita deﬁnizione di connessione per archi e che questa coincide con
la connessione usuale.
Si dimostra inoltre che vale il seguente risultato.
Teorema. Siano I un insieme di indici, M una variet` a diﬀerenziabile di classe
Ck, con k ≥ 0 intero, ed
A =

(Ui,ϕi), i ∈ I

un atlante di classe Ck su M, dove per ogni i ∈ I ϕi : Ui → Wi ⊂ Rdi e di ∈ N.
Allora tutti gli Wi sono aperti dello stesso spazio vettoriale Rd, cio` e di = d per
ogni i ∈ I.
Nel teorema appena riportato d si dice dimensione di M e si indica con
d = dimM.
1.6 Sottovariet` a
Siano M ed N due variet` a diﬀerenziabili di classe almeno C1 e sia ψ : N → M
un’applicazione diﬀerenziabile.
ψ ` e non singolare in n ∈ N se per ogni coppia di carte (V,τ) e (U,ϕ) tali che
n ∈ V e ψ(V ) ⊆ U la matrice jacobiana di d(ϕ ◦ ψ ◦ τ−1) ` e non singolare in18 1.7 Fibrato tangente
τ(n), cio` e ker
 
d(ϕ ◦ ψ ◦ τ−1)

= {0}.
Diremo che ψ ` e un’immersione se ψ ` e non singolare per ogni n ∈ N.
Diremo che la coppia (N,ψ) ` e una sottovariet` a di M se ψ ` e un’immersione
biiettiva.
1.6.1 Sottovariet` a trasverse
Siano M una variet` a diﬀerenziabile di classe Ck, con k ≥ 0 intero, e (N1,ψ1)
ed (N2,ψ2) due sottovariet` a chiuse di M.
Diremo che N1 ed N2 sono trasverse se per ogni m ∈ N1 ∩ N2
TmN1 ⊕ TmN2 = TmM.
Si dimostra che se N1 ed N2 sono trasverse allora N1 ∩ N2 ` e una sottovariet` a
di M di dimensione
dim(N1 ∩ N2) = dimN1 + dimN2 − dimM,
e che per ogni m ∈ N1 ∩ N2
Tm(N1 ∩ N2) = TmN1 ∩ TmN2.
1.7 Fibrato tangente
1.7.1 Curva diﬀerenziabile
Sia M una variet` a diﬀerenziabile di classe almeno C0 ed m un suo punto.
Una curva diﬀerenziabile passante per m` e una qualsiasi funzione diﬀerenziabile
del tipo γ : I → M, λ 7→ γ(λ) tale che γ(0) = m, con I ⊂ R intervallo aperto
contenente l’origine dotato dell’usuale struttura diﬀerenziale.
1.7.2 Spazio tangente in un punto ad una variet` a
Caso C∞
Sia M una variet` a diﬀerenziabile di classe C∞ ed m un suo punto. Sia inoltre
Γm l’insieme di tutte le curve diﬀerenziabili passanti per m, cio` e
Γm =

γ : γ ` e una curva diﬀerenziabile passante per m

.
Sull’insieme Γm ` e possibile deﬁnire la relazione di equivalenza ∼ in questo
modo
γ1 ∼ γ2 se e solo se
d
dλ

ϕ ◦ γ1
   
0
=
d
dλ

ϕ ◦ γ2
   
0
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per ogni carta (U,ϕ) con m ∈ U.
Si veriﬁca che la relazione di equivalenza ∼ non dipende dalla particolare carta
scelta.
Lo spazio tangente a M nel punto m, che denoteremo con TmM, ` e l’insieme
quoziente
TmM = Γm/ ∼=

[γ], γ ∈ Γm

delle classi di equivalenza di curve diﬀerenziabili passanti per m.
Lo spazio tangente TmM pu` o essere deﬁnito equivalentemente anche come in-
sieme di operatori di derivazione su F∞
m (M,R) cio` e sull’anello dei germi delle
funzioni C∞ in m.
Siano U1, U2 ⊂ M, f1 : U1 → R ed f2 : U2 → R due funzioni di classe C∞.
Diremo che f1 ed f2 hanno lo stesso germe in m se esiste un insieme U con-
tenuto in U1 ∩ U2, con m interno ad U e tale che f1|U = f2|U, cio` e se f1 ed f2
coincidono in un sotto-dominio del quale m ` e un punto interno.
Consideriamo la relazione ∼m cos` ı deﬁnita
f1 ∼m f2 se e solo se f1 ed f2 hanno lo stesso germe in m.
Non ` e diﬃcile provare che ∼m ` e una relazione di equivalenza.
Si deﬁnisce
F
∞
m (M,R) = C
∞/ ∼m,
cio` e l’anello dei germi delle funzioni C∞ in m ` e il quoziente dell’insieme delle
funzioni di classe C∞ e la relazione di equivalenza ∼m.
Possiamo allora dare la seguente deﬁnizione alternativa di spazio tangente a
M nel punto m, diremo cio` e che
v ∈ TmM ` e un operatore di derivazione ⇔ v : F
∞
m (M,R) → R, ` e tale che
i) v(αf + βg) = αv(f) + βv(g),
ii) v(fg) = v(f)g(m) + f(m)v(g),
Linearit` a;
Leibnitz;
per ogni f, g ∈ F∞
m (M,R) ed α, β ∈ R.
Dimostriamo ora che le due deﬁnizioni sono equivalenti.
• Data una classe di equivalenza [γ], rimane associato uno ed uno solo opera-
tore di derivazione v.
Infatti ` e suﬃciente considerare
v(f) =
d
dλ

f ◦ γ
  

0
.
Veriﬁchiamo che l’operatore di derivazione v, appena deﬁnito, ` e lineare
e soddisfa la propriet` a di Leibnitz.20 1.7 Fibrato tangente
Siano α, β ∈ R ed f, g ∈ F∞
m (M,R).
Linearit` a:
v(αf + βg) =
d
dλ

(αf + βg) ◦ γ
   
0
=
=
d
dλ

α(f ◦ γ) + β(g ◦ γ)

  
0
=
= α
d
dλ

f ◦ γ
 
 
0
+ β
d
dλ

g ◦ γ
 
 
0
=
= αv(f) + βv(g).
Leibnitz:
v(fg) =
d
dλ

fg ◦ γ
  

0
=
=
d
dλ

(f ◦ γ) · (g ◦ γ)
   
0
=
=
d
dλ

f ◦ γ
   
0
· g(γ(0)) + f(γ(0)) ·
d
dλ

g ◦ γ
   
0
=
= v(f)g(m) + f(m)v(g).
• Viceversa, dato un operatore di derivazione v e ﬁssata una carta (U,ϕ), ` e pos-
sibile deﬁnire una curva diﬀerenziabile γ che in quella carta si rappresenta
come
λ 7→ (ϕ ◦ γ)(λ) =

...,(ri ◦ ϕ ◦ γ)(λ),...

i=1,...,d
dove per ogni i = 1,...,d
(ri ◦ ϕ ◦ γ)(λ) = (ri ◦ ϕ)(m) + v(ri ◦ ϕ)λ.
Quindi possiamo asserire che la curva diﬀerenziabile γ ` e l’applicazione
λ 7→ γ(λ) = ϕ
−1

...,(ri ◦ ϕ ◦ γ)(λ),...

i=1,...,d
.
Dunque data una funzione f calcoliamo
d
dλ

f ◦ γ

  
0
=
d
dλ

f ◦ ϕ
−1

...,(ri ◦ ϕ ◦ γ)(λ),...

i=1,...,d
   

0
=
=
d X
i=1
∂
∂xi
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Osserviamo che in una carta locale f pu` o essere scritta usando la formula
di Taylor con il resto nella forma integrale, cio` e
f(x) = f(0) +
d X
i=1
xiGi(x),
ove
Gi(x) =
Z 1
0
∂
∂xi
f(tx)dt
e dunque
Gi(0) =
∂
∂xi
f(0).
Se f ` e di classe C∞ allora pure Gi sono di classe C∞ quindi usando i) e
ii) otteniamo
v(f) = f(0)v(1) +
d X
i=1
∂
∂xi
f(0)v(xi) =
d X
i=1
∂
∂xi
f(0)v(xi).
Quindi
d
dλ

f ◦ γ
 
 
0
= v(f).
Siamo quindi riusciti a dimostrare che lo spazio tangente in un punto ad una
variet` a di classe C∞ ha una duplice deﬁnizione: da un lato lo si pu` o vedere
come insieme di classi di equivalenza di curve diﬀerenziabili, dall’altro pu` o
essere interpretato come insieme di operatori di derivazione su F∞
m (M,R). Di
conseguenza, di volta in volta, useremo la deﬁnizione pi` u appropriata allo
scopo.
Caso Ck
Siano M una variet` a diﬀerenziabile di classe Ck, con 0 ≤ k < ∞ intero, ed m
un suo punto.
Sotto queste ipotesi, a diﬀerenza del caso precedente, non ` e possibile dare una
duplice deﬁnizione di spazio tangente in un punto ad una variet` a. Per costruire
TmM come insieme di classi di equivalenza di curve diﬀerenziabili passanti per
m, si procede esattamente come nel caso precedente. Non ` e possibile invece
deﬁnire TmM come insieme di operatori di derivazione su F∞
m (M,R).
Infatti in una carta locale una funzione f, scritta usando la formula di Taylor
con il resto nella forma integrale diviene
f(x) = f(0) +
d X
i=1
xiGi(x),22 1.7 Fibrato tangente
ove
Gi(x) =
Z 1
0
∂
∂xi
f(tx)dt
e dunque
Gi(0) =
∂
∂xi
f(0).
Se f ` e di classe C∞ allora pure Gi sono di classe C∞ quindi possiamo usare i)
e ii) ed ottenere
v(f) = f(0)v(1) +
d X
i=1
∂
∂xi
f(0)v(xi) =
d X
i=1
∂
∂xi
f(0)v(xi),
questa formula ci avverte che v ` e un oggetto di dimensione d deﬁnito localmente
dai v(xi). Questo modo di osservare il carattere vettoriale dell’insieme delle
classi di equivalenza di curve diﬀerenziabili compare in [Ch]. Successivamente
Newns e Walker notarono, in [N-W], che questo modo di vedere le cose ` e
limitato solo al caso C∞ in quanto l’insieme degli operatori di derivazione su
F∞
m (M,R) soddisfacenti i) e ii) ha, nel caso Ck, la cardinalit` a del continuo.
In generale
Data una carta (U,ϕ) si stabilisce una corrispondenza biunivoca tra TmM ed
Rd in questo modo
Dϕ : [γ] 7→ w =

...,
d
dλ

ri ◦ ϕ ◦ γ
 
 
0
,...

, ∀ i = 1,...,d.
Quindi ` e possibile trasportare su TmM la struttura di spazio vettoriale di Rd.
Si veriﬁca che la struttura di spazio vettoriale cos` ı indotta ` e indipendente dalla
scelta della carta.
L’applicazione Dϕ prende il nome di derivazione e si veriﬁca facilmente che
essa ` e lineare e soddisfa alla propriet` a di Leibnitz.
Dunque abbiamo dimostrato che lo spazio tangente ad una variet` a in un punto
` e uno spazio vettoriale e una sua rappresentazione, data una carta (U,ϕ), ` e
data da
w = Dϕ
 
[γ]

=

...,
d
dλ

ri ◦ ϕ ◦ γ
   
0
,...

, ∀ i = 1,...,d.
Gli elementi di TmM si dicono vettori tangenti ad M nel punto m.
Consideriamo una carta (U,ϕ) su M con U intorno di m e coordinate locali
(x1,...,xd) e sia
 
x1(λ),...,xd(λ)

= ϕ
 
γ(λ)

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diﬀerenziabile γ in questo sistema di coordinate.
Deﬁniamo il vettore tangente
∂
∂xi
∈ TmM, i = 1,...,d,
come la classe di equivalenza della curva
γ(λ) = ϕ
−1

...,ϕ(m) + λei,...

, i = 1,...,d,
dove ei ` e i-esimo vettore della base standard di Rd.
Si osservi che la notazione ` e giustiﬁcata dal fatto che f ` e una funzione deﬁnita
in un intorno di m e a valori in R,
∂
∂xi

f

=
∂f ◦ ϕ−1
∂xi

ϕ(m)

, i = 1,...,d.
Se Dϕ ` e la derivazione tra TmM e Rd determinata dalla carta (U,ϕ), allora
Dϕ

∂
∂xi

= ei, i = 1,...,d.
Ne segue, in particolare, che i vettori tangenti
∂
∂xi
, i = 1,...,d,
sono una base di TmM e di conseguenza la dimensione di TmM ` e uguale alla
dimensione di M.
Sia X ∈ TmM associato ad una curva diﬀerenzibile γ. Una volta ﬁssata una
carta (U,ϕ) il vettore X pu` o essere scritto in questo modo
X =
d X
i=1
X
i ∂
∂xi
dove
X
i =
d
dλ

ri ◦ ϕ ◦ γ
   
0
, ∀ i = 1,...,d.
1.7.3 Fibrato tangente
Sia M una variet` a di classe almeno C0.
Consideriamo l’insieme
TM =
[
m∈M

{m} × TmM

.24 1.7 Fibrato tangente
La struttura di variet` a su M induce una struttura di variet` a su TM nel
seguente modo.
Siano A un insieme di indici ed A =

(Uα,ϕα), α ∈ A

un atlante su M,
allora per ogni carta (Uα,ϕα) su M possiamo deﬁnire la corrispondente carta
ﬁbrata su TM cos` ı  
[
m∈Uα

{m} × TmM

,Φα
!
,
con
Φα :
[
m∈Uα

{m} × TmM

→ ϕα
 
Uα

× R
d
dove
Φα
 
m,[γ]

=

ϕα(m),Dϕα
 
[γ]


=
=

ϕα(m),
d
dλ

ϕα ◦ γ
   
0

,
per ogni m ∈ Uα e per ogni [γ] ∈ TmM.
Si dimostra che tali carte deﬁniscono una struttura di variet` a su TM e, di con-
seguenza, che TM ` e una variet` a di dimensione doppia rispetto alla dimensione
di M.
Chiaramente se M ` e una variet` a diﬀerenziabile di classe Ck, con k ≥ 1 intero,
allora TM ` e una variet` a diﬀerenziabile di classe Ck−1 (in particolare TM ` e di
classe C∞ se e solo se M lo ` e).
TM viene detto ﬁbrato tangente.
L’applicazione
i : M → TM
m 7→ i(m) = (m,0), ∀ m ∈ M,
` e detta la sezione nulla di TM.
L’applicazione
p : TM → M
 
m,[γ]

7→ p
 
m,[γ]

= m, ∀ m ∈ M, ∀ [γ] ∈ TmM,
` e detta la proiezione di TM su M.
Ovviamente p ◦ i = id|M.
Le antiimmagini p−1(m) sono dette ﬁbre di TM (p−1(m) = {m}×TmM), ogni
ﬁbra ha una struttura di spazio vettoriale.
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1.8 Applicazioni tangenti
Siano M ed N due variet` a diﬀerenziabili di classe almeno C2 e sia Ψ una mappa
di classe almeno C2 tra di esse.
Allora per ogni m ∈ M ` e deﬁnita l’applicazione
dmΨ : TmM → TΨ(m)N
[γ] 7→ [Ψ ◦ γ].
Cio` e la classe di equivalenza della curva diﬀerenziabile γ passante per m (con
γ : I → M dove I ⊂ R intervallo aperto contenente l’origine dotato dell’usuale
struttura diﬀerenziabile) che rappresenta un vettore in TmM viene mandata
nella classe di equivalenza della curva diﬀerenziabile Ψ ◦ γ passante per Ψ(m)
(con Ψ ◦ γ : I → N), che rappresenta un vettore in TΨ(m)N.
In coordinate: se (U,ϕ) ` e una carta su M con γ(I) ⊆ U e coordinate lo-
cali (x1,...,xd), e se (V,τ) ` e una carta su N con Ψ(U) ∈ V e coordinate
locali (y1,...,yd), e se per brevit` a di notazione si indica con x(y) l’applicazione
composta τ ◦ Ψ ◦ ϕ−1, posto che [γ] sia rappresentato da
v =
d X
i=1
vi
∂
∂xi
nella base

∂
∂x1,..., ∂
∂xd

, allora dmΨ
 
[γ]

` e rappresentato da
w =
d X
i=1
wi
∂
∂yi
,
nella base

∂
∂y1,..., ∂
∂yd

, dove
wi =
d X
j=1
vj
∂yi
∂xj
, i = 1,...,d.
L’applicazione dmΨ si dice diﬀerenziale di Ψ in m.
L’applicazione
dΨ : TM → TN
deﬁnita per ogni m ∈ M e per ogni [γ] ∈ TmM, con γ curva diﬀerenziabile
passante per m, da
dΨ(m,[γ]) =

Ψ(m),dmΨ([γ])
26 1.9 Una metrica su TmM
si dice l’applicazione tangente di Ψ.
Osserviamo che vale il teorema di diﬀerenziazione delle mappe composte. Cio` e
siano M, N, K tre variet` a di classe almeno C3,
Ψ : M → N
e
Φ : N → K
due applicazioni di classe almeno C3 tra variet` a allora
d(Φ ◦ Ψ) =
 
dΦ

◦
 
dΨ

.
1.9 Una metrica su TmM
Siano {Bi}i∈I ed {Aj}j∈J due ricoprimenti aperti di M, cio` e
[
i∈I
Bi =
[
j∈J
Aj = M
dove I e J sono due insiemi di indici.
Diremo che {Bi}i∈I ` e un raﬃnamento di {Aj}j∈J se esiste una mappa
α : I → J
i 7→ α(i)
tale che per ogni i ∈ I
Bi ⊆ Aα(i).
Uno spazio topologico di Hausdorﬀ si dice paracompatto se ogni suo ricoprimen-
to ammette un raﬃnamento aperto localmente ﬁnito, cio` e tale che un intorno
di un punto qualsiasi intersechi al pi` u un numero ﬁnito di insiemi di tale rico-
primento.
Si dimostra che vale il seguente risultato.
Teorema. Ogni spazio topologico di Hausdorﬀ localmente compatto e separa-
bile ` e paracompatto.
Si dicono partizioni dell’unit` a di M una famiglia {ϕi}i∈I ﬁnita o numerabile
di funzioni reali diﬀerenziabili su M tali che:
i) ∀ i ∈ I, ϕi ≥ 0 e suppϕi ` e compatto,
ii) la famiglia

Int(suppϕi), i ∈ I
	
` e un ricoprimento aperto localmente ﬁnito
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iii)
P
i∈I ϕi(m) = 1, ∀ m ∈ M.
Per la deﬁnizione di suppϕi si veda l’Appendice A.
Si noti che in ii) Int(suppϕi) rappresenta l’interno dell’insieme suppϕi.
Si dimostra inoltre la validit` a del seguente risultato.
Teorema. Sia M una variet` a diﬀerenziabile di classe Ck paracompatta. Allora
esiste una partizione dell’unit` a tale che

Int(suppϕi), i ∈ I
	
risulta essere un
raﬃnamento del ricoprimento aperto {Uα}α∈J dei domini di carte dell’atlante.
Nelle ipotesi del teorema appena citato si dice che la partizione dell’unit` a ` e
relativa all’atlante.
Inoltre si dimostra che vale il seguente risultato.
Teorema di Whitney. Ogni variet` a diﬀerenziabile di classe Ck paracompatta
ammette una metrica Riemanniana.
Per la deﬁnizione di una metrica Riemanniana si veda l’Appendice D.
La metrica Riemanniana di cui si parla nel teorema di Whitney ha carattere
globale come si evince dalla dimostrazione riportata ad esempio in [C].
Risulta quindi evidente perch` e nella topologia indotta dalla struttura di variet` a
si fanno le ipotesi aggiuntive di Hausdorﬀ e separabilit` a.
1.10 Il teorema di Rademacher applicato alle
variet` a
Consideriamo ora il teorema di Rademacher nella forma riportata in [Ck].
Teorema di Rademacher. Sia f : Rd → R una funzione lipschitziana su un
insieme U ⊆ Rd, allora f ` e derivabile quasi ovunque su U rispetto alla misura
di Lebesgue.
Diamo ora una versione di questo teorema applicato al caso delle variet` a.
Teorema di Rademacher applicato alle vartiet` a. Siano M ed N due
variet` a diﬀerenziabili e Ψ un’applicazione localmente lipschitziana tra di esse.
Allora esiste un sottoinsieme E di M di misura nulla secondo Lebesgue tale
che Ψ ` e diﬀerenziabile in ogni punto di M\E.
Cio` e Ψ ` e diﬀerenziabile quasi ovunque (abbreviato con q.o.) su M. Risul-
ta evidente che la derivata di tale applicazione ` e localmente limitata dove ` e
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1.11 Campi vettoriali
1.11.1 Campi vettoriali di classe Ck
Sia k ≥ 0 un intero e sia M una variet` a diﬀerenziabile di classe Ck+1.
Un campo vettoriale X su M ` e un’applicazione
X : M → TM
tale che p ◦ X = idM, dove p ` e la proiezione di TM su M precedentemente
deﬁnita.
Notazione: Da qui in avanti scriveremo mX anzich` e X(m) per indicare il
vettore in TmM; qualora sia possibile interpretare tale vettore come opera-
tore di derivazione su una funzione f ∈ F∞
m (M,R) scriveremo semplicemente
mX(f).
Osserviamo che se M ` e una variet` a diﬀerenziabile di classe Ck+1 allora X si
dice di classe Ck se esso ` e un’applicazione diﬀerenziabile di classe Ck tra M e
TM.
Data una qualsiasi carta (U,ϕ) su M con coordinate locali (x1,...,xd), ogni
campo vettoriale X, su U, in coordinate si pu` o scrivere
X =
d X
i=1
ai
∂
∂xi
,
dove ai, con i = 1,...,d, sono funzioni diﬀerenziabili di classe Ck da M in R.
Dunque per ogni m ∈ M il vettore mX, pu` o essere scritto coordinate locali
mX =
d X
i=1
ai(m)
∂
∂xi
   
m
.
Se M ` e una variet` a diﬀerenziabile di classe C∞ anche TmM, con m ∈ M, ` e
una variet` a diﬀerenziabile di classe C∞ e dunque il vettore mX pu` o essere
interpretato come operatore di derivazione su F∞
m (M,R).
Dunque se M ` e una variet` a diﬀerenziabile di classe C∞ ed f ∈ F∞
m (M,R), con
m ∈ M, allora si ha che
mX(f) =
d X
i=1
ai(m)
∂
∂xi
f
 
 
m
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1.11.2 Campi vettoriali lipschitziani e localmente lips-
chitziani
Data una variet` a diﬀerenziabile M di classe Ck, con k ≥ 0 intero.
Un campo vettoriale (localmente) lipschitziano su M un’applicazione (local-
mente) lipschitziana
X : M → TM
tale che p ◦ X = idM, dove p ` e la proiezione di TM su M precedentemente
deﬁnita.
Notazione: Anche in questo caso useremo la notazione precedentemente adot-
tata cio` e scriveremo mX anzich` e X(m) per indicare il vettore in TmM; qualora
sia possibile interpretare tale vettore come operatore di derivazione su una fun-
zione f ∈ F∞
m (M,R) scriveremo semplicemente mX(f).
Data una qualsiasi carta (U,ϕ) su M con coordinate locali (x1,...,xd), ogni
campo vettoriale (localmente) lipschitziano X, su M, in coordinate si pu` o
scrivere
X =
d X
i=1
ai
∂
∂xi
,
dove ai, con i = 1,...,d, sono funzioni (localmente) lipschitziane da M in R.
Dunque per ogni m ∈ M il vettore mX, in coordinate locali si pu` o scrivere
mX =
d X
i=1
ai(m)
∂
∂xi

  
m
.
Se M ` e una variet` a diﬀerenziabile di classe C∞ anche TmM, con m ∈ M, ` e
una variet` a diﬀerenziabile di classe C∞ e dunque il vettore mX pu` o essere
interpretato come operatore di derivazione su F∞
m (M,R).
Dunque se M ` e una variet` a diﬀerenziabile di classe C∞ ed f ∈ F∞
m (M,R), con
m ∈ M, allora si ha che
mX(f) =
d X
i=1
ai(m)
∂
∂xi
f

  
m
.
1.12 Flusso dei campi vettoriali
1.12.1 Curva integrale
Siano k ≥ 0 un intero, M una variet` a diﬀerenziabile di classe Ck+1 ed X un
campo vettoriale di classe Ck su M oppure un campo vettoriale lipschitziano30 1.12 Flusso dei campi vettoriali
su M oppure un campo vettoriale localmente lipschitziano su M.
Una curva integrale di X passante per m ` e una mappa diﬀerenziabile
ξX,m :]a,b[→ M
tale che:
• ]a,b[ ` e un intervallo aperto di R contenente l’origine dotato dell’usuale
struttura diﬀerenziale,
• d
dtξX,m(t) = ˙ ξX,m(t) = X
 
ξX,m(t)

, ∀ t ∈]a,b[,
• ξX,m(0) = m.
Dai teoremi classici sulle equazioni diﬀerenziali, si dimostra che dato un campo
vettoriale X su M allora per ogni m ∈ M esiste un’unica curva integrale di X
passante per m.
Inoltre risulta evidente che se il campo vettoriale X ` e di classe Ck allora la
curva integrale di X ` e di classe Ck+1, mentre se il campo vettoriale X ` e lip-
schitziano allora la curva integrale di X ` e un’applicazione di classe C1,1, cio` e
un’applicazione diﬀerenziabile con derivata prima lipschitziana.
1.12.2 Flusso
Siano k ≥ 0 un intero, M una variet` a diﬀerenziabile di classe Ck+1, X un
campo vettoriale di classe Ck su M oppure un campo vettoriale lipschitziano
su M oppure un campo vettoriale localmente lipschitziano su M ed ξX,m la
curva integrale di X passante per m.
Denotiamo con ·exp(·X) la mappa ﬂusso associata al campo vettoriale X, cos` ı
deﬁnita
·exp(·X) : R × M → M
(t,m) 7→ mexp(tX) = ξX,m(t).
La mappa ﬂusso soddisfa il problema di Cauchy



d
dt

ξX,m(t))

= X
 
ξX,m(t)

ξX,m(0) = m
che, in modo equivalente pu` o essere scritto



d
dt

mexp(tX)

= mexp(tX)X
mexp(0X) = m
e questo giustiﬁca ampiamente la scelta della notazione esponenziale.Note sulle variet` a 31
1.13 Distribuzioni
Siano c e d due interi tali che 1 ≤ c ≤ d, k ≥ 0 un intero e sia M una variet` a
diﬀerenzibile di classe Ck e di dimensione d.
Una distribuzione D di dimensione c su M ` e una mappa multivoca che ad ogni
m ∈ M associa un sottospazio vettoriale di dimensione c dello spazio tangente
ad M nel punto m, cio` e
m 7→ D(m) ⊆ TmM, ∀ m ∈ M.
Dato un campo vettoriale X su M, diremo che X appartiene alla (oppure giace
sulla) distribuzione D (X ∈ D) se mX ∈ D(m) per ogni m ∈ M.
1.13.1 Distribuzioni di classe Ck
Siano k ≥ 0 un intero, M una variet` a diﬀerenziabile di classe Ck+1 ed U un
sottoinsieme di M.
Una distribuzione D di dimensione c si dice di classe Ck su U se su U esistono
c campi vettoriali X1,...,Xc di classe Ck che generano D(m) per ogni m ∈ U,
cio` e tali che
D(m) = Span

mX1,...,mXc

, ∀ m ∈ U.
La distribuzione D si dice di classe Ck se ` e di classe Ck su M.
1.13.2 Distribuzioni lipschitziane
Siano M una variet` a di classe Ck, k ≥ 0 intero.
Una distribuzione D di dimensione c si dice lipschitziana su U se esistono c
campi vettoriali lipschitziani X1,...,Xc, deﬁniti su U, tali da generare D(m)
per ogni m ∈ U, cio` e tali che
D(m) = Span

mX1,...,mXc

, ∀ m ∈ U.
La distribuzione D si dice localmente lipschitziana su V se per ogni m ∈ V
esiste un insieme U contenente m tale che D ` e lipschitziana su U.
1.14 Parentesi di Lie
1.14.1 Parentesi di Lie di campi vettoriali di classe Ck
Siano M una variet` a diﬀerenziabile di classe Ck+1, con k ≥ 1 intero, ed X, Y
due campi vettoriali, di classe almeno C1 su M.
Deﬁniamo l’operatore parentesi di Lie ponendo
[·,·] : (X,Y ) 7→ [X,Y ] = X(Y ) − Y (X).32 1.14 Parentesi di Lie
In un sistema di coordinate locali, diciamole (x1,...,xd), i campi vettoriali X
ed Y possono essere scritti cos` ı
X =
d X
i=1
ai
∂
∂xi
,
ed
Y =
d X
j=1
bj
∂
∂xj
,
dove ai ed bj sono funzioni reali di classe almeno C1 per ogni i, j ∈ {1,...,d}.
Nello stesso sistema di coordinate locali [X,Y ] diventa
[X,Y ] =
d X
i,j=1

ai
∂bj
∂xi
− bi
∂aj
∂xi

∂
∂xj
.
Si veriﬁca che l’operatore parentesi di Lie ` e una derivazione in quanto ` e un’ap-
plicazione bilineare e soddisfa alla propriet` a di Leibnitz.
Dunque, per ogni m ∈ M, m[X,Y ] pu` o essere pensato come un elemento di
TmM e quindi l’operatore parentesi di Lie pu` o essere identiﬁcato con un campo
vettoriale.
In particolare se M ` e una variet` a diﬀerenziabile di classe C∞ allora per ogni
m ∈ M e per ogni f ∈ F∞
m (M,R) si ha che
m[X,Y ](f) = mX(Y (f)) − mY (X(f)).
Si veriﬁca inoltre che valgono le seguenti propriet` a:
(a) se f e g sono due funzioni a valori in R di classe almeno C1 ed X, Y sono
due campi vettoriali di classe almeno C1 allora
[fX,gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X,
(b) [X,Y ] = −[Y,X] per ogni coppia di campi vettoriali X, Y di classe almeno
C1,
(c)

[X,Y ],Z

+

[Y,Z],X

+

[Z,X],Y

= 0 per ogni terna X,Y,Z di campi
vettoriali di classe almeno C2 su M.
La propriet` a (c) ` e nota come identit` a di Jacobi.
Uno spazio vettoriale con un’operazione bilineare che gode delle propriet` a (b)
e (c) ` e detto algebra di Lie. Parleremo dunque dell’algebra di Lie dei campi
vettoriali.Note sulle variet` a 33
1.15 Parentesi di Lie di campi vettoriali local-
mente lipschitziani
Siano M una variet` a di classe Ck, con k ≥ 1 intero, ed X, Y due campi
vettoriali localmente lipschitziani su M.
Deﬁniamo l’operatore parentesi di Lie ponendo
[·,·] : (X,Y ) 7→ [X,Y ] = X(Y ) − Y (X) quasi ovunque.
In un sistema di coordinate locali, diciamole (x1,...,xd), i campi vettoriali X
ed Y possono essere scritti cos` ı
X =
d X
i=1
ai
∂
∂xi
,
ed
Y =
d X
j=1
bj
∂
∂xj
,
dove ai ed bj sono funzioni localmente lipschitziane a valori reali per ogni i,
j ∈ {1,...,d}. Nello stesso sistema di coordinate locali e in base al teorema di
Rademacher riportato al paragrafo 1.10 [X,Y ] diventa
[X,Y ] =
d X
i,j=1

ai
∂bj
∂xi
− bi
∂aj
∂xi

∂
∂xj
, q.o.
Si veriﬁca che l’operatore parentesi di Lie, dove ` e deﬁnito, ` e una derivazione
in quanto ` e un’applicazione bilineare e soddisfa alla propriet` a di Leibnitz.
Dunque m[X,Y ], dove deﬁnito, pu` o essere pensato come un elemento di TmM
e quindi l’operatore parentesi di Lie pu` o essere identiﬁcato con un campo vet-
toriale.
Si veriﬁca inoltre che valgono le seguenti propriet` a:
(a) se f e g sono due funzioni in R di classe almeno C1 ed X, Y sono due
campi vettoriali localmente lipschitziani allora
[fX,gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X, q.o. su M,
(b) [X,Y ] = −[Y,X] quasi ovunque su M per ogni coppia di campi vettoriali
localmente lipschitziani X ed Y .34 1.16 Involutivi` a
1.16 Involutivi` a
1.16.1 Distribuzioni involutive di classe Ck
Siano M una variet` a diﬀerenziabile di classe Ck di dimensione d e D una dis-
tribuzione di classe Ck su M c−dimensionale, con k ≥ 1 e 1 ≤ c ≤ d.
La distribuzione D si dice involutiva di classe Ck se per ogni coppia di campi
vettoriali di classe Ck appartenenti a D, X ed Y , (cio` e tali che mX, mY ∈
D(m) per ogni m ∈ M) si ha che [X,Y ] ∈ D (cio` e m[X,Y ] ∈ D(M) per ogni
m ∈ M).
Siano X1,...,Xc campi vettoriali di classe Ck su M tali da generare una dis-
tribuzione c−dimensionale D di classe Ck su qualche aperto U di M, cio` e tali
che
D(m) = Span

mX1,...,mXc

, ∀ m ∈ U,
allora D ` e involutiva di classe Ck se e solo se esistono delle funzioni di classe
Ck, ch
ij con h = 1,...,c, univocamente determinate e tali che
m[Xi,Xj] =
c X
h=1
c
h
ij(m)mXh, ∀ m ∈ U, i, j ∈ {1,...,c}.
Infatti: se D ` e una distribuzione involutiva di classe Ck allora per ogni i,
j ∈ {1,...,c} segue che [Xi,Xj] ∈ D. Essendo D generata da X1,...,Xc allora
m[Xi,Xj] pu` o essere scritto come una combinazione lineare dei coeﬃcienti
ch
ij(m) e dei vettori mXh, h = 1,...,c, per ogni m ∈ U. In particolare, al
variare di m ∈ U, le funzioni m 7→ ch
ij(m) sono unicamente determinate (perch` e
i campi vettoriali sono linearmente indipendenti) e di classe Ck (in quanto
abbiamo supposto di avere campi vettoriali di classe Ck).
Viceversa: se esistono delle funzioni di classe Ck m 7→ ch
ij(m), con h = 1,...,c
e tali che
m[Xi,Xj] =
c X
h=1
c
h
ij(m)mXh, ∀ m ∈ U,
allora essendo D generata dai campi vettoriali di classe Ck X1,...,Xc possiamo
concludere che m[Xi,Xj] ∈ D(m) per ogni m ∈ U cio` e che la distribuzione D
` e involutiva di classe Ck.
Dato che nelle pagine seguenti useremo, in modo particolare, il concetto di
distribuzione involutiva di classe C∞ anzich` e quello di distribuzione involutiva
di classe Ck andiamo, per completezza, ad esplicitarne il signiﬁcato.Note sulle variet` a 35
1.16.2 Distribuzioni involutive
Siano M una variet` a diﬀerenziabile di classe C∞ e di dimensione d e D una
distribuzione di classe C∞ su M c−dimensionale con 1 ≤ c ≤ d.
La distribuzione D si dice involutiva di classe C∞ o pi` u semplicemente involu-
tiva se per ogni coppia di campi vettoriali di classe C∞ appartenenti a D, X
ed Y , (cio` e tali che mX, mY ∈ D(m) per ogni m ∈ M) si ha che [X,Y ] ∈ D
(cio` e m[X,Y ] ∈ D(m) per ogni m ∈ M).
Siano X1,...,Xc campi vettoriali di classe C∞ su M tali da generare una dis-
tribuzione c−dimensionale D di classe C∞ su qualche aperto U di M, cio` e tali
che
D(m) = Span

mX1,...,mXc

, ∀ m ∈ U,
allora D ` e involutiva se e solo se esistono delle funzioni di classe C∞, ck
ij con
k = 1,...,c, univocamente determinate e tali che
m[Xi,Xj] =
c X
k=1
c
k
ij(m)mXk, ∀ m ∈ U, i, j ∈ {1,...,c}.
1.16.3 Distribuzioni involutive quasi ovunque
Siano M una variet` a diﬀerenziabile di classe Ck d−dimensionale, con k ≥ 1
intero, e sia D una distribuzione lipschitziana su M c−dimensionale, con 1 ≤
c ≤ d.
La distribuzione D si dice involutiva quasi ovunque1 se per ogni coppia di
campi vettoriali localmente lipschitziani appartenenti a D, X ed Y , si ha che
m[X,Y ] ∈ D per quasi ogni m ∈ M.
Nel caso di campi vettoriali localmente lipschitziani il concetto di involutivit` a
assume signiﬁcato quasi ovunque su M in quanto, dal teorema di Radema-
cher riportato al paragrafo 1.10, la parentesi di Lie di due campi vettoriali
localmente lipschitziani X ed Y ` e deﬁnita quasi ovunque su M cio` e
m[X,Y ] = mX(Y ) − mY (X), q.o. m ∈ M.
Siano X1,...,Xc campi vettoriali localmente lipschitziani su M tali da generare
una distribuzione c−dimensionale D su qualche aperto U di M, cio` e tali che
D(m) = Span{mX1,...,mXc}, ∀ m ∈ U,
allora D ` e involutiva quasi ovunque se e solo se esistono delle funzioni, ck
ij con
k = 1,...,c, localmente limitate e univocamente determinate tali che
m[Xi,Xj] =
c X
k=1
c
k
ij(m)mXk, q.o. m ∈ U, i, j ∈ {1,...,c}.
1Questa ` e la notazione che compare in [S].36 1.17 Variet` a integrali
Infatti: se D ` e involutiva quasi ovunque allora m[Xi,Xj] ∈ D(m) per quasi
ogni m ∈ U e per ogni i, j ∈ {1,...,c}. Essendo D generata dai campi vettoriali
X1,...,Xc allora m[Xi,Xj] pu` o essere scritto come una combinazione lineare
dei coeﬃcienti ck
ij(m) e dei campi vettoriali Xk, con k = 1,...,c. Si noti che le
m 7→ ck
ij(m) non sono in generale lipschitziane ma solo localmente limitate gra-
zie al teorema di Rademacher, inoltre i coeﬃcienti ck
ij(m) sono univocamente
determinati perch` e i campi vettoriali sono linearmente indipendenti.
Viceversa: se esistono delle funzioni localmente limitate m 7→ ck
ij(m), con
k = 1,...,c e tali che
m[Xi,Xj] =
c X
k=1
c
k
ij(m)mXk, q.o. m ∈ U, i, j ∈ {1,...,c},
allora essendo D generata da X1,...,Xc possiamo concludere che m[Xi,Xj] ∈
D(m) per quasi ogni m ∈ U, cio` e che la distribuzione D ` e involutiva quasi
ovunque.
1.17 Variet` a integrali
Siano M una variet` a diﬀerenziabile di classe Ck, con k ≥ 1 intero, (N,ψ) una
sottovariet` a di M e D una distribuzione su M.
Una sottovariet` a (N,ψ) di M si dice variet` a integrale di D se
dnψ(TnN) = D
 
ψ(n)

, ∀ n ∈ N.
Se anzich` e considerare una generica ψ consideriamo l’applicazione identica
allora (N,id) ` e una variet` a integrale di D se
TnN = D(n), ∀ n ∈ N.Capitolo 2
Il caso C1,1
2.1 Variet` a lipschitziane e variet` a di classe C1,1
2.1.1 Carte
Sia M un insieme.
Una carta ` e una coppia (U,ϕ) dove U ` e un sottoinsieme di M e ϕ ` e un’appli-
cazione biunivoca
ϕ : U → W ⊂ R
d.
Diremo che ϕ ` e un sistema di funzioni coordinate su U, e chiameremo le
componenti di ϕ
xi = ri ◦ ϕ, i = 1,...,d
coordinate locali (dove ri ` e la proiezione i-esima).
Siano (Ui,ϕi) e (Uj,ϕj) due carte tali che
ϕi : Ui → Wi ⊂ R
d,
ϕj : Uj → Wj ⊂ R
d
e Ui ∩ Uj 6= ∅.
In queste ipotesi si possono considerare le restrizioni
ϕi|Ui∩Uj
e
ϕj|Ui∩Uj
aventi come immagini rispettivamente gli insiemi
Wij = ϕi(Ui ∩ Uj) e Wji = ϕj(Ui ∩ Uj),
e le funzioni
ϕij : Wij → Wji
3738 2.1 Variet` a lipschitziane e variet` a di classe C1,1
ϕji : Wji → Wij
cos` ı deﬁnite
ϕij = ϕj ◦ ϕ
−1
i , ϕji = ϕi ◦ ϕ
−1
j .
Due carte (Ui,ϕi) e (Uj,ϕj) tali che
ϕi : Ui → Wi ⊂ R
d
e
ϕj : Uj → Wj ⊂ R
d
si dicono Lipschitz-compatibili se
i) gli insiemi Wij e Wji sono aperti (eventualmente vuoti) in Rd, e
ii) le applicazioni ϕij e ϕji (deﬁnite se Ui ∩ Uj 6= ∅) sono lipeomorﬁsmi (vedi
Appendice A).
Due carte (Ui,ϕi) e (Uj,ϕj) tali che
ϕi : Ui → Wi ⊂ R
d
e
ϕj : Uj → Wj ⊂ R
d
si dicono compatibili di classe C1,1 se
i) gli insiemi Wij e Wji sono aperti (eventualmente vuoti) in Rd, e
ii) le applicazioni ϕij e ϕji (deﬁnite se Ui ∩ Uj 6= ∅) sono diﬀeomorﬁsmi di
classe C1 e le loro derivate sono lipschitziane in Rd.
Chiameremo le applicazioni della forma ϕij e ϕji cambiamenti di coordinate.
2.1.2 Atlanti lipschitziani ed atlanti di classe C1,1
Atlanti lipschitziani
Siano M un insieme ed I un insieme di indici.
Un atlante lipschitziano su M ` e una collezione A di carte locali su M del tipo
A =

(Ui,ϕi), i ∈ I

tale che
i) le carte sono a due a due Lipschitz-compatibili, e
ii)
S
i∈I Ui = M.Il caso C1,1 39
Due atlanti su M sono Lipschitz-equivalenti se la loro unione ` e ancora un at-
lante lipschitziano, cio` e se ogni carta del primo atlante ` e Lipschitz-compatibile
con qualsiasi carta del secondo.
Questa deﬁnizione induce una relazione di equivalenza su A.
Una struttura di variet` a lipschitziana su M ` e una classe di equivalenza di at-
lanti lipschitziani su M.
Un insieme dotato di una struttura di variet` a lipschitziana si dice variet` a lip-
schitziana.
Atlanti di classe C1,1
Un atlante di classe C1,1 su M ` e una collezione A di carte locali su M del tipo
A =

(Ui,ϕi), i ∈ I

tale che
i) le carte sono a due a due compatibili di classe C1,1, e
ii)
S
i∈I Ui = M.
Due atlanti su M sono equivalenti di classe C1,1 se la loro unione ` e ancora
un atlante di classe C1,1, cio` e se ogni carta del primo atlante ` e compatibile di
classe C1,1 con qualsiasi carta del secondo.
Anche questa deﬁnizione induce una relazione di equivalenza su A.
Una struttura di variet` a diﬀerenziabile di classe C1,1 su M ` e una classe di
equivalenza di atlanti di classe C1,1 su M.
Un insieme dotato di una struttura di variet` a diﬀerenziabile di classe C1,1 si
dice variet` a diﬀerenziabile di classe C1,1.
2.2 Applicazioni diﬀerenziabili
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1,1.
Una mappa ψ : M1 → M2 si dice diﬀerenziabile se ` e diﬀerenziabile nelle carte
locali, cio` e se per ogni m ∈ M1 e per ogni coppia di carte (U,ϕ) e (V,τ),
rispettivamente di M1 ed M2, tali che m ∈ U e ψ(U) ⊂ V la composizione40 2.3 Applicazioni lipschitziane
τ ◦ ψ ◦ ϕ−1 risulta diﬀerenziabile.
Si osservi che questa deﬁnizione ` e indipendente dalle dalla scelta delle carte.
2.2.1 Diﬀeomorﬁsmi di variet` a
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1,1.
L’applicazione ψ : M1 → M2 ` e un diﬀeomorﬁsmo di variet` a se ψ ` e differenzia-
bile, ψ ` e invertibile e ψ−1 ` e diﬀerenziabile.
In tal caso M1 ed M2 si dicono diﬀeomorfe.
2.3 Applicazioni lipschitziane
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1,1 ed m un punto di M1.
Una mappa F : M1 → M2 ` e lipschitziana in m se ` e lipschitziana nelle carte
locali, cio` e se pre ogni coppia di carte (U,ϕ) e (V,ψ), rispettivamente di M1
ed M2, tali che m ∈ U e F(U) ⊆ V , la mappa composta
ψ ◦ F ◦ ϕ
−1 : ϕ(U) → ψ(V )
` e lipschitziana in ϕ(U) in senso usuale.
F ` e lipschitziana se ` e lipschitziana in m per ogni m ∈ M.
2.3.1 Applicazioni localmente lipschitziane
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1,1.
Un’applicazione F : M1 → M2 si dice localmente lipschitziana se per ogni
m ∈ M1 esiste un intorno di m in cui F lipschitziana.
2.3.2 Lipeomorﬁsmi di variet` a
Siano M1 ed M2 due variet` a diﬀerenziabili di classe C1,1.
L’applicazione F : M1 → M2 ` e un lipeomorﬁsmo di variet` a se F ` e lipschitziana,
invertibile e F −1 ` e lipschitziana.
In tal caso M1 ed M2 si dicono lipeomorfe.Il caso C1,1 41
2.4 Topologia indotta dalla struttura di varie-
t` a
Sia M un insieme dotato di una struttura di variet` a di classe C1,1.
La struttura di variet` a induce sull’insieme M una topologia che chiameremo
topologia indotta dalla struttura di variet` a.
Consideriamo su M la pi` u piccola topologia per cui ogni carta (U,ϕ) di ogni
atlante della struttura di variet` a risulta continua.
In altri termini G ⊂ M ` e aperto se ϕ(U∩G) ` e aperto per ognuna delle suddette
carte.
Usualmente si fanno le seguenti ipotesi aggiuntive sulla topologia indotta dalla
struttura di variet` a:
1) M ` e uno spazio di Hausdorﬀ, ed
2) M ` e uno spazio separabile.
Cio` e:
1) per ogni m1, m2 ∈ M esistono due aperti N1 ed N2 ⊂ M tali che m1 ∈ N1,
m2 ∈ N2 e N1 ∩ N2 = ∅.
2) esiste un sottoinsieme di M ﬁnito o numerabile denso in M, cio` e esiste
N ⊆ M ﬁnito o numerabile tale che chN = M, dove chN indica l’insieme
dei punti di chiusura per N.
Le ipotesi aggiuntive servono per poter deﬁnire una metrica Riemanniana, cio` e
per introdurre norme nei TmM che dipendono con regolarit` a da m ∈ M.
Si veda il paragrafo 1.9 per la costruzione di una metrica Riemanniana.
2.5 Connessione e dimensione
Una variet` a diﬀerenziabile di classe C1,1, M, si dice connessa se dati m1,
m2 ∈ M esiste un numero ﬁnito di carte (Ui,ϕi), i = 1,...,n tali che m1 ∈ U1,
m2 ∈ Un e Ui ∩ Ui+1 6= ∅ per ogni i = 1,...,n − 1.
Si dimostra che rispetto alla topologia indotta dalla struttura di variet` a su M
questa ` e la solita deﬁnizione di connessione per archi e che questa coincide con
la connessione usuale.
Si dimostra inoltre che vale il seguente risultato.42 2.6 Sottovariet` a
Teorema. Siano I un insieme di indici, M una variet` a diﬀerenziabile di classe
C1,1 connessa ed
A =

(Ui,ϕi), i ∈ I

un atlante di classe C1,1 su M, dove per ogni i ∈ I, ϕi : Ui → Wi ⊂ Rdi, e
di ∈ N.
Allora tutti gli Ui sono aperti dello stesso spazio vettoriale Rd, cio` e d = di per
ogni i ∈ I.
Nel teorema appena riportato d si dice dimensione di M e si indica con
d = dimM.
2.6 Sottovariet` a
Siano M ed N due variet` a diﬀerenziabili di classe C1,1 e sia ψ : N → M un’ap-
plicazione diﬀerenziabile.
ψ ` e non singolare in n ∈ N se per ogni coppia di carte (V,τ) e (U,ϕ) tali che
n ∈ V e ψ(V ) ⊆ U la matrice jacobiana di d(ϕ ◦ ψ ◦ τ−1) ` e non singolare in
τ(n), cio` e ker
 
d(ϕ ◦ ψ ◦ τ−1)

= {0}.
Diremo che ψ ` e un’immersione se ψ ` e non singolare per ogni n ∈ N.
Diremo che la coppia (N,ψ) ` e una sottovariet` a di M se ψ ` e un’immersione
biiettiva.
2.7 Fibrato tangente
2.7.1 Curva diﬀerenziabile
Sia M una variet` a diﬀerenziabile di classe Ck, con k ≥ 1 intero, oppure una
variet` a diﬀerenziabile di classe C1,1 ed m un suo punto.
Una curva diﬀerenziabile passante per m` e una qualsiasi funzione diﬀerenziabile
del tipo γ : I → M, λ 7→ γ(λ) tale che γ(0) = m, con I ⊂ R intervallo aperto
contenente l’origine dotato dell’usuale struttura diﬀerenziale.
2.7.2 Spazio tangente in un punto ad una variet` a
Caso C∞
Sia M una variet` a diﬀerenziabile di classe C∞ ed m un suo punto.Il caso C1,1 43
Per la costruzione dello spazio tangente alla variet` a M nel punto m, si procede
come gi` a fatto al paragrafo 1.7.2 (caso C∞).
Ribadiamo solo che, nel caso C∞, lo spazio TmM ha una duplice deﬁnizione: da
un lato lo si pu` o vedere come insieme di classi di equivalenza di curve diﬀeren-
ziabili passanti per m, dall’altro lo si pu` o vedere come insieme di operatori di
derivazione su F∞
m (M,R).
Caso Ck, 1 ≤ k < ∞, e caso C1,1
Siano 1 ≤ k < ∞ intero, M una variet` a diﬀerenziabile di classe Ck oppure una
variet` a diﬀerenziabile di classe C1,1 ed m un suo punto.
Sia inoltre Γm l’insieme di tutte le curve diﬀerenziabili passanti per m, cio` e
Γm =

γ : γ ` e una curva diﬀerenziabile passante per m

.
Sull’insieme Γm ` e possibile deﬁnire la relazione di equivalenza ∼ in questo
modo
γ1 ∼ γ2 se e solo se
d
dλ

ϕ ◦ γ1
 
 
0
=
d
dλ

ϕ ◦ γ2
 
 
0
,
per ogni carta (U,ϕ) con m ∈ U.
Si veriﬁca che la relazione di equivalenza ∼ non dipende dalla particolare carta
scelta.
Lo spazio tangente a M nel punto m, che denoteremo con TmM, ` e l’insieme
quoziente
TmM = Γm/ ∼=

[γ], γ ∈ Γm

delle classi di equivalenza di curve diﬀerenziabili passanti per m.
A diﬀerenza del caso C∞, per i casi Ck e C1,1 non possiamo dare una duplice
deﬁnizione di TmM cio` e non possiamo deﬁnirlo in maniera equivalente come
insieme di classi di equivalenza di curve diﬀerenziabili passanti per m e come
insieme di operatori di derivazione su F∞
m (M,R).
Nel caso Ck e C1,1 lo spazio TmM ` e deﬁnito solamente come insieme di classi
di equivalenza di curve diﬀerenziabili. Il motivo per cui non vale la duplice
deﬁnizione ` e identico a quello gi` a discusso al paragrafo 1.7.2 (caso Ck).
In generale
Data una carta (U,ϕ), si stabilisce una corrispondenza biunivoca tra TmM ed
Rd in questo modo
Dϕ : [γ] 7→ w =

...,
d
dλ

ri ◦ ϕ ◦ γ
   
0
,...

, ∀ i = 1,...,d.44 2.7 Fibrato tangente
Quindi ` e possibile trasportare su TmM la struttura di spazio vettoriale di Rd.
Si veriﬁca che la struttura di spazio vettoriale cos` ı indotta ` e indipendente dalla
scelta della carta.
L’applicazione Dϕ prende il nome di derivazione e si veriﬁca facilmente che
essa ` e lineare e soddisfa alla propriet` a di Leibnitz.
Dunque abbiamo dimostrato che lo spazio tangente ad una variet` a in un punto
` e uno spazio vettoriale e una sua rappresentazione, data una carta (U,ϕ), ` e
data da
w = Dϕ
 
[γ]

=

...,
d
dλ

ri ◦ ϕ ◦ γ

  
0
,...

, ∀ i = 1,...,d.
Gli elementi di TmM si dicono vettori tangenti ad M nel punto m.
Consideriamo una carta (U,ϕ) su M con U intorno di m e coordinate locali
(x1,...,xd) e sia
 
x1(λ),...,xd(λ)

= ϕ
 
γ(λ)

la rappresentazione della curva
diﬀerenziabile γ in questo sistema di coordinate.
Deﬁniamo il vettore tangente
∂
∂xi
∈ TmM, i = 1,...,d,
come la classe di equivalenza della curva
γ(λ) = ϕ
−1

...,ϕ(m) + λei,...

, i = 1,...,d,
dove ei ` e i-esimo vettore della base standard di Rd.
Si osservi che la notazione ` e giustiﬁcata dal fatto che f ` e una funzione deﬁnita
in un intorno di m e a valori in R,
∂
∂xi

f

=
∂f ◦ ϕ−1
∂xi

ϕ(m)

, i = 1,...,d.
Se Dϕ ` e la derivazione tra TmM e Rd determinata dalla carta (U,ϕ), allora
Dϕ

∂
∂xi

= ei, i = 1,...,d.
Ne segue, in particolare, che i vettori tangenti
∂
∂xi
, i = 1,...,d,
sono una base di TmM, di conseguenza la dimensione di TmM ` e uguale alla
dimensione di M.Il caso C1,1 45
Sia X ∈ TmM associato ad una curva diﬀerenzibile γ. Una volta ﬁssata una
carta (U,ϕ) il vettore X pu` o essere scritto in questo modo
X =
d X
i=1
X
i ∂
∂xi
dove
X
i =
d
dλ

ri ◦ ϕ ◦ γ
   
0
, ∀ i = 1,...,d.
2.7.3 Fibrato tangente
La deﬁnizione dello spazio tangente segue in maniere fedele il caso gi` a tratta-
to al capitolo precedente, per completezza e facilit` a di letture ne riportiamo
ugualmente la costruzione.
Sia M una variet` a diﬀerenziabile di classe C1,1.
Consideriamo l’insieme
TM =
[
m∈M

{m} × TmM

.
La struttura di variet` a su M induce una struttura di variet` a su TM nel
seguente modo.
Siano A un insieme di indici ed A =

(Uα,ϕα), α ∈ A

un atlante su M,
allora per ogni carta (Uα,ϕα) su M possiamo deﬁnire la corrispondente carta
ﬁbrata su TM cos` ı  
[
m∈Uα

{m} × TmM

,Φα
!
,
con
Φα :
[
m∈Uα

{m} × TmM

→ ϕα
 
Uα

× R
d
dove
Φα
 
m,[γ]

=

ϕα(m),Dϕα
 
[γ]

=
=

ϕα(m),
d
dλ

ϕα ◦ γ
   
0

,
per ogni m ∈ Uα e per ogni [γ] ∈ TmM.
Si dimostra che tali carte deﬁniscono una struttura di variet` a su TM e, di con-
seguenza, che TM ` e una variet` a di dimensione doppia rispetto alla dimensione
di M.46 2.8 Applicazioni tangenti
Chiaramente se M ` e una variet` a di classe C1,1, allora TM ` e una variet` a lip-
schitziana.
TM viene detto ﬁbrato tangente.
L’applicazione
i : M → TM
m 7→ i(m) = (m,0), ∀ m ∈ M,
` e detta la sezione nulla di TM.
L’applicazione
p : TM → M
 
m,[γ]

7→ p
 
m,[γ]

= m, ∀ m ∈ M, ∀ [γ] ∈ TmM,
` e detta la proiezione di TM su M.
Ovviamente p ◦ i = id|M.
Le antiimmagini p−1(m) sono dette ﬁbre di TM (p−1(m) = {m}×TmM), ogni
ﬁbra ha una struttura di spazio vettoriale.
M ` e anche detta base del ﬁbrato TM.
2.8 Applicazioni tangenti
Siano M ed N due variet` a diﬀerenziabile di classe C1,1 e sia Ψ una mappa
diﬀerenziabile tra di esse.
Allora per ogni m ∈ M ` e deﬁnita l’applicazione
dmΨ : TmM → TΨ(m)N
[γ] 7→ [Ψ ◦ γ].
Cio` e la classe di equivalenza della curva diﬀerenziabile γ passante per m (con
γ : I → M dove I ⊂ R intervallo aperto contenente l’origine dotato dell’usuale
struttura diﬀerenziabile) che rappresenta un vettore in TmM viene mandata
nella classe di equivalenza della curva diﬀerenziabile Ψ ◦ γ passante per Ψ(m)
(con Ψ ◦ γ : I → N), che rappresenta un vettore in TΨ(m)N.
In coordinate: se (U,ϕ) ` e una carta su M con γ(I) ⊆ U e coordinate lo-
cali (x1,...,xd), e se (V,τ) ` e una carta su N con Ψ(U) ∈ V e coordinate
locali (y1,...,yd), e se per brevit` a di notazione si indica con x(y) l’applicazione
composta τ ◦ Ψ ◦ ϕ−1, posto che [γ] sia rappresentato da
v =
d X
i=1
vi
∂
∂xiIl caso C1,1 47
nella base

∂
∂x1,..., ∂
∂xd

, allora dmΨ
 
[γ]

` e rappresentato da
w =
d X
i=1
wi
∂
∂yi
,
nella base

∂
∂y1,..., ∂
∂yd

, dove
wi =
d X
j=1
vj
∂yi
∂xj
, i = 1,...,d.
L’applicazione dmΨ si dice diﬀerenziale di Ψ in m.
L’applicazione
dΨ : TM → TN
deﬁnita per ogni m ∈ M e per ogni [γ] ∈ TmM, con γ curva diﬀerenziabile
passante per m, da
dΨ(m,[γ]) =

Ψ(m),dmΨ([γ])

si dice l’applicazione tangente di Ψ.
2.9 Campi vettoriali sulle variet` a di classe C1,1
Sia M una variet` a diﬀerenziabile di classe C1,1.
Un campo vettoriale X su M ` e un’applicazione
X : M → TM
tale che p ◦ X = idM, dove p ` e la proiezione di TM su M precedentemente
deﬁnita.
Notazione: Da qui in avanti scriveremo mX anzich` e X(m) per indicare che
mX ` e un vettore in TmM.
X ` e campo vettoriale (localmente) lipschitziano se esso ` e un’applicazione (lo-
calmente) lipschitziana da M a TM.48 2.10 Flusso dei campi vettoriali lipschitziani
2.9.1 Campi vettoriali lipschitziani e campi vettoriali
localmente lipschitziani
Data una qualsiasi carta (U,ϕ) su M con coordinate locali (x1,...,xd), og-
ni campo vettoriale (localmente) lipschitziano X, su U, in coordinate si pu` o
scrivere
X =
d X
i=1
ai
∂
∂xi
,
dove ai, con i = 1,...,d, sono funzioni (localmente) lipschitziane da M in R.
Dunque per ogni m ∈ M il vettore mX si pu` o scrivere
mX =
d X
i=1
ai(m)
∂
∂xi
   
m
.
Se M ` e una variet` a diﬀerenziabile di classe C∞ allora anche TmM ` e una variet` a
diﬀerenziabile di classe C∞ per ogni m ∈ M e dunque il vettore mX pu` o essere
interpretato anche come operatore di derivazione su F∞
m (M,R).
Dunque se M ` e una variet` a diﬀerenziabile di classe C∞ ed f ∈ F∞
m (M,R), con
m ∈ M, allora si ha che
mX(f) =
d X
i=1
ai(m)
∂
∂xi
f
   
m
.
2.10 Flusso dei campi vettoriali lipschitziani
2.10.1 Curva integrale
Siano M una variet` a diﬀerenziabile di classe C1,1 ed X un campo vettoriale
lipschitziano su M oppure un campo vettoriale localmente lipschitziano su M.
Una curva integrale di X passante per m ` e una mappa diﬀerenziabile
ξX,m :]a,b[→ M
tale che:
• ]a,b[ ` e un intervallo aperto di R contenente l’origine dotato dell’usuale
struttura diﬀerenziale,
• d
dtξX,m(t) = ˙ ξX,m(t) = X
 
ξX,m(t)

, ∀ t ∈]a,b[,
• ξX,m(0) = m.
Dai teoremi classici sulle equazioni diﬀerenziali, si dimostra che dato un campo
vettoriale X su M allora per ogni m ∈ M esiste un’unica curva integrale di X
passante per m.
Inoltre risulta evidente che se il campo vettoriale X ` e lipschitziano allora la cur-
va integrale di X ` e di classe C1,1, cio` e diﬀerenziabile con derivata lipschitziana.Il caso C1,1 49
2.10.2 Flusso
Siano M una variet` a diﬀerenziabile di classe C1,1, X un campo vettoriale lip-
schitziano su M oppure un campo vettoriale localmente lipschitziano su M e
ξX,m la curva integrale di X passante per m.
Denotiamo con ·exp(·X) la mappa ﬂusso associata al campo vettoriale X, cos` ı
deﬁnita
·exp(·X) : R × M → M
(t,m) 7→ mexp(tX) = ξX,m(t).
La mappa ﬂusso soddisfa il problema di Cauchy



d
dt

ξX,m(t))

= X
 
ξX,m(t)

ξX,m(0) = m
.
che, in modo equivalente pu` o essere scritto



d
dt

mexp(tX)

= mexp(tX)X
mexp(0X) = m
e questo giustiﬁca ampiamente la scelta della notazione esponenziale.
2.11 Distribuzioni
Siano c e d due interi tali che 1 ≤ c ≤ d e sia M una variet` a diﬀerenziabile di
classe C1,1 e di dimensione d.
Una distribuzione D di dimensione c su M ` e una mappa multivoca che ad ogni
m ∈ M associa sottospazio vettoriale di dimensione c dello spazio tangente ad
M nel punto m, cio` e
m 7→ D(m) ⊂ TmM, ∀ m ∈ M.
Dato un campo vettoriale X su M, diremo che X appartiene alla (oppure giace
sulla) distribuzione D (X ∈ D) se mX ∈ D(m) per ogni m ∈ M.
2.11.1 Distribuzioni lipschitziane
Siano M una variet` a diﬀerenziabile di classe C1,1.
Una distribuzione D di dimensione c si dice lipschitziana su U se esistono c
campi vettoriali lipschitziani X1,...,Xc, deﬁniti su U, tali da generare D(m)
per ogni m ∈ U, cio` e tali che
D(m) = Span

mX1,...,mXc

, ∀ m ∈ U.
La distribuzione D si dice localmente lipschitziana su V se per ogni m ∈ V
esiste un insieme U contenente m tale che D ` e lipschitziana su U.50
2.12 Parentesi di Lie di campi vettoriali localmente
lipschitziani sulle variet` a di classe C1,1
2.12 Parentesi di Lie di campi vettoriali local-
mente lipschitziani sulle variet` a di classe
C1,1
Sia M una variet` a diﬀerenziabile di classe C1,1 ed X, Y due campi vettoriali
localmente lipschitziani su M.
Deﬁniamo l’operatore parentesi di Lie ponendo
[·,·] : (X,Y ) 7→ [X,Y ] = X(Y ) − Y (X) quasi ovunque.
In un sistema di coordinate locali, diciamole (x1,...,xd), i campi vettoriali X
ed Y possono essere scritti cos` ı
X =
d X
i=1
ai
∂
∂xi
,
ed
Y =
d X
j=1
bj
∂
∂xj
,
dove ai ed bj sono funzioni localmente lipschitziane a valori reali per ogni i,
j ∈ {1,...,d}. Nello stesso sistema di coordinate locali e in base al teorema di
Rademacher riportato al paragrafo 1.10 [X,Y ] diventa
[X,Y ] =
d X
i,j=1

ai
∂bj
∂xi
− bi
∂aj
∂xi

∂
∂xj
, q.o.
Si veriﬁca che l’operatore parentesi di Lie, dove ` e deﬁnito, ` e una derivazione
in quanto ` e un’applicazione bilineare e soddisfa alla propriet` a di Leibnitz.
Dunque m[X,Y ], dove deﬁnito, pu` o essere pensato come un elemento di TmM
e quindi l’operatore parentesi di Lie pu` o essere identiﬁcato con un campo vet-
toriale.
Si veriﬁca inoltre che valgono le seguenti propriet` a:
(a) se f e g sono due funzioni in R di classe almeno C1 ed X, Y sono due
campi vettoriali localmente lipschitziani allora
[fX,gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X, q.o. su M,
(b) [X,Y ] = −[Y,X] quasi ovunque su M per ogni coppia di campi vettoriali
localmente lipschitziani X ed Y .Il caso C1,1 51
2.13 Involutivit` a
2.13.1 Distribuzioni involutive quasi ovunque
Siano M una variet` a diﬀerenziabile di classe C1,1 d−dimensionale e D una dis-
tribuzione lipschitziana su M c−dimensionale, con 1 ≤ c ≤ d.
La distribuzione D si dice involutiva quasi ovunque se per ogni coppia di
campi vettoriali localmente lipschitziani appartenenti a D, X ed Y , si ha che
m[X,Y ] ∈ D per quasi ogni m ∈ M.
Nel caso di campi vettoriali localmente lipschitziani il concetto di involutivit` a
assume signiﬁcato quasi ovunque su M in quanto, dal teorema di Radema-
cher riportato al paragrafo 1.10, la parentesi di Lie di due campi vettoriali
localmente lipschitziani X ed Y ` e deﬁnita quasi ovunque su M cio` e
m[X,Y ] = mX(Y ) − mY (X), q.o. m ∈ M.
Siano X1,...,Xc campi vettoriali localmente lipschitziani su M tali da generare
una distribuzione c−dimensionale D su qualche aperto U di M, cio` e tali che
D(m) = Span{mX1,...,mXc}, ∀ m ∈ U,
allora D ` e involutiva quasi ovunque se e solo se esistono delle funzioni, ck
ij con
k = 1,...,c, localmente limitate e univocamente determinate tali che
m[Xi,Xj] =
c X
k=1
c
k
ij(m)mXk, q.o. m ∈ U, i, j ∈ {1,...,c}.
Infatti: se D ` e involutiva quasi ovunque allora m[Xi,Xj] ∈ D(m) per quasi
ogni m ∈ U e per ogni i, j ∈ {1,...,c}. Essendo D generata dai campi vettoriali
X1,...,Xc allora m[Xi,Xj] pu` o essere scritto come una combinazione lineare
dei coeﬃcienti ck
ij(m) e dei campi vettoriali Xk, con k = 1,...,c. Si noti che le
m 7→ ck
ij(m) non sono in generale lipschitziane ma solo localmente limitate gra-
zie al teorema di Rademacher, inoltre i coeﬃcienti ck
ij(m) sono univocamente
determinati perch` e i campi vettoriali sono linearmente indipendenti.
Viceversa: se esistono delle funzioni localmente limitate m 7→ ck
ij(m), con
k = 1,...,c e tali che
m[Xi,Xj] =
c X
k=1
c
k
ij(m)mXk, q.o. m ∈ U, i, j ∈ {1,...,c},
allora essendo D generata da X1,...,Xc possiamo concludere che m[Xi,Xj] ap-
partiene a D(m) per quasi ogni m ∈ U, cio` e che la distribuzione D ` e involutiva
quasi ovunque.52 2.14 Variet` a integrali
2.14 Variet` a integrali
Siano M una variet` a diﬀerenziabile di classe C1,1, (N,ψ) una sottovariet` a di
M e D una distribuzione su M.
Una sottovariet` a (N,ψ) di M si dice variet` a integrale di D se
dnψ(TnN) = D
 
ψ(n)

, ∀ n ∈ N.
Se anzich` e considerare una generica ψ consideriamo l’applicazione identica
allora (N,id) ` e una variet` a integrale di D se
TnN = D(n), ∀ n ∈ N.Capitolo 3
Il teorema di Frobenius
3.1 Il teorema di Frobenius classico
Teorema 3.1. Siano d, c due interi positivi con c ≤ d e sia D una distribuzione
c−dimensionale, di classe C∞ ed involutiva su una variet` a diﬀerenziabile M
di classe C∞ e di dimensione d.
Allora per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali di classe C∞ (x1,...,xd) tali che gli insiemi di equazioni
xi = costante, i = c + 1,...,d, (3.1)
sono variet` a integrali di D. Chiameremo slice tali insiemi.
Inoltre se (N,ψ) ` e una variet` a integrale connessa di D tale che ψ(N) ⊂ U,
allora ψ(N) ` e contenuta in una di queste slices.
Quanto segue ` e una trattazione dettagliata ed ampliata, della dimostrazione
riportata in [W].
Dimostrazione. Procediamo per induzione su c.
Il caso c = 1 In questo caso il teorema ` e una conseguenza diretta del teorema
di rettiﬁcabilit` a dei campi vettoriali per cui rimandiamo al capitolo 4.
Il caso c > 1 Supponiamo vero il teorema per c − 1.
Se D ` e una distribuzione c−dimensionale, involutiva e di classe C∞ su
M, allora esistono c campi vettoriali di classe C∞, diciamoli X1,...,Xc,
tali che preso m ∈ M essi generano D in un intorno e V di m.
Dal teorema di rettiﬁcabilit` a dei campi vettoriali (vedi paragrafo 4.2)
esiste una carta (V,τ) con τ(m) = 0, m ∈ V ⊂ e V e coordinate locali di
classe C∞, che chiameremo (y1,...,yd), tali che
X1 =
∂
∂y1
, su V. (3.2)
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Su V deﬁniamo i nuovi campi vettoriali:
Y1 = X1,
Yi = Xi − Xi(y1)X1, i = 2,...,c.
(3.3)
I campi vettoriali Y1,...,Yc sono indipendenti, di classe C∞ e generano D
su V .
In V sia S la slice {y1 = 0}.
Iniziamo con l’osservare che da (3.2) e (3.3) segue
Yi(y1) = 0, i = 2,...,c. (3.4)
Infatti
Yi(y1) = Xi(y1) − Xi(y1)X1(y1) =
= Xi(y1)
 
1 − X1(y1)

=
= Xi(y1)

1 −
∂
∂y1
y1

=
= 0.
In particolare l’equazione (3.4) signiﬁca che i campi vettoriali Y2,...,Yc
sono tangenti ad S.
Sia
θ : S ,→ V
la mappa inclusione.
La relazione
dqθ(Zi) = θ(q)Yi, ∀ q ∈ S, i = 2,...,c, (3.5)
individua perci` o c−1 campi vettoriali Zi su S che risultano di classe C∞
e linearmente indipendenti in ogni punto. I campi Z2,...,Zc generano
una distribuzione di dimensione c − 1 su S che chiameremo D0.
Il prossimo passo sar` a quello di dimostrare l’involutivit` a di D0.
Dato che la distribuzione generata dai campi vettoriali Y1,...,Yc ` e in-
volutiva per ipotesi, allora possiamo dire che esistono delle funzioni ck
ij,
k = 1,...,c, di classe C∞ tali che
[Yi,Yj] =
c X
k=1
c
k
ijYk, su V, i, j ∈ {1,...,c}. (3.6)
Mostriamo ora che per ogni i, j ∈ {2,...,c} si ha c1
ij ≡ 0.
Da (3.6), (3.4), (3.3) e (3.2) segue
[Yi,Yj](y1) = c
1
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Infatti
[Yi,Yj](y1) =
c X
k=1
c
k
ijYk(y1) =
= c
1
ijY1(y1) =
= c
1
ij
∂
∂y1
y1 =
= c
1
ij.
D’altra parte da (3.4) segue
[Yi,Yj](y1) = Yi
 
Yj(y1)

− Yj
 
Yi(y1)

=
= 0,
i, j ∈ {2,...,c},
quindi
c
1
ij ≡ 0, i, j ∈ {2,...,c}.
Di conseguenza (3.6) diventa
[Yi,Yj] =
c X
k=2
c
k
ijYk, i, j ∈ {2,...,c}. (3.7)
Vogliamo ora provare che:
dqθ

[Zi,Zj]

= θ(q)[Yi,Yj], ∀ q ∈ S, i, j ∈ {2,...,c}.
Pertanto siano i, j ∈ {2,...,c} ﬁssati e q un punto qualsiasi in S
dqθ

[Zi,Zj]

= dqθ

Zi(Zj) − Zj(Zi)

=
= dqθ

Zi(Zj)

− dqθ

Zj(Zi)

=
= θ(q)Yi(Yj) − θ(q)Yj(Yi) =
= θ(q)[Yi,Yj].
Da quanto appena detto, da (3.7) e da (3.5) possiamo concludere che
esistono delle funzioni ck
ij|S, k = 2,...,c, di classe C∞ tali che
[Zi,Zj] =
c X
k=2
c
k
ij


S Zk, i, j ∈ {2,...,c}.
Quindi abbiamo dimostrato che la distribuzione D0 ` e involutiva.
Per l’ipotesi induttiva possiamo aﬀermare che esiste un sistema di co-
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intorno di m in S con wi(m) = 0, per ogni i = 2,...,d, e tale che le slices
deﬁnite dalle equazioni wi = costante, per i = c + 1,...,d, sono variet` a
integrali della distribuzione D0.
Sia π la proiezione
(u1,...,ud) 7→ π(u1,...,ud) = (0,u2,...,ud).
Consideriamo le funzioni cos` ı deﬁnite:
x1 = y1,
xj = wj ◦ π, j = 2,...,d.
(3.8)
Le funzioni (3.8) sono deﬁnite in qualche intorno U di m e tutte si an-
nullano in m, quindi una volta posto ϕ = (x1,...,xd) riusciamo a costru-
ire una carta (U,ϕ), con ϕ(m) = 0 e coordinate locali di classe C∞
(x1,...,xd).
Il prossimo passo sar` a quello di provare che le slices deﬁnite dalle equa-
zioni xi = costante, per i = c + 1,...,d, sono variet` a integrali di D; per
fare ci` o mostriamo che
Yi(xc+r) ≡ 0, su U,
i = 1,...,c,
r = 1,...,d − c.
(3.9)
Infatti in tal caso
∂
∂x1
,...,
∂
∂xc
formano una base di D per ogni punto di U, quindi le slices deﬁnite dalle
equazioni xi = costante, per i = c + 1,...,d, sono variet` a integrali di D.
Quindi per arrivare alla conclusione non resta che provare (3.9).
Iniziamo dal caso i = 1.
Da (3.2), (3.3) e (3.8) abbiamo
Y1 =
∂
∂x1
, su U,
quindi
Y1(xc+r) =
∂
∂x1
xc+r =
= δc+r,1,
r = 1,...,d − c,
(vedi Appendice A per la deﬁnizione di δc+r,1).
Siccome c ≥ 2 ed r = 1,...,d − c allora
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Questo dimostra la (3.9) nel caso i = 1.
Da (3.10) possiamo dedurre che
[Y1,Yi](xc+r) = Y1
 
Yi(xc+r)

− Yi
 
Y1(xc+r)

=
=
∂
∂x1
 
Yi(xc+r)

.
i = 2,...,c,
r = 1,...,d − c.
(3.11)
Dall’involutivit` a di D e da (3.7) segue che esistono delle funzioni ck
1i di
classe C∞, per k = 2,...,c, tali che
[Y1,Yi](xc+r) =
c X
k=2
c
k
1iYk(xc+r),
i = 2,...,c,
r = 1,...,d − c.
(3.12)
La relazione (3.11) assieme alla (3.12) implica
∂
∂x1

Yi(xc+r)

=
c X
k=2
c
k
1iYk(xc+r),
i = 2,...,c,
r = 1,...,d − c.
(3.13)
Fissiamo x2,...,xd e consideriamo
S =

x1,...,xd ∈ U : x2 = x2,...,xd = xd

.
S risulta trasversale a S, di conseguenza S ed S si intersecano in un
unico punto: lo 0.
Si noti che lungo S le Yi(xc+r) sono funzioni della sola variabile x1.
Operiamo ora una momentanea sempliﬁcazione della notazione, scriven-
do, per un ﬁssato r ∈ {1,...,d − c}
x1 = t,
tYi(xc+r) = fi(t), ∀ t ∈ S, i = 2,...,c,
(dove fi(t) ha l’usuale signiﬁcato di fi calcolata in t).
Quindi (3.13) diventa
˙ fi(t) =
c X
k=2
c
k
1i(t)fk(t), ∀ t ∈ S, i = 2,...,c. (3.14)
In questo modo (3.14) diviene un sistema di c−1 equazioni diﬀerenziali
omogenee, del primo ordine nella sola variabile t.
Consideriamo il seguente problema di Cauchy

 
 
˙ fi(t) =
c X
k=2
c
k
1i(t)fk(t), ∀ t ∈ S, i = 2,...,c,
f(0) = f0.
(3.15)58 3.1 Il teorema di Frobenius classico
Da risultati classici sulle equazioni diﬀerenziali sappiamo che tale sistema
ammette una ed una sola soluzione.
Se mostriamo che f0 = 0 allora la funzione identicamente nulla certa-
mente risolve il problema di Cauchy (3.15).
Dunque non ci rimane che provare che f0 = 0.
Da (3.5) e (3.8) abbiamo subito che:
0Yi(xc+r) = 0Zi(wc+r),
i = 2,...,c,
r = 1,...,d − c.
Siccome le variet` a integrali di D0 hanno equazione wj = costante, per
j = c + 1,...,d, allora:
0Zi(wc+r) = 0,
i = 2,...,c,
r = 1,...,d − c.
Dunque
f0 = f(0) =
=
 
f2(0),...,fd(0)

=
=
 
0Y2(xc+r),...,0Yd(xc+r)

=
= (0,...,0)
r = 1,...,d − c. (3.16)
Da (3.16) assieme a quanto pi` u sopra ricordato abbiamo che la funzione
identicamente nulla risolve certamente il problema di Cauchy (3.15).
Dunque possiamo scrivere
fi(t) = 0, ∀ t ∈ S; i = 2,...,c. (3.17)
Quindi da (3.10) e (3.17) possiamo dedurre (3.9), di conseguenza abbiamo
concluso la prima parte della dimostrazione.
Per concludere la dimostrazione rimane da provare la seconda parte del teore-
ma.
Sia (N,ψ) una variet` a integrale connessa di D in U. Consideriamo la proiezione
pr da Rd in Rd−c che ad a = (a1,...,ad) ∈ Rd associa pr(a) = (ac+1,...,ad).
Se x1,...,xd sono le coordinate locali della carta (U,ϕ), deﬁnita come sopra,
allora
dn(pr ◦ ϕ ◦ ψ) ≡ 0, q.o n ∈ N.
Dato che N ` e connessa allora pr◦ϕ = costante quasi ovunque su N. Per conti-
nuit` a possiamo estendere quest’uguaglianza su tutto N, quindi N ` e contenuto
in una slice di equazioni (3.1).
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Il teorema appena dimostrato pu` o essere scritto anche nella seguente forma.
Teorema 3.2. Siano M una variet` a diﬀerenziabile di classe C∞ d−dimensio-
nale e D una distribuzione di classe C∞ su M.
D ` e una distribuzione di classe C∞, involutiva e di dimensione c ≤ d se e solo
se per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate locali di
classe C∞ x1,...,xd tali che gli insiemi di equazioni
xi = costante, i = c + 1,...,d,
sono variet` a integrali di D.
Dimostrazione. Dato che stiamo operando in carte locali possiamo supporre,
senza perdita di generalit` a, di identiﬁcare M con Rd.
Per ogni m ∈ M consideriamo, in un intorno di m, un sistema di coordinate
locali di classe C∞ (x1,...,xd) tali che m abbia coordinata nulla.
Fissiamo xc+1,...,xd e consideriamo la slice
H =

x1,...,xd : xc+1 = xc+1,...,xd = xd

.
Di conseguenza a ci` o sia H che TmH hanno dimensione c, inoltre ogni vettore
v = (v1,...,vd) ∈ TmH nelle coordinate x1,...,xd si scrive
v =

   
  

v1
. . .
vc
0
. . .
0

   
  

,
cio` e vc+1 = 0,...,vd = 0.
Dato che H ` e una variet` a integrale di D allora
TmH = D(m), ∀ m ∈ H. (3.18)
Dunque esistono c campi vettoriali di classe C∞ su H, chiamiamoli X1,...,Xc,
tali che
D(m) = Span

mX1,...,mXd

, ∀ m ∈ H.60 3.1 Il teorema di Frobenius classico
Fissiamo i, j ∈ {1,...,c} e calcoliamo m[Xi,Xj]
m[Xi,Xj] = m

     



     


X1
i
. . .
Xc
i
0
. . .
0

     


,

     


X1
j
. . .
Xc
j
0
. . .
0

     



     


=
=
d X
l,k=1
 
mX
l
i
∂Xk
j
∂xl
   
m
− mX
l
j
∂Xk
i
∂xl
   
m
!
∂
∂xk
   
m
=
=
c X
l,k=1
 
mX
l
i
∂Xk
j
∂xl
   
m
− mX
l
j
∂Xk
i
∂xl
   
m
!
∂
∂xk
   
m
=
=

 
    


m






X1
i
. . .
Xc
i


,



X1
j
. . .
Xc
j






0
. . .
0

 
     

.
Dunque m[Xi,Xj] ∈ TmH per ogni i, j ∈ {1,...,c} e per ogni m ∈ H inoltre
da (3.18) segue che
m[Xi,Xj] ∈ D(m), ∀ m ∈ H, i, j ∈ {1,...,c}.
Quindi D ` e una distribuzione involutiva, di dimensione c e di classe C∞.Il teorema di Frobenius 61
3.2 Il teorema di Frobenius-Simi´ c
Teorema 3.3. Siano d, c due interi positivi con c ≤ d e sia D una distribuzione
c−dimensionale, lipschitziana ed involutiva quasi ovunque su una variet` a M
di classe C∞ e di dimensione d.
Allora per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali lipschitziane (x1,...,xd) tali che gli insiemi di equazione
xi = costante, i = c + 1,...,d, (3.19)
sono variet` a integrali di D. Chiameremo slice tali insiemi.
Inoltre se (N,ψ) ` e una variet` a integrale connessa di D tale che ψ(N) ⊂ U
allora, ψ(N) ` e contenuta in una di queste slices.
La dimostrazione di questo teorema compare nell’articolo di Slobodan Simi´ c
dal titolo “Lipschitz Distributions and Anosov Flows”. La dimostrazione pi-
uttosto basata sulla versione del teorema del caso classico riportata in [W],
contiene un punto in cui a nostro avviso ` e necessaria qualche integrazione es-
plicita rispetto alla quale cogliamo qui l’occasione per fornire alcuni dettagli
omessi nella dimostrazione originale.
Dimostrazione. Procediamo per induzione su c.
Il caso c = 1 In questo caso il teorema ` e una conseguenza diretta del teorema
di rettiﬁcabilit` a dei campi vettoriali per cui rimandiamo al capitolo 4.
Il caso c > 1 Supponiamo vero il teorema per c − 1.
Se D ` e una distribuzione di dimensione c lipschitziana ed involutiva quasi
ovunque su M, allora esistono c campi vettoriali lipschitziani, diciamoli
X1,...,Xc, tali che preso m ∈ M essi generano D in un intorno e V di m.
Sia (V,τ) una carta tale che τ(m) = 0, m ∈ V ⊂ e V e coordinate locali
(y1,...,yd) di classe C∞.
Senza perdita di generalit` a possiamo assumere
X1(y1) ≥ 1, su V. (3.20)
Deﬁniamo su V i nuovi campi vettoriali:
Y1 = X1,
Yi = Xi −
Xi(y1)
X1(y1)
X1, i = 2,...,c.
(3.21)
I campi vettoriali Y1,...,Yc sono indipendenti, lipschitziani e generano D
su V .
Sia S la slice {y1 = 0}.
Iniziamo con l’osservare che da (3.21) e (3.20) segue
Yi(y1) = 0, i = 2,...,c. (3.22)62 3.2 Il teorema di Frobenius-Simi´ c
Infatti
Yi(y1) = Xi(y1) −
Xi(y1)
X1(y1)
X1(y1) =
= Xi(y1) − Xi(y1) =
= 0.
In particolare l’equazione (3.22) signiﬁca che i campi vettoriali Y2,...,Yc
sono tangenti ad S.
Sia
θ : S ,→ V
la mappa inclusione.
La relazione
dqθ(Zi) = θ(q)Yi, ∀ q ∈ S, i = 2,...,c, (3.23)
individua perci` o c−1 campi vettoriali Zi su S che risultano lipschitziani
e linearmente indipendenti in ogni punto. I campi Z2,...,Zc generano
una distribuzione di dimensione c − 1 su S che chiameremo D0.
Il prossimo passo sar` a quello di dimostrare che D0 ` e involutiva quasi
ovunque.
Dato che la distribuzione generata dai campi vettoriali Y1,...,Yc ` e invo-
lutiva quasi ovunque per ipotesi, allora possiamo dire che esistono delle
funzioni ck
ij, k = 1,...,c, localmente limitate tali che
[Yi,Yj] =
c X
k=1
c
k
ijYk, q.o. su V, i, j ∈ {1,...,c}. (3.24)
Mostriamo ora che per ogni i, j ∈ {2,...,c} si ha c1
ij ≡ 0
Da (3.24) e (3.22) segue
[Yi,Yj](y1) = c
1
ijY1(y1), q.o. su V, i, j ∈ {2,...,c}.
Infatti
[Yi,Yj](y1) =
c X
k=1
c
k
ijYk(y1) =
= c
1
ijY1(y1),
q.o. su V.
D’altra parte da (3.22) segue
[Yi,Yj](y1) = Yi
 
Yj(y1)

− Yj
 
Yi(y1)

=
= 0,
i, j ∈ {2,...,c},
quindi
c
1
ij ≡ 0, i, j ∈ {2,...,c}.Il teorema di Frobenius 63
Di conseguenza (3.24) diventa
[Yi,Yj] =
c X
k=2
c
k
ijYk, q.o. su V, i, j ∈ {2,...,c}. (3.25)
Vogliamo ora provare che
dqθ

[Zi,Zj]

= θ(q)[Yi,Yj], ∀ q ∈ S, i, j ∈ {2,...,c}.
Pertanto siano i, j ∈ {2,...,c} ﬁssati e q un punto qualsiasi in S
dqθ

[Zi,Zj]

= dqθ

Zi(Zj) − Zj(Zi)

=
= dqθ

Zi(Zj)

− dqθ

Zj(Zi)

=
= θ(q)Yi(Yj) − θ(q)Yj(Yi) =
= θ(q)[Yi,Yj].
Da quanto appena detto, da (3.25) e da (3.23) possiamo concludere che
esistono delle funzioni ck
ij|S, k = 2,...,c, localmente limitate tali che
rispetto alla misura (d − 1)−dimensionale secondo Lebesgue si ha che
[Zi,Zj] =
c X
k=2
c
k
ij
 
S Zk, q.o. su Ω, i, j ∈ {2,...,c},
dove con Ω indichiamo il sottoinsieme di S, di misura (d−1)−dimensio-
nale piena secondo Lebesgue in cui (3.25) ` e deﬁnita.
Quindi abbiamo dimostrato che la distribuzione D0 ` e involutiva quasi
ovunque.
Per l’ipotesi induttiva possiamo aﬀermare che esiste un sistema di coor-
dinate locali lipschitziane, diciamole (w2,...,wd), deﬁnito in un intorno
U di m in S con wi(m) = 0, per ogni i = 2,...,d, e tale che le slices di
equazioni wi = costante, per i = c + 1,...,d, sono variet` a integrali della
distribuzione D0.
Sia ·exp(tY1) il ﬂusso locale al tempo t relativo al campo vettoriale Y1
in U. Esiste un intorno di m in V , che per non appesantire troppo la
notazione chiameremo ancora U, tale che la proiezione π : U → S ∩ U
lungo le linee di ﬂusso ·exp(tY1) ` e ben deﬁnita e lipschitziana.
Deﬁniamo ora le mappe da U in R come segue:
x1(q) = t,
xj = wj ◦ π,
se e solo se q exp(−tY1) ∈ U ∩ S;
j = 2,...,d;
(3.26)
Da quanto ﬁn ora detto risulta che le funzioni deﬁnite in (3.26) sono
lipschitziane.64 3.2 Il teorema di Frobenius-Simi´ c
Pertanto, posto ϕ = (x1,...,xd), riusciamo ad esibire una carta (U,ϕ)
con ϕ(m) = 0 e coordinate locali lipschitziane (x1,...,xd).
Osserviamo che se q ∈ S ∩ U e t1, t2 ∈ R, con t1, t2 tali che posto
q1 = q exp(t1Y1),
q2 = q exp(t2Y1);
allora q1 e q2 rappresentano gli evoluti in U del punto q rispettivamente
ai tempi t1 e t2.
Dunque lungo una stessa linea di ﬂusso la proiezione π ` e costante cio` e
π(q1) = q = π(q2).
Allora anche le xj, j = 2,...,d sono costanti quindi possiamo concludere
che il campo vettoriale Y1 calcolato lungo x2,...,xd e sui punti che ap-
partengono ad una stessa linea di ﬂusso ` e una costante. Anzi dato che
ϕ(m) = 0 allora per j = 2,...,d, questa costante ` e lo 0, cio` e
Y1(xj) = 0, j = 2,...,d. (3.27)
Quindi
Y1 =
∂
∂x1
, su U.
Il prossimo passo sar` a quello di provare che le slices deﬁnite dalle equa-
zioni xi = costante, per i = c + 1,...,d, sono variet` a integrali di D; per
fare ci` o mostriamo che
Yi(xc+r) ≡ 0, q.o. su U,
i = 1,...,c;
r = 1,...,d − c.
(3.28)
Osserviamo che per i = 1 la (3.28) ` e gi` a stata dimostrata in (3.27).
Non resta che procedere con il caso i = 2,...,c.
Per iniziare approssimiamo le coordinate locali lipschitziane xc+r con fun-
zioni di classe C∞ per ogni r = 1,...,d − c.
Dato che stiamo operando in carte locali possiamo assumere, senza perdi-
ta di generalit` a, di lavorare in Rd, dove abbiamo a disposizione i mol-
liﬁcatori standard (vedi Appendice C per la deﬁnizione dei molliﬁcatori
standard).
Siano ηε i molliﬁcatori standard.
Deﬁniamo le funzioni
x
ε
c+r = xc+r ∗ ηε, r = 1,...,d − c. (3.29)
Dalle propriet` a dei molliﬁcatori e della convoluzione riportate in Appen-
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(i) Ogni xε
c+r ` e di classe C∞, r = 1,...,d − c.
(ii) Per ε → 0, allora xε
c+r converge uniformemente a xc+r sui sottoin-
siemi compatti di Rd, r = 1,...,d − c.
(iii) Per ε → 0, allora Dαxε
c+r converge a Dαxc+r in L1
loc e puntualmente
quasi ovunque, per ogni multiindice α, |α| = 1 , r = 1,...,d − c.
Da (3.27), (3.29) e dalle propriet` a della convoluzione riportate in Appen-
dice C segue che per ε > 0 suﬃcientemente piccolo si ha
Y1(x
ε
c+r) = 0, r = 1,...,d − c. (3.30)
Infatti
Y1(x
ε
c+r) = Y1(xc+r ∗ ηε) =
=
 
Y1(xc+r)

∗ ηε =
= 0,
per ogni r = 1,...,d − c ed ε > 0 suﬃcientemente piccolo.
Da (3.30)
[Y1,Yj](x
ε
c+r) = Y1
 
Yj(x
ε
c+r)

− Yj
 
Y1(x
ε
i)

=
= Y1
 
Yj(x
ε
c+r)

,
q.o. su U,
j = 2,...,c,
r = 1,...,d − c,
(3.31)
Dunque da (3.31) e (3.25) si ha che
Y1
 
Yj(x
ε
c+r)

=
c X
k=2
c
k
1jYk(x
ε
c+r), q.o. su U,
j = 2,...,c,
r = 1,...,d − c.
(3.32)
Dato che Y1 ` e un campo vettoriale lipschitziano allora la foliazione di U
lungo le linee del ﬂusso al tempo t, ·exp(tY1), ` e assolutamente continua e
ci` o implica che per quasi ogni q ∈ S, rispetto alla misura (d−1)−dimen-
sionale secondo Lebesgue su S, le linee del ﬂusso q exp(tY1) intersecano
ogni insieme di misura d−dimensionale nulla secondo Lebesgue lungo
un insieme di misura 1−dimensionale nulla secondo Lebesgue. Dunque
integrando l’equazione (3.32) lungo q exp(sY1), 0 ≤ s ≤ t, otteniamo
 
q exp(tY1)

Yj(x
ε
c+r) − qYj(x
ε
c+r) =
=
Z t
0
c X
k=2
c
k
1j
 
q exp(sY1)
 
q exp(sY1)

Yk(x
ε
c+r)ds,
per q.o. q ∈ S,
per q.o. t ∈ J(q),
j = 2,...,c,
r = 1,...,d − c,
(3.33)
dove J(q) ` e un intervallo aperto di R dipendente da q.
Come ricordato in (i) le coordinate locali xε
c+r sono di classe C∞, per66 3.2 Il teorema di Frobenius-Simi´ c
r = 1,...,d−c, quindi le funzioni Yj(xε
c+r), j = 2,...,c, sono lipschitziane
e di conseguenza anche continue.
Dunque se in (3.33) passiamo al limite per ε → 0, dalle propriet` a (ii) e
(iii) si ha che
 
q exp(tY1)

Yj(xc+r) − qYj(xc+r) =
=
Z t
0
c X
k=2
c
k
1j
 
q exp(sY1)
 
q exp(sY1)

Yk(xc+r)ds,
per q.o. q ∈ S,
per q.o. t ∈ J(q),
j = 2,...,c,
r = 1,...,d − c.
(3.34)
Da (3.23) e (3.26) abbiamo subito che
qYi(xc+r) = qZi(wc+r), q.o. q ∈ S,
i = 2,...,c,
r = 1,...,d − c.
Siccome le variet` a integrali di D0 hanno equazione wj = costante, per
j = c + 1,...,d, allora
qZi(wc+r) = 0, q.o. q ∈ S,
i = 2,...,c,
r = 1,...,d − c.
Dunque
qYi(xc+r) = 0, q.o. q ∈ S,
i = 2,...,c,
r = 1,...,d − c.
Dunque ﬁssato q in S allora (3.34) ` e soddisfatta per quasi ogni t ∈ J(q).
Inoltre il membro di destra di (3.34) ` e una funzione continua in t; quindi
ﬁssato r = 1,...,d−c le funzioni t 7→
 
q exp(tY1)

Yj(xc+r) sono continue
quasi ovunque e soddisfano i seguenti (c − 1) × (c − 1) sistemi omogenei
di equazioni diﬀerenziali lineari (lungo il ﬂusso di q) con coeﬃcienti in
L∞
Yj(xc+r) =
Z t
0
c X
k=2
c
k
1jYk(xc+r)ds. (3.35)
Per sempliﬁcare la notazione operiamo le seguenti posizioni: sia C(t) la
matrice dei coeﬃcienti ck
1j(q exp(tY1)) e sia
f(t) =
 
q exp(tY1)

Y2(xc+r),...,
 
q exp(tY1)

Yc(xc+r)

.
Allora (3.35) diventa
f(t) =
Z t
0
C(s)f(s)ds.Il teorema di Frobenius 67
Cos` ı
||f(t)|| ≤
Z t
0
||C(s)|| · ||f(s)||ds.
Come ricordato sopra f ` e continua quasi ovunque e ||C|| ∈ L∞. Dal
lemma di Gronwall, che riportiamo di seguito per completezza, possiamo
dedurre che f(t) = 0 quasi ovunque.
Lemma di Gronwall. Sia z(t) una funzione assolutamente continua e
non negativa tale che
˙ z(t) ≤ ξ(t)z(t) + β(t), per q.o. t ∈ [t0,T],
z(t0) ≤ γ,
(3.36)
dove ξ e β sono funzioni integrabili e γ ` e una costante con γ ≥ 0.
Allora z soddisfa la condizione
z(t) ≤ γ exp
Z t
t0
ξ(s)ds

+
Z t
t0
β(s)exp
Z t
s
ξ(σ)dσ

ds ∀ t ∈ [t0,T].
(3.37)
Quindi abbiamo ottenuto (3.29).
Rimane da provare solo che le slices di equazioni
xc+1 = costante,...,xd = costante
sono le variet` a integrali di D.
Sia H una slice determinata da equazioni del tipo
xc+1 = costante,...,xd = costante.
Lo spazio tangente ad H, che denoteremo con TH, lo possiamo rappre-
sentare come
TH =
d \
l=c+1
ker(dxl|H).
TH deﬁnito in questo modo contiene, quasi ovunque, i campi vettoriali
dθ(Z2),...,dθ(Zd). Dunque
TqH = D(q), q.o. su H.
Dato che D ` e una distribuzione deﬁnita su un compatto, possiamo es-
tendere questa relazione su tutto H. In questo modo H ` e una variet` a
integrale di D.
Inﬁne osserviamo che essendo lo spazio tangente alla variet` a H una va-
riet` a lipschitziana allora H ` e una variet` a di classe C1,1.
Questo completa la prima parte della dimostrazione.68 3.2 Il teorema di Frobenius-Simi´ c
Per concludere la dimostrazione rimane da provare la seconda parte del teore-
ma.
Sia (N,ψ) una variet` a integrale connessa di D in U. Consideriamo la proiezione
pr da Rd in Rd−c che ad a = (a1,...,ad) ∈ Rd associa pr(a) = (ac+1,...,ad).
Se x1,...,xd sono le coordinate locali della carta (U,ϕ), deﬁnita come sopra,
allora
dn(pr ◦ ϕ ◦ ψ) ≡ 0, q.o n ∈ N.
Dato che N ` e connessa allora pr◦ϕ = costante quasi ovunque su N. Per conti-
nuit` a possiamo estendere quest’uguaglianza su tutto N, quindi N ` e contenuto
in una slice di equazioni (3.19).
Questo conclude la dimostrazione.Capitolo 4
Il teorema di Frobenius per
distribuzioni uno-dimensionali
ossia il teorema di rettiﬁcabilit` a
4.1 Il teorema di Frobenius nel caso di dis-
tribuzioni uno-dimensionali
Teorema di Frobenius per distribuzioni uno-dimensionali. Siano M
una variet` a diﬀerenziabile di classe C∞ di dimensione d, D una distribuzione
lipschitziana uno-dimensionale su M.
Allora per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali lipschitziane x1,...,xd gli insiemi di equazioni
xi = costante, i = 2,...,d
sono variet` a integrali di D. Chiameremo slice tali insiemi.
E’ immediato provare che teorema di Frobenius per distribuzioni uno-dimensio-
nali ` e equivalente al teorema di rettiﬁcabilit` a per campi vettoriali lipschitziani.
Riportiamo di seguito la dimostrazione della parte che pi` u ci sar` a utile.
Se vale il teorema di rettiﬁcabilit` a per campi vettoriali lipschitziani allora data
una distribuzione lipschitziana uno-dimensionale, D su M, e detto H l’insieme
deﬁnito dalle equazioni x2 = costante,...,xd = costante allora vale la seguente
6970
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catena di uguaglianze
TnH =

λ
∂
∂x1

  
n
, con λ ∈ R

=
=

nX · λ, con λ ∈ R

=
= Span

nX

=
= D(n),
per ogni n ∈ H.
Dunque possiamo concludere che esiste una carta con coordinate locali lips-
chitziane (x1,...,xd) tale che gli insiemi di equazioni
xi = costante, i = 2,...,d,
sono variet` a integrali di D.Il teorema di Frobenius per distribuzioni uno-dimensionali ossia
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4.2 Il teorema di rettiﬁcabili` a per campi vet-
toriali lipschitziani
In ambito classico, il teorema di rettiﬁcabilit` a dei campi vettoriali ` e il seguente.
Teorema Siano M una variet` a diﬀerenziabile di classe C∞ e di dimensione
d, m un punto di M ed X un campo vettoriale di classe almeno C1 su M tale
che mX 6= 0. Allora esiste una carta (U,ϕ) con m ∈ M e coordinate locali
(x1,...,xd) tali che
X|U =
∂
∂x1
  

U
.
Questa versione del teorema non tratta il caso di campi vettoriali lipschitziani.
Esiste tuttavia un articolo di Craig Calcaterra ed Axel Boldt dal titolo “Flow-
box Theorem for Lipschitz Vector Fields” che estende il teorema di rettiﬁca-
bilit` a dei campi vettoriali al caso di campi vettoriali lipschitziani in ogni spazio
di Banach.
Riportiamo di seguito l’enunciato di questo teorema, per la dimostrazione si
veda [C-B].
Teorema di rettiﬁcabilit` a per campi vettoriali lipschitziani Siano M
uno spazio di Banach ed X : M → M una campo vettoriale localmente lips-
chitziano. Per ogni m ∈ M tale che mX 6= 0 e per ogni n 6= 0 in M esiste
un intorno aperto U di m, un aperto N ⊂ M ed un lipeomorﬁsmo φ : U → N
tale che
φ∗(X)(w) = n, ∀ w ∈ N.72
4.2 Il teorema di rettificabili` a per campi vettoriali
lipschitzianiCapitolo 5
Parentesi di Lie e teorema di
Frobenius multivoci
In questo capitolo tratteremo un’estensione multivoca delle parentesi di Lie
prima deﬁnite. La deﬁnizione e le propriet` a che seguono sono state tratte da
[R-S].
Per non confondere i due operatori useremo il simbolo [·,·] per indicare le
parentesi di Lie multivoche, mentre per le parentesi di Lie “classiche” conti-
nueremo ad utilizzare la notazione [·,·].
5.1 Deﬁnizione e propriet` a
Siano X ed Y due campi vettoriali localmente lipschitziani su una variet` a M.
Deﬁniamo le parentesi di Lie multivoche come segue:
per ogni m ∈ M sia
m[X,Y ] = co

lim
s→+∞ms[X,Y ]

,
dove la successione {ms}s∈N soddisfa alle seguenti propriet` a:
1. ms ∈ DIFF(X) ∩ DIFF(Y ), per ogni s,
2. lims→+∞ ms = m,
3. lims→+∞ ms[X,Y ] esiste.
Dove il simbolo DIFF(X) denota l’insieme dei punti di M in cui X ` e differenzia-
bile, mentre per la deﬁnizione dell’inviluppo convesso co{lims→+∞ ms[X,Y ]}
si veda l’Appendice A.
Si osservi che dal teorema di Rademacher riportato al paragrafo 1.10 si ha che
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l’insieme M\DIFF(X) ha misura nulla secondo Lebesgue.
Prima di procedere oltre vediamo alcune propriet` a dell’operatore [·,·].
1) Per ogni m ∈ M, si veriﬁca che m[X,Y ] ` e un sottoinsieme convesso (vedi
Appendice A), compatto e non vuoto dello spazio tangente TmM.
2) Le parentesi di Lie multivoche sono antisimmetriche, cio` e
m[X,Y ] = −m[Y,X]
per ogni m ∈ M. Ci` o signiﬁca che
m[X,Y ] =

v : −v ∈ m[Y,X]

.
3) Ogni campo vettoriale localmente lipschitziano X soddisfa alla seguente
identit` a
m[X,X] = {0}, ∀ m ∈ M.
Questa identit` a segue facilmente dalla deﬁnizione di parentesi di Lie multi-
voche in quanto m[X,X] = 0, per ogni m ∈ DIFF(X).
4) Se m ∈ DIFF(X) ∩ DIFF(Y ) la parentesi di Lie m[X,Y ] non coincide, in
generale, con

m[X,Y ]
	
, anche se contiene sempre il vettore m[X,Y ].
Esempio. Sia M = R e consideriamo i campi vettoriali:
xX =
∂
∂x
e xY =



x
2 sin

1
x

∂
∂x
,
0,
x 6= 0
x = 0
Per x = 0 risulta
x[X,Y ] = 0, mentre x[X,Y ] =

a
∂
∂x
: a ∈ [−1,1]

.
5) Per ogni numero naturale q ≥ 1, diremo che un campo vettoriale X ` e di
classe Cq−1,1 se X ` e di classe Cq−1 e la sua derivata di ordine q−1 ` e localmente
lipschitziana.
Identit` a di Jacobi. Se X1, X2, X3 sono tre campi vettoriali di classe
Cq−1,1, con q ≥ 2, estendendo l’identit` a di Jacobi standard lungo la succes-
sione {ms}s∈N soddisfacente 1., 2. e 3. e dove i campi vettoriali X1, X2,
X3 sono due volte diﬀerenziabili, si pu` o provare la seguente versione estesa
dell’identit` a di Jacobi
m[[X1,X2],X3] + m[[X3,X1],X2] + m[[X2,X3],X1] ⊇

0
	
, ∀ m ∈ M.Parentesi di Lie e teorema di Frobenius multivoci 75
5.2 Involutivit` a in senso multivoco
Sia D una distribuzione localmente lipschitziana su una variet` a M.
La distribuzione D si dice involutiva in senso multivoco o multi-involutiva se
per ogni coppia di campi vettoriali localmente lipschitziani, X ed Y , apparte-
nenti a D si ha che m[X,Y ] ⊆ D(m) per ogni m ∈ M.
Siano X1,...,Xc campi vettoriali localmente lipschitziani su una variet` a M tali
da generare una distribuzione c−dimensionale D su qualche aperto U di M,
cio` e tali che
D(m) = Span{mX1,...,mXc}, ∀ m ∈ U,
allora D ` e multi-involutiva se e solo se
∀ m ∈ U, ∀ i, j ∈ {1,...,c} e ∀ v ∈ m[Xi,Xj]
esistono dei coeﬃcienti, c
v
k(m) k = 1,...,c, tali che
v =
c X
k=1
c
v
k(m)mXk
e le funzioni (m,v) 7→ c
v
k(m) sono localmente limitate.
Infatti: se D ` e multi-involutiva su U allora m[Xi,Xj] ⊆ D(m), per ogni m ∈ U
e per ogni i, j ∈ {1,...,c}, dunque essendo D(m) generata da mX1,...,mXc
allora m[Xi,Xj] pu` o essere scritto come una combinazione lineare dei coef-
ﬁcienti cv
k(m) e dei vettori mXk, con k = 1,...,c. In particolare le funzioni
(m,v) 7→ cv
k(m) sono univocamente determinate, perch` e i campi vettoriali
sono linearmente indipendenti inoltre, dal teorema di Rademacher, le funzioni
(m,v) 7→ cv
k(m) sono localmente limitate.
Viceversa se esistono delle funzioni localmente limitate, (m,v) 7→ cv
k(m) con
k = 1,...,c, tali che
∀ m ∈ U, ∀ i, j ∈ {1,...,c} e ∀ v ∈ m[Xi,Xj]
v =
c X
k=1
c
v
k(m)mXk.
allora essendo D(m) generata da mX1,...,mXc possiamo concludere che
m[Xi,Xj] ⊆ D(m)
per ogni m ∈ U, cio` e che la distribuzione D ` e multi-involutiva.76 5.3 Il teorema di Frobenius multivoco
5.3 Il teorema di Frobenius multivoco
Teorema 5.1. Siano d, c due interi positivi con c ≤ d e sia D una distribuzione
c−dimensionale, lipschitziana e multi-involutiva su una variet` a M di classe C∞
e di dimensione d.
Allora per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali lipschitziane x1,...,xd tali che gli insiemi di equazioni
xi = costante, i = c + 1,...,d, (5.1)
sono variet` a integrali di D. Chiameremo slice tali insiemi.
Inoltre se (N,ψ) ` e una variet` a integrale connessa di D tale che ψ(N) ⊂ U
allora, ψ(N) ` e contenuta in una di queste slices.
Per comodit` a di lettura preferiamo scrivere per esteso la dimostrazione anche
laddove essa ricalca il caso classico.
Dimostrazione. Procediamo per induzione su c.
Il caso c = 1 In questo caso il teorema ` e una conseguenza diretta del teorema
di rettiﬁcabilit` a dei campi vettoriali per cui rimandiamo al capitolo 4.
Il caso c > 1 Dato che stiamo operando in carte locali possiamo supporre,
senza perdita di generalit` a, di identiﬁcare M con Rd.
Supponiamo vero il teorema per c − 1.
Se D ` e una distribuzione di dimensione c lipschitziana e multi-involutiva
su M, allora esistono c campi vettoriali localmente lipschitziani, diciamoli
X1,...,Xc, tali che preso m ∈ M essi generano D in un intorno e V di m.
A meno di una trasformazione lipschitziana di coordinate e in base al
teorema di rettiﬁcabilit` a per campi vettoriali lipschitziani (vedi paragrafo
4.2) possiamo supporre che in un intorno V ⊆ e V di m esistono coordinate
(y1,...,yd) tali che m ha coordinata nulla e
X1 =
∂
∂y1
, su V. (5.2)
Deﬁniamo su V i nuovi campi vettoriali:
Y1 = X1,
Yi = Xi − Xi(y1)X1, i = 2,...,c.
(5.3)
I campi vettoriali Y1,...,Yc sono indipendenti, localmente lipschitziani e
generano D su V .
Sia S la slice {y1 = 0}.
Iniziamo con l’osservare che da (5.3) e (5.2) segue
Yi(y1) = 0, i = 2,...,c. (5.4)Parentesi di Lie e teorema di Frobenius multivoci 77
Infatti
Yi(y1) = Xi(y1) − Xi(y1)X1(y1) =
= Xi(y1)
 
1 − X1(y1)

=
= Xi(y1)

1 −
∂
∂y1
y1

=
= 0.
In particolare l’equazione (5.4) signiﬁca che i campi vettoriali Y2,...,Yc
sono tangenti ad S.
Sia
θ : S ,→ V
la mappa inclusione.
La relazione
dqθ(Zi) = θ(q)Yi, ∀ q ∈ S, i = 2,...,c, (5.5)
individua perci` o c − 1 campi vettoriali Zi su S che risultano localmente
lipschitziani e linearmente indipendenti in ogni punto. I campi Z2,...,Zc
generano una distribuzione di dimensione c−1 su S che chiameremo D0.
Il prossimo passo sar` a quello di dimostrare che D0 ` e multi-involutiva.
Dato che la distribuzione generata dai campi vettoriali Y1,...,Yc ` e multi-
involutiva per ipotesi, allora possiamo dire che
∀ p ∈ V, ∀ i, j ∈ {1,...,c} e ∀ v ∈ p[Yi,Yj]
esistono dei coeﬃcienti, c
v
k(p) k = 1,...,c, tali che
v =
c X
k=1
c
v
k(p)pYk (5.6)
e le funzioni (p,v) 7→ c
v
k(p) sono localmente limitate.
Mostriamo ora che per ogni p ∈ V , per ogni i, j ∈ {2,...,c} e per ogni
v ∈ p[Yi,Yj] si ha cv
1 ≡ 0.
Da come abbiamo deﬁnito le parentesi di Lie multivoche di due campi
vettoriali localmente lipschitziani (vedi deﬁnizione al paragrafo 5.1) pos-
siamo dire che
∀ p ∈ V, ∀ i, j ∈ {1,...,c}
si ha (5.7)
p[Yi,Yj] = co

lim
s→+∞ps[Yi,Yj]

ove {ps}s∈N sono successioni che soddisfano le seguenti propriet` a:
(i) ps ∈ DIFF(Yi) ∩ DIFF(Yj) per ogni s ∈ N;78 5.3 Il teorema di Frobenius multivoco
(ii) lims→+∞ ps = p;
(iii) lims→+∞ ps[Yi,Yj] esiste.
Fissiamo i, j ∈ {2,...,c}, p in V , e sia {ps}s∈N una successione che
veriﬁca (i),...,(iii).
Da (5.4) si ha
lim
s→+∞ps[Yi,Yj](y1) = lim
s→+∞

psYi
 
Yj(y1)

− psYj
 
Yi(y1)

=
= 0.
(5.8)
Da (5.7) per ogni p ∈ V , per ogni i, j ∈ {1,...,c} e per ogni vettore
v = (v1,...,vd) in p[Yi,Yj] esistono dei coeﬃcienti non negativi λ1,...,λA
tali che
PA
α=1 λα = 1 e
v =
A X
α=1
λα lim
s→+∞
p
α
s[Yi,Yj], (5.9)
per opportune successioni {p1
s}s∈N,...,{pA
s }s∈N soddisfacenti (i),...,(iii).
Da (5.9) si ha
v1 = v(y1) =
A X
α=1
λα lim
s→+∞p
α
s[Yi,Yj](y1). (5.10)
Dunque da (5.10) e (5.8) possiamo dedurre
v1 = v(y1) = 0. (5.11)
D’altra parte per (5.6)
esistono dei coeﬃcienti, c
v
k(p) k = 1,...,c, tali che
v(y1) =
c X
k=1
c
v
k(p)pYk(y1). (5.12)
Da quanto ﬁn ora riportato in (5.12), (5.11), (5.4), (5.3) e (5.2), per ogni
p ∈ V si ha la seguente catena di uguaglianze
0 = v1 =
= v(y1) =
=
c X
k=1
c
v
k(p)pYk(y1) =
= c
v
1(p)pY1(y1) =
= c
v
1(p)
∂
∂y1
y1

  
p
=
= c
v
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Quindi
c
v
1 ≡ 0, su V.
Di conseguenza (5.6) implica
∀ p ∈ V, ∀ i, j ∈ {2,...,c} e ∀ v ∈ p[Yi,Yj]
v =
c X
k=2
c
v
k(p)pYk. (5.13)
Per brevit` a di notazione indichiamo con DijS il sottoinsieme di S cos` ı
deﬁnito
DijS = S ∩ DIFF(Yi) ∩ DIFF(Yj), i, j ∈ {2,...,c}.
Vogliamo ora provare che
dqθ

[Zi,Zj]

= θ(q)[Yi,Yj], ∀ q ∈ DijS, i, j ∈ {2,...,c}.
Pertanto siano i, j ∈ {2,...,c} ﬁssati e q un punto qualsiasi in DijS
dqθ

[Zi,Zj]

= dqθ

Zi(Zj) − Zj(Zi)

=
= dqθ

Zi(Zj)

− dqθ

Zj(Zi)

=
= θ(q)Yi(Yj) − θ(q)Yj(Yi) =
= θ(q)[Yi,Yj].
Di conseguenza abbiamo che
dqθ

[Zi,Zj]

= θ(q)[Yi,Yj], ∀ q ∈ S, i, j ∈ {2,...,c}, (5.14)
infatti
dqθ

[Zi,Zj]

= dqθ

co

lim
s→+∞qs[Zi,Zj]

=
= co

lim
s→+∞
θ(qs)[Yi,Yj]

=
= θ(q)[Yi,Yj],
dove {qs}s∈N rappresenta una successione in DijS soddisfacente le pro-
priet` a (i),...,(iii).
Da (5.13) e (5.14) possiamo concludere che
∀ q ∈ S, ∀ i, j ∈ {2,...,c} e ∀ v ∈ q[Zi,Zj]
esistono dei coeﬃcienti, c
v
k|S(q) k = 2,...,c, tali che
v =
c X
k=2
c
v
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Quindi siamo riusciti a dimostrare che la distribuzione D0 ` e multi-invo-
lutiva.
Per l’ipotesi induttiva esiste in un intorno di m in S e un sistema di
coordinate locali lipschitziane (w2,...,wd), con wi(m) = 0, per i = 2,...,c,
tale che le slices di equazione wi = costante, per i = c + 1,...,d, sono
variet` a integrali della distribuzione D0.
Sia π la proiezione
(a1,...,ad) 7→ π(a1,...,ad) = (0,a2,...,ad)
e sia
x1(y) = y1,
xj(y) =
 
wj ◦ π

(y), j = 2,...,d.
(5.15)
Da quanto ﬁn ora detto risulta evidente che le funzioni deﬁnite in (5.15)
sono lipschitziane e deﬁnite in un intorno U di 0.
Il prossimo passo sar` a quello di provare che le slices deﬁnite dalle equa-
zioni xi = costante, per i = c + 1,...,d, sono variet` a integrali di D.
Per fare ci` o mostriamo che
Yi(xc+r) ≡ 0, q.o su U,
i = 1,...,c,
r = 1,...,d − c.
(5.16)
Infatti in tal caso
∂
∂x1
,...,
∂
∂xc
formano una base di D per ogni punto di U; quindi le slices di equazione
xi = costante, per i = c + 1,...,d, sono variet` a integrali di D. Dunque
per giungere alla conclusione non resta che provare (5.16).
Iniziamo dal caso i = 1.
Da (5.15), (5.3) e (5.2) otteniamo
Y1 =
∂
∂x1
, su U,
quindi
Y1(xc+r) =
∂
∂x1
xc+r =
= δc+r,1,
r = 1,...,d − c,
(vedi Appendice A per la deﬁnizione di δc+r,1).
Siccome c ≥ 2 ed r = 1,...,d − c allora
Y1(xc+r) ≡ 0, su U, r = 1,...,d − c. (5.17)Parentesi di Lie e teorema di Frobenius multivoci 81
Questo dimostra la (5.16) nel caso i = 1.
Non resta che procedere con il caso i = 2,...,c.
Da (5.17) otteniamo
[Y1,Yi](xc+r) = Y1(Yi(xc+r)) − Yi(Y1(xc+r)) =
= Y1
 
Yi(xc+r)

,
q.o su U,
i = 2,...,c,
r = 1,...,d − c,
cio` e
[Y1,Yi](xc+r) =
∂
∂x1
Yi(xc+r), q.o su U,
i = 2,...,c,
r = 1,...,d − c.
(5.18)
Siccome
p[Y1,Yi](xc+r) ∈ p[Y1,Yi](xc+r), ∀ p ∈ U
i = 2,...,c,
r = 1,...,d − c,
allora da (5.18) otteniamo
∂
∂x1
Yi(xc+r)
   
p
∈ p[Y1,Yi](xc+r), per q.o. p ∈ U,
i = 2,...,c,
r = 1,...,d − c.
(5.19)
Fissiamo x2,...,xd e consideriamo
S =

x1,...,xd ∈ U : x2 = x2,...,xd = xd

.
S risulta trasversale a S, di conseguenza S ed S si intersecano in un
unico punto: lo 0.
Si noti che lungo S le Yi(xc+r) sono funzioni della sola variabile x1.
Operiamo ora una momentanea sempliﬁcazione della notazione, scriven-
do, per un ﬁssato r ∈ {1,...,d − c}
x1 = t,
tYi(xc+r) = fi(t), ∀ t ∈ S, i = 2,...,c,
(dove fi(t) ha l’usuale signiﬁcato di fi calcolata in t).
Per (5.13), (5.19) diventa
˙ fi(t) ∈
(
c X
k=2
c
v
k(t)fk(t), v ∈ t[Y1,Yi](xc+r)
)
,
per q.o. t ∈ S,
i = 2,...,c.
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In questo modo (5.20) diviene un sistema di c−1 inclusioni diﬀerenziali.
Consideriamo il seguente problema di Cauchy

 
 
˙ fi(t) ∈
(
c X
k=2
c
v
k(t)fk(t), v ∈ t[Y1,Yi](xc+r)
)
f(0) = f0
,
per q.o. t ∈ S,
i = 2,...,c.
(5.21)
Se mostriamo che f0 = 0 allora la funzione identicamente nulla certa-
mente risolve il problema di Cauchy (5.21).
Dunque per avere l’esistenza di almeno una soluzione (la soluzione iden-
ticamente nulla) non ci rimane che provare che f0 = 0.
Da (5.5) e (5.15) abbiamo subito che
0Yi(xc+r) = 0Zi(wc+r),
i = 2,...,c,
r = 1,...,d − c.
Siccome le variet` a integrali di D0 hanno equazione wj = costante, per
j = c + 1,...,d, allora
0Zi(wc+r) = 0,
i = 2,...,c,
r = 1,...,d − c.
Dunque
f0 = f(0) =
=

f2(0),...,fd(0)

=
=

0Y2(xc+r),...,0Yd(xc+r)

=
= (0,...,0).
r = 1,...,d − c. (5.22)
Da (5.22) il problema di Cauchy (5.21) diventa

 
 
˙ fi(t) ∈
(
c X
k=2
c
v
k(t)fk(t), v ∈ t[Y1,Yi](xc+r)
)
(f2(0),...,fd(0)) = 0
,
per q.o. t ∈ S,
i = 2,...,c.
(5.23)
Dunque (f2,...,fd)(t) = (0,...,0) ` e una soluzione di (5.23). Dimostriamo
che essa ` e unica.
Siccome le funzioni (t,v) 7→ cv
k(t), k = 2,...c, sono localmente limitate
esiste C ∈ R tale che
∀ t ∈ S, ∀ i, k ∈ {2,...,c} e ∀ v ∈ t[Y1,Yi](xc+r)

c
v
k(t)
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Da ci` o segue subito che
  ˙ f(t)
  ≤ C(c − 1)
3/2 f(t)
 . (5.24)
Per procedere abbiamo bisogno del lemma di Gronwall, di cui riporti-
amo, per comodit` a la seguente versione.
Lemma di Gronwall. Sia z(t) una funzione assolutamente continua e
non negativa tale che
˙ z(t) ≤ ξ(t)z(t) + β(t), per q.o. t ∈ [t0,T],
z(t0) ≤ γ,
(5.25)
dove ξ e β sono funzioni integrabili e γ ` e una costante con γ ≥ 0.
Allora z soddisfa la condizione
z(t) ≤ γ exp
Z t
t0
ξ(s)ds

+
Z t
t0
β(s)exp
Z t
s
ξ(σ)dσ

ds ∀ t ∈ [t0,T].
(5.26)
Dato che (5.24) soddisfa la condizione (5.25), allora da (5.26) segue che
f(t) = 0, per q.o. t ∈ S.
Questo implica che in problema di Cauchy (5.23) ammette solo la solu-
zione identicamente nulla cio` e prova la (5.16).
Questo completa la prima parte della dimostrazione.
Osservazione 1. Osserviamo inﬁne che se H rappresenta una variet` a
integrale di D deﬁnita dalle equazioni (5.1) allora essendo lo spazio tan-
gente ad H, TH, una variet` a lipschitziana allora H ` e una variet` a di
classe C1,1.
Per concludere la dimostrazione rimane da provare la seconda parte del teore-
ma.
Sia N una variet` a integrale connessa di D in U. Consideriamo la proiezione
pr da Rd in Rd−c che ad a = (a1,...,ad) ∈ Rd associa pr(a) = (ac+1,...,ad). Se
x1,...,xd sono le coordinate su U deﬁnite come sopra allora
dn(pr ◦ x) ≡ 0, q.o n ∈ N.
Dato che N ` e connessa allora pr◦x = costante quasi ovunque su N. Per conti-
nuit` a possiamo estendere quest’uguaglianza su tutto N, quindi N ` e contenuto
in una slice di equazioni (5.1).
Questo conclude la dimostrazione.84 5.3 Il teorema di Frobenius multivoco
Anche in questo caso il teorema di Frobenius multivoco pu` o essere scritto come
segue.
Teorema 5.2. Siano M una variet` a diﬀerenziabile di classe C∞ d−dimensio-
nale e D una distribuzione di classe C∞ su M.
D ` e una distribuzione lipschitziana, multi-involutiva e di dimensione c ≤ d se
e solo se per ogni m ∈ M esiste una carta (U,ϕ) con ϕ(m) = 0 e coordinate
locali lipschitziane x1,...,xd tali che gli insiemi di equazioni
xi = costante, i = c + 1,...,d,
sono variet` a integrali di D.
Dimostrazione. Dato che stiamo operando in carte locali possiamo supporre,
senza perdita di generalit` a, di identiﬁcare M con Rd.
Per ogni m ∈ M consideriamo, in un intorno di m, un sistema di coordinate
locali lipschitziane (x1,...,xd) tali che m abbia coordinata nulla.
Fissiamo xc+1,...,xd e consideriamo la slice
H =

x1,...,xd : xc+1 = xc+1,...,xd = xd

.
Di conseguenza a ci` o sia H che TmH hanno dimensione c, inoltre ogni vettore
v = (v1,...,vd) ∈ TmH nelle coordinate x1,...,xd si scrive
v =

  
   

v1
. . .
vc
0
. . .
0

  
   

,
cio` e vc+1 = 0,...,vd = 0.
Dato che H ` e una variet` a integrale di D allora
TmH = D(m), ∀ m ∈ H. (5.27)
Dunque esistono c campi vettoriali localmente lipschitziani su H, chiamiamoli
X1,...,Xc, tali che
D(m) = Span

mX1,...,mXd

, ∀ m ∈ H.
Fissiamo i, j ∈ {1,...,c} e consideriamo una successione {ms}s∈N che soddisﬁ
le seguenti propriet` a:
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(ii) lims→+∞ ms = m;
(iii) lims→+∞ ms[Yi,Yj] esiste.
Calcoliamo ora m[Xi,Xj]
m[Xi,Xj] = co

lim
s→∞ms[Xi,Xj]

=
= co

       
       
lim
s→∞ms

 
    


 
    

X1
i
. . .
Xc
i
0
. . .
0

 
    

,

 
    

X1
j
. . .
Xc
j
0
. . .
0

 
    


 
    


       
       
=
= co
(
lim
s→∞
 
d X
l,k=1
 
msX
l
i
∂Xk
j
∂xl
   
ms
− msX
l
j
∂Xk
i
∂xl
   
ms
!
∂
∂xk
   
ms
!)
=
= co
(
lim
s→∞
 
c X
l,k=1
 
msX
l
i
∂Xk
j
∂xl
 
 
ms
− msX
l
j
∂Xk
i
∂xl
 
 
ms
!
∂
∂xk
 
 
ms
!)
=
= co

        
        

  
    

lims→∞ ms






X1
i
. . .
Xc
i


,



X1
j
. . .
Xc
j






0
. . .
0

   
   


        
        
=
=

   
   

 


w
0
. . .
0

 


: w ∈ co

 
 
lim
s→∞ms






X1
i
. . .
Xc
i


,



X1
j
. . .
Xc
j







 
 

   
   
=
=

   
   

  

w
0
. . .
0

  

: w ∈ m[



X1
i
. . .
Xc
i


,



X1
j
. . .
Xc
j


]

   
   
.
Si osservi che nell’ultimo insieme le parentesi di Lie sono multivoche.
Dunque m[Xi,Xj] ⊂ TmH per ogni i, j ∈ {1,...,c} e per ogni m ∈ H inoltre
da (5.27) segue che
m[Xi,Xj] ⊂ D(m), ∀ m ∈ H, i, j ∈ {1,...,c}.
Quindi D ` e una distribuzione multi-involutiva, di dimensione c e lipschitziana.86 5.3 Il teorema di Frobenius multivoco
Come conseguenza del teorema di Frobenius-Simi´ c (capitolo 3) e del teorema
di Frobenius multivoco otteniamo il seguente risultato:
Corollario 5.1. Le due seguenti condizioni di involutivit` a sono equivalenti:
• involutivit` a multivoca, e
• involutivit` a quasi ovunque.Appendice A
Notazione di base e terminologia
Diﬀeomorﬁsmo
Siano X ed Y due spazi normati, D ed E sottospazi aperti rispettivamente
di X ed Y . Una funzione f : D → E si dice diﬀeomorﬁsmo se ` e biiettiva,
diﬀerenziabile, ed f−1 : E → D ` e pure diﬀerenzibile.
Sia k ≥ 0 intero. f : D → E ` e un diﬀeomorﬁsmo di classe Ck se ` e biietti-
va, diﬀerenziabile di classe Ck, ed f−1 : E → D ` e pure diﬀerenzibile di classe Ck.
Proiezione i-esima
Sia d ≥ 1 un intero, la funzione
ri : R
d → R, i = 1,...,d,
deﬁnita da
R
d 3 a = (a1,...,ad) 7→ ri(a) = ai, i = 1,...,d,
si dice proiezione i-esima.
Se d = 1 allora la proiezione r1 si denoter` a semplicemente con r e ad ogni
punto associa se stesso; cio` e r(a)=a per ogni a ∈ R.
Se f : X → Rd allora per ogni i = 1,...,d deﬁniamo la funzione fi : X → R in
questo modo
fi = ri ◦ f i = 1,...,d,
e la chiameremo componente i-esima di f.
Simbolo di Kronecker
Sia d ≥ 1 un intero e siano i, j due interi tali che 1 ≤ i, j ≤ d.
Il simbolo δij si chiama simbolo di Kronecker ed ` e cos` ı deﬁnito
δij =
(
1, i = j,
0, i 6= j.
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Insieme di diﬀrenziabilit` a
Data una qualsiasi funzione f indicheremo con DIFF(f) l’insieme di diﬀeren-
ziabilit` a di f, cio` e l’insieme dei punti in cui f ` e diﬀerenziabile.
Insiemi convessi
Un insieme A si dice convesso se dati x1, x2 ∈ A e λ1, λ2 reali positivi tali che
λ1 + λ2 = 1 allora anche λ1x1 + λ2x2 ∈ A.
Se A ` e convesso si veriﬁca facilmente, per induzione, che
x1,...,xn ∈ A, e λ1,...,λn reali positivi tali che
n X
i=1
λi = 1 ⇒
n X
i=1
λixi ∈ A.
Inviluppo convesso
Da quanto appena detto si veriﬁca facilmente che l’intersezione di insiemi con-
vessi ` e un insieme convesso.
Dato un insieme B diremo inviluppo convesso di B l’intersezione di tutti i con-
vessi contenti B e lo indicheremo con coB.
Ovviamente coB ` e un insieme convesso.
Sussiste le seguente caratterizzazione dell’inviluppo convesso di B:
coB =
X
i∈I
λixi : xi ∈ B, λi ∈ R
+ con
X
i∈I
λi = 1, I insieme di indici

,
dove R+ rappresenta l’insieme dei reali positivi pi` u l’elemento 0.
Supporto di una funzione
Da una funzione f da uno spazio topologico in Rd si dice supporto di f l’insieme
suppf = clf
−1 
R
d \ {0}

dove clf−1 
Rd \ {0}

indica la chiusura dell’insieme f−1 
Rd \ {0}

.Appendice B
Funzioni lipschitziane
Consideriamo due spazi metrici (M1,d1) e (M2,d2) ed una funzione f tra di
essi.
Diremo che f ` e lipschitziana se esiste una costante L > 0 tale che
d2(f(x),f(y)) ≤ Ld1(x,y), ∀ x, y ∈ M1
Ogni tale L si dice costante di Lipschitz per f.
Se c’` e una costante di Lipschitz per f ce n’` e anche una minima detta la costante
di Lipschitz per f (oppure la migliore costante di Lipschitz per f) che indicher-
emo con lip(f).
Vediamo ora alcune propriet` a delle funzioni lipschitziane che ci saranno utili
in seguito.
i) Siano X uno spazio metrico ed Y uno spazio vettoriale normato.
Se f, g : X → Y sono due funzioni lipschitziane con costanti di Lipschitz
rispettivamente lip(f) ed lip(g) allora si dimostra che f + g : X → Y ` e
lipschitziana con costante di Lipschitz lip(f + g) ≤ lip(f) + lip(g).
ii) Se X, Y, e Z sono spazi metrici ed f : X → Y , g : Y → Z sono lips-
chitziane con costanti di Lipschitz rispettivamente lip(f) ed lip(g), allora
la composizione g ◦ f : X → Z ` e lipschitziana con costante di Lipschitz
lip(g ◦ f) ≤ lip(g)lip(f).
iii) Una funzione f : X → Y ` e costante se e solo se ` e lipschitziana con costante
di Lipschitz 0.
iv) Se f : X → Y ` e lipschitziana allora f ` e continua.
Lipeomorﬁsmo
Si dice lipeomorﬁsmo una mappa lipschitziana invertibile tra due spazi metrici
la cui inversa ` e ancora lipschitziana.
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Prodotto di convoluzione e sue
propriet` a
Notazione
Siano U ⊆ Rn e p un intero tale che 1 ≤ p ≤ ∞.
L
p(U) =

f : U → R tale che
Z
U
|f(x)|
pdx

< ∞, f Lebesgue misurabile

L
p
loc(U) =

f : U → R tale che f ∈ L
p(V ), per qualche V ⊂⊂ U

dove V ⊂⊂ U signiﬁca che chV ` e compatto e chV ⊂ U.
Deﬁniamo ora lo spazio di Sobolev W 1,p(U).
1. La funzione f appartiene allo spazio di Sobolev W 1,p(U) se f ∈ Lp(U) e
∂f
∂xi esiste ed appartiene a Lp(U) per ogni i = 1,...,n.
2. La funzione f ∈ W
1,p
loc (U) se f ∈ W 1,p(V ) per qualche sottoinsieme aperto
V ⊂⊂ U.
3. f ` e una funzione di Sobolev se f ∈ W
1,p
loc (U).
Molliﬁcatori standard
Consideriamo le funzioni di classe C∞ η : Rn → R cos` ı deﬁnite
η(x) =



Cexp

1
|x|2 − 1

,
0,
|x| < 1,
|x| ≥ 1,
dove C ` e una costante tale che
R
Rd η(x)dx = 1.
Sia ηε(x) = 1
εnη
 
x
ε

, con ε > 0 e x ∈ R.
La funzione ηε si dice molliﬁcatore standard.
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Prodotto di convoluzione
Siano f ∈ Lp(Rd) e g ∈ Lq(Rd) con 1 ≤ p,q ≤ ∞ e deﬁniamo il prodotto di
convoluzione f ∗ g in questo modo
f ∗ g(x)
Z
Rd
f(x − y)g(y)dy.
Sia U ⊂ Rn, denotiamo con ∂U l’insieme dei punti di frontiera di U cio` e
l’insieme degli x ∈ Rn tali che per ogni intorno aperto V di x si ha che V ∩ U
contiene almeno un elemento di U e uno del complementare di U.
Consideriamo la mappa
d : U × U → R
tale che
1. d(x,y) ≥ 0 per ogni x, y ∈ U e d(x,y) = 0 se e solo se x = y,
2. d(x,y) = d(y,x),
3. per ogni x, y, z ∈ U si ha che d(x,y) ≤ d(x,z) + d(z,y).
La mappa d si dice una metrica su U.
Dati A ⊂ Rn ed x0 ∈ Rn indichiamo con dist(x0,A) la distanza tra il punto x0
e l’insieme A, dove
dist(x0,A) = inf
a∈A

d(x0,a)

.
Siano ε > 0 ed Uε l’insieme cos` ı deﬁnito
Uε ≡

x ∈ U tali che dist(x,∂U) > ε

.
Sia f ∈ L1
loc(U) poniamo
f
ε = ηε ∗ f
cio` e
f
ε(x) =
Z
U
ηε(x − y)f(y)dy ∀x ∈ Uε.
Proprieta:
1. per ogni ε > 0, fε ∈ C∞(Uε),
2. se f ∈ C(U) allora

fε	
ε>0 converge uniformemente a f sui sottoinsiemi
compatti di U,
3. se f ∈ L
p
loc(U) per qualche 1 ≤ p ≤ ∞ allora

fε	
ε>0 converge a f in
L
p
loc(U).Prodotto di convoluzione e sue propriet` a 93
4. se f ∈ W
1,p
loc (U) per qualche 1 ≤ p < ∞ allora
∂fε
∂xi
= ηε ∗
∂f
∂xi
, i = 1,...,n,
5. in particolare, se f ∈ W
1,p
loc (U) per qualche 1 ≤ p < ∞ allora

fε	
ε>0
converge a f in W
1,p
loc (U).94Appendice D
Metrica Riemanniana
Applicazioni bilineari
Siano V e W due spazi vettoriali sul campo C.
Un’applicazione
g : V × W → C
tale che
i) ∀ v, w ∈ V e ∀ t, z ∈ W
g(v + w,z) = g(v,z) + g(w,z),
g(v,t + z) = g(v,t) + g(v,z),
ii) ∀ v ∈ V e ∀ w ∈ W, ∀ α ∈ C
g(αv,w) = αg(v,w),
g(v,αw) = αg(v,w),
si dice un’applicazione bilineare.
Applicazioni bilineari simmetriche ed alternanti
Sia V uno spazio vettoriale su un campo C.
Un’applicazione bilineare
g : V × V → C
si dice simmetrica se per ogni coppia di vettori v,w ∈ V si ha che
g(v,w) = g(w,v).
Si dice alternante se per ogni vettore v ∈ V si ha che
g(v,v) = 0.
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In particolare nel caso che andremo a trattare il campo C, sopra citato, ` e
il campo dei numeri reali R quindi essendo R di caratteristica diversa da 2
possiamo dire che
g : V × V → R
` e alternante se, e solo se, per ogni coppia di vettori v,w ∈ V si ha che
g(v,w) = −g(w,v).
2-Forme
Sia V uno spazio vettoriale di dimensione n su R e sia e1,...,en una sua base,
cio` e V = Span{e1,...,en}. Sia V ∗ il duale di V cio` e lo spazio delle forme lineari
da V in R. Indichiamo con e∗
1,...,e∗
n una base di V ∗ dove e∗
i ` e una funzione
lineare da V in R tale che e∗
i(ej) = δij, i,j ∈ {1,...,n}, dove δij ` e deﬁnito in
Appendice (A).
Siano f ed g ∈ V ∗. Deﬁniamo operativamente il prodotto tensoriale f ⊗ g in
questo modo
f ⊗ g : V × V → R
(v,w) 7→ f ⊗ g(v,w) = f(v)g(w).
Sia V ∗ ⊗ V ∗ lo spazio generato da Span{e∗
i ⊗ e∗
j}i,j=1,...,n. Questo ` e lo spazio
delle forme bilineari a valori in R e la sua dimensione ` e n2.
Consideriamo il sottospazio
V2(V ) di V ∗ ⊗ V ∗ costituito dalle forme bilineari
alternanti. Gli elementi di
V2(V ) si dicono 2-forme, la dimensione di tale sot-
tospazio ` e

n
2

.
Metriche Riemanniane
Sia M una variet` a diﬀerenziabile di classe Ck, con k ≥ 0 intero.
Le sezioni di T ∗M ⊗M T ∗M → M simmetriche e deﬁnite positive sono dette
Metriche Riemanniane.
Variet` a Riemanniane
Si dice variet` a Riemanniana una variet` a diﬀerenziabile su cui ` e deﬁnita una
metrica Riemanniana.
Sia k ≥ 0 un intero.
Si dice variet` a Riemanniana di classe Ck una variet` a diﬀerenziabile di classe
Ck su cui ` e deﬁnita una metrica Riemanniana.Bibliograﬁa
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