The oscillatory and asymptotic behavior of the second order forced delay differential equation
Introduction
In this paper the second order forced nonlinear differential equation x (t) + a(t)x (t) + b(t)G(x(g(t))) = f (t) ( 1.1)
Where a,b,f and g are real valued continuous functions on [T, ∞) for some T ≥ 0 along with the associated homogeneous equation is y (t) + a(t)y (t) + b(t)G(y(g(t))) = 0 ( 1.2)
is considered.
There is a voluminous literature concerning oscillatory/nonoscillatory and asymptotic behaviour of solutions of(1.2). The literature on Eq.(1.2) being very rich it is still a valid topic for research. On the other hand the study of Eq.(1.1) is limited with a few papers only. Some papers on Eq(1.1) deal with oscillatory behavior of all solutions where, f (t) is an oscillatory function of t and some of them are non-oscillatory f (t). The real difficulties are observed when f (t) is a non-oscillatory function. For such study, we may refer the papers as cited here in. However few of them are on ordinary differential equations without delay terms. The results of these papers are focused normally on non-oscillatory solutions only.
For illustrative purpose,we may consider the equation
x (t) + x 3 (t − 2π) = e −t + e
−(t−2π)
It may be verified that x(t) = e −t is a non-oscillatory solution of it. But the associated homogeneous equation
x (t) + x 3 (t − 2π) = 0 admits only oscillatory solutions (please see Waltman [38] ). Similarly, the nonhomogeneous delay differential equation
admits both oscillatory and non-oscillatory solutions given by x 1 (t) = e −t +sint and x 2 (t) = e −t respectively. But, all solutions of the associated homogeneous equation
are oscillatory (please see Waltman [38] ). In view of these examples, the work of this paper is motivated to study the oscillatory behaviour of a more general class of differential equation like (1.1) along with its asymptotic behaviour. In some cases we are successful to establish that the solutions of (1.1) are either oscillatory or tend to zero as t → ∞.
As usual, we call G is generalized super-linear if
for every k ≥ 0. These improved definitions of super-linear and sub-linear include the known definitions of super-linear if G(x) = x α ,1 < α < ∞ and α is ratio of odd integers and sub-linear if G(x) = x α ,0 < α < 1 respectively. A nontrival solution x(t) of (1.1) or(1.2) is said to be oscillatory if the set of zeros of x(t) in [T, ∞) is unbounded. Otherwise, it is said to be non-oscillatory.
Main Results
Consider the forced delay differential equation
G ∈ C(R, R) such that G is non-decreasing and xG(x) > 0 for x = 0. ( 2.5)
Our main results are as follows: Theorem 1 Suppose that (2.1) to (2.2) hold and denote
and
for some T ≥ 0, then a solution x(t) of (2.1) is either oscillatory or tends to zero as t → ∞.
Proof. Suppose that x(t) is a solution of (2.1). If x(t) is oscillatory, then there is nothing to prove. Suppose that x(t) is non-oscillatory. That is, there exists t 0 ≥ T such that x(g(t)) > 0 ( 2.10) or x(g(t)) < 0 ( 2.11)
for t ≥ t 0 . In both cases we shall show that
At the outset, let us suppose that (2.10) holds. We first claim that
If (2.13) fails to hold, on the contrary, we take lim inf t→∞ x(t) = µ > 0. By definition, there exists a t 1 ≥ t 0 such that x(g(t)) > µ/2 for t ≥ t 1 .Multiplying (2.1) throughout by exp(σ(t)) and rearranging the terms we get
Integrating (2.14) from t 1 to t we have
Letting t → ∞ in (2.16) and using (2.7) to (2.9). we have lim t→∞ x(t) = −∞. This is a contradiction to our assumption. Hence our assertion (2.13) holds. Next, we claim that lim sup
On the contrary, suppose that lim sup
for some λ > 0. There are two possibilities of being λ = ∞ and λ is finite. If λ = ∞ , then x(t) is unbounded. Setting
and 20) it may be verified that z satisfies
for large t. Consequently, z(t) and z (t) are non-oscillatory. However , if z(t) < 0 for large t it implies that
In view of (2.9) and (2.22) it follows that x(t) is bounded. This contradicts to our assumption. This shows that z(t) is positive eventually, say, for t ≥ t 1 ≥ T. Since G is non-decreasing and from (2.20) 
eventually.
Here, we claim that z (t) > 0 eventually. Because, otherwise z(t) is bounded and consequently from (2.20), x(t) is bounded, leads to a contradiction. This ultimately results that z(t) > 0 and z (t) > 0 for large t. Let us say z (g(t)) > 0 for t ≥ t 2 ≥ t 1 and z(g(t)) > α > 0 for t ≥ t 2 for some α.
Integrating (2.23) from t 2 to t we obtain
It is clear from (2.7)and(2.8) that
Using(2.25) in (2.24) . it leads to a contradiction. Hence our assumption λ = ∞ is impossible. Let us assume that λ is finite 0 < λ < ∞. Then there exists M > 0 such that x(t) < M for large t. Further lim sup t→∞ x(t) = lim inf t→∞ x(t) implies that x (t) is oscillatory. Thus, we can find a sequence of real numbers t n of relative maxima of x(t) such that t n → ∞ as n → ∞, x (t n ) = 0 and x(t n ) → ∞ as n → ∞. Now we claim that
and lim
Suppose that (2.26) fails to hold , multiplying Eq.(2.1) throughout by K(t), it may be rewritten as
Integrating (2.29) from t 0 to t and using the fact that x (t 0 ) = 0 we get (s) ))ds.
This shows that K(t)x (t) → −∞ as t → ∞. Consequently, x (t) < 0 eventually leads to a contradiction to the fact that x (t) is oscillatory. Hence (2.26) and (2.26), there exists N > 0 such that
for t ≥ N. Further, for every t ≥ N there exists at n of the sequence t n such that t < t n .Integrating (2.29) from t to t n and using the fact that x (t n ) = 0 we get
From (2.31) and (2.32) it can be concluded that
Since is arbitrary, our claim (2.28) holds. From (2.27), we can find a sequence of real numbers n , n → 0 as n → ∞ such that
Since (2.13) holds, there exists a sequence of reals t n such that t n > t n and lim x(t n ) = 2λ 5 .
Using (2.33) and the facts given above we obtain
Letting n → ∞ in (2.34) we see that
which is a contradiction. This shows that λ = 0. That is lim t→∞ x(t) = 0.
Next, assume that x(t) < 0 for t ≥ T . Then there exists t 1 ≥ T such that x(g(t)) < 0 for t ≥ t 1 . Expressing (2.1) in the form of we get
for t ≥ t 1 . This shows that x (t) is non-oscillatory and hence there exists t 2 ≥ t 1 such that x (t) > 0 or x (t) < 0 for t ≥ t 2 . Let us suppose that x (g(t)) < 0 for t ≥ t 3 ≥ t 2 .Integrating (2.35) from t 3 to t and using the fact that x(t) is negative and decreasing , there exists w > 0 such that
Dividing inequality (2.36) throughout by K(t) and integrating the resultant from t 3 to t once again we get
Using (2.7) and (2.8) in (2.37) we see that x(t) → ∞ as t → ∞ . This contradicts to our assumption . Hence x (t) < 0 eventually is impossible. Now, let us suppose that x (t) > 0 for t ≥ t 2 . Here we claim that lim t→∞ x(t) = 0.
If possible, suppose that lim
Integrating (2.29) from t 3 to t we get
Dividing (2.39) throughout by K(t), then integrating the resulting inequality from t 3 to t we get
Taking t → ∞ in (2.40) and using (2.8) we see that x(t) → ∞ as t → ∞. This is a contradiction to our assumption. Hence
This completes the proof.
Theorem 2 . Suppose that (2.2) to (2.5) hold and g is monotonically increasing .Denote
Further, suppose that
and for every > 0, there exists T 0 > 0 such that for large t.
and there exists a constant M > 0 such that
where the integration is taken over the region R which is a subset of [T 0 , ∞) where the integrand is nonnegative. Further, assume that G satisfies the generalized conditions
then a solution x(t) of (1.1) is either oscillatory or tends to zero as t → ∞.
Proof.Let x(t) be a solution of (2.1). If x(t) is oscillatory , then there is nothing to prove. Suppose that x(t) is non-oscillatory. There exists t 0 > T such that
for t ≥ t 0 . Assume that (2.50) holds. We claim that 
Multiplying (2.1) throughout by
it may be expressed as
That is , in view of (1.54) and (1.56) we get
57) where = 1/G(µ/2). From (2.46) and (2.47) we conclude that there exists
Consider the transformation
Further,
The transformation (2.59) reduces (2.58) to
for corresponding values of s when t ≥ t 3 . From (2.66) and the fact that y(s) > 0 eventually, it follows that dy ds > 0 eventually, say for s ≥ B. Integrating (2.66) from s to ∞ we get
where
From (2.43) , there exists a M > 0 such that
is bounded. Using Lagrange's mean value theorem on y we get
for some α ∈ (h(s), s). Dividing (2.70) throughout by y(s) and rearranging the terms we get 
Using (2.74) in (2.67) we obtain dy/ds
Integrating, (2.75) from A to s we have 1 2 y(s)
Let s → in (2.76) and using (2.49) we see that
However (2.77) holds if and only if 
There are two possibilities on λ. That is,λ = ∞ and ∞ is finite. If λ = ∞, then x(t) is unbounded. Set
Proceeding in the lines of Theorem 1 we can show that z(t) > 0 eventually and also
Using standard Liouville's transformation as given in (2.59) and (2.60) to (2.83) we obtain Next, suppose that (2.51) holds. let t ≥ t 0 such that x(t), x(g(t)) < 0. Rewriting Eq (2.1) in the form (2.56) and rearranging the terms we see that (K(t)x (t)) + Q(t)G(x(g(t))) = 0 ( 2. where h(s) is as given in (2.65). Now proceeding exactly in the lines followed from (2.66) to (2.77) we may reach to the conclusion that
In view of (2.95) and (2.97) we get
K(t)b(t)dt < ∞ which contradicts to (2.47). Thus x(t) cannot be negative eventually. This completes the proof.
