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Abstract
We prove a scale-invariant boundary Harnack principle for inner uni-
form domains in metric measure Dirichlet spaces. We assume that the
Dirichlet form is symmetric, strongly local, regular, and that the volume
doubling property and two-sided sub-Gaussian heat kernel bounds are
satisfied. We make no assumptions on the pseudo-metric induced by the
Dirichlet form, hence the underlying space can be a fractal space.
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Introduction
The boundary Harnack principle is a property of a domain that allows us to
compare the decay of different non-negative harmonic functions on the domain
under Dirichlet boundary condition. More precisely, a domain is said to satisfy
a boundary Harnack principle if the ratio of any two non-negative harmonic
functions is bounded near some part of the boundary of the domain where both
functions vanish.
The boundary Harnack principle was introduced by Kemper [Kem72], fol-
lowed by works of Dahlberg ([Dah77]), Wu ([Wu78]) and Ancona [Anc80].
Whether a given domain has this property depends on the geometry of its
boundary as well as on the precise formulation of the boundary Harnack prin-
ciple.
The classical formulation is the global boundary Harnack principle. It ap-
plies to functions u, v that are positive harmonic on a domain D and vanish
continuously at the regular points of (∂D) ∩ V and are bounded in a neighbor-
hood of (∂D) ∩ V , where V is an open set. Bass and Burdzy ([BB91]) proved
that, if D is a twisted Ho¨lder domain of order α ∈ (1/2, 1], then the bound-
ary Harnack inequality uv ≤ A1 = A1(D,V,K) is satisfied on D ⊂ K, for any
compact set K ⊂ V .
In this paper, we are concerned with the scale-invariant (also called geo-
metric) boundary Harnack principle. That is, V and K are replaced by two
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concentric balls of radius A0r and r, respectively, centered at a boundary point,
and the constant A1 = A1(A0) is independent of the radius r.
The scale-invariant boundary Harnack principle is crucial in order to identify
the Martin boundary of a bounded domain as its topological boundary. Another
interesting application is two-sided estimates of the Dirichlet heat kernel as in
[GSC11, LSC14]. In fact, the requirements on the domain in those works are
mostly due to the need for a geometric boundary Harnack principle.
The geometric boundary Harnack principle characterizes (inner) uniform
domains, as was proved by Aikawa in [Aik04, Theorem 1.3 and Theorem 1.4].
This determines a very large class of domains that are defined using the
Euclidean metric (for uniform domains in Rn) or, respectively, the inner metric
of the domain (for inner uniform domains). The boundary of an (inner) uniform
domain can be very rough (e.g. the Koch snowflake). However, the domain, or
any part of it, must not have the shape of a cusp. This condition affects the
geometry of the domain both locally and globally and is needed to ensure the
scale-invariance of the statement. A local boundary Harnack principle (i.e. for
small radius only) can be proved on domains that satisfy an inner uniform
condition only locally.
On uniform domains in Euclidean space, the scale-invariant boundary Har-
nack principle was first proved by Aikawa ([Aik01]). The result was extended
to uniformly John domains in Euclidean space by Aikawa, Lundh, Mizutani
([ALM03, Theorem 3.1]). A ”uniformly John domain” is the same as an ”in-
ner uniform domain”. A different approach to the proof of the scale-invariant
boundary Harnack principle on inner uniform domains is given in [Anc07, Corol-
laire 6.13], along with related results for John domains. For more results on the
boundary Harnack principle see also [BV96a, BV96b].
Gyrya and Saloff-Coste ([GSC11]) generalized Aikawa’s approach to uniform
domains in (non-fractal) Dirichlet spaces. They considered a metric measure
space equipped with a symmetric strongly local regular Dirichlet form that sat-
isfies a parabolic Harnack inequality. Moreover, they deduced that the bound-
ary Harnack principle holds on inner uniform domains, by considering the inner
uniform domain as a uniform domain in a different metric space, namely the
completion of the inner uniform domain with respect to its inner metric.
A direct proof of the geometric boundary Harnack principle directly on inner
uniform domains is given in ([LSCb]) by Saloff-Coste and the author, following
[ALM03]. In [LSCb], the underlying metric measure space is equipped with a
local, regular (possibly non-symmetric) Dirichlet form satisfying some technical
assumptions (cf. [LSCa]) which provide control over the non-symmetric Dirichlet
form in terms of its symmetric strongly local part. Furthermore, the symmetric
stongly local part is assumed to satisfy the volume doubling property and the
Poincare´ inequality.
Both in [GSC11] and [LSCb], the case of fractal spaces was excluded by
putting certain hypotheses on the pseudo-metric induced by the Dirichlet form
and by assuming the classical space-time scaling Ψ(r) = r2.
The aim of this paper is to give a proof of the geometric boundary Harnack
principle in a more general setting that includes fractal spaces. Applications of
this result to proving two-sided bounds for the Dirichlet heat kernel on inner
uniform domains will be presented in forthcoming papers [KLa, KLb].
In this paper, the underlying space (X, d, µ) is a metric measure space
equipped with a symmetric strongly local regular Dirichlet form (E ,F) that
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satisfies volume doubling and weak two-sided heat kernel estimates w-HKE(Ψ).
The space-time scaling is captured by a continuous strictly increasing bijec-
tion Ψ : [0,∞) → [0,∞) which has the property that, for some constants
1 < β1 ≤ β2 <∞ and CΨ ∈ [1,∞),
C−1Ψ
(
R
r
)β1
≤
Ψ(R)
Ψ(r)
≤ CΨ
(
R
r
)β2
∀0 < r ≤ R <∞. (1)
The main result of this paper is the following scale-invariant boundary Har-
nack principle.
Theorem 0.1. Let (X, d, µ, E ,F) be a metric measure Dirichlet space that
satisfies volume doubling (VD), and weak two-sided heat kernel estimates w-
HKE(Ψ). Assume that (X, d) is complete and geodesic, and let Ω be an inner
uniform domain in (X, d).
Then there exist constants A0, A1 ∈ (1,∞) such that for any ξ ∈ Ω˜ \Ω, 0 <
r < R(Ω), and any two non-negative harmonic functions u and v on BΩ(ξ, A0r)
with weak Dirichlet boundary condition along Ω˜ \ Ω, we have
u(x)
u(x′)
≤ A1
v(x)
v(x′)
, ∀x, x′ ∈ BΩ(ξ, r).
Here BΩ(ξ, r) = {z ∈ Ω : dΩ(ξ, z) < r}, dΩ is the inner distance of the domain
Ω, and Ω˜ is the completion of Ω with respect to dΩ. R(Ω) depends on the inner
uniformity constants and on the diameter of Ω, and can be chosen to be infinity
if Ω is unbounded.
For example, removing the bottom line in the Sierpinski gasket produces a
subset that is an inner uniform domain in the Sierpinski gasket. Hence, any two
harmonic functions on the Sierpinski gasket that vanish along the bottom line,
decay at comparable rates near the bottom line.
The structure of this paper follows the presentation of the non-fractal case in
[LSCb]. We begin by recalling well-known definitions and properties of Dirichlet
spaces in Section 1. In Section 2 we state the geometric hypotheses on the space,
the volume doubling property and weak two-sided heat kernel estimates, and
relate them to further conditions, EHI, RES(Ψ), CSA(Ψ), which will be used
throughout the paper. In Section 3 we discuss the (local) inner uniformity
conditions and collect some properties. In addition, we present estimates for
the Dirichlet heat kernel on metric balls and for Green’s functions on balls
intersected with an inner uniform domain. Furthermore, we give detailed proofs
of a maximum principle and a representation formula for harmonic functions,
which were omitted in [LSCb]. The latter results are essential ingredients in the
proof of the geometric boundary Harnack principle (Theorem 4.3) in Section 4.
Finally, in Section 5, we give two applications: First, the identification of the
Martin boundary of a bounded inner uniform domain. Second, the construction
of a harmonic profile on an unbounded inner uniform domain, which will be
important to obtain bounds on the Dirichlet heat kernel in the forthcoming
papers [KLa, KLb].
3
1 Dirichlet space and harmonic functions
1.1 Dirichlet space and harmonic functions
Let (X, d, µ, E ,F) be a metric measure Dirichlet space. That is, X is a locally
compact, separable, complete metric space, and all metric balls are relatively
compact. µ is a positive Radon measure on X with full support. (E ,F) is a
symmetric, strongly local, regular Dirichlet form on L2(X,µ), see [FO¯T94]. We
denote by (L,D(L)) the infinitesimal generator of (E ,F).
There exists a measure-valued quadratic form Γ defined by∫
X
f dΓ(u, u) = E(uf, u)−
1
2
E(f, u2), ∀f, u ∈ F ∩ L∞(X),
and extended to unbounded functions by setting Γ(u, u) = limn→∞ Γ(un, un),
where un = max{min{u, n},−n}. Using polarization, we obtain a bilinear form
Γ. In particular,
E(u, v) =
∫
X
dΓ(u, v), ∀u, v ∈ F .
The quadratic form Γ(u, u) is called the energy measure of the form (E ,F). It
is denoted as µ〈u〉 in [FO¯T94]. Further, Γ satisfies∫
X
dΓ(fg, fg) ≤ 2
∫
X
f2dΓ(g, g) + 2
∫
X
g2dΓ(f, f), f, g ∈ F ∩ L∞(X). (2)
Here, on the right hand side, quasi-continuous versions of f and g must be used.
See [FO¯T94, Lemma 3.2.5 and Lemma 5.6.1]
For U ⊂ X open, set
Floc(U) =
{
f ∈ L2
loc
(U) : ∀ open rel. compact A ⊂ U, ∃f ♯ ∈ F , f
∣∣
A
= f ♯
∣∣
A
µ-a.e.
}
,
where L2
loc
(U) is the space of functions that are locally in L2(U). For f, g ∈
Floc(U) we can define Γ(f, g) locally by Γ(f, g)
∣∣
A
= Γ(f ♯, g♯)
∣∣
A
, where A ⊂ U is
open relatively compact and f ♯, g♯ are functions in F such that f = f ♯, g = g♯
µ-a.e. on A.
Define
F(U) =
{
u ∈ Floc(U) :
∫
U
|u|2dµ+
∫
U
dΓ(u, u) <∞
}
,
Fc(U) =
{
u ∈ F(U) : The essential support of u is compact in U
}
,
F0(U) = the closure of Fc(U) in F for the norm
(
E(u, u) +
∫
X
u2dµ
)1/2
.
Note that Fc(U) is a linear subspace of F .
Definition 1.1. Let V ⊂ X be open. A function u : V → R is harmonic on V ,
if
(i) u ∈ Floc(V ),
(ii) For any function φ ∈ Fc(V ), E(u, φ) = 0.
If u ∈ Floc(V ) satisfies E(u, φ) ≥ 0 for all φ ∈ Fc(V ) with φ ≥ 0, then u is called
superharmonic.
4
1.2 Dirichlet-type Dirichlet form
Definition 1.2. For an open set U ⊂ X , the Dirichlet-type Dirichlet form on
U is defined as
EDU (f, g) := E(f, g), f, g ∈ F
0(U).
Let (LDU , D(L
D
U )) be the infinitesimal generator and P
D
U,t, t > 0, be the
semigroup associated with (EDU ,F
0(U)). If the semigroup admits an integral
kernel, that is, a non-negative Borel measurable map pDU (t, x, y) : (0,∞)× U ×
U → R such that, for any f ∈ L2(U, µ),
PDU,tf(x) =
∫
U
pDU (t, x, y)f(y)µ(dy), ∀t > 0, x ∈ U,
then pDU (t, x, y) is called the Dirichlet heat kernel on U . Using the reasoning in
[Stu95, Proposition 2.3], one can show that the map y 7→ pDU (t, x, y) is in F
0(U).
pDX(t, x, y) is simply denoted as p(t, x, y) and called the heat kernel on X .
The extended Dirichlet space F0(U)e is defined as the family of all mea-
surable, almost everywhere finite functions u such that there exists an approx-
imating sequence (un) ⊂ F0(U) that is EDU -Cauchy and u = limun µ-almost
everywhere. If (EDU ,F
0(U)) is transient then F0(U)e is complete, by [FO¯T94,
Lemma 1.5.5].
EDU is canonically extended to a bilinear form on F
0(U)e by setting E(u, u) :=
limn→∞ E(un, un), where un ∈ F0(U) is any approximating sequence for u ∈
F0(U)e.
1.3 Capacity
The potential theory for symmetric regular Dirichlet forms is developed in
[FO¯T94, Chapter 2]. Here we recall some definitions and facts that we need
in the sequel.
Let U ⊂ X be open. Suppose (EDU ,F
0(U)) is transient. For an open subset
A ⊂ U let
LA,U = {u ∈ F
0(U)e : u ≥ 1 µ-a.e. on A}.
The 0-capacity of A in U is defined as
CapU (A) =
{
infu∈LA,U E
D
U (u, u), LA,U 6= ∅
+∞, LA,U = ∅.
For an arbitrary subset A of U , the capacity is defined as
CapU (A) := inf{CapU (B) : B is an open subset of U with A ⊂ B}.
Notice the set monotonicity of the capacity: If A ⊂ B are subsets of U , then
CapU (A) ≤ CapU (B). If V ⊂ U is open, then CapU (A) ≤ CapV (A). Now for
an arbitrary subset A ⊂ U , let
L˜A,U = {u ∈ F
0(U)e : u˜ ≥ 1 q.e. on A},
where u˜ is a quasi-continuous modification of u. If L˜A,U 6= ∅ then there exists
a unique element eA ∈ LA,U such that
CapU (A) = E
D
U (eA, eA).
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Moreover, eA is the unique element of F0(U)e satisfying e˜A = 1 q.e. on A and
EDU (eA, v) ≥ 0 for all v ∈ F
0(U)e with v˜ ≥ 0 q.e. on A. See [FO¯T94, Theorem
2.1.5 and p.71].
Now assume that A is closed. By the 0-order counterpart of [FO¯T94, Lemma
2.2.6] (cf. also [FO¯T94, Lemma 2.2.10]), eA = GUνA is a (0-order) potential.
That is, the equilibrium measure νA is a Radon measure with νA(U \ A) = 0
which charges no set of zero capacity, and it holds
EDU (GUνA, v) =
∫
v dνA, ∀v ∈ F ∩ C0(U),
where C0(X) is the space of real continuous functions with compact support in
X . In particular, we have
CapU (A) = E
D
U (eA, eA) = E
D
U (GUνA, eA) =
∫
e˜A dνA = νA(A). (3)
2 Geometric hypotheses on the underlying space
Let (X, d, µ, E ,F) be a MMD space. In this section we describe the geometric
hypotheses on the underlying space X . For examples of fractal-type spaces that
satisfy these conditions, see e.g. [BP88, BB92, Kum93, FHK94, BB99, BBK06].
Definition 2.1. (X,µ) satisfies the volume doubling property VD if there exists
a constant CVD ∈ (0,∞) such that for every x ∈ X , R > 0,
V (x, 2R) ≤ CVD V (x,R),
where V (x,R) = µ(B(x,R)) denotes the volume of the ball B(x,R) = {y ∈ X :
d(x, y) < R}.
Let Ψ : [0,∞)→ [0,∞) be a continuous strictly increasing bijection satisfy-
ing (1) for some constants 1 < β1 ≤ β2 <∞ and CΨ ∈ [1,∞).
Definition 2.2. (i) (E ,F) satisfies the weak two-sided heat kernel bounds w-
HKE(Ψ) if the heat kernel p(t, x, y) on X exists and if there are positive
constants c1, c2, c3, c4 and ǫ > 0 so that
p(t, x, y) ≤
c1
V (x,Ψ−1(t))
exp
(
−c2
(
Ψ(d(x, y))
t
) 1
β2−1
)
for all t ∈ (0,∞) and almost every x, y ∈ X , and
p(t, x, y) ≥
c3
V (x,Ψ−1(t))
for all t ∈ (0,∞) and almost every x, y ∈ X with d(x, y) ≤ ǫΨ−1(t).
(ii) (E ,F) satisfies the weak local lower estimate w-LLE(Ψ) if there exist c5 > 0
and ǫ ∈ (0, 1) such that, for any ball B = B(x0, R) ⊂ X , the Dirichlet
heat pDB (t, x, y) exists and satisfies
pDB (t, x, y) ≥
c5
V (x0,Ψ−1(t))
(4)
for all 0 < t ≤ Ψ(R), and almost every x, y ∈ B(x0, ǫΨ−1(t)).
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Remark 2.3. In [BGK12], a weaker version of w-LLE(Ψ) is defined: (4) is
required to hold only for t ≤ Ψ(ǫR). Assuming VD, their w-LLE(Ψ) is proved
to be equivalent to w-HKE(Ψ) in [BGK12, Theorem 3.1]. It is not hard to
modify the proof to show the equivalence of w-HKE(Ψ) with our version of
w-LLE(Ψ).
Theorem 2.4. Assume VD is satisfied. Then the following are equivalent:
(i) X satisfies w-HKE(Ψ).
(ii) X satisfies w-LLE(Ψ).
Further, under any of the conditions (i), (ii), the heat kernel p(t, x, y) is a
continuous function of (t, x, y) ∈ (0,∞) × X × X, and, for any open subset
U ⊂ X, the Dirichlet heat kernel pDU (t, x, y) is a continuous function of (t, x, y) ∈
(0,∞)× U × U .
Proof. See [BGK12, Theorem 3.1] and Remark 2.3.
Remark 2.5. Assuming VD, condition w-HKE(Ψ) is also equivalent to a weak
parabolic Harnack inequality w-PHI(Ψ), see [BGK12, Theorem 3.1].
Definition 2.6. Let V, U be open sets in X with V ⊂ V ⊂ U . A function
φ ∈ F is called a cutoff function for V in U if 0 ≤ φ ≤ 1 µ-a.e. on X , φ = 1
µ-a.e. on V and φ˜ = 0 q.e. on X \ U .
The following variants CSD and CSA of the cutoff Sobolev inequality have
been introduced in [AB]. Note that in this paper we do not require cutoff
functions to be continuous.
Definition 2.7. Let D0, D1 be open subsets of X with D0 ⊂ D0 ⊂ D1, and
let U = D1 \ D0. We say that property CSD(D0,D1,θ) holds if there exists a
cutoff function φ for D0 ⊂ D1 which satisfies, for all f ∈ F ,∫
U
f2dΓ(φ, φ) ≤
1
8
∫
U
φ2dΓ(f, f) + θ
∫
U
f2dµ. (5)
Definition 2.8. We say that condition CSA(Ψ) holds if there exists a constant
CS > 0 such that for every x ∈ X , R > 0, r > 0 the condition CSD(B(x,R),
B(x,R + r), CS/Ψ(r)) holds.
Definition 2.9. (E ,F) satisfies the elliptic Harnack inequality EHI, if there
exist constants C > 0 and δ ∈ (0, 1) such that, for any ball B(x,R) ⊂ X and
any non-negative function u ∈ F that is harmonic on B(x,R), we have
ess sup
z∈B(x,δR)
u(z) ≤ C ess inf
z∈B(x,δR)
u(z).
Definition 2.10. (E ,F) satisfies the weak Poincare´ inequality PI(Ψ) on X
if there exist constants CPI ∈ (0,∞) and κ ≥ 1 such that for any ball B =
B(x,R) ⊂ X and any f ∈ F ,∫
B
(f − fB)
2dµ ≤ CPIΨ(R)
∫
B(x,κR)
dΓ(f, f).
Here fB = µ(B)
−1
∫
B
fdµ.
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Definition 2.11. (E ,F) satisfies the resistance condition RES(Ψ,K) if there
exist constants K,C > 1 such that for any B(x, (K + 1)R) ( X ,
C−1
Ψ(R)
V (x,R)
≤
(
CapB(x,KR)(B(x,R))
)−1
≤ C
Ψ(R)
V (x,R)
.
We say that RES(Ψ) is satisfied if RES(Ψ,K) is satisfied for all K > 1.
Theorem 2.12. Assume that (X, d, µ, E ,F) satisfies VD and w-HKE(Ψ). Then
(E ,F) is conservative and satisfies EHI, CSA(Ψ), PI(Ψ), and RES(Ψ). More-
over, X is connected.
The classical proof of the Poincare´ inequality (cf. [SC92]) uses the semigroup
associated with the Neumann-type form
ENU (f, g) :=
∫
U
dΓ(f, g), f, g ∈ F(U),
where U ( X is an open set so that (EDU ,F
0(U)) is transient. A proof in
[BBK06] claimed that the Neumann semigroup admits a kernel; it is not clear
to the author that this is the case. Here we give a proof that does not rely on
the existence of the Neumann kernel.
Proposition 2.13. Assume that CSA(Ψ) holds. Then the Neumann-type form
(ENU ,F(U)) is a strongly local Dirichlet form on L
2(U, µ).
Proof. It is clear from the definition that (ENU ,F(U)) is a strongly local Marko-
vian symmetric form. The closedness follows as in the proof of [GSC11, Propo-
sition 2.51], and by applying CSA(Ψ).
Let PNU,t, t > 0, be the strongly continuous contraction semigroup associated
with the Neumann-type form (ENU ,F(U)).
Lemma 2.14. Let B = B(x,R) ⊂ X. Let ǫ ∈ (0, 1) and ǫB = B(x, ǫR). Then
the Dirichlet semigroup on ǫB is dominated by the Neumann semigroup on B.
That is,
PNB,tf ≥ P
D
ǫB,tf ∀0 ≤ f ∈ L
2(ǫB), t > 0. (6)
Proof. Let f ∈ L2(ǫB), f ≥ 0. Then(
PDǫB,tf − P
N
B,tf
)+
≤ PDǫB,tf.
Hence, by [GH08, Lemma 4.4],
(
PDǫB,tf − P
N
B,tf
)+
∈ F(B). Since PDǫB,tf and
hence
(
PDǫB,tf − P
N
B,tf
)+
can be approximated by functions in Fc(ǫB), we find
that
(
PDǫB,tf − P
N
B,tf
)+
∈ F0(ǫB). Now we follow [Ouh96, Proof of Theorem
3.3]. Let u = PDǫB,tf and v = P
N
B,tf . Then
EDǫB(u, (u− v)
+) = ENǫB(u − v, (u− v)
+) + ENǫB(v, (u − v)
+)
≥ ENǫB(v, (u − v)
+) = ENB (v, (u − v)
+).
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Since LDǫBu =
d
dtu and L
N
Bv =
d
dtv, we can rewrite the above inequality as∫ (
d
dt
u
)
(u − v)+dµ ≤
∫ (
d
dt
v
)
(u − v)+dµ.
Hence, the function g(t) =
∫
((u − v)+)2dµ satisfies ddtg ≤ 0 and g(0) = 0.
Therefore (u − v)+ = 0, which proves the claim.
Proof of Theorem 2.12. The weak heat kernel bounds w-HKE(Ψ) are equivalent
to a weak parabolic Harnack inequality w-PHI(Ψ), by [BGK12, Theorem 3.1].
w-PHI(Ψ) implies the elliptic Harnack inequality for non-negative harmonic
functions that are bounded. Then, [GT12, Proof of Theorem 7.4, (iii) ⇒ (H)]
shows that EHI holds for general non-negative harmonic functions on a ball B
for which the smallest Dirichlet eigenvalue λmin(B) is positive. The assumption
λmin(B) > 0 can be dropped: [FO¯T94, Theorem 4.6.5] implies that for any ball
B ⊂ X and f ∈ F , there exists of a solution u = HB f˜ to the Dirichlet problem{
u harmonic on B ,
f − u ∈ F0(B).
As can be seen from [FO¯T94, Proof of Theorem 4.6.5], the operator HB is
bounded. Hence, we can avoid the use of [GT12, Lemma 7.1] and apply [GT12,
Lemma 7.2(c)] directly. This proves EHI. By [GT12, Lemma 7.3(a)], it follows
that X is connected.
Notice that the weak heat kernel estimates w-HKE(Ψ) are equivalent to the
upper estimate UEweak together with the near diagonal lower bound NLEweak
in the notation of [GT12]. Indeed, by [GT12, Lemma 3.19] it follows that
Φ(d(x, y), t) ≥
(
Ψ(d(x,y))
t
) 1
β2−1
, where Φ is as in [GT12, (3.34)], hence UEweak
and NLEweak imply w-HKE(Ψ). Clearly, w-HKE(Ψ) implies NLEweak. UEweak
follows from w-PHI(Ψ) by slightly modifying the argument given in [BGK12,
Proof of Theorem 3.1]: It is immediate to extend [BGK12, (4.66)] to k ∈ [1,∞)
by replacing the constant c2 with c
2
2. Repeating the argument in [BGK12,
Subsection 4.3.6] with general k ∈ [1,∞) yields [BGK12, (4.72)],
pt(x, y) ≤
Cck2
V (x,Ψ−1(t))
exp
(
−
c1d(x, y)
Ψ−1(t/k)
)
=
C
V (x,Ψ−1(t))
exp
(
k log c2 −
c1d(x, y)
Ψ−1(t/k)
)
.
Optimizing over k ∈ [1,∞) and using [GT12, (3.35)] with λ = kt yields
pt(x, y) ≤
C
V (x,Ψ−1(t))
exp (−Φ(c d(x, y), t)) ,
which is the desired upper bound UEweak.
Next, we show that (E ,F) is conservative. Then the implication VD, w-
HKE(Ψ)⇒ CSA(Ψ) follows easily by adapting the arguments of [AB, Theorem
5.5, Lemma 5.3] to the present setting. The proof of [AB, Lemma 5.3] refers to
[GH], where conservativeness of the form is assumed.
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In the case that X is bounded, it is clear that (E ,F) is conservative because
the constant function 1 is in F .
In the case when X is unbounded, it is proved in [GT12, Theorem 7.4] that
UEweak together with NLEweak are equivalent to EHI together with an exit time
estimate E(Ψ). By [GT12, Lemma 7.3], condition E(Ψ) implies that the form
is conservative.
Next, we show PI(Ψ). We follow the line of reasoning in the proof of [SC02,
Theorem 5.5.1]. Let PNB,t, t > 0, be the Neumann semigroup on the ball B =
B(x, 1ǫR), and P
D
ǫB,t, t > 0, the Dirichlet semigroup on the ball ǫB = B(x,R),
where ǫ ∈ (0, 1) is the parameter in w-LLE(Ψ). Recall that w-HKE(Ψ) is
equivalent to w-LLE(Ψ) by Theorem 2.4. By Lemma 2.14,
PNB,tf ≥ P
D
ǫB,tf ∀0 ≤ f ∈ L
2(ǫB), t > 0. (7)
Let f ∈ F(B), y ∈ B(x, ǫR). Let φ be a cutoff function that is 1 on B(x, ǫR) and
has compact support in B(x,R). Applying (6) and w-LLE(Ψ) with t = Ψ(R),
we obtain
PB,NΨ(R)
(
[f − PNB,Ψ(R)f(y)]
2
)
(y)
≥ PDǫB,Ψ(R)
(
φ[f − PNB,Ψ(R)f(y)]
2
)
(y)
=
∫
B
pDǫB(Ψ(R), y, z)φ(z)|f(z)− P
N
B,Ψ(R)f(y)|
2µ(dz)
≥
∫
B(x,ǫR)
pDǫB(Ψ(R), y, z)|f(z)− P
N
B,Ψ(R)f(y)|
2µ(dz)
≥
c5
V (x,R)
∫
B(x,ǫR)
|f(z)− PNB,Ψ(R)f(y)|
2µ(dz)
≥
c5
V (x,R)
∫
B(x,ǫR)
|f(z)− fB(x,ǫR)|
2µ(dz),
where fB(x,ǫR) is the mean of f over the ball B(x, ǫR). Integrating over B(x, ǫR)
and using volume doubling yields∫
B(x,ǫR)
PNB,Ψ(R)
(
[f − PNB,Ψ(R)f(y)]
2
)
(y)µ(dy)
≥ c5
V (x, ǫR)
V (x,R)
∫
B(x,ǫR)
|f(z)− fB(x,ǫR)|
2µ(dz)
≥ c(ǫ)
∫
B(x,ǫR)
|f(z)− fB(x,ǫR)|
2µ(dz). (8)
The next computation uses the fact that the Neumann semigroup PNB,t, t > 0,
is conservative, i.e. PNB,t1 = 1 for all t > 0, and an L
2-contraction.∫
B(x,ǫR)
PNB,Ψ(R)
(
[f − PNB,Ψ(R)f(y)]
2
)
(y)µ(dy)
=
∫
B(x,ǫR)
PNB,Ψ(R)(f
2)− 2
[
PNB,Ψ(R)f(y)
]2
+ PNB,Ψ(R)1(y)
[
PNB,Ψ(R)f(y)
]2
µ(dy)
≤ ‖f‖2B(x,ǫR),2 − ‖P
N
B,Ψ(R)f‖
2
B(x,ǫR),2 = −
∫ Ψ(R)
0
∂
∂s
‖PNB,sf‖
2
B(x,ǫR),2ds
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= −2
∫ Ψ(R)
0
〈LNBP
N
B,sf, P
N
B,sf〉ds = 2
∫ Ψ(R)
0
ENB (P
N
B,sf, P
N
B,sf)ds
≤ 2Ψ(R)ENB (f, f) = 2Ψ(R)
∫
B
dΓ(f, f). (9)
To see the last inequality, observe that s→ ENB (P
N
B,sf, P
N
B,sf) is a non-increasing
function. This can be proved by noting that
ENB (P
N
B,sf, P
N
B,sf) = −〈L
N
BP
N
B,sf, P
N
B,sf〉 = ‖(L
N
B )
1/2PNB,sf‖
2
2.
From (8) and (9) we obtain∫
B(x,ǫR)
|f(z)− fB(x,ǫR)|
2µ(dz) ≤
2
c(ǫ)
Ψ(R)
∫
B
dΓ(f, f).
We have proved that VD and w-HKE(Ψ) imply PI(Ψ).
Now RES(Ψ) follows from VD and CSA(Ψ) together with PI(Ψ) by the same
arguments as in [BB04, Lemma 5.1].
3 Inner uniform domains and Green’s function
estimates
3.1 (Inner) uniformity
For the rest of this paper, we let (X, d, µ, E ,F) be a MMD space that satisfies
VD and w-HKE(Ψ). From now on, (X, d) is always assumed to be geodesic.
That is, for any x, y ∈ X there is a continuous map γ : [0, 1] → X such that
γ(0) = x, γ(1) = y and d(γ(s), γ(t)) = |s− t|d(x, y) for all s, t ∈ [0, 1].
In this Section we discuss inner uniformity conditions and some properties
of inner uniform domains. Section 3.1 is nearly identical to the corresponding
section in [LSCb]. We include it for the convenience of the reader and due to
its importance for the understanding of the main result.
Let Ω ⊂ X be open and connected. The inner metric on Ω is defined as
dΩ(x, y) = inf
{
length(γ)
∣∣γ : [0, 1]→ Ω continuous, γ(0) = x, γ(1) = y},
where
length(γ) = sup
{
n∑
i=1
d(γ(ti), γ(ti−1)) : n ∈ N, 0 ≤ t0 < . . . < tn ≤ 1
}
.
Let Ω˜ be the completion of Ω with respect to dΩ, and ∂Ω˜Ω = Ω˜\Ω the boundary.
For x ∈ Ω˜, we will consider the inner balls BΩ˜(x, r) := {y ∈ Ω˜ : dΩ(x, y) < r}
and BΩ(x, r) := BΩ˜(x, r) ∩ Ω.
For an open set B ⊂ Ω, let B
dΩ
be its completion with respect to the metric
dΩ, and let ∂Ω˜B = B
dΩ
\ B be its boundary. Let ∂ΩB = ∂Ω˜B ∩ Ω be the part
of the boundary that lies in Ω. Observe that ∂ΩB = ∂XB ∩Ω.
For a set V ⊂ Ω let diamΩ(V ) := supx,y∈V dΩ(x, y) be the diameter of V
with respect to the inner metric dΩ.
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Definition 3.1. (i) Let γ : [α, β] → Ω be a rectifiable curve in Ω and let
c ∈ (0, 1), C ∈ (1,∞). We call γ a (c, C)-uniform curve in Ω if
d
(
γ(t),Ω \Ω
)
≥ c ·min
{
d
(
γ(α), γ(t)
)
, d
(
γ(t), γ(β)
)}
, ∀t ∈ [α, β], (10)
and if
length(γ) ≤ C · d
(
γ(α), γ(β)
)
.
The domain Ω is called (c, C)-uniform if any two points in Ω can be joined
by a (c, C)-uniform curve in Ω.
(ii) Inner uniformity is defined analogously by replacing the metric d on X
with the inner metric dΩ on Ω.
(iii) The notion of (inner) (c, C)-length-uniformity is defined analogously by re-
placing the right hand side of (10) by c·min{length(γ
∣∣
[a,t]
), length(γ
∣∣
[t,b]
)}.
The following proposition is an easy consequence of [GSC11, Proposition 3.3
and Theorem 3.7]. See also [MS79, Lemma 2.7].
Proposition 3.2. Assume (X, d, µ) satisfies VD. Then a connected open subset
Ω ⊂ X is (inner) uniform if and only if it is (inner) length-uniform.
Lemma 3.3. Let Ω be a (cu, Cu)-inner uniform domain in (X, d). For every
inner ball B = BΩ˜(x, r) with minimal radius (i.e. B 6= BΩ˜(x,R) for all R > r),
there exists a point xr ∈ B with dΩ(x, xr) = r/4 and dΩ(xr , Ω˜ \ Ω) ≥ cur/8.
Proof. See [GSC11, Lemma 3.20].
The next lemma is crucial for the proof of the boundary Harnack principle
on inner uniform domains rather than uniform domains.
Let p : Ω˜ → Ω be the natural projection into the closure Ω of Ω in (X, d),
namely the unique continuous map such that p|Ω is the identity map on Ω.
For any x ∈ Ω˜ and any ball D = B(p(x), r), let D′ be the unique connected
component of p−1(D ∩ Ω) that contains x. We identify the subset D′ ∩ p−1(Ω)
of (Ω˜, dΩ) with the subset p(D
′) ∩ Ω of (X, d) and simply denote it by D′ ∩ Ω.
It follows that D′ ∩Ω is the connected component of D ∩Ω whose closure in Ω˜
contains x.
Lemma 3.4. Suppose µ has the volume doubling property on X. Let Ω be a
(cu, Cu)-inner uniform domain in (X, d). Then there exists a constant CΩ ∈
(0,∞) such that for any ball D = B(p(x), r/CΩ) with x ∈ Ω˜,
BΩ˜(x, r/CΩ) ⊂ D
′ ⊂ BΩ˜(x, r).
The constant CΩ depends only on the volume doubling constant CVD and on the
inner uniformity constants cu, Cu of Ω.
Proof. The proof is given in [LSCb, Lemma 3.7] and follows earlier results for
domains in Euclidean space, [ALM03, Lemma 2.2] and [Anc07, (5.5), (5.6) and
the comment thereafter].
Remark 3.5. In the two above lemmas, the hypothesis that the whole domain
Ω is (cu, Cu)-inner uniform can be relaxed to the hypothesis that any two points
in BΩ(x, r) can be connected by a path that is (cu, Cu)-inner uniform in Ω. See
[LSCb, Remark 3.8(ii)].
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Fix cu ∈ (0, 1) and Cu ∈ (1,∞). Let A3 = 2(12 + 12Cu), A0 = A3 + 7. We
will use the notation a ∨ b = max{a, b} and a ∧ b = min{a, b} for a, b ∈ R.
Definition 3.6. For ξ ∈ ∂Ω˜Ω, let Rξ be the largest radius so that
(i) B(ξ, 2(A0 ∨ (6/cu + 4))Rξ) ( X
(ii) 8cuRξ <
1
2diamΩ(Ω), if diamΩ(Ω) <∞,
(iii) Any two points in BΩ˜
(
ξ,
(
A0 +
8
cu
)
Rξ
)
can be connected by a curve that
is (cu, Cu)-inner uniform in Ω.
The condition Rξ > 0 for some boundary point ξ can be understood as a
local inner uniformity condition.
Remark 3.7. An inner uniform domain Ω clearly satisfies Rξ > 0 for all bound-
ary points ξ ∈ Ω˜ \ Ω. The converse is not true.
3.2 Green’s function estimates
Recall that (X, d, µ, E ,F) is a MMD space that satisfies VD and w-HKE(Ψ)
and d is geodesic.
Definition 3.8. Let V be an open subset of U . Set
F0
loc
(U, V ) ={f ∈ L2
loc
(V, µ) : ∀ open A ⊂ V rel. compact in U with
dU (A,U \ V ) > 0, ∃f
♯ ∈ F0(U) : f ♯ = f µ-a.e. on A}.
Note that F0
loc
(U, V ) ⊂ Floc(V ). If V = U , we simply write F0loc(U) for
F0
loc
(U,U).
Definition 3.9. Let V ⊂ U be open. We say that a harmonic function u : V →
R satisfies Dirichlet boundary condition along the boundary of U , if
u ∈ F0
loc
(U, V ).
Remark 3.10. To be precise, a harmonic function u ∈ F0
loc
(U, V ) satisfies
Dirichlet boundary condition along V˜ dU \U , where V˜ dU is the completion of V
with respect to dU .
Theorem 3.11. Let B = B(a,R) be a ball with B(a,KR) ( X for some K > 1.
For any fixed ǫ ∈ (0, 1) there are constants c2, C2 ∈ (0,∞) such that for any
x, y ∈ B(a,R), t ≥ ǫΨ(R), the Dirichlet heat kernel pDB is bounded above by
pDB (t, x, y) ≤
C2
V (x,R)
exp(−c2t/Ψ(R)).
The constants c2, C2 depend only on K, CVD, the constants in w-HKE(Ψ), and
β1, β2, CΨ in (1). They are independent of a and R.
Proof. Follows from changing notation in [HSC01, Lemma 5.13 part 3].
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For a non-empty open set V ⊂ X , the Green function GV : V × V → [0,∞]
is defined by
GV (x, y) :=
∫ ∞
0
pDV (t, x, y)dt, x, y ∈ V.
In the present setting, the heat kernel pDV : (0,∞)×V ×V → [0,∞) is continuous
by Theorem 2.4.
Lemma 3.12. Let V ⊂ X be open relatively compact. When diamd(X) < ∞,
we require in addition that diamd(V ) ≤
1
2diamd(X). Then for any fixed x ∈ V ,
the Green function y 7→ GV (x, y) is continuous and harmonic on V \ {x} and
belongs to F0
loc
(V, V \ {x}).
Proof. We follow the line of reasoning in [GSC11, Proof of Lemma 4.7]. Since
we do not have a carre´ du champ, we use CSA(Ψ) to control the energy of cutoff
functions.
Let Ω ⊂ V be open and relatively compact in V with d(Ω, x) > 0. Pick
finitely many balls Bi = B(zi, si) so that Ω ⊂
⋃
iBi and K =
⋃
iB(zi, 4si) ⊂
X \ {x}. For each i, there exists by CSA(Ψ) a continuous cut-off function ψi
with ψ = 1 on Bi and ψi = 0 on X \ B(zi, 2si). Let ψ(y) = min{1,
∑
i ψi(y)}
for all y ∈ K, and f ♯ = ψGV (x, ·). Then f ♯ = GV (x, ·) on Ω. We show that f ♯
is in F0(V ).
Let B = B(x,R) with R large enough so that V ⊂ B. Since diamd(V ) ≤
1
2diamd(X), we can choose B in such a way that B(x, κR) ( X for some κ > 1,
so that Theorem 3.11 is applicable.
Recall that the map y 7→ pDV (t, x, y) is in F
0(V ). The upper bound in w-
HKE(Ψ) and the set monotonicity of the Dirichlet heat kernel, pDV (t, x, y) ≤
pDB (t, x, y) ≤ p(t, x, y), provide an upper bound on p
D
V (t, x, y). Integrating over
time we obtain that ψGV (x, ·) ∈ L
2(X,µ). By Theorem 3.11, there are con-
stants c, C(B) ∈ (0,∞) such that for all t ≥ Ψ(R) and y, z ∈ V ,
pDV (t, y, z) ≤ C(B)e
−ct/Ψ(R). (11)
Moreover, it follows from VD and w-HKE(Ψ) that there are constants c′, C′ ∈
(0,∞) depending on K, β1, β2, CΨ, and the constants in VD and w-HKE(Ψ)
such that for all 0 < t < Ψ(R) and y ∈ V ∩K,
pDV (t, x, y) ≤ C
′e−c
′t
−
1
β2−1 . (12)
This shows that the integral ψGV (x, ·) =
∫∞
0
ψpDV (t, x, ·)dt converges at 0 and
∞ in L2(X,µ). Hence ψGV (x, ·) is in L2(X,µ).
For fixed 0 < a < b <∞, set g =
∫ b
a p
D
V (t, x, ·)dt and observe that ψg, ψ
2g ∈
F0(V ). Thus, applying CSA(Ψ), we obtain∫
V
dΓ(ψg, ψg) ≤
∫
K∩V
dΓ(g, gψ2) +
∫
K∩V
g2dΓ(ψ, ψ)
≤
∫
K∩V
dΓ(g, gψ2) + C
∑
i
∫
B(zi,2si)∩V
g2dΓ(ψi, ψi)
≤ C′
∫
K∩V
(−LDV g)gψ
2 dµ+ C sup
i
Ψ(2si)
−1
∫
K∩V
g2dµ
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≤ C′
∫
K∩V
g
(
pDV (a, x, ·)− p
D
V (b, x, ·)
)
dµ+ C
∫
K∩V
g2dµ
≤ C′
∫
K∩V
g pDV (a, x, ·)dµ+ C
∫
K∩V
g2dµ.
The constants C and C′ change from line to line and depend on Ω, Ψ and the
constant CS from CSA(Ψ). Now, observe that (11)-(12) imply that∫
K∩V
g2dµ =
∫
K∩V
(∫ b
a
pDV (t, x, ·)dt
)2
dµ
tends to 0 when a, b tend to infinity or when a, b tend to 0 (this is the
same argument we used above to show that ψGV (x, ·) is in L2(X,µ)). The
estimates (11)-(12) also imply that
∫
K∩V gp
D
V (a, x, ·)dµ tends to 0 when a,
b tend to infinity or when a, b tend to 0. This implies that the integral
ψGV (x, y) = ψ
∫∞
0
pDV (t, x, ·)dt converges in F
0(V ) as desired.
Next, we show that GV (x, ·) is harmonic on V \ {x}. Let φ ∈ D(LDV ) with
compact support in V \ {x}. Let g :=
∫ b
0 p
D
V (t, x, ·)dt. By w-HKE(Ψ) and (11),
pDV (b, x, y) tends to 0 as b→∞ uniformly in y. Hence,
E(GV (x, ·), φ) = −
∫
lim
b→∞
gLDV φdµ = − lim
b→∞
∫
(LDV g)φdµ
= − lim
b→∞
∫
pDV (b, x, ·)φdµ = 0.
Since D(LDV ) is dense in L
2(V ), we obtain E(GV (x, ·), φ) = 0 for all φ ∈ Fc(V \
{x}).
Finally, we show that GV (·, ·) is jointly continuous on V ×V \{(y, y)|y ∈ V }.
Let x ∈ V . For every ǫ > 0 there exists b > 0 such that, by (11),∫ ∞
b
p(t, x, y)− p(t, x, z)dt ≤ ǫ, ∀y, z ∈ V \ {x}.
Since the Dirichlet heat kernel p(t, x, y) is jointly continuous on (0,∞)×V ×V ,
there exists δ > 0 so that for all z ∈ V \ {x} with d(z, y) < δ, we have∫ b
0
p(t, x, y)− p(t, x, z)dt < ǫ.
This finishes the proof.
Lemma 3.13. Let B(z, 2R) ( X.
(i) Fix θ ∈ (0, 1). There is a constant C1 depending only on θ, β1, β2, CΨ,
and the constants in VD and w-HKE(Ψ), such that for any x, y ∈ B(z,R)
with d(x, y) ≥ θR,
GB(z,R)(x, y) ≤ C1
Ψ(R)
V (x,R)
. (13)
(ii) Fix θ ∈ (0, 1). There is a constant C2 depending only on θ, β1, β2, CΨ
and the constants in VD and w-HKE(Ψ), such that
∀x, y ∈ B(z, θR), GB(z,R)(x, y) ≥ C2
Ψ(R)
V (x,R)
. (14)
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Proof. For θ ≤ ǫ, where ǫ is given by w-LLE(Ψ), the lower bound (14) follows
from integrating (4) from t = Ψ
(
θ
ǫR
)
to t = Ψ(R) and applying VD and
For the upper bound (13) we use the upper bound in w-HKE(Ψ) together
with the set monotonicity of the Dirichlet heat kernel, and the estimate of
Theorem 3.11,
pDB (t, x, y) ≤
 C3V (x,Ψ−1(t)) exp
(
−c3
(
Ψ(d(x,y))
t
)1/(β2−1))
, t < 12Ψ(R),
C2
V (x,R) exp(−c2t/Ψ(R)), t ≥
1
2Ψ(R),
where B = B(z,R). Therefore,∫ ∞
1
2
Ψ(R)
pDB (t, x, y)dt ≤
∫ ∞
1
2
Ψ(R)
C2
V (x,R)
exp(−c2t/Ψ(R))dt ≤ C
Ψ(R)
V (x,R)
,
and ∫ 1
2
Ψ(R)
0
pDB (t, x, y)dt
≤
∫ 1
2
Ψ(R)
0
C3
V (x,Ψ−1(t))
exp
(
−c3
(
Ψ(d(x, y))
t
)1/(β2−1))
dt
≤
C3
V (x,R)
∫ 1
2
Ψ(R)
0
V (x,R)
V (x,Ψ−1(t))
exp
(
−c3
(
Ψ(θR)
t
)1/(β2−1))
dt.
Due to VD and (1), the integrand is bounded by a constant independent of R.
Hence, the right hand side is less than or equal to C Ψ(R)V (x,R) . Finally,
GB(z,R)(x, y) ≤
∫ 1
2
Ψ(R)
0
pDB (t, x, y)dt+
∫ ∞
1
2
Ψ(R)
pDB (t, x, y)dt ≤ C
Ψ(R)
V (x,R)
.
Lemma 3.14. Fix θ ∈ (0, 1). Let U ⊂ X be open. Let z ∈ U , R > 0 so that
B(z, 2R) ( X. Set GBU (z,R)(x, y) = 0 when x /∈ BU (z,R) or y /∈ BU (z,R).
(i) There is a constant C1 depending only on θ, β1, β2, CΨ and the constants
in VD and w-HKE(Ψ), such that
GBU (z,R)(x, y) ≤ GU∩B(z,R)(x, y) ≤ C1
Ψ(R)
V (x,R)
, (15)
for all x, y ∈ U ∩B(z,R) with d(x, y) ≥ θR.
(ii) Let δ ∈ (0, 1/3). Suppose any two points in BU (z, δR) can be connected
by a (cu, Cu)-inner uniform curve in U . Then there is a constant C2
depending only on cu, Cu, θ, β1, β2, CΨ and the constants in VD and
w-HKE(Ψ), such that
GBU (z,R)(x, y) ≥ C2
Ψ(R)
V (x,R)
, (16)
for all x, y ∈ BU (z, δR) with d(x,X \ U), d(y,X \ U) ∈ (θR,∞) and
dU (x, y) ≤ δR/Cu.
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Proof. We follow the line of reasoning of [GSC11, Lemma 4.9]. (i) Set B =
B(z,R), W = U ∩ B(z,R). The upper bound (15) follows easily from Lemma
3.13 and the monotonicity inequality GW ≤ GB. (ii) By assumption, there is an
ǫ1 > 0 such that, for any x, y ∈ BU (z, δR) satisfying d(x,X \ U), d(y,X \ U) >
θR, there is a path in U from x to y of length less than CudU (x, y) ≤ δR that
stays at distance at least ǫ1R from X \ U . Since x, y ∈ BU (z, δR) and δ < 1/3,
this path is contained in BU (z,R) ∩ {ζ ∈ U : d(ζ,X \ U) > ǫ1R}. Using this
path, the elliptic Harnack inequality EHI easily reduces the lower bound (16)
to the case when y satisfies d(x, y) = ηR for some arbitrary fixed η ∈ (0, ǫ1)
small enough. Pick η > 0 so that, under the hypotheses of the lemma, the
ball Bx = B(x, 2ηR) is contained in BU (z,R). Let W = BU (z,R). Then the
monotonicity property of Green functions implies that GW (x, y) ≥ GBx(x, y).
Lemma 3.13 and the volume doubling property then yield GW (x, y) ≥ C2
Ψ(R)
V (x,R) .
This is the desired lower bound.
3.3 The harmonic measure
We continue to work under the assumption that VD and w-HKE(Ψ) are satisfied.
By [FO¯T94, Theorem 7.2.2], the locality of (E ,F) implies that there exists
a diffusion ((Xt)t≥0, (Px)x∈X , (Ft)t≥0) associated with (E ,F).
The following proposition does not require VD or w-HKE(Ψ) to hold, as
long as the heat kernel exists and is jointly continuous on (0,∞)×X ×X .
Proposition 3.15. The Markovian strongly continuous semigroup (Pt), t > 0,
corresponding to (E ,F) has the Feller property. In particular, the transition
densities of the diffusion process ((Xt)t≥0, (Px)x∈X , (Ft)t≥0) are given by the
heat kernel.
Proof. Let f ∈ C∞, the space of continuous functions that vanish at infinity.
Since Ptf(x) =
∫
p(t, x, y)f(y)µ(dy) for all x ∈ X , t > 0, and p(t, x, y) is jointly
continuous on (0,∞)×X ×X , it follows easily that, for any t > 0, x 7→ Ptf(x)
is continuous.
It remains to show that limt→0 Ptf(x) = f(x) for all x ∈ X . Observe
that f is bounded and uniformly continuous. Let ǫ > 0 and δ > 0 so that
|f(y)− f(x)| < ǫ for all x, y ∈ X with d(x, y) < δ.
Let t > 0, x ∈ X . Since Pt1 = 1,
|Ptf(x)− f(x)|
=
∣∣∣∣∫
X
(f(y)− f(x))p(t, x, y)µ(dy)
∣∣∣∣
≤
∫
B(x,δ)
|f(y)− f(x)|p(t, x, y)µ(dy) +
∫
X\B(x,δ)
|f(y)− f(x)|p(t, x, y)µ(dy)
≤ ǫ+
2c1||f ||∞
V (x,Ψ−1(t))
∫
X\B(x,δ)
exp
(
−c2
(
Ψ(d(x, y))
t
) 1
β2−1
)
µ(dy)
≤ ǫ+ 2c1||f ||∞V (x,Ψ
−1(t)) exp
(
−
c2
2
(
Ψ(δ)
t
) 1
β2−1
)
∫
X\B(x,δ)
exp
(
−
c2
2
(
Ψ(d(x, y))
t
) 1
β2−1
)
µ(dy).
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Since 2c1||f ||∞V (x,Ψ−1(t)) exp
(
− c22
(
Ψ(δ)
t
) 1
β2−1
)
tends to 0 as t → 0, it suf-
fices to that that the integral on the right hand side is bounded. For t < 1, we
have ∫
X\B(x,δ)
exp
(
−
c2
2
(
Ψ(d(x, y))
t
) 1
β2−1
)
µ(dy)
≤
∞∑
n=1
∫
B(x,2nδ)\B(x,2n−1δ)
exp
(
−
c2
2
(
Ψ(2n−1δ)
) 1
β2−1
)
µ(dy)
≤ V (x, δ)
∞∑
n=1
2n exp (−c2n) <∞,
where c depends on δ, β1, β2, CΨ, CVD. Hence, limt→0 Ptf(x) = f(x) for all
x ∈ X . Since
V (x, δ)V (x,Ψ−1(t)) ≤ C
(
δ
Ψ−1(t)
)ν
, ∀x ∈ X
for some ν, C depending on CVD, we see from the above argument that the
convergence Ptf → f is uniform in x. This shows that Ptf vanishes at infinity.
Set
Let B ⊂ X be open relatively compact in V ⊂ X . Let U := X \B.
Definition 3.16. Let σU := inf{t > 0 : Xt ∈ U} be the first hitting time of the
set U . The hitting distribution HU is defined as
HU (x,A) := Px[XσU ∈ A, σU <∞], x ∈ X.
For u ∈ Fe, let
HU u˜(x) := Ex[u˜(XσU ), σU <∞], x ∈ X. (17)
Proposition 3.17. For any u ∈ Fe, HU u˜ is in Fe, HU u˜ is quasi-continuous,
and
E(HU u˜, v) = 0, ∀v ∈ F(B)e.
Proof. See [FO¯T94, Theorem 4.6.5].
In view of Proposition 3.17, it is not hard to derive a 0-order version of
[FO¯T94, Lemma 4.5.1]. Hence, the locality of (E ,Fe) implies that the hitting
distribution HU (x,A) is supported on the boundary ∂XB for q.e. x ∈ B. The
measure
ω(x,A,B) := HX\B(x,A), A ⊂ ∂XB,
on ∂XB is called the harmonic measure.
Lemma 3.18. Suppose that w-HKE(Ψ) holds. For any Borel measurable A ⊂
∂XB, the map
x 7→ ω(x,A,B)
is continuous and harmonic on B. Moreover, for any x ∈ X, ω(x, ·, B) = 0
charges no set of zero capacity.
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Proof. Denote the map x 7→ ω(x,A,B) by u. First, show that u|B is in Floc(B)
and u is harmonic by applying [CF12, Theorem 6.7.11]. It suffices to verify that
{u(Xt∧σU ), t ≥ 0} is a uniformly integrable Px-martingale for q.e. x ∈ X .
We have Px[σU = 0] = 1 for all regular boundary points x ∈ U . The set
of irregular points is exceptional by [FO¯T94, Theorem A.2.6(i) and Theorem
4.1.3]. Therefore,
u(Xt∧σU ) = u(X0) = u(x) Px-a.s. for q.e. x ∈ U,
which is a Px-martingale. Next, let x ∈ B and 0 ≤ s < t <∞. Then
Ex[u(Xt∧σU )|Fs] = Ex[EXt∧σU [1A(XσU )]|Fs] = Ex[EXs∧σU [1A(XσU )]]
= Ex[u(Xs∧σU )], Px-.a.s..
Hence u(Xt∧σU ), t ≥ 0, is a Px-martingale. The uniform integrability is imme-
diate, because u is bounded. We have proved that u is harmonic.
By EHI, u admits a modification u˜ which is continuous on B. Then, for any
x ∈ B,
PBt u˜(x) =
∫
B
p(t, x, y)u˜(y)dµ =
∫
B
p(t, x, y)u(y)dµ = Ex[u(Xt)1{t<σU}]
= Ex[EXt [1A(XσU )]1{t<σU}].
Hence, by the strong Markov property,
PBt u˜(x) = Ex[Ex[1A(XσU ◦ θt)|Ft]1{t<σU}] = Ex[1A(XσU ◦ θt)1{t<σU}]
= Ex[1A(XσU )1{t<σU}].
Letting t ↓ 0, and using the continuity of H , we obtain
u˜(x) = lim
t↓0
PBt u˜(x) = lim
t↓0
Ex[1A(XσU )1{t<σU}] = u(x).
This proves that u is continuous.
The fact that for any x ∈ X , ω(x, ·, B) = 0 charges no set of zero capacity,
follows from [FO¯T94, Theorem 4.3.3].
Proposition 3.19 (Mean value property). If u is harmonic and continuous on
V , then
u(x) =
∫
∂XB
u(y)ω(x, dy,B), for all x ∈ B. (18)
Proof. If u is harmonic on V , then u(x) = HUu(x) for q.e. x ∈ B by [CF12,
Theorem 6.7.9]. Hence the proposition follows from Lemma 3.18.
The following monotonicity property of the harmonic measure follows from
the fact that (Xt)t≥0 has continuous paths. If A ⊂ B are open subsets of X and
D ⊂ X is open, then
ω(x,D ∩ ∂XB,D ∩B) ≤ ω(x,D ∩ ∂XA,D ∩A), ∀x ∈ D ∩A. (19)
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3.4 Maximum principle
Let Ω ⊂ X be open. In this subsection, we do not assume inner uniformity.
Proposition 3.20 (Maximum principle). Suppose (EDΩ ,F
0(Ω)) is tran-
sient. Let B = BΩ(x, r) be an inner ball such that BΩ(x, 2r) ( Ω.
(i) Let f be a non-negative harmonic function on BΩ(x, 2r) with Dirichlet
boundary condition along ∂Ω˜Ω ∩ BΩ˜(x, 2r). Then f has a modification f˜
which is continuous on BΩ(x, 3r/2) and satisfies
sup
B
f˜ = sup
∂ΩB
f˜ .
(ii) Let f be a non-negative harmonic function on Ω \BΩ(x, r) with Dirichlet
boundary condition along ∂Ω˜Ω \ BΩ˜(x, r). Then f has a modification f˜
which is continuous on Ω \BΩ(x, 3r/2) and satisfies
sup
Ω\BΩ(x,2r)
f˜ = sup
∂ΩBΩ(x,2r)
f˜ .
Proof. Since the proof of (ii) is very similar to that of (i), we only show (i). Let
f be as required in (i). Then there is a function f ♯ ∈ F0(Ω) such that f = f ♯
a.e. on BΩ(x, 3r/4). Replacing f by f
♯ if necessary, it suffices to consider the
case when f ∈ F0(Ω). Recall from Theorem 2.12 that EHI holds. By a standard
argument, (e.g., [GT12, Lemma 5.2]) the elliptic Harnack inequality implies the
Ho¨lder continuity of harmonic functions. Hence, f admits a modification f˜
which is continuous on BΩ(x, 3r/2), in particular on the part of the boundary
∂ΩB. Let (Xt), t > 0, be the diffusion process associated with (E
D
Ω ,F
0(Ω)) and
let F0(Ω)e be the extended Dirichlet space.
Set U = Ω \ B. It is immediate from its definition (17) that HU f˜ satisfies
the maximum principle. We show that HU f˜ is a quasi-continuous modification
of f . Since (EDΩ ,F
0(Ω)) is transient, its extended Dirichlet space admits the
orthogonal decomposition
F0(Ω)e = F
0(Ω)e,Ω\U ⊕HU ,
F0(Ω)e,Ω\U =
{
u ∈ F0(Ω)e : u˜ = 0 q.e. on U
}
.
Let PHU : F
0(Ω)e → HU be the orthogonal projection. By [FO¯T94, Theorem
4.3.2], HU f˜ is a quasi-continuous modification of PHU f .
Since f , hence also −f , is harmonic on U , and by the 0-order analogue of
[FO¯T94, Lemma 2.2.6 (iii) ⇒ (ii)], we have
E(f, v) = 0, ∀v ∈ F0(Ω)e,Ω\U .
That is, f ∈ HU . Hence, f = PHU f . We have proved that f admits the
quasi-continuous modification HU f˜ which satisfies the maximum principle.
3.5 Representation formula for harmonic functions
An essential step in the proof of the boundary Harnack principle is the reduction
to Green functions estimates, see Section 4.1, through a representation formula
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for harmonic functions. On Euclidean space, a representation formula was used
for this purpose by Aikawa ([Aik01], [ALM03, p.331]). In [GSC11] it is claimed
that the representation extends to (non-fractal) symmetric Dirichlet spaces.
Note that classic potential theoretic references require the domain of integration
to be compact (see, e.g., [GH14, Lemma 6.2]), which is not the case in (20) below.
Thus, we include a full proof.
Proposition 3.21. Let Ω be a connected open subset of X and suppose that
(EDΩ ,F
0(Ω)) is transient. Let r, ǫ ∈ (0,∞) and ξ ∈ Ω˜\Ω. Let f ∈ F0
loc
(Ω, BΩ(ξ, (1+
2ǫ)r)) and suppose that f is non-negative harmonic on BΩ(ξ, (1 + ǫ)r). Then f
admits a µ-version f˜ which is continuous on BΩ(ξ, (1 + ǫ)r) and satisfies
f˜(x) =
∫
∂ΩBΩ(ξ,r)
GBΩ(ξ,(1+ǫ)r)(x, y)νf (dy), for any x ∈ BΩ(ξ, r), (20)
for some Radon measure νf on BΩ(ξ, (1+ǫ)r) with νf
(
BΩ(ξ, (1+ǫ)r)\∂ΩBΩ(ξ, r)
)
=
0.
Proof. Let Y := BΩ(ξ, (1+ ǫ)r). Since f ∈ F0loc(Ω, BΩ(ξ, (1+2ǫ)r)), there exists
f ♯ ∈ F0(Ω) so that f = f ♯ µ-a.e. on Y . Since f ≥ 0, we may assume that
f ♯ ≥ 0 µ-a.e. on Ω. By [GH14, Lemma 6.1(a)], PD,Yt f
♯ ≤ f ♯ µ-a.e. on Y
for all t > 0. Then [Ouh96, Corollary 2.4] applied to the closed convex subset
K := {u ∈ L2(Y, µ)|u ≤ f ♯ µ-a.e. on Y } of L2(Y, µ) implies that
∀u ∈ F0(Y ), u ∧ f ♯ ∈ F0(Y ) and E(u ∧ f ♯, u ∧ f ♯) ≤ E(u, u).
This can easily be extended to
∀u ∈ F0(Y )e, u ∧ f
♯ ∈ F0(Y )e and E(u ∧ f
♯, u ∧ f ♯) ≤ E(u, u). (21)
Set A = {x ∈ Ω : dΩ(ξ, x) ≤ r} Let g ∈ F0(Y )e be such that
E(g, g) = inf
{
E(u, u)
∣∣∣u ∈ F0(Y )e, u˜ ≥ f˜ ♯ q.e. on A} . (22)
Existence and uniqueness of g can be shown in the same way as [FO¯T94, Proof
of Lemma 2.1.1] by using the 0-order version of [FO¯T94, Theorem 2.1.4(i)].
Note that g ≥ f ♯ on A. Applying (21) to u = g, we obtain that g ∧ f ♯ also
obtains the minimum in (22), hence g = g ≥ f ♯. Therefore, g = f ♯ q.e. on A.
Hence, for any v ∈ F0(Y )e with v˜ ≥ 0 q.e. on A, we have E(g+ tv, g+ tv) ≥
E(g, g) for all t > 0. Thus, E(g, v) ≥ 0.
Set F = ∂ΩBΩ(ξ, r). For every u ∈ F ∩ C0(X) with support in Y \ F ,
it follows from a cut-off function argument that u1BΩ(ξ,r) and u1Y \A are in
F ∩ C0(X), because inf{d(x, y)|x ∈ supp(u1BΩ(ξ,r)), y ∈ supp(u1Y \A)} > 0.
Since g = f ♯ is harmonic on Y , we have E(g, u1BΩ(ξ,r)) = 0. Applying the
result of the previous paragraph to v = u1Y \A, we find that E(g, u1Y \A) = 0.
Now for v ∈ F0(Y )e with v˜ ≥ 0 q.e. on F , we have v˜ − v˜+ = 0 q.e. on F and
hence E(g, v − v+) = 0 by [FO¯T94, Theorem 2.3.3(ii)]. By the result of the
previous paragraph, E(g, v) = E(g, v+) ≥ 0.
Now it follows from the 0-order version of [FO¯T94, Lemma 2.2.6] that g is
a (0 order) potential for some positive Radon measure ν supported on F . By
[FO¯T94, Theorem 2.2.5],
EDY (g, v) =
∫
∂ΩB(ξ,r)
v˜(x)ν(dx), ∀v ∈ F0(Y )e. (23)
21
Let GY be the Green operator defined by [FO¯T94, (1.5.3)] associated with
(EDY ,F
0(Y )). We will apply (23) to v = GY φ for any test function φ := uh with
u being non-negative bounded and h the reference function (see [FO¯T94, p.35])
of the transient semigroup associated with (EDY ,F
0(Y )e). Then
∫
Y
φGY φdµ <
∞. By [FO¯T94, Theorem 1.5.4] we obtain that v ∈ F0(Y ), and∫
Y
g(x)φ(x)µ(dx) = EDY (g, v) =
∫
F
∫
Y
GY (y, x)φ(x)µ(dx)ν(dy)
=
∫
Y
(∫
F
GY (y, x)ν(dy)
)
φ(x)µ(dx).
Here we used that
∫
Y
GY (·, y)φ(y)µ(dy) is a quasi-continuous µ-version of GY φ.
By definition of the Green operator and the fact that the semigroup admits the
heat kernel, it is clear that GY admits as kernel the Green function GY (·, ·).
The quasi-continuity follows from Lemma 3.12 and the dominated convergence
theorem.
Hence,
g(x) =
∫
F
GY (y, x)ν(dy) for a.e. x ∈ Y.
Since f = g µ-a.e. on BΩ(ξ, r), the assertion follows for almost every x ∈
BΩ(ξ, r). Since f is harmonic, it satisfies EHI, hence admits a continuous mod-
ification f˜ (see, e.g., [GT12, Lemma 5.2]). Also, for any y ∈ F , the Green
function G(·, y) is continuous on BΩ(ξ, r) by Lemma 3.12, hence g is continuous
by the dominated convergence theorem. Thus, the assertion follows.
4 Boundary Harnack Principle
4.1 Reduction to Green functions estimates
Let (X, d, µ, E ,F) be a MMD space that satisfies VD and w-HKE(Ψ) and d is
geodesic.
Let Ω be an open connected subset of X . Fix cu ∈ (0, 1) and Cu ∈ (1,∞).
Let A3 = 2(12+12Cu), A0 = A3+7. We do not require the inner uniformity of
the whole domain Ω, but assume that Ω is locally (cu, Cu)-inner uniform near
a fixed boundary point ξ in the sense of Definition 3.6. That is, we will assume
that Rξ > 0. We use the notation of Section 3.1.
Recall that for an open set Y ⊂ Ω, GY is the Green function corresponding
to the transient Dirichlet form (EDY ,F
0(Y )).
Theorem 4.1. There exists a constant A′1 ∈ (1,∞) such that for any ξ ∈ ∂Ω˜Ω
with Rξ > 0 and any
0 < r <
(
1−
7
A0 ∨
12
cu
)
Rξ.
we have
GY (x, y)
GY (x′, y)
≤ A′1
GY (x, y
′)
GY (x′, y′)
,
for all x, x′ ∈ BΩ(ξ, r) and y, y′ ∈ ∂ΩBΩ(ξ, 6r). Here, Y = BΩ(ξ, A0r), and .
The constant A′1 depends only on cu, Cu, β1, β2, CΨ and the constants in VD
and w-HKE(Ψ).
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The proof of this theorem is the content of Section 4.2 below. It is based
on the estimates for the Green’s functions in Section 3.2 and the maximum
principles of Proposition 3.20.
Remark 4.2. r <
(
1− 7
(A0+ 8cu )
)
Rξ implies that r < Rξ′ for all ξ
′ ∈ ∂Ω˜Ω ∩
BΩ˜(ξ, 7Rξ).
Theorem 4.3. There exists a constant A1 ∈ (1,∞) such that for any ξ ∈ ∂Ω˜Ω
with Rξ > 0, any
0 < r <
1− 7(
A0 +
8
cu
)
Rξ,
and any two functions u, v that are non-negative harmonic on BΩ(ξ, A0r) with
Dirichlet boundary condition along (∂Ω˜Ω) ∩BΩ˜(ξ, 2A0r), we have
u(x)
u(x′)
≤ A1
v(x)
v(x′)
,
for all x, x′ ∈ BΩ(ξ, r). The constant A1 depends only on cu, Cu, β1, β2, CΨ
and the constants in VD and w-HKE(Ψ).
Proof. Fix ξ ∈ ∂Ω˜Ω and r > 0 as in the theorem. Let Y := BΩ(ξ, A0r). By
the representation formula of Proposition 3.21, there exists a Borel measure νu
such that
u(z) =
∫
∂ΩBΩ(ξ,6r)
GY (z, y)νu(dy) (24)
for all z ∈ BΩ(ξ, 6r).
By Theorem 4.1, there exists a constant A′1 ∈ (1,∞) such that for all x, x
′ ∈
BΩ(ξ, r) and all y, y
′ ∈ ∂ΩBΩ(ξ, 6r), we have
GY (x, y)
GY (x′, y)
≤ A′1
GY (x, y
′)
GY (x′, y′)
.
For any (fixed) y′ ∈ ∂ΩBΩ(ξ, 6r), we find that
1
A′1
u(x) ≤
GY (x, y
′)
GY (x′, y′)
∫
∂ΩBΩ(ξ,6r)
GY (x
′, y)νu(dy)
=
GY (x, y
′)
GY (x′, y′)
u(x′) ≤ A′1u(x).
We get a similar inequality for v. Thus, for all x, x′ ∈ BΩ(ξ, r),
1
A′1
u(x)
u(x′)
≤
GY (x, y
′)
GY (x′, y′)
≤ A′1
v(x)
v(x′)
. (25)
Corollary 4.4 (Carleson estimate). Let ξ ∈ ∂Ω˜Ω with Rξ > 0 and r ∈ (0, Rξ/3).
Let u be a non-negative harmonic function on BΩ(ξ, A0r) with Dirichlet bound-
ary condition along (∂Ω˜Ω) ∩BΩ˜(ξ, 6r). Then, for any x ∈ BΩ(ξ, r/2),
u(y) ≤ Cu(xr) ∀y ∈ BΩ(x, r/2),
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where xr is as in Lemma 3.3. The constant C depends only on cu, Cu, β1, β2,
CΨ and the constants in VD and w-HKE(Ψ).
Proof. This can be proved by applying the boundary Harnack principle of The-
orem 4.3 to u and a Green function on a suitably chosen ball, and then using
the Green function estimates of Lemma 3.14. The proof is omitted since it is
similar to the proof of [GSC11, Theorem 4.17].
4.2 Proof of Theorem 4.1
We follow closely [Aik01], [ALM03], [GSC11] and [LSCb]. Let Ω be as above
and fix ξ ∈ ∂Ω˜Ω with Rξ > 0.
Definition 4.5. For η ∈ (0, 1) and any open U ⊂ X , define the capacitary
width wη(U) by
wη(U) = inf
{
r > 0 : ∀x ∈ U,
CapB(x,2r)
(
B(x, r) \ U
)
CapB(x,2r)
(
B(x, r)
) ≥ η} ,
with the convention that wη(U) = +∞ when the infimum is taken over the
empty set (e.g. when CapB(x,2r) is not well-defined).
Note that wη(U) is an increasing function of η ∈ (0, 1) and an increasing
function of the set U .
Lemma 4.6. There are constants A7, η ∈ (0,∞) depending only on cu, Cu, β1,
β2, CΨ and the constants in VD and w-HKE(Ψ), such that for all 0 < r < 2Rξ,
wη({y ∈ BΩ(ξ, A0r) : dΩ(y, ∂Ω˜Ω) < r}) ≤ A7r.
Proof. We follow [GSC11, Lemma 4.12]. Let Yr = {y ∈ BΩ(ξ, A0r) : dΩ(y, ∂Ω˜Ω) <
r} and y ∈ Yr. Since
4
cu
r < 12diamΩ(Ω), there exists a point x ∈ Ω such
that dΩ(x, y) = 4r/cu. There exists an inner uniform curve connecting y
to x in Ω. Let z ∈ ∂ΩBΩ(y, 2r/cu) be a point on this curve and note that
dΩ(y, z) = 2r/cu ≤ dΩ(x, y) − dΩ(y, z) ≤ dΩ(x, z). Hence,
dΩ(z, ∂Ω˜Ω) ≥ cumin{dΩ(y, z), dΩ(z, x)} = 2r.
So for any y ∈ Yr there exists a point z ∈ ∂ΩBΩ(y, 2r/cu) with dΩ(z, ∂Ω˜Ω) ≥ 2r.
Thus, B(z, r) ⊂ B(y,A7r) \ Yr if A7 = 2/cu + 1. The capacity of B(y,A7r) \
Yr in B(y, 2A7r) is larger than the capacity of B(z, r) in B(y, 2A7r), which
is larger than the capacity of B(z, r) in B(z, 3A7r). The latter capacity is
comparable to V (z, r)/Ψ(r) by RES(Ψ), which is satisfied by Theorem 2.12. On
the other hand, RES(Ψ) implies that CapB(y,2A7r)(B(y,A7r)) is also comparable
to V (z, r)/Ψ(r). Hence, there exists η > 0 so that wη(Yr) ≤ A7r.
Fix η ∈ (0, 1) small enough so that the conclusion of Lemma 4.6 applies and
write w(U) := wη(U) for the capacitary width of an open set U ⊂ Ω.
The following lemma relates the capacitary width to the harmonic measure
ω. We write f ≍ g to indicate that C1g ≤ f ≤ C2g, for some constants C1, C2
that only depend on cu, Cu, β1, β2, CΨ and the constants in VD and w-HKE(Ψ).
For any open set B ⊂ X let ∂XB := B \ B denote the boundary of B with
respect to the metric d on X .
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Lemma 4.7. There is a constant a1 ∈ (0, 1] depending only on β1, β2, CΨ
and the constants in VD and w-HKE(Ψ), such that for any non-empty open set
U ⊂ X and any x ∈ U , 0 < r < 14diamd(X), we have
ω(x, U ∩ ∂XB(x, r), U ∩B(x, r)) ≤ exp(2− a1r/w(U)).
Proof. The proof is nearly the same as in [Aik01, Lemma 1], [GSC11, Lemma
4.13] and [LSCb, Lemma 4.8]. The comparison of capacities used in the proof
follows easily from RES(Ψ), which holds by Theorem 2.12.
By Lemma 3.3, there exists, for any ξ ∈ ∂ΩΩ, r > 0, a point ξr in Ω with
dΩ(ξ, ξr) = 4r and
d(ξr, X \ Ω) ≥ 2cur.
Lemma 4.8. There exist constants A2, A3 ∈ (0,∞) depending only on cu,
Cu, β1, β2, CΨ and the constants in VD and w-HKE(Ψ), such that for any
0 < r < Rξ and any x ∈ BΩ(ξ, r), we have
ω
(
x, ∂ΩBΩ(ξ, 2r), BΩ(ξ, 2r)
)
≤ A2
V (ξ, r)
Ψ(r)
GBΩ(ξ,A3r)(x, ξr).
Proof. We follow [LSCb, Lemma 4.7]. Let A3 = 2(12+12Cu) so that all (cu, Cu)-
inner uniform paths that connect two points in BΩ(ξ, 12r) stay in BΩ(ξ, A3r/2).
Again we set A0 = A3 + 7 and Y := BΩ(ξ, A0r). For z ∈ BΩ(ξ, A3r), set
G′(z) := GBΩ(ξ,A3r)(z, ξr).
Let s = min{cur, 5r/Cu}. As BΩ(ξr, s) ⊂ BΩ(ξ, A3r) \BΩ(ξ, 2r), the maximum
principle of Proposition 3.20 yields
∀y ∈ BΩ(ξ, 2r), G
′(y) ≤ sup
z∈∂ΩBΩ(ξr ,s)
G′(z).
Lemma 3.14 and the volume doubling condition yield
sup
z∈∂ΩBΩ(ξr,s)
G′(z) ≤ C
Ψ(r)
V (ξ, r)
,
for some constant C > 0. Hence, there exists ǫ1 > 0 such that
∀y ∈ BΩ(ξ, 2r), ǫ1
V (ξ, r)
Ψ(r)
G′(y) ≤ e−1.
Write BΩ(ξ, 2r) =
⋃
j≥0 Uj ∩BΩ(ξ, 2r), where
Uj =
{
x ∈ Y : exp(−2j+1) ≤ ǫ1
V (ξ, r)
Ψ(r)
G′(x) < exp(−2j)
}
.
Let Vj :=
⋃
k≥j Uk. We claim that
wη
(
Vj ∩BΩ(ξ, 2r)
)
≤ A4r exp
(
−2j/σ
)
(26)
for some constants A4, σ ∈ (0,∞).
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Suppose x ∈ Vj ∩ BΩ(ξ, 2r). Note that then dΩ(x, ∂Ω˜Ω) = dΩ(x, Ω˜ \ Y ).
Observe that for z ∈ ∂ΩBΩ(ξr, s), by the inner uniformity of the domain, the
length of the Harnack chain of balls in BΩ(ξ, A3r) \ {ξr} connecting x to z is at
most A5 log(1 +A6r/dΩ(x, ∂Ω˜Ω) for some constants A5, A6 ∈ (0,∞). Therefore
there are constants ǫ2, ǫ3, σ > 0 such that
exp(−2j) > ǫ1
V (ξ, r)
Ψ(r)
G′(x) ≥ ǫ2
V (ξ, r)
Ψ(r)
G′(z)
(
dΩ(x, ∂Ω˜Ω)
r
)σ
≥ ǫ3
(
dΩ(x, ∂Ω˜Ω)
r
)σ
.
The last inequality is obtained by applying Lemma 3.14 with R = A3r and
δ = 5/A3. Now we have that for any x ∈ Vj ∩BΩ(ξ, 2r),
dΩ(x, ∂Ω˜Ω) ≤
(
ǫ
−1/σ
3 exp(−2
j/σ)r
)
∧ 2r.
This together with Lemma 4.6 yields (26).
Let R0 = 2r and for j ≥ 1,
Rj =
(
2−
6
π2
j∑
k=1
1
k2
)
r.
Then Rj ↓ r and
∞∑
j=1
exp
(
2j+1 −
a1(Rj−1 −Rj)
A4r exp(−2j/σ)
)
=
∞∑
j=1
exp
(
2j+1 −
6a1
A4π2
j−2 exp(2j/σ)
)
≤
∞∑
j=1
exp
(
2j+1 −
3a1
CΩA4π2
j−2 exp(2j/σ)
)
< C <∞. (27)
Let ω0 = ω(·, ∂ΩBΩ(ξ, 2r), BΩ(ξ, 2r)) and
dj =
{
sup
{
Ψ(r)ω0(x)
V (ξ,r)G′(x) : x ∈ Uj ∩BΩ(ξ, Rj)
}
, if Uj ∩BΩ(ξ, Rj) 6= ∅,
0, if Uj ∩BΩ(ξ, Rj) = ∅.
Since the sets Uj ∩BΩ(ξ, 2r) cover BΩ(ξ, 2r) and BΩ(ξ, r) ⊂ BΩ(ξ, Rk) for each
k, to prove Lemma 4.8, it suffices to show that
sup
j≥0
dj ≤ A2 <∞
where the constant A2 is as in the statement of Lemma 4.8.
We proceed by iteration. Since ω0 ≤ 1, we have by definition of U0,
d0 = sup
U0∩BΩ(ξ,2r)
Ψ(r)ω0(x)
V (ξ, r)G′(x)
≤ ǫ1e
2.
Let j ≥ 1. For y ∈ Uj−1 ∩BΩ(ξ, Rj−1), we have by definition of dj−1 that
ω0(y) ≤ dj−1
V (ξ, r)
Ψ(r)
G′(y). (28)
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On the other hand, we have ω0(y)−dj−1
V (ξ,r)
Ψ(r) G
′(y) ≤ 1 for y ∈ Vj∩∂XB(ξ, Rj−1).
Now let x ∈ Uj ∩ BΩ(ξ, Rj). Lemma 3.18 and the mean value property (18)
yield
ω0(x) = dj−1
V (ξ, r)
Ψ(r)
G′(x)
+
∫
∂X
(
Vj∩BΩ(ξ,Rj−1)
) ω0(y)− dj−1 V (ξ, r)
Ψ(r)
G′(y)ω (x, dy, Vj ∩BΩ(ξ, Rj−1))
≤ dj−1
V (ξ, r)
Ψ(r)
G′(x) + ω (x, Vj ∩ ∂XBΩ(ξ, Rj−1), Vj ∩BΩ(ξ, Rj−1)) .
(29)
Here we used (28) and the fact that (∂XVj) ∩ Ω is a subset of Uj−1.
Let D := B(x,C−1Ω (Rj−1 −Rj)) and let D
′ be the connected component of
p−1(D ∩Ω) that contains x = p(x). By Lemma 3.4, we have
D′ ∩ Ω ⊂ BΩ(x,Rj−1 −Rj) ⊂ BΩ(ξ, Rj−1).
Thus, by the monotonicity property (19) the second term on the right hand
side of (29) is not greater than ω
(
x, Vj ∩ ∂X(D′ ∩ Ω), Vj ∩ D′ ∩ Ω
)
. Since
Vj ∩D′ ∩Ω = Vj ∩D′ ∩D and Vj ∩∂X(D′∩Ω) = Vj ∩D′∩∂XD, we obtain that
ω
(
x, Vj ∩ ∂XBΩ(ξ, Rj−1), Vj ∩BΩ(ξ, Rj−1)
)
≤ ω
(
x, Vj ∩D
′ ∩ ∂XB
(
x,C−1Ω (Rj−1 −Rj)
)
, Vj ∩D
′ ∩B
(
x,C−1Ω (Rj−1 −Rj)
))
≤ exp
(
2− a1
C−1Ω (Rj−1 −Rj)
wη(Vj ∩D′)
)
≤ exp
(
2−
a1
CΩ
Rj−1 −Rj
wη(Vj ∩BΩ(ξ, 2r))
)
≤ exp
(
2−
a1
CΩA4
exp(2j/σ)
Rj−1 −Rj
r
)
≤ exp
(
2− ǫ6j
−2 exp(2j/σ)
)
,
by Lemma 4.7, the monotonicity of U 7→ wη(U) and (26). Here ǫ6 =
6a1
π2A4CΩ
.
Moreover, since x ∈ Uj ∩BΩ(ξ, Rj), we have by definition of Uj that
ǫ1
V (ξ, r)
Ψ(r)
G′(x) ≥ exp(−2j+1).
Hence, inequality (29) becomes
ω0(x) ≤ exp
(
2− ǫ6j
−2 exp(2j/σ)
)
+ dj−1
V (ξ, r)
Ψ(r)
G′(x)
≤
(
ǫ1 exp
(
2 + 2j+1 − ǫ6j
−2 exp(2j/σ)
)
+ dj−1
) V (ξ, r)
Ψ(r)
G′(x).
Dividing both sides by V (ξ,r)Ψ(r) G
′(x) and taking the supremum over all x ∈ Uj ∩
BΩ(ξ, Rj),
dj ≤ ǫ1 exp
(
2 + 2j+1 − ǫ6j
−2 exp(2j/σ)
)
+ dj−1,
and hence for every integer i > 0,
di ≤ ǫ1e
2
(
1 +
i∑
j=1
exp
(
2j+1 − ǫ6j
−2 exp(2j/σ)
))
= ǫ1e
2(1 + C) <∞
by (27).
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Proof of Theorem 4.1. In view of the results of this section, the proof of [LSCb,
Theorem 4.1] carries over line by line. The only difference is that, as in the Green
function estimates of Lemma 3.13 and Lemma 3.14, the space-time scaling is
Ψ(r) instead of r2.
5 Applications
5.1 Martin boundary
Theorem 5.1. Let (X, d, µ, E ,F) be a MMD space that satisfies VD and w-
HKE(Ψ) and d is geodesic. Let Ω ⊂ X be a bounded inner uniform domain in
X. Then the Martin compactification relative to (E ,F) of Ω is homeomorphic
to Ω˜ and each boundary point ξ ∈ Ω˜ \ Ω is minimal.
Proof. The assertion can be proved along the line of [ALM03, Theorem 1.1]
using the boundary Harnack principle of Theorem 4.3.
5.2 Existence of a harmonic profile
On inner uniform domains, the geometric boundary Harnack principle is crucial
to obtain precise estimates for the Dirichlet heat kernel. See [GSC11, LSC14],
which cover the case of regular Dirichlet spaces that induce a non-degenerate
metric and satisfy a parabolic Harnack inequality.
In the case of unbounded domains, an important technique to obtain Dirich-
let heat kernel estimates is the h-transform of the Dirichlet form by a harmonic
profile h for (E ,F) on the domain U . In this section, we prove the existence of
a harmonic profile on inner uniform domains in a MMD space.
In forthcoming papers [KLa, KLb], the harmonic profile, as well as the geo-
metric boundary Harnack principle of Theorem 4.3, will be used to prove two-
sided bounds for the Dirichlet heat kernel in inner uniform domains on fractal
spaces.
Definition 5.2. A function h on an unbounded domain U is called a harmonic
profile if
(i) h is harmonic on U ,
(ii) h satisfies Dirichlet boundary condition along ∂U˜U , that is, h ∈ F
0
loc
(U),
(iii) h > 0 in U .
Remark 5.3. Due to the maximum principle, a harmonic profile can exist
only if the domain is unbounded. On bounded domains, Dirichlet heat kernel
estimates can be obtained by using a ground state transform instead of an h-
transform.
Proposition 5.4. Let (X, d, µ, E ,F) be a MMD space that satisfies VD and
w-HKE(Ψ) and d is geodesic. Let U be an unbounded inner uniform domain in
X. Then there exists a harmonic profile for (E ,F) on U . It is unique up to
multiplication by a scalar.
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Proof. Uniqueness can be deduced from the boundary Harnack principle and a
classical argument, see, e.g., [Anc80, Section 6]. Existence can be proved as in
the non-fractal case, see[GSC11, Section 4.3], except that CSA(Ψ) must be used
instead of cutoff functions constructed from the metric induced by (E ,F).
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