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Probabilistic inference and reasoning is applied to two major application ar-
eas: HVAC controls in buildings and autonomous vehicle perception. Al-
though the physical domains differ vastly, across both applications the pre-
sented novel contributions share real-time inference of stochastic systems for
improved control capability and performance. Besides performing simple
state estimation, Kalman Filters in both applications are extended for model
inference—estimating thermal model parameters and disturbances in buildings
and dynamic object classification for perception in autonomous vehicles.
Part one of this study proposes a general, scalable method to learn control-
oriented thermal models of buildings that could enable wide-scale deployment
of cost-effective predictive controls. An Unscented Kalman Filter augmented
for parameter and disturbance estimation is shown to accurately learn and pre-
dict a building’s thermal response. By leveraging building topology and mea-
surement data, the filter quickly learns parameters of a thermal network during
periods of known or constrained loads and then characterizes unknown loads
in order to provide accurate 24+ hour energy predictions. Performance was val-
idated with EnergyPlus simulation data across a year-long study of a passive
building.
The method is extended to multi-zone actively controlled buildings by using
the controller to excite unknown portions of the building’s dynamics. A simu-
lation study demonstrates self-excitation improves model estimation. Formal-
ization of parameterization, disturbance estimation, and self-excitation routines
is shown with an observability analysis. Comparing against a baseline thermo-
stat controller, a Model Predictive Control (MPC) framework, which anticipates
weather uncertainty and time-varying temperature set-points, is shown to im-
prove energy savings and occupant comfort.
Part two of this study presents a novel probabilistic perception algorithm
as a real-time joint solution to data association, object tracking, and object clas-
sification for an autonomous ground vehicle (AGV) in all-weather conditions.
The presented algorithm extends a Rao-Blackwellized Particle Filter originally
built for Cornell’s AGV for the DARPA Urban Challenge (DUC) to include mul-
tiple model tracking for classification. Additionally a state-of-the-art vision de-
tection algorithm that includes heading information for AGV applications was
implemented. Cornell’s AGV from the DUC was upgraded and used to ex-
perimentally examine if and how state-of-the-art vision algorithms can comple-
ment or replace lidar and radar sensors. Sensor and algorithm performance
in adverse weather and lighting conditions is tested. Experimental evaluation
demonstrates that sensor diversity with a joint probabilistic perception algo-
rithm provides robust all-weather data association, tracking, and classification.
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CHAPTER 1
INTRODUCTION
Probabilistic inference and reasoning is applied to two major application ar-
eas: HVAC controls in buildings and autonomous vehicle perception. Al-
though the physical domains differ vastly, across both applications the pre-
sented novel contributions share real-time inference of stochastic systems for
improved control capability and performance. Besides performing simple
state estimation, Kalman Filters in both applications are extended for model
inference—estimating thermal model parameters and disturbances in buildings
and dynamic object classification for perception in autonomous vehicles.
Recent studies of buildings’ heating, ventilating, and air-conditioning sys-
tems have shown significant energy savings are possible with advanced model
predictive control systems. A scalable cost-effective method to readily ac-
quire accurate, robust models of individual building’s unique thermal enve-
lope has historically been elusive and hindered the widespread deployment of
prediction-based control systems. Continuous commissioning and lifetime per-
formance of these thermal models requires deployment of on-line data-driven
system identification and parameter estimation routines.
The work in Chapter 2, submitted for review to the IEEE Transactions on
Control Systems Technology journal, proposes a general, scalable method to
learn control-oriented thermal models of buildings that could enable wide-scale
deployment of cost-effective predictive controls. An Unscented Kalman Filter
augmented for parameter and disturbance estimation is shown to accurately
learn and predict a building’s thermal response. We propose a novel gray-box
approach using an Unscented Kalman Filter based on a multi-zone thermal net-
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work and validate it with EnergyPlus simulation data. The filter quickly learns
parameters of a thermal network during periods of known or constrained loads
and then characterizes unknown loads in order to provide accurate 24+ hour en-
ergy predictions. Initial results of this study were published in the 2012 Amer-
ican Controls Conference under the title “Online Building Thermal Parameter
Estimation via Unscented Kalman Filtering” [1]. This study extends the ini-
tial investigation by formalizing parameter and disturbance estimation routines
and demonstrating results across a year-long study.
Chapter 3 investigates a method to improve buildings’ thermal predictive
control performance via online identification and excitation (active learning pro-
cess) that minimally disrupts normal operations. An initial, study published in
the 2013 IEEE Conference on Decision and Control under the title “Online Ther-
mal Estimation, Control, and Self-Excitation of Buildings” [2], was extended
with formalization of the active learning process and has been submitted to
the Energy and Buildings journal. Using multi-zone actively controlled build-
ings we examine how to improve the thermal model estimation by using the
controller to excite unknown portions of the building’s dynamics. Compar-
ing against a baseline thermostat controller, a Model Predictive Control (MPC)
framework, which anticipates weather uncertainty and time-varying tempera-
ture set-points, is shown to improve energy savings and occupant comfort. By
coupling building topology, estimation, and control routines into a single online
framework, we have demonstrated the potential for low-cost scalable methods
to actively learn and control buildings to both ensure occupant comfort and
minimize energy usage, all while using the existing building’s HVAC sensors
and hardware.
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The biggest challenge remaining for autonomous ground vehicles (AGV) is
robust perception. The architecture for a prototypical autonomous ground ve-
hicle is not yet set in terms of sensing, computation hardware, or programming
interfaces. The major perception components commonly found in AGV sys-
tems are generally known as segmentation and clustering (processing raw sen-
sor analog or digital data into obstacle-level meta-measurements), data associ-
ation (determining what measurement came from what static or dynamic envi-
ronmental obstacle), tracking (estimating the obstacles state, position, velocity,
etc.), and classification (distinguishing cars, people, buildings, etc.). Despite a
decade of advancement since the original DARPA Grand Challenge, weather
performance remains nebulous. To date, joint probabilistic solutions to the en-
tire perception problem have been stated as intractable to formulate or compute
and much research has focused on advancement of individual perception com-
ponents in isolation from the overall solution. One of the keys to handling ad-
verse environmental operating conditions will be a full Bayesian probabilistic
joint perception system thereby minimizing the number of brittle ad hoc design
choices which tend to fail under uncommon untested weather scenarios.
In Chapter 4, a novel probabilistic perception algorithm is presented as a
real-time joint solution to data association, object tracking, and object classifi-
cation for an autonomous ground vehicle in all-weather conditions. The work
is currently in preparation for submission to the Journal of Field Robotics. The
presented algorithm is based on a Rao-Blackwellized Particle Filter originally
built for Skynet, Cornell’s AGV for the DARPA Urban Challenge. The original
algorithm, containing a particle filter for data association and a Kalman filter
for multi-object tracking, is extended to additionally include multiple model
tracking for classification. Additionally a state-of-the-art vision detection al-
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gorithm that includes heading information for AGV applications was imple-
mented. Cornell’s AGV from the DARPA Urban Challenge was upgraded and
used to experimentally examine if and how state-of-the-art vision algorithms
can complement or replace lidar and radar sensors. Sensor and algorithm per-
formance in adverse weather and lighting conditions was tested. Experimental
evaluation demonstrates robust all-weather data association, tracking, and clas-
sification where camera, lidar, and radar sensors complement each other inside
the joint probabilistic perception algorithm.
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CHAPTER 2
ONLINE MODEL ESTIMATION FOR PREDICTIVE THERMAL
CONTROL OF BUILDINGS
2.1 Introduction
Significant energy savings in buildings’ heating, ventilating, and air-
conditioning (HVAC) systems could be realized with advanced control systems
[3], but deployment of these control systems requires a method to readily ac-
quire low cost models of buildings’ unique thermal envelopes [4], [5]. Previous
studies have investigated several methods but generally arrived at non-scalable
specialized solutions [6], [7], [8], [9], [10].
Ideally, a Building Automation System (BAS) would automatically modify
set-points and load shedding based on weather, occupancy, and utility pricing
predictions [11]. Every building has unique and time-varying thermal dynam-
ics, occupancy, and heat loads which must be characterized accurately if a BAS
is to apply model predictive controllers (MPC) to realize energy and monetary
savings [5]. Additional considerations include: measured building data often
contains low information content; engineering models contain designer’s in-
tent instead of actual construction; and building’s usage evolves over time [12].
Unfortunately, in practice there has yet to be demonstrated a scalable, low-cost
method to readily acquire these much needed accurate models of individual
buildings’ unique thermal envelopes.
For continuous commissioning and lifetime adaptability a low-cost scalable
method to acquire control-oriented building models must: learn both the dy-
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namics and the disturbance patterns quickly, provide stable extrapolation, be
adaptable to future changes in building structure or use, and use existing avail-
able data. White-box, first-principles, forward modeling approaches are often
inaccurate, not robust to changes, and take extensive engineering or research
effort to build [4], [13]. Recent advances, such as those by Braun, have shown
methods to generate control-oriented models from accurate high fidelity white-
box models, but difficulties remain in acquiring these high fidelity models [14],
[15]. Black-box approaches take up to 6-months to train and cannot be safely
extrapolated into new control configurations [16], [17]. In [1] we demonstrated
the first published study of a scalable modeling and online estimation frame-
work for multi-zone building states, parameters, and unmodeled dynamics us-
ing a gray-box estimation technique. Since our study in 2012 several other re-
searchers have validated our initial claims and highlighted new challenges for
learning control-oriented building models with gray-box methods [7], [8], [9],
[11], [15], [18], [19], [20], [21], [2].
Continuing our work in [1], we propose a multi-mode Unscented Kalman
Filter (UKF) as a generalizable on-line gray-box data-driven method to learn
the building’s multi-zone thermal dynamics and detect unknown time varying
thermal loads. By coupling known building information and simple physics
models with existing measurable building data we demonstrate how a prob-
abilistic estimation framework can adapt over time to continually learn both
dynamics and disturbances while providing stable prediction performance.
Building upon recent advances by other researchers previously highlighted,
this paper aims to generalize our findings and method with the following con-
tributions:
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• development of minimal parameterization for dynamics estimation,
• generalized thermal disturbance pattern estimation,
• multi-mode heuristic for simultaneous parameter and disturbance estima-
tion.
This paper represents the basis for a scalable method to acquire control-oriented
building models that are adaptable for future use and provide stable extrapola-
tion for new control configurations.
The paper is organized as follows. After formulating an extensible on-line
data-driven parameter estimator using an UKF, the main contributions of the
paper—minimal parameterization, generalized thermal disturbance estimation,
and multi-mode learning heuristic—are shown in the Thermal Estimation Ap-
proach section. Based on data generated from our simple 5-zone thermal model
plus a more complex 5-zone EnergyPlus simulated model, less than 2 weeks of
training data is shown to make reliable 24 hour predictions. Utility and robust-
ness of the UKF is then demonstrated across a year-long study. Based on testing
and performance, a discussion of how the UKF fits into the building thermal
modeling problem and an identification of areas of future research conclude the
paper.
2.2 Thermal Estimation Formulation
This section formulates the parameter estimation problem for building energy
models. A sufficiently accurate model is crucial for successful implementation
of model-based control methods, and robust online adaptation is necessary to
7
accommodate life-cycle and seasonal changes of the building and its environ-
ment.
2.2.1 Building Energy Model
In general, we consider an explicit building energy model taking the form
x˙ = f (x, u1, u2, p) (2.1)
z = h(x, u1) (2.2)
where the states x relate energy and mass quantities (e.g. temperature and hu-
midity), u1 are measured/known inputs (e.g., heater output), u2 are unmeasured
inputs (e.g., solar load, plug load, infiltration), p are selected uncertain model
parameters, and z is the measured output (e.g. zone temperature/humidity).
Naturally, this model is designed to approximate the dominant phenomena
of a true building energy system. For this paper, a thermal network model
is used to represent heat and mass transfer among nodes of a graph [8], [11],
[18], [22]. For the sake of simplicity, this paper makes well-accepted simplify-
ing assumptions for radiative heat transfer and mass transfer—a simple linear
approximation enables it to be lumped with conductive heat transfer [23]. Sim-
ilarly, this study assumes a low-humidity, heating dominant climate, and thus
neglects humidity. However, the framework could readily be augmented to in-
clude the effects of nonlinear radiative heat transfer and humidity [24].
Convection, conduction, and mass transfer heat flux (watts) into zone i is
contributed from the temperature differential relative to connected adjacent
zone(s) j divided by the thermal resistance Ri j (degree/watt) plus an additive
8
Figure 2.1: Two node example thermal network.
disturbance term bi (watts). (Note: unless otherwise mentioned, subscripts denote
zones.) The heat flux and thermal capacity Ci (joule/degree) affects the time-
based temperature rate of change T˙i. Thus the temperature rate of change of
zone i due to connection(s) with zone(s) j and disturbance bi is
T˙i =
∑
j
(T j − Ti)/(Ri jCi) + bi/Ci (2.3)
The derived representation for temperature change due to heat transfer is
mathematically analogous to voltage change due to current flow in a resistor-
capacitor network. For visualization, a simple 2-node example with two capac-
itances and one resistance is shown in Fig. 2.1.
Using the 2-node example, a state space representation can be derived where
T¯ is a vector of temperatures; A is a matrix of RC values; and b¯(t) is a vector of
additive, independent, time-varying disturbances such as solar radiation.
˙¯Ti = AT¯ (t) + b¯(t)
A =
−
1
R12C1
1
R12C1
1
R12C1
− 1R12C1

b¯(t) =

b1(t)
C1
b2(t)
C2

(2.4)
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Based on [25], an n-node thermal network can be formalized by defining a
simple undirected weighted graph with: nodes N := {1, 2, · · · , n} that are as-
signed capacitances Ci and temperatures Ti; edges E ⊂ N × N that connect adja-
cent nodes; and weights {Ri j ∀ (i, j) ∈ E : Ri j = R ji} that are assigned resistances.
For a general thermal network with n nodes, the A matrix is
A =

Ai j = 0, ifi , j, (i, j) < E
Ai j = 1CiRi j , ifi , j, ∈ E
Ai j = −∑l,i Ail, ifi = j,
(2.5)
2.2.2 Estimation Problem
A short explanation of our proposed method follows. Using a simple first order
heat transfer model with multiple zones, the UKF estimates model parameters
of the thermal dynamics during periods which have small or well-characterized
thermal loads. After learning the dynamics during low disturbance periods,
such as nighttime, the UKF is augmented to track unknown disturbances while
continuing to improve its dynamics model. The UKF internally maintains a co-
variance quality metric which only adjusts parameter estimates if the incoming
data provides new thermal information.
Thermal disturbances significantly affect most buildings but are often overly
complex to model, requiring information about building geometry and neigh-
boring foliage [26]. Solar gain is treated as an unmodeled external disturbance.
This simplification removes complexities of modeling diffuse and direct sun-
light, shading, and night sky radiation temperature, and allows for simple dis-
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turbance generation in EnergyPlus by turning on or off environmental radiation
transfer. The solar gain provides us with a specific periodic disturbance to es-
timate with patterns. In practice this technique could estimate any number of
disturbances if one has some information about the disturbance frequency, in-
tensity, or timing such as dusk and dawn times or building occupancy times.
Common examples amenable to disturbance pattern estimation include occu-
pant body-heat, equipment, computers, electrical loads, lighting, and HVAC.
For all tests the state space system is integrated at one minute inter-
val time-steps with Euler integration to allow discrete-time filter implemen-
tation. Parameter estimation with the Kalman Filter is achieved by aug-
menting the temperature states T¯ =
[
T1 · · · Tn
]>
with unique parameters
p¯ =
[
(RC)1 · · · (RC)k
]>
and disturbances b¯ =
[
(b/C)1 · · · (b/C)l
]>
together
in the state representation xˆ =
[
T¯> p¯> b¯>
]>
. For the purposes of estimation,
the full discrete-time stochastic system is
T¯ (k + 1) = A(p(k))T¯ (k) + b¯(k) + w¯1(k)
p¯(k + 1) = p¯(k) + w¯2(k)
b¯(k + 1) = b¯(k) + w¯3(k)
z¯(k) = T¯ (k) + ν¯(k)
(2.6)
where w¯1(k) represents process noise, w¯2(k) represents estimation uncertainty
in RC parameters, w¯3(k) represents process noise for disturbances, and ν¯(k) rep-
resents measurement noise. Artificial process noise for the constant parameters,
denoted w¯2(k), allows the filter to change its estimate of these values through
time and allows the filter to track the true time varying disturbance. The set of
process noise terms w¯1(k), w¯2(k), and w¯3(k) are stacked as defined by the state xˆ.
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All noise terms are assumed zero mean, Gaussian, white, and stationary. This
representation results in multiplication and division of estimated parameters
through the dynamics function. Specifically, temperature is being multiplied by
RC parameters necessitating non-linear estimation techniques.
Measurement noise is specified based on the accuracy of the temperature
sensors. Process noise is specified for the temperature states based on the level
of zone aggregation used while the RC and disturbance process noise is set to
an artificial value greater than zero in order to allow the filter to vary its esti-
mate of these parameters through time. Increasing process noise level for any
parameter indicates that the model isn’t confident of its ability to describe the
process evolution of that parameter. Disturbances, which by their nature the
model is not explicitly capturing, are biased and vary with time. In order to
estimate the disturbances over time, their noise level is set to be non-zero. Be-
cause the RC values should be fairly constant, while the disturbance bias may
change throughout the course of a day, the noise level for RC parameters should
be much smaller than for disturbances.
2.2.3 Parameterization Problem
A minimal set of independent parameters must be specified for filters to enforce
the system dynamics during parameter estimation [27]. Over-parameterization
causes unidentifiable parameter manifolds or extra degrees of freedom and can
result in violation of dynamics constraints and physics laws such as conserva-
tion of energy. In machine learning and system identification, indeterminate
degrees of freedom can cause overfitting where the model learns the noise in-
12
stead of the dynamics of interest. In estimation theory, parameter observability
requires that the Fisher information matrix be invertible—redundant parame-
ters or over parameterization breaks this observability criterion resulting in an
unobservable subspace [28].
Efficient and reliable parameter estimation requires estimating a mini-
mal number of parameters [27]. From Equation (2.4) there are only two
unique parameters required to describe the A matrix despite it containing three
variables—two resistances and one capacitance. The extra parameter acts as a
scaling factor and can be quantified only if the heat flux q is provided in addition
to the temperature histories. Without the scaling factor only a time-constant can
be inferred. This ambiguity generally makes the estimation problem numeri-
cally unstable, theoretically unobservable, or practically unreliable. Rectifying
the ambiguity could be done with actual heat flux information which is gener-
ally unavailable in practice, so for this study, selecting a minimal set of param-
eters mitigates the problem.
2.3 Thermal Estimation Approach
2.3.1 Parameterization
For any thermal network without heat flux information, the total number of
unique parameters is one less than the sum of the total number of resistances
and capacitances. RC products are estimated together in order to reduce the
non-linearity of the estimation problem. However, by estimating RC products,
extra parmaters are mathematically introduced into the estimation problem due
13
Figure 2.2: Three-node graph with one loop.
to the multiplicative combinations. A careful graph study generated methods
to obtain a minimal parameter set for thermal network estimation.
Two nodes that have no shared conduction or convection are considered in-
dependent, and any edge directly connecting them is pruned from the graph to
give the simplest representation. Independent ambient nodes such as external
temperatures have infinite capacitance in the thermal network. External nodes
may have unique update functions depending on the simulation and weather
desired for the modeling exercise.
Because diagonal terms in A are linear combinations of the off-diagonal
terms, parameter estimation is only performed for off-diagonals. Parameter-
ization of trees, graphs with no cycles of which Fig. 2.1 is an example, with
combined RC products automatically guarantees a minimal representation of
the system.
Unfortunately this minimal guarantee does not extend to graphs containing
closed cycles. Fig. 2.2 is an example of a graph containing a cycle whose state
space A matrix is shown.
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A =

−( 1R12C1 + 1R13C1 ) 1R12C1 1R13C1
1
R12C2
−( 1R12C2 + 1R23C2 ) 1R23C2
1
R13C3
1
R23C3
−( 1R13C3 + 1R23C3 )
 (2.7)
We arbitrarily select R13C1 to show that one of the six RC products is redun-
dant and can be eliminated by multiplying and dividing the other Ri jCi param-
eters by each other around the cycle:
R13C1 =
R12C1 × R23C2 × R13C3
R12C2 × R23C3 (2.8)
In a graph, each cycle which uses at least one unique edge and passes
through no nodes with infinite capacitance may be used to eliminate one re-
dundant RC product from the estimation problem by multiplying and dividing
around the loop. In general unique edges should be selected for elimination.
Eliminating a shared edge between two cycles joins the two cycles mathemati-
cally through multiplication in the estimation routine which can negatively im-
pact numerical stability. Selecting multiple redundant parameters to prune from
a graph estimation problem should be done such that each redundant RC pa-
rameter lies on a globally unique edge for its respective cycle, and the shortest
available cycle should be chosen for calculation in order to guarantee minimal
parameter cross-sensitivity.
The process is best understood through illustration. The building in Fig. 2.4
contains 5 internal zones with 8 resistances plus one external zone (not drawn)
with 5 resistances connecting to the internal zones. The external zone is as-
sumed to have infinite capacitance and controlled by a weather forcing function.
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This model contains 13 resistances and 5 capacitances, less one, gives 17 unique
parameters to estimate from 21 RC products. As an example, unique edge {1, 2}
can be used in cycle {1, 2, 5} to multiplicatively cancel out an RC product, namely
R12C1 or R12C2. The 4 edges {1, 2}, {2, 3}, {3, 4}, {4, 1} are all unique and can each be
used to eliminate one RC product in order to reduce the number of RC products
to 17 to match the number of unique parameters for the estimation problem.
2.3.2 Disturbance Estimation and Pattern Recognition
Direct sensing of disturbance heat flux is rarely practical in building systems.
However, timing information for disturbances is typically available, so a prac-
tical method is presented to learn disturbances given only timing information
with no prior disturbance quantification. This method could readily be aug-
mented if additional disturbance heat flux data was available.
Looking at the thermal model in Equation (3.3), a change in zone tempera-
ture may be explained away using either connected zones with their respective
temperatures or additive disturbances. In order to get satisfactory estimation
performance this ambiguity must be considered in the filter design lest it man-
ifest problems akin to non-minimal parameterization. The study by Fux [18]
also discussed the concept of multi-mode learning and the importance of char-
acterizing disturbances. Our engineering solution splits the estimation problem
based on the presence of disturbances and manipulates the process covariance
for estimated disturbance parameters based on timing of expected unquantified
disturbances. From a control theory perspective the system does not have time-
invariant observability. However, buildings are time-varying systems that have
16
some periodicity. Looking over a horizon, for example one day for solar dis-
turbances, we can learn constant parameters when no disturbances are present
and learn disturbances after having estimated the constant parameters. This
partitioning enables time-varying observability.
The presented method is not claimed to be optimal, rather it is a practical
solution based on engineering judgment of typical scenarios common in build-
ings. Typically, a system can sense if people are using a building but cannot
measure their heat flux or the equipment they use, likewise it can sense if the
HVAC system is on but not the exact heat flow delivered to a specific room.
The approach attempts to use commonly available timing knowledge to quan-
tify and infer disturbances that are not directly measurable and only partially
predictable, such as u1 or u2 from Equation (3.1).
Learning of disturbances is done in a Markov fashion: the estimator assumes
no knowledge of previous historical disturbance patterns and estimates a new
disturbance value bi at each time step based on the previous time step’s esti-
mate, the dynamic model, and the current measurement. The disturbance states
in the UKF are modeled as constants which have zero-mean Gaussian additive
noise. A characteristic change in the disturbance, such as a heater turning on or
the sun coming up at dawn, violates the zero-mean assumption causing a bias
in the disturbance. In order to track these sudden bias changes using a sim-
ple UKF, the variance(s) correlating to those specific zone(s) disturbances are
inflated to allow the filter to acquire and track the new value. This artificial tun-
ing of the covariance is similar to tuning a forgetting factor in adaptive control
frameworks.
In the Matlab-based simulation, heating or cooling is arbitrarily added to in-
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Figure 2.3: Disturbance Parameter Process Variance Tuning.
dividual zones from 10am to noon, so the covariance is increased around those
times. In the EnergyPlus simulation, the primary unmodeled disturbance is
solar radiation, so the covariance is increased around dusk and dawn. This
variance tuning is visually depicted in Fig. 2.3.
Because the UKF can explain temperature swings by either tuning RC or dis-
turbance values, a multi-mode approach provides a uniform method to split the
estimation problem. In order to acquire good estimates, the UKF is operated in
two modes: A) Acquisition Mode: initially only RC products are estimated by
running the filter at night when solar gains are at a minimum, and B) Moni-
toring Mode: both RC products and disturbances are estimated simultaneously
after RC product estimates have started to converge to constant values.
Disturbance estimates from the entire multi-day learning period are heuristi-
cally combined in order to generate a 24-hour pattern. This disturbance pattern
is then used when predicting the building’s thermal response. The heuristic
pattern recognition algorithm is a simple weighted average described in Algo-
rithm 1.
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Algorithm 1: Disturbance pattern estimation and prediction
1: procedure PATTERNESTIMATION
2: Given:
3: bias(t,i)← estimated bias per iteration
4: weight(i)← disturbance scaling factor
5: timing(i)← disturbance timing
6: bias(k,i)← TimeNormalize(bias(t,i), timing(i))
7: dist(k)←WeightedAverage(bias(k,i),weight(i))
8: procedure PREDICTION
9: Given:
10: weight(i)← predicted scaling factor
11: timing(i)← predicted timing
12: bias(k,i)← Scale(dist(k),weight(i))
13: bias(t,i)← TimeUnNormalize(bias(k,i), timing(i))
The predominant unmodeled disturbance from our EnergyPlus data is radi-
ation from the sun, which is dependent on cloud cover, time of day, season of
year, and other factors. For the purpose of engineering a robust simple solu-
tion we make a realistic assumption that we have a measurement of the average
solar intensity for morning and afternoon and use this for both pattern recog-
nition and simulation predictions. The solar intensity reading is calculated as
the summation of the Environment Direct Solar and Environment Diffuse Solar
variables from EnergyPlus.
By averaging the solar intensity before midday and after midday, two
weights are determined for each day. In order to ensure sufficient signal to
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noise ratio for disturbance pattern estimation, a day’s disturbance estimates are
discarded if the day’s total solar intensity averaged below 35% of the maximum
solar intensity possible for that location.
2.4 Simulation Results
2.4.1 UKF 5-room Simulated Performance
A six-node thermal network, corresponding to five internal zones and one ex-
ternal temperature shown in Fig. 2.4, is used to evaluate the UKF parameter es-
timation and thermal disturbance detection. For this first evaluation, measure-
ment data is generated from a model whose dynamics are structurally identical
to the dynamics used in the UKF. The 5-room models shown here are based
on that in [1], but feature extended explanations, derivations, and simulation
results.
Given five finite capacitances and thirteen resistances, there are a total of
seventeen unique RC products for the UKF to estimate in this model. The exter-
nal temperature forcing function with controlled frequency content is composed
from the sum of a 40 degree peak-to-peak sinusoid with period of one day, a 10
degree peak-to-peak sinusoid with period of 4 hours, and random noise which
allows the temperature to drift from day to day. Resistance and capacitance val-
ues were chosen such that thermal lag in the simulation would be similar order
as thermal lag in a small to medium sized building.
Daily repeating disturbances, which turned on at 10:00 and off at 12:00, are
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Figure 2.4: Left: Five-room building used for simulations, Right: Top
view of node labeled internal thermal network representation.
White lines represent building internal walls. A sixth unla-
beled node acts as an external temperature.
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Figure 2.5: The actual disturbances introduced into system for the two
zones shown in Fig. 2.6 are labeled above as “Truth” and were
repeated on a 24 hour cycle. Dashed lines represent the UKF
4-day average estimate of the disturbances which was used for
predictions in Fig. 2.6. (Deg F)
introduced uniquely into each zone of the house. For the combined RC and
disturbance estimation, 4 days of data is used for training. With the vari-
ance tuning method and pattern recognition, the filter has excellent disturbance
tracking; example tracking of two disturbances are shown in Fig. 2.5. A 48-hour
prediction is then made using the average disturbance and final RC estimates
along with the exact external temperature profile. In a real system inaccuracies
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Figure 2.6: Example 48-hour prediction derived from RC estimates and
estimated daily cyclic disturbances. Gray boxes denote times
where external disturbances were present in the true system.
An external temperature forcing function was composed from
two sinusoids plus low amplitude white noise. (Deg F)
in the weather forecast will degrade the prediction quality. Excellent predic-
tions were made with the estimated model. Fig. 2.6 plots temperatures of two
zones, comparing predictions from the RC only estimation model and the RC
plus disturbance estimation model to the truth model. This evaluation provides
a good indication of the applicability of the UKF to thermal network parameter
and disturbance estimation.
2.4.2 UKF EnergyPlus Performance
Given the excellent performance of the UKF on data generated by the thermal
network model, the UKF was tested on data generated from an EnergyPlus sim-
ulation. Individual data traces show typical estimation performance which is
validated in an aggregated year-long demonstration. This more realistic Ener-
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Figure 2.7: Screenshot from Sustain showing afternoon sun on West Wall.
gyPlus model, shown in Fig. 2.4, has five rooms correlating to the five zones;
realistic data for the floor, wall, and ceiling composition; and windows on the
four exterior walls, which point in the cardinal compass directions. The struc-
ture is simulated with weather and solar radiation for Elmira, NY.
Fig. 2.7 shows the path of the sun on March 9th and the variability of the sun
path over the course of the year that is simulated by EnergyPlus. The graphic
was generated by Sustain, a front-end for EnergyPlus developed by researchers
at Cornell University Program of Computer Graphics [29]. Fig. 2.9 shows the
resulting average disturbances from a four day test where biases are only esti-
mated for the last two days and then combined into a 24-hour pattern. Notice
how the East room is heated in the morning, the West room is heated in the
afternoon, and the South room is heated all day, which correlates nicely with
expected heat from solar radiation. Variations present in disturbance estimates,
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Figure 2.8: (Top) South Zone, (Bottom) West Zone of 48-hour EnergyPlus
predictions (Deg C).
such as the peak during the 12th hour in the South room, are due to actual
weather variations present in the short two day learning period. Estimating dis-
turbances over longer periods of time smooths out these variations. Predictions
utilize the final estimated RC parameters and 24-hr disturbance patterns, zone
initial temperature conditions, predicted external temperature profile, and half-
day average predicted solar intensity. Plots of the 48-hour predictions are shown
in Fig. 2.8. Predictions which utilize solar disturbances have much higher accu-
racy than the RC only predictions. The accuracy of these predictions ground
assumptions made in the thermal network formulation and more importantly
demonstrate the utility of the UKF for system identification of buildings’ ther-
mal envelope.
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2.4.3 UKF EnergyPlus Year Study
Further analysis of the EnergyPlus generated data was conducted by analyz-
ing a total year of data. A unique UKF instance is initialized each day on the
first 357 days of the year and run for 7 days, 3 days in acquisition mode and 4
days in monitoring mode. Then the UKF predicts the building’s response on the
eighth day and is compared against the building’s actual response from Energy-
Plus. This generated 357 sets of learned parameters, bias estimates, and 24-hour
prediction simulations.
Of the total set, 43 simulations resulted in estimation routine errors such as
negative parameter estimates or covariance shrinking to zero causing an UKF
matrix inverse calculation failure. From further analysis, simple estimation
monitoring by a human or addition of heuristic rules to the existing framework
would fix all 43 estimation routine failures. For example over 10 of the failures
occurred because 4 consecutive days had less than 35% solar radiation causing
no disturbance pattern to be learned. Fixing these sorts of numerical issues to
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guarantee 100% reliability in an automated algorithm is outside the scope of
the current study. Results suggest the algorithm could easily be matured for
practical application by adding a number of heuristics.
Using the 314 successful estimation runs, we compared the 24-hour predic-
tion simulations against the building’s truth simulation from EnergyPlus and
found good accuracy—the models have enough fidelity to be used for control.
Over a 12 hour prediction horizon the root mean square (RMS) temperature
prediction error was 1.16°C and over 24 hours the RMS temperature prediction
error was 1.48°C. ASHRAE standards mandate that vertical temperature stratifi-
cation in an occupied zone should be less than 5.4°F (3°C) [30]. Home and office
thermostats often use a dead-band of 4°F (2.2°C) to 8°F (4.4°C). The model’s
prediction errors are well within these design bounds for the 24 hour predic-
tion horizon. In Fig. 2.10 the RMS error for the prediction is shown over time
demonstrating good performance. Increased learning periods of 14 and 28 days
further reduced prediction error but did not drive it to zero—likely because the
simple RC model could not capture the entire fidelity of the EnergyPlus truth
simulation.
Additionally, Fig. 2.11 shows a month-long stable prediction of the East and
West zones based on a model learned from 7 days of data. This long-horizon
prediction uses the same data types as that in Fig. 2.8: correct zone initial tem-
perature conditions, correct external temperatures over the horizon and half
day average solar intensity values over the horizon. The long-horizon predic-
tion accuracy demonstrates the learned model is unbiased, stable, and robust.
To the author’s knowledge, this is the first year-long study of an online UKF
estimating disturbances with parameters and states for a building.
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2.5 Discussion
Results of the UKF estimation and model prediction capabilities have demon-
strated the method as a powerful tool for thermal modeling of building systems.
The simplicity with which a thermal network can be described combined with
the numerical stability and robustness of the UKF are important factors which
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could enable its deployment as a scalable system identification routine for build-
ings’ thermal envelopes.
No physics constraints were applied to ensure RC parameters were positive,
or to inform the bias and disturbance estimation. Realistic estimation of values
was solely dependent on the quality of the chosen thermal model representa-
tion, estimation technique, and measured data. The authors expect that good
results obtained from this paper’s simulations would reflect realistic expecta-
tions of good performance in real world applications given gray-box estimation
demonstrations using real data in other recent studies of specific applications
[18], [19], [22]. In this paper accurate bias tracking was achieved though co-
variance tuning, but this might not be scalable to certain buildings where dis-
turbances occur on erratic schedules, so multiple hypothesis estimation or con-
straints may be augmented with a UKF to provide a more powerful solution
[20], [21].
Further investigation into model selection and fidelity could lead to per-
formance improvements for the UKF depending on the target application
and available computation and sensing hardware. For example, Dobbs [31]
compared accuracy of thermal models across different levels of RC zone
aggregation—leveraging such a tool may aid control-oriented model creation
for the UKF. Extensions to the UKF may offer new opportunities for fault detec-
tion and monitoring [7].
One outstanding challenge remaining with this online estimation technique
is a demonstration of the learned models’ performance with model predictive
controllers in practice. Some studies [19], [2], [9] have begun investigating how
the quality of the learned model affects the performance of predictive controllers
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that use the model. The consensus to date is that intra-zone excitation is nec-
essary in order to learn a building’s internal coupling. Before controlling the
building in a novel way to maximize energy savings, a building’s internal ther-
mal coupling must be known. Deriving methods to monitor the quality of the
measured data and better learn the building’s thermal dynamics on-demand,
by experimentally exciting the building, are the subject of a future paper by the
authors.
2.6 Conclusion
A multi-mode implementation of a multi-zone UKF was presented as a scal-
able and rapidly deployable system identification routine for building thermal
dynamics. Using a 5-room model, the UKF demonstrated the ability to learn
both dynamics parameters for a thermal network and unknown disturbances.
24-Hour predictions from UKF estimated parameters yielded accurate results
which were validated with EnergyPlus simulations using a full year of data. The
UKF, a data-driven, model-based approach, amenable to augmentation with nu-
merical methods, provides a promising step towards a scalable framework to
realize advanced BAS predictive controllers.
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CHAPTER 3
SELF-EXCITATION: AN ENABLER FOR ONLINE THERMAL
ESTIMATION AND MODEL PREDICTIVE CONTROL OF BUILDINGS
3.1 Introduction
Improved control methods have extraordinary potential for energy savings
within building climate systems [3]. To date, the diversity of building climate
systems configuration, usage, and heating/cooling equipment challenges the
scalability and cost effectiveness of improved control methods [4]. Specifically,
improved control generally necessitates a more detailed understanding and in-
sight into the system’s behaviors. Unfortunately, the data typically collected
from buildings, which lack adequate excitation, often does not contain enough
information to learn a control-oriented predictive model [32], [33], [5], [34], [9].
Based on our previous work [2], by adding self-excitation via HVAC actuators,
we propose a managed online framework for model estimation and active learn-
ing that is scalable to a wide range of buildings.
It is widely recognized that obtaining the process model is the most time con-
suming task in application of advanced model-based control techniques. This
paper focuses on methods to acquire a building model. Passive learning, iden-
tification, or adaptation requires sufficient excitation [35, §5.2]. In-situ measure-
ment data often does not contain enough information, so active learning and
identification must excite the control signals to increase the information content
in measured data. However, blind excitation can be disruptive and must be in-
telligently executed. In summary, we desire methods that meet following crite-
ria (a) pinpoint crucial or potentially detrimental model uncertainties; (b) excite
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only modes that reduce crucial or potentially detrimental model uncertainties;
and (c) maintain excitation within acceptable, non-disruptive operational limits.
As has been investigated by numerous researchers [36], [37], [38], [38], [39],
[40], [41] Model Predictive Control (MPC) provides a practical method to min-
imize energy while ensuring occupant comfort in the presence of changing
weather and disturbance uncertainties. Unfortunately, due to the difficulty in
obtaining an accurate model for both the thermal dynamics and disturbances
of buildings, model predictive controllers are typically absent from Building
Automation Systems (BAS) [12], [4]. The level of insight, complexity, and tun-
ing required to deliver a high performance BAS is labor and expertise inten-
sive; therefore, heuristic and intuition-driven approaches are not scalable or
economical for most buildings [42]. Furthermore, poor disturbance, thermal,
or occupancy models can cause MPC to perform worse than a typical ther-
mostat as temperature predictions are sensitive to model parameter accuracy
[37], [43], [44], which necessitates acquiring accurate thermal models and dis-
turbance models of buildings.
Passive learning and identification techniques take many forms but typically
do not have data with sufficient information content for accurate model infer-
ence. Typical learning methods fall into various categories such as offline or
batch model fitting [45], Recursive Least Squares [46, 33, 1], stochastic grey-box
models [47, 19], and adaptive control techniques [18]. If the data provided to
these methods does not contain information content necessary to infer an accu-
rate model, any passive technique is relegated as not applicable.
Learning the dynamics of any system from measured data requires excita-
tion of the given system; without sufficient excitation, the system parameters
31
are unobservable. Privara highlighted three main challenges in data-driven
modeling for MPC: 1) data violates typical persistent excitation requirements,
2) increased model complexity increases length of learning time and suitable
experiments may be expensive, 3) measured temperature signals are often co-
linear [32]. As detailed throughout the adaptive control literature, without suf-
ficient excitation, catastrophic parameter estimate drift may occur [35, §5.2 &
§8.3]. Excitation must be sufficient to achieve the signal to noise ratio and infor-
mation content required for parameter estimation. Active excitation techniques
can reduce plant/model mismatch by using input signals to actively excite and
perturb the system. System identification techniques design excitation signals
using sum of sinusoids or pseudo-random binary inputs [48], [49], [50], [51].
Similarly, extremum seeking uses a dithering signal to estimate the objective
function gradient [52]. In general these brute force excitation techniques can be
costly and disruptive to the desired system operation. As a result, optimal ex-
periment design seeks to minimize model uncertainty and excitation power or
energy [53].
Various excitation schemes have incorporated prior knowledge of the sys-
tem and examined ways to improve the information content of measured data.
Building systems are part of a class of poorly excited systems [54]; a Bayesian
framework provides a natural way to incorporate prior information [34]. Active
learning methods use prior information to focus excitation on uncertain aspects
of the model. However, such techniques lack a feedback loop that adapts to
incorporate information accumulated from system operation [55] and minimize
the cost and disruption of excitation.
Techniques are needed to balance the cost of exploration with the benefits of
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exploitation, which is a common theme in reinforcement learning [56]. The clas-
sic example is multi-armed bandit problem, the essence of which asks: should
the current estimate be exploited for currently best-known control, or should the
current estimate be improved via exploration such that the improved estimate
can be exploited for future improved control. The overall problem can also be
viewed from a Design of Experiments (DOE) perspective where we wish to de-
sign optimal or efficient experiments that extract the most new information pos-
sible while consuming the least energy, minimally disrupting occupants, and
not violating any physical hardware constraints [57]. In an operational build-
ing, induced excitation is often necessary—due to poor zone segregation, bad
signal to noise ratio, or poor data observability—but difficult to manage with-
out wasting energy or annoying occupants [32]. Li, who wrote one of the most
recent extensive literature surveys on building modeling for control and opera-
tion, concluded that generation of appropriate excitation signals while consid-
ering the characteristics and constraints of building energy systems is an urgent
research topic [5]. Studies to date have demonstrated the importance of self-
excitation and shown the benefits of a learned model coupled to MPC. However,
a comprehensive framework that learns over time and automatically identifies
appropriate self-excitation has yet to be presented.
We propose a framework for online self-excitation of the HVAC system that
provides the information necessary to learn and update building models while
not wasting energy, unnecessarily disrupting occupants, or harming equipment.
By building upon our initial study presented in [2] the main contributions of this
paper include:
• Development of an Experiment Generator that determines, based on the
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current model, which zones should be excited;
• Development of an Experiment Selector that automatically selects and
runs experiments while obeying energy and occupant constraints;
• Observability analysis confirming and explaining the basis for our excita-
tion approach.
The Experiment Generator and Selector are wrapped into an overall on-line
framework that includes an UKF and MPC for estimation and control.
We propose a framework to demonstrate the utility of coupling gray-box
estimation methods with predictive controllers to create an online deployable
BAS. After a brief explanation of the chosen underlying thermal model and
Kalman Filter parameter estimate representation, we highlight the Model Pre-
dictive Controller with soft-constraint temperature bounds, excitation genera-
tion, and estimation monitoring. A 2-zone building simulation is developed to
demonstrate the entire framework actively learning, improving occupant com-
fort, and reducing energy use compared to a baseline thermostat controller. An
observability analysis sheds light on what mathematically occurs during self-
excitation of the building. We conclude by discussing limitations of our frame-
work and directions for future research.
3.2 Thermal Model Estimation
The thermal model, estimator, and controller shown below expand upon that
presented in our early investigation [2] and provide a basis upon which to de-
rive the online framework for self-excitation.
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3.2.1 Building Energy Model and Parameterization
In general, we consider an explicit building energy model taking the form
x˙ = f (x, u1, u2, p, q) (3.1)
z = h(x, u1) (3.2)
where the states x relate energy and mass quantities (e.g. temperature and hu-
midity), u1 are measured/known inputs (e.g., heater output), u2 are unmea-
sured inputs (e.g., solar load, plug load, infiltration), p and q are selected un-
certain model parameters, and z is the measured output (e.g. zone tempera-
ture/humidity).
Naturally, this model is designed to approximate the dominant phenomena
of a true building energy system. For this paper, a thermal network model is
used to represent heat and mass transfer among nodes of a graph [8], [11], [18],
[22], [25]. For the sake of simplicity, this paper makes well-accepted simplify-
ing assumptions for radiative heat transfer and mass transfer—a simple linear
approximation enables it to be lumped with conductive heat transfer [23]. Sim-
ilarly, this study assumes a low-humidity, heating dominant climate, and thus
neglects humidity. However, the framework could readily be augmented to in-
clude the effects of nonlinear radiative heat transfer and humidity [24].
The temperature rate of change of zone i due to connection(s) with zone(s) j
and disturbance bi is
T˙i =
∑
j
(T j − Ti)/(Ri jCi) + bi/Ci (3.3)
Convection, conduction, and mass transfer heat flux (watts) into zone i is con-
tributed from the temperature differential relative to connected adjacent zone(s)
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j divided by the thermal resistance Ri j (degree/watt) plus an additive distur-
bance term bi (watts)—for this study it is assumed that each zone has indepen-
dent heating control. (Note: unless otherwise mentioned, subscripts denote zones.)
The heat flux and thermal capacity Ci (joule/degree) affects the time-based tem-
perature rate of change T˙i. Following units through the multiplication of resis-
tances (degree/watt) and capacitances (joule/degree) shows that RC products
have units of seconds. The RC products represent time constants relating adja-
cent nodes in the RC network.
The derived representation for temperature change due to heat transfer is
mathematically analogous to voltage change due to current flow in a resistor-
capacitor network. This formulation can be expanded to build a full linear state
space representation of the thermal dynamics
˙¯T (t) = AT¯ (t) + Bu¯(t)
A =

Ai j = 0, ifi , j, (i, j) < E
Ai j = 1CiRi j , ifi , j, ∈ E
Ai j = −∑l,i Ail, ifi = j,
B = diag1...n{bi/Ci}
(3.4)
where each thermal zone is a node in the RC network. Matrix A represents the
heat exchange between zones, T¯ (t) is a vector of node temperatures, B represents
the total heat output of the heater per zone, and u¯(t) is the control vector describ-
ing the fraction of the heater’s output varying between 0 and 1. The formulation
of matrix A is included because its structure is used later in the self-excitation ex-
planation. For a general thermal network with n nodes, the A matrix can be con-
structed in Equation (3.4) as a simple undirected weighted graph with: nodes
N := {1, 2, · · · , n} that are assigned capacitances Ci and temperatures Ti; edges
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E ⊂ N×N that connect adjacent nodes; and weights {Ri j ∀ (i, j) ∈ E : Ri j = R ji} that
are assigned resistances. Lastly, the diagonal matrix B is defined per node by
the maximum heater output bi divided by the thermal capacitance Ci as shown
in Equation (3.4). External temperature is modeled as a node in the thermal
network with infinite capacitance whose temperature is modified by a weather
forcing function.
For all tests the state space system is integrated at one minute inter-
val time-steps with Euler integration to allow discrete-time filter implemen-
tation. Parameter estimation with the Kalman Filter is achieved by aug-
menting the temperature states T¯ =
[
T1 · · · Tn
]>
with unique parameters
p¯ =
[
(RC)1 · · · (RC)m
]>
and disturbances q¯ =
[
(b/C)1 · · · (b/C)l
]>
together
in the state representation xˆ =
[
T¯> p¯> q¯>
]>
. For the purposes of estimation,
the full discrete-time stochastic system is
T¯ (k + 1) = A( p¯(k))T¯ (k) + B(q¯(k))u¯(k) + w¯1(k)
p¯(k + 1) = p¯(k) + w¯2(k)
q¯(k + 1) = q¯(k) + w¯3(k)
z¯(k) = T¯ (k) + ν¯(k)
(3.5)
where w¯1(k) represents process noise, w¯2(k) represents estimation uncertainty in
RC parameters, w¯3(k) represents process noise for disturbances, and ν¯(k) repre-
sents measurement noise. Artificial process noise for the constant parameters,
denoted w¯2(k), allows the filter to change its estimate of these values through
time and allows the filter to track the true time varying disturbance. The set of
process noise terms w¯1(k), w¯2(k), and w¯3(k) are stacked as defined by the state xˆ.
All noise terms are assumed zero mean, Gaussian, white, and stationary. This
representation results in multiplication and division of estimated parameters
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through the dynamics function. Specifically, temperature is being multiplied by
RC parameters necessitating non-linear estimation techniques.
Measurement noise is specified based on the accuracy of the temperature
sensors. Process noise is specified for the temperature states based on the level
of zone aggregation used while the RC and disturbance process noise is set to an
artificial value greater than zero in order to allow the filter to vary its estimate of
these parameters through time. Increasing process noise level for any parameter
indicates that the model is not confident of its ability to describe the process
evolution of that parameter. Disturbances, which by their nature the model is
not explicitly capturing, are biased and vary with time. In order to estimate
the disturbances over time, their noise level is set to be non-zero. Because the
RC values should be fairly constant, while the disturbance bias may change
throughout the course of a day, the noise level for RC parameters should be
much smaller than for disturbances.
A minimal set of independent parameters must be specified for filters
to enforce the system dynamics during parameter estimation [27]. Over-
parameterization causes unidentifiable parameter manifolds or extra degrees
of freedom and can result in violation of dynamics constraints and physics laws
such as conservation of energy. In machine learning and system identification,
indeterminate degrees of freedom can cause overfitting where the model learns
the noise instead of the dynamics of interest. In estimation theory, parameter ob-
servability requires that the Fisher information matrix be invertible—redundant
parameters or over parameterization breaks this observability criterion result-
ing in an unobservable subspace [28].
For any thermal network without heat flux information, the total number of
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unique parameters is one less than the sum of the total number of resistances
and capacitances. RC products are estimated together in order to reduce the
non-linearity of the estimation problem. However, by estimating RC products,
extra parmaters are mathematically introduced into the estimation problem due
to the multiplicative combinations.
Two nodes that have no shared conduction or convection are considered in-
dependent, and any edge directly connecting them is pruned from the graph to
give the simplest representation. Independent ambient nodes such as external
temperatures have infinite capacitance in the thermal network. External nodes
may have unique update functions depending on the simulation and weather
desired for the modeling exercise.
Because diagonal terms in A are linear combinations of the off-diagonal
terms, parameter estimation is only performed for off-diagonals. Parameteriza-
tion of trees, graphs with no cycles, with combined RC products automatically
guarantees a minimal representation of the system.
Unfortunately this minimal guarantee does not extend to graphs containing
closed cycles. In a graph, each cycle which uses at least one unique edge and
passes through no nodes with infinite capacitance may be used to eliminate
one redundant RC product from the estimation problem by multiplying and
dividing around the loop.
The parameterization process is best understood through illustration. The
building in Fig. 3.4 contains 2 internal zones with 1 resistance plus one external
zone with 2 resistances connecting to the internal zones. The external zone is as-
sumed to have infinite capacitance and controlled by a weather forcing function.
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This model contains 3 resistances and 2 capacitances, less one, gives 4 unique
parameters to estimate. By parameterizing the tree as described, four unique
RC products are defined p1 = R12C1, p2 = R13C1, p3 = R12C2 and p4 = R23C2, and
two controlled heater coefficients are defined q1 = b1/C1 and q2 = b2/C2.
3.2.2 UKF Estimation Procedure
Figure 3.1: Thermal Model Estimation Overview.
Merging data measured from the building, knowledge about disturbances,
and first-principles parameterization of the building’s topology inside an on-
line estimation algorithm provides us with a scalable framework (Fig. 3.1) that
can be deployed on buildings. Temperature states are included in the estimation
routine because temperature measurements in buildings are not perfect: sensors
may be slightly miscalibrated, an air volume may not be thoroughly mixed, and
individual thermal zones may have some unobservable temperature gradient.
Parameter estimation of the augmented state xˆ is achieved in the Kalman Filter.
As shown in Equation (3.5), the state dynamics function multiplies parameters
p¯ by temperatures T¯ necessitating non-linear estimation techniques. An Un-
scented Kalman Filter (UKF) provides a numerically stable and near-optimal
way to estimate parameters, disturbances, and temperature states through the
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non-linear Prediction step. The measurement function is linear because each
temperature is directly measured, so the regular linear Kalman Filter equations
are used for the measurement Update step. For thorough UKF derivation and
explanation, please see [58] and [59]. For clarity, the UKF Prediction step and
KF Update steps are included below.
The UKF uses the Unscented Transform to pass a distribution through a
nonlinear transform. Specifically the UKF samples (2n + 1) points in the dis-
tribution, evaluates each point through the non-linear transform and then re-
combines these points to generate a transformed mean and covariance. The
samples, called sigma points, are evenly spaced to capture at least the first and
second order moments of the distribution and are weighted such that the covari-
ance and mean of the samples matches that of the original distribution. After
being mapped through the non-linear transform the resulting points are multi-
plied by their assigned weights to determine the transformed mean and covari-
ance. (Note: For brevity in the following Kalman Filter formulations, notation
deviates from the modeling section: subscripts denote time rather than node
indices.)
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Predict:
λ = α2(L + κ) − L
χ0,k−1|k−1 = xˆk−1|k−1
W (m)0 =
λ
L+λ
W (c)0 =
λ
L+λ + (1 − α2 + β)
For: i = 1, · · · , L
χi,k−1|k−1 = xˆk−1|k−1 + (
√
(L + λ)Pk−1|k−1)i
For: i = L + 1, · · · , 2L
χi,k−1|k−1 = xˆk−1|k−1 − (
√
(L + λ)Pk−1|k−1)i−L
For: i = 1, · · · , 2L
W (m)0 = W
(c)
0 =
1
2(L+λ)
χk|k−1 = f (χk−1|k−1)
xˆk|k−1 =
∑2L
i=0 W
(m)
i χ
k|k−1
i State Estimate (a priori)
Pk|k−1 =
∑2L
i=0 W
(c)
i [χ
k|k−1
i − xˆk|k−1][χk|k−1i − xˆk|k−1]> State Covariance
Update:
y˜k = zk − Hk xˆk|k−1 Innovation
S k = HkPk|k−1H>k + Rk Innov. Covariance
Kk = Pk|k−1H>k S
−1
k Optimal Kalman Gain
xˆk|k = xˆk|k−1 + Kky˜k State Estimate (a posteriori)
Pk|k = (I − KkHk)Pk|k−1 State Covariance
(3.6)
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For the filter dynamics function f (), temperature state dynamics follow the
previously derived thermal model in Equation (3.5) while the RC and distur-
bance parameters are modeled as constants. Artificial process noise for the con-
stant parameters, w¯2(k) and w¯3(k), allows the filter to change its estimate of these
values through time and allows the filter to track the true time varying dis-
turbance. The set of process noise terms w¯1(k), w¯2(k), and w¯3(k) are stacked as
defined by the state xˆ and drawn from distribution Q. The measurement noise
terms ν¯(k) are drawn from distribution R. The standard values of α = 10−3,
κ = 0, β = 2, typical for a Gaussian distribution, were used to generate the
samples χ and weights W. The samples are recombined to give the a priori state
and covariance estimates. Note that λ and W can be reused so only the χ terms
need to be recalculated each iteration. The measurement function of the thermal
network is linear as we are directly measuring temperatures, so H is simply an
n row identity matrix (provided all temperatures are measured) padded with
columns of zeros for the parameters.
The Kalman Filter internally maintains a covariance Pk of the current state
estimate xˆk. This covariance is a measure of the accuracy of the state estimate,
which equates to the probability density function of the state estimate in a recur-
sive Bayesian estimator. The Kalman Gain Kk is computed based on the infor-
mation present in the measured outputs. Through the Update step, the Kalman
gain will cause the state estimate and covariance to be modified only if the mea-
surement provides new information. In this manner the estimation technique
is probabilistic. It is maintaining a thermal model with probabilities attached to
each internally estimated parameter and updates estimates and corresponding
error probabilities only if measurements provide new information.
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Based on the accuracy of sensors R (measured temperatures), accuracy of
model Q, and efficiency of estimator, the Cramer-Rao Lower Bound (CRLB) pro-
vides a minimum error covariance for the state estimate and is bounded by the
inverse of the Fisher information matrix (FIM). The FIM can be thought of as a
quantification of the maximum available information about a parameter. As the
FIM tends towards infinity the CRLB tends towards zero. In general the CRLB
can be written in recursion with the KF based on the information present in all
previous measurements, but for a non-linear system a closed form explicit so-
lution is not available [28]. The FIM can be written in an analogous form to the
Observability Grammian [60] which provides an alternative perspective—are
the system’s internal parameters observable given the available measurements.
The following section derives an observability matrix which can determine the
model parameters that information is available for in a given measurement.
Given the system state, the observability matrix correlates information in the
current measurement to the respective model parameters.
In order to build an observability matrix, a linear approximation of the sys-
tem parameter’s observability, discrete-time F and C matrices were formed us-
ing the true values of the state x and parameters p at the current time step k.
The state space F matrix is built as a state transition matrix by calculating the
matrix exponential of the Jacobian of the dynamics for the augmented state and
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parameters vector.
F(k) = Φ(k + 1, k)
= exp
(dA
dx
∣∣∣∣∣
x(k)
)
∂A
∂x
=

∂ f1
∂T1
· · · ∂ f1
∂Tn
∂ f1
∂p1
· · · ∂ f1
∂pm
∂ f1
∂q1
· · · ∂ f1
∂ql
...
. . .
...
...
. . .
...
...
. . .
...
∂ fn+m+l
∂T1
· · · ∂ fn+m+l
∂Tn
∂ fn+m+l
∂p1
· · · ∂ fn+m+l
∂pm
∂ fn+m+l
∂q1
· · · ∂ fn+m+l
∂ql

(3.7)
The state space C matrix is simply an identity matrix for the measured temper-
ature states padded with zeros.
C =
[
In×n 0n×m 0n×l
]
(3.8)
A discrete time observability matrix was built using the standard form
O(k) =
[
C CF(k)) · · · CF(k)n+m+l−1
]
. (3.9)
By examining the rank of O(k) one can determine how many parameters are si-
multaneously observable. Numerically rank is computed by determining linear
independence of columns in the matrix and uses a small value  to as a mini-
mum threshold for the magnitude of the cross product of column vectors. Thus
rank returns an integer number. If the rank of the observability matrix is less
than the total number of states, then the system is not fully observable. The
directions of the column space (also known as image or range) define which
parameters information is available for in the measurement.By examining the
nullspace vectors, one can determine which parameters are not observable.
In the presented KF formulation, the observability matrix, and by associa-
tion the FIM, is dependent on the true state x that evolves through time. Intu-
itively this makes sense, if all temperatures are co-linear, no information about
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heat transfer between zones can be inferred, but if at a later time, the temper-
atures are perturbed, information about heat transfer can be inferred. Mathe-
matically this means that without sufficient excitation, the parameter error lies
in the null-space of the auto-covariance [35, Theorem 5.2.5]. Maximizing Fisher
Information is one key metric for optimal experiment design and will be revis-
ited in the excitation formulation section. The Kalman Filter maintains estimate
covariances through time and updates estimates when measurements contain
new information. One interesting question about excitation will be: is a build-
ing system fully time-invariant observable when excitation is applied. That is,
is information provided about all states when excitation is present, or is the sys-
tem simply time-varying observable such that an estimator with memory can
explore the system parameters through targeted experiments and over time cre-
ate an overall model of the system.
The probabilistic thermal model which includes parameter estimates and
associated error covariances provides additional control options. MPC uses the
current state and parameter estimates along with occupancy and weather fore-
casts to anticipate future disturbances and usage when computing control ef-
forts. The parameter estimate error covariances could be leveraged in a robust
MPC implementation that uses chance constraints to bound temperature excur-
sions based on the current estimated model fidelity [61]. For example, particles
could be sampled from the model’s parameter distributions such that the ex-
pected value matches the current parameter estimate. Simulating these parti-
cles forward through time and conservatively selecting control efforts that sat-
isfy all particles provides a robust MPC solution that leverages the probabilistic
thermal model. Additionally, scenario-based MPC provides a less conservative
alternative for trajectory planning of control inputs that also could leverage the
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probabilistic thermal model [62].
3.3 Controller Architecture
3.3.1 Baseline Thermostat Control
To evaluate the performance of model-based control, a baseline thermostat con-
troller, similar to what is widely deployed in most current buildings, was de-
veloped for the simulation. A winter office building heating scenario was cho-
sen for the simulation study. Minimum and maximum temperature set points
were chosen for occupied and unoccupied building zones and tied to a schedule
which the controllers could use.
Additionally a turn-on preheat time schedule was added to the temperature
profile for the thermostat controller. This preheat buffer time was sized to match
the time the heater would take to heat the building from its unoccupied temper-
ature set point to its occupied temperature set point if the outside temperature
was 32 degrees. Additionally a hysteresis timer of 15 minutes between turn-
on/turn-off events was included to prevent the controller from chattering on
and off at every integration time step. Alternatively a Proportional-Integral con-
troller could have been used, but would have required the same preheat buffer
and performed similarly to the thermostat for our simple 2-zone building.
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3.3.2 Model Predictive Controller
A model-based control method is presented to demonstrate the efficacy of an
improved system thermal model. A Model Predictive Controller (MPC) com-
putes an optimal control input trajectory over time to minimize some cost func-
tion over a specified horizon given state and dynamics constraints. MPC oper-
ates by applying only the current time step control effort and then recomputing
the optimal control effort trajectory at the next time step and repeating. Uti-
lizing occupancy, weather forecasts, and variable time-of-usage energy costs,
the MPC algorithm can anticipate future disturbances to use minimal energy or
incur minimal monetary expense while preserving occupant comfort. Because
the control trajectory is recomputed at each time step, the controller is robust to
unmodeled disturbances and weather forecast inaccuracies. The following sec-
tion formulates the optimization function solved at each time step in our MPC
implementation.
The formulations given here follow standard convention as presented in
[63]. The MPC developed will minimize energy use, saving money, and bound
occupant discomfort by ensuring temperatures stay within comfort bounds.
The following section starts with a simple quadratic cost and then adds in time-
varying temperature bounds for occupant comfort. Energy cost is assumed uni-
form; time of use charges could readily be added for industrial users.
Dynamics constraints for this problem are based on the thermal model esti-
mated by the UKF. External weather, given at time step intervals by the most re-
cently available prediction, is considered a constrained state and thus included
as an additive term Textin order to minimize the state dimension. An execution
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Figure 3.2: Combined framework for parameter estimation, control, and
self-excitation.
time step interval of 15 minutes was selected. The discrete state space system is
T (k + 1) = AT (k) + BextText(k) + Bctrlu(k) (3.10)
where T (k) is the temperature vector, u(k) is the control input, A and Bext are
populated with RC parameters pk, and Bctrl is populated with heat coefficients
ql that are learned by the UKF. All control inputs ui(k) are subject to the con-
straint set 0 ≤ ui(k) ≤ 1, and T (0) is set to the current temperature.
Equation (3.11) gives an example cost function J to be minimized over hori-
zon h given n controllable temperature states. It is composed of a reference
quadratic (2-norm) tracking term multiplied by weight Q plus a 1-norm control
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effort term multiplied by weight R.
min
u(1)···u(h)
J
J = Q
√
1
nh
h∑
k=1
(T (k) − r(k))>(T (k) − r(k)) + R
h−1∑
k=0
|u(k)|
Subject to:
T (k + 1) = ΦAT (k) + ΓBextText(k) + ΓBctrlu(k)
0 ≤ ui(k) ≤ 1
Given numerical values for vectors:
Text,T (0), r
(3.11)
Utilizing the given constraints and cost function, the MPC problem can be
posed as a convex optimization problem and solved in Matlab using CVX [64],
[65]. Experimentation showed the Gurobi solver [66], available as third-party
solver supported by CVX, to be 2 to 10 times faster at solving the MPC problem
than CVX’s pre-configured SeDuMi or SDPT3 solvers.
3.3.3 Soft Constraints
The cost function given in Equation (3.11) works well for pure reference tracking
but poorly for typical energy saving climate control where one only desires that
the temperature be kept between two bounds. References [63] and [67] present
an alternative method utilizing soft-constraints. Hard constraints, such as keep-
ing the temperature between upper and lower bounds, do not work well for
dynamical system outputs because they can make the problem unsolvable un-
der normal operational conditions. Consider if a thermal disturbance pushed
the temperature far enough outside of the hard bounds that the temperature
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bounds could not be met at the next time step. In such a scenario the solver
would fail to calculate an output. Simply speaking, the maximal or minimal
control effort applied for one time step would fail to allow the system to sat-
isfy the hard temperature constraints, and thus the controller would do noth-
ing. By using soft constraints the controller is robust to this failure condition. If
too far outside the bounds, the controller would simply apply maximal hard-
constrained control effort until the temperature is within the soft-constraint
bounds.
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Figure 3.3: Comparison of temperature cost functions.
A comparison of quadratic (2-norm regulating 70°), soft-constraint (2-norm
regulating between 68°and 72°) and hard-constraint (bounded between 68°and
72°) penalty functions are shown in Fig. 3.3. A naive method of mathemati-
cally writing the soft-constraint might be given by JQ = ||min (T (k) − Tmin, 0)||2 +
||max (T (k)−Tmax, 0)||2 and preclude the use of any convex solver due to the min-
imum and maximum functions. By introducing an n × h size vector of slack
variables w, the soft-constraint can be fully formulated in a convex cost function
as shown in Equation (3.12). Note that T (k) is vector of length n so T , w, rmin, rmax,
and u are all size n × h. An additional cost to go term was included in J where
r(k) = (rmin(k) + rmax(k))/2. Given the discrete nature of the problem coupled with
control constraints, the cost to go term helps the temperature to tend toward the
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middle of the bounded range.
min
u(1)···u(h),w(1)···w(h)
J
J = Q
√
1
nh
h∑
k=1
w(k)>w(k) + R
h−1∑
k=0
|u(k)| + Qto go
√
1
n
(T (h) − r(h))>(T (h) − r(h))
Subject to:
T (k + 1) = ΦAT (k) + ΓBextText(k) + ΓBctrlu(k)
0 ≤ ui(k) ≤ 1
T (k) + w(k) ≥ rmin
T (k) − w(k) ≤ rmax
w ≥ 0
Given numerical values for vectors:
Text,T (0), rmax, rmin, r
(3.12)
This minimization routine is solved at each time step in the MPC algorithm.
The control calculated for the first timestep, u(1), is used. If computation is not
real-time, longer time steps or the control effort calculated over multiple time
steps u(1) · · · u(i) can be applied, where i is greater than the time required to
calculate the next iteration of the controller minimization routine.
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3.4 Matlab Simulated Test Building
3.4.1 Two-Zone Model
Most buildings do not have uniform usage. Office buildings, schools, and stores
are generally occupied during the work-day while apartments and houses are
generally occupied on nights and weekends. This non-uniform usage in the
presence of varying external temperatures is what allows predictive controllers
to outperform thermostat controllers—given a weather prediction and the cur-
rent state, they can better anticipate how the building should be controlled. Our
heating control example reflects the typical usage of a heated 2-zone office build-
ing in winter that is occupied during the day and vacant at night. The 2-zone
building presented here was originally developed in [2].
Fig. 3.4 shows a diagram of the RC network representing the building while
Table 3.1 contains the numeric values used in the main MPC versus thermostat
simulation study. Values were chosen to correlate with typical cooling and heat-
ing time constants for a building measured in degrees Fahrenheit. Notice how
zones 1 and 2 are weakly connected: R12 has a higher thermal resistance than ei-
ther R13 or R23. This may seem odd, but in fact is a realistic common occurrence,
especially for buildings that have additions. The zones might share one wall
with each other while each having 3 external walls plus a roof causing easier
heat exchange inside to outside than from zone to zone in the building. Using
the parameterization previously described, the UKF estimates 4 RC parameters,
2 additive heat terms, and 2 internal temperatures and has measurements of
the 2 internal temperatures, the external temperature, and the internal heater
control effort.
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Figure 3.4: Two-zone RC network plus heaters b1, b2.
Table 3.1: Two-Zone Model Parameters
Variable Quantity Numeric Value Units
T1(0) Zone 1 initial temperature 70 °F
T2(0) Zone 2 initial temperature 70 °F
Text(0) External zone initial temperature 20 °F
C1 Zone 1 capacitance 17 105 joule/°F
C2 Zone 2 capacitance 10 105 joule/°F
R12 Zone 1/2 resistance 150 10−5 °F/watt
R13 Zone 1/3 resistance 60 10−5 °F/watt
R23 Zone 2/3 resistance 100 10−5 °F/watt
b1 Zone 1 heater output 0.18 105 watts
b2 Zone 2 heater output 0.22 105 watts
Weather was designed with controlled frequency content to provide an up-
per bound, high level of external excitation; if the synthesized weather does not
sufficiently excite the building to provide information to estimate all parame-
ters in the building, then actual weather certainly will not sufficiently excite the
building. Synthetic weather was formulated as the sum of two sinusoids plus
an occasional temperature bias and additive random noise. The main sinusoid,
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24 hour period and 20 degree peak to peak amplitude, provided daily fluctu-
ation while the secondary sinusoid, 4 hour period and 5 degree peak to peak
amplitude, provided slight variations throughout the day. Occasional temper-
ature biasing mimicked hot-front and cold-front temperature swings. In order
to demonstrate that the predictive controller was robust to non-perfect weather
forecasts, MPC weather predictions were made from the daily sinusoid and bias
but not the 4 hour sinusoid or the additive random noise.
3.4.2 Unobservable Parameters
To better illustrate the reliability issues mentioned in the introduction and mo-
tivate the self-excitation and monitoring routines, examples of two failed pa-
rameter estimation attempts from particularly bad data sets were included (Fig.
3.5). Both examples were conducted by learning four RC parameters of a 2-zone
model over a 3 day period: passive dynamics for the first day and active heat-
ing for remaining two days. Fig. 3.5.A, based on model in Table 3.1, shows
one parameter whose covariance shrunk when heating commenced but whose
estimate did not converge on the correct value. Fig. 3.5.B, based on a different
model with small thermal resistance between zone 1 and 2, shows a parameter
whose estimate became negative when heating commenced. These poor esti-
mates are not an artifact of initial parameter seeding: notice how initializing
the parameter value to be larger than the correct value did not prevent the es-
timator from guessing a negative value. Correcting such problems requires a
better excitation signal in the measured data. In the proposed framework, the
monitoring routine would detect a negative parameter or run a bank of filters
to detect a lack of consensus on a parameter estimate and with self-excitation
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attempt to converge on a better parameter estimate.
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Figure 3.5: Poor parameter estimation with UKF. Initial passive learning
for the first day, heating commences at end of day one. Param-
eters estimated are RC products which have units of seconds.
A.) (left) Parameter covariance shrinks with poor estimate, B.)
(right) Parameter estimate becomes negative.
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Figure 3.6: MPC errant behavior is due to bad model parameters.
Thermal models with very bad parameter estimates cannot be reliably used
for MPC. Using the parameters poorly estimated for the model in Table 3.1, a
simulation was run comparing MPC performance against a baseline thermo-
stat. MPC controlled zone 1 well but control of zone 2 was errant, see Fig.
3.6. The model contained bad parameters for the edge connecting zone 1 and
zone 2, which caused MPC to attempt to apply extra heat to zone 1 by heat-
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ing zone 2 to its upper temperature bound. MPC’s poor performance, despite
obeying temperature bounds, caused 30% more energy to be used compared
to the well-tuned thermostat controller. Results such as these necessitate both
self-excitation and monitoring routines to be part of the online estimation and
control framework.
3.5 Self-Excitation and Monitoring
3.5.1 Overall Framework
Proper operation of MPC is dependent upon a good thermal model of the build-
ing. It is also widely recognized, however, that obtaining the process model is
the single most time consuming task in the application of model-based con-
trol [68]. Due to the inherent low level of excitation typically present in most
buildings, active learning is an essential component to a robust online system
identification routine [32]. Another perspective to view the problem is as a
need to weed out candidate models. That a scientific theory may be falsified
by contradicting evidence but never validated by corroborating evidence was
elaborated on by the philosopher Karl Popper [69]. The information contents in
the observed data corresponds exactly to the set of models that are falsified by
the observed data. The more informative data is, the larger is the set of candi-
date models that can be falsified [70]. In summary the experiment should be as
short as possible and should disrupt the process minimally. In machine learning
this is a classic problem tradeoff between exploration and exploitation, should
the current estimate be exploited for currently best-known control, or should
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the current estimate be improved via exploration such that the improved esti-
mate can be exploited for future improved control. The overall problem can be
viewed from a Design of Experiments (DOE) perspective where we wish to de-
sign optimal or efficient experiments that extract the most new information pos-
sible while consuming the least energy, minimally disrupting occupants, and
not violating any physical hardware constraints [57]. Formulations derived in
this section explore various designs, all of which obey operational building con-
straints while providing alternative views of selecting the most relevant new
information to extract by self-excitation of the building.
For actively heated and cooled buildings, this active learning can be accom-
plished by self-exciting the building’s thermal dynamics. The goal is to find
which system input to excite in order to reduce the uncertainty of a parameter.
This can be accomplished by finding which zone is associated with a parameter
of interest and exciting the zone’s actuator. A combined learning, control, and
self-excitation framework has been proposed in Fig. 3.2, which was built from
a typical MPC system and augmented with the self-excitation components: Ex-
periment Generator and Selector.
Functionally speaking the Generator provides a listing of parameters that
are poorly known in the thermal model and the Selector chooses an appropriate
time to actively learn those parameters by exciting the system. Specifically the
Experiment Generator uses covariance and model sensitivity criteria to corre-
late poorly known parameters, back to physical zones that can be excited. Given
the building state and forecasted conditions, the Experiment Selector evaluates
whether it makes sense to excite any physical zones, at a given time, by modify-
ing temperature set points over a short horizon. The goal is to not significantly
58
disrupt occupants or waste energy while trying to improve the learned model.
The following sections cover these active learning functions.
3.5.2 Experiment Generator
The UKF estimates parameters based on measurements of the building temper-
atures and updates a covariance matrix for the set of parameters. The covari-
ances can be thought of as an inverse information criterion for the estimated
parameter. So a small covariance for a given parameter implies that parameter
is known well. In general we assume the UKF covariances accurately repre-
sent the quality of the parameter estimate, that is, we assume the estimator is
unbiased. The Experiment Generator attempts to increase the Fisher Informa-
tion available from future measurements by determining which zones should
be excited such that weakly estimated parameters may be better estimated.
Recall that estimated parameters correlate with actual resistances and capac-
itances of physical zones in the building. The Experiment Generator correlates
poorly known parameters back to physical zones that can be excited. We pro-
pose three methods for identifying zones to excite:
• Covariance Eigen-decomposition
• Variational temperature methods
• Monte Carlo energy methods.
Below is an exploration of each method.
The covariance Eigen-decomposition method attempts to pick the most
59
uncertain parameter subspaces and then make an ordered list of the zones
which correlate to those parameters. The approach is analogous to finding the
nullspace directions of the observability matrix and exciting zones such that
the range space of the observability matrix spans the directions of largest uncer-
tainty in the parameter space. Exciting the listed zones should provide informa-
tion to improve the worst parameter estimates shrinking the largest covariances.
By computing eigenvalues λ and eigenvectors ν of the subset of the covariance
matrix P(k|k) that is associated with RC parameters, the Eigen-decomposition in
Equation (3.13) creates a prioritized listing of parameter vectors that the esti-
mator needs help to actively learn through excitation. The listing is ordered by
largest singular-value which correlates with the most uncertain parameter set1.
[
λ, ν
]
= eig(PRC k|k) (3.13)
To determine the appropriate excitation, this listing of uncertain parameters
must be correlated back to physical thermal zones as one cannot directly excite
parameters. Thus the eigenvector νm for each eigenvalue λm must be related
back to the respective element of A based on how A was constructed in Equa-
tion (3.4). Reciprocals of estimated RC parameters were used to build the A
matrix, but a parameter sensitivity analysis of this matrix would show that the
primary factor of interest is solely which nodes have connected edges with large
variances. Using Equation (3.4) a simple correlation function in Equation (3.14)
has been created to define temperature node uncertainty weight vector Nm for
each eigenvalue λm. External nodes have infinite capacitance, so no parameters
are estimated for these nodes. This causes the row in Aλm corresponding to any
external node to have all zero elements. In order to represent excitation rela-
tive to an external node i, the ith column is summed and stored in the (i, i) term
1Singular values for a covariance matrix equals the absolute value of the eigenvalues.
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of Aλm . The vector Nm contains large values for nodes whose edge-connected
parameters are poorly known. Here index k correlates with parameter CiRi j as
defined by element pk in the vector p¯ minimal parameterization. For example,
in the simulation results parameter p1 corresponds to R12C1, p2 to R13C1, p3 to
R12C2 and p4 to R23C2. If any redundant parameters were multiplicatively can-
celed out in the minimal parameterization step, then their multiplication rela-
tion will need to be substituted back into the appropriate edge in Equation (3.14)
by performing the same multiplication on the Eigen-vector components.
Aλm =

Ai j = 0, if i , j, (i, j) < E
Ai j = νm,k, if i , j, ∈ E
Ai j =
∑
i,l Ail −∑i,l Ali, if i = j
Nm = diag(Aλm)
(3.14)
By analyzing vector Nm we can see which nodes should be excited relative to
each other. This information, the set of vectors N and eigenvalues λ, is passed to
the Experiment Selector which can actually create excitation by modifying tem-
perature set points accordingly to create a difference in the temperature between
nodes.
If the RC model was heavily biased, the covariance for the estimated param-
eter may be an unreliable metric of estimate quality. Additionally, all param-
eters may not significantly effect the temperature estimates of all zones in the
building. Thus in certain situations the priority in excitation might be better
posed by examining the sensitivity of zone temperatures to individual parame-
ters. We call this a variational method which can be mathematically posed as a
partial derivative of temperature with respect to parameters as the Jacobian of
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the state space system
∂A
∂p¯
=

∂T1
∂p1
· · · ∂T1
∂pk
...
. . .
...
∂Ti
∂p1
· · · ∂Ti
∂pk
 (3.15)
Alternatively the variational technique could be posed with a sigma-point
method as described in [71] for optimal experiment design.
Parameters are also being estimated for the HVAC components, and the con-
troller is using both the thermal dynamics and actuator constraints when select-
ing a control action. The energy consumption across zones may be imbalanced,
so selecting the parameter that affects the most temperatures may not result in
initially saving the most energy. Monte Carlo methods could be used to ex-
amine the sensitivity of energy consumption from the controller to parameter
variations in the thermal model. By sampling parameter values, a Monte Carlo
simulation could be run to examine ∂E/∂p¯, the partial derivative of energy with
respect to the parameter values.
The parameter variances that most influence energy usage should be esti-
mated best through system excitation. The main limitation to the variational
and Monte Carlo methods is that they are being run on the simulated model.
Given a bad initial model this method will not give meaningful insight. We rec-
ommend the Eigen-decomposition method for buildings with no strong prior
model (e.g. any building where one expects to use a gray-box online learning
method to acquire an initial model.) We recommend the variational method or
Monte Carlo method for buildings which have a strong model, either after initial
model convergence or from a strong Bayesian prior. These methods are appli-
cable when one wishes to continue to refine their parameter estimates over time
to capture the building’s change in use, wear/aging, fault detection, or general
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purpose monitoring.
3.5.3 Experiment Selector
The Experiment Selector evaluates the query: at the given time does it make
sense to modify any temperature set points over a horizon h given current build-
ing state, occupancy, upcoming temperature bounds, weather predictions, and
current thermal dynamics model? During initial acquisition without a Bayesian
prior, one main limitation is that the large uncertainty of the current estimated
model may cause the dynamics and baseline control calculations to be erro-
neous. If the UKF has not converged on parameter estimates then the MPC
control will be unreliable and any routine that uses the estimates is liable to
produce erroneous behavior—thus, until parameters have converged, thermo-
stat control should be used. For new buildings an initial model is often available
from the designers to seed the UKF. For retrofit buildings data may be collected
until model convergence before running MPC. In any case, properly introduc-
ing excitation into the system reduces this learning time.
In software simulation it is common to see pseudo-random binary inputs
used for excitation to generate control-oriented models from high fidelity plant
simulations. While this works great in simulation, pseudo-random binary exci-
tation signals subject chiller, heater, pump, or fan hardware to unnecessary wear
and tear. One could create bounded pseudo-random binary inputs for specific
components that have been examined to ensure they can handle the input spec-
trum [49]. The cost of energy savings over a month or even year timeframe
is often significantly less than the replacement cost for one broken component.
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That is, the risk is too high to use wide bandpass excitation signals, therefore we
seek strategically targeted excitation signals. Keeping this in mind we present
two experiments, one simple heuristic for perturbing temperature values and a
model predictive option.
The heuristic options looks at the first vector Nm and picks out the two largest
values—let i and j contain their respective node ids. If the values are within
25% of each other, then: case 1) excitation is desired between node i and j; oth-
erwise: case 2) excitation of node i relative to all other nodes is desired. Given
the current temperatures, predicted weather, and temperature bounds, deter-
mine if heating (or cooling) the desired nodes will cause a noticeable increase in
the temperature difference of interest. If so, then apply heat for four subsequent
time steps or until an upper (or lower) temperature bound is reached.
After initial acquisition, when MPC is running, the decision and temperature
modification can be formalized as a convex optimization problem using the for-
mat developed for MPC. To seed the problem, results from the current MPC
solver iteration provide baseline temperature differences and baseline control
efforts for the original temperature bounds. The optimization problem is con-
figured to maximize the temperature difference of interest by varying individ-
ual zone temperature bounds e, while observing thermal dynamics, actuation
saturation limits, hard constraints on the original temperature bounds, and a
threshold (e.g. 110%) control effort compared to the unexcited scenario. Mathe-
matically this can be written as Equation (3.16).
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max
u(1)···u(h),e(1)···e(h)
J
J =
1
n
h∑
k=1
|Ti(k) − T j(k)|
where i and j are nodes of interest
Subject to:
T (k + 1) = AT (k) + BextText(k) + Bctrlu(k)
0 ≤ ui(k) ≤ 1
T (k) ≥ rmin
T (k) ≤ rmax
h−1∑
k=1
u(k) ≤ 1.1 × ubaseline
e(k) ≥ rmin(k)
e(k) ≤ rmax(k)
T (k) ≥ e(k)
Given numerical values for vectors:
Text,T (0), rmax, rmin, ubaseline, i, j
(3.16)
If the excited temperature difference J minus the baseline temperature dif-
ference is above a threshold then the experiment should be run. This selection
routine is then repeated for each smaller eigenvalue. If no selection is made
then the threshold is slightly decreased for the next timestep iteration in order
to promote occasional excitation experiments. When a selection occurs, then the
excitation is run until the horizon h expires and the threshold is reset.
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3.5.4 Monitoring
We showed in [1] that parameter estimates were robust to solar radiation and
ground coupling disturbances, however, while performing this paper’s study,
heating loads were observed to occasionally degrade the stability of RC param-
eter estimates. Two problems occasionally arose: physics violations and false
convergence. Physics violations occur when an RC parameter is estimated to be
negative, which violates conservation of energy. False convergence occurs when
the covariance errantly shrinks while the filter is doing a poor job of estimating
a parameter. Shrunken covariance can prevent future data from correcting a
parameter estimate. Detecting the former is easier than the latter, but both can
be ameliorated with an auxiliary monitoring routine. In this study a human
operator monitored performance.
While an estimator is running, the monitoring routine occasionally saves the
current parameter estimates and covariances. By simply stopping estimation
when a parameter gets close to zero or becomes negative, the estimator can be
re-initialized to the last saved checkpoint. This allows poor data sections to be
thwarted from corrupting estimates.
False convergence can be combatted with consensus testing. Every so often a
new copy of the UKF can be initialized with different initial parameter seeds and
run in parallel with the original UKF filter(s). Parameter values are compared
based on their expected value and covariance—how many standard deviations
away are the other filter’s estimates of that parameter. Typically a consensus fil-
ter can increase the robustness of initial acquisition routines to poor initial data
and poor initial seed estimates. Correcting these numerical issues was outside
the scope of this study.
66
3.6 Matlab Simulated Building Results
3.6.1 Excitation and MPC Performance
Running the same 3 day simulation on the model from Table 3.1, with the ad-
dition of excitation, significantly improved parameter estimates. Fig. 3.7 shows
the improved estimation of one RC parameter. Notice when excitation was ap-
plied during the third day, the parameter estimate is improved to match the true
value and the covariance shrinks.
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Figure 3.7: Excitation aided parameter estimation with an UKF of an RC
product, which has units of seconds. Significant estimation im-
provement is observed due to excitation. Day 1 passive ther-
mal response, day 2 uniformly heated building, day 3 excita-
tion applied.
Table 3.2: MPC Versus Thermostat Control
Controller Occupant Discomfort Energy Usage
Thermostat 0.170 415
MPC 0.086 384
A weeklong control simulation comparison was run between the well-
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Figure 3.8: MPC performance from excitation aided model estimation. A.)
(top) Warm external temp, thermostat heating too early, B.)
(bottom) Cold external temp, thermostat heating too late. See
legend from Fig. 3.6.
tuned thermostat controller and MPC using the model acquired after excita-
tion. Weather was varied throughout the week from averaging in the mid-fifties
Fahrenheit for the first couple days to the teens for the last couple days. Table 3.2
contains the numeric results of the simulation. The MPC used 7.5% less energy
than the thermostat controller while improving comfort, defined as the temper-
ature error term from Equation (3.12), by almost 50%. In this 2-zone system it
was easy to observe in Fig. 3.8 where MPC outperformed the thermostat: on
cold days the thermostat would turn on too late, on warm days the thermostat
would turn on too early.
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3.6.2 Analysis of Excitation Effects
An observability analysis was performed to provide insight into the mechan-
ics of the estimation algorithm’s performance during excitation. The true RC
parameters for the system are known and constant but the temperature states
vary through time. For the 2-zone house there are 3 temperatures, 4 unique RC
parameters, and 2 disturbance parameters for the heaters. Because disturbances
were estimated accurately and only learned while the heating system was on,
they were omitted from this analysis. This study focuses on the observability of
the RC building dynamics.
For the entire simulation the matrix had a maximum rank of 5, meaning
2 states were unobservable in any individual temperature configuration. By
looking more closely at the components of the two nullspace vectors ν1, ν2 of the
observability matrix, we observe that as the excitation causes zone temperatures
to vary, the primary axis directions of the nullspace change as can be seen in Fig.
3.9. Specifically we observe that the excitation applied on the third day causes a
significant increase in information about parameters p1 = R12C1 and p3 = R23C2
and explains the estimate improvement for those parameters.
The excitation did not improve the number of parameters that can be simul-
taneously estimated at one instant, but rather changed which parameters we
could estimate at a given instant. Although the entire building may not be fully
observable at any individual time step, over time, by retaining prior learned
information, the entire building’s model may be inferred. In other application
areas, such as magnetometer based spacecraft attitude estimation, the system’s
dynamical evolution coupled with a Bayesian estimator is often used to fully
observe systems that were initially thought to be partially observable [72]. The
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Figure 3.9: Nullspace component magnitudes over time.
Kalman Filter is fusing information when it is available to improve and main-
tain estimates of all parameters over time. In summary the building system is
not time-invariant observable, but it is time-varying observable given appropri-
ate system excitation using the described Experiment Generator and Selector.
3.7 Discussion
The main contribution of this paper was the presentation of methods for self-
excitation of the HVAC system of a building. A simple thermostat controlled
2-zone building needed excitation in order to learn a gray-box thermal model
given no prior parameter estimates. One of the more insightful observations
was finding that excitation did not increase the total number of instantaneously
observable parameters in the system but rather changed which specific param-
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eters inference could be drawn on from the data. In practice the amount of
natural excitation from external disturbances and the HVAC system will vary
across buildings. Given that the simple 2-zone model presented here required
excitation, was not time-invariant observable, and in agreeance with a num-
ber of studies done with real-data, we believe most buildings will require some
form of excitation to learn control-oriented models. More complex buildings
are likely to be in even greater need of excitation for proper identification. The
specific implementation details of the thermal model estimation or predictive
controller could be modified and refined, but there will always be a need for
useful excitation and robust monitoring if such a system will ever be deployed
across real buildings.
The Experiment Generator and Experiment Selector methods presented in
this paper intuitively capture the general intent of self-excitation for buildings
and worked for initial acquisition of the 2-zone building presented here. The
next steps would be to evaluate their performance and computational feasibil-
ity in a co-simulation study where MLE+ links Energy Plus to Matlab. Most co-
simulation model-inference studies assume infinite hardware response from the
simulation and use pseudo-random binary inputs. Running the self-excitation
in software while obeying real physical hardware constraints would enable tun-
ing of the various self-excitation routines. Lastly this self-excitation routine will
need to be tested on real hardware in real buildings.
The simulation conducted in this study demonstrated the robustness MPC
building control has to weather uncertainty, while utilizing a dynamical model
learned from an online gray-box estimation method. MPC demonstrated better
occupant comfort and reduced energy use versus thermostat control.
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3.8 Conclusion
For a 2-zone building a technician may be able to tune the thermostat for a cou-
ple common scenarios, but in more complex buildings with more zones, dis-
turbances, and constraints, operator tuning becomes infeasible. Our simulation
results, where MPC used an online learned model to improve occupant comfort
and reduce energy consumption by 7.5% compared to a well-tuned thermostat
controller, demonstrate the potential that online, self-excitation active learning
methods have in building systems. Various online methods were presented for
excitation in a design of experiments framework, and the effects of excitation on
the estimation filter were analyzed to demonstrate time-varying observability
and improved Fisher information. By coupling gray-box estimation and predic-
tive control algorithms with online self-excitation and monitoring into a single
framework, we have highlighted the potential for low-cost scalable methods to
save energy and improve occupant comfort in buildings.
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CHAPTER 4
ALL WEATHER PERCEPTION: JOINT DATA ASSOCIATION, TRACKING,
AND CLASSIFICATION FOR AUTONOMOUS GROUND VEHICLES
4.1 Introduction
The past decade has seen rapid advancement in autonomous ground vehicles
(AGV) from academic research projects: five vehicles successfully completed the
second DARPA Grand Challenge and six completed the DARPA Urban Chal-
lenge; and industry vehicle research: numerous companies from traditional au-
tomotive sectors such as General Motors and Volkswagen, military sectors such
as Oshkosh Trucks, and information technology sectors such as Google, safely
driving hundreds of thousands of miles with autonomous vehicles on public
roads; to public policy advancement: Nevada became the first state to license
autonomous vehicles and semi-trucks. Both the NHTSA [73] and SAE [74] have
published roadmaps for the future development of autonomous vehicles and
have posed the Holy Grail of “Level 4 or 5” as full autonomy in any environ-
ment and situation. One might exclude unique situations such as a wild African
Safari through the unmarked bush, but commercial autonomy fit for public use
is generally understood to include standard driving on all modern road sys-
tems. A key shortcoming of current work is autonomous driving in all weather
conditions. This is precisely where the limits of current advanced driver assis-
tance systems (ADAS) as well as AGV development and testing are.
At the 2014 Future Automobile Technology Competition in South Korea, rain
fell the morning of the second day of testing [75]. The result? Two autonomous
vehicles that navigated the course successfully on the first day crashed on the
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second—predominantly a result of perception system failures solely due to a
wet road and humid conditions. The message was clear: autonomous vehicles
are not ready for public adoption until they have been validated and tested to
work in all-weather scenarios. While it is true that prudence can cause even the
most talented drivers to avoid certain weather conditions, realistic public accep-
tance of fully automated driving capabilities requires robustness to reasonable
and common weather and lighting phenomenon such as snow, rain, fog, and
night conditions. The aim of this paper is two-fold. First, a set of data logs are
collected in varying weather and lighting conditions to evaluate perception al-
gorithms. Second, perception robustness in all-weather conditions is improved
by a joint Bayesian solution to association, tracking, and classification that in-
cludes state-of-the-art vision algorithms in addition to lidar and radar sensors.
Since the DARPA Challenges, many advances have occurred in computer
vision, lidar point cloud segmentation, and vehicle embedded computing—all
of which have direct application in autonomous vehicles. The field of vision-
based object detection and localization has experienced several notable inno-
vations such as the development of (1) good low-level feature descriptors that
capture local shape, but remain invariant to local photometric and geometric
changes [76], (2) models that capture larger scale deformations not captured
by the low-level features themselves and methods for the discriminative train-
ing of these models [77], and (3) deep learning methods that learn a rich hi-
erarchy of low-level to high-level features from data with little to no manual
engineering of the model structure [78], [79], [80], [81], and [82]. The field of
deep learning and deformable parts models [83] and [84] has advanced from
hand-designed feature detection methods to learn hierarchies of features in an
unsupervised manner directly from data, vastly improving algorithm detec-
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tion and classification accuracy. Lidar point cloud processing methods have
improved to enable accurate segmentation and classification of high resolution
3d point clouds in real-time [85] and [86]. Aligning point-clouds with iterated
closest point methods has been shown to improve tracking performance of ob-
stacles’ absolute ground speed, an inherently noisy parameter when estimated
as a derivative of position in a parametric filter [87]. The entire field of GPU pro-
cessing for parallelizable computation was developed with the introduction of
NVIDIA’s proprietary CUDA platform and later support by AMD and Nvidia
for the Open Computing Language (OpenCL), enabling real-time computation
of that which was previously relegated to a cluster or server farm. Further ad-
vancements have demonstrated real-time performance of DPM vision detection
methods [88] and [89], and hardware advances in embedded computing have
shown deep learning classification running on rugged mobile platforms [90].
With all the recent advances, there have also been some patterns highlighting
the current opportunities for future development. With a few exceptions, the
vast majority of published studies to date have demonstrated the performance
of autonomous vehicles in optimal weather conditions, such as sunny daytime.
For example, many well published autonomous driving research efforts have
focused their testing in the sunny, fair-weather areas of California and Nevada.
This motivates the need to understand how sensors and perception algorithms
handle changing weather conditions.
Figure 4.1 shows the major components commonly found in AGV systems,
known generally as segmentation and clustering (processing raw sensor analog
or digital data into obstacle-level meta-measurements), data association (deter-
mining which measurement came from which static or dynamic environmental
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obstacle), tracking (estimating the obstacle’s state, position, velocity, etc.), and
classification (distinguishing cars, people, buildings, etc.). [91] stated that full
joint solutions to this perception problem are intractable to formulate or com-
pute. Many advanced techniques recently published have evaluated perfor-
mance of some of these components in isolation from others in the overall per-
ception pipeline [92], [93], [94]. Examples include: improved tracking and clas-
sification algorithms that ignored any segmentation or data association errors
[91], performed evaluations on very limited types of scenarios such as tracking
a large number of stationary cars or a small number of dynamic objects [87],
simply lacked access to large public-domain accurately labeled urban data sets
available to quantitatively evaluate performance [86], or handled classification
separately after combining data association and tracking [95]. These aforemen-
tioned studies have plenty of merit, but the lack of a joint solution is both a
concern in practical solutions for an AGV and also an opportunity for devel-
opment. This paper presents a full joint solution implemented in real-time and
tested in both real-world urban environments and repeatable staged scenarios
for qualitative and quantitative evaluation across different weather conditions.
Figure 4.1: Typical AGV perception pipeline.
A corresponding philosophical question arises in robotics literature [96] re-
garding the importance of actually modeling the dynamics of all possible object
classifications if the inputs are truly unknown. In a vehicle, changes in speed
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and direction are almost entirely due to driver inputs limited by vehicle perfor-
mance, which in practice can negate the ability of a kinematics classifier to dif-
ferentiate object types. For example, a conservative driver may drive a Corvette
with the same slow acceleration as an 18-wheeler semi-truck. Despite the dif-
ficulty, classification is innate to human driving and perception; the moment
before an accident one may attempt to quickly maneuver. Understanding if the
object on the side of the road is a human, a shrub, or a boulder is critical to
that crash avoidance decision. When driving, a human classifies objects based
on their appearance and actions. A camera may detect if an object is a person
or a car, but by their motion a person can infer if extra caution must be exer-
cised around the object, such as children playing in the street or a distracted
driver. There is utility in Bayesian inference of classification combining sen-
sor detected information and kinematics tracking information. One example
approach might be to utilize a bank of filters to detect normal driving versus er-
ratic driving; classification could be passed to a safety-conscious system to leave
a larger berth around erratic vehicles. There are some computational concerns
which arise, but the number of unique kinematic classes of dynamic roadway
objects is small and in practice this inherently helps limit the maximum compu-
tational overhead required to support classification.
With the rapid development in the field, the architecture for a proto-typical
autonomous ground vehicle is not yet set in terms of sensing, computation
hardware, or programming interfaces. Google, for example, heavily utilizes
background subtraction for lidar sensor processing, subtracting sensor returns
from a pre-built 3D static environmental map to identify moving obstacles [97].
Of any company, Google may have the best infrastructure to 3d map out ev-
ery public road in the United States, but one can readily point out operational
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limitations of such a system to exclude, off-road excursions, private drive-
ways/roads, road-construction re-routing, theater of war, and operation after
a natural disaster—a time when one may be most dependent on vehicle mobil-
ity. This motivates an interesting question: is a priori mapping required or even
necessary? Other companies have focused on building systems around differ-
ent combinations of radar, camera, infared, lidar, and ultrasonic sensors [98] and
[99].
Given the current variances in AGV sensing and architecture, and in an ef-
fort to understand the challenges adverse weather and lighting scenarios pose,
this study examines how the different sensing modalities of radar, lidar, and
camera perform in diverse environmental conditions including snow, rain, fog,
and nighttime. A particular focus is given to understanding how state of the
art vision processing compares to lidar—the predominant sensor of most suc-
cessful DUC teams. In adverse weather, assumptions about other layers of the
perception pipeline can no longer be guaranteed. Furthermore, different layers
of the perception pipeline potentially can aid one another—object classification
may inform the dynamics of the object to better track it, or existing object tracks
may aid data association for region-of-interest image detections. To highlight an
example of potential capabilities joint perception solutions provide, a demon-
stration of object classification based on multiple model Kalman filter tracking
is presented for objects in an urban environment. Such multiple model tracking
has been shown beneficial for tracking airplanes in turning and straight flight
[100] but is novel for classification of terrestrial objects in urban vehicular en-
vironments. Kinematics-based classification might be beneficial in precipitation
as camera detections or lidar returns become obscured or when tracking solely
with radar. The authors believe that one of the keys to handling adverse envi-
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ronmental operating conditions is a full Bayesian probabilistic joint perception
system, thereby minimizing the number of brittle ad hoc design choices which
tend to fail under uncommon untested weather scenarios. This paper utilizes
Skynet, Cornell’s autonomous 2007 Chevrolet Tahoe from the DUC, and builds
upon [95] to extend joint data association and tracking to include classification;
relaxations allowing computational feasibility come from a Rao-Blackwellized
Particle Filter (RBPF), multiple hypothesis modeling, and carefully managing
measurements in forward-pass parametric filters.
In summary this paper makes the following contributions:
• Demonstrates object classification in an urban environment based on mul-
tiple model tracking.
• Demonstrates a real-time joint probabilistic method to solve data associa-
tion, tracking, and classification for an AGV roadway environment.
• Examines if and how state-of-the-art vision algorithms can compliment or
replace lidar and radar sensors.
• Investigates sensor and perception algorithm performance in adverse
weather and lighting conditions.
4.2 Joint Probabilistic Formulation
Before deriving a full Bayesian formulation for joint data association, tracking,
and classification, a brief example is given to demonstrate how measurements
fed into a tracker can be used to correctly classify the object solely based on
dynamics without any sensor-specific meta-information on the object’s shape,
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size, color, or type. Kinematics-based classification methods which match an
object’s dynamics model with measured data points typically require access to
measurement update residuals (innovations), and covariances from a Kalman
Filter (KF) or Particle Filter (PF). By building upon the brief classification exam-
ple, a full Bayesian formulation is then developed that extends the combined
data association and tracking RBPF from [95].
4.2.1 Joint Classification and Tracking – Derivation and Exam-
ple
In contemporary literature, direct object classification typically focuses on im-
age processing techniques such as feature extraction or constructing a lidar
point cloud and comparing against pre-classified 3d models. Similar work has
been done by [101] to combine a KF with extra sensor information such as im-
agery data to infer object classification. Alternative approaches known as boost-
ing methods have combined banks of weak classifiers to infer object classifica-
tion; AdaBoost is one of the most popular [102].
Reliable inference of classification is accomplished here by extending a stan-
dard Kalman filter tracker given noisy position information of a target, which
could be collected from any standard AGV sensor such as radar, camera, or
lidar. Seperate classifiers are designed for cars, pedestrians, cyclists, and buses–
four of the most common moving objects in an urban environment.
Kalman Filter derivations depend on the inherent uncertainty in the system
dynamics and measurements. By assuming Gaussian distribution uncertainty,
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the modeled system can be viewed as a mixture or compilation of Gaussian dis-
tributions. In a probabilistic graphical models framework, a standard KF is a
hidden Markov Chain that has observed noisy measurements where the chain
describes the evolution of the dynamic system through time. This chain is il-
lustrated in Figure 4.2, where x is the hidden system state and z is the observed
measurement. Implementing a KF requires knowledge of the process, dynam-
ics, process noise, and measurement noise. Combining this information along
with an estimate of the state initial condition, the KF operates online, updat-
ing its estimate or inference of the system state at each time step k, calculating
p(xk|zk).
Figure 4.2: Kalman Filter as Hidden Markov Model.
Measurements are assumed to be received from a specified unknown object
whose classification exists within a set containing uniquely modeled dynamic
processes. As shown in Figure 4.3, the object classificationC is inferred based on
the correlation between the dynamic model and the measurements as p(C|zk).
Developing a KF requires proper tuning of noise parameters in order to best
match the model with the physical system. Innovation test statistics are typi-
cally used to validate this matching. The example here uses innovation statis-
tics in a batch methodology to associate the correct dynamic model with the
measurement data. Reliably inferring the classification requires accurate and
computationally simple models of the dynamic processes.
Pedestrians can walk in any direction while cars, buses, and cyclists are sub-
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Figure 4.3: HMM dependent on model classification.
ject to non-holonomic constraints of rolling wheels. Inputs are unmodeled so
the process noise terms must account for all changes of direction and speed.
The dynamics model of the person is assumed to have Gaussian process noise
equal in x1 and x2 directions given by the following differential equations:
x¨1 = ex1
x¨2 = ex2
(4.1)
where ex1 , and ex2 correspond to the acceleration process noise on in the East
and North Cartesian directions, respectively, similar to that presented in [103].
Using the four state representation, x =
[
x1 x2 x˙1 x˙2
]>
, a linear KF is used
for inference over the person model. The differential equations for the wheeled
objects are:
x˙1 = v cos(θ)
x˙2 = v sin(θ)
v˙ = ev
θ˙ = eθ
(4.2)
with state x =
[
x1 x2 v θ
]>
, where exv , and exθ correspond to the acceleration
process noise on in the East and North Cartesian directions, respectively. An Ex-
tended Kalman Filter is used for inference over the car, bus, and cyclist models.
Figure 4.4 illustrates the variables used in the coordinate system.
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Figure 4.4: Coordinate system used in differential equations.
Using the innovation and innovation covariance, which are based on the
state estimate and most recent measurement, a statistic d2 is defined as
d2k = y˜
>
k S
−1
k y˜k (4.3)
where y˜ is the measurement innovation or residual, S is the innovation covari-
ance, and d2 is a chi-squared, χ2, distributed variable with a number of degrees
of freedom equal to the length of the measurement vector (2 for this scenario).
The d2 statistic, called the Normalized Innovation Squared (NIS), relates the
probability of correlation between the measurement and the model as given by
[104]. A bad measurement or a bad model yields a poor d2 statistic. Engineers
use this d2 variable online to gate erroneous measurements within a selectable
confidence interval, such as a 2σ, 95% bound, by comparing d2 against the χ2
values. To evaluate the likelihood of the model, instead of the likelihood of an
individual measurement, the test statistic is averaged over k Kalman filter itera-
tions to get ¯k and compared to the associated chi-squared probability with 2× k
degrees of freedom:
¯k =
1
k
k∑
i=1
d2i (4.4)
Comparing values of ¯k for different models and picking the one with the high-
est probability yields a simple, reliable approach to infer object classification
using the given measurement track. Note that while the presented formulation
assumes a batch processing methodology, likelihood estimation is used in the
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later developed fully joint solution to estimate object classification in real-time.
4.2.2 Joint Data Association, Tracking, and Classification
The following derives a joint perception solution for data association, tracking,
and classification. The perception platform of an autonomous vehicle must take
in measurements Z from a set of onboard sensors to estimate its local environ-
ment which is made up of objects O with unique dynamics which have a clas-
sification C. The discrete variable A assigns each measurement Z to the object
O from which it originated. In [95] a joint solution for measurement association
and object tracking is presented as a Rao-Blackwellized Particle Filter which
solves p(Ak,Ok|Zk), where capital letters with k subscripts represent the set’s his-
tory until time k. The sought after joint solution is that of the distribution
p(Ak,Ok,Ck|Zk). (4.5)
Some general filtering methods such as the Gaussian Mixture Probability Hy-
pothesis Density Filter [105] exist which could estimate joint densities over dif-
ferent variables, but in general, no closed form solutions exist, and computa-
tional requirements for an exact filter would grow exponentially through time
and would be impractical. However, there are some unique aspects of the per-
ception problem that can be used to intelligently split the problem and make it
feasible. First, the system is hybrid: object states are continuous while measure-
ment assignments are discrete. Object classifications are discrete and typically
time invariant. 1 The number of possible data assignments and time-variant
1A note on classification time invariance: people may exit a car, but the car has not changed
classification, rather a new object has entered the observable scene. However, some classifica-
tions could be time-varying, for example the classification of an object as static (stationary) or
dynamic (moving)—a parked car may start driving.
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classifications grows exponentially with time, number of objects, and number
of measurements, rendering exact probabilistic reasoning impossible even for
simple scenarios.
Miller showed how the infeasible problem can be made feasible by using
factorization and sampling techniques [95]. First, the joint solution is factored
exactly as
p(Ak,Ok,Ck|Zk) = p(Ak|Zk)p(Ok|Zk, Ak)p(Ck|Zk, Ak,Ok). (4.6)
This factorization provides an intuitive decoupling of the problem into
discrete assignment p(Ak|Zk), object tracking p(Ok|Zk, Ak), and classification
p(Ck|Zk, Ak,Ok). Decoupling helps enable solutions to tractable sub-problems,
but does not fix the computational intractability due to problem exponen-
tial growth through time. By sampling the discrete data assignment density
p(Ak|Zk), Monte Carlo likelihood-weighted techniques can simplify the compu-
tational complexity. Furthermore, the dynamics differential equations can be
modeled in state-space giving them a Markov property that only the current
state need be saved for a given object. The continuous dynamics can then be
readily estimated by parametric filtering such as the Kalman Filter. By keep-
ing only the current object state, the prior data assignment history also is not
required to be kept. In [105] this same splitting was implemented via a Rao-
Blackwellized Particle Filter (RBPF). For the sake of brevity, a full derivation of
particle likelihood formulations including birth and death likelihoods and re-
sampling procedures has been omitted; [105] and [95] both present thorough
summaries. This paper extends these formulations by specifically adding the
classification p(Ck|Zk, Ak,Ok) term.
In summary, in the RBPF formulation, each particle represents one hypoth-
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esis of the scene that includes all measurements and object states through time.
Measurement assignments likelihoods are drawn across all objects in a given
particle. The states for each object in a particle are predicted forward in time
and updated for the assigned measurement. Different particles thus represent
different measurement assignment histories as well as their corresponding up-
dates. Object births and deaths are particle specific, and particles need not have
the same number of objects.
As presented in the introductory classification example, object dynamics are
dependent on classification. If an object’s true classification is known a priori,
the correct dynamical model is used in the tracker. In practice, model type is
not known a priori, so the formulation here tracks objects using a bank of filters
spanning the set of possible dynamics. The probability of classification can then
be written as
p(C|Zk, Ak,Ok) = p(C,Zk|Ak,Ok)p(Zk|Ak,Ok)
=
p(C, zk,Zk−1|Ak,Ok)
p(zk,Zk−1|Ak,Ok)
=
p(C, zk|Zk−1, Ak,Ok)p(Zk−1|Ak,Ok)
nc∑
j=0
p(C = j, zk,Zk−1|Ak,Ok)
=
p(zk|C,Z1:k−1, Ak,Ok)p(C|Zk−1, Ak,Ok)p(Zk−1|Ak,Ok)
nc∑
j=0
p(zk|C = j,Zk−1, Ak,Ok)p(C = j|Zk−1, Ak,Ok)p(Zk−1|Ak,Ok)
=
p(zk|C, Ak,Ok)p(C|Zk−1, Ak−1,Ok−1)
nc∑
j=0
p(zk|C = j, Ak,Ok)p(C = j|Zk−1, Ak−1,Ok−1))
(4.7)
where nc is the number of possible classification categories. The formulation
given in (4.7) is for classification that is time invariant. Time varying classifica-
tion can easily be developed by extending (4.7) as the following recursion:
p(ck|zk, ak, ok) = p(zk|ck−1, ak, ok)p(ck−1|zk−1, ak−1, ok−1)1∑
j=0
p(zk|ck−1 = j, ak, ok)p(ck−1 = j|zk−1, ak−1, ok−1)) (4.8)
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In the case of time-varying classification, a process noise term forgetting factor
could be included in the likelihood formulation in order to allow the estimate
to vary based on a time-constant.
Particles within the RBPF are drawn according to a proposal density q(Ak|Zk)
selected for its efficient sampling algorithms and similarity to p(Ak|Zk). Parti-
cles have a weight and diversity such that they span and represent p(Ak|Zk) as
follows
p(Ak|Zk) ≈
∑
i
wikδ(A − Aik)
wik =
p(Aik|Zk)
q(Aik|Zk)∑
i
wik = 1
(4.9)
where wik is the likelihood weight of the ith particle A
i
k at time index k, and δ(·) is
the Kronecker delta function for discrete assignment. Given the factorization of
q(Ak|Zk) as follows
q(Ak|Zk) = q(ak|Zk, Ak−1)q(Ak−1|Zk−1) (4.10)
the likelihood weight wik can be expressed recursively as
wik ∝
nc∑
j=1
p(zk|Zk−1, Aik, cik−1 = j)p(aik|Zk, Aik−1)
q(aik|Zk, Aik−1)
wik−1
(4.11)
where the symbol ∝ indicates weights must be renormalized after update to
maintain unity summation from equation (4.9).
Within the RBPF framework, objects are initialized with a bank of nc KFs,
one KF for each possible unique object classification. The question naturally
arises of how to calculate the association likelihood for a given object in particle
i against a bank of KF model classifications. Given the normalized classification
probability, as is the case for a unique, mutually exclusive classification set, the
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summation of probabilities of all nc unique possible classifications for a given
object is
nc∑
j=1
p(ck = j|zk, ak, ok) = 1. For a parametric KF the optimal proposal
density can be directly sampled. Thus the likelihoods and normalizing factor
terms for sampling the overall particle filter can be given as
qopt(aik|Zk, Aik−1) =
nc∑
j=1
αikp(ck−1 = j|Zk−1, Aik−1,Oik−1)p(zk|aik,Zk−1, Aik−1, cik−1 = j)
×p(aik|Zk−1, Aik−1)
(4.12)
αik =
 1Mi
Mi∑
m=1
nc∑
j=1
p(ck−1 = j|Zk−1, Aik−1,Oik−1)p(zk|aim,k,Zk−1, Aik−1, cik−1 = j)

−1
(4.13)
where nc is the total number of classifications, j represents the selected classifi-
cation, i represents the selected particle number, m represents the selected object
in a particle, Mi is the total number of tracked objects in the ith particle, qopt is
the optimal proposal density from which particles are drawn, and αik is a nor-
malizing constant that depends on the ith particle prior to sampling.
The term p(aik|Zk−1, Aik−1) is the transition model relating a priori assignment
information Aik−1 to the current measurement. For a generic position or velocity
measurement, such as what is obtained from a radar sensor, this transition prob-
ability is uniform because previous assignments provide no information about
future assignments. However, if one has a camera or point cloud, this proba-
bility could relate the previous camera’s region of interest to the new measure-
ment, or match the new lidar cluster to an existing built-up point cloud. The
probability could even incorporate meta-information such as the color of the
car; for example, if tracking a red car, the next camera detection could have its
association likelihood modified based on how well the color matches.
The term p(zk|aik,Zk−1, Aik−1, cik−1 = j) is the likelihood the measurement origi-
nated for a specific tracked obstacle with the jth classification in the ith particle.
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Each obstacle in the particle has a bank of nc associated KFs, each estimating
(also known as tracking) the object state according to the classification specific
dynamics. For a single classification, a single KF is used and the likelihood is
simply calculated from the normalized innovation, similar in concept to the nor-
malized innovation used to classify tracks in the introductory example in Equa-
tion (4.3). With a bank of nc KFs, the normalized innovation must be calculated
for each KF in the bank. The likelihood value is then weighted by the respective
classification probability p(ck−1 = j|Zk−1, Aik−1,Oik−1) and summed across all nc KF
tracks in that bank. Intuitively a hard decision on an object classification is nat-
urally made by setting the classification C = j and nc = 1 while not adversely
affect the Bayesian formulation.
A high-level description of the joint data assignment-tracking-classification
algorithm is given as follows.
1. Draw an initial set of particles Ai0 ∀ i ∃ [1,N].
2. Predict all obstacles in each particle forward in time to the next measure-
ment zk to yield a parametric representation of p(Ok|Zk−1, Aik−1).
3. Randomly sample a new set of data assignments for zk from the optimal
proposal density according to Equation (4.12) and the given sampling pro-
cedure.
4. For each object in each particle, update the bank of parametric-tracking
filters to yield p(Ok|Zk, Aik)∀C and update the classification p(ck|Zk, Ak,Ok).
5. Update particle weights according to wik ∝ wik−1/αik and (4.13), and renor-
malize the weights to sum to unity.
6. Resample particles to keep the filter well conditioned, if necessary.
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Finer grained classification requires sensor-specific data processing and
techniques. For example one could build a 3d colorized point cloud of the object
and compare it to a library. The formulation included here natively supports
sensor-specific output of object classification along with weak classifiers typi-
cally used in a boosting framework [102]. Boosted weak classifiers and sensor-
specific classification information could be incorporated into the likelihood for-
mulation of p(zk|ck−1, ak, ok). Experimental studies in the results section of this
paper demonstrate classification performance informed solely with lidar clus-
tering and vision processing of object classification.
4.2.3 Classification with Multiple Hypothesis
Vision-based car detections provide vehicle heading in addition to locating ve-
hicle’s bounding box within the scene [106]. Typically the detector can correctly
extract the major-axis line of the vehicle, but it often confuses the front and back
of the car along that line. This causes the angular heading measurement to have
a bi-modal distribution with a main peak along the forward direction of the car
and a secondary smaller peak in the 180 degree reverse direction. Handling
this distribution as a single Gaussian would require a very large distribution
over the angle range of −pi to pi radians. Furthermore, the propagation of the
position dynamics is coupled to both the heading and ground speed, so a large
covariance in the heading estimate causes the filter’s overall position and veloc-
ity estimates to become uncertain and degrades future measurement association
performance.
Multiple options exist for handling multi-modal distributions, such as Gaus-
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sian Sum Filters [107] or Particle Filters [108]. An alternative approach is to add
a state variable for vehicle direction, either forward or reverse, and treat the
measurement in two parts 1) as the angle to a line and 2) a binary variable cor-
responding to the forward direction along the heading line. This measurement
splitting allows for a simple formulation with minimal additional computation
by augmenting the Kalman Filter continuous-state tracker with a Bayesian clas-
sifier for the discrete random variable of the vehicle’s forward direction. The
following formulation allows for tracking vehicles driving forward or reverse.
It correctly distinguishes the true vehicle orientation with the only requirement
being that the camera (or other sensor) has a weak classifier of vehicle forward
direction; that is, the classifier must correctly distinguish forward from reverse
in more than 50% of its heading detections.
Along the central axis of the car, two classifications H for heading exist as
the set h∃ {0 = reversed, 1 = correct}. The classifier p(H|Zk) is written as
p(H|Zk) = p(H,Zk)p(Zk)
=
p(H, zk,Zk−1)
p(zk,Zk−1)
=
p(H, zk|Zk−1)p(Zk−1)
1∑
h=0
p(H = h, zk,Zk−1)
=
p(zk|H,Zk−1)p(H|Zk−1)p(Zk−1)
1∑
h=0
p(zk|H = h,Zk−1)p(H = h|Zk−1)p(Zk−1)
=
p(zk|H)p(H|Zk−1)
1∑
h=0
p(zk|H = h)p(H = h|Zk−1)
(4.14)
The last line can be read as the kth detection likelihood times the prior divided by
a normalizing factor. As long as the camera’s classification detection probability
for a given detection exceeds 50%, this sequential estimator correctly classifies
the probability of the heading. Additionally, if initialization is based on object
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location with respect to lanes, the initial prior p(C|Z0) could be nonuniform and
heavily weighted for a car obeying rules of the road and traveling in the di-
rection of traffic flow. Given a uniform prior, the maximum a posteriori of the
classifier simplifies to counting the number of heading measurements aligned
with forward direction h1 and reverse direction h0, and classifying the vehicle
direction with the largest number of counts.
A description of the implementation follows. For vehicle objects initialized
by a camera detection, the filter is unmodified: the object’s relative heading is
initialized to match the measurement zθ. However, for initialized objects, cam-
era detection measurement updates of vehicles are modified; the measurement
residual is computed for both the actual heading measurement zθ and the re-
versed heading measurement zθ + pi. The smaller residual measurement is ap-
plied and the respective count for heading aligned measurement h1 or heading
reversed measurement h0 is incremented. After each heading measurement is
applied to an object’s KF, a classifier is run by simply selecting the maximum
heading count classification max(h1, h0). If the classifier finds the vehicle for-
ward direction is reversed, then: the sign of the speed estimate is reversed, the
heading angle is reversed 180 degrees, and the KF state covariance is updated
accordingly.
4.3 Experimental Hardware, Sensors, and Sensor Processing
Experiments in this paper utilize Cornell’s DUC entry vehicle, a 2007 Chevy
Tahoe dubbed Skynet [109]. The vehicle contains an assortment of radar, lidar,
camera, GPS, odometry, and inertial measurement sensors. Internally, the vehi-
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cle features a 19U server rack for experimental algorithm deployment and data
storage; experiment data can be collected for offline playback and evaluation.
Typical operation with all sensors generates 350GB of raw uncompressed data
per hour. Hardware upgrades since the DUC [109] include a Point Grey Lady-
bug3 360 degree field of view spherical camera, external waterproofing of all
sensor mounts and wiring, and upgrading of onboard computing and storage
rack-mount servers.
Figure 4.5: Skynet sensor suite.
Figure 4.5 shows the vehicle exterior with sensors well integrated with mini-
mal external protrusions and wiring. Quality installation is critical to reliable
performance in rain and snow. In addition to local environment perception
sensors, Skynet is equipped with an attitude and position estimation system
composed of a Litton LN-200 IMU, ABS wheel encoders, Septentrio PolaRx2e@
GPS receiver with three roof mounted antennas in an “L” configuration, and
a roof mounted Trimble Ag252 GPS receiver. The LN-200 is floor mounted on
the vehicle centerline above the rear axle. The Septentrio provides 5Hz syn-
chronized GPS measurements of raw pseudorange, Doppler shift, and carrier
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phase to satellites and decodes WAAS signal. The Trimble reciever decodes
high-precision (HP) OmniSTAR differential corrections at 10Hz with 10cm ac-
curacy. A pose estimator described in [110] combines sensor measurements to
utilize strengths of each sensor and diversity to generate a robust attitude and
position estimation solution.
A 360 degree field of view Velodyne HDL-64E S1 lidar unit with 64 vertical
laser scans is mounted on Skynet’s roof. Velodyne lidar returns were used to
detect the ground plane. Three IBEO XT Lidar units with 4 laser scans each are
mounted on the front bumper. Ibeo lidar points are actively classified by Ibeo’s
proprietary software as object, rain, ground, or dirt, where dirt refers to lens
cover fouling.
A Ladybug3 LD3-20S4C-33B spherical color camera is mounted behind and
above the Velodyne for a clear view of surroundings. Narrow vertical struts pro-
vided rigid mounting and minimal blockage for the Velodyne lidar. The camera
has five lenses pointed horizontally outward in a pentagon configuration and
one lens pointed vertically. The camera lenses are factory calibrated to export
360 degree spherical or cylindrical projections with vendor provided software.
In lieu of building a complex mechanical wiper device, for experiments in this
paper, a clear plexiglass cap shown in Figure 4.5 is mounted above the Ladybug
camera to minimize lens fouling during precipitation. Eight Delphi forward-
looking millimeter-wave radar units are mounted around the vehicle; each in-
cludes proprietary black-box onboard processing to generate tracks in the form
of object bearing, range, and radial speed. Tangential speed cannot be mea-
sured by radar and is not estimated by the radar unit’s onboard processing.
All sensor data is timestamped with 100usec accuracy via ethernet connected
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micro-controllers and a pulse clock synchronized to the LN-200 IMU. Figure
4.6 shows the sensor coverage; overalapping regions of Ibeo lidar and Ladybug
camera in front of Skynet enable comparison studies between sensor modali-
ties. The effect of processing resolution for Ladybug imagery is studied in the
results section. The remaining results sections use Ladybug imagery downsam-
pled to one quarter resolution for near real-time detection processing due to
computational constraints. Full resolution processing enable car detections up
to 70m range and 40m range person detections; downsampling reduces the ac-
tive range to 15m for cars and 10m for people. A 20m semicircle was used for
quantitative evaluation comparisons.
Skynet is outfit with an occupancy grid as a safety catch-all to prevent run-
ning into objects that did not get tracked in the RBPF. This occupancy grid is a
common commercial feature often implemented with sonar or radar. On Skynet
this is implemented with lidar.
The classification formulations given in equations (4.7) and (4.14) can be nu-
merically sensitive to machine precision underflow. Tracking errors induced
from temporary filter instability, poor initial conditions, or a series of poor
measurements can quickly drive a model’s probability, for example p(C =
j|Zk, Ak,Ok) or p(H = h|Zk), to zero in machine-precision—that is, the incorrect
model could have 100% classification probability and the sequential estimator
numerically multiplies future correct classification measurements by zero. The
tracking filter may improve its estimate of object state, but the recursive clas-
sification multiplication is stuck at zero or one, effectively making an ad hoc
classification due to machine precision underflow. Implementation solutions
include performing the probability calculation in log-likelihood units or thresh-
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olding the minimum or maximum classification probability values in the range
0 +  < p(·) < 1 −  for some small value of , which was done in Skynet.
All perception algorithms aside from the camera detector ran in real-time on
a variety of Intel two and four core x86 64-bit processors in a Windows 7 en-
vironment. For simplicity, primary function algorithms are run on individual
computers and data is shared between sensors and algorithms via UDP Mul-
ticast across a Hewlett-Packard V1910-48G managed gigabit ethernet switch.
The RBPF joint data association, tracking and classification routine is the most
computationally intensive algorithm and reliably runs in real-time on an i7-3820
with 8 particles; that is eight complete hypothesis of the entire scene. Lidar clus-
tering is run on an i7-930 while the remaining routines are run on an assortment
of i5 and i7 processors. The following sections detail raw sensor processing,
developed since the DUC [109] and [95], to detect vehicles and people with
the Ladybug camera and to process lidar returns for person-sized and car-sized
clusters.
4.3.1 Vision-based Detection
The field of computer vision has been rapidly advancing. Recent studies have
shown improved detection and classification rates for cars [88] and pedestrians
[111], [112]. The vision-based detection system presented below is a state-of-the-
art detector for cars and pedestrians which also detects the heading of vehicles.
Vehicle heading detection, a unique feature of the detector, is computed from
each still frame from the camera, and thus does not require multiple frames
or tracking through time. The following section explains how the Deformable
96
Parts Model (DPM) technique [84] trained on existing datasets was used for
both car and pedestrian detection.
The vision-based detection subsystem makes use of a Point Grey Ladybug
3 spherical camera mounted on top of the vehicle. Images are acquired at 6.5
frames per second synchronized with the vehicle’s global clock and stitched
into spherical panoramas using the vendor-provided software. Each spherical
panorama is then reprojected into 8 separate rectilinear virtual cameras at 45
degree increments; reprojections are referred to as tiles.
Each tile is passed through two state-of-the-art detections, the first being a
car detector and the second being a person detector. The car detector was first
introduced in [106]. Both detectors make use of the Deformable Part Model
(DPM), a technique for robustly detecting and localizing objects under varying
viewpoint and illumination conditions by analyzing distributions of image gra-
dients [84]. Local gradient statistics are aggregated to form rigid parts, small
square patches that often have some semantic meaning, such as a wheel on a
car. The model encodes the rest position of each part with respect to a root coor-
dinate system, but additionally encodes an energy required to deform each part.
For example, a single DPM can encode a large variety of car makes and models
despite variations in shape or size by modeling how one part varies from a rest
position according to the training set.
In addition to detecting and localizing passenger vehicles relative to the ego-
vehicle, the car detector also predicts an orientation. A total of 16 separate
DPM models are used to cover a set of orientations. Training examples are de-
rived from three separate datasets: VOC2007 [113] – an Internet dataset with 2D
bounding box annotations, KITTI [114] – an autonomous vehicle dataset with
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3D bounding box and orientation annotations fitted to LIDAR point clouds, and
NYC3DCars [106] – an Internet dataset with 3D bounding box and orientation
annotations built by estimating scene geometry and asking annotators to place
3D models in the reconstructed scene. The detector from [115] is used for person
detections.
After each tile has been processed, detections are aggregated per panorama
and car orientation estimates are transformed from tile-space coordinates to
vehicle-space coordinates. Non-maxima suppression is applied to threshold car
and person detections. Detection boxes of pedestrians and cars are calculated
in spherical angular coordinates. Object bearing relative to the ego vehicle is
calculated from the centroid of the detection boxes. For autonomous vehicle
tracking purposes, an estimate of object range is also helpful. By assuming the
ego vehicle is oriented parallel to and contacting with the ground, and that all
detected objects are in contact with the ground, a flat ground plane model and
trigonometry can be used to estimate the nearest range in meters to the object
and the object’s width in meters.
The described algorithm is computationally intensive. An 8 core E5-2660
Xeon CPU and Nvidia GTX980 GPU were utilized to accelerate color processing,
image resizing, and JPEG exporting of frames from recorded video sequences.
Code implementation of the detection processing was performed on Amazon
EC2 Cloud computing platform using 200 of their c3.large machine instances
which contain 2 virtual CPU’s (vCPU) with 3.75GiB of memory. The DPM is not
optimized for computational efficiency or speed; thus, unoptimized implemen-
tation was run on a server farm. Full resolution panoramas from the Ladybug
camera software were exported at 8000x4000 pixels, and tiles were exported
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at 2048x2048 resolution. Processing full resolution tiles through the DPM con-
sumes all 4GB of RAM and takes 5.5 minutes per tile on a single machine. Re-
ducing panoramas to 2000x1000 pixels and tiles to 512x512 drops computation
time closer to real-time at 7 seconds per tile. A thorough analysis of imagery
resolution and detection performance including recall and precision rates is in-
cluded in the results section.
4.3.2 Lidar Segmentation
Car-sized clustering was unchanged from the DUC as described in [109]. Raw
lidar points, classified as objects by Ibeo’s proprietary software, are further
trimmed by removing any point within 0.3m of the detected ground plane. The
remaining points are clustered into groups which have minimum size and max-
imum horizontal point spacing of 0.5m threshold and then a second time at a
1.0m threshold. Only objects that pass both clustering thresholds and whose
maximum dimension is less than 15m (the maximum typical length of a bus)
are considered ‘stable’ clusters and passed to the joint perception algorithm.
Clusters must contain at least seven points and must have at least one point
projecting over 1.0m in height. Resulting clusters are classified as ‘car-sized’.
New person clustering is implemented by extending Laplacian of Gaussians
(LoG) filtering typically used in image processing to lidar processing. Laplacian
filters are derivative filters applied to images to find edges. Gaussian filters
blur or smooth an image. For edge detection in traditional image processing,
a normalized 2D LoG filter is built such that it calculates a large magnitude
before and after an edge; there is a sign-change at the edge. With lidar, most
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objects appear as edges, but walking or standing people typically appear as a
dense cluster of points separated from surrounding returns. In order to detect
people, the filter is modified to find a person-sized group of points which are
isolated from neighboring lidar returns. By constructing a normalized 1D LoG
and sweeping the filter radially around a point, a 2d filter is constructed that
has a negative mean value. The filter response is a negative value to a uniform
field, a negative value to an edge, and a large positive value to a person-sized
cluster isolated from its surroundings.
Object point returns are projected into a horizontal plane and grouped in a
square grid with 25cm sized cells. The heuristically modified LoG response is
computed per lidar return
L(r) =
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where r is the radius from filter center in the horizontal plane and σ = 0.45m. A
plot of the filter magnitude versus radius is shown in Figure 4.7. By computing
the filter response at each grid cell as
∑
L(r) for all lidar returns, a person cluster
can be identified. Figure 4.8 shows an example uncluttered roadway scene con-
taining 1 person after being processed by the LoG filter for a person. The posi-
tive peak is the person’s location; the negative peak is the area neighboring the
person; and other negative areas correspond to other objects and edges from the
scene. Non-maximum suppression and a minimum positive signed amplitude
threshold is applied across the grid to select peak locations for person-sized
clusters. Both person-sized and car-sized lidar clusters are then passed to the
joint association, tracking, classification algorithm. Recall and precision rates
are included in the results section.
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4.4 Simulation and Experimental Results
The results section of this paper first motivates probabilistically adding classi-
fication to the tracking problem. Kalman Filter inference of object classification
is demonstrated in both Monte Carlo simulation and experimental data by run-
ning a bank of filters on object measured data. The experimental portion uses
data collected with a low accuracy hand-held GPS unit from pedestrian, biker,
car, and bus objects traversing around Cornell’s campus.
Next, the joint data association, tracking, and classification algorithm perfor-
mance is evaluated using Skynet—Cornell’s AGV entry from the DUC. Repeat-
able scenarios of intersection encounters were conducted in multiple weather
conditions and recorded with camera ‘C’, lidar ‘L’, and radar ‘R’ sensors. Quan-
titative evaluations were conducted in post-analysis with the reduced sensor
sets L+R and C+R and complete sensor set C+L+R in order to evaluate if cam-
eras can replace lidars for AGV applications. Performance of vision heading de-
tection inclusion in the estimator and selection of the number of particles used
in the RBPF are analyzed. Ground truth of two pedestrians and one vehicle
enables quantitative evaluation of tracking and classification performance. The
joint solution demonstrates robustness to all weather conditions.
Performance of reduced sensor set evaluations from the quantitative experi-
ments provides insight into individual sensor performance in different weather
conditions in staged scenarios. Additional non-staged qualitative experiments
were conducted by driving Skynet through traffic around downtown Ithaca,
NY to more broadly evaluate sensor and perception algorithm performance in
varied weather conditions.
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4.4.1 Monte Carlo Simulations: Joint Tracking-Classification
Monte Carlo simulations were conducted to evaluate classification performance
of two categories, person and cyclist, given truth data generated with a dynam-
ics function that exactly matches the dynamics modeled in the KF.
Synthetic tracks, 50 seconds in length, sampled at 1Hz, of both people and
cyclists were generated from the KF modeled dynamics functions. Motion oc-
curred from randomly selected initial conditions and process noise; synthetic
measurements were created by adding Gaussian measurement noise to the syn-
thetic tracks. Measurement noise was randomly drawn per track inside the MC
truth simulation; each track is considered an MC iteration. Measurements from
each of these tracks were then run through both KFs and classified based on the
highest χ2 probability. Both filters are initialized by setting the initial position
equal to the first position measurement and the initial velocity vector tangent
to the line connecting the first and second position measurement. The limit
of the 50th percentile χ2 cumulative density function (cdf) should approach the
number of degrees of freedom in the measurement vector which is two. By av-
eraging the χ2 values over multiple KF updates, a distribution with nDOF degrees
of freedom is generated as follows
nDOF = knz (4.16)
where k is the number of measurements and nz is length of the measurement.
For the MC simulations, k = 50 measurements of dimension nz = 2 provides a
distribution with nDOF = 100 degrees of freedom. The 50th percentile χ2 cdf can
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be calculated as follows
χ2cdf = χ
2
cdf(percentile, nDOF)/nz
= χ2cdf(0.5, 100)/50
= 99.3/50 = 1.986
(4.17)
This 50th percentile is shown as a black dashed line in Figure 4.9 along with
the χ2 averages for each test run. The green trace is the likelihood the track
was generated by a person while the blue trace is the likelihood the track was
generated by a biker. The top plot track iterations were generated with cyclist
wheeled dynamics while the lower plot track iterations were generated with the
person walking dynamics.
Quantitative numbers summarizing the plot are show in Table 4.1. The χ2
average listed in the table is the average value of the traces from Figure 4.9
over all 100 iterations. The true model classification averages close to the ideal
2.0 mean while the incorrect model is farther from 2.0; these results show that,
given enough data and the models, the biker and person can be inferred. The
simulation correctly classified 100% of cyclist and 79% of the person tracks.
Table 4.1: Monte Carlo simulation results.
Track Generation:
Average χ2 χ2 Classification Percentage
Cyclist Pedestrian Cyclist Pedestrian
Cyclist 2.0897 7.9631 100 0
Pedestrian 1.5916 1.8784 21 79
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4.4.2 Experimental Results: Joint Tracking-Classification
Experiments studying joint tracking and classification were conducted by build-
ing KF models of four classifications: pedestrian, biker, car, and bus. A low
accuracy handheld GPS with 1.1 meter standard deviation of error recorded po-
sition data from each object. A portion of the data was used to estimate the
process noise parameters for each class. Classification performance was ana-
lyzed on the remaining data to demonstrate that accurate classification can be
accomplished using only GPS position measurements of the objects.
All data was collected in Ithaca, NY around Cornell University campus and
the Ithaca Commons. Euler integration is used to predict the model of the con-
tinuous time obstacle dynamics at 1Hz intervals. GPS data was collected using
a Locosys GT-31 handheld unit at 1Hz frequency and recorded in NMEA-GGA
sentence format, which has approximately 18cm of quantization error in Ithaca,
NY. Measurement noise for the sensor was computed using data collected from
a stationary sensor to establish a covariance matrix R in meters squared as fol-
lows
R =
1.2 0.10.1 1.2
 . (4.18)
Car data was collected using a 4-door sedan while bus data was collected while
riding on a local commuter bus. The filters are not expected to distinguish non-
moving targets. Because some of the driving data contains time waiting at traffic
lights, any data sections where the GPS unit moved less than 25cm on average
between downlinks was removed from the evaluation set. A holdout set of
the data 5 minutes in length was used with a Matlab minimization routine to
estimate the process noise covariance values for the four models and is given in
Table 4.2.
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Table 4.2: Process noise values.
Model: Pedestrian Car Bus Cyclist
Acceleration m/s2 0.04 0.6 0.4 0.31
Rotation Rate deg/s N/A 15 15 15
Table 4.3: Successful classification rate from experimental GPS data.
Model: Pedestrian Car Bus Cyclist
Percentage 100% 99% 99% 50%
From each experimentally recorded data set, 100 sections of 50 consecutive
GPS data points were randomly selected and fed into the bank of Kalman filters
enumerating each classification. Classification was inferred using all four KFs
and reported in Table 4.3. Pedestrian, car, and bus were correctly classified for
at least 99% of the tested tracks by the χ2 statistics. The cyclist classification rate
was much lower, in part because the collected cyclist data contained more stops
and starts; of the three other classes, the cyclist was most often mis-classified as
a pedestrian. In summary, the example with experimental data shows reliable
classification performance solely from position data, highlighting an example
benefit possible with joint tracking and classification solutions.
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4.4.3 Experimental Data Collection
Several datasets were collected in order to study key elements of the solution,
including algorithm parameters, sensor types, and weather. In the first dataset,
experiments were conducted with specified encounters on a closed course of
one vehicle and two pedestrians and were repeated multiple times in different
weather and lighting conditions to understand how weather affected sensor and
algorithm performance.
Quantitative analysis of the controlled experiments is enabled by using a
1999 Chevrolet Suburban as a ground truth vehicle. The Suburban is outfit
with the same GPS and inertial measurement sensors as Skynet, which resolve
centimeter-accuracy position estimation reported at 100Hz of the vehicle obsta-
cle. By differencing high precision pose estimates of the Suburban from Skynet,
a relative truth dataset was obtained for the various encounters. Real-time sub-
meter GPS sensing for pedestrians was not available. Instead a combination of
a pre-surveyed path, low precision GPS, and a camera tracker were used. The
pre-surveyed path was marked for pedestrians in the closed course. The time-
synchronized camera recorded accurate timing of the pedestrian’s location on
the surveyed path, enabling generation of sub-meter accuracy truth data for
the pedestrians in the closed course. All truth data is synchronized in post-
processing using GPS recorded timing information.
Three experimental scenarios in Figure 4.10 quantitatively evaluate the re-
peatability and performance of the RBPF across four different weather scenar-
ios. For Scenario A, the Suburban and Skynet drive towards each other and
stop at an intersection; Skynet turns as the Suburban drives straight through
the intersection. For Scenario B, Skynet and the Suburban approach and stop
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at an intersection, and the Suburban crosses in front of Skynet. For Scenario
C, Skynet approaches and stops at an intersection, and two pedestrians cross
in opposite directions in front of Skynet; Skynet proceeds through the intersec-
tion after pedestrians cross. For each scenario five experimental trials were con-
ducted for each weather condition. The experiment was conducted over four
different weather condition categories: Sunny, Night, Wet & Cloudy, and Snow
& Rain. Visual data and example detections for all four weather condition cat-
egories are shown in Figure 4.11. The Wet & Cloudy trials were recorded after
a rain storm; the ground was wet but no precipitation was present and the sun
was occluded by clouds. This condition most closely resembled the conditions
on the second day of the KAIST competition that resulted in two autonomous
vehicles crashing [75].
By logging all timestamped sensor recordings, data could be replayed
through the algorithms for studies such as a reduced set of sensors or modifica-
tions to the RBPF. Quantitative evaluation is achieved by using the most likely
particle from the RBPF and comparing the closest tracked object to the truth ob-
ject, which could be a pedestrian or Suburban depending on the scenario. The
closest object to truth is considered correctly tracked if the truth’s and estimate’s
object centroids are within 2m. The RBPF output is recorded at 10Hz for eval-
uation in a 20m semi-circle in front of Skynet. The results tables in this section
contain columns with the following specific definitions: Object Tracked is the
fraction of time an estimated object from the RBPF overlapped the truth loca-
tion; Range and Bearing Errors are reported as root-mean-square (rms) statistics
of the range to closest point and mean bearing respectively; Correct Classifica-
tion is the fraction of time that a tracked object was correctly classified, while
Mis-Classification is the fraction of time a pedestrian was errantly classified as
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a car or vice versa; and Number of Returns is the number of time instances that
the estimated object overlapped the truth object. Unclassified time fraction is
not reported in the tables but may be easily calculated; the sum of Correct, Mis-,
and Un- classified must equal one. An example encounter of an object being
properly tracked in range and bearing is shown in Figure 4.12.
In addition to the controlled dataset, an additional experiment in an un-
controlled environment in Sunny conditions was conducted by driving Skynet
through Cornell’s campus from B-Lot past the Engineering Quad through Col-
legeTown for 7 min 13.4 sec. This experiment contained a high density of pedes-
trian and vehicle traffic and is used in the following results sections to compare
vision resolution performance, sensor precision and recall rates, and particle
count selection for the RBPF filter. Truth data was unavailable for this uncon-
trolled experiment.
4.4.4 Particle Count Selection for Joint Data Association, Track-
ing, and Classification
A key design consideration for the RBPF is selecting an appropriate number of
particles. Each particle represents a full hypothesis of the measurement asso-
ciations and object states in the local environment. In Miller’s original RBPF
[95], multiple hypotheses helped model ambiguity associated with data asso-
ciation. For Cornell’s DUC entry, a total of four particles ran in real-time and
adequately captured variability in data association, primarily due to the wide
spacing between vehicles. With the addition of classification, the RBPF can help
model ambiguity regarding object type classification, such as car or pedestrian,
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Table 4.4: RBPF performance for different numbers of particles. For all table results:
Object Tracked is the fraction of time an estimated object from the RBPF
overlapped the truth location; Range and Bearing Errors are reported
as root-mean-square (rms) statistics of the range to closest point and
mean bearing respectively; Correct Classification is the fraction of time
that a tracked object was correctly classified, while Mis-Classification is
the fraction of time a pedestrian was errantly classified as a car or vice
versa; and Number of Returns is the number of time instances that the
estimated object overlapped the truth object. Unclassified time fraction
is not reported in the tables but may be easily calculated; the sum of
Correct, Mis-, and Un- classified must equal one.
Number of
Particles
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
1 0.993 1.698 0.068 0.917 0.001 1484
4 0.998 1.545 0.076 0.870 0.000 1496
8 0.998 1.544 0.077 0.875 0.000 1455
or capture other binary object characteristics such as a vehicle’s true heading
direction.
For more complex scenes, such as those considered here with both cars and
pedestrians, the number of particles may need to be higher. The first study of
particle counts uses the sunny dataset; all trials from all scenarios were used,
and the RBPF was run with 1, 4, and 8 particles to study the effect on perfor-
mance. Results in Table 4.4 show negligible performance improvement com-
paring 1, 4, and 8 particles. The association ambiguity was negligible for the
largely spaced objects in these intersection scenarios; hence performance was
similar across the different number of particles, and controlled intersection ex-
periments could be analyzed with only a single particle.
The second particle study used the data recorded driving through Cornell’s
campus and CollegeTown, with a more complex scene with numerous pedestri-
ans and vehicles making data association and classification less obvious. Truth
data was unavailable for this uncontrolled experiment. Data is played back
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with two configurations of algorithms: 1) Miller’s original Clustering and RBPF
algorithms from the DUC, and 2) the extended Clustering and RBPF with classi-
fication algorithms presented in this paper. Comparisons between the two con-
figurations help understand how selection of RBPF particle count is affected by
the addition of classification. Given the RBPF is extended to classify two object
types, namely cars or pedestrians, it was initially hypothesized that doubling
the number of particles used in the original DUC RBPF from four to eight might
provide adequate performance. Data is passed to both algorithm configurations
and run with 1, 4, 8, 12, 16, and 20 particles. A playback using 50 particles for
each configuration is treated as the benchmark for comparison. Errors in ob-
ject counts are computed by differencing individual runs against the respective
configuration’s 50 particle count run.
Table 4.5: Joint Data Association and Tracking (DUC Tracker)
Joint Association
& Tracking
Joint Association, Tracking, & Classification
Number
of
Particles
RMS Error:
Number of
Objects
RMS Error:
Number of
Objects
RMS Error: Num.
Classified Objects
1 2.76 4.39 1.94
4 2.45 4.10 1.80
8 2.32 3.80 1.80
12 2.21 3.57 1.84
16 2.33 3.54 1.64
20 2.31 3.18 1.78
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Table 4.5 and Figure 4.14 show the results from Miller’s DUC tracker (con-
figuration 1) which used only car-sized lidar clusters, no Ladybug imagery, and
no classification; and the joint classification-tracker developed here (configura-
tion 2) including clustering, imagery, and joint data association, tracking, and
classification routines. The truth simulation run tracked an average number of
34 objects for configuration 1 and 66 objects for configuration 2, of which on
average 8 were classified as cars and 4 were classified as pedestrians. Plots of
the cumulative distribution function (CDF) of errors in the number of tracked
objects is presented in Figure 4.13.
For configuration 1, joint association and tracking, in accordance with [95],
increasing particle count from 1 to 4 improves performance; performance
plateaus at 8 particles. For configuration 2, adding classification along with
vehicle heading ambiguity, pedestrian lidar clusters, and increased number of
camera returns, provides significant additional complexity. The RBPF filter con-
tinues to improve performance with increased number of particles out to 20 par-
ticles, as highlighted in Figure 4.14. Put another way, errors in overall (classified
+ non-classified) object counts decrease with more particles. However, errors in
the number of classified objects plateaus at 4 particles, so the addition of classi-
fication required a minimum of 4 particles. Objects that have been classified are
well-tracked; higher particle counts provided negligible benefit for these well-
tracked objects. Four particles is adequate for classified objects because it is rare
for an object to simultaneously have ambiguous data association, classification,
and heading direction. The benefit in increasing to a higher number of particles
was observed for objects that do not get classified such as shubbery, buildings,
or distant pedestrians/vehicles that have sparse measurement returns.
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Configuration 2 tracks a larger overall number of objects than configuration
1 which contributes to configuration 2’s higher overall error rate of number of
tracked objects. However, the error in number of classified objects tracked in
configuration 2 is less than the error in number of unclassified objects in either
configuration; thus, classification helps to improve the overall perception sys-
tem’s data association and tracking performance.
The number of reasonable and therefore possible associations and object
classifications can increase due to closely spaced objects like pedestrians, which
makes selection of an optimal number of particles non-obvious. When consid-
ering more than 4 particles, a trade-off is reached between increased computa-
tional complexity and probabilistic fidelity. In general, the results of classified
object track count errors plateauing at 4 particles implies that 4 particles is ad-
equate for classified object tracking in urban driving scenarios, but additional
particles support more congested scenes. For the other studies in this paper, 8
particles was chosen due to its balance between performance and real-time ca-
pability in the author’s C++ implementation. All remaining experiments, both
controlled intersection scenarios and urban downtown driving, are run with 8
particles.
4.4.5 Controlled Experiments: Sensor Sets in Joint Data Asso-
ciation, Tracking, and Classification
Examination of sensor segmentation performance, along with the output’s in-
tegration into the joint association, tracking, and classification algorithm is pre-
sented in this section. The first study is the performance of the vision detection
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Table 4.6: Camera processing per resolution. For reference, 2k is similar in
resolution to 1080p HDTV.
1k 2k 4k 8k
Actual Resolution: 1024x512 2048x1024 4096x2048 8000x4000
Tile Resolution: 256x256 512x512 1024x1024 2048x2048
Car Detection Range: 7m 15m 32m 70m
Person Detection Range: 5m 10m 20m 40m
Table 4.7: Sensor recall and precision rates. Recall is computed over sen-
sor’s range.
Sensor, Condition Car Recall Car Precision Person Recall Person Precision
Lidar, Sunny 91% 51% 88% 55%
Camera, Sunny 85% 99% 70% 90%
Camera, Rainy 93% 76%
algorithm as a function of image resolution. As described in the computer vi-
sion section, camera images were downsampled due to computational restric-
tions. Table 4.6 presents four levels of resolution, along with the observed car
and pedestrian detection ranges. Full resolution 8k video is reduced to the near
real-time version of 2k which contracted the car detection range from 70m to
15m and person detection range from 40m to 10m. A comparison of full and
reduced resolution detections from the Ladybug camera is shown in Figure 4.15
for two scenes. In the upper photo pair, 2 people are detected in the downsam-
pled image versus 13 in the full resolution image. In the lower photo pair, 4 cars
are detected in the downsampled image versus 26 in the full resolution image.
Downsampling images reduces the number of pixels describing an object; given
enough downsampling any object will become obscured. In the shown images,
smaller and more distant objects are not detected in the downsampled versions.
In practice, reducing camera resolution reduces object detection range.
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Table 4.8: Sensor detection rates averaged per sensor return.
Sensors Used Objects Detected Cars Detected Persons Detected
C-1k 0.61 0.46 0.15
C-2k 1.98 1.53 0.45
C-4k 10.50 4.52 5.98
C-8k 35.44 8.12 27.31
L 12.04 9.26 2.78
Table 4.9: Sensor object tracking and classification average rates.
Sensors Used Objects Tracked Cars Tracked Persons Tracked
C-1k + R 41.10 3.00 0.04
C-2k + R 42.86 7.31 0.22
C-4k + R 50.02 14.14 2.49
C-8k + R 63.16 27.99 4.35
L + R 63.11 0.27 3.20
C-8k + L + R 81.86 27.67 9.44
Using a holdout set of data, recorded from driving 3.0 miles from Cornell’s
campus through College Town to downtown Ithaca, NY, true classification rates
of precision were computed for car and person detection routines by hand la-
beling at least 300 detections. Summary statistics of recall and precision are
presented in Table 4.7. When normalized by sensor range, recall and precision
rates were found to be independent of camera resolution. During clear daytime
conditions, detections had a correct classification rate of 99% for a car and 90%
for a person. During rainy conditions, true classification rates rates dropped
to 93% for car and 76% for pedestrian. Thus, one car detection or two person
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detections are sufficient for a 95% confident classification of a respective car or
person object. Clearly, as computation becomes faster over time, the perfor-
mance of the visual detector—particularly in range—will improve dramatically.
Recent developments such as [89], [111], and [112] have demonstrated real-time
implementation by intelligently selecting regions of interest for processing and
by utilizing GPU acceleration for DPM implementation.
True detection rates (precision) for person and car classified lidar clusters are
calculated by analyzing performance of clustering across clear day and night
weather scenarios using a holdout dataset collected from Cornell campus, Col-
lege Town, and downtown Ithaca, NY. Lidar clustering maximum range is ap-
proximately 70m. The lidar clustering routines are designed based on object
size, not object feature extraction; thus similarly sized non-person and non-car
objects are clustered as person-sized or car-sized respectively. In vehicle experi-
ments, the car clustering routine gave a true classification precision rate of 79%
for car-sized objects. Occasional errors occurred from clustering shrubbery or
buildings as large vehicles. In total, 36% of objects correctly identified as car-
sized were not in fact cars; the true classification rate for cars was 51%. Person
clustering routine gave a true classification rate for person-sized objects of 89%.
Signs, fence posts, and telephone poles were the most common sources of errant
person clusters because their lidar signature is similar to that of a human; false
positives accounted for 36% of the person-sized detections. The true classifi-
cation rate of actual persons was 55%. For the purpose of demonstrating joint
perception solution in varying weather conditions, a simple robust clustering
method was selected over high-fidelity, computationally complex, and brittle
methods. Achieving 95% confidence of object classification using the presented
clustering routine’s true classification rates of 51% for cars and 55% for pedes-
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trians with the Ibeo Lidar units reporting at 12.5 Hz requires tracking uniformly
classified clusters for 6 seconds to classify a car or 1.2 seconds to classify a per-
son.
Raw object detection rates for the uncontrolled experiment are presented in
Table 4.8. Sensors have different FOV, range, mounting location perspective,
recall, and precision rates which all jointly contribute to the differences in raw
detection rate. In general, increased resolution increases object detection rate;
the 8k camera most closely matches the lidar coverage in front of Skynet. Object
tracking and classification average rates for the various sensor configurations
coupled with radar are reported in Table 4.9. The most interesting conclusion of
Table 4.9 is the similarity in object tracking rates between the C-8k+R and L+R
which implies that real-time high resolution imagery detection could provide a
reliable fair-weather alternative to lidar-based tracking for environments with
well-spaced objects. For low resolution camera runs, the car and person clas-
sification rates are significantly below the object tracking rates because radar,
which has no classification information, is providing the vast majority of object
measurements. Lidar also has low classification rates but higher overall object
tracking rate due to its long sensor range and high recall rate. High resolution
imagery provides both increased object tracking rates and increased classifica-
tion rates as the camera has good recall and excellent classification precision.
As expected, coupling 8k imagery with lidar and radar provides the highest
overall object detection and classification rates for tracked objects; interestingly
the camera and lidar provide complementary information when fused. Later
in the paper, sensor performance is evaluated for adverse weather and quanti-
tative tracking positional accuracy, both important for closely-spaced crowded
environments. For quantitative evaluations, 2k imagery resolution and a front
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semi-circular sensor mask of 20m was used in order to minimize the differences
between lidar and camera FOV and range.
Results from experiment trials evaluated with a complete sensor set C+L+R,
and reduced sensor sets C+R, or L+R, across all four weather condition cate-
gories are summarized in Tables 4.10-4.11. Radar is included in both camera
and lidar sensor set evaluations to improve estimation speed and robustness,
and because, most road-worthy AGVs contain radar. The radar coverage on
the front of the vehicle is very sparse and cannot detect pedestrians so radar
only-tracking was not performed.
Table 4.10: Pedestrian Tracking Performance.
Sensors
Used
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
C + L + R 0.995 1.230 0.081 0.864 0.018 3964
C + R 0.638 1.482 0.169 0.962 0.003 373
L + R 0.995 1.252 0.084 0.852 0.024 3972
Table 4.11: Vehicle Tracking Performance
Sensors
Used
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
C + L + R 0.986 1.477 0.058 0.811 0.000 2594
C/H + R 0.655 1.578 0.110 0.818 0.000 1369
C + R 0.818 1.531 0.102 0.875 0.000 1776
L + R 0.982 1.410 0.053 0.509 0.000 2565
Table 4.11 also includes the case where heading detections are directly mea-
sured from the camera, labeled as C/H+R. In C/H+R, heading non-Gaussian
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measurement ambiguity was poorly captured with a large Gaussian covariance
on the measurement. Camera detections are also evaluated using the multiple
hypothesis heading direction classifier shown in Equation (4.14) which split the
heading measurement as a continuous angle to the vehicle length axis and dis-
crete direction along the line; the heading multiple hypothesis method is labeled
C+R. As shown in Table 4.11, having an accurate measure of the angle to the ve-
hicle length axis proved useful and more accurate: C+R had more returns, more
objects tracked, lower range and bearing errors and better classification rates
than C/H+R. Properly orienting the vehicle heading significantly improved as-
sociation and object state estimate for wheeled dynamics. All other analyses
involving C+R in this paper utilized the multiple hypothesis heading measure-
ment split method.
The downsampled camera sensor images reduced the number of car detec-
tions, resulting in a lower object tracking time fraction in C+R compared to L+R.
The range and bearing errors were also larger for the C+R case compared to
L+R. The full resolution image processing could improve the object tracking
time fraction. The joint classification results from Tables 4.10-4.11 show that the
C+R case has significantly better classification performance for cars compared
to L+R, but for pedestrians, the improvement is less pronounced. This trend
corresponds with expectation that the raw sensor classification accuracy differ-
ence between camera and lidar is larger for cars than pedestrians. The com-
bined performance of the C+L+R case across both pedestrians and cars shows
a combination of decreased range and bearing errors compared to C+R and in-
creased classification performance compared to L+R. Intuitively, the benefits of
having all three sensors is clearly shown in the C+L+R case: lidar is excellent at
detecting objects and metrical information, whereas the camera is excellent at
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classification. The joint fusion of all sensors achieves a much more accurate and
robust solution.
4.4.6 Controlled Experiments: Weather Conditions in Joint
Data Association, Tracking, and Classification
The car and pedestrian tracking results are combined to analyze the perfor-
mance of the three sensor combinations across each weather condition category.
Table 4.12 contains the combined L+R performance. All weather conditions had
similar object tracking rates. Classification rates were highest for Night and sec-
ond best during Cloudy & Wet conditions. Darker conditions from night and to
a lesser extent from clouds provided reduced solar radiation noise for which the
sensor had to contend. Surprisingly, the Cloudy & Wet conditions provided bet-
ter lidar performance than daytime and best overall range estimates. Wet objects
tend to scatter lidar returns; one plausible explanation is that the dry Suburban
and dry pedestrians provided improved reflected signal returns compared to
the reduced background noise returns. In summary, precipitation conditions
degraded lidar performance most drastically in classification but also in range
and bearing, while lidar performance improved in darker conditions because
there was less reflected solar radiation to interfere with the lidar.
Table 4.13 contains the combined C+R performance. Similar to results shown
in Tables 4.10-4.11, C+R object track rates in individual weather categories were
all lower than the L+R weather categories because the downsampled camera
sensor images reduced the number of car detections. Night had the worst ob-
ject tracking fraction due to poor lighting conditions. Cloudy & Wet conditions
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Table 4.12: Lidar + Radar (L+R) Performance in Weather
Description
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
Cloudy & Wet 0.988 0.700 0.063 0.726 0.000 1493
Sunny 0.999 1.437 0.083 0.664 0.000 1480
Night 0.987 1.424 0.060 0.872 0.000 1781
Snow & Rain 0.986 1.484 0.085 0.601 0.052 1783
provided best tracking fraction due to the uniform diffuse lighting conditions.
Sunny daytime conditions have more glare and stark shadows to contend with
than Cloudy conditions, resulting in worst range and bearing errors. One un-
expected result was Night range and bearing error were less than Sunny con-
ditions; it is hypothesized that this is due to shadow ambiguities in estimating
an object bounding box. As expected, Snow & Rain precipitation degraded the
object tracking fraction and also degraded range and bearing estimates. Sur-
prisingly, classification rates were similar for Cloudy & Wet, Sunny, and Snow
& Rain. The degraded Night classification, due to poor lighting conditions, was
worse than Night classification in the L+R case. In summary, bad lighting con-
ditions, especially at night, were more detrimental to camera performance than
weather conditions.
Table 4.13: Camera + Radar (C+R) Performance in Weather
Description
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
Cloudy & Wet 0.916 1.414 0.083 0.971 0.000 552
Sunny 0.867 1.657 0.121 0.971 0.002 588
Night 0.620 1.425 0.112 0.590 0.000 432
Snow & Rain 0.739 1.627 0.127 0.951 0.000 450
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Table 4.14 contains the complete sensor set C+L+R performance. Across all
weather conditions the tracked object fraction was 9˜9%. Range and bearing er-
rors are less than the C+R sensor set and correct classification is improved over
the L+R set which is consistent with the controlled experiment results of Ta-
bles 4.10-4.11. As in the L+R sensor set, the C+L+R Cloudy & Wet conditions
provided the best overall range estimates. The number of returns for L+R is
three to four times that of C+R. The addition of camera data improved classi-
fication rates across all weather scenarios in C+L+R compared to L+R. How-
ever, due to the lower total number of camera returns, there were many sec-
tions tracked by L+R for which no camera information was available; thus the
C+L+R classification rates are lower than that of C+R because of a discrepancy
in the number of returns. Given a similar number of C+R and L+R returns, it
is expected that the C+L+R classification rate would match or exceed that of
the C+R. The mis-classification rate is nearly zero for all presented examples;
the probabilistic filter is combining raw sensor classification information in an
unbiased manner.
Table 4.14: Full Sensor Set (C+L+R) Performance in Weather
Description
Object
Tracked
Range
Error (m)
Bearing
Error (rad)
Correct
Classification
Mis-
Classification
Number of
Returns
Cloudy & Wet 0.985 0.825 0.056 0.876 0.000 1517
Sunny 0.998 1.544 0.077 0.875 0.000 1455
Night 0.989 1.320 0.070 0.889 0.000 1779
Snow & Rain 0.995 1.499 0.085 0.744 0.040 1807
The presented results demonstrate performance of a state-of-the-art camera
detector and lidar configuration supplemented with radar exhibiting reliable
performance across varying weather scenarios. Sensor diversity and a proba-
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bilistic filter are critical for adding robustness to performance across weather
scenarios.
4.4.7 Urban Driving Experiments: Qualitative Discussion of
Performance in Weather Conditions
Experiments were conducted through Collegetown near Cornell’s campus and
downtown Ithaca to study performance in real-world scenarios involving di-
verse vehicle and pedestrian traffic on typical busy streets in various weather
scenarios. Skynet was driven in each weather condition, Snow, Rain, Sunny,
Cloudy, Wet & Humid, and Night, for over 30 miles and 2 hours of time, at
speeds up to 35 miles per hour, in an assortment of urban conditions includ-
ing two-lane one-way roads, two-lane two-way roads, assorted intersections in-
volving pedestrians, and vehicles controlled with lights and signs, and around a
number of building and neighborhood styles including downtown businesses,
housing, and commercial box-store areas.
Observations made about overall sensor performance in clear weather are as
follows: radar has few false positives, lidar is highly accurate at depth measure-
ments, camera is highly accurate at correctly classifying vehicle and pedestrian
detections, albeit with dependency on processing resolution; camera detection
range is also dependent on processing resolution.
Active and passive air-borne disturbances are present during and after pre-
cipitation, such as rain or snow and during heavy fog. Water droplets and snow
flakes could be detected in lidar and were visible in the camera frame. As has
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been published elsewhere [98], [99], precipitation generally did not affect radars
in a noticeable way in the experiments. The Ibeo XT lidar units have onboard
rain drop filtering that examines the intensity and time response of individual
lidar returns; if a double return is detected and the first response is lower in
amplitude or shorter in duration, the first return is assumed to be a rain drop
and the second return is the actual object. In principle, filtering airborne distur-
bances at the sensor’s receiver processor could be beneficial, but in practice only
a small portion of the rain returns were negated and had little effect on filtering
snow flake returns.
The occupancy grid used for safety and collision avoidance was also suscep-
tible to weather conditions. As shown in Figure 4.16, the lidar can return mea-
surements of snow which are in turn passed to the occupancy grid. Snowflakes
white color, larger size, and slower dynamics can cause returns of multiple lidar
beams. Unfortunately, these returns are indistinguishable from object returns in
intensity, and, importantly, they are close in proximity to the vehicle, creating
safety concerns. Instead of lidar, commercial cars use sonar and radar for object
detection and avoidance because they are less susceptible to airborne precipi-
tation. When considering all-weather driving, heavy reliance on lidar in AGV
research could present problems to commercialization.
Water and snow blown behind other vehicles in front of Skynet also made
it difficult to track objects with lidar. Figure 4.17 shows a snow example where
dozens of phantom objects are being tracked when the car is clearly visible in
the camera’s frame of view. Radar was completely unaffected by the water and
snow spray, while the camera was only affected when the density of spray was
strong enough to significantly cloud the lens and hide the vehicle. In the lidar
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returns, the trailing spray was clustered arbitrarily as person- or car-sized de-
pending on size of spray pattern and caused the RBPF to birth phantom tracked
objects which followed behind the car. Dozens of phantom objects occupied
several car-lengths of space, trailing the car while the actual car object was not
reliably tracked or classified. In Figure 4.17, the black arrow points to the true
location of the car, but no tracked object is estimated in the car’s true location.
The most surprising airborne phenomenon was exhaust plumes, which can
cause lidar returns. During cool conditions, vehicle exhaust or steam venting
from city street tunnels into ambient temperatures with a low dew-point caused
the exhaust to condense into clouds and create large plumes that created lidar
returns. Interestingly, exhaust and steam plumes that are barely visible to the
human eye or cameras in the optical spectrum can cause significant lidar re-
turns. Figure 4.18 shows an example of lidar returns at two time instances and
the corresponding camera image; black arrows point to the exhaust plume loca-
tion. Initially, the plume was clustered with the vehicle, but as the vehicle drove
through the green light, the plume was blown behind the vehicle and clustered
as both a person-sized and car-sized object. This phenomenon was most preva-
lent when driving in winter, cool, or rainy conditions and largely non-existent
when ambient temperatures were warm and the dew-point was low.
Sensor fouling was most common in snow and rain, but can also occur in
dusty conditions. Wipers, such as those typically found on windshields, are im-
portant for all sensors; given enough sensor surface accumulation of snow, ice,
or dirt, radar, camera, and lidar sensors malfunction. Radar is robust to water
surface accumulation on the sensor but snow pack and ice accumulation from
highway driving can disable radar. Camera and lidar sensors are both sensitive
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to any sensor surface accumulation that blocks light; the lidar could operate
with a wet lens cover; the camera scenes of pedestrians and cars through a wet
lens became unrecognizable to the detector. The Velodyne lidar naturally stays
clean, given its rotation which limits water and snow from directly hitting the
lens. What water does hit the lens tends to blow off from wind and centrifugal
force.
Environmental surface accumulation has the potential to cause a variety of
unexpected sensor behaviors. For lidar, wet object surfaces decreased return
rates while snowy object surfaces increased return rates. The camera was unaf-
fected in general by light environmental surface accumulation, but under heavy
snow the camera eventually was unable to distinguish edges of objects and their
environment. Figure 4.19 shows an example camera detection of a snow cov-
ered car.
Reflections were noticed in the camera when driving by shiny buildings, as
captured in Figure 4.19. This example poses less of a safety issue in that its valid-
ity could be reasoned about using the detected location of the obstacle. Selecting
an exposure setting for the cameras was somewhat challenging. For simplicity,
a uniform exposure across lenses was selected to support easy panorama cre-
ation for detection processing. However, uniform exposure creates problems
for areas where lighting has gross variations, such as dusk, dawn, and oncom-
ing headlights. These lighting problems are magnified with a wet road surface
due to reflections.
It has been reported [116] that radar can have problems with shiny and re-
flective glass or objects, but this was not observed in Skynet recorded data.
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Multi-path lidar was a significant problem on wet surfaces, as shown in the
examples in Figure 4.20. In airborne topology mapping, [117] multi-path lidar
has been reported and is typically avoided by controlling the inclination angle
to ground targets to be nearly vertical. However, smooth wet roads cause lidar
to reflect on its way to or from the target. The lidar collector which receives
the return, determines the angle corresponding to the range measurement. If
the lidar beam initially reflected off the ground, and then reflected off an object
before returning to the collector, the object is projected to be farther away than it
actually is due to the longer round trip path. Over-estimating the distance to a
target can be dangerous and lead to AGV collisions. Measurement gating might
offer some potential ways to alleviate the multi-path problem.
If the lidar beam first reflects off the object, and then reflects off the ground
on the return path, the range to the object is projected to go through the ground.
Many AGVs also estimate the location of the ground or roadways with some
form of ground plane detection; examples of multi-path lidar returns projected
to have originated from below ground level, as defined by Skynet’s ground
plane detection, are shown in Figure 4.21. Due to lidar scattering off the wet
road surface creating multi-path returns, the ground plane was estimated below
the actual ground level shown in Figure 4.21 left. For comparison, Figure 4.21
right shows an example of a typical ground plane estimate in dry conditions
with dense lidar returns. Low ground plane estimation could lead to over-
estimating object range calculations for camera detections, which could lead
to AGV collisions.
From the above experiments, in both fair weather and not, camera, lidar, and
radar sensors were found to compliment each other. Lidar showed improved
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returns from snow covered objects and excellent night performance. However,
lidar challenges included multipath reflections on rainy roads, difficulty with
ground plane estimation in wet conditions, clustering and tracking issues with
snow including that blown up by other traffic or wind, response degradation to
wet vehicles, response to exhaust plumes in cold and wet conditions, and errant
occupancy grid response. The camera was more robust to precipitation, and
provided the most accurate classifications, but struggled with dark conditions
or lighting variations within a single scene. Radar was most robust to differ-
ent weather conditions and provides accurate velocity information, but cannot
detect pedestrians and lacks some of the depth, shape, and size accuracy of li-
dar or the classification accuracy of the camera. Occasional clutter also obscures
radar returns for distant objects or closely spaced objects at similar distances
and speeds.
4.5 Conclusion
A novel real-time probabilistic joint data association, tracking, and classifica-
tion system for an autonomous ground vehicle is formulated. Additionally, a
state-of-the-art vision detection algorithm that includes heading detection for
autonomous ground vehicle applications is integrated and compared. With the
incorporation of lidar clustering, radar sensors, and pose, a real-time demon-
stration of the joint probabilistic perception algorithm was conducted in vary-
ing weather conditions and using different subsets of sensors. Monte Carlo
simulations, repeatable controlled experiments, and a lengthy real-world urban
data collection demonstrated performance and identified new challenges with
weather perception and unique capabilities of a joint association, tracking, and
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classification solution.
Many observations were made regarding autonomous ground vehicle per-
formance in weather. In general, lidar was most brittle to laser blockages, multi-
path returns, airborne precipitation, and wet surfaces, and most robust to light-
ing conditions, while providing object shape and size information. The camera
was most brittle to dark lighting conditions and glare, but was more robust
to precipitation than lidar. Glare, which was often present in wet conditions
from headlights or sunshine, would reflect brightly off road, vehicle, and build-
ing surfaces, making camera exposure selection difficult and degrading object
detection performance. Radar has the best robustness in performance to all
weather conditions, but often cannot detect pedestrians and provides less in-
formation about object shape, size, and classification than lidar or camera.
Given the various limitations of existing sensors, there is much opportunity
for future development of sensor hardware, sensor data processing, and per-
ception algorithm advancements. Cheap and reliable lens cleaning for cameras
and to a lesser degree for lidar and radar are necessary for reliable operation
in any form of precipitation. Improving the dynamic range of cameras, com-
posing high dynamic range images, or actively modulating exposure across the
CCD may provide some potential for improving camera operation at night and
during high glare conditions. Extending tracking of precipitation [118] with
classification to categorize various weather phenomenon could improve indi-
vidual sensor performance or perception system performance. As computing
power increases and image detection methods advance, higher resolution im-
age processing could enable higher detection rates and longer detection ranges
for the vision. Direct estimation of the current weather condition could al-
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low active of toggling sensors, falling back to a reduced base sensor set, or
weighting sensor returns if each sensors performance is accurately character-
ized across weather conditions; for example, spurious lidar returns of snow,
exhaust plumes, or phantom occupancy grid objects could be automatically dis-
carded if the weather condition and sensor’s weather sensitivities were known
by the vehicle. In summary, sensor diversity and joint estimation of data associ-
ation, tracking, and classification proved beneficial towards robust performance
in all-weather conditions.
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Figure 4.6: Sensor placement and coverage for lidar (left), camera (right),
and radar (right) sensors. Skynet sits in the center of the di-
agram, facing right. Radar coverage is somewhat sparse in
the forward direction. Original placement was chosen to de-
tect specific direction: forward for oncoming cars in opposing
lanes, left and right for merging or intersection situations, and
rear for passing situations. The Lidar coverage is most dense in
front of skynet. The Ladybug camera imagery detection range
depends on resolution used for frame processing.
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Figure 4.7: 1D LoG filter for person lidar clustering.
Figure 4.8: Example LoG filter response to lidar returns from an unclut-
tered roadway scene with one person.
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Figure 4.9: Monte Carlo simulation results. Black dashed line represents
ideal mean value for true classification.
Scenario A Scenario B Scenario C
Figure 4.10: Three intersection scenarios used in the experiments are de-
fined as shown.
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Figure 4.11: Visual data and example detections for the four weather con-
dition categories during the intersection experiments. Rows
top to bottom: Cloudy & Wet, Sunny, Night, Snow & Rain.
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Figure 4.12: Example truth and estimated object track for Suburban.
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Figure 4.13: Comparison of number of particles selected for joint data as-
sociation and tracking versus joint data association, tracking,
and classification. Figures plot cumulative distribution func-
tion (CDF) of errors in number of tracked objects for various
particle counts versus a truth simulation using 50 particles.
The right-most plot compares how the addition of classifica-
tion affects the overall object error CDF for 8 particles. The
added complexity, increased number of measurements, and
addition of classification decreases the overall CDF, implying
more particles are necessary for similar performance when
adding classification. However, CDF errors for car and person
classified objects is decreased, that is, classification improved
the object track consistency for classified objects compared to
omitting classification.
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Figure 4.14: Comparison of overall errors in number of tracked objects.
This graphic plots data from Table 4.5.
134
Figure 4.15: Example of detection performance of the car and person de-
tector for the same images but different processing resolu-
tions. The second and fourth photos show detections for 8k
resolution imagery from Ladybug camera. The first and third
photos show car and person detections for 2k imagery used
for remaining experiments.
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Figure 4.16: Experimental time snapshot showing lidar returns from snow
flakes. In top-down depictions, Skynet is facing right. Up-
per left: lidar and clustering. Upper right: occupancy grid.
Bottom: view of scene. The black arrow point to the same
location, and denote lidar sensor returns and the resulting oc-
cupancy in the occupancy grid due to detecting snow flakes
as objects.
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Figure 4.17: Lidar returns of snow trailing behind vehicle causes errant
clustering and therefore errant tracked objects. Arrows point
to a vehicle object location. Top: lidar returns and clustering.
Middle: tracked objects. Bottom: Skynet faces left and shows
clear road.
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Figure 4.18: Example of an exhaust plume causing lidar sensor returns.
Upper left: lidar and clustering. Right: same scene 2 seconds
later as vehicle moves through green light. Bottom: view
of scene. Black arrow points to example of optically invisi-
ble plume being detected by lidar and clustered as a person
(green box) and car (red box).
Figure 4.19: Left: detection of car in snow. Right: detection of car in store
window reflection.
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Figure 4.20: Examples of lidar multipath from wet conditions.
Figure 4.21: Ground view of lidar returns inside the lidar clustering rou-
tine. Blue dots are classified as ground plane; white boxes
are car-sized objects; green boxes are person-sized objects.
Left: Ground plane estimated below actual ground level from
sparse multipath returns in wet conditions. Right: Typical
ground plane estimate in dry conditions.
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CHAPTER 5
CONCLUSION
The research presented has demonstrated advancements in thermal model
acquisition for buildings and robust all-weather perception for autonomous
ground vehicles. These advancements can enable new model predictive con-
trol capabilities for reduced energy consumption and improved occupant com-
fort in buildings and enable autonomous vehicles to operate in a wider range of
common environmental conditions.
In chapter 2, a multi-mode implementation of a multi-zone UKF was pre-
sented as a scalable and rapidly deployable system identification routine for
building thermal dynamics. Using a passive 5-room model, the UKF demon-
strated the ability to learn both dynamics parameters for a thermal network
and unknown disturbances. 24-Hour predictions from UKF estimated param-
eters yielded accurate results which were validated with EnergyPlus simula-
tions using a full year of data. The UKF, a data-driven, model-based approach,
amenable to augmentation with numerical methods, provides a promising step
towards a scalable framework to realize advanced BAS predictive controllers.
In chapter 3, MPC used an online learned model to outperform a well-tuned
thermostat controller and demonstrate the potential that online autonomous
methods have in building systems. Various online methods were presented
for excitation, and the effects of excitation on the estimation filter were ana-
lyzed. By coupling gray-box estimation, predictive control algorithms, online
self-excitation, and monitoring into a single framework, the potential has been
highlighted for low-cost scalable methods to save energy and improve occupant
comfort in buildings.
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In chapter 4, a novel real-time joint probabilistic data association, tracking,
and classification system for an AGV was formulated. Additionally a state-of-
the-art vision detection algorithm that includes heading information for AGV
applications was implemented. With the incorporation of lidar clustering, radar
sensors, and pose, a real-time demonstration of the joint probabilistic percep-
tion algorithm was conducted in varying weather conditions. Repeatable con-
trolled experiments plus real-world urban data collection identified new chal-
lenges with weather perception and unique capabilities of a joint probabilistic
perception solution.
Many observations were made regarding AGV performance in weather. In
general, lidar provided highly detailed object shape and size information, was
most brittle to precipitation and wet surfaces, and was most robust to light-
ing conditions. The camera provided accurate classification and location infor-
mation, was most brittle to dark lighting conditions and glare, but had more
robustness to precipitation than lidar. Radar had the best robustness in per-
formance to all weather conditions but provided less information about object
shape, size, and classification than lidar or camera. The joint association, track-
ing, and classification algorithm was implemented in a real-time framework
that demonstrated robust all-weather perception performance.
This dissertation has made the following novel contributions for HVAC con-
trol systems in buildings:
• Literature survey on control-oriented thermal modeling for buildings;
• Development of minimal parameterization for dynamics estimation;
• Generalization of estimation of thermal disturbance patterns;
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• Explanation of a multi-mode heuristic for simultaneous parameter and
disturbance estimation;
• Development of an Experiment Generator that determines, based on the
current model, which zones should be excited;
• Development of an Experiment Selector that automatically selects and
runs experiments while obeying energy and occupant constraints;
• Observability analysis confirming and explaining the basis for the excita-
tion approach;
• Demonstration of simultaneous thermal model and disturbance estima-
tion and corresponding improved HVAC control with MPC;
and the following novel contributions for autonomous ground vehicle percep-
tion:
• Demonstration of object classification in an urban environment based on
multiple model tracking;
• Formulation and demonstration of a real-time joint probabilistic method
to solve data association, tracking, and classification for an AGV roadway
environment;
• Examination of if and how state-of-the-art vision algorithms can compli-
ment or replace lidar and radar sensors;
• Investigation of sensor and perception algorithm performance in adverse
weather and lighting conditions;
• Demonstration of robust all-weather perception using formulated joint
Bayesian perception algorithm.
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