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Peak shifting plays a vital role in easing the stress on electrical grids as well as in reducing 
the electricity bill for consumers by taking benefit of the time-of-use tariff. In cold climates, this 
can be achieved effectively by storing the heat in thermal energy storage (TES) systems during 
off-peak periods and releasing the stored heat during peak periods. In this regard, building 
integrated thermal energy storage (BITES) systems (e.g. ventilated wall, electrically heated floor 
(EHF) with high thermal mass (e.g. bricks, concrete), hydronic heated floor etc.) can be used. It is 
worth stating that a well-designed BITES system can completely shift the load from peak periods 
to other periods. On the other hand, residential buildings in places like North America face 
practical constraints on incorporating high thermal mass into each envelope and each room. To 
overcome this limitation and also mainly to increase the percentage of peak load shifting, the 
present work proposes a forced ventilation system/heat extraction system (HES) to transfer the 
additional heat from zones with well-designed BITES system to zones with no such provisions.  
In this study, a multistory house, in which the BITES system (i.e. EHF) is mainly installed 
on the basement floor is developed in TRNSYS and validated using the field measurement data. 
The validated model is then utilized to evaluate the peak shifting potential of the existing EHF 
under different heating strategies. It is inferred from the simulation results that the existing EHFs 
almost had the ability to completely shift the heating consumption in the basement from peak 
period to other periods).  Further, the potential of HES to transfer the heat from the basement to 
the second floor are investigated in terms of its heating performance (effect of air flow rate and 
outlet location) and ability to extend the peak shifting potential of EHF. The key finding of the 
present study is that the HES augments the peak shifting potential of EHF up to 19%.  Also, it is 
inferred that the proposed methodology increases the heating energy consumption by 18% but 
decreases the daily heating cost by 24%. It should be mentioned that the increase in energy 
consumption is due to the prolonged operation of the basement EHF during the off-peak period 
and the decrease in energy cost is because of shifting the peak to the off-peak period.  
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The proposed concept would be a benefit to both supplier and consumer in terms of peak 
shifting and heating cost saving. Also, the proposed methodology resolves the constraint of 
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1.1. BACKGROUND AND MOTIVATION 
In Canada, space heating accounted for 55% of the total energy consumption in commercial 
and institutional sectors in 2013, while the energy spent for space heating was 63% for residential 
sector (NRCAN, 2016). Since heating demand mainly occurs in cold season, the energy 
consumption gets further intense during winter. Besides, due to occupant living habits and climatic 
factors, daily peaks of energy consumption generally occur during the morning (e.g. 6 a.m. to 10 
a.m.) and/or late afternoon (e.g. 4 p.m. to 10 p.m.) (Lanoue and Mousseau, 2014; Thieblemont et 
al., 2017).  Note that, electricity consumption of a single house during peak periods could be 20 
times higher than the average consumption ((Freris and Infield, 2013). This high electricity 
demand during the peak period further increases the stress on the electricity grid. If the energy 
consumption during the peak period exceeds the normal demand, utility providers should spend 
additional costs to either generate the additional load or purchase power at higher prices from 
neighboring grids (Hydro-Québec, 2017). As a result, time-of-use tariffs are commonly adopted 
worldwide (Guerassimoff and Maïzi, 2012; Yang et al., 2013). This means that changing the 
energy consumption pattern or developing procedure to reduce peak demand will not only release 
the stress on the electrical grid but also enable the consumers to save their electricity bill. 
To decrease the peak demand, the following suggestions/solutions have been proposed in 
the literature: 
(1) Encouraging consumers to change their energy consumption habits (e.g. postponing the 
use of the dishwasher and hot water from peak periods to off-peak periods). However, the 
anticipated reduction of peak demand in this case might be negligible (M. Crawley, 2016). 
(2) Increasing the thermal resistance of building envelopes, thus decreasing the 
heating/cooling demand of the building (Olsthoorn et al., 2017). However, the initial 
investment/renovating cost of this solution is usually significant. Besides, in some regions, due to 
the large thermal resistance, heat released due to occupant behavior may not be lost to the ambient 
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during summer. Thus, cooling load will get increased. Thus, this solution might result in negative 
effect on peak demand reduction. 
(3) Storing the energy during off-peak periods or during periods with availability of solar 
energy and utilizing it later during peak periods (Romaní, Belusko, et al., 2018). It needs to be 
noted that although this solution is effective in peak load shifting, it may increase the daily energy 
consumption due to the prolonged operation of charging process during off-peak periods. If the 
consumed energy mainly comes from electricity, which is produced from fossil fuels, the increased 
energy consumption would lead to more greenhouse gas emission. However, this issue can be 
negligible for buildings in Québec, Canada, where the energy is mainly produced from the 
renewable resources (i.e. hydroelectricity) (Hydro-Québec, 2017). 
Considering the uncertainty in the performance of the first suggestion and initial 
investment/renovating cost of the second solution, shifting peak power consumption using thermal 
energy storage (TES) systems is worth investigating from a sustainability standpoint. 
Envelopes (i.e. walls, ceilings and floors) constructed with materials which have the ability 
to store energy (e.g. materials with high thermal mass or phase change materials (PCM)) could be 
considered as one way to incorporate TES into buildings (Navarro et al., 2016). This kind of system 
has been defined as building-integrated thermal energy storage (BITES) system (Y. Chen et al., 
2014). Significant research has been done to investigate the heating/cooling ability of BITES 
systems, which will be reviewed in Chapter 2. 
However, in reality, due to the design and/or cost constraints, BITES systems are usually 
installed in a specific part of a building. For instance, majority of residential houses in North 
America are built in wood, while basement is the only place that has the provision for having 
concrete slabs. This constraint in the structure of buildings limits the application of concrete slabs 
as BITES into all rooms. Further, the peak shifting potential of BITES is limited by their scope of 
action (i.e. the area could be heated by releasing the stored energy of BITES). One way to extend 
the peak shifting ability of partially installed BITES system is to extract the stored energy to heat 
other areas (which has no provision for employing TES system). This method is called heat 
extraction system (HES) in this thesis. 
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Before implementing HES, it must be ensured that the BITES system has the ability to 
store and supply the additional energy within it. Besides, before practicing a new proposed system 
to real practice, it must be evaluated and considered as theoretically applicable. This can be done 
by performing the parametric analysis through simulation.  Pan et al. (2007) illustrated that 
building simulation is helpful to analyze and evaluate the energy performance of potential energy 
saving methods. Considering the need/potential of peak shifting in reducing the residential 
buildings heating cost and the structural constraints of residential buildings in places like North 
America, this present work focuses on investigating the peak shifting potential of partially installed 
BITES system and further an HES is proposed to extend its peak shifting ability based on 
simulation study. 
1.2. OBJECTIVES 
The main objective of the present research work is to explore the possibilities of extending 
the heating and peak shifting capacity of a BITES system/electrically heated floor (EHF) in 
residential buildings through the integration of forced ventilation system or also called heat 
extraction system. To achieve the primary objective, the following specific objectives are proposed 
and carried out. 
• To develop a multi-zone building model with EHF in basement (similar to the 
experimental house) to predict the inter-zone temperature and heating energy 
consumption. 
• To validate the prediction made by the developed model with the field measured data. 
• To investigate the peak shifting potential of existing EHF installed in the basement under 
different heating strategies utilizing the validated model.  
• To investigate the potential of the proposed heat extraction system towards transferring 
the heat from the basement to the second floor in terms of its heating performance as well 
as its ability to extend the peak shifting potential of EHF. 
• To analyze the heating cost saving potential of the proposed integrated system (EHF and 




1.3. THESIS OUTLINE 
In Chapter 1, general introduction regarding the role of TES, BITES in peak shifting along 
with the background and motivation of the present study is presented. Then, the main objective 
and specific objectives of this thesis is proposed, followed by the thesis outline. 
In Chapter 2, previous research works that focused on reporting the peak shifting ability 
of BITES in terms of passive or active system are reviewed in detail. Later in this chapter, major 
inference from the literature is summarized.  
In Chapter 3, the description of the residential house based on which the simulation study 
was carried out is given. Then, the details over the data collected and monitored from the house as 
well as the function of these data are presented. Subsequently, the methodologies applied to carry 
out the three research tasks: (1) developing and validating the multi-zone models, (2) exploring 
the peak shifting potential of EHF, (3) investigating the heating and peak shifting extending 
performance of a proposed HES are briefed in detail. 
In Chapter 4, the results of the three aforesaid tasks are presented discussed in detail.  
In Chapter 5, the major conclusions arrived based on investigations carried out in the 
present study are summarized. Later in this chapter, the scope for future work and 
recommendations are made.  
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2. CHAPTER TWO: LITERATURE REVIEW 
In this chapter, detailed literature review is carried out for building-integrated thermal 
energy storage (BITES) systems applied for peak shifting or peak shaving. BITES systems utilize 
thermal mass of building fabric (e.g. concrete walls and slabs, etc.) as thermal energy storage 
(TES) system (Y. Chen et al., 2014). Through storing energy during off-peak periods or during 
periods with availability of solar energy and releasing it later during peak period, BITES systems 
are widely utilized to meet gaps between thermal energy supply and demand in buildings (Alva et 
al., 2018). The gaps mainly include the time difference between generation and consumption as 
well as cost difference between peak and off-peak periods of a day. This advantageous of BITES 
has been evaluated by Romanchenko et al. (2018). They compared the decrease of heat load 
variation when implementing BITES or hot water tank to multi-family residential buildings (i.e. a 
district heating system). The results showed that BITES were efficient for short-term energy 
storage and it decreased the daily net load variations by 20%. Moreover, the investment cost of 
BITES was 10-fold lower than that of hot water tank system. More works focusing on the peak 
shifting capability of BITES are summarized later in this chapter. They are reviewed in the order 
of storage mechanisms, i.e. passive or active. Passive BITES systems store energy without any 
mechanical input, while active BITES systems are charged or discharged by a mechanical forced 
source (i.e. air, water or electricity) incorporated within building fabric.  
2.1. PASSIVE BITES 
In the passive BITES system, energy is stored/released by natural heat transfer. Therefore, 
no maintenance cost for mechanical devices and convenience in its implementation encouraged 
researchers to practice it for peak shifting or peak shaving.  Zhu et al. (2009) reported that 
exterior wall with high thermal mass had the ability to store sufficient heat during the daytime 
and release it during night. During heating season, the heating demand in a room with concrete 
wall was lower than a room with conventional wood frames. Besides, variations in the internal 
surface temperature of the investigated concrete wall was less than the wood wall.  
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Ip and Miller (2009) analyzed the seasonal thermal storage ability of earth-rammed thermal 
mass based on data collected from the Brighton Earthship in which a rammed earth-sheltered wall 
was located. The inference from their study is that the thermal mass in the wall could store heat 
during summer and release it during winter to keep a higher indoor temperature. However, 
additional heating was still required to maintain thermal comfort in winter. 
Hollow walls with air flowing through their channels (due to stack effect) can also be 
considered as passive BITES. Alaidroos and Krarti (2016) proposed a passive cooling strategy in 
which a ventilated wall cavity was coupled with spray evaporative cooling system, as shown in 
Figure 2.1. The principle was that outdoor air was cooled by the spray system initially, then, flew 
down through the cavity and supplied to the indoor. Through an optimized control strategy, the 
ventilated wall reduced the cooling energy consumption by 23% or 100% for long term (one season 
or one year) or short term (one hour or one-day), respectively, compared with conventional 
concrete wall (Alaidroos and Krarti, 2017). Besides, thermal performance of a novel ventilated 
brick wall has been studied by Buratti et al. (2018).  
 
Figure 2.1: Schematic diagram of the ventilated wall cavity (Alaidroos and Krarti, 2016) 
In terms of applying sensible passive BITES to the whole building, a two-story 
experimental passive house has been investigated through simulation by Robillart et al. (2018). In 
this house, most constructions (e.g. exterior walls, ground floor and intermediate floor, etc.,) were 
made of concrete with high thermal mass. A model predictive control has been proposed to 
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enhance the peak load shifting capability of the house. Their study showed that when exterior 
temperature fluctuated between -14 °C and 11.3 °C, the model predictive control completely 
shifted the heating load from peak period to off-peak period. On the other hand, energy consumed 
during the peak period represented 55% (if there was 1 occupancy) or 33% (if there were 2 
occupancy) of the total energy consumption in reference case with a constant set-point temperature 
(19 °C). The reason for the high percentage of peak shifting is that the high thermal mass of 
envelopes stored the heat during off-peak period and released it later during peak-period. Note that 
the house was assumed as one zone during simulation. 
To offer or increase TES density to building envelopes, PCM could be integrated into 
conventional construction. Zhang et al. (2005) compared the performance of PCM-integrated 
exterior wall and typical residential frame wall by incorporating them into two test houses, shown 
in Figure 2.2. Result showed that the reduction of average space cooling load was around 8.6% 
and 10.85% when 10wt% and 20wt% PCM was applied, respectively. Similar experimental set up 
has been utilized by Cabeza et al. (2007) : two house-like cubicles (one was constructed with 
conventional concrete, and the other one was structured by concrete and micro-encapsulated 
PCMs) were built. Results indicated that energy storage of concrete walls incorporated with micro-
encapsulated PCMs would result in a two hour delay of peak indoor temperature in summer and 
also a lower indoor temperature fluctuation. Lee et al. (2015) utilized similar set up to evaluate the 
heat flux reduction and time delay of residential building walls integrated with a thin PCM layer. 
The maximum peak heat flux reduction in the test house integrated with PCM layer was around 
57 % and the time delay was around 6 h, compared to the test house with traditional walls. They 
did further experiments using the same set up and found that the PCM-enhanced walls reduced the 
peak space cooling load of a test house by 26.75% compared to the house with typical residential 
frame wall (Lee et al., 2018). Also, integrating PCM into walls resulted in the time delay of peak 




Figure 2.2: Test houses in the experiment of Zhang et al. (2005) 
Kosny et al. (2012) found that a south oriented vertical frame wall, within which the PCM-
enhanced insulation was placed, could reduce about 20% - 35% peak-hour load and delay the heat 
flow rate oscillations about three hours. Besides, Fateh et al. (2017) presented that placing a PCM 
insulation layer in the middle of a typical wallboard could result in a maximum cooling load 
reduction of 15% and delay the occurrence of peak heat flux about 2 hours. 
Barzin et al. (2015) compared the space heating demand of two test huts which were 
constructed using lightweight materials. The difference between these huts was that in the first hut, 
the interior walls and ceiling were furnished with ordinary 13 mm gypsum wallboards and in the 
second hut, 10mm gypsum board plus a layer of 5.2 mm PCM sheet was used. The application of 
PCM incorporated wallboards shifted the heating demand from early evening peak period 
(between 5 pm and 8 pm) to off-peak period – midnight, because of thermal stored from solar 
irradiation and off-peak period heating. Note that the ambient temperature nearly never dropped 
below 10 °C during the experiment. 
Guarino et al. (2017) investigated the peak load shifting capability of an interior passive 
PCM wall in a test room with 2.80×1.30×2.44 m dimensions, shown in Figure 2.3. The PCM layers 
were installed on the interior surface, which was facing a large window with 2.0×2.0 m dimensions 
(60% window to wall ratio). Results showed that after storing heat through absorbing solar 
radiation during daytime, the discharge phase of these PCM layers was prolonged 6-8 h after the 
end of solar irradiation. Besides, the peak heating load and peak cooling load could be decreased 
by 40% and 17% during high solar irradiation days in winter and summer, respectively. Also, the 
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proposed passive TES wall was effective to decrease the yearly heating and cooling energy 
consumption. 
 
Figure 2.3: Schematic diagram of the test room in the study of Guarino et al (2017) 
Integrating PCMs into residential buildings for passive thermal control has been reviewed 
by Kenisarin and Mahkamov (2016). They summarized and compared seventeen projects, which 
aimed at analyzing thermal performance of construction elements with PCM through small model 
and real size rooms. Descriptions of these projects are reorganized in Table 2.1. Conclusions from 
this review were that integrating PCM into residential building envelopes for passive thermal 
energy storage could effectively (1) decrease the variation of room air temperature; (2) shift the 
peak heating or cooling load of lightweight building by several hours; (3) decrease energy 




Table 2.1: Descriptions of projects that investigated TES performance of passive BITES with PCM in residential buildings 
No. Reference(s) Project Location Experiment set up Result(s) and Inferences 
Room Dimensions, 
Length × Width × Height, m 
Control parameter(s) 
1 (Rudd, 1993) Building Science 
Corporation, USA 3.35×3.35×2.44 Standard wallboard The thermal storage capacity of the PCM 
wallboard was averagely 2.1 times greater than 
that of the standard wallboard. 3.35×3.35×2.44 PCM wallboard 
2 (Scalat et al., 
1996) 
Concordia 
University, Canada 2.29×2.27×2.45 
Conventional gypsum 
boards 
Integrating PCM into gypsum wallboards doubled 








2.82×2.22×2.24 PCM gypsum boards 
Incorporating PCM into inside wall lining caused 
a 4 °C decrease of maximum room temperature 
during summer. 
Passive BITES system is effective to store solar 
gain and improve thermal comfort. 





Removable roof (fibrous 
cement with or without 
PCM layer); 
side wall (bricks with or 
without PCM layer) 
The integration of PCM into walls and roof 
resulted in a stable indoor temperature, a decreased 
(around 34%) and displacement of peak load. 
5 (Kondo et al., 
2001) 
Kanagawa 
University, Japan 3.60*2.70*2.60 
Plasterboards 
 
PCM wallboard decreased fluctuation of the 
indoor air temperature, reduced the peak 
electricity consumption, and shifted peak load 
from peak period to off-peak period. 3.60*2.70*2.60 PCM wallboards 
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Table 2.1: Descriptions of projects that investigated TES performance of passive BITES with PCM in residential buildings 
No. Reference(s) Project Location Experiment set up Result(s) and Inferences 
Room Dimensions, 
Length × Width × Height, m 
Control parameter(s) 
6 (Schossig et al., 
2005) 
Fraunhofer Institute 
for Solar Energy 
System, German 
Two full-size test 
rooms 
PCM plaster The maximum room temperature during summer 
in the test room with PCM plaster was around 4 °C 
lower than in the room without PCM. Plaster 






Standard layers of plaster, 
mineral wool, clipboard 
etc. 
Implementation of PCM layer reduced the inner 
surface temperature of the south wall. 
3.00×3.00×3.00 
Standard layers with an 
additional PCM layer 
3.00×3.00×3.00 
Standard layers  with an 
additional air and PCM 
layers 
8 (Shilei, Guohui, 
et al., 2007; 
Shilei, Neng, et 
al., 2006) 
Shenyang, China 
5.00×3.30×2.80 PCM wallboards 
For heating mode, implementation of PCM 
wallboards decreased energy consumption by 
factor of 1.68, compared to that of conventional 
wallboards. 
For cooling mode, PCM wallboards significantly 
decreased the peak cooling load (around 30%) 
  9 (Luisa F Cabeza, 
Cecilia Castellon, 
et al., 2007; Luisa 
F Cabeza, Marc 
Medrano 
Martorell, et al., 
2007) 
Universitat de 
Lleida, Spain 2.00×3.00×2.00 Conventional concrete Concrete walls incorporated with micro-
encapsulated PCMs would result in a two hour 
delay of peak indoor temperature in summer and 




10 (Khudhair and 
Farid, 2009) 





wallboards The application of PCM wallboards maintained a 
more comfortable interior environment. 
2.60×2.60×2.60 PCM wallboards 
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Table 2.1: Descriptions of projects that investigated TES performance of passive BITES with PCM in residential buildings 
No. Reference(s) Project Location Experiment set up Result(s) and Inferences 
Room Dimensions, 
Length × Width × Height, m 
Control parameter(s) 








The application of PCM wallboards decreased the 










PCM wallboards and salt 
heat storage elements 
12 (Kuznik and 
Virgone, 2009a, 
2009b; Kuznik et 
al., 2008) 
Thermal Sciences 





The application of phase change panels decreased 
overheating during summer. However, it did not 
improve the minimum interior temperature during 
winter. 
3.10×3.10×2.50 
Composite phase change 
panel 




2.70×2.00×1.50 PCM sandwich panels 
Summer: 
The application of PCM sandwich panel as inner 
walls decreased the maximum average interior 
temperature and cooling load by 2.5 °C and 7%, 
respectively. 
Winter: 
The increase of the average temperature and 
decrease of heating load was 2.2 °C and 17%, 
respectively.  
14 (Castell et al., 





Bricks with/without PCM 
elements 
The application of PCM elements decreased the 
maximum interior temperature by 1 °C during 
summer and delayed its occurrence by 2 hours. 
Besides, its application achieved 14% - 17% 
reduction of cooling load. 
13 
 
Table 2.1: Descriptions of projects that investigated TES performance of passive BITES with PCM in residential buildings 
No. Reference(s) Project Location Experiment set up Result(s) and Inferences 
Room Dimensions, 
Length × Width × Height, m 
Control parameter(s) 








The integration of PCM decreased the maximum 
interior temperature by 5 °C and increased the 
minimum temperature by 1.5 °C. 
Besides, the occurrence of maximum temperature 
was delayed 2-3 hours by its application. 
Winter: 
The room temperature was lower than PCM’s 




Two houses with two 
rooms 
- 
16 (Bečkovský et al., 








The application of PCM decreased the interior 
temperature fluctuation. 
Winter: 
If the interior temperature could not reach phase 
change temperature, the effect of PCM was not 
obvious. 
26.7 𝑚3 
Aluminum panels with a 
phase change composition 
17 (Mandilaras et al., 
2013) 
National University 
of Athens, Greece 
A typical two-story 
residential house 
All external walls and 
internal partitions were 
constructed by PCM 
gypsum boards. 
The variation of room air temperature was not 
significant over a 24 h day-night cycle. However, 
the collected data was not enough to determine the 
influence of PCM panels on the thermal 
characteristics of the building. 
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From previous studies, the advantages and disadvantages of utilizing passive BITES to 
shift load could be summarized as following. 
Advantages: 
• Decreases both peak heating and cooling loads. 
• Reduces temperature swing inside the room over a day. 
• Does not required energy from the external source (e.g. electricity or fuel). 
Disadvantages: 
• The amount and duration of peak load shifting (for heating) highly depends on local 
weather conditions. 
• The process of charging and discharging of TES system is often hard to control. 
• The potential of peak shifting cannot be fully utilized most of time due to the uncertainty 
in weather condition and the process of charging and discharging. 
Limited by above disadvantages, passive BITES applied in cold areas without high solar 
radiation can be inefficient to shift peak heating load during winter. This issue has been verified 
by Fallahi et al. (2010). They compared energy efficiency of naturally ventilated double-skin 
façade (passive) and mechanically ventilated double-skin façade (active) in a room with 
3.60×1.50×2.50 m dimensions. The simulation results of developed numerical model indicated 
that the energy saving achieved in winter through applying this passive BITES was negligible. 
However, the active BITES resulted in 21% - 26% and 41% - 59% energy saving in summer and 
in winter, respectively. Therefore, in order to effectively utilize the thermal storage capacity of 
BITES to shift peak load, active systems have been investigated. 
2.2. ACTIVE BITES 
For active BITES systems, energy storage mediums are charged or discharged by a 
mechanical forced source (i.e. air, water or electricity). Unlike the passive BITES systems, which 
are usually integrated in exterior walls, active BITES can be conveniently integrated into most of 
envelopes. In following subsections, the application of active BITES to shift peak load would be 
reviewed in the order of locations (i.e. walls, ceilings and floors, and other locations). 
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2.2.1. INTEGRATION IN WALLS 
The mechanical ventilated wall, shown in Figure 2.4, is one of the common ways to 
integrate active BITES in walls (Yu et al., 2018). Airflow is pumped through channels in the wall 
and exchanges heat with BITES, then enters the room to mix with the room air or returns to 
outdoor. Therefore, during off-peak periods or sunny days, hot air passes through the wall to charge 
it, and then during peak-periods, stored heat could be released to heat air. As a result, the peak load 
could be shifted or reduced. Chen et al. (2016) indicated that air circulated through hollow-core 
space of hollow-core masonry block walls could assist space heating and cooling. They proposed 
three configurations to enhance the thermal coupling between the ventilated active BITES and its 
zone, and thus enhance the heat exchange between them. However, their study did not apply the 
proposed BITES to shift peak load.  
 
Figure 2.4: Schematic diagram of ventilated wall (Yu et al., 2018). 
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Thermal performance of a ventilation wall with PCM has been investigated by Chen et al 
(2016) and Chen et al. (2018). Compared with conventional walls without air channel as well as 
PCM, the proposed ventilation wall enhanced its heat storage capacity and release capacity by 
35% - 48% and 50% - 60%, respectively.  
Krzaczek and Kowalczuk (2011) proposed a thermal barrier system (shown in Figure 2.5) 
to heat or cool a space through supplying energy into the external walls instead of into the internal 
air directly. Simulation illustrated that exterior walls with the thermal barrier system decreased the 
heating and cooling demands of a residential detached house three times compared to the 
traditional exterior wall. However, the proposed system was not applied to shift peak load. The 
peak shifting performance of a similar cooling radiant wall coupled to a ground heat exchanger 
was evaluated by Romaní et al. (2016). In their study, the radiant wall and air-to-air heat pump 
was utilized to supply cooling to two house-like cubicles with dimensions of 5.25×2.7×2.7 m, 
respectively. Experimental results showed that after operating cooling from 0 am to 8 am at set-
point 22 °C, the interior temperature of the cubicle cooled by radiant wall could be kept within an 
acceptable range all day, while the temperature of the other room exceeded the comfort limits 
20.18 % of time. It means that cooling stored in the radiant wall during night could be released to 
the space and meets the cooling demand during daytime (peak period). A 2D numeric model was 
developed and validated for this radiant wall by Romaní et al. (2018). The simulated radiant wall 
was utilized as TES system and incorporated with a heat pump coupled to a PV array for peak load 
shifting (Romaní, Belusko, et al., 2018). 
 




2.2.2. INTEGRATION IN CEILINGS AND FLOORS 
Turner and Tovey (2006) analyzed the energy performance of an educational office 
building, the main part of which served by the hollow core ventilation system, shown in Figure 
2.6. In this system, concrete hollow core ceiling slabs were utilized as supply air dusts and their 
high thermal mass was used to store thermal energy. Through monitored data, the annual heating 
for the main part of this experimental building could be decreased below good practice energy 
benchmarks if proper control strategy was operated. On the other hand, unlike the main part, the 
top floor was constructed by low thermal mass materials. Although the top floor only accounts for 
10% of the total conditioned floor area, it consumed 53% and 74% of the building’s total heating 
demand and cooling demand, respectively. This illustrated that high thermal mass effectively 
reduced energy consumed by maintaining the indoor environment within thermal comfort. 
 
Figure 2.6: The operation of the main part of experimental building proposed by Turner and 
Tovey (2006) 
The ventilated concrete slab, which was located in the basement of a residential house, was 
coupled with a building-integrated photovoltaic/thermal (BIPV/T) system to store the solar thermal 
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energy and meet heating demand during winter (Y. Chen et al., 2010; Y. Chen et al., 2016). During 
summer, cool outdoor air at night passes through the ventilated concrete slab to cool the house (Y. 
Chen et al., 2012; Y. Chen et al., 2016). Although the ventilated slab was considered as a kind of 
active BITES, the amount of peak load it could shift and the duration of peak period it could delay 
were not studied. Furthermore, note that this system was not designed to shift peak load through 
taking advantage of time-of-use tariff. Chae and Strand (2013) simulated the effect of placing 
ventilated slabs in the ceiling and floor on energy performance of an office building using 
EnergyPlus. Taking advantage of free cooling with night cool air, the application of ventilated slab 
reduced the peak-cooling load by 28%. Navarro et al. (2015) implemented similar system which 
had PCM inside its hollow to a cubicle with 2.4×2.4×5 m dimensions. During days with higher 
solar radiation in winter, the stored heat during daytime was sufficient to keep the interior 
temperature within a specified range during night. Note that the exterior temperature during the 
investigated winter periods varied from 1 °C to 26 °C. On the other hand, during summer (exterior 
temperature fluctuated between 14 °C and 36 °C), the coupling of ventilated slab and night cool 
air kept the interior air temperature under 25 °C during all day. 
Prívara et al. (2011) tested a model predictive controller on the concrete ceiling radiant 
heating and cooling system of a real eight-story university building. Hot water was pumped into 
the pump, which was embedded into the ceiling. The presented model predictive controller 
achieved 17% – 24% overall savings during heating season, compared to a well-tuned weather-
compensated controller. Besides, the presented controller could further reduce the peak-heating 
load because it effectively decreased the maximum inlet water temperature to the ceiling. 
Koschenz and Lehmann (2004) proposed a hydronic activated PCM-ceiling panel which 
was beneficial for meeting the heating and cooling load of office and industrial buildings through 
utilizing renewable energy. Their simulation calculations helped to determine the required thermal 
properties and materials of the ceiling panel. However, the effect of energy storage of this ceiling 
panel on the peak load shifting was not studied. Pomianowski et al. (2012) numerically studied the 
dynamic heat storage and cooling capacity of a hydronic concrete slab with a PCM layer utilized 
as ceiling in a building. However, their study also did not focus on the peak shifting. 
In terms of heating, a floor assembly can be integrated with a hydronic heated floor (HHF) 
system or electrically heated floor (EHF) system (Thieblemont, Haghighat, and Moreau, 2016). 
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The HHF provides heat by pumping hot water through pipes, which are usually laid under the 
flooring, while the EHF system works with electric cables or mats incorporated into the floor. The 
main determining factor of their peak shifting potential is thermal mass when just sensible storage 
is considered. 
Lin et al. (2006) compared the peak shifting flexibility between a HHF and a fan-coil 
heating system. It was reported that when the exterior temperature was around 10°C, turning OFF 
heating systems resulted in indoor temperature dropping rate of 0.214 °C/h and 1.57 °C/h for the 
HHF system and the fan-coil heating system, respectively. It means once turning OFF, the HHF 
system could maintain the interior temperature within a comfort range for a longer period (around 
7 times longer) than the fan-coil heating system. Similar comparison between a HHF system and 
a conventional baseboard heating system was done by Le Dréau and Heiselberg (2016). Their 
study was based on simulation through two building models developed in EnergyPlus. They found 
that the HHF system showed better peak shifting potential while maintaining the indoor air 
temperature within a comfortable range. 
Jin and Zhang (2011) analyzed the peak shifting capability of a HHF with 10 mm wood 
and 30 mm concrete on top of the water pipes. Under specific boundary conditions, during the 
peak period (8am to 5pm), the heating system was turned OFF and the average heat-releasing rate 
was found to be about 55 W/ m2. It means that once the heating demand was lower than the heat-
releasing rate, the tested HHF system could completely shift the heating load from peak periods to 
off peak periods. 
In order to enhance the heat storage capacity of a conventional HHF system, PCM was 
integrated into the concrete layer of the slab by Mazo et al. (2012). The simulation result found 
that the energy stored in HHF integrated with PCM during off-peak period met the heating demand 
of a cubicle during peak-period most of time. However, note that the cubicle in their study was 
located in a mild winter weather zone, which means the same HHF system integrated with PCM 
might not enough to completely shift the peak load when applying it to colder region. Moreover, 
Zhou and He (2015) compared the effect of different heat storage materials on the thermal 
performance of a HHF system. The discharge time of floor heating system integrated with PCM 
(9-11 hours) was about two times longer than that of floor using sand (5-6 hour). Besides, the heat 
supplied from the PCM integrated floor to the experimental room was nearly always higher than 
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from the floor utilizing sand. It means that the PCM could store more heat than sand. Thus, a novel 
hydronic floor system with two PCM layers has been proposed by Xia and Zhang (2016) to shift 
energy consumption from peak period to off-peak period during summer and winter. 
As mentioned earlier, EHF heats the building directly by electric cables or panels placed 
under the floor surface. Thus, unlike the HHF, additional heating device, e.g. hot water tank, and 
hydraulic balance are not required for EHF. This means the installation of EHF is easier than the 
HHF. Besides, the operation pattern (ON/OFF) of EHFs could be flexibly adjusted according to 
occupants’ desirable interior set-point temperature as a function of time. However, the response 
time of hydronic heated floors would be longer due to the complexity of changing fluid 
temperature and flow rate (HeavenlyHeat, 2018). Therefore, it is easier to achieve the set-point 
temperature difference between off-peak and peak period in the EHF system than in the hydronic 
heated floor system. 
Barrio et al. (1992) indicated that the concrete mass in EHFs was widely utilized to store 
the useful sensible heat energy during the off-peak period. Thieblemont et al. (2016) proposed a 
method to integrate EHFs (shown in Figure 2.7) into TRNSYS by considering the thermal mass 
of concrete layers and carried out a parametric study to analyze the effect of floor assembly on the 
EHF performance. Their simulation results showed that the thickness of concrete layer below or 
above the EHF, and thickness of the insulation layer have significant influence over the peak 
shifting ability of the EHF system. To guarantee an acceptable indoor environment thermal 
comfort, Thieblemont et al. (2016) studied the peak shifting potential of an EHF in a multi-room 
house by using a partial night-control strategy. It was reported that EHF could shift 84% of 
building loads to the off-peak period. However, the building model developed in their study was 
validated using the data collected from the house with baseboards and not with EHF. The same 
drawback exists in the recent study of Thieblemont et al. (2018), where a self-learning predictive 
control strategy for EHF was proposed to reduce the energy demand during peak periods. 
 
Figure 2.7: Schematic diagram of EHF in the study of Thieblemont et al.  (2016) 
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However, incorporation of phase change materials (PCMs) into EHFs achieved high-
energy storage density by latent heat storage. Lin et al. (2004) developed a model to simulate the 
thermal performance of an EHF system constructed using shape-stabilized PCM plates. Their 
model was verified by data collected from a single experimental room. El Mays et al. (2017) 
investigated the performance of an EHF incorporated with PCM in an insulated house. The results 
indicated that the hybrid EHF possessed the ability to maintain the room temperature above a 
minimum desired temperature for about 6 hours after turning OFF when the average ambient 
temperature was 14 °C. However, in their study, the indoor air temperature was allowed to reach 
28 °C, which sacrificed the thermal comfort. 
2.2.3. OTHER LOCATIONS 
Ünalan et al. (2014) proposed a novel sensible thermal energy storage system – a concrete 
column which is charged by hot air flowing through the pipes (placed inside the column). This 
novel system was incorporated into a multi-story residential building in Kayseri city, Turkey, 
where the design winter temperature was -15 °C. 1-dimensional and time dependent model was 
developed to investigate its heating performance. Results indicated that with proper airflow rate 
and temperature, charging period of 8 hours and discharging period of 16 hours could keep the 
indoor temperature above 20 °C. 
In summary, earlier studies showed that some active BITES systems could completely 
reduce energy consumed by heating or cooling during peak period through shifting peak load to 
off-peak period or period with solar irradiation. However, very few studies focused on shifting 
peak heating load of residential house with multi rooms during winter with exterior temperature 
lower than 0 °C in cold region, like Canada. 
2.3. SUMMARY 
The studies of passive BITES were mainly based on house-like cubicles or single room 
houses, while very few of them were implemented to a real building. Its application mainly limited 
by (1) the processes of charge and discharge as well as peak shifting are hard to control; (2) its 
performance highly depends on solar irradiation during heating season and it cannot effectively 
store other forms of heating, such as heating from electrical heater. Due to the ability of 
overcoming previous issues, active BITES system has been studied by many researchers. Even if 
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it attracted concentration of research, few studies focused on the implementation of active BITES 
in real multi-zone residential house, which is located in cold region, to shift peak load. Moreover, 
for the investigations for active BITES based on simulation, assuming the investigated building as 
single zone is usually utilized. However, the simplified model would affect the accuracy of 
investigation result and some details of energy and temperature distribution after implementation 
maybe lost. 
Furthermore, both passive and active systems could completely shift peak load. It means 
that if BITES is partially installed in specific room of a building and it completely shifts peak load 
of that room while maintaining the room within thermal comfort, excessive energy can be extracted 
and thus the BITES shows excessive peak shifting potential. It is noted that, in North America, 
most residential houses are made of wood structure and have a basement. Therefore, the concrete 
slabs in the basement usually possess the highest thermal mass to store heat in these buildings. 
Therefore, like above mentioned, if these concrete slabs can be utilized as active BITES and it 
shows excessive energy storage capability, further peak shifting ability can be extracted. To 
achieve this aim, enhancing the thermal coupling between BITES and interior air can be useful. 
Several air-forced BITES (i.e. ventilated slabs) has been carried out to enhance thermal coupling, 
however, the enhancement effect has not been quantitatively studied. 
Due to above mentioned limitations of previous studies, the present research work aims to 
investigate and extend the peak shifting potential of an existing active BITES system (i.e. EHF 
system) installed in the basement of an experimental house located in Québec, Canada. To do this 
study through simulation, multi-zone building models are developed. The prediction accuracy of 
models is compared and validated. The validated model is then utilized to investigate the peak 
shifting potential of EHF.  Later, a heat extraction system (HES) which aimed at extending the 





3. CHAPTER THREE: METHODOLOGY 
In this chapter, methodologies adopted in the present study are illustrated in detail. Initially, 
the description of the experimental house such as floor plan, types of heating system used along 
with its installed location are reported. Then, the details pertaining to data collection and 
monitoring of the experimental house are listed and classified based on its function. Later, brief 
explanations on i) modeling the experimental house in TRNSYS, TRNSYS-CONTAM model, ii) 
investigating the peak shifting potential of EHF under different heating strategies and iii) 
investigating the heating performance of HES are made. 
3.1. DESCRIPTION OF THE EXPERIMENTAL HOUSE 
The experimental house (shown in Figure 3.1) investigated in this study is located in 
Boischatel, Québec, Canada. 
 
Figure 3.1: Front view of the experimental house 
This residential house was constructed in the year 2009. It has one semi-underground floor 
(basement), and two floors (ground floor and the second floor) above the ground. Floor plans for 
the experimental house are shown in Figure 3.2. The details of the experimental house (such as 




Figure 3.2: Floor plan of the house (a) basement, (b) ground floor and (c) second floor 
There are three types of heating systems used in the house: 
(1) Buried EHF system: electrical heating wires are buried in the middle of 23 cm 
concrete slab. This can be used for peak load shifting by storing energy in the 
surrounded concrete; 
(2) Surface EHF system: electrical heating wires are installed below the floor cover 
directly. Under this system, a 0.6 cm layer of self-leveling concrete is placed. This 
means that this type of system is mainly used for maintaining the occupant thermal 
comfort and has no significant thermal mass for thermal storage; 
(3) Conventional heating system: electrical baseboard heaters are placed a certain 
distance from the wall and the floor. 
All the heating devices are controlled by thermostats as shown by red blocks in Figure 3.2. 





Table 3.1: The distribution of heating systems in the experimental house 
Heating System Location 
Buried EHF Basement: B1, B2, B3, B4, B5 
Ground floor: GF3 
Surface EHF Ground floor: GF1  
Second floor: SF6, SF7 
Baseboard Basement: B1, B3 
Ground floor: GF2 
Second floor: SF1, SF2, SF3, SF4, SF5 
 
3.2. DATA COLLECTION AND MONITORING 
All data utilized in this work is presented in this section, in terms of the process (i.e. model 
development or model validation) in which it was applied. Note that, there were two types of data: 
steady and dynamic data. Steady data was collected before developing models for just once, while 
dynamic data was monitored during the heating season from March 1st, 2017 to April 30th, 2017. 
All interior doors in this experimental house remained opened during the data collection period 
3.2.1. DATA COLLECTED FOR MODEL DEVELOPMENT 
(1) Building assembly details 
Information regarding the assemblies of the experimental house and the building material 
properties were collected. The assemblies mainly include basement slabs, floor assemblies 
with/without EHF, foundation walls, exterior walls, interior walls, ceiling, and roof, etc. The U-
value of all these assemblies is summarized in Table 3.2. The collected data of the assembly 






Table 3.2: U-value of envelopes 
Envelope description U-value 
(W/m²K) 
Envelope description U-value 
(W/m²K) 
Basement slab below heating wires 0.55 Foundation wall in contact with earth 0.61 
Basement slab above heating wires 7.91 Foundation wall adjacent to exterior 0.60 
Floor of room GF1 0.71 Uninsulated exterior wall 2.79 
Floor of room GF2 0.73 Insulated exterior wall 0.16 
Floor of room GF3 0.82 Structural concrete wall 2.63 
Floor of room SF6 and SF7 0.85 Interior wall 1.79 
Floor of the second floor except 
rooms SF6 and SF7 
0.90 Cathedral ceiling 0.11 
Attic floor 0.015 Attic roof 11.82 
 
(2) Weather data 
Weather data (i.e. dry bulb temperature, wet bulb temperature, relative humidity, horizontal 
solar radiation, cloud cover and wind speed) was obtained from the closest weather station, Jean 
Lesage International Airport, Québec City, Canada. The dry bulb ambient temperature during the 
monitoring period (March 1st, 2017 to April 30th, 2017) is shown in Figure 3.3. The figure shows 
that the exterior air temperature varied from -24.4 to 19.6 °C and thus the heating demand occurs 





Figure 3.3: Dry bulb ambient temperature during the monitoring period 
(3) Air infiltration 
In the present study, global exterior air leakage characteristics was used to determine the 
global air leakage rate based on the power law (Equation 3.1). To do this, a fan depressurization 
test was conducted based on ASTM-E1827 standard (1999). The global flow exponent (n) and 
flow coefficient (c) were found to be 0.378 and 0.164 m3.s-1.Pa-n, respectively. 
𝑄 = 𝑐 ∗ (∆𝑃)𝑛     (3.1) 
where, Q is the global volumetric flow rate [m3.s-1], c is global flow coefficient [m3.s-1.Pa-n], ΔP  
is the pressure difference [Pa] and n is global flow exponent.  
(4) Occupancy presence or behavior 
The occupancy was not monitored due to the high price of instrumenting. Therefore, it was 
not considered during simulation. However, the amount of energy consumed by occupancy 
behavior (e.g. cooking, watching TV and lighting, etc.) in simulation was assumed to be the same 
as the real case while analyzing the model accuracy. 
3.2.2. DATA MONITORED FOR MODEL VALIDATION 
(1) Temperatures 
Temperatures of each zone (i.e. air temperature, set-point air temperature and floor surface 




























Time of the year, h
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(2)Energy performances of heating devices 
Energy performances (i.e. nominal power, heat level, instant power consumption, energy 
consumption)of each heating device (electricity wiring and baseboards)  were recorded with 5-
minute intervals by thermostats. Note that heat level in the present study means the percentage of 
nominal power of the heating device during a specified time interval. 
(3) Total building electricity consumption 
The total energy consumption was collected through smart meters installed by Hydro-
Québec at 15-minutes interval. 
3.3. TASK A: MODELING 
3.3.1.TASK A.1: MODEL DEVELOPMENT 
TRNSYS (TRaNsient SYStems simulation program) is a commonly used tool to analyze 
the transient and detailed building simulation problems. It has many built-in mathematical modules 
called “types” (D. B. Crawley et al., 2008) which are displayed by a graphical user interface. By 
linking  appropriate input and output of different types, performance of a system could be studied 
.Therefore, TRNSYS is highly flexible and makes modeling much faster (Saelens et al., 2011). 
In this study, a TRNSYS model of the experimental house was developed to exclusively 
predict its temperature/energy performance. Note that there are no appropriate options in TRNSYS 
to assume or predict the dynamic inter-zonal airflow. However, in reality, the inter-zonal airflow 
will not be static and hence reliable prediction of dynamic airflow is necessary for calculating the 
actual heat transfer among the zones due to the mass transfer (Dols et al., 2016; Haghighat et al., 
1991). It means that consideration of a constant value for inter-zonal airflow might predict the 
temperature and energy consumption of a multi-zone building with more deviations compared to 
the measured data. To consider the effect of inter-zonal airflow on the model accuracy, a multi-
zone airflow model needed to be developed to predict the dynamic airflow between the zones. In 
this regard, an attempt is made to develop an integrated TRNSYS-CONTAM model, which 
incorporates the CONTAM model (a common tool to determine the dynamic airflow by 
considering the variation in wind pressures and subsequent temperature change) into TRNSYS. 
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The following subsections will introduce the methods adopted to develop the previously 
mentioned two models: i) TRNSYS model without considering inter-zonal airflow and ii) 
integrated TRNSYS-CONTAM model with considering the dynamic inter-zonal airflow. 
3.3.1.1.TRNSYS model 
The TRNSYS model in the present study can be split into four blocks as shown in Figure 
3.4. 
 
Figure 3.4: Schematic diagram of the TRNSYS model 
The description of each block is described below.   
(1) Climatic conditions and others 
Type 15 (weather data reading and process model) in TRNSYS was used to import the 
Weather data. 
The calculation panel denoted by “Infiltration” in Figure 3.4 provided the infiltration rate 
of each zone to the multi-zone building model. The infiltration of each zone was calculated by 
distributing the whole air leakage rate through separating the global flow coefficient to each zone 
based on the component area (shown in Equation 3.2) and retaining the flow exponent for each 















     (3.2) 
where Qi is infiltration for zone i [m
3.s-1], Ai,win and Awin are exterior door/window area [m
2] of 
zone i and the whole house, respectively. Besides, Ai,wall and Awall are exterior wall area [m
2] of 
zone i and the whole house, respectively. Q is the global volumetric flow rate [m3.s-1]. 
It is to be noted that the soil temperature at different ground depths is affected by the 
exterior air temperature, rainfall, and snowfall (Qian et al., 2011). For this study, the depth of soil 
connected to the experimental house ranged from 0 to around 2 m. In the present study, soil 
temperatures at 1 m and 2 m underground were assumed to be the boundary temperatures 
connected to exterior walls and insulated floors, respectively. Besides, there is a driveway heating 
system at the outside of GF3 and a sunshield roof and wooden floor at the outside of GF1; 
therefore, for subzero exterior temperatures, the soil temperature at the depth of 1 m under these 
locations would be higher than the temperature at the same depth under other locations. The 
calculation of soil temperature was contributed by ‘Soil Temperature’ panel. 
The exterior surface convective heat transfer coefficient was supplied by the ‘Transfer 
Coefficient’ panel as shown in Figure 3.4. It was calculated based on Equations 3.3 and 3.4 
(Defraeye et al., 2010): 
hWW = 5.01*U
0.85 (Windward)                    (3.3) 
hLW = 2.27*U
0.83(Leeward)                          (3.4) 
where hWW and hLW are convective heat transfer coefficients [W.m
-2.K-1] at windward and leeward 
exterior surfaces, respectively and U is wind speed provided by Type 15 [m.s-1]. 
(2) Multi-zone building model 
Type 56 (the multi-zone building model) was utilized to predict the zonal temperature or 
zonal energy demand. To develop this type, several data such as room volume, envelopes and their 
constituting materials and properties, inter-zonal airflow (assumed to be zero in this TRNSYS 
model) and parameters from ‘Climatic conditions’ and ‘Thermostat controllers’ are fed as the 
input. In the present study, the EHF was modeled based on a procedure suggested by Thieblemont 
et al. (Thieblemont, Haghighat, and Moreau, 2016) with consideration of the floor thermal mass. 
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In this procedure, the EHF system was simulated as a zone with top and bottom slabs. Heating 
power consumed by EHF was represented by surface gain of the top surface of its bottom slab. 
(3) Thermostat controllers 
The calculation panel denoted by ‘Control Type & Parameters’ selected either simulated 
power consumption from Type 108 (5-stage room thermostats) or measured power consumption 
from Type 9 (data reader). The selected power consumption was fed into the developed Type 56 
module to meet the heating demand. 
Note that Type 108 calculated the required power consumption to keep Type 56 meeting 
the set-point for interior temperature and limitation for floor surface temperature (i.e. no more than 
28°C). Therefore, simulated zone air temperature and floor surface temperature were the feedback 
from Type 56. However, Type 9 did not require feedback from Type 56 and it could directly send 
measured power consumption to Type 56 when ‘Control Type & Parameters’ panel was set to 
validate the temperature prediction. 
(4) Output export 
All simulation results were exported to text files by Type 65 (online plotter with the file), 
which could also display selected results while the simulation is in progress. The exported results 
were further processed and analyzed in MATLAB and Microsoft Excel. 
 
3.3.1.2. Integrated TRNSYS-CONTAM model 
To develop the integrated TRNSYS-CONTAM model firstly, a multi-zone airflow model 
should be developed in CONTAM, then, the developed multi-zone air flow model should be 
integrated into the developed TRNSYS model. By this mean the integrated model can predict the 
interior temperature/energy consumption with considering the influence of inter-zonal airflow. 





Step 1: Development of CONTAM model 
To develop the multi-zone airflow model, information about the exterior and interior 
envelopes is required to determine the infiltration rate for each zone and inter-zonal airflow rate, 
respectively. 
For exterior envelopes, the distribution of cracks and gaps for each zone as well as their air 
leakage characteristics are needed. However, it should be noted that during data collection, only 
air leakage characteristics for the whole house was obtained. Besides, the flow exponent cannot 
be lower than 0.5 in CONTAM model (Dols and Polidoro, 2015), which means the infiltration 
distribution method adopted  in subsection 3.2.1.1 could not be applied here, because it kept the 
flow exponent for each zone as the same as the global one (0.378). Effective ways are needed to 
convert the global air leakage characteristics to the air leakage characteristics of each crack/gap 
and obtain a flow exponent (higher than 0.5) for each crack/gap. 
Li (2002) reported an effective way to select the flow exponent for each component from 
the Technical Note AIVC44 (Orme et al., 1994), and normalize flow coefficient for each 
component based on Equation 3.5. 
𝑐𝑗 = 𝑐𝑗,𝐴𝐼𝑉𝐶 ∗ [𝑐𝑡𝑒𝑠𝑡(∆𝑃)
𝑛𝑡𝑒𝑠𝑡]/ ∑ 𝑐𝑗,𝐴𝐼𝑉𝐶(∆𝑃)
𝑛𝑗,𝐴𝐼𝑉𝐶           (3.5) 
where cj is the flow coefficient for component j [m
3.s-1.Pa-n]; cj,AIVC and nj,AIVC are the flow 
coefficient [m3.s-1.Pa-n] and flow exponent [-] for component j from the Technical Note AIVC44 
(Orme et al., 1994), respectively. Besides, ctest and ntest are the global flow coefficient [m
3.s-1.Pa-
n] and flow exponent [-] of the whole unit measured by air-tightness test, respectively. 
Note that,  the building was constructed by following the highest energy efficiency standard 
of Québec and thus the air leakage along some components would meet the National Energy Code 
of Canada for Buildings ("National Energy Code of Canada for Buildings, 2015," 2015). 
Therefore, in this study, the flow component for each component was selected from the  Technical 
Note AIVC44 (Orme et al., 1994). Besides, the process of calculating cj was modified as: 
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1) Getting cj for exterior windows/doors/walls, through which the air leakage value has been 
limited by the National Energy Code of Canada for Buildings ("National Energy Code of 
Canada for Buildings, 2015," 2015) as: 
𝑐𝑗,𝑤𝑑𝑤 = 𝐴𝑗𝑄𝑗,75𝑃𝑎/(∆𝑃)
𝑛𝑗,𝐴𝐼𝑉𝐶     (3.6) 
where cj,wdw the is flow coefficient of exterior window/door/wall j [m
3.s-1.Pa-n], Aj is the 
area of component j [m2], Qj,75Pa is the maximum leakage value [m
3.m-2.s-1] for component 
j at 75Pa ("National Energy Code of Canada for Buildings, 2015," 2015). The value of ΔP 
(Pressure difference) is 75Pa, and the values for nj,AIVC are 0.6 for the exterior 
window/door and 0.82 for the exterior wall (Orme et al., 1994). 
2) Calculating cj for other components based on Equation 3.5. In this case, ∆𝑃 = 10Pa, 
because it is very close to the actual air conditions (Nirvan, 2011). Besides, cj,AIVC and 
nj,AIVC were selected from the median of AIVC 44 (Orme et al., 1994). 𝑐𝑡𝑒𝑠𝑡(∆𝑃)
𝑛𝑡𝑒𝑠𝑡 was 
modified according to Equation 3.7 to the global air leakage at 10 Pa minus the air leakage 
along exterior window/door/wall at 10 Pa: 
𝑐𝑡𝑒𝑠𝑡(∆𝑃)
𝑛𝑡𝑒𝑠𝑡= 𝑐 ∗ (∆𝑃)𝑛 − ∑ 𝑐𝑗,𝑤𝑑𝑤(∆𝑃)
𝑛𝑗,𝐴𝐼𝑉𝐶    (3.7) 
where ΔP is pressure difference of 10 Pa. 
The result of calculating cj for each component is listed in Appendix B, while the 
comparison of infiltration rate at 10 Pa pressure difference for each zone between normalization 
methods used in previous TRNSYS model and this TRNSYS-CONTAM model was listed in 
Appendix C. It shows that if the stack effect is neglected and the pressure difference between 
ambient and each zone is assumed to be uniform at 10 Pa, the total infiltration rate is the same 
between these two models. That means the simulated total energy consumed by heating the house 
would not get affected by the different kind of normalization methods. However, the air leakage 
rate of all rooms in basement and some part of rooms in ground floor and second floor would be 
different between different methods. Note that CONTAM would consider stack effect, therefore, 
there will be more air leakage to basement than to the second floor. Besides, the pressure difference 
between ambient and interior environment would change because of orientation and height, and 
the interior temperature would be different between zones for different heating set-point. 
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Therefore, the influence of normalization methods on the infiltration rate of each zone and the 
simulation accuracy was considered as negligible in this study. 
To simulate the interior doors with known dimensions, two-way flow model in CONTAM 
was selected. For flow coefficient of these doors, the default value of this model was used. For 
staircases simulation, the stairwell model was selected. 
Step 2: Integrating CONTAM into TRNSYS model 
Type 56 (TRNSYS multi-zone building model) and Type 97 (CONTAM multi-zone 
airflow model) were applied in TRNSYS 17 to combine multi-zone heat transfer with multi-zone 
airflows. A simplified description of this incorporated TRNSYS-CONTAM model is shown in 
Figure 3.5. Note that the real link between TRNSYS and CONTAM models is more complicated 
than the presented one.  
 
Figure 3.5: Schematic diagram of TRNSYS-CONTAM model 
In the TRNSYS-CONTAM model, Type 15 provided the ambient parameters as inputs to 
Type 56 and Type 97. Type 56 supplies interior zone air temperature to Type 97, while Type 97 
returns infiltration of each zone and inter-zonal airflow to Type 56. 
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In Figure 3.5, Type 607 represents the duct of the HES, which would be presented later in 
Section 3.5. The inlet air parameters and environmental parameters of HES were supplied from 
Type 56 to Type 607, while the outlet air parameters (e.g. temperature, humidity ratio, pressure) 
and the heat loss from the duct are returned from Type 607 to Type 56. The transferred airflow 
rate of the heat extraction system is set in Type 607 and then sent to Type 97 for simulating the 
inter-zonal airflow and infiltration. 
 
3.3.2. TASK A.2: MODEL VALIDATION 
Model validation is an essential part of developing a model from a real building (Nirvan, 
2011). Validation process and criteria utilized in model validation varies based on the aim of study. 
This section shows the selection of criteria and the design of validation process.  
3.3.2.1.Criteria selection 
Normalized Mean Bias Error (NMBE) and Coefficient of Variance of the Root Mean 
Square Error (CV(RMSE)), shown in Equations 3.8 and 3.9, are indices commonly selected to 
compare the difference between data simulated by building models, especially building energy 















∗ 100 (%)   (3.9) 
where mt and st denote the measured value and simulated output at time t. Besides, N is the 
number of measured data points whereas p is the number of adjustable model parameters, which 
is suggested to be zero for NMBE and one for CV(RMSE) during calibration (Robertson et al., 
2013; Ruiz and Bandera, 2017). Finally, ?̅? is the average of the measured values. 
Positive NMBE values mean that the model under-predicts the measured data, while 
negative values mean over-prediction (Ruiz and Bandera, 2017). The sum of positive and negative 
values would reduce the value of NMBE. This means that it is subject to cancellation errors, thus, 
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using NMBE alone is not recommended for validation purposes (ASHRAE, 2014; Ruiz and 
Bandera, 2017). On the other hand, CV(RMSE) measures the variability of the errors between 
measured and simulated values and is not limited by cancellation errors (Ruiz and Bandera, 2017). 
Therefore, NMBE and CV(RMSE) are often applied together to verify the accuracy of models.  
Several standards have been reported for choosing the calibration criteria for entire 
building energy prediction, as shown in Table 3.3. From the table, it can be inferred that acceptance 
criteria suggested by ASHRAE (2014) and FEMP (2015) were the same. Their thresholds for 
hourly energy consumption were more generous than for monthly, which  is more reasonable than 
the converse situation in IPMVP (2001). Thus, the criteria selection suggested by ASHRAE (2014) 
and FEMP (2015) is considered in the present study for hourly or monthly energy validation. 











𝑁𝑀𝐵𝐸ℎ𝑜𝑢𝑟 (%) ±10 ±10 ±5 - 
𝑁𝑀𝐵𝐸𝑚𝑜𝑛𝑡ℎ (%) ±5 ±5 ±20 - 
𝑁𝑀𝐵𝐸𝑏𝑖𝑙𝑙 (%) - - - ±5 
𝐶𝑉(𝑅𝑀𝑆𝐸)ℎ𝑜𝑢𝑟 (%) 30 30 20 - 
𝐶𝑉(𝑅𝑀𝑆𝐸)𝑚𝑜𝑛𝑡ℎ (%) 15 15 5 - 
𝐶𝑉(𝑅𝑀𝑆𝐸)𝑏𝑖𝑙𝑙 (%) - - - 20 
In this study, NMBE and CV(RMSE) were selected as indices to evaluate the prediction 
accuracy of the developed models (i.e. TRNSYS and TRNSYS-CONTAM models). 
 
3.3.2.2.Validation process 
Multi-zone airflow models are usually validated by (1) comparing simulated tracer gas 
concentration with filed measured data (Lansari et al., 1996) or experimental measured data 
(Emmerich et al., 2004); (2) comparing simulated interior zone pressure with the measured one 
(Li, 2002). Multi-zone heat transfer models are commonly validated by (1) comparing simulated 
interior zone temperature (by considering the same energy consumption) with filed measurement 
data (Olsthoorn, 2017; Wang and Xu, 2006); (2) comparing simulated energy consumption (by 
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considering the same set-point temperature) with measured data (ASHRAE, 2002; Olsthoorn, 
2017; Pan et al., 2007). Since the aim of this study is to investigate and enhance the thermal 
performance of EHF, the temperature profiles and energy consumption simulated by the developed 
TRNSYS and TRNSYS-CONTAM models were compared to the monitored data. 
The detailed validation process included: 
a) Temperature validation: 
The power consumption, which was the same as data measured from the experimental 
house (see Section 3.2.2), was fed as input to TRNSYS and TRNSYS-CONTAM models. The 
transient temperatures i.e. air temperature of each room, area weighted mean air temperature of 
each floor and the house (calculated using Equation 3.10), were selected as the outputs which 
needed to be compared with the monitored temperature. Note that the area weighted mean air 
temperature is the same as volume weighted mean air temperature if the height of each zone is the 
same. The reason for choosing this type of mean temperature is to respect the average energy 





                                                        (3.10) 
where 𝑇𝑚𝑒𝑎𝑛,𝑡 is the area weighted mean temperature of one floor or the whole house at time t 
[°C], 𝑇𝑖,𝑡 is the air temperature of zone i on that floor or house at time t [°C], 𝐴𝑖 is the floor area 
of zone i [m2]. 
b) Energy consumption validation: 
The set-point temperature was used as the input. The heating consumption of each floor, 
the total heating consumption (basement and the second floor) and the total energy consumption 
of the entire house were selected as outputs, which would be compared with the collected data. 
Validation was carried out on hourly, half-daily, daily, and monthly data. The main reason 
for considering the half-daily and daily data for validation is to ensure the accurate prediction of 
half-daily and daily energy consumption in order to analyze the peak shifting methods. The hourly 
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and monthly energy consumption validation are needed due to the criteria set by different standards 
(Table 3.3). 
Since the status of exterior doors (open/closed) on the ground floor cannot be monitored, 
validating the floor is complicated. Moreover, the ground floor was not subject to the HES study. 
Consequently, there was no need to validate the ground floor and during the validation process, 
air temperatures and floor surface temperatures on the ground floor were kept the same as the 
measured data. Hence, during validation, the simulated ground floor temperature and heating 
consumption was assumed as the same as the measured one. 
Note that during modeling, occupancy behavior was not considered, which means that the 
energy consumed by cooking, lighting and domestic hot water could not be predicted. In order to 
obtain the total simulated energy consumption, consumption related to occupancy was considered 
as the same as the measured one, shown in Figure 3.6. 
 
Figure 3.6: The hourly energy consumption related to occupancy 
 
3.4. TASK B: INVESTIGATION ON PEAK SHIFTING POTENTIAL OF EHF IN 
BASEMENT 
The buried EHF in the experimental house can be charged/discharged through turning 
ON/OFF the electrical wires. The ON/OFF status of the electrical wires is controlled through 































Time of the year, hour
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periods not only keeps the interior environment within thermal comfortable, but also achieves the 
aim of peak shifting. In this study, an attempt is made to investigate the peak shifting ability of 
buried EHF in the basement at different heating strategies and set point temperatures. If the 
investigated EHF could completely decrease the power consumption of basement, it shows the 
possibility to supply heat to other rooms and shift more heating load from peak periods to off-peak 
periods. 
The duration of peak, mid-peak and off-peak period for Québec, Canada adopted in this 
study is based on the work done by Thieblemont et al. (2017) as shown in Figure 3.7. 
 
Figure 3.7: Duration of peak, mid-peak and off-peak periods (Thieblemont et al., 2017)  
Many heating (control) strategies have been proposed in previous studies. Among them, 
night-running strategy (NRS) and peak shifting strategy (PSS) were commonly used. NRS shifts 
heating load from daytime to nighttime through heating only at night (Amir et al., 1999; Farid and 
Chen, 1999; Navarro et al., 2015; Thieblemont, 2017), while PSS proposed by Thieblemont et al. 
(2017) has a higher set-point temperature during off-peak period and mid-peak period than during 
peak period. The reason for the higher set-point temperature during off-peak period is to take 
advantage of the cheaper electricity price, while the reason for higher set-point temperature for 
mid-peak period is to recharge the EHF system during afternoon and avoid heating consumption 
during the early evening (4 pm – 10 pm) of peak period. It should be noted that the experimental 
house considered in the work of Thieblemont et al. (2017)  was also located in Québec, Canada. 
Therefore, similar strategies (i.e. night-running strategy and peak shifting strategy) were operated 
to the basement in which buried EHF was installed in the experimental house. The set-point for 





Table 3.4: The set-point for different periods in night-running strategy and peak shifting strategy 
         Heating         
strategy  
Period 
Night-running strategy Peak shifting strategy 




Peak 20 °C 
Note: Tin,set means set-point during off-peak period, which is discussed in Table 3.5 in detail.; EHF will be turned OFF 
once the interior temperature reached the set-point or the floor surface temperature (FST) was higher than 28 °C. 
Note that, the set-point temperature during off-peak period affects the amount of stored 
heat and the duration of discharge. Therefore, several scenarios were designed to investigate the 
effect of set-point temperature during off-peak periods on the amount of shifted load, room 
temperature and the heating cost for both night-running strategy and peak shifting strategy. Table 
3.5 briefs these scenarios during the period from March 1st to April 30th, 2017. 
Table 3.5 Scenarios for EHF peak shifting potential study based on different strategies at 
different set point temperature during off-peak periods 







NRS (22 °C) 22 
The ground floor and the 
second floor were heated at 
21 °C. 
NRS (23 °C) 23 
NRS (24 °C) 24 
Peak shifting strategy 
(PSS) 
PSS (22 °C) 22 
PSS (23 °C) 23 
PSS (24 °C) 24 
- Reference scenario 21.5 
Note: For reference scenario, the set-point temperature for basement was 21.5 °C all day. The investigated strategies 
were implemented to the basement. 
A simple economical analysis was conducted to account the benefit  of peak shifting. Note 
that there is no time-of-use tariff applied in Québec, therefore, the implemetation of these strategies 
might increase the heating cost. This is due to the higher set-point temperature during off-peak 
periods during which the exterior temperature was usually lower among one day. However, heating 
cost saving might achieved if there was electricity price difference between peak and off-peak 
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periods. Rettino-Parazelli (2017) reported that time of use tariff is planned to be applied in Québec 
from winter 2018/2019. Therefore, in the present study, the effect of peak shifting on heating cost 
was estimated by considering the  time-of-use electricity price applicable to Ontario (2017), the 
province which is next to Québec. The considered time-of-use tariff is 0.18 CAD/kWh for peak 
period, 0.132 CAD/kWh for the mid-peak period and 0.087 CAD/kWh for the off-peak period. 
Note that the considered price was applied for weekdays in Ontario. However, it was utilized for 
all days in this study because the aim was to investigate if peak shifting could result in heating cost 
saving through taking benefits from time-of-use tariff. The daily heating cost was calculated by: 
Daily heating cost (CAD) = (Ppeak*Epeak*Dpeak)+(Pmid*Emid*Dmid)+(Poff*Eoff*Doff)        (3.11) 
where Ppeak, Pmid, Poff is the power consumption [kW]; Dpeak, Dmid, Doff is the duration [h] ; Epeak, 
Emid, Eoff is the electricity price [CAD/kWh] during peak, mid-peak and off-peak period, 
respectively. Like above mentioned, Epeak, Emid, Eoff is 0.18, 0.132 and 0.087 CAD/kWh, 
respectively. 
3.5. TASK C: INVESTIGATION ON THE HEAT EXTRACTION SYSTEM 
The schematic diagram of HES is shown in Figure 3.8. The idea of using the HES is to 
transfer hot air from the rooms (called source rooms), which have BITES, to other rooms (called 
object rooms) lacking this kind of thermal storage system. The objective of the HES for the existing 
experimental house is extracting heat from EHFs and thus making the best utilization of its peak 
shifting potential. It is proposed to extract heat from rooms with higher set-point temperatures to 
rooms with lower air temperature. In this way, temperature difference between source rooms and 
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object rooms is ensured which in turn enhances the heating effect of the transferred air on object 
rooms. 
 
Figure 3.8: Schematic diagram of the experimental house with HES 
In residential buildings, due to thermal comfort issues, the set-point temperature for living 
rooms should usually be higher than bedrooms (Raymer, 2009). Therefore, for the HES considered 
for this experimental house, hot air can be transferred from the living room in the basement (B1) 
to the second floor where most of bedrooms are located. In this study, both heating performance 
and peak shifting performance of the HES were investigated.  
3.5.1. TASK C.1: HEATING PERFORMANCE OF HES 
The effect of airflow rate and outlet location on the heating performance of HES are 
investigated while keeping the source room at the set point temperature, 24 °C (the acceptable 
temperature for living rooms (Raymer, 2009)) with the aim of making sure the heating potential 
of EHF. 
For the investigation on the effect of airflow rate on the heating performance of HES, the 
effect of transferred airflow rate in the range of 0 to 0.28 m3.s-1 (i.e. 0 to 600 CFM) was studied. 
During simulation, an existing duct system, which extends between the basement and second floor, 
was utilized to transfer the air from B1 directly to SF6 and SF7. The outlet airflow through SF6 
and SF7 were assumed to be identical, being half of the total transferring airflow. All heating 
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devices on the second floor were turned OFF, while the source room (i.e. B1) was heated with a 
set-point at 24 °C and all other rooms in the basement were heated with set-points at 20°C. Interior 
air temperature of the ground floor were kept at 21 °C (its set-point temperature). The period of 
simulation was from March 1st to April 30th, 2017. 
To study the effect of outlet location, rooms in the second floor, except SF2, which is used 
as the locker room, were selected and studied as potential outlet locations. A constant value of 0.14 
m3.s-1 (i.e. 300 CFM) was used as the total transferring airflow rate. This means that airflow for 
each outlet was 0.07 m3.s-1 (150 CFM) when there were two outlets or 0.05 m3.s-1 (100 CFM) 
when there were three outlets. The set-point temperature for all heating devices and simulation 
periods were the same as the investigation for airflow rate. 
The investigated parameters for HES heating performance study are summarized in Table 
3.6 based on above description. 
Table 3.6: Investigated parameters for HES heating performance study 
Investigated parameter: Variable range Constant parameter 
Air flow rate (m3.s-1): 0; 0.05; 0.09; 0.14; 0.19; 0.24; 0.28 
                              (i.e. 0; 100; 200; 300; 400; 500; 600 CFM) 
Two outlets: SF6 and SF7 
Outlet locations: SF1; SF3; SF4; SF5; SF6; SF7; SF6,7; SF5,6,7 
 Air flow rate: 0.14 m3.s-1  
                       (i.e. 300 CFM) 
Note: CFM means cubic feet per minute [ft3. min-1] which is commonly used in North America. 
 
3.5.2. TASK C.2: PEAK SHIFTING EXTENDING PERFORMANCE OF HES 
To study the ability of HES to extend the peak shifting performance of EHF, PSS with set-
point at 24 °C during off-peak periods was applied to the basement. Table 3.7Error! Reference 
source not found. briefs the scenarios considered in the present study to analyze the peak shifting 






Table 3.7: Scenarios to study the ability of HES to extend peak shifting potential of EHF 





• Basement was heated by EHF based on the peak shifting strategy. 
• The second floor was heated by the hot air transferred from basement 
using HES with two outlets (SF6, SF7). 
Scenario 2: 
Peak_HES_SF5,6,7 
• Basement was heated by EHF based on the peak shifting strategy. 
• The second floor was heated by hot air transferred from basement 
using HES with three outlets (SF5, SF6, SF7). 




• Basement was heated by EHF based on the peak shifting strategy. 
• The second floor was heated by existing baseboards. 




• Basement was heated by EHF based on the peak shifting strategy. 
• The second floor was heated by existing baseboards. 




Scenario 5 • Basement was heated at 21.5 °C by EHF regardless the time of the day. 
• The second floor is heated by existing baseboards. 
• Temperature of each zone in the second floor was the same as Scenario 
2. 
 
It should be noted that, during the simulation, airflow rate of HES for Case I was considered 
to be 0.28 m3.s-1 (600 CFM). This is due to the fact that set-point temperature of the source room 
is lower than 24°C in peak and mid-peak periods and this relatively high air flow rate would be 
more reliable to keep the second floor within thermal comfort. Besides, for all scenarios, the 




4. CHAPTER FOUR: RESULTS AND DISCUSSION 
In this chapter, the results obtained by comparing the simulated temperature and energy 
consumption with measured data, respectively are reported initially. Then, based on the validated 
TRNSYS-CONTAM model, the investigation results for the peak shifting potential of the existing 
EHF are reported and discussed in detail. Finally, results obtained through the investigations 
carried out on the heating and peak shifting extending performance of HES are reported. 
4.1. MODEL VALIDATION 
4.1.1. TEMPERATURE PREDICTION 
Temperature validation results of TRNSYS and TRNSYS-CONTAM models are 
compared in Table 4.1. 











B1 0.57 1.42 5.06 3.11 
B2 12.50 2.33 14.23 3.33 
B3 4.94 0.17 12.34 3.93 
B4 -0.52 0.35 5.66 3.08 
B5 -1.08 -0.72 4.87 4.43 
Second floor 
SF1 8.57 2.76 10.47 4.54 
SF2 2.25 -2.34 12.03 6.00 
SF3 -8.07 -1.88 15.65 6.29 
SF4 11.49 2.50 15.84 4.82 
SF5 3.32 -2.89 9.76 6.30 
SF6 2.24 -2.36 11.46 7.11 
SF7 6.23 -1.05 10.56 4.25 
Note: T model means TRNSYS model. T-C model means TRNSYS-CONTAM model. 
 The inference from Table 4.1 is that for the basement temperature prediction, TRNSYS 
model provided a greater absolute value of NMBE (abs(NMBE)) for most of the rooms except 
room B1 when compared to TRNSYS-CONTAM model. Especially for B2, the NMBE obtained 
from TRNSYS model even reached 12.50%, which means the temperature of B2 was 
underestimated by the TRNSYS model simulation. However, the NMBE of room B2 was 2.33% 
in the TRNSYS-CONTAM model, which indicates that the underestimation of TRNSYS model 
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was caused by the fact that the TRNSYS was not able to consider the inter-zonal air movement 
(hot air from B1 to B2). Besides, TRNSYS model always resulted in higher CV(RMSE) for each 
room in the basement when compared to TRNSYS-CONTAM model. This indicates that the 
temperature for rooms in the basement predicted by TRNSYS-CONTAM model is in good 
agreement with the real measured data most of time, compared to the TRNSYS model’s prediction. 
In the second floor, TRNSYS model has high abs(NMBE) (more than 5%) for the 
temperature prediction of five rooms (SF1, SF3, SF4, SF6 and SF7). Particularly, in SF4, the 
NMBE is 11.49 %, which means the TRNSYS model underestimated the room air temperature. 
Meanwhile, in TRNSYS model, CV(RMSE) values for most rooms in the second floor were higher 
than 10%. By contrast, in the TRNSYS-CONTAM model, the abs(NMBE) values for rooms in the 
second floor was always lower than 5%, and the CV(RMSE) values for these rooms were always 
lower than 10%. 
Based on the above analysis, it is construed that the TRNSYS-CONTAM model had better 
temperature prediction for both the basement and the second floor. Furthermore, due to the low 
abs(NMBE) and CV(RMSE) shown in Table 4.1, TRNSYS-CONTAM model was considered as 
temperature validated and can be used to predict temperature distribution within the experimental 
house, while the TRNSYS model was not validated because of the unacceptable high value of 
indices. 
Although Table 4.1 shows the overall prediction accuracy of these two models and it did 
not represent the prediction results graphically. The comparison between predicted temperature 
and measured data over time should be further presented by figures. However, the illustration of 
this comparison for each room would be extremely complicated. Thus, the difference between the 
results predicted by these two models and the measured data are compared by means of area-
weighted mean temperatures (i.e. mean basement temperature, mean second floor temperature, 




                                       





Figure 4.1: Comparison between TRNSYS model, TRNSYS-CONTAM model and real data in 
terms of (a) mean basement temperature; (b) mean second-floor temperature; (c) mean temperature 
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Figure 4.1.1(a) shows that the variability of errors between measured mean basement 
temperature and predicted one by TRNSYS-CONTAM model is smaller than that between 
measured one and predicted mean temperature by TRNSYS model most of time. Furthermore, 
Figure 4.1.1(b) depicts that the mean second-floor temperature predicted by TRNSYS-CONTAM 
is closer to measured data compared with the result of TRNSYS model most of the time. Moreover, 
TRNSYS-CONTAM model slightly overestimates the second-floor temperature, while TRNSYS 
model underestimates it most of the time. The reason for overestimation of TRNSYS-CONTAM 
model is that the real exterior temperature was lower than the temperature from the closest weather 
station, while the reason for underestimation of TRNSYS model is that the hotter air naturally 
transferred from the ground floor to the second floor (inter-zonal airflow) was totally neglected. 
From Figure 4.1.1(c), trend of the mean basement and second-floor temperature predicted 
by these two models and the measured data are nearly the same. Although sometimes, from this 
figure it can be inferred that, TRNSYS-CONTAM model presented slightly inaccuracy prediction, 
however in overall, TRNSYS-CONTAM model still shows better temperature prediction than 
TRNSYS model.  Table 4.1 also confirms this conclusion. 
4.1.2. ENERGY CONSUMPTION PREDICTION 
Energy consumption validation results of TRNSYS and TRNSYS-CONTAM model are 
compared in Table 4.2, while comparisons between these two models in terms of proximity to real 




Table 4.2: Energy validation result of TRNSYS and TRNSYS-CONTAM models 
Floor 

















































Basement -4.50 -1.68 60.59 56.06 -4.50 -1.68 29.01 29.03 -4.50 -1.68 23.39 22.04 -4.50 -1.68 6.40 2.37 
Second 
floor 
-24.02 3.77 62.61 58.98 -24.02 3.77 39.45 33.71 -24.02 3.77 36.48 28.03 -24.02 3.77 35.08 5.90 
Total 
heating 
-9.07 -0.40 50.64 46.95 -9.07 -0.40 26.46 25.52 -9.07 -0.40 22.10 19.23 -9.07 -0.40 13.08 0.80 
Whole 
house 
-3.86 -0.17 21.54 19.97 -3.86 -0.17 11.26 10.90 -3.86 -0.17 9.40 8.18 -3.86 -0.17 5.54 0.19 
Note: T model means TRNSYS model. T-C model means TRNSYS-CONTAM model. Total heating means total energy consumed by heating the basement and second floor. Whole house means the 








Figure 4.2: Comparison between TRNSYS model, TRNSYS-CONTAM model and real data in terms of total heating consumption 

































From Table 4.2, the energy validation results of TRNSYS-CONTAM model was found to 
be better than TRNSYS model, in terms of both abs(NMBE) and CV(RMSE). Better energy 
consumption prediction performance of TRNSYS-CONTAM model could also be observed in 
Figure 4.2. Compared to the measured data, TRNSYS model overestimated around 9.16% of the 
total heating consumption during the validation period, while the difference between TRNSYS-
CONTAM model and the measured data is negligible. 
Table 4.2 also shows that the energy consumption pattern predicted by TRNSYS model for 
the second floor is not in good agreement with the measured data. The CV(RMSE) is always higher 
than 30% regardless of the period, i.e. hourly, half-daily, daily, or monthly. The NMBE of the 
second floor even reached -24.02%, which means the TRNSYS model overestimated the energy 
consumed by the heating devices on the second floor. The reason for this situation is that the 
TRNSYS model is not able to consider the inter-zonal air movement (movement of hot air from 
the ground floor to the second floor). 
The application of TRNSYS-CONTAM model effectively solved the abovementioned 
issues in TRNSYS model by considering the inter-zonal air movement in the multi-zone building. 
The monthly CV(RMSE) of the second-floor energy prediction is 5.90%, which is much lower than 
the threshold value (15%) suggested by standards (Table 3.3). However, the CV(RMSE) of half-
daily prediction of the second-floor heating consumption was 33.71%, which was relatively high. 
Since the energy consumed by the second floor comprised a small percentage of the total heating 
consumption, this CV(RMSE) of half-daily in the second floor was acceptable. 
Meanwhile, in terms of hourly or monthly energy prediction of the whole house, both 
TRNSYS-CONTAM model and TRNSYS model can be considered as validated, as it meets the 
threshold values suggested in Table 3.3. However, most half-daily, daily CV(RMSE) values of 
TRMSYS/CONTAM model were always lower than 30% and smaller than these values in 
TRNSYS model. Besides, half-daily and daily abs(NMBE) values of TRNSYS-CONTAM model 
were always lower than 5%. Therefore, the developed TRNSYS-CONTAM model are 
recommended to conduct the detailed parametric study due to the more accuracy energy prediction, 
while the TRNSYS model was not. The result also indicated that accurate inter-zonal airflow 
would affect the accuracy of energy prediction. 
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4.2. INVESTIGATION FOR PEAK SHIFTING POTENTIAL OF EHF 
The operation status (ON/OFF) of heating system would affect the interior temperature. 
Hence it is important to analyze the effect of heating strategies on the interior temperature, mean 
basement temperature during coldest day (March 10th, 2017) and warmest day (April 27th, 2017) 
under different scenarios and the respective results are compared in Figure 4.3 and Figure 4.4, 
respectively. Note that the coldest day and warmest day were selected from March and April, 2017. 
 
Figure 4.3: Mean basement temperature during coldest day (March 10th, 2017) 
Figure 4.3 shows that for the coldest day, the mean basement temperature of all scenarios 
did not reach the set-point temperature during off-peak period. However, higher set-point 
temperature during off-peak period could guarantee a higher mean basement temperature at 6 a.m. 
(the end of off-peak period), which means more energy was stored and could be released during 
peak and mid-peak periods. Besides, all scenarios based on PSS kept the mean basement 
temperature above 20°C all day long. However, NRS with set-point at 22 °C for off-peak periods 
resulted in the mean basement temperature lower than the set-point (i.e. 20°C) at the end of late 
afternoon peak period (i.e. 4 p.m. – 10 p.m.). Therefore, during extremely cold days, PSS would 
be recommended to be applied to the existing EHF system to shift power consumption of peak 
period with considering the interior thermal comfort. 















1,656 1,662 1,668 1,674 1,680





























Time of the year, hour
NRS (22 °C) NRS (23 °C) NRS (24 °C) PSS (22 °C)




Figure 4.4: Mean basement temperature during warmest day (April 27th, 2017) 
Figure 4.4 illustrates that when the ambient was warm enough, the mean basement 
temperature was nearly the same if the off-peak period set-point temperature was the same between 
NRS and PSS. Therefore, PSS is recommended to shift peak load while making sure thermal 
comfort during extremely cold season. 
The average heating power consumption of the basement during different periods based on 
scenarios given in Table 3.5 is compared in Figure 4.5 (left axis). 
 
Figure 4.5: Average heating power consumed by the basement during different periods (left axis) 
and daily heating cost of basement (right axis) under different heating strategies 
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Figure 4.5 shows that both NRS and PSS has the ability to completely shift the peak load 
of basement for the considered set point temperatures. However, the effect of PSS on the basement 
heating power consumption during mid-peak period was depended on the set-point temperature of 
off-peak period: if the basement set-point for off-peak period was 22 °C (Scenario: PSS (22 °C)), 
the mid-period consumption could be decreased by 51.5% compared to the reference scenario; 
otherwise, if the set-point during off-peak period was 23 °C (Scenario: PSS (23 °C)) or 24 °C 
(Scenario: PSS (24 °C)), the basement power consumption during mid-peak period could be 
decreased by 97.40% or 98.75%, respectively. One the other hand, the NRS could completely 
decrease the mid-period power consumption of basement. 
In terms of off-peak period power consumption, the value in NRS was slightly higher than 
that in PSS when the basement set-point temperature for off-peak period was 24 °C. However, the 
converse situation occurred when the set-point was 22°C or 23 °C. This is because in Scenario: 
PSS (22 °C), the set-point temperature difference between off-peak period and mid-peak period 
was  small (i.e. 0.5 °C), thus, once stored energy released during early peak period (i.e. 6 a.m. – 
10 a.m.) and the air temperature dropped, the EHF would have to be turned ON to recharge the 
slabs during mid-peak period. 
It should be mentioned that both NRS and PSS can be applied to shift peak load as well as 
mid-peak load. However, their peak shifting abilities were affected by the set-point temperature 
during off-peak period: the higher the off-peak period set-point temperature, the more heating load 
was shifted from peak period to off-peak period. If thermal comfort was not considered and the 
aim was to shift both mid-peak and peak consumption, NRS would be recommended. However, if 
the main concern was shifting peak load as much as possible with consideration thermal comfort 
during extremely cold days, then PSS is recommended. Besides, the existing EHFs in the basement 
showed the ability to completely shift the heating consumption of the room in the basement from 
peak period to other periods. 
Despite of the advantages, applying both strategies, which had a higher set-point 
temperature (23 °C or 24 °C) during off-peak period lead to higher daily energy consumed by 
heating the basement. If there was no time-of-use tariff in the implementation area, the heating 
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cost would be increased. Therefore, the effect of different heating strategies on the daily heating 
cost based on time-of-use tariff was worth investigated. 
Figure 4.5 (secondary Y axis) compares the daily heating cost of basement under the afore-
said scenarios. For NRS, increasing the set-point temperature during off-peak period increased the 
daily heating cost. Compared with the reference scenario, the daily basement heating cost was 
decreased by 37.16%, 30.34%, and 23.48% when the set-point of NRS for off-peak period was 22 
°C, 23 °C and 24 °C, respectively. Also, PSS was effective to decrease the heating cost. Compared 
with the reference, the reduction of daily basement heating cost caused by PSS was 33.34%, 
30.10% and 23.32% when the set-point temperature for off-peak period was 22 °C, 23 °C and 24 
°C, respectively. Through comparison of daily basement heating cost between NRS and PSS under 
the same set-point temperature for off-peak period, NRS was more cost saving and recommended 
than PSS if thermal comfort was not considered. 
 Considering the energy consumed by basement and the second floor, the power 
consumption during different periods and the daily heating cost of these scenarios are compared 
in Figure 4.6. The results from this figure were consistent with that from Figure 4.5, which are not 
repeated here. Note that the power consumption difference between this figure and Figure 4.5 
indicates the power consumed by the second floor as shown in Figure 4.7. 
 
Figure 4.6: Average heating power consumed by the basement and the second floor during 





































































Figure 4.7: Average heating power consumed by the second floor during different periods under 
different heating strategies 
Figure 4.7 shows that the power consumed by the second floor was not affected by the 
heating strategies applied to the basement. Besides, under constant set-point temperature during 
all day, heating demand of the second floor was lowest during mid-peak period and highest during 
off-peak period. This is mainly because that the exterior temperature during off-peak period was 
lowest during the day, while the higher exterior temperature and heat gain due to solar radiation 
during mid-peak period would decrease the heating demand. Because of the relatively low heating 
demand during mid-peak and peak period, proper strategy may be found to extract a small part of 
stored energy from the existing EHF to meet the heating demand of the second floor during 
daytime. 
 
4.3. INVESTIGATION OF HES 
4.3.1. HEATING PERFORMANCE OF HES 
4.3.1.1. The effect of airflow rate 
The airflow rate of HES would affect the temperature of source room which has a constant 
set-point temperature at 24 °C, because of the temperature difference between the source room and 
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air returned from the ground floor. The effect of airflow rate on the source room (B1) temperature 
during the coldest day and warmest day are shown in Figure 4.8 and Figure 4.9, respectively. 
 
Figure 4.8: The effect of airflow rate on the temperature of source room (B1) during the coldest 
day (March 10th, 2017) 
 
Figure 4.9: The effect of airflow rate on the temperature of source room (B1) during the warmest 
day (April 27th, 2017) 
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Figure 4.8 shows that during the coldest day, increasing the airflow rate of HES would 
decrease the temperature of room B1. For example, compared with no operation of HES (0 CFM), 
turning ON the HES at 600 CFM (i.e. 0.28 m3.s-1) resulted in a 0.4 °C temperature decrease at 6 
a.m. Besides, it indicates that when the airflow rate was higher than 300 CFM (i.e. 0.14 m3.s-1), 
the occurrence of maximum interior temperature among the coldest day could be delayed from 
about 2 p.m. to around 5 p.m. The decrease of maximum temperature of room B1 was negligible 
when the airflow rate was lower than 500 CFM (i.e. 0.24 m3.s-1). 
Similarly, increasing the airflow rate of HES decreased the interior temperature of room 
B1 during the warmest day as shown in Figure 4.9. Except 100 CFM (i.e. 0.05 m3.s-1), the tendency 
of source room temperature followed the trend of exterior temperature under all other airflow rates. 
Besides, the air temperature of room B1 never reached the set-point temperature (i.e. 24 °C), no 
matter during the coldest day or warmest day, mainly due to heat transfer with other rooms in the 
second floor which had a lower set-point temperature (20°C). 
The temperature of rooms in the second floor as a result of different airflow rate during 
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Figure 4.10: The air temperature of rooms in the second floor during the coldest day (March 10th, 2017) with the airflow rate of HES 
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Figure 4.11: The air temperature of rooms in the second floor during the warmest day (April 27th, 2017) with the airflow rate of HES at 
(a) 0 CFM, (b) 100 CFM, (c) 200 CFM; (d) 300 CFM; (e) 400 CFM; (f) 500 CFM; (g) 600 CFM
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Figure 4.10 and Figure 4.11 show that the interior temperature of rooms in the second floor 
increased by increasing the airflow rate of HES. Besides, the minimum temperature of the second 
floor usually occurred in room SF5, which was usually not occupied and was furthest to the outlets 
in SF6 and SF7. 
Figure 4.10 (a) and (g)indicates that the minimum and maximum temperature among the 
second floor  increased from around 10 °C to 16 °C and from about 16 °C to 23 °C, respectively, 
when increasing the airflow rate from 0 CFM (i.e. 0 m3.s-1) to 600 CFM (i.e. 0.28 m3.s-1) during 
the coldest day. Besides, when the HES was turned ON, the maximum temperature always 
occurred in room SF7 and most of time the interior temperatures of SF6 and SF7 were higher than 
other rooms (shown in Figure 4.10 (b) to (g)), because the hot air from B1 was directly transferred 
to SF6 and SF7. The reason for relative high temperature of room SF3 at noon is the high solar 
radiation. 
Similar tendency can be observed from Figure 4.11. It need to be noted that during the 
warmest day with the exterior temperature  ~3 °C during morning, HES at 600CFM kept all rooms 
in the second floor above 20 °C, as shown in Figure 4.11 (g). Therefore, when the exterior 
temperature is higher than 0 °C, implementing HES with 600 CFM would be able to warm the 
second floor of the existing house within thermal comfort. 
The temperatures of second floor and basement heating power consumption under different 
airflow rates are summarized in Figure 4.12. The blue bars in the figure show the average power 
consumed by the basement (Pave,basement, calculated based on Equation 4.1), during the simulation 
period under different air flow rates. Note that since the baseboards in the second floor are turned 
OFF, the power values represent the total power consumed by the basement and second floor under 
the same airflow. Due to the complexity of showing air temperature of each room at each time, the 
simulation results of second floor temperatures are simplified as following. The black line shows 
the average of mean second floor air temperature (Tave,mean, calculated based on Equation 4.2) 
during the simulation period. From top to bottom, the open-high-low-close stocks show the 
maximum mean second floor air temperature (Tmax,mean, calculated based on Equation 4.3), 
followed by the maximum room temperature within the second floor (Tmax, calculated based on 
Equation 4.4), minimum room temperature within the second floor (Tmin, calculated based on 
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Equation 4.5), and minimum mean second floor air temperature (Tmin,mean, calculated based on 
Equation 4.6). 
 
Figure 4.12: The effect of airflow rate on average basement power consumption (lower section, 
left axis) and the second floor temperatures (upper section, right axis) 
 
Pave,basement = (Ppeak,basement* Dpeak+Pmid,basement*Dmid+Poff,basement*Doff )/24               (4.1)         
where Pave,basement is the average power required for heating the basement [W]; Ppeak,basement, 
Pmid,basement, Poff,basement is the power required for heating the basement [W]; Dpeak, Dmid, Doff is the 
duration [h] during peak, mid-peak and off-peak period, respectively. 
Tave,mean = ∑ 𝑇𝑚𝑒𝑎𝑛,𝑡𝑡 /N                                                       (4.2)         
where Tave,mean is the average of mean second floor air temperature [°C]; 𝑇𝑚𝑒𝑎𝑛,𝑡 is the area 
weighted mean temperature of second floor at time t [°C]; N is the number of measured data points. 
Tmax,mean = max (𝑇𝑚𝑒𝑎𝑛,𝑡)                                                     (4.3)     
where Tmax,mean is the maximum mean second floor air temperature [°C]; 𝑇𝑚𝑒𝑎𝑛,𝑡 is the area 
weighted mean temperature of second floor at time t [°C]. 
Tmin,mean = min (𝑇𝑚𝑒𝑎𝑛,𝑡)                                                     (4.4)       
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where Tmin,mean is the minimum mean second floor air temperature [°C]; 𝑇𝑚𝑒𝑎𝑛,𝑡 is the area 
weighted mean temperature of second floor at time t [°C]. 
Tmin = min (𝑇𝑖𝑛,𝑖,𝑡)                                                           (4.5)       
where Tmin is the minimum room temperature within the second floor [°C]; Tin,i,t is the room air 
temperature of room i in second floor at time t [°C]. 
Tmin = min (𝑇𝑖𝑛,𝑖,𝑡)                                                           (4.6)       
where Tmax is the maximum room temperature within the second floor [°C]; Tin,i,t is the room air 
temperature of room i in second floor at time t [°C]. 
 Figure 4.12 shows that increasing the airflow increased Pave,basement almost linearly. On the 
other hand, the upper section of this figure indicates that greater air flow rates increased Tave,mean. 
Moreover, Tmax,mean and Tmax increased by increasing the airflow up to 0.14 m
3.s-1 (i.e. 300 CFM). 
Beyond 300 CFM, they remained almost stable, around 24.4 °C and 27.8 °C, respectively. This 
can be explained by the decreased source room temperature when increasing the airflow rate 
(shown in Figure 4.8 and Figure 4.9). On the other hand, Tmin and Tmin,mean were almost linearly 
correlated to the airflow rate. This means that an air flow rate of 0.14 m3.s-1 would be able to keep 
second floor air temperature at around 20 °C in terms of Tave,mean; however, it would not be enough 
to obtain an acceptable Tmin value (i.e. 15 °C). In other words, higher airflow rate values more than 
300 CFM would be needed, if the air temperature of each zone in the second floor is required to 
be higher than 15 °C. 
4.3.1.2.The effect of outlet location 
Since same airflow rate (i.e. 300 CFM) was considered for each scenario in this subsection, 
the source room temperature was not affected by the outlet location. Therefore, it can be considered 
the same as values in Figure 4.8(d) and Figure 4.9(d). 
The effect of outlet location on the temperature of rooms in the second floor during coldest 




                                      (a)                                                                                                        (b) 
 
                                      (c)                                                                                                        (d) 
66 
 
    
                                      (e)                                                                                                        (f) 
    
                                      (g)                                                                                                        (h) 
Figure 4.13: The air temperature of rooms in the second floor during the coldest day (March 10th, 2017) with the outlet located in  (a) 
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(e)                                                                                                         (f) 
 
     
                                                  (g)                                                                                                            (h) 
Figure 4.14: The air temperature of rooms in the second floor during the warmest day (April 27th, 2017) with the outlet located in  (a) 
SF1, (b) SF3, (c) SF4 (d) SF5, (e) SF6, (f) SF7, (g) SF6,7,  and (h) SF5,6,7.
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It is obvious from Figure 4.13 and Figure 4.14 that the outlet location has a significant 
effect on the temperature distribution of second floor. The maximum temperature among the 
second floor usually occurred in the room where the hot air from basement was transferred to, 
while the minimum temperature among the second floor occurred in the room which is furthest to 
the outlet location. For instance, Figure 4.13 (a) and Figure 4.14 (a) shows that when transferring 
300 CFM air to room SF1, the maximum room temperature among the second floor occurred in 
room SF1, while the minimum temperature among the second floor occurred in SF5 or SF6 which 
was not neighbored with SF1. Besides, sending air to three rooms (SF5,6,7) resulted in evenly 
distributed temperature (i.e. the difference between maximum and minimum temperature among 
the second floor was smallest when comparing to other cases). Figure 4.13 shows that during the 
coldest day, HES with 300 CFM airflow rate and outlets located in SF5,6,7 kept the temperature 
of rooms in the second floor above 15 °C, while other locations has no such ability. Further, Figure 
4.14 illustrates that during the warmest day, transferring hot air directly to room SF5,6,7 could 
warm all rooms in the second floor to around or above 20 °C. 
The temperatures of second floor and basement heating power consumption under different 
outlet locations are summarized in Figure 4.15. The x-axis of the figure shows the room in which 
the outlet is located. Note that each room had one outlet only.  
 
 
Figure 4.15: The effect of outlet location on average basement power consumption (lower section, 
left axis) and the second floor temperatures (upper section, right axis) 
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Figure 4.15 shows that the outlet location slightly affected Tave,mean, Tmax,mean, Tmax, Tmin,mean; 
however, its effect on Tmin was significant. Separately supplying air into SF5, SF6, and SF7 
increased Tmin to around 15 °C. This means that separate outlets effectively transferred air to 
remote object rooms, such as SF5, while slightly affecting on the amount of heat extraction. 
Therefore, separate outlets are recommended to achieve evenly temperature distribution. However, 
economic factors should also be considered to select proper outlets during implementation. 
 
4.3.2.PEAK SHIFTING EXTENDING PERFORMANCE OF HES 
Due to the same airflow rate (600 CFM) between Scenario 1 and Scenario 2 (for details 
pertaining to scenarios, please refer Table 3.7), the source room (B1) temperature was almost the 
same between these two scenarios. This situation also occurred between Scenario 3 and Scenario 
4. Therefore, this investigation compared the interior air temperature of room B1 for Scenario 1, 
Scenario 3 and the reference case. The comparison during the coldest day and the warmest day 
was shown in Figure 4.16 and Figure 4.17, respectively. 
 
Figure 4.16: Temperature of source room (B1) for Scenario 1 (Peak_HES_SF6,7),  Scenario 3 
(Peak_SF6,7) and the reference case during the coldest day (March 10th, 2017) 
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Figure 4.17: Temperature of source room (B1) for Scenario 1 (Peak_HES_SF6,7),  Scenario 3 
(Peak_SF6,7) and the reference case during the warmest day (April 27th, 2017) 
Figure 4.16 depicts that implementing HES (i.e. Scenario 1) decreased the temperature of 
source room, compared with no such practice (i.e. Scenario 3). However, the source room 
temperature was kept always higher than 20°C in both scenarios. Thus, in this study, HES did not 
affect the thermal comfort of source room. 
Also, the air temperature of room B1 increased above 24°C at the end of off-peak period 
(i.e. 6 a.m.) for Scenario 3 during the warmest day, as shown in Figure 4.17. The issue of 
overheating occurred. However, because of air returned from the ground floor with temperature at 
21°C, the operating of HES eased this issue. 
As shown in Table 3.7, only two kinds of second floor temperature (obtained from Scenario 
1: Peak_HES_SF6,7 and Scenario 2: Peak_HES_SF5,6,7) were considered in this subsection. 
These temperatures during the coldest day and the warmest day is shown in Figure 4.18  and Figure 
4.19, respectively.
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                                                   (a)                                                                                                       (b) 
Figure 4.18: The air temperature of rooms in the second floor during the coldest day (March 10th, 2017) under (a) Scenario 1: 
Peak_HES_SF6,7 and (b) Scenario 2: Peak_HES_SF5,6,7 
    
                                                   (a)                                                                                                       (b) 
Figure 4.19: The air temperature of rooms in the second floor during the warmest day (April 27th, 2017) under (a) Scenario 1: 
Peak_HES_SF6,7 and Scenario 2: Peak_HES_SF5,6,7
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From Figure 4.18, applying PSS to EHF in the basement and sending hot air to SF6 and 
SF7 by HES at 600 CFM could not keep the temperature of rooms in the second floor always 
higher than 15 °C during the coldest day, while sending air to SF5,6,7 could achieve it. However, 
if higher interior temperature is required by occupants, additional heating system (such as the 
existing conventional baseboards) should be operated to supply more heat to the second floor. 
Besides, the decreasing of interior temperatures between 6 p.m. and midnight in Figure 4.18 was 
caused by the decreasing of source room temperature (shown in Figure 4.16). On the other hand, 
Figure 4.19 infers that if the exterior temperature was higher than 0 °C, Scenario 2: 
Peak_HES_SF5,6,7 would be enough to warm rooms in the second floor above 20°C. 
The second-floor temperatures and average basement power consumption for these two 
scenarios are further summarized in Figure 4.20. 
 
Figure 4.20: Average basement power consumption (lower section, left axis) and the second-floor 
temperatures (upper section, right axis) for Scenario 1(Peak_HES_SF6,7) and Scenario 2 
(Peak_HES_SF5,6,7) 
It is inferred from the Figure 4.20 that Tmax, mean, Tmax, Tave, mean, Tmin, mean and Pavg, basement were 
almost the same for scenarios 1 and 2. However, Tmin was higher with three outlets than with two 
outlets. Though the power consumption of the HES with two and three outlets was the same, the 
variation between the Tmax and Tmin was minimum for three outlets. Note that, similar trend of 
results were discussed in Section 4.3.1.2. This again confirms that in order to have an evenly 
temperature distribution, having the dedicated (separate) outlet is recommended. 
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 The heating power consumption for all the 5 scenarios are compared in Figure 4.21 (left 
axis). It can be seen from the figure that the number of outlet locations has negligible effect on the 
heating power consumed by the basement and the second floor, when comparing the average 
heating power consumed during off-peak, mid-peak and peak periods between Scenario 1: 
Peak_HES_SF6,7 and Scenario 2: Peak_HES_SF5,6,7; Scenario 3: Peak_SF5,6,7 and Scenario 4: 
Peak_SF5,6,7, respectively. 
 
Figure 4.21: Average heating power consumed by the basement and the second floor during the 
off-peak period, mid-peak period and peak period (left axis) and daily heating cost (right axis) 
It is worth stating that the proposed strategy (the integration of HES with EHF) could pave 
way for the utility companies to further shift the peak load.  Figure 4.21 depicts that the decrease 
in peak consumption for the scenarios Peak_SF6,7 and Peak_SF5,6,7 compared to the reference 
case was 82.0% and 80.6%, respectively, while the reduction in mid-peak consumption was 83.0% 
and 80.8%. However, the combination of HES and peak shifting control (Peak_HES_SF6,7 and 
Peak_HES_SF5,6,7) almost completely decreased the peak consumption and 97% of the mid-peak 
consumption when comparing to the reference case. Thus it is construed that HES further extended 
the peak shifting capability of the EHF from ~80% to ~100%. However, note that compared with 
the reference case, due to prolonged heating during off-peak period in peak shifting control 
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On the other hand, it should be noted that the increased energy consumption will increase 
the heating cost to consumers (like Québec) where the electricity price does not vary for peak and 
off-peak periods. In order to analyze the effect of peak shifting on heating cost after considering  
the time-of use tariff, daily heating cost of these five scenarios are compared in  Figure 4.21 based 
on time of use electricity price applicable to Ontario (HydroOne, 2017). It shows that Peak_SF6,7 
and Peak_SF5,6,7 could decrease the daily electric heating fee by 18.6% and 17.0% respectively, 
while combining of HES and peak shifting strategy (Case I in Table 3.7) could decrease the daily 







5. CHAPTER FIVE: CONCLUSION 
5.1. SUMMARY AND CONCLUSION 
The literature review on BITES for peak load shifting illustrated that both passive and 
active BITES system has the potential to completely shift the peak load. Both passive and active 
BITES system have its own advantages and disadvantages. The passive BITES system usually 
takes the advantage of local weather conditions for its operation instead of utilizing the external 
appliances (e.g. electrical heater for heating). However, in a passive BITES system, the processes 
of charging/discharging as well as peak shifting are hard to control. By contrast, the process of 
charging/discharging can be controlled (can be accelerated and decelerated) based on the 
requirements in an active BITES system. Besides, monitoring the active BITES is easier than the 
passive BITES. But the active BITES system depends on the external devices for their operation. 
In the recent years several advancements had been made in the BITES systems and the active 
BITES systems, such as EHF, HHF have gained more attention in building sector for their 
appreciable peak shifting and shaving abilities. Compared with passive systems, active BITES 
systems, especially EHF, are more suitable to shift heating load due to the convenience of charging 
controlling. 
It should be mentioned that in most of the North American residential buildings, BITES 
systems such as EHF, HHF or PCM are only partially installed due to the practical constraints in 
the construction structure of such houses. To be more specific, most of the residential buildings in 
North America are built with wood and the basement is the only zone with the facility for having 
concrete slabs which can be utilized for TES. This challenge the installation of BITES system in 
all zones of a residential building. Further, if the partially installed BITES show the ability of 
providing enough heating/cooling and the potential of completely shifting the peak load of the 
room in which it is located, it can be extracted to heat other rooms without BITES system in the 
same building.  
Considering the above challenge and the potential of BITES in peak shifting, the objective 
of this research is devised to investigate the possibilities of extending the heating and peak shifting 
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capacity of an existing BITES system - electrically heated floor (EHF) in residential buildings 
through the integration of heat extraction system (HES). Before implementing the HES in a 
residential building, it is first important to ensure that the existing BITES system (EHF) has the 
capability to store excessive energy within it. Hence, initially in this work, the peak shifting 
potential of an existing EHF (which was installed in the basement of a residential house, located 
in Québec, Canada) was investigated under different heating strategies by performing several 
simulation studies. Later, the ability of HES toward transferring the hot air from the basement to 
the second floor is investigated for various air flow rate and number of outlet locations. 
In the present study, a multi-zone building model is initially developed in TRNSYS to 
perform the simulation studies. However, prediction of dynamic air flow in the zones was 
challenging in TRNSYS and hence, another multi-zone building model which called TRNSYS-
CONTAM model was developed in TRNSYS with a link to CONTAM. Among the two developed 
models, the TRNSYS-CONTAM showed good agreement with measured data and thus the 
integrated TRNSYS-CONTAM model was considered as validated to predict the temperature 
distribution and energy consumption in an experimental house. It is found from the validation 
results that considering inter-zonal airflow in TRNSYS-CONTAM model increased the simulation 
accuracy of temperature and energy prediction, compared to the pure building energy (TRNSYS) 
model, in which the inter-zonal airflow was ignored due to the limitation in predicting it 
dynamically. 
Later, the validated TRNSYS-CONTAM model was utilized to investigate the peak 
shifting potential of EHF based on two kinds of heating strategies: night-running strategy (NRS) 
and peak shifting strategy (PSS). The investigation results showed that both NRS and PSS can be 
implemented to charge the EHF to shift the peak load. The inference from the simulation results 
is that the NRS could take more advantageous of time of use tariff compared with PSS with the 
same set-point temperature for off-peak. However, it could not maintain the basement temperature 
above 20°C during late afternoon peak period in extremely cold days when its setpoint for off-
peak period was 22 °C. On the other hand, PSS resolved the previous issue through recharging the 
EHF during mid peak-period. Besides, PSS with proper set-point temperature during off-peak 
period (e.g. 23°C or 24°C) almost completely shifted the power consumption (for heating) of 
basement from peak period to other periods. However, it should be noted that the existing EHF 
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system could only shift the power consumption of basement. Though the existing EHF possess the 
capacity to store the heat energy at higher temperature, it cannot be utilized to shift the peak load 
of the adjacent zones (ground, second floor). 
In this regard, the HES was proposed and was found to be reliable to extract the heat from 
the EHF installed in the basement to the heat extendable areas of the same building. For the 
considered experimental house, if the source room (B1) was heated at the set-point temperature of 
24 °C, a minimum air flow rate of 0.14 m3.s-1 (300 CFM) is sufficient to maintain Tave,mean at around 
20 °C, while higher airflow would be needed to ensure that Tmin remains higher than 15 °C. Beside 
airflow rate, the outlet location is another factor that should be considered when designing the 
HES. Separated outlets is recommended because it could result in better temperature distribution 
among the object rooms with almost the same power consumption compared with a single outlet. 
The proposed integrated system (EHF + HES) would be beneficial for both the utility 
companies and the end user. The utility companies could take advantage of combining HES with 
EHFs from peak shifting perspective. Heating the basement based on a peak shifting control 
strategy and warming the second floor through the heat extraction system completely decreased 
the peak consumption of the basement and second floor, which was around 19% higher when heat 
extraction system was not considered.  On the other hand, it is also inferred that the proposed 
methodology increases the energy consumption by 18% but decreases the daily heating cost by 
24%.  This reduction in daily heating cost will be a benefit to the consumers. It should be 
mentioned that the increase in energy consumption is due to the prolonged operation of the 
basement EHF during the off-peak period and the decrease in energy cost is because of shifting 
the peak to the off-peak period. 
The Novelties of this research are : 
 • An HES was proposed to extend the heating and peak shifting capacity of an existing 
EHF in residential buildings. 
• The influence of inter-zonal airflow on model accuracy is studied. 
• The peak shifting potential of the existing EHF is studied based on both night-running 
and peak shifting strategy. 
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5.2. FUTURE WORK AND RECOMMENDATIONS 
Based on the advancements of limitations of this present study, future work on the proposed 
HES to extend the peak shifting potential of BITES is recommended as followings: 
• Experimental studies are required in order to verify the heating and peak shifting 
performance of proposed HES. 
• The effect of HES on interior air quality can be studied. 
• A control strategy can be designed to change the speed of fan in the HES system to control 
transferred air flow rate, in order to keep the interior temperature of the object room 
within an acceptable range with considering the effect on the total heating cost. 
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APPENDIX A - BUILDING INFORMATION 
A.1. Elevation view 




























A.2. Materials and their properties of building envelopes 











Basement slab below 
heating wires 
Concrete 0.1143 2240 0.9 7.02 
Extruded Polystyrene 0.05 25 1.47 0.1023 
FLOOR_BAS
_TOP 
Basement slab above 
heating wires 
Stratified wood flooring 0.0095 650 1.2 0.504 
Concrete 0.1143 2240 0.9 7.02 
FLOOR_BAS
_TOP_SDB 
Basement slab above 
heating wires in 
bathroom 
Porcelain Tiles 0.0064 2000 1 4.32 
Ceramic adhesive 0.0064 1920 0.84 5.04 
Concrete 0.1143 2240 0.9 7.02 
EXT_EARTH 
Foundation wall in 
contact with earth 
Concrete 0.254 2240 0.9 7.02 
Expanded polystyrene 0.0508 16 1.2 0.144 
Air space 0.0159 - - 0.3378 
Gypsum panel 0.0127 480 1.09 0.571 
EXT 
Foundation wall 
adjacent to exterior 
Stucco 0.0064 1857 0.9 2.592 
Concrete 0.254 2240 0.9 7.02 
Expanded polystyrene 0.0508 16 1.2 0.144 
Air space with furring 
strips 
0.0159 - - 0.3378 
Gypsum panel 0.0127 480 1.09 0.571 
GYPSE1 
Interior wall, 2x6 
assembly 
Gypsum panel 0.0127 480 1.09 0.571 
Air space with 2x6 @ 
0.406m 
0.1397 54.86 1.047 1.264 
Gypsum panel 0.0127 480 1.09 0.571 
GYPSE2 
Interior wall, 2x4 
assembly 
Gypsum panel 0.0127 480 1.09 0.571 
Air space with 2x4 @ 
0.406m 
0.0889 54.86 1.047 0.161 
Gypsum panel 0.0127 480 1.09 0.571 
NOTHING 
Fictitious division of 
concave room to convex 
room 
Massless Layer - - - - 
FLOOR_LIV 
Floor assembly with 
hardwood cover 
Hardwood flooring 0.0191 670 1.63 0.5904 
Tung and groove 
plywood 
0.0159 800 1.2 0.5400 
Air space with wood 
open-web joists @ 
0.406m 
0.3937 126.41 1.092 1.546 
Acoustic tile 0.0127 288 1.34 0.206 
FLOOR_KIT 
Floor assembly with 
ceramic cover, heated 
floor 
Porcelain tile 0.0064 2000 1 4.32 
Ceramic adhesive 0.0064 1920 0.84 5.04 
Self-leveling concrete 
with heated wires 
0.0064 400 0.84 0.36 
Tung and groove 
plywood 
0.0318 800 1.2 0.5400 
Air space with wood 
open-web joists @ 
0.406m 
0.3937 126.41 1.092 1.546 
Acoustic tile 0.0127 288 1.34 0.206 
CON_INT Structural concrete wall 
Gypsum panel 0.0127 480 1.09 0.571 
Air space 0.0159 - - 0.3378 
Concrete 0.254 2240 0.9 7.02 
FLOOR_BAT
H_2ND 
2nd storey floor 
assembly, ceramic 
cover 
Porcelain tile 0.0064 2000 1 4.32 
Ceramic adhesive 0.0064 1920 0.84 5.04 
Self-leveling concrete 
with heated wires 
0.0064 400 0.84 0.36 
Tung and groove 
plywood 
0.0318 800 1.2 0.5400 
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Air space with wood 
open-web joists @ 
0.406m 
0.3366 126.41 1.092 1.500 
Gypsum panel 0.0127 480 1.09 0.571 
FLOOR_WO
OD 
2nd storey floor 
assembly, hard wood 
cover 
Hardwood flooring 0.0191 670 1.63 0.5904 
Tung and groove 
plywood 
0.0159 800 1.2 0.5400 
Air space with wood 
open-web joists @ 
0.406m 
0.3366 126.41 1.092 1.500 
Gypsum panel 0.0127 480 1.09 0.571 
FLOOR_BAT
H_RDC 
Floor assembly, ceramic 
cover, no heated floor 
Porcelain tile 0.0064 2000 1 4.32 
Ceramic adhesive 0.0064 1920 0.84 5.04 
Tung and groove 
plywood 
0.0318 800 1.2 0.5400 
Air space with wood 
open-web joists @ 
0.406m 
0.3937 126.41 1.092 1.546 





Concrete 0.2286 2240 0.9 7.02 
Extruded Polystyrene 0.0254 25 1.47 0.1023 
Air space 0.0159 - - 0.4293 




ceramic cover on one 
side 
Porcelain tile 0.0064 2000 1 4.32 
Ceramic adhesive 0.0064 1920 0.84 5.04 
Gypsum Panel 0.0127 800 1.09 0.5787 
Air space with 2x4 @ 
0.406m 
0.0889 54.86 1.047 0.161 




Mineral Wool with 
2x4@0.609m 
0.254 - - 0.01398 
BP Enermax & airspace 0.0286 - - 0.0376 
Gypsum panel 0.0127 480 1.09 0.571 
ROOF_INS Cathedral ceiling 
Asphalt Shingles - - - 0.0214 
Roofing O.S.B. 0.0110 - - 0.468 
Airspace with stud @ 
0.609m 
0.0254 36.94 1.035 0.188 
Mineral wool & joist @ 
0.609m 
0.254 44.81 0.874 0.166 
BP Enermax & airspace 0.0286 - - 0.0376 




Brick 0.0889 2002 0.92 4.8 
Air space 0.0254 - - 0.4393 
Asphalt impregnated 
fiber board 
0.0127 288 1.3 0.547 
EXTERIOR Insulated exterior wall 
Brick 0.0889 2002 0.92 4.8 
Air space 0.0254 - - 0.439 
Asphalt impregnated 
fiber board 
0.0127 288 1.3 0.547 
Mineral wool with 2x6 
@ 0.4064m 
0.1397 62.42 0.891 0.170 
BP Enermax & airspace 0.0286 - - 0.0376 
Gypsum panel 0.0127 480 1.09 0.571 
ROOF_EXT Attic roof 
Asphalt Shingles - - - 0.0214 




APPENDIX B - AIR LEAKAGE PERFORMANCE OF EACH COMPONENT 
Based on National Energy Code of Canada for Buildings (2015) 













External door dimension 
Ground floor 
GF2 Main entry exterior doors 3.855 5 0.600 0.375 5.755 1.445 
GF3 
Other exterior doors 1.714 0.5 0.600 0.037 0.256 0.064 
Other exterior doors 1.734 0.5 0.600 0.037 0.259 0.065 
Main entry exterior doors 7.804 5 0.600 0.375 11.648 2.926 
GF1 Main entry exterior doors 3.829 5 0.600 0.375 5.715 1.435 
Window 
Basement 
B1 Operable windows 0.557 0.5 0.600 0.037 0.083 0.021 
B2 Operable windows 0.743 0.5 0.600 0.037 0.111 0.028 
B3 Operable windows 0.743 0.5 0.600 0.037 0.111 0.028 
B5 Operable windows 0.743 0.5 0.600 0.037 0.111 0.028 
B4 Operable windows 0.557 0.5 0.600 0.037 0.083 0.021 
Ground floor 
GF2 
Operable windows 3.194 0.5 0.600 0.037 0.477 0.120 
Operable windows 3.194 0.5 0.600 0.037 0.477 0.120 
Operable windows 2.044 0.5 0.600 0.037 0.305 0.077 
Operable windows 1.533 0.5 0.600 0.037 0.229 0.057 
GF1 
Operable windows 3.829 0.5 0.600 0.037 0.571 0.144 
Operable windows 2.044 0.5 0.600 0.037 0.305 0.077 
Operable windows 2.044 0.5 0.600 0.037 0.305 0.077 
GF3 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
Second floor 
SF1 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
SF2 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
SF4 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
SF5 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
 Operable windows 1.486 0.5 0.600 0.037 0.222 0.056 
SF3 Operable windows 3.194 0.5 0.600 0.037 0.477 0.120 
 Operable windows 3.194 0.5 0.600 0.037 0.477 0.120 
 Operable windows 2.044 0.5 0.600 0.037 0.305 0.077 
SF6 Operable windows 3.194 0.5 0.600 0.037 0.477 0.120 
 Operable windows 1.533 0.5 0.600 0.037 0.229 0.057 
SF7 Operable windows 1.533 0.5 0.600 0.037 0.229 0.057 
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South 32.640 0.2 0.810 0.006 1.276 0.198 
West 14.690 0.2 0.810 0.006 0.574 0.089 
East 9.320 0.2 0.810 0.006 0.364 0.056 
GF1 
West 13.160 0.2 0.810 0.006 0.515 0.080 
North 24.240 0.2 0.810 0.006 0.948 0.147 
GF3 
East 23.424 0.2 0.810 0.006 0.916 0.142 
North 16.180 0.2 0.810 0.006 0.633 0.098 
West 5.700 0.2 0.810 0.006 0.223 0.035 
South 4.320 0.2 0.810 0.006 0.169 0.026 
Second floor 
SF6 
South 12.480 0.2 0.810 0.006 0.488 0.076 
West 10.320 0.2 0.810 0.006 0.404 0.063 
SF7 West 8.550 0.2 0.810 0.006 0.334 0.052 
SF1 
West 10.471 0.2 0.810 0.006 0.409 0.063 
North 10.250 0.2 0.810 0.006 0.401 0.062 
SF2 North 9.270 0.2 0.810 0.006 0.363 0.056 
SF4 North 7.100 0.2 0.810 0.006 0.278 0.043 
SF3 
East 8.664 0.2 0.810 0.006 0.339 0.052 
South 21.950 0.2 0.810 0.006 0.858 0.133 
SF5 
North 13.750 0.2 0.810 0.006 0.538 0.083 
East 2.338 0.2 0.810 0.006 0.091 0.014 
West 2.338 0.2 0.810 0.006 0.091 0.014 
South 13.750 0.2 0.810 0.006 0.538 0.083 
East 2.338 0.2 0.810 0.006 0.091 0.014 
West 2.338 0.2 0.810 0.006 0.091 0.014 
West 4.863 0.2 0.810 0.006 0.190 0.029 
East 9.844 0.2 0.810 0.006 0.385 0.060 
Attic  
North 31.530 0.200 0.810 0.006 1.221 0.189 
East 19.890 0.200 0.810 0.006 0.771 0.119 
West 24.540 0.200 0.810 0.006 0.951 0.147 
South 31.530 0.200 0.810 0.006 1.221 0.189 
North 8.390 0.200 0.810 0.006 0.325 0.050 
East 13.070 0.200 0.810 0.006 0.506 0.078 
West 9.750 0.200 0.810 0.006 0.378 0.059 
South 7.000 0.200 0.810 0.006 0.271 0.042 
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Based on National Energy Code of Canada for Buildings (2015) 













North 1.000 0.200 0.810 0.006 0.039 0.006 
South 1.000 0.200 0.810 0.006 0.039 0.006 
𝑇𝑜𝑡𝑎𝑙𝑤𝑑𝑤      47.55  
 
Based on Air Infiltration and Ventilation Centre Technical note - AIVC 44 (1994) 

















GF2 caulked joint 12.090 0.003 0.600 0.030 0.120 0.446 
GF3 
 
caulked joint 5.842 0.003 0.600 0.015 0.058 0.223 
caulked joint 5.893 0.003 0.600 0.015 0.059 0.223 
caulked joint 11.582 0.003 0.600 0.029 0.115 0.431 






caulked joint 10.516 0.003 0.600 0.026 0.105 0.387 
caulked joint 10.516 0.003 0.600 0.026 0.105 0.387 
caulked joint 9.144 0.003 0.600 0.023 0.091 0.342 
caulked joint 8.534 0.003 0.600 0.021 0.085 0.312 
GF1 
 
caulked joint 9.144 0.003 0.600 0.023 0.091 0.342 
caulked joint 9.144 0.003 0.600 0.023 0.091 0.342 
caulked joint 6.502 0.003 0.600 0.016 0.065 0.238 
GF3 caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
Second floor 
SF1 caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
SF2 caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
SF4 caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
SF5 
caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
caulked joint 7.315 0.003 0.600 0.018 0.073 0.268 
SF3 
caulked joint 10.516 0.003 0.600 0.026 0.105 0.387 
caulked joint 10.516 0.003 0.600 0.026 0.105 0.387 
caulked joint 9.144 0.003 0.600 0.023 0.091 0.342 
SF6 
caulked joint 10.516 0.003 0.600 0.026 0.105 0.387 
caulked joint 8.534 0.003 0.600 0.021 0.085 0.312 
SF7 caulked joint 8.534 0.003 0.600 0.021 0.085 0.312 
wall/Ceiling and wall/floor 
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GF2 ceiling 17.488 0.024 0.600 0.420 1.671 6.245 
 floor 17.488 0.024 0.600 0.420 1.671 6.245 
GF1 ceiling 15.278 0.024 0.600 0.367 1.460 5.457 
 floor 15.278 0.024 0.600 0.367 1.460 5.457 
GF3 ceiling 23.012 0.024 0.600 0.552 2.199 8.208 
 floor 23.012 0.024 0.600 0.552 2.199 8.208 
Second floor 
SF6 ceiling 5.398 0.024 0.600 0.130 0.516 1.933 
 floor 5.398 0.024 0.600 0.130 0.516 1.933 
SF7 ceiling 2.362 0.024 0.600 0.057 0.226 0.848 
 floor 2.362 0.024 0.600 0.057 0.226 0.848 
SF1 ceiling 8.014 0.024 0.600 0.192 0.766 2.855 
 floor 8.014 0.024 0.600 0.192 0.766 2.855 
SF2 ceiling 3.505 0.024 0.600 0.084 0.335 1.249 
 floor 3.505 0.024 0.600 0.084 0.335 1.249 
SF4 ceiling 2.591 0.024 0.600 0.062 0.248 0.922 
 floor 2.591 0.024 0.600 0.062 0.248 0.922 
SF3 ceiling 9.347 0.024 0.600 0.224 0.893 3.331 
 floor 9.347 0.024 0.600 0.224 0.893 3.331 
SF5 ceiling 23.012 0.024 0.600 0.552 2.199 8.208 
 floor 23.012 0.024 0.600 0.552 2.199 8.208 




















B1 17.14 0.08 
B2 12.89 0.11 
B3 9.08 0.11 
B4 21.09 0.08 
B5 13.11 0.11 
Ground floor 
GF1 38.43 57.26 
GF2 51.41 66.64 
GF3 83.26 84.24 
Second floor 
SF1 13.08 24.83 
SF2 9.30 11.60 
SF3 34.58 33.42 
SF4 8.72 8.91 
SF5 45.62 69.94 
SF6 23.10 19.78 
SF7 11.04 8.55 
Attic  0.00 5.71 
Total  391.60 391.37 
 
 
