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In recent years, the infinite time-evolution block decimation (iTEBD) method has been demon-
strated to be one of the most efficient and powerful numerical schemes for time-evolution in one-
dimensional quantum many-body systems. However, a major shortcoming of the method, along with
other state-of-the-art algorithms for many-body dynamics, has been their restriction to one spatial
dimension. We present an algorithm based on a hybrid extension of iTEBD where finite blocks of a
chain are first locally time-evolved before an iTEBD-like method combines these processes globally.
This in turn permits simulating the dynamics of many-body systems in the thermodynamic limit
in d ≥ 1 dimensions including in the presence of long-range interactions. Our work paves the way
for simulating the dynamics of many-body phenomena that occur exclusively in higher dimensions,
and whose numerical treatments have hitherto been limited to exact diagonalization of small sys-
tems, which fundamentally limits a proper investigation of dynamical criticality. We expect the
algorithm presented here to be of significant importance to validating and guiding investigations in
state-of-the-art ion-trap and ultracold-atom experiments.
I. INTRODUCTION
Over the past century, a lot of research in condensed
matter physics has focused on exploring, understanding,
and engineering exotic phenomena emerging from the in-
teractions of many particles whose individual behavior
falls short of the richness contained in that of their col-
lective gestalt.1 Straightforward examples of the emer-
gent behavior of interacting microscopic particles are the
distinct phases of matter due to spontaneous breaking
of global symmetries, topological phase transitions and
topological order, laminar flow, turbulence, and count-
less other phenomena the appearance of which necessar-
ily requires the collective interactions of the microscopic
constituents.2
In recent years, the study of dynamical critical-
ity in quantum many-body systems has received huge
interest.3,4 In particular, two concepts of dynamical
phase transitions have been at the forefront of these in-
vestigations, where both are mostly concerned with dy-
namics in the wake of a quench. The first relies on the
dynamical behavior of a local order parameter. Criti-
cality can then be determined by the infinite-time value
of this order parameter, such that when it takes a fi-
nite value this means that the system has settled into
a (global) symmetry-broken steady state, whereas a zero
order parameter indicates that the system has settled into
a symmetric steady state.5,6 However, criticality can also
be determined by the intermediate or prethermal dynam-
ics of the order parameter, rather than its value in the
steady state. This is particularly intuitive in the case of
models with no finite-temperature phase transition where
a quenched system always ends up in a symmetric steady
state. Nevertheless, how the order parameter evolves in
time can exhibit either one of two dynamical behaviors
(phases): an asymptotic decay to zero where the order
parameter never changes sign, or an envelope that os-
cillates about zero while asymptotically decaying to it.
These phases have been characterized for quenches within
the ordered phase and from the ordered phase to the sym-
metric phase, respectively, in the nearest-neighbor quan-
tum Ising,7,8 Bose-Hubbard,9 and XXZ10 chains. Re-
cently, this notion of critical behavior in the intermediate
dynamics of the order parameter has been extended to
long-range interacting quantum spin chains.11
The second concept of dynamical phase transitions
builds on interpreting the overlap of the time-evolved
wave function of a many-body system with its initial state
as a dynamical analog of the thermal partition function,
with complexified evolution time standing in for inverse
temperature.12,13 Therefore, just like critical tempera-
tures bring about thermal phase transitions in equilib-
rium, critical times define so-called dynamical quantum
phase transitions (DQPT) in out-of-equilibrium many-
body dynamics. The theory of DQPT has recently wit-
nessed rapid development, with studies of its properties
covering various integrable and nonintegrable systems.
Nevertheless, these various phenomena require great
effort to generate whether experimentally or numeri-
cally. In generic quantum many-body systems the ef-
fective Hilbert space grows exponentially with system
size, rendering exact diagonalization methods simply in-
sufficient, particularly when one is interested in critical
behavior, and more so when that criticality is in the
out-of-equilibrium realm. Sophisticated numerical simu-
lations have taken on a key role in studying such systems,
in particular the celebrated density matrix renormaliza-
tion group (DMRG) algorithm,14,15 and its implemen-
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2tation using matrix product states16 (MPS) has allowed
the exploration of various equilibrium phases of matter.
Additionally, its extension to simulating the time evolu-
tion of quantum many-body systems has revealed a vast
range of exotic dynamical properties in strongly interact-
ing systems.17–21
At the same time, the development of high-precision
experimental techniques has made possible the realiza-
tion of highly tunable quantum systems in the labora-
tory. Such engineered systems enable the study of not
only the static properties of the underlying model, but
also its dynamical properties, such as for example in the
wake of quench, the parameters of which can now be
very well controlled in ion-trap22 and cold-atom23 ex-
periments. Moreover, state-of-the-art setups today can
realize quantum many-body systems with various forms
and ranges of interaction profiles and in different lattice
geometries.24–28 Such quantum simulators29–32 promise
to provide deep insights into the physics of both micro-
scopic and macroscopic systems, including the study of
critical dynamical phenomena in generic quantum many-
body models.
To probe, verify, and calibrate a quantum simulator,
the development of methods to reliably predict its prop-
erties is vital. Currently, the static properties of long-
range interacting one- and two-dimensional systems in
the thermodynamic limit are well studied using extended
DMRG techniques.33,34 In the past few years, time evo-
lution in long-range quantum spin chains has witnessed
considerable success through the time-dependent vari-
ational principle (TDVP) in uniform MPS.19,35,36 The
dynamics of models on finite two-dimensional lattices
has also been well studied using several time-evolution
schemes.20,21 However, uncovering the dynamical prop-
erties of higher-dimensional models would be the useful
next step in light of the tremendous advancement in ex-
perimental setups that can now readily and reliably re-
alize these systems. Nevertheless, numerical techniques
have been restricted to just one spatial dimension when
it comes to generic quantum many-body models in the
thermodynamic limit. For example, numerical studies on
both of the above concepts of dynamical phase transitions
have been restricted to one-dimensional (1D) many-body
Hamiltonians, with the exception of integrable models,
such mean-field and exactly solvable free-fermionic sys-
tems, and small finite two-dimensional lattices studied in
exact diagonalization where ascertaining dynamical crit-
ical behavior is necessarily inadequate so far away from
the thermodynamic limit.
In this work, we introduce a new MPS algorithm that
can simulate the dynamics of effectively two-dimensional
(2D) systems by time-evolving mappings thereof to 1D
chains with long-range fixed-length interaction profiles.
This method is a combination of two techniques. The
first involves local time evolution of several sites on the
1D chain using an algorithm for time-evolving a finite sys-
tem. The second technique is based on iTEBD-like evo-
lution that evolves different bulks within the 1D Hamilto-
nian using Suzuki-Trotter expansion. Very importantly,
this method allows simulating the time evolution of long-
range 1D models without assuming translational symme-
try up to the size of a unit cell. By mapping 2D systems
of infinite length in just a single direction to a 1D chain
containing a unit cell with the appropriate interaction
profile and corresponding size, our method is able to sim-
ulate the dynamics of such 2D systems and adequately
determine their critical properties.
The rest of the paper is organized as follows: In Sec. II
we provide an overview of matrix product states and op-
erators, followed in Sec. III by a description of the Suzuki-
Trotter decomposition and Krylov-subspace expansion,
both of which form the cornerstones of our hybrid time-
evolution algorithm. In Sec. IV the main features of our
method — the hybrid infinite time-evolution block deci-
mation (h-iTEBD) algorithm — are presented along with
an error analysis. We explain in Sec. V how one can
map two-dimensional models to one-dimensional chains
of fixed-length long-range interactions that are amenable
for implementation using our method. Further bench-
marking is presented in Sec. VI in the form of a com-
parison of prominent DQPT results calculated using our
method and other well-established techniques in 1D, and
we additionally present results on DQPT in the quan-
tum Ising model on a triangular lattice. We conclude in
Sec. VII.
II. MATRIX PRODUCT STATES AND MATRIX
PRODUCT OPERATORS
Matrix product states (MPS) are the representation
of a state on a lattice with L sites through a product
of matrices.37,38 Let the local state at the ith site be σi,
which can take any state within the local Hilbert space at
site i. A component of the probability amplitude associ-
ated with a local state σi is represented by a matrix M
σi
i
with a bond dimension m. The probability amplitude of
a global state |σ1, . . . , σL〉 can then be represented as a
product of all the Mσii matrices. With this representa-
tion, a state |Ψ〉 can be represented with L matrices with
dimensions of m×m as follows:
|Ψ〉 =
∑
σ
Mσ11 M
σ2
2 . . .M
σL
L |σ1, σ2, . . . , σL〉 . (1)
A product of two matrices is invariant upon substitut-
ing identity in the middle. Therefore, one can impose a
condition such as ∑
σl
A†σll A
σl
l = 1, (2)∑
σl
Bσll B
†σl
l = 1, (3)
3through some local unitary transformation. A wavefunc-
tion can then be represented with A (B) matrices as
|Ψ〉 =
∑
σ
Aσ11 A
σ2
2 . . . A
σL
L Φ |σ1, σ2, . . . , σL〉 , (4)
|Ψ〉 =
∑
σ
Φ′Bσ11 B
σ2
2 . . . B
σL
L |σ1, σ2, . . . , σL〉 , (5)
where Φ (Φ′) is what remains after left (right) orthogo-
nalizing all of the M matrices from the left (right).
The representation in (4) can further be canonicalized
using Vidal’s Λ Γ notation:39
|Ψ〉 =
∑
σ
Λ1Γ
σ1
1 Λ2Γ
σ2
2 . . .ΛLΓ
σL
L |σ1, σ2, . . . , σL〉 , (6)
where the original Aσmm matrix corresponds to Λ
σm
m Γ
σm
m .
Its infinite extension can be achieved by infinitely repeat-
ing the unit cell of length L.
An MPS |Ψ〉 with a bond dimension m can be com-
pressed to an MPS |Ψ′〉 with a lower bond dimension
m′ < m.37,40 For M ′i to be an optimal matrix that best
approximates Mi with lower dimension, it must satisfy
∂‖|Ψ〉 − |Ψ′〉‖2
∂M ′σii
=
∂‖|Ψ〉 − |Ψ′〉‖2
∂(M ′σii )†
= 0 (7)
for all i. Provided that
|Ψ〉 =
∑
σ
∏
j
M
σj
j |σ1, . . . , σL〉 ,
|Ψ′〉 =
∑
σ
∏
j<i
A
′σj
j
M ′σii
(∏
k>i
B′σkk
)
|σ1, . . . , σL〉 ,
〈Ψ|Ψ〉 = 〈Ψ′|Ψ′〉 = 1,
(8)
the optimum M ′σii is
M ′σii = 〈σi|
∑
σ′,σi 6∈σ′
∏
j<i
A
′σ′j ,†
j
⊗ 〈σ′j |
(∏
k>i
B
′σ′k,†
k
)
⊗
〈σ′k|
(∑
σ′′
∏
l
M ′l
σ′′l
⊗
|σ′′l 〉
)
. (9)
Similarly to MPS, operators on a system can be rep-
resented in a matrix product form.21,37,38,41,42 This form
is called a matrix product operator (MPO) and is formu-
lated as follows. In general, the component of an operator
on a chain can be written as follows:
Oˆ =
∑
σ,σ′
Wσ1,σ
′
1Wσ2,σ
′
2 . . .WσL,σ
′
L
|σ1, σ2, . . . , σL〉 〈σ′1, σ′2, . . . , σ′L| . (10)
If an operator can be expressed as a product of local
operators, then most of the W matrices are identity. In
such a case, MPO has a more efficient form. When a
Hamiltonian Hˆ consists of the sum of local terms, it can
be written as a sum of parts localized to the left (HˆLeft)
and right (HˆRight) of a boundary ∂i, which resides be-
tween the ith and i + 1st sites. Then this Hamiltonian
can be decomposed as
Hˆ =HˆLeft ⊗ IˆRight + IˆLeft ⊗ HˆRight
+
∑
l
OˆLeft,l ⊗ Oˆl ⊗ OˆRight,l. (11)
Consequently, this is the equivalent of a product of the
matrices of local operators.
Decomposition of Hˆ at ∂i in the ith iteration looks like
Hˆ = · · ·

Iˆ · · · Oˆ′i · · · Oˆ′′i
0 0 Oˆ′′′i · · · Oˆ′′′′i
0 0 · · · 0 Iˆ

i

HˆRight
...
OˆRight,i
...
IRight

Right
,
(12)
where Oˆ′, Oˆ′′, Oˆ′′′, Oˆ′′′′ are local operators that recover
the summation term in (11). This decomposition can be
done until the unit cell size is reached. The MPO of an
infinite system is then just an infinite repetition of L local
matrices.
III. OPERATOR EXPONENTIATION:
SUZUKI-TROTTER DECOMPOSITION AND
KRYLOV SUBSPACE EXPANSION
An operator exponentiation of a sum of non-
commuting operator is a nontrivial challenge when it
comes to time-evolving systems with long-range interac-
tions. One way to perform it is by approximating the
exponent of the sum to a product of exponentiated sum-
mands. For a sum of operators with small norm, this is
possible with a controlled error bound in Suzuki-Trotter
decomposition.17,37,39,43,44 It decomposes e−i∆t(Aˆ+Bˆ) as
e−i∆t(Aˆ+Bˆ) = e−i∆tAˆe−i∆tBˆ +O(∆t2). (13)
This can be expanded to one higher order, without re-
quiring any additional computational resources, as
e−i∆t(Aˆ+Bˆ) = e−i
∆t
2 Aˆe−i∆tBˆe−i
∆t
2 Aˆ +O(∆t3). (14)
This allows exponentiation to be performed individu-
ally in the subspace of the summands with an error of the
order ∆t3. Ideally, the operators Aˆ and Bˆ would be sums
of commuting summands, i.e., [Aˆ, Bˆ] = 0. However, this
is generically not so. In the case where [Aˆ, Bˆ] 6= 0, it is
optimal that the value of the commutator be as small as
possible.
After the decomposition, the exponentiated summands
must be calculated. However, exponentiation using ex-
act diagonalization is numerically very expensive if not
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FIG. 1. (Color online). Tensor network diagram of the time evolution of a state by one time step using the h-iTEBD algorithm
for a unit cell of four sites. Each square represents a matrix. The horizontal legs are the indices of a matrix and vertical legs
represent the local state (〈σ| if going downwards, and |σ〉 if going upwards). The connected legs represent a contraction of the
matrices with matrix products (horizontal) and taking the overlap of the two local states (vertical).
impossible for an operator with a large Hilbert space di-
mension. Krylov subspace expansion approximates the
operator Mˆ of large Hilbert space dimension with an
operator in a small subspace spanned by the n Krylov
vectors20,40,45,46
{
|Ψ(t0)〉 ,Mˆ |Ψ(t0)〉 ,Mˆ2 |Ψ(t0)〉 , . . . ,Mˆn−1 |Ψ(t0)〉
}
,
(15)
where |Ψ(t0)〉 is a Krylov vector at time t0. Once the
approximated operator is found then exp(−i∆tMˆ) — or,
in general, any function of Mˆ— can be calculated by the
method of one’s choice.
The Lanczos method20,47–49 is one of several algo-
rithms that one can use to proceed from this point. It
tridiagonalizes an operator Mˆ into a small operator by
iteratively finding a suitable Krylov basis starting from
|Ψ(t0)〉. If there is such a transformation, then Mˆ can
be written as follows:
Mˆ ≈

α0 β0
β0 α1 β1
β1 α2
. . . 0
. . .
. . .
. . .
. . .
. . . βn−3
0 βn−3 αn−2 βn−2
βn−2 αn−1

. (16)
Acting with Mˆ on |Ψ(t0)〉 while enforcing the or-
thornormalization condition 〈Vi|Vj〉 = δi,j yields a re-
cursive relation for αi, βi, and the Lanczos vectors |Vi〉
as follows:
|V0〉 = |Ψ(t0)〉 ,
α0 = 〈V0| Mˆ |V0〉 ,
β0 = ‖
(
Mˆ − α0
)
|V0〉‖,
αi = 〈Vi−1| Mˆ |Vi−1〉 ,
βi = ‖
(
Mˆ − αi
)
|Vi〉 − βi−1 |Vi−1〉‖,
|Vi+1〉 = 1
βi
[(
Mˆ − αi
)
|Vi〉 − βi−1 |Vi−1〉
]
.
(17)
One can set a small parameter  and stop the iteration
when the value of βi goes below that threshold. The
tridiagonalized operator with a reduced rank can then
be exponentiated using the method of one’s choice.
Once the subspace is spanned by the Krylov vectors,
we can write
|Ψ(t0 + ∆t)〉 = exp(−i∆tMˆ) |Ψ(t0)〉 ≈
n−1∑
i=0
ci |Vi〉 , (18)
where ci is the (i, 0)
th component of exp(−i∆tMˆ) in the
subspace.
In general, the error from the approximation has the
bound49–51
‖exp(−i∆tMˆ) |Ψ(t0)〉 −
n−1∑
i=0
ci |Vi〉‖
≤ 2‖|Ψ(t0)〉‖‖(−i∆tMˆ)
n‖
n!
exp(‖−i∆tMˆ‖). (19)
Therefore, the error scales as O (∆tn). This error bound
is only valid if {|Vi〉} are orthonormalized to infinite
precision. However, the orthonormality of {|Vi〉} ex-
pressed as MPS breaks down upon compression. This
error can be reduced by introducing correction terms
through adopting semiorthogonal52 or full reorthonor-
malization methods.48 In the case of our algorithm, such
5measures are unnecessary because h-iTEBD does not re-
quire Krylov subspace dimension of more than 3. This
is because the error from the 2nd-order Suzuki-Trotter
decomposition scales as ∆t3 such that the incurred ac-
curacy from a Krylov subspace expansion larger than 3
does not contribute significantly to improving the pre-
cision. For three Krylov vectors, the error from broken
orthonormalization is effectively negligible.
IV. ALGORITHM
The hybrid infinite time-evolving block decimation (h-
iTEBD) algorithm presented here evolves a state in time
under a Hamiltonian with translational invariance down
to a length scale of L sites. Inspired by the iTEBD al-
gorithm, h-iTEBD achieves this by breaking the Hamil-
tonian into two parts: an intra-unit cell part where the
interactions are contained within the unit cell, and an
inter-unit cell part where the interactions cross the unit
cell boundaries. Each part can then be evolved locally
by some local time-evolution algorithm, which in our case
is Krylov subspace expansion. Those separate local evo-
lutions of inter- and intra-unit cell parts are then com-
bined via Suzuki-Trotter iterations, as shown in Fig. 1.
Although Krylov subspace expansion is used for the lo-
cal time evolution, other methods such as TDVP19,35,53
can equally well be used, and this is one of our future
directions. Fig. 1 shows the schematic diagram of the
time-evolution routine using a tensor network diagram.
We are interested in time-evolving a Hamiltonian that
is translationally symmetric with unit cell size of N sites.
The Hamiltonian can be expressed as a sum of the com-
ponent Hˆintra,i, which has only terms with interactions
contained within the ith unit cell, and a second com-
ponent Hˆinter,i, which contains all the interactions that
cross the unit cell boundary between the ith and i + 1st
unit cells:
Hˆ =
∑
l
(
Hˆintra,l + Hˆinter,l
)
. (20)
Using Suzuki-Trotter decomposition, the time-evolution
operator Uˆ = exp
(
−i∆tHˆ
)
can be approximated as
Uˆ ≈ e−i ∆t2
∑
j Hˆintra,je−i∆t
∑
k Hˆinter,ke−i
∆t
2
∑
l Hˆintra,l
=
∏
j
e−i
∆t
2 Hˆintra,j
∏
k
e−i∆tHˆinter,k
∏
l
e−i
∆t
2 Hˆintra,l
=
∏
j
Uˆintra,j
(
∆t
2
)∏
k
Uˆinter,k (∆t)
∏
l
Uˆintra,l
(
∆t
2
)
.
(21)
Uˆ acting on a state |Ψ〉 can then be calculated with
Krylov subspace expansion.
The inter- and intra-unit cell Hamiltonians have free-
doms on distributing the terms that qualify to be in either
one of them. The total error can be minimized by choos-
ing their distribution such that
∥∥∥[Hˆinter,m, Hˆintra,m]∥∥∥
and
∥∥∥[Hˆinter,m+1, Hˆintra,m]∥∥∥ are smallest. For the cal-
culations performed in this paper, we have chosen the
distribution such that the overlapping terms in Hˆinter,m
have the same contribution as the ones in Hˆintra,m. There
are three contributors to the error in this method. In the
earlier time steps, these are, from largest to smallest, the
error from the Suzuki-Trotter decomposition, the error
from the local time evolution, and the truncation error.
Shown in Fig. 2 is the early-time error of the method an-
alyzed using the Heisenberg model by following the error
analysis in Zaletel et al.21 The Ne´el state is used for the
initial state and the fidelity F(t) = 1−〈Ψ(t)|Ψ(t)reference〉
is computed using 4th-order iTEBD as a reference exact
state.
We have used h-iTEBD with Krylov subspace dimen-
sion of 3 (h-iTEBD-K3) and 7 (h-iTEBD-K7). As ex-
pected, the early-time behavior differs significantly from
the regime where the error from Krylov subspace expan-
sion is comparable to the subsequent Suzuki-Trotter step
(h-iTEBD-K3), to that where the error is negligible (h-
iTEBD-K7). In the former regime, the error scales as t3,
which indicates that the most dominant error comes from
the local time evolution (Krylov subspace expansion). In
contrast, if the subspace dimension is sufficiently large
(h-iTEBD-K7), the error scales as approximately t2, as
expected from the 2nd-order Suzuki-Trotter decomposi-
tion.
The implementation of h-iTEBD is available as part
of the Matrix Product Toolkit,54 and further technical
details on the method can be found in Ref. 55.
10 -1 10 0
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FIG. 2. Fidelity scaling of the different local subspace dimen-
sions for the h-iTEBD algorithm. The h-iTEBD algorithm
with local time evolution using 3rd-order and 7th-order Krylov
dimensions is compared with the quasi-exact state, which is
computed using the 4th-order iTEBD algorithm. The early
time scaling of the Fidelity gives the expected scaling of t3
and t2 for h-iTEBD-K3 and h-iTEBD-K7, respectively.
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FIG. 3. (Color online). A two-dimensional square lattice of
size N sites ×∞ sites and its mapping onto a one-dimensional
chain with a unit cell of N sites. The sites are numbered
sequentially from top to bottom and then back to the top of
the next vertical slice.
V. MAPPING FROM TWO DIMENSIONS
We now illustrate one of the major capabilities of our
algorithm, which is the simulation of the dynamics of
nonintegrable 2D quantum many-body models upon an
appropriate mapping to a 1D chain with long-range fixed-
length interactions that is translationally invariant down
to a unit cell. We shall now describe this mapping.
For simplicity and without loss of generality, let us
consider a square lattice of size N sites × ∞ sites. If
the lattice is translationally symmetric over the direction
in which the length is infinite (horizontal according to
Fig. 3), then this lattice can be mapped onto an infinite
one-dimensional chain with a unit cell of N sites.
As shown in Fig. 3, the mapping can be done by num-
bering the sites along the direction in which the length
is finite (vertical). Starting from site 0 at the top, the
site number increases going downwards. Upon reaching
the bottom, we continue on to the top of the next verti-
cal slice to the right, and so on and so forth. Obviously,
sites i and i + N have the same interaction profile. The
resulting one-dimensional chain is translationally sym-
metric down to a unit cell with N sites, with a nontrivial
long-range fixed-length interaction profile. Consequently,
h-iTEBD can be used to simulate the time evolution on
this type of lattice.
VI. DYNAMICAL QUANTUM PHASE
TRANSITIONS
We also test our algorithm by calculating the
Loschmidt-echo return rate12
r(t) = − lim
L→∞
1
L
ln | 〈Ψ0| exp(−iHˆt) |Ψ0〉 |2, (22)
where |Ψ0〉 is an initial state quenched by a Hamiltonian
H at t = 0. This return rate is a dynamical analog of the
thermal free energy in which complexified time it stands
for inverse temperature. Much the same way as nonana-
lyticities in the thermal free energy indicate critical tem-
peratures at which thermal phase transitions occur, non-
analyticities in (22) indicate critical times at which dy-
namical quantum phase transitions (DQPT) occur.12,13
The theory of DQPT has advanced significantly in the
last few years, and experimental observations of the phe-
nomenon have been possible in ion-trap22 and ultracold-
atom23 setups.
Initially, it was demonstrated in the seminal work of
Ref. 12 in the case of the nearest-neighbor transverse-
field Ising chain that if a quench in the transverse-field
strength crosses the equilibrium quantum critical point,
cusps will appear in the return rate. However, quenching
across the equilibrium quantum critical point was then
shown to be in general neither a necessary nor a sufficient
condition to obtain nonanalytic behavior in the return
rate.56,57 Indeed, the phenomenon of DQPT proved to be
significantly richer with anomalous cusps appearing for
arbitrarily small quenches within the ordered phase58–63
when local excitations formed the lowest-lying quasipar-
ticles in the spectrum of the quench Hamiltonian.64,65
The study of DQPT in one spatial dimension has re-
sulted in a very good understanding of the phenomenon
in both integrable and nonintegrable systems. In higher
dimensions the investigations have been mostly restricted
to integrable models.66,67 However, we have recently
used h-iTEBD to study DQPT in the nonintegrable two-
dimensional transverse-field Ising model on a square lat-
tice by mapping it onto a chain as explaied in Sec. V.63
In addition to presenting DQPT results on this model
on a triangular lattice, we also include in this Section
benchmarking results of h-iTEBD in relation to classic
examples from the field.
First, we present the benchmarking results in Fig. 4,
which are direct comparisons of the Loschmidt-echo re-
turn rate obtained from h-iTEBD-K7 and TDVP for the
nearest-neighbor XXZ chain in Fig. 4(a), and the axial
next-nearest-neighbor Ising chain (ANNNI) in Fig. 4(b).
The Ne´el state is quenched with the XXZ Hamiltonian
HˆXXZ(Jz) =
∑
l
(
Sˆxl Sˆ
x
l+1 + Sˆ
y
l Sˆ
y
l+1 + JzSˆ
z
l Sˆ
z
l+1
)
, (23)
at Jz = 1.2, where Sˆ
{x,y,z}
i are the spin-1/2 operators on
site i. We also quench the fully z-polarized state (∆i =
0, hi = 0) to ∆f = −0.6, hf = 4.0 in the ANNNI model
given by the Hamiltonian
HˆANNNI(∆, h) = −J
∑
l
[
σˆzl σˆ
z
l+1 + ∆σˆ
z
l σˆ
z
j+2 + hσˆ
z
l
]
,
(24)
where σˆ
{x,y,z}
i are the Pauli operators on site i. For
both quenches, the h-iTEBD results show great agree-
ment with their TDVP counterparts. Furthermore, the
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FIG. 4. Comparison of the Loschmidt-echo return rate calculated in h-iTEBD to that in TDVP for quenches in (a) the XXZ
model from a Ne´el state, and (b) the ANNNI model from a fully z-up polarized state (see text for details). The results show
excellent agreement.
ANNNI result shows full agreement with the result of
Ref. 68 for the same quench.
In Fig. 5 we introduce new results on quench dynam-
ics in the two-dimensional ferromagnetic quantum Ising
model on a triangular lattice with the Hamiltonian
Hˆ(h) = −J
∑
〈i,j〉
σˆzi σˆ
z
j − h
∑
j
σˆxj , (25)
with J > 0, which complement those of the same model
on the square lattice in Ref. 63. In both of these mod-
els, the system is implemented on an infinite cylinder.
The Hamiltonian is constrained to have translation in-
variance, insomuch that each point on the lattice inter-
acts with its six nearest neighbors. To use h-iTEBD,
the model is projected onto an infinite one-dimensional
lattice, as described in Sec. V, that is translationally in-
variant down to a unit cell of size N sites, where the
2D lattice is of size N sites × ∞ sites. The projec-
tion breaks the two-dimensional translational invariance
of the original Hamiltonian, but this does not remove
the two-dimensional characteristics of the model. For
example, the magnitude of the critical transverse-field
strength where the equilibrium quantum phase transi-
tion occurs is hec ≈ 4.53J (see Appendix A) as calcu-
lated iDMRG. It is much larger than the equilibrium
critical point of the one-dimensional model (1J) due
to the higher connectivity which makes the system ro-
bust against fluctuations. Thus the projected quasi-two-
dimensional model has equilibrium characteristics be-
yond its one-dimensional counterpart.
Furthermore, as shown in Fig. 5, the magnetization
and the Loschmidt-echo return rate exhibit behavior that
is fundamentally different from that in one-dimensional
short-range models. In particular, the top panel of Fig. 5
shows the dynamical critical point for quenches from
hi = 0 to be h
d
c ≈ 2.25J , which separates between mag-
netization profiles that do not cross zero (for quenches
to hf < h
d
c) and those that do (quenches to hf > h
d
c).
FIG. 5. (Color online). Top panel shows the time evolu-
tion of the longitudinal magnetization in the ferromagnetic
nearest-neighbor triangular lattice after a quench of the fully
ordered state (hi = 0) with the Hamiltonian (25) at vari-
ous final values hf of the transverse-field strength. The lower
panel shows the return rate exhibiting anomalous cusps for a
quench to hf = 2.1J , which is below the dynamical critical
point hdc ≈ 2.25J .
We see that for small quenches below hdc the magnetiza-
tion does not show exponential decay but rather it re-
laxes to a finite nonzero value, characteristic of models
with a finite-temperature phase transition. This can only
be possible in spatial dimension d > 1 for models with
nearest-neighbor interactions and Z2 symmetry. Further-
more, we calculate the return rate in the wake of the
quench from hi = 0 to hf = 2.1J < h
d
c = 2.25J , shown
in the bottom panel of Fig. 5. The return rate shows
clear anomalous58 behavior in that the corresponding
magnetization profile makes no zero crossings yet the re-
turn rate exhibits five nonanalytic cusps in the same time
8interval.64 As discussed in detail in Refs. 63 and 64, these
anomalous cusps are due to the lowest-lying excitations
being local in nature. In the nearest-neighbor quantum
Ising chain, this is never the case as the lowest excitations
are freely propagating domain walls. As first shown in
Ref. 64 and proven analytically in Ref. 65, the presence of
local excitations as the lowest-lying quasiparticles of the
quench Hamiltonian is a necessary condition for anoma-
lous cusps to arise. Hence, this clearly establishes that
we are effectively working in 2D based on the equilirium
and dynamical characteristics of this model.
VII. CONCLUSION
We have introduced an MPS algorithm for time-
evolving systems with generic fixed-length long-range in-
teractions. The algorithm is a hybrid of a local time-
evolution scheme and a global one. An error analysis
and a benchmarking of the algorithm has been carried
out using Krylov-subspace expansion as the local time-
evolution scheme and Suzuki-Trotter decomposition as
the global one.
The analysis on scaling of the error with respect to the
quasi-exact evolution result by 4th-order iTEBD shows
behavior that agrees with the theoretical estimate. The
benchmarking of the algorithm with respect to TDVP
on integrable and nonintegrable models also shows excel-
lent agreement. It is shown that the algorithm is also
applicable to short-ranged systems, as expected.
To go beyond local models, we applied the method to
study DQPT in a quantum Ising triangular lattice placed
on the two-dimensional surface of an infinite-length cylin-
der. The mapping of the lattice sites onto an infinite
chain, gives rise to a Hamiltonian with nontrivial long-
range interactions with translational symmetry down to
a unit cell of size N sites.
The simulated dynamics of the quantum Ising trian-
gular model reveal, in both the order parameter and
Loschmidt return rate, properties that are fundamen-
tally different to dynamical behavior in short-range one-
dimensional systems. In particular, we see that the mag-
netization in the wake of a small quench within the ferro-
magnetic phase decays to a finite nonzero value indicative
of the presence of a finite-temperature phase transition.
Indeed, such behavior cannot occur in short-range chains
as the lower critical dimension for Z2 symmetry is d = 1.
Moreover, the return rate displays anomalous cusps, de-
fined as cusps that occur without the order parameter
ever making zero crossings, which is in stark contrast to
the nearest-neighbor quantum Ising chain described in
the seminal work of Ref. 12 on DQPT, where cusps are
one-to-one connected to zeros of the magnetization. The
fact that the algorithm can calculate these critical phe-
nomena in out-of-equilibrium illustrates its applicability
and effectiveness in simulating the dynamics of models in
dimensions d > 1. It is worth mentioning that the results
we have presented here on the quantum Ising triangular
lattice are in full qualitative agreement with those of the
quantum Ising square lattice of Ref. 63.
The future prospects lead in two directions. Firstly,
considering the use of different local time-evolution algo-
rithms, such as TDVP, may yield much more precise re-
sults. This may actually resolve the necessity for truncat-
ing long-range interactions beyond the unit-cell length,
and may allow the time evolution with truly long-range
Hamiltonians. Secondly, this technique can be readily
applied to many of the paradigmatic two-dimensional lat-
tice models of current interest in state-of-the-art experi-
ments in ion-trap and cold-atom laboratories. Determin-
ing the dynamical critical point, or at least calculating
the short-time dynamics of such models can be fruitful
on benchmarking and testing experimentally realizable
strongly correlated systems.
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Appendix A: Equilibrium Quantum Critical Point of
the Nearest-Neighbor Transverse-Field Ising Model
on the Triangular Lattice
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FIG. 6. Value of the longitudinal magnetization per site
(mz =
∑
i 〈σˆzi 〉 /N) with respect to the transverse field
strength h of a triangular lattice of size N = 6 sites ×∞ sites.
The equilibrium quantum phase transition is at h ≈ 4.53J ,
vastly different from its 1D counterpart due to much higher
connectivity on the triangular lattice.
Fig. 6 is the ground state of the quasi-two-dimensional
ferromagnetic Ising model on a triangular lattice given
by the Hamiltonian (25) with 6 sites per circumference.
The phase diagram for its antiferromagnetic counterpart
has been calculated in infinite DMRG (iDMRG) using a
mapping similar to that in Sec. V in Ref. 69. An MPS
ansatz of the ground state is calculated using iDMRG.
The critical point of the quantum phase transition for
9lattice is predicted to happen at hc ≈ 4.53J . This critical
value is larger than that of the model on a square lattice
and much larger than its one-dimensional counterpart.
This is due to the increased connectivity in the triangular
lattice, which would then require a large critical field for
fluctuations to be strong enough to break order in the
system.
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