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Abstract—The source coding theorem for stationary sources
describes the optimal performance theoretically achievable by
fixed- and variable-rate block quantizers. The source coding
theorem may be generalized by considering the problem of mul-
tiresolution or successive refinement source coding, which is the
topic of this work. Given a distortion vector (D1;    ; DL), this
work describes the family of achievable rate vectors (R1;    ; RL)
for describing a stationary source at L resolutions, where the
description at the first resolution is given at rate R1 and achieves
an expected distortion no greater than D1, the description at the
second resolution includes both the first description and a refining
description of rate R2 and achieves expected distortion no greater
than D2, and so on. The work includes performance bounds for
both fixed- and variable-rate source codes on discrete-time sta-
tionary ergodic sources and discrete-time stationary nonergodic
sources for any integer number of resolutions L  1. For L = 1,
the source coding theorems for stationary sources result. For
L > 1, the results extend previous theorems for discrete-alphabet
memoryless sources.
Index Terms—Embedded, ergodic and nonergodic source cod-
ing theorems, multiuser information theory, progressive trans-
mission, successive refinement.
I. INTRODUCTION
WITH advances in communications media and tech-nologies come corresponding needs for communication
techniques that take full advantage of the capabilities particular
to those technologies. A prime example of such an area
of growth is the medium of internet communications. With
the growth of Internet communications comes an increased
need for techniques whereby a single user can simultaneously
communicate the same information to a wide array of other
users with vastly varying bandwidth resources, computational
capabilities, and performance requirements. Along with a
variety of other factors, this need has helped inspire a surge in
interest in multiresolution or progressive transmission source
coding.
Multiresolution source codes are data compression algo-
rithms in which simple, low-rate source descriptions are em-
bedded in more complex, high-rate descriptions, as illustrated
in Fig. 1. Use of multiresolution source codes allows users
with severe bandwidth constraints or low performance re-
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Fig. 1. A four-resolution description of a magnetic resonance brain scan.
Decoding the first R1 bits per symbol of the binary description yields a
reproduction with distortion D1. Decoding an additional R2 bits per symbol,
for a total rate of R1+R2 bits per symbol, yields a reproduction of distortion
D2, and so on.
quirements to achieve a low-quality data representation by
only incorporating a fraction of the original coded bit stream.
Users with greater capabilities or needs can achieve more
precise data representations by using larger fractions of the
same bit stream. Further, users uncertain of their precision
needs can progressively reconstruct the data to higher and
higher accuracy—stopping the communication process when
the desired accuracy is achieved. Such coding techniques are
extremely valuable in any application where multiple source
descriptions at varying levels of precision are required.
While interest in multiresolution or progressive transmission
source coding has spawned an enormous amount of research
into practical coding algorithms (e.g., [1]–[4]), the theory
behind these codes has, until recently, attracted much less
attention. As a result, this discussion begins with the literature
associated with single-resolution source codes.
In single-resolution source coding, a source is broken into
contiguous vectors of length symbols, and each source
vector is mapped to a binary description with some average
per-symbol description length, say . The source coding
theorem and its converse describe the optimal distortion
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Fig. 2. The distortion-rate bound D(R) describes the lowest expected dis-
tortion achievable at expected rate R on a known source. Thus D(0:5) is
the lowest distortion achievable at rate 0.5 bits per symbol and D(1:5) is
the lowest distortion achievable at rate 1.5 bits per symbol in the above
graph. The distortion-rate bound does not, however, describe the optimal
achievable performance for an L-resolution code with L > 1. For example,
the distortion-rate function does not describe the lowest distortion achievable
by adding 1 bit per symbol to a code achieving point (0:5; D(0:5)) in the
above graph. Similarly, the distortion-rate function does not describe the
lowest distortion achievable by reading only the first 0.5 bits per symbol
from a code achieving point (1:5;D(1:5)) in the above graph. Further, the
distortion-rate function does not describe all possible values of distortions D1
and D2 such that points (0:5;D1) and (1:5;D2) are achievable by the first-
and second-resolution descriptions of a single two-resolution code.
theoretically achievable at the given average rate . Source
coding theorems and their converses for stationary ergodic and
stationary nonergodic sources on complete separable metric
spaces, known as Polish alphabets, appear in [5, Theorems
7.2.4, 7.2.5] and [6], respectively.
According to the source coding theorem, given an average
rate of bits per symbol, the distortion is achievable.
Imagine now stripping off a fraction of the above bits per
symbol to leave some lower average rate of bits per symbol.
While distortion-rate theory bounds by the optimal
distortion theoretically achievable with these bits per symbol,
the source coding theorem does not prove the achievability of
this bound subject to our constraint on the higher resolution
code. Further, given a rate source code achieving, to arbitrary
accuracy, the distortion-rate bound , the source coding
theorem bounds the best possible distortion achievable by
appending bits per symbol to the given rate- description,
but does not prove this bound to be achievable. An illustration
of this observation appears in Fig. 2.
In [7], Gray and Wyner bound the achievable rate region
of a simple, three-node network. The network consists of one
transmitter sending information over three different (noiseless)
channels to two receivers. The output of channel 0 is seen by
both receivers while the output of channel 1 is seen only by the
first receiver and the output of channel 2 is seen only by the
second receiver. The transmitter’s goal is to describe random
variable to the first receiver and random variable to
the second receiver using the three channels. Gray and Wyner
bound the collection of achievable rate triples for
describing and to arbitrary fidelity constraints and
. When and one of the private channels is not used
(e.g., ), the network communication problem simplifies
to the multiresolution source coding problem. That is, given
, , and , finding the achievable
rate triples is equivalent to finding the achievable
rate pairs for describing a source to two resolutions, where
the first-resolution description describes at rate with an
expected distortion and the second-resolution description
supplements the shared description of with an additional
bits per symbol to achieve an expected distortion .
In this scenario, the Pangloss bound described by Gray and
Wyner is met by any code such that .
Thus according to the above definition, any code for which the
second-resolution coding performance sits on the distortion-
rate bound meets the Pangloss condition.
In [8] and [9], Koshelev introduces the notion of suc-
cessive refinement codes, a concept closely related to Gray
and Wyner’s Pangloss bound codes. Here, a source is said
to be successively refinable if a code giving a nested, two-
resolution description of that source can always achieve the
distortion-rate bound at both rates. Other related problems
include the problem of source coding with side information
[10]—which gives the minimum rate necessary to describe a
source at distortion when side information is present (but
typically forces to be independent and identically distributed
(i.i.d.) samples from the same distribution) and the multiple
descriptions problem [11], [12], in which a sender describes
the same sequence of random variables over a variety of
channels, and the receiver decodes using the outputs of those
channels that do not fail in a given transmission.
In [13] and [14], Equitz and Cover prove that successive
refinement is achievable for i.i.d. sources if and only if ,
, and form a Markov chain, where and represent
the low- and high-resolution reproductions of , respectively.
They then go on to give three examples of sources that are
successively refinable and a fourth example to show that there
exist discrete-alphabet i.i.d. sources that are not successively
refinable. An example of a simple continuous random variable
that is not successively refinable appears in [15]. In [16],
Rimoldi generalizes Equitz and Cover’s result by finding the
achievable rate pairs for a given pair of distortions in a
two-resolution code. He then generalizes those results to -
resolution codes for . Like [13] and [14], [16] treats
discrete-alphabet memoryless sources.
This work contains a derivation of the achievable distortion-
rate region for -resolution source codes for stationary ergodic
and stationary nonergodic sources on Polish alphabets. The
work can be viewed as an extension from one to resolutions
of the source coding results in [5] and [6] or an extension of
[16] from discrete-alphabet memoryless sources to arbitrary
stationary sources on Polish alphabets. The variable-rate and
variable-distortion Lagrangian approach made popular by [17]
and employed throughout [6] again plays a crucial role in this
work.
The resulting bounds describe the optimal performance
theoretically achievable by both fixed- and variable-rate mul-
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tiresolution source codes and lend insight into the optimal
design of new, practical codes, described at length in [18]
and [19].
II. PRELIMINARIES
Let be a stationary dynamical system with
Polish alphabet . That is, let be a complete, separable
metric space, let be the Borel -algebra generated by the
open sets of , let be the set of one-sided sequences
from , let be the -algebra of subsets of
generated by finite-dimensional rectangles with components in
, let be the left shift operator on , and let be a
measure on the measurable space , stationary with
respect to . The abbreviation describes the source in
the development that follows.
Now for any fixed integer and each ,
where is the number of levels of resolution in our desired
multiresolution source code, let be a real-
valued nonnegative distortion measure for , ,
where is the th of abstract reproduction alphabets.
Assume that is continuous in for each
and that there exists a reference letter such
that . Define
Typically, the reproduction alphabets and distortion measures
do not change across resolutions. That is, and
for all and all
. Given this observation and the desire for
notational simplicity, the is dropped from , , , and
in the remainder of this work. Note, however, that all of
the results presented apply to the most general case where the
reproduction alphabets and their corresponding reference
letters and distortion measures differ.
Let be an -resolution, fixed-
or variable-rate block quantizer with blocklength . For any
, maps onto some finite or countable
set of codewords from . Together these codewords
comprise a codebook in which each
codeword has an associated fixed- or variable-length binary
description with length denoted by . (In a slight abuse of
notation, and appear alternatively
with and . Notice,
however, that there may exist multiple codewords,
such that but . These duplicate
codewords may be useful if the same description is given
different description lengths depending on the associated lower
resolution descriptions.) The description at the th
resolution is embedded in the description at the th resolution.
As a result, for any fixed , it is possible
that only a subset of will actually be available for
describing those such that . (For
notational purposes, assume a unique resolution- description
to deal with the case where .) Thus for each
, define
where
For each , the description lengths in
must satisfy the Kraft inequality
If is a fixed-rate code, then for all ,
for some constant dependent on . That is, each code in
uses a fixed rate in each resolution, but the rate may vary
from resolution to resolution. Let denote the class
of dimension- fixed-rate codes with resolutions. Similarly,
let denote the class of dimension- variable-rate
codes with resolutions.
Given any fixed- or variable-rate code or
, the (instantaneous) rate vector associated
with coding source vector with quantizer is
where implies that for each
an embedded description of total length
bits is used in describing to resolution with
. The expected rate in describing symbols from
with code is
Likewise, the (instantaneous) distortion vector associated with
coding with code is
where implies that the distortion
associated with the th-resolution description of with code
is . The expected distortion associated with code
is
For any let be the nonnegative cone defined
as
For any , the notations and
specify that . Then for any integer and
any , the -resolution fixed-rate achievable distortion-rate
region equals
(1)
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Here is the associated th-order -resolution fixed-
rate achievable distortion-rate region defined as
s.t.
(2)
and for any set , denotes the closure of with
respect to the Euclidean norm. Further, since it will be useful
to compare fixed-rate codes of a particular rate , define
the -resolution fixed-rate- achievable distortion region
as
(3)
Here is the associated th-order -resolution
fixed-rate- achievable distortion region, defined as
s.t.
(4)
where describes the class of fixed-
rate codes with rate vector strictly less than and is given
by
(5)
Finally, for variable-rate coding the -resolution variable-rate
achievable distortion-rate region equals
(6)
where is the th-order -resolution variable-rate
achievable distortion-rate region defined as
s.t.
(7)
Thus the th-order distortion-rate region describes the col-
lection of rate and distortion pairs such that there
exists an -dimensional code with per-symbol rate and dis-
tortion less than or arbitrarily close (in Euclidean distance)
to . The achievable distortion-rate region is the set
of points that can be approximated with arbitrary
accuracy by points in the th-order distortion-rate regions.
The goal of this work is to characterize the fixed- and variable-
rate achievable distortion-rate regions for a wide variety of
source distributions .
Derivation of some basic properties of
, and lends useful insight. The follow-
ing two lemmas result from simple time-sharing arguments
similar to those used for single-resolution source codes. The
proofs for both of these results appear in the Appendix. The
first result relies on the notion of a limit of sets. Given any
sequence of sets
and
If , then the limit
is defined as .
Otherwise, the limit is undefined.
Lemma 1: If is a stationary source, then
Lemma 2: If is a stationary source, then
, and are convex sets.
Lemma 3 is a consequence of Lemma 2 that is helpful
in better understanding and . This result
demonstrates that it does not matter how you divide up the
rate between the resolutions of a multiresolution code as long
as the total rate for the th resolution is
sufficiently high for each . The proof of Lemma
3 is likewise left to the Appendix.
Lemma 3: If , then for any
such that
for all
Similarly, if , then for any such
that
for all
Lemma 2 and (1), (3), and (6) imply that for stationary
, and are convex and
closed. As a result, each is entirely characterized by its
support functional [20, p. 135], here given by ,
, and , and called the weighted
fixed-rate, fixed-rate- , and variable-rate operational dis-
tortion-rate functions, respectively, where
(8)
(9)
(10)
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Notice first that
(11)
Notice further that the term in the definition of
is a constant included only to make the three
definitions parallel. In the equations for and
, the vector may be interpreted as the
planar direction or “slope” of the tangential hyperplane sup-
porting the space of achievable vectors at a single
point. The vector plays a similar role in .
The following properties of the weighted operational
distortion-rate functions are useful for appropriately fo-
cusing a study of , , and
.
Lemma 4: For any stationary source :
a) If or for any , then
Similarly, if for any , then
b) If , then
and
Proof: In proving the first result, notice that for any
stationary , the existence of a reference letter implies
for all and
for all and all . Thus for all
and , giving the first result. The second
result is immediate.
As a result of Lemma 4 a), there is no loss of generality
in restricting our attention to such that .
Further, by Lemma 4 b), it is the relative rather than the abso-
lute sizes of the and values that determine the behavior of
, , and . Thus a
further restriction to such that
simplifies the characterization of ,
, and with no loss of gener-
ality.
A rate distortion pair is achievable by a fixed-rate
code if or, equivalently, if
for all such that , and
achievable by a variable-rate code if
or, equivalently, if
for all such that A
distortion vector is achievable by a fixed-rate- code if
or equivalently if for any
for all such that
The following lemma establishes an alternative pair
of definitions for the operational distortion-rate functions
, , and to
the definitions given by (8)–(10). In particular, while
, , and were
originally specified as the support functionals for the fixed-
rate, fixed-rate- , and variable-rate achievable distortion-
rate regions, they can also be described in terms of the
corresponding th-order weighted operational distortion-rate
functions.
Lemma 5: Let , , and
be as defined in (8)–(10). Then
where
(12)
(13)
(14)
and superscript denotes the transpose operator.
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Proof: The three proofs are almost identical, and thus
only the proof for is shown. That proof contains
two parts. The first part shows that
The second part shows that
Using definition (8), for any , there exists
such that
Further, by (1) and (2), there exist and
such that
Thus there exist a dimension and quantizer
such that
Since is arbitrary and the above property holds for a
particular and
On the other hand, for any , there exist a dimension
and a code such that
Thus
implies
Once again, since is arbitrary the desired result follows.
A number of information-theoretic quantities arise in char-
acterizing the weighted operational distortion-rate functions
, , and . Their
definitions follow. Let be any conditional probability
measure or test channel from to defining, with
, a joint probability on
Use to denote the associated marginal on and
to denote the product probability induced by the marginals
and . If , then the Radon–Nikodym (R-N)
theorem implies the existence of the R-N derivative
, which is unique -almost everywhere and mea-
surable with respect to [5], where is the
-algebra of . For any , the resulting average
mutual information may be expressed (e.g., [5, Theorem
7.1.3]) as
where is a random vector representing
the first reproductions of and is a particular instance
of . (The boldface type here denotes that and
are reproduction vectors rather than scalar quantities. The
dimension of the reproduction must be identical to the
dimension of the original data vector, and thus may be
determined from the context of . Thus in the above equation,
.) Likewise, define the mutual information rate
as
Let , here called the weighted distortion-rate
function, be defined as
(15)
where the th-order weighted distortion-rate function
is defined as
(16)
and is the conditional mutual infor-
mation, which may be described as
if both terms in the difference are finite. Similarly, let
, here called the rate- weighted distortion-
rate function, be defined as
(17)
where the th-order rate- weighted distortion-rate function
is defined as
(18)
Two immediate consequences of (15)–(18) are that
(19)
and
(20)
for all .
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Lemma 6 gives an alternative characterization of
and . Proof of Lemma 6 relies
on the fact that if a nonnegative sequence
is subadditive, i.e., if , then
[21, Lemma 7.5.1].
Lemma 6: If is stationary, then
and
Proof: Fix and . By definition (16), there
exist test channels and such that
and
Let be the test channel equivalent to sending the first
symbols of through test channel and the remaining
symbols of through test channel . That is, define a
regular conditional probability by its values
on rectangles as
for each and . Then, by stationarity
and the conditional independence of the first channel
outputs and the last channel outputs given the corresponding
channel inputs
for each . Further, by the stationarity of
Thus
for arbitrary . That is, is a subadditive sequence,
giving the desired result by the equivalence of limits and
infima for normalized subadditive sequences. The proof for
is almost identical.
III. RESULTS
The main results of this paper are summarized below. In all
cases assume and .
A. Stationary Ergodic Sources
If is stationary and ergodic, is Polish, is
continuous in for each , and there exists a reference letter
such that , then the following results hold.
Theorem 1: .
Theorem 2: .
Theorem 3: .
Theorem 4: .
B. Stationary Nonergodic Sources
When is stationary and nonergodic, let
denote the ergodic decomposition of . The ergodic decom-
position exists since if is Polish, then is standard
[21, Lemma 3.3.1], and hence is standard [21,
Lemma 2.4.1]; standard measurable spaces admit the ergodic
decomposition [21, Theorem 7.4.1]. Under the conditions
given above (namely is Polish, is continuous in
for each , and there exists a reference letter such that
), the following results hold.
Theorem 5:
Theorem 6:
Theorem 7: .
Theorem 8: .
Theorem 9:
Theorem 10: .
Theorem 11: .
Theorem 12: .
Theorem 2 is an immediate consequence of Theorem 1,
(11), and (19). Theorem 4 follows from Theorems 2 and
3. Theorem 6 combines Theorem 5 and (11). Theorem 9
combines Theorems 5 and 1. Combining this result with (11),
(19), and Theorem 8 immediately yields Theorem 10. Note
that equality holds in Theorem 10 if and only if
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Thus fixed-rate multiresolution codes achieve the optimal
performance only when the ergodic modes of the stationary
nonergodic source almost surely have the same weighted
distortion-rate curves. Theorem 11 results immediately from
Theorems 3, 7, and 8. Theorem 12 is a consequence of
Theorems 10 and 11. The implications of these results are
discussed in Section IV. The proofs of Theorems 1, 3, 5, 7,
and 8 are given in a series of lemmas in Section VI.
IV. DISCUSSION
Examination of Theorems 1–12 from a variety of perspec-
tives yields greater insight into their meaning and how they
relate to earlier results.
First, it should be noted that corresponds to single-
resolution source coding, which is the traditional source coding
problem. For , Theorems 1–12 teach us that the
weighted distortion-rate function lower-bounds the operational
weighted distortion-rate function for stationary sources on
Polish alphabets. Further, the weighted distortion-rate function
of a stationary ergodic source is achievable by both fixed- and
variable-rate source codes. The weighted distortion-rate func-
tion of a stationary nonergodic source is, roughly speaking, the
expected value of the corresponding weighted distortion-rate
functions of its subsources, where the expectations are taken
over points of equal slope. Further, this weighted distortion-
rate function is achievable only by variable-rate source codes
(or mixtures of fixed-rate codes at varying rates) unless almost
all of the ergodic modes of the source have the same weighted
distortion-rate function.
Performance bounds are known for both stationary er-
godic and stationary nonergodic sources on Polish alpha-
bets. The following argument verifies the consistency of the
above-described theorems with earlier results. Let the opera-
tional distortion-rate functions and and the
distortion-rate function be defined as
where
Then by the Lagrange duality theorem [20, p. 224]
and
The Lagrange duality theorem also lends insight into the in-
tegrals , and
. In particular, by an argument given in
[6]
when is a measurable function of and . Combin-
ing the above consequences of the Lagrange duality theorem
with Theorems 1–12 gives the following collection of corol-
laries.
Corollaries 1 and 2 hold for stationary ergodic sources under
the conditions of Theorems 1–4.
Corollary 1: .
Corollary 2: .
Corollaries 3 and 4 hold for stationary nonergodic sources
under the conditions of Theorems 5–12.
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Corollary 3:
Corollary 4:
Corollaries 1 and 2 are the fixed- and variable-rate source
coding theorems for stationary ergodic sources [5, Theorems
7.2.4, 7.2.5]; Corollary 3 is the fixed-rate source coding
theorem for stationary nonergodic sources [22]; and Corollary
4 is the variable-rate source coding theorem for stationary
nonergodic sources [23], [6].
As the preceding discussion illustrates, in the case of
single-resolution codes, the Lagrange duality theorem results
in alternative descriptions, and thus alternative means of
understanding our source coding theorems. The Lagrange
duality theorem can likewise be applied to cases where .
As an example, letting and be the -
dimensional analogies to and yields a variety
of additional corollaries, as the following argument illustrates.
Let
where
For example, when , and
describe the minimal average distortion achiev-
able with a given collection of rate constraints. The parameter
vector can also be used to describe the proportion of users
using each resolution . In this case,
and describe the minimal expected distortion
achievable with rate vector , where the expectation is
taken with respect to the distribution over the resolutions. A
simple extension of the above arguments to and
gives the following corollaries.
Corollaries 5 and 6 hold for stationary ergodic sources under
the conditions of Theorems 1–4.
Corollary 5: .
Corollary 6: .
Corollaries 7 and 8 hold for stationary nonergodic sources
under the conditions of Theorems 5–12.
Corollary 7
Corollary 8:
The above results demonstrate one interpretation of the
weighted distortion-rate and operational weighted distortion-
rate functions as Lagrangians for minimizing the weighted
sum of distortions subject to a collection of constraints on
the rates. The same functions could likewise be interpreted
as Lagrangians for the minimization of the weighted sum
of rates subject to a collection of constraints on the dis-
tortions, a minimization of the weighted sum of distortion-
rate Lagrangians (at the same or—more likely—differing
slopes), or in fact a minimization of any combination of
rates, distortions, or Lagrangians subject to constraints on
the remaining quantities. Thus for example, the weighted
distortion-rate function can be used to find: the minimal rate
needed to achieve a particular distortion given
; the minimal rate needed to
achieve a particular distortion given that
; the minimal given that ;
and so on; thereby encompassing a variety of multiresolution
source coding problems considered by previous authors into
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a single formulation. This variety of interpretations illustrates
one of the benefits of the Lagrangian approach.
Finally, Theorems 1–12 lead to the following characteriza-
tion of the set of achievable rate distortion vectors
and .
Corollary 9: If is stationary and ergodic, then under
the conditions of Theorems 1–4 the rate distortion vector
is achievable by both fixed- and variable-rate codes
if there exists a test channel such that
and
for all .
Proof: By Lemma 3, it is sufficient to show that any rate
distortion vector such that
and for some fixed
test channel is achievable by both fixed- and variable-rate
coding. This result is an immediate consequence of Theorems
2 and 3 and Lemma 6 since
for all .
Corollary 10: If is stationary and nonergodic, then
under the conditions of Theorems 5–12, the rate distortion
vector is achievable by a fixed-rate code if there
exists a test channel such that
-a.e.
and
for all .
Proof: As with Corollary 9, it is sufficient to prove that
-almost everywhere and
for all imply that is achievable by a
fixed-rate code. Under these conditions
for any . The last three steps are given by Lemma
6, Theorem 9, and (11).
Corollary 11: If is stationary and nonergodic, then
under the conditions of Theorems 5–12, the rate-distortion
vector is achievable by a variable-rate code if there
exists a test channel such that
and
for all .
Proof: By Lemma 3, it is sufficient to show that
and
for all implies . For any such
rate distortion vector
for any , where the last three steps are given by
Lemma 6, Theorem 8, and Theorem 11, respectively.
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For a discrete memoryless source, Corollary 9 is the forward
half of Rimoldi’s source coding theorem [16], here generalized
from discrete memoryless sources to stationary ergodic sources
on Polish alphabets, of which discrete memoryless sources are
a special case. Corollaries 10 and 11 further generalize this
result for fixed- and variable-rate coding on stationary ergodic
and stationary nonergodic sources again on Polish alphabets.
V. ANALYSIS
As discussed in the previous section, the given distortion-
rate results are natural extensions of single-resolution source-
coding results for stationary ergodic and stationary nonergodic
sources on Polish alphabets. As a result, many existing tech-
niques for calculating and approximating single-resolution
distortion-rate curves likewise generalize to the case of mul-
tiresolution source coding. An outline of the analysis of
follows.
Finding the achievable distortion-rate region for a given
source involves a search for the conditional distribution that
gives the weighted distortion-rate function . For
simplicity, consider a memoryless source. Then by (15) and
(16),
where the infimum is taken over all conditional distributions
with the desired input and output alphabets. The above
equation represents a constrained minimization, where the con-
straints imposed are precisely those constraints necessary for
to be a legitimate conditional distribution. Using Lagrangians,
the above constrained minimization may be replaced with
an unconstrained minimization and differentiated, yielding a
parametric description of the conditional distribution . For
and a finite alphabet, the above technique yields the
following collection of equations:
(21)
(22)
(23)
(24)
with equality iff (25)
with equality iff (26)
Here and represent the marginal on and
conditional distribution on given , respectively, and are
thus defined as
The results for continuous alphabet sources are similar, with
integrals replacing the above summations. Equations for arbi-
trary can likewise be obtained. For finite alphabet sources,
(21)–(26) can be rearranged into a collection of (mostly) linear
equations and solved.
The following discussion gives the distortion-rate region
for two discrete-alphabet examples. Both of the examples
considered rely upon a source that has its origin in [24]
and appears in [13] and [14] as the first example of a
source that can be proven not to be successively refinable.
Example 1 treats the two-resolution distortion-rate region
for this source while Example 2 treats the two-resolution
distortion-rate region for a stationary nonergodic source with
two ergodic modes, one of which is the source treated in the
first example.
Example 1. A Stationary Ergodic Source: Let
and use . Now consider i.i.d.
samples of a source with probability mass function
for any . The example
given here uses . The solution to the above collection
of equations for a source drawn from this distribution is
tedious but not conceptually difficult. The procedure parallels
the strategy in [5] for single-resolution codes. A collection of
graphs showing the resulting distortion-rate performance, both
in its entirety and blown up for closer observation, appears in
Fig. 3. Each graph in Fig. 3 shows five curves. The lowest
curve is the single-resolution distortion-rate curve for the
given source. Each higher curve shows the optimal second-
resolution performance for a family of codes
sharing a fixed first-resolution coding performance
such that . That is, the first-resolution coding per-
formance achieves the single-resolution distortion-rate bound.
The four curves correspond to four different values of the
first-resolution coding rate . The four curves correspond to
. As demonstrated in Fig. 3,
the difference between the optimal single-resolution coding
performance and the optimal multiresolution coding perfor-
mance for this source—which stood for many years as the
only documented example of a source that is not successively
refinable—is extremely small. In fact, in two of the curves
given in Fig. 3 (corresponding to ), there
is no penalty in second-resolution performance associated with
constraining the first-resolution performance to achieve the
single-resolution distortion-rate bound. Fig. 4 shows, for each
distortion , the increase in rate suffered in the second resolu-
tion given the constraint imposed on the first-resolution coding
performance. The maximal difference varies as a function of
the first-resolution rate and distortion but nowhere exceeds
0.0026 bits per symbol in this example. This tiny gap serves
to remind us that the fact that a source is not successively
refinable proves only that there is a penalty to be paid for
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Fig. 3. Distortion–rate results for i.i.d. samples from a source with
input and output alphabets X = X^ = f1; 2; 3g and probability mass
function f(1   p)=2; p; (1   p)=2g; p = 0:171. Each graph shows five
curves. The lowest curve is the single-resolution distortion-rate curve
D(R) for the given source. Each higher curve describes the optimal
second-resolution performance (R1+R2; D2) for codes with first-resolution
coding performance equal to (R1; D(R1))—in particular, the four curves
correspond to R1 2 f0:098; 0:193;0:319;0:343g. Two of the curves
(R1 2 f0:319;0:343g), give second-resolution performance everywhere
identical to the single-resolution distortion-rate bound (D2 = D(R1+R2)).
The performance degradation in the other two cases is so small as to be
almost unobservable at all but the highest magnification (20).
describing the source in an embedded manner but in no way
implies that this penalty is high. The reminder is reassuring
in light of [15], which proves a symmetric, bimodal Gaussian
mixture not to be successively refinable, thereby suggesting
that most real sources are likely not successively refinable.
The results in Example 1 agree with those of [13] and [14],
which describe the conditions under which the given source
is and is not successively refinable. This work goes further
Fig. 4. Distortion-rate results for i.i.d. samples from a source with input
and output alphabets X = X^ = f1;2; 3g and probability mass function
 = f(1 p)=2; p; (1 p)=2g. The given curves use p = 0:171. The curves
show, for each distortion value, the difference in optimal rate between the
performance bound on a single-resolution code and the performance bound
on a two-resolution code with a fixed first-resolution performance sitting on
the distortion-rate bound.
than [13] and [14] to find the distortion-rate region when
successive refinement fails. Notice that while the solution to
the distortion-rate equations for this particular source is new,
the source is discrete and memoryless and therefore falls into
the class of sources considered by Rimoldi [16].
In contrast to Example 1, Example 2 treats a station-
ary nonergodic source, and therefore relies upon the new
distortion-rate theorems given in this work.
Example 2. A Stationary Nonergodic Source: Let
and as in the previous
example. Suppose that the samples are drawn
i.i.d. according to one of two possible distributions, or
, where a single distribution is chosen
at the beginning of time and used for all samples, but the
choice of is itself random. The example that follows treats
the case where
, and the two distributions appear with equal
probability.
The solution for this example begins with the observation
that the two-resolution distortion-rate regions for both
and are known. In particular, the solution for the
two-resolution distortion-rate region for is effectively
given in Example 1. Further, the two-resolution distortion-
rate region for with distortion measure
is equivalent to the two-resolution distortion-rate region
for a Bernoulli source with Hamming distortion measure.
The two-resolution distortion-rate region for the Bernoulli
source with Hamming distortion measure is given in [13] and
[14], where that source is proven to be successively refinable.
The remainder of the solution to the two-resolution
distortion-rate region for the given stationary nonergodic
source derives from Theorem 8, which effectively states that
the weighted distortion-rate function of a stationary nonergodic
source equals the expected value of the weighted distortion-
rate functions for the source’s ergodic modes, where the
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Fig. 5. Distortion-rate results for a nonergodic source with input and
output alphabets X = X^ = f1; 2; 3g. The source has two ergodic
modes, 1(x) and 2(x), each of probability 1=2. The ergodic modes
are 1 = f(1   p)=2; p; (1   p)=2g and 2 = f1   p; p; 0g. The given
curves use p = 0:171. The top graph shows two-resolution results for
1(x) (top set of curves), 2(x) (bottom set of curves), and the nonergodic
source achieved by the nonergodic mixture of 1(x) and 2(x) (middle
set of curves). The remaining two graphs focus on the nonergodic source.
The results for each source include five curves. The lowest curve is the
single-resolution distortion-rate curve for the given source. The higher
curves describe the optimal second-resolution performance for all codes
with a particular fixed first-resolution coding performance achieving the
single-resolution distortion-rate bound.
expectation is taken over points of equal “slope” or direction
. Thus in this example,
The two-resolution distortion-rate results for this source appear
in Fig. 5. The resulting nonergodic source is not successively
refinable, as could have been predicted since the nonergodic
source includes an ergodic mode of nonzero measure that is
not successively refinable.
Example 2 lends some interesting insights. In particu-
lar, the following properties arise under the conditions of
Theorems 5–12.
• The weighted distortion-rate function of a stationary non-
ergodic source is a simple combination of the weighted
distortion-rate functions of the source’s ergodic modes.
• Source is successively refinable if and only if
is successively refinable almost-surely.
• The maximum “penalty” associated with multiresolution
coding on a stationary nonergodic source is bounded by
the maximum penalty over all of the source’s ergodic
modes. For example, the increase in rate associated with
achieving distortion in the second resolution of a two-
resolution code that achieves first-resolution performance
(see Fig. 4) is no greater than the greatest
corresponding increase in rate experienced by the source’s
ergodic modes.
VI. DISTORTION-RATE PROOFS
This section begins with a proof of a general converse
for the theorems described in Section III. In particular, the
converse demonstrates that for any stationary source there
does not exist a fixed- or variable-rate code with performance
surpassing the weighted distortion-rate function, and, similarly,
that there does not exist a fixed-rate- code with performance
surpassing the rate- weighted distortion-rate function. The
remainder of the section is dedicated to proving a variety
of achievability results. Each achievability proof is given in
a sequence of lemmas, many of which are used in more
than one proof. The proofs appear in three subsections. The
first subsection treats general properties of ,
, and . The second and third
sections treat stationary ergodic and stationary nonergodic
sources, respectively.
Lemma 7 (Converse): Let be a stationary source
with weighted distortion-rate functions and
. Then for any there does not exist a
quantizer such that
Similarly, for any there does not exist a quantizer
such that
Thus
and
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Proof: Consider the second result first. Suppose that
there exist an integer and a quantizer
such that
for some . Let be the -dimensional degenerate
test channel that deterministically maps each to the
vector such that , and let be
the marginal on associated with joint distribution .
Then, by Shannon’s lossless source coding theorem,
for each . Further
for all Thus
which contradicts with the definition of found
in (15).
The proof of the first result is almost identical. In this
case, the test channel is matched to a quantizer
, which implies that
for each . The remainder of the proof follows.
A. General Properties
Lemma 8 demonstrates that the infima in the definitions
of the th-order weighted fixed-rate, fixed-rate- , and
variable-rate operational distortion-rate functions can be
restricted to quantizers with encoders using weighted nearest
neighbor decision rules. The following definitions are useful
for describing that result. Let be the set of finite,
-resolution, fixed-rate codebooks so that for any
contains the codebooks of for some
. Similarly, let be the set of finite,
-resolution, fixed-rate- codebooks corresponding to quan-
tizers in and let be the set of finite or
countable, -resolution, variable-rate codebooks correspond-
ing to quantizers in . Further, for any codebook
, let be used to designate that and
for all .
Lemma 8 (Nearest Neighbor Encoding): For any -
resolution codebook such that or
, the infimum
(27)
is achieved for every and . Fur-
ther, the infima in the definitions of (12) and
(14) may be restricted to quantizers
and , respectively, such that
(28)
for all , where is the codebook associated with
-resolution quantizer . Thus
where
(29)
Similarly, for any , the infimum
(30)
is achieved for every and and the
infimum in the definition of (13) may be
restricted to quantizers such that
(31)
for all , where is the codebook associated with
-resolution quantizer . Thus
where
(32)
Proof: The first part of the proof treats the achievability
of the infima in (27) and (30). For any ,
the result is immediate since fixed-rate codes use necessarily
finite codebooks. Given any nonempty codebook
, choose any . Let
For each , successively define
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where and by definition. By
definition of and ,
implies that the Kraft inequality holds for each codebook in
. Thus is finite,
and, for any , the same argument and the fact that
is finite imply that is finite. Notice, then, that the
number of -resolution codewords satisfying
is less than or equal to , which is finite. Since the
infima in (27) and (30) are achieved, the quantizers defined
in (28) and (31), called (modified) nearest neighbor fixed-rate,
variable-rate, and fixed-rate- quantizers, exist.
Let be the set of nearest
neighbor variable-rate quantizers associated with codebooks
in . Now consider any codebook and
any two quantizers using codebook such that
and . Since is a nearest
neighbor quantizer
for any , and thus
As a result
The arguments for and use
the same approach.
B. Stationary Ergodic Sources
This section focuses on stationary ergodic sources. Lemma
9 demonstrates the achievability of the first-order weighted
distortion-rate function. The proof relies upon a random coding
argument paralleling the random coding argument for single-
resolution source codes.
Lemma 9 (Achievability of and
): Suppose that is stationary and ergodic, is Polish,
is continuous in for each , and there exists a
reference letter such that . Then for
any such that :
• is achievable by fixed-rate- coding;
• is achievable by fixed-rate coding;
• is achievable by variable-rate coding.
Proof: The majority of the proof works toward demon-
strating that for any there exists an integer and
a quantizer such that
This result implies that is achievable by fixed-
rate- coding and, since
(20), is achievable by fixed-rate coding. The
fact that implies that
is also achievable by variable-rate codes.
In pursuing the first result, Lemma 8 implies that it is suf-
ficient to consider only nearest neighbor quantizers. The goal,
then, is to design a codebook in the class
of fixed-rate- , dimension- codebooks such that
The following random coding argument shows that the ex-
pected performance of a randomly drawn codebook is good,
thereby proving the existence of a single codebook with
performance at least as good as the expected performance of
the randomly drawn codebook.
Consider any channel from to . Let be
the marginal on induced by and . For any
and , the notation denotes the
marginal distribution on and describes the
conditional marginal on given . Then for any ,
design an -resolution code as follows. Design the first-order
codebook as
s.t. is drawn i.i.d.
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where . For each ,
successively define
where
s.t. is drawn i.i.d.
(Notice that while arguments earlier in this work describe
resolution- codebooks in terms of their resolution-
predecessors, the current development describes a resolution-
codebook in terms of all preceding resolutions. The two
descriptions are equivalent.)
The above random code-design algorithm can be used to
design a fixed-rate- -resolution source code for any test
channel . The discussion now turns to the choice of . By
definition of , for any there exists a one-
dimensional test channel such that
for each and
Set to be the conditional probability measure corresponding
to successive uses of test channel . Then the facts that
is stationary and ergodic and is memoryless together
imply that is stationary and ergodic [5, Theorem 7.2.1].
Further, since is trivially achieved,
attention can here be restricted to finite for all
, in which case
for all , which implies
. Finally,
(since dependence between the dimensions cannot increase
the average mutual information), which implies and
exists and is unique -almost everywhere
[5, Theorem 7.1.13].
Define as
(33)
Further, for any , let
Then implies
(34)
for all and, combining the th and th term
(35)
Given these definitions, the expected performance of the
above random code is
Setting , the probability
is bounded by giving its explicit equation and then alternately
applying the inequalities for
any [25, Theorem 13.5.3] (or its consequence
for any
) and (35). This approach gives
EFFROS: DISTORTION-RATE BOUNDS FOR MULTIRESOLUTION SOURCE CODES 1903
for some finite constant for large enough if
for all . The above result relies in its final step
on the generalized Asymptotic Equipartition Property (AEP)
for stationary ergodic sources [5, Corollary 7.3.1]. Thus
for some finite constant and arbitrary .
Lemma 9 establishes the achievability of the first-
order weighted distortion-rate functions and
, but does not address the achievability of higher
order distortion-rate functions. Next consider the achievability
of these higher order functions. In doing so, it is tempting to
think that blocking the source into -dimensional vectors and
repeating the above proof on the resulting blocked source will
yield the desired results. Unfortunately, this technique fails
because the generalized AEP requires source ergodicity, and
while the original source is assumed ergodic, ergodicity of
the original source does not imply ergodicity of the blocked
source. The following argument takes a similar approach to
that used in [5] for decomposing the blocked source into its
ergodic modes and then building a code for the nonergodic
source by combining codes from the ergodic components.
The following notation, from [5], is useful in completing the
argument outlined above. Let denote the relationship
between and . Similarly,
for any set , let express the relationship
for some
use to mean
for some
define such that ; and finally use
the shift operator as . Thus the source
, henceforth denoted , is a version of
broken into -dimensional vectors.
As mentioned previously, ergodicity of with respect
to does not imply ergodicity of with respect to .
However, the following lemma establishes the existence of
a finite ergodic decomposition for under the above
conditions.
Lemma 10 (Ergodic Decomposition of [5, Theorem
7.2.3]): Consider a time-discrete, stationary, ergodic source
. The source created by blocking into
-dimensional vectors can be decomposed into ergodic
modes where for some integer
and for all .
If and then and
.
While Lemma 9 does not apply to source (since
is not necessarily ergodic), Lemma 9 does apply to
the ergodic components of , described in Lemma 10.
Thus the approach taken is to design a distinct fixed-rate
code for each ergodic component and combine those codes
to yield a single code that achieves, to arbitrary accuracy,
the th-order weighted distortion-rate function. Achieving this
result for arbitrary gets us arbitrarily close to the weighted
distortion-rate function.
Lemma 11 (Achievability of and
): Suppose that source is stationary and ergodic, is
Polish, is continuous in for each , and there exists
a reference letter such that . Then for
any such that
• is achievable by fixed-rate- coding;
• is achievable by fixed-rate coding;
• is achievable by variable-rate coding.
Proof: The majority of the proof works toward showing
that for any there exists an and a quantizer
such that
which gives the achievability result for fixed-rate- source
codes. Then taking the infimum over all gives the second
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result and the fact that implies the
corresponding result for variable-rate codes. To prove the first
result, fix a vector dimension and define
to be the source created by blocking into -vectors.
Using Lemma 10, decompose into ergodic modes
. Thus the source may be viewed as a
mixture of sources defined by
for all and . By Lemma 10, is
ergodic with respect to . For each , define
such that for any , where
. Notice that may not be ergodic with respect
to even though is ergodic with respect to . Notice
further that
for any .
By Lemma 9, the ergodicity of for each
implies that for sufficiently large there exist blocklength-
, fixed-rate- codes for (or, equivalently,
blocklength- , fixed-rate- codes for ) with per-
formance per -vector arbitrarily close to .
Thus implies that for any and sufficiently
large, there exists a collection of -dimensional codebooks
such that
for each . Choose any such and let
be the rate per vector associated with
fixed-rate code . Notice that by the definition of
for each
and each . Next, construct an -
dimensional codebook for by concatenating
together an ordered sequence of codewords from the
codebooks described above and separating those codewords
with escape characters. In particular
s.t.
where . For any ,
let be the unique integer
such that
implies . Then for each , let
where for any
The resolution- codebook has size
and thus
which shows that the Kraft inequality is satisfied in the
first-resolution as required. For any and any
, the resolution- codebook corre-
sponding to has size
and thus
shows that Kraft’s inequality is satisfied with equality in the
th resolution of this fixed-rate, multiresolution code.
The rate per symbol in the code’s first resolution is bounded
as
for large enough since for all implies
and is constant since is fixed. The
rate in the code’s th resolution for any is given by
From Lemma 10, and is an integer
multiple of together imply that induces on the source
letters in positions through the
same probability measure that induces on positions
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through . Thus for each
for large enough since is constant,
, and
Thus
From the definition of found in (18), for
any there exists a test channel such that
for each and
Notice that concave in for fixed (e.g., [25,
Theorem 2.7.4]) implies
for each . Further, by definition of
for each . Thus
for arbitrary , which implies
This is the desired result.
Lemmas 11 and 7 together yield Theorems 1 and 3.
C. Stationary Nonergodic Sources
The remainder of this paper treats the case of stationary
nonergodic sources. Notice that the approach used in Lemma
11 to code for the nonergodic source made by blocking
into -blocks must here be modified to achieve coding
results for general nonergodic sources. This modification is
necessary since the properties relating the ergodic modes of
(described in Lemma 10) do not hold for general
nonergodic sources. The proofs given in this section rely
on the functional ergodic decomposition developed in [21].
The following lemma describes conditions under which the
functional ergodic decomposition holds.
Lemma 12 (Functional Ergodic Decomposition [21, Theorem
8.9.1]): Consider the dynamical system with
standard measurable space and stationary measure
. Let denote the ergodic decomposition. Let
be a nonnegative functional defined for all
stationary measures and satisfying the following properties:
1) is -integrable;
2) is an affine function of ; and
3) is upper semicontinuous; that is, if is a sequence of
stationary measures converging to a stationary measure
in the sense that for all in a standard
generating field for , then .
Then
Application of Lemma 12, with
and yields Theorems 5 and 7. Lem-
mas 13–15 work toward showing that the above function-
als are affine. Lemmas 16 and 17 together establish that
and are upper semicontin-
uous. The arguments parallel proofs from [26] and [6] for
single-resolution fixed- and variable-rate lossy source codes,
respectively.
Lemma 13 demonstrates that and
are concave, but not too concave, in .
Lemma 13: For any two sources and , any ,
any , and any
where and are both
independent of .
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Proof: The proof given treats the fixed-rate- case. The
proof for variable-rate codes follows the same argument. By
(29) and the linearity of expectation,
for any . Hence, by Lemma 8,
where again denotes the set of
fixed-rate codes with rate vector less than .
On the other hand, for , , and , by
Lemma 8, there exist rate- codebooks
such that
Notice that the rates of these two fixed-rate codes are both
bounded by and that these rates are typically equal since
more rate generally leads to lower distortion. Nonetheless,
based on the definitions given here, the rates are not guaranteed
to be identical. While identical rates are unnecessary for the
variable-rate coding argument, they play a key role in the
fixed-rate- coding argument. In this case, identical rates
can be guaranteed by padding the binary descriptions of the
lower rate code with ’s to achieve identical rates in the
two fixed-rate codes. Notice that for fixed-rate- codes,
is unchanged by this padding, and thus
the new codebook is effectively identical to the old codebook
for our purposes.
Let be the codebook achieved by taking the union
of the above two (identical rate) codebooks and padding
each codeword with escape characters. Adding one to the
description length of each codeword in and
and leaving the description lengths of the other resolutions
unchanged yields a code that satisfies the Kraft inequality.
Then implies
. Finally, by the choice of , satisfies the
rate constraint, giving . Thus
and
for together imply
Notice that the above argument holds for and
but fails for since in this case codes and
do not necessarily have the same rate vectors and
thus the union code would not necessarily be a fixed-rate code.
While the descriptions of the code with the smaller rate can
be padded with ’s to achieve identical description lengths in
the two codes, such a padding increases , and
thus the argument cannot be carried forward.
Lemma 14 establishes the equivalence between the infimum
and the limit of th-order weighted operational distortion-
rate functions. This result is achieved by proving that
and are subadditive and
then noting the equivalence of the limit and the infimum for
normalized subadditive sequences.
Lemma 14: If is a stationary source, then
Proof: The proofs for the fixed-rate- and variable-
rate cases are almost identical. Again, only the details for the
fixed-rate- case appear here. Fix and .
By Lemma 8 there exist fixed-rate- quantizers
and with codebooks
and such that
and
Let be the quantizer with codebook such that
quantizing with is equivalent to
quantizing and sequentially with quantizers and
. Then and
imply . Thus
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for arbitrary . Finally,
implies
That is, is a subadditive sequence,
which gives the desired result.
The above Lemmas combine to show that
and are affine.
Lemma 15: The weighted operational distortion-rate func-
tions are affine functions of , the class of stationary
sources.
Proof: Taking the limit in Lemma 13 and then applying
the result from Lemma 14 gives the desired result.
The fact that and are up-
per semicontinuous remains to be shown. The following two
lemmas address this goal.
Lemma 16 [21, Lemma 7.5.1]: Given a Polish measurable
space with countable generating field
, define a corresponding metric on the space
of measures on as
for any . Let be a nonnegative
continuous function. Then implies that
Lemma 17: If is a nonnegative, continuous function
of for each , then
is a nonnegative continuous function of for each
and, likewise,
is a nonnegative continuous function of for each
.
Proof: This argument treats the variable-rate case. The
parallel argument works for fixed-rate- codes. The goal is
to show that, given any such that , the
performance
By Lemma 8, the infimum defining is
achieved, and is actually a minimum, giving the desired result.
Proof of Theorems 5 and 7: It is sufficient to show that
and satisfy the conditions of
Lemma 12.
1) Integrable. Since distortion vector is achievable
at rate
for any . Thus is integrable since
is integrable. The same argument holds for
.
2) Affine. See Lemma 15.
3) Upper Semicontinuous. Polish (by assumption)
implies is Polish as well. Let
be any countable generating field of , and for
any , the space of measures on
), define the distance as
as in Lemma 16. Pick large enough so that
and choose such that
Then given some such that
as
by Lemmas 16 and 17
for arbitrary . Thus is upper semi-
continuous for fixed . The same argument
holds for
Next consider the ergodic decomposition of .
1908 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 45, NO. 6, SEPTEMBER 1999
Proof of Theorem 8: By the Converse given in Lemma
7, . Thus by Theorems 7 and 3
since is ergodic for each . On the other hand, for
any , by the concavity in of
[25]
and thus
Finally, Fatou’s Lemma gives us
giving the desired result.
APPENDIX
Proof of Lemma 1: The proof given treats .
The proof of the corresponding results for
and are similar. Notice that for any ,
implies that for any there exists
such that . Thus implies
infinitely often. Similarly, implies
that there exists such that for all .
Thus implies that eventually.
Clearly, eventually implies infinitely often.
Thus for any . Further, if it
can be shown that for any such that for some ,
eventually, then , and
.
Given the above discussion, it is sufficient to show that
for any for some , there exists
such that for all .
From the definition of the achievable distortion-rate region,
implies that for any , there exists
such that
Let be the , -dimensional codebooks
associated with . Then for any , construct a
collection of -dimensional codebooks with
codewords created by concatenating some collection of -
dimensional codewords from the codebooks of and
then padding with the reference letter to reach dimension
. In particular, let be the unique pair of integers
such that , , and . The
first codebook is defined as
Thus each codeword in is made by concatenating
codewords from followed by copies of the reference
letter . For each successive
where for any
Finally, for any , define such that
implies
for all and for all . The resulting
code is called a concatenation code.
If is a concatenation code built from copies of
, encoding with is equivalent to independently
encoding the first -dimensional subvectors of with
and then coding all remaining symbols to .
Thus if is a uniquely decodable, fixed-rate code of
dimension , is a uniquely decodable, fixed-rate code
of dimension , and thus . For any sta-
tionary
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Fig. 6. Extrema defining the region of rates described by Lemma 3 for L = 2 (left) and L = 3 (right).
and
for large enough since is bounded and the escape
distortion . Finally, arbitrary gives us the desired
result.
Proof of Lemma 2: Again, focus on . The
proofs for and are almost identical.
For any
and any , let
The question is whether or not falls within .
Combining the definitions of and with
Lemma 1
implies that for any there exists an integer such that
for any , , and there exist
quantizers and such
that
(For any , is the largest integer not exceeding .)
Then for any , design an -dimensional quantizer
by concatenating codewords from and . The
argument parallels the argument of Lemma 1. In this case,
coding any with the resulting -dimensional codebook
is equivalent to coding the first symbols of with
and coding the last symbols of with . To
construct , first construct its codebooks, here denoted
. Let and be
the codebooks associated with and respectively.
Then let
For each successive , let
where for any
Finally, for any , define such that
implies
and
The resulting fixed-rate, uniquely decodable code
is another example of a concatenation code.
For any stationary
and
Thus there exists a sequence of codes
such that
for large enough and arbitrary , giving the desired result.
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Proof of Lemma 3: Again, the proof given treats the
fixed-rate case. The variable-rate case is similarly achieved. By
definition of , it is sufficient to show that
, and
for all imply . The above
constraints describe a convex subset of an -dimensional
hyperplane with extreme points, as shown in Fig. 6 for
and . Thus by convexity of , proving
the achievability of the extrema is sufficient for proving the
achievability of every point in the region described by these
constraints. For any , let be the th
most significant digit in the natural -bit binary expansion of
. (Thus for all .) For each
and each , let
and set . Then
describes the above mentioned extrema. Achievability of
these extrema is clear by inspection, since each rate vector
can be achieved by a sequence of steps whereby a set of
consecutive resolutions is concatenated into a single resolution
in the position of the earliest of the resolutions in that
collection. For example, if , then
, since concatenating the two
resolutions of any code achieving the first constraint (to arbi-
trary accuracy) into a single first-resolution code and sending
bits in the second resolution gives a legitimate code achieving
performance no worse than since both
the first-resolution decoder and the second-resolution decoder
of the new code may be designed to give reproductions
identical to those of the code achieving .
(In this case, the first-resolution decoder ignores all but the
first bits per symbol while the second-resolution decoder
decodes the entire rate description.)
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