The delay stochastic simulation algorithm ͑DSSA͒ by Barrio et al. ͓Plos Comput. Biol. 2, 117͑E͒ ͑2006͔͒ was developed to simulate delayed processes in cell biology in the presence of intrinsic noise, that is, when there are small-to-moderate numbers of certain key molecules present in a chemical reaction system. These delayed processes can faithfully represent complex interactions and mechanisms that imply a number of spatiotemporal processes often not explicitly modeled such as transcription and translation, basic in the modeling of cell signaling pathways. However, for systems with widely varying reaction rate constants or large numbers of molecules, the simulation time steps of both the stochastic simulation algorithm ͑SSA͒ and the DSSA can become very small causing considerable computational overheads. In order to overcome the limit of small step sizes, various -leap strategies have been suggested for improving computational performance of the SSA. In this paper, we present a binomial -DSSA method that extends the -leap idea to the delay setting and avoids drawing insufficient numbers of reactions, a common shortcoming of existing binomial -leap methods that becomes evident when dealing with complex chemical interactions. The resulting inaccuracies are most evident in the delayed case, even when considering reaction products as potential reactants within the same time step in which they are produced. Moreover, we extend the framework to account for multicellular systems with different degrees of intercellular communication. We apply these ideas to two important genetic regulatory models, namely, the hes1 gene, implicated as a molecular clock, and a Her1/Her 7 model for coupled oscillating cells.
I. INTRODUCTION
Stochasticity and discreteness are two important aspects when modeling biochemical systems that involve small-tomoderate numbers of certain key molecules. In this setting, the stochastic simulation algorithm ͑SSA͒ has been widely used as an appropriate tool for studying intrinsic noise. The SSA is an essentially exact procedure for simulating stochastic kinetics in a well-mixed chemical reaction system and describes the evolution of the system as a discrete nonlinear Markov process. Since its introduction by Gillespie 1 ͑the direct method and first reaction method͒, other SSA methods have been proposed by Cao et al. 2 ͑the optimized direct method͒, Gibson and Bruck 3 ͑the next reaction method͒, and McCollum et al. 4 ͑the sorting direct method͒. Moreover, an efficient version of a spatial SSA has been implemented by Marquez-Lago and Burrage 5 using a modification of the next reaction method by Ehrenberg and co-workers. 6, 7 The basic idea of the SSA is that a state vector x͑t͒ = ͑X 1 ͑t͒ , ... ,X N ͑t͒͒ representing numbers of molecules X i ͑t͒ of N different species S i , i =1, ... ,N, is evolved by an update step x͑t + ͒ = x͑t͒ + j . Here is an exponentially distributed waiting time to the next reaction, j is the jth stoichiometric vector associated with reaction R j , and j =1, ... , M, that is chosen based on the relative sizes of the propensity functions that describe the probabilities of a particular reaction occurring.
Furthermore, delays constitute an important aspect when modeling cell signaling pathways and genetic regulation. 8 They are intrinsic to slow biochemical processes that do not occur instantaneously and are often affected by spatial inhomogeneities. Delays are associated with transcription and translation, two key mechanisms that imply a number of spatiotemporal processes often not explicitly modeled. In eukaryotes, these include diffusion and translocation into and out of the nucleus, RNA polymerase activation, splicing, protein synthesis, and protein folding. By incorporating delays into the temporal model, we can capture essential information on a macroscopic level, the delay itself accounting for a multitude of biochemical processes and events happening on a microscopic time scale.
In order to take proper account of time delays along with discreteness and intrinsic noise, Barrio et al. 9 developed a delay stochastic simulation algorithm ͑DSSA͒ that generalizes the SSA for models with delayed reactions. Independently, Bratsun et al. 10 developed a SSA without considering waiting times for delayed reactions while only nonconsuming reactions can be specified to be delayed. More recently, Cai 11 introduced a direct DSSA method and showed that both approaches, the DSSA by Barrio et al. and the direct method, are exact for chemical reaction systems with delays. Since the DSSA is a delay algorithm, there are similar issues to initialization as there are when solving a delay differential equation numerically. Basically, one can proceed in two ways to assign initial conditions. ͑1͒ Consider initial molecular concentrations that are relevant to the biological problem in question assuming there are no initial delayed reactions. ͑2͒ The second way is to perform a prerun according to ͑1͒
for a certain period of time, and then use the outcome of this prerun as an initial condition for the simulation, including the history of delayed reactions to be updated.
For all simulations in this paper we used the first option for assigning initial conditions. However, a major drawback of both the SSA and DSSA is that they entail high computational costs when the simulated time steps become very small due to large numbers of molecules or widely varying rate constants. In order to reduce the computational load and overcome the limit of small step sizes, the so-called -leap methods have been suggested. The general idea behind these methods is to advance the simulation in time leaps while updating the system state according to a reasonably good approximation for the accumulated number of reactions within the time leap, hence coarse graining the simulation in time. Thus, the update formula takes the form x͑t + ͒ = x͑t͒ + ͚ j=1 M j j , where the j represents the likely number of occurrences of reaction R j in the time interval ͓t , t + ͒.
Initially, Gillespie 12 proposed the Poisson -leap method and the midpoint -leap method in which the number of reactions in each -leap is sampled from a Poisson distribution. Following these methods, further improvements were made by, for instance, Gillespie and Petzold, 13 Rathinam et al., 14 and Cao et al. 15, 16 Since sample values from a Poisson distribution range from zero to infinity, negative numbers of molecules can occur when larger step sizes are used. In order to avoid this, Tianhai and Burrage 17 and later Chatterjee et al. 18 proposed the binomial -leap method where the number of reactions in a leap are drawn from a binomial distribution. Recently, Peng et al. 19 developed a modified binomial leap method that estimates the number of reaction products within a -leap step allowing them to participate in additional reactions in the same leap. A different implementation of the binomial -leap methods are the so-called R-leap methods 20 in which the total number of reactions in a step is first selected and the j are then assigned through a selection based on a binomial distribution.
In this paper, we review the binomial -leap methods by Tianhai and Burrage and Peng et al. and present a new version, which overcomes some of the difficulties that are associated with these methods. In order to design models of biochemical processes incorporating delays, we extended these methods to include delays. We applied all three methods to models of molecular clocks 9, 21, 22 that incorporate both delays 
h ͑inhibition͒ with Hill coefficient h and X 0 such that f͑X 0 ͒ =1/ 2 Const, N j ӷ 1 ͑see text͒ and intrinsic noise and found that the first two methods were not always able to capture the correct oscillatory dynamics. However, our generated binomial -DSSA method is able to efficiently yield the dynamics of models with ͑and without͒ delayed reactions with high accuracy.
II. DELAY STOCHASTIC SIMULATION ALGORITHM
The DSSA generalizes the SSA for chemical kinetics with delayed reactions. 9, 23 The discrete nonlinear Markov process described by the SSA has a probability density function that is the solution of the so-called chemical master equation ͑CME͒, a discrete partial differential equation. By enumerating the state space, the CME leads to a system of ODEs that describes the deterministic behavior of the mean associated with an infinite number of SSA runs. A CME for the DSSA, namely, a DCME, has been derived from first principles. 9 By consequence, the DSSA has a corresponding representation as a system of delay differential equations ͑DDEs͒ when the molecular numbers become large. Analogously to the SSA case, any trajectory of the DSSA is an exact solution of the DCME. Thus there are very natural generalizations from the nondelayed setting to the delayed setting via a CME approach.
The implementation by Barrio et al. is illustrated in Fig.  1 . The DSSA differs from the regular SSA by making a clear distinction between a waiting time and a reaction delay. Simulation proceeds by drawing reactions and their waiting times. If a nondelayed reaction is selected, then the state is updated in the standard way ͑SSA͒, but if it is a delayed reaction that is selected we have to distinguish between consuming and nonconsuming reactions. In case of nonconsuming reactions, the corresponding reactants and products are not updated until the appropriate time point would be passed by another simulation step. The last drawn reaction that passed the time point when the delayed reaction was scheduled is ignored and instead the state is updated according to the delayed reaction. Simulation continues at the delayed reaction time point. On the other hand, if the reaction is consuming, reactants and products of delayed consuming reactions must be updated separately, namely, when the delayed reaction is selected and when it is completed.
III. -LEAP METHODS
In this section, we describe in detail the binomial -leap methods by Tianhai and Burrage ͑method 1͒, Peng et al. ͑method 2͒, and our proposed new method, B-͑D͒SSA ͑method 3͒, which accounts for both delayed and nondelayed reaction dynamics. We assume that the chemical reaction system consists of N molecular species ͕S 1 , ... ,S N ͖ that chemically interact through M reactions ͕R 1 , ... ,R M ͖ in a well stirred solution of fixed volume and at constant temperature. We denote by X i ͑t͒ the number of molecules of species S i at time t, a j ͑x͒ the propensity of reaction R j , a͑x͒ = ͑a 1 ͑x͒ , ... ,a M ͑x͒͒ T the vector of propensities, a 0 ͑x͒ = ͚ j=1 M a j ͑x͒, and N j ͑x͒ the maximum number of potential reaction events of type R j , given the state x͑t͒ = ͑X 1 ͑t͒ , ... ,X N ͑t͒͒ T . See Table I on how to calculate a j ͑x͒ and N j ͑x͒ for specific types of reactions. Calculating the N j ͑x͒ is straightforward for elementary reactions. 17 However, for Hill-type reactions, which are often used to model cooperative binding and regulation involved in transcription, it is not obvious how to do this and we will discuss this issue.
We define N j ͑x , ͒, with ϵ͑ 1 , ... , M ͒ and j ഛ N j ͑x͒, as the maximal number of potential reaction events of type R j when 1 , ... , M reactions of R 1 , ... ,R M occur in the -step. In method 3, when calculating N j ͑x , ͒, we set j , ... , M = 0 since only the already sampled reaction numbers 1 , ... , j−1 are considered.
Let ij , ij ജ 0 ͑1 ഛ i ഛ N, 1ഛ j ഛ M͒ be the number of reactant and product molecules of species S i in reaction R j , respectively, then, =− + is the stoichiometric matrix with ij determining the change in the number of molecules of species S i due to reaction R j . For example, for the system of Michaelis-Menten reactions, An additional issue with computing the N j ͑x͒ in binomial -leap methods is the reaction network. A set of reaction channels constitutes a network G = ͑V , E͒ with vertices
. This implies that two reactions, i.e., two vertices, are connected by an edge if and only if they have one or more common reactant species. The connected subnetworks GЈ of G divide the set of reactions into mutually exclusive subsets. In method 1, this information is used to sample the total number of reactions of each subnetwork from a binomial random variable. Unlike method 1, method 3 samples reaction numbers for each reaction by considering only those reactions it shares reactant species with, namely, its direct neighbors in G. Method 2 also considers potential reaction products that might occur within in ͓t , t + ͒, generally leading to a higher estimate for the available number of molecules P i for each species S i as follows:
with control parameter ͓−1,1͔. Based on P i , bounds P ij for the maximal number of potentially available S i molecules for reaction R j are sampled. These essentially distribute the P i molecules of species S i amongst those reactions that depend on S i molecules. The actual sampling of reaction numbers uses the maximum number of potential reaction events N j ͑P 1j , ... , P Nj ͒ that are calculated on the basis of P ij for all species S i . One of the most important aspects associated with -leap methods is the choice of a step size strategy since this can prevent the occurrence of obtaining negative numbers of molecules as well as control the accuracy of the simulation. These step size strategies must be used in conjunction with a global error control parameter that makes sure that the propensity functions do not change too much in any given step. This is done by attempting to estimate the mean and covariance matrix occurring in a Taylor series expansion of the discrete approximation for the chemical kinetics. For the selection of in methods 1-3, we use one of the following step-size selection formulas:
, and g i = / i where the i are chosen such that the relative changes in all propensities will be bounded by a prespecified error control parameter ,0ϽӶ1 ͑see Ref. 16͒ . Formulas ͑b͒ and ͑c͒ were originally developed for use in a step-size selection procedure for the Poisson -leap method in order to reduce the likelihood of producing negative molecular numbers when a larger step size is used. 16 The parameter allows us to adjust the accuracy and performance of a -leap method, so that a smaller results in a smaller and, hence, a smaller number of reactions per -step but at the expense of larger computation time. However, if is too small, that is, less than K / a 0 for a prespecified K, with 1 ഛ K ഛ 10, it is generally more efficient to perform just a standard ͑D͒SSA step. This modification is considered in both methods 1 and 3 4 simulations for the SSA and all three -leap algorithms using the -selection formula ͑a͒ with = 0.01. The maximum absolute errors and the maximum relative errors ͑per species͒ are calculated from the mean trajectories with 300 equidistant time points in ͓0,30͔. The maximum absolute errors occur at t = 0.4 in the molecular numbers of species S 3 for method 1 and at t = 0.3 in all other cases. The maximal relative errors ͑relative to the expected molecular numbers͒ occur at t = 0.2 in the molecular numbers of species S 3 for all three methods and at t = 0.3 otherwise. The but not in the original implementation of method 2. In order to make the algorithms compatible, we included this modification in method 2 as well. If not stated otherwise, we chose K = 1 in our simulations. We now give a brief overview of the binomial -leap methods of Tianhai and Burrage and Peng et al. ͑methods 1 and 2, respectively͒. We then present a more generalized approach ͑method 3͒ in which complicated reaction networks are treated in a more transparent manner. We then give some comments on these methods and then show how delays can be incorporated into these frameworks. For each subnetwork G i of G:
A. Method 1 "binomial -leap by Tianhai and Burrage…

Prestep. Identify the subnetworks
For each subnetwork G i of G with N i ЈϾ 0: ͑1.5.1͒ Generate a sample value total for the total reaction number of ͕R i 1 , ... ,R i s ͖: 
͑1.6͒ Update the system state: 
While ͑⌺Ͻ P i ͒ and ͑k ഛ s͒:
͑2.5͒ ͑Sampling II͒:
For each reaction R j ͑j =1, ... , M͒:
͑2.5.2͒ Generate a sample value j for the reaction number of type
͑2.6͒ Update the system state:
where j is the reaction number of R j calculated in ͑2.5͒. 
C. Method 3 "generalized binomial -leaping…
Prestep. Identify for each reaction R j the reactions it shares reacting species with; let I j be the set of indices of these reactions.
͑3. 1͒ Calculate a 1 ͑x͒ , ... ,a M ͑x͒, a 0 , and N 1 ͑x͒ , ... ,N 
͑3.6͒ Update the system state:
D. Notes on methods 1-3
͑1͒ Method 2 had to be modified in order to take proper account of Hill-type reactions and reactions of type A → A + B. In contrast to the original implementation, the set of reactions ͕R j 1 , ... ,R j s ͖ is determined ͑in the prestep͒ by the reactant matrix entries ij 1 , ... , ij s ͑with ij l Ͼ 0͒. The corresponding stoichiometric matrix entry is zero and therefore not suitable. Together with this modification, in step ͑2.4.2͒ a i ͑x͒ and P ij k are calculated based on ij l , and not on ͉ ij l ͉. ͑2͒ The size of plays an important role in the computational performance and in reproducing the appropriate dynamics. If is too large then, if in methods 1 and 3, does not satisfy the step-size conditions and it is set to a smaller value automatically. If is too small the algorithm will perform ͑D͒SSA steps instead of -steps. ͑3͒ We noticed that for large , method 2 is likely to produce negative molecular numbers for certain models. This is due to unreasonably large reaction numbers in step ͑2.4.1͒ that result from overestimates of the available number of certain molecules P i in Eq. ͑1͒. Finetuning the control parameter is possible but that may impact on the computational performance.
͑4͒ Chemically, reactions of type A→ c A + B are often used to model synthesis processes such as transcription and translation with corresponding synthesis rate constant c. For transcription reactions, species A may represent either the DNA or a transcription factor and for translation reactions A represents the mRNA. If A is a transcription factor, the regulatory effect on the chemical kinetics is often described by a Hill function f resulting in the propensity a = cf͑A͒. Calculating the N j ͑x͒ for such reactions involves some subtlety. For unregulated ͑non-Hill-type͒ reactions ͑see Sec. IV B for an example͒, we decided to choose N j ͑x͒ = X j as this matches with the ͑D͒SSA approach where the propensity is proportional to the number of molecules of A. For Hilltype reactions, we define N j ͑x͒ = C where C is constant. In our simulations, we found that unless C is too small ͑Ͻ10͒ it has no noticeable effect on the simulation outcome. 
In order to obtain a better estimate of the maximum number of potential reaction events in ͓t , t + ͒ we can consider the products of all delayed reactions that occur within the -step. In this case, the update of the delayed reactions has to happen prior to the ͑first͒ sampling step. However, for method 3, there is no indication that this could lead to a significantly better accuracy. 
IV. NUMERICAL SIMULATIONS
We present the simulation results of three different models for all three -leap ͑D͒SSA methods and the ͑D͒SSA ͑implementation by Barrio et al. 9 ͒. The first model is a simple four-reaction decaying-dimerizing nondelayed model. 17, 19 The other two models are models of genes that act as molecular clocks that regulate coordinated somite segmentation. They involve genetic regulation modeled by delayed Hill-type reactions. The second model ͑Fig. 2͒ is a model of hes1 autoinhibition by dimerized Hes1 proteins in mouse where the expression levels for Hes1 mRNA and Hes1 protein oscillate in a 2 h cycle with a phase lag of approximately 15 min between the oscillatory profiles. 8, 9, 22, 24 The third model ͑Fig. 3͒ describes the Delta-Notch dependent synchronization of Her1 and Her7 protein levels in an array of five cells in zebrafish. 21, 22 The two linked genes her1 and her7 are autorepressed by their own gene products and positively regulated by Delta-Notch signaling that leads to oscillatory gene expression with a period of about 30 min, generating regular patterns of somites, that is, future segments of the vertebrae. In both models, the transcriptional and translational delays are responsible for the oscillatory behavior. All algorithms are implemented and run in MATLAB 7. However, instead of using MATLAB standard binomial random number generator ͑binornd͒, we use the faster random number generator ͑randbinom͒ from the lightspeed toolbox by Minka, 25 which is available online.
A. Simple four-reaction model without delays
The first test system has been used to benchmark the Poisson -leap SSA, the original binomial -leap by Tianhai and Burrage, 17 and the -leap method by Peng et al. 19 It contains three reactant species and four reaction channels: FIG. 7 . Mean molecular number of monomeric Hes1 obtained from 10 3 runs of method 2 using -selection formula ͑a͒ for different .
FIG. 8. Mean molecular number of monomeric Hes1 obtained from 10
3 runs of method 2 using -selection formula ͑a͒ for different . Single DSSA runs were not allowed. When applied to this model, all three -leap methods show basically the same dynamics as the SSA solution ͑Fig. 4͒ for a reasonable value of ͑e.g., = 0.01͒. We simulated the system in the time interval ͓0,30͔ with initial state x 0 = ͑10 5 ,0,0͒ using the -selection formulas ͑a͒ and ͑b͒ for all three -leap methods. For method 2, we choose = 0. Peng et al. did not specify the value of , so we are unable to directly compare our results. We calculated the means and standard deviations of the molecular numbers for 10 4 simulation runs at 300 equidistant time points for the SSA and each of the three -leap methods. The resulting error statistics are given in Tables II-V. This example demonstrates two aspects. First, for this particular model, method 3 is as good as any of the other -leap methods since all three methods capture the SSA dynamics with high accuracy with = 0.01 the maximal relative error is less than 0.04% ͑in the number of S 3 molecules͒ of the corresponding mean SSA molecular number. Second, our simulations do not confirm the conclusions by Peng et al. in which method 2 performs more accurately than method 1 on this particular model. Their conclusion is based on the histogram distance errors for different values of . However, we believe that this approach might not properly reflect the accuracies of the -leap methods as the comparison is based only on the molecular number of a single species, S 3 , at a single time point, t = 4, as opposed to all molecular species at all times. As a counterexample, at time point t = 30, with = 0.01, methods 1 and 3 with -selection formula ͑a͒ yield a smaller error than method 2 with -selection formula ͑b͒.
B. The Hes1-dimer model
The Hes1-dimer model consists of three species, Hes1 mRNA ͑S 1 ͒, monomeric Hes1 ͑S 2 ͒ and dimeric Hes1 ͑S 3 ͒ and the following seven reactions:
where R 1 , R 2 , and R 3 are degradations, R 4 and R 5 are the association and dissociation of Hes1 and Hes1-dimer, respectively, R 6 represents the translation of Hes1 mRNA into Hes1 protein, and R 7 the Hes1-dimer regulated transcription of the hes1 gene. Both the transcriptional and the translational time delays are taken into account by a delayed Hill function describing the inhibitory regulation of reaction R 7 ͑see Table I͒ . The model parameters used in our simulations are shown in Table VI all of which are biological reasonable.
The model is similar to the original model of Monk, 8 apart from the addition of dimerization. If not stated otherwise, we simulated the system on the time interval ͓0,500͔ with initial state x 0 = ͑X 1 ͑0͒ , X 2 ͑0͒ , X 3 ͑0͒͒ = ͑100,3,0͒ using the -selection formulas ͑a͒ and ͑b͒ for all three -leap methods and with K =1 ͑allowing single DSSA steps to be performed͒. Again, for method 2, we choose = 0. For the DSSA and the three -leap methods, we performed 10 3 simulations, each.
As can be observed from Figs. 5 and 6, methods 1 and 2 do not properly capture the oscillatory dynamics in all three species concentrations resulting from the DSSA simulation of the hes1 regulatory network. In method 1, the numbers of molecules increase monotonically and, in the case of Hes1 monomers, they even increase exponentially ͑Fig. 5͒. Due to the large concentration of molecules, we simulated the system for 350 min only. The dynamics does not change significantly with varying unless is below a certain threshold value so that the -leap method becomes the DSSA. This threshold is about 0.003 for -selection formula ͑a͒.
On the other hand, method 2 yields oscillatory dynamics but with a much longer cycle time, approximately 250 min, than the DSSA simulations of approximately 150 min ͑Fig. 6͒. The averaged dynamics over 10 3 simulations for different -and -selection formulas ͑Figs. 7-10͒ show that this is not merely the result of stochasticity in a single simulation. Of course, the range of values for which is actually effective depends on the selection formula. Although Figs. 7 and 9 suggest that for = 0.003 and = 0.01, method 2 can yield similar oscillatory behaviors to the DSSA, what may not to be noticed is that the method performs almost only DSSA steps. This becomes obvious in Figs. 8 and 10 , which show the mean simulation results when the single DSSA step mechanism is disabled. Table VII presents statistics taken from 100 simulation runs for different when the single DSSA step mechanism is enabled. Apparently, not enough numbers of delayed reactions are drawn, and these are the reactions that drive the molecular clock. According to DSSA simulations, we would expect about 160-170 delayed reactions within 500 min but, instead, we count less than 140 delayed reactions and, in the case of selection formula ͑b͒ with = 0.1, there are less than 90 delayed reactions. In addition, we made several simulations with different values of ͓−1,1͔ in Eq. ͑1͒ but this did not noticeably affect the outcome.
Method 3 performs best for all parameter settings. It captures well the oscillatory dynamics resulting from DSSA independent simulations ͑Figs. 6 and 11-14͒. In order to illustrate any differences in the simulation outcomes for different values, we plot the number of Hes1 monomers in Figs. 11-14 only for the time interval ͓300,500͔. The differences are marginal. See Table VIII for corresponding statistics obtained from 100 simulation runs containing expected numbers of performed delayed reactions for different .
Table IX lists simulation run times for different -and the -selection formulas ͑a͒ and ͑b͒ for methods 2 and 3. Method 3 performs better than method 2, which is mainly due to the overhead produced by the additional sampling step in the latter. Since the MATLAB code for both methods is identical except for those parts that are specific for the respective methods, we believe that a comparison based on CPU time is reasonable. However, method 2 is not capable of capturing the oscillatory dynamics of the system and in this sense the corresponding CPU times are less relevant. For = 0.1 and using -selection formula ͑a͒, method 3 takes about 0.33 s and it is therefore approximately as fast as a single DSSA simulation ͑about 0.3 s͒. This is because of the additional calculations involved in the -leap approach. As indicated by the following example, we can expect this overhead to become increasingly negligible for larger models.
Before concluding this section, we make a few remarks about accuracy issues. Just as with the SSA and -leap methods, the accuracy of the delay -leap methods is compared with that of the DSSA. This can be done either by computing appropriate moments or by analysis ͑human eye, Fourier, and spectral͒ of the dynamics of the trajectories. This then gives a very good idea of suitable ranges of . Of course, this range is problem dependent but nevertheless a robust range can be determined. Another approach would be to compare the master equation of the DSSA with that of the delay -leap methods as a function of . As far as we are aware, this has not even been done in the nondelayed case, but if it can be done in that setting it will be possible to do this in the delayed setting. This will be the subject of future research.
C. The Her1/Her7 model for five coupled cells
Our model is based on the chemical reaction models by both Lewis 22 and Horikawa et al. 21 Lewis modeled a single cell and two coupled cells. His work is generalized by Horikawa et al. to a one-dimensional array of cells. We briefly described the model for five cells, which we use as a third benchmark model for -leap method 3 showing the gain in simulation run time while preserving an adequate accuracy.
For each cell, we simulate the dynamics of 6 different species controlled by 12 reactions. Denote by M h1 i , M h7 i , M d i , P h1 i , P h7 i , and P d i the species Her1 mRNA, Her7 mRNA, DeltaC mRNA, Her1 protein, Her7 protein, and DeltaC protein in a particular cell i. For each of the species = c h1 , c h7 , c d , b h1 , b h7 , b d . The three different proteins P h1 i , P h7 i , and P d i are synthesized with translational delays h1p , h7p , and dp , respectively. The corresponding reactions are 
and for cells 1 and 5, it is
respectively. The parameters r h and r hd are weight parameters that determine the balance of internal and external contribution of oscillating molecules. In our model, we assume 100% coupling, i.e., r hd = 1. For all cells, the Hill function g that describes the inhibition of DeltaC mRNA synthesis by Her1 and Her7 is given by
See Table VII to Table X for the full list of model parameters. For all simulations, the system is initialized with state x 0 = ͑0, ... ,0͒. When applied to this model, the generalized binomial -leap approach ͑method 3͒ reveals its computational power combined with high accuracy, when compared with the DSSA. Figures 15 and 16 present the dynamics of Delta ͑mRNA and Protein͒ and Her1 ͑mRNA and Protein͒, respectively, for cell 3. The figures result from a single DSSA run and a single B-DSSA simulation using method 3. For the B-DSSA, we used -selection formula ͑a͒ and set = 0.1 and N j ͑x͒ =10 5 for all Hill-type reactions. Single DSSA simulations took about 80 min, while B-DSSA takes only about 70 s for = 0.01 and about 50 s for = 0.1, which is approximately 70-100 times faster than the original DSSA approach. Despite the speedup, a high accuracy is still preserved: the frequencies of oscillations match almost perfectly for each species in each cell and the amplitudes fluctuate in an expected spectrum. Methods 1 and 2 failed to yield the correct dynamics.
As already mentioned, for Hill-type reactions R j , we chose N j ͑x͒ = const. We investigated the effect of N j ͑x͒ by simulating model 3 with method 3 for three different values ͓N j ͑x͒ =10 1 ,10 5 ,10 9 ͔ without the option of single DSSA steps. Table XI shows that the differences in the number and size of -steps and the number of delayed and nondelayed reactions for N j ͑x͒ =10 5 and N j ͑x͒ =10 9 are marginal. As expected, for N j ͑x͒ =10 1 , the step size is lower but, at the same time, the number of reactions per -steps is higher. In fact, the total number of reactions is slightly higher than for larger values of N j ͑x͒. Since the number of -steps is larger for N j ͑x͒ =10 1 , the CPU time of the simulation is also larger. 
V. DISCUSSIONS AND CONCLUSIONS
In this paper, we have presented a new generalized binomial -leap simulation method. This method improves on some of the difficulties associated with previous binomial leap implementations by Tianhai and Burrage and Peng et al. The original difficulties arose from subtleties when computing the N j needed in the simulation of the binomial random variables B͑N j , P͒ in the case of complex interaction networks. This new approach also seems more robust and efficient than the other approaches when dealing with chemical reactions associated with Hill-type propensities. Nor are systems containing multiple reactions sharing the same reactants a constraint on the efficiency of our new approach. In particular, we note that method 3 considers only the direct neighbors in the reaction network G, while method 1 considers the entire subnetworks. Consequently, the N j Ј are usually smaller in method 1 than in method 3 since in the former we calculate the N j Ј as the minimum over a larger set of reactions. By consequence, obtaining a smaller is more likely to happen in method 1. Additionally, the N j Ј in sampling step ͑1.5͒ are usually smaller than the N j ͑x , ͒ considered in step ͑3.5͒. These two factors together result in method 3 sampling slightly larger numbers of reactions, allowing for the consideration of delayed reactions that are known to play a major role in driving molecular clocks and would otherwise be neglected by a more restrictive time step choice. We also note that by choosing binomial -leap as a basis for modeling delayed reactions we are not drawing any conclusions about the relative efficiencies with other -leap approaches.
The second aspect of this paper is concerned with the introduction of delayed processes into our binomial -leap framework. This is done in a relatively simple way using the existing framework by dividing the reactions into nondelayed and delayed and using some of the ideas from Barrio et al. in their implementation of DSSA. The new method ͑method 3͒ appears superior to the other implementations by appearing to sample enough of the delayed reactions, which are crucial in the molecular clock.
Our numerical simulations reveal that, unlike previous binomial -leap methods, the B-DSSA approach is able to capture the oscillatory dynamics of molecular clock models such as Hes1 autoinhibition in a single cell, and Her1/7-Delta-Notch signaling in a multicellular setting, when numbers of delayed reactions play a crucial role in maintaining the cyclic behavior. Our findings show that the B-DSSA can simulate complex models with large numbers of species and reactions, both accurately and significantly faster than the DSSA. Specifically, we simulated the Her1/7-Delta-Notch signaling pathway in five coupled cells 70-100 times faster than the DSSA by Barrio et al. Our method is also applicable to reaction systems without delays. In such cases, it performs equally well in terms of accuracy compared to other binomial -leap methods.
