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Abstract 
Machine learning based on data has been a focus in the field of artificial intelligence research and application. 
As the process of constructing support vector machine can be abstracted as multiple granules. With the granular, the 
set of granules and the relationship of those granules, it can also be granulated and divided as several parts, and then 
be combined together as an integrity by organization. Meanwhile, based on the multiple granules and the relationship 
of those granules, obtained from the process of building SVM, can accelerate the process as much as possible. Finally, 
we focus on the training time and generalization of the large scale SVM data that are based on the granular 
computing.
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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With the rapid development of society, a large amount of data has been accumulated in every area 
through the scientific and social life. Therefore, analyzing these data to mine the information contained in 
them has become a common need in almost all areas. 
1. Introduction 
One of the important existed theories in machine learning is based on statistics. Traditional statistics 
use asymptotic theory to study samples with the amount of approaching infinity, but it is not desired when 
the number of samples is often limited in practice. Modern statistical theory is good at studying the laws 
of machine learning with a small number of samples, which is based on a solider theory and mainly used 
to resolve the problem of limited sample learning. 
Support Vector Machine (SVM) [1] was proposed by Vapnik in 1992 whose core principle is minimization 
of the structure risk prior to many other methods, and its essence is to seek an optimal solution by solving 
a convex optimization problem. SVM can improve the generalization ability of learning machine, which 
can not only obtain small error in the limited training samples but also ensure the error remaining small in 
an independent test set, and has been wildly used in pattern recognition (face recognition, text recognition, 
handwriting recognition, etc.), function fitting, modelling and control domains. Burges [2] invented a 
simplified SVM by producing reducing set of the supporting vector under a given precision loss; Lee et al 
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[3] presented RSVM (Reduced Support Vector Machine) and Lin et al [4] made The paper was supported 
by "the Fundamental Research Funds for the Central Universities"  
a further study in this approach; Scholkopf et al [5] proposed u-SVM, proofing the connections 
between parameter u and the numbers and errors of the sport vector. Xiangdong Liu and Zhaoqian Chen 
proposed a algorithm FCSVM which is a fast classification way of the numbers of support vector, and 
their experiment showed that the recognition speed can be improved in different degree with hardly losing 
of the recognition accuracy; Honglian Li et al proposed a strategy for learning large size sample set of 
SVM. But at the same time, there exist still problems in the application of SVM at present, such as 
difficult to select the parameters in kernel function in different applications, the low classification 
accuracy for more complex problems, and the classification of large-scale samples with large time cost. In 
addition, implementation of SVM algorithm procedure is relatively slow and needs a large memory so 
that the user need to wait for a long time, and it is not effective. 
Granular computing (GrC), used in the current intelligent processing, is a natural-model theory that 
simulates human thinking method and solves large-scale complex problems. As a conceptual model or 
mathematical model, GrC reflects and describes the number of various factors and the quantitative 
relationship in the domain with the concepts of granular and relevant operational symbols. Now GrC has 
made many achievements: Lin Zhang and Bo Zhang presented a fuzzy quotation space theory by 
combining the fuzzy concept and quotation space theory in 2003, which proposed a new mathematical 
model and tool for GrC; Duoqia Miao et al discussed the GrC of knowledge and introduced the 
importance of attribute which was applied in finding the minimum attribute reduction in 2002; Guoyin 
Wang et al proposed the granularity models based on the tolerance relation; Zhang et al explored the 
artificial neural network and applied it in the high efficient knowledge discovery; Daoguo Li et al studied 
an artificial neural networks model based on granulation vector space. Yager explored learning algorithm 
and application based on GrC; Lin[6] proposed a new research way ---- “infrastructures for 
Alengeineering” in 2006; at the same time, Bargiela and Pedrycaze[7] also explored and concluded the 
origin and the nature of GrC from various perspectives. Yager pointed out that the developing the 
operation method for information granular is an important task in current GrC research. 
The process of building SVM can also be calculated as a granulating process: granulating can be 
formed from different data levels -- sample data, training data, feature extraction model, support vector 
machine learning model --. Combined GrC with SVM can improve the accuracy of classification for the 
complex problems, and reduce training time for large-scale classification, and is a new innovation of 
attempt. 
2. SVM Architecture based on Granular SVM-Granular Model 
2.1 SVM Model with Granular
After studying and analyzing the existed achievements and the relevant papers and materials, we 
proposed a SVM construction model based on the granular computing. Each data in our sample data set 
not only embodies a rich individual feature (local feature), but also embodies the general characteristics 
of the entire data set (global feature), and the information reflected by it can be used to map the grain 
structure. While because the amount of information reflected by different grain structures is different, we 
can adjust the sample data from data level, independent component from feature level and the learning 
algorithm and SVM model from model level, including learning algorithms, kernel function, parameters 
in kernel function wholly by adjusting different grain structures, to get a SVM model with better 
performance and efficiency. In addition, for the selected sample data set collected from different areas, 
continuously adjusting the sample data in the data level, the independent component in the feature level, 
and the learning algorithm and SVM model in the model level, and then recording the final learning 
algorithms, kernel functions and the value of parameters in the model library, and through a large number 
3100  Yong Liu and Huazhu Song / Procedia Engineering 15 (2011) 3098 – 3102 Yong Liu, Hua zhu Song / Procedia Engineering 00 (20 1) 0 0–00  3
of experiments, we can get some model parameters in the field. As a result, by further studying these 
model parameters, SVM is easier to be constructed, shown in Figure 1. 
In Figure 1, the black solid line-arrows indicate the exchange of various functional modules. “The 
independent component” can be directly input as a parameter; red dotted line and dashed red arrows 
indicate the relationship between the grain structures in different levels as well as the interaction of the 
corresponding function modules. 
2.2 Research on grain, grain set and connections between grains in the process of building SVM 
Step 1: Identify the experimental sample data set of the specific field, understand and analyze the 
sample data and build SVM from different perspective as much as possible. Some knowledge and rules 
got from the sample data will be more helpful to process the sample data and to retrieve the grain 
structure.
Step 2: According to the results from Step 1, explore grain, grain set and the connections between the 
grains in the process of building SVM to make them reflect and embody the grain structure of different 
levels. 
Step 3：Adjust the different grain structure, process the sample data that are input from multi-
perspective and multi-level to determine the appropriate analysis algorithm of the independent component, 
the learning algorithm of SVM, and then analyze the independent component and SVM obtained 
qualitatively to reveal the impact that the connections between different levels of grain made on the 
independent component, the algorithm analysis of independent component, the learning algorithm of the 
independent component, and the sample data. 
Repeat the above steps, and then integrate the experiment results to get a better understanding of the 
sample data, independent component , the learning algorithm of SVM and a qualitative understanding of 
the independent component. 
2.3 Interacting research on the grains of different levels and different granularity 
Step 1: Considering the independent component as a grain structure data of the feature level, its 
granular computing can be realized by switching different grain structures and transmitting information. 
Figure1. Constructing SVM with GrC Model 
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Step 2: To the independent component or feature in the specific area, the learning algorithm of SVM 
can be determined by making sure the pattern and parameter of kernel function of the support vector 
machine. Because a kernel function reflects the whole and the global features, the granulating in model 
level could make full use of the feature grain from feature level and build a SVM model; further the 
model could be optimized to get a SVM with a better recognition and generalization. 
Step 3: Randomly dividing the independent components or features into several small data set; a 
number of SVM models can be obtained through continuously adjusting the grain structure in the feature 
level and the model level; at last, the final SVM model can be got by integrating the SVM models 
according to different integration strategies. 
3. Study on training time and generalization ability in SVM-Granular Model 
There is a problem of the over training time of large sample data in SVM. After the introduction of 
granular computing, we will emphasis on the discussion of how to improve the training speed of the 
large-scale data of SVM effectively and how to get the best balance between training speed and 
generalization ability. 
Now, we often use two strategies to cope with the training problem of SVM large sample data 
collecting. The first method is pre-process of large scale data, which means to pre-process uncertain, 
ambiguous, uncompleted and massive information. The destination of pre-process is adapting the training 
procedure in SVM to the large sample data after pre-processing. The second method is the dissolving of 
large-scale problems, so that they can be dissolved as many sub-problems in small scale. That means you 
should solve and dissolve the problems into sub-problems. It means to make an approximation of the 
primal problem in large scale according to some certain iterative strategy, which approaches a best value 
of large-scale problem through continuous repetition. 
Granular computing is mainly used to deal with the uncertain, ambiguous, uncompleted and massive 
information. The adaptation of granular computing may make the complex questions abstract and simply 
that the best approximation can be got in a low cost. The contribution of this paper is the application of 
granular computing in the pre-process of large sample data, then it can control the granular level by 
defining N-dimensional similarity and forming level relationship on the base of data set. To use the 
exchange of granular for level structure building, train the reduced data under different levels. The 
training speed may get a satisfied balance with generalization ability. 
As a strategy for such a large sample in data set, pre-process, is a direct, simple strategy. But the 
traditional optimization method is not used in large training set since the limitation of its storage. 
Therefore, pre-process strategy can greatly minimize the training scale under the condition of not change 
the natural qualities of data set. 
In the process of a training of large scale data, the researchers often presume the large scale training 
data with a strong reliability for the large scale data could cover all data features. But the space length 
referred in the reference [8] defined sample’s similarity, and it also made use of the control of similarity to 
manage the scale of data collection. Because of the fluctuation ranges from 0 to infinity of space length, 
the layers are hard to be divided or granulated. Reference [9] had listed a conception of similarity which 
ranges from 0 to 1. But as different dimension space data may have same index similarity, the paper 
offered index similarity which is related to space maintenance. It is defined as below: 
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In equation (1), x and y indicates ample data point, N indicates the data’s dimension. It is clearly that 
the similarity between two points ranges from (0, N]. Therefore, it’s easy to be processed, controlled and 
granulated by computer. 
While, according to reference [8] and the similarity of dimension space, granular can be defined as: 
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In equation (2), xi indicates the sample data of granular (i=1, 2, 3…N, N indicates the number of 
data), indicates the centre of granular, N indicates the dimension of data. Granular is the smallest 
similarity of centre granular in the sample data. 
In the process of SVM large-scale data training, firstly the plus-minus samples are divided into two 
groups, one of which is as an initial state granular to compute the smallest space similarity between every 
initial state granular and centre, and the other is adopted to be the granularity of the granular. Then 
through the change of the granularity to make a control of the granular size, the inner data point are used 
to replace each granular in order to control the size of data set. The traditional standard Quadratic 
Optimization Techniques to solve the dual problem may result from slow computation, the main reasons 
are as following: firstly, SVM method needs calculate and stores kernel function matrix. As the sample 
points are large, it takes a lot of memory. For example, as the number of matrix calculation exceeds 4000, 
it will cost 128M to store kernel function. Secondly, SVM must involve a large number of matrix 
calculations in the re-optimization process. Mostly, optimization algorithm costs mainly parts of time in 
calculation. However, the SVM training algorithm based on space dimension similarity in this paper may 
be helpful in training data set. 
The large-scale data of SVM training algorithm based on granular in this paper not only ensures the 
high precision, but also reduces training cost effectively. As the further analysis of the relationship 
between granularity and accuracy, it’s clear that the classifier correctness gradually increases as the 
granularity increases. Meantime, the training cost lowly; however, as the granularity increases, precision 
will drop sharply to a low correctness while the classifier may increase sharply to a high level. But the 
training cost is high then. That’s to say, classifier’s correctness appeared in V-shape is decided by the 
function of granularity, and it provides us with a reference when choosing granularity. In a word, the 
smaller level granularity should be chosen, the higher correctness and lower comprehensive cost. 
4. Conclusion 
This paper gave a complete explanation from the views of SVM basic models, granular computing 
and SVM which based on granular computing, and provided a learning method of SVM based on granular 
computing. Especially for the training problem of large scale of sample data, pre-process is used for 
reducing the cost of large scale data training. Large scale data is used for building space index similarity 
by dividing the levels of granular to train sample data under different granular levels. So the suitable 
granularity can be found to make a satisfied balance between graining speed and precision. Massive 
experiment data showed that the pre-process of different granularity can be used to reduce the scale of 
data collection after pre-processing. In this way, the data training cost is cut greatly while making a 
comparison during computing, but the precision of this classifier will be improved. 
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