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Abstract Integer ambiguity resolution at a single receiver can be implemented by ap-
plying improved satellite products where the fractional-cycle biases (FCBs) have been
separated from the integer ambiguities in a network solution. One method to achieve
these products is to estimate the FCBs by averaging the fractional parts of the float
ambiguity estimates, and the other is to estimate the integer-recovery clocks (IRCs)
by fixing the undifferenced ambiguities to integers in advance. In this paper, we theo-
retically prove the equivalence of the ambiguity-fixed position estimates derived from
these two methods by assuming that the FCBs are hardware-dependent and only they
are assimilated into the clocks and ambiguities. To verify this equivalence, we imple-
ment both methods in the PANDA (Position and Navigation Data Analyst) software
to process one year of GPS data from a global network of about 350 stations. The
mean biases between all daily position estimates derived from these two methods are
only 0.2, 0.1 and 0.0 mm, whereas the standard deviations of all position differences
are only 1.3, 0.8 and 2.0 mm for the East, North and Up components, respectively.
Moreover, the differences of the position repeatabilities are below 0.2 mm on average
for all three components. The RMS of the position estimates minus those from the
IGS weekly solutions for the former method differs by below 0.1 mm on average for
each component from that for the latter method. Therefore, considering the recog-
nized millimeter-level precision of current GPS-derived daily positions, these statistics
empirically demonstrate the theoretical equivalence of the ambiguity-fixed position es-
timates derived from these two methods. In practice, we note that the former method is
compatible with current official clock-generation methods, whereas the latter method
is not, but can potentially lead to slightly better positioning quality.
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1 Introduction
Carrier-phase measurements of the Global Positioning System (GPS) suffer from the
nuisance ambiguities which have to be estimated along with the other parameters of
primary interest. Fortunately, integer resolutions of these ambiguities can be routinely
performed for a network of receivers (e.g. Blewitt 2008). Fixing ambiguities to integers
can significantly improve the positioning quality, especially for the East component (e.g.
Blewitt 1989; Dong and Bock 1989), whereas keeping float ambiguities will potentially
jeopardize the final solutions, such as introducing amplified spurious signals into the
long-term position time series (e.g. King et al. 2003; Tregoning and Watson 2009).
Nonetheless, precise point positioning (PPP) (Zumberge et al. 1997) employs only
one receiver, and thus its integer ambiguity resolution cannot be achieved simply
following the methodology for the network solutions above. In fact, ambiguities in
PPP are conventionally not fixed to integers. This is because the fractional-cycle bi-
ases (FCBs) in the GPS measurements are absorbed by the undifferenced ambigu-
ity estimates and their integer properties are thus destroyed (Collins 2008; Ge et al.
2008; Mercier and Laurichesse 2008). In theory, these FCBs are presumed hardware-
dependent, and present in all receivers and satellites (Teunissen and Kleusberg 1998).
However, the temporal property of the FCBs is not exactly known. Blewitt (1989) em-
pirically reported that they were stable to better than 1 ns, whereas Gabor and Nerem
(1999) simply assumed that they changed systematically with time. Despite this un-
certainty, it is believed that the time-invariant parts of the FCBs cannot be sepa-
rated from the undifferenced ambiguity estimates in the conventional PPP proposed
by Zumberge et al. (1997), thus inhibiting the integer ambiguity resolution at a sin-
gle receiver. Fortunately, a few recent studies have demonstrated that these inte-
ger resolutions can be achieved by applying improved satellite products where the
FCBs have been separated from the integer ambiguities (Collins 2008; Ge et al. 2008;
Laurichesse et al. 2009).
On the one hand, Ge et al. (2008) decomposed undifferenced ambiguities into wide-
lane and narrow-lane ones, and applied the difference between satellites to remove the
receiver-dependent FCBs. Utilizing a network of reference stations, wide-lane FCBs
were determined by averaging the fractional parts of all pertinent wide-lane ambiguity
estimates derived from the Melbourne-Wu¨bbena combination measurements (Melbourne
1985; Wu¨bbena 1985). Wide-lane FCBs are very stable over several days, or even a
few months (Gabor and Nerem 1999). Similarly, narrow-lane FCBs were determined by
averaging the fractional parts of all pertinent narrow-lane ambiguity estimates derived
from the wide-lane ambiguities and the ionosphere-free-observable ambiguities. Due to
the temporal instability of narrow-lane FCB estimates, their 15-minute mean values
were proposed to achieve high-precision solutions. At a single receiver, these wide-lane
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and narrow-lane FCBs were used to correct the ambiguity estimates to recover their
integer properties. In practice, the daily positioning accuracy can be improved from
4.1, 3.1 and 8.3 mm to 2.8, 3.0 and 7.8 mm (Ge et al. 2008), whereas the hourly accu-
racy can be improved from 3.8, 1.5 and 2.8 cm to 0.5, 0.5, 1.4 cm for the East, North
and Up components, respectively (Geng et al. 2009).
On the other hand, Laurichesse et al. (2009) applied the same decomposition, but
directly fixed the undifferenced ambiguities to integers. Hence, an arbitrary value had to
be assigned to the FCB of a specific receiver to obtain satellite-dependent FCBs. Their
wide-lane FCB determination was the same as that of Ge et al. (2008). Nonetheless,
the narrow-lane FCBs were not determined, but assimilated into the clock estimates.
To achieve this by a network of reference stations, narrow-lane ambiguities had to be
identified as integers and fixed to these integers before estimating the clocks. Similarly,
Collins (2008) developed a decoupled clock model, characterized by pseudorange clocks
differing from carrier-phase clocks. As narrow-lane ambiguities were fixed to integers be-
fore estimating the clocks, pseudorange measurements actually lost their indispensable
role of separating clocks from ambiguities (Collins 2008), implying that pseudorange
measurements could be ignored in estimating the carrier-phase clocks. Hence, we do
not distinguish between the methods by Laurichesse et al. (2009) and Collins (2008),
and name their carrier-phase clocks as the integer-recovery clocks (IRCs). At a single
receiver, the IRCs were used to guarantee the integer properties of the narrow-lane
ambiguities. In practice, the horizontal accuracy of epoch-wise position estimates at
a static receiver was better than 2 cm (Laurichesse et al. 2009), and that of hourly
position estimates was also better than 2 cm (Collins et al. 2008).
By contrasting the two methods above, we can find that their key difference is the
strategy of separating the narrow-lane FCBs from the integer ambiguities. Ge et al.
(2008) estimated the narrow-lane FCBs using float ambiguity estimates, whereas Laurichesse et al.
(2009) assimilated the narrow-lane FCBs into the clock estimates. In this paper, we
thus name the former method as FCB-based method, and the latter one as IRC-based
method for brevity. From current publications, the positioning quality of the FCB-
based method is close to that of the IRC-based method. In this case, of great interest
is whether the ambiguity-fixed position estimates derived from these two methods co-
incide in theory and how they agree in practice.
Therefore, this paper aims at comparing the two methods above in both theory
and practice. We will theoretically prove the equivalence between the ambiguity-fixed
position estimates derived from these two methods, and then use one year of GPS
data to illustrate how their daily position estimates agree in practice. In the following,
“Theoretical analysis” details the mathematical derivations for the equivalence of the
ambiguity-fixed position estimates; “Data processing” presents the data and models
used in PPP; “Results and discussion” examines the closeness between the daily po-
sitioning qualities; finally, “Conclusions and suggestions” summarizes the main points
of this paper and shows the perspectives of these two methods.
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2 Theoretical analysis
Normally, ionosphere-free combination observables are used in PPP to eliminate the
first-order ionospheric delays in the pseudorange and carrier-phase measurements.
Hence, the linearized undifferenced measurement equations between receiver i and
satellite k at a particular epoch are


∆P ki = u
k
i∆xi + c∆t
k
i + λ
(
bki + δb
k
i
)
− eki
∆Lki = u
k
i∆xi + c∆t
k
i + λ
(
Bki + δB
k
i
)
+ λ∆Nki − ε
k
i
(1)
where ∆P ki and ∆L
k
i denote the observed minus computed measurements for the pseu-
dorange and carrier-phase, respectively; uki contains the unit vector from the satellite
to the receiver and the mapping function of the zenith tropospheric delay (ZTD); ∆xki
contains the increments for the a priori receiver position vector and ZTD; c denotes
the light speed; λ denotes the narrow-lane wavelength, and thus following “FCBs” rep-
resent “narrow-lane FCBs” for brevity except when otherwise noted; ∆tki = ∆ti−∆t
k
where ∆ti and ∆t
k denote the increments for the a priori receiver and satellite clocks,
respectively; Bki + δB
k
i is the carrier-phase FCB where B
k
i denotes the constant offset,
i.e. the time-invariant part, and δBki denotes the time-dependent deviation from B
k
i ;
Bki = Bi − B
k and δBki = δBi − δB
k where Bi and δBi are for the receiver whereas
Bk and δBk are for the satellite; similarly, bki + δb
k
i is the fractional-cycle part of the
pseudorange bias which is hereafter called pseudorange FCB for convenience; note that
integer-cycle biases do not affect the integer properties of ambiguities, and are ignored
throughout this study; ∆Nki denotes the integer increments of the a priori narrow-lane
ambiguity; finally, eki and ε
k
i denote the residual errors of the pseudorange and carrier-
phase measurements, respectively (Teunissen and Kleusberg 1998). We note that the
wide-lane ambiguity should be estimated before an integer narrow-lane ∆Nki can be
introduced into Equation 1 (see Appendix).
From Equation 1, if receiver i observes m satellites at a particular epoch, we can
obtain


e1i
...
emi
ε1i
...
εmi


=


u1i cI
1 λI1 λI1 0 0 0
...
...
...
...
...
...
...
umi cI
m λIm λIm 0 0 0
u1i cI
1 0 0 λI1 λI1 λI1
...
...
...
...
...
...
...
umi cI
m 0 0 λIm λIm λIm




∆xi
∆ti
bi
δbi
Bi
δBi
∆Ni


−


∆P 1i
...
∆Pmi
∆L1i
...
∆Lmi


(2)
where Ih denotes an m-dimensional row-vector of which the h-th element is 1 while
all others are 0 (h = 1, · · ·m); 0 denotes an m-dimensional zero row-vector; finally,
each of ∆ti, bi, δbi, Bi, δBi and ∆Ni denotes an m-dimensional column-vector corre-
sponding to m satellites, ∆ti =
[
∆t1i , · · ·∆t
m
i
]T
for example. All unknown parameters
except ∆xi are linearly correlated, hence preventing them from being simultaneously
estimated in a least squares adjustment.
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5
In fact, only ∆xi, ∆ti and ∆Ni are taken as to-be-estimated parameters in PPP.
Hence, after a least squares adjustment, all bi, δbi, Bi and δBi should finally be as-
similated into ∆ti and ∆Ni, or otherwise into the residuals, namely the left side of
Equation 2. Such an assimilation should rigorously satisfy the requirement of minimiz-
ing the weighted sum squares of residuals. Under the constraint of this rule, we derive
these assimilations by applying elementary column transformations (Meyer 2000) to
Equation 2 and conclude what the FCB and IRC estimates theoretically contain af-
ter a network solution. Note that our assumption for this theoretical analysis is that
FCBs are hardware-dependent and only they are assimilated into the to-be-estimated
parameters whilst all eki and ε
k
i add to the residuals.
Then, we apply these theoretical FCB and IRC estimates to a single-receiver solu-
tion and finally achieve identical ambiguity-fixed position estimates for these two meth-
ods. To simplify the formula derivation, we apply the difference between satellites on
Equation 2 to avoid considering the receiver clocks and the receiver-dependent FCBs.
Note that this operation does not affect the estimates of ∆xi. More importantly, in this
case, we can ignore the pseudorange measurements because we do not need them to
separate the clocks and the ambiguities. Moreover, satellite clocks are precisely known
and thus should be moved to the observed minus computed measurements. Hence,


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i −λI
1
−λI1 λI1
...
...
...
...
u
m,1
i −λI
m−1
−λIm−1 λIm−1




∆xi
B˙
δB˙
∆N˙i

−


∆L
2,1
i + c∆t
2,1
...
∆L
m,1
i + c∆t
m,1

 (3)
where Ih is now an (m − 1)-dimensional row-vector; B˙ =
[
B2,1, · · ·Bm,1
]T
, δB˙ =[
δB2,1, · · · δBm,1
]T
and ∆N˙i =
[
∆N
2,1
i , · · ·∆N
m,1
i
]T
where the superscript for each
vector element denotes the difference between satellites. In the following, we first derive
the FCBs and IRCs using Equation 2 and then derive the ambiguity-fixed position
estimates using Equation 3.
2.1 Fractional-cycle bias determination and ambiguity-fixed position estimates
In order to determine FCBs, we have to derive what a narrow-lane ambiguity es-
timate theoretically contains after a least squares adjustment. As demonstrated by
Defraigne and Bruyninx (2007), biases in the pseudorange measurements govern the
absolute clock offsets generated in the conventional PPP. Hence in Equation 2, the
pseudorange time-invariant FCBs bi should be assimilated into the clocks. For the
carrier-phase measurements, offsets of bi are thus introduced by the pseudorange-
based clocks, and are finally assimilated into the integer ambiguities together with the
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6
carrier-phase time-invariant FCBs Bi, namely

e1i
...
emi
ε1i
...
εmi


=


u1i cI
1 λI1 0 0
...
...
...
...
...
umi cI
m λIm 0 0
u1i cI
1 0 λI1 λI1
...
...
...
...
...
umi cI
m 0 λIm λIm




∆xi
∆ti +
λ
c
bi
δbi
δBi
∆Ni +Bi − bi


−


∆P 1i
...
∆Pmi
∆L1i
...
∆Lmi


(4)
Note that the residuals are not changed. Conversely, if it is the carrier-phase time-
invariant FCBs Bi that are assimilated into the clocks, the resulting offsets Bi in the
pseudorange measurements then have to be assimilated into the pseudorange residu-
als, consequently enlarging the weighted sum squares of residuals. This apagogically
proves the manner in which time-invariant FCBs are assimilated into the clocks and
ambiguities, as illustrated by Equation 4.
On the other hand, time-dependent FCBs can be assimilated only into the clocks.
However, the residuals have to be enlarged because the pseudorange and carrier-phase
FCBs differ. Due to the far-weak weights posed on pseudorange measurements, the
carrier-phase FCBs δBi, rather than the pseudorange FCBs δbi, should be assimilated
into the clocks and all remaining FCBs are assimilated into the pseudorange residuals,
namely


e1i − λδb
1
i + λδB
1
i
...
emi − λδb
m
i + λδB
m
i
ε1i
...
εmi


=


u1i cI
1 0
...
...
...
umi cI
m 0
u1i cI
1 λI1
...
...
...
umi cI
m λIm




∆xi
∆ti +
λ
c
bi +
λ
c
δBi
∆Ni +Bi − bi

−


∆P 1i
...
∆Pmi
∆L1i
...
∆Lmi


(5)
Conversely, if it is δbi that are assimilated into the clocks, the resulting offsets δbi in
the carrier-phase measurements then have to be assimilated into the highly-weighted
carrier-phase residuals, consequently enlarging the weighted sum squares of residuals
more significantly than Equation 5. This again apagogically justifies the derivation of
Equation 5. Note that the unknowns in Equation 5 should be estimated using a network
of reference stations.
From Equation 5, we can derive that∆ti+
λ
c
bi+
λ
c
δBi are the estimated increments
for the a priori clocks, whereas ∆Ni+Bi−bi are the estimated float increments for the
a priori integer ambiguities. The clock estimates should be divided into the receiver
and satellite clocks by constraining a receiver clock to zero or the sum of a clock
ensemble to zero. Hence, the clock estimate for a specific satellite k can be written as
∆tk + λc b
k + λc δB
k. In practice, an unknown bias should be present in this satellite
clock estimate, but fortunately this bias is identical for all satellite clocks and can
be absorbed by the receiver clock in a single-receiver solution without impairing the
position estimate. Furthermore, we difference the ambiguity estimates between the k-th
and the first satellites and obtain ∆Nk,1i + b
k,1
−Bk,1 (k = 2, · · ·m). For convenience,
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7
we presume that bk,1 − Bk,1 is still fractional. After removing ∆Nk,1i by an integer
rounding, we finally obtain the FCB estimates for satellite pairs, namely bk,1 − Bk,1.
Note that we used to name these satellite-pair FCBs as uncalibrated hardware or phase
delays in previous publications (Geng et al. 2009, 2010a,b,c).
At a single receiver, the above satellite clock and satellite-pair FCB estimates are
applied to Equation 3 in order to achieve ambiguity-fixed position estimates. Note that
∆tk,1 in Equation 3 should be replaced by ∆tk,1+ λc b
k,1+ λc δB
k,1. As a result, δB˙ can
be removed from the parameter vector in Equation 3 because they have been corrected
by the satellite clocks, but b˙ has to be inserted because the satellite clocks introduce
additional errors of b˙, namely


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i λI
1
−λI1 λI1
...
...
...
...
u
m,1
i λI
m−1
−λIm−1 λIm−1




∆xi
b˙
B˙
∆N˙i

−


∆L
2,1
i + c∆t
2,1 + λb2,1 + λδB2,1
...
∆L
m,1
i + c∆t
m,1 + λbm,1 + λδBm,1


(6)
where b˙ =
[
b2,1, · · · bm,1
]T
. Furthermore, similar to Equation 4, Equation 6 actually
becomes


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i λI
1
...
...
u
m,1
i λI
m−1


[
∆xi
∆N˙i + b˙− B˙
]
−


∆L
2,1
i + c∆t
2,1 + λb2,1 + λδB2,1
...
∆L
m,1
i + c∆t
m,1 + λbm,1 + λδBm,1


(7)
From Equation 7, if the resulting float ambiguity estimate ∆Nk,1i + b
k,1
−Bk,1 is cor-
rected by the satellite-pair FCB bk,1−Bk,1, we can attempt to fix the resulting ∆Nk,1i
to an integer. If this integer resolution succeeds, the unknown parameters contain only
∆xi and hence we deduct the fixed ambiguities from the observed minus computed
measurements, namely


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i
...
u
m,1
i

 [∆xi ]−


∆L
2,1
i − λ∆N
2,1
i + c∆t
2,1 + λB2,1 + λδB2,1
...
∆L
m,1
i − λ∆N
m,1
i + c∆t
m,1 + λBm,1 + λδBm,1

 (8)
Equation 8 is then used to estimate the ambiguity-fixed ∆xi according to the theory of
least squares adjustment. Note that Equation 8 is actually for epoch-wise positioning,
but multi-epoch positioning can be easily derived by superimposing Equation 8.
2.2 Integer-recovery clock determination and ambiguity-fixed position estimates
In order to determine IRCs, we first have to identify the undifferenced ambiguities as
integers in a network solution. In Equation 2, if we successfully fix ∆Ni to integers,
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∆Ni can then be removed from the parameter vector and deducted from the observed
minus computed measurements, namely


e1i
...
emi
ε1i
...
εmi


=


u1i cI
1 λI1 λI1 0 0
...
...
...
...
...
...
umi cI
m λIm λIm 0 0
u1i cI
1 0 0 λI1 λI1
...
...
...
...
...
...
umi cI
m 0 0 λIm λIm




∆xi
∆ti
bi
δbi
Bi
δBi


−


∆P 1i
...
∆Pmi
∆L1i − λ∆N
1
i
...
∆Lmi − λ∆N
m
i


(9)
Then similar to Equation 5, the carrier-phase FCBs Bi+ δBi, rather than the pseudo-
range FCBs bi+ δbi, are assimilated into the clocks. The resulting offsets Bi+ δBi in
the pseudorange measurements have to be assimilated into the pseudorange residuals
together with bi + δbi. Hence, Equation 9 becomes


e1i − λb
1
i − λδb
1
i + λB
1
i + λδB
1
i
...
emi − λb
m
i − λδb
m
i + λB
m
i + λδB
m
i
ε1i
...
εmi


=


u1i cI
1
...
...
umi cI
m
u1i cI
1
...
...
umi cI
m



 ∆xi
∆ti +
λ
c
Bi +
λ
c
δBi


−


∆P 1i
...
∆Pmi
∆L1i − λ∆N
1
i
...
∆Lmi − λ∆N
m
i


(10)
Again, the unknowns in Equation 10 should be estimated using a network of reference
stations. Hence, IRCs are equal to ∆ti +
λ
c
Bi +
λ
c
δBi plus the a priori clocks. The
IRC for a specific satellite k can be written as ∆tk + λcB
k + λc δB
k.
At a single receiver, the above satellite IRCs are applied to Equation 3 in order to
achieve ambiguity-fixed position estimates. Note that ∆tk,1 in Equation 3 should be
replaced by ∆tk,1 + λcB
k,1 + λc δB
k,1. As a result, both B˙ and δB˙ are removed from
the parameter vector in Equation 3 because they have been corrected by the satellite
clocks, namely


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i λI
1
...
...
u
m,1
i λI
m−1


[
∆xi
∆N˙i
]
−


∆L
2,1
i + c∆t
2,1 + λB2,1 + λδB2,1
...
∆L
m,1
i + c∆t
m,1 + λBm,1 + λδBm,1

 (11)
Then, if ∆N˙i can be successfully fixed to integers, they can be deducted from the
observed minus computed measurements and Equation 11 becomes


ε
2,1
i
...
ε
m,1
i

 =


u
2,1
i
...
u
m,1
i

 [∆xi ]−


∆L
2,1
i − λ∆N
2,1
i + c∆t
2,1 + λB2,1 + λδB2,1
...
∆L
m,1
i − λ∆N
m,1
i + c∆t
m,1 + λBm,1 + λδBm,1

 (12)
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2.3 Remarks on the equivalence of ambiguity-fixed position estimates
By contrasting Equation 8 and 12, we can find that their design matrices and observed
minus computed measurements are exactly the same, which demonstrates that the
resulting estimates for ∆xi from the FCB-based and IRC-based methods should also
be identical. This equivalence implies that a systematic difference between the ∆xi
estimates in practice, if existing, should not be caused by the differences of the two
methods themselves. Ideally, the difference between the actual ∆xi estimates should be
minimal and random in nature. Additionally, in terms of Equation 1, ∆xi also contains
ZTD. Hence, identical ZTD estimates can also be achieved using these two methods.
Note that this theoretical equivalence is derived from Equation 2, namely the linearized
measurement equation, thereby implying that identical models should be employed to
reduce the raw measurements in order to achieve identical ∆xi estimates.
Neverheless, this equivalence is largely based on our assumption that only the
hardware-dependent FCBs are assimilated into the clock and undifferenced ambiguity
estimates, which is not true in practice. Ge et al. (2008) illustrated that satellite-pair
FCB estimates change temporally and spatially, and the fluctuation magnitude can
reach up to 0.4 cycles, showing that these FCB estimates are contaminated by un-
known temporally- and spatially-correlated errors, such as the inaccurate modeling
of tropospheric delays. This explains why FCB estimates are not constant values in
practice. Likewise, actual IRC estimates are likely to absorb not only the hardware-
dependent FCBs, but also some unknown common errors among a network of stations.
We stress that these unknown redundant errors are not hardware-dependent, and thus
they are likely to change under different distributions of reference stations. In the
following sections, “FCB estimates” thus also contain these redundant errors.
Furthermore, from the observed minus computed measurementes in Equation 8 and
12, ∆tk,1 + λcB
k,1 + λc δB
k,1 (k = 2, · · ·m) can actually be taken as the satellite clock
that can assist retrieving integer ambiguities. In the FCB-based method, this clock
is finally achieved by combining the satellite clock estimate and the FCB estimate.
Comparatively, this clock is exactly the IRC in the IRC-based method. This difference
is attributed to the different strategies of separating FCBs from integer ambiguities in
these two methods. Specifically, this separation is performed at the ambiguity-estimate
level in the FCB-based method, whereas at the measurement-modeling level in the IRC-
based method. As a result, the composition of redundant errors can be significantly
different between the actual IRC estimates and the actual FCB estimates plus their
corresponding satellite clock estimates, finally leading to different ∆xi estimates.
3 Data processing
One year of daily GPS data at about 350 globally-distributed reference stations from
the IGS (International GNSS Service) permanent network in 2008 were used (Dow et al.
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2009). We removed those data files covering less than 6 h of measurements. Moreover,
CODE (Center for Orbit Determination in Europe) final satellite orbits, 30-s satellite
clocks, Earth rotation parameters (ERPs) and P1-C1 differential code biases were used
(Dach et al. 2009). We note that using CODE satellite products, rather than IGS ones,
is to avoid the possible inhomogeneities of the IGS final products which can degrade
the positioning quality of PPP (Teferle et al. 2007).
For data modeling, we applied the absolute phase centers (Schmid et al. 2007), the
phase-wind up effects (Wu et al. 1993) and the station displacement models proposed
by IERS conventions 2003 (McCarthy and Petit 2004). A cut-off angle of 7◦ was set
for usable measurements and an elevation-dependent weighting strategy was applied
to measurements at low elevations. Moreover, we estimated ZTDs every 1 h by apply-
ing the global pressure/temperature model and the global mapping function (Kouba
2009), while horizontal tropospheric gradients every 12 h (Bar-Sever et al. 1998). An
improved version of PANDA (Positioning And Navigation Data Analyst) software was
used (Shi et al. 2008).
In the following, we used both the FCB-based and IRC-based methods to process
these data. We first obtained ambiguity-float daily position estimates by fixing the
CODE products. To keep consistency between the CODE products and the PANDA
software, we re-estimated the satellite clocks in the FCB-based method by fixing the
satellite orbits, the ERPs and the CODE-based ambiguity-float positions. These new
satellite clocks were then fixed along with the satellite orbits and the ERPs to estimate
the 15-minute mean narrow-lane FCBs using a global network of about 180 stations,
most of which located in Europe and North America. Note that double-difference am-
biguity resolution was applied to obtain highly accurate satellite-pair FCB estimates
(Ge et al. 2005, 2006). Finally, these FCB estimates were used at all 350 stations to fix
ambiguities between satellites to integers. On the other hand, in the IRC-based method,
the positions of the above 180 stations were fixed to the CODE-based ambiguity-float
estimates in order to keep consistency between the reference frames of the FCB-based
and IRC-based methods. Based on this, we estimated the IRCs after fixing ambiguities
to integers. Finally, these IRC estimates were used at all 350 stations to perform in-
teger ambiguity resolution. Note that integer resolutions were based on the sequential
bias-fixing strategy by Ge et al. (2005) under a round-off criterion of 0.2 cycles.
4 Results and discussion
In this section, we present how the FCB-based and IRC-based methods agree in the
ambiguity-fixed daily positioning results, including the estimates, the repeatabilities
and the RMS statistics against the IGS weekly solutions.
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4.1 Position differences
Assessing the differences between the position estimates can directly illustrate to what
extent these two methods agree in their positioning results. For each station, we com-
puted ambiguity-fixed position differences between these two methods over one year,
and removed outliers by a threshold of five times the standard deviations. Finally,
less than 0.1% of daily estimates were removed. The RMS statistics of all position
differences for all stations are only 1.3, 0.8 and 2.0 mm for the East, North and Up
components, respectively. These statistics are well below the formal precisions of 1.8–
2.0 mm for the horizontal components and 5.0 mm for the vertical component which
were reported on the IGS weekly solutions (Altamimi and Collilieux 2009), implying
that the position differences are actually minimal. Furthermore, Figure 1 shows the
magnitude distribution of more than 100,000 position differences for all stations on all
days. The biases are only 0.2, 0.1 and 0.0 mm, whereas the standard deviations are
1.3, 0.8 and 2.0 mm for the East, North and Up components, respectively. Hence, the
systematic biases between the daily position estimates of these two methods are actu-
ally minimal, or even negligible. Additionally, about 94.7% in the East, 94.7% in the
North and 95.2% in the Up components of all deviations in Figure 1 are within twice
the standard deviations. Therefore, these overall good agreements verify the theoretical
equivalence of the ambiguity-fixed position estimates derived from these two methods.
Nonetheless, large position differences are still present at some stations. For in-
stance, the absolute differences can be up to 10 mm for the East, 6 mm for the North
and 20 mm for the Up components. Moreover, 1.2% in the East, 1.1% in the North
and 1.1% in the Up components of all differences exceed triple the standard deviations
as shown in Figure 1. Those stations with large position differences usually locate at
oceanic islands like Hawaii and Tahiti. Hence, we show the RMS statistics of the po-
sition differences over one year for the East component at each station using color
scales on a global map (Figure 2). We can see that, in Europe and North America
with relatively-dense networks of reference stations, the RMS statistics are well be-
low 1.5 mm, whereas in oceanic areas and Africa with very sparse networks, the RMS
statistics are usually over 2.0 mm. This geographical-distribution pattern can also be
observed for the North and Up components (not shown here). This finding can be at-
tributed to two aspects. On the one hand, the FCBs cannot be precisely determined or
assimilated into clocks over a sparse network because the spatial correlation of errors
among the reference stations is very weak. In this case, the difference of separating
FCBs from integer ambiguities may amplify the position differences between these two
methods. On the other hand, compared with the epoch-wise IRCs, 15-minute mean
estimates may lead to degraded accuracies of FCBs.
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4.2 Position repeatability
Position repeatability can quantitatively reflect the intrinsic positioning quality of these
two methods. We generated the position repeatability by deducting a linear model from
each station-specific positions over one year and then computing the RMS statistics
of the resulting residuals. Outlier rejection was performed by a threshold of five times
the standard deviations. Overall, the mean repeatability of all stations is 2.4, 2.2 and
7.7 mm for the FCB-based method, whereas 2.2, 2.3 and 7.6 mm for the IRC-based
method for the East, North and Up components, respectively. Hence, the repeatability
differences are within only 0.2 mm for all three components which is minimal compared
with the repeatability statistics themselves, verifying the theoretical equivalence of the
ambiguity-fixed position estimates derived from these two methods.
Nonetheless, these two methods perform geographically differently for the East
repeatability. Figure 3 exhibits the East repeatability of the FCB-based method mi-
nus that of the IRC-based method for all stations. Hence, positive values in Figure
3 mean that the IRC-based method outperforms the FCB-based method. We can see
that the FCB-based method performs relatively better in Europe, whereas the IRC-
based method performs better in oceanic areas like the Pacific and the Indian Ocean.
Considering the same models used in both methods, we can attribute this geography-
related performance to the reference network density which affects the performance of
separating the FCBs from integer ambiguities. In other words, the FCB-based method
performs better over a relatively dense network whereas the IRC-based method per-
forms better over a sparse network. However, the IRC-based method can usually per-
form better by over 0.5 mm, whereas the FCB-based method performs better by less
than 0.5 mm, explaining why the IRC-based method overall slightly outperforms the
FCB-based method for the East repeatability.
Of particular note, the geographical-distribution pattern of the repeatability dif-
ferences cannot be observed for the North and Up components (not shown here). Nor-
mally, the positioning qualities of the North and Up components are less affected by
the integer ambiguity resolution than that of the East component (e.g. Blewitt 1989;
Ge et al. 2008), which might explain why we cannot easily observe similar geographical
distributions for the North and Up components.
4.3 Comparison with the IGS weekly solutions
In this study, we compared our daily position estimates with the IGS weekly solutions
through a 7-parameter Helmert transformation. We removed those position estimates
of which the transformed residuals are larger than 15 mm for the horizontal, 30 mm
for the vertical components, or five times the standard deviations. RMS statistics of
the transformed residuals are used to quantitatively assess the extrinsic positioning
quality. Table 1 shows the mean RMS statistics of all days for the ambiguity-float and
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ambiguity-fixed solutions. In this table, integer ambiguity resolution with the FCB-
based method significantly improves the RMS statistics from 3.4, 2.2 and 6.2 mm to
2.0, 2.1 and 5.9 mm for the East, North and Up components, respectively, thereby
confirming the results reported by Ge et al. (2008). Likewise, integer ambiguity res-
olution with the IRC-based method improves the RMS statistics from 3.5, 2.3 and
6.3 mm to 1.9, 2.1 and 5.8 mm. Hence, the RMS difference for the ambiguity-fixed
position estimates is within only 0.1 mm for each component which is negligible com-
pared with the RMS statistics themselves, again verifying the theoretical equivalence
of the ambiguity-fixed position estimates derived from these two methods.
Nonetheless, the IRC-based method performs slightly better for the East compo-
nent. Figure 4 shows the daily RMS statistics for the East component of the ambiguity-
fixed position estimates. Although the RMS statistics of the two methods are close, it is
still discernable that the IRC-based statistics are slightly smaller than the FCB-based
statistics on most days. Furthermore, we computed the RMS statistics of the trans-
formed ambiguity-fixed residuals over all days at each station. Figure 5 exhibits the
East RMS statistics of the FCB-based method minus those of the IRC-based method
for each station. We can see that the FCB-based method performs relatively better in
Europe and North America, whereas the IRC-based method performs better in oceanic
areas and Africa. However, the IRC-based method can usually perform better by up
to 1.4 mm, whereas the FCB-based method performs better by less than 0.7 mm.
Hence, the IRC-based method overall slightly outperforms the FCB-based method in
the East RMS against the IGS weekly solutions. Additionally, similar to Figure 3, this
geographical-distribution pattern cannot be observed for the North and Up components
(not shown here).
5 Conclusions and suggestions
In this study, we theoretically prove the equivalence between the ambiguity-fixed posi-
tion estimates derived from the two methods. The FCBs are divided into time-invariant
and time-dependent parts. In this manner, we can rigorously model the FCBs, and
rigorously derive their impacts on clocks and undifferenced integer ambiguities. Fur-
thermore, we combine these FCBs with clocks and ambiguities under the constraint
of minimizing the weighted sum squares of residuals to derive what the FCB and IRC
estimates theoretically contain. Finally, by applying these FCB and IRC estimates, we
theoretically achieve identical ambiguity-fixed position estimates for these two methods
in a single-receiver solution.
In order to verify this equivalence, we compute ambiguity-fixed daily position esti-
mates using both methods with the data from a global network of about 350 reference
stations in 2008. The biases between all position estimates are only 0.2, 0.1 and 0.0 mm,
whereas the standard deviations of all position differences are only 1.3, 0.8 and 2.0 mm
for the East, North and Up components, respectively. Moreover, the differences of po-
sition repeatabilities are within only 0.2 mm on average for all three components. The
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RMS of the position estimates minus those from the IGS weekly solutions for the FCB-
based method differs by below 0.1 mm on average for each component from that for the
IRC-based method. Hence, the systematic biases between the daily position estimates
are actually minimal, or even negligible, and the closeness of the position estimates,
repeatabilities and RMS statistics against the IGS weekly solutions overall verify the
equivalence of the ambiguity-fixed position estimates derived from the FCB-based and
IRC-based methods.
Nonetheless, the different strategies of separating the FCBs from integer ambigu-
ities in these two methods lead to the geographical-distribution patterns of their po-
sitioning discrepancy. For instance, for the East component, the station-specific RMS
statistics of the position differences are well below 1.5 mm in Europe and North Amer-
ica with relatively-dense networks, whereas usually over 2.0 mm in oceanic areas and
Africa with very sparse networks. Moreover, in terms of the East position repeatability
and the East RMS statistics against the IGS weekly solutions, the FCB-based method
performs slightly better over dense networks, whereas the IRC-based method performs
a little better over sparse networks. However, the IRC-based method overall slightly
outperforms the FCB-based method for the East component.
Finally, we propose that these two methods should be used in terms of different
task constraints. The FCB-based method can conveniently supplement current network
solutions as an additional software module, and its FCB determination is compatible
with current official clock-generation methods. By contrast, the IRC-based method
employs IRCs which are incompatible with current clock products. However, using
IRCs is straightforward for the integer ambiguity resolution at a single receiver and
the IRC-based method can potentially perform slightly better in practice.
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Appendix
In general, the GPS pseudorange and carrier-phase measurements on frequency g (g = 1, 2)
for a station-satellite pair are


Pg = ρ+
κ
f2g
+ λgbg + λgδbg
Lg = ρ−
κ
f2g
+ λgBg + λgδBg + λgNg
(13)
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where ρ denotes the non-dispersive delay (Ge et al. 2008); λg denotes the wavelength;
κ
f2g
denotes the first-order ionospheric delay; residual measurement errors are ignored and other
notations refer to Equation 1.
By forming the Melbourne-Wu¨bbena combination observable using the pseudorange and
carrier-phase observables on both frequencies, we can derive the wide-lane ambiguity as
N1 −N2 =
Lmw
λw
− B1 +B2 − δB1 + δB2 +
λn
λw
(b1 + b2 + δb1 + δb2) (14)
where Lmw denotes the Melbourne-Wu¨bbena combination measurement in the unit of length;
λw and λn denote the wide-lane and narrow-lane wavelengths, respectively.
Furthermore, by forming the ionosphere-free carrier-phase observable, we can obtain its
ambiguity term plus the FCBs as
λ3B3 + λ3δB3 + λ3N3 =
λ1f21
f2
1
− f2
2
(B1 + δB1 +N1)−
λ2f22
f2
1
− f2
2
(B2 + δB2 +N2) (15)
where the subscript “3” is for the ionosphere-free observable, and λ3, B3, δB3 and N3 are
unknown. Substituting N2 in Equation 15 using Equation 14, we can obtain
λ3B3+λ3δB3+λ3N3 =
λ1f21
f2
1
− f2
2
(B1+δB1+N1)−
λ2f22
f2
1
− f2
2
(
N1 −
Lmw
λw
+B1 + δB1 −
λn
λw
(b1 + b2 + δb1 + δb2)
)
(16)
Reformulating Equation 16, we obtain
λ3B3+λ3δB3+λ3N3 = λn
(
B1 +
f2
f1 + f2
(b1 + b2)
)
+λn
(
δB1 +
f2
f1 + f2
(δb1 + δb2)
)
+λnN1+
f2Lmw
f1 + f2
(17)
The last term on the right side should be deducted from the corresponding ionosphere-free
carrier-phase measurement and thus disappears from Equation 17. Hence, we can assign


B3 = B1 +
f2
f1 + f2
(b1 + b2)
δB3 = δB1 +
f2
f1 + f2
(δb1 + δb2)
N3 = N1
(18)
with λ3 = λn. In this way, we can thus introduce an integer narrow-lane ambiguity into
Equation 1.
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Table 1 Mean RMS statistics of residuals of the daily ambiguity-float and ambiguity-fixed
position estimates against the IGS weekly solutions in 2008
Methods
Ambiguity-float solutions (mm) Ambiguity-fixed solutions (mm)
East North Up East North Up
FCB-based 3.4 2.2 6.2 2.0 2.1 5.9
IRC-based 3.5 2.3 6.3 1.9 2.1 5.8
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