The article presents a hardware-software sys- 
Introduction
Automatic people counting is a very important feature in many real-time surveillance and commercial vision systems. In security applications keeping track of the number of people in a particular area (e.g. stadium, auditorium, tourist facility and others) allows to prevent excessive gatherings (larger than permitted by regulations or safety rules). It is also crucial in case of emergency evacuation because it allows to check if all persons have left the danger zone. Moreover, the information about the number of people in a particular area is an important component of crowd modelling and crowd flow estimation techniques [12] . Such system can be also used in intelligent buildings [10] .
Counting people is also very relevant in commercial systems. Such information, together with other data (e.g. about sales), allows to compute the ratio of buyers to all visitors (so called conversion rate). This parameter is very well reflecting the effectiveness of marketing actions. Besides, such statistics helps to manage staff shifts, breaks, cleaning times and opening hours. In more advanced scenarios, people counting systems enable queue management and customer tracking which allows to gather information about their behaviour. Furthermore, many nonprofit organizations have to count the number of visitors to obtain the public funds.
Automatic people counting can be realized in many different ways. In some cases a mechanical infrastructure such as turnstiles can be used (e.g. at football stadiums or swimming pools) but the main disadvantage of using them is the disruption of crowd flow. Other approaches use infrared sensors (transmitter and receiver) or motion detectors mounted on opposite sides of the counting gate.
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Such systems can work correctly only if a single person is allowed to enter the gate at a given moment. However, they are not able to distinguish between people and other objects such as shopping carts or luggage. The third option is a vision based system. Single camera, stereovision or thermovision configurations can be used.
In this work a stereovision based system is presented.
In Chapter 2 previous researches and commercially available people counting systems are briefly presented. In Chapter 3 algorithms such as disparity map calculation, segmentation, tracking and counting are described. In 
Vision based people counting systems
A vision based people counting systems can be realized with two camera setups. In the first one, a typical surveillance camera view is used, in which the optical axis only slightly differs from horizontal. In such setup, objects can occlude one another, which is why this view is used for estimation of crowd size rather than exact people counting.
The second approach uses cameras mounted directly above the scene with a vertical optical axis. This setup almost eliminates the occlusion problem and allows to obtain quite reliable data. The systems mentioned below, as well as the method described in this paper belong to the second group. In the paper [1] a people counting system which uses a single camera is presented. The image processing consists of the following steps: block-wise background subtraction, k-means clustering to segment single persons and tracking between consecutive frames. The proposed approach runs on a high-end PC and is able to process 12 frames per second and achieves a very low error rate.
A DSP based people counting system which uses stereovison and so-called space time images is described in [9] .
The system achieves real-time performance and an error rate of 4%.
In the work [3] an ultra low-power wireless camera network node for people counting is presented. A simple object detection using contrast thresholding and a Dijkstrabased counting algorithm are used. The processing is realized on an FPGA device. The approach has a reasonable low error rate and consumes only 5 mW.
A FPGA head detection system for people tracking and counting is presented in [2] . The hardware processing in- The implementation of the following algorithms was required to realize the system:
• disparity map calculation (depth computation using stereo images),
• head segmentation on the disparity maps,
• head tracking and people flow counting.
Disparity map computation
The choice of the disparity map computation method was based on an extensive evaluation of several algorithms:
SAD (Sum of Absolute Differences) [7] , ZSAD (Zero Mean SAD) and Census transform [6] . The Middlebury dataset was used [11] (it is available on-line http:
//vision.middlebury.edu/stereo/). The obtained results revealed that the best methods were SAD i ZSAD (similar performance) used on greyscale images. Furthermore, median filtering with a rather large context (11×11) of the disparity map turned out to improve the results essentially.
Finally, it was decided to use the SAD method, because it requires significantly less logical resources than ZSAD.
where: I 
Head region segmentation
Analysis of previous works as well as authors experience in designing vision algorithms indicated that the key factor for system robustness is the quality of moving object segmentation. This is why the camera was positioned This fact, together with large noise present in disparity maps, is making the segmentation difficult. This is why, the multi-threshold binarization together with top-down searching and extracted object shape analysis is used in order to achieve high accuracy and reliability. For each binarization threshold, the following operations are executed:
• binarization with a given threshold,
• binary image filtering (morphological opening, closing, removing segments with area smaller than a given threshold),
• connected components labelling and assignment of IDs from previous iterations (top-down searching) or new ID assignment (for newly detected objects),
• object shape analysis -search for circular shapes (possible heads),
• objects selection for the final binary image.
The proposed top-down searching is based on object intersection on each consecutive binarization level. An example is presented in Fig. 3 . The brightest colour is marking the binarization result with threshold of 24, darker colours are corresponding to lower thresholds, down to the value of 15. In each iteration the intersection of regions from current and previous binarization step is computed. Three different cases are analysed: if the object is new -a new ID is assigned, if the object is intersecting with exactly one object from the previous iterationthe previous ID is assigned, if the object is intersecting with more than one objects from the previous iterationa collision occurred so a new ID is assigned. The last situation is not relevant for the head detection method, because a collisions means that the binarizationn threshold is too low (e.g. occurs when two persons are shoulder to shoulder).
Shape analysis is the second element of the algorithm.
At the current state of research, the assumption was made 
Head tracking and counting
In order to count people the following approach is adopted. Two zones are defined, entrance (IN) and exit (OUT) (compare with Fig. 1 ). The movement of objects within the scene is tracked. In case when an object appears in the entrance or exit zone the time of this event is recorded. If the object leaves the area of analysis, the relationship of entry (T in ) and exit (T out ) times is computed:
• T in > T out -entry event is counted,
Every other sequence of events means that the object entered one zone but moved back and should not be counted.
Tracking objects from frame to frame is based on simple analysis of object dimensions and position in time. In the first step, the object's bounding box is computed and in the next, the ratio of its intersection with the previously detected objects is checked. If it is larger than 50 %, the previous object's ID is assigned to current one (and auxiliary parameters are copied) otherwise a new object is created. The designed hardware-software system
The algorithms described in the previous section were implemented in a hardware-software system. The disparity maps were computed using an FPGA base accelerator, as this operation is very computational intensive and difficult to realise in real-time on a PC (in particular for higher image resolutions and larger maximal disparity values). Head segmentation and tracking were implemented in software, as they are rather sequential and easier to realise on a general purpose processor.
A detailed block scheme is presented in Fig. 7 .
Hardware computation of disparity maps
The scheme of the hardware system is presented in Fig. 6 . It is mostly because its simplicity and fast, low latency packet delivering capabilities. A detailed description of the module can be found in [4] .
The following communication scheme was proposed.
The PC is sending a request UDP frame to FPGA board, which carries information about size and number of video frames to be delivered. Upon receiving such a request, the system transmits the video frames to the PC. For now, only a point to point transmission model is supported (no relay nodes can be used) and the FPGA card has to be connected directly to the PC. In the future more sophisticated protocol will be used to allow data streaming through typical Etherent infrastructure.
Software data processing
Receiving disparity frames from the FPGA, as well as top down segmentation (section 3.2) and tracking (section 3.3) algorithms were implemented in C++ using the OpenCV [8] image processing library. The system enables real-time performance for a low-resolution input image. In the future, the multi-thresholding operation will be moved to the FPGA. This should allow to process high resolution video stream.
System tests and evaluation
In order to verify the proposed system a test setup presented in Fig. 1 The relationship between the real height of a head model and corresponding disparity value is presented in Fig. 9 . Analysis of the results indicates that the system is able to roughly measure the height of counted people.
For height values greater than 177 cm one disparity level corresponds to 5 cm. In order to obtain higher resolution, a different 3D source should be used. In particularly one with grater distance between the optical axes. To further increase the robustness, an improved disparity map calculation module should be used.
In future work we are planning to introduce some modifications to the proposed system. The augmentation of the 3D system with 2D image data should be beneficial to resolve ambiguous situations. Furthermore, some parts of the computations will be moved from software to hardware. The final system is intended to be implemented in a Zynq device (two-core ARM processor with reprogrammable logic in a single chip). Moreover, to improve the algorithm accuracy, addition of more sophisticated shape descriptors in the segmentation module and object position prediction in the tracking module is planned. Also the use of a 3D camera with a different distance between optical axes would be advisable.
The obtained results prove that thanks to the fusion of the high pararelization available in FPGA devices and flexibility of vision algorithms designing in PC (advanced segmentation and tracking) it is possible to create a hardware-software people counting system and many other advanced vision systems, which can be used for automatic video surveillance tasks.
