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Abstract
Aggregation operators model various operations
on fuzzy sets, such as conjunction, disjunction
and averaging. Recently double aggregation op-
erators have been introduced; they model multi-
step aggregation process. The choice of aggrega-
tion operators depends on the particular problem,
and can be done by fitting the operator to empir-
ical data. We examine fitting general aggregation
operators by using a new method of monotone
Lipschitz smoothing. We study various boundary
conditions and constraints which determine spe-
cific types of aggregation.
Keywords: Aggregation operators, Empirical
fit, Monotone approximation.
1 Introduction
Aggregation operators model various fuzzy logic
operations, such as conjunction, disjunction, av-
eraging, as well as their combinations. Many fam-
ilies of aggregation operators, such as triangular
norms and conorms, uninorms, ordered weighted
averaging (OWA), generalized means and many
others have been extensively studied in fuzzy
sets literature, see [1, 2]. Frequently this exten-
sive range is not sufficient for applications, and
new types of aggregation operators are developed.
One recent example is that of double aggregation
operators, that model two-step aggregation pro-
cedures [3]. In this process some membership val-
ues (arguments) are combined using one operator,
other arguments are combined using a different
operator, and at the second stage the outcomes
are combined with a third operator. These opera-
tors can model the following logical constructions
If (A AND B AND C) OR (D AND E) then
for example, by using two triangular norms for
AND and a triangular conorm forOR. There are
also possible generalizations for multistep aggre-
gation processes (see Remark 1 in [3]), but these
are beyond the scope of this paper.
On the other hand, given such a variety of aggre-
gation operators, the choice of a particular oper-
ator for a particular application is complicated.
The method of empirical fit was introduced by
Zimmermann and Zysno [4]; it involves fitting
the parameters of an aggregation operator to em-
pirical data, as to approximate these data best.
More recently, Filev and Yager [5] considered the
problem of fitting OWA operators to the data,
Dyckhoff and Pedrycz [6] considered this prob-
lem for generalized means, and Beliakov presented
methods applicable to general aggregation opera-
tors, associative operators, OWA and generalized
means [7, 8, 9].
One should be aware that aggregation operators
are special functions, and they require specially
tailored regression techniques to be fitted to the
data. In this paper we examine fitting general
aggregation operators, which is the most broad
and flexible class of aggregation operators. We
shall use the method of optimal Lipschitz inter-
polation and smoothing, recently applied to ag-
gregation operators in [10]. We shall concentrate
on various types of inequality constraints one can
impose on the aggregation operator, and on how
these constraints translate into the properties of
operators.
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2 Problem formulation
We define a general aggregation operator as an n-
variate monotone increasing function f : [0, 1]n →
[0, 1], satisfying f(0) = 0, f(1) = 1. Note that in
[2], the term ”general” aggregation operator refers
to a family of n−variate operators, n = 2, 3, . . ..
Here we study one operator from such a family of
a fixed dimension n. Methods of identification of
the whole family are presented in [9, 11].
Monotonicity of aggregation operators is seman-
tically important, and must be preserved during
the fitting process. Besides monotonicity, there
could be other restrictions, such as commutativ-
ity, idempotency, or disjunctive/conjunctive be-
haviour. Moreover these restrictions sometimes
apply only on parts of the domain (e.g., uninorms
and nullnorms change disjunctive behaviour to
conjunctive within their domain). These re-
strictions usually come from the domain-specific
knowledge and specific problem requirements.
Our goal is to translate these restrictions to the
constraints that could be incorporated into the
fitting process, so that to obtain operators with
exactly the required properties.
Consider the problem of fitting a general aggre-
gation operator f to empirical data in the form
D = {(xk1, xk2, . . . , xkn), yk}, k = 1, 2, . . . ,K. (1)
There are K observations, and the k-th observa-
tion has n observed arguments and the observed
aggregated value yk. Such observations may come
from an experiment, such as in [4], or be the de-
sired output of a fuzzy system in response to given
vector of arguments. We are after a monotone in-
creasing function f , such that
f(xk1, x
k
2, . . . , x
k
n) ≈ yk, k = 1, 2, . . . ,K. (2)
For general aggregation operators, one approach
is to use monotone tensor product splines, which
is described in [7]. However, because of the curse
of dimensionality, tensor product schemata are
applicable only to small n, as the number of basis
functions (and coefficients to compute) grows as
an exponent of n.
The empirical data has the following properties:
a) the data are scattered; b) the observed val-
ues may contain errors; c) the data may not be
monotone. The two latter properties require a
smoothing process, as to make it compatible with
the desired class of functions. We later show how
this can be done by using linear or quadratic pro-
gramming techniques.
3 Lipschitz approximation
Suppose that we have the data set D (possibly
smoothened) which we want to interpolate, and
the requirement that the interpolating function
be monotone and Lipschitz continuous, with Lip-
schitz constantM . We remind that Lipschitz con-
tinuity is expressed as
∃M : ∀x, z, |f(x)− f(z)| ≤M ||x− z||,
the smallest such constant is called the Lipschitz
constant of f and is denoted by L(f). We are
interested in the following classes of functions
Lip(M) = {f : L(f) ≤M} and
Mon = {f : x ¹ z ⇒ f(x) ≤ f(z)},
where x ¹ z means ∀i ∈ {1, . . . , n} : xi ≤ zi.
The condition f ∈ Lip(M) ∩ Mon restricts the
values of f to the following bounds
H lower(x) ≤ f(x) ≤ Hupper(x),
Hupper(x) = min
k
{yk +M ||(x− xk)+||},
H lower(x) = max
k
{yk −M ||(xk − x)+||},(3)
where (t)+ = max{t, 0}, which is applied compo-
nentwise for vectors. The optimal interpolant is
the one which minimizes the error of approxima-
tion in the worst case scenario; it is given as
g(x) =
1
2
(Hupper(x) +H lower(x)). (4)
Note that Hupper, H lower, g ∈ Lip(M) ∩Mon.
The existence of the optimal interpolant, as well
as the existence of any interpolant from Lip(M)∩
Mon, depends on whether the data is consistent
with both monotonicity and the Lipschitz condi-
tion. One can prove that it is consistent if and
only if the following inequalities hold
∀i, j ∈ {1, . . . ,K} : yi−yj ≤M ||(xi−xj)+||. (5)
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Because of inaccuracies in the data, it may be
inconsistent with the class Lip(M)∩Mon, and in
this case it needs to be smoothened. Let y˜k denote
the smoothened data, compatible with the desired
class, and rk = y˜k−yk denote the residuals. Then
we can smooth the data by minimizing the norm
of the residuals, by solving
min
∑K
k=1 |rk|p,
s.t. ri − rj ≤ yj − yi +M ||(xi − xj)+||. (6)
If we choose p = 2, we minimize the least squares
criterion, subject to the linear constraints, which
is a standard quadratic programming problem.
For p = 1 we obtain the least absolute deviation
problem, frequently used in robust regression, as
it is less sensitive to outliers. In this case by split-
ting rk into positive and negative parts, and using
rk = rk+−rk−, |rk| = rk++rk−, rk+, rk− ≥ 0 we trans-
form (6) into a linear programming problem.
Thus the process of monotone Lipschitz smooth-
ing consists of two steps. First one solves prob-
lem (6) for rk by using quadratic or linear pro-
gramming techniques. Then, once the data is
smoothened, the function g ∈ Lip(M) ∩ Mon
which approximates the data best is computed
from (3),(4), where yk are substituted with y˜k.
4 Fitting general aggregation
operators
To fit a general aggregation operator to noiseless
data one proceeds as follows. Firstly one needs
to identify the Lipschitz constant M of the oper-
ator, i.e., to specify the class Lip(M). This can
be done using background information about the
problem and specific practical requirements. If no
such information is available, one can determine
the smallest class Lip(M) still consistent with the
data set D, by choosing
M = inf{C > 0 : yi − yj ≤ C||(xi − xj)+||}.
This is done by direct computation.
To guarantee f(0) = 0, f(1) = 1, we add these
equations in the form of interpolation conditions,
i.e., by augmenting the data set D with these two
data. Then Eqs. (3),(4) yield the optimal aggre-
gation operator from Lip(M)∩Mon, which inter-
polates the data best in the worst case scenario.
For noisy data, we also have to identify the class
Lip(M). This can be done by using problem
specific information, or calculated automatically
from the data. The latter method requires ei-
ther data splitting or cross-validation techniques,
which we will not discuss here. Then we add
f(0) = 0, f(1) = 1 as the additional interpola-
tion conditions. We solve problem (6) to obtain
the smoothened data y˜k (the additional interpo-
lation conditions are added to the set of linear
constraints). Then Eqs. (3),(4) yield the optimal
interpolant, with yk substituted with y˜k.
These approximation processes are also followed
in the case of special classes of operators, but with
a number of additional constraints, as described
below. The new constraints can be incorporated
in several ways: as linear constraints in (6), as
modifications of (3), or implicitly as extra interpo-
lation conditions. In each case we aim at choosing
the most simple method.
5 Special classes of operators
In this section we consider four types of aggrega-
tion operators: disjunctive, conjunctive and av-
eraging operators, as well as commutative opera-
tors. A conjunctive aggregation operator models
fuzzy AND and is associated with the restriction
f(t, 1) ≤ t. The typical representatives are trian-
gular norms. A disjunctive operator models fuzzy
OR, and is associated with f(t, 0) ≥ t. The typi-
cal representatives are triangular conorms. When
the equalities hold, we talk about the neutral el-
ement e ∈ [0, 1] : ∀t ∈ [0, 1], f(t, e) = t, which is
1 in the first case and 0 in the second. The neu-
tral element e also plays a similar role in bi-polar
aggregation operators.
In vector form (for n > 2; we do not assume as-
sociativity here), the above conditions are writ-
ten as ∀i ∈ {1, . . . , n} : f(e(t, i)) = t, where
e(t, i) = (e, . . . , e, t, e, . . . , e) and t is in the i-th
position. Averaging operators are associated with
the idempotency f(t, t, . . . , t) = t.
It is not difficult to see that the above properties,
together with the monotonicity translate into the
following restrictions on the whole domain.
• Conjunctive behavior implies f ≤ min.
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• Disjunctive behavior implies f ≥ max.
• Idempotency implies min ≤ f ≤ max.
Thus if the aggregation operator is supposed
to have conjunctive behaviour, we change both
bounds (3) into
Hupperconj (x) = min{Hupper(x),min(x)}
H lowerconj (x) = min{H lower(x),min(x)}, (7)
where min(x) = min{x1, x2, . . . , xn}. The other
cases are dealt with similarly, and (4) applies.
If one needs to obtain the actual equality
f(e(t, i)) = t, then the following extra bounds
are required
∀i ∈ {1, . . . , n},∀t ∈ [0, 1], ∀z ∈ [0, 1]n, zi = t :
Bli(z) ≤ f(z) ≤ Bui (z), (8)
Bli(z) = t−M ||e(t, i)− z||,
Bui (z) = t+M ||e(t, i)− z||.
These bounds directly follow from the Lipschitz
condition, and are added to (9).
Consider now the case of an aggregation operator
whose behaviour changes inside its domain. Uni-
norms and nullnorms are typical representatives
of this class of operators. Consider first the case
of the neutral element 0 < e < 1, as in uninorms.
Then we have conjunctive behaviour on [0, e]n,
disjunctive behaviour on [e, 1]n, and unrestricted
on the rest of the domain.
We immediately have ∀x ∈ [0, e]n : f(x) ≤
min(x), ∀x ∈ [e, 1]n : f(x) ≥ max(x). Further, we
also need conditions (8). We incorporate them as
Huppermix (x) = min{Hupper(x), Bu(x)}
H lowermix (x) = max{H lower(x), Bl(x)}}, (9)
where
Bu(x) = min{min
i
{Bui (x)},min
[0,e]
(x)},
Bl(x) = max{max
i
{Bli(x)},max
[e,1]
(x)},
min
[0,e]
(x) = min
i
(xi) if x ∈ [0, e]n, 1 otherwise,
max
[e,1]
(x) = max
i
(xi) if x ∈ [e, 1]n, 0 otherwise.
An aggregation operator is said to have an
annihilator a ∈ [0, 1], if ∀x : f(x, a) =
a. For more than two arguments the formula
extends as f(a(x, i)) = a, where a(x, i) =
(x1, . . . , xi−1, a, xi+1, . . . , xn). The existence of an
annihilator does not imply conjunctive or disjunc-
tive behavour on any part of the domain, but to-
gether with monotonicity, it implies f(x) = a on
[a, 1]× [0, a] and [0, a]× [a, 1] (and their multivari-
ate extensions).
These restrictions are easily incorporated into the
bounds by using
max
i
Bli(x) ≤ f(x) ≤ min
i
Bui (x), (10)
Bli(x) = a−M ||(a(x, i)− x)+||,
Bui (x) = a+M ||(x− a(x, i))+||.
For aggregation operators that are disjunctive on
[0, a]n and conjunctive on [a, 1]n (a typical exam-
ple is nullnorms, although we do not require as-
sociativity), we add the constraints
max
[0,a]
(x) ≤ f(x) ≤ min
[a,1]
(x),
where the restricted minimum and maximum are
calculated as in (9).
Of course, there are many variations of the above
restrictions, which can apply on different parts
of the domain. These restrictions lead to similar
modifications to the upper and lower bounds in
(3), making these bounds tighter. An important
point is that these restrictions involve max/min
and linear functions, and are easily computable.
This means that in the case of noisy data, when
we need to solve the smoothing problem like (6),
the new restrictions will simply augment the set
of constraints in (6), but will not modify the type
of the optimization problem. Thus we will have a
quadratic or linear programming problem, with a
larger set of inequality constraints.
To finish this section, consider a different type
of a priori information, that the aggregation op-
erator is commutative f(x) = f(xP ), where P
is any permutation of indices. This requirement
may be in addition to the previous types of re-
strictions. The way to enforce commutativity is
to approximate the function f()(x), defined on the
simplex S = {x : x1 ≤ x2 ≤ . . . ≤ xn}. Then
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the commutative aggregation operator is found
as f(x) = f()(x()), where x() denotes the vector
obtained from x by sorting its components in in-
creasing order. To approximate f() we use the
same method of Lipschitz approximation, but ap-
ply it to the data set D() = {xk(), yk}. The other
restrictions specifying conjunctive, disjunctive or
averaging behaviour need no modification.
6 Double aggregation operators
Double aggregation operators were introduced in
[3] with the purpose to model multistage aggre-
gation process. They are defined as
f(x) = F (G(p),H(q)),
where F,G,H are aggregation operators, and p ∈
[0, 1]k,q ∈ [0, 1]m, k +m = n and x = p|q. ”·|·”
denotes concatenation of two vectors. A typical
application of such operators is when the infor-
mation contained in p and q is of different nature,
and is aggregated in different ways. F may have
more than two arguments.
While the resulting operator f is a general aggre-
gation operator, and as such can be fitted to the
data as described in section 4, we may have more
specific information about the operators F,G,H,
and we shall now use such information. The main
challenge here is that the operator f will not gen-
erally share the properties of F,G,H [3]. For in-
stance, the fact that G is conjunctive does not
imply conjunctive nature of f . The same applies
to other properties.
Consider some special cases, in which information
about the properties of F,G,H translates into
suitable restrictions on f . The simplest case is
when some of these operators are fixed a priori.
For instance suppose that operators G and H are
fixed. Then we can use the method from section
4 to approximate f , with G(p) and H(q) playing
the role of x1, x2.
Let us now consider the case when all operators
F,G,H need to be approximated. Here we can
use the following properties:
• If the aggregation operators F,G,H are all
conjunctive, then f is conjunctive.
• If the aggregation operators F,G,H are all
disjunctive, then f is disjunctive.
• If the aggregation operators F,G,H are all
idempotent, then f is idempotent.
The proof is simple. In the first case we have
G(p) ≤ min(p), H(q) ≤ min(q), F (G,H) ≤
min(G,H), therefore
f(x) ≤ min(G(p), H(p))
≤ min(min(p),min(q)) = min(x).
The second case is analogous. In the last case
f(t, t, . . .) = F (G(t, . . .),H(t, . . .)) = F (t, t) = t.
Then we can apply the methods from section 5.
A more interesting case is when operators F,G,H
have different behaviour. We can distinguish the
following cases.
(a) G,H are conjunctive, F is idempotent;
(b) G,H are disjunctive, F is idempotent;
(c) G,H are idempotent, F is conjunctive;
(d) G,H are idempotent, F is disjunctive;
(e) G is idempotent, F,H are conjunctive;
(f) G is idempotent, F,H are disjunctive.
In the case (a) we have
f(x) ≤ max(G,H) ≤ max(min(p),min(q)),
and in the case (b)
min(max(p),max(q)) ≤ min(G,H) ≤ f(x).
Case (c) translates into
f(x) ≤ min(G,H) ≤ min(max(p),max(q)),
and case (d) translates into
max(min(p),min(q)) ≤ max(G,H) ≤ f(x).
For (e),(f) we have
f(x) ≤ min(G,H) ≤ min(max(p),min(q)),
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max(min(p),max(q)) ≤ max(G,H) ≤ f(x).
Lastly, consider commutativity of F,G,H. Dou-
ble aggregation operator will be commutative if
and only if F,G,H are commutative and G = H
[3]. Such conditions may be too strong for many
applications. If they hold partially, then we call
the aggregation operator symmetric (right- or
left-symmetric). For example, if G is commuta-
tive, then f is left-symmetric.
To incorporate the symmetry, we consider per-
mutations of vectors p(),q(), in which the ele-
ments are arranged in increasing order. We ap-
proximate the function f(),()(x) = f(p(), q()), de-
fined on the Cartesian product of two simplices
Sp = {p ∈ [0, 1]k : p1 ≤ . . . ≤ pk}, Sq = {q ∈
[0, 1]m : q1 ≤ . . . ≤ qm}. We proceed as at the
end of section 5, by constructing the data set
D(),() = {(pi(), qi(), yi), i = 1, . . . ,K}, and approx-
imating f(),()(x). If we only need left/right sym-
metry, we use a permutation of either p or q.
7 Conclusion
We considered optimal approximation of gen-
eral aggregation operators by monotone Lipschitz
functions. We identified various types of re-
strictions on aggregation operators, and trans-
lated these restrictions into tight upper and lowed
bounds on f . When one global value of the Lips-
chitz constant M is not adequate, approximation
of locally Lipschitz functions can be used. In this
case different parts of the domain will have differ-
ent Lipschitz constants (which can be identified
from the data). Our work on locally Lipschitz
functions will be reported elsewhere.
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