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Abstract—In this paper, stability of linearly coupled dynamical
systems with feedback pinning is studied. Event-triggered rules
are employed on both diffusion coupling and feedback pinning
to reduce the updating load of the coupled system. Here, both
the coupling matrix and the set of pinned-nodes vary with time
are induced by a homogeneous Markov chain. For each node,
the diffusion coupling is set up from the state information of its
neighbors’ at their latest triggered time and the feedback pinning
uses the target’s (if pinned) information at the node’s latest event
time. The next event time is triggered by some specified criteria.
Two event-triggering rules are proposed and it is proved that
if the system with time-average coupling and pinning gains are
stable, the event-triggered strategies can stabilize the system if
the switching is sufficiently fast. Moreover, Zeno behaviors are
excluded in some cases. Finally, numerical examples are presented
to illustrate the theoretical results.
I. INTRODUCTION
Control and synchronization of large-scale dynamical sys-
tems have received much attention in recent years [1]-[2]. In
some cases, it is desired to control a complex network to a
homogeneous trajectory of the uncoupled system, and many
control strategies are taken into account to stabilize the system.
Among them, pinning control is an effective scheme. Due to
the interaction of the network, it is not necessary to impose
controllers on all nodes. The general idea behind pinning
control is to apply some local feedback controllers only to
a fraction of nodes while the rest of nodes can be affected
through the interactions among nodes [3]-[5].
In most existing works on linearly coupled dynamical
systems, each node needs to gather information of its own state
and neighborhood’s states and update them continuously or in
a fixed sampling rate [1]-[5]. However, as pointed out in [6],
the event-based sampling technique showed better performance
than sampling periodically in time for some simple systems.
Hereafter, a number of researchers suggested that the event-
based control algorithms can be utilized to reduce communi-
cation and computation load in networked systems but still
maintain control performance [7]-[10]. Therefore, the event-
based control is particularly suitable for networked systems
with limited resources and has attracted wide interests in the
scope of distributed control of networked systems.
In some recent papers [8]-[10], the authors addressed event-
triggered algorithms for pinning control of networks. [8] gave
an exponentially decreasing threshold function, hence, the
convergence rates of algorithms are predesigned. The event-
triggering threshold in [9] was prescribed by the distance
among states of nodes and target. However, the coupling
topology of the network was static. [10] employed event-
triggered configurations and pinning control terms to realize
stability in linearly coupled dynamical systems with Marko-
vian switching in both coupling matrix and pinned node set.
However, to realize stability of the switching system, there
must exist at least one stable subsystem. If stability cannot
be achieved under any subsystem, the switching sequence
need to be designed to assure the stability. Especially, in the
fast switching theory, by constructing a stable time-average
system, the dynamics of switched system can be stable when
the switching is fast enough [11]-[12].
In the real world, the graph topology of a network may
change very quickly by jumps or switches, due to link failures
or new creation in a network. So, it is inevitable to study the
stability of fast switching systems. Motivated by these works
as well as our previous work [5], in this paper, we employ
the event-triggered strategy in both coupling configuration and
pinning control terms to realize stability in dynamical systems
with fast Markovian switching couplings and pinned node set.
Hence, all the subsystems among switching can be unstable
in this paper. Noticing the significance of the average system
in the analysis of stability of fast switching system [11]-[12].
In this paper, one triggered strategy is given on the average
coupling matrix and average pinned node set, the other is given
on the time-varying coupling matrix and pinned node set. For
each strategy, it is proved that the proposed event-triggered
strategy guarantees the stability of the coupled dynamical
systems.
This paper is organized as follows. In Sec. II, the underlying
problem is formulated. In Sec. III, we propose the event-
triggering schemes of diffusion configuration and pinning
terms to pin the coupled systems to a homogenous pre-
assigned trajectory of the uncoupled node system. Numerical
simulations are given in Sec. IV to verify the theoretical results.
Finally, this paper is concluded in Sec. V.
Notations: For a matrix A, denote Aij the elements of A on
the i-th row and j-th column. As = (A+ A⊤)/2 denotes the
symmetry part of a square matrix A. For a vector x, denote
by x > 0 that every element of x is positive. Im denotes the
identity matrix with dimension m. For a matrix A, denote by
λ¯(A) and λ(A) the largest and smallest eigenvalues in module.
For a symmetric matrix B, denote its i-th largest eigenvalue by
λi(B). The symbol ⊗ represents the Kronecker product. ‖A‖
denotes the matrix norm of A induced by the vector norm ‖·‖.
For a matrix A, ‖A‖∞ = maxi
∑
j |Aij |. In particular, without
special notes, L2-vector norm is used in this paper and denote
it by ‖ · ‖, i.e. ‖x‖ = ‖x‖2 =
√∑
i |xi|
2
.
II. PRELIMINARIES
In this paper, we consider a network of linearly coupled
dynamical systems with discontinuous diffusions and feedback
pinning terms as follows:
x˙i(t) = f(xi(t), t)− c
m∑
j=1
Lij(σt)Γ[xj(t
j
kj(t)
)− xi(t
i
k)]
−cǫDi(σt)Γ[xi(t
i
k)− s(t
i
k)], t
i
k ≤ t < t
i
k+1 (1)
where xi(t) ∈ Rn, i = 1, . . . ,m denotes the state vector
of node i, the continuous map f(·, ·) : Rn × R+ → Rn
denotes the identical node dynamics. c is the uniform cou-
pling strength at each node. σt denotes the switching rule.
Lij(σt) = −1 if i is linked to j otherwise Lij(σt) = 0,
and Lii(σt) = −
∑m
j=1 Lij(σt). Γ = [Γkl]
n
k,l=1 ∈ R
n×n is
the inner configuration matrix with Γkl 6= 0 if two nodes are
connected by the k-th and l-th state component respectively.
Di(σt) = 1 if node i is pinned at time t by a specific
node dynamic trajectory s(t) with s˙ = f(s(t), t), s(0) = s0,
otherwise Di(σt) = 0. ǫ is the pinning strength gain over the
coupling strength.
tjkj(t) with kj(t) = max{k
′ : tjk′ ≤ t} is the latest event
time of node j at time t. Each node takes the latest information
of all its neighbors into account in its diffusion coupling term.
Hence, for agent i and time tik < t ≤ tik+1, if one of its
neighbors, for example, denoted by j, is triggered at t = tjk′+1
(let k be the latest event at node j before t), then j transfers its
current information to i and xj(tjk′ ) in the diffusion coupling
term of node i is replaced by xj(tjk′+1). This process goes on
through all nodes in a parallel fashion.
In this paper, we suppose the switching rule of the coupling
topologies and pinned node sets follows a homogeneous con-
tinuous Markov chain [13], denoted by σt. Suppose the state
space of σt is S = {1, · · · , N} and its generator Q = [qij ]N×N
is given by:
P{σt+∆ = j|σt = i} =
{
qij∆+ o(∆), i 6= j,
1 + qii∆+ o(∆), i = j,
where ∆ > 0, lim∆→0(o(∆)/∆) = 0, pij = − qijqii > 0 is
the transition probability from state i to j if i 6= j, while
qii = −
∑N
j=1,j 6=i qij .
Let ∆r for r = 0, 1, · · · be the successive sojourn time
between jumps of σt. Therefore, the sojourn time in state
j is exponentially distributed with parameter −qjj . Clearly,
E [∆n] ≤ maxj
1
−qjj
. Denote P = [pij ]N×N the probability
transition matrix of the embedded discrete-time Markov pro-
cess of σt.
Denote π(r) = [π1(r), · · · , πN (r)] the state distribution of
the process at the r-th switching. Then from the Chapman-
Kolmogorov equation [14], π(r) = π(0)P r. If the embedded
discrete-time Markov process is ergodic, then from [15], P
is a primitive and therematrix exists a state distribution π¯ =
[π¯1, · · · , π¯N ] satisfying π¯ = π¯P , where π¯i > 0 for all i. From
[16], there exist positive numbers M0 and κ < 1 such that
|πj(r) − π¯j | ≤M0κ
r. (2)
Pick πj = p¯ij/qjj∑N
l=1 p¯il/qll
, j = 1, · · · , N . Then, πQ = 0 and π =
[π1, · · · , πN ] is the invariant distribution of Markov process σt.
Denote L¯ =
∑m
i=1 πiL(i) and D¯ =
∑m
i=1 πiD(i) the average
matrices.
For the node dynamics map f , it is said to belong to some
class QUAD(G,αΓ, β) for some positive definite matrix G ∈
R
n×n
, constants α ∈ R, β > 0 and Γ ∈ Rn×n, if
(u − v)⊤G
[
f(u, t)− f(v, t)− αΓ(u − v)
]
≤ −β(u− v)⊤G(u− v)
hold for all u, v ∈ Rn. Throughout this paper, we make
Assumption 1: f(·, t) satisfies globally Lipschitz condition
with coefficient Lf , i.e. ‖f(u, t)− f(v, t)‖ ≤ Lf‖u− v‖ hold
for all u, v ∈ Rn.
Then, by
(u− v)⊤G [f(u, t)− f(v, t)− αΓ(u− v)]
≤
1
2
(u− v)⊤G2(u− v) +
1
2
‖f(u, t)− f(v, t)‖2
−α(u− v)⊤GΓ(u− v)
≤
1
2
(
λ(G) +
L2f
λ(G)
)
(u− v)⊤G(u− v)
−
αλ
(
GΓ + Γ⊤G
)
λ(G)
(u− v)⊤G(u− v)
we have f ∈ QUAD(G,αΓ, β) with α ∈ R, β =
αλ(GΓ+Γ⊤G)
λ(G)
−
(
λ(G)
2 +
L2f
2λ(G)
)
.
In fact, we do not need the Lipschitz condition hold for all
u, v ∈ Rn but for a region Λ ⊂ Rn which contains the global
attractors of the coupling system.
For any vector ξ ∈ Rn and matrix B ∈ Rn×n, we have
ξ⊤Bξ =
∑
i,j Bijξiξj ≤
∑
i,j
|Bij |
2
(
ξ2i + ξ
2
j
)
. Hence,
Lemma 1. For any vector ξ ∈ Rn, any matrix B ∈ Rn×n,
ξ⊤Bξ ≤ n‖B‖∞ξ
⊤ξ holds.
Lemma 2. Denote by {τr}r∈N the time sequence that the
topology of the network jumps and ∆r = τr+1 − τr. Then∥∥∥∥E
[∫ τr+1
τr
(L(σt)− L¯)dt
∣∣∣x(τr)
]∥∥∥∥
∞
≤2N ·M0max
j
1
−qjj
max
i
‖L(i)‖∞κ
r (3)
and ∥∥∥∥E
[∫ τr+1
τr
(
D(σt)− D¯
)
dt
∣∣∣x(τr)
]∥∥∥∥
∞
≤2N ·M0max
j
1
−qjj
max
j
‖D(j)‖∞κ
r
. (4)
Proof: By (2) and the definition of L¯, we have
∥∥∥∥E
[∫ τr+1
τr
(L(σt)− L¯)dt
∣∣∣x(τr)
]∥∥∥∥
∞
=
∥∥∥∥∥
m∑
j=1
πj(r)L(j)
1
−qjj
− L¯E(∆r)
∥∥∥∥∥
∞
=
∥∥∥∥∥
m∑
j=1
πj(r)L(j)
1
−qjj
−
m∑
j=1
π¯jL(j)
1
−qjj
∑m
j=1 πj(r)
1
−qjj∑m
j=1 π¯j
1
−qjj
∥∥∥∥∥
∞
≤2N ·M0max
j
1
−qjj
max
j
‖L(j)‖∞κ
r
Similarly, the second equality (4) can be derived.
Definition 1. The coupled system is said to be stable at s(t)
in mean square sense, if
lim
t→+∞
E
[
‖xi(t)− s(t)‖
2
]
= 0, i = 1, · · · ,m.
III. STABILITY OF EVENT TRIGGERED ALGORITHMS
The stability of the fast switching system heavily relates to
an average system, which is a linearly coupled system with
coupling matrix L¯ and pinned matrix D¯. Based on the average
matrices, we define the state measurement error for system (1)
by
ei(t) =
∑
j
L¯ijΓ
[
xj(t)− xj(t
j
kj(t)
)− xi(t) + xi(t
i
ki(t)
)
]
+ ǫD¯iΓ
[
xi(t)− s(t)− xi(t
i
ki(t)
) + s(tiki(t))
]
, i = 1, · · · ,m.
(5)
In the following, we will demonstrate that if the topologies
and pinned node sets switch fast enough and the so-called
average system is stable, then the switching system with event-
triggered algorithms is stable.
Theorem 1. Suppose f satisfies assumption 1 and there exists
a positive definite matrix P such that {P [αIm− cL¯− cǫD¯]⊗
GΓ}s is negative semi-definite. Let λ = λ (P ⊗G) and λ¯ =
λ¯ (P ⊗G). Pick a constant β satisfying 0 < β′ < β. Set tik+1
as the time point defined by the following rule
t˜
i
k+1 = max
τ>ti
k
{
τ : ‖ei(τ )‖ ≤
β′λ
cλ
‖xi(τ )− s(τ )‖
}
, (6)
t
i
k+1 = min{t˜
i
k+1, t
i
k + T}. (7)
If qjj satisfies
− (β − β′)min
j
1
−qjj
· e
ρ1 maxj
1
−qjj + [2ρ2(β − β
′) +K1] (8)
·max
j
1
q2jj
·M1(T,max
j
1
−qjj
) +K2 ·max
j
1
q2jj
· e
ρ1 maxj
1
−qjj
·
[
1 + ρ2max
j
1
−qjj
·M1(T,max
j
1
−qjj
)
]
< 0
where T satisfies h(T ) = e−ρ1T − ρ2T > 0 and
R(σt) = cL¯− cL(σt) + cǫD¯ − cǫD(σt)],
A(σt) = {P (cL¯− cL(σt)− cǫD¯ + cǫD(σt))⊗GΓ}
s
,
m0 = c ·max
i,j
(Lii(j) + ǫDi(j)) ,
m1 = c ·max
i,j,q
{∣∣Lij(q)− L¯ij∣∣ , ǫ ∣∣Di(q)− D¯i∣∣} ,
K1 =
{
m
2 ·m0max
j
‖P · R(j)‖∞ +m1‖P‖∞[3m(m+ 1)L
2
f
+ (m+m2 +m0m(m+ 1)
2)λ
(
Γ⊤GGΓ
)
+ (m0 + 1)(m+m
2)λ
(
GΓΓ⊤G
)} 1
λ
,
K2 =
{
max
j
λ
(
A(j)A⊤(j)
)
+ L2f + 2m ·m0max
j
‖PR(j)‖∞
· λ({GΓ}sΓΓ⊤{GΓ}s) + 3m0m(m+ 1)
2 +m1‖P‖∞
·
[
(m+m2 +m0m(m+ 1)
2)λ
(
Γ⊤GGΓ
) ]} 1
λ
,
ρ1 = 2
∣∣∣∣αλ ({GΓ}s)λ(G) − β
∣∣∣∣+ 2m0 λ
(
GΓΓ⊤G
)
λ(G)
,
ρ2 =
∑
i
Pii(cLii + cǫDi)
λ
,
M1(T,∆) = max
{ 1
h(T )
, [1− ρ2∆ · e
ρ1∆]−1eρ1∆
}
,
then under the updating rule (6) and (7), system (1) is stable
at the homogeneous trajectory s(t) in the mean square sense.
Brief proof. Let xˆi(t) , xi(t)− s(t), then the dynamics of
xˆi(t) in [tik, tik+1) is
˙ˆxi(t) = f(xˆi(t) + s(t), t)− f(s(t), t)− c
m∑
j=1
Lij(σt)Γ
· [xˆj(t)− xˆi(t)]− cǫDi(σt)Γxˆi(t) + eˆi(t)
with
eˆi(t) =
∑
j
Lij(σt)Γ
[
xj(t)− xj(t
j
kj(t)
)− xi(t) + xi(t
i
ki(t)
)
]
+ǫDi(σt)Γ
[
xi(t)− s(t)− xi(t
i
ki(t)
) + s(tiki(t))
]
(9)
Let
xˆ(t) = [xˆ⊤1 (t), · · · , xˆ
⊤
m(t)]
⊤, eˆ(t) = [eˆ⊤1 (t), · · · , eˆ
⊤
m(t)]
⊤
and V (t) = 12 xˆ
⊤(t)(P ⊗ G)xˆ(t). By f ∈ QUAD(G,αΓ, β),
‖ei(τ)‖ ≤
β′λ
cλ
‖xi(τ) − s(τ)‖, Cauchy- Schwarz inequality,
inequalities (3), (4) and Lemma 1, we have
E [V (τr+1)|xˆ(τr)]− V (τr) (10)
≤− 2(β − β′)E
[
∆r · e
−ρ1∆r
]
V (τr)
+ 2(β − β′)ρ2 · E
[
∆2r ·M1(T,∆r)
]
V (τr)
+ [M2 +M3 · E [M1(T,∆r)]] · C0 · κ
r
V (τr)
+K1 · E
[
∆2r ·M1(T,∆r)
]
V (τr)
+K2 · E
[
∆2r · e
ρ1∆r + ρ2∆
3
r · e
ρ1∆rM1(T,∆r)
]
V (τr)
with
C0 = 2N ·M0max
j
1
−qjj
max
i
{‖L(i)‖∞, ‖D(i)‖∞} ,
M2 =
{
2mn(c+ cǫ)‖P‖∞‖GΓ‖∞C0
+ cm(m+ ǫ)
(
λ
(
GΓΓ⊤G
)
+ 2
)} 1
λ
,
M3 = 2cm(m+ ǫ)
1
λ
.
The property of Markov process gives
E [∆r] =
m∑
j=1
πj(r)
1
−qjj
≤ max
j
1
−qjj
,
E
[
∆r · e
−ρ1∆r
]
≥ min
j
1
−qjj
e
−ρ1 maxj
1
−qjj , (11)
E
[
∆2r ·M1(T,∆r)
]
≤ max
j
1
q2jj
M1(T,max
j
1
−qjj
), (12)
and
E
[
∆2r · e
ρ1∆r + ρ2∆
3
r · e
ρ1∆rM1(T,∆r)
]
(13)
≤max
j
1
q2jj
· e
ρ1maxj
1
−qjj
[
1 + ρ2max
j
1
−qjj
·M1(T,max
j
1
−qjj
)
]
.
By κ < 1, we have that for any 0 < δ < 1, there exists N1(δ),
such that for any r > N1(δ),[
M2 +M3 ·M1
(
T,max
j
1
−qjj
)]
· κr ≤ δ. (14)
Apply assumption (8) and estimations (11)-(14) to (10), we
get that there exists some δ0 > 0 such that for all 0 < δ < δ0,
E [V (τr+1)|xˆ(τr)]− V (τr) (15)
≤− (β − β′)min
j
1
−qjj
· e
−ρ1maxj
1
−qjj V (τr).
Take expectation on both sides of (15),
E [V (τr+1)]
≤
[
1− (β − β′)min
j
1
−qjj
· e
−ρ1 maxj
1
−qjj
]
E [V (τr)] .
which implies for r > N1(δ), E [V (τr)] decreases as r
increases. By the assumption on f , it can be calculated that
V (t) ≤ eρ1∆rV (τr) + ρ2e
ρ1∆rM1(T,∆r)V (τr) (16)
Take expectation on both sides of (16), we have
E [V (t)] ≤ E [V (τr)] e
ρ1maxj
1
−qjj
[
1 + ρ2M1(T,max
j
1
−qjj
)
]
.
Combing with limr∈N,r→+∞ E [V (τr)] = 0, we have E[V (t)]
converges to 0 as time goes to infinity. From the non-negative
property of V (t), we can conclude that the system is stable at
s(t) in the mean square sense. This completes the proof.
Remark 1. Noting the sojourn time in the subsystem with
coupling matrix L(j) and pinned matrix D(j) is exponentially
distributed with parameter −qjj , j ∈ S. Therefore, for any
j ∈ S, the larger −qjj is, the shorter the sojourn time in
the subsystem with matrices L(j), D(j) is. By Theorem 1,
it can be seen that to satisfy condition (8), the parameters
−qjj , j = 1, · · · , N should be sufficiently large, which induces
fast switching among subsystems.
Remark 2. By Theorem 1, it is clear that the stability of the
fast switching system closely relates to the stability of the
average system. If the invariant distribution of the Markov
process, denoted by π, satisfies π > 0, then the network
topology of the average system is the union of all possible
graph topologies in the switching system. In [3], it was proved
that if the network topology is strongly connected, the linearly
coupled system can be stabilized by a single pinned controller.
Here it can be derived that if the union of all possible graph
topologies is strongly connected and the invariant distribution
of the Markov process satisfies π > 0, then under sufficiently
fast switching, system (1) with event-triggered diffusions and
pinned terms is stable.
Remark 3. To assure the decreasing of E [V (t)], an upper
bound of the inter-event interval, denoted by T , is imposed
to all nodes. Practically, if the time calculated from rule (6)
is T time longer than current triggered time, an externally
triggering will be applied to the node to guarantee tik+1−tik ≤
T hold for all k and i.
In the above theorem, the updating rule (6) and (7) is
defined by ei(t), i = 1, · · · ,m in (5). Next, we propose another
updating rule based on eˆi(t), i = 1, · · · ,m in (9) to stabilize
the system.
Theorem 2. Suppose all assumptions in Theorem 1 hold. For
0 < β′ < β, set tik+1 as the time point defined by the following
rule
t
i
k+1 = max
τ>ti
k
{
τ : ‖eˆi(τ )‖ ≤
β′λ
cλ
‖xi(τ )− s(τ )‖
}
(17)
where eˆi(t) is defined in (9). If qjj satisfies
− (β − β′)min
j
1
−qjj
· e
ρ′1 maxj
1
−qjj
+K ′1max
j
1
−qjj
· e
ρ′1maxj
1
−qjj < 0
where
K
′
1 =
[
L
2
f + (c+ 1)max
j
λ
(
A(j)A⊤(j)
)
+mnmax
j
‖A(j)((cL(j) + cǫD(j))‖
∞
] 1
λ
+
β′2λ
cλ
2
,
ρ
′
1 =2(β + β
′) + 2max
i,j
∣∣∣λj({P (αIm + cL(i)
+ cǫD(i)) ⊗GΓ}s
)∣∣∣ 1
λ
then under the updating rule (17), system (1) is stable at the
homogeneous trajectory s(t) in the mean square sense.
The proof of this Theorem is similar to that of Theorem 1.
Here it is omitted for saving space.
Remark 4. Comparing the updating rule (6) and (7) and
rule (17), it can be seen that the upper bound of triggered
time intervals of each node, denoted by T in (7), is no longer
required in the updating rule (17) defined by eˆi(t). However,
as a trade off, the triggering events under rule (17) happen
more frequently than rule (6) and (7) if the switching among
topologies is sufficiently fast. Since eˆi(t) is decided by the
varying coupling matrix L(σt) and pinned matrix D(σt),
which jumps at the time point when the topology switches.
Therefore, for systems with updating rule (17), each node has
to update its state information at the switching time points of
the topologies. If the switching among topologies is sufficiently
fast, the triggered times of all nodes will substantially increase.
Similar to work [7], under the above two updating rules
(6), (7) and (17), there exists at least one node with its next
inter-event interval being strictly positive. Under some special
hypothesis, the Zeno behavior [17] can be excluded for all
nodes.
Proposition 1. Suppose all hypotheses of Theorem 1 hold.
1) Under either of the updating rule (6) and (7) and rule
(17), if the system does not converge, there exists at least
one node i such that its next inter-event interval is strictly
positive.
2) Suppose there exists some η (possibly negative) such that
(u− v)⊤(f(u)− f(v)) ≥ η(u − v)⊤(u − v)
holds for all u, v ∈ Rn. If there exists a constant
b > 0 such that ‖xˆi(t)‖2 ≥ bV (t) holds for some
i ∈ {1, 2, · · · ,m}, then the next inter-event interval
of node i is strictly positive and lower bounded by a
common constant.
The proof of this proposition is omitted here for saving
space.
IV. SIMULATION
In this section, we present numerical examples to illustrate
the theoretical results. In these examples, we consider three-
dimensional neural network as the uncoupled node dynamics
[18]:
dx
dt
= −Dx+Hg(x)
with x = (x1, x2, x3)⊤ ∈ R3,
H =

 1.2500 −3.200 −3.200−3.200 1.100 −4.400
−3.200 4.400 1.000


D = I3, g(x) = (g(x1), g(x2), g(x3))
⊤
, and g(s) = (|s+1|−
|s−1|)/2. This system has a double-scrolling chaotic attractor
with initial value x1(0) = x2(0) = x3(0) = 0.1000 [18].
Noting that f(x) = −Dx+Hg(x) has 9 Jacobin matrices and
χ = 4.6769 is the upper bound of the matrices of f . Hence,
we estimate β′ = α− 1/2− χ2/2 and G = I3.
The possible coupling graph topologies and pinned node
sets are shown in Fig. 1, here m = 10. Noting that subsystems
with every possible network topology and pinned nodes cannot
be stabilized to the target trajectory. Theorems 1,2 indicate
that if the average system can be stabilized and the switching
1 2 3
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10
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1 2 3
4 5 6
7 8 9
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1 2 3
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7 8 9
10
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7 8 9
10
(d)
Fig. 1. The topologies of the graph of the coupled system and the pinned
sets. Pinned sets (a) {1, 2}, (b) {1, 9}, (c) {2}, (d) {3, 8}.
among subsystems is sufficiently fast, then under the event-
triggered strategies, the switching system can be stabilized.
Via the following numerical simulations, it can be seen that
the switching system can be stabilized.
Suppose the generator of the Markov chain σt is Q =

−100 35 0 65
40 −100 60 0
0 50 −100 50
30 70 0 −100

 , then the sojourn time
in each topology follows the exponential distribution with
parameter p = 0.01.
In the following examples, suppose the inner coupling
matrix Γ = I3, c = 5, β′ = 1, ǫ = 3. The ordinary
differential equation (1) is numerically solved by the Euler
method with a time step 0.001(seconds) and the time duration
of the numerical simulations is [0, 10] (seconds). Firstly, we
employ rule (6,7). Here, T = 0.02. Fig. 2 shows the dynamics
of V (t), which implies that the coupled system (1) is stable.
Secondly, rule (17) is considered. The dynamics of V (t) is
also given in Fig. 2, which also implies the stability of system
(1). One can see that the coupled system (1) is asymptotically
stable at certain homogeneous trajectory. Furthermore, it can
be seen from Fig. 3 that the events of updating the diffusion
and pinning terms under rule (17) happen more than rule (6)
and (7), as a consequence of fast switching among network
topologies.
V. CONCLUSIONS
In this paper, event-triggered configurations and feedback
pinning are employed to realize stability in linearly coupled
dynamical systems with fast Markovian switching, which
reduces communication and computation loads. Once an event
for a node is triggered, the diffusion coupling term and
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Time(Sec)
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Algorithm under rule (6) and (7)
Algorithm under rule (17)
Continuous updating
V(0)*exp(−t)
Fig. 2. The dynamics of Lyapunov function V(t) for systems with event
triggering algorithms under rule (6) and (7) and rule (17) and system with
continuous updating.
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Fig. 3. Histogram of triggering times of each node in [9, 10]s under updating
rule (6) and (7) and rule (17).
feedback control (if pinned) of this node will be updated.
Event triggering criteria are derived for each node that can
be computed in a parallel way. Two event-triggered rules are
proposed and proved to perform well and can exclude Zeno
behaviors in some cases. Simulations are given to verify these
theoretical results.
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