In this paper, we consider the following general evolution equation
Here Ric is the Ricci tensor of the manifold and Hess is the Hessian with respect to the metric g. Gradient Ricci solitons play an important role in Hamilton's Ricci flow as it corresponds to the self-similar soliton and arises as limits of dilations of singularies in the Ricci flow. A Ricci soliton is said to be shrinking, steady, or expanding according to λ is positive, zero and negative. Using the contracted Bianchi identity and letting u = e f , Ma proved that the equation Ric + Hessf = λg can be deformed to
where A 0 is a constant which can also be determined by choosing extremal point of f .
It is raised by Ma an interesting question that consider the local gradient estimate for positive solutions to following evolution equation u t = ∆u + au log u + bu (1.2) in M , where a, b are real constants.
Due to the nature of the equations (1.1), (1.2) and its potential in studying gradient Ricci solitons, later, (1.1) and (1.2) are investigated in several papers. For example, in [22, 4] , Yang and Chen et al. proved gradient estimates of Li-Yau type for the positive solution of (1.2) on Riemannian manifold (M n , g). Consequently, when the Ricci curvature is nonnegative, Yang showed that the positive smooth solution of (1.4) must be bounded from below by e −n/4 (rep. from upper by e n/2 ) if a < 0 (rep. a > 0). (See [4] for similar results). In [9] , Huang et al. also pointed out local gradient estimates of the Li-Yau type for positive solutions of (1.2) on Riemannian manifolds with Ricci curvature bounded from below. As applications, they derived several parabolic Harnack inequalities. Later, in [2] Cao et al. considered gradient estimates of positive smooth solution of (1.2) and applied to study the Ricci flow and gradient Ricci solitons. They proved several differential Harnack inequalities and used them to derive bounds on gradient Ricci solitons. Recently, in [12] , Jiang introduced a local Hamilton type gradient estimate for (1.2) and obtained a Liouville type theorem for bounded smooth solution of (1.2). We refer the reader to [2, 4, 9, 12, 22] for further references.
It is worth to notice that gradient Ricci solitons are special cases of the so called smooth metric measure spaces. Recall that an n−dimensional smooth metric measure space (M n , g, e −f dv) is a complete Riemannian manifold (M n , g) endowed with a weighted measure e −f dv for some f ∈ C −∞ (M ), where dv is the volume element of the metric g. On (M n , g, e −f dv), we have the Bakry-Émery Ricci tensor
Many geometric and topological properties for manifolds with Ricci tensor bounded below can be possibly extended to smooth metric measure spaces with the Bakry-Émery Ricci tensor bounded below. On smooth metric measure spaces, the f −Laplacian ∆f is defined by
which is self-adjoint with respect to the weighted measure. Observe that gradient Ricci solitons are smooth metric measure spaces in which Ric f = λg. Therefore, it is also natural to consider modified versions of (1.1), (1.2) on such these spaces. Indeed, in [18] , Wu studied below nonlinear equation
on smooth metric measure spaces (M n , g, e −f dv) with m-dimensional Bakry-Émery curvature bounded from below. He obtained a local gradient estimate for positive smooth solutions of (1.3). Then, Wu improved his results by assuming the Bakry-Émery curvature bounded from below (see [19, 20] ). Later, in [10, 11, 7] , Huang and Ma, Khanh and the first author studied gradient estimates of Hamilton type and Souplet-Zhang type for the equation (1.3). As an application, they derived some Liouville type theorems and Harnack inequalities for bounded smooth solution of (1.3).
Recently, motivated by studying of (1.2), in [23] , Zhu and Li investigated the following nonlinear evolution equation on complete Riemannian manifolds (with or without boundary)
where a, α are constants and b is C 2 function on M × (0, ∞). They proved a gradient estimate on complete compact Riemannian manifolds with convex boundary which can be considered a generalization of the famous Li-Yau's gradient estimates (see [13] ). Moreover, they were able to derive gradient estimates of Li-Yau type for positive smooth solution of (1.3) on complete non-compact Riemannian manifolds.
In this paper, motivated by studying of (1.2) and gradient estimates of (1.3), we consider on smooth metric measure spaces the following general evolution equation
where a, b, α are constants. We sometimes write u(x, t) as u, also write ∂u ∂t as u t . Our aim is to find gradient estimates of Souplet-Zhang type on complete Riemannian manifolds with or without boundary. We also look for applications of these estimates. Our first main theorem can be read as follows. 
where P 2 = max{0, aα} (log u) α−1 ∞ + max{0, a} |(log u) α | ∞ + max{0, b} and noting that |g| ∞ := sup QR,T |g|.
Here, µ := max {x|d(x,x0)=1} ∆ f r(x), in that r(x) is the distance function to x from base point x 0 .
As an application, we obtain the below Liouville property. Theorem 1.2. Suppose that (M, g) is a complete noncompact smooth metric measure space with nonnegative Bakry-Émery curvature. If a < 0 and α > 0 then every positive smooth solution u of the equation
The second result of this paper is a gradient estimate of Hamilton type for the following evolution equation u t = ∆u + au log u + bu on compact Riemannian manifold with nonconvex boundary. Here the solution u is considered to be satisfied the Neumann boundary condition ∂u ∂ν = 0, where ∂ ∂ν is the outward pointing unit normal vector to ∂M . To state the result, we recall a definition. Historically, the "interior rolling R-ball" condition is traced back to the paper [5] by R. Chen. In that paper, Chen gave a lower bound of first Neumann eigenvalue, in his proof, the "interior rolling R-ball" condition is used to construct a good cut-off function near the boundary. It seems that this condition is narutal in studying compact Riemannian manifolds with nonconvex boundary. We refer the reader to an example in [5] for the neccesity of this condition in estimating the first Neumann eigenvalue. Later, this condition is also used in [6, 17] to derive estimates of the first Stekloff eigenvalue and global heat kernel. Now, we introduce our result. Theorem 1.4. Let (M n , g) be a compact Riemannian manifold with boudary ∂M that satisfies the "interior rolling R-ball" condition. Let K and H be nonnegative constants such that the Ricci curvative Ric M of M is bounded below by −(n − 1)K and the second fundamental form II of ∂M is bounded below −H. Suppose that u ≤ D, for some positive constant D, is a positive smooth solution of the equation
on M × (0, ∞). By choosing R "small", we have following estimates.
Here,
We would like to mention that the proofs of our theorems mainly are followed by methods in [1, 4, 16, 17, 19] . In fact, these methods are standard and well-known. They are used in many works (see also [1, 4, 6, 7, 10, 11, 15, 16, 17, 19, 20] and the references therein). More precisely, we first estimate the lower bound of the evolution operator acting on suitable function in term of the evolution solution. Then, we construct a good cut-off function and apply maximal principle to prove the desired results. It is also worth to notice that on compact manifolds with or without boundary, gradient estimates of Li-Yau type are well-studied in literature but up to our knowlegment, gradient estimates of Hamilton type have been not investigated. Therefore, in some sense, our gradient estimates in Theorem 1.4 are new.
The paper is organized as follows. In the section 2, we give a proof of theorem 1.1 and its corollaries. In the section 3, we prove gradient estimates on compact Riemannian manifolds with nonconvex boundary.
GRADIENT ESTIMATES ON NONCOMPACT SMOOTH METRIC MEASURE SPACES AND

ITS APPLICATIONS
In this section, we will give a proof of Theorem 1.1. First of all, we need to have two technique lemmas as follows. To begin with, let us introduce some notations.
Then (1.4) now can be written as
where a, b are real constants. Clearly, h ≤ 0.
Now, we introduce the first computational lemma.
where
Proof. By Bochner -Weitzenbock formula and the assumption Ric f ≥ −(n − 1)K, we have
We calculate directly that
This equality yields
Hence, the inequality (2.2) implies
Combining (2.1) and above two cases, the proof Lemma (2.1) is followed.
Next, we intruduce a smooth cut-off function originated by ). ([16, 19] ). Fix t 0 ∈ R and T > 0. For any give τ ∈ (t 0 − T, t 0 ], there exists a smooth functionψ
Lemma 2.2
respectively.
for all r ∈ [0, +∞).
for every ǫ ∈ (0, 1] with some constant C ǫ depending on ǫ. Now, we give a proof of Theorem 1.1 .
Proof of Theorem 1.1. We only prove the case (i) α ≥ 1. The case (ii) α < 1 is proved similarly. Pick any fixed number τ ∈ (t 0 − T, t 0 ], choose a cut-off functionψ(r, t) satisfying propositions of Lemma 2.2. We shall show that the inequality (1.5) holds at every point (x, τ ) in Q R/2,T .
To do this, we introduce a cut-off function ψ :
Since ψω is continuous, it is obtained the maximal value in Q R,T . Let (x 1 , t 1 ) be a maximum for ψω in the set Q R,T . We may suppose that (ψω)(
Since τ is arbitrary, the conclusion then follows.
Since (ψω)(x 1 , t 1 ) > 0, we infer t 1 = t 0 − T . Due to the standard argument of Calabi [3] , we may also assume that (ψω) is smooth at (x 1 , t 1 ). Therefore, at (x 1 , t 1 ), we have ∇(ψω) = 0, ∆ f (ψω) ≤ 0, (ψω) t ≥ 0.
(2.4) By Lemma 2.1, it follows that
At (x 1 , t 1 ), the inequality can be simplified as
Here we used (2.4) to obtain (2.5).
Here we used h ≤ 0. Note that ψ(x, τ ) = 1 when d(x, x 0 ) < R/2,, hence using Lemma 2.2, for any x ∈ B x0 (R), the above estimate indeed implies that
for all x ∈ B(x 0 , R/2). Since τ can be arbitrarily choosen, we complete the proof.
Case 2. Now, we assume x 1 / ∈ B(x 0 , R/2) where R ≥ 2. Since Ric f ≥ −(n − 1)K and r(x 1 , x 0 ) ≥ 1 in B(x 0 , R), the f -Laplacian comparison theorem in [1] gives
where µ := max x∈B(x0,1) ∆ f r(x). In the following computations, c denotes a constant depending only on n whose value may change from line to line.
Using the above f -Laplacian comparison theorem and Lemma 2.2, we have
Now, we use the Young's inequality to estimate the terms of the right hand side of (2.5). First, we have the estimates of first term of the right hand side of (2.5)
(2.7)
For the third term of the right hand side of (2.5)
For the forth term of the right hand side of (2.5)
(2.9)
Finally, we estimate the last term
Substituting (2.6)-(2.10) into (2.5) we get
(2.11)
Recall that 1 − h ≥ 1, then (2.11) implies
Morever, since ψ(x, τ ) = 1 with x in B(x 0 , R/2) and h 4 /(1 − h) 4 ≤ 1, then
Since ω(x, τ ) is defined with τ arbitrary in (t 0 − T, t 0 ], so for all (x, t) in Q R/2,T we have
Therefore, we have finished the proof of theorem since h = log(u/D), and hence the proof is complete.
Proof of Theorem 1.2. Suppose that u is a positive smooth solution of the equation
Moreover, u ≤ D for some D > 1. Note that if b = 0, α > 0 > a then P 1 = P 2 = 0.
Since u is independent of t, we may let t tending to infinity in Theorem 1.1, then letting R → ∞, we obtain, for K = 0 |∇u| = 0.
Hence, u is constant. This forces u ≡ 1. Assume that ρ = ρ(x 1 , x 2 ) is geodesic distance between x 1 and x 2 for all x 1 , x 2 in M , we have
Proof of Corollary 2.3. We prove Corollary 2.3 for the case (i) α ≥ 1. For the case (ii) α < 1, the proof is similar. By the estimates (1.5) and let R tends to infinity, we obtain
Let γ : [0, 1] → M be a minimal geodesic joining x 1 and x 2 satisfying γ(0) = x 2 and γ(1) = x 1 . Then
With some easy caculations, we get
Hence, Corollary 2.3 is proved.
GRADIENT ESTIMATES ON COMPACT RIEMANNIAN MANIFOLDS WITH
NON-CONVEX BOUNDARY
Let M be a compact Riemannian manifold with nonconvex boundary. Let ∂/∂ν be the outward pointing unit normal vector to ∂M and let II be the second fundamental form of ∂M with respect to ∂/∂ν. In the seminal paper [13] , Li-Yau proved that if M is a compact Riemannian manifolds with nonnegative Ricci curvature and the boundary ∂M is convex in the sense that II 0, then any nonnegative solution u of the evolution equation ∆u − ∂ t u = 0 on M × (0, +∞) with Neumann boundary condition ∂ ν u = 0 satisfies
on M × (0, +∞). Later, that Li-Yau gradient estimates was generalized to manifolds with non-convex boundary by Chen [5] and Wang [17] . Here the boundary ∂M is said to be non-convex if there exists a positive constant H such that the second fundamental form II is bounded from below by −H. Due to the non-convexity of the boundary, we have to control some technical computations since the estimates necessarily involve the second fundamental form of ∂M . As in [5, 17] , we need to construct a good cut-off function near ∂M , this turns out that the "interior rolling R-ball condition" are neccesary added. Furthermore, we would like to note that the interior rolling R-ball condition is a geometric condition on the boundary ∂M to ensure that the first Neumann eigenvalue is bounded away from zero (see [5] ) and that the second fundamental form is bounded from above (see [6] ).
Assume that u is a positive solution of the evolution equation
where a, b ∈ R are fixed constant. To prove the theorem 1.4, as in [12, 19] , let
Then the equation (3.1) becomes
Using the same strategy as in the proof of Theorem 1.1, we first derive the following computational lemma. 
(ii) if a < 0, further assuming that 0 < δ ≤ u(x, t) ≤ D for some constant δ > 0, then ω satisfies
Proof. For any smooth function v, the Bochner -Weitzenböck formula gives
Considering the function v = 2 3 h 3/2 then ω = |∇v| 2 . The assumption Ric ≥ −(n − 1)K and the Bochner -Weitzenböck formular imply
By (3.2) and a direct computation shows that
Thus, we obtain
To conclude the proof, we notice that the following two cases hold true.
• If a ≥ 0 and 0 < h ≤ D 1/3 , then log h ≤ 1/3 log D.
• If a < 0 and δ 1/3 ≤ h ≤ D 1/3 , then 1/3 log δ ≤ log h ≤ 1/3 log D.
Combining the above two cases and the inequality (3.4), we obtain the desired results and the Lemma is proved completely.
Proof of Theorem 1.4. We only consider the case a ≥ 0. The case a < 0 is proved similarly.
Suppose r(x) is the distance from x ∈ M to ∂M . As in [5] , we define a function on For any fixed T < ∞, F (x, t) is continuous on M × [0, T ]. We can suppose that (x 0 , t 0 ) ∈ M × [0, T ] be a maximum point for the function F . If F (x 0 , t 0 ) = 0 then the right hand side of (1.8) and of (1.9) is zero at (x, T ) ∈ M × (0, T ]. Since T is arbitrary, the inequalities in Theorem 1.4 are trivial. Hence, we can assume that F (x 0 , t 0 ) > 0. Consequently, t 0 = 0.
Let e 1 , e 2 , · · · , e n be an orthormal frame at x 0 with e n = ν. We have
Further, h n = h ν = ∂u ∂ν 3u 2/3 = 0 on ∂M. Since t 0 > 0, we get
On the other hand, by a direct computation, one shows that n i=1 h i h iν = ∇h, (∇h) ν = −II ∇h, ∇h ≤ H|∇h| 2 and ∂χ(x 0 ) ∂ν
If we choose R < 1 then
This is contradiction. Now, we can assume that F achieves its at (x 0 , t 0 ) ∈ (M \ ∂M ) × [0, T ] and at (x 0 , t 0 )
By Lemma 3.1, we obtain
We let ∂M (R) = {x ∈ M r(x) ≤ R}, by using an index comparision theorem in [21] (see also [5] ), we have ∆r(x) ≥ −(n − 1)(3H + 1) for x ∈ ∂M (R). Therefore,
With the help of this Laplacian comparison, we can estimate
Plugging (3.6), (3.7) into (3.5), we obtain
Multipliting two hand side of the above inequality with h 3 , we have
Apply the Young's inequality, we obtain the following two estimates
Finally, we use Cauchy's inequality to obtain
Plugging the (3.9) -(3.11) into (3.8), we infer at (x 0 , t 0 )
Consequently,
Therefore, for any x ∈ M ,
This implies that
Since T is arbitrary, the proof is complete.
Remark 3.2. As in [5, 17] , in our estimate, the notation R is "small" maens R is chosen to be a positive constant less than 1. Moreover, R depends on the upper bound of the sectional curvature of the manifold near the boundary. More precisely, the upper bound of R is determined by
where K R is the upper bound of the sectional curvature on the set M R = {x ∈ M : r(x) ≤ R}.
As applications, first we have following gradient estimates. Proof. Since ∂M is convex, we have H = 0. Therefore, C 1 = C 2 = 0. The proof of Theorem 3.3 is followed directly by Theorem 1.4. on M × (0, ∞). By choosing R "small", we have following estimates.
(i) If a > 0 ≥ b then u ≥ e −2 .
(ii) If a < 0 and b ≤ 0, further assuming that e −2 ≤ u(x, t) ≤ D then u is constant. Consequently, u = e −b/a .
Proof. The proof is followed by Theorem 3.3. Indeed, since u does not depend on T , we may let T → ∞ in Theorem 3.3 to have following two cases.
(1) If a > 0 ≥ b and u ≤ e −2 then by Theorem 3.3, we have that |∇u| = 0. Consequently, u = e −b/a > 1. This is a contradiction since u ≤ e −2 . (2) If a < 0, b ≤ 0 and e −2 ≤ u(x, t) ≤ D then by Theorem 3.3, we infer |∇u| = 0, namely u is constant. Hence, u = e −b/a .
The proof is complete.
