In this work we calibrated the NaI(Tl) scintillation detectors (5.08 × 5.08 cm 2 and 7.62 × 7.62 cm 2 ) and the Full Energy Peak Efficiency (FEPE) for these detectors have been calculated for point sources placed at different positions on the detector axis using the analytical approach of the effective solid angle ratio. This approach is based on the direct mathematical method reported by Selim and Abbas [1, 2] and has been used successfully before to calibrate the cylindrical, parallelepiped, and 4π NaI(Tl) detectors by using point, plane and volumetric sources. In addition, the present method is free of some major inconveniences of the conventional methods.
Introduction
Determination of detector efficiency is very important in various scientific and industrial fields. Because the experimental work is tedious and even difficult for extended sources, many researches have been focused on the development of computational techniques to determine these efficiencies. There are three famous methods used in this field, the semi-empirical, the Monte Carlo, and the direct mathematical methods. One of these computational techniques is the efficiency transfer method in which the computation of the detector efficiency for various geometrical conditions is derived from the known efficiency for a reference source-detector geometry. The main advantage of the Efficiency Transfer approach with a point calibration source located at a sufficient distance from the detector is that one may neglect coincidence summing effects and obtain a coincidence free efficiency curve [3] . The efficiency transfer method is particularly useful due to its insensitivity to the inaccuracy of the input data, e.g. to the uncertainty of the detector characterization [4, 5] .
Change in efficiency under conditions of measurement different from those of calibration can be determined on the basis of variation of the geometrical parameters of the source-detector arrangement. By calculation, it is possible to determine the efficiency corresponding to non-point samples and/or different distances. The basic case corresponds to calibration with known efficiency for a point source located at position, P ο , at energy, E, the efficiency can be expressed as:
where,
, represents the intrinsic efficiency of the detector for energy, E, and, Ω eff (P o ), is the solid angle subtended by point, P ο , and the active surface of the detector, this geometrical factor must include absorbing factors, taking into account the attenuation effects in the materials between the source and the active part of the crystal [6] .
For a point source located at a different distance, P, the efficiency can be written, in a similar manner, as:
So we can establish the basic relationship which makes it possible to express the efficiency as a function of the reference efficiency, known at the same energy, E:
In general, by knowing the source-detector geometry, we can compute the detector efficiency for different positions using the principle of efficiency transfer by com-
Mathematical Treatment
Selim and co-workers using the spherical coordinate system derived direct analytical elliptic integrals to calculate the detector efficiencies (total and full-energy peak) for any source-detector configuration [8] .
The solid angle, (Ω), subtended by the detector at the source point has been given by Abbas [9] , and it is defined as
The effective solid angle is defined as:
where, f att , factor determins the photon attenuation by all absorbers between source and detector and it is expressed as:
where, μ i , is the attenuation coefficient of the i th , absorber for a gamma-ray photon with energy, E γ , and, δ i , is the average gamma photon path length through the i th absorber.
The location of an arbitrarily positioned axial point source is specified by, (h, θ, φ) where, h, is the sourcedetector distance, see Figure 1 , and the polar, θ, and the azimuthal, φ, angles at the point of entrance of the considered surface define the direction of the incidence of a gamma-ray photon. Where, the polar angles can be expressed as, Abbas [ 
And the azimuthal angles () will be from 0 to 2π, therefore the effective solid angle can be expressed as:
where:
The previous integrations calculated numerically by using the trapezoidal rule in a BASIC program.
Experimental Setup
The Full Energy Peak Efficiency values will determined for NaI(Tl) Scintillation Detector Model number 802-made by Canberra USA in this work two NaI (Tl) scin- ) detector (D1) with resolution 8.5% which specified at the 661 keV, and (7.62 × 7.62 cm 2 ) detector (D2) with resolution 7.5% which also specified at the 661 keV were used. The details of these detectors setup parameters with acquisition electronics specifications are listed in Table 1 Cs and 60 Co where used (these point sources were purchased from The PhysikalischTechnische Bundesanstalt (PTB) in Braunschweig and Berlin). The certificates give the sources activities and their uncertainties for (PTB) sources are listed in Table 2 . The data sheet states values of half lives, photon energies and photon emission probabilities per decay for the all radionuclides used in the calibration process are listed in Table 3 , which available from the National Nuclear Data Center Web Page or on the IAEA website.
The calibration process was done by using (PTB) point sources, measured these sources at seven different axial distances starts from 20 cm up to 50 cm by step 5 cm each time from the detectors surface, using the homemade Plexiglas holder which placed directly on the detector entrance window as an absorber to avoid the effect of β-and x-rays and to protect the detector heads, so there is no correction was made for x-gamma coincidences, since in most cases the accompanying x-ray were soft enough to be absorbed completely before entering the detector [10] . The source-detector separations start from 20 cm to neglect the coincidence summing correction. The spectrum was recorded as example P4D1, where, P, refers to the source type (point) measured on detector (D1) at the distance number (4), which means (h = 20 cm).
The spectrum acquired with winTMCA32 software made by ICx Technologies, were analyzed with (Genie 2000 data acquisition and analysis software) made by Canberra using its automatic peak search and peak area calculations, along with changes in the peak fit using the interactive peak fit interface when necessary to reduce the residuals and error in the peak area values. The live time, the run time and the start time for each spectrum were entered in the spread sheets. Those sheets were used to perform the calculations necessary to generate the experimental full energy peak efficiency (FEPE) curves with their associated uncertainties as a function of the photon energy for all cylindrical NaI(Tl) detectors listed in Table 1 and with different point sources positions. The ETNA program used to convert the Full Energy Peak Efficiency (FEPE) curve from point sources at position (P4) to the FEPE at positions (P5, P6, P7, P8, P9 and P10). These calculations extended for two cylindrical NaI(Tl) detectors (D1 & D2).
Results and Discussion
This part shows the comparisons between the efficiency transfer theoretical method (ETTM) with the experimental work which is done at Younis S. Selim Laboratory for Radiation Physics, Faculty of Science, Alexandria University. This laboratory uses several coaxial NaI(Tl) scintillation detectors (5.08 × 5.08 cm 2 and 7.62 × 7.62 cm 2 ) which used in the present work. The detectors were calibrated by measuring low activity point sources, which previously described. The theoretical Full Energy Peak Efficiency (FEPE) can obtain as described in Equation (3).
Another method of calibration is by using ETNA program (an acronym standing for Efficiency Transfer for Nuclide Activity measurements) developed in the Laboratoire National Henri Becquerel (BNM/LNHB) CEA/ Saclay, France by Marie Christine [11] . The percentage error between the measured and the calculated efficiencies is given by: ciency calculations was the uncertainties of the activities of the standard source solutions. Coincidence summing effects were negligible in the reference measurement geometries.
Cal meas meas % 100
where, ε Cal and ε meas , are the calculated and experimentally measured efficiencies, respectively. The uncertainty in the full-energy peak efficiency, σ ε , was given by: The measured efficiency values as a function of the photon energy, ε(E), for all NaI(Tl) scintillation detectors were calculated by:
where, σ A , σ P , and, σ N , are the uncertainties associated with the quantities, A S , P(E), and, N(E), respectively, assuming that the only correction made is due to the source activity decay.
where, N(E), is the number of counts in the full-energy peak which can be obtained using Genie 2000 software, T, is the measuring time (in second), P(E), is the photon emission probability at energy, E, A S , is the radionuclide activity and, C i , are the correction factors due to dead time, radionuclide decay.
In order to study the effect of the detector volume, and the source-to-detector distance on the full-energy peak efficiency of NaI(Tl) detectors (D1 and D2), comparing the measured efficiency for different source detector arrangement were done. In these measurements of low activity sources, the dead time always less than 3%, so the corresponding factor was obtained simply using ADC live time. The statistical uncertainties of the net peak areas were smaller than 1.0% since the acquisition time was long enough to get number of counts at least 10,000 counts. The background subtraction was done. The decay correction, C d , for the calibration source from the reference time to the run time was given by:
For D1 the maximum measured FEPE value of detector measured with point sources placed at P4 and the minimum one which measured at P10. Also we found that D2 obey the same behavior, by comparison between D1 and D2 results we found that D2 FEPE is greater than it for D1, P4D2 has the maximum FEPE and P10D1 has the minimum one as shown in Figure 2 . This phenomenon related to that, the gamma-ray intensity emanating from a source falls off with the distance according to the inverse square law. In addition to the larger detector in dimensions is the more efficient one. sent ETTM and ETNA program over a wide energy range and have been tested against various data sets obtained by the experimental method using point sources measured from position P4 up to P10 by (D1 and D2), respectively, and good agreement was obtained from the comparisons, see Figures 3 and 4 .
The efficiency of the detectors is higher at low source energies (absorption coefficient is very high) and decreases as the energy increases (fall off in the absorption coefficient) because the photoelectric is dominant below 100 keV, which mean in other words that it is higher for the bigger detector than the smaller one and it is higher for lower source energy than higher source energy because of the dominance of the photoelectric at lower source energies.
The present work provides a great understanding to several aspects of gamma-ray spectroscopy and will provide us with useful tools ETTM for efficiency calculation for detectors (D1 and D2). This method constitute good approach for the efficiency computation for laboratory routine measurements and can save time in avoiding experimental calibration for different position geometries, where the values of the efficiency calculations using ETTM was compared with the measured ones Tables 4 and 5.
Conclusion
This work show the way to a simple method (ETTM) to compute the full-energy peak efficiency over a wide energy range, which deal with different detector types using isotropic axial point sources. The present work can be extensive to calculate the FEPE for more complicated geometries. The discrepancies in wide-ranging for all the measurements were found to be less (8%) in case of ETNA program and our ETTM expressions with the 
