ABSTRACT
INTRODUCTION
Nowadays, the great progress in neuroimaging has made the nuclear medicine techniques play a more and more important role in the exploration of the relations between human behavior and brain functions. Functional imaging techniques, such as positron emission tomography (PET), single photon emission computed tomography (SPECT), and functional magnetic resonance imaging (fMRI), provide the important information about regional cerebral blood flow (rCBF) or metabolism in the specific brain areas.
Tc-99m HMPAO was developed and later verified that this tracer can pass through the normal blood-brain barrier into the brain tissue steadily and abidingly. We can thus use this characteristic to relate the blood flow with brain activity using SPECT technology because areas with increased blood flow take up more radiotracer than areas with less blood flow. Therefore, it has been popular to use such methods for the diagnoses of miscellaneous brain diseases, such as schizophrenia, epilepsy, and Alzheimer's disease. Statistical Parametric Mapping (SPM) is a wellknown software package designed to analyze functional neuroimaging data. SPM99, the latest version, is now widely used to produce a statistically meaningful comparison between groups of images by many researchers and doctors. This software is mainly composed of two steps, spatial pre-processing and statistical analysis, which form a standard procedure in this field.
There are two major issues in the spatial preprocessing stage: image registration and gray-level normalization. Image registration is the process of with H(A) and H(B) being the entropy of A and B, respectively, H(A, B) their joint entropy, and H(A B) and H(B A) the conditional entropy of A given B and of B given A, respectively. Here set theory representations of the entropies are illustrated in Fig.  2 ., and the definitions are
Joint Histogram
To apply the MI concept to the image domain, we must give each probability distribution, p A (a), p B (b), and p A,B (a, b) , an explicit definition. There are two main methods, Parzen window [9] and joint histogram [10] , to estimate the probability value. Due to the consideration of computation burden, we choose to build the two-dimensional joint histogram. The joint histogram of an image pair can be defined as a function of two variables, A, the gray-level intensity in one image, and B, the gray-level intensity in the other image. Each value h at the entry (A, B) is the number of corresponding pairs having gray-level A in the first image and gray-level B in the second image. Estimation for the joint probability distribution p A,B (a, b)are obtained by normalizing the joint histogram of the image pair as Thus the two marginal probability distributions can also be obtained directly from the joint probability distribution as volume image set may consist of 45 up to 65 transverse slices. Now the raw image data contains a lot of information of the brain function after stimulation and under rest. We will go on to the next step for the detailed image processing procedures.
Mutual Information Theory
Image registration can be viewed as the most important step because only when all volume image data are precisely registered, the brain regions that respond to the visual stimulation can be correctly located. Traditional image registration method usually minimizes the intensity difference of all corresponding voxels between two images [15] . This is under the assumption that two images are the same when they are perfectly aligned. Nevertheless, in inter-modality case or in some special circumstance like ours that all images were acquired under different conditions, we can only say that all images are highly correlated but not the same.
To overcome the problem of intensity inconsistency, we adopt the mutual information as the registration criterion [8] . One intuitive advantage of this method is that we can omit the intensity adjustment step before registration, that is, the raw image data can be directly used to perform the MI registration.
MI is based on the information theory [16] . Define two random variables, A and B, with marginal probability distribution, p A (a) and p B (b), and joint probability distribution, determining the correspondence between all points in two images of the same scene. It has applications in many fields, especially in medical imaging, the one we concern in this paper. Due to the differences in imaging conditions, such as imaging device, imaging duration, or isotope dosage, we are likely to encounter great variations in image quality for most radiological examinations. It has become a popular research topic to overcome these variations and achieve good registration results. Because only when we align two images to the same physical space, we then can perform the subsequent analyses meaningfully.
In the last two decades, many medical image registration methods were developed for various cases [1] [2] . Here we are interested is the voxel-based registration methods which operate directly on the image gray-level values, without prior data processing or segmentation. A lot of registration criteria have been proposed for intra-modality and inter-modality registration [3] . Woods et al. [4] [5] used the ratio image uniformity to measure the variation of the image intensity of corresponding voxel pairs. Roche et al. [6] took the correlation ratio as a measure under the assumption of the functional dependence between the image intensities. Information-theoretic measures derived from information theory have also attracted many researchers these years because of their satisfactory results. Consequently, mutual information (MI), normalized mutual information (NMI), conditional entropy, and entropy correlation coefficient (ECC) thus become widespread similarity measures [7] [8] [9] [10] .
Besides the geometric registration, some image gray-level value manipulations are also needed to make the assessed image sets under the consistent conditions. Although the intensity normalization may dominate the quality of experiments, little investigation has been made to see how the choice of these methods affects the analytic results. In HMPAO imaging, the gray-level values are strongly related to the dosage and radioactivity decay of the isotope, it is believed that there should be a statistical model to relate the two image sets under comparison. Such a model can naturally be applied for the intensity normalization in our experiments. Gullion et al. [11] and Marco et al. [12] compared some methods in their papers and got some interesting conclusions.
After the image registration and intensity normalization, the data are ready for statistical analysis. A voxel by voxel hypothesis testing approach, which reliably identifies regions showing significant experimental effects of interest, is usually applied in this stage. In SPM, a general linear model, including t-test, analysis of variance (ANOVA), analysis of covariance (ANCOVA), linear regression, multiple regression, F-test, etc., has to be determined according the properties of image data. After applying the selected model, we can obtain a statistic image, called statistical parametric map. Based on the statistic image, the next step is to reliably locate voxels where effects of interest are exhibited while limiting the false positives. Although there are various methods, including multiple comparisons, random field theory, and spatial levels of inference and power, are developed for the analysis of the statistic image. For simplicity, our system adopts the color-encoding scheme to directly depict the resulting statistic maps.
In our case, the image data belongs to the category of intra-modality (SPECT) and inter-subject. We adopt the maximization of mutual information [8] as the registration criterion, which has the advantage of no user interaction and preprocessing. After the registration, we use a least-squares criterion with linear regression [13] to model the gray-level normalization problem. The paired t test is then chosen to find the areas of great deviation in statistical meaning. The resulting statistic map is then color encoded to illustrate the areas with significant function differences. The detailed description of our methods will be given in the following sections.
MATERIALS AND METHODS

Data Acquisition
In this study, fifteen schizophrenic patients joined the experiment. In order to compare the brain function for some visual stimulation, two sets of images were acquired in two stages, with stimulation and under rest, for each patient in this experiment. In the first stage, we performed the Wisconsin Card Sorting Task (WCST) [14] , which has been used to assess dysfunction of the prefrontal cortex and basal ganglia, to the patient. Then a dose of 15mCi Tc-99m HMPAO was injected 2 minutes after the start of WCST. Here, we used a triple-headed rotating gamma camera (Multispect3; Siemens, Hoffman Estates, USA) with ultra high-resolution fan-beam collimators. The SPECT data were acquired over a circular 360 rotation, 120 steps, 25 seconds per 3 steps, in a 128 128 16 matrix. In the second stage, the patient was under rest condition before being injected with another dose of 25mCi Tc-99m HMPAO. The acquisition time was 15 seconds per 3 steps in this stage, and the time interval between two stages of imaging was about 30 minutes. The whole imaging procedure is illustrated in Fig.1 . Reconstruction was performed by filtered backprojection using a Butterworth filter with attenuation correction by the Chang method. The data were reformatted to provide one-pixel thick (2.89 mm) transverse slices parallel to the canthomeatal line. Each Now we have a statistical volume data, with each voxel representing its paired t-test value. A color lookup table of our previous work [23] is then used to create a color plot for the statistic t map. By using the color mapping technique, red and blue colors indicate whether the region contains relatively more cerebral flow or not. The green areas are thus where significant difference is not present. The distribution in the resulting color map can thus reveal a complete picture of functional variations between the set of images at rest and the ones under stimulation from the statistical point of view. Visualization of the statistic value for each image slice will help doctors on locating the regions with positive and negative responses quickly.
RESULTS
We adopt a volume rendering technique called semi-boundary rendering [24] to reconstruct the volume data. It can be used to evaluate the registration performance visually. In order to compare the relative position for data before and after registration, we used the image blending technique to see how our method works. We use the dark red color to stand for the transformed volume, and the reference volume is colored with dark green. The overlapping parts thus become in white color and shaded with respect to its surface normal. Fig. 5(a) and 5(b) are the data before and after registration, respectively, in the intra-subject registration stage. Fig. 6 (a) and 6(b) are those in the inter-subject registration stage. We can obviously find that the results are pretty good visually. Tables I and II show the average and maximum error of the registration consistency. Each time we use a pair of images to perform the experiment and get a set of transformation parameters T. Then the roles of the transformed and reference images are exchanged to get another set of transformation parameters T'. If our registration is robust and consistent, T + T' will get The MI registration criterion I( ) is then evaluated from (1) with transformation parameter , and the optimal registration parameter * is found when I( ) is maximal as
From (1) and (8)- (10), we can find that the values of entries in the joint histogram are the only quantities to calculate the MI value. Therefore, the way we build the joint histogram play a very important role because the quality of the estimated joint histogram has a decisive influence on the accuracy of this method.
Let F denote the transformed image, on which we apply the transformation T , and the R the reference image. Since the transformed position from F will not always coincide with a grid point of R, we may need to introduce an interpolation scheme. Nearest neighbor (NN) interpolation is too rough to guarantee the subvoxel accuracy. Trilinear (TRI) interpolation is the method commonly used for most of the registration criteria, including mutual information. However, this method may introduce new intensity values, which are originally not present in the reference image, and leads to unpredictable changes in the cost function. To overcome this problem, the partial volume (PV) interpolation method was proposed for computing the mutual information [10] . Instead of interpolating new intensity values, the contribution is distributed to all the neighboring voxels to make the joint histogram smoother and the resulting MI is less affected with this artifact. Unfortunately, the other type of artifact may still be introduced with PV interpolation [18] . Some other methods [19] [20] were proposed to better cope with this new artifact. The researches to compute MI more precisely and efficiently are still hot issues nowadays.
To take account of the stability of the registration behavior, we choose the TRI interpolation because of its superior consistency compared with the PV interpolation. Consistency is defined here that the forward transformation should be the inverse of the backward transformation (Fig. 3) . The total number of bins in our joint histogram is 1024 1024 because the maximal intensity of all raw data is 590, and we don't rescale the image intensities to a new range. The binning technique in histogram computation may save quite a lot of computation and is studied in the subsequently research.
Image Registration
Image registration, brain extraction, and intensity normalization are three main steps of image processing in our system. In image registration, the registration procedures can be divided in two parts, intra-subject and inter-subject ones. Along the registration procedures, each registration step is performed with two volume images at a time.
In the intra-subject part, we use the images, which were acquired at rest, as the template images. The images acquired under visual stimulation are thus registered with respect to the template images. We can therefore obtain fifteen sets of transformation parameters, where each set is for a specific patient. In the inter-subject part, we select an image acquired at rest, out of the fifteen patients, as the standard template. All the other fourteen images have to be registered to the selected one. Here we obtain fourteen sets of transformation parameters. Thus we obtain totally twenty-nine sets of transformation parameters, fifteen ones for intra-subject and fourteen for intersubject. They are then utilized to transform all images to the same physical space. For the images at rest, they are directly transformed with the fourteen sets of parameters to the standard template. And for the images under stimulation, they have to undertake the intra-subject transformation and then the inter-subject transformation. A simple registration diagram is given in Fig. 4 , where each arrow indicates that one image register to another one.
For simplicity, the transformations in the intrasubject part have been restricted to the rigid body transformations with three translation parameters and three rotation parameters. And under the consideration of the different brain sizes between different patients, we add the scaling parameters in the inter-subject part. The images are initially positioned such that their geometric centers coincide together. Then the Powell's method [21] is used to search the optimal transformation parameter to maximize the mutual information I( ).
Brain Extraction
Following the registration, we also need to adjust the image intensity. Obviously, only the brain area should join the calculation of parameter adjustment, so we have to separate the brain from the skull, muscle, and scalp. Since the SPECT image is a low-resolution image, which lacks of the anatomical information, we cannot define the brain contour as precisely as the MR image. We utilize the optimal thresholding method to extract the brain region [22] . This algorithm assumes that regions to segment have two major lobes in the gray-level distribution and uses an iterative threshold selection scheme to obtain the optimal threshold. The threshold value can be mostly obtained in four to ten iterations. This method is quite simple but gives good segmentation results and greatly reduces the possibility of inconsistency in extracting brain regions by hand.
Intensity Normalization
As a result of different imaging conditions, the image intensities obtained from each scan cannot be compared directly. Just like the spatial registration, we also adopt an intensity normalization process along with each step of spatial registration for both the intraand inter-subject parts to transform the gray-level values of the acquired images to a consistent base that is the intensity distribution of the standard template image. For each pair of images to register, the relationship between intensities of the two images can be described by a linear model with the equation y = + x, where is the additive parameter, is the scaling parameter, and x and y are the corresponding voxel values in the two images [13] . We use a leastsquares criterion with the linear regression method to evaluate the two parameters. They are calculated immediately after each geometric registration step. After the adjustment according to the model, the wellregistered and well-normalized data are valid for the subsequent statistical analysis.
Statistical Analysis
In this experiment, we want to detect the area with significant difference under two statuses, which are with visual stimulation and at rest. The paired t test is zero values for each parameter. Not surprisingly, the errors of inter-subject are larger than those of intrasubject. This is mainly because in two out of fifteen cases the rotation parameters are trapped in the local minima and get larger deviations in the inter-subject registration. However, we can still guarantee the subvoxel accuracy according the average error. We also present a pair of image slice before and after intensity normalization to verify the normalization performance (see Fig. 7 ). Actually, it is difficult to claim that our gray-level normalization is indeed the most suitable method for our case. However, the subsequent statistical analytic results show great consistence with the physiological expectation. Therefore, the proposed image-processing procedure has revealed its good applicability in our experiments.
Finally, a color plot of each slice, which shows the paired t-test result, is presented in Fig. 8 . The red areas stand for the positive result that the brain is more activated under visual stimulation than at rest. And the blue areas are thus the contrary results where more blood flows for the at-rest case. We can find that the red areas concentrate in the hindbrain from the 25 th to 35 th slice (the total number of slices in the t map volume image is 61). In brain anatomy, these area indeed correspond to the primary visual reception area. Therefore, this experiment successfully conforms to our expectation.
DISCUSSION AND CONCLUSION
In this paper, we have developed an integrated image analysis system for the evaluation of functional variations between the Tc-99m HMPAO brain SPECT images. The proposed system consists of the procedures for 3D image registration, gray-level normalization, brain extraction, and statistical analysis. The procedures for registration and normalization are designed for the brain SPECT images, which can be subsequently analyzed under a unique basis. The discrepancies between the two sets of SPECT images are then assessed by a standard statistical analysis procedure. The results not only show great reliability in image registration but reveal that the functional assessment is effective and consistent with our clinical expectation.
To define the brain region for image registration is usually a difficult task in many image registration methods. We adopt the mutual information (MI) for registration and use the whole brain data, and thus the segmentation step is avoided. Here, we utilize the trilinear interpolation in the MI computation. It achieves accurate results for the experimental image sets.
The proposed method is a useful tool that provides good capability in the comparative evaluation and visualization for SPECT images. Because of its good adaptability in image registration and normalization, it can also be adapted for other neuroimaging cases where data are usually acquired under inconsistent imaging conditions. In the future study, we will employ the multi-resolution technique to overcome the local optimization problem and to further reduce the computation burden. Histogram binning will be used together. Naturally, a better interpolation method will also be considered in the registration process. Table I . Intra-subject registration consistency error (Tx, Ty, Tz in voxels and Rx, Ry, Rz in degrees). Table II . Inter-subject registration consistency error (Tx, Ty, Tz in voxels and Rx, Ry, Rz in degrees). 
INTRODUCTION
In medicine, the use of multi-modality images representing various functions has become a more general practice. Images of different modalities, when fused together, provide essential information for clinical diagnosis and prognosis. Good image quality can provide more reliable patient information, which can then be used for accurate clinical decision making.
The most important step in image fusion is image
