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Jan Sieber∗ Bernd Krauskopf † David Wagg‡ Simon Neild§
Alicia Gonzalez-Buelga¶
Abstract We present an experimental procedure to track pe-
riodic orbits through a fold (saddle-node) bifurcation, and
demonstrate it with a parametrically excited pendulum ex-
periment where the control parameter is the amplitude of the
excitation. Specifically, we track the initially stable period-
one rotation of the pendulum through its fold bifurcation and
along the unstable branch. The fold bifurcation itself corre-
sponds to the minimal amplitude that supports sustained
rotation. Our scheme is based on a modification of time-
delayed feedback in a continuation setting, and we show for
an idealized model that it converges with the same efficiency
as classical proportional-plus-derivative control.
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1 Introduction
If a dynamical system is given in the form of a system of
ordinary differential equations (ODEs) then the continua-
tion of time-periodic motions and their bifurcations can be
performed with existing numerical continuation software
[6, 14, 5]. The availability of these numerical tools has been
a breakthrough in the analysis of low-dimensional systems
of ODEs. Similar methods have been developed also for
high- or infinite-dimensional systems with ‘essentially low-
dimensional dynamics’ such as delay differential equations,
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dissipative partial differential equations, or Monte-Carlo sim-
ulations [7, 15, 13]. One reason behind the success of these
methods is that they make phenomena visible that are noto-
riously difficult to find in simulations and experiments, for
example, due to their dynamical instability or extreme sensi-
tivity with respect to changes in system parameters.
In [20] we have proposed a combination of Newton iter-
ations and standard feedback control that can be embed-
ded into a continuation to perform some bifurcation analysis
tasks directly in experiments. Two features of the scheme
make it especially suitable for experiments:
1. The accuracy of the results does not rely on the accu-
racy of a model (and thus, it does not require system
identification, which is an inverse problem) but only on
measurement tolerances and the condition number of
the Jacobian in the Newton iteration, which is estimated
as part of the procedure.
2. It is not necessary to set initial conditions for the state of
the dynamical system.
The main requirement for the applicability of the scheme is
the presence of a stabilizing feedback loop. One class of exper-
iments where tunable feedback loops are naturally present
are so-called hybrid tests in civil and mechanical engineering,
which bidirectionally couple a mechanical experiment with a
computer simulation [4, 10].
In [19] we have demonstrated the practical feasibility of this
control-based continuation in a simple mechanical prototype
experiment — the parametrically excited pendulum. Inde-
pendently, the experiments in [1] applied this approach to
trace out unstable oscillations of a nonlinear energy harvester.
In this paper we present the technical details of the procedure
and the complete results of the pendulum experiment in [19].
Furthermore, we analyze the convergence of the scheme over
a large parameter range for an idealized model.
2 Feedback controlled experiment as a nonlinear
fixed point problem
The key idea behind our method is that the introduction of a
stabilizing feedback loop into an experiment (representing a
smooth nonlinear dynamical system) turns this experiment
into a nonlinear fixed point problem. The solutions of this
fixed point problem are the natural trajectories of the uncon-
trolled experiment. In this section we discuss this approach
with the simple model of the parametrically excited pendu-
lum; the practical implementation is discussed in Section 4.
1
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The dynamics of a parametrically excited pendulum is
given in good approximation by the ODE
m l 2θ¨ (t )+b θ˙ (t )+m l

g + y¨ (t )

sinθ (t ) = 0. (1)
In (1), θ is the angle of the pendulum, y (t ) is the excitation
amplitude of the pivot (in meters), b is the viscous friction
coefficient, m is the effective mass of the pendulum, l is the
effective length of the pendulum, and g is the acceleration
due to gravity. A typical choice for the excitation would be
a harmonic of amplitude p and frequency ω, as given by
y (t ) = p sin(ωt ). The pendulum with harmonic parametric
excitation is a well-studied system; its bifurcation diagram in
the (ω, p )-plane can be found, for example, in [21]. We focus
here on a particular type of dynamics, namely period-one
rotations of the pendulum. They are given by functions that
satisfy θ (t ) = θ (t + 2pi/ω)− 2pi if they rotate in the positive
direction (the long-time average of θ˙ is positive). Period-one
rotations are periodic orbits of (1) in rotating coordinates.
That is, introducing φ = θ −ωt and assuming harmonic
excitation y (t ), the angle variableφ satisfies the differential
equation
m l 2φ¨+b φ˙+bω+m l

g −ω2p sin(ωt )sin(φ+ωt ) = 0. (2)
A solution φ(t ) is a periodic orbit of (2) if it satisfies φ(t ) =
φ(t +2pi/ω) for all times t .
In our experimental implementation for practical reasons
the control input u (t ) is super-imposed onto the harmonic
excitation y (t ); see Section 4 for details. However, in our anal-
ysis we assume for simplicity that we can apply control in
its idealized form as a torque at the pivot such that u enters
on the right-hand-side of (2). We also assume that θ (t ) and
θ˙ (t ) (and hence φ and φ˙) are directly available from mea-
surement, and enter the control input u without delay. Thus,
applying a simple proportional-plus-derivative (PD) control,
we consider the model
m l 2φ¨+b φ˙+bω+m l

g −ω2p sin(ωt )sin(φ+ωt ) =
=m l PD[φ−φ0] (3)
where
PD[x ] =−G1 ·x −G2 · x˙ , (4)
φ0(t ) is the control demand signal (we call it the control tar-
get), and G1 and G2 are control gains. Let us assume thatφ∗ is
a periodic orbit of the uncontrolled parametric pendulum (2).
We observe the following properties of the controlled system
(3):
1. [Non-invasiveness] Ifφ0 =φ∗ thenφ∗ is a periodic orbit
of the controlled system (3).
2. [Stability] With an appropriate choice of control gains
G1 and G2, φ∗(t ) is a stable periodic orbit of (3), regard-
less of its stability in the uncontrolled system (2). Thus,
if φ0 =φ∗ then the difference between output and input,
φ0(t )−φ(t ), approaches zero for t →∞ for any initial
value (φ(t0),φ˙(t0)) of (3) near (φ0(t0),φ˙0(t0)).
An appropriate choice for G1 and G2 in the idealized
system (3) is, for example, G2 = G1/2 = G where G is
sufficiently large (in a practical implementation the size
of G is restricted by the control loop latency and the
magnitude of disturbances). Our particular choice of
gains is not optimal but our arguments are valid for any
set of gains stabilizingφ∗.
3. [Smoothness] If the control targetφ0 is a periodic func-
tion near φ∗ then the output of the controlled system (3)
converges to a periodic function φ. This asymptotic out-
putφ depends (locally) uniquely on the control targetφ0.
Moreover, the asymptotic output φ depends smoothly
on the inputφ0.
These three observations make it possible to define a nonlin-
ear map M∞ mapping a neighborhood of a periodic orbit φ∗
of (2) in the space Cper([0,2pi/ω];R) of continuous periodic
functions on the interval [0, 2pi/ω] back to itself:
M∞ : U (φ∗)⊂Cper([0, 2pi/ω];R) 7→Cper([0, 2pi/ω];R). (5)
Evaluating M∞ in a point φ0 ≈ φ∗ works as follows: φ0 is a
periodic function with period 2pi/ω. Insert φ0(t ) as periodic
control target into the PD control law (4) and observe the
output of the controlled system (3). Since the controlled sys-
tem is stable, after the transients have died down the output
converges to some periodic function φ(t ), which has also
period 2pi/ω. The value of the map M∞ in φ0 is defined as
this periodic outputφ: M∞(φ0) =φ. The observation about
smoothness guarantees that the map M∞ is differentiable
with respect to its argumentφ0.
The non-invasiveness of the feedback control states that
φ∗ is a fixed point of M∞. Moreover, ifφ∗ is a regular periodic
orbit of (2) (that is, no Floquet multiplier ofφ∗ is equal to 1)
then φ∗ is a regular fixed point of M∞ (that is, the Fréchet
derivative of M , [∂ /∂ φ0]M , inφ0 =φ∗ has no eigenvalue 1).
Consequently, one can find regular periodic orbits (regardless
of their stability) of the uncontrolled system (2) by applying a
Newton iteration to the fixed point problem
M∞(φ0) =φ0, (6)
which only requires observations of the controlled system (3).
3 Applying time-delayed feedback control
A difficulty in the solution of the fixed point problem (6)
is that the Newton iteration requires an approximation of
the Fréchet derivative (the infinite-dimensional Jacobian)
J∞ = [∂ /∂ φ0]M∞ of M∞. This Jacobian J∞ is, in general,
not known analytically so that it has to be estimated, for ex-
ample, by finite differences. If the argument of M∞, φ0, is
discretized by projecting it onto its N leading Fourier modes
then each evaluation of J∞ requires running the controlled
experiment (3) at least 2N + 2 times. This may be too time-
consuming to be practical in a mechanical experiment be-
cause the transients may take a few seconds to die down for
each tested control target φ0. This problem can be tackled
by estimating the Jacobian using a Broyden update [8], as
suggested in [20]. This works well in simulations of the para-
metric pendulum (using (2)) and other systems where the
expected solution is only moderately non-harmonic (such
that the number of Fourier modes N can be chosen as a small
number) but has not been tested in experiments. The alter-
native, employed in [19], is the introduction of time-delayed
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feedback [17]. This reduces the infinite-dimensional fixed-
point problem (6) to a one-dimensional fixed point problem
for a scalar variable, the average ofφ over the last period. If
we define
avg[φ](t ) =
ω
2pi
∫ 2pi/ω
0
φ(t −τ)dτ,
φ0(t ) = φ(t −2pi/ω)+ φ˜0−avg[φ](t −2pi/ω),
(7)
and insert this recursively definedφ0 into the feedback loop
(3) then only the scalar quantity φ˜0 is an unknown additional
parameter, rather than the whole (infinite-dimensional) peri-
odic control targetφ0. We note that avg[x ] is the average of a
function x of time over the past period of excitation. When-
ever φ is periodic the quantity avg[φ] is a constant. (Hence,
avg[x ] corresponds to Fourier mode number zero of x if x
is periodic.) If we insert φ0(t ) as defined by (7) for our con-
trol target into the system with control (3) then we observe
the following. If φ∗ is a periodic orbit of the uncontrolled
system (2), and we choose the scalar parameter φ˜0 equal to
avg[φ∗], then φ∗ is also a periodic orbit of the time-delayed
system (3), (7). Ifφ∗ is a dynamically stable periodic orbit of
the time-delayed system (3), (7) then it makes sense to define
the nonlinear map M 1, mapping a neighborhood of avg[φ∗]
in R back to itself, as:
M 1 : U (avg[φ∗])⊂R 7→R, M 1(φ˜0) := lim
t→∞avg[φ](t ) (8)
whereφ is the output of the controlled system (3), (7) when
we insert the scalar φ˜0 into (7). Thus, whenever the map M 1
is well-defined we can find periodic orbits of the uncontrolled
system (2) also as fixed points of M 1 instead of M∞.
However, it is not immediately clear ifφ∗ is a stable periodic
orbit of the time-delayed system (3), (7) when we pick φ˜0 =
avg[φ∗] (even though φ∗ is stable as a periodic orbit of (3) if
the fixed periodic control targetφ0 equalsφ∗). We observed in
experiments [19] that φ∗ is indeed stable in (3), (7) regardless
of its stability in the uncontrolled system (2). However, it is
not obvious why this is the case: (7) is a modification of the
classical time-delayed feedback scheme introduced initially
in [17] (which simply chooses φ0(t ) = φ(t − 2pi/ω)). Time-
delayed feedback does not converge uniformly near folds of
periodic orbits of the uncontrolled system (2) (and we study
the rotations of the parametrically excited pendulum near
a fold). The following two subsections study the properties
of the feedback-controlled system (3), (7) numerically and
analytically.
3.1 Convergence of time-delayed feedback for large
frequencies
In this section we show that the controlled system (3) com-
bined with the choice of control target as defined by (7) con-
verges for large frequencyω. Furthermore, we show that in
this high-frequency regime the convergence rate is identi-
cal up to terms of orderω−1/2 to the convergence rate of the
classical feedback control where one inserts a fixed periodic
functionφ0 into (3). For the experimental setting in Section 4
frequencies larger than 2 Hz can be considered as large.
In the large frequency regime periodic orbits of (2) are
born approximately at p = 2b/(ωm l ) in a saddle-node bi-
furcation [21]. Moreover, at this saddle-node φ(t ) satisfies
|φ(t )− avg[φ]|  1. This suggests that the excitation ampli-
tude p is typically small in length (of orderω−1) but the force
exerted by the excitation is still large (of orderω), implying a
natural scaling of p ∼ω−1. The control force is of the same
order as the force exerted by the excitation if the gains the
scale as G1 ∼ω and G2 ∼pω (because they are factors in the
control force as introduced in (4)). Thus, we introduce scaled
parameters
a ∼−ωp , g 1 ∼ω−1G1, and g 2 ∼
p
ω−1G2 (9)
and assume that a , g 1 and g 2 are all of order 1, independent
ofω. Using the scaled parameters, the non-dimensionalized
equation for the parametrically excited pendulum with time-
delayed feedback control as defined by (7) has the form
φ¨+γφ˙+γω+[1+aωsin(ωt )]sin(φ+ωt ) =
−ωg 1[φ−φ(t −2pi/ω)]−pωg 2[φ˙− φ˙(t −2pi/ω)]
−ωg 1[avg[φ](t −2pi/ω)− φ˜0]−pωg 2[avg[φ˙](t −2pi/ω)].
(10)
In (10) we have dropped the time argument t from φ if it
comes without delay, only keeping the delayed terms ex-
pressly as arguments. The relationship between the original
quantities and the parameters in (10) is given by
γ=
b
m
p
g l 3
, ωnew =
ωoldp
g /l
, tnew = told
p
g /l
a =−ωnew p
l
, g 1 =
G1
g ωnew
, g 2 =
G2p
g l ωnew
.
(11)
We introduce the small parameter ε=
p
ω−1 and rescale time
again by ε such that the new time is tnew = told/ε:
φ¨+εγφ˙+γ+[ε2+a sin(t /ε)]sin(φ+ t /ε) =
= −g 1[φ−φ(t −2piε)]− g 2[φ˙− φ˙(t −2piε)] (12)
−g 1[avgε[φ](t −2piε)− φ˜0]− g 2[avgε[φ˙](t −2piε)]
where avgε[x ] is defined by
avgε[x ](t ) =
1
2piε
∫ 2piε
0
x (t −τ)dτ.
Despite the large coefficient occurring in avgε the norm of
the operator avgε is 1, independently of ε in the space C
k (the
space of k times continuously differentiable functions). Con-
sequently, equation (12) is in the standard form for averaging
[11]. All coefficients are at most of order 1 (including their
Lipschitz constants) and the time-dependent coefficients are
periodic with a period of 2piε. A near-identity transformation
of the form (φ,φ˙) = (φav,φ˙av+εη(φav,φ˙av, t /ε,ε)) transforms
(12) into (we drop the index av from the transformed quanti-
ties)
φ¨+γ+
a
2
cosφ =−g 1[φ− φ˜0]− g 2φ˙+εr (φ,φ˙, t /ε,ε) (13)
where the remainder r and the transformation η have period
2piε in t and contain terms depending on the history ofφ and
φ˙ on the interval [t −4piε, t ]. The only important property of
r is that its norm as a function in C (the space of continuous
3
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functions) is bounded uniformly for small ε if φ and φ˙ are
bounded as functions in C 1 (the space of continuously dif-
ferentiable functions). This is guaranteed because the linear
expressions
L d : x (·) 7→ x (·)−x (· −2piε)
L a : x (·) 7→ avgε[x ](· −2piε)−x (·)
satisfy
maxt∈[−2piε,0]|L d [x ](t )| ≤ 2piεmaxt∈[−4piε,0]|x˙ |
maxt∈[−2piε,0]|L a [x ](t )| ≤ 4piεmaxt∈[−4piε,0]|x˙ |.
This implies that the terms L d [φ](t ), L d [φ˙](t ), present in
(12), are both of order ε and can be incorporated into the re-
mainder εr in (13). Similarly, the terms avgε[φ](t −2piε) and
avgε[φ˙](t −2piε), both present in (12), can be approximated
by φ(t ) and φ˙(t ), respectively, where the error again can be
incorporated into the remainder term εr .
The transformation from (12) to (13) does not involve any
approximation: (12) and (13) are equivalent. The averaging
technique is only formally developed for ODEs in textbooks
such as [11]. Textbook [11] reduces the statement about the
validity of averaging to a theorem about the persistence of nor-
mally hyperbolic manifolds, for which [11] refers to [12, 9] for
ODEs. However, such a statement is also true in more general
situations, in particular, for semiflows generated by delay dif-
ferential equations (DDEs) [2, 3]. We note that the time-4piε
map Tε (the second iterate of the stroboscopic map), gener-
ated by (13), maps initial values (φini,φ˙ini)∈C 1([−4piε, 0];R2)
at time t = 0 back into C 1([−4piε, 0];R2) at time t = 4piε (that
is, the solution of (13) with initial value (φini,φ˙ini) is continu-
ously differentiable on the interval [0,4piε]). Moreover, Tε is
a perturbation of order ε of the map T0 (obtained by setting
ε= 0 in (13)) generated by
φ¨+γ+
a
2
cosφ =−g 1[φ− φ˜0]− g 2φ˙, (14)
which no longer depends on time explicitly and also involves
no time delays. We note that in (14) the time-delayed feed-
back control has been reduced to a classical PD control
of the form −g 1[φ − φ˜0] − g 2φ˙ for a fixed point (φ∗,0) of
φ¨+γ+ 1
2
a cosφ = 0.
Consequently, for large ω and the parameter scaling (9),
the uncontrolled system has one periodic orbit of saddle type
satisfying avg[φ] =pi−arccos(2γ/a )+O(ε) and one periodic
orbit of node type (its stability is of order ε =
p
1/ω) satis-
fying avg[φ] = pi+ arccos(2γ/a ) +O(ε) for a > 2γ. Approxi-
mation (14) shows that time-delayed feedback control of the
form (7) stabilizes the saddle periodic orbit for large forcing
frequenciesω if
g 1 >
1
2
p
a 2−4γ2, g 2 > 0. (15)
3.2 Convergence of time-delayed feedback for frequencies
of order 1
Figure 1 shows the curve in the two-parameter (p ,φ˜0)-plane
that is implicitly defined by the following scalar condition:
the controlled system with time-delayed feedback (3), (7) has
a periodic orbitφ[φ˜0, p ](t ) that satisfies avg[φ] = φ˜0. These
0 0.005 0.01 0.015 0.02 0.025 0.03
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
amplitude p [m]
ph
as
e 
av
g[φ
*
] [pi
]
 
 
stable
unstable
transcritical
fold [uncontrolled]
˜ φ 0
Figure 1: Loss of stability for the controlled system at fre-
quency ω = 3Hz, gain G1 = 1m s−2 and G2 =
0.5m s−1 in (3), (4), (7). Note that te uncontrolled
pendulum (2) loses its stability already at the fold
point. The fixed parameters were set to values cor-
responding to the experimental setup discussed in
Section 4: m = 0.05kg, l = 0.2772m, b = 5.565×
10−4 kg m2 s−1.
periodic orbits are identical to periodic orbits of the uncon-
trolled system (2). Numerical computation of the Floquet
multipliers shows that for all parameter pairs (p ,φ˜0) in the
vicinity of the stable (dark) part of the curve the periodic orbit
φ[φ˜0, p ](t ) of the controlled system with time-delayed feed-
back (3), (7) is stable and satisfies avg[φ]≈ φ˜0. Thus, in this
region the map M 1 can be defined as given in (8).
At the transcritical point (filled circle in Fig. 1) the peri-
odic orbit φ[φ˜0, p ](t ) still exists (and satisfies avg[φ] = φ˜0
in this point) but it loses its stability: one Floquet multiplier
passes through 1. While the location of the transcritical point
depends on the gains G1 and G2, the location of the curve
itself is independent of the gains. (We chose G1 = 1 m s−2,
G2 = 0.5 m s−1 for the numerical computation of the stability
along the curve in Fig. 1.)
Without control the upper part of the curve corresponds
to dynamically stable rotations, and this branch loses its sta-
bility at the fold point corresponding to the minimal ampli-
tude p that supports rotation [21]. Consequently, applying
time-delayed feedback, as defined in (7), stabilizes all saddle
rotations of the uncontrolled system (2) successfully between
the fold and the transcritical point in Fig. 1. In this region the
definition (8) of the map M 1 makes sense. For large frequen-
cies the location of this transcritical point is approximately
given by relation (15). The general expression for the trans-
critical point is given implicitly by equation (2), extended by
4
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Figure 2: Loss of stability in the controlled system in the
(ω, p )-plane for varying control gains G . The gains G
vary from 0 to 34 in steps of 2. The thin dark curves
show when system (3), (4), when using classical PD
control with the control targetφ0 =φ∗, loses stabil-
ity. The thick light curves show when system (3), (7)
loses stability. Fixed parameters are (as estimated
for the physical pendulum discussed in Section 4):
m = 0.05 kg, l = 0.2772 m, b = 5.565×10−4 kg m2 s−1.
its linearized problem and two integral conditions [18]:
0=m l 2φ¨+b φ˙+bω+
+m l

g −ω2p sin(ωt )sin(φ+ωt ), (16)
0=m l 2y¨ +b y˙+
+m l

g −ω2p sin(ωt )cos(φ+ωt )y +m l G1y˜0, (17)
0=
ω
2pi
∫ 2pi/ω
0
y dτ− y˜0, (18)
0=
ω
2pi
∫ 2pi/ω
0
y 2+ y˙ 2 dτ−1, (19)
where φ and y are periodic and y˜0 is a scalar. Equation (16)
definesφ as a periodic orbit of the uncontrolled system (and,
thus, of (3), (7) with φ˜0 = avg[φ]). Equation (17) defines y
as the eigenvector of the system with time-delayed feedback
(3), (7) linearized in φ. The eigenvector y corresponds to the
Floquet multiplier 1 (thus, Eq. (17) guarantees that system
(3), (7) has indeed a Floquet multiplier 1). The scalar condi-
tion (18) defines the quantity y˜0 (which enters (17)) as the
average of y (t ), and condition (19) requires the norm of the
eigenvector y to be equal to 1. The system (16)–(19) con-
sists of two second-order periodic equations and two scalar
equations for four periodic functions (φ, φ˙, y and y˙ ) and one
auxiliary scalar quantity y˜0. Thus, system (16)–(19) defines a
surface in the three-dimensional parameter (ω, p ,G )-space
(we always choose G1 = 2G2 =G in original units). Note that
the linearization (17) does not contain any delayed terms
because y is the eigenvector corresponding to the Floquet
multiplier 1.
Figure 2 shows the contour curves of this implicitly defined
surface as light curves in the (ω, p )-plane, for different fixed
values of G that increase in steps of size 2 from 0 to 34. The
lowest curve in Fig. 2 corresponds to G = 0, and, thus, this
transcritical bifurcation curve coincides with the curve where
periodic orbits of the uncontrolled system (2) are born in a
saddle-node bifurcation. For a given gain G the map M 1 is
well-defined for all values ofω and p below the light curve cor-
responding to this choice of G . The dark curves in Fig. 2 show
when classical feedback control loses its stability. They are de-
fined by a modification of system (16)–(19): one replaces the
term m l G1y˜0 by m l [G1y +G2y˙ ] (and drops condition (18)).
Figure 2 shows that the system controlled with time-delayed
feedback (3), (7) is able to stabilize the saddle-type rotations
of (2) for the same choice of gains as when pure PD feedback
control (3) is applied.
In summary, for our particular problem, finding saddle-
type rotations of the driven pendulum experimentally, time-
delayed feedback of the form (7) is a sensible choice because
it stabilizes periodic orbits for the same gains as classical feed-
back control. The advantage is that time-delayed feedback
introduces only a scalar parameter, φ˜0, that has to be solved
for by Newton iteration as a fixed point of the map M 1 defined
in (8).
3.3 Embedding into pseudo-arclength continuation
Two difficulties in finding periodic orbits as fixed points of
M 1 are:
• The Newton iteration typically requires a good initial
guess to have guaranteed success, and
• at special parameter values of p (the excitation ampli-
tude) the fixed point φ˜∗ of the map M 1 is singular. This
happens exactly at the minimal amplitude p that still
supports periodic rotations φ, which is a saddle-node
(one Floquet multiplier is 1 in the uncontrolled system)
of the system.
These difficulties can be overcome by embedding the fixed
point problem for M 1 into a pseudo-arclength continuation
[14, 6]. If one is able to vary a system parameter, in our
case the excitation amplitude p in (3), then one can treat
the parameter also as an unknown variable. The map M 1
depends on p such that we have to include it as an addi-
tional argument, writing M 1(φ˜0, p ). The dependence of M 1
on p is smooth. The set of fixed points of M 1, satisfying
M 1(φ˜0, p ) = φ˜0, defines a curve of points (φ˜0, p ) in the plane
R2. Assume that we have found an initial point on this curve.
In the experiment described in Section 4 we easily discover
a stable periodic orbit φ∗ for some sufficiently large p (for
example, p ≈ 2 cm atω= 3 Hz). Then we can track the curve
starting from this initial point by repeatedly solving the fol-
lowing two-dimensional system:
φ˜0 =M 1(φ˜0, p ) (20)
h = φ˜Ttan(φ˜0− φ˜old)+p Ttan(p −pold). (21)
In (20), (21), φ˜0 and p are the variables to be solved
for, (φ˜old, pold) is the point found previously on the curve,
(φ˜tan, p tan) is an approximation of the tangent of unit length
to the curve in the previous point (φold, pold), and h is a small
quantity approximating the stepsize along the implicitly de-
fined curve. One possible approximation for the unit tangent
5
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Figure 3: Experimental setup: (a) sketch, (b) photo showing
the pendulum and the actuator. The dSpace board
obtains φ = θ −ωt and outputs avg[φ] and yr by
computing recursion (7), the ODEs (22) and (27),
and the reset law (26) in real-time. The inputs p
and φ˜0 are piecewise constant and obtained by re-
cursion (29). See Fig. 7 for a typical time profile of
inputs and outputs.
is the secant through the previous two points along the curve.
(The choice of tangent for the initial step along the curve can
be (0,±1) because the initial fixed point φ˜∗ is regular.)
Equation (21) is called the pseudo-arclength condition [6].
Solving a sequence of extended systems of the form (20), (21)
to obtain a sequence of solutions (φ˜0,k , pk ) on the curve de-
fined by M 1(φ˜0, p ) = φ˜0 alleviates both difficulties of the fixed-
point approach: in each step along the curve a good initial
guess for the Newton iteration is (φ˜0, p0) = (φ˜old+h φ˜tan, pold+
h p tan). Also, even if [∂ /∂ φ˜0]M 1 is singular, the Jacobian of
the extended system (20), (21) is regular as long as [∂ /∂ p ]M 1
is not zero simultaneously. In particular, at saddle-nodes
(folds with respect to the continuation parameter) the ex-
tended system is known to be regular. Extension (21) mini-
mizes the condition number of the linearization if (φ˜tan, p tan)
is exactly the unit tangent [6].
4 Experimental implementation
The experimental setup differs from the idealized model (3)
in several aspects; see Fig. 3(a) for a sketch of the setup and
Fig. 3(b) for a photo. First, control can be applied only as part
of the vertical pivot motion y (t ), which is driven by a servo-
mechanical actuator. That is, one can prescribe a demand
signal yr (t ), and the position controller driving the actuator
aims to guarantee that the actuator motion y (t ) tracks this
reference signal. Typically, the actuator achieves tracking with
a small delay: y (t ) = yr (t −τ) with τ< 20 ms is a good model
for the transfer system to the actuator. Thus, control enters
the experimental setup by feeding a reference signal given by
the ODE
y¨r (t ) =−ω2p sin(ωt )+u (t ) (22)
into the actuator. A digital incremental encoder provides
measurements of the angle θ (which can be converted to
φ = θ −ωt ) as output of the experiment, and an LVDT dis-
placement transducer tracks the actuator movement y (t )
(which is only used in the internal position controller of the
actuator). Using the outputφ (or θ ) we apply feedback con-
trol defined by:
u (t ) =S(θ (t ))PD[φ(t )−φ0(t )] (23)
whereφ0 is given by recursion (7), the gains are chosen G1 =
1 m s−2, G2 = 0.5 m s−1, and S is a cut-off function given by
S(θ ) =
(
[sinθ ]−1 if |sinθ |> 0.2,
0 otherwise.
(24)
Using this cut-off function S the feedback control applied to
(22), (23) is only equal to the idealized control present in (3)
for a part of the rotation: S cancels the term sin(φ+ωt ) =
sinθ that is multiplied with y¨ as long as the angle θ is not
close to 0 or pi (that is, the pendulum is not pointing up or
down), except for the small delay in the transfer system. If
the pendulum is rotating (nearly) periodically it spends only
short periods nearφ = 0 andφ =pi, which ensures local feed-
back stabilizability of periodic rotations in the classical sense
[16]. Since θ = 0 (pendulum hanging down) is a coexisting
stable steady state of the pendulum for frequencies greater
than 2 Hz the feedback control (23) cannot stabilize the rota-
tions globally, which is in contrast to the idealized control (3).
However, in the context of the pseudo-arclength continuation
(20), (21) corrections between successive control targets φ˜0
are always small, and the state (φ,φ˙) of the experiment is
always in the vicinity of the control target, making the control
u (t ) small, and local feedback stabilization sufficient.
The size of permissible control signals u in (22) is also re-
stricted by the physical maximal amplitude of the actuator,
imposing the restriction
|yr (t )|< 0.03 m. (25)
The quantity yr as defined by (22) is itself not stable, and,
thus, will not satisfy the restriction (25). In the worst case
one would have to design a feedback control for the coupled
system (2), (22) such that u stabilizes both, yr and rotations
of φ, simultaneously. However, we can exploit the fact that
for θ = 0 and θ = pi corrections of y do not influence the
inclination angle θ of the pendulum (and, hence, φ). Thus,
we define yr as the solution of (22) but reset y˙r according to
the rule
y˙r 7→ −4pi
ω
yr when sinθ changes its sign. (26)
The resulting peaks in y¨ do not affect the rotating angle φ
because its pre-factor sinθ is close to zero.
The final modification compared to the idealized control (4)
is that we approximate the angular velocity φ˙ in the PD con-
trol by a linear filterφv :
φv = (φ−φ f )/h f , φ˙ f = (φ−φ f )/h f (27)
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where h f is a small stepsize (h f = 0.01s in the experiment),
which is still large compared to the sampling time of the ex-
periment and the stepsize of the real-time integration of (27).
Altogether, the numerical computation of the recursion (7),
the linear second-order ODE (22) with the reset law (26), and
the linear filter (27) have to be run in real-time in parallel to
the experiment. This was achieved on a dSpace DS1104 RD
real-time controller board. The sampling interval for real-
time computations and measurements was 10−3 s. (All instru-
mentation was identical to the setup presented in [10].) The
continuation described in Section 3.3 was performed using
the following procedure (described for the experimental run
with fixed frequencyω= 4 Hz):
1. [Initial rotation] Initially we choose a large forcing am-
plitude of p = 2cm, set the control gain G to zero, and
swing up the pendulum. The stable rotation with period
of the forcing has a sufficiently large basin of attraction at
this amplitude and frequency, such that it can be found
manually in this way.
2. [Initialization of recursion] After the transients have
settled we measure the periodic output φ(t ) and use
this output to initialize the value of φ˜0 = avg[φ] and the
history ofφ0 in recursion (7) defining the time-delayed
feedback terms. After initialization of φ0 the gains are
set to their original values (G1 = 1 m s−2, G2 = 0.5 m s−1).
3. [Quasi-Newton iteration] The equations (20), (21) de-
fine a two-dimensional system of equations of the form
F (y ) = 0, which is solved by a relaxed Quasi-Newton re-
cursion; see [20] for details. The variable y consists of p
(in units of 0.05 m, thus, p is scaled to order 1) and φ˜0 (in
radiant), and F is given by
F1(p ,φ˜0) = M 1(φ˜0, p ),
F2(p ,φ˜0) = φ˜Ttan(φ˜0− φ˜old)+p Ttan(p −pold)−h.
(28)
We choose a Quasi-Newton iteration with Broyden’s rank-
one update:
yk+1 = yk − cy J −1k F (yk ),
Jk+1 = Jk + c J [∆k − Jkδk ]δTk /(δTk δk ),
∆k = F (yk )− F (yk−1), δk = yk − yk−1,
(29)
where the parameters c J = 0.7 and cy = 0.2 are relaxation
parameters (values closer to zero increase robustness
but slow down convergence). We stop the iteration (29)
if the residuals F (yk ) and corrections δk are less than
5×10−3 in modulus, and at least 4 iterations have been
performed. The stepsize h along the curve in (21) is
0.01. The initial guess for the Quasi-Newton Jacobian
is J0 =
−1 0
0 1

. The initial choice of (pold,φ˜old) are the
values from the steps 1 and 2. The initial approximation
of the tangent vector (p tan,φ˜tan) is (−1, 0).
4. [Evaluation of M 1] The iteration (29) prescribes a se-
quence of pairs of p and φ˜0. For each of these pairs
one has to evaluate M 1 as part of the evaluation of F in
(28). This is done by adjusting the parameter φ˜0 in (7)
and the forcing amplitude p to their new value without
stopping the experiment. Due to the gradual nature of
amplitude p [m× 10−3]
ph
as
e 
av
g[φ
] [pi
]
 
 
2 4 6 8 10 12 14 16 18 20
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
stable without control
unstable without control
fold
Figure 4: Experimental continuation for frequencyω= 4Hz.
The y -axis shows the average of φ, which corre-
sponds to the phase of the pendulum relative to the
pivot motion. Choice of gains: G1 = 1m s−2, G2 =
0.5m s−1; estimated parameters of the pendulum:
m = 0.05 kg, l = 0.2772 m, b = 5.565×10−4 kg m2 s−1.
the Quasi-Newton iteration and the continuation, these
adjustments are always small (see Section 5 and Fig. 7).
After a short transient the output φ of the experiment
is again periodic. We accept the limit defining M 1 in (8)
as converged if the L2-norm of φ0(t )−φ0(t − T ) stays
below 5×10−3 for at least 3 periods.
The above procedure permits that the computations in
the Quasi-Newton iteration (29) can be performed asyn-
chronously in parallel to the experiment as shown in Fig. 3(a),
placing no real-time constraints on (29). This becomes impor-
tant if the number of unknowns in (29) is large. However, in
our experiment the computational effort in (29) is negligible.
In fact, the recursion (29) has been implemented in Simulink
and downloaded onto the dSpace controller board (and is,
thus, actually performed in real-time). Ref. [1] demonstrated
that it is possible (and, indeed, more practical) to perform the
Quasi-Newton iteration (29) asynchronous to the real-time
computations.
5 Experimental results
Figures 4 and 5 show the results of the procedure described
in Section 4, where we fixed the frequency atω= 4 Hz. At p ≈
2cm we find a stable rotation φ(t ) satisfying avg[φ] ≈ 0.3pi.
We initialize φ˜0 to this value and then follow the steps 3 and 4
of our experimental procedure — tracing out the whole curve
in Fig. 4 in one experimental run of approximately 20 minutes.
Every circle on the curve shown in Fig. 4 corresponds to a pair
(p ,φ˜0) for which the difference φ −φ0 is smaller than the
Quasi-Newton tolerance 5×10−3. Thus, every circle is (within
tolerance) a periodic rotation of the uncontrolled pendulum.
Without control the upper part of the branch (filled circles)
in Fig. 4 would be dynamically stable, and the lower part
(open circles) would be dynamically unstable (of saddle type).
The fact that avg[φ] > 0 means that the pendulum points
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Figure 5: Time profiles φ(t ) of recorded periodic rotations.
Each profile corresponds to one circle in Fig. 4 (only
every second solution is plotted); see caption of
Fig. 4 for parameters.
upward when the pivot is near its top position during the
forcing period for stable rotations. Close to the fold in Fig. 4 at
pmin ≈ 3.5mm the phase of the rotations changes rapidly to
avg[φ]< 0: by approximately 60 degrees within 1 mm around
pmin. The rapid change of the average of the solution profile
implies that even a significant part of the dynamically stable
part of the branch in Fig. 4 is practically inaccessible without
feedback control [19]. Figure 5 shows the time profiles of
φ(t ) in the forcing period before the Quasi-Newton iteration
was accepted as converged. Each profile corresponds to one
circle in Fig. 4. The time profiles are all only moderately non-
harmonic and the change is predominantly in their average
avg[φ] along the branch.
Figure 6 shows 10 branches of rotations, each contin-
ued in the forcing amplitude p , for fixed frequencies be-
tween 2Hz and 5Hz. The branches are strictly ordered from
larger to smaller forcing amplitudes for increasing frequency.
Note that, for example, for 2Hz the forcing amplitude is
determined only up to an error of at least 0.2mm, a range
within which the average of the rotation can change by up to
30 degrees. Still, the algorithm is able to follow the branch.
In Fig. 6 there is an extreme difference between the scales of
the axes because the changes in the artificial parameter φ˜0
are much larger than the changes of the forcing amplitude
p . Hence, the apparently wiggly curves are nearly straight
lines with uniform distances between successive points if
the x -axis is rescaled by a factor 20 according to the scaling
used in the procedure described in Section 4. We also note
that the loss of stability occurs a bit earlier than predicted in
Fig. 2 for the idealized model. This is expected because this
prediction used the stability in the exact fixed points of M 1
(where control is exactly zero), whereas the Quasi-Newton
iteration also visits values of φ˜0 at small distances from the
fixed points. Furthermore, due to the physical restriction (25)
and the cut-off (24) disturbances cannot be corrected near
the loss of stability of the feedback controlled experimental
system.
amplitude p [m×10−3]
p
h
a
se
a
v
g
[φ]
[r
a
d
]
Figure 6: Overview of performed continuation runs in the
forcing amplitude p for frequencies ranging be-
tween 2Hz and 5 Hz. Continuations at smaller fre-
quencies have a fold at higher amplitudes.
Figure 7(a) shows a 30s window of the signal φ(t )−φ0(t )
during the experimental continuation. This signal is the dif-
ference between the outputφ and the resultφ0 of the numer-
ically computed recursion (7), which enters the control signal
u in (22): whenever the time profileφ−φ0 shown in Fig. 7(a)
is zero the control u is zero, and we accept the current output
as converged. This is indicated by filled circles along the time
profile. The open circles along the time profile in Fig. 7(a)
indicate times at which the time profile ofφ0 is accepted as
periodic. At these times M 1 is evaluated and the parameters p
and φ˜0 are changed according to the Quasi-Newton iteration
(29). The corresponding time series of the parameter inputs
are shown in the panels (b) and (c). Figure 7(a) shows that the
control signal is quite small throughout the experiment, al-
lowing the continuation to track the branch even though the
feedback stabilizes rotations only locally. The higher peaks in
the control signal in panel (a) come directly after convergence
of the Quasi-Newton iteration. Then the continuation takes a
new step along the branch, which means that the parameter
values are updated to (φ˜0, p0) = (φ˜old +h φ˜tan, pold +h p tan),
and this leads to initially larger control action. The Newton
iteration then ensures in several steps that the correct peri-
odic rotation is reached for which the control action is again
(approximately) zero.
6 Conclusion
We have presented an experimental procedure that allows
tracking of unstable periodic motions in nonlinear experi-
ments that have a stabilizing feedback loop. The procedure
converges uniformly even in the vicinity of singularities such
as saddle-node bifurcations. Our approach also gives an esti-
mate for the accuracy of the results: the product of residuals
in the fixed point iteration of the map M 1 (which is mea-
sured) and the condition number of the Jacobian J in the
Quasi-Newton iteration (29) provide an upper bound for the
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Figure 7: Panel (a) shows a short time window of the signal
φ(t )−φ0(t ), entering the feedback loop (frequency
ω = 4Hz). Open circles indicate that the signal
φ−φ0 has been accepted as periodic (the map M 1 is
evaluated from the forcing interval before each open
circle); the filled circles correspond to accepted fixed
points of M 1 (and thus, to points on the curve shown
in Fig. 4). The panels (b) and (c) show how the pa-
rameters p and φ˜0 have been varied by the iteration
(29).
error of the experimental result.
In our ongoing work we focus on extensions to mechanical
hybrid tests [4, 10] and towards direct two-parameter contin-
uation of certain bifurcations (such as the fold encountered
in Fig. 4). More ambitious extensions are continuations of
strongly non-harmonic motions (near so-called homoclinic
or heteroclinic connections) or torus bifurcations.
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