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ABSTRACT: Ignition delay time (IDT) is a useful global metric for fuel performance screening
and amajor target for kinetic modeling. Measurements of IDT are conceptually straightforward;
however, interpretation could be complicated, especially for systems with changing tempera-
ture and pressure. Some experimental conditions in the high repetition rate miniature shock
tube (HRRST) exhibit complex temperature and pressure state histories. To better interpret and
correlate IDTs, especially those obtained in reactors with varying thermodynamic conditions,
an inverse Livengood–Wu (L-W) integral technique is applied to deconvolve the constant con-
dition IDTs frommeasured IDTs in the HRRST using information on the varying state history. In
this paper, the approximate problem is demonstrated using only the measured pressure history
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leading up to ignition, where the temperature history is estimated based on an isentropic
assumption. The IDTs of several fuels were first measured in the HRRST including isooctane
and acetone to represent those fuels without strong low-temperature chemistry effects. Based
on the measured pressure and approximated temperature history, measurements of IDTs in
the HRRST compare very favorably with those measured using more conventional techniques,
including conventionally sized shock tubes, via the inverse L-W correlation with relaxed New-
ton iteration and genetic algorithm. This study demonstrates the feasibility of using a high
throughput ignition testing facility, like the HRRST to extract the constant state IDT mea-
sured in regular shock tubes, assisted by the inverse L-W correlation. It is expected with an
independent temperature measurement available in the future, IDTs in a broader range of
thermodynamic conditions and effects of heat loss could be better resolved. C© 2018 Wiley
Periodicals, Inc. Int J Chem Kinet 50: 410–424, 2018
INTRODUCTION
One of the most critical fuel properties and targets for
the development and validation of a chemical mech-
anism is ignition delay time (IDT) at different condi-
tions. Nearly-homogeneous facilities including shock
tubes [1], rapid compression machines (RCM) [2], flow
reactors [3], and homogeneous charge compression ig-
nition (HCCI) engines [4,5] have been used to provide
ignition performance testing under different thermody-
namic conditions and flow residence time. The shock
tube in particular is excellent for measuring ignition
delay and resolving chemistry because of well under-
stood fluid mechanics properties and tight control and
selectability of thermodynamic conditions. In princi-
ple, the recently developed miniature high repetition
rate shock tube (HRRST) [6] could be a useful ex-
tension as a high throughput testing facility for mea-
suring IDT. The HRRST would be limited to high-
temperature conditions due to the short test time, but
other effects complicate interpretation of the data and
comparison to IDTs measured in other facilities, in-
cluding conventionally sized shock tubes. These com-
plications include exacerbated boundary layer and gas
dynamic effects, etc. leading to changing temperature
and pressure history before ignition. Developing the
formalism for interpretation and cross-validation of
HRRST IDT data is one focus of this work, but the
problem of interpretation and cross-validation of data
among different reactors with different varying ther-
modynamic conditions is a broader problem. This in-
terpretation method can be used to reduce the so called
“facility effects.”
An early attempt at extracting kinetic detail, by con-
sidering IDT τ (T,P) as a measure of the chemical
reactivity of a homogeneous mixture under constant
volume conditions characterized by initial P and T,
Livengood and Wu [7] proposed a predictive integral
method based on the accumulation of a chain carrier to
correlate the autoignition timing, for example, τ ′ in IC
engines, with those in RCMs by integrating over the
thermodynamic path using the formula:
1 =
∫ τ ′
0
dt
τ (T (t) , P (t)) (1)
This method, hereafter referred to as L-W correla-
tion, has been widely used in the prediction and corre-
lation of autoignition in IC engines due to its simplicity
and accuracy, especially where the ignition delay can
be well described by single-step Arrhenius-like kinet-
ics under high-temperature conditions. It should be
noted that for high-T applications, the preignition heat
release is usually very small such that there is no ob-
vious difference in the constant volume and constant
pressure ignition delay, thus it is frequently referred
as constant state IDT. That is what is being identified
in the current study. On the other hand, it is also well
known that during autoignition of fuel–oxidizer sys-
tems, the ignition response can vary nonmonotonically
with the global parameters (P,T) due to the variation of
controlling chemistry, such as the negative temperature
coefficient (NTC) response for general large hydrocar-
bon fuels. While the base L-W method is inappropri-
ate for describing these effects, it is worth noting that,
to address the NTC-affected ignition, low-temperature
chemistry can be further included. Cool flame reactiv-
ity and two-stage ignition under advanced compression
ignition conditions can be accurately predicted using a
staged L-W integral method [8,9]. Empirical correla-
tion of IDT under constant volume has been obtained
based on conventional L-W [10] including NTC, which
is further adopted in a recent work [11] to correlate the
IDT of fuel blends based on individual components
and mixture composition. It should be noted that the
low-temperature and blending extension is the focus
of ongoing work, and the current work is limited to
high-temperature regions. Also, although substantial
progress has been made by kinetic model developers
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Figure 1 Schematic of the analysis and cross-correlation
technique. [Color figure can be viewed at wileyonlineli-
brary.com]
for simple fuels and surrogate models of real fuels, due
to the large size of the kinetic mechanism or unavail-
ability of the kinetic model for practical multicom-
ponent fuel blends, the conventional and staged L-W
methods are still very convenient and powerful tools in
ignition and engine knock correlation, especially under
complex thermodynamic conditions [12–14].
A direct implication from the L-W integral is that
if the P and T history for an arbitrary process (e.g., in
the HRRST) is known, the consequent ignition delay
could be predicted using an ignition delay database or
an analytical formula τ (T,P) accommodating realistic
chemistry under constant states. Therefore, conven-
tional shock tube IDT measurements, assuming they
also have precisely known P and T histories, could be
used to test the consistency with IDT data from the
HRRST. Furthermore, a more intriguing inverse pro-
cess is systematically described in this paper, shown
schematically in Fig. 1, where several runs of ignition
delay, together with P(t) and T(t) history of each run,
can be used in the inverse L-W approach to extract
the IDT as an explicit function of constant conditions,
i.e., τ (T,P). A similar idea was also demonstrated by
Reyes et al. [15], where the authors tried to obtain
the ignition delay under constant conditions based on
spark-ignition experiments conducted in a constant-
volume combustion bomb. However, their experimen-
tal data were largely biased by the low-to-intermediate
temperature heat release and NTC, and there was in-
sufficient vigor on the convergence of the algorithm
they adopted.
In a high throughput facility, like the HRRST, exper-
iments for IDT can be performed with a considerable
reduction in effort compared to a conventional shock
tube yet still maintain the desirable characteristics of
the shock tube and access the desired thermodynamic
conditions. Therefore, even if the thermodynamic state
history of an individual experiment is less ideal than
a conventional shock tube experiment, effort is spared
if the aggregated data contain the same information.
In addition, two separate data processing algorithms
including both relaxed Newton iteration and genetic
algorithm have been demonstrated to control the un-
certainty and ensure the global optimal nature of the
solution.
The acquired ignition delays must be compared
with other published independent data to validate the
proposed technique. The measurement of IDT using
HRRST, the correlation of HRRST data with reported
data from regular ST using the conventional L-W
method, and the deconvolution of the high-temperature
constant state IDT using the inverse L-W method, are
therefore the major objectives of this paper.
EXPERIMENTAL METHODS
The miniature high repetition rate shock tube (HRRST)
at UM-Dearborn has been recently described [6,16].
The shock tube (Fig. 2) has a bore of 12.7 mm, and
a driven section length of 1.495 m. The HRRST uses
the opening of a solenoid driver valve instead of the
bursting of a diaphragm (as in conventional tubes) to
initiate a normal shock. The shock tube is fully au-
tomated and consists of a cycle of filling a charge of
test gas, firing the driver valve to initiate the shock
wave [17], and then venting the postshock gases. This
process can be accomplished at cycle rates up to1 Hz
in this miniature shock tube, but typically, and in the
experiments presented here, the cycle rate is 0.25 Hz.
Figure 2 HRRST schematic including optical setup used for experiments.
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All experiments are individually tracked including
preshock temperatures and pressures, as well as post-
shock conditions.
Six wall-mounted Dynasen CA-1135 (Goleta, CA)
piezoelectric transducers each fixed 75 mm apart are
used for measuring shock time-of-arrival (i.e. shock
velocity). The uncertainty in shock velocity is better
than 1%, which results in uncertainty in the calculated
reflected shock temperatures (by frozen normal shock
conditions) of about 1.2%, or between 10 and 20 K
in reflected shock temperature immediately following
reflection. Later, the temperature behind the reflected
shock changes, and deviations from the frozen normal
shock value are much larger than 10–20 K. At the end
wall, a PCB 105C12 (Depew, NY) pressure transducer
is mounted to track reflected pressure P5. Aside from
pressure, chemiluminescence is also measured. The
schematic of the diagnostics setup is shown in Fig. 2.
Light at f/8, collected 2.5 mm from the endwall, is sam-
pled through sapphire windows, filtered through 10 nm
bandpass filters (430 nm for CH* and 307 nm for OH*,
Andover, Salem, NH), and detected using a photomul-
tiplier tube (Thorlabs PMM01, Newton, NJ) for OH*,
and an amplified photodiode (Thorlabs PDA100A)
for CH*. Signals are digitized at 10 MHz (Mea-
surement Computing PCI-DAS4020/12, Norton, MA)
for processing offline using custom scripts written in
Labview.
The driver gas used is helium (99.995%; Purity Plus
Gases, Detroit, MI). Test gas mixtures are prepared
manometrically in a batch mode into a 15-dm3 stain-
less steel pressure vessel/mixing rig. Reagents include
isooctane (99.8%; Sigma-Aldrich, St. Louis, MO), n-
heptane (99%; Sigma-Aldrich), and acetone (99.9%;
Sigma-Aldrich). Reagents are degassed via vacuum-
inert purge cycles. The oxidizer is oxygen (99.999%;
Purity Plus) and bath gas argon (99.9995%; Purity
Plus). The mixing vessel has a static mixing element,
but gases are allowed to set for at least 1 h before ex-
periments. In all systems, the amount of fuel is kept
constant at 1%, but equivalence ratio, ϕ, is varied from
0.5 to 1.5 by varying the composition of O2 with bal-
ance Ar.
DATA ANALYSIS METHODS
Estimating Gas State
Currently, an independent measurement of tempera-
ture (i.e., via two-color absorption) is unavailable in
the HRRST; however, the temperature trace T(t) can be
estimated. One method is based on the isentropic as-
sumption such that the T(t) could be directly estimated
from the measured pressure profile. The derivative of
temperature in this case is
dT
dt
= dP
dt
T ¯R
Pcp (T )
(2)
where ¯R is the universal gas constant and cp(T ) the
constant pressure-specific heat implemented with tem-
perature polynomial taken from Burcat and Ruscic
[18]. This estimation is implemented with a simple
time marching scheme with experimental information
for dP/dt and estimate of T(t = 0) from the normal
shock relations calculated using the method of Gar-
diner et al. [19]. The scheme assumes the ideal gas
equation of state, but higher pressure studies would
also need to incorporate real gas effects [20]. The tem-
perature profile in this case is estimated up to the ex-
perimental ignition time. This method is marginally ac-
ceptable in the HRRST if (a) the thermodynamic state
change is influenced more strongly by gas dynamic ef-
fects than by chemical heat release (itself a function of
concentrations and conditions) and (b) if the test time
is short. Conditions during longer test times might be
subject to other problems such as unaccounted for heat
loss, other unaccounted for gas dynamic effects, addi-
tional uncertainty due to the drift of the piezoelectric
transducer, etc. We have also attempted refinements to
our estimation of temperature profile based on detailed
chemical modeling with validated mechanisms. Those
methods perform in a similar fashion as the isentropic
assumption used in this work, implying the insignifi-
cant role of combined preignition heat release and heat
loss, but would not generally be extensible to other
systems without validated mechanisms.
Determination of Constant Condition IDT
In the high-temperature ignition region, the constant
condition ignition delay can generally be described by
an Arrhenius-like term:
τ = APn exp (Ea/RT ) (3)
where A, n, and Ea are constants to be determined. For
this type of kernel, it is straightforward to implement
the Livengood–Wu integral, Eq. (1) and discretize in
time (subscripted i) to yield:
1 =
∫ τ ′
0
dt
τ (T (t) , P (t)) =
∑
i
ti
AP ni exp (Ea/RTi)
(4)
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For an ignition test of given mixture with variable
thermodynamic conditions, P(t), T(t), and the ignition
timing τ ′ are all known. The main task to acquire the
optimized correlation of ignition delay, τ (T,P), there-
fore involves the determination of the unknown set of
A, n, and Ea, to solve Eq. (4), with least-square errors
over the entire domain. It is important to note that the
complete domain can be extensive as it is accessed by
multiple experiments.
Therefore, for multiple experiments, M, (indexed
m) with different thermodynamic traces leading to dif-
ferent ignition delay times, M residual equations can
be formed:
Im =
(
N∑
i=1
ti
AP ni exp (Ea/RTi)
)
m
=
Nm∑
i=1
A−1P−ni,mexp
(−Ea/RTi,m)ti,m (5)
And thus the problem is changed into an optimiza-
tion process seeking the least-squares minimization of
the total residual ε in a certain parameter domain (i.e.,
A, n, Ea/R).
min ε = 1
M
M∑
m=1
(Im − 1)2 (6)
For simplicity, denote A, n, Ea/R as a, b, c, respec-
tively. Assuming the current values aj, bj, cj, εj are
known, as are the partial derivatives of ε with respect
to a, b, and c, the relaxed Newton iterative method can
be used to obtain the next values for the parameters,
i.e., at step (j + 1):
⎛
⎝aj+1bj+1
cj+1
⎞
⎠ =
⎛
⎝ajbj
cj
⎞
⎠− β
⎛
⎝ε/(∂ε/∂a)ε/(∂ε/∂b)
ε/(∂ε/∂c)
⎞
⎠
j
(7)
where β is a relaxation coefficient to ensure the itera-
tion convergence. Iteration stops when convergence of
this error function is achieved. In all cases, adopting
this algorithm in this study (acetone), it is found that
the final values of error function are within 5%.
It is understood that the relaxed Newton iterative
method is highly efficient in finding minima, but may
converge to local minima instead of the global mini-
mum. For this reason, it can be sensitive to the initial
seed (i.e., a1, b1, c1). Because of this sensitivity, we
have also used genetic algorithm (GA) [21] to find the
a, b, c with a global minimum error ε, i.e. solving
Eq. (6) in a wide parameter domain. The GA method
for solving optimization problems is based on a natu-
ral selection process mimicking biological evolution.
In our case, the domain for a, b, c is [1e-11, 2e-10],
[−0.65, −0.35], and [20,000, 25,000] respectively. GA
first randomly selects different combinations (100 in
this work) of a, b, and c within a domain and then
screens those populations performing small errors as
the “parents” generation, and modifies the “parents”
generation to get the “children” generation including
prescribed rules via passing, crossover, and random
mutation. Again, iteration stops when convergence of
ε is achieved. For all the three fuels investigated in
this work, the final values of ε almost all fall below
10%, and completely within 15%. The method could
be computationally more expensive depending on the
parameter domain but can be very useful for finding
global minima as described below.
It should be noted that without independent tem-
perature measurement, the problem we address here is
an approximate one, which obviously cannot capture
the exaggerated temperature change in the HRRST.
Therefore, one cannot expect completely quantitative
agreement with the conventional shock tube data, and
the agreement as achieved in the following is hence
considered to be reasonable and satisfactory.
RESULTS AND DISCUSSION
Ignition Delays in the Miniature HRRST
Experimental conditions are selected to observe an ig-
nition delay dependence on temperature, pressure, and
composition over as wide a range of conditions as pos-
sible in the miniature HRRST. The test time in the
HRRST is approximately 0.7 ms, although there are
some experiments suggesting test times up to 1 ms.
Specifically, for each fuel, reflected shock pressures
range from 5 < P5 < 11 bar, and reflected tempera-
tures range from 1050 < T5 < 1600 K. We presently
report 2996 experiments, 1310 with isooctane as fuel,
943 with heptane, and 743 with acetone, sufficient for
statistical analysis.
Figure 3 shows the typical raw traces from experi-
ments testing for ignition delay time. In this figure, a
and b experiments exhibit ignition during the HRRST
test time, but c does not during the HRRST test time.
The endwall pressure signal shows some noise, partic-
ularly at t = 0, when the shock arrives and is reflected
off of the endwall. This ringing is because the minia-
ture transducer (PCB 105C12) is excited faster than
the rise time of the transducer. The underlying signal,
however, is reliable. Future refinements could include
redesigning the test section to accommodate a larger
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Figure 3 Example experiments in the HRRST. Solid lines
are endwall pressure transducer signals, broken lines are OH*
chemiluminescence traces. (a) Ignition delay time measure-
ment: 1% i-C8H18/O2/Ar, ϕ = 1, T1 = 25.5°C, P1 = 138
Torr, T5 = 1322 K, P5 = 6.3 bar; (b) ignition delay time
measurement: 1% i-C8H18/O2/Ar, ϕ = 0.5, T1 = 20.0°C,
P1 = 218 Torr, T5 = 1195 K, P5 = 9.3 bar; (c) experiment
which does not ignite during test time: 1% i-C8H18/O2/Ar, ϕ
= 1.5, T1 = 28.1°C, P1 = 194 Torr, T5 = 1104 K, P5 = 6.0
bar. [Color figure can be viewed at wileyonlinelibrary.com]
pressure transducer to eliminate the ringing. After ar-
rival of the reflected shock, there is a relatively flat pres-
sure profile (approximately 250 µs in Fig. 3a, less than
200 µs in Fig. 3b) followed by a gradual rise until the
ignition event. The reflected shock pressure trace P(t)
measured with a pressure transducer in the HRRST
reveals that the thermodynamic condition is varying
during each test. The change in pressure suggests that
the temperature in the conditions behind the reflected
shock increases during the test time (including before
ignition).
There are at least four effects contributing to any
pressure change in the HRRST. First, the pressure in-
creases as the reflected shock propagates back into the
incident shock region with growing sidewall boundary
layers. This pressure rise would be present in any shock
tube, but the small bore of the HRRST exacerbates the
effect compared to conventionally sized shock tubes.
In the HRRST, because of the short length, this pres-
sure increase merges with and can be hard to discern
from the second effect [6], the late hump (and sub-
sequent decay) dominated by the contact surface and
rarefaction fan [22]. These types of pressure signals
are observed even in conditions without strong igni-
tion events (e.g., Fig. 3c) and are observed even with
inert test gases [6,16]. In reacting conditions, the third
effect is the pressure changes with the change in tem-
perature and density during the reactions leading to the
strong ignition event (i.e., preignition chemistry and
induced heat release). The fourth effect is the ignition
event, which produces strong waves and again rings
the transducer. The temperature behind the reflected
shock is not measured but modeled as described in
the section Estimating Gas State. In terms of the as-
sumptions behind calculating the temperature profile,
we assume the first and second effects dominate the
third effect up to the ignition delay time. This is a rea-
sonable assumption based on comparison to the pro-
files in experiments that do not exhibit ignition, e.g.,
Fig. 3c. Furthermore, we assume that we are able to dis-
cern the ignition event and model the preignition pres-
sure trace uncontaminated by ignition. This is a very
good assumption in the conditions of this study (chosen
for strong high-temperature ignition), but could be a
future limitation. Significant effort has been expended
to develop robust automated routines for identifying
the ignition delays via either the pressure trace or the
chemiluminescence trace as well as to fit a polynomial
coefficient to the preignition pressure trace for efficient
processing using the methods of given in the section
Data Analysis Methods. More details on this can be
found in Ref. 23. We report ignition delays based on
time from shock reflection to the location of maximum
gradient in pressure or chemiluminescence traces. We
International Journal of Chemical Kinetics DOI 10.1002/kin.21170
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have also tried other criteria such as a simple percent
of maximum threshold (example 15% of chemilumi-
nescence signal), back extrapolation to baseline from
maximum gradient, etc. (in the Supplemental Informa-
tion). There are only very small differences in values,
trends with temperature, or scatter.
As temperature is the strongest factor for ignition
delay time, for each fuel, the ignition delay times are
plotted in logarithm scale and against the inverse tem-
perature in Fig. 4. The inverse temperature in this plot
is calculated from the frozen chemistry temperature be-
hind a reflected normal shock. The ignition delay trends
are qualitatively similar to those reported in previous
studies [24,25]. For a given pressure and equivalence
ratio, there is a clear dependence on inverse temper-
ature indicative of Arrhenius-like behavior describing
the high-temperature ignition of these fuels. The iso-
octane and acetone ignition delays show little scatter
in sequential measurements at the same conditions,
yet they are very sensitive to incremental changes in
conditions. The data show more scatter for ignition de-
lays approaching 1 ms because these ignition events
are happening very late in the test time of HRRST in-
cluding those on the downward slope after the peak in
pressure but still showing ignition before the test time
(taken as the time at which the pressure drops to 80%
of the peak pressure [20]).
Ignition delay times with n-heptane as fuel show
slightly more scatter than those with iso-octane or ace-
tone. There are likely two reasons for this. First, the sig-
nal levels for ignition events with n-heptane (both pres-
sure transducer traces and chemiluminescence traces)
were the lowest of the three fuels. Second, the n-
heptane experiments, particularly at low temperature
and high pressure are the most likely of these fuels to
exhibit low-temperature ignition behavior. Such devi-
ations at low temperature are also observed in Figs. 7
and 8 in the next section. While the pressure trans-
ducer trace does not exhibit strong secondary humps,
it is possible that these are masked by the other pressure
effects as described above. On occasion, the chemilu-
minescence traces show double peaks. Our current pro-
cessing scheme does not distinguish low-temperature
heat release or complicated two-stage ignition behav-
ior should it occur, but future studies would attempt to
resolve this.
In assessing the uncertainty in experimental IDTs
(i.e., HRRST IDTs), the uncertainty in reported igni-
tion delay time is small. The rise time of the pressure
transducer is <2 µs. In all cases, the time at which
the reflected shock reaches the endwall is determined
to this level unambiguously. These experimental con-
ditions are selected such that the onset of ignition via
both the chemiluminescence signal and pressure trans-
Figure 4 Ignition delay measurement versus reflected
shock temperature T5 for different pressures and equivalence
ratios. Mixtures are 1% fuel/O2/Ar. (a) Iso-octane, (b) ace-
tone, and (c) n-heptane.
ducer signal are also unambiguous. The rise time of
the photomultiplier tube (PMT) used was 15 µs. For
most experiments, this uncertainty represents a small
fraction of the assigned ignition delay time. There are
<20 of the experiments with an assigned ignition de-
lay below 50 µs. These do have greater relative uncer-
tainty in ignition delay time but represent a very small
International Journal of Chemical Kinetics DOI 10.1002/kin.21170
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fraction of the data used in this analysis. Future refine-
ments to the experimental apparatus can include faster
PMTs. Overall, the IDTs determined by the chemilu-
minescence signal and pressure transducer signal agree
within 5%, and more typically within 3% (as in Fig. 3).
They are highly repeatable in most cases (as in Figs. 4a
and 4b). Therefore, it is thought that the uncertainty in
experimental IDT is limited by the rise time of the
transducers, and the determination of the IDT via the
automated solver does not contribute greatly to the un-
certainty in IDT for a specified IDT criterion, nor does
the IDT criterion contribute significantly to the uncer-
tainty in IDT for these experiments.
On the other hand, the greater uncertainty should
be considered as lying with the experimental condi-
tions. As described previously, the uncertainty in the
frozen chemistry reflected shock temperature is about
1.2%. The uncertainty in the frozen reflected shock
pressure is about 3%. The uncertainty in the frozen
chemistry reflected shock pressure is higher because
there is about 1% uncertainty in initial test gas pres-
sure, compared to <0.3% uncertainty in initial test gas
temperature. While a 3% uncertainty in pressure has a
relatively small effect on the ignition delay, because of
the exponential nature of the process, 1.2% uncertainty
in temperature should have an effect. Later, the tem-
perature behind the reflected shock changes, and devi-
ations from the frozen normal shock value are much
larger than 1.2% with greater uncertainty.
Direct Comparison of Ignition Delay Times
not Accounting for State History
The voluminous set of ignition delay times can be used
to develop correlations for direct comparison to previ-
ous experimentally obtained ignition delay times. For
example, for iso-octane/O2/Ar mixtures, the ignition
delays from Fig. 4a can be described by an Arrhenius-
like correlation via least squares fitting the experimen-
tal data:
τign
ms
= 0.037
(
P5,0
bar
)−0.7287
ϕ0.7376e
7812 K
T5,0 (8)
This correlation ought to be considered a naı¨ve cor-
relation and is not recommended for use. The corre-
lation is based on the initial temperatures and pres-
sures behind the reflected shock (T5,0, P5,0) and does
not account for the changing temperature and pressure
history in HRRST. Figure 5a shows the agreement be-
tween the correlation and the experimental data, which
would be considered fair, but probably could be further
improved in the highest temperature range.
Figure 5 Example of correlation of ignition delay from
reflected frozen shock conditions for iso-octane. (a) The cor-
relation to experimental data with naı¨ve consideration of tem-
perature and pressure conditions. (b) The correlation found
by Oehlschlaeger et al. [25] [Color figure can be viewed at
wileyonlinelibrary.com]
Figure 5b compares the experimental data to the
prediction of a correlation created by Oehlschlaeger
et al. [25] developed from ignition delay studies in a
conventional shock tube. The agreement between IDT
in the HRRST and the correlation is better for short
IDTs than for longer IDTs but overall poor. The most
important parameter again is the temperature, suggest-
ing that some higher HRRST temperature input into
the correlation of Oehlschlaeger et al. would fit the
correlation better than the initial temperature behind
the reflected shock. This intuition would match the
discussion of the section Ignition Delays in the Minia-
ture HRRST. A ±1.2% temperature shift indicated by
the uncertainty in reflected shock frozen temperature
International Journal of Chemical Kinetics DOI 10.1002/kin.21170
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is insufficient to cover all conditions. At first glance,
it might seem possible to refit some higher average
temperature to an observed ignition delay time. Cor-
rections of this nature are sometimes encountered in
simpler systems (e.g., single pulse shock tubes employ-
ing either chemical thermometry or internal reactive
standards [26,27]); however, this is an inappropriate
method in this case. On the other hand, the underesti-
mation of ignition delays using Eq. (8), compared to
those found by Oehlschlaeger et al., implies the crucial
effect from the varying thermodynamic conditions in
HRRST.
While the temperature is not currently indepen-
dently measured, it can be estimated using the above as-
sumed temperature profiles described in the section Es-
timating Gas State from the measured reflected shock
pressure profile. One typical example of this is shown
in Fig. 6. Using the model estimation, the tempera-
ture appears to rise about 80 K before ignition. The
general trend appears to be correct, and we have confi-
dence in the temperature increase. We are not entirely
convinced that the temperature trend is nonmonotonic
as shown in Fig. 6b. This might be an artifact of us-
ing a polynomial fit of pressure that increases with
time, but is nonetheless very flat at early times when
calculating Eq. (2). In an ignition system, multiple re-
actions contribute each with different Arrhenius-like
terms, whereas in a chemical thermometry study there
is only a single reaction. Therefore, in a system with
varying temperatures during the test time, there is a
large uncertainty from unaccounted for interaction ef-
fects or secondary chemistry. The result is that some
refinement based on average temperature would un-
evenly affect regions with seemingly good agreement
with the Oehlschlaeger correlation, i.e. short test times
with pressure profiles that are very flat. Rather than
a direct comparison, or some comparison with an av-
erage temperature correction, a better comparison is
demonstrated by accounting for the variation of state
history of the miniature shock tube (T5(t), P5(t)) in the
following.
Ignition Data Consistency Checking Using
Forward L-W
It is straightforward to test the consistency of the mea-
sured ignition delay time in HRRST with those pub-
lished data from regular shock tubes, using the conven-
tional (i.e.. forward) L-W correlation, Eq. (1) with the
measured pressure profile and the estimated tempera-
ture profile in the HRRST. The following correlations
have been reported for the high-temperature ignition
delay of iso-octane, n-heptane, and acetone, respec-
tively, with Ar as inert gas:
Figure 6 Example of the pressure fitting and temperature
estimation as described in the text. 1% i-C8H18/O2/Ar, ϕ =
1, T1 = 25.9°C, P1 = 166 Torr, T5 = 1237 K, P5 = 6.7 bar.
[Color figure can be viewed at wileyonlinelibrary.com]
iso-octane from Davidson and Hanson (hereafter
referred as Stanford data) [28]:
τign = 1.65 × 10−10P−0.66XO2−0.34φ1.13
× exp
(
43050
RT
)
exp
(−129Xfuel) (9)
n-heptane from the same source [28]:
τign = 6.67 × 10−12P−0.61
×XO2−0.68φ0.96 exp
(
44600
RT
)
(10)
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Figure 7 Comparison of ignition delay measured in
HRRST and the L-W correlation using published igni-
tion delay data from regular shock tubes (Davidson and
Hanson [28]) for 1% iso-octane/O2/Ar mixture with ϕ =
0.5, measured pressure profile, and estimated temperature
profile as described in the text.
and acetone from Pichon et al. (hereafter referred as
NUI Galway data) [29]:
τign = 4.75 × 10−13
[(CH3)2CO]0.760±0.065
× [O2]−1.269±0.051 exp
(
21065 ± 434
T
)
(11)
where τ ign has units of s, T has units of K, P has units of
atm, R has units of cal mol−1 K−1, and the concentra-
tions of fuel and oxygen have units of mol cm−3, and
X is mole fraction. To test the sensitivity of the L-W
correlation, acetone ignition delay data from Davidson
et al., [30] (hereafter also referred to as Stanford data)
has also been adopted as an additional comparison.
While there are certainly other available correlations
and ignition delay data for these three fuels, these were
considered to derive from relatively constant condition
experiments in conventional shock tubes.
In Figs. 7 and 8, direct comparisons of the HRRST
measured ignition delay and the L-W method us-
ing published ignition delay correlations from regular
shock tubes have been made for two mixtures including
iso-octane/O2/Ar and n-heptane/O2/Ar with the same
equivalence ratio ϕ = 0.5. Measured pressure traces
and assumed temperature traces as described above
have been applied to the correlations with Eq, (1) and
compared against the experimentally obtained HRRST
IDT. Clearly, most of the data are well within the ±25%
Figure 8 Comparison of ignition delay measured in
HRRST and the L-W correlation using published igni-
tion delay data from regular shock tubes (Davidson and
Hanson [28]) for 1% n-heptane/O2/Ar mixture with ϕ =
0.5, measured pressure profile, and estimated temperature
profile as described in the text.
error range and distributed along the unity line for refer-
ence, demonstrating good correlation and consistency
between ignition delays measured in HRRST and reg-
ular shock tubes. It seems from these plots that the
ignition delays measured in the HRRST are systemat-
ically faster than those predicted by the L-W integral
method and correlation data in some conditions. The
most likely explanation is that the temperature profile
based on isentropic assumptions (and the polynomial
fit to the pressure profile) used for the L-W correla-
tion is uncertain and perhaps systematically underesti-
mates the true temperature in these conditions. There
are several reasons this could happen as discussed in
the section Estimating Gas State, including preignition
heat release, late drift in the pr,essure transducer, etc.
Another possibility is uncertainty in the reported IDT
correlations used as the kernel for the L-W correla-
tion. For example, some authors report and account
for the normalized pressure change rate (dP/P)/dt dur-
ing ignition delay experiments, which has been shown
to be important in interpretation [31]. An independent
temperature measurement in the future will distinguish
these possibilities.
In Fig. 9, the comparison of ignition delay for
acetone/O2/Ar mixture with ϕ = 1.0 with fuel mole
fraction 1% is shown. The IDT measured in the HRRST
are compared against those predicted using the L-
W correlation (as above) based on two independent
published constant condition IDT correlations from
conventional sized shock tubes. Apparently, the NUI
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Figure 9 Comparison ignition delay measured in HRRST
and the L-W correlation using independently published IDT
from regular shock tubes for 1% acetone/O2/Ar mixture with
ϕ = 1.0, measured pressure profile, and estimated temper-
ature profile as described in the text. [Color figure can be
viewed at wileyonlinelibrary.com]
Galway ignition delay data has better correlation with
the HRRST data, with agreement generally within the
±25% error range and distributed fairly evenly around
the unity line. On the other hand, the Stanford data
has a poorer correlation with the HRRST data, namely
the Stanford data lie about 25–50% faster than the
HRRST data. This comparison implies a small dif-
ference in the published ignition delay using conven-
tional shock tubes, but a level of uncertainty typically
encountered in ignition delay or elementary rate con-
stant measurements. Because of the current uncertain-
ties in temperature and scatter in the correlations, it
is difficult to claim with certainty far better agree-
ment with one correlation over the other for these
similar correlations. We have nevertheless determined
that our ignition delay determination criterion (which
is the same as that in Pichon et al. [29]) was not
enough to make the difference between better agree-
ment with the NUI Galway correlation vs. the Stanford
data.
Constant State IDT De-convolving Using
Inverse L-W
The success of the conventional L-W in the correla-
tion of HRRST data to regular shock tube data adds
more confidence to its inverse problem. Starting with
the case shown in Fig. 10, the inverse L-W was applied
to HRRST data, using the relaxed Newton iteration,
i.e., Eqs. (5)–(7). Two initial seeds are used to initiate
Figure 10 Demonstration of inverse L-W results for 1%
acetone/O2/Ar mixture with ϕ = 1.0, based on HRRST mea-
sured ignition delays, measured pressure profile and esti-
mated temperature profile as described in the text. This fig-
ure shows comparison to Stanford and NUI Galway data.
Independent data sets for IDT have been used to initiate the
relaxed Newton iteration. [Color figure can be viewed at wi-
leyonlinelibrary.com]
the error function as shown in Fig. 10. One is based
on the Arrhenius fitting of the Stanford data, and the
second is based on the median value of NUI Galway
correlation. It can be seen in Fig. 10 that the optimized
solutions (with error tolerance around 2%) from both
initial seeds approach similar results. For comparison,
we have plotted the experimental IDTs from Stanford,
scaled to 1.7 atm (using their recommended pressure
exponent). The correlation from NUI Galway is also
plotted. As expected, the optimizations approach both
sets of data as they are known (from the section Igni-
tion Data Consistency Checking Using Forward L-W)
to provide fair agreement for correlation of IDTs using
forward L-W. Depending on initial seed, the converged
solution for IDTs lies a little below the NUI Galway re-
sults at low temperature and perhaps a bit higher than
the Stanford data at high temperature. These results
show the feasibility of deconvolving constant state ig-
nition delay using the HRRST and the inverse L-W
method, and further show correlation between the cur-
rent HRRST data and existing experimental data, prob-
ably closer to the NUI Galway data.
While the relaxed Newton method is computation-
ally efficient, it does demonstrate some apparent local
minima, which would lead to uncertainty given the
choices of initial seed. To evaluate the effect of ini-
tial guess, two randomly selected initial seeds span-
ning orders of magnitude of IDT beyond the upper
and lower limits of the NUI Galway correlation have
been selected to start the inverse L-W iteration based
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Figure 11 Further demonstration of inverse L-W results as
in Fig. 10, with two randomly selected initial values for re-
laxed Newton iteration and an optimization result by the GA
method as described in the text for acetone/O2/Ar mixture
with ϕ = 1.0 with mole fraction of fuel 1%. [Color figure
can be viewed at wileyonlinelibrary.com]
on relaxed Newton iteration. Specifically, for initial
guess 1, A, n, and Ea/R take the values of 4E–11, −0.9,
and 18,000 respectively, whereas in the case of initial
guess 2, the corresponding values are 3.8E–11, −0.6,
26,700, respectively. As shown in Fig. 11, optimized
solutions obtained by the Newton iteration do approach
the experimental data sets from either direction, but ap-
parently find local minima. While an infinite number
of arbitrary guesses could be used as initial seeds for
the Newton iteration based method, the apparent dif-
ferences between the two localized optimal solutions
nevertheless suggest the necessity of some global op-
timization strategies.
To completely avoid the effect of initial guess, the
GA method is also used to refine the optimized ig-
nition correlation among local solutions in a wide
parameter space, as described in the section Deter-
mination of Constant Condition IDT. It is seen in
Fig. 11 that the global optimization based on GA shows
good agreement with the relaxed Newton results when
initiated from closer seeds (in Fig. 10), and both are
fairly close to the experimental data in conventional
shock tubes for comparison. For this case, the final ε
value of the GA method is less than 2%. Also, it is
worth noting that, compared to a certain relaxed New-
ton iteration with initial guess falling into the range
of the GA method, the GA method ends up with the
same error in the worst case, and it always generates
better solutions due to its intrinsic global optimization
feature.
With the variation of thermodynamic states ac-
counted for using the inverse L-W method, as shown
Figure 12 Comparison between inverse L-W results of
HRRST using GA methods with those from NUI Galway
regular shock tube, for acetone (1%) /O2/Ar mixture with (a)
ϕ = 1.0, (b) 0.5, and (c) 1.5.
in Figs. 12–14, satisfactory agreement has been found
between the ignition delay time deconvolved from
HRRST using the GA-based inverse L-W method,
and those from experimentally determined corre-
lations under different temperature, pressure, and
thermodynamic states from the literature. There are
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Figure 13 Comparison between inverse L-W results of
HRRST using GA methods with those from Stanford reg-
ular shock tube, for iso-octane (1%) /O2/Ar mixture with (a)
ϕ = 1.0, (b) 0.5, and (c) 1.5.
Figure 14 Comparison between inverse L-W results of
HRRST using GA methods with those from Stanford reg-
ular shock tube, for n-heptane (1%) /O2/Ar mixture with (a)
ϕ = 1.0, (b) 0.5, and (c) 1.5.
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a few conditions for which the agreement is poorer.
For example, for the very fast high temperature ig-
nition delays in n-heptane: this region has the high-
est uncertainty in the measured ignition delay time,
and the experimental HRRST data in this region are
very sparse. Thus, it might be expected that the region
would have a greater uncertainty. It should be noted
that the uncertainty quantification of IDT in HRRST
and a feasible independent temperature measurement
in the future are expected to further improve the cor-
relation overall. For instance, it is anticipated that a
better independent temperature measurement would
improve the lean iso-octane mixture correlations, and
all the lower temperature richer cases of n-heptane. It
is possible that the lower temperature richer cases for
mixtures of n-heptane might also include some low
temperature chemistry effects and thus would require
a staged inverse L-W method, the subject of future
refinement.
SUMMARY AND CONCLUDING REMARKS
In this study, the HRRST has been used to acquire
high-temperature ignition delay data for iso-octane, n-
heptane, and acetone in a wide range of pressure and
equivalence ratios. While the naı¨ve correlation based
on constant temperature and pressure conditions in the
HRRST shows disagreement with conventional shock
tube data, the ignition delay times correlate well with
published data when accounting for the state history
in the shock tube using L-W correlation. An inverse
L-W algorithm is demonstrated to deconvolve the con-
stant state ignition delay for these fuels using different
initial guesses, based on the relaxed Newton iteration
and the GA. The optimized solutions using various
approaches seem to be very consistent with reference
data, demonstrating the feasibility and usefulness of the
method to deconvolve high-temperature ignition delay
under constant states. It is expected with an indepen-
dent temperature measurement available in the future,
IDTs from more exotic fuels in a broader range of ther-
modynamic conditions, and accounting for effects of
heat loss, etc. could be resolved; and the HRRST could
provide a useful tool for low volume high throughput
IDT testing and kinetic validation in high-temperature
conditions.
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