INTRODUCTION
Functional magnetic resonance imaging (fMRI) has been used for more than 20 yr to study normal and pathological brain functioning in rodents. [1] [2] [3] [4] [5] However, the complexity of the experimental setup and the long acquisition times required still prevent its widespread application in preclinical research.
Prior to the development of compressed sensing for magnetic resonance imaging (MRI), attempts had been made to decrease acquisition times using parallel imaging, reduced K-space acquisitions, multiplexed acquisitions, and singleshot readouts, [6] [7] [8] [9] [10] [11] [12] [13] [14] although image quality worsened at high acceleration rates. In contrast, the compressed sensing framework enabled accurate reconstructions from few phase encoding data using convex optimization, provided that the image is sparse in the transformed domain [15] [16] [17] and undersampling is random or quasirandom.
A commonly used transformed domain is the spatial gradient. This operator generates the functional known as total variation (TV), 16, [18] [19] [20] [21] which efficiently removes the noise and artifacts caused by undersampling. Furthermore, its extension to the temporal dimension, i.e., spatiotemporal total variation (TTV), has provided encouraging results in dynamic MRI. [22] [23] [24] [25] However, to our knowledge TTV has not been applied to fMRI.
TV has also been combined with an initial image estimate in the prior image constrained compressed sensing (PICCS) algorithm, which is applied mainly in x-ray computed tomography. In this context, the prior image is typically constructed as the average of all undersampled datasets. [26] [27] [28] [29] [30] [31] To our knowledge, PICCS reconstruction has not been applied in MRI, and our hypothesis was that the undersampled fMRI series itself could provide an efficient prior image owing to its temporal redundancy. This idea of using a prior image or initial estimate was already presented in k-t FOCUSS (Ref. 32 ) and in HYPR algorithms 33 and its modifications, HYPR LR, 34 I-HYPR, 35 or HYPRIT. 36 However, PICCS constitutes a more generalized framework since it imposes the sparsity constraints on the CS formulation. 21 Other recent approaches rely on the exploitation of low rank components along different dimensions of the data matrix in some transformed domain 23, [37] [38] [39] and have also provided effective compressed sensing reconstructions of fMRI datasets. [37] [38] [39] Few methods that explicitly exploited the temporal dimension in fMRI studies-k-t FOCUSS, 32, 40 lowrank, [37] [38] [39] or generalized series 41, 42 -achieved acceleration factors of ×4-×5.
In this study, our objective was to determine whether the PICCS algorithm could improve the statistical maps in fMRI better than other strategies that also exploit temporal redundancy. TTV and k-t FASTER were chosen as the reference algorithms since they have already shown high performance and robustness in other MRI applications, such as cardiac MRI and resting state fMRI. 38 Therefore, we tested and compared the maximum values of acceleration achievable using PICCS, TTV, and k-t FASTER reconstructions. Different pseudorandom undersampling patterns were applied at five acceleration factors to two fully acquired rat fMRI series, and reconstructed images were obtained with the three algorithms. To our knowledge, this is the first study reporting on the application of PICCS and TTV algorithms to fMRI data. The evaluation was carried out on the final statistical maps in terms of the sensitivity/specificity of the detection of cortex activation [measured as the area under the receiver operating characteristic (ROC) curve referenced to the fully sampled map], together with a visual inspection of the resulting maps.
THEORY

2.A. Compressed sensing
Compressed sensing theory states that it is possible to obtain an exact reconstruction of signals sampled below the Nyquist limit provided that the data are sparse in a transformed domain, the sampling operator is incoherent in that domain and a specific nonlinear method is used for reconstruction. 15 Therefore, the reconstruction in our MRI context solves the following constrained problem:
where ∥·∥ 1 denotes the L1 norm, ψ is the sparsifying transform, F = RF is the undersampled Fourier transform, f are the measured data, and σ 2 accounts for the variance of the noise.
The L1 norm of the transformed image imposes sparsity, whereas the term F u − f 2 2 < σ 2 enforces data fidelity. When the spatial derivative is used as the transform domain, Ψ = ∇ = (∇ x ,∇ y ), the functional TV(u) = ∥∇u∥ 1 is known as total variation.
2.B. The split Bregman method
Constrained optimization problems based on L1 penalty functions can be solved using classic constrained optimization methods, but this approach is computationally intensive. Splitting strategies such as the split Bregman method enable decoupling of the L1 and L2 components of the functional, so that the L1 component of the problem can be efficiently solved through shrinkage formulas and the L2 component of the problem can be solved analytically. 43 The split Bregman formulation 43 makes the unconstrained algorithm efficiently converge to the solution of the constrained problem. It has been successfully applied in signal processing, 44 fluorescence tomography, 45 and MRI. 25, 43, 46 
2.C. TTV
The extension of TV in Eq.
(1) to both spatial and temporal dimensions yields the following constrained problem:
where ∇ t is the temporal gradient, ∥∇ t u∥ 1 is the temporal TV and the spatial TV is computed as an isotropic model,
By adding one parameter, α, to Eq. (2), we can weight the degree of spatial and temporal sparsities,
Problem (4) is easily solved using the split Bregman framework, which enables splitting of L1 and L2.
43
The L2 component of the problem is solved analytically in the Fourier domain, and the L1 component of the problem is solved through shrinkage formulas. The formulation and pseudocode of the algorithm can be found in Ref. 25 and are not replicated here. Values of µ = 1, λ = 1 were chosen according to previous tests, 46 values for α were tested as described in Subsection 2.D, and a maximum of 5000 iterations was chosen as the stopping criterion.
2.D. PICCS
The PICCS algorithm solves the convex constrained optimization problem
where u p denotes the prior image, α stands for the weight of the prior penalty function, and ψ 1 and ψ 2 are the sparsifying transforms. Since ψ 1 and ψ 2 are usually chosen to be the spatial gradient, the first functional represents the spatial total variation of u, TV(u), whereas the second functional represents the spatial total variation of (u −u p ).
We also extended the PICCS formulation with a stability functional, γ∥V u∥ 1 , as suggested by Goldstein, 43 obtaining the problem,
The introduction of the variables (5) into an equivalent unconstrained problem,
The Bregman iterations are updated as follows:
Therefore, u , d i , w i , and v can be solved separately. d i and w i are solved as in TTV, 25 through shrinkage formulas,
For the resolution of u k+1
, we obtain the following expression:
By differentiating Eq. (12) with respect to u and equating to zero and then choosing V = I, which stabilizes the solution, 43 Ku k+1 = r k ,
linear system (13) can be solved in the Fourier domain as
where K = µR − 2λ∆ + λI, as described in Ref. 43 .
Values of µ = 1, λ = 1, and γ = 2 were chosen according to previous tests 46 with the undersampled datasets. All results were obtained using these values and a maximum of 5000 iterations as the stopping criterion.
We tested both TTV and PICCS algorithms using alpha values of 0.05, 0.5, and 0.95 on 2 datasets with 3 different undersampling patterns at an acceleration factor of ×5 (20% of k-space lines preserved from each dataset) (see Sec. 3 for datasets and undersampling details). In all cases, BOLD contrast was better preserved for α = 0.95.
The prior, u p in Eq. (5), was the mean of the undersampled k-spaces across the temporal dimension and was the same for all volumes in the fMRI series; therefore, it was replicated to match the dimensions of u.
2.E. K-t FASTER
The k-t FASTER method consists on using a nonlinear algorithm to fill the nonsampled locations of the k-space data matrix using a low-rank constraint. This matrix completion (MC) technique was first described in Ref. 47 . The algorithm and its application to fMRI were thoroughly described in Ref. 38 and will not be replicated here. Different values were tested at an acceleration factor of ×5 (20% lines) for each of the three parameters involved in its performance, µ, c, and R (rank), and the best combination [µ = 0.95, c = 0.5, R = 114] was selected. All subsequent results were obtained using these values and a maximum of 100 000 iterations.
METHODS
3.A. Datasets
All the reconstructions in the present study were obtained from undersampled versions of fully sampled studies acquired in a Bruker Biospec 70/20 7 T preclinical MRI scanner. In order to consider the high variability in BOLD contrast and extension on either inter-and intrasubject studies, two datasets (named A and B) were analyzed. Dataset A exhibited a high signal-to-noise ratio (SNR) and a large activation region (58 voxels, maximum t-value of 13.64), whereas dataset B presented a lower SNR together with a smaller activation region (16 voxels, maximum t-value of 4.64).
Dataset For dataset B, all values were the same except the number of slices (11), the stimulation of the left hindpaw instead of the right forepaw, and the sedation maintenance protocol (alphachloralose). 49 In both cases, a phased array coil of four elements was used for reception, and the data from the different coils were detrended, undersampled, and reconstructed separately before being combined using a weighted sum of squares.
Animals were treated according to the European Communities Council Directive (86/609/EEC) and local regulations, with the approval of the Animal Experimentation Ethics Committee of Hospital General Universitario Gregorio Marañón.
3.B. Undersampling
From the complete dataset (A), the central slice (located at the primary somatosensorial cortex corresponding to the right forelimb, S1FL) was extracted, since it showed the highest functional activation. For dataset B, the fifth slice was selected for analysis (located at the contralateral primary somatosensorial cortex corresponding to the left hindlimb, S1HR).
The detrended k-space corresponding to the selected slice was undersampled at five different ratios by removing some of the phase encoding lines from the fully sampled EPI, assuming that in a real scenario the subsampling EPI artifacts could be corrected a posteriori using a reference scan. 40 The final ky-t undersampling was quasirandomly distributed, because a different ky undersampling pattern was applied for each frame or time point within the fMRI series. The selection of ky lines was performed in a quasirandom fashion according to Ref. 24 -adapted from Ref. 18 -following a polynomial probability density function with higher weight at the center of the k-space (delimited by the distance rad) and decay toward the higher frequencies,
Parameter values of the probability density function were chosen heuristically to densely sample the lower frequencies and gradually varied for the five undersampling factors. Three different realizations were generated for each distribution function, yielding three different undersampling patterns at each undersampling factor. The five different factors preserve 5% (acceleration ×20), 10% (×10), 12.5% (×8), 20% (×5), and 50% (×2) of the original number of k-space lines. Figure 1 shows an example of the undersampling patterns obtained for 50% of the lines acquired.
For the PICCS algorithm, the prior image was constructed from the sum over time of these undersampled k-spaces.
3.C. Image analysis
We compared the reconstruction algorithms after statistical processing of the fMRI series using SPM8 (The Wellcome Trust Centre for Neuroimaging) and the SPMMouse toolbox (Wolfson Brain Imaging Centre, University of Cambridge 50 ). Images were realigned to their mean, smoothed with a 1.2 mm FWHM Gaussian kernel, and fitted to the block design through the general linear model. The resulting maps were thresholded at p uncorr < 0.05, with a cluster size of 12 voxels [51] [52] [53] for dataset A and cluster size of 4 voxels for dataset B. In the fully sampled datasets (which serve as the reference for the compressed sensing evaluation), activation was only observed in the contralateral somatosensorial cortex (see reference "full" map in Figs. 2 and 3) . 
3.D. Evaluation of the statistical maps
We visually compared the statistical maps obtained with the TTV, PICCS, and k-t FASTER algorithms with the fully sampled map in three realizations for each scenario. To assess the sensitivity/specificity of the BOLD detection for each reconstruction, we computed the ROC curves using the fully sampled maps as the ground truth. A ROC curve depicts the true positive fraction (TPF) versus the false positive fraction (FPF). In the context of detection of fMRI activation, according to the definitions given in Ref. 32 "TPF means the ratio of the number of detected voxels as activated among truly activated voxels to the total number of truly activated brain voxels and FPF indicates the ratio of the number of detected voxels as activated among truly non-activated brain voxels to the total number of truly non-activated brain voxels." Therefore, the higher the area under the curve (AUC), the more robust the detection algorithm. We compared the areas under the curves for TTV, PICCS, and k-t FASTER in all undersampling scenarios for the realizations generated (n = 3). Figure 2 shows examples of the activation maps for the fully sampled dataset A (high SNR) and five undersampling factors-columns-using the three algorithms-rows. Artifacts resulting from aliasing are obvious at high undersampling F. 3. Example of the activation maps for the noisy dataset B generated by the three reconstruction algorithms at several undersampling factors. The percentages indicate the amount of k-space lines preserved from the full dataset. The acceleration factor is shown in parentheses. Maximum t-values are shown in yellow below each map.
RESULTS
4.A. Activation maps
factors, particularly for the TTV, although BOLD contrast is preserved at the region of interest, S1FL. The functional images reconstructed (shown as the background) appear more "patchy" for TTV, as previously described in Ref. 54 . Visual inspection suggests similar activation intensities for PICCS and k-t FASTER, and in both cases higher than those of TTV. Figure 3 shows examples of the activation maps for the fully sampled dataset B (low SNR) and the five undersampling factors-columns-using the three algorithms-rows. In general, acceleration-related artifacts appear earlier than for dataset A, probably due to the lower SNR of this dataset. Visual inspection suggests slightly higher BOLD contrast for the TTV than for the PICCS algorithm and more"patchy" 54 images for TTV at high acceleration factors. K-t FASTER produced significant activation maps at ×2 and ×5 accelerations but failed to detect significance (p < 0.05 uncorrected and cluster size k ≥ 4) at higher acceleration factors.
4.B. Sensitivity, specificity, and acceleration
For dataset A, the areas under the ROC curves were very similar for all the three algorithms at low acceleration factors and slightly lower for TTV at high undersampling rates (Fig. 4) .
For dataset B, the performance of the three reconstruction algorithms was very similar at low acceleration factors (Fig. 5) , as with dataset A. However, PICCS yielded the highest AUC values at high acceleration factors, thus indicating better sensitivity/specificity than TTV or k-t FASTER.
DISCUSSION
We performed a comparison of the TTV (Ref. 25 ) and PICCS, 26, 27, 29, 31 two algorithms which had never been applied to fMRI, with k-t FASTER, 38 recently proposed for resting state fMRI. This comparison was carried out using previously acquired rat functional magnetic resonance datasets, which were retrospectively undersampled. Although all algorithms exploit temporal redundancy, PICCS proved to be more robust in a noisy scenario where k-t FASTER failed to provide significant maps at high acceleration factors. TTV also provided acceptable maps but reached lower sensitivity/specificity than F. 4. Areas under the ROC curves for the three reconstruction methods at different sampling factors. Three different realizations of the undersampling function were averaged for each acceleration factor and method. Error bars indicate one standard deviation from the mean (n = 3). the other two algorithms. In general, according to the visual inspection of the statistical maps and the AUC values obtained, PICCS seems able to achieve acceleration factors within the range ×5-×8. TTV can also reach this acceleration but providing worse spatial localization of the BOLD contrast, whereas k-t FASTER reached a maximum acceleration of ×5 in noisy scenarios. Acceleration values of ×4 and ×5 have been previously reported in the literature for fMRI applications. 32, [37] [38] [39] [40] [41] 55, 56 The acceleration factor of ×8 reached by PICCS doubles the value reported in the only existing paper about compressed sensing applied to preclinical rodent studies 40 based on k-t FOCUSS reconstruction. However, direct comparison would be unfair, since the aim of the authors in Ref. 40 was not to find the maximum possible acceleration. In general, any direct comparison with other methods applied to fMRI, such as k-t FOCUSS (Refs. 32 and 40) and generalized series, 41 is fairly difficult, given the numerous variables which differ between the applications (e.g., biological model, acquisition sequence, SNR and resolution, and implementation).
The exploitation of temporal redundancy by averaging all available undersampled k-spaces to build a prior image has provided robust results. It takes advantage of all the available information acquired and greatly constrains the problem. The prior image seems to provide good spatial support for the slight BOLD temporal changes and thus facilitates their recovery by the PICCS algorithm.
We can hypothesize that, at high acceleration factors, combinations of this prior-based strategy with other frameworks such as k-t FOCUSS, TTV, or k-t FASTER might also perform better than any method alone. Further studies to corroborate this hypothesis are warranted.
Regarding the two methodologies specifically developed by the authors for this context, the formal difference between PICCS and TTV algorithms lies in the use of temporal redundancy. In the case of TTV, the use of a temporal gradient leads to image quality degradation at high acceleration factors, probably because neighboring frames have very few k-space lines. On the other hand, PICCS makes use of a prior image containing all the temporal information compressed into a single volume. Since this prior image is replicated along the temporal dimension, each volume of the series under reconstruction uses the same prior volume. Thus, PICCS builds images upon a prior image with a good SNR, thus leading to better image quality than TTV. This may be the reason why PICCS performs better than TTV regarding sensitivity/specificity.
It is remarkable that all the algorithms presented here could also be used for other sequences, such as traditional gradient echo sequences (as suggested in Ref. 40) , variable density spirals, 41, 42 and 3D EPIs. 38 In all cases, the acceleration achieved could be exploited either to reduce total scan time or to increase temporal or spatial resolutions. In 2014, Zong et al. 40 studied the advantages of total scan time reduction using a gradient echo sequence accelerated with compressed sensing instead of EPI. Alternatively, if the acceleration is exploited by reducing the TR (increased temporal resolution), the saved scan time could allow us to acquire more repetitions of the fMRI series, thus improving the BOLD signal. 42 Following the same principle, the spatial resolution of the fMRI maps could be improved by acquiring more spatial data within the same total acquisition time, as demonstrated with spiral trajectories. 42 In the specific case of EPI and other fast sequences, the compressed sensing framework enables the reduction of the train length, which is often desirable when attempting to attenuate susceptibility artifacts, chemical shifts, and physiological noise. 41, 42 One limitation of our study is that results were obtained by simulating a compressed sensing acquisition via undersampling of a fully acquired EPI dataset. In a real scenario, data would have to undergo a correction step before reconstruction, which is usually performed by means of a reference scan with the phase encoding switched off, as reported in Ref. 40 .
Another limitation is that we did not systematically test the parameters of the undersampling probability density function in order to find their optimum value, since the aim of the study was to compare the two reconstruction algorithms under the same circumstances. Therefore, optimized parameters could lead to even higher accelerations.
We chose the gradient as our sparsifying transform because it is generally used with the PICCS method. However, other transforms such as wavelets, shearlets, or discrete cosine transforms might lead to sparser representations and provide even higher accelerations; consequently, further testing is warranted. These transforms can be easily implemented within the framework we present based on the split Bregman formulation, which provides an efficient solution to the problem. The split Bregman formulation also solves a constrained optimization problem by obviating the search for appropriate regularization parameters 24, 43, 45, 57 and thus considerably reducing the computational burden.
CONCLUSIONS
In the present study, we successfully applied three reconstruction algorithms that exploit the temporal redundancy of dynamic acquisitions to undersampled rat fMRI data:
TTV, which has previously been applied in cardiac MRI; 25 PICCS, which has been widely used in compressed sensing frameworks for computed tomography imaging; 26, 27, 29, 31 and k-t FASTER, 38 which has recently been tested with resting state human fMRI data. The PICCS algorithm performed similarly to k-t FASTER in a high SNR scenario, but much better in a low SNR scenario, where k-t FASTER failed to provide significant maps. TTV also provided consistent statistical maps but with less sensitivity/specificity on the BOLD contrast detection than the other two algorithms. Our results suggest that acceleration factors up to ×8 are feasible with the PICCS algorithm. 
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