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Abstract
We describe the details of a silicon-tungsten prototype electromagnetic calorime-
ter module and associated readout electronics. Detector performance for this
prototype has been measured in test beam experiments at the CERN PS and
SPS accelerator facilities in 2015/16. The results are compared to those in Monte
Carlo simulations. This is the first real-world demonstration of the performance
of a custom ASIC designed for fast, lower-power, high-granularity applications.
1. Introduction
The parton structure of protons and nuclei is typically characterised in terms
of parton distribution functions (PDFs) which absorb the non-perturbative
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physics that cannot at present be calculated from Quantum Chromodynamics
(QCD) [1, 2]. The PDFs are determined from global fits to experimental mea-
surements, in particular from deep inelastic scattering (DIS) experiments such
as H1 and ZEUS at HERA [3]. The gluon PDF is found to rises dramatically in
the small-x region (x = 10−2−10−6), where x is the Bjorken x representing the
momentum fraction of partons (quarks and gluons) in the longitudinal momen-
tum of the nucleon. At small x one expects non-linear behaviour of QCD with
competing processes of gluon splitting and fusion, which should eventually lead
to saturation of the gluon density. Despite extensive experimental studies, there
is no direct evidence of gluon saturation, nor the creation of the Color Glass
Condensate [4]. By measuring direct photons in the forward direction, via the
Compton process one directly probes the gluon PDF, which allows exploring
QCD in the non-linear regime, and placing stringent constraints on the gluon
nuclear PDFs [5].
Motivated by the considerations above, a proposal was developed to build
a forward calorimeter system in the ALICE experiment at the LHC, called
FoCal [6, 7]. The FoCal is composed of an electromagnetic part (FoCal-E)
and hadronic part (FoCal-H), with a planned pseudo-rapidity coverage of about
3.2 ≤ η ≤ 5.8. The FoCal-E is designed to separate single photons from two-
photon showers from neutral meson decays at forward rapidities, and hence
enables the measurement of direct photons at the LHC in the small-x region. It
consists of a number of low-granularity pad layers that primarily measure the
energy of the shower, and a few high-granularity pixel layers that are used to
split contributions from overlapping showers.1
In this paper, we present the results for a prototype using pad and pixel layers
at the 2015/2016 test beam experiment at the CERN Proton Synchrotron (PS)
and the Super Proton Synchrotron (SPS). The pad readout uses a new custom
1It should be noted that both types of sensor layers are of fine granularity in comparison
to conventional calorimeters. We use the terms low and high granularity in this context only
to discriminate further between the two types of layers in our calorimeter prototype.
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Figure 1: A FoCal PAD detector segment. The silicon layer and PCB are in front. The analog
summing circuit board is shown on the right.
ASIC developed for very fast (fast enough for low-level trigger decision), lower
power, fine granularity (reduced cost per channel) applications such as the Fo-
Cal. For a pad-layer only detector, the energy resolution, energy linearity, and
shower profiles are presented, and are compared to those in simulation. We also
show the performance of the integrated system, i.e. combined pad and pixel
layers together, as a first-principle design of the FoCal-E prototype from the
2016 test beam data.
3
2. Detector design
The FoCal-E design is designed to provide very high lateral segmentation
to discriminate between decay photons and direct photons. The electromag-
netic calorimeter requires compact shower size to minimize the effect of shower
leakage and optimize shower separation. Therefore, the FoCal-E prototype has
been designed as a silicon and tungsten (Si+W) sampling calorimeter, because
tungsten which is used as an absorber material has a small Molie`re radius of
9 mm and a radiation length of 3.5 mm. The prototype of FoCal-E has two
types of Si sensors: pad and pixel layers.
For the pad layer, we used a 64 pad silicon sensor, with 93 mm2 overall
pads, type Hamamatsu S10938-9959, arranged as 8 × 8 cells with 11.30 mm
pitch. The front-end electronics use a new custom ASIC developed for this
(and other) application(s) where fast, fine-granularity imaging is required. This
FoCal prototype is the first real-world application for this new ASIC. The ASIC
is located on the summing board. The output from the summing board was
sent to a test beam data acquisition system. In a final, full-scale application
alternative ASICs receive the output of the summing board (such as the Beetle
chip or an APV25 hybrid as described in Sec. 3).
The assembled detector consists of four segments, each of which contain 4
layers consisting of Si pad sensor mounted using transfer tape (0.2 mm) onto
a W plate (3.5 mm thickness, 1 X0), as shown in Fig. 1. An analog signal
from each pad layer is read out through 0.05 mm aluminum wires bonded to
the flexible printed circuit board (PCB), also mounted with transfer tape to the
sensor, and the analog signals from the PCB with the same pad position on 4
layers are summed longitudinally on the analog summing board. The sum forms
the signal of a cell. For the readout system after the summing of signals, we use
an APV 25 hybrid board as a front-end card and the SRS (Scalable Readout
System ) developed by the CERN RD51 collaboration. The mmDAQ system is
used for the DAQ control of the SRS system.
Fig. 2 shows one FoCal pad detector segment with the Si layer, PCB, analog
4
Figure 2: A FoCal PAD detector segment with the protection cover and APV25 hybrid front-
end card attached on the summing board.
summing circuit board, and APV25 hybrid front end card. This detector con-
figuration (with a total of four of this kind of segment) is used for the CERN
test beam experiments.
Fig. 3 shows the detector setup of the test beam experiment at PS and SPS
at CERN in 2015. Four pad detector segments were aligned in an aluminum rail
5
Figure 3: Four FoCal PAD detector segments for the PS/SPS test beam.
to fix the detector position. The beam enters from right to left (starting from the
segment labelled “FoCal 1” to“FoCal 4” in Fig. 3). Four independent APV25
hybrid boards were attached on the summing board and read out by the SRS
system, which consists of a Front-end-Card (FEC) and an Analog-to-Digital
Converter (ADC). In the following, we label the pad sensor segments FoCal 1
to FoCal 4 as low granularity layer (LGL) with segment numbers starting from
0 (LGL0 to LGL3).
Two layers of pixel sensors were inserted between the first and second pad
segment (LGL0 and LGL1) and between the second and third segment (LGL1
and LGL2). The design of these layers is based on a prototype of a fully digital
pixel calorimeter as described in [8].
The pixel layers use MIMOSA23 sensor chips from IPHC [9], which have
a size of 19.52 × 20.93mm2. For each chip, 19.52 × 19.52mm2 is occupied by
the pixel matrix, consisting of 640 × 640 pixels. In this prototype, a pixel
6
layer consists of four individual chips. The resulting lateral size of a pixel layer
for this test is 38.4 × 38.4mm2 with 1280 × 1280 pixels. Each sensor has 640
discriminators, one per pixel column, which produces a binary readout. The
threshold of the discriminators can be set externally and has been optimised to
reach good sensitivity with low noise (< 10−5 noise rate per pixel). The sensor
is read out row by row, with a readout frequency of 1 MHz, resulting in a total
readout time of 640 µs for the full sensor.
The pixels sensors are connected to a readout system based on FPGAs that
buffers the data and then ships it to a PC over a regular Ethernet connection
[10]. As this data acquisition system was independent from the one for the pad
sensors, data from the same events were synchronized between the two systems
with a common event ID generated by a trigger counter.
3. Readout electronics
Traditional charge-sensitive preamplifiers (CSP) are commonly used for read-
out of capacitive detectors (silicon pads, strips, etc.) for two reasons. First, all
the charge generated in a detector due to a radiation event is ultimately col-
lected by the preamplifier irrespective of the detector capacitance. Higher de-
tector capacitance may slow the preamplifier bandwidth such that it takes many
microseconds to collect the charge but it will ultimately be collected. Second,
the ratio of the output voltage to the input charge (charge gain) is determined
by the feedback capacitor used in the CSP and not by the detector. Since
Q/C = V , this will allow a small charge signal to be processed by a small feed-
back capacitor on the CSP instead of that same small charge on a much larger
detector capacitance. This results in a proportionally larger voltage signal for
subsequent processing.
Because of the large amount of charge/event available in the FoCal PAD
detector and the need for a fast trigger signal (fast preamplifier response), a
traditional CSP is likely not ideal or needed. Therefore, a truly application-
specific approach to on-chip readout was developed using a new custom ASIC
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developed with FoCal as the leading use-case. As a dimensional argument for
a generic detector sensor, we note the detector capacitance is inversely propor-
tional to the thickness as given by
C =
A
T
· 0r (1)
where C is the plate-plate capacitance, A is the area of the detector plates, T is
the thickness of material, and 0 and r are the absolute and relative dielectric
constants of the material, in this case silicon. The amount of charge per event
is
Q ∝ A · T · P (T ) (2)
where P is the linear amount of energy deposited in a thickness T of material.
Since Q/C = V , we obtain for the voltage out of the detector for a given pulse
Vout ∝ T
2 · P (T )
0r
(3)
As a consequence of these general considerations, we can optimize the detec-
tor electronics for the desired noise and gain by specifying the detector thickness,
a very useful attribute indeed. This was done to a limited extent in this first
version of the custom ASIC reported here (with further optimization possible
in subsequent revisions). For simplicity, we utilized a very fast high-speed fol-
lower topology similar to that used on a photomultiplier tube. This allows us to
maintain high speed, low noise and simplicity at the front end detector. With a
follower, we have sufficient bandwidth to provide a fast trigger without having
to maintain a high bandwidth, closed-loop CSP. Processing electronics can be
placed away from the detector, thereby somewhat mitigating heat and power-
distribution problems. The follower is the ultimate in simplicity. Simulations
show that if we are able to design the detector and follower circuit such that our
input maximum charge results in approximately 1.6 V output, we can develop a
circuit which will exhibit noise of approximately 108 µV rms, a peak/rms ratio
of 14,800. This shows that we will likely not be limited by noise but by inter-pad
cross talk. The follower circuit requires a buffered output, preferably differen-
tial, to minimize cross talk. The output of the differential buffer drives the signal
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Figure 4: Preamplifier buffer ASIC block diagram.
to an area with more available space, where it can be connected to processing
electronics(shaper, trigger processor, ADC), simplifying their requirements.
The preamplifier connects to the detector through a coupling capacitor, if
needed, and can utilize either polarity of input charge. There are bias setting
resistors on the chip that set the quiescent input voltage. When an event oc-
curs, the charge is collected on the detector capacitance and the voltage output
is buffered and sent to the single-ended-to-differential driver. This driver is de-
signed to drive a 100 ohm differential line. The power dissipation is currently
under 10 mW for the entire circuit which operates on 2.5 V. The preamplifier
was implemented using the TSMC 0.25 µm CMOS process. The layout estimate
results in a chip area of under 2× 2 mm2 for four channels.
The preamplifier-buffer ASIC block diagram is shown in Fig. 4. The source
follower preamplifier feeds the output differential amplifier.
The detailed preamplifier schematic is presented in Fig. 5. It includes the
source-follower inputs (one for each input polarity) and the switching and rout-
ing circuitry for each. For wide applicability across multiple potential detector
types, we allow selection of either polarity. For each polarity, there are dummy
9
Figure 5: Preamplifier schematic drawing showing negative follower and dummy level adjust
(upper portion) and positive follower and dummy level adjust (lower portion).
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Figure 6: Output differential operational amplifier showing amplifier core, common-mode
amplifier, and differential output.
devices used to maintain bias for the inputs to the differential drive amplifier.
Fig. 6 shows the fully differential input/output operational amplifier schematic.
This design implements a floating class A-B control buffer (Hogervorst) as well
as a common-mode control loop for the output.
4. Detector setup for test beam experiments
The test beam performance for the prototype detector was carried out at
PS and SPS facilities at CERN in 2015 and 2016. In 2015, we used the T9
test beam facility at PS accelerator providing a secondary beam (with mixed
electrons and hadrons) with a beam energy from 0.5 to 10 GeV. In the same
year we used the SPS T4-H6 beam line with the energy setup of 5–180 GeV. In
2016, the SPS H6B beam line was used with a very similar setup as the previous
year.
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Figure 7: Test beam setup at PS and SPS.
The purity of the electrons or positrons in the PS T9 facility is around 80%
at lowest momenta and then rapidly dropping. Therefore, at beam energies
higher than 1 GeV we used a Cherenkov trigger in order to increase the purity
of the electrons in the beam. At higher SPS energies, the purity of electrons
was good enough up to 50 GeV.
Fig. 7 shows the prototype detector configuration in both years and test
beam facilities. We combine the four segments of pad layers (see Sec. 5) with
the two pixel layers (see Sec. 6) and put the complete system into a light-tight
box for data taking. For the beam trigger, we used in total 4 different plastic
scintillators: (1) 10 × 10 cm2 area to detect the beam presence, (2) 4 × 4 cm2
are with 1 cm thickness for the narrow coincidence, (3,4) two smaller size of
scintillators (1× 1 cm2) for ensuring the beam is located in the middle of the
active detector area.
In summary for the data taking periods, in 2015 we took data with beam
energies from 0.5 to 5 GeV at PS and 10 to 50 GeV at SPS, while in 2016
we took data with beam energies of 50 to 130 GeV. For the latter period, a
12
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Figure 8: Measured charge (ADC) versus time for cells of different PAD segments (LGL0–
LGL3) using 40 GeV/c electron beams at SPS.
large dead area was observed in the pad readout, concerning, in particular,
the LGL3 segment. Therefore, in this paper for these higher energy data the
pad layers were not used, and only the pixel results are shown. For a sample
of limited statistics, we were able to send the same trigger bit to both data
streams, therefore we could combine it offline and match the pad- and pixel-
layers. During these measurements the readout electronics of the pad-layers had
to be configured for the high-gain setting, implying that for these tests the pads
could measure only the hit position but not the energy.
5. PAD detector performance
Fig. 8 shows the distribution of measured charge (ADC) for single cells (i.e.
longitudinally summed groups of four consecutive pads) as a function of time
for the four segments (LGL0, LGL1, LGL2 and LGL3) for 40 GeV positrons.
The horizontal axis is time (25 ns per bin), and the vertical axis is the charge
collected at the summing board on each LGL, i.e. average amplitude of the ADC
values over all events in each time bin. Of the four segments, LGL1 shows the
largest signal, which corresponds to the location of the longitudinal maximum
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of the shower, as expected for 40 GeV beam energy.
The peak value of these cell signals is then digitized. To suppress contribu-
tions from background, we performed pedestal and common mode noise sub-
tractions. Furthermore, we assure that the beam hit positions on all four pad
layers have the same x and z positions (perpendicular to the beam direction),
by looking at the electromagnetic shower signal on each pad layer. We apply
this directional cut in order to select only beam particles travelling parallel to
the y-direction. Offline, we performed 3×3 cell clustering in each segment to
reconstruct EM showers, and the cluster signals of all segments are added.
To summarise, the total ADC sum has been calculated by the following
steps:
1. The analog signals of pads at the same transverse location within a seg-
ment are summed longitudinally (in hardware using the summing boards)
to obtain cell signals.
2. The cell signals are sampled with the ADC around the maximum time
bin, and the digitised value is stored.
3. Shower clustering using 3 × 3 cells is performed offline for each LGL
segment.
4. A sum over the four LGL segments is performed.
Fig. 9 shows the distribution of the total ADC sum for electrons from 0.5 to
5 GeV at the PS test beam. Similar distributions for SPS energies, for electrons
from 10 to 50 GeV are shown in Fig. 10. As shown in Fig. 9 and Fig. 10, a
clear separation of the ADC sum distributions for different beam energies can
be seen in both PS and SPS data.
From the ADC sum distribution, we obtain the energy resolution (σ/E) and
energy linearity. Fig. 11 shows the energy resolution as a function of beam
energy, quantified as the width of the ADC distribution σ over the ADC mean
value. To parameterise the energy resolution, a fit was performed to the data
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Figure 9: ADC sum distribution from 0.5 to 5 GeV electron beams at the PS.
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Figure 10: ADC sum distribution from 10 to 50 GeV electron beams at the SPS.
points with the following fit function:
σ
E
=
√
B2 +
(
A√
E
)2
, (4)
15
0 20 40
Beam Energy (GeV)
0
10
20
30
En
er
gy
 re
so
lu
tio
n 
(%
) Data
2
 
E
27.3
  + 2 (9.6) = E
σ
ideal simulation
modified simulation
Figure 11: Energy resolution as a function of beam energy from PS to SPS data. The results
of ideal simulation (solid line) and modified simulation (dashed line) are also shown.
where, A is the stochastic term and B is the constant term. We obtain an
energy resolution of 27.3/
√
E % for the stochastic term (A) and about 9.6% for
the constant term (B), as shown in Fig. 11. The stochastic term is close to the
expected value from the simulation. For the constant term, a better performance
of around 1% is expected from the ideal simulation, which however neglects some
dead regions in the layers and noise in the electronics. In order to match the 2015
data set, in the simulation we also included a dead area corresponding to one
silicon pad in the LGL2 segment located on one corner of the 3×3 PAD cluster.
Due to the trigger setup, the incoming beam particle is impinging on the detector
distributed over a 1 cm2 region, therefore we smeared the particle position in
the simulation accordingly. Furthermore, realistic electrical noise, such as the
pedestal width and remaining common mode noise need to be included in the
simulation. After adding the dead area as well as realistic electronic noise in
the simulation, we can reproduce the data as shown in the figure.
The energy linearity was measured as shown in Fig. 12, and was found to
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Figure 12: ADC sum as a function of incident beam energy from PS and SPS test beam.
be better than 3%, except at the lowest beam energy of 0.5 GeV.
6. Pixel detector performance
The data presented in this section were taken in the 2016 SPS test beam
with positrons of beam energies of 50, 60, 70, and 130 GeV.
In order to define a good hit, one must remove noisy pixels. This was done
by masking all pixels that showed a noise hit frequency above a predefined level.
Fig. 13 shows hit maps of a single event for an electromagnetic shower of
130 GeV positrons in the two pixel layers, which exhibit the expected shower
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Figure 13: A single event hit map for electromagnetic showers produced by 130 GeV/ positron
beam. The left panel shows the forward and the right panel the backward layer. The red
zones in the hit maps are dead areas where we were not able to obtain signals.
Figure 14: Example of single event hit map for pixel layer 1. Projection to the x and y axes
of the hit map are also shown.
profile in the transverse direction. The longitudinal development of the shower
from the front layer (left) to the back layer (right) can also be seen, where in
the latter more hits are created. The red zones in the hit map indicate dead
areas of the sensors, where no hits were registered. Those areas were excluded
for the later analysis and from the calculation of the center of gravity of hits,
as defined below.
Fig. 14 shows another hit map (left) and the corresponding x- and y-projections
of the hit distributions in pixel layer 1 for a single event. The projections show
a clear peak indicating the position of the shower center. As a quantitative
estimate, one can calculate the center of gravity in both x and y per event in
18
Figure 15: Correlation of center of gravity for the X direction between HGL1 and HGL2
both pixel layers. We again apply a directional cut, which is now based on the
pixel information, i.e. we select only events for which the residuals of the center
of gravity of showers between two pixel layers is close to zero. No pad-layer
information was used because the readout was completely independent for this
data set.
Fig. 15 shows the correlation of the center of gravity position in x from
HGL1 and HGL2 layers after applying the beam line cut, which cuts off the off-
diagonal hits outside of the 3σ window. Similar correlations for the y direction
have been observed. We also removed events which have values for the number
of hits or of the RMS of the x and y spatial distributions which are inconsistent
with the expectations for the nominal EM showers – this mainly ensures that
potential pile-up of beam particles is rejected.
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Figure 16: The distributions of the number of hits (sum of HGL1 and HGL2) with positron
beams of 50, 60, 70, and 130 GeV. Black curves show Gaussian fits.
Fig. 16 shows the hit distributions (sum of HGL1 and HGL2) for positron
beams of 50, 60, 70, and 130 GeV energy. While the number of hits in the pixel
layers is not expected to be a good measure of the total deposited energy, one
still observes an increase of the number of hits with beam energy.
Fig. 17 shows the number of hits as a function beam energy, which in fact
indicates that the number of particles produced by the electromagnetic shower is
approximately proportional to the beam energy, and that a reasonable linearity
was achieved.
Fig. 18 shows the radial distribution of the number of hits with respect to
the shower center, as determined by the center of gravity of the hits in the
layer. The transverse shower size is found to be 10–12 mm2. The distributions
20
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Figure 17: Beam energy dependence of number of hits for positrons, fitted with a linear
function.
are more sharply peaked for the layer closer to the front face of the detector,
i.e. early in the longitudinal development of the shower. The hit density in the
shower core increases with beam energy, as expected.
The position resolution of the determination of the shower center was esti-
mated by using the residuals of the center of hits (center of gravity for both
x and y direction) between two layers. In shower events, the residual value of
center of hits has a fluctuation σ∆G. Under the assumption that there is no
individual difference between two layers, the position resolution σG is estimated
by
σG ' σ∆G√
2
. (5)
The values for σGx and σGy were found to be consistent within uncertainties,
on the level of about 0.35 mm, decreasing with increasing energy. It should be
noted that no corrections for misalignment have been performed here, which
most likely deteriorates the position resolution estimate.
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Figure 18: The transverse shower profiles for different energies of positron beams. Full markers
show the profiles in first pixel layer, and open markers are in second pixel layer.
7. Correlations between pad and pixel layers
Although pad and pixel layers were integrated to be a common system, their
detector designs are quite different from each other, and the readout systems
were independent. Therefore to integrate hit data from pad and pixel layers,
a common beam trigger given by coincidence of two scintillation counters was
stored in each data stream. For the 2016 test beam data, we successfully ob-
tained correlated data sets by using the common trigger info for both pad and
pixel-layer data stream. The data set was taken with 130 GeV positron beams.
A hit map is shown in Fig. 19. The left panel shows a hit map of HGL1 (pixel)
and the right panel for LGL2 (pad). The blue rectangle indicates the size of the
22
Figure 19: Event display of the pixel (HGL1, left) and pad (LGL2, right) layers in an event
which has common trigger information for both HGLs and LGLs. Black hatched area defines
the region outside of the calorimeter geometry, while the blue region defines the common
acceptance of the HGL1 and LGL2.
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Figure 20: Correlation plots for centers of showers between pixel (HGL1) and pad (LGL2) lay-
ers, with the -x correlation in the left and y-y correlation in the right panel. The correlation
factors rcor tion (see text) are indicated (in color) on th z-axis.
pixel layers overlapping the pad layers.
To confirm whether the trigger matching between the data sets works cor-
rectly, the position correlation of center of gravity between the different types
of layers was checked. Fig. 20 shows the position of the center of gravity in
one of the pad segments as a function of the position obtained from one of
the two pixel layers. The two positions are clearly correlated. The correlation
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coefficient, which is given in the figure, is defined using
rCorrelation =
1
N
∑N
j=1(xj − x¯)(yj − y¯)√
1
N
∑N
j=1(xj − x¯)2
√
1
N
∑N
j=1(yj − y¯)2
. (6)
The center of gravity in the pad layer was calculated using the ADC values
as weights, which yields low accuracy due to the saturation of the readout
for large signals for this particular common trigger measurement. However,
there is a strong correlation of r ∼ 0.86 (Fig. 20), which suggests that same
beam events for both pad and pixel layers were successfully recorded by sharing
common beam triggers. In future analyses, we foresee making use of the position
information from the pixel layers to analyse the distributions in the pad layers
in more detail.
8. Summary
We have constructed a prototype of a silicon-tungsten sampling electromag-
netic calorimeter module and the associated readout electronics, and studied
performance with a test beam experiment at the CERN PS and SPS accelera-
tor facilities in 2015/2016. To facilitate the readout, the front-end electronics
was equipped with a new custom ASIC developed for this and other application
where fast, fine-granularity imaging is required. The energy resolution obtained
is consistent with the results obtained by a realistic detector simulation. The
energy linearity is good within 3%, from 0.5 to 50 GeV for electrons. By send-
ing the common beam trigger bits to both PAD and MAPS data streams, we
successfully measured the same events in both detectors, and a clear correlation
between pad and pixel layers was observed.
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