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Universite´ Paris Descartes
45 rue des Saints Pe`res
75270 Paris Cedex 6
Re´sume´ Conside´rons une variable ale´atoire positive Y appele´e temps de survie, de´pendant
d’une covariable X. Dans le cadre de la censure par intervalle, cas I (ou “current status
data”), Y n’est pas directement observe´e. La seule information dont on dispose est la
donne´e du triplet (X,U, δ) ou U est un temps de mesure inde´pendant de Y condition-
nellement a` X, et δ = 1{Y ≤ U}. Le but de cet expose´ est de construire un estimateur
de la fonction de distribution conditionnelle de Y sachant X a` partir d’un e´chantillon de
(X,U, δ), par se´lection de mode`les. Apre`s avoir construit une collection de mode`les pour
des fonctions de deux variables par produits tensoriels de fonctions d’une variable, on cal-
cule dans chacun de ces mode`les l’estimateur des moindres carre´s. On obtient ainsi une
collection d’estimateurs. Enfin, une proce´dure de se´lection de mode`les pe´nalise´e fournit
un estimateur adaptatif.
Abstract Let Y be a positive random variable of interest, depending on a covariable
X. The interval censoring (also called “current status data”) arises when Y is unobserved
and the only information we have is the triplet (X,U, δ) where U is a positive random
variable independent of Y given X, and δ = 1{Y ≤ U}. In this presentation we propose
an adaptive estimator of the distribution function of Y given X, constructed by a model
selection procedure. A collection of models of L2(R2) is built as tense products of functions
of L2(R), and a least square estimator is calculated in each model. We get a collection of
estimators from which one is choosen by a model selection procedure.
Mots-cle´s Donnes de survie et donnes censures. Modles semi et non paramtriques.
1 Introduction
Dans certaines e´tudes de donne´es de survie, le temps de survie Y n’est pas directement
observe´. La seule donne´e que l’on observe est si Y est ante´rieur ou poste´rieur a` un temps de
mesure U inde´pendant de T , e´ventuellement conditionnellement a` une variable explicative
X. Par exemple, si l’on s’inte´resse a` la date de contamination Y d’un patient par un virus,
un test effectue´ a` la date U permet de de´terminer si le patient a e´te´ contamine´ ou non
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avant la date U . Ce type de censure est appele´ censure par intervalle, cas I ou current
status data.
Plus pre´cise´ment, soient (Xi, Yi)i=1,...,n des couples inde´pendants identiquement dis-
tribue´s (i.i.d.), ou` les (Xi) sont des variables ale´atoires i.i.d. de densite´ fX et les (Yi) sont
des variables ale´atoires positives appele´es temps de survie tels que pour tout i, Yi de´pend
de la covariable Xi. Soit F (x, y) la fonction de re´partition conditionnelle de Yi sachant
Xi,
F (x, y) = P [Y ≤ y|X = x]
ou` P [E1|E2] de´signe la probabilite´ conditionnelle de E1 sachant E2. Soit (Ui)i=1,...,n un
e´chantillon de variables ale´atoires i.i.d. telles que pour tout i, Ui et Yi sont inde´pendantes
conditionnellement a` Xi. L’e´chantillon observe´ est
(Xi, Ui, δi)i=1,...,n (1)
ou` Ui = 1{Yi≤Ui}. Le but de cet expose´ est de construire un estimateur de F (x, y) a` partir
de l’e´chantillon (1).
Les donne´es censure´es par intervalle ont e´te´ largement e´tudie´es ces vingt dernie`res
anne´es. La majorite´ des re´sultats concernant l’estimation non parame´trique de fonctions
de survie est base´e sur l’estimateur du maximum de vraissemblance (EMV). Ainsi, Groene-
boom et Wellner (1992) montrent que l’EMV converge ponctuellement a` la vitesse n−1/3,
et Van der Geer (1993) e´tablit un re´sultat similaire pour le risque L2. Plus re´cemment,
des me´thodes d’estimation de´rive´es de l’EMV permettent de mieux prendre en compte
la re´gularite´ de la fonction de survie. Ainsi, Hudgens et al (2007) construisent trois esti-
mateurs a` partir de l’EMV et comparent leurs performances sur des donne´es simule´es et
re´elles. Van der Laan et Van der Vaart (2006) appliquent des me´thodes de re´gularisation
a` l’EMV pour estimer la fonctions de survie en pre´sence de covariables de grandes dimen-
sions. Par ailleurs, Birge´ (1999) propose un estimateur en histogramme, plus simplement
imple´mentable que les estimateurs de type EMV, et qui atteint le taux de convergence
optimal pour le risque L1. Mais les proce´dures propose´es dans ces articles ne sont pas
adaptatives. Tre`s peu de re´sultats existent a` ce sujet, et ils n’incluent pas de covariables.
Ma et Kosorov (2006) calculent l’EMV et l’estimateur des moindres carre´s sur les classes
de Sobolev, puis effectuent une se´lection du parame`tre de re´gularite´ de la classe, alors
que Brunel et Comte (2009) calculent l’estimateur des moindres carre´s dans des bases
d’approximation classiques puis re´alisent une se´lection de mode`les.
La proce´dure pre´sente´e ici est inspire´e de Brunel et Comte (2009) : l’estimateur est con-
struit par minimisation d’un contraste des moindres carre´s, puis par se´lection de mode`le.
Ne´anmoins, la de´monstration est diffe´rente et permet de s’affranchir de certaines hy-
pothe`ses sur la collection de mode`les, ainsi que d’ame´liorer les constantes intervenant
dans le re´sulat principal. De plus, notre mode`le inclut des covariables, ce qui n’est pas le
cas des deux articles pre´ce´demment cite´s.
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2 Hypothe`ses et de´finition de l’estimateur de F
2.1 Notations
La fonction F (x, y) est estime´e sur un compact A = A1 × A2 ou` A1 est un intervalle
compact de R, et A2 = [0, a2].
Soit f(X,U) la densite´ du couple (Xi, Ui) pour tout i ∈ {1, . . . , n}.
Pour tout s, t ∈ L2(A), on note
〈s, t〉f(X,U) =
∫
x∈A1
∫
u∈A2
s(x, u)t(x, u)f(X,U)(x, u)dxdu
le produit scalaire associe´ a` f(X,U) et ‖t‖f(X,U) =
√
〈t, t〉f(X,U) . Leurs e´quivalents empiriques
sont
〈s, t〉n =
1
n
n∑
i=1
t(Xi, Ui)s(Xi, Ui)
et ‖t‖n =
√
〈t, t〉n.
2.2 Collection de mode`les
Pour estimer F fonction de deux variables, on de´finit une collection de sous espaces vecto-
riels (s.e.v) de L2(A) de dimension finie appele´s “mode`les”, et construits comme produits
tensoriels de mode`les de L2(A1) et L
2(A2). Plus pre´cise´ment, soitM
1
n = {S
1
m,m ∈ I
1
n} une
collection de s.e.v. de L2(A1) telle que pour tout m1 ∈ I
1
n dim(S
1
m) = Dm1 < +∞. Soit
(φm1k )k=1,...,Dm1 une base orthonormale de S
1
m1
. SoitM2n = {S
2
m,m ∈ I
2
n} une collection de
s.e.v. de L2(A2) telle que pour tout m2 ∈ I
2
n dim(S
2
m) = Dm2 < +∞. Soit (ψ
m2
k )k=1,...,Dm2
est une base orthonormale de S2m2 . Pour tout m = (m1,m2) ∈ In := I
1
n × I
2
n, soit Sm le
mode`le suivant,
Sm = {t : A→ R, t(x, y) =
∑
(k,l)∈Jm
ak,lφ
m1
k (x)ψ
m2
l (y)},
avec
Jm = ((1, 1), . . . , (1, Dm2), (2, 1), . . . , (2, Dm2), . . . , (Dm1 , 1), . . . , (Dm1 , Dm2)) .
On conside`re alors la collection Mn = {Sm,m = (m1,m2) ∈ In}.
Supposons que les collections M1n et M
2
n ve´rifient l’hypothe`se suivante.
3
(H) : Pour i = 1 et 2, il existe un mode`le Sin ∈ M
i
n, tel que pour tout mi ∈ I
1
n,
Simi ⊂ S
i
n. Soit N
(i)
n = dim(Sin). De plus, pour tout a > 0, il existe une constante A telle
que ∑
mi∈Iin
exp(−a
√
Dmi) ≤ A, ∀n ∈ N
∗.
Enfin, il existe un polynoˆme P tel que Card(Mn) ≤ P (n).
La Proposition suivante e´tablit des proprie´te´s similaires pour la collection Mn.
Proposition 2.1 Supposons que (H) soit ve´rifie´e.
1. Pour tout m ∈ In, la famille {φ
m1
k φ
m2
l , k = 1, . . . , Dm1 , l = 1, . . . , Dm2} est une base
orthonormale de Sm, et Sm a pour dimension Dm = Dm1Dm2.
2. Pour tout a > 0, il existe une constante A telle que∑
m∈In
exp(−a
√
Dm) ≤ A, ∀n ∈ N
∗.
3. Pour tout m ∈ In, Sm ⊂ Sn ou`
Sn = {t : A→ R, t(x, y) =
∑
k=1,...,N1n, l=1,...,N
2
n
ak,lφ
n
k(x)ψ
n
l (y)}.
2.3 Construction du contraste
Notons E[B1|B2] l’espe´rance de B1 sachant B2. On remarque que pour tout (x, u) ∈ R
2,
E[δ1|(X1, U1) = (x, u)] = E[1{Y1≤u}|(X1, U1) = (x, u)].
Or Y1 et U1 sont inde´pendants conditionnellement a` X1 donc
E[δ1|(X1, U1) = (x, u)] = E[1{Y1≤u}|X1 = x] = P [Y1 ≤ u|X1 = x] = F (x, u).
Ainsi, soit γn(t) le contraste suivant,
γn(t) =
1
n
n∑
i=1
(t(Xi, Ui)− δi)
2
,
E[γn(F )] = 0, donc F minimise E[γn(t)] sur L
2(A).
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2.4 Estimateurs non adaptatifs
Le contraste γn construit dans la section pre´ce´dente permet de de´finir un estimateur F̂m
pour chaque mode`le m ∈Mn :
F̂m = arg min
t∈Sm
γn(t). (2)
Notons F̂m(x, u) =
∑
(k,l)∈Jm
âk,lφ
m1
k (x)ψ
m2
l (u), alors (2) e´quivaut a`
GmAm = Vm
ou` Am = [ak,l](k,l)∈Jm est un vecteur colonne,
Gm =
[
1
n
n∑
i=1
φm1k (Xi)ψ
m2
l (Ui)φ
m1
k′ (Xi)ψ
m2
l′ (Ui)
]
((k,l),(k′,l′))∈Jm×Jm
est une matrice carre´e a` Dm lignes, et
Vm =
[
1
n
n∑
i=1
φm1k (Xi)ψ
m2
k (Ui)δi
]
(k,l)∈Jm
est un vecteur colonne. La matrice Gm est la matrice de Gram de la base (φ
m1
k ψ
m2
l ) pour
le produit scalaire 〈., .〉n. On remarque que F̂m est de´finie de manie`re unique ssi la matrice
Gm est inversible. Examinons l’existence et l’unicite´ de F̂m.
Soit Ŝm le sev de R
n de´fini par
Ŝm = {(t(X1, U1), . . . , t(Xn, Un)) , t ∈ Sm},
et Ẑm = argminZ∈bSn
1
n
∑n
i=1(Zi − δi).
2 Le vecteur Ẑm est la projection orthogonale du
vecteur (δ1, . . . , δn) sur Ŝm pour le produit scalaire canonique de R
n, il est donc de´fini
de manie`re unique. De plus, par de´finition de Ŝm, il existe au moins une fonction
G ∈ Sm telle que Ẑm = (G(X1, U1), . . . , G(Xn, Un)), alors G minimise γn(t) sur Sm,
ce qui prouve l’existence de F̂m. De plus, si deux telles fonctions G existent, elles sont
e´gales sur (Xi, Ui)i=1,...,n donc la quantite´ E[‖G − F‖
2
n] est identique. La de´finition de
argmint∈Sm γn(t) est donc pertinente.
2.5 Proce´dure de selection de mode`les
On dispose d’une collection d’estimateurs {F̂m,m ∈ In} parmi lesquel on choisit l’estimateur
suivant.
m̂ = arg min
m∈In
[
γn(F̂m) + pen(m)
]
,
5
ou` pen(m) = θDm
n
avec θ > 1. En quelques mots, le principe de la se´lection de mode`le
pe´nalise´e, de´veloppe´ par Birge´ et Massart s’appuie sur le raisonnement suivant. Le
meilleur mode`le dans la collection {F̂m,m ∈ In} est celui pour lequel l’erreur ‖F̂m − F‖
2
n
est la plus faible. Or ‖F̂m−F‖
2
n se de´compose en un terme de biais, de l’ordre de γn(F̂m)
et un terme de variance de l’ordre de pen(m). Le mode`le choisi est donc celui qui minimise
la somme γn(F̂m) + pen(m). (cf Massart (2007) pour plus de de´tails.)
L’estimateur de F conside´re´ est F̂bm.
3 Re´sultat
L’estimateur F̂bm ve´rifie le re´sultat suivant.
Theorem 3.1 Supposons que l’hypothe`se (H) soit ve´rifie´e et que Nn ≤ n, alors
E
[
‖F̂bm − F‖
2
n
]
≤ C inf
m∈In
{ inf
t∈Sm
‖F − t‖2f(X,U) + pen(m)}+
C ′
n
ou` C et C ′ sont des constantes nume´riques.
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