ABSTRACT It has been proposed that forces resulting from the physical exclusion of macromolecules from the bacterial nucleoid play a central role in organizing the bacterial cell, yet this proposal has not been quantitatively tested. To investigate this hypothesis, we mapped the generic motion of large protein complexes in the bacterial cytoplasm through quantitative analysis of thousands of complete cell-cycle trajectories of fluorescently tagged ectopic MS2-mRNA complexes. We find the motion of these complexes in the cytoplasm is strongly dependent on their spatial position along the long axis of the cell, and that their dynamics are consistent with a quantitative model that requires only nucleoid exclusion and membrane confinement. This analysis also reveals that the nucleoid increases the mobility of MS2-mRNA complexes, resulting in a fourfold increase in diffusion coefficients between regions of the lowest and highest nucleoid density. These data provide strong quantitative support for two modes of nucleoid action: the widely accepted mechanism of nucleoid exclusion in organizing the cell and a newly proposed mode, in which the nucleoid facilitates rapid motion throughout the cytoplasm.
INTRODUCTION
In vivo imaging of the bacterial cell has revealed that even the simplest of organisms still display complex, cellularscale spatial and temporal structure. For instance, genes on the bacterial nucleoid, a highly condensed circular DNA molecule, have been found to localize to sequencespecific locations with a precision of 10% of cell length (1, 2) . Proteins also show diverse and dynamic spatial localization patterns, from the polar localization of chemotaxis receptors (3) to the precise positioning of the cytokinetic Z-ring at midcell (4) to the cellular-scale oscillations of the min system (5). This cellular-scale structure is particularly striking considering that bacterial cells lack both membrane-bound organelles and cytoskeletal molecular motors, components that together play a central role in the spatiotemporal organization of the eukaryotic cell. The organizing principles of the bacterial cell, in particular the detailed mechanisms that drive cellular-scale spatial and temporal organization, are still poorly understood.
A number of groups have proposed that the nucleoid may play a central role as an organization template in the bacterial cell (6) . It has long been known that aggregates of misfolded or nonfunctional proteins tend to localize at the cell poles, a process that has been implicated in cellular aging effects (7, 8) . But it is not entirely clear whether the complexes move under the influence of biased forces throughout the cytoplasm or undergo unbiased Brownian motion until they become trapped at the poles. Modeling studies have suggested that membrane curvature, nucleoid exclusion, and overexpression are sufficient to cause polar localization of protein complexes (9) (10) (11) (12) (13) , but a comprehensive quantitative experimental investigation has yet to confirm this hypothesis. Recent studies have also reported that the nucleoid plays a significant role in gene expression: mRNA-bound ribosomal subunits are excluded from the nucleoid whereas free ribosomal units are not, allowing for easy access to nascent mRNA transcripts and tight coupling between transcription and translation (14) . Furthermore, it has also been proposed that entropic effects from the nucleoid may be an essential component in cellular-scale chromosome organization, in particular in the poorly understood chromosome segregation process in Escherichia coli (E. coli) (15, 16) .
To explicitly investigate the hypothesis that the bacterial nucleoid plays an essential role in the organization and dynamics of the cell, we set out to quantitatively map the dynamics of molecular complexes in the cytoplasm of growing E. coli cells. We make use of an existing green fluorescent protein (GFP)-labeled MS2-mRNA system (17) as a tracer to quantitatively map the cellular-scale, spatially dependent dynamics of the cytoplasm in thousands of complete cell cycles. The complexes are approximately twice the size of the E. coli ribosome and the MS2-bound messages are neither translated nor degradable, thus facilitating complete cell-cycle imaging (17) . Because this system is ectopic to E. coli, it is believed that it is subject only to nonspecific interactions that would be general to all large complexes, including blobs of condensed chromosomal DNA, plasmids, ribosomes, and large protein aggregates.
Our measurements recapitulate the results of previous reports describing a polar-directed drift of molecular complexes and provide a new spatial map of this drift throughout the cell (18, 19) . Quantitative analysis of this drift closely matches the predictions of a minimal model composed of two basic physical mechanisms: nucleoid exclusion and membrane confinement. To confirm our model, we made perturbations to nucleoid structure, cellular shape, and cell physiology, and found results that reveal an unexpectedly central role for the nucleoid in determining the mobility of protein complexes in the cytoplasm. Although extensive studies have previously been performed on characterizing the dynamics of bacterial cytoplasm (17, 20, 21) , our study is the first to quantitatively characterize the spatial dependence of the dynamics throughout the entire cell cycle, which reveals that the mobility of protein complexes is significantly larger over the nucleoid region and tends to increase when nucleoid structure is perturbed. These observations may explain many of the phenomena previously attributed to more complicated physical mechanisms.
MATERIAL AND METHODS

Bacterial strains
The E. coli strain used in this study (a gift from I. Golding) is DH5a-Z1 carrying the plasmids pIG-K133 and pIG-BAC2. pIG-BAC2 is a low-copy plasmid that encodes an mRNA molecule with a 96-tandem repeat of binding sites for the RNA-binding protein MS2 under the Plac promoter. pIG-K133 contains a GFP-MS2 protein fusion under the tetracycline promoter. Note that in the absence of pIG-BAC2, no aggregation of GFP-MS2 is observed. A detailed description of this system can be found in (17) .
Growth conditions and microscopy
All strains were grown overnight from a single colony in Luria Broth (LB) media with the appropriate antibiotics (Kanamycin and Chloramphenicol). Doubling time in liquid media was~30 min. Overnights were diluted 1:1000 the next day into fresh media and grown to midlogarithmic phase at 30 C (OD600~0.2). The cells were then induced with Isopropyl b-D-1-thiogalactopyranoside (IPTG) (1 mM) and aTc (10 ng/ml) for 15 min at 30 C. Cells were rinsed and grown in fresh media for 1 hr at 30 C. Agarose pads were prepared by pouring 1 mL of growth media with IPTG (0.25 mM) and 0.2% agarose into 2 Â 2 cm wells cut into a rubber gasket sealed onto a standard microscope slide. 2 mL of cells were spotted onto dried pads and a cover slip was placed on top of the pad. The entire slide was sealed with VALP (1:1:1 vaseline, lanolin, paraffin). Under imaging conditions, the average doubling time for cells was 46 min. For biological perturbations: Rifampicin treatment: agarose pads were treated with 100 mg/ml Rif and cells where inoculated on the pad for 30 min before imaging. A22: cells were grown in LB and 10 mg/ml A22 for 2 hr and then spotted on agarose pad with the same concentration of A22. Novobiocin: cells were spotted on agarose pads with 1000 mg/ml of novobiocin and inoculated on the pad for 30 min before imaging. Sodium azide: cells were grown in sodium azide (0.01%) and 2-Deoxy-D-glucose (1 mM) for 30 min before being spotted on a pad with the same concentrations. UV radiation: cells on the pad were exposed to high intensity UV light (l ¼ 254 nm) for 2 s and then left to grow for 1 hr before imaging.
For the visualization of the chromosome, cells were fixed in 1 ml of 70% ethanol and 30% phosphate buffered solution (PBS) for 3 min, rinsed twice in PBS, and then resuspended in 1 mg/ml of 4',6-diamidino-2-phenylindole (DAPI).
Time-lapse phase-contrast and wide-field fluorescence microscopy images were collected with a large-format sCMOS camera (Andor Neo, Belfast, Northern Ireland) at 1 min intervals using NIS-Elements software connected to a Nikon-TiE (Nikon, Tokyo, Japan) inverted microscope outfitted with an environmental chamber.
Image analysis
Cells were identified and linked from frame to frame using automated custom MATLAB (Mathworks, Natick, MA) segmentation software (22) . The MS2-GFP foci were tracked in each frame and linked to form trajectories. For analysis, we included only cells in which both birth and division were observed, precluding filamentous and nongrowing cells.
RESULTS
Complete cell-cycle imaging of MS2-mRNA dynamics
To quantitatively characterize MS2-mRNA dynamics throughout the cell cycle, we captured thousands of complete cell cycles: cells in which both birth and division are explicitly observed. We analyzed 6655 complete cell cycles with at least one MS2-mRNA trajectory (Fig. 1) . For image analysis, the coordinate system in cells was oriented along the major and minor axes of the cell with the origin at cell-center. Because we combine trajectories from cells with significant cell-to-cell variation in length, it is convenient to express the long-axis positions as a fraction of total cell length, which we refer to as relative position. Finally, because we capture the entire cell cycle, we can also orient our coordinate system by the old and new cell pole (the cell pole that originated from the previous division event), where we define the center of the cell as 0, the old pole as 0.5, and the new pole as -0.5 in relative cell-length units.
It has been previously noted that MS2-mRNA complexes tend to be produced at the 1/4 or 3/4 positions of the cell and then migrate to the poles asymmetrically, with a strong bias toward the old pole of the cell (23) . We also observe that most of the MS2-mRNA molecules (76%) are indeed located less than 0.2 cell length away from the poles during the entire cell cycle, with a majority of those (70%) located near the old cell pole. We also find a smaller amount (10%) of MS2-mRNA within 5 0.1 cell length from the center of the cell, with the occupancy distribution shifting from a single peak early in the cell cycle into two centrally located peaks late in the cell cycle before division (Fig. 2 A) .
MS2-mRNA motion is dominated by cell growth
A fundamental unanswered question related to intracellular motion in growing cells is whether cytoplasmic factors tend to maintain their absolute position in the cell (in relation to some cellular landmark) or their relative position as a function of cell length, e.g., quarter-cell. We tested the two models: complexes execute stochastic motion about their (1) absolute or (2) relative position in the cell. In the absolute motion model, we measure the positions and displacements of the MS2-mRNA complexes at all times from the center of the cell. In the relative velocity model, factors that maintain their relative position in the cell from frame-to-frame, e.g., stay at quarter-cell, are defined to have zero displacement. To calculate this relative velocity, we subtract from the absolute velocity a correction term proportional to the rate of cell growth: 
whereṽðtÞ is the absolute velocity,xðtÞ is the initial position of the displacement vector, and L(t) is the length of the cell.
To compare the two models, we computed the mean squared displacement (MSD) for the two models of motion. The MSD is defined as follows:
where the Dx(t) is the long-axis displacement over time t in either the absolute or relative coordinates, and the averaging is performed over time and distinct trajectories. The model that minimizes the MSD as a function of time minimizes the bias in the motion and is therefore the best model for the motion. The two model are expected to be equal on short times but divergent on timescales over which the bias in the motion is significant in comparison with stochastic motion.
(See Supporting Material for a more detailed explanation.) The MSD plots for the two velocity models are shown in Fig. 2 B for observation times up to 70 min, two decades longer than previously reported for this system. As expected, the MSD measurements are consistent at short times for both models; but at times greater than 10 min, the slope of the absolute velocity model significantly increases, and consequently the MSD for the absolute model is nearly an order of magnitude greater than the relative velocity model for times on the order of the cell cycle. If we were to use absolute velocities in the analysis of cell-cycle length trajectories, our results would be completely dominated by the apparent motion of complexes moving to maintain their relative position in the cell. Therefore, in all subsequent analysis we use the relative velocity model.
For the relative velocity model, the MSD is well fit at all times by the following power-law:
with a scaling parameter a ¼ 0.66 5 0.01. This value of the scaling parameter has been previously reported for shorter timescales using the absolute velocity model. Our observations remain consistent with these previous measurements because the discrepancy in MSD scaling between absolute and relative models is only observable at timescales much longer than previous experiments explored. The observed MSD scaling parameter leads to a broad class of dynamics called subdiffusion (a < 1). Weber et al. (19) attributed this observation to the viscoelastic nature of the cytoplasm, in which a characteristic feature of viscoelasticity is anticorrelation of sequential steps in particle trajectories, which we also observe in our trajectories, further supporting the use of the relative velocity model ( Fig. S1 in the Supporting Material).
Step-size distribution has exponential tails
Although we observe a subdiffusive MSD, we also observe rare but relatively large displacements of complexes, e.g., from midcell to the cell pole in a few minutes. These events, which have also been recently observed in the motion of the nucleoid (24) , suggest variability in the mobility beyond the expected statistical variability of subdiffusive motion. To quantitatively characterize these rare events, we compute the step-size distribution (frame-to-frame displacements) shown in Fig. 3 . Note that for clarity the data shown in A standard diffusive model would predict a Gaussian distribution of step sizes. Instead, we observe that the step-size distribution is well characterized by a symmetric exponential decay function:
with a decay constant l ¼ 125 5 2 nm. Both the Gaussian and exponential fits in Fig. 3 have identical variance, but the exponential model has a higher frequency of large steps, in agreement with our qualitative observations of MS2-mRNA dynamics.
Mapping cell-cycle and position-dependent particle motion Fig. 3 displays the step-size distribution for MS2-mRNA complexes found at midcell, but we have trajectory information from nearly every region of the cell. To efficiently characterize the step-size distribution at different regions along the long axis of the cell, we calculate the first two moments of the distribution: we define the drift velocity as the mean of the step-size distribution divided by the lag time (the time between successive measurements),
and the diffusion coefficient as the variance of the step-size distribution divided by twice the lag time,
where these definitions are consistent with the standard definitions of drift velocity and diffusion coefficient for a diffusive particle in a Newtonian fluid.
To map the dynamics of MS2-mRNA complexes in distinct regions of the cell, the long axis of the cell was split into 50 regions and the frame-to-frame displacement of each MS2-mRNA complex was binned by the starting position of each displacement vector. We then calculate the drift velocity (Eq. 5) and diffusion coefficient (Eq. 6) for each region. Because of cell-to-cell variation in doubling time, to investigate cell-cycle-dependent dynamics we split the cell cycle in three relative time phases (early, mid, late), and calculated the drift velocity and diffusion coefficient map for each time phase individually. Fig. 4 A shows an annotated drift velocity map, i.e., the drift velocity as a function of position along the long axis of the cell, averaged over the entire cell cycle for a lag time Dt ¼ 1 min. To interpret the velocity map, we identify locations along the long axis of the cell where the drift velocity is zero. If the slope of the velocity map is negative FIGURE 3 Step-size distribution. The step-size distribution is shown for MS2-mRNA complexes for a 1 min lag time for complexes with an initial position in the middle fifth of the cell, as illustrated in the inset. The data (blue circles) are compared with two models for the step-size distribution: exponential (green line) and Gaussian (orange line). Both models have the same mean and variance as the experimental data. The observed step-size distribution is in excellent agreement with the exponential model (N ¼ 8053 trajectories). To see this figure in color, go online.
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at the zero crossing, the position corresponds to a stable point (dashed line). If the slope of the velocity map is positive at the zero crossing, the position corresponds to a saddle point dividing two catchment regions, corresponding to regions in the cell from which a MS2-mRNA complex would move toward a stable point (in the absence of diffusive motion). Fig. 4 B shows the diffusion coefficient of MS2-mRNA complexes as a function of position along the long axis of the cell. Rather than being constant throughout the cell, we observe a large variability in the diffusion coefficient as a function of long-axis position in the cell. The most striking feature of Fig. 4 B is that the diffusion coefficient is highest at the cell-quarters, corresponding to the location of the nucleoid. The lowest mobility is at the old pole, where the diffusion coefficient is roughly half the value (4900 nm 2 / min) than at the new pole (9500 nm 2 /min). Fig. 4 C shows the drift velocity map for the three relative phases of the cell cycle. For the first two-thirds of the cell cycle (early and mid) there are three stable points, corresponding to the cell poles and midcell. The stable points at the old and new pole correspond to the high-occupancy regions adjacent to the cell poles the occupancy of the stable region at midcell is much lower (see Fig. 2 A) . During the last third of the cell cycle (late), the central stable point splits into two stronger stable points, which will become the new cell poles of the daughter cells after division. Because the overall cell-cycle dependence of the drift velocity map is generally weak, we ignore the cell-cycle dependence in most of the analysis that follows.
Finally, to test whether or not it is appropriate to interpret the observed data by a steady-state drift-diffusion model, we calculated whether or not the observed occupancy, drift velocities, and diffusion coefficients satisfied Fick's Law for zero net flux:
jðx; tÞ ¼ ÀDðx; tÞV nðx; tÞ þ hvðx; tÞinðx; tÞ ¼ 0; (7) where j is the flux and n is the number density of the MS2-mRNA complexes. Using Eq. 7, we can infer the drift velocity required to equilibrate the observed MS2-mRNA occupancy and compare this inferred drift velocity with the observed drift velocity. As shown in the Supporting Material, there is excellent agreement between these velocities, supporting the use of drift-diffusion model.
Quantitative model of nucleoid-exclusion and membrane confinement
To quantitatively test the proposed role of nucleoid-exclusion in generating the observed drift velocities found in Fig. 4 , we construct a minimal statistical mechanics model of nucleoid exclusion. The model is derived and discussed in detail in the Supporting Material. Briefly, we treat the cytoplasm as a lattice where nucleoid DNA and MS2-mRNA cannot occupy the same site and then estimate the free energy cost from the excluded volume of the nucleoid. The model depends on a single unitless geometric parameter, F, that is fit by comparing the spatial distribution of MS2-mRNA complexes with the density of the nucleoid. The predicted velocity profile is as follows:
hvðx; tÞi ¼ ÀFVDðx; tÞ Vn DNA ðx; tÞ;
where n DNA is the number density of the nucleoid, V is the cell volume, and D is the measured diffusion coefficient (as a function of position and cell-cycle age). To estimate the density of the nucleoid, we measure the mean fluorescence intensity of DAPI-stained nucleoids (Fig. 5 A) . The predicted velocity profile from nucleoid exclusion is plotted in Fig. 5 B (green dotted line), which shows excellent agreement to the observed drift velocity maps throughout the long axis of the cell, although notably fails at the cell poles. In addition to the exclusion forces generated by the nucleoid, the inner membrane of the cell also confines the motion of cytoplasmic complexes. To estimate the effect of membrane confinement of MS2-mRNA complexes at the cell poles (where our nucleoid exclusion model fails), we model the dynamics of protein complexes near the cell poles as diffusive particles near a hard wall. The solution to this problem is worked out in detail in the Supporting Material. Briefly, we calculate a theoretical step-size distribution by solving the diffusion equation with a hard-wall boundary condition using the method of images, which provides the following exact solution for the drift velocity:
where d is the distance from the cell pole and Dt is the lag time in the velocity measurement. Note that this makes a fit-parameter-free prediction of the drift velocity at the poles of the cell solely because of membrane confinement. The predicted velocity profile from Eq. 9 is shown in Fig. 5 B (red dotted line), which shows excellent agreement with the observed drift velocity map near the cell poles. If we combine the predicted drift velocity maps for the nucleoid exclusion and membrane confinement models, we see striking agreement with the qualitative shape and quantitative scale of the observed drift velocity map throughout the entire cell, indicating that both contributions are required to accurately model cytoplasmic dynamics. More parameters can be included in the model to recapitulate subtle features of the velocity map, for instance, the observed cell-cycle velocity map (Fig. 4 C) contains the late cell-cycle splitting of the midcell stablepoint, consistent with an outward force at midcell because of the closing septum, which can be reproduced (Fig. S3 B) . But in the interest of isolating the most general aspects of cytoplasmic dynamics, for the rest of the analysis we focus on the contributions from nucleoid exclusion and polar confinement.
Perturbations of nucleoid structure, cell geometry and physiology affect drift velocities and diffusion coefficients
To further investigate the role of the nucleoid in determining the mobility of complexes in the cell, we perturb cell physiology using a variety of small-molecule inhibitors. To identify changes to the MS2-mRNA motion we consider perturbations to the diffusion coefficient and changes to the nucleoid-induced exclusion. Based on previous work, we expect reductions in the metabolic activity through ATP-depletion would reduce the diffusion coefficient without significantly effecting nucleoid structure (21, 25) , whereas treatments that alter cell shape or the structure of the nucleoid would affect the nucleoid-exclusion-induced forcing.
For each perturbation, we again map the drift velocity and diffusion coefficient of MS2-mRNA complexes along the long axis of the cell. As Eq. 8 shows, because the predicted drift velocity distribution from nucleoid exclusion depends on both the spatially varying diffusion coefficient and the shape of the nucleoid, it is convenient to introduce the following forcing ratio, defined as the ratio of drift velocity to the diffusion coefficient: f ðx; tÞh hvðx; tÞi Dðx; tÞ $ Vn DNA ðx; tÞ;
to isolate contributions from nucleoid structure. It has been reported that metabolic activity (21) and ATPhydrolysis (24) increase the mobility of complexes in vivo. 
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To investigate the role of ATP-hydrolysis, we treated the cells with the ATP-synthesis inhibitor sodium azide. As previously reported, the mean diffusion coefficient is significantly reduced, consistent with ATP-hydrolysis playing a role in the dynamics of molecular complexes in the cytoplasm (25) . But because the forcing ratio is not significantly affected by ATP-depletion (Fig. S5 A) , we conclude that because ATP-driven processes do not significantly affect nucleoid structure on the timescale of the cell cycle, they do not significantly contribute to nucleoid-exclusion-driven forcing.
To further test the hypothesis that nucleoid exclusion is a key contributor to the observed drift velocity map, we first perform a nonperturbative test: The small molecule A22 inhibits the activity of MreB, an essential protein involved in cell-wall synthesis (26) . Without a proper cell wall, cells treated with A22 lose their rod-like shape and become more spherical and the nucleoid appears to be more diffusely localized throughout the cell (Fig. S4) . The forcing ratio for cells treated with A22 is shown in Fig. 6 A. Under these conditions, the spheroid cells were still capable of undergoing division, therefore for analysis we define the long axis of the cell to be perpendicular to the division plane. Strikingly, the qualitative shape of the forcing ratio curve for A22 treated cells is nearly opposite that of untreated cells, supporting the hypothesis that nucleoid exclusion (specifically the overall shape and density of the nucleoid) is a key component of the dynamics of molecular complexes in the cytoplasm.
The A22 treatment leads to large-scale changes in cellular structure. To more specifically test our hypothesis, we also attempt a more subtle perturbation to the shape and density profile of the nucleoid: we treat the cells with novobiocin, an antibiotic that inhibits DNA-gyrase activity and leads to DNA damage. Extended treatment with novobiocin leads to significant condensation of the nucleoid (Fig. S4) . Because the nucleoids of cells treated with novobiocin are shorter with respect to the long axis of the cell, we expect the positions of the peaks in the forcing ratio (located at 50.3 cell lengths in untreated cells) to shift inward toward midcell, matching the shrinking geometry of the nucleoid. As expected, the forcing ratio of novobiocin treated cells shows inward movement of the peak forces (Fig. 6 ). In addition, the stable point at midcell is lost in novobiocin treated cells, consistent with the loss of the typical bi-lobed structure of the nucleoid because of extreme condensation.
In general, with the exception of ATP-depletion, we find that most physiological perturbations to the cell, e.g., altered cell shape (A22), DNA-gyrase inhibition (novobiocin), DNA damage (UV radiation), or transcription inhibition (rifampicin), tend to increase the diffusion coefficient of the MS2-mRNA complexes without significantly affecting the qualitative shape of the drift velocity map (Figs. 6 and S5 ).
DISCUSSION
Our results provide quantitative evidence for both the existence and relevance of forces induced by nucleoid exclusion and membrane confinement on the motion of large molecular complexes in the bacterial cell. Although nucleoid exclusion and confinement have often been invoked to explain the retention of large complexes at the poles, a detailed picture of the dynamics, including the understanding of how complexes move to the poles, has never been described from a quantitative biophysical perspective.
Exponential step-size distribution
The observation of non-Gaussian step size for the motion of protein complexes in the bacterial cell has recently been (21) . The observation of exponential tails, and more generally non-Gaussian step-size distributions, is rather generic in biology and soft-condensed matter physics (e.g., see (27) ). The exponential dependence of the step-size distribution has been explained as a consequence of standard Fickian diffusion with a wide distribution of diffusion coefficients. A number of mechanisms can result in variability in diffusion coefficients, including quenched disorder in the media or transitions between states with different mobility that have lifetimes that are comparable with the lag time of observation (27) . The dynamics observed in glasses is one specific example of this more general phenomenology. In the context of the bacterial cytoplasm, it would be natural to assume both mechanisms may contribute to the long tails of the step-size distribution. For instance, we observe in this study that the diffusion coefficient of MS2-mRNA complexes varies as a function of position along the long axis of the cell. Although these effects are typically obscured by cell-to-cell variation, the step-size distribution is explicitly not affected by cell-tocell averaging.
Unexpectedly high mobility over regions of high nucleoid density
Classic investigations of the effects of molecular crowding on diffusive particles show that diffusion coefficients tend to decrease with increased concentration of the crowding agent (e.g., (28, 29) .). In our nucleoid-exclusion model (Eq. 8), we proposed that DNA crowds the MS2-mRNA complexes in the vicinity of the nucleoid, reducing both the number of local configurations overlapping the nucleoid (leading to depletion in MS2-mRNA occupancy) and frustrating diffusion by occluding neighboring sites. Therefore, the nucleoid-exclusion model would naively predict both decreased occupancy over the nucleoid as well as a decreased diffusion coefficient. Strikingly, our results show exactly the opposite phenomenology: comparison between the occupancy of MS2-mRNA (Fig. 2 A) and the position dependent diffusion coefficient (Fig. 4 B) reveals that the highest diffusion coefficients are observed in regions with the lowest MS2-mRNA occupancy and the highest nucleoid density.
One attractive hypothesis is that the nucleoid, acting as a crowding agent and depleting MS2-mRNA complexes from the central region of the cell, is also very dynamic, in part because of active processes such as transcription and replication, which can both result in large-scale rearrangements of the nucleoid. In fact, a number of lines of evidence support the central role of the nucleoid in the high MS2-mRNA mobility. For instance, the transcription inhibitor rifampicin is known to affect nucleoid structure, but its dominant effect on MS2-mRNA motion is to significantly increase the diffusion coefficient. Although one might expect transcription inhibition to diminish chromosome mobility, it in fact leads to a significant increase in mobility (20) . It has been previously shown that the effect of rifampicin treatment on the mobility of chromosomal loci depends on the length of the treatment (19) . Our experimental methods are such that we measure MS2-mRNA diffusion constants on time scales that are in the regime of higher chromosomal mobility due to rifampicin treatment A tight link between MS2-mRNA and chromosome dynamics would therefore account for the large increase in diffusion coefficient and make a key prediction: the increased mobility of MS2-mRNA complexes would be most pronounced over the nucleoid in cells treated with rifampicin. By applying our analysis to rifampicin-treated cells, we do in fact observe nearly a fourfold increase in the diffusion coefficient of MS2-mRNA complexes in regions of highest nucleoid density (Fig. S5 B) .
In contrast, many large macromolecular complexes, e.g., ribosomes and protein aggregates, are known to accumulate at the cell poles. Although many processes (including translation) are active at the poles, these processes do not appear to efficiently facilitate MS2-mRNA mobility. It is possible that the presence of large complexes further frustrates the movement of the MS2-mRNA complexes (8) . Consistent with this model is the observation that the diffusion coefficient of MS2-mRNA complexes at the old pole is smaller by a factor of two than the diffusion coefficient at the new pole (Fig. 4 B) , since it is known that nonfunctional protein aggregates tend to accumulate at the old pole (7). But, despite the lower mobility at the old pole, there is still strong evidence of significant nonthermal contributions to the dynamics at both poles since the mobility is significantly decreased with the depletion of ATP (Fig. 6 B) .
Parry et al. also proposed that cellular metabolism fluidizes a glass-like cytoplasm (21) . The glass model was invoked because glass-like dynamics, such as cytoplasmic dynamics, are the result of crowding and caging-related phenomena. In particular, Parry et al. reported distinct subpopulations of protein complexes with fast and slow dynamics, in analogy to distinct subpopulations observed in glass forming-liquids (21) . In a glass, rapid particle movement is the result of collective motion by neighboring particles, but there is currently no direct evidence for collective motion of this type in the bacterial cytoplasm. Our observations are consistent with the observations of Parry et al. in that we observe trajectories with a wide range of diffusion coefficients, but our spatial analysis of the diffusion coefficient as a function of position in the cell reveals that these subpopulation can be explained, at least in part, by the presence or absence of the nucleoid (Fig. S7) . Since Parry et al. reported metabolism-dependent differences in mobility in DNA-free regions, we suspect the proposed metabolismdependent mechanism must be distinct from the phenomena we report in this paper.
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CONCLUSIONS
Our observations provide strong quantitative support for two modes of nucleoid action: both for the widely accepted mechanism of nucleoid-exclusion and a newly proposed mode, facilitating rapid complex motion through the cytoplasm. These combined roles of the nucleoid in facilitating the movement of protein complexes has important biological implications and suggests that the nucleoid may play a much more active role in the organization and transport of macromolecules in the bacterial cytoplasm than previously thought. To investigate whether or not focus intensity is a reliable measure of particle size, we plot a histogram of mean diffusion coefficient of each MS2mRNA trajectory for three representative ranges of MS2mRNA intensity (lowest, mid, and highest intensity used for analysis) in the first frame of the cell cycle. Through Stoke's Law, if intensity was proportional to particle size, we would expect the diffusion coefficient to scale inversely with the intensity of the focus. Instead, we observe a broad distribution of diffusion coefficients for all ranges of focus intensity. This is a consequence of complete cell cycle imaging and photobleaching: Because the MS2mRNA complexes are not degraded, when they are inherited by daughter cells, they have been exposed to the lamp for varying amounts of time and thus photobleached for varying amounts of time. Therefore, in an experiment with complete cell cycle imaging, the intensity is not a reliable measurement of particle size.
SUPPORTING MATERIAL
SUPPORTING TEXT
S1
. Agreement between observed drift velocity and drift velocity from Fick's law support that the system is in steady state As a test whether or not steady state statistical mechanics is an appropriate approximation for the dynamics of molecules in the cytoplasm, we calculated a theoretical drift velocity profile using Fick's Law. Under steady state conditions, the net the flux of complexes should be zero, thus
where n mRNA is the number density and D mRNA is the diffusion constant of MS2mRNA molecules, respectively. The number density was calculated from the full spatial distribution of complexes ( Fig. 2A) and a spatiallydependent diffusion constant was estimated using the local mobility of complexes (Fig. 3B) . The calculated drift velocity profile from Eq. S1 shows remarkable overlap with experimental data (Fig. S6) , supporting the use of the Langevin approximation.
S2. Derivation of the excluded volume of the nucleoid model
The cytoplasm is modeled as a lattice where nucleoid DNA and MS2mRNA cannot occupy the same site. We treat the nucleoid as a gas of independent blobs with local number density . The relative reduction in the number of nucleoid configurations as a n N results of opening up volume for a protein complex is
where is the partition function in the absence of a complex volume . (Note that (0) Z V Δ this can be understood as a consequence of the p dV term from the Helmholtz Free Energy.) Therefore, given an external number density , we expect the number density n N of the mRNA complexes to be
For convenience, we normalize the observed DNA number density to one and we will assume the nucleoid blob density is related to the DNA density,
where the constant of proportionality is the number of blobs . We now define a N N unitless exclusion fraction:
where is the number of nucleoid blobs multiplied by the fraction of the cell volume excluded by the protein complex.
To understand the meaning of it is useful to reexpress it in terms of the total Φ volume excluded by the crowding agent (DNA). We rewrite the volume of the ms2 complex ( ) in terms of the volume of an individual crowding agent where
and r is the number of statistically independent crowing agents excluded by an ms2mRNA complex.
can then be written in terms of the total excluded volume of the Φ nucleoid ( :
where depends on both the fraction of volume excluded and the number of statistically Φ independent crowding agents excluded by the ms2 complex. A closely related result is derived in more detail in Ref 27, Chapter 14 by an alternative method. We note that r depends on the structure of the nucleoid and is therefore not know a priori even though the volume excluded by the chromosome is widely believed to be roughly 1020% of the cell (12) . Therefore the unitless constant must be fit to the data.
We can now rewrite the number density of the mRNA
where the model for the mRNA number density is parameterized by a single parameter, the exclusion fraction . We can use this relationship between the number density of Φ mRNA and DNA to obtain a value for the unitless parameter =1.9. Since the factor r Φ can be quite large (e.g. Ref 27) , this value appears to be consistent with our proposed A standard approach to characterize the stochastic motion of a diffusive particle in the presence of a biasing force is to calculate the mean squared displacement (MSD),
In an ideal Newtonian fluid, the MSD of an object undergoing diffusive motion with a constant biasing force takes the following form:
where D is the diffusion coefficient, v is the bias velocity, and t is the observation time.
At short times the MSD is dominated by diffusive motion (first term) and at long times the motion is dominated by the bias velocity (second term). The bias velocity explicitly depends on the model of motion (absolute versus relative) while the diffusion coefficient is independent of the model. Because each term in Eq. 3 scales differently with time, the differences between the two velocity models are irrelevant at short times whereas at long times the models are expected to be divergent, according to their bias velocity. We therefore propose to determine which model best represents the behavior of MS2mRNA complexes by identifying the velocity model that has the smallest MSD and therefore the smallest bias.
We can also estimate a timescale at which the bias velocity dominates over the diffusive motion by setting the two terms in Eq. S17 equal to each other. The timescale at which the bias velocity dominates the motion, , for our experimental values of D/v t~2 2
D~10
4 nm 2 /min and v~50 nm/min is approximately 10 minutes, which is consistent with the timescale that absolute model diverges from the relative model in Fig. 2(B) .
