Abstract. There are two notions of Yang-Mills action functional in noncommutative geometry. We show that for noncommutative n-torus both these notions agree. We also prove a structure theorem on the Hermitian structure of a finitely generated projective modules over spectrally invariant subalgebras of C * -algebras.
Introduction
There are two approaches to noncommutative geometry due to Alain Connes. In the first approach [Co1] one begins with (A, G, α, τ ) a C * -dynamical system along with an invariant trace. Moreover one also assumes that the dynamics is governed by a Lie group. In this setting Connes introduces the basic notions like Hermitian vector bundles, connections, curvature etc. and eventually along with Rieffel ([CoR] ) he introduces the notion of Yang-Mils action functional as a certain functional Y M (∇) defined on the space of compatible connections C(E) on a finitely generated projective A module E with a Hermitian structure. Critical points of this functional has been studied by Rieffel in ([Rie2] ). Variations of this concept have been studied in [KS] . Later ( [Co2] ) Connes gave a spectral formulation of noncommutative geometry. In this formulation a noncommutative geometric space is described by a certain triple called spectral triple. This formulation is more popular today. In this setting as well he introduced the concept of compatible connectionsC(E) and Yang-Mills action functional. There is a general recipe to produce a "spectral triple" from a C * -dynamical system. Here we have put spectral triple with in quotation because the general recipe does not tell you that the resulting object is a true spectral triple but they are candidates and one has to verify the relevant conditions on a case by case basis. However for noncommutative torus, the prime test case in the subject it is easy to see that indeed one obtains a genuine spectral triple. Then one encounters the natural question whether these two notions agree. Connes addressed this for noncommutative two torus. Proposition 13, in the last chapter of [Co2] states that the notions of compatible connections is same in both the approaches and the concepts of Yang-Mills action functionals also agree up to a normalizing factor. In this paper we take up the case of higher dimensional noncommutative torus and show that even in these cases the notions of compatible connections are same in the sense that there is an affine isomorphism between the spaces C(E) andC(E) and Yang-Mills action functionals also agree up to a normalizing factor. Along the way we also prove a structural result on finitely generated projective modules with Hermitian structure over spectrally invariant subalgebras of C * -algebras. The result is the following. If A is a spectrally invariant subalgebra of a C * -algebra A, that is A ⊆ A is a * -subalgebra closed under holomorphic function calculus and E is a finitely generated projective A module with a Hermitian structure then there is a self adjoint projection p ∈ M n (A) such that E ∼ = pA n and E has the induced Hermitian structure. Our proof makes crucial use of the hypothesis that A is closed under holomorphic function calculus. We do not have any counter example but we believe it is necessary to assume that A is spectrally invariant.
Organization of the paper is as follows. In section two we recall the definition of Yang-Mills action functional in the dynamical system approach and work out the expression for the noncommutative n-tori. Section three is devoted to the description of Yang-Mills in the frame work of spectral triples. We also show that finitely generated projective modules with a Hermitian structure over a spectrally invariant subalgebra of a C * -algebra is always isomorphic with a submodule of a free module with induced Hermitian structure. Finally in the fourth section we explicitly work out the Yang-Mills functional for the noncommutative torus and show that it agrees with the first approach. This result is an higher dimensional analog of the corresponding result of Connes.
gives an A-module isomorphism between E and E * . This property will be referred as the self-duality of E.
Any free A-module E 0 = A q has a Hermitian structure, given by ξ,
We refer this as the canonical Hermitian structure on A q . The following lemma shows that every f.g.p module admits a Hermitian structure.
Lemma 2.2. (a) A f.g.p module of the form pA q , where p ∈ A ⊗ M q (C) a projection, has a Hermitian structure. (b) Every finitely generated projective module E over A is isomorphic as a f.g.p module with pA q where p is a self-adjoint idempotent, that is a projection. Hence E has a Hermitian structure on it.
Proof. (a) With respect to the canonical Hermitian structure p * ξ, η A = ξ, pη A holds for any p ∈ M q (A). Suppose E = pA q be a f.g.p module with p a projection in M q (A). The canonical structure ξ, η A = ξ * j η j on A q will induce a pairing on E. We have to show that ξ −→ Φ ξ gives an A-module isomorphism between E and E * . It is enough to check only the surjectivity of this map. In order to do so let's take an element f ∈ E * . Thenf = f • π is an element of (A q ) * where π : A q −→ pA q is the map ξ −→ pξ. By definition (2.1) there exists η ∈ A q s.t f = Φ η . Consider any element pξ ∈ E with ξ ∈ A q . Then,
Hence f = Φ pη with η ∈ A q . So the induced pairing on E gives a Hermitian structure on it.
(b) Let E be a f.g.p module over A . There exists an A-module F such that E F ∼ = A q for some natural number q. Once we fix such an F we let p : A q −→ A q given by p(e+f ) = e for e ∈ E and f ∈ F . So p is an idempotent in M q (A) with E = pA q . By ( [Weg] ,page 101) we see that in a C * -algebra (or * -subalgebra of a C * -algebra which is stable under holomorphic function calculus) every idempotent is similar to a selfadjoint idempotent i.e., a projection and this similarity is witnessed by the invertible element z = ((2p * − 1)(2p − 1) + 1) 1/2 . Since A is closed under holomorphic function calculus the invertible element z actually belongs to M q (A). Hencep = zpz −1 is a projection in M q (A) and E =pA q ∼ = pA q = E. Then one restricts the Hermitian structure on A q to E and endows E with the Hermitian structure obtained via the isomorphism between E and E.
Remark 2.3. The concept of Hermitian structure can be defined for f.g.p modules over involutive algebras and part (a) of Lemma ( 2.2 ) still holds. But part (b) requires the more finer property of closure under holomorphic function calculus.
Remark 2.4 (Open Question). We do not know whether a finitely generated projective module over an involutive algebra always admits Hermitian structure.
Let Lie(G) be the Lie algebra of G. Then we have a representation δ of Lie(G) into the Lie algebra Der(A) of derivations on A given by
where exp : Lie(G) → G is the exponential map.
Definition 2.5. Let E be a f.g.p module over A with a Hermitian Structure. A connection (on E) is a C-linear map ∇ : E −→ E ⊗ Lie(G) * such that, for all X ∈ Lie(G) and ξ ∈ E, a ∈ A one has
We shall say that ∇ is compatible with respect to the Hermitian structure on E iff :
As discussed in ( [Co1] ) compatible connection always exists. We will denote the set of compatible connections on E by C(E). The algebra End(E) has a natural involution given by ,
For any two compatible connections ∇, ∇ ′ it can be easily checked that ∇ X − ∇ ′ X is a skew-adjoint element of End(E) for each X ∈ Lie(G). The curvature Θ ∇ of a connection ∇ is the alternating bilinear End(E)-valued form on Lie(G) defined by,
This measures the extent to which ∇ fails to be a Lie algebra homomorphism. A simple calculation will assure that Θ ∇ takes value in End(E). Infact more can be said about the range of Θ ∇ . We define End(E) skew = {T ∈ End(E) :
the subset of skew-adjoint elements of End(E).
Lemma 2.6. Range of Θ ∇ is contained in End(E) skew .
Proof. We have to show that
We fix an inner product on Lie(G) and this will remain fixed throughout. We next choose an orthonormal basis {Z 1 , . . . , Z n } of Lie(G). The bilinear form on the space of alternating 2-forms with values in End(E) is given by,
Recall that we have a G-invariant faithful trace τ on A. We can extend it to a canonical faithful trace τ on End(E) with the help of the following lemma.
Lemma 2.7. If E is f.g.p A-module with a Hermitian structure, then every element of End(E) can be written as a linear combination of elements of the form ξ, η E for ξ, η ∈ E, where ξ, η E (ζ) = ξ η, ζ A , ∀ ζ ∈ E.
Proof. Let E = pA q where p ∈ M q (A) is an idempotent and {e 1 , . . . , e q } be the standard basis for A q . For any given T ∈ End(E) one can write
where
Now, using this lemma, we define a linear functional τ on End(E) as,
Lemma 2.8. τ defined above, is a trace on End(E).
Proof. One can easily check that ξ 1 , η 1 E ξ 2 , η 2 E = ξ 1 η 1 , ξ 2 A , η 2 E . Now use the fact that τ is a trace on A.
Moreover it can be shown that τ is faithful (see [CoR] ). Finally, the Yang-Mills functional on C(E) is given by,
Notice that by Lemma ( 2.6 ) Θ ∇ takes value in End(E) skew . Hence this minus sign will force YM to take nonnegative real values. Now we will deal with A = A Θ , the noncommutative n-torus. We recall noncommutative n-torus A Θ as defined in ([Rie1] ). Let Θ be a n × n real skewsymmetric matrix. Denote by A Θ , the universal C * -algebra generated by n uni-
Throughout this paper i will stand for √ −1. On the noncommutative n-torus A Θ , G = T n (connected Lie group) acts as follows:
The smooth subalgebra of A Θ , is given by
where S(Z n ) denotes vector space of multisequences (a r ) that decay faster than the inverse of any polynomial in r = (r 1 , . . . , r n ). This subalgebra is equipped with a G-invariant tracial state, given by τ (a) = a 0 , where 0 = (0, . . . , 0). Then τ extends to a faithful trace on A Θ . We further assume that the lattice Λ Θ generated by columns of Θ is such that Λ Θ +Z n is dense in R n .
The advantage of choosing such a matrix Θ is that, the tracial state τ becomes unique and A Θ (hence A ∞ Θ ) becomes simple (see [GVF] , Page 537). The Hilbert space obtained by applying the G.N.S. construction to τ can be identified with l 2 (Z n ).
From now on we will work with A ∞ Θ only and hence for notational brevity we denote it by A Θ . In this case L = Lie(G) is R n . Let {e 1 , e 2 , . . . , e n } be the standard basis of R n and the associated derivations δ e1 , . . . , δ en . We will denote
It can be easily checked that these derivations commute and they are
A connection is given by n maps
. So the space of compatible connections ∇ consists of n-tuples of maps (∇ δ1 , . . . , ∇ δn ) such that,
bilinear form on space of alternating 2-forms with values in End(E) becomes,
Finally, the Yang-Mills functional of ∇ is given by,
For notational simplicity we write,
Second approach to Yang-Mills
We first recall the differential graded algebra from [Co2] . We shall assume that A is unital and the unit 1 ∈ A acts as the identity on H. If |D| −d is in the ideal of Dixmier traceable operators L (1,∞) then we say that the
be the universal graded algebra over A where,
Here d is an abstract operator such that,
For ω ∈ Ω k (A) , deg(ω) = 0 , +1 or −1 accordingly as whether k is zero, even or odd. The involution * of A extends uniquely to an involution on Ω • (A) by the rule (da) * = −da * and π also extends to a * -representation (again denoted by π)
0 . Since J ′ fails to be a differential graded ideal, the quotient Ω • /J ′ is not a differential graded algebra. This problem can be overcome by letting
. Then J
• becomes a differential graded two-sided ideal and the quotient Ω
The representation π gives an isomorphism,
modulo the sub-bimodule of elements of the form,
Suppose we are given a unital * -algebra A and a (d, ∞)-summable spectral triple (A, H, D) over A. Henceforth we will assume A is a subalgebra stable under holomorphic functional calculus in a C * -algebra. Let E be a f.g.p (right)module over A equipped with a Hermitian structure on it. There is a right A-module F such that E F ∼ = A q for some q. Since A q has a topology, E inherits the topology from A q . Also E * inherits topology from A q because E *
As because we have topology now, we can expect the isomorphism between E and E * to be topological, which turns out to be true by the following lemma.
Lemma 3.2. If two finitely generated projective A-modules E 1 and E 2 are algebraically isomorphic then they are topologically also isomorphic.
Proof. Since both the modules are projective, we can find F 1 and F 2 such that,
A k+l −→ E j denote the projection maps and v j : E j −→ A k+l denote the inclusion maps for j = 1, 2. If we denote the isomorphism between E 1 and E 2 by φ then considering
If we choosep
then we see thatp 1 = Up 2 U −1 . U is a bounded operator acting on A ⊗ C q where q = 2(k + l). That is to say that the isomorphism is topological. 
Hence T is a positive element in the C * -algebra
where ξ = (ξ 1 , . . . , ξ q ). We consider elements of A q as column vector, whereas their * will denote row vector. So here ξ * is a row vector and ξ is a column vector. We denote , ′ by , T . Hence,
Hermitian structures on A q are parametrized by such T . We show that T is one to one. Suppose T ξ = 0. Then for any η ∈ E, we get
showing Φ ξ = 0. Since ξ −→ Φ ξ is an isomorphism, we get ξ = 0. Hence T is one to one. To see T is onto, we pick any ζ from A q . Then η −→ ζ * η is a A-linear map on A q taking value in A (we are dealing with right A-module). Hence there exists ξ in A q such that,
Hence ζ = T ξ, showing T is onto. We define
η because multiplication is continuous with respect to the topology of A q . Hence
Hence we get ξ k → ξ, which shows continuity of T . Thus T has a bounded inverse T implying spectrum of T is away from zero. Since T is positive, √ T is a holomorphic function of T . Now define,
Since A is stable under holomorphic functional calculus in B(H), inverse of T i,e. T lies in M q (A) ⊆ M q (B(H)) (see [Sch] ). Invertibility of T in M q (A) gives invertibility of Ψ. So Ψ gives an isomorphism between the canonical Hermitian structure , A on A and Hermitian structure obtained throught T . Hence we are done.
Using this lemma we can conclude the following fact about Hermitian structures on a f.g.p module which is also important in our calculation of Yang-Mills.
Theorem 3.4. Let E be a f.g.p A-module with a Hermitian structure. Then we can have a self-adjoint idempotent p ∈ M q (A) such that E = pA q and E has the induced Hermitian structure.
Proof. Let E be a f.g.p A-module with a Hermitian structure , E . Because E is projective, we can have an A-module F such that E F ∼ = A q for some natural number q. Since F is also f.g.p A-module, by Lemma ( 2.2 ) F has a Hermitian structure say , F . Then E F posseses a Hermitian structure , given by,
i,e. we get a Hermitian structure on A q coming from E and F . By our previous lemma, this Hermitian structure is isomorphic with the canonical one. Note that E is orthogonal to F with respect to this Hermitian structure. Let p be a projection from A q onto E, i,e. p(e + f ) = e. Then E = pA q . Now, p(e 1 + f 1 ), (e 2 + f 2 ) = e 1 , e 2 E + e 1 , f 2 F = e 1 , e 2 E = e 1 , p(e 2 + f 2 ) E = e 1 + f 1 , p(e 2 + f 2 ) . which shows that p is self-adjoint. Once we have a self-adjoint p, we can now restrict the Hermitian structure on A q to E (recall proof of part (a) of Lemma 2.2 ) and hence E has the induced Hermitian structure.
Thus we see that any f.g.p A-module has an induced Hermitian structure on it from a finitely generated free module. Now we have the following definition.
Definition 3.5. Let E be a Hermitian, f.g.p module over A. A compatible connection on E is a C-linear mapping ∇ :
The meaning of the last equality in Ω
Any f.g.p right module has a connection. An example of a compatible connection is the Grassmannian connection ∇ 0 on E = pA q , given by ∇ 0 (ξ) = pdξ, where dξ = (dξ 1 , . . . , dξ q ). This connection is compatible with the Hermitian structure,
Also, any two compatible connections can only differ by an element of
. That is, the space of all compatible connections on E, which we denote by C(E), is an affine space with associated vector space
It can be easily checked that ∇, defined above, satisfies the Leibniz rule, i,e.
A simple calculation shows that Θ = ∇ • ∇ is an element of Hom
A (E, E ⊗ A Ω 2 D ).
Our next goal is to define an inner-product on Hom
0 ). Let H 2 be the Hilbert space completion of π(Ω 2 ) with the inner-product
Let H 2 be the Hilbert space completion of π(dJ
0 ) with the above inner-product. Clearly H 2 ⊆ H 2 . Let P be the orthogonal projection of H 2 onto the orthogonal complement of the subspace π(dJ
where { e 1 , . . . , e q } is the standard basis of A q . Finally, the Yang-Mills functional on C(E) is given by,
Comparison between the two approaches
In this section we work out the Yang-Mills action functional in the second formulation and show that this is same as the one coming from the first formulation. Given a C * -dynamical system (A, G, α) where G is a connected Lie group with a G-invariant faithful trace τ on A, we can consider the G.N.S Hilbert space
, we know that there exist m matrices in M t (C) denoted by γ 1 , γ 2 , · · · , γ m (called Clifford gamma matrices), such that, γ r γ s + γ s γ r = 2δ rs , r, s ∈ {1, . . . , m} , where δ rs is the Kronecker delta function. In our case of non-commutative n torus A Θ , the Lie group is T n and hence we get n Clifford gamma matrices γ 1 , . . . , γ n . We define
n Γ(n/2)) (see [GVF] 
Then,
Since {γ 1 , . . . , γ n } ⊆ M N (C) is a linearly independent set, their linear span forms a n-dimensional vector space C n where we identify γ l with α l = (0, . . . , 1, . . . , 0) ∈ C n with 1 in the l-th place. {α 1 , . . . , α n } is the canonical basis for C n . Hence we
For any a ∈ A Θ , we can write a = aU * l U l = aU * l δ l (U l ). Now equality follows from simpleness of A Θ together with the fact that π(Ω 1 ) is with 1 in the l-th place. We will reserve this notation in the rest of this article. Under the identification in the above proposition, σ k is identified with U *
0 ). Let ω ∈ Ω 2 and write ω = r a r db r dc r , where a r , b r , c r ∈ A Θ . Then,
To show equality we use simpleness of A Θ . For that purpose we take any non-zero a ∈ A Θ and take b = U 1 , c = U * 1 . Then adU 1 dU * 1 ∈ Ω 2 and π(adU 1 dU * 1 ) = −a⊗I is a non-zero element of π(Ω 2 ). Similarly
Hence for each p, q it is possible to choose nontrivial element of Ω 2 s.t.
the coefficient
) of γ p γ q is nonzero. Now using the fact that π(Ω 2 ) is A Θ bimodule and A Θ is simple we get eqality. Now we calculate π(dJ
. . , γ n being linearly independent we get, 
1 with a = 0. Then we get π(ω) = 0 but π(dω) = a ⊗ I = 0 (which also shows non-triviality of ω). Hence we conclude π(dJ
Now we want to determine the differentiald :
Hence the above definition ofd is justified.
Next we want to determine the differentiald :
for a in the j-th place.
Proof. For (0, . . . , a, . . . , 0) ∈ Ω 1 D with a in the j-th place, we have aU * j dU j ∈ Ω 1 , such that π(aU * j dU j ) is identified with (0, . . . , a, . . . , 0).
Finally the product map is recognized by the following lemma.
Lemma 4.6. The product map :
Proof. We have a product :
Choose two elements (a 1 , . . . , a n ) and
It is an element of Ω 2 . Applying π on it we get
For each p and q,
Hence for (a 1 , . . . , a n ), (
It can be easily checked that both thed , defined above, are derivations. We first prove the following lemmas which will help us in the computation.
Lemma 4.7. The canonical trace τ on A Θ equals 1/T r ω (|D| −n ) where T r ω denotes Dixmier trace and a := T r ω ((a ⊗ I)|D| −n ) for all a ∈ A Θ .
It is easy to check this map is isometry with dense range. Hence extends as unitary on
Lemma 4.8. If {γ 1 , . . . , γ n } are Clifford gamma matrices in M N (C) then they enjoys the property T race(γ l γ m ) = 0 for l = m.
Proof. This follows immediately from the fact that Clifford gamma matrices satisfy the relation γ l γ m + γ m γ l = 2δ lm for all l, m.
Lemma 4.9. The positive linear functional :
, equals with τ ⊗ T race , where 'T race' denotes the ordinary matrix trace (normalized) on M N (C).
Our requirement is now fulfilled because of the fact that τ ⊗ T race is the unique extention (normalized) of τ on M N (A Θ ).
Lemma 4.10. If l = m then any a ⊗ γ l γ m lies in the range of P where P was the orthogonal projection onto the orthogonal complement of π(dJ
Proof. Recall that any element of π(dJ
T race (γ l γ m ) = 0 by Lemma ( 4.8 ).
Now we are ready to calculate the Yang-Mills for A Θ . Since Ω
Here {σ 1 , . . . , σ n } is the standard basis of A n Θ as free A Θ -bimodule. Then ∇ :
for each m = 1, . . . , n. Proof. Through direct computation we get,
where τ q denotes the extended trace τ ⊗ T race on M q (A Θ ).
where { e 1 , . . . , e q } denotes standard basis of A q Θ and E = pA
Then from proposition ( 4.11 ) we get
It is easily seen that as C vector spaces
Following calculation shows this inner-product becomes same with the one on
Last equality follows from Lemma (4.10). Now use of Lemma (4.8) and (4.9) shows the following,
The last equality follows from the fact that for any T = ((t rs )) ∈ pM q (A Θ )p where p ∈ M q (A Θ ) is a projection, Hence follows the proposition.
Recall that {e 1 , . . . , e n } denotes the standard basis choosen for R n and {σ 1 , . . . , σ n } is the standard basis of Ω 1 D . We have an one to one correspondence between these sets, both being finite sets of same cardinality. The following theorem points out the main result.
Theorem 4.13. Let C(E) and C(E) denote the affine space of compatible connections for the first and second approaches respectively. Then both these are in one to one correspondence through an affine isomorphism and the value of YangMills functional on corresponding elements of these spaces are same upto a positive scalar factor. That is to say the following diagram commutes.
C(E)
C(E)
where c = 2N π n/2 /(n(2π) n Γ(n/2)).
Proof. Recall from equation (2.4) for any ∇ ∈ C(E), ∇(ξ) = n j=1 ∇ j (ξ) ⊗ e j where ∇ j : E −→ E. We define Φ(∇) = ∇ where,
It is easy to see that ∇ defines a connection. Given compatibility of ∇ , we have to check whether ∇ is compatible with respect to the Hermitian structure. This follows from a direct calculation.
= (−i)( ξ, ∇ 1 (η) AΘ + ∇ 1 (ξ), η AΘ , . . . , ξ, ∇ n (η) AΘ + ∇ n (ξ), η AΘ ) = (−i)( δ 1 ( ξ, η AΘ ), . . . , δ n ( ξ, η AΘ )) = (δ 1 ( ξ, η AΘ ), . . . , δ n ( ξ, η AΘ )) =d ( ξ, η AΘ ).
which shows compatibility of ∇ with respect to the Hermitian structure and hence ∇ belongs to C(E). Conversely, for given ∇ ∈ C(E) recall from equation (4.9) that ∇(ξ) = n j=1 ∇ j (ξ) ⊗ σ j where ∇ j : E −→ E. We define Φ −1 ( ∇) = ∇ where,
An absolutely similar computation shows the compatibility of ∇. So elements of C(E) and C(E) are in one-one correspondence. Recall from equation ( 2.6 ), for finitely generated projective A Θ -module E = pA q Θ we obtained for ∇ ∈ C(E),
where τ was the trace on End(E). For Φ(∇) = ∇ we obtain from Proposition ( 4.12 ) ,
where τ q was the extended trace of τ on M q (A Θ ). Identifying End(E) with pM q (A Θ )p ⊆ M q (A Θ ) we see that both τ and τ q are equal with τ ⊗ T race. Hence follows the equality of Yang-Mills for both the approaches except for the positive scalar factor T r ω (|D| −n ) = 2N π n/2 /(n(2π) n Γ(n/2)).
