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Summary. Galerkin and weighted Galerkin methods are proposed for the nu-
merical solution of parabolic partial differential equations where the diffusion
coefficient takes different signs. The approach is based on a simultaneous dis-
cretization of space and time variables by using continuous finite element meth-
ods. Under some simple assumptions, error estimates and some numerical results
for both Galerkin and weighted Galerkin methods are presented. Comparisons
with the previous methods show that new methods not only can be used to solve
a wider class of equations but also require less regularity for the solution and
need fewer computations.
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1. Introduction
In this paper we consider Galerkin and weighted Galerkin methods for the fol-
lowing forward-backward heat equation:
(x ; t)ut − uxx = f (x ; t); 8(x ; t) 2 Ω = (−1; 1) (0; 1);(1) 8>><>>:
u(1; t) = 0 8t 2 (0; 1);
u(x ; 0) = 0 for (x ; 0) > 0;
u(x ; 1) = 0 for (x ; 1) < 0;
(2)
where the coefficient (x ; t) changes sign in Ω.
Problem (1), (2) arises in various applications, such as, boundary layer prob-
lems in fluid dynamics (Stewartson (1974, 1981)), plasma physics and astro-
physics in the study of propagation of an electron beam through the solar corona
(LaRosa (1986)).
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Problems like (x ; t)ut − uxx = f (x ; t) with (x ; t) taking different signs
were first considered by Gevrey (1913, 1914). He treated in particular the case
(x ; t) = xm with m an odd integer. Later, Baouendi and Grisvard (1968) dealt
with the case (x ; t) = x in detail. A similar treatment in a context where the
second-order derivative is replaced by a suitable nonlinear differential operator
can be found in Lions (1969). Franklin and Rodemich (1968) considered also the
case (x ; t) = x and treated the equation on −1 < x <1, 0 < t < T . Recently,
Lu and Wen (1994) showed the existence and uniqueness of a weak solution for
the equation (1), (2) on a certain Hilbert space. The existence and uniqueness of
a weak solution in a different sense for a special  satisfying sgn x > 0 was
given by Pagani (1976). The stability criterion in Lu and Wen (1994) shows the
problem is well-posed.
It is well known that a common approach for a heat equation is first to
apply the Galerkin method in space to reduce the equation to a set of ordinary
differential equations. Then a suitable method is applied to integrate the ordinary
differential equations. However, the forward-backward heat equation (1), (2) does
not fit this category because the diffusion coefficient (x ; t) changes sign. Vanaja
and Kellogg (1990) presented some iterative methods to solve finite difference
approximation to (1), (2), in which the unknowns are swept in the order suggested
by the equation, if (x ; t) = (x ) or t (x ; t)  0. Aziz and Liu (1991) consider
a finite element method for (1) subject to8>><>>:
u(−1; t) = u(1; t) = 0 8t 2 (0; 1);
u(x ; 0) = 0 8x 2 (0; 1);
u(x ; 1) = 0 8x 2 (−1; 0):
(3)
Though it was pointed out that the problem (1), (3) is overdetermined in general
(see Lu (1995)). Aziz-Liu’s method can be used to solve (1), (2) with a straight-
forward modification under certain assumptions as mentioned in section 4. Their
approaches are to transform the equation to a first-order system of symmetric-
positive partial differential equations in the sense of Friedrichs (1958) and solve
the system by a finite element method.
The aim of the paper is to present Galerkin and weighted Galerkin methods
for (1), (2) without transforming the equation to a first-order system of partial
differential equations. We consider a simultaneous discretization of space and
time variables by using continuous finite element methods. If there exist two
functions g, q 2 H 1(Ω) such that jq j  C < +1 and
1
2
gx − 12t − qt − q
2
x 

4
g2;(4)
which holds in particular for t (x ; t)  b < 2=2, our results show that the L2
rate of convergence is O(hk ), where h is the meshsize of space and time, if the
solution u 2 H k+1(Ω) and piecewise polynomials of degree k are used.
It is shown also that the Galerkin method works well under certain assump-
tions even if t (x ; t)  2=2 in some points of Ω, but there exist some (x ; t)
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for which the Galerkin method may fail to solve (1), (2). The weighted Galerkin
method can be useful to solve a wide class of the forward-backward heat equa-
tions like (x ; t)ut −uxx = f (x ; t). Some examples show that for some (x ; t) the
weighted Galerkin method can be used to solve (1), (2) efficiently in case the
Galerkin method fails. The linear systems of the discrete equations arising from
the methods are positive definite. Comparisons with previous methods known
for the forward-backward heat equation, for example Vanja-Kellogg’s method
(1990) and Aziz-Liu’s method (1991), show that the methods presented in this
paper have the following advantages:
A. New methods can be used to solve a much wider class of equations than
Vanaja-Kellogg’s method and Aziz-Liu’s method. The assumptions made on
the coefficients of the equation is weaker than previous ones.
1. Aziz-Liu’s assumptions are stronger than (4) if their method is used to
solve (1), (2). Their assumptions imply (4). Furthermore, it is shown that
if Aziz and Liu’s method is applicable to (1), (2), so is the weighted
Galerkin method.
2. The difference between t < 2=2 and Vanaja-Kellogg’s assumption t 
0 is essential. An example shows that doing a transformation y = y(t)
for a wide class of equations (1), (2) with t  2=2 for some points
in Ω, we obtain new forward-backward heat equations (1), (2) such that
the corresponding  satisfies t < 2=2, but there is no transformation
y = y(t) such that the corresponding  satisfies t  0.
B. New methods require less regularity for the solution of the equation than
the previous numerical methods. Vanaja-Kellogg’s method requires that the
solution possesses continuous derivative of order 4 in x and order 2 in t
to obtain the rate of convergence O(k + h2), where k and h are meshsize
in time and in space, respectively. Aziz-Liu’s method requires the solution
ut ; utx ; uxx 2 L2(Ω) if it is used to solve (1), (2). The new methods need only
the solution u 2 H 1(Ω).
C. Both Galerkin and weighted Galerkin methods need fewer computations than
Aziz-Liu’s method. Though the new methods and Aziz-Liu’s method share
the same rate of convergence in theory, the numerical example shows that
new methods by using a basis of piecewise linear functions achieve at least
the same rate of convergence as Aziz and Liu method by using a basis of
piecewise bivariate polynomials with degree 2.
At the end of the introduction we introduce some notation to be used in the
paper. Denote the boundary @Ω by Γ1[  [Γ6, where Γi are defined as follows:
Γ1 = f(x ; t) : x 2 (−1; 1); t = 0; (x ; 0)  0g;
Γ2 = f(x ; t) : x = −1; t 2 (0; 1)g;
Γ3 = f(x ; t) : x 2 (−1; 1); t = 1; (x ; 1) < 0g;
Γ4 = f(x ; t) : x 2 (−1; 1); t = 1; (x ; 1)  0g;
Γ5 = f(x ; t) : x = 1; t 2 (0; 1)g;
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Γ6 = f(x ; t) : x 2 (−1; 1); t = 0; (x ; 0) > 0g;
and the outward unit vector normal to @Ω by n = (nx ; nt ).
Let L2(Ω) be the standard space of square integrable functions on Ω with
inner product (; ) defined by (u; v) = R
Ω
uvdΩ and norm kuk0 = (u; u) 12 . We
use also the classical Sobolev space Hm (Ω) provided with the norm
kukm =
0@ X
jjm
Z
Ω
j@uj2dΩ
1A 12
and the seminorm
jujm =
0@X
jj=m
Z
Ω
j@uj2dΩ
1A 12 :
Finally, define the test and trial space by
V = fv 2 H 1(Ω) : v = 0 at Γ  Γ2 [ Γ3 [ Γ5 [ Γ6g:
and for u 2 H 1(Ω) define
kukx = (kuk20 + kuxk20)1=2; kukx ;w = kwukx ;
where w 2 H 1(Ω) is a positive function.
2. A Galerkin variational formulation
Define a(u; v) = (ut ; v)+ (ux ; vx ). The Galerkin variational formulation of equa-
tion (1), (2) for a given f 2 L2(Ω) is to find a u 2 V such that
a(u; v) = (f ; v); 8v 2 V ;(5)
Note that for any u 2 H 2(Ω) \ V it is readily seen that
a(u; v) = (ut ; v)− (uxx ; v):
Theorem 2.1 If there exists a function g 2 H 1(Ω) such that
gx − t  2 g
2(6)
with  > 1, then there exists a positive constant C such that
kuk2x  Ca(u; u); 8u 2 V :(7)
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Proof. Friedrichs’ first inequality shows that there exists a positive constant γ
such that Z
Ω
u2x dΩ  γkuk20; 8u 2 V ;
which implies that (7) holds if and only if there exists a positive eC such thatZ
Ω
u2x dΩ  eCa(u; u):(8)
On the other hand, a simple computation shows that
a(u; u) =
Z
Ω
(utu + u2x − guxu + guxu)dΩ
=
Z
Ω
1
2
(u2)t − 12t u
2 + u2x −
1
2
(gu2)x + 12gx u
2 + guxu

dΩ
=
Z
Ω
1
2
(gx − t )u2 + guxu + u2x

dΩ +
Z
Ω
1
2
(u2)t − 12(gu
2)x

dΩ:
With the use of Green’s formula, the last integration turns out to beZ
Ω
1
2
(u2)t − 12(gu
2)x

dΩ =
Z
@Ω
1
2
ntu
2 − 1
2
gnxu
2

dS
=
Z
Γ1[Γ4
1
2
ntu
2 − 1
2
gnxu
2

dS =
Z
Γ1[Γ4
1
2
ntu
2dS  0:
Hence, assuming that g is a function satisfying (6), we have
a(u; u) 
Z
Ω

4
g2u2 + guxu + u
2
x

dΩ
=
Z
Ω
(
(gu=2 + ux=)2 + (1− 1=)u2x

dΩ
 eC−1 Z
Ω
u2x dΩ;
where 1=eC = 1− 1=. ut
Applying Theorem 2.1, we have the following nice simple condition for (7).
Corollary 2.2 Suppose t  b < 2=2, where b is a positive constant. Then
kuk2x  Ca(u; u); 8u 2 V ;(9)
where C is a positive constant only depending on b.
Proof. Since b < 2=2, there exists a positive constant c such that b < c < 2=2.
Consider the function g(x ) = p2b tan
r
c
2
x . A simple computation shows that
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gx − t  gx − b =
p
bc tan2
r
c
2
x +
p
b
(p
c −
p
b

=
1
2
r
c
b g
2 +
p
b(pc −
p
b):
Applying Theorem 2.1 finishes the proof. ut
The following example shows that the difference between t < 2=2 and
Vanaja-Kellogg’s assumption t  0 is essential.
Example 1. Let  = et(x )−’(x ), where (x ) and ’(x ) are a continuous function
for −1  x  1 such that  changes sign in Ω and ’(x )  b < 2=2. Doing
a transformation y = (1− e−t )=(1− e−1) for (1), (2), we obtain a new forward-
backward heat equation
(x ; y)vy − vxx = ef (x ; y); 8(x ; y) 2 (−1; 1) (0; 1)
subject to condition (2), where v(x ; y) = u(x ; t), ef (x ; y) = f (x ; t) and (x ; y) =
((x )− ’(x ))=(1− e−1) + ’(x )y : Therefore, y (x ; y) = ’(x )  b < 2=2.
Denote the corresponding  by  after transformation y = y(t). Now we
show that there is no transformation y = y(t) such that t  0 in general. A
straightforward computation shows
y = t + (log y 0)0:
Hence, for the zero points of , y = t = et(x ) = ’(x ), which implies that
there is no transformation y = y(t) such that t  0 if ’(x ) > 0 on the zero
points of .
Inequality (7) may not be true for some  if the conditions of Corollary
2.2 are not satisfied. The following example shows that there exists at least one
function u 2 V such that a(u; u)  0 if inft  2=2.
Example 2. Assume that inft  2=2. Consider u = t(t − 1)cos2 x . It is readily
seen that
a(u; u) =
Z
Ω

− 1
2
t u
2 + u2x

dΩ 
Z
Ω

− 
2
4
u2 + u2x

dΩ
= −
2
4
Z
Ω
t(t − 1)

cos2

2
x − sin2
2
x

dΩ = 0
Example 2 shows that the Galerkin approximation based on (5) may fail
for solving (1), (2) if the conditions of Theorem 2.1 are not satisfied. Our next
example, however, shows that there exists a positive constant C such that (7)
hold for some  2 H 1(Ω) even if t  2=2 for some points (x ; t) 2 Ω.
Example 3. Let  = tx tan2bx , where 0 < b < =2 and −1  x  1. Consider
g(x ) = c tan dx with =2 > d > max(p2; b) and d − pd2 − 2 < c < d +p
d2 − 2. We have
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gx − t = cd
cos2dx − x tan
2bx  cd
cos2 dx − tan
2 bx
 cd
cos2 dx − tan
2dx  (cd − 1) tan2dx  
2
g2;
where  = 2(cd − 1)=c2 > 1. Theorem 2.1 shows that there exists a positive
constant C such that a(u; u)  Ckuk2x for 8u 2 V :
3. A weighted Galerkin variational formulation
As we have seen in the previous section, the Galerkin approximation fails for
solving equations like (x ; t)ut − uxx = f (x ; t) in some cases. In this section,
we will introduce a weighted Galerkin variational formulation for (1), (2) to
solve a wide class of the equations. To this end, let w(x ; t) 2 H 1(Ω) be a
function such that k1  w(x ; t)  k2, where k1 and k2 are positive constants, and
W (u; v) = (wut ; v)+(wx ux ; v)+(wux ; vx ). Our weighted variational formulation
of equation (1) is to find u 2 V such that
W (u; v) = (wf ; v); 8v 2 V :(10)
Theorem 3.1 If there are two functions g; q 2 H 1(Ω) such that jq j  a < +1
and
1
2
gx − 12t − qt − q
2
x 

4
g2(11)
with  > 1, then there exists a positive functionw 2 H 1(Ω) such that k1  w  k2
and
W (u; u)  Ckuk2x ;w:(12)
where k1, k2 and C are positive constants.
Proof. Consider w = 2, where  = exp(q): Then
W (u; u) =
Z
Ω
(2utu + 2xuxu + 2u2x )dΩ:
Since
2utu = (u)t (u)− t

(u)2 = euteu − qteu2;
2u2x = (u)2x − 2x u2 − 2xuxu = eu2x − q2x eu2 − 2xuxu;
where eu = u , it follows from the proof of Theorem 2.1 that
W (u; u) =
Z
Ω
(euteu − qteu2 − q2x eu2 + eu2x )dΩ

Z
Ω
1
2
gx − 12t − qt − q
2
x
eu2 + geuxeu + eu2xdΩ:
Hence, if (11) holds, we have (12). ut
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Theorem 3.1 and Corollary 2.2 show the following result.
Corollary 3.2 If there exists a function q 2 H 1(Ω) such that jq j < a < +1 and
1
2
t + qt + q2x  b <
2
4
;(13)
then there exist a positive function w 2 H 1(Ω) such that k1  w  k2 and
W (u; u)  Ckuk2x ;w;
where k1, k2 and C are positive constants.
The following example shows that the conditions of Corollary 3.2 still hold
for some  even if (7) fails.
Example 4. Consider  = 12x + bt
2
, where 2=4  b  2 − 1.
First we prove that there is no function g 2 H 1(Ω) such that (6) holds. If it
is not the case, we have gx=(g2=2 + 2bt)  1; which implies that
g(x ; t)  2
s
bt

tan
(p
btx + c(t):(14)
Since g(x ; t) 2 H 1(Ω) and g(0; t)  tan c(t), we have that c(t) is bounded by
m − 
2
< c(t) < m + 
2
;
where m is an integer. Let c(t) = m + (t)2 with −1 < (t) < 1. (14) yields
that
g(x ; t)  2
s
bt

tan
(p
btx + (t)
2

:
Since b  2=4 and  > 1, there are some points (x0; t0) 2 (−1; 1] [0; 1] such
that p
btx + (t)
2
! 
2
− 0;
tan
(p
btx + (t)
2
! 1
2 −
p
btx − (t)2
;
when (x ; t)! (x0 − 0; t0) orp
btx + (t)
2
! −
2
+ 0;
tan
(p
btx + (t)
2
! 1−2 −pbtx − (t)2 ;
when (x ; t)! (x0 + 0; t0). For example
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(x0; t0) =
8>>>>>><>>>>>>:
 −( 1 )2 + 2p
b
;
1

!
if ( 1 )  0
 −( 1 )2 − 2p
b
;
1

!
if ( 1 ) < 0.
This contradicts to that g 2 H 1(Ω). In particular, it is easy to find a function
u 2 V such that a(u; u)  0 if b  2=2. For example, u = t(t − 1)cos2 x .
Now we prove that there is a function q 2 H 1(Ω) such that (13) holds.
Consider q = −2. A computation shows that
1
2
t + qt + q2x = bt − 4bt2 + 2

r
b
2
(2 + 1) 12 (1− 42) + 2:
Note that  > − 12 . Let r(x ) =
q
b
2 (2x + 1)
1
2 (1− 4x 2) + x 2 with x > − 12 . Then
r 0(x ) = −
r
b
2
(2x + 1) 12 (10x − 1) + 2x :
If x  12 , r 0(x )  −
p
b(10x − 1) + 2x < 0. Hence
max
x>− 12
r(x ) = max
− 12<x< 12
r(x )  max
− 12<x< 12
r
b
2
(2x + 1) 12 (1− 4x 2) + 1
4
=
r
b
2
(2  10−1 + 1) 12 (1− 4  10−2) + 1
4

r
2 − 1
2
 6
10
 1
2
24
25

+
1
4
<
2
4
This example implies that the weighted method based on (10) can be useful
for the solution of a wide class of the problems of the type (x ; t)ut−uxx = f (x ; t)
where (x ; t) changes sign in Ω in case the Galerkin method based on (5) fails for
the purpose. Therefore, the weighted variational formulation (10) is an essential
generalization of the variational formulation (5) for the equation (1), (2).
4. Galerkin approximations and discretization error estimates
In this section, we will discretize our finite element schemes and derive L2 error
estimates for the Galerkin approximations. The Galerkin variational formulation
can be viewed as a special case w = 1 of the weighted Galerkin variational
formulation.
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Let V h be a finite-dimensional subspace of Hilbert space V satisfying the
boundary condition ujΓ = 0, where Γ = Γ2[Γ3[Γ5[Γ6. The weighted Galerkin
approximation of the equation (1) is to find a uh 2 V h such that
W (uh ; vh ) = (wf ; vh ); 8vh 2 V h :(15)
Theorem 4.1 Assume the conditions of Theorem 3.1 hold. Then there exists a
unique uh 2 V h satisfying (15). Moreover,
kuhkx ;w  Ckf k0;(16)
where C is a positive constant.
Proof. Let fjg be a basis for V h and denote uh =
P
ujj , u = (u1; : : : ; un )T and
b = (b1; : : : ; bn )T, where bi = (wf ; i ). Then u is the solution of the following
linear system
Au = b;(17)
where A = (aij )ni ;j=1 with aij = W (j ; i ). It follows from (12) that A is a positive
definite matrix. Hence (17) has a unique solution. On the other hand, Theorem
3.1 shows
kuhk2x ;w  C1W (uh ; uh ) = C1(wf ; uh )  Ckf k0kuhkx ;w;
which implies (16). ut
It is shown in Lu and Wen (1994) that the inequality (16) holds for the
canonical solution u of (1), (2), i.e., kukx ;w  eCkf k0, where eC is a positive
constant. Therefore, both the canonical solution of (1), (2) and our finite element
solution depend continuously on the right hand side function of the equation (1).
The linear system (17) of the discrete equations arising from the method is
positive definite. We have a large number of efficient algorithms to solve it, for
example, generalizations of the conjugate gradient method, e.g. Eisenstat, Elman
and Schultz (1983), Saad (1981) showing monotone convergence for positive
definite linear systems. One can also use sparse LU -factorization for the system.
We now derive L2 error estimates for the Galerkin approximation (15).
Theorem 4.2 Let u and uh be solutions of problems (10) and (15), respectively.
If conditions of Theorem 3.1 hold, then there exists a positive constant C such
that
ku − uhkx ;w  C inf
vh2V h
kw(u − vh )k1:(18)
Proof. For a given vh 2 V h Theorem 3.1 shows that
C1kuh − vhk2x ;w  W (uh − vh ; uh − vh )
= W (u − vh ; uh − vh )  C2kw(u − vh )k1kuh − vhkx ;w:
Setting C3 = C2=C1 shows that kuh − vhkx ;w  C3kw(u − vh )k1: Since
ku − uhkx ;w  kw(u − vh )k1 + kuh − vhkx ;w;
choosing C = C3 + 1 shows our result. ut
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To analyze the error of our method, we make the following assumptions:
1. There is an s  0 such that u 2 V \ H s (Ω):
2. fV hgh>0 is a regular family of finite elements, where V h is a subspace of V
consisting of piecewise polynomials of degree k with k  s − 1.
Now we have the error estimate as follows:
Theorem 4.3 If conditions of Theorem 3.1 and assumptions 1, 2 hold, then there
exists a positive constant C > 0 such that
ku − uhkx ;w  Chk jujk+1:(19)
Proof. The theorem follows from Theorem 4.2 and the usual interpolation theo-
retic result. ut
Corollary 4.4 If conditions of Theorem 3.1 and assumptions 1, 2 hold, then there
exists a positive constant C > 0 such that
ku − uhk0  Chk jujk+1:(20)
Proof. Since w > k1 > 0,
ku − uhk0  kw(u − u
h )k0
k1
 ku − u
hkx ;w
k1
:
The corollary follows from Theorem 4.3. ut
5. Comparison with Aziz-Liu’s method
Aziz and Liu (1991) presented a finite element method for the problem (1), (3)
by reducing the equation to a first order system of partial differential equations
under the following assumptions
H 1 :  − 1
2
()t + 12(γ)x  k1;
H 2 :   k2;
H 3 : x + γ < 2
p
k1k2
H 4 : nt j1[4  0;
where k1 > 0 and k2 > 0 are constants, 1 = f(x ; 0) : −1 < x < 0g and
4 = f(x ; 1) : 0 < x < 1g.
In general, we cannot guarantee the existence of a solution for the problem (1),
(3) as it was pointed in Lu (1995) even if H 1–H 4 are satisfied. Fortunately, Aziz-
Liu’s method can be used to solve (1), (2) with a straightforward modification
under H 1–H 3. In fact, by a transformation
u =

u1
u2

; u1 = e
−t u; u2 = e−t ux ;
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it follows from Aziz and Liu (1991) that equation (1) may be written as the
symmetric first-order system
A1ux + A2ut + A3u = f;
where
A1 =

0 −1
−1 0

; A2 =

 0
0 0

; A3 =

 0
0 1

; f =

e−t f
0

:
Because of this, to solve the forward-backward equation Aziz and Liu presented
a Galerkin method to find a vector-valued function u = (u1; u2)T : Ω ! R2,
which is a solution of the first-order system
A1ux + A2ut + A3u = g in Ω(21)
with the boundary condition Mu  u1 = 0 on Γ2 [ Γ3 [ Γ5 [ Γ6; where the
function g = (f1; f2)T 2 (L2(Ω))2:
Define a 2  2 matrix-valued function T by Tv =

 0
γ 

v; where 
and γ are known function to be specified such that T is bounded, and define a
function space V by V = fu 2 (H 1(Ω))2 : Mu = 0g: Let B : V  V ! R by
B (u; v) = hLu; Tvi, where h; i denotes the (L2(Ω))2 inner product. Their weak
formulation of (21) for a given g 2 (L2(Ω))2 is: to find a u 2 V such that
B (u; v) = hg; Tvi; 8v 2 V :(22)
If H 1–H 3 hold, following Aziz and Liu (1991) shows that Aziz-Liu’s funda-
mental result that there exists a positive constant C such that the basic condition
kuk20  CB (u; u)
holds for problem (1), (2).
First we show that if H 1–H 3 hold then there exist two functions q and g
such that (11) holds. If follows from H 3 that there is a positive constant  > 1
such that (γ)2  4k1k2 − 2γx −2x . Let q = 12 log− t and g = γ=. A
straightforward computation shows that
1
2
gx − 12t − qt − q
2
x
=
1
2
 (γ)x

− γx
2

− 1
2
t − 12
t

+  − 1
4
2x
2
=
 − 12 ()t + 12 (γ)x

− 2γx + 
2
x
42
 k1

− k1k2
2
+

4
(γ)2
2
 
4
g2:
Second, let u1 = e−t u , u2 = e−t ux . Then u1x = u2. If v = (v; 0)T, where
v 2 V , we have
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B (u; v) =
Z
Ω
(u1t v − u2x v + u1v − u1x v + u2v)dΩ
=
Z
Ω
(u1t v + u1v − u2x v)dΩ
=
Z
Ω
(e−t (−u + ut )v + e−t uv − e−t uxxv)dΩ
=
Z
Ω
(e−t utv − e−t uxxv)dΩ
=
Z
Ω
(e−t utv + xe−t uxv + e−t uxvx )dΩ −
Z
@Ω
e−t nx uxvdS
=
Z
Ω
(e−t utv + xe−t uxv + e−t uxvx )dΩ
In this case, choosing w = e−t, we have
B (u; v) = W (u; v); 8u 2 V \ H 2(Ω) and v 2 V ;
which implies that if Aziz and Liu’s method is applicable to solve (1), (2), so is
the weighted Galerkin method presented here. On the other hand, the weighted
Galerkin method needs less computations than Aziz-Liu’s method simply because
the weighted Galerkin approximation is done on L2(Ω) while the later one is on
(L2(Ω))2. If the weak formulation (22) is used to solve the forward-backward
heat equation (1), (2), it requires that u; ux ; ut ; utx ; uxx 2 L2(Ω). Our variational
formulations (5) and (10) need u 2 H 1(Ω). Finally, both methods share the same
rate of convergence if they converge for (1), (2) in theory.
6. Numerical examples
In this section we implement our methods for some particular examples. We
performed all of the following experiments by using triangular elements and
piecewise linear functions as our basis. First, we consider the example imple-
mented in Aziz and Liu (1991).
Example 5. Consider the problem (1), (2) with (x ; t) = x and
f (x ; t) =
8>>>>><>>>>>:
2x (x 2 − 1)t[(t − 1)2 − 4x 2 + t(t − 1)]
−2t2[(t − 1)2 − 24x 2 + 4]; 8x  0, t 2 [0; 1];
2x (x 2 − 1)(t − 1)(2t2 − t − 4x 2)
−2(t − 1)2(t2 − 24x 2 + 4); 8x < 0; t 2 [0; 1];
where f has been chosen so that
u(x ; t) =
8<: (x
2 − 1)t2[(t − 1)2 − 4x 2]; 8x  0, t 2 [0; 1];
(x 2 − 1)(t2 − 4x 2)(t − 1)2; 8x < 0; t 2 [0; 1]:
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For this example we have
Γ1 = f(x ; t) : x 2 (−1; 0); t = 0g;
Γ2 = f(x ; t) : x = −1; t 2 (0; 1)g;
Γ3 = f(x ; t) : x 2 (−1; 0); t = 1g;
Γ4 = f(x ; t) : x 2 (0; 1); t = 1g;
Γ5 = f(x ; t) : x = 1; t 2 (0; 1)g;
Γ6 = f(x ; t) : x 2 (0; 1); t = 0g:
In Table 1 we give some numerical results that show the performance of the
Galerkin method.
Table 1. Computation of Galerkin method with σ(x , t) = x
h max jej L2 error L2 rate
1
2 0.5180 0.2456 1.4340
1
4 0.3237 0.0909 1.73011
8 0.1480 0.0274 1.93561
12 0.0849 0.0125 2.06551
16 0.0548 0.0069 2.22441
24 0.0285 0.0028 2.16961
32 0.0176 0.0015
Let u be the solution of (1), (2) and uh be the solution of (15). The L2 error
in the Table 1 and throughout this section is defined by
L2 error = ku − uhk0 =
Z
Ω
ju − uh j2dΩ
 1
2
:
Subdividing Ω into squares, Aziz and Liu (1991) performed their method
with piecewise bivariate polynomials with degree 2 as basis. Table 2 shows
their numerical results.
Table 2. Computation of Aziz-Liu’s method with σ(x , t) = x
h max jej L2 error L2 rate
1
2 4.271 1.104 1.991
4 1.208 0.276 2.021
8 0.316 0.067
2.01116 0.078 0.016
In Table 1 and Table 2, we can see the L2 error and the L2 rate of conver-
gence for various meshsize h of the Galerkin method and Aziz-Liu’s method,
respectively. The corresponding maxjej and the L2 error in Table 1 are smaller
than that in Table 2. The corresponding L2 rate becomes approximately the same
after h = 1=8.
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The second numerical example gives some numerical results when our
method is applied to the problem (1), (2) with t (x ; t) > 2=2 in some points of
Ω.
Example 6. Let (x ; t) = x exp((1− x )2) + t tan2 9
20 x and
f (x ; t) =
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
t
n
cos
7
5 x
h492
50 t((t − 1)
2 − 18x 2) + 18t + ((t − 1)(2t − 1)
−18x 2)(x exp((1− x )2)− t)
i
+ cos
2
5 x
h22
25 t((t − 1)
2
−18x 2) + ((t − 1)(2t − 1)− 18x 2)(x exp((1− x )2)− t)
+18t
i
+ cos

2
x
h2
4
t((t − 1)2 − 18x 2) + 2(((t − 1)(2t − 1)
−18x 2)(x exp((1− x )2) + t) + 18t)
i
− 36x
h7
5 sin
7
5 x
+
2
5 sin
2
5 x + sin

2
x
io
; 8x  0; t 2 [0; 1];
(t − 1)
n
cos
7
5 x
h492
50 (t − 1)((t − 1)
2 − 18x 2) + (t(2t − 1)
−18x 2)(x exp((1− x )2)− t) + 18(t − 1)
i
+cos
2
5 x
h22
25 (t − 1)((t − 1)
2 − 18x 2) + (t(2t − 1)− 18x 2))
(x exp((1− x )2)− t) + 18(t − 1)
i
+ cos

2
x
h2
4
(t − 1)
((t − 1)2 − 18x 2) + 2((t(2t − 1)− 18x 2)(x exp((1− x )2) + t)
+18(t − 1))
io
− 36x (t − 1)2
h7
5 sin
7
5 x +
2
5 sin
2
5 x
+sin
2
x
i
; 8x < 0; t 2 [0; 1]:
One can check the solution of the equation is given by
u(x ; t) =
8>><>>:
cos

2
x

cos
9
10 x + 1

t2[(t − 1)2 − 18x 2]; 8x  0, t 2 [0; 1];
cos

2
x

cos
9
10 x + 1

(t − 1)2[t2 − 18x 2]; 8x < 0, t 2 [0; 1];
It follows from Example 3 that there is a function g 2 H 1(Ω) such that
gx −t  2 g2 with  > 1 for  = x exp((1− x )2) + t tan2 920 x . Thus, the Galerkin
method is available to this example. Γ1; : : : ; Γ6 are the same as those in Example
5. The numerical results in Table 3 show that the L2 rate is approximately 2.
Finally, the following example shows that the weighted Galerkin method can
be used to solve (1), (2) efficiently even if the Galerkin method fails for the
purpose.
Example 7. Consider the equation (1), (2) with (x ; t) = 12x + 
2+1
2 t
2 and
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Table 3. Computation of Galerkin Method with σ = x exp((1− x )2) + t tan2 9pi20 x
h max jej L2 error L2 rate
1
2 1.2333 0.4143 1.51461
4 0.5501 0.1450 2.17091
8 0.2145 0.0322 2.12571
12 0.1199 0.0136 2.16281
16 0.0783 0.0073 2.19321
24 0.0418 0.0030
2.1851132 0.0262 0.0016
f (x ; t) =
8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
tcos
2x
2
n
[x + (2 + 1)t2](t − 1)(2t − 1)− 8(px 2 + 1− 1
exp
(p
x 2 + 1

+
2t
4
(t − 1)2 − 8(px 2 + 1− 1
exp
(p
x 2 + 1

+ 8t
h x 2p
x 2 + 1
+ 1
i
exp(
p
x 2 + 1)
o
−8t2xsinx
2
exp
(p
x 2 + 1

; 8x  0; t 2 [0; 1];
(t − 1)cos2x
2
n
[x + (2 + 1)t2]t(2t − 1)− 8(px 2 + 1− 1
exp
(p
x 2 + 1

+
2(t − 1)
4

t2 − 8(px 2 + 1− 1
exp
(p
x 2 + 1

+ 8(t − 1)
h x 2p
x 2 + 1
+ 1
i
exp
(p
x 2 + 1
o
−8t2xsinx
2
exp
(p
x 2 + 1

; 8x < 0; t 2 [0; 1]:
The solution of the equation is given by
u(x ; t) =
8>>>>>><>>>>>>:
t2cos
x
2
(t − 1)2 − 8(px 2 + 1− 1
exp
(p
x 2 + 1

; 8x  0; t 2 [0; 1];
(t − 1)2cosx
2

t2 − 8(px 2 + 1− 1
exp
(p
x 2 + 1

; 8x < 0; t 2 [0; 1]:
In this case the Galerkin method may fail when it is used to solve (1),
(2) as mentioned in Example 4. Now we apply the weighted Galerkin method
to solve it. To make the weighted method efficiently, we will seek a function
q(x ; t) 2 H 1(Ω) such that
1
2
t + qt + q2x <
2
4
and the weight w = exp(2q) is sufficient large so that the coefficient matrix of
(17) is not near singular. To this end, let q = −216 : Similarly to Example 4, we
find
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1
2
t + qt + q2x =
2 + 1
2
t − 
2 + 1
8 t
2 +
2
256
 max
−1=2x2
 r
2 + 1
4
(2x + 1)

1− x
2
4

+
x 2
256
!

r
2 + 1
20 (2
p
21 + 3)
 
1− (
p
21− 1)2
100
!
+
1
64
<
2
4
:
For  = 12x +
2+1
2 t
2 it is easy to see that Γ1, Γ2, Γ5, Γ6 are the same as those in
Example 5, but Γ3 = ; and Γ4 = f(x ; 1) : x 2 (−1; 1)g. In Table 4, we give some
numerical results that show the performance of the weighted Galerkin method
for our last example.
Table 4. Computation of weighted Galerkin method with σ = 12 x +
pi2+1
2 t
2
h max jej L2 error L2 rate
1
2 1.6825 1.0988 1.2847
1
4 1.0249 0.4510 1.59391
8 0.5262 0.1494 1.74611
12 0.3233 0.0736 1.78041
16 0.2202 0.0441 1.80651
24 0.1223 0.0212
1.83631
32 0.0781 0.0125
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