In recent years, with the progress of e-commerce, recommendation for not only mass-produced daily items, such as books, but also special items that are not mass-produced has become an important task. In this study, we present an algorithm for real estate recommendation. There are no identical properties in the world, properties already occupied by someone else cannot be recommended, and users rent or buy properties only a few times in their lives. Therefore, automatic property recommendation is one of the most difficult tasks. In this study, we predict users' preference for properties, which is the first step of property recommendation, by combining content-based filtering and multilayer perceptron (MLP). In the MLP, we used not only attribute data of users and properties but also the deep features extracted from floor plan images of properties. As a result, we succeeded in predicting users' preference with an accuracy of 60.7%.
INTRODUCTION
In recent years, with the expansion of online services, e-commerce users have increased. Recommendation of goods is often exercised Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Multimedia for RETech '18, June 11, 2018 , Yokohama, Japan © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5797-5/18/06. https://doi.org/10.1145/3210499.3210525 on e-commerce websites, and its accuracy has improved owing to the recent increase in data. There are two major types of recommender systems: content-based filtering and collaborative filtering proposed by Goldberg et al. [3] . However, these recommender systems can be used only when items are mass-produced. When almost every item of a category is unique, such as in real estate properties, it is difficult to recommend the item automatically.
Under such circumstances, a real estate technology called Real Estate Tech (RETech) began to grow rapidly, and the Ministry of Land, Infrastructure, Transport and Tourism (MLIT) 1 in Japan conducted social experiments to deregulate activities on the Internet in the real estate industry 2 . Therefore, property recommendation on websites has become an important task.
This study aims at implementing a recommender system for special data that the general recommender systems described above cannot be used for, i.e., real estate property. We predict users' preference for properties, which is the first step of property recommendation, using the dataset that includes users' evaluations for properties possessed by Ietty 3 , which is a rental company of real estate properties. Generally, users search for desired properties on property search websites and contact the real estate companies possessing the properties. However, Ietty recommends properties to the users on its website, and the users evaluate the properties online, after which they preview the properties or lease them. Thus, if an effective method for prediction of users' preference for properties using their evaluation data is available, property recommendation can be performed more easily.
Accordingly, we proposed a prediction system combining contentbased filtering and multilayer perceptron (MLP) to predict users' preference for properties. Moreover, we used deep features of floor plans as input of the MLP to improve accuracy. Consequently, we succeeded in predicting users' preference for properties with an accuracy of 60.7%.
The remainder of this study is organized as follows. In section 2, we discuss the related works about recommendation systems and analysis of floor plan images. In section 3, we describe our proposed method in detail. In section 4, we show metrics of the main experiments and the results. In section 5, we conclude this study.
RELATED WORKS 2.1 Recommendation Systems
Collaborative filtering is classified into two types: memory-based collaborative filtering proposed by Goldberg et al. [3] and modelbased collaborative filtering proposed by Breeze et al. [1] . In memorybased collaborative filtering, the users' purchase/evaluation data of items are stored in a memory, and collaborative filtering is performed using these stored data every time recommendation is required. However, model-based collaborative filtering first develops a model that predicts items with high probability of being purchased/evaluated by the users, and collaborative filtering is performed using this model when recommendation is required. In addition, Pennock [13] presented hybrid collaborative filtering by combining these two methods, and Xue [18] improved the performance of hybrid collaborative filtering by data interpolation using clustering.
In the Netflix Prize competition 4 , Simon [2] greatly improved the performance of recommender systems by using the matrix factorization algorithm. The matrix factorization algorithm finds vectors of both user factors p u and item factors q i satisfying (1) . κ is a set of (u, i) (a pair made up of user u and item i), whose evaluation value r ui exists in the train set, andr ui = q T i p u is the predicted evaluation value of item i for user u in the test set.
Simon [2] solved this optimization problem using stochastic gradient descent (SGD) optimization by iterating (2)- (4).
Koren et al. [8] , who won the Netflix Prize, introduced both SGD and alternating least squares (ALS) optimizations, which alternately optimized q i and p u , and they highlighted that matrix factorization overcame the curse of dimensionality caused by high-dimensional data and achieved highly accurate recommendations even for highdimensional data. Hidasi et al. [6] proposed a recommender system using users' data of all their past clicks on an e-commerce website with the gated recurrent unit (GRU) model, which is a type of modern recursive neural network (RNN). However, all these techniques described above did not work well for highly sparse data. Further, for the existing automatic recommender systems for real estate properties, such as Ietty, the system applies a rule-based algorithm that realizes users' desired conditions.
Floor Plan Image Analysis
The studies on floor plans of properties before the development of deep learning were based on analyzing floor plans graphically. Hanazato et al. [4] analyzed floor plans using adjacency graphs with rooms, corridors, etc., as labeled nodes and four sampled datasets that divided the floor plans according to their square measures. They examined patterns and their numbers of the adjacency graphs, and classified them into six types according to the distances from each node to other nodes of the adjacency graphs. In addition, Takizawa et al. [17] analyzed the rent of properties using adjacency graphs with rooms, corridors, etc., as labeled nodes and doors, glasses, etc., as labeled edges, and floor plans of 3LDK, 3K, or 3DK apartment in Kyoto, Japan. They extracted subgraphs from the adjacency graphs and effectively estimated the rent from the presence/absence of common subgraphs. However, the cost of creating adjacency graphs of floor plans is very high.
Ohara et al. [12] developed a property search system that reflected users' preference using common subgraphs of floor plans. Takada et al. [16] used the dataset created by Ohara et al. [12] to estimate graphs of floor plans and retrieved similar floor plans with a query floor plan. They fine-tuned a model from the ImageNet [9] pre-trained model by multi-task learning (layout type such as one bedroom + one bathroom and presence of the room like loft, western room, etc.) using the network shown in Fig. 1 , and solved the retrieval task using deep features extracted from the floor plan images by the model. Hereafter, we call Takada's model as FloorNet.
PROPOSED METHOD 3.1 Dataset
Ietty, a rental company of real estate properties, has attribute data of real estate properties and users, and recommends several properties to the users by the rule-based algorithm on its website. Further, the users can evaluate each recommended property, selecting "want to see the property, " "register as favorite, " or "no interest. " In this study, we obtained the evaluation data for a period between 2016-2017 which contains 220,094 cases with the floor plan images, and divided them into train set, validation set, and test set at a ratio of 3: 1: 1. Thus, the dataset includes attribute data of 19,538 users, and attribute data and floor plan images of 131,947 properties.
Overview of Proposed Method
We define "want to see the property" and "register as favorite" as positive evaluation and "no interest" as negative evaluation of properties by the users, designate these as users' preference for properties, and predict it using methods available for sparse data.
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In this study, we predict preference by content-based filtering using similarities of both users and items, and MLP that adds the deep features extracted from floor plan images using FloorNet into the input. Because these methods are available without past evaluation data by the users to be recommended items, they are robust to sparse data. We also propose a system called hybrid filtering that combines these two methods and predict users' preference by it.
Although the layout type of floor plans, such as one bedroom + one bathroom is included in the attribute data of properties, it is expected that the accuracy of preference prediction is improved by considering the floor plans. For example, in the same layout type, some users desire properties that prevents a direct connection between an entrance and a child's room so that young children do not come out outside without their parents' permission, while other users desire convenient properties that allows walking out into the corridor from each room. Therefore, we propose adding deep features of floor plans into the input of MLP to consider such floor plans. The details of each method are described in the following sections.
Content-based Filtering
We predict preference by content-based filtering using similarity of attributes for both users and properties. We define u and i as the attribute data of a user and a property, respectively, and let the positive evaluation value be w (the ratio between the number of the negative evaluations and the number of the positive evaluations in the train set) and the negative evaluation value be −1. Using a pair (u, i) in the train set whose evaluation value r ui is known and a pair (u t est , i t est ) in the test set, we calculate the cosine similarity cos(u t est , u) for each u, and let U C BF be the set of top k u % of all u by similarity. Similarly, we calculate the cosine similarity cos(i t est , i) for each i, and let I C BF be the set of top k i % of all i by similarity. Further, we calculate the predicted evaluation value v C BF for the pair (u t est , i t est ) in the test set as (5) .
We predict the preference as positive when the predicted evaluation value v C BF is larger than zero and predict it as negative otherwise.
MLP
We predict preference using the MLP, whose network architecture is shown in Fig. 2 . We use the attribute data of users and properties, and the deep features extracted from image data of properties as input of the MLP. Moreover, we improve generalization by using dropout [15] and batch normalization [7] . At the time of training, we use the train set and the validation set, and at the time of testing, we exclude the dropout and use the test set. In the final fully connected (FC) layer, a two-dimensional vector (x n , x p ) corresponding to negative and positive evaluation is obtained as the output, and we predict the preference as positive when the predicted evaluation value v M LP = x p − x n is larger than zero, and predict it as negative otherwise.
To extract deep features of floor plan images, we use a model fine-tuned by the improved method of Takada et al. [16] , FloorNet. In detail, we use ResNet50 [5] instead of VGG-16 [14] and use the floor plan images randomly rotated as input for data augmentation. The dataset we use for fine-tuning is the same as that used by Takada et al. [16] , which was created by Ohara et al. [12] and contains floor plan images from two sources: SUUMO 5 and HOME'S dataset 6 . We use the fine-tuned model as an extractor and obtain the feature vectors of 2,048 dimensions of the pool5 layer as deep features of floor plans.
Hybrid Filtering
We predict preference by weighted sum of predicted evaluation value v C BF in 3.3 and v M LP in 3.4. An overview of the architecture is shown in Fig. 3 . We use the validation set instead of the test set in 3.3 and 3.4, then calculate standard deviations σ C BF and σ M LP of predicted evaluation values for each method, and designate reciprocal numbers of them as w C BF and w M LP , which are weights to be added to each predicted evaluation value for the test set as (6) .
By performing such scaling, we obtain the predicted evaluation value v H F , which emphasizes the two methods to the same extent, and like other methods, we predict preference as positive when the predicted evaluation value v H F is larger than zero, and predict it as negative otherwise. 
EXPERIMENTS 4.1 Metric
There are 76,871 positive data (35%) and 223,223 negative data (65%) in the total 220,094 evaluation data. There is a bias in the dataset; thus, we used the Matthews correlation coefficient (MCC) [11] as evaluation metric to evaluate equally. MCC is calculated as (7) when the number of true positive in the prediction result is T P, the number of true negative is T N , the number of false positive is F P, and the number of false negative is F N . The maximum value of MCC is 1, the minimum value is -1, and a larger value represents that performance is better.
Content-based Filtering
We predicted users' preference for properties by the content-based filtering of 3.3 using top k u (= 1, 10, 100%) of similar users and top k i (= 1, 10, 100%) of similar properties in the train set. Fig. 4 shows the result of this prediction. The best performance was obtained when both k u and k i was 10%. The result shows that if k u is too small, it is difficult to predict accurately because the number of users in the train set that can be referred to is reduced. Conversely, if k u is too large, it is equally difficult to predict accurately because we refer to users in the train set whose attributes are not quite similar with each user in the test set. Moreover, regarding k i , when k u is small (k u = 1, 10%), it is better to choose a value as k i which is not too small and not too large in the same way, but when k u is 100%, which means using the information of all users in the train set, it is likely better to use the information of all properties in the train set as well.
MLP
We predicted users' preference for properties by the MLP of 3.4 and compared the following three types of input:
w/o image feature: Using only attribute data of users and properties Using attribute data of users and properties, and deep features extracted from floor plan images by the fine-tuned model in 3.4 Table 1 shows the result of the prediction.
In the three types of input used in this study, the performance of the MLP was the best when we used deep features extracted from the floor plan images by the fine-tuned model in 3.4 as a part of the input. The performance of the MLP is improved by adding deep features of floor plans to input. Therefore, considering floor plans seems to be effective in predicting the users' preference for properties. In addition, the performance of the MLP is higher with the fine-tuned model than that with the pre-trained model of ImageNet [9] as the extractor of deep features of floor plans. Hence, it is considered that better deep features can be extracted by finetuning so that feature of the floor plans can be expressed well.
Hybrid Filtering
We predicted users' preference for properties by the hybrid filtering of 3.5 and compared the same three types of input as 4.3. Table 2 shows the result of the prediction.
Among all the prediction systems mentioned above, the best performance was achieved by hybrid filtering that added deep features extracted from floor plan images by the fine-tuned model into
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CONCLUSION
In this study, for developing a recommender system for special items that are not mass-produced, we predicted users' preference for real estate properties using three methods: content-based filtering, which uses similarities of both users and items; MLP, which adds deep features extracted from floor plan images using CNN into input; and hybrid filtering, which is a combination of the first two methods. The best performance was achieved with hybrid filtering which added deep features extracted from floor plan images by the fine-tuned model into the input. There are two limitations of this research work. First, in this research, we used the method proposed by Takada et al. [16] to extract deep features of floor plans; however, we have not compared it with other methods. For example, Liu et al. [10] succeeded in converting a rasterized floor plan image into a vector graphics representation. This method is composed of multiple stages, and we can apply their discriminative network that they use for extracting junction layer from input images, for our proposed method. Second, when using our proposed method for property recommendation, the speed of processing is important. However, content-based filtering used in this study is likely to be computationally intensive; thus, we must make it more efficient for actual property recommendation. It is also time consuming to read floor plan images and pass them through the extractor to obtain deep features every time when recommending properties; thus, we must resolve it, e.g., by extracting deep features in advance. If we can solve these problems, we can use our proposed method for actual property recommendation; thus, we designate these as future tasks.
