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Einleitung
Die gewo¨hnliche Darstellungstheorie blickt auf eine u¨ber 100-ja¨hrige Geschichte zuru¨ck.
Hierbei hat sich im Unterschied zur modularen Darstellungstheorie ein Mißverha¨ltnis zwi-
schen den theoretischen Einsichten und den konstruktiven Aspekten entwickelt. Wa¨hrend
in der modularen Darstellungstheorie mit der MeatAxe [Par84] von R. Parker und ihren
Verbesserungen durch D. Holt und S. Rees [HoR94] ein befriedigendes Werkzeug zur Kon-
struktion der einfachen FG-Modulen fu¨r eine endliche Gruppe G existiert, sind die Mo¨glich-
keiten zur Konstruktion irreduzibler rationaler Darstellungen wesentlich beschra¨nkter. Ein
wesentlicher Grund hierfu¨r ist die Koeffizientenexplosion bei der Konstruktion rationaler
Darstellungen.
Weiterhin unterscheiden sich irreduzible Darstellungen endlicher Gruppen teilweise er-
heblich in ihrer “Zuga¨nglichkeit”, d. h. im Aufwand, der fu¨r ihre Konstruktion notwendig
ist. In dieser Einteilung bilden irreduzible monomiale Darstellungen das eine Extrem als be-
sonders leicht zuga¨ngliche Darstellungen. Das andere Extrem sind Darstellungen, die weder
Konstituent einer induzierten Darstellung kleinen Grades noch eines Tensorproduktes von
zuga¨nglichen Darstellungen kleinen Grades sind. Insbesondere sind einige Darstellungen
von U¨berlagerungsgruppen endlicher einfacher Gruppen von diesem schwer zuga¨nglichen
Typ. Fu¨r die Konstruktion dieser schwer zuga¨nglichen Darstellungen stellt diese Arbeit ein
zusa¨tzliches Handwerkszeug zur Verfu¨gung.
Ausgangspunkt dieser Arbeit ist die vergleichsweise einfache Konstruierbarkeit modu-
larer Darstellungen. Die modulare Darstellungstheorie erkla¨rt sehr weitgehend den Zusam-
menhang zwischen den globalen Darstellungen einer endlichen Gruppe und ihren modula-
ren Konstituenten, d. h. ist χ ein absolut irreduzibler Charakter fu¨r G, p eine Primzahl, und
sind ϕi die Brauercharaktere von G, so sind oft die Zerlegungszahlen von χ bekannt, ohne
daß eine Darstellung mit dem Charakter χ konstruiert werden mu¨ßte (vgl. z. B. [JLPW95]).
Das in dieser Arbeit beschriebene Verfahren versucht, diesen Prozeß ru¨ckwa¨rts zu verfol-
gen: Fu¨r einen irreduziblen Charakter χ von G seien die Zerlegungszahlen bekannt fu¨r eine
Primzahl p, d. h. es sei
χˆ = ϕ1 + · · ·+ ϕr
eine Zerlegung in irreduzible Brauercharaktere. Weiterhin seien einfache G-Moduln Mi mit
Brauercharakteren ϕi gegeben. Unter diesen Voraussetzungen ist es relativ einfach, einen
diskreten Bewertungsring R mit maximalem Ideal piR anzugeben, so daß es ein RG-Gitter
L mit Charakter χ gibt.
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Der Hauptalgorithmus dieser Arbeit konstruiert aus diesen Daten eine Darstellung
φl : G→ GLn(R/pilR)
mit Charakter χ mod pil, oder entscheidet, daß es keinen solchen “Lift” gibt. Ist l groß
genug, so ist aufgrund der Arbeiten von R. Maranda (siehe Satz 3.2) aus theoretischer
Sicht das Problem der Konstruktion einer Darstellung mit Charakter χ gelo¨st, d. h. es gibt
eine R-Darstellung φ : G→ GLn(R), die a¨quivalent zu φl ist mod pil′ fu¨r ein großes l′ ≤ l.
Methodisch wird zur Lo¨sung dieser Aufgabe folgendermaßen vorgegangen: Ist G =
〈g1, . . . , gr|r1, . . . , rk〉 eine endlich pra¨sentierte Gruppe und φk : G → GLn(R/pikR) ein
Homomorphismus, so ist das Finden einer Darstellung φ2k : G → GLn(R/pi2kR) mit
φk ≡ φ2k mod pik nach einer Beobachtung aus [PlS97] a¨quivalent zur Lo¨sung eines R/pikR-
linearen Gleichungssystems. Dieses Vorgehen verlangt die Lo¨sung der folgenden beiden
Probleme: Zuna¨chst ist eine “liftbare” Darstellung φ1 zu konstruieren. Sind Mi einfa-
che R/piRG-Moduln zu den Brauercharakteren ϕi, so muß hierzu die Erweiterungsgruppe
Ext1(Mi,Mj) ∼= H1(G,M∗i ⊗Mj) berechnet werden, und diese Berechnung kann als Vorstufe
zum eigentlichen Liften betrachtet werden. Weiterhin verlangt die Existenz von Sackgassen,
d. h. von Darstellungen φk fu¨r die es keine Darstellung φk+1 gibt mit φk ≡ φk+1 mod pik,
eine Behandlung: Hier wird eine Version des Roggenkamp-Tricks (vgl. [Wur93]) entwickelt,
zu deren Durchfu¨hrung nur Berechnungen in R/piR angestellt werden.
Zur Konstruktion einer rationalen Darstellung hilft obiges zuna¨chst nur scheinbar wei-
ter, da einerseits der Grad des Quotientenko¨rperK von R u¨berQ unendlich ist, andererseits
weil jede Rechnung nur approximativ, d. h. modpil
′
durchgefu¨hrt werden kann. Um dieses
Problem zu lo¨sen wird der Vorschlag einer “integral MeatAxe” von R. Parker [Par95] kon-
kretisiert und erweitert: Ist M ein KG-Modul fu¨r einen beliebigen Ko¨rper K der Charakte-
ristik 0, so wird zur Konstruktion einer ganzzahligen Darstellung ein “rationaler” Vektor m,
d. h. ein Vektor im Kern eines Wortes w ∈ QG mit minimalem Korang, “aufgespinnt”. Der
Vorgang des Aufspinnen des Vektors m ist grob gesprochen die systematische Konstruktion
einer Basis aus dem Ausgangsvektor durch Anwendung der Gruppenerzeuger analog zum
Bahnenalgorithmus. Zur Durchfu¨hrung aller notwendigen Basistransformationen wird eine
auf mQG konstruierte, positiv definite Form ΦQ benutzt, genauer wird eine Gitterbasis des
ZG-Gitters mZG konstruiert. Erfahrungsgema¨ß hat m verglichen mit den anderen Gitter-
vektoren eine vergleichsweise kleine La¨nge ΦQ(m,m)
1/2. Dies lo¨st auch das Problem der
nur approximativen Kenntnis des KG-Moduls M , und eine Koeffizientenexplosion wird
weitgehend vermieden. Es versteht sich von selbst, daß auch ΦQ von vorneherein nur durch
Eigenschaften bekannt ist, und daher zusammen mit dem Gitter mZG konstruiert werden
muß. Wa¨hrend das Aufspinnen vollautomatisch durchzufu¨hren ist, erfordert die p-adische
Konstruktion der Darstellung gewisse theoretische Einsichten beim Benutzer.
Mit den in dieser Arbeit beschriebenen Algorithmen sind alle rationalen Darstellungen
der sporadisch einfachen Gruppen bis zum Charaktergrad 250 konstruiert worden. Wei-
terhin wurden einige Darstellungen von U¨berlagerungsgruppen bestimmt, z. B. die treuen
Darstellungen minimalen Grades fu¨r 2.An fu¨r n ≤ 18, die schon in [Sch04], [Sch08] aller-
dings u¨ber einem relativ großen Ko¨rper konstruiert wurden.
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Gliederung der Arbeit
Die Arbeit gliedert sich in fu¨nf Teile: Der erste behandelt sehr knapp einige Grundlagen der
gewo¨hnlichen Darstellungstheorie, die in dieser Arbeit an wichtigen Punkten beno¨tigt wer-
den. Der zweite stellt einige bekannte Verfahren zur Konstruktion rationaler Darstellungen
vor. Diese kann man grob in zwei Klassen einteilen: Einerseits die Verfahren, die es ermo¨gli-
chen einen gegebenen QG-Modul M in seine irreduziblen Konstituenten zu zerlegen, und
andererseits Verfahren, die direkt einen irreduziblen QG-Modul konstruieren.
Abschnitt 3 beschreibt einen Algorithmus, der es ermo¨glicht fu¨r eine endlich pra¨sen-
tierte Gruppe G mit einer Darstellung φ1 : G → GLn(R/piR) eine Darstellung φl : G →
GLn(R/pi
lR) zu berechnen, falls eine solche existiert. Fu¨r den Fall, daß das zu konstruie-
rende RG-Gitter ho¨chstens zwei Kompositionsfaktoren mod pi besitzt, wird auch die Wahl
von φ1 gekla¨rt.
Der anschließende vierte Teil definiert das Konzept eines rationalen Vektors m in dem
irreduziblen KG-Modul M , der es ermo¨glicht in einem KG-Modul M einen irreduziblen
QG-Teilmodul M ′ := mQG zu konstruieren. Leider sind die algorithmischen Einsichten zur
Konstruktion dieser rationalen Vektoren begrenzt. Weiterhin konstruiert dieser Abschnitt
eine positiv definite Form ΦQ auf mQG unter gewissen, oft erfu¨llten Voraussetzungen.
Diese Form dient den Verfahren des letzten Abschnittes zur Durchfu¨hrung des Spinning-
Algorithmus: Die Hauptidee dieses Algorithmus, na¨mlich die lineare Abha¨ngigkeit von Vek-
toren (v1, . . . , vl) des Gitters L u¨ber die Grammatrix (ΦQ(vi, vj))1≤i,j≤l zu entscheiden, hat
sich auch fu¨r Darstellungen bewa¨hrt, die nicht durch Liften einer modularen Darstellung
entstanden sind. Die Parametrisierung einer Basis u¨ber die Grammatrix liefert auch den we-
sentlichen Baustein zur Vermeidung der Koeffizientenexplosion u¨ber den LLL-Algorithmus
[LLL84], [Poh87].
Bedanken mo¨chte ich mich bei allen, die an der Erstellung dieser Arbeit mitgewirkt
haben, an erster Stelle bei Herrn Prof. Dr. Wilhelm Plesken fu¨r die interessante Aufgaben-
stellung, seine Betreuung und die Motivation, die er mir immer wieder gegeben hat. Herrn
Prof. Dr. Herbert Pahlings danke ich fu¨r die Bereitschaft, das Koreferat zu u¨bernehmen.
Frau Prof. Dr. Gabriele Nebe danke ich fu¨r ihre stete Hilfsbereitschaft und ihren kompe-
tenten Rat. Weiterhin danke ich den Mitarbeitern des Lehrstuhls B fu¨r Mathematik fu¨r die
freundliche Arbeitsatmospha¨re, insbesondere Frau Dagmar van Heiß fu¨r ihre freundliche
und vermittelnde Art.
8 EINLEITUNG
9Verwendete Zeichen und Symbole
Ringe und Ko¨rper
Z die ganzen Zahlen
Q die rationalen Zahlen
Qp die p-adischen Zahlen
Fq der Ko¨rper mit genau q Elementen
pi Uniformisierende eines diskreten Bewertungsrings
νpi pi-adische Bewertung eines diskreten Bewertungsrings
ζr primitive r-te Einheitswurzel
O(K) Ring der ganzen Zahlen eines Ko¨rpers
R◦ der opposite-Ring des Ringes R
Gruppen
F (x1, . . . , xr) freie Gruppe auf den Erzeugern x1, . . . , xr
Darstellungstheorie
M∗ der duale Modul zum RG-Modul M
FK(M) K-Vektorraum derK-bilinearen,G-invarianten Formen auf demKG-
Modul M
F symK (M) K-Vektorraum der K-bilinearen, symmetrischen, G-invarianten For-
men auf dem KG-Modul M
FaK(M) K-Vektorraum der K-bilinearen, antisymmetrischen, G-invarianten
Formen auf dem KG-Modul M
EndA(M) Ring der A-Endomorphismen eines A-Moduls M
HomA(M1,M2) A-Homomorphismen von M1 nach M2
Z(R) Zentrum der Ringes R
∼pil A¨quivalenz von Darstellungen mod pil (p. 29)
sK(χ), sK(M) Schurindex eines Charakters bzw. Moduls (p. 13)
NullM(W ) der Nullraum von W ≤ QG, d. h. {m ∈M |mw = 0 fu¨r alle w ∈ W}
w w ∈ EndK(M) bezeichnet die induzierte lineare Abbildung
Kohomologietheorie
Hi(G,M) die i-te Kohomologiegruppe von G mit Werten in M (p. 33)
Ci(G,M) die Gruppe der i-Kozykel von G mit Werten in M (p. 33)
Bi(G,M) die Gruppe der i-Kora¨nder von G mit Werten in M (p. 33)
C˜i(G,M) {δ ∈ Ci(G,M)|resGHδ = 0} (p. 35)
B˜i(G,M) {δ ∈ Ci(G,M)|resGHδ = 0} (p. 35)
Allgemeines
bxc untere Gaußklammer, d. h. das maximale x0 ∈ Z mit x0 ≤ x
dxe obere Gaußklammer, d. h. das minimale x0 ∈ Z mit x0 ≥ x
Y {x1,...,xn} Menge der Abbildungen {x1, . . . , xn} → Y
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Kapitel 1
Grundlagen
Dieses einleitende Kapitel stellt im ersten Teil beno¨tigte Definitionen und Fakten aus der
gewo¨hnlichen Darstellungstheorie zusammen. Der zweite Teil stellt eine Technik vor, die
mittels einer Einbettung K ↪→ Qp effektive Rechenmo¨glichkeiten fu¨r Zahlko¨rper K be-
reitstellen kann. Der dritte und letzte Teil beschreibt eine Version des Gaußalgorithmus
u¨ber dem (endlichen) Ko¨rper F, die in natu¨rlicher Weise den Kokern parametrisiert und
sich daher fu¨r die Beschreibung von Elementen in H2(G,M) gut eignet. Weiter wird diese
Idee auf die Lo¨sung eines linearen Gleichungssystems u¨ber dem diskreten Bewertungsring
R angewandt.
1.1 Darstellungstheorie
In diesem Abschnitt werden die in dieser Arbeit beno¨tigten Aussagen der gewo¨hnlichen
Darstellungstheorie rekapituliert, wobei die Darstellung auf das Notwendigste beschra¨nkt
ist.
Sei im folgenden G eine Gruppe und R ein kommutativer Ring mit Einselement 1. Auf
dem Gruppenring RG der formalen R-Linearkombinationen der Gruppenelemente ist eine
Multiplikation durch
(
∑
g∈G
agg)(
∑
g∈G
bgg) =
∑
g∈G
(
∑
xy=g
axby)g
definiert. RG wird hierdurch zu einem Ring mit Einselement 1 := 1 · 1 ∈ RG.
Ist (M,+) ein R-Modul, auf dem G durch R-lineare Transformationen operiert, so
heißt M ein RG-Modul. Ist R ein Dedekindbereich mit Quotientenko¨rper K, so heißt ein
R-torsionsfreier RG-Modul ein RG-Gitter. Fu¨r einen RG-Modul M heißt jede Teilmenge
N , die ihrerseits ein RG-Modul ist, ein RG-Teilmodul, in Zeichen N ≤RG M .
Ein RG-Modul heißt
1. einfach, falls fu¨r jeden RG-Teilmodul N ≤RG M folgt N ∈ {0,M},
2. halbeinfach, falls es zu N ≤RG M ein N ′ ≤RG M gibt mit M = N ⊕N ′,
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3. unzerlegbar, falls es keine Zerlegung M = N1 ⊕N2 mit Ni 6= 0 gibt.
Definition 1.1 Seien M1 und M2 Moduln fu¨r RG, und sei ϕ : M1 →M2 ein Gruppenho-
momorphismus. ϕ heißt ein RG-Homomorphismus, falls (xϕ)r = (xr)ϕ fu¨r alle r ∈ RG.
Bezeichnungen: HomRG(M1,M2) := {ϕ : M1 → M2|ϕ ist RG-Homomorphismus} und
EndRG(M1) := HomRG(M1,M1).
Offenbar ist HomRG(M1,M2) in natu¨rlicher Weise ein R-Modul, und EndRG(M) zusa¨tz-
lich ein Ring bezu¨glich der Komposition als Multiplikation.
Hier bietet sich auch die erste Mo¨glichkeit, in dieser Allgemeinheit schon eine Aussage
u¨ber irreduzible RG-Moduln bzw. den Endomorphismenring EndRG(M) zu treffen:
Lemma 1.2 (Lemma von Schur ([CuR81], Theorem (3.17))) Sei M ein einfacher
RG-Modul. Dann ist EndRG(M) ein Divisionsring, d. h. jedes ϕ ∈ EndRG(M) ist inver-
tierbar.
Zusa¨tzlich zur Definition von halbeinfach fu¨r Moduln wird dies auch fu¨r Ringe beno¨tigt:
Definition 1.3 (Halbeinfacher Ring ([CuR81], Prop. (3.15))) Sei A ein Ring mit
1. A heißt halbeinfach, falls eine der folgenden, a¨quivalenten Bedingungen erfu¨llt ist:
1. Jeder A-Rechtsmodul ist halbeinfach.
2. Jeder endlich erzeugte A-Rechtsmodul ist halbeinfach.
3. Der regula¨re Modul AA ist halbeinfach und ist direkte Summe AA = I1 ⊕ · · · ⊕ Ir
endlich vieler minimaler Rechtsideale.
Weiter ist ein solches A direkte Summe seiner minimalen zweiseitigen Ideale.
Setzt man das Jacobson-Radikal Jac(A) als den Schnitt der maximalen Rechtsideale
von A, so ist dies auch der Schnitt der maximalen Linksideale von A. Weiter ist Jac(A) ein
zweiseitiges Ideal von A, und A/Jac(A) ist ein halbeinfacher Ring, besser noch: Jac(A) ist
der Schnitt u¨ber alle zweiseitige Ideale I von A, so daß A/I halbeinfach ist. Man erha¨lt:
A ist halbeinfach genau dann, wenn Jac(A) = 0 ist.
Im folgenden wird der Fall der teilerfremden Charakteristik betrachtet, der dadurch
charakterisiert ist, daß KG eine halbeinfache Algebra ist.
Satz 1.4 (Satz von Maschke ([CuR81], Theorem (3.14))) Sei K ein Ko¨rper und G
eine endliche Gruppe mit char(K) 6 | |G|. Dann ist jeder endlich erzeugte KG-Modul halb-
einfach, und KG ist eine halbeinfache K-Algebra.
Fu¨r einen Ring (R,+, ·) ist der opposite-Ring (R◦,+, ◦) definiert auf derselben Menge
und bezu¨glich derselben Addition, aber mit der Multiplikation a ◦ b := b · a. Die Unter-
suchung der (halb)einfachen K-Algebren wird durch den folgenden Satz von Wedderburn
auf K-Divisionsalgebren zuru¨ckgefu¨hrt:
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Satz 1.5 (Satz von Wedderburn, ([Hup67], Hauptsatz 4.4)) 1. Sei A eine ein-
fache K-Algebra und M ein einfacher A-Modul. Setze D := EndA(M)◦, dann ist
A ∼= Dn×n fu¨r ein n ∈ N.
2. Ist D ein Schiefko¨rper u¨ber K, so ist Dn×n eine einfache K-Algebra fu¨r jedes n ∈ N.
3. Sind C und D Schiefko¨rper u¨ber K mit Dn×n ∼= Cm×m fu¨r gewisse n,m ∈ N, so ist
n = m und D ∼= C als K-Algebren.
Die obige Aussage legt nahe, die KG-Divisionsalgebren ein wenig na¨her zu untersuchen:
Definition 1.6 (Schurindex, vgl. [CuR81], p. 585) Sei K ein Ko¨rper und D eine K-
Divisionsalgebra mit Zentrum Z(D) = K˜. Dann ist dimK˜ D = d
2 fu¨r ein d ∈ N, und d heißt
der Schurindex sK(D) von D. Aufgrund des Lemmas von Schur (1.2) wird diese Definition
auch fu¨r einen einfachen KG-Modul M mit Charakter χ verwendet mit sK(M) = sK(χ) :=
sK(EndKG(M)).
1.2 p-adische Approximation
Hier soll folgender Sachverhalt gekla¨rt werden: Sei K ein Zahlko¨rper mit einer Einbettung
ι : K ↪→ Qp in die p-adischen Zahlen. Bezeichne mit Kp′ := ι−1(Zp) die p-ganzen Elemente
von K und ιl : Kp′ → Z/plZ. Es wird eine Menge Rl ⊆ Kp′ rekonstruierbarer Elemente
mod pl angegeben, d. h. ιl|Rl ist injektiv, und es gilt ∪∞i=1Rl = Kp′ . Weiter wird diese
Rekonstruktion in Anlehnung an die Ideen aus [LLL84] algorithmisch durchgefu¨hrt.
Technisch ist fu¨r die Anwendung im Teil 5 dieser Arbeit wichtig, daß fu¨r den Fall des
total reellen Ko¨rpers K die Bedingung der Rekonstruierbarkeit fu¨r a ∈ K sich nur aufgrund
der Spur TrK/Q(a) der Elemente formulieren la¨ßt.
Sei nun 1, b2, . . . , bs eine Z-Basis des Ringes der ganzen Zahlen O := O(K). Ist a ∈
Z/plZ ein zu rekonstruierendes Element, so ist
L := {(c1, . . . , cs, d) ∈ Zs+1|da− ιl(c1 + c2b2 + · · ·+ csbs) = 0}
ein Z-Gitter, fu¨r das sich leicht eine Basis angeben la¨ßt (siehe Definition 1.7 fu¨r L =
L(ι(b2),...,ι(bs),a,pl)). Ist (d, c1, . . . , cr) ∈ L mit ggT(d, p) = 1, so gilt offenbar a = 1dιl(c1 +
c2b2 + · · ·+ csbs), und als wahrscheinliche Kandidaten fu¨r die Rekonstruktion von a werden
Elemente mit kleinen Koeffizienten in den bi gehalten. Diese kurzen Vektoren in L werden
mit Hilfe des LLL-Algorithmus gefunden, und im folgenden werden einige Eigenschaften
dieser Rekonstruktion bewiesen.
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Definition 1.7 Seien b1, . . . , bs ∈ Z und m ∈ Z>0. Definiere L(b1,...,bs,m) als das Gitter in
Rs+1 (mit dem Standardskalarprodukt) erzeugt von den Zeilen von
−b1 1 0 . . . 0
−b2 0 1 . . . 0
...
...
. . .
−bs 0 0 . . . 1
m 0 . . . . . . 0
 .
Offenbar entsprechen die Vektoren in L(b1,...,bs,m) den linearen Abha¨ngigkeiten zwischen
den bi und 1 mod m, d. h. fu¨r großes m sind die kurzen Vektoren in L(b1,...,bs,m) die ganz-
zahligen linearen Abha¨ngigkeiten der bi und 1 in dem obigen Sinne.
Bemerkung 1.8 Seien b1, . . . , bs ∈ Z, m ∈ Z>0, und setze m′ := min(L(b1,...,bs,m)). Weiter
sei a ∈ Z. Dann gibt es bis auf ganzzahlige Vielfache ho¨chstens ein v ∈ L(b1,...,bs,a,m) mit
2||v||2 < m′.
Beweis: Seien v = (v1, . . . , vs+2), w = (w1, . . . , ws+2) ∈ L(b1,...,bs,a,m). Ist vs+2 = 0 oder
ws+2 = 0, so ist nichts zu zeigen, sonst konstruiert man einen Vektor
u˜ = (vs+2w2 − ws+2v2, . . . , vs+2ws+2 − ws+2vs+2︸ ︷︷ ︸
=0
),
d. h. es ist u = (vs+2w2 − ws+2v2, . . . , vs+2ws+1 − ws+2vs+1) ∈ L(b1,...,bs,m) mit 0 6= ||u|| ≤
||v1|| · ||v2||. 
Diese Bemerkung verallgemeinert das klassische Lemma, daß es zu a ∈ Z ho¨chstens ein
p
q
∈ Q gibt mit 2(|p|2 + |q|2) < m und qa = pmod m, da (p, q) ein kurzer Vektor in L(a,m)
ist.
Ist man in der Lage, das Minimum von L(ι(b2),...,ι(bs),pl) nach unten durch eine unbe-
schra¨nkte Funktion in l zu beschra¨nken, so liefert Bemerkung 1.8 die Aussage, daß im
Grenzprozeß alle Elemente in Kp′ durch das obige Vorgehen rekonstruierbar sind:
Bemerkung 1.9 Sei K ⊇ Q ein Zahlko¨rper, p eine Primzahl und ι : K ↪→ Qp eine
Einbettung in die p-adische Zahlen. Weiter seinen 1, b2, . . . , bs ∈ O(K) eine Q-Basis von
K. Dann divergiert min(L(ι(b2),...,ι(bs),pl)) fu¨r l→∞.
Beweis: Angenommen das Minimum ist beschra¨nkt, und sei vl ∈ L(ι(b2),...,ι(bs),pl) ≤ Zs+1
ein Vektor mit minimaler Norm ≤ k. Da Zs+1 nur endlich viele Elemente von Norm ≤
k hat, gibt es eine konstante Teilfolge von (vl)l∈N. Dies ergibt eine ganzzahlige lineare
Abha¨ngigkeit von ι(1), ι(b2), . . . , ι(bs) mod p
l fu¨r beliebig großes l, im Widerspruch zur
Voraussetzung. 
Unter gewissen verscha¨rften Bedingungen quantifizieren [LLL84] die Divergenz des Mi-
nimums des Gitters mit dem folgenden Lemma, das eine Umformulierung einer dort be-
wiesenen Proposition ist:
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Lemma 1.10 (vergl. [LLL84], Prop. 2.7) Sei K ≥ Q eine algebraische Ko¨rpererwei-
terung mit Einbettung ι ↪→ Qp. Weiter sei x ∈ O(K) mit Minimalpolynom f = Xs +
as−1Xs−1 + . . . + a0 ∈ Z[X], und weiter habe f eine einfache Nullstelle mod p. Dann gilt
pk ≤ ||f || ·min(L(x,x2,...,xs−1,pk)), wobei ||f ||2 = 12 + a2s−1 + . . .+ a20 ist, und die Elemente xi
via ι in Zp eingebettet werden.
Beweis: Zu beachten ist nur, daß L(x,x2,...,xr−1,pk) isometrisch ist zu dem L, das im Beweis
von Proposition 2.7 in [LLL84] definiert wird. Die Voraussetzungen an f garantieren die
Anwendbarkeit von Proposition 2.5 aus [LLL84] u¨ber das Henselsche Lemma. 
Fu¨r den im weiteren betrachteten Fall des total reellen Ko¨rpers kann die Spur eines
Elementes benutzt werden, um Abscha¨tzungen fu¨r rekonstruierbare Elemente anzugeben:
Lemma 1.11 Sei K ⊇ Q ein total reeller Zahlko¨rper, p eine Primzahl, und ι : K ↪→ Qp
eine Einbettung. Weiter seien 1, b2, . . . , bs ∈ O(K) eine Q-Basis von K. Dann gibt es eine
Funktion f : Z>0 → Z>0, nur abha¨ngig von K, so daß der Homomorphismus
ιf(l) : Kp′ → Z/pf(l)Z
injektiv ist auf der Teilmenge Rf(l) := {x ∈ Kp′|TrK/Q(x2) = pq , |p| + |q| ≤ l}. Fu¨r
x ∈ Z/plZ heißt ein x′ ∈ Rf(l) mit ιl(x′) = x eine p-adische Approximation von x.
Beweis: Sei zuna¨chst x = c11 + c2b2 + · · · + csbs ∈ O(K) mit TrK/Q(x2) < l. Da die
Spurbilinearform auf K positiv definit ist, existiert ein k > 0 mit kTrK/Q(x
2) > c21+· · ·+c2s.
Offenbar ist (c1, c2, . . . , cs, 1) ∈ L(x,b2,...,bs,pl) fu¨r alle l. Wa¨hle also f(l) so, daß
min(L(b2,...,bs,pf(l))) > 2kl + 2 ≥ 2kTrK/Q(x2) + 2 ≥ 2||(c1, c2, . . . , cs, 1)||2.
Nach Bemerkung 1.8 ist also (c1, c2, . . . , cs, 1) eindeutiger kurzer Vektor in L(b2,...,bs,pf(l)), und
somit folgt die Behauptung. Fu¨r den allgemeinen Fall x ∈ Kp′ beachte, daß TrK/Q((xq )2) =
1/q2TrK/Q(x). 
Bemerkung 1.12 Eine Version von 1.11 fu¨r zusammengesetzte Zahlen ist triviale Folge-
rung aus dem chinesischen Restsatz.
Die Benutzung der zusammengesetzten Zahlen gebietet eine gewisse Vorsicht: Auch
in diesem Falle garantiert Lemma 1.11 eine Rekonstruierbarkeit in Abha¨ngigkeit von der
Spur, die technische Ausfu¨hrung ist aber schwieriger. In dem Beispiel in Abschnitt 5.4.1
wird diese Technik exemplarisch verwendet.
Man ko¨nnte vermutlich das obige Lemma noch verbessern, und ein f konkret angeben,
in Analogie zu Lemma 1.10. Dies ist aber von eher theoretischem Interesse, da bei der
Anwendung der Methode eine (fu¨r diese Zwecke) gute Abscha¨tzung von min(L(b2,...,bs,pk))
explizit berechnet wird. Im Anschluß wird noch der direkt aus den obigen Betrachtungen
folgende Algorithmus beschrieben:
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Algorithmus 1.13 (p-adische Approximation)
Input: K ≥ Q eine endliche Ko¨rpererweiterung
(1, b2, . . . , bs) eine Z-Basis der Maximalordnung O(K)
Restklassenvertreter b˜i ∈ Z, so daß es eine Einbettung ι : K → Qp gibt mit
ι(bi) + p
kZp = b˜i + pkZp
b ∈ Z/pkZ
1. Berechne mit Hilfe des LLL-Algorithmus [LLL84] eine untere Abscha¨tzung m fu¨r
min(L(b˜2,...,b˜s,pk)).
2. Berechne einen kurzen Vektor (c1, . . . , cs+1) ∈ L(b˜2,...,b˜s,b,pk). Ist 2(c21 + · · ·+c2s+1) > m,
so breche den Algorithmus ab.
3. Setze l = νp(ggT(c1, . . . , cs+1)).
Output: eine p-adische Approximation b′ := 1
cs+1
(c1 + c2b2 + · · · + csbs) mit ι(b′) =
b mod pk−l
Die Abscha¨tzung fu¨r das Minimum aus Schritt 1. ko¨nnte man durch explizites Suchen
des ku¨rzesten Vektors in diesem Gitter verbessern. Dies ist aber fu¨r die betrachteten kleinen
Grade s von K u¨ber Q nicht von praktischem Interesse: Falls die angegebene Schranke nicht
erfu¨llt ist muß man eine p-adische Approximation fu¨r ein gro¨ßeres pk bestimmen und die
Berechnungen von neuem starten.
1.3 Eine kurze Bemerkung zum Gaußalgorithmus
Die folgende Version des Gaußalgorithmus wird im weiteren Verlauf dieser Arbeit beno¨tigt.
Sie eignet sich nach den Erfahrungen dieser Arbeit hervorragend zur wiederholten Lo¨sung
vieler linearer Gleichungssysteme u¨ber einem endlichen Ko¨rper mit derselben linken Seite,
die wesentlich mehr Gleichungen als unabha¨ngige Variablen haben.
Das Verfahren wa¨hlt eine maximal linear unabha¨ngige Teilmenge der Zeilen des Glei-
chungssystems Ax = b, und lo¨st ersatzweise das so reduzierte Gleichungssystem A′x′ = b′,
welches offenbar immer lo¨sbar ist. x′ wird Quasilo¨sung des Gleichungssytems genannt, und
die Abbildung b 7→ Ax′ − b parametrisiert den Kokern des Gleichungssystem. Diese Ei-
genschaft wird fu¨r die Rechnung in Erweiterungsklassen aus H2(G,M) beno¨tigt, weil man
H2(G,M) als Kokern auffassen kann.
In dem weiteren Algorithmus wird diese Verfahrensweise auf die Lo¨sung eines linearen
Gleichungssystems u¨ber dem diskreten Bewertungsring R angewandt.
Algorithmus 1.14 (Version des Gaußalgorithmus)
Input: A ∈ Fm×n eine Matrix, b ∈ Fm×1.
Output: eine Quasilo¨sung x′ des Gleichungssystems Ax = b.
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1. Bestimme eine maximal linear unabha¨ngige Teilmenge der Zeilen von A. Sei αk :
Fm×k → Fr×k die lineare Abbildung, die dem Auswa¨hlen dieser Zeilen entspricht,
und setze A′ := αn(A).
2. Bestimme eine Matrix T ∈ Fr×r derart, daß B := TA′ in vollsta¨ndig Gaußreduzierter
Form ist. Seien i1, . . . , ir die Stufenindices von B.
3. Setze β : Fr×1 → Fn×1 : (x1, . . . , xr) 7→ (0, . . . , 0, x1, 0, . . . , x2, . . .), wobei die Eintra¨ge
jeweils an der ij-ten Stelle stehen.
4. Setze x′ := β(Tα1(b)).
Lemma 1.15 Algorithmus 1.14 liefert eine Lo¨sung x′ des Gleichungssystems Ax = b ge-
nau dann, wenn Ax = b lo¨sbar ist u¨ber F. Genauer ist die Abbildung
ϕ : Fm×1 → Fm×1 : b 7→ Aβ(Tα1(b))− b
eine lineare Abbildung mit Kernϕ = Bild (A) und parametrisiert somit den Kokern von A.
x′ := β(Tα1(b)) heiße Quasilo¨sung des Gleichungssystems Ax = b.
Beweis: Ohne Beschra¨nkung der Allgemeinheit kann angenommen werden, daß A bereits
in Gaussreduzierter Form ist. Dann ist die Aussage aber trivial. 
Bemerkung 1.16 1. Offenbar ha¨ngt die parametrisierende Abbildung in Lemma 1.15
von der Wahl der Zeilen in Schritt 1 ab.
2. Im Hinblick auf die Implementation ist es nu¨tzlich zu bemerken, daß B nach Schritt
2. nicht mehr beno¨tigt wird.
Im weiteren soll noch kurz auf einen Algorithmus eingegangen werden, der den Kern
einer Matrix mod pik berechnet. Dies kann man als Matrixversion der Berechnung und
Nutzung der Ki in Algorithmus 3.21 betrachten. Da der hier ausgefu¨hrte Algorithmus we-
sentlich elementarer ist, gibt er vielleicht auch tieferes Versta¨ndnis fu¨r die Ki. Die Selbst-
beschra¨nkung hierbei soll sein, daß der Gaußalgorithmus nur mod pi ausgefu¨hrt werden
soll wegen der fu¨r diesen Fall vorhandenen effektiven Algorithmen.
Algorithmus 1.17 Sei R ein diskreter Bewertungsing mit maximalem Ideal piR, und F =
R/piR der Restklassenko¨rper.
Input: A ∈ Rm×n, b ∈ Rn×1, k ∈ N.
1. Setze K∞ := Rn×1, b∞ := b, x := 0 ∈ Rn×1.
2. Fu¨r alle i ∈ {0, . . . , k − 1}:
(a) Setze ρi : K∞ → Rn×1/(piRn×1 +
i−1∑
j=0
ρj(Kj)) : x 7→ pi−iAx.
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(b) Bestimme eine F-Basis (ρi(k1i ), . . . , ρi(k
ri
i )) von Bild ρi, und definiere Ki :=
〈k1i , . . . , krii 〉 ≤ Rn×1.
(c) Bestimme ein neues K∞ mit R-Basis u¨ber folgende Vorschrift:
Wa¨hle (k˜1∞, . . . , k˜
d
∞), so daß (k
1
i , . . . , k
ri
i , k˜
1
∞, . . . , k˜
d
∞) eine R-Basis von K∞ ist.
Ist nun pi−i(Ak˜l∞) =
i∑
j=0
ρj(k
l
j) mod pi fu¨r gewisse k
l
j ∈ Kj, so setze kl∞ :=
k˜l∞ −
i∑
j=0
pii−jklj. Setze K∞ := (k
1
∞, . . . , k
d
∞).
(d) Ist b∞ =
i∑
j=0
ρj(k
b
j) mod pi, so setze b∞ :=
1
pi
(b∞−
i∑
j=0
ρj(k
b
j)), x := x−
i∑
j=0
pii−jkbj .
Falls es eine solche Darstellung nicht gibt, ist Ax = b modpii nicht lo¨sbar.
Output: Es ist KernA mod pik = K∞ + piKk−1 + . . . + pik−1K1 + pikK0, und die
Elementarteiler von A sind 1r0 , pir1 , . . ..
x ∈ Rn×1 mit Ax = b mod pik.
Beweis: Offenbar folgt per Induktion sofort, daß ρi wohldefiniert ist in jedem Schritt.
Weiter hat jedes x ∈ Rn×1 eine eindeutige Darstellung als x = k∞ + kk−1 + · · · + k0 mit
ki ∈ Ki und k∞ ∈ K∞, und ρi(ki) = 0 fu¨r ein ki ∈ Ki genau dann, wenn ki ∈ piKi. Per
Induktion wird bewiesen: Ist Ax = 0 mod pil, so ist ki ∈ pil−iKi fu¨r i ≤ l. Fu¨r l = 0 ist
offenbar nichts zu zeigen. Sei nun 0 = Ax = Ak∞ + Akk−1 + · · · + Ak0 = 0 mod pil+1.
Wegen der Induktionsvoraussetzung ist nun ki = pi
l−ik′i fu¨r ein k
′
i ∈ Ki. Dann gilt 0 =
Ak∞+Akk−1 + · · ·+Akl+1 +Ak′l+piAk′l−1 + · · · = Ak′l+piAk′l−1 + · · · modpil+1. Somit folgt
pi−lAk′l + pi
−(l−1)Ak′l−1 + · · · = 0 mod pi, und somit per Induktion nach i: pi−(l−i)Ak′l−i ∈∑(l−i)−1
j=0 ρj(Kj), d. h. ρl−i(k
′
l−i) = 0, und k
′
l−i ∈ piKl−i. Die Behauptung u¨ber die Lo¨sung
von Ax = b folgt a¨hnlich. Zu den Elementarteilern: Sei zuna¨chst k so groß gewa¨hlt, daß
fu¨r jeden Elementarteiler pij von A gilt j < k. Dann bildet offenbar
k∑
j=0
pi−jAKj ein reines
Teilgitter von Kn×1 vom Rang Rang(A), d. h. die Behauptung. 
Fu¨r den Fall, daß Rang(A) mod pi gerade n ist, liefert dieser Algorithmus den in [Par95]
beschriebenen Algorithmus 5.2: In dem zweitem der dort gestellten algorithmischen Pro-
bleme wird gerade nach dem Fall des allgemeinen Ranges gefragt, und es wird hiermit
gelo¨st.
Weiter ist anzumerken, daß dieser Algorithmus sich fu¨r die Berechnung des Kerns einer
Matrix mit relativ hohem Rang mod pi bewa¨hrt hat. Um hieraus einen Algorithmus zur
Bestimmung des Kerns einer rationalen Matrix zu entwickeln muß der obige Algorithmus
mit den Ideen zur p-adischen Approximation aus dem vorherigen Abschnitt kombiniert
werden.
Kapitel 2
Allgemeine Verfahren zur
Konstruktion rationaler
Darstellungen
In diesem Abschnitt sollen einige weitgehend bekannte Verfahren vorgestellt werden, die
dazu dienen, irreduzible Darstellungen einer endlichen Gruppe G zu konstruieren. Zu jedem
Verfahren sollen auch die Grenzen kommentiert werden, die die Anwendung in der Praxis
begrenzen. Grob lassen sich die Verfahren danach klassifizieren, ob sie direkt irreduzible
Darstellung konstruieren, oder aber einen echten Teilmodul eines gegebenen QG-Moduls
konstruieren:
Der erste Teil verallgemeinert ein bekanntes Verfahren ([PlS98],[Min96]), die Darstel-
lung ∆ : H → GLn(K) einer Untergruppe H ≤ G fortzusetzen, falls der Charakter von ∆
vielfachheitenfrei ist. Die Verallgemeinerung sto¨ßt allerdings auf algorithmische Schwierig-
keiten, die na¨her erla¨utert werden.
Der zweite Teil beschreibt das Verfahren aus [PlS96] zur Konstruktion des Endomor-
phismenrings EndQG(M) eines QG-Moduls M . Der QG-Modul M wird dann mittels Suche
von nichtinvertierbaren Elementen in EndQG(M) in einfache Teilmoduln zerlegt.
Der dritte und letzte Teil beschreibt kurz die verbesserte MeatAxe von D. Holt und
S. Rees aus [HoR94]: Hierbei werden Elemente im Nullraum NullM(w) von Elementen in
FG aufgespinnt, die einen echten Teilmodul von M erzeugen oder die Einfachheit von
M beweisen. Dieses Verfahren verallgemeinert den urspru¨nglichen Ansatz der MeatAxe
und funktioniert besser als die Ideen aus Abschnitt 4, ist aber leider auf den Fall endli-
cher Ko¨rper beschra¨nkt. Spa¨ter wird in Abschnitt 5.4.1 eine nu¨tzliche Kombination dieses
Verfahrens mit den Verfahren aus Kapitel 4 und 5 gegeben.
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2.1 Konstruktion von Darstellungen durch Fortsetzen
von Darstellungen von Untergruppen
Eine Mo¨glichkeit globale Darstellungen einer endlichen Gruppe zu konstruieren, ist das
Fortsetzen der Darstellung einer Untergruppe: Sei H ≤ G eine Untergruppe der endlichen
Gruppe G, ∆ : H → GLn(K) eine Darstellung. Ist nun Γ : G→ GLn(L) eine Darstellung
fu¨r L ≥ K mit Γ|H = ∆. Die Frage, welche Teile der Darstellung Γ durch die Wahl
von ∆ bereits festgelegt ist, hat die folgende, einfache Antwort: Es ist LGΓ ein LH-LH-
Bimodul durch Multiplikation von rechts und links, und es gilt LGΓ = LHΓ ⊥ R, wobei ⊥
bezu¨glich der Spurbilinearform gebildet ist, und im diesem Sinne sind die “diagonalen” Teile
der Darstellung in LHΓ eindeutig festgelegt: daru¨berhinaus lassen sich diese allein durch
Kenntnis des Charakters von Γ und ∆ bestimmen. Die in diesem Sinne nicht-“diagonalen”
Teile der Darstellung sind wegen eines einfachen Zentralisatorargumentes fu¨r den Fall, daß
∆ vielfachheitenfrei ist, bis auf skalare Vielfache eindeutig festgelegt. Auch diese lassen
sich u¨ber Charakterformeln bestimmen, sind allerdings algorithmisch so aufwendig, daß sie
sich sicherlich nur in Spezialfa¨llen eignen werden.
U¨brigens ko¨nnen die Betrachtungen hier mit den Algorithmen zum Liften modularer
Darstellungen in Kapitel 3 kombiniert werden: Hieru¨ber wu¨rde sich eine Mo¨glichkeit erge-
ben, diese Lift-Verfahren zu einem vollautomatischen Algorithmus zur Konstruktion von
Darstellungen moderaten Grades zu erweitern.
Die beiden folgenden Sa¨tze liefern die Eindeutigkeit der “diagonalen” Elemente im we-
sentlichen fu¨r den Fall, daß ∆ absolut irreduzibel ist. Die Bemerkung u¨ber die “diagonalen”
Teile la¨ßt auch eine wesentliche Vereinfachung des Beweises von Satz 2.2 zu.
Satz 2.1 ([PlS98], Prop. 3.1) Sei K ein Ko¨rper der Charakteristik 0, G eine endliche
Gruppe, H eine Untergruppe von G, χ ein Charakter von G und ∆ : H → GLn(K) eine
Darstellung von H mit Charakter χ|H . Weiter sei (χ, χ)G = (χ|H , χ|H)H . Dann gilt:
1. Es gibt genau eine Darstellung Γ : G→ GLn(L) mit Charakter χ und Γ|H = ∆, und
L = K[χ(g)|g ∈ G].
2. Ist (b1, . . . , bs) eine Basis von KH∆ mit dualer Basis (b
∗
1, . . . , b
∗
s) bezu¨glich der Spur-
bilinearform. Dann gilt
gΓ =
s∑
i=1
χ(gbi)b
∗
i ,
wobei die lineare Fortsetzung von χ auf KG wieder mit χ bezeichnet wird.
Eine andere Mo¨glichkeit die obige Fortsetzung u¨ber eine explizite Formel zu realisieren
wird durch den folgenden Satz bewerkstelligt:
Satz 2.2 ([Min96], Theorem 1) Sei G eine endliche Gruppe, H eine Untergruppe und
χ ein absolut irreduzibler Charakter von G, so daß χ|H absolut irreduzibel ist. Ist ∆ : H →
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GLn(K) eine Darstellung von H mit Charakter χ|H , dann ist Γ : G→ GLn(L) mit
gΓ =
χ(1)
|H|
∑
h∈H
χ(h−1g)(h∆),
wobei L = K[χ(g)|g ∈ G] und K ein Ko¨rper der Charakteristik 0 ist.
Die Beweisidee bei den obigen Fa¨llen ist einfach die Tatsache, daß die (regula¨re) Spur-
bilinearform auf LGΓ nicht ausgeartet ist, und man somit gΓ u¨ber Spurbildung bestimmen
kann. Diese Aussagen werden nun im folgenden in der Weise verallgemeinert, daß die Vor-
aussetzung an die Einschra¨nkung von χ auf H im wesentlichen fallengelassen wird, und die
Aussage u¨ber die “diagonalen” Teile der Darstellung bleibt erhalten.
Satz 2.3 Sei K ein Ko¨rper der Charakteristik 0, G eine endliche Gruppe und H eine
Untergruppe von G. Es sei χ ein Charakter von G und ∆ : H → GLn(K) eine Darstellung
mit Charakter χ|H . Sei L ein Ko¨rper derart, daß eine Darstellung Γ : G → GLn(L) mit
Charakter χ und Γ|H = ∆ exisiert. Dann gelten die folgende Aussagen:
1. LGΓ ist ein LH-LH-Bimodul durch Multiplikation von links und rechts.
2. Es ist LGΓ = LHΓ ⊥ R als LH-LH-Bimodul, wobei ⊥ bezu¨glich der Spurbilinear-
form definiert ist. Ist gΓ = g1 + r eine Zerlegung in diese Moduln, so gilt
g1 =
s∑
i=1
χ(gbi)b
∗
i , (2.1)
wobei (b1, . . . , bs) eine L-Basis von LHΓ ist dualer Basis (b
∗
1, . . . , b
∗
s) bezu¨glich der
Spurbilinearform ist. Weiter gilt fu¨r den Fall, daß χ irreduzibel mit χ|H vielfachhei-
tenfrei ist:
g1 =
r∑
i=1
ξi(1)
|H|
∑
h∈H
χ(h−1eig)(hei)∆, (2.2)
wobei ξ1, . . . , ξr die absolut irreduziblen Konstituenten von χ|H und ei die zentral
primitiven Idempotente von LH zu den Charakteren ξi von H sind.
Beweis: Aussage 1. ist offenbar klar, und auch der erste Teil der Aussage 2., da LH
eine halbeinfache Algebra ist. Mit Tr bezeichne die gewo¨hnliche Spur einer Matrix in
LGΓ. Sei weiter g1 =
∑s
i=1 aib
∗
i , so gilt offenbar ai =
∑s
j=1 ajδij =
∑s
j=1 ajTr(b
∗
jbi) =
Tr(
∑s
j=1 ajb
∗
jbi) = χ(gbi). Nun zum Beweis der Summenformel (2.2); es ist
Tr(
∑
h∈H
χ(h−1eig)(hei)∆) =
∑
h∈H
χ(h−1eigei)χ(eihei) =
∑
h∈H
Tr((h−1eigei)Γ)χ(eihei).
Weiter ist nun (eigei)Γ ∈ (LH)Γ, d. h. es gibt al ∈ L und hl ∈ H mit (
∑
l alhl)Γ = (eigei)Γ,
und dies fu¨hrt die obige Gleichungskette fort mit
=
∑
h∈H
∑
l
alTr((h
−1hl)Γ)χ(eihei) =
∑
h∈H
∑
l
alχ|H(h−1hl)ξi(h).
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Durch Verwendung der verallgemeinerten Orthogonalita¨trelationen ([Isa76], Theorem 2.13,
p. 19) und der Frobeniusreziprozita¨t ([Isa76],p. 62) erha¨lt man somit
Tr(
∑
h∈H
χ(h−1eig)(hei)∆) =
∑
l
al
|H|
ξi(1)
ξi(hl) =
|H|
ξi(1)
χ(eigei)
fu¨r alle g ∈ G, und somit durch lineare Fortsetzung auch fu¨r alle x ∈ LG. Multipliziert
man die rechte Seite von (2.2) mit bj =
∑
l alhl ∈ LH und nimmt die Spur, so erha¨lt man
Tr(
r∑
i=1
ξi(1)
|H|
∑
h∈H
χ(h−1eig)(heibj)∆) =
Tr(
∑
l
r∑
i=1
ξi(1)
|H|
∑
h∈H
χ(h−1eig)(heialhl)∆) =
∑
l
alTr(
r∑
i=1
ξi(1)
|H|
∑
h∈H
χ((hlh)
−1eihlg)((hlh)ei)∆) =
r∑
i=1
ξi(1)
|H|
|H|
ξi(1)
χ(eigbjei) =
r∑
i=1
χ(eigbjei) = χ(gbj),
was mit (2.1) Aussage 2. impliziert. 
Auch die Teile orthogonal zu LHΓ, also der nichtdiagonalen Term, lassen sich u¨ber
Charakterrechnungen bestimmen: Diese hat aber algorithmisch sehr große Nachteile, da in
der Charakterformel Elemente aus G an zwei verschiedenen Stellen auftreten, was effektiv
einer Doppelsumme u¨ber H entspricht.
Satz 2.4 Sei G eine endliche Gruppe mit Untergruppe H ≤ G, und sei χ ein absolut
irreduzibler Charakter von G. Ist χ|H vielfachheitenfrei mit zentral primitiven Idempotenten
e1, . . . , er, so ist
r⊕
i,j=1
ei(LG)Γej = LGΓ (2.3)
eine Zerlegung von LGΓ in irreduzible LH-LH-Bimoduln. Definiert man gi,j := eigΓej fu¨r
g ∈ G, so gilt offenbar g1 =
r∑
i=1
gi,i fu¨r das g1 aus Satz 2.3, 2. Sei nun die Darstellung
∆ in ausreduzierter Form gegeben, d. h. h∆ = Diag(h∆1, . . . , h∆r), wo ∆i die absolut
irreduziblen Konstituenten von ∆ mit Grad ni sind. Offenbar entspricht die Zerlegung von
LGΓ in (2.3) genau einer Blockzerlegung von LGΓ. Sei bk,li,j die Standardbasis von eiLGΓej.
Seien weiter g, h ∈ G mit gi,j =
∑
ck,lb
k,l
i,j und hj,i =
∑
do,pb
o,p
j,i , so gilt
ck,ldo,p = χ(b
p,k
i,i gb
l,o
j,jh)
fu¨r alle 1 ≤ k, p ≤ ni und 1 ≤ l, o ≤ nj. Weiter ist C := CLn×n(HΓ) ∼= ⊕rL, und
C∗ operiert transitiv auf den mo¨glichen Fortsetzungen von ∆. Ist also do,p 6= 0 fu¨r ein
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1 ≤ o ≤ nj, 1 ≤ p ≤ ni, so kann do,p = 1 angenommen werden, und obige Formel liefert
eine Mo¨glichkeit, die Fortsetzung Γ explizit zu berechnen.
Beweis: Da χ|H vielfachheitenfrei ist, folgt offenbar die Aussage u¨ber C := CLn×n(HΓ),
und C∗ operiert auf den mo¨glichen Fortsetzungen von ∆ transitiv. Seien nun g, h ∈ G,
dann gilt
ck,ldo,p = Tr(b
1,k
i,i ei(gΓ)ejb
l,1
j,jb
1,o
j,j ej(hΓ)eib
p,1
i,i ) = Tr(b
1,k
i,i (gΓ)b
l,1
j,jb
1,o
j,j (hΓ)b
p,1
i,i )
= Tr(bp,1i,i b
1,k
i,i (gΓ)b
l,1
j,jb
1,o
j,j (hΓ)) = Tr(b
p,k
i,i (gΓ)b
l,o
j,j(hΓ)) = χ(b
p,k
i,i gb
l,o
j,jh).
Weiter ist zu beachten, daß bl,ki,j ∈ LH∆ genau dann, wenn i = j, d. h. obige Charakterfor-
mel ist effektiv auswertbar. 
Die obige Charakterformel ist effektiv auswertbar, da sowohl bp,ki,i als auch b
l,o
j,j Elemente
von LHΓ sind. Zur Auswertung dieser Formeln wird man oft g = h wa¨hlen, und somit
unter der Annahme ck,l 6= 0, also ohne Beschra¨nkung der Allgemeinheit ck,l 6= 1, eine
Fortsetzung g∆ berechnen.
Bemerkung 2.5 1. Sei G eine endliche Gruppe, und H ≤ G eine Untergruppe, so
daß G = 〈g1, . . . , gs, H〉, und seien die Bezeichnungen wie in Satz 2.3und 2.4. Zu
1 ≤ i, j ≤ r gibt es ein gl ∈ {g1, . . . , gs} und 1 ≤ o ≤ nj, 1 ≤ p ≤ ni mit do,p 6= 0.
2. Analog zu den Verfahren fu¨r den irreduziblen Fall, d. h. Satz 2.1 und 2.2, erha¨lt man
auch hier Aussagen hinsichtlich der Minimalita¨t des Ko¨rpers L zur Konstruktion
einer Darstellung mit Charakter χ. Diese Argumentationen sind allerdings wesentlich
sta¨rker einzelfallabha¨ngig als fu¨r Satz 2.1, insbesondere fu¨r den Fall, daß Schurindices
auftreten.
Das folgende Beispiel zeigt, daß diese Art der Fortsetzung auch wirklich praktisch
durchfu¨hrbar ist, auch wenn es in diesem Falle bessere Mo¨glichkeiten ga¨be, diese Dar-
stellung der M11 u¨ber einem minimalen Zerfa¨llungsko¨rper zu konstruieren.
Beispiel 2.6 Sei M11 = 〈a := (2, 10)(4, 11)(5, 7)(8, 9), b := (1, 6)(2, 5)(4, 11)(7, 10), c :=
(1, 7, 4, 11, 6, 10)(2, 8, 3)(5, 9)〉 und H = S5 = 〈b, c〉. M11 hat einen Charakter χ3 mit Cha-
rakterko¨rper Q[i2 :=
√−2], und χ3|H zerfa¨llt in einen 4- und einen 6-dimensionalen Cha-
rakter mit Charakterko¨rper Q mit den Darstellungen
b 7→

0 0 −1 0
0 −1 0 0
−1 0 0 0
0 0 0 −1
, c 7→

0 0 1 −1
−1 0 1 0
0 0 1 0
0 −1 1 0
,
b 7→

0 0 −1 0 0 0
0 −1 0 0 0 0
−1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
, c 7→

0 1 0 −1 0 1
0 0 0 0 0 1
0 −1 0 0 0 0
0 0 1 0 −1 1
1 −1 1 0 0 0
0 0 1 0 0 0
.
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Da die Dimensionen der involvierten Darstellungen sehr klein sind, liefert eine kurze Rech-
nung die Fortsetzung: Man erha¨lt eine Darstellung fu¨r M11 u¨ber dem Charakterko¨rper durch
a 7→ 1
10

−2 + 2i2 −2− 2i2 2 + 2i2 −4i2 3 3− i2 3 1− i2 −1− i2 1
2i2 −2− 2i2 2i2 −2 −4 4 + 2i2 −4 −2i2 0 2i2
2 + 2i2 −2− 2i2 −2 + 2i2 −4i2 −3 3− i2 −3 −1 1 + i2 −1 + i2
4i2 −4− 4i2 4i2 2− 2i2 0 0 0 −2i2 0 2i2
2 −4− 2i2 −6 + 2i2 4 + 2i2 −6− i2 −i2 4− i2 2i2 −2− i2 2− 4i2
2 + 4i2 4− 8i2 2 + 4i2 −4 + 4i2 −2− 2i2 −2i2 −2− 2i2 5i2 0 −5i2
−6 + 2i2 −4− 2i2 2 4 + 2i2 4− i2 −i2 −6− i2 −2 + 4i2 2 + 1i2 −2i2
6 + 6i2 0 −6− 6i2 4i2 −2− 2i2 −2i2 −2− 2i2 3i2 2− 4i2 −2− 1i2
−2 + 8i2 0 2− 8i2 0 0 0 0 2 + 3i2 −4− 2i2 2 + 3i2
6 + 6i2 0 −6− 6i2 −4i2 2 + 2i2 2i2 2 + 2i2 −2− i2 2− 4i2 3i2

,
wobei die beiden anderen Erzeuger auf die jeweilige Blockdarstellung abbilden.
Ein wesentliches Problem dieser Verallgemeinerung der obigen Resultate aus algorith-
mischer Sicht ist, daß Elemente aus G in der Charakterformel an zwei verschieden Stellen
vorkommen, d. h. das dieses nicht mehr als linear angesehen werden kann. Daher ist auch
nicht zu erwarten, daß dieser Ansatz sich zur Konstruktion irreduzibler Darstellungen ei-
ner endlichen Gruppe wirklich bewa¨hren wird. In Spezialfa¨llen, wenn zum Beispiel die zu
konstruierende Darstellung auf einer Untergruppe in sehr viele Konstituenten zerfa¨llt, mag
diese Bemerkung allerdings interessant sein.
2.2 Ein direktes Verfahren zur Berechnung von En-
domorphismen des QG-Moduls M
Eine Mo¨glichkeit zur Ausreduktion rationaler Darstellungen wurde von Plesken und Sou-
vignier in [PlS96] vorgeschlagen. Hierbei werden im Gegensatz zu den Verfahren aus dem
na¨chsten Abschnitt 2.3 fu¨r einen QG-Modul M nicht direkt invariante Teilmoduln kon-
struiert, sondern zuna¨chst Endomorphismen von M , und Nichteinheiten hierin ergeben
eine Zerlegung von M in Teilmoduln. Hier wird diese Methode nur der Vollsta¨ndigkeit der
Beschreibung wegen angegeben.
Die Methode zur Bestimmung des Endomorphismenringes basiert auf folgendem Satz
Satz 2.7 ([PlS96], Theorem 2.1) Sei G eine endliche Gruppe, M ein endlich dimen-
sionaler CG-Modul, 1 ∈ E ⊆ G ein Erzeugendensystem. Setze
ρ : M →M : m 7→ 1|G|
∑
g∈G
mg, (2.4)
dann ist ρ eine CG-Projektion von M auf den Fixraum FixG(M) der Operation auf M .
Weiter ist
ρE : M →M : m 7→ 1|E|
∑
g∈G
mg
eine Abbildung mit limn→∞ ρnE = ρ.
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Dieser Satz findet in unserem Zusammenhang Anwendung im wesentlichen zur Kon-
struktion von Endomorphismen eines gegebenen QG-Moduls M , und zwar u¨ber die folgen-
den Operationen, die alle die Beweisidee des Satzes von Maschke benutzen:
Bemerkung 2.8 Sei G eine endliche Gruppe, ϕ : G → GLn(Q) eine Darstellung mit
zugeho¨rigem QG-Modul M .
1. G operiert auf Qn×n via
xg := (g−1ϕ)x(gϕ),
und der Fixraum dieser Operation ist der Zentralisatorring CQn×n(QGϕ).
2. Schra¨nkt man die Operation aus 1. auf QGϕ ein, so ist der Fixraum das Zentrum
Z(CQn×n(QGϕ)) des Zentralisatorringes.
3. G operiert auf Qn×n via
xg = (gϕ)−1x(gϕ)−tr,
und der Fixraum ist der Formenraum FQ(M). Weiter bildet ρ aus (2.4) die symme-
trischen bzw. antisymmetrischen Formen in sich ab und bildet positiv definite Formen
auf ebensolche ab.
Sind hierbei die Darstellungen von G ganzzahlig gewa¨hlt, d. h. durch Operation auf
einem G-invarianten Gitter, und ist m ∈ Zn×n, so sind die Nenner von ρ(m) aus (2.4)
offenbar durch |G| beschra¨nkt. Es ist also mo¨glich die Nenner der jeweiligen Approximation
von ρnE(m) durch Kettenbruchentwicklung analog zu Bemerkung 1.8 zu bestimmen.
Um einen gegebenen QG-Modul M in seine einfachen Konstituenten zu zerlegen, wird
nun folgende Strategie verwendet:
Am Anfang der Berechnungen werden einige Elemente von
Z(EndQG(M)) ∼= K1 ⊕ · · · ⊕Kr
bestimmt. Finden sich hierdurch nicht-diagonale Elemente, so kann man M zerlegen als
M = Me ⊕M(1 − e) fu¨r ein gewisses zentrales Idempotent e ∈ QG. In [PlS96] werden
auch Hinweise fu¨r die Wahl des Startwertes x ∈ QG fu¨r die Operation aus 2. gegeben.
Also kann im folgenden angenommen werden, daß M ein homogener QG-Modul ist, d.
h. M = Me fu¨r ein zentral primitives Idempotent e von QG. Also ist EndQG(M) eine einfa-
che Q-Algebra, und u¨ber die Operation aus 1. werden nun Elemente aus A := EndQG(M)
bestimmt. Anschließend muß entschieden werden, ob A eine K-Divisionsalgebra ist. Ist
dies der Fall, so ist M ein einfacher QG-Modul. Ist dies nicht der Fall, so gibt einem eine
Nichteinheit in A eine Zerlegung von M , und die Prozedur beginnt von neuem. Allge-
mein verlangt diese Analyse nach p-adischen Methoden, allerdings werden in [PlS96] fu¨r
Spezialfa¨lle kleinen Grades von [A : Q] direkte Lo¨sungsmo¨glichkeiten angegeben.
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2.3 Die verbesserte MeatAxe
Ein besonders interessantes Verfahren zur Entscheidung der Irreduzibilita¨t einer F-Dar-
stellung ϕ fu¨r eine Gruppe G und einen endlichen Ko¨rper F ist die Verbesserung der
originalen MeatAxe [Par84] durch D. Holt und S. Rees. Die Darstellung in diesem Ab-
schnitt verku¨rzt im wesentlichen [HoR94]: Ist M ein FG-Modul fu¨r einen endlichen Ko¨rper
F, so werden zufa¨llig Elemente ξ ∈ FG ≤ EndF(M) gewa¨hlt: Ist ξ ein nichtinvertierba-
res Element, so kann u¨ber den Norton Irreduziblitita¨tstest (Lemma 2.9) im wesentlichen
u¨ber Aufspinnen aller Vektoren in NullM(p(ξ)) die Einfachheit von M entschieden werden.
Diese Idee der MeatAxe [Par84] wird nun um folgende U¨berlegung erweitert: Ist p ∈ F[x]
ein einfacher, irreduzibler Faktor des charakteristischen Polynoms von ξ, so operiert ξ auf
NullM(p(ξ)) irreduzibel, und die Bedingung muß nur fu¨r ein 0 6= m ∈ NullM(p(ξ)) u¨ber-
pru¨ft werden. Lemma 2.11 zeigt weiterhin, daß in FG mindestens 1/7 der Elemente einen
solchen Faktor des charakteristischen Polynoms besitzen oder einen invarianten Teilraum
konstruieren, falls eine bestimmte Konfiguration ausgeschlossen wird.
Mit diesem Verfahren kann man unter Benutzung der Techniken aus den Abschnitten
4 und 5 auch rationale Darstellungen einer endlichen Gruppe G konstruieren. In Abschnitt
5.4.1 wird ein Beispiel fu¨r diese Techniken gegeben.
Weiterhin ist die Methode weitgehend unabha¨ngig von der Ordnung |F| des endlichen
Ko¨rpers. Allein diese Bemerkung legt eine Anwendung auf globale Ko¨rper nahe. Die Kern-
beobachtung ist der Nortonsche Irreduziblitita¨tstest:
Lemma 2.9 (vgl. [HoR94]) Sei M ein FG-Modul fu¨r eine Gruppe G und ξ ∈ FG. Be-
zeichne mit Nξ := NullM(ξ) := {m ∈ M |mξ = 0} und N∗ξ = NullM∗(ξ) die Nullra¨ume
von ξ in M bzw. M∗. Ist Nξ 6= 0, so ist M einfach genau dann, wenn
1. fu¨r jedes 0 6= v ∈ Nξ ist vFG = M , und
2. es gibt 0 6= w ∈ N∗ξ mit wFG = M .
Falls M nicht einfach ist, so wird in 1. oder 2. ein nichttrivialer Teilmodul konstruiert.
Bedingung 2 kann fallengelassen werden, falls FG eine halbeinfache F-Algebra ist.
Die urspru¨ngliche Strategie der MeatAxe [Par84] besteht darin, zufa¨llig Elemente ξ ∈
FG zu wa¨hlen, die einen mo¨glichst kleinen Nullraum Nξ ≤F M haben (vorzugsweise 1-dim-
ensionalen), und somit zu entscheiden, ob M einfach ist. Fu¨r die Konstruktion irreduzibler
Darstellungen der endlichen einfachen Gruppen hat sich dieses Verfahren sehr bewa¨hrt,
insbesondere fu¨r F = F2. Ist M einfach, so ist die Wahrscheinlichkeit, ein Element mit
nichttrivialem Nullraum zu finden etwa 1/|F|, und dies zeigt auch schon das Problem
fu¨r gro¨ßere endliche Ko¨rper. Ist u¨berdies M einfach aber nicht absolut einfach, so ist die
minimale Dimension eines nichttrivialen Nξ gerade r = dim EndFG(M), und die Bedingung
1. erfordert die U¨berpru¨fung von |F|r − 1 Elementen.
D. Holt und S. Rees umgehen das Problem durch weitere Analyse des zufa¨lligen Ele-
mentes ξ ∈ FG, insbesondere durch Berechnung des charakterischen Polynoms von ξ ∈
EndF(M):
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Definition 2.10 Sei G eine Gruppe, M ein FG-Modul, θ := ξ ∈ EndF(M). Sei p1 . . . pr =
χθ ∈ F[X] eine Faktorisierung des charakteristischen Polynoms in irreduzible Faktoren.
Dann heißt pi ein guter Faktor, falls dim Kern pi(θ) = deg pi.
Elemente θ mit gutem Faktor p des charakteristischen Polynoms sind nu¨tzlich, weil θ
auf Np(θ) irreduzibel operiert. Fu¨r diese Elemente kann man Bedingung 1. aus Lemma 2.9
durch die Bedingung
1’. ist p ein guter Faktor von χθ, und fu¨r ein 0 6= v ∈ Np(θ) ist vFG = M .
ersetzt werden, was offensichtlicher Weise ein erheblicher Vorteil ist. Bedingung 2 bleibt
unvera¨ndert.
Der Algorithmus zur Entscheidung der Einfachheit des FG-Moduls M bestimmt nun ein
zufa¨lliges Element θ := ξ. Anschließend wird das charakteristische Polynom χθ = p1 · · · pr
berechnet und Faktorisiert. Fu¨r jeden dieser Faktoren werden die Bedingungen 1 und 2
aus Lemma 2.9 fu¨r jeweils ein v u¨berpru¨ft. Ist hierbei kein Teilmodul von M konstruiert
worden und ist pi ein guter Faktor des charakteristischen Polynoms, so ist die Einfachheit
von M entschieden.
Im weiteren wird die Wahrscheinlichkeit abgescha¨tzt, mit der eine Entscheidung zu
erwarten ist, und zwar durch:
Lemma 2.11 ([HoR94]) Ist F ein endlicher Ko¨rper, G eine Gruppe und M ein FG-
Modul, so daß M die folgende Bedingung nicht erfu¨llt: M ist reduzibel, M/Rad(M) einfach
aber nicht absolut einfach, und M hat nur isomorphe Kompositionsfaktoren. Sei A = FG ≤
EndF(M), dann entscheiden mindestens 1/7 der Elemente in A die Einfachheit von M .
Diese Methode lo¨st offenbar das Problem der Konstruktion invarianter Teilra¨ume eines
FG-Moduls M .
Zu Bemerken ist, das der Ausnahmefall in obigem Lemma u¨ber Q nicht auftritt, da
QG nach dem Satz von Maschke 1.4 halbeinfach ist fu¨r eine endliche Gruppe G. Allerdings
ist diese Methode auf die Zerlegung von QG-Moduln deshalb nur schwer anzuwenden, da
schon die Berechnung des charakteristischen Polynoms von θ u¨ber Q nur schwer mo¨glich
ist. Die Faktorisierung dieses Polynoms ist dann in der Regel eine unu¨berwindliche Hu¨rde.
28 KAPITEL 2. ALLGEMEINE VERFAHREN
Kapitel 3
Liften modularer Darstellungen
Ziel dieses Kapitels ist es, ein praktisch durchfu¨hrbares Verfahren anzugeben, mit dem,
ausgehend von einer endlich pra¨sentierten Gruppe G und einer modularen Darstellung
ϕ1 : G→ GLn(F), eine Darstellung ϕk : G→ GLn(R/pikR) fu¨r einen geeigneten diskreten
Bewertungsring R mit maximalem Ideal piR und Restklassenko¨rper F := R/piR konstruiert
werden kann. Fu¨r jeden R-Modul M sei Mk := M/pi
kM , und setze Rk := R/pi
kR. Fu¨r
zwei Rk-Darstellungen ϕ und ψ der Gruppe G bezeichne mit ϕ ∼pil ψ die A¨quivalenz der
Darstellungen mod pil, d. h. es gibt ein X ∈ GLn(Rk) mit X(gϕ)X−1 ≡ gψ modpil fu¨r ein
l ≤ k.
Weiterhin werden in Abschnitt 3.3.2 auch Hinweise fu¨r die Wahl von ϕ1 gegeben. Diese
Darstellung ϕk dient dann als Input fu¨r die Verfahren aus Kapitel 5, die rationale Darstel-
lungen hieraus konstruieren.
Die Grundidee ist die folgende Beobachtung: Sei G = 〈g1, . . . , gr|r1, . . . , rs〉 eine endlich
pra¨sentierte Gruppe, dann ist fu¨r einen Relator t das Gleichungssystem
(gR1 , . . . , g
R
r )t = 1
zwar hochgradig nichtlinear. Sind aber gRi ∈ Rn×n so gewa¨hlt, daß ϕk : G→ GLn(R/pikR) :
gi 7→ gRi + pikRn×n eine Darstellung ist, dann ist fu¨r jeden Relator t die Abbildung
et :
(Rn×n/pikRn×n)r → pikRn×n/pi2kRn×n
(x1, . . . , xr) 7→ (pikx1 + gR1 , . . . , pikxr + gRr )t− (gR1 , . . . , gRr )t+ pi2kRn×n
eine R/pikR-lineare Abbildung, die nur von gRi modpi
k, d. h. von ϕk, abha¨ngt.
Beispiel 3.1 Sei G = 〈g1, . . . , gr〉 eine Gruppe und gi habe die Ordnung m. Dann gilt
(x1, . . . , xr)egmi =
∑m
j=1 pi
k(gRi )
m−jxi(gRi )
j + pi2kRn×n.
Diese Betrachtung zeigt, daß das Liften einer modularen Darstellung ϕ1 der endlich
pra¨sentierten GruppeG zu einer Darstellung u¨ber dem RingR/pilR durch sukzessives Lo¨sen
von R/pikR-linearen Gleichungssystemen geschehen kann. Eine Lo¨sung u¨ber R anzugeben
ist dann wiederum wesentlich schwieriger, fu¨r die beabsichtigte Anwendung aber auch
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nicht notwendig. Allerdings ist mit dem oben skizzierten Verfahren offenbar die Anzahl der
Gleichungen und der Unbekannten schon fu¨r moderaten Grad n der zu konstruierenden
Darstellung sehr hoch. Ziel dieses Kapitels wird es sein, ein Verfahren zu beschreiben, das
auch in vielen Fa¨llen praktisch durchfu¨hrbar ist, und Ergebnisse liefert, die mit anderen
Verfahren nur schwer oder gar nicht zu erhalten wa¨ren.
Im folgenden sei ϕk immer eine Darstellung von G modpi
k mit ϕk : G→ GLn(R/pikR) :
gi 7→ gRi + pikRn×n fu¨r fest gewa¨hlte Vertreter gRi ∈ Rn×n.
Mit dem hier vorgestellten Verfahren wurden im Zusammenhang mit der vorliegenden
Arbeit alle rationalen Darstellungen der endlichen, sporadisch einfachen Gruppen bis zum
Charaktergrad 250 konstruiert. Diese Darstellungen sind online erha¨ltlich unter [Wil01].
Weiterhin haben sich die Verfahren auch fu¨r die Konstruktion anderer Darstellungen, vor-
nehmlich von U¨berlagerungsgruppen, bewa¨hrt.
3.1 Allgemeiner Teil
Der erste Schritt auf dem Weg zu ganzzahligen Darstellungen der endlichen Gruppe G ist
die Rekonstruktion einer p-adischen Darstellung aus ihren modularen Konstituenten fu¨r
eine Primzahl p. Daß dies u¨berhaupt prinzipiell mo¨glich ist, zeigt der folgende Satz von J.
Maranda:
Satz 3.2 ([CuR81], p. 630) Sei G eine endliche Gruppe, R ein diskreter Bewertungsring
mit maximalem Ideal piR. Setze k0 := νpi(|G|), und sei weiter k > 2k0. Setze Rk := R/pikR
und fu¨r jeden R-Modul M definiere Mk := M/pi
kM . Sei M ein RG-Gitter, so daß Mk ein
RkG-Gitter X entha¨lt, das ein Rk-direkter Summand von Mk ist. Dann gibt es auch in M
einen R-direkten Summanden, der RG-Gitter ist und isomorph zu X mod pik−k0 ist.
Eine fu¨r unsere Zwecke zentrale Aussage des obigen Satzes ist, daß fu¨r k > 2k0 jede
R/pikR-Darstellung von G a¨quivalent ist zu einer R-Darstellung von G mod pik−k0 :
Folgerung 3.3 Sei G eine endliche Gruppe, R ein diskreter Bewertungsring mit maxima-
lem Ideal piR, k0 := νpi(|G|), und sei k > 2k0. Weiter sei ϕk : G → GLn(R/pikR) eine
R/pikR-Darstellung von G. Dann gibt es eine R-Darstellung ϕ : G → GLn(R), so daß ϕ
a¨quivalent zu ϕk ist mod pi
k−k0.
Beweis: Vermo¨ge ϕk wird (R/pi
kR)n zu einem RkG-Modul M , aufgefaßt als RG-Modul.
Sei  : P → M die RG-projektive Hu¨lle von M , insbesondere ist P ein RG-Gitter. Kern 
ist dann ein Rk-direkter Summand von Pk, somit entha¨lt nach Satz 3.2 P einen R-direkten
Summanden L und G operiert auf P/L a¨hnlich zu der Operation auf M mod pik−k0 . 
Im Hinblick auf diese Folgerung scheint die nachfolgende Definition natu¨rlich zu sein:
Definition 3.4 Sei R ein diskreter Bewertungsring mit maximalem Ideal piR, G eine
Gruppe, k > 0 und ϕk : G→ GLn(R/pikR) eine Darstellung.
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1. ϕk heißt liftbar genau dann, wenn es eine Darstellung ϕ : G → GLn(R) gibt mit
ϕ ≡ ϕk mod pik.
2. ϕk heißt Sackgasse genau dann, wenn ϕk nicht liftbar ist. Weiterhin heißt ein mini-
males k0, so daß ein ϕ : G→ GLn(R) existiert mit ϕ ≡ ϕk mod pik−k0, die Tiefe der
Sackgasse. Existieren ein solches k0 und ϕ nicht, so heiße die Tiefe der Sackgasse
∞.
Folgerung 3.3 liefert fu¨r die algorithmische Betrachtung zwei wichtige Aussagen: Es gibt
einen kritischen Exponenten k0 derart, daß fu¨r k˜ := 2k0 bewiesen werden kann, daß die
konstruierte Darstellung “von einer Darstellung u¨ber R kommt”. Ein zweiter, mindestens
ebenso wichtiger Punkt ist, daß die Tiefe der Sackgassen begrenzt ist (wiederum durch k0).
Die relativ große Konstante νpi(|G|) aus Satz 3.2 ist jedoch nur eine grobe Abscha¨tzung,
die in der Praxis selten auftritt. Die Algorithmen 3.21 und 3.35 bestimmen daru¨berhinaus
zusammen mit der berechneten Darstellung explizit einen solchen Exponenten.
Bemerkung 3.5 Sei G eine endliche Gruppe und B ein Block von FG. Setze
k0 := max{νpi( |G|
χ(1)
)|χ absolut irreduzibler Charakter im Block B},
d. h. fu¨r den Defekt d(B) des Blockes B gilt k0 = νpi(p
d(B)). Weiter sei eine Rk-Dar-
stellung ϕk : G → GLn(R/pikR) gegeben, so daß ϕk mod pi nur Konstituenten in B hat,
und sei k > 2k0. Dann gibt es eine Darstellung ϕ : G → GLn(R) so daß ϕ a¨quivalent
zu ϕk mod pi
k−k0 ist. Ist insbesondere B ein Block vom Defekt 0, so liftet jede modulare
Darstellung eindeutig.
Beweis: Sei wiederum M der durch ϕk induzierte G-Modul,  : P →M die RG-projektive
Hu¨lle von M , und sei e das Blockidempotent zu B. Dann gilt Pe = P und P (1− e) = 0,
und somit ist wegen ([CuR81], Theorem 29.9) pik0Ext1RG(P,N) = 0 fu¨r alle RG-Gitter N .
Dies ist genau die Eigenschaft, die im Beweis von Satz 3.2 gefordert wird, und somit folgt
die Behauptung. 
Jetzt soll noch einmal konkreter auf die in der Einleitung erwa¨hnte Linearita¨t des
Liftprozesses eingegangen werden: Fu¨r eine gegebene Darstellung ϕk : G → GLn(R/pikR)
eine Darstellung ϕk+l : G→ GLn(R/pik+lR) zu finden mit ϕk ≡ ϕk+l mod pik ist ein R/pilR-
lineares Problem fu¨r jedes l ≤ k. Dies macht eine algorithmische Behandlung u¨berhaupt
erst mo¨glich und la¨ßt sich am besten durch die folgende Betrachtung zeigen:
Bemerkung 3.6 Sei G eine Gruppe, und ϕk : G→ GLn(R/pikR) eine treue Darstellung,
dann gilt:
1. Rn×n/pilRn×n wird durch Konjugation xg := (g−1ϕk)x(gϕk) zu einem RG-Modul fu¨r
jedes l ≤ k.
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2. (I + pikRn×n)/(I + pik+lRn×n) ist ein R/pilRG-Modul bezu¨glich der Konjugationsope-
ration (1 + pikx)g := 1 + pik(g−1)ϕkx(g)ϕk fu¨r jedes l ≤ k, und die Abbildung
Rn×n/pilRn×n → (I + pikRn×n)/(I + pik+lRn×n) : x 7→ 1 + pikx
ist ein RG-Modulisomorphismus.
3. Sei
H := ((G)ϕk)(I + pi
kRn×n)/(I + pik+lRn×n) ≤ GLn(R/pik+lR),
dann ist H eine Erweiterung von G mit dem Modul (I + pikRn×n)/(I + pik+lRn×n),
und entspricht somit einem 2-Kozykel in H2(G, (I + pikRn×n)/(I + pik+lRn×n)).
4. Ist ϕk+l : G→ GLn(R/pik+lR) eine Darstellung mit ϕk+l ≡ ϕk mod pik, so ist (G)ϕk+l
ein Komplement zu (I + pikRn×n)/(I + pik+lRn×n) in H aus 3, der 2-Kozykel ist ein
2-Korand und la¨ßt sich durch ϕk+l beranden.
Offenbar ist somit das Liften einer Darstellung das Beranden eines durch diese Darstel-
lung gegebenen Moduls, wobei der Konjugationsmodul die folgende Struktur hat:
Bemerkung 3.7 (Vergl. [CuR81], Prop. 25.10) Der FG-Modul aus 3.6 ist fu¨r l = 1
isomorph zu M∗⊗M , wo M durch ϕk (modpi) gegeben ist. Weiter gilt fu¨r FG-Moduln M1
und M2, daß Ext
1
FG(M1,M2)
∼= H1(G,M∗1 ⊗M2) ist.
Es ist zweckma¨ßig, hier noch einige einleitende Bemerkungen zur Behandlung von Sack-
gassen auszufu¨hren:
Der Roggenkamp-Trick [Wur93], eine Strategie zur Vermeidung von Sackgassen, ist,
eine gegebene Darstellung ϕk zuna¨chst soweit zu liften, wie dies linear mo¨glich ist, d. h. bis
ϕ2k, und dann alle mo¨glichen ϕ2k nur modulo pi
k+1 zu betrachten. Wegen der nachfolgenden
Bemerkung erha¨lt man potentiell weniger Lifts, die fu¨r die weitere Betrachtung interessant
sind. Ist G endlich und ϕk eine liftbare Darstellung von G mit k > k0, so konstruiert dieses
Verfahren nur liftbare Darstellungen ϕk+1.
Bemerkung 3.8 (Analyse des Roggenkamp-Trick) Sei G eine Gruppe mit Darstel-
lung ϕk : G→ GLn(R/pikR). Wegen Bemerkung 3.6 bildet die Menge der Lifts
L1 := {ϕk+1 : G→ GLn(R/pik+1R)|ϕk+1 ≡ ϕk mod pik}
einen affinen Raum u¨ber dem Restklassenko¨rper R/piR (mit Translationsraum C1(G, I +
pikRn×n/I + pik+1Rn×n)) und
Lm := {ϕk+1 : G→ GLn(R/pik+1R)|ϕk ≡ ϕk+1 mod pik und es gibt
ϕk+m : G→ GLn(R/pik+mR) mit ϕk+m ≡ ϕk+1 mod pik+1}
einen affinen Teilraum fu¨r alle m ≤ k.
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Diese Bemerkung zeigt eine sehr gute Strategie, Sackgassen beim Liften zu vermeiden.
Die Schwierigkeit bei der Anwendung des aus dieser Bemerkung resultierenden Verfahrens
ist neben dem hohen Speicherplatzbedarf, daß die Arithmetik fu¨r endliche Ko¨rper wesent-
lich ausgereifter ist als fu¨r allgemeinere Ringe R/pikR. Weiterhin sind Standardalgorithmen
der linearen Algebra, wie z. B. Gaußalgorithmen, wesentlich schneller.
Die Sichtweise des Roggenkamp-Tricks 3.8 liefert weiterhin auch eine gewisse Gleich-
fo¨rmigkeit der Sackgassen, wie die folgende Bemerkung zeigt:
Bemerkung 3.9 (Uniformita¨t der Sackgassen) Sei G eine endliche Gruppe, ϕ : G→
GLn(R) eine treue Darstellung von G. Dann gibt es fu¨r jedes r mit r ≤ min{l0, l1} eine
Bijektion zwischen
L0 :=
{
ϕ′ : G→ GLn(R/pil0+rR)|ϕ′ ≡ ϕ mod pil0
}
und
L1 :=
{
ϕ′ : G→ GLn(R/pil1+rR)|ϕ′ ≡ ϕ mod pil1
}
.
Auf diese Uniformita¨t wird in den Algorithmen 3.21 und 3.35 genauer eingegangen.
Beweis: Wegen Bemerkung 3.6, 4. ist L0 ∼= C1(G, I + pil0Rn×n/I + pil0+rRn×n) und L1 ∼=
C1(G, I+pil1Rn×n/I+pil1+rRn×n). Weil r ≤ min{l0, l1}, folgt I+pil0Rn×n/I+pil0+rRn×n ∼=RG
I + pil1Rn×n/I + pil1+r und somit L0 ∼= L1. 
Ein Hauptteil des Restes dieses Kapitels ist, Algorithmen zu entwickeln, die das Problem
der Sackgassen weitgehend lo¨sen und dabei ausschließlich Gleichungssysteme u¨ber F =
R/piR lo¨sen.
3.2 Ein Verfahren zur Berechnung von Ext1(M1,M2)
Fu¨r diesen Abschnitt sei G eine (endlich pra¨sentierte) Gruppe, F ein (endlicher) Ko¨rper
und M , M1 und M2 Moduln fu¨r FG. Es wird ein Verfahren vorgestellt, Bestimmungsglei-
chungen fu¨r C1(G,M∗1 ⊗M2) zu berechnen, die das wiederholte Beranden verschiedener
2-Kora¨nder erlauben. Weiter wird eine Basis von H1(G,M∗1 ⊗M2) bestimmt. Dies ist, wie
in der Einleitung dieses Kapitels ausgefu¨hrt, ein wesentlicher Teil des Liftens modularer
Darstellungen.
Hauptaugenmerk beim Entwurf und der Implementation dieses Algorithmus lag in der
mo¨glichst effektiven Verwendung des zur Verfu¨gung stehenden Speicherplatzes gepaart mit
dem Ziel, effektive Implementationen, vornehmlich des Gaußalgorithmus, zuzulassen.
Zuna¨chst jedoch einige klassische Bemerkungen zur Berechnung von 1-Kohomologie-
gruppen:
Definition 3.10 1. (vgl. [Hup67], Satz 16.11) Sei G eine Gruppe und M ein G-Modul.
Weiter sei ν : G→M eine Abbildung. Die Abbildung
iν : G×G→M : (g, h) 7→ (gν)h+ (h)ν − (gh)ν
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heißt der von ν induzierte 2-Korand. Ist iν = 0, so heißt ν ein 1-Kozykel oder
eine Derivation. Alle 1-Kozykeln der Form g 7→ m(g − 1) fu¨r ein m ∈ M hei-
ßen 1-Kora¨nder oder innere Derivationen. Bezeichne mit Bj(G,M) die Menge der
j-Kora¨nder fu¨r 1 ≤ j ≤ 2, und mit C1(G,M) die Menge der 1-Kozykeln, die
durch komponentenweise Addition zu einem R-Modul werden. Setze H1(G,M) :=
C1(G,M)/B1(G,M) als die erste Kohomologiegruppe.
2. (vgl. [Fox53], Theorem 2.1) Sei F = F (g1, . . . , gr) die freie Gruppe auf den Erzeugern
g1, . . . , gr. Definiere δi ∈ C1(F,ZF ) durch gjδi = δij. δi heißt die i-te Foxableitung
von F .
Ist G eine endlich erzeugte Gruppe, so ist ein 1-Kozykel durch die Werte auf den Er-
zeugern festgelegt, und daher ist die Definition der Foxableitung sinnvoll. In der folgenden
Bemerkung wird ein Gleichungssystem angegeben, das gleichzeitig C1(G,M) und fu¨r einen
gegebenen 2-Korand δ ∈ B2(G,M) eine Berandung bestimmt:
Bemerkung 3.11 Sei G = 〈g1, . . . , gr|r1, . . . , rk〉 eine endlich pra¨sentierte Gruppe, M ein
G-Modul und F die freie Gruppe auf g1, . . . , gr. Weiter sei H eine Erweiterung von G mit
M und β : G→ H eine fest gewa¨hlte Transversale von M in H. Dann gilt: Die Abbildung
ϕ : G→ H : gi 7→ (gi)βmi setzt sich genau dann zu einem Gruppenmonomorphismus fort,
wenn
r∑
i=1
mi(rjδi) = −(giβ)rj fu¨r alle j ∈ {1, . . . , k}, (3.1)
wobei hier M in offensichtlicher Weise zu einem ZF -Modul gemacht wird. Die Abbildung
ν : gi 7→ mi berandet dann offenbar den durch H und β gegebenen 2-Korand. Weiter la¨ßt
sich ν ∈ M{g1,...,gr} : gi 7→ mi genau dann (eindeutig) zu einer Derivation von G mit
Werten in M fortsetzen, wenn obige Gleichung mit rechter Seite 0 erfu¨llt ist.
Beweis: Es setzt sich ϕ zu einem Homomorphismus genau dann fort, wenn die Relationen
erfu¨llt sind, d. h. (g1m1, . . . , grmr)rj = 1 fu¨r alle 1 ≤ j ≤ k. Es ist aber
(g1m1, . . . , grmr)rj =
r∑
i=1
mi(rj)δi + (giβ)rj.
ϕ ist dann ein Monomorphismus, da H/M = 〈g1m1, . . . , grmr〉/M ∼= G. 
Aus dieser Bemerkung ergibt sich das folgende Verfahren zur Berandung eines 2-
Kozykels, gegeben durch Urbilder der Erzeuger von G in H: Man stellt das obige (in-
homogene) lineare Gleichungssystem auf und lo¨st dieses. Dies fu¨hrt fu¨r die beabsichtigte
Anwendung aber zu einem bei weitem zu umfangreichen linearen Gleichungssystem, sowohl
was die Anzahl der Unbekannten, als auch was die Anzahl der Gleichungen betrifft. Das
weitere Vorgehens wird die Situation genauer untersuchen und Einschra¨nkungen machen,
die einen Algorithmus von diesem Typ auch praktisch durchfu¨hrbar machen.
Zuna¨chst eine Bemerkung, die Einschra¨nkungen an die Wahl des Erzeugendensystems
fu¨r die Gruppe G nahe legt:
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Lemma 3.12 Sei G eine Gruppe, M ein FG-Modul und H ≤ G eine Untergruppe mit
Hi(H,M) = 0 fu¨r i = 1, 2.
1. Sei ν ∈ Ci(G,M), dann gibt es ein ν˜ ∈ Ci(G,M) mit resGH ν˜ = 0 und ν = ν˜ ∈
Hi(G,M) fu¨r i = 1, 2.
2. Setze C˜i(G,M) := {ν ∈ Ci(G,M)|resGHν = 0}, B˜i(G,M) = Bi(G,M) ∩ C˜i(G,M)
und M˜{G} := {ν : G → M |(h)ν = 0 fu¨r alle h ∈ H}. Dann ist nach 1. Hi(G,M) ∼=
C˜i(G,M)/B˜i(G,M).
3. Die Abbildung M˜{G} → B˜2(G,M) : ν 7→ iν ist surjektiv.
Beweis: Sei ν ∈ Ci(G,M), dann ist ν|H ∈ Ci(H,M) = Bi(H,M). Da sich die Elemente
von Bi(H,M) zu Elementen in Bi(G,M) fortsetzen, gibt es ein δ ∈ Bi(G,M) mit ν|H =
δ|H . ν˜ = ν − δ erfu¨llt die Behauptung aus 1., und somit gilt auch 2. Zu 3.: Es sei iν ∈
B˜2(G,M) ⊆ B2(G,M), dann ist iν |H×H = 0, und somit ν|H ∈ C1(H,M) = B1(H,M), und
die Behauptung folgt wie in 1. 
Im folgenden wird also angenommen, daß fu¨r G ein Erzeugendensystem G = 〈g1, . . . , gr〉
so gewa¨hlt ist, daß H = 〈g2, . . . , gr〉 triviale Kohomologie mit M hat. In der Praxis wird
das Erzeugendensystem von G so gewa¨hlt sein, daß H eine zyklische Untergruppe von zu
char(F) teilerfremder Ordnung ist. Fu¨r die Konstruktion von U¨berlagerungsgruppen mag
es nu¨tzlich sein, manchmal noch ein zentrales Element hinzuzunehmen, das auf M trivial
operiert.
Mit Blick auf die Bemerkungen 3.12 und 3.11 wird im folgenden C˜1(G,M) als Teilmenge
von M{g1} betrachtet, d. h. es wird nur g1 berandet, und die Bilder von H werden zerfallend
gewa¨hlt. Zur weiteren Behandlung des Problems ist es nu¨tzlich, B˜1(G,M∗1 ⊗M2) auch als
solche Teilmenge zu identifizieren.
Bemerkung 3.13 Sei G eine Gruppe, und seien M1 und M2 Moduln fu¨r FG. Weiter sei
H ≤ G eine Untergruppe mit Hi(H,M∗1 ⊗M2) = 0 fu¨r i = 1, 2, und sei G = 〈g1, H〉. In der
obigen Notation C˜1(G,M∗1 ⊗M2) ↪→M∗1 ⊗M2 ist B˜1(G,M∗1 ⊗M2) = ((M∗1 ⊗M2)H)(g1−1).
Somit ist offenbar B˜1(G,M∗1 ⊗M2) ∼= HomFH(M1,M2)/HomFG(M1,M2).
Fu¨r die Bestimmung von H1(G,M1
∗⊗M2) und des aus (3.1) resultierenden Gleichungs-
systems zum Beranden eines 2-Korandes wird es also ausreichen, die Gleichungen aus 3.11
nur auf einem Vertretersystem modulo ((M∗1 ⊗M2)H)(g1− 1) zu u¨berpru¨fen. Der sich dar-
aus trivialerweise ergebende Algorithmus fu¨hrt zu sehr vielen Gleichungen, aber der Rang
des resultierenden linearen Gleichungssystems ist ho¨chstens
dimM1 · dimM2 − dim HomFH(M1|H ,M2|H) + dim HomFG(M1,M2),
also wesentlich kleiner. Hier stellt sich auch das Problem des zur Verfu¨gung stehenden
Speicherplatzes. Es sind fu¨r die zu betrachtenden Dimensionen wesentlich zu viele Glei-
chungen, um diese abzuspeichern. In der Implementation ist der Weg beschritten worden,
nur eine maximal linear unabha¨ngige Teilmenge der Gleichungen zu betrachten.
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Die Idee des folgenden Algorithmus ist nun sehr einfach zu beschreiben: Da im folgenden
nur g1 berandet wird, wird Gleichung (3.1) zu
m1(rjδ1) = −(g1β, . . . , grβ)rj.
Von diesem Gleichungssystem speichert der folgende Algorithmus nur die linear unabha¨ngi-
gen Zeilen (und deren Zeilenindex), die ausreichen, einen 2-Korand zu beranden, nicht je-
doch zu entscheiden, ob ein 2-Kozykel ein Korand ist. Hieraus kann man eine Quasilo¨sung
des Gleichungssystems (3.1) im Sinne von Algorithmus 1.14 bestimmen. Weiterhin wird
mit dem Kern des Gleichungssystem ein Erzeugendensystem fu¨r H1(G,M∗⊗M) bestimmt.
Im folgenden werden F-Basen fu¨r die Moduln M1, M2 und M∗1 ⊗M2 beno¨tigt, die wie
u¨blich festgelegt werden: Das Zeichen ⊗ wird auch fu¨r das Kroneckerprodukt von Matrizen
verwendet. Die Elemente von M∗1⊗M2 werden durch ihre Koordinatenspalten repra¨sentiert,
um die Gleichungssysteme in u¨blicher Form zu schreiben.
Algorithmus 3.14 (Zur Bestimmung von H1(G,M∗1 ⊗M2) ∼= Ext1(M1,M2))
Input: G = 〈g1, . . . , gr|r1, . . . , rs〉.
FG-Moduln M1 und M2 der Dimensionen n1 und n2, mit Operation gi 7→
gji ∈ Fnj×nj fu¨r j = 1, 2.
H = 〈g2, . . . , gr〉 mit Hi(H,M∗ ⊗M) = 0 fu¨r i = 1, 2.
1. Berechne ein 〈b1, . . . , bdim L〉 =: L ≤M∗1 ⊗M2 mit L⊕ B˜1(G,M∗1 ⊗M2) = M∗1 ⊗M2,
d. h. eine Basis eines Komplementes.
2. Setze das Gleichungssystem A = 0 ∈ F(dim L)×n1n2 , und I = ().
3. Fu¨r alle i ∈ {1, . . . , s}:
(a) X := ((g1•)
−tr ⊗ g2•)(riδ1)
(b) Bestimme eine maximal linear unabha¨ngige Teilmenge der Zeilen der Matrix
(Xb1, . . . , XbdimL) mit den Zeilenindices Ii. Setze I := (I, Ii).
(c) Setze die neuen Zeilen von A als Zeilen von X entsprechend der in (3b) gewa¨hl-
ten Zeilen.
(d) Setze L := L ∩KernX, und berechne eine neue Basis fu¨r L.
Output: Eine F-Basis fu¨r Ext1(M1,M2) ∼= L = H1(G,M∗1 ⊗M2).
Ein Gleichungssystem, das es ermo¨glicht, eine Quasilo¨sung (siehe Lemma
1.15) des Gleichungssystems aus (3.1) zu bestimmen, und damit einen gege-
benen Korand zu beranden.
Beweis: Wegen Bemerkung 3.11 und der Voraussetzung an H ist offenbar L ≤ C˜1(G,M1⊗
M2). Weiterhin ist L ∩ B˜1(G,M∗1 ⊗ M2) = 0 wegen der Wahl von L im Schritt 1. L +
B˜1(G,M∗1 ⊗M2) = C˜1(G,M∗1 ⊗M2) folgt aus Bemerkung 3.13 und Dimensionsvergleich.
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Bemerkung 3.15 (Zur Durchfu¨hrung von Algorithmus 3.14) 1. In Schritt (3a)
ist es unerla¨ßlich, zuna¨chst (symbolisch) auszumultiplizieren, und dann zu addieren.
2. Fu¨r Schritt (3d) ist es gu¨nstig, die Information aus (3b) zu benutzen.
Insbesondere fu¨r lange Relatoren hat das obige Verfahren einen entscheidenden Nach-
teil: Da die Konstruktion von X in Schritt (3a) relativ aufwendig ist und zu einem spa¨ten
Zeitpunkt des Algorithmus L relativ kleine Dimension hat, werden viele Zeilen von X
berechnet, ohne sie zu verwenden. Berechnet man allerdings direkt l(riδ1) fu¨r ein l ∈ L,
so kann durch Auswerten einer von 0 verschiedenen Komponente gezielt eine Gleichung
bestimmt werden, die im Anschluß auch beno¨tigt wird.
Algorithmus 3.16 (Verbesserter Algorithmus 3.14)
Input: wie in 3.14
1. Berechne ein 〈b1, . . . , bdim L〉F =: L ≤M∗1 ⊗M2 mit L⊕F B˜1(G,M∗1 ⊗M2) = M∗1 ⊗M2,
d. h. eine Basis eines Komplementes.
2. Setze das Gleichungssystem A = 0 ∈ Fdim L×n1n2 , und I = ().
3. Fu¨r alle i ∈ {1, . . . , s}:
(a) Berechne X := ((b1)riδ1, . . . , (bdimL)riδ1).
(b) Bestimme eine maximal linear unabha¨ngige Teilmenge der Zeilen von X mit
Zeilenindices Ii. Setze I := (I, Ii).
(c) Berechne die neuen Zeilen von A entsprechend den in (3b) gewa¨hlten Zeilen.
(d) Setze L := L ∩KernA, und berechne eine neue Basis fu¨r L.
Output: Eine F-Basis fu¨r Ext1(M1,M2) ∼= L.
Ein Gleichungssystem, das es ermo¨glicht, eine Quasilo¨sung des Gleichungs-
systems aus (3.1) zu bestimmen, und damit einen gegebenen Korand zu be-
randen.
In der Praxis wird man die Algorithmen 3.14 und 3.16 kombinieren: Der erste Schritt fu¨r
einen sehr kurzen Relator a|a| wird wie in 3.14 durchgefu¨hrt, und danach wird Algorithmus
3.16 verwendet.
Eine weitere Verbesserung bringt die folgende Bemerkung, die den ersten Schritt der
obigen beiden Algorithmen u¨berflu¨ssig macht.
Bemerkung 3.17 1. Ersetzt man in Schritt 1. den Teilraum L durch einen Teilraum
L′ mit der Eigenschaft L′ + B˜1(G,M∗1 ⊗M2) = M∗1 ⊗M2, so erha¨lt man als Out-
put einen Teilraum L′ mit L′ + B˜1(G,M∗1 ⊗ M2) = C˜1(G,M∗1 ⊗ M2). Kann man
dim HomFH(M1,M2) und dim HomFG(M1,M2) berechnen, so erha¨lt man weiterhin
die Information
dim H1(G,M∗1⊗M2) = dimM1⊗M2−dim HomFH(M1,M2)+dim HomFG(M1,M2)−g,
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wobei g der Rang des in Algorithmus 3.14 oder 3.16 bestimmten Gleichungssystems,
d. h. die Anzahl der Indices in I, ist.
2. Die Voraussetzung, die man in Schritt 1. an L zur Bestimmung von H1(G,M ⊗M∗)
beno¨tigt, ist L+ B˜1(G,M∗1 ⊗M2) ≥ C˜1(G,M∗1 ⊗M2). Eine solche Vorgehensweise ist
in [PlS97] beschrieben.
Diese Bemerkung legt nahe, auf die Berechnung von L in Schritt 1. der beiden obigen
Algorithmen zu verzichten, und ein L′ zufa¨llig zu wa¨hlen, so daß die Bedingung 1 aus
der obigen Bemerkung erfu¨llt bleibt. In der Tat fu¨hrt dieser Ansatz zu einer wesentlichen
Arbeitserleichterung, auch weil die Techniken der MeatAxe zur Analyse modularer Dar-
stellungen weit fortgeschritten sind. Also erha¨lt man durch die folgende Bemerkung eine
Abwandlung der obigen beiden Algorithmen:
Bemerkung 3.18 1. Sei F ein endlicher Ko¨rper, V ein F-Vektorraum der Dimension
n und U ≤ V ein Teilraum. Dann gilt fu¨r alle k ≥ 0:
| {U ′ ≤ V | dimU ′ + dimU = n+ k, U ′ + U 6= V } |
| {U ′ ≤ V | dimU ′ + dimU = n+ k} | ≤ |F|
−k.
2. Seien M1 und M2 absolut irreduzible FG-Moduln. Dann operiert die Einheitengruppe
(F ⊕ F)∗ auf Ext1(M1,M2), und der Kern der Operation ist gerade die Diagonale
F∗ ↪→ (F ⊕ F)∗. Weiter gilt fu¨r ν, µ ∈ Ext1(M1,M2) ν = aµ fu¨r ein a ∈ F∗ genau
dann, wenn Mν ∼= Mµ fu¨r die zugeho¨rigen Erweiterungsmoduln gilt.
Die Algorithmen 3.14 und 3.16 werden also derart abgea¨ndert, daß im Schritt 1. ein
zufa¨lliger Vektorraum der Dimension
dimFM1 · dimFM2 − dimF HomFH(M1|H ,M2|H) + dimF HomFG(M1,M2) + k,
z. B. fu¨r k = 10, gewa¨hlt wird. Im Anschluß an die Berechnung wird eine Basis von
H1(G,M∗1⊗M2) u¨ber den zweiten Teil der Bemerkung, d. h. durch Aufza¨hlen aller Elemente
modulo eines eindimensionalen Teilraums, berechnet. Eine weitere Mo¨glichkeit besteht in
dem Verzicht auf die Basis von H1(G,M∗ ⊗ M), und L als ein Erzeugendensystem zu
behalten.
Es folgt eine weitere Bemerkung, die in einem oft anzutreffenden Spezialfall eine we-
sentliche Arbeitserleichterung herbeifu¨hren kann. Ist char(F) 6= 2, und ist M ∼= M∗, so
gilt
M∗ ⊗M ∼= M ⊗M ∼= (M ⊗M)s ⊕ (M ⊗M)a,
wobei s bzw. a den symmetrischen beziehungsweise antisymmetrischen Anteil von M ⊗M
bezeichnet. Offenbar gilt unter diesen Voraussetzungen
H1(G,M∗ ⊗M) ∼= H1(G, (M ⊗M)s)⊕ H1(G, (M ⊗M)a),
und auch diese Kohomologiegruppen lassen sich mit obigem Algorithmus berechnen, wie
die folgende Bemerkung zeigt:
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Bemerkung 3.19 Sei G eine endlich pra¨sentierte Gruppe, F ein endlicher Ko¨rper. Die
beiden Algorithmen 3.14 und 3.16 verallgemeinern sich in offensichtlicher Weise auf die
Berechnung von H1(G, (M ⊗ M)a) und H1(G, (M ⊗ M)s), wobei (M ⊗ M)a der anti-
symmetrische Teil und (M ⊗M)s der symmetrische Anteil ist. Die einzigen A¨nderungen,
die man also vorzunehmen hat, sind das Austauschen des Kroneckerproduktes ⊗ durch ∧
bzw. S in Schritt 3a. Man erha¨lt natu¨rlich eine Beschreibung der B˜1(G, (M ⊗M)a/s) =
((M ⊗M)a/s)H(g − 1) und somit die analoge Bedingung in Schritt 1.
3.3 Algorithmen zur Konstruktion einer Darstellung
mod pik fu¨r eine endlich pra¨sentierte Gruppe G
Fu¨r diesen Abschnitt benutzen wir folgende Bezeichnungen: Sei R ein diskreter Bewer-
tungsring mit maximalem Ideal piR, F = R/piR der Restklassenko¨rper, Quotientenko¨rper
K, und G eine Gruppe. Sei L ein RG-Gitter mit Charakter χ und M = L/piL der zugeho¨ri-
ge F-Modul. Wegen Bemerkung 3.6 muß man nun immer wieder einen gegebenen Kozykel
in C2(G,M∗⊗M) beranden. Die erste Idee wa¨re, von M∗⊗M eine Kompositionsreihe zu
bestimmen und dann das Beranden schrittweise durchzufu¨hren. Dies ist aber nur schwer
durchzufu¨hren, einerseits, da der Grad zu groß ist, andererseits ko¨nnen durch diese Vorge-
hensweise zusa¨tzliche Sackgassen eingefu¨hrt werden, wie Beispiel 3.30 zeigt. Des weiteren
erha¨lt man fu¨r die wirklich schwierigen Fa¨lle kaum eine Arbeitserleichterung gegenu¨ber
den hier vorgestellten Verfahren, da M∗ ⊗M im wesentlichen nur die hier vorgestellten
Kompositionsfaktoren hat.
Anzumerken ist weiterhin, daß viele der im folgenden beno¨tigten Informationen aus
den Zerlegungszahlen von χ hervorgehen und daher oft zur Verfu¨gung stehen. Diese Al-
gorithmen enthalten zugleich eine Mo¨glichkeit, Sackgassen im Liftprozeß weitestgehend zu
umgehen.
3.3.1 M irreduzibel
Um die grundlegenden Ideen zu veranschaulichen, wird zuna¨chst der (algorithmisch schwie-
rigste) Fall behandelt, und zwar daß M irreduzibel ist und keine zusa¨tzlichen Vorausset-
zungen erfu¨llt. Dieser Fall ist zugleich der theoretisch einfachste. Wie in Bemerkung 3.6
gesehen, ist Liften der Darstellung ϕk zu einer Darstellung ϕk+1 a¨quivalent zum Beranden
eines Kozykels aus C2(G,M∗⊗M). Im vorhergehenden Abschnitt sind die Voraussetzungen
geschaffen worden, dieses Problem algorithmisch anzugehen.
Wie in den vorhergehenden Abschnitten sei G = 〈g1, . . . , gr|r1, . . . , rs〉 eine endlich
pra¨sentierte Gruppe mit Untergruppe H = 〈g2, . . . , gr〉. Die gewa¨hlten Bilder der Erzeuger
in GLn(R) seien immer mit g
R
i bezeichnet, und C˜
i(G,N) und B˜i(G,N) werden fu¨r jeden
G-Modul N analog zur Definition in 3.12 benutzt. Zuna¨chst wird hier der einfachste Algo-
rithmus zur Lo¨sung des Liftproblems skizziert, um aufbauend hierauf Erweiterungen und
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Verbesserungen zu erla¨utern. Wegen Lemma (3.12) ist es mo¨glich, die Bilder der Erzeuger
von H sofort fest zu wa¨hlen, falls Hi(H,M∗⊗M) = 0 fu¨r i = 1, 2, und nur gR1 zu vera¨ndern.
Ist nun ϕk : G→ GLn(R/pikR) : gi 7→ gRi gewa¨hlt, so wird das Gleichungssystem
(gR1 (1 + pi
kx), . . . , gRr )rj ≡ 1 modpik+1 fu¨r x ∈ Rn×n (3.2)
gelo¨st. Dies geschieht u¨ber das lineare Gleichungssystem aus (3.1), das nur von der Opera-
tion von G auf Rn/piRn und der rechten Seite abha¨ngt. Aufgrund dieser Beobachtung wird
zu Beginn des Algorithmus u¨ber die Algorithmen 3.14 oder 3.16 ein Gleichungssystem zur
Bestimmung einer Quasilo¨sung (im Sinne von 1.14) des obigen Gleichungssystems berech-
net. Zur Lo¨sung von (3.2) wird in jedem Schritt also eine Quasilo¨sung x′ ∈ Rn×n von (3.2)
berechnet. Es ist lo¨sbar genau dann, wenn
((gR1 (1 + pi
kx′), . . . , gRr )rj)1≤j≤s ∈ (I + pik+1Rn×n)s. (3.3)
In diesem Falle wird also gR1 := g
R
1 (1 + pi
kx′) gesetzt, und man erha¨lt eine Darstellung
mod pik+1 zusammen mit der neuen rechten Seite fu¨r (3.2). Im Falle eines Mißerfolges war
ϕk eine Sackgasse, es wird eine neue Darstellung mod pi
k−1 gewa¨hlt und der Prozeß beginnt
von Neuem. Offenbar fu¨hrt die Methode schnell zum Ziel, falls (3.2) “eindeutig” lo¨sbar ist,
d. h. H1(G,M∗ ⊗M) = 0. Anderenfalls ist die große Sta¨rke der Methode, na¨mlich daß
immer das gleiche Gleichungssystem u¨ber F gelo¨st wird, auch ihre große Schwa¨che: Ist
k > νpi(|G|), so gibt es aufgrund eines Satzes von Maranda ([CuR81], Theorem 30.14) fu¨r
eine liftbare Darstellung ϕk genau ein RG-Gitter L, so daß G auf L/pi
kL a¨hnlich zu ϕk
operiert. Ist also L/piL absolut irreduzibel, so wird genau eine dieser Lo¨sungen liften.
Beispiel 3.20 Sei G = Th = 〈a, b〉, wobei die Erzeuger nach dem “standard generator
project” [Wil01] gewa¨hlt seien. Bestimmt werden soll die irreduzible treue Darstellung vom
Grad 248 u¨ber Z2 mit Charakter χ, und sei M der zugeho¨rige F2-Modul. Sei H := 〈b〉 ∼= C3.
Da χ(b) = 14, ist sofort bekannt, daß b 7→ diag(1⊗ I92,
(
0 1
−1 −1
)
⊗ I78) als Darstellung
von H angenommen werden kann. Da keine Pra¨sentation fu¨r G bekannt ist, werden einige
Relationen bestimmt, und es stellt sich heraus, daß
H1(G˜ := 〈a, b|a2, b3, (ab)19, (abab−1)10, (abab−1ababab−1abab−1ab−1)3〉,M∗ ⊗M) = 0.
Obiger Algorithmus wird also zum Erfolg fu¨hren und bestimmt eine (bis auf Konjugati-
on eindeutige) Darstellung ϕ30 : G˜ → GL248(Z/230Z), und wegen der Eindeutigkeit ist
dies auch eine Darstellung von G, besser noch: es gibt ein ϕ : G → GL248(Z2) mit
ϕ = ϕ30 mod 2
30, d. h. der kritische Exponent k0 aus Folgerung 3.3 ist 0.
Das in diesem Abschnitt beschriebene Verfahren analysiert nun, vergleichbar zu Algo-
rithmus 1.17, die neue rechte Seite aus (3.3) und lo¨st damit effektiv das R-lineare Glei-
chungssystem
(gR1 (1 + pi
d(k+1)/2ex), . . . , gRr )rj ≡ 1 modpik+1 fu¨r x ∈ Rn×n
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durch “Entwickeln” von x ∈ Rn×n nach Potenzen von pi, wobei hier die zusa¨tzliche Schwie-
rigkeit besteht, daß das bestimmende Gleichungssystem erst im Laufe der Rechnung be-
stimmt wird. Wie in Algorithmus 1.17 werden in jedem (zweiten) Schritt Ki ≤ piRn×n und
K∞ ≤ piRn×n gewa¨hlt mit den Eigenschaften
1. (gR1 (1 + pi
k−i−1ki), . . . , gRr )rj ≡ 1 modpik fu¨r 1 ≤ j ≤ s und alle ki ∈ Ki.
2. C˜1(G,N) =
∑bk/2c
i=1 pi
k−1−iKi + K∞ + B˜1(G,N), wobei N ∼=R piRn×n/pibk/2c+1Rn×n
der G-Modul ist, der durch Konjugation zustande kommt.
3. Setze Xi :=
∑i−1
j=1 pi
k−j−1Kj + pikRn×n. Dann gelte fu¨r ki ∈ Ki:
((gR1 (1 + pi
k−i−1ki), . . . , gRr )rj)1≤j≤s ∈ {((gR1 (1 + y), . . . , gRr )rj)1≤j≤s|y ∈ Xi}
genau dann, wenn ki ∈ piKi.
Ein Liftschritt hat nun zwei Teile: Ist ϕk gewa¨hlt, so wird zuna¨chst die rechte Seite von
(3.2) (bzw. (3.1)) berechnet, und hieraus mit Hilfe von Algorithmus 1.14 eine Quasilo¨sung
x′ ∈ piRn×n. Somit ha¨ngt (gR1 (1+pik−1x′), . . . , gRr )rj nur von der Erweiterung in H2(G,M∗⊗
M) ab, die durch ϕk beschrieben ist. Nun wird die rechte Seite erneut berechnet, und man
bestimmt durch Lo¨sung eines F-linearen Gleichungssystems ki ∈ Ki, so daß
((gR1 (1 +
bk/2c∑
i=1
pik−1−iki), . . . , gRr )rj ≡ ((gR1 (1 + pik−1x′), . . . , gRr )rj modpik+1,
und somit gilt
((gR1 (1 + pi
k−1x′ −
bk/2c∑
i=1
pik−1−iki), . . . , gRr )rj ≡ 1 modpik+1,
und ein Homomophismus ϕk+1 : G → GLn(R/pik+1R) ist gefunden. Existieren solche ki
nicht, so ist die Erweiterung
I+pid(k+1)/2eRn×n/I+pik+1Rn×n ↪→ (G)ϕk(I+pid(k+1)/2eRn×n)/I+pik+1Rn×n  (G)ϕd(k+1)/2e
(3.4)
nichtzerfallend, und man wa¨hlt eine neue Darstellung mod pid(k+1)/2e.
Dieser Algorithmus berechnet also, a¨hnlich wie der aus dem Roggenkamp-Trick (Bemer-
kung 3.8) folgende, aus einer Darstellung ϕk : G → GLn(R/pikR), die eine Sackgasse der
Tiefe ≤ bk/2c ist, wiederum eine Darstellung ϕk+1 : G→ GLn(R/pik+1R) und liefert somit
eine algorithmische Version des Beweises des Satzes von Maranda unter der Voraussetzung
pik0Ext1(L,N) = 0 fu¨r alle RG-Gitter L und N . Zusa¨tzlich wird ein Erzeugendensystem
und der Isomorphietyp von H1(G, (I + pikRn×n)/(I + pi2kRn×n)) fu¨r jedes k bestimmt und
im Falle einer endlichen Gruppe G ein k0 derart, daß die Aussage aus Folgerung 3.3 gilt.
Nun folgen alle technischen Details:
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Algorithmus 3.21 (Liften einer modularen Darstellung ϕ1 zu ϕl)
Input: G = 〈g1, . . . , gr|r1, . . . , rs〉 eine Gruppe,
M ein FG-Modul mit Operation gi 7→ gFi ∈ Fn×n,
H := 〈g2, . . . , gr〉 ≤ G mit Hk(H,M∗ ⊗M) = 0 fu¨r k = 1, 2,
eine R-Darstellung von H mit gi 7→ gRi und gRi ≡ gFi mod pi,
l ∈ N.
1. Bestimme K∞ := H1(G,M∗ ⊗ M) ↪→ piRn×n/pi2Rn×n und ein Gleichungssystem
A ∈ Fm×n2 zum Beranden eines Kozykels mit Hilfe von 3.16.
2. Bestimme eine Matrix T ∈ Fm×m derart, daß TA in (vollsta¨ndig) Gaußreduzierter
Form ist, und die Stufenindices von TA. A wird nun nicht mehr beno¨tigt.
3. Wa¨hle ein Urbild gR1 ∈ Rn×n von gF1 .
4. Setze k := 1, k0 := 0.
5. Bestimme b := ((gRi )r1, . . . , (g
R
i )rs) ∈ (I + pik−1Rn×n)s.
6. If b ∈ (I + pikRn×n)s
(a) Berechne aus den Daten T und b eine Quasilo¨sung x′ des Gleichungssystems
(gR1 (1 + pi
kx), . . . , gRr )rj ≡ 1 mod pik+1, siehe Algorithmus 1.14.
(b) Setze gR1 := g
R
1 (1 + pi
kx′).
(c) Ist k 6= 1 ungerade und K∞ 6= 0, so setze
ρbk/2c :
K∞ → ((I + pikRn×n)/(I + pik+1Rn×n))s/{
((gR1 (1 + y), . . . , g
R
r )r1, . . .)|y ∈ pikRn×n +
bk/2c−1∑
i=1
pik−1−iKi
}
x 7→ ((gR1 (1 + pibk/2cx), . . . , gRr )r1, . . . , ((1 + pibk/2cx)gR1 , . . . , gRr )rs)
−((gR1 , . . . , gRr )r1, . . . , (gR1 , . . . , gRr )rs)
.
ρbk/2c ist R-linear, und bestimme Kbk/2c durch K∞ = Kbk/2c ⊕F Kern ρbk/2c.
Wa¨hle ein K∞ ≤ piRn×n/pibk/2c+1Rn×n mit der Eigenschaft K∞+pibk/2c+1Rn×n+∑bk/2c
i=1 pi
bk/2c−iKi = Kern ρbk/2c. Falls ρbk/2c 6= 0, so setze k0 := bk/2c.
(d) k := k + 1.
else
(a) Bestimme ki ∈ Ki mit
∑k0
i=0 ρi(ki) = b. Existieren solche ki nicht, so setze
k := bk/2c, wa¨hle eine neue Lo¨sung modpik. Setze K∞ und die Ki entsprechend
und gehe zu 5.
(b) gR1 := g
R
1 (1− pi(k−1)−1k1 − pi(k−1)−2k2 − · · ·).
7. If k ≤ l gehe zu 5.
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Output: gR1 ∈ Rn×n, so daß ϕk : G 7→ GLn(R/pilR) : gi 7→ giR eine Darstellung mod
pil ist, und weiter k0 ∈ N.
Beweis: Es ist (gR1 (1 + x), . . . , g
R
r )ri ≡ (gR1 , . . . , gRr )ri + x((gRj )riδ1) mod pik+1 fu¨r alle
x ∈ pid(k+1)/2eRn×n, falls die gRj eine Darstellung von G mod pik induzieren. Sei B˜1 =
{c−(gR1 )−1cgR1 |c ∈ piCRn×n(H)}, dann ist Kk+
∑k−1
i=1 pi
k−iKi+pik+1Rn×n+B˜1 wohldefiniert,
ebenso wie K∞ + pi(
∑k
i=1 pi
k−iKi + pik+1Rn×n) + B˜1 wohldefiniert ist nach jedem Schritt
(6c). Daher ist auch ρk wohldefiniert und R-linear in jedem Schritt. 
Die Definition der Abbildungen ρi in dem vorhergehenden Algorithmus motiviert die
folgende Definition, die wie in (3.4) eine Interpretation des Bildes von ρi als Element in
H2(G, (I + pid(k+1)/2eRn×n)/(I + pik+1Rn×n)) ermo¨glicht.
Definition 3.22 (Liftbarkeitsklasse) Seien die Bezeichnungen wie in Algorithmus 3.21,
und sei mit ϕk : G 7→ GLn(R/pikR) : gi 7→ gRi eine Darstellung modpik gewa¨hlt.
gR1 ρi := ((g
R
1 , . . . , g
R
r )rj)1≤j≤s + {((gR1 (1 + y), . . . , gRr )rj)1≤j≤s|y ∈ pikRn×n +
i−1∑
j=1
pik−1−jKj}
heißt die i-te Liftbarkeitsklasse von gR1 , und entspricht wegen Lemma 3.24 in natu¨rlicher
Weise einem Element in H2(G, (I + pik+1−i)/(I + pik+1)). Insbesondere ist gR1 ρi = 0 genau
dann, wenn es ein y ∈ pikRn×n und kj ∈ Kj gibt, so daß
(gR1 (1 + y +
i−1∑
j=1
pi(k−1)−jkj), . . . , gRr )rt ≡ 1 mod pik+1 fu¨r alle t ∈ {1, . . . s}.
Beachte hierbei, daß (I + pidk/2eRn×n)/(I + pikRn×n) abelsch ist fu¨r alle k ≥ 2.
Es folgen einige kurze Bemerkungen, die fu¨r eine effektive Implementation des oben-
stehenden Algorithmus wichtig sind.
Bemerkung 3.23 1. Alle Schritte, außer das Berechnen der rechten Seite des Glei-
chungssystems in 5. beschra¨nken sich auf das Lo¨sen von F-linearen Gleichungssyste-
men.
2. Gegenu¨ber dem Roggenkamp-Verfahren (Bemerkung 3.8) muß man etwa doppelt so
ha¨ufig die rechte Seite berechnen, sofern k0 > 0. Hinzu kommen noch die Berechnun-
gen zur Bestimmung der ρi und Ki.
3. Bezu¨glich der Berechnung von ρbk/2c ist folgendes zu bemerken: Das Berechnen des
Bildes eines Elementes k ∈ K∞ ist eine Kombination aus dem Berechnen der rechten
Seite und dem Durchfu¨hren eines Liftschrittes fu¨r gR1 (1 + k). Somit bleibt sowohl der
rechnerische Aufwand als auch der Aufwand fu¨r die Implementation begrenzt.
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4. Offenbar ist eines der wesentlichen Probleme des Algorithmus in Schritt (6a) verbor-
gen. Hier wird natu¨rlich auch eine Funktion beno¨tigt, die die noch zu betrachtenden
Lo¨sungen modpidk/2e verwaltet. Dies ist auch der Punkt, an dem entschieden wird,
ob ein Lift existiert oder nicht. In der aktuellen Implementation wird im Falle der
Nichtexistenz einfach ein zufa¨lliges, neues Urbild fu¨r gR1 gewa¨hlt, und der Algorithmus
beginnt wieder in 3.
5. Fu¨r die Konstruktion der Darstellungen quasieinfacher Gruppen ist bezu¨glich der
Wahl der Untergruppe H mit Erfolg immer der folgende Ansatz gewa¨hlt worden: Man
wa¨hle ein Erzeugendensystem 〈a, b〉 = G, so daß b zu char(F) teilerfremde Ordnung
hat. Eine R-Darstellung von 〈b〉 la¨ßt sich dann alleine aufgrund der Kenntnis z. B.
der Jordannormalform von bϕ1 bestimmen. Weiter ist es gu¨nstig, b von mo¨glichst
kleiner Ordnung zu wa¨hlen, so daß der Zentralisator CFn×n(bϕ1) mo¨glichst groß ist.
Die Erzeugendensysteme aus dem “standard generator project” [Wil01] erfu¨llen meist
diese Anforderungen.
Das folgende Lemma zeigt, daß der obige Algorithmus die beste Lo¨sung des Liftproblems
ist, falls man sich die zusa¨tzliche Bedingung auferlegt, nur F-lineare Gleichungssysteme
lo¨sen zu wollen. Es liefert auch den wesentlichen Baustein fu¨r den Beweis der Korrektheit
des obigen Algorithmus.
Lemma 3.24 Seien G, H, Ki usw. wie in Algorithmus 3.21, und sei g
R
1 so gewa¨hlt, daß
ϕk : G → GLn(R/pikR) : gi 7→ gRi eine Darstellung von G ist. Weiter existiere eine
Darstellung ϕ : G → GLn(R/pik+1R) mit ϕ ∼pid(k+1)/2e ϕk und giϕ ≡ gRi modpik+1 fu¨r
i ∈ {2, . . . k}. Dann existieren ki ∈ Ki und ein x ∈ Rn×n, so daß
(gR1 (1 + pi
kx)(1 + pi(k−1)−1k1) · · · (1 + pi(k−1)−b(k−1)/2ckb(k−1)/2c), . . . , gRr )ri ≡ 1 mod pik+1
fu¨r alle i ∈ {1, . . . , s} ist.
Beweis: Ohne Beschra¨nkung der Allgemeinheit gilt ϕ ≡ ϕk modpid(k+1)/2e. Da Hj(H,M∗⊗
M) = 0 fu¨r j = 1, 2, gibt es ein x ∈ Rn×n mit
(gR1 (1 + pi
k−b(k−1)/2cx), . . . , gRr )ri ≡ 1 modpik+1.
Gezeigt wird per Induktion nach k˜ zuna¨chst: Ist
(gR1 (1 + pi
k˜−b(k˜−1)/2cx), . . . , gRr )ri ≡ 1 modpik˜
fu¨r ein k˜ ≤ k und ein x ∈ Rn×n und alle i ∈ {1, . . . , s}, so gilt
x ∈ B˜1 + pib(k˜−1)/2cRn×n +
b(k−1)/2c∑
j=1
pimax{b(k˜−1)/2c−1−j,−2}Kj +K∞.
3.3. KONSTRUKTION MOD piK 45
Fu¨r k˜ = 1 ist offenbar nichts zu zeigen. Sei nun k˜ > 1 und gelte die Behauptung fu¨r k˜− 1.
Durch Fallunterscheidung nach k˜ gerade beziehungsweise ungerade erha¨lt man durch die
Induktionsvoraussetzung eine Darstellung
x = b1 + pib(k˜−1−1)/2cy +
b(k−1)/2c∑
j=1
pimax{b(k˜−1−1)/2c−1−j,−2kj + k∞.
Setzt man dies in die Relation ein, so erha¨lt man
(gR1 (1 + pi
k˜−b(k˜−1)/2cx), . . . , gRr )ri =
(gR1 (1 + pi
k˜−1y +
b(k˜−1)/2c∑
j=1
pik˜−2−jkj), . . . , gRr )ri ≡ 1 modpik˜.
Weil b(k˜ − 1)/2c ≤ b(k − 1)/2c, folgt
(gR1 (1 + pi
k˜y +
b(k˜−1)/2c∑
j=1
pik˜−1−jkj), . . . , gRr )ri ≡ (gR1 , . . . , gRr )ri modpik˜+1,
d. h. per Induktion nach l folgt (kb(k˜−1)/2c−l)ρb(k˜−1)/2c−l = 0. Also gilt kb(k˜−1)/2c−l ∈
piKb(k˜−1)/2c−l, und schließlich ((1 + piy)g
R
1 , . . . , g
R
r )ri ≡ 1 mod pi2, woraus die Behauptung
folgt. Der Beweis des Lemmas ist nun trivial, da die Terme aus B˜1 und K∞ keine A¨nderung
der rechten Seite bewirken. 
Fu¨r eine Erkla¨rung der Ki und eine mehr matrixtheoretische Deutung der Vorgehens-
weise im Schritt (6c) des obigen Algorithmus, siehe Algorithmus 1.17. In dem obigen Al-
gorithmus hat man die zusa¨tzliche Schwierigkeit, daß das bestimmende Gleichungssystem
erst nach und nach zur Verfu¨gung steht und sich im Falle des Mißerfolges in Schritt (6a)
auch wieder a¨ndert durch die Wahl einer neuen Lo¨sung mod pibk/2c.
Satz 3.25 Seien G, H, usw. wie im Input von Algorithmus 3.21, dann liefert der Al-
gorithmus eine Darstellung ϕl : G → GLn(R/pilR) : gi 7→ gRi genau dann, wenn eine
Darstellung ϕ : G → GLn(R/pilR) existiert mit giϕ ≡ gRi modpil fu¨r i ∈ {2, . . . , k} und
g1ϕ ≡ gF1 modpi. Ist weiterhin G eine endliche Gruppe mit 2νpi(|G|) < l, so liefert Algo-
rithmus 3.21 des weiteren k0 derart, daß es zu ϕl eine Darstellung ϕ : G → GLn(R) gibt
mit ϕ ∼pil−k0 ϕl.
Beweis: Offenbar liefert der Algorithmus, falls er nicht in Schritt (6a) abgebrochen wird,
eine Darstellung ϕl : G→ GLn(R/pilR) : gi 7→ gRi von G, da in jedem Schritt die Relationen
von G u¨berpru¨ft werden. Zu zeigen ist also nur, daß der Algorithmus eine Darstellung von
G konstruiert, falls es eine solche u¨berhaupt gibt. Dies ist aber ein triviale Folgerung aus
Lemma 3.24, da im Schritt (6a) im Falle eines Mißerfolges alle Darstellungen mod pidl/2e
bis auf Konjugation u¨berpru¨ft werden.
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Sei nun G eine endliche Gruppe mit νpi(|G|) < 2l, und ϕl eine Darstellung aus Al-
gorithmus 3.21. Dann gibt es nach Satz 3.2 eine Darstellung ϕ : G → GLn(R) mit
ϕ ≡ ϕl mod pidl/2e. Mit Lemma 3.24 folgt also die Behauptung, daKk0+1 = . . . = Kdl/2e = 0.

Algorithmus 3.21 liefert also die Mo¨glichkeit, eine modulare Darstellung zu einer Dar-
stellung u¨ber R/pilR zu liften, wobei nicht die Frage gekla¨rt wird, wie man eine liftbare
modulare Darstellung (zusammen mit dem diskreten Bewertungsring R) erha¨lt. In dem
Falle, daß L/piL ein F-irreduzibler G-Modul ist, ist die Wahl einer solchen modularen Dar-
stellung allerdings vo¨llig klar. Zu bemerken wa¨re weiterhin, daß Satz 3.25 bzw. Algorithmus
3.21 keine Voraussetzungen an die Irreduzibilita¨t von M machen.
Die Erfahrungen bei den im Zusammenhang mit dieser Arbeit konstruierten Darstel-
lungen zeigen, daß einer der wesentlichen Parameter fu¨r die Anwendung von Algorithmus
3.21, na¨mlich dimF H
1(H,M∗ ⊗M), fu¨r die betrachteten Darstellungen erstaunlich klein
ist. Trotzdem wird hier noch eine Verbesserung eingebracht, die K∞ in jedem Schritt ver-
kleinern kann, falls der Charakter χ von L hinreichend bekannt ist.
Bemerkung 3.26 Sei F = F (g1, . . . , gr) die freie Gruppe auf g1, . . . , gr, G = 〈g1, . . . , gr〉
eine Gruppe mit Darstellung ϕk : G→ GLn(R/pikR). Dann ist fu¨r jedes w ∈ F und jedes
l ∈ {1, . . . , bk/2c} die Abbildung
Trw,pil :
Rn×n/pilRn×n → R/pilR
x 7→ 1
pik−l [Tr(w((g1)ϕl(I + pi
k−lx), g2ϕl, . . . , grϕl))−
Tr(w(g1ϕl, . . . , grϕl))]
eine R-lineare Abbildung. Weiter ha¨ngt Trw,pil nur von der Darstellung ϕk modpi
l ab.
Beweis: Die Wohldefiniertheit ist offenbar klar. Linearita¨t und Unabha¨ngigkeit von k
folgen aus Trw,pil(x) = Tr(x(wδ1)ϕl), wobei δ1 die erste Foxableitung aus 3.10 ist. 
Algorithmus 3.21 wird also in der folgenden Weise erga¨nzt, falls der Charakter der zu
konstruierenden Darstellung zumindestens teilweise bekannt ist:
Algorithmus 3.27 Ist der Charakter χ der zu konstruierenden Darstellung zusammen mit
Vertretern wt(g1, . . . , gr) einiger Konjugiertenklassen bekannt fu¨r t ∈ 1, . . . , u, so werden
in Algorithmus 3.21 die folgenden Schritte nach Schritt (6c) eingefu¨gt:
(6c’) Ist k ungerade, so berechne K ′∞ =
u⋂
t=1
Kern Trwt,pi1 |K∞+Kbk/2−1c. Bestimme KTr,d(k−1)/2e
derart, daß K∞ +Kbk/2−1c = K ′∞ +KTr,d(k−1)/2e, und setze K∞ = K
′
∞.
(6c”) Berechne ki ∈ KTr,i ⊆ Rn×n so, daß Tr(wt(gR1 (1 +
∑
pik−iki), . . . , gr)) = χ(wt), und
setze gR1 := g
R
1 (1 +
∑
pik−iki).
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Der zusa¨tzliche Aufwand dieser beiden Schritte beschra¨nkt sich auf das dimK∞-fache
Auswerten der Wo¨rter wt in jedem zweiten Schritt des Algorithmus und das Auswerten
der Worte wt in jedem Schritt. Zusa¨tzlich hierzu ist nur noch ein sehr kleines F-lineares
Gleichungssystem zu lo¨sen.
Beispiel 3.28 1. Die obige Version von Algorithmus 3.21 ist offenbar sehr nu¨tzlich fu¨r
den Fall, daß G mehrere Charaktere χi besitzt mit χi ≡ χj mod char(F). Insbesondere
ist dies ha¨ufig der Fall fu¨r char(F)|[G : G′].
2. Sei G := C2 o A5, und sei M der natu¨rliche Permutationsmodul der A5 u¨ber F2,
aufgefaßt als G-Modul. Es ist dim H1(G,M∗ ⊗M) = 5, und durch Verwendung des
Charakters verringert sich der Rang von K∞ im ersten Schritt auf 2. Zu beachten
ist, daß dieser Rangabfall nicht vom Charakter abha¨ngt, zu dem geliftet werden soll.
Eine wesentliche algorithmische Erleichterung fu¨r Algorithmus 3.21 ist der Fall, daß
M ∼= M∗, d. h. G la¨sst eine Form auf M fest. Ist die Charakteristik von F von 2 verschieden,
so gilt dann offenbar M∗⊗M = (M∗⊗M)s⊕ (M∗⊗M)a, und diese Zerlegung kann man
auch fu¨r die Berechnung des Gleichungssystems in Algorithmus 3.21 verwenden.
Algorithmus 3.29 (Abwandlung von Algorithmus 3.21 fu¨r M ∼= M∗)
Input: G,H,M, gRi und l wie in Algorithmus 3.21,
zusa¨tzlich 0 6= F ∈ HomFG(M,M∗) = Fn×n, d. h. gFgTr = F , char(F) 6= 2.
1. Bestimme K
a/s
∞ := H1(G, (M∗ ⊗M)a/s) ↪→ piRn×n/pi2Rn×n gema¨ß Bemerkung 3.19.
Setze K∞ := Ka∞ +K
s
∞.
2.-4. wie in Algorithmus 3.21
5. Bestimme b := ((gRi )r1, . . . , (g
R
i )rs) ∈ pikRn×n, und setze ba := 12(b1 − Fbtr1 F−1, . . .),
bs :=
1
2
(b1 + Fb
tr
1 F
−1, . . .).
6a. Berechne aus den Daten T a/s und ba/s Quasilo¨sungen der Gleichungssysteme zum
Beranden von Kozykeln.
6b. Setze gR1 := g
R
1 (I − pikF−1(ya + ys)F ).
Die restlichen Schritte von Algorithmus 3.21 bleiben unvera¨ndert.
Offensichtlicherweise gilt Satz 3.25 auch fu¨r diese Version des Algorithmus zum Liften
einer modularen Darstellung. Zu bemerken ist, daß das Aufstellen der Gleichungssysteme
in Algorithmus 3.29 aufwendiger ist. Dies wird aber bei weitem gerechtfertigt durch die
wesentliche Erleichterung, die in Schritt 2., d. h. dem Gaußalgorithmus eintritt. Weiterhin
erha¨lt man eine Ersparnis im Bereich des Speicherplatzes von etwa Faktor 2. Die Erweite-
rungen durch Algorithmus 3.27 kann man natu¨rlich ohne A¨nderungen weiter benutzen.
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Es gibt zwei Arten, diese Version des Algorithmus zum Liften der modularen Darstel-
lung zu interpretieren. Die erste ist die Wahl einer Basis vonM∗⊗M derart, daß das bestim-
mende Gleichungssystem Blockdiagonalgestalt hat. Die zweite Art ist, zu bemerken, daß
M∗⊗M einen G-invarianten Teilraum (M∗⊗M)s mit Faktorraum isomorph zu (M∗⊗M)a
hat, und daß man abwechselnd Kozykel in H2(G, (M∗ ⊗M)a) und H2(G, (M∗ ⊗M)s) be-
randet. Mit dieser Sichtweise erha¨lt man dann auch eine Version fu¨r char(F) = 2. Allerdings
hat sich dies in der praktischen Anwendung nicht bewa¨hrt, einerseits, da die rechte Seite
etwa doppelt so oft berechnet werden muss, andererseits fu¨hrt man neue Sackgassen ein,
wie das folgende Beispiel zeigt:
Beispiel 3.30 Sei G = J2 die zweite Jankogruppe. G hat genau einen absolut irreduziblen
gewo¨hnlichen Charakter vom Grad 36 (dieser ist rational), und dieser bleibt absolut ir-
reduzibel mod 2. Ist M der zugeho¨rige F2-Modul, dann gilt dimF2 H1(G,M∗ ⊗ M) = 0,
dimF2 H
1(G, (M∗ ⊗ M)a) = 1, und dimF2 H1(G, (M∗ ⊗ M)s) = 0. Verwendet man eine
Strategie analog zur Verwendung von K∞ in diesem Beispiel, so kann erst zwei Schritte
spa¨ter entschieden werden, ob die falsche Berandung gewa¨hlt worden ist.
Mit dem obigen Verfahren sind die weitaus meisten der im Zusammenhang mit dieser
Arbeit konstruierten Darstellungen konstruiert worden. Den hierbei gewonnenen Erfahrun-
gen nach ist das Verfahren effektiv anwendbar auf die Konstruktion von Darstellungen bis
zum Grad 250, falls fu¨r char(F) 6= 2 eine invariante Form auf M existiert.
3.3.2 M hat zwei Kompositionsfaktoren
Der zweite im Rahmen dieser Arbeit behandelte Fall ist der, daß L/piL genau zwei FG-
einfache Faktoren M1 und M2 hat. Dieser Fall gibt auch einige wichtige Hinweise auf
die Vorgehensweise im allgemeinen Fall, der jedoch unter anderem auch kombinatorisch
wesentlich schwieriger zu handhaben ist.
Theoretisch ist dieser Fall anspruchsvoller als der im vorangegangen Abschnitt behan-
delte, da hier auch die Operation von G auf L/piL nicht von vorneherein fest gewa¨hlt
werden kann. Der folgende Satz legt nahe, daß hier eine intrinsisch schwierigere Situation
vorliegt:
Satz 3.31 ([Alp86], p. 95, Prop. 3) Seien S, T einfache FG-Moduln, dann sind die
folgenden beiden Aussagen a¨quivalent:
1. S und T liegen im selben Block.
2. Es gibt einfache FG-Moduln
S = T1, T2, . . . , Tn = T
mit Ti = Ti+1 oder Ext
1(Ti, Ti+1) 6= 0 fu¨r alle i ∈ {1, . . . n}.
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Dies ist ein Hinweis, daß in diesem Falle sowohl die Erweiterungsgruppe Ext1(M1,M2)
als auch Ext1(M2,M1) nichtrivial sein werden, was eine schrittweise Vorgehensweise erheb-
lich erschweren wird. Des weiteren ist zu beachten, daß die Operation von G auf L/piL
nicht ohne Weiteres bekannt ist. Die folgende Bemerkung gibt jedoch einen Hinweis und
konkretisiert die obige Bemerkung:
Bemerkung 3.32 Sei G eine endliche Gruppe, L ein RG-Gitter, so daß KL einfach ist
und L/piL genau 2 Kompositionsfaktoren M1 und M2 besitzt.
1. Es ist Ext1FG(Mi,Mj) 6= 0 fu¨r i 6= j.
2. Es gibt ein RG-Teilgitter L′ ≤ L, so daß L′/piL′ eine nichtzerfallende Erweiterung
von M1 mit M2 ist.
3. (EndFG(M1)⊕EndKG(M2))∗ operiert auf Ext1(M1,M2) und la¨ßt die Isomorphietypen
von Erweiterungen fest. Der Kern der Operation ist gerade die Diagonale K∗ ↪→
(EndFG(M1)⊕ EndKG(M2)).
Beweis: Offenbar kann ohne Beschra¨nkung der Allgemeinheit angenommen werden, daß
L ein RG-maximales Teilgitter L′ besitzt, so daß L/L′ ∼= M1. Ist Ext1(M1,M2) = 0, so
gibt es eine Folge von RG-Gitter L0 := L > L1 > L2 > · · · mit Li/Li+1 ∼= M2, was der
Einfachheit von KL widerspricht. Dies zeigt die ersten beiden Behauptungen. 
Erstaunlicherweise stellt sich fu¨r die in dieser Arbeit konstruierten Darstellungen ha¨ufig
heraus, daß dim Ext1(M1,M2) = 1. Dann kla¨rt die vorhergehende Bemerkung komplett die
Wahl der Operation von G auf L/piL.
Beispiel 3.33 Man betrachte G = A7. G hat genau einen absolut irreduziblen Charakter
χ21 vom Grad 21. χ21 hat nach [JLPW95] genau zwei 3-modulare Konstituenten: M1 mit
Grad 6 und M2 mit Grad 15. Es ist dimF3 H
1(G,M∗i ⊗ Mj) = 1 − δi,j. Wa¨hlt man als
Ausgangsdarstellung die zerfallende Erweiterung von M1 mit M2, so liftet die Darstellung
eindeutig zu einer Darstellung ϕ1 mit Charakter χ6 +χ15, wobei χ6 und χ15 die irreduziblen
gewo¨hnlichen Charaktere von G mit Grad 6 bzw. 15 sind, im Falle der nichtzerfallenden
Erweiterung eindeutig zu einer Darstellung mit Charakter χ21.
Zuna¨chst eine weitere Bemerkung, die zeigt, daß die Situation doch besser ist, als man
zuna¨chst annimmt.
Bemerkung 3.34 Sei ϕ1 : G → GLN(R/piR) eine Darstellung, die einer nichtzerfallen-
den Erweiterung von M1 mit M2 zum Kozykel ν entspricht. Dann operiert EndFG(M2) affin
auf Ext1(M1,M2) ↪→ pikRN×N/pik+1RN×N induziert durch Konjugation via eν ′ := ν ′ + eν
und la¨ßt die Liftbarkeitsklassen fest.
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Der Algorithmus zum Liften der modularen Darstellungen ist nun sehr analog zu Algo-
rithmus 3.21, allerdings ist der kombinatorische Aufwand weitaus ho¨her. Obige Bemerkung
wird natu¨rlich verwendet. Zuna¨chst jedoch eine kurze Beschreibung der Ideen dieses Al-
gorithmus, die sehr nahe an denen des vorhergehenden Abschnittes sind. Aufgrund von
Bemerkung 3.32 wird es no¨tig werden, Ext1FG(M1,M2)
∼= H1(G,M∗1 ⊗M2) zu berechnen,
um eine liftbare Darstellung mod pi garantieren zu ko¨nnen. Da L/piL einen FG-Teilmodul
isomorph zu M2 mit Faktor M1 besitzt, hat M
∗⊗M eine Kette von Teilmoduln, so daß die
Faktoren jeweils isomorph zu M∗1 ⊗M2, M∗1 ⊗M1⊕M∗2 ⊗M2 und M∗2 ⊗M1 sind. Der Algo-
rithmus des letzten Kapitels wird also wie folgt abgewandelt: Ein Korand in C2(G,M∗⊗M)
wird durch Lo¨sen der folgender Abwandlung des Gleichungssystems aus (3.2) berandet:
(gR1 (1 + pi
d(k+1)/2e
(
x11 x12
x21 x22
)
), . . . , gRr )rj ≡ 1 modpik+1, fu¨r 1 ≤ j ≤ s. (3.5)
Die Blo¨cke werden in der Reihenfolge x12, dann x11 und x22, und schließlich x21 bestimmt.
Ansonsten werden die Techniken des vorhergehenden Abschnittes benutzt und auf diesen
Fall spezialisiert. Diese Aufspaltung ist mo¨glich, da die gRi eine Blockstruktur mod pi haben.
Algorithmus 3.35 (Liften modularer Darstellungen mit 2 Kompositionsfaktoren)
Input: G = 〈g1, . . . , gr|r1, . . . , rs〉 eine Gruppe
Mj FG-Moduln mit Operation gi 7→ gFi,j ∈ Fnj×nj fu¨r 1 ≤ j ≤ 2
H := 〈g2, . . . , gr〉 ≤ G mit H1/2(H,M∗i ⊗Mj) = 0 fu¨r 1 ≤ i, j ≤ 2
R-Darstellungen von H mit gi 7→ gRi,j und gRi,j ≡ gFi,j mod pi
l ∈ N.
1. Setze N := n1 +n2 und Lo := {
(
x11 x12
x21 x22
)
|xij ∈ Rni×nj , xij ≡ 0 modpi fu¨r i−j ≥
−o} fu¨r −1 ≤ o ≤ 1. Setze Lo±3 := pi±1Lo fu¨r alle o.
2. Bestimme Ki,j,∞ := H1(G,M∗i ⊗Mj) ↪→ piRN×N/(Li−j+1+pi2RN×N) und Gleichungs-
systeme Ai,j ∈ Fmi,j×ni×nj zum Beranden eines Kozykels mit Hilfe von 3.16. Setze
Ko,∞ :=
∑
Ki,i−o,∞.
3. Setze gRi := diag(g
R
i,1, g
R
i,2) fu¨r i ≥ 2, wa¨hle ein 0 6= ν ∈ Ext1(M1,M2) und ein
gR1 ∈ RN×N derart, daß ϕ1 : G → GLN(F) : gi 7→ gRi modpi der nichtzerfallenden
Erweiterung von M1 mit M2, die durch ν gegeben ist, entspricht. Setze K1,∞ als ein
Vertretersystem von K1,∞/〈ν〉EndFG(M2).
4. Bestimme Matrizen Ti,j ∈ Fmi,j×mi,j derart, daß Ti,jAi,j in (vollsta¨ndig) Gaußredu-
zierter Form ist. Die Ai,j werden nicht mehr beno¨tigt.
5. Setze k := 1, k0 := 0, o := 0.
6. repeat
7. b := ((b
R
i )r1, . . . , (b
R
i )rs) ∈ (I + pikLo−1)s
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8. If b ∈ (I + pikLo)
(a) Ist k ungerade, so setze fu¨r alle p mit Kp,∞ 6= 0 :
ρk,o,p :
Kp,∞ → (I + pikRN×N)s/(I + pikLo+1 + pik+1RN×N)〈((1 + y)gR1 )ri
|y ∈ pikLo + pik−1
o−1∑
j=−1
Kj,0 +
bk/2c−1∑
i=1
pi(k−1)−i
1∑
j=−1
Kj,i〉
x 7→ ((1 + pibk/2cx)gR1 , . . . , gRr )r1, . . .)− (gR1 , . . . , gRr )r1, . . .)
.
ρk,o,p ist F-linear. Bestimme ein neues Kp,∞ durch K ′p,∞ = Kern ρk,o,p. Wa¨hle
Kk,o,p als ein Komplement von K
′
p,∞ in Kp,∞, und lifte K
′
p,∞. Setze Kp,∞ :=
K ′p,∞. Ist ein ρk,o,p 6= 0, so setze k0 := bk/2c.
(b) Berechne aus den Daten Ti,i−o und b Quasilo¨sungen yi der Gleichungssysteme
Aijyi = bi zum Beranden der Kozykel. Setze y :=
∑
yi ∈ Lo.
(c) Setze gR1 := (I − piky)gR1 .
(d) o := o+ 1;
9. else
(a) Berechne ki,p ∈ Ki,o,p mit b ≡
∑
ki,pρk,o,p modpi
kLo+1. Existieren solche ki,p
nicht, so wa¨hle eine neue Lo¨sung mod bk/2c, oder wa¨hle eine neue Erweiterung
ν in 3.
(b) Setze gR1 := (I + pi
kk1,o−1 + . . .)gR1 .
10. until o = 2.
11. k := k + 1, o := −1.
12. Ist k ≤ l, so gehe zu 6.
Output: ϕl : G→ GLN(R/pilR) : gi 7→ gRi , und k0 ∈ N
Im Bezug auf die Wahl der Untergruppe H ist hier nun eine Bemerkung angebracht,
die die zuna¨chst verscha¨rft anmutende Bedingung an H rechtfertigt.
Bemerkung 3.36 1. Da Hk(H,M∗i ⊗Mj) = 0 fu¨r k = 1, 2, gibt es nach dem Satz von
Maranda 3.2 R-Darstellungen ϕi : H → GLN(R) mit den im Input von Algorithmus
3.35 geforderten Eigenschaften. Insbesondere ist diese Bedingung erfu¨llt, falls H wie
in Bemerkung 3.23 gewa¨hlt wird.
2. Das Berechnen der rechten Seite ist wesentlich verbesserungsfa¨hig. Dort kann man
die Blockstruktur der Darstellung mod pi benutzen. Diese Vorgehensweise ist wichtig
fu¨r den allgemeinen Fall mit beliebig vielen Konstituenten.
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3. Weitere Verbesserungen wa¨ren mo¨glich, falls man eine separate Behandlung der Fa¨lle
M∗i ∼= Mj analog zu 3.29 durchfu¨hrt. Dies wu¨rde den ohnehin schon großen kombi-
natorischen Aufwand allerdings deutlich erho¨hen.
Bemerkung 3.37 1. Ist obiger Algorithmus in Schritt 8a fu¨r k = 2, o = −1, d. h. ist
die erste Lo¨sung mod pi2 bestimmt, so ist H1(G,M∗ ⊗M) = K1,∞ + K0,∞ + K−1,∞,
wobei M der FG-Modul ist, der in Schritt 3. gewa¨hlt wird. Zu beachten ist, daß die
zusa¨tzlichen Kora¨nder durch die Wahl des Komplementes in 3. beru¨cksichtigt werden.
2. Durch die Wahl der nichtzerfallenden Erweiterung wird die zu betrachtende Koho-
mologiegruppe kleiner: wegen Bemerkung 3.32,3 gilt
dimF H
1(G,M∗ν ⊗Mν) + 1 ≤ dimF H1(G, (M1 ⊕M2)∗ ⊗ (M1 ⊕M2)) =
2∑
i,j=1
dimF H
1(G,M∗i ⊗Mj),
also wird hierdurch die Zahl der Sackgassen begrenzt. Betrachtet man das Beispiel
des monomialen Charakters von G := C2 o A5 aus 3.28,2, und bezeichne Mz den
(zerfallenden) F2-Permutationsmodul und Mν die nichtzerfallende Erweiterung des
4-dimensionalen F2G-Moduls mit dem trivialen, so gilt dim H1(G,M∗z ⊗ Mz) = 5,
wohingegen dim H1(G,M∗ν ⊗Mν)) = 1. Durch zusa¨tzliche Verwendung der Spur der
Elemente der Ordnung 4 wird die Lo¨sung eindeutig.
Auch hier folgt nun die Korrektheit des Algorithmus analog zu Satz 3.25.
Satz 3.38 Sei G := 〈g1, . . . , gr|r1, . . . , rs〉 eine endlich pra¨sentierte Gruppe, und weiter-
hin gelten die Bezeichnungen und Voraussetzungen aus Algorithmus 3.35. Dann liefert
Algorithmus 3.35 eine Darstellung ϕl : G→ GLN(R/pilR) genau dann, wenn eine Darstel-
lung ϕ : G → GLn(R/pilR) existiert, so daß der von ϕ mod pi induzierte FG-Modul eine
nichtzerfallende Erweiterung von M1 mit M2 ist. Ist weiter G eine endliche Gruppe und
l ≥ 2νpi(|G|), so ist k0 derart, daß es ein ϕ : G→ GLN(R) gibt mit ϕl ≡ ϕ mod pil−k0.
Beweis: Da in Schritt 3. alle Erweiterungen von M1 mit M2 bis auf Isomorphie getestet
werden, kann angenommen werden, daß ϕ1 ≡ ϕ modpi. Wir beweisen hier, daß dieser Al-
gorithmus die Berechnungen aus 3.21 schrittweise durchfu¨hrt. Bemerkung 3.37 garantiert,
daß nach 2 Schritten des Algorithmus ein L = K1,∞ + K0,∞ + K−1,∞ berechnet ist mit
L ⊕F B1(G,M∗ ⊗M) = C1(G,M∗ ⊗M), wobei M der FG-Modul ist, der der Wahl der
Erweiterung ν entspricht. Algorithmus 3.35 lo¨st nun das entstehende Gleichungssystem fu¨r
einen Lift ϕk nach ϕk+1 in drei Schritten, wobei die Blockstruktur der g
R
i mod pi benutzt
wird, und somit folgt die Korrektheit aus 3.25. 
Der hier vorgestellte Algorithmus erweitert den Anwendungsbereich der Methode des
Konstruierens rationaler Darstellungen durch Liften einer modularen Darstellung bei Wei-
tem. Damit sind Darstellungen angreifbar, die alleine durch Anwenden des Algorithmus
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3.21 nicht erreichbar wa¨ren. Weiterhin ergibt sich fu¨r viele Beispiele ein enormer Lauf-
zeitvorteil, falls man eine Wahl zwischen beiden Methoden hat. Hierbei ermo¨glicht dieser
Algorithmus oft die Wahl modularer Darstellungen fu¨r kleinere Primzahlen.
Beispiel 3.39 Mit den obigen Verfahren sind alle absolut irreduziblen Darstellungen von
J1 bis auf Galoiskonjugiertheit u¨ber verschiedenen Ko¨rpern konstruiert worden. Ein be-
sonders scho¨nes Beispiel ergibt sich fu¨r den rationalen Charakter χ mit Grad 209. Zur
Konstruktion mit den obigen Verfahren bleiben unter den Primzahlen, die die Gruppenord-
nung teilen, so daß L/piL irreduzibel ist, die Primzahlen 11 und 19. Fu¨r die Primzahlen 3
und 7 hat χ genau 2 irreduzible Konstituenten vom Grad 76 und 133 bzw. 89 und 120. Fu¨r
diese beiden Primzahlen ist Algorithmus 3.35 angewandt worden, und es wurden Darstel-
lungen u¨ber Z/720Z bzw. Z/330Z konstruiert, aus denen mit den Verfahren aus Kapitel 5
eine rationale Darstellung konstruiert wurde.
3.3.3 Anwendungen auf U¨berlagerungsgruppen
Eine sehr gute Anwendung haben die oben beschriebenen Methoden auf die Konstruktion
von Darstellungen von U¨berlagerungsgruppen. Da in den oben beschriebenen Verfahren
keine Voraussetzung ist, daß die modulare Darstellung treu ist, kann man die modulare
Darstellung zu einer projektiven Darstellung liften. Wesentlich fu¨r diese Sichtweise ist, daß
1G ein invarianter Teilmodul des Konjugationsmoduls M
∗ ⊗M bzw. M∗i ⊗Mi ist.
Bemerkung 3.40 Ersetzt man in den Algorithmen 3.21 und 3.35 jedes Vorkommen von
I+pikRn×n durch R+pikRn×n, so konstruieren die Algorithmen eine projektive Darstellung
von G, d. h. einen Homomorphismus ϕl : G 7→ PGLn(R/pilR).
Technisch wird man in folgender Weise vorgehen: Man wird in den Verfahren 3.21 und
3.35 einen zusa¨tzlichen Erzeuger gr+1 7→ ζpα einfu¨hren, der auf M als pα-te Einheitswurzel
operiert, und die Relationen in jedem Schritt vera¨ndern, d. h. es wird das Gleichungssystem
(gR1 (1 + pi
kx), . . . , gRr )rjg
xj
r+1 ≡ 1 mod pik+1 fu¨r 1 ≤ j ≤ s
gelo¨st, welches auch linear in x1, . . . , xs mod p ist.
Diese Bemerkung ist eine der wesentlichen Sta¨rken der oben beschriebenen Verfahren,
da z. B. Permutationsdarstellungen fu¨r U¨berlagerungsgruppen oft einen Grad besitzen,
der sie total unzuga¨nglich macht fu¨r die Verfahren aus Abschnitt 2. Weiter verlangen viele
dieser Verfahren, insbesondere das Induzieren, daß man schon in Vorfeld nicht nur im
Faktor, sondern auch in der Gruppe rechnen kann.
Beispiel 3.41 1. Man betrachte G = 2.A17. Nach [Sch04],[Sch08] hat G einen treuen
irreduziblen Charakter vom Grad 128. Der Charakterko¨rper ist Q[
√
17] mit Ring der
ganzen Zahlen Z[
√
17+1
2
] ↪→ Z2. G˜ = A17 hat genau 2 absolut irreduzible F2-Moduln
vom Rang 128, die sehr leicht durch Induktion von A16 konstruiert werden ko¨nnen.
Nach [CoM65] hat G˜ eine Pra¨sentation mit G˜ = 〈r, s|r17 = s17 = (rs)8 = (r−jsj)2 =
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1, 2 ≤ j ≤ 8〉.
Zur Wahl von H in diesem Falle: Es ist die Ordnung |s| = 17, und es gilt x17 −
1 = (x − 1)p1p2 ∈ Z2[x], und somit erha¨lt man eine R-Darstellung von H := 〈s〉
durch s 7→ diag(1⊗ I8, Cpi ⊗ I15), je nachdem welchen der 2 absolut irreduziblen F2-
Moduln man gewa¨hlt hat. Diese Wahl von H ist nicht ideal, da s einen relativ kleinen
Zentralisator CFn×n2 (H)
∼= F8×82 ⊕ F15×1528 hat. Fu¨r die wirklich harte Darstellung von
2.A18 ist es geschickt, ein 2, 3-Erzeugendensystem zu verwenden.
Der Algorithmus 3.21 konstruiert aus diesen Daten eine projektive Darstellung ϕ240 :
G˜ 7→ PGL128(Z/240Z). Hieraus erha¨lt man eine Darstellung fu¨r G zusammen mit
einer Pra¨sentation G = 〈R, S, C|R17 = S17 = (RS)8 = (R−jSj)2C = C2 = [R,C] =
[S, C] = 1, 2 ≤ j ≤ 8〉.
Mit diesen Verfahren sind alle treuen Darstellungen minimalen Grades von 2.An fu¨r
n ≤ 18 konstruiert worden, und dann mit den Verfahren aus Kapitel 5 die zugeho¨rigen
ganzzahligen Darstellungen.
2. Mit den obigen Methoden sind alle irreduziblen projektiven Darstellungen von Suz bis
zum Grad ≤ 210 konstruiert worden.
Kapitel 4
Eine positiv definite, G-invariante
quadratische Form
Dieses Kapitel legt die technischen Voraussetzungen fu¨r die Verfahren in Kapitel 5, die diese
Ergebnisse auf die in Kapitel 3 konstruierte p-adischen Darstellungen anwendet. Es gliedert
sich in zwei Teile: Der erste zeigt analog zur originalen MeatAxe [Par84] eine Mo¨glichkeit,
fu¨r eine globale Darstellung einer endlichen Gruppe durch Aufspinnen von Vektoren im
Kern eines Wortes in QG mit speziellen Eigenschaften einen rationalen Konstituenten
dieser Darstellung zu bestimmen. Insbesondere ist die Mo¨glichkeit, die Darstellung u¨ber
einem kleineren Ko¨rper als bisher realisiert zu schreiben, fu¨r die Anwendung in Kapitel 5
wesentlich.
Der zweite konstruiert fu¨r wichtige Spezialfa¨lle eine positiv definite G-invariante ratio-
nale Form auf dem obigen QG-Modul und liefert somit eine Mo¨glichkeit, Koeffizientenex-
plosion weitgehend zu vermeiden.
Hier bezeichne K einen Ko¨rper der Charakteristik 0, G eine endliche Gruppe, M einen
(absolut) einfachen KG-Modul und χ den Charakter von M .
4.1 Rationale Vektoren in M
Im vorhergehenden Kapitel ist ein (absolut) einfacher KG-Modul M fu¨r die endliche Grup-
pe G konstruiert worden. Da K im allgemeinen einen unendlichen Grad u¨ber Q hat, ist es
unmo¨glich, diesen direkt als (endlich erzeugten) QG-Modul aufzufassen. Zudem hat man
die technische Schwierigkeit, daß diese Darstellung nur approximativ bekannt ist. Es wer-
den also Techniken analog zu den urspru¨nglichen Ideen der MeatAxe [Par84] entwickelt,
um einen einfachen QG-Teilmodul N von M zu konstruieren. In der folgenden Betrachtung
kann Q durch einen beliebigen Teilko¨rper K ′ ≤ K ersetzt werden. Weil einfache Moduln
zyklisch sind, erscheint folgende Definition natu¨rlich:
Definition 4.1 (Rationale Vektoren im G-Modul M) Sei G eine endliche Gruppe,
K ein Ko¨rper der Charakteristik 0 und M ein einfacher KG-Modul. m ∈M heißt rationaler
Vektor in M , falls mQG ein einfacher QG-Modul ist.
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Ein erstes Ziel ist nun, rationale Vektoren in M zu charakterisieren. Hierzu wird der
Annulator
Ann(m) := {w ∈ QG|mw = 0}
fu¨r ein m ∈M definiert. Fu¨r eine Teilmenge W ⊆ QG heißt
NullM(W ) := {m ∈M |mw = 0 fu¨r alle w ∈ W}
der Nullraum von W . Offenbar ist NullM(W ) = NullM(WQG).
Lemma 4.2 Sei M ein einfacher KG-Modul, dann ist m ∈ M ein rationaler Vektor
genau dann, wenn Ann(m) ein maximales Rechtsideal von QG ist. Ist I ein maximales
Rechtsideal von QG, M ein beliebiger KG-Modul und sind m1,m2 ∈ NullM(I) − {0}, so
ist m1ZG ∼= m2ZG.
Beweis: Offenbar induziert QG → mQG : 1 7→ m einen QG-Epimorphismus mit Kern
Ann(m), was den ersten Teil der Aussage beweist. Zum zweiten Teil: Wiederum definiert
ZG→ miZG : 1 7→ mi einen ZG-Epimorphismus, und daher ist miZG ∼= ZG/(I ∩ZG). 
Weiterhin ist es also nu¨tzlich die maximalen Rechtsideale in QG bzw. genauer QGe fu¨r
das zentral primitive Idempotent e ∈ QG mit Me = M nur anhand der Operation von QG
auf M zu erkennen.
Es ist Ann(m) ≤QG−Modul QG, und da QG halbeinfach ist, ist Ann(m) = wQG fu¨r
ein gewisses w ∈ QG. Solch ein w wird zur Repra¨sentierung des Rechtsideals Ann(m)
verwendet (natu¨rlich gibt es i. a. viele solche w), und dies bildet die Grundlage, das obige
Konzept algorithmisch zu benutzen.
Lemma 4.3 Sei G eine endliche Gruppe, K ein Ko¨rper der Charakteristik 0 und M ein
absolut einfacher KG-Modul. Sei
d := min({Kodim(Mw)|w ∈ QG} − {0}),
dann gilt d = sQ(χ) der rationale Schurindex des Charakters χ von M . (Beachte: hier ist
Kodim(Mw) = dimKM/Mw eine K-Dimension.)
Beweis: Sei w ∈ QG ein Wort mit minimalem Korang und e das zentral primitive Idem-
potent von QG mit Me = M . Dann ist I := wQG+ (1− e)QG ein maximales Rechtsideal
von QG. Ist eQG ∼= Dm×m, so gilt offenbar QG/I ∼= Dm×1. Wegen der Definition des
Schurindex gilt
Md ∼=KG−Modul K ⊗Z(D) Dm×1 ∼=K Kd×dm
und somit
NullMd(w) ∼=K K ⊗Z(D) NullDm×1(w) ∼=K K ⊗Z(D) D ∼=K Kd×d,
d. h. d ·Kodim(Mw) = d2, also die Behauptung. 
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Dieses Lemma zeigt also, welche untere Schranke fu¨r den Korang auftritt. Diese kann
man effektiv benutzen, falls der Schurindex sQ(χ) a priori bekannt ist. Offenbar gilt auch
d = ggT({Kodim(Mw)|w ∈ QG}−{0}), und dies erlaubt eine Abscha¨tzung des Schurinde-
xes wa¨hrend einer laufenden Berechnung. Das na¨chste Lemma charakterisiert die rationalen
Vektoren.
Lemma 4.4 1. Sei G eine endliche Gruppe, M ein absolut einfacher KG-Modul mit
Charakter χ und w ∈ QG ein Wort mit minimalem Korang, d. h. KodimMw =
sQ(χ). Dann ist jedes 0 6= m ∈ NullM(w) ein rationaler Vektor, d. h. mQG ist
einfacher QG-Modul.
2. Sei K ein Zerfa¨llungsko¨rper fu¨r G und seien Mi fu¨r 1 ≤ i ≤ r ein Vertretersystem
der Isomorphietypen von einfachen KG-Moduln und χi der Charakter zu Mi. Sei nun
K ′ ≤ K ein Ko¨rper, w ∈ K ′G mit KodimMiw = di, und M ein weiterer (endlich
dimensionaler) KG-Modul mit m ∈ Kernw ≤ M . Ist χ der Charakter von mK ′G,
so gilt (χ, χi) ≤ di.
Beweis: Zuna¨chst sei M ein absolut einfacher KG-Modul und w ein Wort mit Korang d in
M , sei L := {m ∈M |mw = 0} = 〈m1, . . . ,md〉K der Nullraum von w, und definiere Mˆ :=
⊕dM und m′ := (m1, . . . ,md) ∈ Mˆ . Setze M ′ := m′K ′G. Zuerst wird eine Darstellung von
EndK′G(M
′) berechnet. Sei 0 6= ϕ ∈ EndK′G(M ′), dann gilt
0 6= (m′K ′G)ϕ = (m′ϕ)K ′G =⇒ m′ ϕ 6= 0.
Weiter ist m′ϕw = m′wϕ = 0, also ist m′ϕ ∈ ⊕dL. Daher gibt es genau ein 0 6= ϕˆ ∈
EndKG(Mˆ) ∼= Kd×d mit m′ϕ = m′ϕˆ. Seien ϕ, ψ ∈ EndK′G(M ′) und ϕˆ, ψˆ ∈ EndKG(Mˆ) die
zugeho¨rigen KG-Endomorphismen. Es ist m′ϕ =
∑
g∈G agm
′g fu¨r gewisse ag ∈ K ′, also
gilt
(m′ϕ)ψ = (
∑
g∈G
agm
′g)ψ =
∑
g∈G
ag(m
′ψ)g =
∑
g∈G
ag(m
′ψˆ)g = (
∑
g∈G
agm
′g)ψˆ = m′ϕˆψˆ,
also ist
EndK′G(m
′K ′G) ↪→ EndKG(Mˆ) ∼= Kd×d : ϕ 7→ ϕˆ
ein K ′-Algebrenmonomorphismus, also folgt 1.) wegen der Voraussetzung d = sQ(χ).
Zu 2: Offenbar ist es mo¨glich die homogenen Komponenten von M , d. h. Me fu¨r e ∈ KG
ein zentral primitives Idempotent, getrennt zu betrachten. Sei also dimK NullMe(w) = d,
und 0 6= m1e ∈ Me mit m1ew = 0, so ist m1eQG ein Faktormodul des oben definierten
QG-Moduls M ′ durch Projektion auf die erste Komponente. Fu¨r den Modul M ′ ist die
Behauptung richtig, da eine Darstellung EndQG(M
′) ↪→ Kd×d existiert. 
Der Unterschied in dieser Bemerkung zum Norton-Irreduzibilita¨tstest (Lemma 2.9) liegt
darin, daß KG und QG nach dem Satz von Wedderburn (Satz 1.5) eine halbeinfache
Algebra ist. Man kann daher die Bedingung an die kontragradiente Darstellung fallen
lassen.
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Im Anschluß sollen Mo¨glichkeiten ausgelotet werden, rationale Vektoren im KG-Modul
M zu finden, wobei leider keine Ergebnisse im eigentlichen Sinne erzielt werden, sondern
lediglich Heuristiken vorgestellt werden, die oft zur Konstruktion benutzt werden ko¨nnen.
Das Konzept geht auf die Beobachtung R. Parkers zuru¨ck, daß viele Worte in ZG mit
kleinen Koeffizienten Korang d = Schurindex haben. Parker schla¨gt die folgenden Worte
vor [Par95]:
Bemerkung 4.5 (vgl. [Par95]) Sei G eine endliche Gruppe. Fu¨r zwei Elemente X, Y ∈
G und ein Element T ∈ G der Ordnung 2 definiere die Menge MT von Worten in QG
MT := {
X + Y + kI,X − Y + lI,
XTX + Y + Y −1 +mI,XTX − Y − Y −1 +mI,
XTX + Y TY + T +mI, XTX + Y TY − T +mI
|
−2 ≤ k ≤ 2,
0 ≤ l ≤ 2,
−3 ≤ m ≤ 3
}.
Des weiteren werden dort statistische Untersuchungen an Darstellungen kleinen Grades
einfacher Gruppen angestellt, die nahelegen, daß unter den Worten in MT ha¨ufig solche
von kleinem Korang existieren. Fu¨r die in dieser Arbeit konstruierten Darstellungen war
es immer mo¨glich, ein Wort wie in Bemerkung 4.5 anzugeben, das einen rationalen Vektor
definierte. Allerdings ist dies nicht uneingeschra¨nkt richtig, wie die folgende Bemerkung
zeigt:
Bemerkung 4.6 Sei G = 〈A,B|A2, (AB2)2, B20, (AB)4B−4ABAB−1AB3(AB−1)5〉 die
Gruppe aus ([NeP95], p. 87, Nr. 28). Es ist |G| = 240, und G ist eine nichtzerfallen-
de Erweiterung der D120 mit C2. G hat eine absolut irreduzible treue Darstellung vom
Grad 4 u¨ber K = Q[b5 :=
√
5−1
2
,
√
3] mit
A 7→

0 −√3 0 −1
−√3 0 −1 0
0 2 0
√
3
2 0
√
3 0
 ,
B 7→

b5 −
√
3 + b5
√
3 −1− 2b5 − b5
√
3 −1− b5 2b5 −
√
3 + b5
√
3
1 + 2b5 + b5
√
3 −1 + b5 −2b5 +
√
3− b5
√
3 b5 −
√
3
2 + 2b5 + b5
√
3 −b5 − b5
√
3 −b5 +
√
3− b5
√
3 1 + 2b5 + b5
√
3
b5 + b5
√
3 b5 + b5
√
3 −1− 2b5 − b5
√
3 1− b5
 .
Dann gibt es kein Tripel (X, Y, T ), so daß der Korang eines der Elemente in Bemerkung
4.5 minimal unter allen Worten in QG (d. h. = 1) in dieser Darstellung wa¨re. Die gleiche
Bemerkung gilt fu¨r die Gruppe mit der Nr. 29 aus [NeP95], die eine a¨hnlich Struktur
aufweist.
Eine weitere Mo¨glichkeit zur Konstruktion rationaler Vektoren in M ist das Einschra¨n-
ken der Darstellung auf Untergruppen H ≤ G. In vielen Fa¨llen gibt es eine Untergruppe
H von G und einen eindimensionalen rationalen Charakter χˆ von H mit (χˆ, χ|H)H = 1.
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Dies lo¨st offenbar auch das Problem der Konstruktion eines rationalen Vektors. Aufgrund
der Frobeniusreziprozita¨t ([Isa76],p. 62) gibt es eine Untergruppe H mit einem solchen
Charakter genau dann, wenn es eine monomiale rationale Darstellung von G gibt, so daß
χ als Konstituent darin genau einmal vorkommt. Im folgenden wird ein Beispiel fu¨r diese
Strategie gegeben, die oft zum Erfolg fu¨hrt, allerdings auch eine sehr genaue Kenntnis der
Gruppe voraussetzt.
Beispiel 4.7 Sei G = Th = 〈a, b〉 die Thompsongruppe. Es sei χ der absolut irreduzible
Charakter von G vom Grad 248 und M der zugeho¨rige QG-Modul. Dann besitzt G genau
zwei Konjugiertenklassen von maximalen Untergruppen, so daß die obige Bedingung erfu¨llt
ist: H1 := 〈c, d〉 ∼= (3 × G3(3)) : 2 und H2 := 〈a, bab2〉 ∼= U3(8) : 6. Der Schnitt der jewei-
ligen eindimensionalen Teilra¨ume mit dem unimodularen geraden Gitter L ≤ M entha¨lt
primitive Vektoren der Norm 12 bzw. 24.
Offenbar verallgemeinert sich dieser Zugang auf jeden rationalen Charakter η, so daß η
in χ|H genau einmal vorkommt, und man Worte in QH kennt, so daß die in χ|H vorkom-
menden Charaktere im Sinne von Lemma 4.4,2.) getrennt werden. Die Voraussetzung u¨ber
die Multiplizita¨t von η als Konstituent in χ|H kann zumindest in einem Falle fallengelassen
werden, wie das folgende Beispiel zeigt:
Beispiel 4.8 1. Sei G eine endliche Gruppe und M ein KG-Modul mit nicht ausgearte-
ter invarianter Form Φ und H ≤ G eine Untergruppe. Sei e ∈ QH ein zentral primi-
tives Idempotent. Dann gilt M = Me ⊥M(1− e), und somit ist M(1− e) = (Me)⊥.
Daher kann man ohne Kenntnis von e die Operation von exe auf Me fu¨r x ∈ QG
bestimmen, und somit unter Umsta¨nden rationale Vektoren konstruieren.
2. M11 = 〈a := (2, 10)(4, 11)(5, 7)(8, 9), b := (1, 4, 3, 8)(2, 5, 6, 9)〉 hat einen 44-dimen-
sionalen absolut einfachen rationalen Modul M mit Charakter χ44, und fu¨r H :=
2.S4 = 〈a, (ba)2b2(ab)2〉 ≤M11 entha¨lt χ44|2.S4 genau 2-mal den trivialen Konstituen-
ten. Sei e1 ∈ QH das zugeho¨rige Idempotent und M1 :=
∑
N≤HM,N∼=T N = Me1,
wobei T der triviale KH-Modul sei. Setzt man c := bab2, so gilt M1((e1ce1)
2 +
5/24e1ce1 + 1/144e1) = 0, und somit erha¨lt man rationale Vektoren zu e1ce1 + 1/6e1
und e1ce1 + 1/24e1 jeweils der Norm 12 bzw. 24 bezu¨glich der im na¨chsten Abschnitt
konstruierten Form.
3. Sei G ∼= D120.2 die Gruppe aus Beispiel 4.6. Dann ist M = M(A−1)⊕AM(A+1) als
〈A〉-Modul, es operiert x := e1(b4(ab)13+b(ab)16)e1 auf M(A+1) mit Minimalpolynom
und charakteristischem Polynom x2 + (−1 + b5)/4 = (x− b5/2)(x+ b5/2), und jeder
Faktor dieses Polynoms definiert einen rationalen Vektor.
Das obige Beispiel zeigt, daß man ohne weiteres die Bedingung w ∈ QG durch die etwas
weniger strenge Bedingung w ∈ Q(χ)G ersetzen kann, wobei Q(χ) der von den Werten des
Charakters von M erzeugte Ko¨rper ist. Auch die Methoden des folgenden Abschnittes sind
sofort auf diesen Fall anwendbar.
60KAPITEL 4. EINE POSITIV DEFINITE, G-INVARIANTE QUADRATISCHE FORM
4.2 Konstruktion einer positiv definiten, G-invarian-
ten Form auf mQG
Ziel dieses Abschnittes ist die Konstruktion einer positiv definiten, G-invarianten, rationa-
len Form auf mQG, wo m ein rationaler Vektor in M zum Wort w ∈ QG ist. Diese Form
dient den Verfahren in Kapitel 5 als technisches Hilfsmittel, das ZG-Gitter mZG aufzuspin-
nen und die Explosion der Koeffizienten zu verhindern. Diese Konstruktion gelingt jedoch
nur fu¨r einige (wichtige) Spezialfa¨lle.
Zuna¨chst ist es sinnvoll eine Bemerkung zur Konstrution einer G-invarianten, K-bi-
linearen Form auf M zu machen: Ist m ∈ M ein rationaler Vektor (zum Wort w), so
kann eine invariante Form durch Aufspinnen sowohl von m als auch des entsprechenden
Vektors in M∗ unter G bestimmt werden. Das folgende Lemma liefert eine Mo¨glichkeit der
Berechnung einer G-invarianten K-bilinearen Form auf M als Element in HomKG(M,M
∗)
auch unter schwa¨cheren Voraussetzungen durch Aufspinnen und Lo¨sen eines K-linearen
Gleichungssystems.
Lemma 4.9 Sei M1 ein einfacher KG-Modul, M2 ein beliebiger KG-Modul und w ∈ KG.
Weiter sei 0 6= m ∈ Kernw ≤ M1 und (m1, . . . ,md) eine K-Basis von Kernw ≤ M2.
Wa¨hle g1, . . . , gl ∈ G derart, daß (mg1, . . . ,mgl) eine K-Basis von M1 ist, und definiere
ϕi : M1 →M2 : mgj 7→ migj ∈ HomK(M1,M2). Dann gilt
1. HomKG(M1,M2) ≤K 〈ϕ1, . . . , ϕd〉K.
2. Ist zusa¨tzlich M2 einfach, so ist M1 ∼= M2 genau dann, wenn es a1, . . . , ar ∈ K gibt,
nicht alle 0, so daß
∑
aiϕi ∈ HomKG(M1,M2).
Beweis: Sei ϕ : M1 → M2 ein KG-Homomorphismus. Dann ist offenbar mϕ ∈ Kernw ≤
M2, daher gibt es a1, . . . , ad ∈ K mit
∑
aimi = mϕ, und somit auch ϕ =
∑
aiϕi. Zu
Teil 2: Es ist ϕ :=
∑
aiϕi 6= 0, also ist ϕ nach dem Schur’schen Lemma (Lemma 1.2) ein
Isomorphismus. 
Die Konstruktion der positiv definiten G-invarianten Form auf mQG orientiert sich
an folgendem, einfachen Spezialfall: Ist M ∼= M∗ ein absolut einfacher KG-Modul zum
Charakter χ, so ist
{Φ : M ×M → K : Φ bilinear und G-invariant}
nach dem Lemma von Schur ein 1-dimensionaler K-Vektorraum. Sei weiter mQG ein ab-
solut einfacher QG-Modul, d. h. sQ(χ) = 1 und Q(χ) = Q. Dann gibt es genau eine
G-invariante Form Φ mit Φ(m,m) = 1, und diese ist daher positiv definit und rational auf
mQG.
Dieser Spezialfall wird im folgenden verallgemeinert auf die Fa¨lle, daß der Schurindex
sQ(mQG) von mQG maximal 2 und gleich dem Schurindex von mRG ist. Zuna¨chst jedoch
wird der Fall des total reellen Charakterko¨rpers und Schurindex 1 behandelt.
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Lemma 4.10 Sei G eine endliche Gruppe, M ein absolut einfacher KG-Modul mit Cha-
rakter χ, wo K ein Ko¨rper der Charakteristik 0 ist. Weiter sei m ein rationaler Vektor
in M , Φ eine symmetrische, G-invariante Bilinearform auf M mit Φ(m,m) = 1, Q(χ)
der von den Werten von χ erzeugte Ko¨rper, und es gelte fu¨r den rationalen Schurindex
sQ(χ) = 1. Dann nimmt Φ auf mQG nur Werte in Q(χ) an, und ΦTr := TrQ(χ)/Q ◦ Φ ist
eine G-invariante, positiv definite, rationale Form auf mQG.
Beweis: Offenbar ist EndQG(mQG) ein Ko¨rper und Q(χ) ist minimaler Zerfa¨llungsko¨rper,
da der Schurindex nach Voraussetzung trivial ist. Da auf M eine G-invariante symmetrische
Form definiert ist, ist Q(χ) total reell. Weiterhin ist mQ(χ)G ein absolut einfacher Q(χ)G-
Modul. Die Einschra¨nkung ΦQ(χ) hierauf ist Q(χ)-bilinear, nicht ausgeartet und nimmt
nur Werte in Q(χ) an, da Φ(m,m) = 1 und auf mQ(χ)G bis auf skalare Vielfache genau
eine G-invariante Form existiert. Aufgrund derselben Argumentation ist ΦQ(χ) total positiv
definit, d. h. positiv definit fu¨r jede Einbettung von Q(χ) in die reellen Zahlen (beachte:
Φ(m,m) = 1).
Weiter ist ΦTr(v, w) =
∑
σ σ(Φ(v, w)) fu¨r v, w ∈ mQ(χ), wobei σ u¨ber die verschiedenen
Einbettungen von Q(χ) in die reellen Zahlen la¨uft. Also ist ΦTr positiv definit als Summe
positiv definiter quadratischer Formen, Q-linear und G-invariant. 
An dieser Stelle ist eine Bemerkung angebracht: Wie im ersten Abschnitt festgestellt
ha¨ngt der Isomorphietyp von mQG und mZG nicht von der Wahl von 0 6= m ∈ Kernw ab,
und ist auch unabha¨ngig von der Wahl von M unter den absolut einfachen Konstituenten
von K ⊗mQG. Weiterhin ist offenbar die Form ΦTr auch unabha¨ngig von der Wahl dieser
Parameter, ha¨ngt aber von der Wahl von w ∈ QG von minimalem Korang ab, wie das
folgende Beispiel zeigt:
Beispiel 4.11 1. Ersetzt man im Lemma 4.10 die Bedingung Φ(m,m) = 1 durch
Φ(m,m) = a ∈ Q(χ), so bleibt das so definierte Φtra eine rationale, G-invariante
Form. Weiter ist ΦTra positiv definit genau dann, wenn a total positiv definit ist,
genauer: Die Abbildung Q(χ) → F symQ (mQG) : a 7→ Φa ist ein Q-Vektorraumiso-
morphismus, der die total positiven Elemente von Q(χ) auf positiv definite Formen
abbildet.
2. Sei G =< a, b >≤ GL4(Q[
√
3,
√
5]) mit |G| = 240 die Gruppe aus Beispiel 4.6 und
w1 := −1 + b8(ab)−5 − b8(ab)−4 + b−3(ab)−4
w2 := −1− b(ab)5 + b−1(ab)−1 − b(ab)−7 + b−1(ab)−2 + b2(ab)−8 − (ab)−5.
Zu w1 erha¨lt man eine positiv definite invariante Form mit den Elementarteilern
14, 114, (3 · 5 · 11)8 und Minimum 44, wohingegen w2 eine invariante Form mit Ele-
mentarteilern 14, 714, (3 · 5 · 71)8 und Minimum 194 liefert. Der in Bemerkung 4.8,3
konstruierte Vektor liefert wiederum ein Gitter mit Elementarteilern 14, 114, (3·5·11)8
und Minimum 44.
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Beweis: Die Abbildung Q(χ) → FQ(mQG) : a 7→ Φa ist offenbar Q-linear, weil TrQ(χ)/Q
linear u¨ber Q ist, und ΦTra ist Q-bilinear und G-invariant, weil Φ diese Eigenschaft hat. Der
Beweis von Lemma 4.10 zeigt, daß ΦTra positiv definit ist fu¨r total positives a ∈ Q(χ). Die
Umkehrung gilt, da mQ(χ)G = mQG. Die Abbildung ist ein Isomorphismus, da der Kegel
der total positiven Elemente in Q(χ) offen ist. 
Die obige Bemerkung zeigt, daß die Normierung der Form in Lemma 4.10 ein wenig
willku¨rlich ist, und Beispiel 4.14 zeigt, daß es auch andere sinnvolle Mo¨glichkeiten der
Normierung gibt. In der Praxis hat sich dieser Parameter zur Konstruktion einer “scho¨nen”
Form auf mQG bewa¨hrt, wobei es allerdings auch Beispiele gibt, in denen diese Normierung
nicht den gewu¨nschten Effekt erzielt.
Der na¨chste Schritt ist die Erweiterung der obigen Konstruktion auf die Fa¨lle, daß χ ein
komplexer Charakter und sQ(χ) = 1 ist, oder sQ(χ) = 2 = sR(χ). Beide Fa¨lle zeichnen sich
durch die Tatsache aus, daß die resultierende Darstellung uniform u¨ber dem maximal total
reellen Teilko¨rper des Zentrums ihres Endomorphismenrings ist, und dies la¨ßt denselben
Beweis wie in Lemma 4.10 zu.
Lemma 4.12 Sei G eine endliche Gruppe, K ein Ko¨rper der Charakteristik 0, und M ein
absolut einfacher KG-Modul mit Charakter χ und M 6∼= M∗. Weiter sei m ein rationaler
Vektor in M zum Wort w ∈ QG und Q(χ) der von den Werten von χ erzeugte Ko¨rper.
Der Schurindex von mQG sei 1. Setze MU := M ⊕M∗, dann ist
ΦR : MU ×MU → K : ((m1, φ1), (m2, φ2)) 7→ m1φ2 +m2φ1
die (bis auf skalare Vielfache eindeutige) G-invariante symmetrische Bilinearform auf MU .
Sei KR der maximal total reelle Teilko¨rper von Q(χ).
Wa¨hle einen Vektor 0 6= mU ∈ Kernw ≤K MU mit ΦR(mU ,mU) = 1. Dann nimmt ΦR
auf mUQG nur Werte in KR an, und ΦTr := TrKR/Q ◦ ΦR ist eine G-invariante, positiv
definite, rationale Form auf mQG.
Beweis: Es ist M∗U ∼=KG MU und EndKG(MU) ∼= K ⊕ K. Der K-Vektorraum der sym-
metrischen, G-invarianten K-Bilinearformen auf MU ist eindimensional. Weiter operiert
K∗ ↪→ EndKG(MU)∗ ∼= K∗⊕K∗ : a 7→ (a, a−1) transitiv auf den Vektoren mU ∈ Kernw ≤
MU mit ΦR(mU ,mU) = 1. 
Auch hier gelten wieder die im Anschluß an Lemma 4.10 gemachten Bemerkungen u¨ber
den uniformisierenden Faktor 1.
Ein weiterer uniformer Fall ist der Fall R⊗EndQG(mQG) ∼=R−Algebra H. Dieser schließt
dann diese Betrachtungen ab.
Lemma 4.13 Sei G eine endliche Gruppe, K ein Ko¨rper der Charakteristik 0 und M ein
absolut einfacher KG-Modul mit Charakter χ. Weiter sei m ein rationaler Vektor in M zum
Wort w ∈ QG, Q(χ) der von den Werten von χ erzeugte Ko¨rper und sQ(χ) = 2 = sR(χ).
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Sei Φ : M ×M → K die (bis auf skalare Vielfache) eindeutige (schiefsymmetrische) G-
invariante Bilinearform. Setze MU := M ⊕M , dann ist
ΦR : MU ×MU → K : ((m1,m2), (m3,m4)) 7→ Φ(m1,m4)− Φ(m2,m3)
die (bis auf skalare Vielfache eindeutige) G-invariante symmetrische Bilinearform auf MU .
Wa¨hle ein Paar mU = (m1,m2) ∈ Kernw⊕Kernw mit ΦR(mU ,mU) = 1. Dann nimmt ΦR
auf mUQG nur Werte in Q(χ) an, und ΦTr := TrQ(χ)/Q ◦ΦR ist eine G-invariante, positiv
definite, rationale Form auf mQG.
Beweis: wiederum Anwendung der Tatsache, daß SL2(K) ≤ EndKG(MU)∗ ∼= GL2(K) auf
den relevanten Paaren transitiv operiert und MU uniform u¨ber K (und Q(χ)) ist. 
Diese Konstruktionen positiv definiter G-invarianter Formen sollen abgeschlossen wer-
den durch ein Beispiel, das die Rolle des uniformisierenden Parameters na¨her beleuchtet.
Beispiel 4.14 Sei G = SL2(5) =< A,B|A4 = B3 = (AB)5 = [A2, B] = 1 >. G hat einen
treuen 2-dimensionalen Charakter mit Schurindex 2 und Charakterko¨rper Q(χ) = Q[
√
5].
Da der Charaktergrad gleich dem Schurindex ist, ha¨ngt die Form aus Lemma 4.13 nicht
von der Wahl des Wortes w ∈ QG ab. Man erha¨lt als eindeutige Form die Normform
der Quaternionenalgebra, d. h. das eindeutige bestimmte extremale 5-modulare Gitter in
Dimension 8. Wa¨hlt man als uniformisierenden Parameter 2 + 2√
5
, so erha¨lt man das
unimodulare gerade Gitter E8.
Zum Abschluß dieses Kapitels sollen noch einige Bemerkungen zur Berechnung des
Formenraumes und des Endomorphismenringes von mQG fu¨r diese Fa¨lle erfolgen, die von
den Algorithmen in Teil 5 aufgegriffen werden. Die Berechnung des Raumes der invarian-
ten, symmetrischen Formen gestaltet sich als einfach, da man in den Lemmata 4.10 und
folgenden die Abbildung TrQ(χ)/Q durch eine beliebige andere Q-lineare Funktion ersetzen
kann.
Bemerkung 4.15 Mit den Bezeichnungen aus den Lemmata 4.10, 4.12 und 4.13 erha¨lt
man alle G-invarianten, rationalen, symmetrischen Formen auf die folgende Weise: K ′
bezeichne hier Q(χ) bzw. KR. Seien ηi : K ′ → Q Q-lineare, Q-linear unabha¨ngige Funktio-
nen fu¨r i ∈ {1, . . . , [K ′ : Q]}, so ist (Φηi := ηi ◦ Φ)1≤i≤[K′:Q] eine Q-Basis des Raumes der
G-invarianten, rationalen, symmetrischen Bilinearformen auf mQG.
Beweis: Die angegebenen Formen Φηi sind offenbar Q-linear, G-invariant und symme-
trisch. Um zu zeigen, daß (Φηi := ηi ◦Φ)1≤i≤[K′:Q] linear unabha¨ngig ist, reicht es offenbar,
zu zeigen, daß 〈Φ(mi,mj)〉Q = K ′ fu¨r eine Basis (m1, . . . ,mr) von mQG = mK ′G. Da
Φ(m,m) = 1 ∈ Q, gilt ohne Beschra¨nkung der Allgemeinheit Φ(m1,m1) = 1, und somit
gilt fu¨r k ∈ K ′:
k = Φ(km1,m1) = Φ(
∑
qimi,m1) =
∑
qiΦ(mi,m1)
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fu¨r gewisse qi ∈ Q. Aus Dimensionsgru¨nden folgt die Behauptung. 
Fu¨r die Konstruktion des Endomorphismenringes werden im folgenden auch die nicht-
symmetrischen Formen betrachtet, und daher wird obige Strategie auch auf die nichtsym-
metrischen K-invarianten Formen fu¨r den Fall angewendet, daß der Schurindex 2 ist oder
der Charakterko¨rper ein komplexer Ko¨rper ist.
Bemerkung 4.16 (Konstruktion einer/aller invarianten antisymmetrischen For-
men auf mQG)
1. Mit den Bezeichnungen aus Lemma 4.12 erha¨lt man eine Basis des Raumes der
schiefsymmetrischen, rationalen, G-invarianten Formen F schiefQ (mQG) durch ηi◦Φ−R ,
wobei ηi : KR → Q Q-lineare und Q-linear unabha¨ngige Funktionen seien und
Φ−R : MU ×MU : ((m1, φ1), (m2, φ2)) 7→ k(m1φ2 −m2φ1)
eine schiefsysmmetrische Form, wobei k ∈ K so gewa¨hlt ist, daß Φ−R auf mQG min-
destens einen von 0 verschiedenen rationalen Wert, z. B. 1, annimmt.
2. Sei M usw. wie in 4.13 und (m1, . . . ,ml) eine Q-Basis von mUQG. Definiere die
Formen:
Φ1 : mUQG×mUQG→ K : ((x1, x2), (y1, y2)) 7→ Φ(x1, y1),
Φ2 : mUQG×mUQG→ K : ((x1, x2), (y1, y2)) 7→ Φ(x2, y2),
Φ3 : mUQG×mUQG→ K : ((x1, x2), (y1, y2)) 7→ Φ(x1, y2).
Die Formen sind Q-bilinear und schiefsymmetrisch und sogar linear unabha¨ngig u¨ber
K als schiefsymmetrische Formen auf KmUQG. Betrachtet man fu¨r Φi den Q-
Vektorraum Vi, der von den Eintra¨gen der Grammatrix (Φi(bj, bk))j,k erzeugt wird,
so gilt dimVi ≤ dimFaQ(mUQG). Ist
(Φi(bj, bk))j,k = k1F1 + · · ·+ ksFs mit F1, . . . , Fs ∈ Ql×l,
so daß k1, . . . , ks ∈ K Q-linear unabha¨ngig sind, so ist Fi ∈ FaQ(mUQG), und die
Gesamtheit dieser Formen erzeugt den Q-Vektorraum FaQ(mUQG). Achtung: Vi ist
kein Ko¨rper.
Der Endomorphismenring wird nun u¨ber folgende U¨berlegung bestimmt: Die invarian-
ten Formen sind Homomorphismen zwischen mQG und seinem Dual. Da mQG einfach
ist, ist nach dem Lemma von Schur jeder solche Homomorphismus trivial oder invertier-
bar, und der Endomorphismenring EndQG(M) berechnet sich u¨ber geeignete Quotienten
der invarianten Formen. Technisch wird man so vorgehen, daß, sobald eine neue invarian-
te Form (und ihre Grammatrix) bestimmt ist, der zugeho¨rige Endomorphismus bestimmt
wird, und dann zuna¨chst das Erzeugnis mit den vorher bereits bekannten Endomorphismen
bestimmt. Da die Dimension des Endomorphismenringes in diesen Fa¨llen bereits bekannt
ist, hat man eine Abbruchbedingung fu¨r den Algorithmus.
Kapitel 5
Konstruieren der rationalen
Darstellungen
Dieses Kapitel beschreibt nun einen Algorithmus zur Konstruktion einer ganzzahligen Dar-
stellung aus den in den vergangenen Kapiteln berechneten Daten.
Sei zuna¨chst K ein Ko¨rper der Charakteristik 0, G eine endliche Gruppe und M ein
KG-Modul. Weiter sei v ∈ M ein rationaler Vektor und Φ eine K-bilineare, G-invariante
Form, so daß Φ|vQG×vQG positiv definit (und rational) ist. Zur Konstruktion einer ganzzahli-
gen, irreduziblen Darstellung wird nun einfach v aufgespinnt und das ZG-Gitter L := vZG
bestimmt. Dazu werden zwei Vera¨nderungen der gewo¨hnlichen Vorgehensweise vorgenom-
men, die die Form Φ benutzen:
1. Ist in einem Schritt des Algorithmus ein Teilgitter L′ ≤Z L mit Erzeugendensy-
stem (v1, . . . , vl) gewa¨hlt, so ist dies eine Basis genau dann, wenn die Grammatrix
(Φ(vi, vj))1≤i,j≤l Rang l hat.
2. Alle Basistransformationen werden unter Anwendung des LLL-Algorithmus [Poh87]
auf diese Grammatrix durchgefu¨hrt. Dies vermeidet eine Explosion der Koeffizienten.
Die durch die Daten aus Kapitel 3 beschriebene Situation unterscheidet sich von obigem
nocheinmal erheblich durch die Tatsache, daß alle Rechnungen nur p-adisch approximativ
durchgefu¨hrt werden ko¨nnen: Gegeben ist nun also ein (uniformer) Z/pkZG-Modul, m ei-
ne Approximation eines rationalen Vektors, Φk eine G-invariante Form mod p
k und K der
Charakterko¨rper mit Maximalordnung O(K). Sei (1, b2, . . . , bs) eine Basis der Maximal-
ordnung und bi ∈ Z, so daß es eine Einbettung ι : K → Qp gibt mit ι(bi) + pkZp = bipkZp.
In Erweiterung der obigen Vorgehensweise ist also eine Aussage notwendig, daß die
korrekte Rekonstruktion von
Φ(vi, vj) = c11 + c2b2 + · · ·+ csbs fu¨r gewisse ci ∈ Q
aus den Daten mod pk garantiert. Dies liefert Satz 5.8, der eine explizit berechenbare
Schranke angibt, so daß die Berechnungen korrekt durchgefu¨hrt werden fu¨r alle rationalen
Vektoren v die kurz genug sind bezu¨glich der in Kapitel 4 konstruierten Form Φ.
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Diese Aussage macht den Algorithmus dem Anschein nach zu einem Todd-Coxeter
a¨hnlichen Verfahren; dies ist aber nicht der Fall, da die Voraussetzung nicht oder nur im
Nachhinein zu u¨berpru¨fen ist: Dann ist diese Aussage aber nicht mehr von praktischen
Interesse.
Beno¨tigt wird also eine Mo¨glichkeit in Anschluß an die Berechnungen eine Verifikation
der Resultate durchzufu¨hren. Hier ist zuna¨chst die “lineare Unabha¨ngigkeit” der gewa¨hlten
Basis (v1, . . . , vl) zu u¨berpru¨fen: fu¨r den uniformen Fall u¨ber Q ist dies einfach, da die Vek-
toren schon linear unabha¨ngig mod p sind. Fu¨r die anderen Fa¨lle ist dies schwieriger, und
man muß u¨berpru¨fen, daß die Ordnung O(K) auf den Vektoren (v1, . . . , vl) in geeigneter
Weise operiert. Satz 5.12 lo¨st dieses Problem der Verifikation.
Dieser Abschnitt beschreibt zuna¨chst sehr kurz die algorithmische Vorgehensweise der
“integral MeatAxe” von R. Parker, die einen guten Einstieg in die anschließende Beschrei-
bung des Algorithmus zur Erzeugung des ZG-Gitter mZG liefert. Der letzte Abschnitt
beschreibt exemplarisch die Konstruktion einiger Darstellungen von endlichen quasieinfa-
chen Gruppen.
5.1 Parker’s Integral MeatAxe
In diesem Abschnitt soll kurz auf die Ideen in [Par95] eingegangen werden. R. Parker schla¨gt
dort ein Verfahren vor, das analog zur klassischen MeatAxe [Par84], [HoR94] die Zerlegung
einer ganzzahligen Darstellung in ihre rationalen Konstituenten ermo¨glichen soll.
Im folgenden sei G eine endliche Gruppe, die auf einem Q-Vektorraum M linear ope-
riert. Dazu werden gewisse (rationale) Vektoren (vgl. Definition 4.1) aufgespinnt, und man
erha¨lt einen Konstituenten der Darstellung. Die wichtigste Idee hierbei ist, daß die Basis
des Teilmoduls unabha¨ngig von der gewa¨hlten Basis des Ausgangsmoduls gewa¨hlt wird,
und zwar mit dem Konzept des “module handlers”, der unter anderem folgende Problem-
stellungen bewa¨ltigt:
Definition 5.1 ([Par95]) Sei M ein Q-Vektorraum. Ein (rationaler) “module handler”
ist eine Funktion, die ausgehend von einem bestehenden Z-Gitter L ≤ M mit Basis
(v1, . . . , vr) die folgenden Fragestellungen bewa¨ltigt:
1. Fu¨r v ∈ M entscheide, ob v ∈ QL. Falls dies der Fall ist, berechne eine ganzzahlige
Relation, d. h. a1, . . . , ar+1 ∈ Z, ai 6= 0 fu¨r ein i, mit
∑r
i=1 aivi + ar+1v = 0.
2. Fu¨r v ∈M − L, konstruiere eine neuen Modul L := 〈L, v〉 mit Basis (v′1, . . . , v′r′).
3. Weitere administrative Funktionen.
Parker schla¨gt folgende Implementation eines module handlers vor, der zur Lo¨sung von
1.) p-adische Approximation benutzt:
Bemerkung 5.2 ([Par95]) Seien v1, . . . , vr ∈ Zn linear unabha¨ngig, und p eine Prim-
zahl derart, daß die Vektoren auch linear unabha¨ngig mod p sind. Weiter sei vr+1 ∈ Zn.
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Entscheide, ob vr+1 ∈ 〈v1, . . . , vr〉Q, und wenn dies der Fall ist, berechne ai ∈ Z, nicht alle
0, mit
∑r+1
i=1 aivi = 0, durch:
1. Berechne zuna¨chst ai, mit ar+1 = −1, so daß
∑r+1
i=1 aivi ≡ 0 mod p. Falls diese nicht
existieren, sind v1, . . . , vr+1 linear unabha¨ngig.
2. k := 2
3. Solange keine ai gefunden sind
(a) Lifte die ai zu Lo¨sungen mod p
k, wiederum ar+1 = −1. Falls ein solcher Lift
nicht existiert, sind v1, . . . , vr+1 linear unabha¨ngig.
(b) Bestimme rationale Approximationen bi := qi/pi der ai, (siehe Algorithmus
1.13), und teste, ob
∑
bivi = 0. Falls ja, multipliziere die bi mit dem Hauptnen-
ner, d. h. kgV(pi), und setze somit die ai. Sonst setze z. B. k := 2k.
Da in (1) und (3a) jeweils das gleiche Gleichungssystem mod p gelo¨st wird, ist es sinnvoll,
die Transformationsmatrizen zu speichern.
Offenbar terminiert der obige Algorithmus, da fu¨r den Fall v ∈ QL eine Relation
Nvr+1 =
∑
aivi existiert, und fu¨r p
k > 2 · max{N2, a2i } wird diese Relation in (3b) we-
gen Bemerkung 1.8 auch gefunden. Ist hingegen vr+1 6∈ QL, so existiert ein pk, so daß
(v1, . . . , vr+1) linear unabha¨ngig sind mod p
k. Die in diesem Algorithmus verlangte Vor-
aussetzung, daß v1, . . . , vr linear unabha¨ngig mod p sind, wird in der Verallgemeinerung
dieses Algorithmus in Bemerkung 1.17 nicht beno¨tigt.
Zur Lo¨sung von 2. schla¨gt Parker vor, eine Basis von 〈L, v〉 folgendermaßen zu konstru-
ieren: Ist v 6∈ QL, so fu¨gt man v der Basis hinzu, und fu¨r den Fall v ∈ QL−L benutzt man
die ganzzahlige Relation aus Definition 5.1,1, um per Berechnung des ggT(ai) eine Basis
zu konstruieren, genauer:
Bemerkung 5.3 Sei L = 〈v1, . . . , vr+1〉Z ein Z-Gitter, so daß
∑r+1
i=1 aivi = 0 fu¨r gewisse
ai ∈ Z mit ggT(ai) = 1. Ist ai = ±1 fu¨r ein i, so gilt L = 〈v1, . . . , vi−1, vi+1, . . . , vr+1〉Z.
Definiert man einen neuen Vektor v′j := vj − bkvk fu¨r ein j 6= k, so gilt
L = 〈v1, . . . , vj−1, v′j, vj+1, . . . , vr+1〉Z,
und diese Vektoren erfu¨llen
∑r+1
i=1,i6=j,k aivi + ajv
′
j + (ak + ajbk)vk = 0.
Beweis: Offenbar werden nur Z-elementare Umformungen durchgefu¨hrt. 
Also kann man durch Kenntnis der ganzzahligen Relation zwischen den vi mit Hilfe
des Euklidischen Algorithmus eine Basis fu¨r L bestimmen. Parker’s originale Strategie
war, den gro¨ßten Index i zu bestimmen, so daß |ggT(ai, ar+1)| minimal, vorzugsweise 1,
ist. Dies fu¨hrt dazu, daß der Prozeß des Aufspinnens des ZG-Gitter vZG nicht wieder
weit zuru¨ckliegend neu begonnen werden muß. Allerdings birgt diese Vorgehensweise den
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Nachteil, daß erfahrungsgema¨ß die Koeffizienten der im weiteren Verlauf des Algorithmus
zu berechnenden Relationen explodieren.
Das Konzept des module handlers ermo¨glicht es offenbar, die Standardprobleme der
Darstellungstheorie, wie z. B. das Berechnen von invarianten Teilra¨umen, zu lo¨sen. Zu be-
achten ist dabei, daß alle Berechnungen in basisunabha¨ngiger Weise durchgefu¨hrt werden.
Dies ermo¨glicht dann auch die Konstruktion von Endomorphismen von QL fu¨r gegebenes
w ∈ QG mit minimalem Korang fu¨r den Fall, daß QL irreduzibel ist.
5.2 Ein Verfahren zur Konstruktion der ganzzahligen
Darstellungen
In diesem Abschnitt soll ein Verfahren angegeben werden, mit dem man unter gewissen,
oft erfu¨llten Voraussetzungen aus einer Darstellung ϕm : G → GLn(Z/mZ) der endlichen
Gruppe G eine Darstellung ϕZ : G→ GLn(Z) konstruieren kann.
Ziel der Betrachtung ist das Aufspinnen eines rationalen Vektors unter einer in Kapitel 3
konstruierten Darstellung. Die Situation unterscheidet sich von der Situation der Integral
MeatAxe aus dem vorherigen Abschnitt in folgender Weise: Sind Vektoren v1, . . . , vr+1
gewa¨hlt, so kann eine ganzzahlige Relation
∑
aivi = 0 fu¨r ai ∈ Z nur mod m bestimmt
werden. Im Gegensatz zu Bemerkung 5.2 kann m aber in dieser Phase nicht mehr vergro¨ßert
werden, und man kann diese Relation auch nicht direkt u¨berpru¨fen. Diese Probleme werden
durch Verwendung der positiv definiten Formen aus den Lemmata 4.10, 4.12 und 4.13 im
wesentlichen vermieden.
Weiterhin soll auf die auftretenden Schwierigkeiten einer solchen Konstruktion einge-
gangen werden. Es ist zu bemerken, daß sich dieses Verfahren fu¨r die in dieser Arbeit
konstruierten Darstellungen sehr bewa¨hrt hat. Zu den Bezeichnungen in diesem Abschnitt:
Es sei K ein Ko¨rper der Charakteristik 0 und O = O(K) der Ring der ganzen Zahlen von
K.
Zuna¨chst jedoch eine Bemerkung, die in gewisser Weise die Grundlage des folgenden
Algorithmus bildet:
Bemerkung 5.4 Sei K ein Ko¨rper der Charakteristik 0, M ein endlich dimensionaler K-
Vektorraum und Φ eine nicht ausgeartete Bilinearform auf M . Weiter sei L = 〈v1, . . . , vr〉Z
ein Gitter in M mit 〈v1, . . . , vr〉K = M und vr+1 ∈ M . Dann ist vr+1 ∈ QL genau dann,
wenn es ai ∈ Z, ar+1 6= 0 gibt mit
∑r+1
i=1 aiΦ(vi, vj) = 0 fu¨r alle j ∈ {1, . . . , r + 1}. Ist L
vom Rang r und ggT(ai) = 1, so ist dann 〈L, vr+1〉 : L = |ar+1|. In diesem Sinne wird im
folgenden die Gleichheit von Gittern benutzt werden.
Beweis: Es ist vr+1 ∈ QL genau dann, wenn es qi ∈ Q gibt mit
∑r
i=1 qivi = vr+1, d. h. es
gibt ai ∈ Z mit ggT(ai) = 1 und
∑r+1
i=1 aivi = 0. Da KL = M ist, ist
∑r+1
i=1 aivi = 0 genau
dann, wenn 0 = Φ(
∑r+1
i=1 aivi, vj) =
∑r+1
i=1 aiΦ(vi, vj) fu¨r alle 1 ≤ j ≤ r + 1 ist. Ist weiter L
vom Rang r und ggT(ai) = 1, so gilt offenbar 〈L, vr+1〉Z/L ∼= C|ar+1|. 
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Diese Bemerkung zeigt, daß eine (rationale) nicht ausgeartete Form auf V als “module
handler” im Sinne von Definition 5.1 benutzt werden kann, d. h. eine ganzzahlige Relation
zwischen dem vi wird durch Lo¨sung des linearen Gleichungssystems
(a1, . . . , ar+1)(Φ(vi, vj))1≤i,j≤r+1 = 0
bestimmt. Die Beobachtung ist, daß die Eintra¨ge der Grammatrix eines Erzeugendensy-
stems des Gitters L sehr klein sind gegenu¨ber den linearen Abha¨ngigkeiten zwischen den
erzeugenden Elementen.
Beispiel 5.5 Betrachte die Thompsongruppe Th = 〈a, b〉 (die Erzeuger sind bezu¨glich des
“standard generator project” ([Wil01]) gewa¨hlt) und die gewo¨hnliche Darstellung klein-
sten Grades vom Grad 248 mit Charakter χ mit (eindeutig bestimmten) ZG-Gitter L. Sei
(3×G2(3)) ∼= H ≤ G, dann gilt χ|H = χ1 +χ114 +χ133, wobei die Indizes jeweils die Grade
der Charaktere angeben. Ist also v ein primitiver Vektor in L aus dem eindimensionalen
Konstituenten von H und ist Φ die eindeutig bestimmte primitive ganzzahlige positiv de-
finite Form auf L, so ist Φ(v, v) = 12. Da Φ positiv definit ist, gilt diese obere Schranke
auch fu¨r den Betrag der Eintra¨ge abseits der Diagonale, solange alle Vektoren in der Basis
gleiche Norm haben. Wa¨hlt man eine Basis von QL durch aufspinnen von v, so hat die
erste nichttriviale ganzzahlige Relation Eintra¨ge der Gro¨ßenordnung 10115.
Die Bedingung KL = M aus Bemerkung 5.4 kann fallengelassen werden, falls Φ sogar
positiv definit ist. In Abschnitt 4 ist in Bemerkung 4.10 (und den folgenden) eine positiv
definite Form auf vQG konstruiert worden. Aufgrund dieser wird jetzt rationale lineare
Unabha¨ngigkeit entschieden. Ein weiterer wichtiger Vorteil der Kenntnis einer positiv de-
finiten Form ist, daß die Bestimmung einer Basis nicht, wie in Bemerkung 5.3, willku¨rlich
durchgefu¨hrt wird, sondern durch Reduktion der Form mit Hilfe des LLL-Algorithmus
[Poh87]. Diese Strategie verhindert die Koeffizientenexplosion weitgehend.
Algorithmus 5.6 Sei G = 〈g1, . . . , gr〉 eine endliche Gruppe mit Darstellung ϕm : G →
GLn(Z/mZ), die von einer uniformen globalen Darstellung von G mit Charakter χ kommt,
und sei Φm : (Z/mZ)n × (Z/mZ)n → Z/mZ eine G-invariante bilineare Form. Weiter sei
K der Charakterko¨rper von χ total reell mit [K : Q] = s, und O(K) = 〈b1 := 1, b2, . . . , bs〉Z,
v ein (primitiver) rationaler Vektor mit Φm(v, v) = d ∈ Z>0 und d m.
1. E := {v}, N := {v}, L das Gitter mit Grammatrix ΦQ := (d · s).
• Fu¨r alle x in N :
(a) Fu¨r alle i ∈ {1, . . . , r}:
i. y := x · (gi)ϕm.
ii. Berechne jeweils ai := Φm(ei, y), eine Darstellung ai := ci,1+ci,2b2+· · ·+
ci,rbs mit Hilfe von Algorithmus 1.13, und daraus ti := TrK/Q(ai). Setze
t = (t1, . . . , t|E|) und L′ als das Gitter mit der erweiterten Grammatrix
Φ′Q :=
(
ΦQ t
Tr
t d · s
)
.
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iii. Falls L 6= L′, setze L := L′, E := E ∪ {y}, N := N ∪ {y}, ΦQ := Φ′Q.
(b) N := N − {x}.
2. Berechne mit Hilfe des LLL-Algorithmus angewandt auf ΦQ eine Basis (v
′
1, . . . , v
′
l)
von L mit Grammatrix ΦQ := (TrK/Q(Φm(v
′
i, v
′
j)))1≤i,j≤l. Ist l 6= n · s, so breche den
Algorithmus ab.
3. Berechne eine Darstellung ϕZ : G→ GLl(Z) : gi 7→ gZi von G u¨ber:
gZk := (TrK/Q(Φm(v
′
igk, v
′
j)))1≤i,j≤l · Φ−1Q
4. Output: Eine ganzzahlige Darstellung ϕZ von G zusammen mit einer rationalen,
positiv definiten, quadratischen Form ΦQ.
Somit ist also ein Algorithmus zur Konstruktion einer ganzzahligen Darstellung be-
schrieben, der sich im praktischen Einsatz effektiv bewa¨hrt hat. Der wesentliche Para-
meter fu¨r die Einsetzbarkeit dieses Algorithmus ist die Norm des rationalen Vektors, der
aufgespinnt wird, und der Grad s des Charakterko¨rpers Q(χ) von χ. Die Erfahrungen
haben gezeigt, daß (primitive) rationale Vektoren meist auch kurz sind. Nun noch einige
Bemerkungen zur Durchfu¨hrung des obigen Algorithmus:
Bemerkung 5.7 1. Die Tatsache, daß ΦQ positiv definit ist, wird nur in Schritt 2.
des obigen Algorithmus benutzt. Alle weiteren Schritte benutzen nur, daß ΦQ nicht
ausgeartet ist.
2. Die Basisreduktion mit Hilfe des LLL-Algorithmus wird man in Schritt 1(a)iii. durch-
fu¨hren, falls Rang L = Rang L′ und L 6= L′. Die Erfahrung zeigt, daß fu¨r den
Fall QL = vQG meist ein zusa¨tzlicher Vektor zur Erzeugung von vZG ausreicht.
Hierdurch verschlechtert sich die Abscha¨tzung im folgenden Satz um einen Faktor,
der nur vom Rang von vZG anha¨ngt.
Im Anschluß wird die Korrektheit des obigen Algorithmus bewiesen. Der wesentliche
Punkt hierbei ist die korrekte Rekonstruktion der Darstellung Φ(vi, vj) =
∑r
i=1 cibi aus
den Daten modm. Dies folgt aus Lemma 1.11.
Satz 5.8 Sei G eine endliche Gruppe und ϕm : G → GLn(Z/mZ) eine Darstellung von
G, so daß es einen total reellen Ko¨rper K mit Ring der ganzen Zahlen O := O(K), ein
Ideal I CO und ein uniformes OG-Gitter L vom K-Rang n gibt mit:
1. O/I ∼= Z/m′Z. Sei ϕm′ : G→ GL(L/IL) ∼= GLn(Z/m′Z) eine Darstellung hierauf.
2. ϕm ≡ ϕm′ modm′.
3. Sei Φm : (Z/mZ)n × (Z/mZ)n → Z/mZ eine G-invariante Form modm.
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4. Sei ΦO : vZG × vZG → O die (eindeutig bestimmte primitive) G-invariante Form
mit ΦO(v, v) =: d ∈ Z>0.
5. Zusa¨tzlich sei m′ derart, daß die Voraussetzungen von Lemma 1.11 fu¨r die Spur
TrK/Q(Φ(v, v)) = d · [K : Q] gelten, und es gelte Φm ≡ ΦO mod I.
Dann terminiert der Algorithmus 5.6 und liefert eine Q-irreduzible rationale Darstellung,
deren Charakter den Charakter von L als Konstituent entha¨lt.
Beweis: Da ΦTr : vQG×vQG→ Q : (u,w) 7→ Tr(Φ(u,w)) positiv definit und G-invariant
ist, folgt |Tr(Φ(vi, vj))| ≤ |Tr(Φ(v, v))| fu¨r alle vi, vj ∈ vG. Also wird die Darstellung
Φ(vi, vj) =
∑r
k=1 ckbk in Schritt 1(a)ii. des obigen Algorithmus wegen Lemma 1.11 korrekt
berechnet, und daher ist ΦQ in jedem Schritt genau die Grammatrix von 〈E〉Z. Da rationale
lineare Unabha¨ngigkeit wegen Bemerkung 5.4 u¨ber die positiv definite Form ΦQ entschieden
werden kann, weil ΦQ positiv definit ist, tritt Fall 1(a)iii. genau dann ein, wenn y 6∈ 〈E〉Z.
Der Algorithmus fu¨hrt somit in den weiteren Schritten einen Standard-Algorithmus zum
Aufspinnen eines ZG-Modul durch. 
Dieser Satz ist offenbar von eher theoretischem Interesse, da man die Voraussetzun-
gen des Satzes ho¨chstens im Nachhinein, d. h. nach Abschluß des Algorithmus, verifizie-
ren kann. Allerdings erha¨lt man zumindest qualitativ eine Aussage u¨ber die erforderliche
Gro¨ßenordnung von m′ u¨ber die Abscha¨tzung in Lemma 1.11. Weiterhin kann man, falls
max{q2 + p2| q
p
= TrK/Q(Φ(v, w)), v, w ∈ E ∪ N} im Laufe des Algorithmus die Schranke
aus Lemma 1.11 u¨bersteigt, den Algorithmus abbrechen, da ein korrektes Ergebnis nicht
zu erwarten ist. Der Algoritmus 1.13 zur p-adischen Rekonstruktion wird in Schritt 2 dann
auch abgebrochen, und somit bricht der obige Algorithmus ohne Ergebnis ab.
Bemerkung 5.9 Sei G eine endliche Gruppe mit |G| = pα11 · · · pαrr . Weiter seien die Be-
zeichnungen wie in Satz 5.8 und m = pβ11 · · · pβrr · l mit ggT(l, pi) = 1. Dann kann man
m′ = pmax{0,β1−2α1}1 · · · pmax{0,βr−2αr}r l wa¨hlen.
Beweis: Folgerung aus Satz 3.2. Die 2 im Exponenten ru¨hrt daher, daß noch die zusa¨tzliche
Voraussetzung an die Form erfu¨llt sein muß. 
Im folgenden wird als Erweiterung des obigen Algorithmus 5.6 eine Mo¨glichkeit be-
schrieben, eine Q-Basis des Endomorphismenrings des durch die Darstellung ϕZ beschrie-
benen QG-Moduls zu bestimmen. Der Endomorphismenring ist von sich aus schon von
großem Interesse, daru¨berhinaus spielt der total reelle Teilko¨rper des Zentrums des Endo-
morphismenringes auch bei der Verifikation des Ergebnisses eine zentrale Rolle.
Algorithmus 5.10 (Berechnung des Endomorphismenrings/Formenraums)
Input: G, ϕm und Φm wie in Algorithmus 5.6, zusa¨tzlich v
′
1, . . . , v
′
ns und ϕZ aus den
Schritten 2) und 3) des Algorithmus 5.6.
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1. Bestimmung der G-invarianten, symmetrischen Formen folgendermaßen: Ist
(Φ(vi, vj))1≤i,j≤ns = F1 + b2F2 + · · ·+ bsFs mit Fi ∈ Qns×ns,
so ist F symQ (vQG) = 〈F1, . . . , Fs〉Q, siehe Bemerkung 4.15.
2. Die antisymmetrischen Formen werden mit Hilfe von Bemerkung 4.16 bestimmt.
3. Den total reellen Teilko¨rper des Zentrums des Zentralisators von 〈gZ1 , . . . , gZr 〉 ≤
GLns(Z) erha¨lt man u¨ber
bi 7→ (
s∑
i=1
TrK/Q(bjbi)Fj)Φ
−
Q1 ∈ Qns×ns.
4. Der komplette Endomorphismenring wird u¨ber die Formen aus 1 und 2 bestimmt.
Zu bemerken ist, daß fu¨r die Durchfu¨hrung des ersten Schrittes des Algorithmus Satz
5.8 gilt, da nur die Rekonstruktion von Φm(v, w) = c1 + c2b2 + · · · + crbr gelingen muß.
Also la¨ßt sich auch unter diesen Voraussetzungen der maximal total reelle Teilko¨rper des
Zentrums des Zentralisators bestimmen.
Im Anschluß an Satz 5.8 ist schon bemerkt worden, daß die Voraussetzungen des Satzes
von sich aus schwer bis gar nicht zu u¨berpru¨fen sind. Im weiteren wird ein Verfahren
zur Verifikation der Ergebnisse angegeben, das zusa¨tzlich zur Voraussetzung, daß ϕm eine
Darstellung von G ist, nur die in den Algorithmen 5.6 und 5.10 berechneten Informationen
beno¨tigt.
Ein wichtiger Schritt in diese Richtung ist das folgende Lemma, das den absolut irre-
duziblen Fall u¨ber Q schon abschließend behandelt:
Lemma 5.11 Sei G = 〈g1, . . . , gr〉 eine Gruppe, a1, . . . , ar ∈ GLn(Zp) mit |〈a1, . . . , ar〉| <
∞ und ϕk : G → GLn(Zp/pkZp) : gi → ai + pkZn×np ein Homomorphismus fu¨r k ≥ 1 und
p 6= 2 oder k > 1. Dann ist ϕ : G→ GLn(Zp) : gi → ai auch ein Homomorphismus.
Beweis: Der natu¨rliche Epimorphismus  : GLn(Zp) → GLn(Zp/pkZp) hat nur Elemente
unendlicher Ordnung im Kern: Ist na¨mlich y := 1 + pkx ein Element endlicher Ordnung
fu¨r x ∈ Zn×np − pZn×np , so ist yn ≡ 1 + npkx mod pk+1, und daher ist y von durch p
teilbarer Ordnung, d. h. ohne Beschra¨nkung der Allgemeinheit hat y Ordnung p. Es ist
aber 1 = yp = 1+pk
(
p
1
)
x+p2k
(
p
2
)
x2 + · · ·, d. h. x ∈ pZn×np im Widerspruch zur Behauptung.
Also ist |〈a1,...,ar〉 ein Monomorphismus und daher ϕ ein Homomorphismus. 
Die Argumentation im absolut irreduziblen Fall u¨ber Q ist nun die folgende: Nach
Abschluß von Algorithmus 5.6 ist 〈gZ1 , . . . , gZr 〉 eine endliche Gruppe, da diese Matrizen
eine ganzzahlige, positiv definite Form festlassen. Weiterhin ist das gro¨ßte m′|m mit
vigj ≡
ns∑
k=1
vk modm
′
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leicht zu bestimmen. Ist weiter m2Zn ≤ 〈v1, . . . , vn〉, so ist
ϕ : G→ GLn(Z/(m
′
m2
)Z) : gi 7→ gZi
eine Darstellung mod (m′/m2) und somit nach Lemma 5.11 eine Darstellung auch u¨ber
den ganzen Zahlen. Zum Charakter ist folgendes zu sagen: Offenbar haben ϕ und ϕm den
gleichen Charakter mod (m′/m2), und daher hat ϕ den gesuchten Charakter, falls z. B.
νp(m
′/m2) > νp(|G|) fu¨r eine Primzahl p 6= 2.
Diese Argumentation wird im folgenden Satz auf alle hier betrachteten Fa¨lle verallge-
meinert:
Satz 5.12 Sei G = 〈g1, . . . , gr〉 eine endliche Gruppe, ϕpk : G → GLn(Z/pkZ) eine Dar-
stellung mit Charakter χ und Q(χ) der Charakterko¨rper mit b1 := 1, . . . , bs ∈ O(Q(χ))
eine Q-Basis von Q(χ). Weiter sei H := 〈a1, . . . , ar〉 < GLn(Z) eine endliche Gruppe und
c1, . . . , cs ∈ CZns×ns(H), so daß ι : Q(χ) → Qns×ns : bi 7→ ci ein Ko¨rpermonomorphismus
ist und v1, . . . , vn·s ∈ (Z/pkZ)n mit den folgenden Eigenschaften:
1. G “operiert” auf v1, . . . , vn·s vermo¨ge der ai, d. h. vjgi ≡
∑n·s
k=1 a
i
j,kvk mod p
k′.
2. 〈b1, . . . , bs〉Ordnung operiert auf v1, . . . , vn·s mod pk′, d. h. bivj ≡
∑n·s
k=1 c
i
j,kvk mod p
k′.
3. pl1 ist der gro¨ßte p-Elementarteiler der Diskriminante (TrQ(χ)/Q(bibj))1≤i,j≤s ∈ Zs×s.
4. pl2Zn ≤ 〈v1, . . . , vns〉+ pkZn.
5. max{νp(|G|), νp(2)} < k′ − l1 − l2.
Dann ist die Abbildung ϕZ : G→ GLn·s(Z) : gi 7→ ai eine Darstellung von G mit Charakter∑
σ∈Gal(Q(χ)) σ ◦ χ.
Beweis: Durch Basistransformation an den vj und entsprechenden Transformationen an
ai und ci ist ohne Beschra¨nkung der Allgemeinheit (v1, . . . , vn) eine Z/pkZ-Basis von
〈v1, . . . , vns〉Z/pkZ. Bezeichne mit ei die Elemente der Standardbasis von Zns, dann sind
auch e1, . . . , en Q(χ)-linear unabha¨ngig, und somit existieren qij,l ∈ Q, so daß
ei =
n∑
j=1
s∑
l=1
qij,lc
lej,
wobei die p-Bewertung der Nenner durch l1 beschra¨nkt ist, weil v1, . . . , vn eine Z/pkZ-
Basis von 〈v1, . . . , vns〉 ist und die Bedingung u¨ber die Diskriminante aus 3. gilt. Es gibt
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also dl ∈ Z/pk′Z, so daß
n∑
l=1
dlvl = vjgi ≡
ns∑
k=1
aij,kvk (mod p
k′)
≡
ns∑
k=1
aij,k
n∑
l=1
s∑
t=1
qkl,tblvl (mod p
k′)
≡
n∑
l=1
(
ns∑
k=1
aij,k
s∑
t=1
qkl,tbl)vl (mod p
k′).
Die Darstellung in den vi ist eindeutig, also erha¨lt man
dl ≡ (
ns∑
k=1
aij,k
s∑
t=1
qkl,tbl) mod p
k′−l1 ,
da die p-Bewertung der Nenner der qkl,t durch l1 beschra¨nkt ist. Also ist die Darstellung von
G auf v1, . . . , vn via ϕpik a¨quivalent zur ausreduzierten Darstellung von H mod p
k′−l1−l2 , d.
h.
ϕQ(χ) : G→ GLn(Z/pk′−l1−l2Z) : gi 7→ (
ns∑
k=1
aij,k
s∑
t=1
qkl,tbl)1≤j,l≤n
ist eine Darstellung mod pk
′−l1−l2 . Lemma 5.11 liefert dann die Behauptung, daß
ϕZ : G→ GLns(Z) : gi 7→ ai
eine Darstellung von G ist. Offenbar ist der Charakter von ϕQ(χ) gleich χ mod p
k′−l1−l2 ,
also folgt die Behauptung u¨ber den Charakter. 
Daraus ergibt sich der folgende Algorithmus zur U¨berpru¨fung des Ergebnisses von Al-
gorithmus 5.6, und kla¨rt das Problem der Verifikation der Ergebnisse, falls schon bekannt
war, daß ϕm : G → GLn(Z/mZ) eine Darstellung von G ist. Falls dies nicht der Fall ist,
wird im Abschnitt 5.3 eine weitere Mo¨glichkeit vorgestellt.
Algorithmus 5.13 (Verifikation der Resultate aus 5.6)
Input: G, ϕm und Φm wie in Algorithmus 5.6, zusa¨tzlich v1, . . . , vns und ϕZ aus den
Schritten 2) und 3) des Algorithmus 5.6 und c1, . . . , cr aus Algorithmus 5.10.
1. Bestimme das gro¨ßte m′ derart, daß
vigj ≡
ns∑
k=1
(gZj )i,kvk modm
′.
vibj ≡
ns∑
k=1
cji,kvk modm
′.
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2. Bestimme den gro¨ßten m-Elementarteiler m1 von (TrQ(χ)/Q(bibj))1≤i,j≤s ∈ Zs×s.
3. Bestimme das kleinste 0 6= m2|m, so daß m2Zn ≤ 〈v1, . . . , vns〉.
Output: Ist max{νp(|G|), νp(2)} < νp(m′/(m1m2)) fu¨r ein p, so ist die konstruierte Dar-
stellung eine Darstellung von G mit dem gesuchten Charakter.
5.3 Verifikation der Resultate
Im Zusammenhang mit der Verifikation der Ergebnisse aus dem letzten Abschnitt, d. h.
aus Algorithmus 5.6, bleibt also nur noch ein Fall offen: Es ist nicht bewiesen, daß ϕm eine
Darstellung von G ist, weil z. B. keine Pra¨sentation von G fu¨r die Verfahren aus Kapitel
3 bekannt ist, wie dies fu¨r viele endliche einfache Gruppen der Fall ist. Auch hier kann
Lemma 5.11 helfen, falls eine geeignete modulare Darstellung von G bekannt ist.
Beispiel 5.14 Sei wie in Beispiel 5.5 G = Th. Das Ziel ist die Konstruktion des absolut
irreduziblen ZG-Gitters von Grad 248. Sei M := L/2L, dann konstruiert Algorithmus 3.21
aus einer Darstellung ϕ2 : G → GL248(F2) eine Darstellung ϕ230 : G → GL248(Z/230Z)
(siehe Beispiel 3.20). Algorithmus 5.6 berechnet hieraus eine Gruppe G′ := 〈aZ, bZ〉 ≤
GL248(Z) zusammen mit einer invarianten, positiv definiten, unimodularen Form ΦQ. Mit
Hilfe der MeatAxe und einer modularen Darstellung ϕ3 : G→ GL248(F3) wird eine Matrix
X ∈ F248×2483 konstruiert mit
XG′X−1 = Gϕ3 mod 3
(wobei die jeweiligen Erzeuger aufeinander abgebildet werden), und somit ist ϕZ : G →
GL248(Z) : a 7→ aZ, b 7→ bZ wegen Lemma 5.11 eine Darstellung von G. Diese Darstellung
zusammen mit der invarianten Form ist erha¨ltlich unter [Wil01].
Falls die konstruierte Darstellung allerdings nicht absolut irreduzibel u¨ber Q ist, kann
der Nachweis sehr schwer fallen, daß ϕZ tatsa¨chlich eine Darstellung von G ist.
5.4 Beispiele
In den vorhergehenden Kapiteln ist schon erwa¨hnt worden, daß mit den beschriebenen
Methoden alle gewo¨hnlichen Darstellungen der sporadisch einfachen Gruppen bis zum
Charaktergrad 250 bestimmt worden sind, und diese sind online erha¨ltlich unter [Wil01].
Hier sollen nun einige ausgewa¨hlte Beispiele vorgestellt werden, die verdeutlichen, wel-
che Mo¨glichkeiten sich hierdurch bieten, welche Nebenbedingungen zu beachten sind, und
welche Wahlen sich als geschickt erwiesen haben.
Jeder Teil gliedert sich in zwei Abschnitte, der erste beschreibt die Konstruktion einer
Darstellung ϕm fu¨r die endliche Gruppe, der zweite die Konstruktion der ganzzahligen
Darstellung zusammen mit dem Formenraum und dem Endomorphismenring.
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5.4.1 Die Janko-Gruppe J2
Dieses Beispiel zeigt eine Mo¨glichkeit, die Techniken der verbesserten MeatAxe aus Ab-
schnitt 2.3 mit den Verfahren dieses Kapitels zu verbinden, um globale Darstellungen einer
endlichen Gruppe G zu konstruieren. Also sei G = J2 = 〈a, b〉 (das Erzeugendensystem ist
wie im [Wil01] gewa¨hlt), und konstruiert werden soll eine rational irreduzible Darstellung,
die die beiden Charaktere χ189a und χ189b entha¨lt. Der Charakterko¨rper ist Q[
√
5], und
man wa¨hlt eine Menge pi = {p1, . . . , pr} von Primzahlen pi, so daß
√
5 ∈ Fpi fu¨r alle i und
pi 6 | |J2|. Hier ist die folgende Menge von Primzahlen gewa¨hlt worden:
pi := {11, 19, 29, 31, 41, 59, 61, 71, 79, 89, 101, 109, 131, 139, 149, 151, 179, 181, 191, 199}.
Setze m :=
∏
pi∈pi pi. Fu¨r jede dieser Primzahlen pi konstruiert man einen irreduziblen
FpiG-Modul Mi der Dimension 189 mit den Methoden aus [HoR94].
U¨ber die Worte aus Bemerkung 4.5 erha¨lt man w := ab2ab+ b2a+ 1 ∈ QG derart, daß
dimMiw = 188 fu¨r alle i, d. h. der Korang ist 1, und die Vermutung liegt nahe, daß w
einen rationalen Vektor definiert (Hinweis: Worte, die nur in einigen dieser Darstellungen
einen Korang 1 haben, findet man wesentlich leichter als Worte, die es in allen Darstellun-
gen haben). Durch Aufspinnen eines Vektors im Kern dieses Wortes simultan unter allen
modularen Darstellungen erha¨lt man eine Darstellung
ϕm : G→ GL189(Z/mZ)
zusammen mit einer G-invarianten Form Φm mod m.
Die Konstruktion einer ganzzahligen, 378-dimensionalen Darstellung gelingt jetzt u¨ber
Algorithmus 5.6. Hierbei ist allerdings folgendes zu beachten: Z/mZ hat 220 = 2|pi| Ele-
mente x mit x2 − 5 = 0. Hier gibt es zwei Mo¨glichkeiten, sich ein richtiges solches x zu
verschaffen: Die eleganteste ist die Spur eines Elementes in Klasse 5a, die zweite ist ein
Element Φm(vg, vh) ∈ Z/mZ zu benu¨tzen.
Dies ist am besten folgendermaßen zu erkla¨ren: Sei O = Z[b5] die Maximalordnung in
Q[
√
5], ϕO : J2 → GL189(O) eine O-Darstellung von J2 und MO der zugeho¨rige OJ2-Modul.
Fu¨r jedes pi ∈ pi zerlegt sich das Ideal piO = I1,piI2,pi , wobei gilt [O : I1/2,pi ] = pi. Die
Galoisgruppe Gal(Q[
√
5]/Q)]) = 〈σ〉 operiert auf den Idealen vonO und es gilt I1,piσ = I2,pi
fu¨r alle pi ∈ pi. Sei Mpi der oben gewa¨hlte Fpi-Modul, dann ist Mpi ∼= MO/Iki,piMO fu¨r eine
festes ki ∈ {1, 2}.
Setzt man I :=
∏
pi∈pi Iki,pi , so ist nach dem chinesischen Restsatz [O : I] = m, und die
Operation von G auf MO/IMO ist a¨hnlich zur Operation von ϕm auf (Z/mZ)189. Fu¨r unsere
Zwecke wird also das Bild von
√
5 ∈ O unter dem (durch die Wahl der Mpi) gewa¨hlten
Ringepimorphismus O → O/I ∼= Z/mZ beno¨tigt.
Fu¨r J2 sind u¨ber diese Verfahren alle rationalen Darstellung konstruiert worden, wobei
die folgende Tabelle Aufschluß u¨ber die angewandten Techniken gibt.
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J2 p Grad der w ∈ QG dim(EndQG(M)) sQ(M)
Konst.
χ14a+b 11 14 b
2 + a− 1 2 1
χ21a+b 11 21 b
2a+ b− 1 2 1
χ36 2 36 ab
2aba+ b2a+ ab− 1 1 1
χ63 3 63 ba+ b+ b
2 + 1 1 1
χ70a+b 11 70 (ab
2)3(ab)2a 2 1
+ab2ab+ b2aba+ 1
χ90 3 90 ab
2a+ b+ b2 1 1
χ126 3 36, 90 babab
2ababa− b− b2 − 1 1 1
χ160 2 160 ab− a+ 1 1 1
χ175 5 175 ab− a− 1 1 1
χ189a+b
1 189 ab2ab+ b2a+ 1 2 1
χ224a+b
2 224 abab2ababa+ b+ b2 + 1 2 1
χ225 7 101, 124 abab− aba+ 1 1 1
5.4.2 Die Schur’schen U¨berlagerungsgruppen von An
I. Schur hat in seinen Arbeiten [Sch04] und [Sch08] alle projektive Charaktere von An und
Sn fu¨r alle n beschrieben und dabei im Prinzip auch eine explizite Darstellung fu¨r diese
Gruppe angegeben. Eine weitere explizite Matrixdarstellung ist von Navarov beschrieben
worden und in [Bar94] in SYMMETRICA implementiert worden. Alle diese Darstellun-
gen haben den Nachteil, daß sie u¨ber dem viel zu großen Ko¨rper Q[
√
i : i ∈ {2 . . . n}]
geschrieben sind. Als konkretes Beispiel sei hier
2.A17 = 〈R, S, C|R17 = S17 = (RS)8 = (R−jSj)2C = C2 = [R,C] = [S, C] = 1, 2〉
gewa¨hlt. Konstruiert werden soll eine rational irreduzible Darstellung, die die treuen Cha-
rakter minimalen Grades mit Charakterko¨rper Q[b17] entha¨lt.
Zur Konstruktion einer Darstellung modm: Wie in Beispiel 3.41,1 wird eine Darstel-
lung ϕ240 : G → GL128(Z/240Z) berechnet, die auch die obige Pra¨sentation konstruiert.
(Alternativ kann man in diesem Spezialfall die Darstellung aus [Bar94] nehmen und eine
(oder mehrere) Primzahlen p wa¨hlen, so daß
√
i ∈ Fp fu¨r 2 ≤ i ≤ 17. Zum Beispiel wa¨re
p = 99961 mo¨glich.)
Durch Verwendung der von Parker vorgeschlagenen Worte (vgl. Bemerkung 4.5) findet
man einen rationalen Vektor im Kern von w := 1 + S2(RS)3 − S − R und Algorithmus
5.6 liefert eine ganzzahlige Darstellung ϕZ : 2.A17 → GL256(Z) zusammen mit einer positiv
definiten, invarianten Form mit Elementarteilern 1128, 34128 und einem Isomorphismus
ι : Q[
√
17]→ CQn×n((2.A17)ϕZ).
Weiterhin sind mit diesen Verfahren alle treuen Darstellungen minimalen Grades von
2.An fu¨r n ≤ 18 konstruiert worden.
1Verschiedene Primzahlen, siehe obiges Beispiel
211, 19, 29, 31, 41, 59, 61, 71, 79, 89, 101, 109, 131, 139, 149, 151, 179, 181, 191, 199
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5.4.3 Die Thompsongruppe Th
Hier soll aufgezeigt werden, wie die treue Darstellung kleinsten Grades fu¨r Th = 〈a, b〉
konstruiert worden ist. Hierbei ist auch die bekannte Schranke fu¨r das Minimum des von
G festgelassenen unimodularen Gitter von 24 auf 12 wesentlich verbessert worden.
Fu¨r den ersten Schritt, die Konstruktion einer Darstellung ϕm : Th → GL248(Z/mZ)
von Th fu¨r ein großes m, ergeben sich zwei Mo¨glichkeiten: Da die Zerlegungszahlen des
Charakters aus [JLPW95] bekannt sind, ist bekannt, daß es bis auf Isomorphie genau
ein treues G-Gitter L vom Rang 248 gibt. Dieses ist unimodular, und L/pL ist absolut
irreduzibel fu¨r jede Primzahl p. Weil in [Wil01] alle modularen Darstellungen von G vom
Grad 248 erha¨ltlich sind, ist u¨ber die Kenntnis des rationalen Vektor aus Beispiel 4.7 relativ
leicht eine Darstellung ϕm : Th→ GL248(Z/mZ) zu konstruieren, wobei m =
∏
pi sei und
pi die Primzahlen durchla¨uft, die die Gruppenordnung teilen.
Die zweite Mo¨glichkeit ist Algorithmus 3.21, der eine Darstellung ϕ230 vonG konstruiert.
Hierbei ist auch der Higman-Exponent k0 fu¨r p = 2 aus Satz 3.25 als 0 bestimmt worden,
und daher ist bekannt, daß es ein ϕ : Th→ GL248(Z2) gibt mit ϕ = ϕ230 mod 2i fu¨r jedes
1 < i ≤ 30.
Die Berechnung einer ganzzahligen Darstellung ist u¨ber die rationalen Vektoren aus
Bemerkung 4.7 mo¨glich oder u¨ber w := ba− 2ab+ 3a+ 2, welches eines der Worte aus 4.5
ist. Angebracht ist noch eine Bemerkung zur beno¨tigten Gro¨ßenordnung von m: Wegen des
Higman-Exponenten beno¨tigt man ein m mit m > Φ(v, v)2, wobei v der rationale Vektor
ist, der aufgespinnt wird, in diesem Falle also m > 144 bzw. m > 576. Durch Verwendung
des LLL-Algorithmus wa¨hrend des Algorithmus 5.6 erho¨ht sich diese Schranke auf etwa
2 · 104.
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