Abstract: Based on unique data covering individuals, firms, industries, and regions for the 1999-2005 period, we contribute with new knowledge concerning the impact of regional variables on spin-offs. Implementing a large number of controls, as well as different estimation techniques and robustness tests, we show that Jacobian externalities have a positive effect on spin-offs. Moreover, using an entropy measure to disentangle unrelated and related variety, we conclude that the effect is confined to related variety. These findings are likely to be associated with strong welfare effects: a standarddeviation increase (decrease) in related (unrelated) variety increases spin-off propensity by approximately 25%. Other variables are shown to have economic effects of a similar magnitude but may have a different effect across sectors. Sensitivity analyses indicate that the impact of other determinants proposed in the literature (e.g., Marshallian externalities and scale effects) is too small to be detected.
Introduction
Spin-offs, i.e. firms formed by employees leaving an incumbent, have been shown to perform considerably better than other start-ups: they have a higher survival rate, grow faster, generate more radical innovations, and seem to be critically important elements of cluster growth and dynamics.
1 Nevertheless, despite these insights and the societal value shown to be associated with the performance of spin-offs, knowledge of the underlying factors that trigger this type of entrepreneurial entry is still evolving.
In this paper we address how regional variables, such as market size, knowledge endowment, industrial composition (specialisation, diversification, and entropy), entrepreneurial environment and culture, influence an employee's decision to spin off a new venture. We have access to a unique, matched employer/employee data set for the entire Swedish private sector economy, and we link these data to regional-, individual-, and firm-level data, which allows us to control for the characteristics of not only the founder of the new firm but also the incumbent parent firm. In addition, we examine all spin-offs across all industries of the economy rather than spin-offs for a selected number of industries.
Our approach also allows us to compare the decision to become an entrepreneur with other occupational alternatives. Prior studies that focus on the incidence of spin-offs alone fail to consider individuals with similar backgrounds and characteristics who choose to stay in their current job, exit, or switch to a different employer rather than start a new venture. We believe that our findings should be of interest not only to the academic community but also to policy makers involved in designing policies to promote regional entrepreneurial entry.
From the perspective of the individual, a spin-off is commonly assumed to be either an exogenous process or modelled as a random utility (profit) maximisation process. Klepper and Thompson's (2007; disagreement model is however a notable exception. Theoretically, we build on the Klepper and Thompson framework, but we seek to augment this framework with a broader set of variables that are likely to influence an employee's choice between remaining an employee and spinning off a new firm. We side with the views previously set forth in the 1980s arguing that the decision to start a firm may be influenced by a combination of multilevel factors (Gartner 1985; Low and MacMillan, 1988) . Hence, we take a more comprehensive approach than most other studies by focussing on the regional dimension while simultaneously taking industrial, firm, and individual factors into account.
4 spin-off rate was 0.37% during the period considered in the present study. We find that the average firm size in the region has a similar economic effect, except in knowledge-intensive sectors for which no statistical significance was attained. Surprisingly, the corresponding effects of localisation economies (defined as industrial specialisation) and market size are too small to be detected (they vanish with alternative specifications and estimation techniques).
An additional contribution made by the econometric part of this study is that we explicitly address the assumption of Independence of Irrelevant Alternatives (IIA). Previous studies have used logit models to explain occupational choice, assuming that the IIA assumption holds. However, this assumption can be questioned because omitted factors (e.g., psychological factors) are likely to be strongly correlated across alternatives (i.e., stay in the same job, switch to a new job, or retire). 3 We assess the IIA assumption with multiple tests, which lean towards rejecting the logit model. We show that alternative estimations with
Nested Logit models yield results that differ both quantitatively and qualitatively: the marginal effects for specific regional explanatory variables are approximately 50% larger than the corresponding effects from the Multinomial Logit model, and the causal effects of some specific determinants proposed in the literature disappear.
To the best of our knowledge, this is the first multi-level study that focuses on the regional determinants of spin-offs while controlling for a series of other important factors at the individual, firm, and industry levels. Furthermore, we add to the literature by using a straightforward measure of entrepreneurship. For instance, Hyytinen and Maliranta (2008) define entrepreneurs indirectly on the basis of their participation in an insurance scheme for self-employed individuals. In the current study, firm ownership and entrepreneurial venturesas opposed to employment -are observed directly. 4 The remainder of this paper is organised as follows. Section 2 outlines the theoretical framework, whereas the data, definitions and econometric method are discussed in section 3.
Section 4 introduces the explanatory variables, and section 5 presents the results. Section 6 summarises and concludes.
Entry through spin-offs -A conceptual framework
Standard economic geography arguments for the location and entry of new ventures typically refer to the size of the market (agglomeration economies, economies of scale, specialisation, 5 and pecuniary linkages), trade costs (transport, tariffs, and non-tariff barriers), and nonpecuniary linkages (density, knowledge spill-overs, and externalities). 5 These factors are also relevant for the decision to spin off a new firm; however, there are other theoretical considerations driving the underlying mechanism that impels an individual to leave her employment and engage in a risky and uncertain entrepreneurial endeavour. The occupational choice model analyses the choice between employment and entrepreneurship in terms of profit-maximising agents making rational evaluations of future pay-offs associated with the respective occupation (Kanbur 1979; Wit, 1993) . Despite the intuitive logic of this model, a number of other factors influence the choice of entrepreneurship, such as psychological traits and risk attitudes. 6 Furthermore, the geographical dimension is neglected in the occupational choice model, which is remedied -to some extent -in the random profit models that include most of these dimensions but disregard individual-level factors. A third set of models are based on information asymmetries between employees and employers and how new ideas and innovations may disrupt existing production facilities.
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According to Klepper and Thompson (2007) , most attempts to model spin-offs fail to comply with empirical observations. Based on that insight, they proposed a theoretical model that includes heterogeneous individuals, decision making under uncertainty and divergent views over the optimal firm strategy. 8 Their disagreement model is explicitly designed to capture how employees' different attitudes regarding a firm's future strategy may lead to spin-offs.
Nevertheless, even in this case, the determinants behind spin-offs are limited to individual abilities and generalised costs.
Disagreement alone is obviously not sufficient for a spin-off to occur. An employee must also make a subjective evaluation of entry costs, her entrepreneurial capacity, future earning potentials, and the overall prevailing conditions to start a new venture. The regional component is neglected, in particular in the Klepper-Thompson model. A more elaborate model should explicitly incorporate the following categories of variables: i) a set of regional conditions (X), including market size, industrial specialisation, and knowledge endowments;
ii) past and current performance of the incumbent firm (Y); and, finally, iii) individual characteristics (H), such as education level and tenure (see section 4).
5 See, e.g., Fujita et al. (1999) and Braunerhjelm et al. (2000) . 6 See Parker (2009) for a survey. 7 The random profit maximisation model by Carlton (1985) is assumed to weigh all regional characteristics that may influence profits and firms' locational decisions. In addition, theoretical explanations of market entry through spin-offs relate to contract theory, asymmetric information and adverse selection (Anton and Yao 1995; Klepper and Sleeper 2005; Chatterjee and Rossi-Hansberg, 2007) . Franko and Filson (2006) examine the effects of employee learning and imitation on spin-off activities. 8 See Klepper and Thompson (2007; .
6
Spin-offs (s) might, therefore, be expressed as a function of these three vectors of explanatory variables:
Thus, our empirical analysis uses the Klepper and Thompson model as a point of departure, from which the explanatory variables have been classified in different categories and levels of aggregation (see Appendix A for a modified version of the model).
Data and empirical design

Data and definitions
We use an unbalanced panel database compiled by Statistics Sweden, which is based on census data, tax declarations, firm registries, and other complementary sources. This data set is unique insofar that it covers all individuals and firms in the Swedish private sector. It contains information on all firms and establishments (with organisational and financial data) and is linked to individuals' education, occupation, place of origin, and residence.
By isolating the information on a single individual at years t and t+1, we can identify whether she has stayed in the same job, taken up a position in a different firm, founded her own firm, or stopped working. Thus, we can trace all the incumbents who spawned spin-offs in the economy. Similarly, we can compare the founders of spin-offs with individuals who chose to stay with their current employer or switch to another employer. Because the location of all firms is known, we can include regional variables at different levels of aggregation.
For the level of industrial aggregation, we use the 2-digit SNI codes. 9 Regarding the regional dimension, we consider 81 functional labour market regions in Sweden. These represent groupings of municipalities that are characterised by a high degree of self-contained commuting flows. Therefore, regional data on industrial structure and market size are combined with data at the firm and individual levels. The analysis is carried out for the 1999-2005 period. We primarily focus on individuals who at time t were employed in a firm that remained extant at time t+1 and the change (or lack thereof) in their occupation between the two time periods.
Individuals who were not employed at a certain time period are not included in the database, so individuals exiting from the panel from one time period to the next are identified as 9 The SNI codes (i.e, Swedish Standard Industrial Classification used by Statistics Sweden), correspond almost perfectly to the NACE codes (i.e., the Statistical Classification of Economic Activities in the European Community). The private economy (on which this paper focuses) is broken down into 43 2-digit classes. In constructing the entropy measures (see section 4), we utilise a finer level by considering the 5-digit classes that fall under the 2-digit classes.
7 choosing to Exit. We do not consider an individual to have left her previous employment unless the identification codes pointing to her employing firm and establishment have both changed. As long as no clear change can be identified, individuals are classified as choosing to Stay. 10 Switching refers to the transition from being employed in a certain establishment of a certain firm to being employed in an entirely different firm.
Spin-off is the key concept of this paper that, along with entrepreneurship, lacks a stringent and generally accepted definition. 11 Klepper defines a spin-off as a minimum number of employees breaking off from an incumbent to found a new firm in the same industry. Here,
we impose no such restrictions. We follow Hyytinen and Maliranta's definition, implying that firms founded by a former employee are counted as spin-offs, as long as additional information (ensuring that the entrepreneurial entry is not the product of a split, downsizing or shut down of the mother firm, can be retrieved from our data sources. The interested reader is referred to Appendix B for a detailed description of how we identify a spin-off given our data sources. The same appendix provides information on the robustness of the key empirical findings (see below) across alternative definitions of spin-offs.
Access to individual-and firm-level data allows us to observe the transition from employment to entrepreneurship directly without being dependent on proxies or secondary sources. Using this information, we define Spin-offs as firms started at time t+1 by individuals who were employees in a firm at time t. We require that the latter firm remain extant at time t+1. Cases in which employees became owners of firms due to splits 12 are excluded from the category of Spin-offs. Therefore, in contrast to previous studies, start-ups are here linked to the founders (who can be compared to those who chose not to spin-off). We assume that at the end of each year, the individual decides her course of action for the approaching year. The choice of employment is then identified by comparing her employment status between year t and year t+1. Therefore, the column labelled "1999" in Table 1 describes the choice of employment for the year 2000 for the 1,720,364 people who were employed in a firm in 1999; 79.3% of these individuals remained in the same job position, 10 Individuals who stay in the same working position are surprisingly difficult to identify, although it is the most common occupational choice and should be relatively simple to recognise. Splits, mergers, buy-outs, and internal firm reorganisations introduce considerable turbulence in the identification codes for firms and establishments. Cases in which establishments where an individual was working were acquired by a different firm are identified as Stay since not much has changed from the viewpoint of the individual. 11 See, for instance, Audretsch (2002) or Andersson and Klepper (2013) for commonly used definitions. 12 Sweden Statistic's definition of a firm split is based on the number of employees who leave to work in the same firm in the following year. Different thresholds are used, but if more than 50 percent of the employees in a newly registered firm all originated from the same firm, then it is defined as a split and not a genuine spin-off. 8 14.1% switched employers, 6.4% stopped working, and 0.3% (i.e., slightly more than 5000) founded their own venture.
As illustrated in Table 1 , no particular trend is discernible. Hyytinen and Maliranta (2008) .
Finally, the spatial origin-destination composition of spin-offs displays a weak variation across the four aggregate sectors of the private economy. In other words, the vast majority (slightly below 85%) of spin-offs occur intra-regionally: 81.8% in manufacturing, 83.1% in low-end services, 85.7% in financial and real-estate services and 82.7% in KIBS.
Econometric models
Following Hyytinen and Maliranta (2008) , at the end of each time period t, each employee (labelled n) faces the following alternatives in time period t+1: she can decide to Stay in her current employment, Switch to a different employer, Exit the workforce, or Spin-off and start her own firm. These four mutually exclusive alternatives comprise the choice set = 13 KIBS refers to NACE 72-74. { , ℎ, , }. Assuming that, by choosing alternative , individual obtains utility , the choice probability of this alternative is: ( ) = ( ≥ , ∀ ∈ , ≠ ).
We assume that this utility can be decomposed into an observed and an unobserved part:
where the systematic utility, , is a function of the alternative-specific constant , a vector of case (individual) specific variables ( ), and a vector of alternative-specific parameters ( ) that are used to generate utility differences across alternatives. The unobserved portion of utility ( ) incorporates omitted factors and measurement errors. Under a linear-in-parameter specification, the choice probability of becomes:
The most convenient way to compute this probability is to assume that the error terms are distributed i.i.d. extreme value type I, which gives rise to logistically distributed error differences, − , and a multinomial logit (MNL) choice probability:
The likelihood that the observed sample is realised is:
where = 1 if individual has chosen alternative and zero otherwise.
14
The MNL model is associated with certain drawbacks (Train, 2002 ) in order for the MNL model to be identified.
is independent of any alternatives other than and ; consequently, when an alternative is added in , the decrease in choice probabilities of and is such that the ratio ( ) ( ) ⁄ remains intact. This substitution pattern might appear to be unrealistic in the context of this study. For instance, one would expect the probability ratio between Stay and Spin might be disturbed if the option Switch is present in the worker's choice set. This issue is non-trivial and constitutes a recurring problem in discrete choice estimations; accordingly, we devote considerable space to addressing it.
Testing the IIA assumption
We conduct a series of IIA tests to examine how realistic the IIA assumption is in the context of this study. The Hausman-McFadden (1984) test is based on repeating the MNL estimation for each choice subset = { 1 , 2 , 3 }, with alternatives 1 ≠ 2 ≠ 3 chosen from . The restricted MNL estimation in each of these subsets yields a vector of ML estimators, ̆= ( , ), and a covariance matrix . The test statistic (MFH) is the quadratic form,
where ̆= ( , ), refers to the ML estimator sub-vector that can be obtained by dropping from the full model the estimators that correspond to the restricted model's excluded parameters, and is derived from the covariance matrix of the full model, , by dropping the rows and columns that correspond to excluded parameters in the restricted model. It can be shown that, asymptotically, the MFH test statistic follows the 2 distribution with ( ) − ( ) degrees of freedom, where stands for the rank of the covariance matrix.
There is no guarantee that the finite sample distribution of is 2 . In fact, can yield negative values in finite samples. Although negative values support the IIA assumption, the test results must be accompanied by an additional test, the suest-based Hausman (SBH), which is a modified version of the Hausman-McFadden test and allows for safer conclusions (Long and Freese, 2006) .
We also perform the IIA test proposed by Small and Hsiao (1985) . The test randomly divides the data set into two subsamples of roughly equal size; applying maximum likelihood estimation under the MNL assumptions in the two full models yields two estimator vectors of equal size: ̂1 = ( 1 , 1 ) and ̂2 = ( 2 , 2 ). The estimation can be repeated with the second sample for each choice subset = { 1 , 2 , 3 }, with alternatives 1 ≠ 2 ≠ 3 chosen from . For each restricted choice set, we obtain ̂2 = ( 2 , 2 ) and construct the Small-Hsiao (SH) test statistic:
The parameter vector ̂1 2 is obtained from
]̂2 by dropping the estimators that correspond to the restricted model's excluded estimators, and is the likelihood function of the restricted model.
Such formal tests based on restricted choice sets have been criticised (Cheng and Long, 2007) because they frequently yield contradictory results, which is also the case for our specification (the IIA tests provide no universal acceptance or rejection; see section 5). Our Nested Logit (NL) models allow for some correlation of the unobserved factors in the choice subset
The rationale behind using an NL model is that the error terms of these alternatives might contain a common characteristic, e.g., the lack of entrepreneurial risk. Conversely, the alternative in the degenerate nest, i.e., spin-off, involves financial and perhaps legal risk that is not present in the other three alternatives. The NL model assumes a more flexible Generalised Extreme Value (GEV) distribution for the error terms, which gives rise to the choice probability:
for any ∈ and:
for the spin-off alternative. 16 Train (2002) 
Explanatory variables and hypotheses
Regional level variables: knowledge and culture
Both non-pecuniary and pecuniary effects are associated with regions. Regarding the pecuniary effects, more sizeable markets imply a larger pool of potential customers, exploitation of economies of scale, and a distribution of sunk costs over larger volumes of production. In addition, the probability of identifying unexplored market niches that target a particular segment of the market increases.
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Regarding non-pecuniary effects, an impressive number of studies support the hypothesis that knowledge spill-overs are geographically bounded (stressing the importance of spatial proximity) and that knowledge is embedded in regionally immobile agents (Jaffe 1989; Audretsch and Feldman 1996; Keller 2002) . Knowledge is thus partly tied to certain geographic entities, and the size of the market has a direct effect on both the opportunity space and the feasibility of exploiting opportunities. The measure that we use to control for the size of the region is the logarithm of the number of active workers in the region.
Simultaneously, the size of the region encapsulates local knowledge endowments. Two different measures of regional knowledge resources are considered: first, the region's 16 Note that it is possible to rewrite the choice probabilities of nest A as products of a marginal probability of choosing nest A, i.e., the probability of choosing a non-risky behaviour times the conditional probability of choosing a specific alternative, given this non-risky behaviour. 17 The remainder of the limitations of MNL models discussed in Train (2002) include the inability to i) capture random taste variation and ii) to handle dynamics in the unobserved factors. The first limitation is highly relevant in choice situations that involve attributes of the alternatives (alternative-specific variables), which are not available in this study; although random taste variation can be addressed with a more advanced (e.g., mixed logit) model, its presence is assumed away. Access to panel data allows for the use of dynamic modelling approaches that explicitly incorporate the time dimension. However, Rhody (1998) and Dunn and Holtz-Eakin (2000) indicate that the gains from such methods are limited. Thus, we pool the data from all years and follow the two traditional approaches discussed above: i) a straightforward MNL estimation with the inclusion of time dummies and ii) an NL estimation consistent with Random Utility Maximisation to account for the effects of entrepreneurial risk as an unobserved factor. 18 The dissimilarity parameter (1 − ) is strongly significant (p values below 0.01) in all NL estimations reported throughout the paper: parameter ranges between 0.277 and 0.419 across the NL estimations. 19 Urbanisation/agglomeration is one of two processes found to have a consistently positive effects on regional start-up rates; the presence of small firms and economic specialisation represents the other (Henderson and Thisse, 2004) . Moreover, larger markets tend to protect new ventures from the hold-up costs of customisations (McLaren, 2000) .
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knowledge intensity, which is measured as the ratio of employees with a tertiary education over the total number of employees in the region, and, second, R&D investments by private firms and universities. Both measures of knowledge resources are found to be highly correlated with the size of the region (ρ=0.87 and ρ=0.94, respectively), and their addition failed to improve the fit of the empirical model. 20 As a result, knowledge intensity hereinafter refers to firms (see below), not regions.
A more specific non-pecuniary regional effect is related to the importance of a local entrepreneurial culture. Glaeser and Kerr (2009) conclude that environments dominated by smaller and independent firms are more conducive to entrepreneurship than environments hosting large monopolists. Rosenthal and Strange (2010) find a strong correlation between local average establishment size and subsequent employment growth through start-ups.
Building on these findings, we use an average firm size index (ASIZE) to illustrate attitudes towards small businesses,
where S refers to the numbers of firms, E is the number of employees, and the subscripts refer to industry (i) and region (j). The ASIZE index, i.e., the inverse of the average firm size, might also be argued to control for scale effects, i.e., technology, in the corresponding industry. High values of the ASIZE index indicate a local industry populated by many small firms, whereas low values indicate fewer but larger firms that enjoy more market power.
Regional industry structure: specialisation versus diversity
Whether the specialisation or diversity of industries in a region promotes entry is the subject of on-going debate. 21 As indicated early on by Marshall (1890) , and as further emphasised by Arrow (1962) and Romer (1986) , knowledge spill-overs are suggested to be industry specific and may only be appropriated in regions with high industry-specific concentrations (MAR externalities). Jacobs (1969) 14 among a diverse spectrum of industries facilitates experimentation, innovation, and market entry. Although the empirical evidence is mixed, slightly more weight is given to specialised regions in explaining entrepreneurship, and the opposite seems to prevail for innovative activities.
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We adopt a location quotient as our measure of specialisation. The production specialisation index (PS) captures the relative specialisation of each industry at the 2-digit NACE level in the corresponding region,
where E denotes employment and subscripts i and j denote industries and regions (functional labour markets), respectively. A common normalisation is to calculate the ratio
, which is balanced and restricted between -1 and 1, unlike (11). 23 Values of this corrected PS index larger than zero indicate a higher degree of industrial specialisation compared with national industrial composition, whereas values smaller than zero indicate the opposite.
Regarding diversity, it is important to distinguish between related and unrelated variety when considering the significance of Jacobian externalities. Intuitively, UV captures the degree to which local employment is evenly distributed across sectors. Related variety (RV) is the weighted sum of the entropy at the five-digit level within each two-digit class. It shows the degree to which a sector's (two-digit) local employment is evenly distributed across its (five-digit) sub-sectors in a region. Indexing the two-digit SNI present in a region with i, Unrelated Variety (UV) (suppressing the regional index j) can be expressed as:
22 See Desrochers and Sautet (2008) and Beaudry and Schiffauerova (2009) . 23 We apply the same standardisation for the ASIZE index. 24 Technological breakthroughs in the motorbike industry are more likely to find their way into the automobile industry than, for instance, into the pulp or pharmaceutical industries. Some industries are simply more complementary than others, and Jacobian externalities are more likely to appear among such industries.
where is the two-digit local employment share. Similarly, indexing all five-digit SNI sectors that fall exclusively under the two-digit industry i with g (note that g may vary across i), Related Variety (RV) is given by:
and
where refers to the five-digit local employment shares. 25 In summary, the specialisation index captures the employment share of the industry (that a prospective entrepreneur works in) but provides no information regarding how the various industries in a region relate to one another. Thus, we need a second measure that addresses industrial variety, but when analysing the variety of other industries, industries that are related and industries that are completely unrelated may be distinguished from one another.
Control variables: firm and industry level
We construct dummy variables to classify firms into six size categories. The underlying assumption is that large firms that invest more in R&D, should also spin-off more firms because new knowledge creates opportunities that are not always suitable for integration into firms' on-going operations. 26 In addition, we use the ratio of employees with a tertiary education over total firm employment as a proxy for firms' innovativeness. Unfortunately, detailed data on innovative output are extremely difficult to obtain at the disaggregated level pursued in this analysis.
Moreover, controls for the age of the firm 27 , the logarithm of productivity (defined as value added per employee), and four different industry dummies (according to the groups in Table   25 Intuitively, UV takes a value of zero when all local employment falls under the same 2-digit sector. Its value increases as employment spreads to more 2-digit sectors. RV takes a value of zero if for all 2-digit sectors are present in a region and employment is concentrated under only a single 5-digit sector within each 2-digit sector. As employment within each 2-digit sector spreads in more 5-digit sectors, the RV index increases in value. 26 Previous studies are ambiguous regarding how firm size affects spin-offs. See, for instance, Gompers et al. (2005) and Kim and Marschke (2005) . 27 The age of the firm, as with individuals' tenure, is left truncated because the point of reference is the birth of the database in 1985, i.e., when observations began to be collected rather than when firms were created. The 16 2) are also used in the analysis. 28 We also include a declining employment dummy, which equals one if there has been a drop in the firm's employment between time t and t-2, and a declining sales dummy, which equals one if there has been a drop in the sales of the firm between t and t-2. These two dummies are controls for push-out effects caused by a decline in the business of the incumbent firm. In particular, the choice to Exit is often involuntary, and these dummies allow us to control for whether the firm is downsizing.
Control variables: individual level
Finally, we control for the individual determinants that are most commonly referred to in the literature on entrepreneurship: tenure, age, age squared, gender (which equals one for males and zero otherwise), wage, and education (Berglann et al., 2009 ). The individual's education level is captured by a set of seven dummy variables ranging from primary education to PhD, as categorised by Statistics Sweden.
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The independent variables included in the econometric analysis are summarised in Table 3 .
Approximately 15% of the population (as described in Tables 1 and 2) 
Estimation results
We have performed both MNL and NL estimations (the base outcome was considered Stay) to evaluate the effects of the above explanatory variables. The parameter estimates can be used to compute the effects of marginal changes in the explanatory variables on the choice longest period attainable is therefore 18 years, but adding a dummy variable to distinguish truncated firms does not improve the fit of the model. 28 The 43 industry branches are grouped into these four categories in order to limit the number of controls. 29 These categories are as follows: 1. primary and lower secondary education, shorter than 9 years; 2. primary and lower secondary education, 9 (10) years; 3. upper secondary education, 2 years or shorter; 4. upper secondary education, longer than 2 years but at most 3 years; 5. post-secondary education, shorter than 3 years; 6. postsecondary education, 3 years or longer (excluding PhD); 7. PhD. 30 Missing values were mainly due to the imperfect reporting of the financial variables of some firms. After comparing kernel densities, no pattern emerged that distinguishes these firms in any way, leading us to the conclusion that there is no selection bias.
probabilities, i.e., the marginal effect on the propensity to choose each of the four alternatives considered.
The results are reported in Tables 4-12 . We first report the results for the entire Swedish private sector (Table 4) and then for knowledge-intensive manufacturing and knowledgeintensive services only (Table 6 ). Thereafter, we undertake a number of robustness tests and estimations with alternative econometric specifications (Tables 5 and 7-12) . Tables 4 and 6 report the marginal effects of the MNL estimations and their standard errors.
Overall, the different regional variables are shown to have a substantial influence on spin-offs.
These primary results suggest that regional size has a positive and significant impact on the propensity of individuals to Spin-off (although the effect is much weaker for knowledgeintensive sectors; see Table 6 ). The results corroborate findings from previous studies but fail to prove robust under more elaborate specifications and after an explicit treatment of the IIA assumption (see below).
Regarding the effects of the regional industrial composition, it appears that MAR externalities have a positive effect on the propensity of the individual to Spin-off, but this effect is confined to high-tech manufacturing and KIBS (Table 6 ). However, this effect vanishes in the sensitivity analysis, i.e., when the MNL model is replaced by an NL model (Table 12) .
As for the effect of Jacobian externalities, the findings are significant across all industry sectors and survive the sensitivity analysis. Unrelated variety, which may capture the negative aspects of dense agglomerations, such as congestion and high rents, has a negative effect on the propensity to Spin-off. Related variety, which captures knowledge externalities between diverse but related industries, is shown to have a positive and significant effect on the propensity to Spin-off. 31 Note also that the regional prevalence of small firms (ASIZE) positively affects the probability of spin-offs in the analysis for all industries, but the result is not robust for the knowledge-intensive sectors (Table 12) .
With respect to the firm-level control variables, the results deviate from those of Hyytinen and Maliranta (2008) , particularly when differences between spin-offs in general and in high-tech sectors are taken into account. As in the Finnish study, smaller firms are found to be more likely to spawn new firms. In addition, the Finnish analysis revealed that less productive and less innovative firms seem to be consistently more likely to spawn entrepreneurs. However, the latter result is not entirely the case in our study. When considering the entire private sector (Table 4) , higher productivity has a negative effect on the choice to Spin-off, but that is not the case for KIBS (Table 6 ). This negative effect may arise from increasing alternative costs (risks) associated with spin-offs in industries not characterised by the same opportunities as those in more knowledge-intensive industries.
A firm's innovativeness, approximated by its knowledge intensity, has a positive effect on the propensity to Spin-off across all industry sectors. These results corroborate those of Hyytinen and Maliranta (2008) and partly corroborate those of Gompers et al. (2005) , who suggest that more productive high-tech firms, i.e., those exhibiting a higher degree of knowledge intensity, are more likely to spawn entrepreneurs. 32 More complex and knowledge-intensive production can be expected to foster more diversified ideas about the best strategy regarding how best to operate such firms. In general, the estimates of our firm 33 and individual 34 control variables are consistent with previous findings and are robust across all specifications. Therefore, these variables are excluded from the sensitivity analyses, which focus exclusively on the effects of regional determinants. Table 5A presents the marginal effects on the decision to Spin-off, where the MNL models have been separately estimated on regional-, individual-, and firm-level controls (models I, II, and III, respectively), and compares them with the marginal effects from the complete model (model IV in Table 5A is a copy of the last column of Table 4 ).
Sensitivity analyses
35
32 In Hyytinen and Maliranta (2008) , an R&D dummy was used. However, as noted by Machin and van Reenen (1998) , an industry's R&D intensity may determine the demand for skilled labour, which raises the question of whether it is possible to disentangle the two effects when simultaneously controlling for the education level (skill) of the individual employee and the innovativeness of the firm. 33 The age of the incumbent firm seems to have a weak but negative effect on the propensity to Spin-off but only when we consider the entire private sector. When we focus on high-tech manufacturing and KIBS firms, no such age effect is detected. Declining employment and sales have strong and negative effects on Staying and positive and significant effects on all the other alternatives (exit, spin-offs, and switch). 34 More educated males with shorter tenure exhibit the highest propensity to become entrepreneurs, while the current wage of the individual, representing the opportunity cost of any change in employment status, has a positive effect on Staying and a negative effect on all three other choices. Although the individual's current wage and the incumbent's productivity may both be considered measures of one's opportunity cost, it is notable that they are not highly correlated (0.07). Age has a non-linear impact on all four choices. Furthermore, men are much more likely than women to Switch, Exit, or Spin-off. It is also notable that the likelihood of Staying in the same position drops as the level of education increases. By contrast, the probabilities of Switching and Spinningoff increase with the level of education. 35 Furthermore, the following alternative specifications were also estimated: i) using only two instead of seven education dummies, splitting the population into those with several years of university education (more than 3 years) and those without; ii) using the log of the number of employees in a firm as a firm size control instead of the six size category dummies; iii) excluding the knowledge intensity of the firm as a control; and iv) adding a spatially lagged set of the regional independent variables to check for the presence of spatial autocorrelation. These modifications had minor effects on the remaining variables. All these results are available upon request. A To further test for omitted variable bias, we estimate the (MNL) model with a step-wise removal of groups of explanatory variables. These groups correspond to the three levels of explanatory variables discussed earlier (individual, firm, and industry), although regional variables are always included. The rationale behind this test is that if estimator values for the spatial indices do not change drastically (changes in the signs or large changes relative to their initial value) when the explanatory variables from other the levels are dropped, they are less likely to do so if potentially omitted variables (from these levels) are included in the model.
The third column of Table 5B Tables 11 and 12 do not reveal any qualitative changes (the statistically significant variables remain significant) except for the log of regional size, which ceases to be significant for KIBS.
Finally, we include a dummy variable for the three largest agglomerations (Stockholm, Gothenburg, and Malmo) to control for potentially omitted variables that are generally stable similar regression was also estimated for the high-tech manufacturing and KIBS sub-sectors (compare Table 6 ), again with a minor impact on the remaining variables. 36 A 10% sample was chosen due to the heavy computational burden and prolonged estimation time associated with NL models.
20 over a short period -such as the variable considered in the study -but that differ across the three urban areas above and the rest of the country. Such variables may include, but are not limited to, unemployment rates and the value of public infrastructure in an area. The results from Models II and V (again, presented in Tables 11 and 12) show that the inclusion of these area-specific constants absorbs the effect of regional size for all industries, and the associated variable becomes insignificant when we use either the MNL or the NL specification (Table   11 ). Tables 11 and 12 . Qualitatively, the log of regional size in the case of KIBS and the average size of the firm cease to be significant with the NL models. Thus, the only strongly significant factors affecting spin-offs are UV and RV. Quantitatively, the marginal effects of these two indices are up to 50% larger in the NL models compared with their MNL counterparts.
It is notable that the choice of estimation technique (MNL versus
The magnitude of these effects is conditional on the values of the explanatory variables on which the effect is measured. Figure 1 presents the predicted spin-off probability (MNL estimation) calculated at the mean observation vector for KIBS industries in the most recent year (2004). This probability varies considerably within the range of the indices of interest: it doubles within the range of RV and quadruples within the range of UV.
To some extent, the central results of the paper depend on the manner in which a spin-off is defined. Appendix B provides a series of sensitivity analyses based on narrower definitions, which filter out inter-industry, individual, and non-corporate spin-offs. The first category includes cases in which entry has taken place in an industry that is different (in the 2-digit level) than the industry of the parent firm. However, even in this case our data do not allow us to check whether the founder of the spin-off performed a task (in the mother firm) that is unrelated to the industry of the entry. The second category includes cases in which the spinoff firm did not hire any employees. The last category contemplates cases in which the new firm did not enter the stock market. The sensitivity analyses show that results based on our (relatively broad) definition are qualitatively robust when these alternative definitions are considered. 37 Apart from sensitivity analyses, Appendix B provides an analytic description of how a spin-off firm is identified in this study.
Conclusions
In this paper, we examined the underlying factors that trigger spin-offs, focussing on regional variables and implementing controls at the individual, firm, and industry levels. A unique data set cross-tabulated on individuals, firms, and regions made this analysis possible.
Theoretically, we adopted the Klepper and Thompson disagreement model in which employees choose to leave a firm because of their divergent and idiosyncratic opinions about firms' future strategies, which was augmented to include variables at the levels mentioned above.
In the empirical segment of our study, we used two discrete choice techniques (MNL and NL). After implementing several robustness tests, we conclude that geography influences an individual's decision to undertake a spin-off. Jacobian externalities, defined as related variety, have a positive effect on spin-offs, whereas the opposite effect was found for unrelated variety. Moreover, the prevalence of a regional culture of small firms was found to have a positive but modest effect on spin-offs, which was significant in the analysis of all industries but insignificant for knowledge-intensive sectors. Regional size appeared to be significant in the benchmark model but failed to retain its significance when rigorous robustness tests were applied. Similar results were obtained for the specialisation index (MAR externalities), which at first appeared to be significant for knowledge-intensive sectors. These findings provide some support for the sub-market hypothesis, i.e., that spin-offs may induce clustering in related industries. Finally, both firm-level performance and individual characteristics seem to be important for the individual decision to migrate into entrepreneurship.
In addition to statistical significance, we examined the economic significance of the indices described above. Rough calculations suggested that a one-standard-deviation increase (decrease) in related (unrelated) variety increases the spin-off rate by 25%. Previous research (e.g., Andersson et al., 2012) suggests that entry tends to intensify competition and raise productivity in incumbents, indicating that entry has potentially strong welfare effects. The same should hold for spin-offs, in particular, because they have been shown to be the most successful entrants.
An elaborate welfare analysis would require the specification of precise policy interventions and a measure of their social costs, in addition to a monetised measure of the social benefit associated with a representative spin-off. Such an exercise is beyond the scope of this paper effects of the regional variables of interest (using the base MNL model) are the following: Log of regional size 0.046***, PS index 0.107***, UV index -0.219***, RV index 0.080***, and ASIZE index 0.213***.
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and constitutes a topic for future research. However, conceivable instruments might include spatially varying tax and subsidy schemes that generate incentives for firms and individuals to locate in certain regions. Such policies have been implemented at least partially in a number of countries and through international agreements (e.g., within the EU). Combined with measures to improve the educational system, such policies might facilitate knowledge diversification in production in regions with a revealed comparative advantage (related variety) and could thus encourage the growth of knowledge-intensive industries and spin-offs.
However, it should be stressed that the capability of a local government to design and implement such policies is generally limited and that the above policy interventions depend on political decisions made at the national level. Table 7A . MNL estimations, regional variables, individual-and firm-level controls. High-tech manufacturing and knowledge intensive services Following Klepper and Thomson (2007; , the basic theoretical structure to capture entrepreneurial entry through spin-offs is as follows. By definition a spin-off (s) occurs from an already existing firm enrolling n employees, where the firm is undertaking activity y. For simplicity we assume that all spin-offs locate in the same region as the parent firm, but a distance decay effect could be introduced (see below). Based on individual (i) heterogeneous abilities, originating in i's experience and education, i believes that y is the optimal strategy at time t for firm j to reach a target , = . Employees aim at maximizing the value ( ) of the firm j, where = −( − ) 2 .
Tables
The actual activity undertaken by the firm is a weighted average of all employees' beliefs, = ̅ = ∑ =1 where are the employee's decision weights assumed invariant over time, ∑ = 1
=1
. The target ( )at time t is unknown to all n employees but assumed to be drawn from a normal distribution with mean and variance 2 . Hence, based on the respective employee's beliefs, the expected pay-off from a strategy
Taking into account the other n employees expected value of firm j yields the following expression for employee i,
using the fact that any Bayesian posterior is unbiased, i.e. ( − ) = 0.
If employee i's optimal strategy deviates from the weighed actual strategy decision taken by the firm, the likelihood of a spin-off, or moving to another firm, increases. But disagreement with regard to strategies is not sufficient to alter an individual's occupational strategy, other costs associated with changing occupation must also be taken into account. For simplicity, assume an employee that is considering to set up her own firm, either alone or together with individuals that have been identified to share the exact same beliefs. Let c represent a vector of costs associated with establishing a firm in region r. If the expected value of the spin-off ( ), ( ) = − − 2 , a new firm will be spun off from an incumbent when,
Hence, the employee's decision to set up a new firm depends on the subjective evaluations of future pay-off and costs associated with alternative occupations, as well as regional, industrial and firm factors. More generally, the emergence of spin-offs can be attributed heterogeneous individual capabilities such as education and tenure (H), firm-and industry-specific factors (Y) related to age and previous performance, as well as regional factors (X) stemming from the size distribution of firms, agglomeration economies and market size. Hence, the individual decision to spin off (s) a new venture can be expressed more generally as,
where H, Y and X represents vectors of explanatory variables. 38 Dynamics are introduced as heterogeneous individuals receive noisy information that will alter their expectations over time.
39 38 We abstain from formally introducing a distance decay effect since 85% of spin-offs locate in the same region as the parent firm. However, an alternative specification, where regional advantages diminishes with distance to the home region, could be 
Appendix B.
Founder identification and sensitivity analyses based on alternative definitions
To identify a spin-off, we combine information from two different databases. The first contains information regarding all individuals active in the Swedish labour market (both employers and employees). The second contains information regarding all active firms in Sweden. Several primary data sources, including tax records, social security records, health and education records, have been combined to construct these databases. The use of a single and unique personal identification number in every function of an individual's life enables us to link information among these diverse data sources.
The paper defines a spin-off fairly broadly. A spin-off occurs when all of criteria (i)-(v) below hold (see further below for the role of criteria (vi)-(viii)).
i)
Individual x was employed during period t at the firm with organisation number m; ii)
During period t+1, individual x owned the firm with organisation number g; iii)
The mappings (x,t) → m and (x,t+1) → g are made by matching the individual and firm databases described above; iv)
Organisation number g did not exist in the database during any period before t+1; v)
Organisation number m continued to exist during period t+1; vi)
The firms that correspond to organisation numbers m and g in the firm registry database belong to the same sector; vii)
The firm that corresponds to organisation number g employed more than E employees at time t+1; and viii)
The firm that corresponds to organisation number g is recorded as a corporate firm during time t+1.
Note that this is one of the few registry data-based studies in which all the above criteria are directly observable and identified, i.e., without resorting to methods involving indirect inferences, such as those employed in Hytinnen and Maliranta (2008) , where firm ownership (criterion (ii)) is assumed based on whether individuals are insured under the Self-employed Persons' Pension Act. Adding one or more of criteria (vi)-(viii) results in a much narrower definition of spin-off. However, the alternative definition is not necessarily more refined, given the general absence of a broadly accepted definition for spin-off. Furthermore, the use of a narrow definition drastically reduces the relative frequency of a spin-off in the data, rendering it extremely rare. Table A1 illustrates this phenomenon under a series of alternative and gradually narrower definitions that filter out an increasing portion of spin-offs that are recorded as inter-industry. Similar patterns are observed when gradual filtering addresses the size of the spin-off firm.
Given the significant variation in the relative frequencies reported in Table A1 , we explore the qualitative and quantitative consequences of adopting a narrower definition of spin-off in the context of this paper. Because the primary interest focuses on the marginal effects of regional indices, we focus on the changes occurring in these estimates under alternative definitions. Table A2 plots the results from two such alternative MNL estimations. In the first (alternative definition 1), only start-ups that became active in the same 2-digit industry are classified as spin-offs, whereas the remaining entrepreneurial activity is classified as a simple job change. Therefore, we now adopt a narrower definition that includes an additional requirement, i.e., condition (vi) above. In this case, only 26.6% of the spin-off cases survive the re-definition, as shown in Table A1 . This frequency may appear surprising, but it is the logical outcome of a highly refined classification in relation to the scope of this study. For example, consider the neighbouring industries 26 and 27 (in the SNI code, these category numbers denote manufacturers of computers, electronic and optical products and manufacturers of electric apparel, respectively) that are logically close enough for their cross spin-offs to be recorded as intra-industry (it is common that cross innovation is generated by such neighbouring industries) but are, under this definition, filtered out. 40 In the second estimation (alternative definition 2), only startups that hired employees were considered spin-offs. Therefore, all entrepreneurial activity at the individual level was recorded as a job switch. 41 This definition adds condition (vii) to conditions (i)-(v). The results displayed show that the qualitative changes are minimal, i.e., the direction and significance of the marginal effects remain intact. The quantitative changes can be partially explained by the nature of the maximum likelihood estimation in the MNL settings, which presses the predicted share of each alternative to equal the actual share of that alternative in the sample.
Another alternative and narrower definition may consider only corporate firms as spin-offs (i.e., the definition in which, apart from conditions (i) to (v), condition (viii) is also required to hold). Using this definition results in relabeling the vast majority (83.9%) of cases initially considered spin-offs. This very large percentage results from the considerable entry costs a newly established firm must undertake to be classified as a corporate firm. 42 Table A3 displays the marginal effects of the most notable variables from an MNL model in which corporate firm spin-offs are included as a separate (fifth) alternative. As in the previous cases, the estimates of the related variety, unrelated variety and average firm size, i.e., of the variables that have been shown to be significant throughout the study, are shown to be qualitatively robust.
The exact implications of these findings for the proposed policy interventions (discussed in the concluding remarks) depend on the differences in performance indicators (survival, export activity, employment, etc.) among the various types of spin-offs and the exact relation of these indicators to the underlying objectives of the policy maker. For instance, the policy implications from the estimation made under alternative definition 2 might be preferable for a policy maker that prioritises job creation, 40 We have chosen to undertake the associated sensitivity analyses (included in the new appendix) at this level, i.e., to employ the strictest robustness tests possible by filtering out cases such as those described above without altering the this study's research question, such as if an extremely high resolution, e.g., at the 5 th digit, was used to filter out inter-industrial entry. For example, consider industries 31011 and 31012, which both involve manufacturing furniture specifically for commercial use (hotels, restaurants etc.) with minimal differences between the industries. Filtering at this level removes 69.7% of documented spin-off activity: only 16.5% of the cases survive this definition, as in 13.8% of the cases (independent of the aggregation level) our data do not allow a definite conclusion regarding the sector in which entry occurred. 41 Note that the underlying problem addressed is not misclassification, but redefinition. Under misclassification, i.e. in the presence of a prevalent, widely-accepted definition of spin-off that the research design failed to adopt, alternative estimation techniques would be required (see Hausman et al., 1998) . 42 During the period of this study, these costs, which account for share capital, were approximately SEK 100000.
41
but the respective implications from the base model might better serve policies that favour intersectorial mobility and the creation of new entries that will intensify competition across several sectors. Isolating the precise spin-off definition that might serve best for each policy objective extends beyond the scope of this study. In the estimation under alternative spin-off definition 1, all cases for which the spin-off firm became active in a 2-digit sector that differs from that of the parent firm at period t+1 are classified as job changes. In the estimation under alternative spin-off definition 2, all cases for which the spin-off firm hired no employees during period t+1 are classified as job changes. *significant at 10%, **significant at 5% and ***significant at 1%. 
