In this paper, we study locally strongly convex affine hypersurfaces of R n+1 that have parallel cubic form with respect to the Levi-Civita connection of the affine Berwald-Blaschke metric; it is known that they are affine spheres. In dimension n 7 we give a complete classification of such hypersurfaces; in particular, we present new examples of affine spheres.
Introduction
We denote by R n+1 the real unimodular-affine space equipped with its canonical flat connection D and a parallel volume form ω. Let M := M n be a differentiable, connected C ∞ -manifold of dimension n 2, and let F : M n → R n+1 be a non-degenerate hypersurface immersion with equiaffine (unimodular) normal ξ . This normalization induces an equiaffinely invariant geometry on M ( [1] ). We denote by h its affine Blaschke-Berwald metric which is semi-Riemannian, by B its Weingarten form and by ∇ its induced affine connection. Let∇ be the Levi-Civita connection of the affine metric h. The difference tensor K is defined by K (X, Y ) := K X Y := ∇ X Y −∇ X Y ; it is symmetric as both connections are torsion free.
Define the cubic form C by C := ∇h; it is related to the difference tensor by
(1.1)
It follows from its definition that C is a totally symmetric tensor of type (0, 3) . The classical theorem of Blaschke-Pick-
Berwald states that C vanishes identically on M if and only if M is an open part of a non-degenerate quadric ([16]).
In this paper, we will consider locally strongly convex hypersurfaces satisfying the condition∇C = 0. The convexity condition is equivalent to the fact that the affine metric h is definite; it is positive definite for appropriate orientation of the affine normal ξ . For details concerning the general affine hypersurface theory we refer to the monographs [25] from 1991, [14] from 1993, [18] from 1994.
Clearly, the condition∇C = 0 is equivalent to∇ K = 0. For surfaces this condition was studied by M. Magid and K.
Nomizu in [15] , and for hypersurfaces by F. Dillen et al. in [5, 8] .
Other authors studied a related problem, namely the relation ∇C = 0. Such hypersurfaces are quadrics or improper affine spheres. For details see the papers [17] by K. Nomizu and U. Pinkall, [7, 26, 28] by L. Vrancken and F. Dillen [2] by N. Bokan et al., and [9, 10] by S. Gigena (as Gigena does not specify to which connection the cubic form is parallel the reader himself has to find out which connection is used).
From [2] it has been known that the condition∇C = 0 implies that the hypersurface is an affine sphere. In contrast to the Euclidean situation, where "spheres" only differ by their radius, the situation in the unimodular geometry is quite different: It is well known (see [3] ) that the class of affine spheres is very large and that one is far from a classification; even under strong additional assumptions there only exist partial classifications. One of the most famous examples is the local classification of affine spheres with constant sectional curvature of the Blaschke-Berwald metric; this classification was finished in dimension n = 2 in [24] , for locally strongly convex hypersurfaces in [30] (see also [14] , Chapter 2), and for non-degenerate hypersurfaces with non-vanishing Pick invariant J in [29] ; for J = 0 the final classification is still an open problem, but many examples are known in this case. This situation justifies the further study of this topic to find new subclasses and examples of affine spheres. An interesting subclass recently was treated in the papers of C. Scharlach [21] [22] [23] . On the one hand, the interest in affine spheres comes from the diversity of different subclasses and the many known examples, on the other hand from the diversity of methods that are applied for their investigation. Examples for different methods are:
(i) the study of nonlinear fourth order PDEs for the local and global classification of locally strongly convex affine spheres, in the global case under completeness conditions for the Blaschke metric, see e.g. [14] ; (ii) the application of groups acting on the tangent space and preserving certain invariants pointwise [21] [22] [23] ; (iii) the study of properties of the cubic forms; see e.g. [29, 30] and below.
Considering again the condition∇C = 0 from above, in dimensions n = 2, 3, 4 detailed classification theorems were established, mainly under the additional condition that the hypersurfaces are locally strongly convex. We recall the following results, using an obvious notation for coordinates in R n+1 :
Theorem A. (See [2, 8] is affine coordinates of R n+1 . Obviously, this class gives all examples of locally strongly convex hypersurfaces with∇C = 0 for n = 2, 3, 4. An analysis of the examples shows that they all are Calabi-type composition products of lower dimensional hyperbolic affine spheres that have parallel cubic form, see [6, 11] for more details.
In this paper, we systematically investigate the condition∇C = 0 under the restriction that the hypersurfaces in R n+1 are locally strongly convex. In particular, if n = 5, 6, 7, we give a complete classification for all such hypersurfaces. Therefore, together with the results cited above, now all locally strongly convex hypersurfaces satisfying∇C = 0 and 2 n 7 are classified.
Our main result is the following classification.
Classification Theorem. Let M n (n 7) be a n-dimensional locally strongly convex affine hypersurface in R n+1 with∇C = 0. Then
n is an open part of a locally strongly convex quadric (i.e. C = 0), or We would like to point out the following: While, up to dimension n = 4, all examples are of type (1.2), in dimension n = 5 there appears the new example (iv). Moreover, it is the only example that we know of an affine sphere with unimodular Einstein metric that is not of constant sectional curvature.
A direct calculation shows that the example (iv) can be characterized as follows: 
Preliminaries
For a hypersurface 
In particular, for affine spheres we have S = H id and thuŝ
We also recall the relation
Finally, K satisfies the apolarity condition for its trace; it reads tr K X = 0 for all X .
The construction of an appropriate orthonormal basis
In this section, we consider an n-dimensional, locally strongly convex affine hypersurface M n in R n+1 which has parallel cubic form, i.e.∇C = 0. Thus, according to Theorem A, M n is a hyperbolic affine sphere with affine shape operator S = H · id,
n is an open part of a quadric. Otherwise, C never vanishes, and we assume this in this section from now on.
Let p ∈ M n . Now we will review the construction of a typical orthonormal basis with respect to the affine metric h for T p M n , which was introduced by Ejiri and has been widely applied, and proved to be very useful for various purposes, see e.g. [8, 30] . The idea is to construct from the (1, 2) tensor K a self adjoint operator at a point; then one extends the eigenbasis to a local field. 
Since g attains an absolute maximum at t = 0, we have g (0) = 0, i.e. 
Furthermore, from the apolarity condition, we have 
Therefore, for a locally strongly convex affine hypersurface with parallel cubic form, we have to deal with (n − 1) cases {C i } 1 i n−1 as follows:
We are going to discuss the cases step by step. Firstly, we have the important observation:
, and choose ε = ±1 such that ε f (e i+1 ) 0. Then we notice that
which contradicts the maximality of λ 1 . Thus such case cannot occur. 2
From Lemma 3.3 we see that the cases left to be studied are {C i } 1 i n , wheren denotes the largest integer less or equal to 2n−1 3
. In particular, if n = 5, it suffices to check the three cases C 1 , C 2 and C 3 . Moreover, we have: 
Proof. This is a direct corollary of Lemma 3.1. 2
Proof. From Lemma 3.6 and the definition of L, it can be seen that, for all
This proves the claim that L :
To prove (3.7), we choose v ∈ D 2 with h(v, v) = 1. We calculate the left-hand side (LHS) and the right-hand side (RHS) of the equation
and apply Lemma 3.5 to obtain:
Comparing both sides, we get 
Proof. For every v ∈ D 2 and w ⊥ Im(L), we apply Lemmas 3.5, 3.7 and (2.1) to obtain
Then, for v 1 , v 2 and w as in the assumptions, the following equation
On the other hand, we havê
from this and (3.3), we immediately obtain (3.12). 2
Hypersurfaces with the case C 1
In this section we consider the case C 1 locally strongly convex affine hypersurfaces with parallel cubic form and n 3.
In fact, we have the following general result in this case. 
then F is a Calabi product of a point with a hyperbolic affine sphere in R n with parallel cubic form.
Proof. We extend the basis {e i } 1 i n by parallel translation along geodesics (with respect to∇) through p to a normal neighborhood around p. By the properties of parallel translation this gives a local h-orthonormal basis {E i } 1 i n on a neighborhood of p. Since∇ K = 0, it follows that
holds at every point in a normal neighborhood. Since∇
i.e. E 1 is a parallel vector field with respect to∇, and this gives
We define two local distributions T 0 and T 1 on M n by
Since T 0 and T 1 are h-orthogonal this then implies that also∇ X T 1 ⊂ T 1 for any vector field X . Therefore it follows from the de Rham decomposition theorem ( [12] , pp. 187) that (M n , h) is locally isometric to a Riemannian product R × M 1 , where M 1 is an (n − 1)-dimensional manifold. Moreover, since E 1 ∈ T 0 , after identification E 1 is tangent to the R-component, and we write E 1 = ∂ ∂t , whereas {E 2 , . . . , E n } is a basis of M 1 .
From the above we can solve the following system of equations
to obtain
for some positive constants c 1 and c 2 . We define two maps from M n to R n+1 as follows: 
here we used the relation μ(μ − λ 1 ) = −H. 
Proof. From the definition we see that
Since G 1 is a constant vector field, it follows that G 2 is contained in some R n with G 1 a transversal vector field to this R n .
As we have
the map G 2 is an immersion. Moreover, denoting by ∇ 1 the T 1 component of ∇, we find for V ,Ṽ ∈ T 1 :
The above formulas imply that G 2 can be interpreted as a centroaffine immersion contained in an n-dimensional vector subspace R n of R n+1 with induced connection ∇ 1 and affine metric h 1 = (μ 2 − H)h. We also note that the constant vector field G 1 is transversal to the immersion G 2 . As before we get that G 2 : M 1 → R n satisfies the apolarity condition and that it is a hyperbolic affine hypersphere. This proves Claim 2. 2 From (4.4) we obtain
Since λ 1 − μ = −nμ, a reparametrization s = nμt gives From now on we consider the case C i for i 2. Notice that for C 2 we have dim(Im L) = 1. In this section, we study the general case dim(Im L) = 1; we prove the following theorem. First of all, we prove
where α is a symmetric bilinear form over D 2 .
It follows from (3.7), (5.2) and (5.
and
Since L and h are both symmetric, (5. 
Now we are ready to prove
Proof. We will use the following equations, for 1 j i − 1:
From the calculationŝ
we obtain the left-hand side (LHS) and the right-hand side (RHS) of (5.6) as follows:
Comparing the above, then Lemma 5.3 follows. 2
Now we have proved that, for any w ∈ D 3 with h(w 1 , w) = 0, the following holds: 
Proof. From the equationR(w
We observe that, for 2
here, in the last step deriving (5.11), we use the facts that K w j v 1 ∈ D 2 and for k = 1,
From (5.9)-(5.12), we see that 
. . , w n−i } forms an orthonormal basis of T p M n ; with respect to this basis, the difference tensor K takes the following form:
One can easily see that the constants σ 1 , σ 2 , σ 3 , defined in (5.13), satisfy
(5.14)
By parallel translation along geodesics through p to a normal neighborhood around p we can extend {t, v, v 1 , . . .
Now we can apply Theorem 3 of [11] to conclude that M n is decomposed as the Calabi product of two hyperbolic affine spheres, both with a parallel cubic form. 
Proof. From the isotropy conditions (3.7) and (3.8), we get the first claim. From (3.7) and (3.9), we easily verify (6.1). Finally,
According to Lemma 6.1, we can choose orthonormal vectors
where b 1 = 0, and if b 2 = 0 then we choose w 3 = 0, if b 2 = 0 then we choose w 3 ∈ D 3 as unit vector such that h(w 1 , w 3 ) = h(w 2 , w 3 ) = 0. Moreover, the isotropy condition implies that
From Lemmas 3.2 and 3.5, (6.2) and the apolarity we establish the following formulas
w j , j = 1, 2, 3;
In the sequel we will derive the remaining formulas for the difference tensor K .
Proof. We use (2.1) and (6.4) and calculate the following:
(6.9)
Applying (6.4) and inserting (6.6)-(6.9) into the following equations:
we obtain
From these equations we get the assertion in (6.5). 2 Lemma 6.3. For {w 1 , w 2 , w 3 } that defined by (6.2), we have 
In analogy to (6.2) we implicitly definew 1 ,w 2 ,w 3 by:
The triples (w 1 ,w 2 ,w 3 ) and (w 1 , w 2 , w 3 ) are related bỹ w 1 = cos 2t w 1 + sin 2t w 2 ,w 2 = − sin 2t w 1 + cos 2t w 2 ,w 3 = w 3 .
(6.12)
In analogy to (6.5), for any t, we have
As t is arbitrary, the assertion (6.10) follows from (6.12) and (6.13). 2 
(6.14)
Case 6.2. b 2 = 0. In this case we have n 6. From (6.5) and (6.3) the constants b 1 , b 2 satisfy 
Now we define 
Proof. (6.17) can be checked directly by using the formulas in Proposition 6.2. To prove (6.18), we see that
then we use (3.12) and the fact 
Then we can apply Theorem 1 of [11] to conclude that M 6 is decomposed as the Calabi product of a hyperbolic affine sphere with parallel cubic form and a point. 
with coefficients satisfying σ 1 = 2σ 2 , σ 1 = 2σ 3 and σ 2 = σ 3 . From this we can apply Theorem 3 of [11] to conclude that M n is decomposed as the Calabi product of two hyperbolic affine spheres, both with parallel cubic form. 2
Proof of Theorem 6.1. To complete the proof of Theorem 6.1, we look at the homogeneous space SL(m, R)/SO(m) and recall its affine invariants in more detail than what has been given in [6] . Since f is equivariant, it is sufficient to compute the invariant objects of the immersed hypersurface M in terms of s 0 .
The embedding f : SL(m, R)/SO(m) → R n = s(m) with ξ = 4 f has a Blaschke structure (see e.g. [18, 20] ) that can be expressed algebraically in terms of the Lie algebra as follows:
Here h is the natural Riemannian metric on the symmetric space M ; this implies that the Levi-Civita connection of h is
. From this it follows easily that the difference tensor
is an affine sphere, we get that∇ K is totally symmetric [2] ; then it follows from (∇ X K )(X, X) = 0 and polarization of the multilinear symmetric expression over , or equivalently H = −1. In this section, we assume that M n is a locally strongly convex hypersurface with parallel and non-vanishing cubic form satisfying the conditions of the case C i . Moreover, we assume that, in the notation of Section 3, dimD 2 To prove this theorem, we first establish the following lemma for arbitrary dimension n. and from (7.6) and (7.7), the equation and dim(Im L) 2.
Concluding remarks. We summarize the known cases with respect to dim D 2 and dim(Im L) as follows:
• The case dim D 2 = 0 is known by Theorem 4.1.
• The case dim(Im L) = 1 is known by Theorem 5.1; dim D 2 = 1 belongs to this case.
• The case dim D 2 = 2 is known by Theorems 6.1 and 6.2.
• The case dim D 2 3 and dim(Im L) = 2 does not occur by Lemma 7.1.
• The case dim D 2 = 3 and dim(Im L) = 3 does not occur by Theorem 7.1.
From these known cases, we have completed the proof of our Classification Theorem. The other cases, namely that dim D 2 3 and dim(Im L) 4 for dimension n 8, are much more complicated; we will discuss them in forthcoming papers.
