We present empirical results on the statistical and economic viability of a market timing trading strategy that is based on rotation between two risky assets. Using data on Exchange Traded Funds (ETFs), and models for both the returns and the volatility of the underlying assets, we compare the performance of the suggested models with the standard benchmarks of a buy-andhold strategy and an equally weighted portfolio. The underlying intuition for the use of such a strategy rests with literature on sign and volatility predictability. The rotation strategy, as we apply it in this paper, is not risk-neutral and assumes the presence of arbitrage opportunities in the markets. Furthermore, the model specification uses the interplay between relative returns and relative volatilities in picking-up the asset with the highest return. Our results show that even a naive model that is based on a moving average of relative returns can outperform both benchmarks and that more elaborate specifications for the rotation model may yield additional performance gains. We also find that, in many cases, the rotation strategy yields statistically significant sign predictions of the relative returns and volatility. While our results are conditional to the data that we have used in our analysis they, nevertheless, support the market timing literature and show that an active trading strategy can be based on the concept of rotation.
Introduction
Active trading based on asset rotation is not a new idea. According to Skidelsky (1992) , Keynes at the turn of the 20 th century examined the variation on stock returns according to the business cycle and suggested a trading strategy under the name of "Active Investment Policy". His strategy was based on a constant switching between short and long maturity assets under forecast estimates following changes in the interest rate.
This kind of strategy is not far from what modern market timing strategies often do and there is some empirical evidence that asset rotation does work. However, this comes contrary to several theoretical and empirical hypotheses such as the efficient markets hypothesis, the random walk hypothesis, the no arbitrage hypothesis and others. The empirical evidence is conflicting and, moreover, market traders do use asset rotation in their day-to-day operation as the source of potential profits. 1 In particular, and in addition to the strand of the literature that deals with market timing, there is evidence that the sign and volatility of a risky asset are both predictable.
In this case one can envision a strategy that exploits sign and volatility forecastability and rotates between assets based on their relative return or relative volatility. It is therefore of theoretical and practical interest to present results on the viability of a rotation strategy that tries to use a statistical stylized fact for arbitrage trading in the hope of generating economic gain.
In this paper we present a market timing strategy that is based on a modification of the market timing strategy between a risky and a risk-free asset. Here we use pairs of risky assets and generate predictions for their relative returns or relative volatilities which are then transformed into trading signals via a predefined rule. Our approach is thus part of the market timing and volatility timing literature and rests on the assumption of arbitrage opportunities that can be exploited based on successful model forecasts. Our empirical methodology is straightforward to implement but we have not found a similar implementation in the rest of the literature.
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To preview our results, we find that the proposed methodology appears to work well. In particular, we find that various specifications for the rotation methodology we propose do work in the sense of outperforming a buy-and-hold strategy and an equally weighted portfolio formed between the two assets in the pair. Since this is a strategy that has the investor always exposed in the market it is riskier than an equally weighted portfolio but is a priori less risky for someone considering a buy-and-hold strategy for a single asset. An interesting by-product of our analysis is that we find that the relative sign of the two assets can be predicted more than 50% of the time, with the prediction being statistically significant. This is useful as one can devise more elaborate trading strategies based on the sign forecasts than the ones we implemented in this paper (such as hedging to make the rotation a risk-neutral strategy).
The rest of our paper is structured as follows. In section 2 we present a brief literature review on market timing and rotation strategies. In section 3 we present the data we used in our analysis. In section 4 we present the econometric and trading methodology for the rotation strategies we implement. In section 5 we present and discuss our results. Finally, in section 6 we offer some concluding remarks and extensions to the current work. All tables and figures are given in the appendix.
Literature review on market & volatility timing and asset rotation
Market timing requires a model selection methodology for generating predictions, a trading strategy (the trading rule) and a trading cost estimate to be complete. Trading costs are of course a crucial aspect in the construction of trading rules and strategies as high transaction costs usually erode the profitability of strategies. Our analysis draws from two strands of the literature:
the strand on market and volatility timing and the strand on sign and volatility predictability. We are not going to be exhaustive in our review and concentrate on papers that relate to the present work. We start with the market and volatility timing literature. Vandell and Stevens (1989) is an early reference presenting evidence on the superior performance of a market timing approach. Breen, Glosten and Jagannathan (1989) is also an early and influential paper on market timing; they examined the market timing ability of a model that uses a risk-free asset and a risky asset and rotates between the risky asset and cash and found evidence of explanatory power for the short-term interest rate. Sy (1990) questions the viability of market timing. Beebower and Varikooty (1991) discuss ways of measuring the success of market timing strategies and Shilling (1992) argues that market timing can beat the buy-and-hold strategy. Pesaran and Timmermann (1994, 1995) examine the predictability and profitability of a similar market timing approach across different frequencies and take into consideration the effects of trading costs. Larsen and Wozniak (1995) argue that market timing is a viable strategy for the real world while Levis and Liodakis (1996) examine style rotation strategies for the U.S. Benning (1997) discusses the prediction skills of traders that apply timing methodologies in the real world. Lee (1997) connects market timing with short-term interest rates, much in the style of Breen, Glosten and Jagannathan (1989) and Wanger (1997) offers some explanations as to why market timing works. Whitelaw (1997) used a Sharpe ratio-based approach to construct market timing strategies and found evidence that such strategies can outperform a buy-and-hold strategy.
Johannes et al (2002) defined market timing as that behaviour when investors increase their allocation in risky assets in periods of bull markets while volatility timing as that behaviour when investors are decreasing their allocation in risky assets in periods of high volatility. They conclude that a strategy based exclusively on volatility timing can outperform market timing strategies. A similar approach, based again on volatility timing, is taken by Fleming, Kirby and Ostdiek (2001, 2003) . Li et al (2002) considered optimal market timing strategies under transaction costs and argued that as time elapses the optimal strategy confirms the momentum index trading rule. Lam et al (2004) examine again the optimal market timing strategies and the relationship of its performance with the percentage of correct sign predictions and the magnitude of transaction costs. Jiang (2003) applied a nonparametric test in order to examine the market timing ability in a large data sample of mutual funds and showed a superior timing ability among actively managed equity funds. Wang (2005) argued that rotating strategies over equity styles could generate significant returns. Brooks et al (2006) compare and evaluate a number of different market timing strategies. Thomakos, Wang, and Wu (2007) employed market timing switching strategies similar to Breen, Glosten and Jagannathan (1989) and Pesaran and Timmermann (1994, 1995) but their rotation is based not only on a risk-free and risky asset but also between pairs of risky assets. They also introduced asymmetric response terms for the relative returns on the pair of assets that is being rotated. In this paper we apply the methodology of Thomakos, Wang and Wu (2007) with certain modifications and extensions.
We next turn to the literature on sign forecasting. 3 The work of Christoffersen and Diebold (2006) and Christoffersen et al (2007) examines in detail the predictability of the direction of the returns and connects it to the predictability of asset return volatility, claiming that sign and volatility predictability does not violate the efficient market hypothesis. Thomakos and Wang (2010) generalize and extend the work of Christoffersen and Dievold (2006) by showing that zero is not necessarily an optimal threshold for directional predictions and that a time-varying threshold based on volatility is more suitable when making directional predictions. Hong and Chung (2003) and Chung and Hong (2005) propose ways of testing and assessing sign predictability for asset returns. All the above references offer evidence that signs, and the direction in general, of asset returns is predictable if one accounts for the volatility of the returns.
Data
A feature of our analysis is that we use the class of Exchange Traded Funds (ETFs) to apply our rotation methodology. We focus on 4 broadly defined passive ETFs which we have selected based on criteria like market capitalization, long(er) historical tracking record, and high trading volume. These series are:
• S&P500 (ticker: SPY) is the first ETF in the US and was launched on 29 January 1993 (second globally after the TIPS), on the American Stock Exchange, under the name SPDRsStandard & Poor's Depository Receipts or "Spiders". It tracks the S&P 500 index and is the largest ETFs in the world with 61.4 billion worth of assets under management.
• Financial Select Sector SPDR ETF (ticker: XLF) was launched on 16 February 1998. It belongs to the group of Standard & Poor's Depository Receipts or "Spiders" and it is traded on AMEX. It has 3.98 billion worth of assets under management.
• PowerShares QQQ "Cubes" (ticker: QQQQ) is designed to track the NASQAD 100 Stock Index and has been launched on 10 March 1999, being traded on AMEX. Due to the underlying index it belongs among the most popular ETFs with 10.26 billion worth of assets under management.
• Oil Services HOLDRs trust (ticker: OIH) has been designed as a basket of specified While a review on ETFs is beyond the scope of our paper it is useful to present some pertinent facts about this asset class. By the end of the first quarter of 2008 there were 1.280 ETFs with 2.165 listings with $760 billion worth of assets under management, managed by 79 managers and listed on 42 exchanges throughout the world. 4 An ETF can be defined as a fund that duplicates a stock index or a basket of stocks, from one or more sectors and industries -these stocks are embedded in the ETF and are bought and sold as a unit. In other words, whatever tracks a specific index or a specific basket of stocks and it is traded as a unit could be called ETF. Within the universe of risky assets ETFs cover a broad spectrum of investment solutions, including market capitalization, investment styles and sectors, countries, futures and option contracts as well as the opportunity of "shorting" major indices on the spot market. ETFs have an exposure to futures markets with more than 300 options and 13 futures listed on the markets on US, Canada and Europe. 5 The ETF structure combines the dynamics of index-tracking unit trusts with the merits and tradability of listed investment companies. ETFs have lower operating expenses, more trading liquidity, and more efficient tax structures than the conventional indextracking mutual funds. Finally, ETFs have lower transaction costs and are offered as an affordable solution to low-budget investors.
For the four ETF series noted above we use weekly OHLC observations. From the daily observations we calculate the daily range-based volatility estimator (Parkinson, 1980 ) and then we construct the realized weekly range-based estimator by summing the daily range-based estimates. This is a good compromise between the uses of a non-parametric volatility estimator versus a parametric approach based solely on the weekly observations. In our analysis we experimented with different days of the week, Monday, Wednesday and Friday. After the construction of the corresponding volatility series we match the data according to the three pairs that we form, namely: SPY-OIH, SPY-XLF and SPY-QQQ. We deliberately used only the pairs with S&P500 ETF since the strategy should perform at least on par with the market. The full samples n=n 0 +n 1 for the three pairs were obtained and the relevant series are presented in
Figures 1 to 3. In our application we used a rolling estimation window of n 0 =104 weeks and an evaluation window that differed in length according to the day and the pair being examined; for each of the pairs SPY-OIH, SPY-XLF and SPY-QQQ we have: for Monday n 1 =232, 331, 322;
for Wednesday n 1 =264, 374, 363, and for Friday n 1 =256, 331, 353.
Methodology

Model specification
In this section we present and discuss our rotation methodology and the models and approach we use to implement it. As in most forecasting exercises we leave out part of our sample for testing and use a rolling window of observations to forecast and trade in historical "real time".
Our results are for a rolling window of 104 weeks and other results for different estimation lengths are available on request.
Let us define by ti R the weekly return, defined as the logarithmic difference of the weekly ETF closing price, of the i th asset and by ti V its corresponding volatility. For the measurement of volatility we use the realized weekly range-based volatility estimator given by:
σ is the daily range-based volatility estimated from the high-low Parkinson (1980) formula as:
with s s L H , being the s th day's high and low prices for the i th asset.
In our rotation-based models the dependent variable is either the relative return (difference in returns) or the relative volatility between two assets, The relative return is defined as:
which is equivalent to the return of relative prices, i.e. to ( ) ( )
with ti C being the closing price. This is an attractive feature of rotation modelling, i.e. that deals with the economically interpretable notion of relative prices. The relative volatility is defined using levels and logarithms as:
and we experiment with the direct modeling of t v but also with the modeling of the individual log-volatilities as well.
All rotation models we consider are using either t y or t v as their dependent and decision variables and follow a standard regression specification:
where t x is the regressor vector, whose dimension and included variables differs across model specifications, and t u is the regression error. The simplest rotation model we consider is the naïve model that does not include any explanatory variables other than the mean of relative returns and ignores dynamics potentially present, i.e. is given as:
Another simple model comes if we include any dynamics that are present in the regression error term using, as we do, a moving average such as:
A more plausible alternative to these benchmarks is a model that includes some explanatory variables in the right-hand side. We experimented with the inclusion of a lagged dependent variable, lagged values of the relative volatility and asymmetric response terms for both of them, as well as cross-terms. For a model with a single lag this specification is given by: of relative volatilities -c being a fixed threshold which we discuss later. This approximation is piecewise linear and can capture the potentially different behaviour of relative returns in periods when one of the two assets outperforms the other depending on both the asymmetric response of relative returns and relative volatilities.
Finally, we consider the following autoregressive models for the individual log-volatilities and for the relative volatility of the form:
where the orders of both models are selected by the AIC criterion, which is known to overfit and is suitable for the presence of long-memory in the volatility series.
Trading rules
The rotation trading strategy we implement is based on the forecasts generated by the above models and is straightforward since it involves a binary decision for the asset that is to be bought. Note that in the context of this strategy all available capital rotates when a signal for a switch from one asset to the other is given. Given a sample of n observations suppose that a rolling window of n 0 observations 6 is to be used for the historical evaluation of the strategy. The Note that in the context of the naïve model the rotation strategy coincides with a momentum strategy based on local smoothing: the comparison is between two moving averages of the same size since
. A similar comment can be made for the other models 6 The window size is n 0 =104 weeks for the results presented in the next section. 7 Note that the strategy's return depends on the realized values of the individual asset returns, denoted with small case letters, and its uncertainty comes only from the uncertainty of the forecast.
we use although the momentum nature of the strategy is not as clear in them. However, we still need to emphasize that is not just momentum that makes the strategy works: it is also the percentage of correct sign predictions, something that we further discuss in the results.
Also note that the, time t, conditional expected return and volatility for the rotation strategy are given by: 
From the above we can easily see that the expected return is positive if ( ) ( )
i.e. when the relative realized return is greater than a negative threshold that depends on the probability of making a positive prediction. Therefore when both returns are positive the strategy's expected return is also positive. We can also see that the volatility of the rotation strategy is maximized when the probability of making a positive prediction is close to one-half or when the difference between the two realized returns is increasing or both. Essentially both the expected return and volatility of the strategy depend on the distribution of the models' forecasts.
The above observations show that the pair selection of the two assets is crucial for the rotation strategy to work. For example, pairs of assets that move together, in the sense that
are not suitable for rotation trading; it's obviously sufficient to stay with a single asset or possibly an equally weighted portfolio. Note that assets that consistently exhibit similar return paths will also have similar volatility paths -this observation will be important in what follows.
Results and discussion
Model & wealth-based performance
Our main performance results are given in Tables 1 to 3 . In these tables we present some performance statistics over the 104 weeks of the evaluation period. These statistics include the cumulative return (terminal wealth of $1 invested at the beginning of the evaluation period), the average weekly return, weekly standard deviation, weekly Sharpe ratio and the maximum loss of each strategy. Results are given for three weekdays, Monday, Wednesday and Friday -in Tables   1, 2 The easiest way to summarize the relative performance of the proposed rotation methodology is to rank the models with respect to one or more performance measures and to see how many times the rotation models (and which one in particular) outperform the buy-and-hold strategy and the equally weighted portfolio. We discuss our results based on terminal wealth and weekly Sharpe ratio. A careful look at the tables shows us that the rotation models are the best performers for 8 out of 9 pairs -with the models based on the differences in returns being top performers in 6 out of 9 pairs. In particular, the rotation based on the comprehensive model of equation (9) is the top performer in 3 pairs (SPY-XLF and SPY-QQQ on Monday and SPY-QQQ on Friday); the rotation based on the moving average model of equation (8) is the top performer in 2 pairs (SPY-OIH on Wednesday and Friday); the rotation based on the differences in volatility model using (the first of) equation (10) is the top performer also in 2 pairs (SPY-OIH on Monday and SPY-XLF on Wednesday) and the rotation based on the naïve model o equation (7) is the top performer in 1 pair (SPY-XLF on Wednesday), along with SPY (SPY-QQQ on Wednesday) and OIH (SPY-OIH on Monday that ties with the differences in volatility). Note that the equally weighted portfolio does not enter into the list of top performers nor does the XLE (financials) ETF.
Comparing the terminal wealth performance of the best rotation models with the terminal wealth of the best performing asset in each pair and with that of the equally weighted portfolio we find the following 8 . With respect to the best performing asset the minimum difference is -¢5 and the maximum difference is ¢33. The average difference is ¢14 with a standard deviation of ¢12 (calculated across the 9 pairs that we used). With respect to the equally weighted portfolio the minimum difference is ¢0.7 and the maximum difference is ¢71. The average difference is ¢39 with a standard deviation of ¢24. The average difference across both the best performing asset and the equally weighted portfolio is ¢27 with a corresponding standard deviation of ¢23.
Overall these results suggest that, on average, we are better off using a market timing strategy than using the best asset buy-and-hold strategy or the equally weighted portfolio. It is interesting to note that our results also show a day-of-the-week effect: for the SPY-OIH pair the best days are Wednesday and Friday, for the SPY-XLF pair the best day is Monday and for the SPY-QQQ pair the best day is Friday.
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The ranking of the models based on their average weekly return and on their standard deviations is not very meaningful since they are frequently the same across models. We also know ex ante that the rotation strategy is going to be riskier than the equally weighted portfolio and this shows up clearly in the results -along with the fact that the maximum loss of the rotation strategies always corresponds to the maximum loss of the two assets in the pair. The latter is based on the nature of the rotation (you are expected to make sign errors frequently and this invariably happens at the most difficult switching point).
Making a comparison between models based on their volatility characteristics we see that for the SPY-OIH pair the difference in volatility is the highest and for the pair SPY-QQQ the difference in volatility is the lowest. Note now that for the SPY-OIH pair the piecewise linear model fails to outperform the volatility timing models. On the contrary, for the SPY-QQQ pair, even if our results are conditional on the weekday, two out of the three days the model of equation (9) outperforms the alternative specifications. This can possible indicate that the relative performance of the piecewise linear specification works better as the volatility of the one asset of the pair is not dominating the other asset.
A nice visual summary on the returns of the rotation strategies is given in Figures 4 to 6. There we plot the kernel density estimates of the returns from the strategies in overlap for each trading day. We can see several interesting characteristics in these plots. For example, we can see that the density of the moving average model is consistently more peaked around zero than that of the other models. We can also see that the piecewise linear model is more peaked around zero, compared to other models, but also has lower probability on the negative side of the returns.
The naïve and volatility models are consistently less peaked around zero, and thus has their probability spread on either side of zero but they are also more risky: they have higher probability on ending up with negative returns. While there are differences across the trading days we can possibly conclude that the piecewise linear model appears, based on its density characteristics, a "safer" model to follow.
Trading behavior of the rotation
To further examine the trading behavior of the rotation models we compute statistics with respect to the number of trades, the trading time, and the trade duration and transition probabilities. 10 We have calculated these quantities for all pair combinations that appear in Tables 1 to 3 but report only three representative tables, Tables 4, 5 and 6 based on the Wednesday results and the rotation models of relative returns -the rest are available on request.
For the SPY-OIH pair we see that for the naïve model the number of trades is 233 with a mean trading time of 88.6%, compared to only 144 (55%) and 149 (57%) trades (mean trading times)
for the moving average and complete model (of equations (8) and (9)). Note that for this pair and day the best performance was by the moving average model followed by the naïve model. Wednesday no model is better than the best performing asset but the trading characteristics are similar to those of the SPY-OIH pair. However, the sign success ratio is not as good as before and therefore the trading performance is correspondingly lower.
Sign success ratio and volatility levels
In Table 7 we present the sign success ratio
e. the average number of times that a rotation was correct. A bootstrap-based standard error is also given. 11 We can immediately see that, as noted just above, for the cases where the rotation models outperform the benchmarks we have that the sign success ratio is significantly higher than 50%. For example, for the case of the SPY-OIH pair and the moving average model it is equal to 54% with a standard error of 2.6% and for the SPY-XLE pair is equal to 57.5% with a standard error of 2.6%. On the other hand for the SPY-QQQ pair the sign success ratio is not significantly different from 50% as it is computed for all models at or below 50% with standard errors of almost 2.5%. tests to examine their dependence. 13 The results from these tests are given in Table 8 and we find that some dependence exists for the following pair-day combinations: for the SPY-OIH pair and Monday we find dependence between and higher sign success ratios, except for the SPY-OIH pair that has exhibited a strong upward trend during the evaluation period. On the other hand, for the other two pairs it is only the naïve model that appears to be drive by volatility considerations (and its not the best performer across days and the two pairs). This result might not be surprising since the naïve model does not incorporate volatility dynamics directly but only through their effect in returns, while the piecewise linear model does include volatility dynamics in its specification. Finally, note that again we see that the day of the week can be a crucial factor in terms of both trading performance and the explanation that one can attribute to such performance.
Concluding remarks
In this paper we investigated the statistical and economic viability and trading performance of market timing models based on asset rotation. Using data on three of the most widely traded Exchange Traded Funds (ETF) we find supportive evidence in favour of the market timing literature: the performance of a rotation strategy is top in 8 out of the 9 examined model combinations, across three asset pairs and three weekdays (Monday, Wednesday and Friday).
Our results show that even a naive model with no dynamics can be useful, or at least should be used as a benchmark, in rotation-based on other market timing strategies. Furthermore, we find strong evidence that sign success is important for good trading performance and link good performance in sign prediction with fewer trading signals. Our analysis suggests the time-varying relative returns and volatilities can lead to potentially profitable trading strategies. Overall, our study propose that market timing strategies can be profitable even when executed from simple models and that there is room for much improvement in the structure of the models used for implementing the rotation methodology. -11.632 -11.632 -14.320 -14.320 -11.632 -11.632 -14.320 -10.779 Table 1 Trading Performance -Monday
The results correspond to the trading performance of the models of equations (7), (8), (9) and (10) Table 2 Trading Performance -Wednesday
The results correspond to the trading performance of the models of equations (7), (8), (9) and (10) Table 3 Trading Performance -Friday
The results correspond to the trading performance of the models of equations (7), (8), (9) Table 5 Trading Time & Duration Statistics -Wednesday
The table presents statistics on the trading time and duration characteristics of the rotation strategy. A trade is counted as a binary variable that indicates a switch from one asset to the other. Sample evaluation is as in Table 2 . Table 7 Sign Success Ratio -Wednesday
SPY-XLF pair
The table represents the estimated sign success ratio (average number of correctly predicted signs over the evaluation period) along with its standard error. The standard error is calculated using the stationary bootstrap and 400 iterations. Sample period evaluation is as in Table 2 . 
