We prove that products of at most two vector valued Eisenstein series that originate in level 1 span all spaces of cusp forms for congruence subgroups. This can be viewed as an analogue in the level aspect to a result by Kohnen and Zagier, which focuses on the weight aspect. The main feature of the proof are vector valued Hecke operators. We recover several classical constructions from them, including classical Hecke operators, Atkin-Lehner involutions, and oldforms. As a corollary to our main theorem, we obtain a vanishing condition for modular forms reminiscent of period relations deduced by Kohnen and Zagier in the context their previously mentioned result. 
Vector Valued Eisenstein Series -Introduction M. Westerholt-Raum I N a paper from 1951, Rankin [Ran52] derived an expression in terms of periods for scalar products 〈E l E k−l , f 〉 for cuspidal Hecke eigenforms f of weight k. This served Kohnen and Zagier [KZ84] in their proof that products of at most two Eisenstein series span all spaces of modular forms for SL 2 (Z). In fact, it is possible to describe linear relations of the E l E k−l by period polynomials [Sko90] .
Let us write M k for the space of level 1, weight k modular forms, and E k for the subspace of Eisenstein series. Kohnen's and Zagier's result reads as follows:
(0.1)
This was considered by Imamoglu and Kohnen [IK05] , and also generalized to Γ 0 (p) ⊂ SL 2 (Z) by Kohnen and Martin [KM08] . A similar statement, based on products of at most two "toric" modular forms, was found by Borisov and Gunnells in [BG03] . Note that we can view (0.1) as a statement about products of Eisenstein series focusing on the weight aspect. We study the level aspect of the present problem: Can cusp forms of any level be expressed as products of at most two Eisenstein series, varying the level but fixing the weight? The affirmative answer, which we provide, is most naturally phrased in terms of vector valued modular forms. For a complex representation ρ of SL 2 (Z) and k ∈ Z write M k (ρ) for the space of all vector valued modular forms of weight k and type ρ. By definition, f ∈ M k (ρ) satisfies
for all a b c d ∈ SL 2 (Z). A corresponding subspace E k (ρ) of Eisenstein series can be defined in a natural way, which is explained in Section 3. For every N , we will define in Section 2 a vector valued Hecke operator T N . It yields a map T N : E k → E k (ρ N ), also described in Section 2, where ρ N is the permutation representation of SL 2 (Z) on cosets Γ 0 (N )\SL 2 (Z). For the time being, it suffices to know that the components of T N E k can be expressed in terms of E k aτ+b d
, where a b 0 d ∈ GL 2 (Q). As a further ingredient to formulate our Main Theorem, note that by composition, homomorphisms φ : ρ → σ of representations give rise to maps on modular forms φ : M k (ρ) → M k (σ).
Theorem. Let ρ be a complex representation of SL 2 (Z) whose kernel contains a congruence subgroup. For even integers k ≥ 12 and l such that l , k − l ≥ 4, we have
(0.
2)
The sum runs over homomorphisms φ from ρ N ⊗ ρ N ′ to ρ for positive integers N and N ′ .
Remark. By introducing holomorphic projections of products of almost holomorphic Eisenstein series, we could lower the bound on k to k ≥ 8 and the bounds on l and k − l to l , k − l ≥ 2. This will be discussed in more detail in a sequel on computational aspects. Almost holomorphic Eisenstein series were already introduced into the subject at the end of Section 2 in [KZ84] .
Hecke operators. For simplicity, assume that f is a level 1 modular form. Classical Hecke operators can be written as a sum m∈∆ N f |m, where is the set of all a b 0 d with ad = N and 0 ≤ b < d . Instead of summing over ∆ N , we keep f |m as a component of a vector, whose entries are indexed by ∆ M . We show that this vector of functions is a vector valued modular form. Vector valued Hecke operators, written T N , can be applied to any vector valued modular form.
A crucial property of vector valued Hecke operators, compared to classical ones, is that
in general for scalar valued modular forms. At the same time, T N subsumes several classical constructions (see Section 2.3) and preserves Eisenstein series.
When thinking about vector valued Hecke operators, the reader should keep in mind that when applying them to a newform f , one obtains K fixed vectors for various K in the same automorphic representation as the one attached to f . This puts certain restrictions on what can be achieved by using the operators T N , but on the other hand provides a connection to a very well understood subject.
Period relations. The proof of (0.1) given in [KZ84] relies on an explicit formulation of the Eichler Shimura isomorphism in terms of period polynomials. In particular, linear relations between the E l E k−l can be rephrased in terms of L-values. As we will explain later, the proof of our main theorem rests on completely different observations. It is possible to give a vanishing criterion for cusp forms as a corollary to our main theorem. However, the resulting convolution L-series, given in Corollary 4.2, can not be simplified in all cases. The reason is that the expansion of newforms at cusps not mapped to ∞ by Atkin-Lehner involutions are not necessarily newforms. We refer the reader to the explicit vector valued Eichler Shimura theorem proved by Paşol and Popa [PP13] in analogy with the level 1 case. It would be interesting to relate our Main Theorem to a statement about periods and compare it to the latter.
Computing modular forms and their cusp expansions. Our Main Theorem allows us to span spaces of cusp forms by products of at most two Eisenstein series. This provides an alternative to algorithms based on modular symbols [Cre97; Man72] . In a sequel to this paper, we will report on how performance of these two methods compare.
Fix a modular form f for a Dirichlet character χ mod N . In the context of, for example, Borcherds products [Bor98] it is an interesting question how Fourier expansions of f at cusps of Γ 0 (N )\H can be computed. If N is square free, than modular symbols provide us with a satisfactory theory, which is employed, e.g., in Sage [Ste+14] . Indeed, Atkin Lehner operators act on modular symbols, and permute cusps transitively.
The case of non square free level N is more complicated. Atkin Lehner involutions fail to act transitively on cusps, and hence modular symbols are insufficient to obtain all cusp expansions. In [Rau12] , we found an algorithm to compute them, which however does not perform very well in practice. Combining our Main Theorem with formulas for cusp expansions of Eisenstein series obtained in [Wei77] , we obtain another promising approach to computing cusp expansions.
Method of proof.
We discuss the method of proof, comparing it to [KZ84] . In the classical setting, one fixes a cusp forms that is orthogonal to all E l E k−l . Relating this to vanishing of periods one concludes that the period polynomial of an attached cusp form f ′ , which in general is different from f , vanishes. This, in particular, makes use of an explicit Eichler Shimura correspondence. In our case, we achieve to reduce ourselves to the case of newforms f , such that the necessary vanishing statement is straightforward.
Reduction to newforms for Γ 0 (N ) ⊆ SL 2 (Z) is performed by vector valued Hecke operators T N , introduced in Section 2. We show that span φ φ T N E l ⊗ T N ′ E k−l in (0.2) yields a Hecke module in the classical sense. If an irreducible Hecke module which appears in M k Γ 0 (N ) , the space of modular forms for Γ 0 (N ), is missed by our construction, then we can freely pick any modular form in there. In particular, we may choose a newform f , and are hence reduced to to this case. . This action gives rise to a family | k of actions on holomorphic functions f on H, which is indexed by k ∈ Z. For any k ∈ Z and any finite dimensional representation ρ of SL 2 (Z), we set
| Preliminaries
We set ( f | k γ)(τ) = (cτ + d ) −k f (γτ). For a character χ of Γ ⊆ SL 2 (Z) and γ ∈ Γ, we set ( f | k,χ γ)(τ) = (cτ + d ) −k χ(γ −1 ) f (γτ(ii) for every γ ∈ SL 2 (Z), f | k γ (τ) is bounded as τ → i ∞.(N ) = γ ∈ SL 2 (Z) : c(γ) ≡ 0 (mod N ) , Γ 1 (N ) = γ ∈ SL 2 (Z) : c(γ) ≡ 0, a(γ) ≡ d (γ) ≡ 1 (mod N ) , and Γ(N ) = γ ∈ SL 2 (Z) : b(γ) ≡ c(γ) ≡ 0, a(γ) ≡ d (γ) ≡ 1 (mod N ) . Dirichletf | k,ρ γ (τ) = (cτ + d ) −k ρ(γ −1 ) f (γτ).
Definition 1.2. Fix a finite dimensional complex representation ρ of SL 2 (Z). A holomorphic function f : H → V (ρ), we say, is a modular forms of weight k and type ρ, if
(i) for all γ ∈ SL 2 (Z), we have f | k,ρ γ = f , and (ii) for every v ∈ V (ρ) ∨ , v • f (τ) is bounded as τ → i ∞.
The space of such functions is denoted by
We have defined vector valued elliptic modular forms for all finite dimensional, complex representations of SL 2 (Z). Our main interest, however, lies in modular forms for congruence subgroups. This is why we will, from here on, restrict ourselves to representations with finite index kernel. In particular, we can and will assume that ρ is unitary with respect to a scalar product,
(2) Representations of SL 2 (Z) whose kernel is a congruence subgroup, can be factored as a tensor product p ρ p of representations whose level is a p-power. Such representations were studied in [Sil70] .
Given v ∈ V (ρ), we write 〈 f , v〉 for the function τ → 〈 f (τ), v〉, which is a modular form for ker ρ.
. Morphisms of representations φ : σ → ρ give rise to maps φ : M k (σ) → M k (ρ) on modular forms, in an analogue way.
Proof. Let ι 1 : ρ 1 → ρ and ι 2 : ρ 2 → ρ be the inclusions associated with the given decomposition of ρ.
as is easily verified. The inverse is given by the corresponding projections π 1 : ρ ։ ρ 1 and π 2 : ρ ։ ρ 2 .
We proceed to the definition of Peterssson scalar products. Let ρ and σ be two representations of SL 2 (Z) and fix an embedding ι :
As usually, we can extend the Petersson scalar product to the case f ∈ M k (ρ) by applying Borcherds regularization. Cusp forms are, as seen when unfolding, orthogonal to Eisenstein series, defined in Section 3. §1.3 Induced representations. The induced representation Ind
and carries the natural action by translation on the right. If Γ ′ = SL 2 (Z) we suppress the superscript, writing Ind Γ ρ.
It is convenient to think of V Ind
for a fixed system B of representatives of Γ\Γ ′ . We will throughout assume that the identity element is contained in B . For
This defines a cocycle, that is,
. Here and throughout, we write βγ 
We define a map Ind on modular forms. For any k ∈ Z and any Dirichlet character χ mod N , we set
where, again, we think of γ running trough a fixed system of representatives of Γ 0 (N )\SL 2 (Z). Proposition 1.5. The map Ind in (1.2) is an isomorphism.
Proof. It is clear that Ind is injective. Its inverse is given by
I 2 is the 2 × 2 identity matrix. Proposition 1.6. For classical modular forms f ∈ M k (χ) and g ∈ S k (χ) and the associated vector
Proof. Plugging in the definition of 〈Ind f , Ind g 〉 ι , we obtain
where 
We can view modular forms as a functor from
where the codomain consists of finite dimensional complex vector spaces, and ⊠ denotes the outer tensor product.
Recall that a weakly monoidal functor F : A → B of monoidal categories A and B consists of coherence maps
(not necessarily isomorphisms) and a morphism 1 B → F 1 A , where 1 A and 1 B are the identity objects in A and B, respectively. The following diagrams must be commutative:
The reader is referred to [ML98] for the definition of (strict) monoidal functors. Comonoidal functors are dual to monoidal functors and involve coherence maps
Proposition 1.7. As a functor, M is weakly monoidal. Given two representations ρ and σ of SL 2 (Z) and two integers k, l , the coherence map
Proof. This is a straightforward computation, which, in fact, follows from the analogue properties of C ∞ (H, · ). For example, to verify that the first diagram in (1.3) commutes, fix f ∈ M ω k ⊠ ρ and c ∈ M 0 . Their tensor product is c f , which equals
The remaining verification are left to the reader.
| Vector Valued Hecke Operators
The definition of vector valued Hecke operators involves two steps. In Section 2.1, we study Hecke operators on representations, and Section 2.2 contains a treatment of Hecke operators on modular forms. We show in Section 2. The cocycle property of I m (γ) guaranties that, given a representation ρ, then T M ρ which is defined by
is a also representation. Indeed, we have 
by means of (2.1).
Remark 2.2. (1) For the purpose of reference, we note that (T
Since all representations in this paper are unitary, ρ(γ −1 ) and ρ ∨ (γ) agree.
(2) We could, equivalently, define T M ρ as a suitable SL 2 (Z)-invariant subspace of Ind
The next two technical lemmas will be used frequently without further mentioning them.
Lemma 2.3. If ρ has finite index kernel, then T M ρ has finite kernel, too. If ker ρ is a congruence subgroup, then so is ker (T M ρ).
Proof. Since the pointwise stabilizer of ∆ M contains Γ(M ), we obtain the inclusion
Lemma 2.4. Assume that ρ is unitary with respect to the scalar product 〈· , · 〉 ρ on V (ρ). Then T M ρ is unitary with respect to
Proof. This follows directly, since SL 2 (Z) acts on the e m by permutations.
Proposition 2.5. The map
turns T M into a weakly comonoidal endofunctor on Rep SL 2 (Z) . The associated projection T M ½ ։ ½ is given by m∈∆ M c m e m → m c m . For every pair of representations ρ and σ, the monoidal coherence map is given by
T M (ρ ⊗ σ) −→ (T M ρ) ⊗ (T M σ), (v ⊗ w ) ⊗ e m −→ (v ⊗ e m ) ⊗ (w ⊗ e m ).
Corollary 2.6. The functor T M is weakly monoidal endofunctor on Rep SL 2 (Z) . The associated injection ½ → T M ½ is given by c → c m∈∆ N e m . For every pair of representations ρ and σ, the comonoidal coherence map is given by
Proof of Corollary 2.6. This follows from Proposition 2.5, since in the unitary setting the comonoidal projections and injections correspond to the monoidal injections and projections, respectively.
Proof of Proposition 2.5. We start by checking that T M is a functor. For φ ∈ Hom(ρ, σ),
It is clear that m∈∆ M e m spans a one dimensional subspace of V (T M ½), on which SL 2 (Z) acts trivially. The comonoidal map T M ½ → ½ is the associated projection v → 〈v, m e m 〉.
We fix three representations ρ, σ, and ̟ of SL 2 (Z) to check the remaining axioms of a comonoidal functor. Commutativity of the dual of first diagram in (1.3), for example, follows from
The dual of the second diagram in (1.3) can be treated in the same way. For the dual of (1.4) note that
§2.2 Hecke operators on modular forms. For m = a b
0 d ∈ GL 2 (Q) and f : H → C, we define
Definition 2.7. Fix a representation ρ of SL 2 (Z) with finite index kernel and a positive integer M . Given f
(2.2)
Proposition 2.8. Adopting notation of Definition 2.1, we have T M f ∈ M k (T M ρ).
Proof. We have to check that
for all γ ∈ SL 2 (Z). Unwinding definitions, this is a consequence of Proof. For the first part, it suffices to check equality on the image of the comonoidal coherence map. The statement follows directly from
The second part is a straightforward verification of the diagrams given in Section 1.4. §2.3 Connections with known constructions. In Remark 2.9, we noted that the vector valued Hecke operator applied to M k (ρ) with ker ρ a congruence subgroup can be understood in terms of the very well developed theory of adelic automorphic representations. In this section, we illustrate how to obtain classical constructions on scalar valued modular forms in terms of the operators T N . For a Dirichlet character χ mod N , we set ρ χ = Ind Γ 0 (N ) χ.
We can identified T N ½ with ρ χ for the trivial Dirichlet character:
Lemma 2.12. For any positive integer N , we have Ind
Proof. The stabilizer of e N 0 0 1
For later use, we also have to recover f from T M 2 f .
Lemma 2.13. Let χ be a Dirichlet character mod N . Fix a positive integer M . (i) Writing m for
is an inclusion of ρ
(ii) The inclusion ι intertwines the Hecke operator and the identity map with induction from Γ 0 (N ). For every f ∈ M k (χ) and v ∈ V (ρ χ ), we have
Proof. The proof is analogous to the proof of Proposition 2.14, which we will give later. §2.3.1 Classical Hecke operators. One obviously wants to recover classical Hecke operators from Definition 2.7. Given f ∈ M k (χ), let f |T M be its image under the classical Hecke operator:
Proposition 2.14. Let χ be a Dirichlet character mod N . Fix a positive integer M that is coprime to N , and extend χ to
(ii) The inclusion ι intertwines the vector valued Hecke operator and classical one with the induction map. For every f ∈ M k (χ) and v ∈ V (ρ χ ), we have
Proof. Assume that first part is true. Then it suffices to check the second part for v = e I 2 , for which we have
We now check the first part. Fix δ ∈ SL 2 (Z). We set I γ (δ)γδ = γδ and I m (γ)mγ = mγ as in Sections 1.3 and 2.1. This notation should not be confused with complex conjugation. Note that we have mγδ = mI γ (δ)γδ and I mI γ (δ) (γδ) = I m (γδ).
We have ρ ∨ χ (δ)e γ = χ(I γ (δ)) e γδ , and this gets mapped by ι to
where we have substituted mI γ (δ) for m to obtain the equality. On the other hand, (
which is the same. §2.3.2 Atkin Lehner involutions. In order to define Aktin Lehner involutions for level N modular forms, fix a positive integer M | N such that M and N / M are coprime. We let γ M ∈ SL 2 (Z) be a matrix with γ M ≡ 0 −1 1 0 (mod M ) and γ M ≡ 1 0 0 1 (mod N / M ). The Atkin Lehner involution is defined by mapping f ∈ M k (N ) to 
(ii) The inclusion ι intertwines the Atkin Lehner operator and Hecke operator with the induction map. For f ∈ M k (χ) and v ∈ V (ρ χ ), we have
Proof. The proof is analogous to the one of Proposition 2.14. §2.3.3 Oldforms. Oldforms in the scalar valued setting are obtained as f (M τ) for a given modular form f . We recover this construction using vector valued Hecke operators. Clearly, (i) The map
(ii) The inclusion ι intertwines the oldform construction and the Hecke operator with the induction map. For f ∈ M k (χ) and v ∈ V (ρ χ ), we have
Proof. Again, the proof is analogous to the one of Proposition 2.14. §2.3.4 Twists of modular forms. We show that also twists of modular forms by Dirichlet characters can be recovered from vector valued Hecke operators. For a modular form f ∈ M k (χ) and a Dirichlet character δ mod M , there is a twist 
(ii) The inclusion ι intertwines the twisting construction and the Hecke operator with the induction map. For f ∈ M k (χ) and v ∈ V (ρ χ ), we have
This allows us to write twists of a modular form f ∈ M k (χ) as
The rest of the proof is analogous to the one of Proposition 2.14.
Corollary 2.18. Adopt notation of Proposition 2.17. There is an inclusion
ι of ρ ∨ χ into (T M 2 ρ) ∨ , such that for f ∈ M k (χ) and v ∈ V (ρ χ ), we have 〈Ind Γ 0 (N ) f δ , v〉 = 〈T M 2 Ind Γ 0 (N ) f , ι(v)〉.
| Vector Valued Eisenstein Series
Recall that we assume throughout that ρ has finite index kernel. Fix an even integer k > 2 and v ∈ V (ρ). We define the stabilizer Stab(v) of v as {γ ∈ SL 2 (Z) :
converges and defines a modular form in of weight k and type ρ. We define the Eisenstein subspace of M k (ρ) as their span.
In the case of weight 2, the Hecke trick leads us to the definition Proof. We use the ξ 2 operator, defined by in [Bru02] , to prove the first part. We have
If ρ does not contain ½, then neither does ρ, and so ξ 2 (E 2,v ) vanishes. Since the kernel of ξ 2 applied to C ∞ (H) consists of holomorphic functions, this proves the statement about E 2,v . The second part is a classical fact.
The lemma inspires the definition
We describe vector valued Eisenstein series by means of the T -eigenspaces of ρ. Write
for the isotrivial component of the restriction of ρ to the subgroup of SL 2 (Z) generated by T .
Proposition 3.2. If k ≥ 2, we have
Proof. To reduce technicalities, we focus on the case k > 2, so that Eisenstein series can be defined without the Hecke trick. It suffices to consider Eisenstein series attached to
−k v ⊗ e m , and consider the Eisenstein series
Its m ′ -th component is equal to
For every γ ′ ∈ Γ ∞ (M )\SL 2 (Z), we find m and γ such that mγ = m ′ γ ′ . Therefore, the above simplifies in the following way: 
Proof. The Eisenstein series E k,v corresponds, under the map (1.2), to an Eisenstein series that vanishes at every cusp but ∞. Such a series is an oldform coming from level 1, by classical theory. §3.3 A pairing of modular forms. Let ρ and ρ E be two representations of SL 2 (Z) with finite index kernel. For even l satisfying 2 ≤ l ≤ k − 2, we define
where the scalar product is taken with respect to the canonical inclusion ι of the trivial representation into ρ ⊗ ρ E ⊗ ρ ⊗ ρ E ∨ . is even, M k Ind Γ 0 (M) χ is trivial, if χ is odd. In other words, we can assume that χ is even, so that it has a square root: χ = χ ′ 2 . Applying Proposition 2.17, then allows us to proof the theorem for ρ = Ind Γ 0 (M) ½ only. We assume that ρ = Ind Γ 0 (M) ½ = T M ½ (by Lemma 2.12), and have to show that
We can identify the left and right hand side with M k Γ 0 (M ) via the inverse to Ind given in (1.2):
This allows us to apply classical Atkin Lehner Li theory. Using Theorem 2.10 and 3.3 in conjunction with Proposition 2.14 and 2.15 shows that the right hand side is closed under the action of classical Hecke operators and Atkin Lehner involutions. Further, induction on M and Proposition 2.16 show that the complement of S k (ρ) in EE ∩ S k (ρ), if not empty, contains at least one newform. Assume that S k (ρ) = EE ∩ S k (ρ), and fix a cuspidal newform f in the complement of EE. By Proposition 1.6, we see that f is orthogonal to EE. We have E l ⊗ E k−l ,∞ ∈ EE, where E k−l ,∞ the Eisenstein series in Lemma 3.4. Proposition 3.5 applied to f and this product shows that As a side remark, note that ρ 3 is equals the restriction of ρ T to the space spanned by ( 1 0 0 −1 ), ( 0 1 0 −1 ), and ( 0 0 1 −1 ).
The tensor product ρ T ⊗ ρ T contains four copies of ρ 3 . The subspace of vector that are fixed by (ρ T ⊗ ρ T )(T ) is spanned by the rows of f 1 := 3e 1 ⊗ e 1 − e 2 ⊗ e 2 − e 3 ⊗ e 3 − e 4 ⊗ e 4 , f 2 := e 1 ⊗ e 2 + e 1 ⊗ e 3 + e 1 ⊗ e 4 − e 2 ⊗ e 4 − e 3 ⊗ e 2 − e 4 ⊗ e 3 , f 3 := e 2 ⊗ e 1 − e 2 ⊗ e 4 + e 3 ⊗ e 1 − e 3 ⊗ e 2 + e 4 ⊗ e 1 − e 4 ⊗ e 3 , f 4 := e 2 ⊗ e 3 − e 2 ⊗ e 4 − e 3 ⊗ e 2 + e 3 ⊗ e 4 + e 4 ⊗ e 2 − e 4 ⊗ e 3 .
