Abstract -In this paper we derive the matrix of transformation of the Jacobi polynomial basis form into the Bernstein polynomial basis of the same degree n and vice versa. This enables us to combine the superior least-squares performance of the Jacobi polynomials with the geometrical insight of the Bernstein form. Application to the inversion of the Bézier curves is given.
Introduction and motivation
Polynomials can be represented in many different bases such as the power (monomial), Jacobi, Bernstein, and Hermite basis forms. Every type of polynomial basis has its strength and advantages, and sometimes it has some disadvantages. Many problems can be solved, and many difficulties can be removed by appropriate choice of the basis. For example, using the orthogonal polynomial basis in the least-squares approximation of a continuous function f (u) has the advantage of simplifying the least-squares approximation problem. The matrix of the normal equations can be diagonalized, and thus it gives a compact form for the coefficients. Also the approximating polynomial of degree n + 1 can be easily computed from the approximating polynomial of degree n by computing only one more coefficient.
The Bernstein polynomials of degree n on [0, 1] are defined by
where n ν = n! ν!(n − ν)! , ν = 0, 1, . . . , n.
It is possible to write each Bernstein polynomial of degree ν where ν n in the Bernstein polynomial of degree n using the following degree elevation [10] :
The Bernstein polynomials are known for their geometric properties, see [5, 13] . They are symmetric, make partition of unity, assume their maximum at t = ν n , ν = 0, 1, . . . , n, have well known recurrence relations, their roots are t = 0, 1 with multiplicities, and the Bernstein basis form is known to be optimally stable. These properties and others make the Bernstein polynomials important for the development of Bézier curves and surfaces in Computer Aided Geometric Design. The Bernstein polynomials are actually the standard basis for the Bézier representation of curves and surfaces in CAGD. However, the Bernstein polynomials are not orthogonal and could not be used effectively in the least-squares approximation (see [17] ).
The (shifted) Jacobi polynomials P [18] . Note that we use shifted Jacobi polynomials, and the classical Jacobi polynomials are usually defined and orthogonal on the interval [−1, 1]. The Jacobi polynomials satisfy the orthogonality conditions
where
.
They also have the formula
We consider the set {ϕ 0 (u), ϕ 1 (u), . . . , ϕ n (u)} of linearly independent polynomials on [0, 1], and the continuous function f (u). We wish to find a polynomial P n (u), written as a linear combination of these polynomials,
that minimizes the squared error
The non-negative function w(u) with This defines a linear system of n + 1 equations for the determination of a 0 , a 1 , . . . , a n . It is known that the matrix of coefficients is non-singular. In the special case ϕ ν = u ν , ν = 0, 1, . . . , n, the matrix of coefficients is the so-called Hilbert matrix. It is difficult to get a numerical solution for the Hilbert matrix by any of the classical methods (elimination, direct factorization, iterative). By appropriate choice of the basis, the least-squares problem can be easily solved. By choosing {ϕ 0 (u), ϕ 1 (u), . . . , ϕ n (u)} to be orthogonal, the matrix of the linear system is diagonalized. This gives a compact form for a ν , ν = 0, 1, . . . , n. Moreover, the order of approximation can be raised by only computing a n+1 and adding the term a n+1 ϕ n+1 (u) to the computed polynomial P n (u) to get P n+1 (u) = P n (u) + a n+1 ϕ n+1 (u) (see [17] ).
As we mentioned earlier, many properties of the Bézier curves and surfaces come from the properties of the Bernstein polynomial basis. These properties make Bézier curves and surfaces appropriate for geometric modeling and design. On the other hand, the Bernstein polynomials are not orthogonal, and thus using the Bernstein basis in the least-squares approximation is disadvantageous. We need to combine the superior performance of the least-squares of the Jacobi polynomials with the geometrical insight of the Bernstein polynomial basis.
This problem has been considered by many researchers. In [14] , dual basis functions
n n (u) of the Bernstein polynomial basis are derived. The construction of the dual basis must be repeated each time the degree of the approximation polynomial is increased. In [7] , the transformation matrices between Bernstein and Legendre polynomial basis are derived, and it is shown that the condition number (p = 1, ∞) of this transformation grows at a significantly slow rate. In [8] , application of bases transformation to find the inverse of a polynomial is studied. Other results are given in [15] where the basis conversion of Bézier, Chebyshev, and Legendre was situated. In [12] , transformations between TaylorHermite and Bernstein-Hermite forms of the polynomials are investigated. Other articles dealing with the basis transformation are [3, 11, 16] . Algorithmically, the Oslo algorithm [2] and the de Boor algorithm [1] can be used for the transformation of the B-Spline curves into the Bézier curves. In [3, 6] , the authors argue vigorously against performing the Bernsteinpower conversion. They recommend systematic use of the Bernstein form. This paper is organized as follows: preliminaries are given in Section 2; the matrix of transformation of Jacobi into Bernstein bases is given explicitly in Section 3; the matrix of transformation of Bernstein into Jacobi bases is given in Section 4; an application of JacobiBernstein basis transformation to inversion of Bézier curves is presented in Section 5.
Preliminaries
To write a Jacobi polynomial P (α,β) n (u) of degree n as a linear combination of the Bernstein polynomial basis B n ν (u), ν = 0, 1, . . . , n of degree n in explicit form, we begin with substituting (1) into formula (4) to get
This shows that the Jacobi polynomial P (α,β) n (u) of degree n can be written in the Bernstein basis form B n ν (u), ν = 0, 1, . . . , n of degree n in the form
These coefficients satisfy the recurrence relation
The next result is needed to simplify the integrals
Using (1) and (5), we get
The integrals in the last equation are the beta functions B(x, y) with x = n+µ+α −ν −i+1 and y = β + ν + i + 1. This gives the following result. 
where B(x, y) is the beta function.
Jacobi into Bernstein transformation
A polynomial Q n (u), u ∈ [0, 1] can be written in the form of the Jacobi polynomial basis and the Bernstein polynomial basis as
In this section, we will find the entries of the transformation matrix M which transforms the Jacobi coefficients {c ν } n ν=0 into the Bernstein coefficients {d µ } n µ=0 
On the other hand, we can write the Jacobi polynomials as a linear combination of the Bernstein polynomial basis as follows:
where the matrix N is the (n + 1) × (n + 1) basis conversion matrix. The entries of d can be written in the form
Comparison (6) with (8) shows that M = N T . Substituting the degree elevation formula (2) of the Bernstein polynomials into (5) and rearranging the order of summation, we find that the entries of the matrix N for ν, µ = 0, 1, . . . , n are given by
By transposition of the entries of the matrix N we get the entries of the matrix M by the following theorem. 
. , n of the matrix of transformation of Jacobi polynomial basis into Bernstein polynomial basis of degree n are given by
M µν = 1 n µ min(µ,ν) i=max(0,µ+ν−n) (−1) ν−i n − ν µ − i ν + α i ν + β ν − i .(9)
Bernstein into Jacobi transformation
The second problem is concerned with writing the Bernstein polynomial basis into Jacobi polynomial basis of degree n. By inverting the transformation formula in (7) we get
We write M respectively. The transformation of Bernstein polynomial basis into Jacobi polynomial basis of degree n can then be written as
To find the entries N 
Taking into account Lemma 2.1 from (11) we have
and the entries of M 
where δ µ0 and δ µ0 are defined in (12) .
It is shown in [7, 16] that the Legendre-Bernstein and Chebyshev-Bernstein basis transformations are well conditioned, respectively. However, for the general case of Jacobi-Bernstein basis transformation, we will not study the numerical condition, but rather concentrate on the formulas, and give an application. Theorems 3.1 and 4.1 give the matrices of transformation of the Bernstein polynomial basis with the most important cases of orthogonal polynomials, such as the Legendre polynomials for α = β = 0, the Chebyshev polynomials of first kind for α = β = −1/2, the Chebyshev polynomials of second kind for α = β = 1/2, the Chebyshev polynomials of third kind for α = −β = −1/2, the Chebyshev polynomials of fourth kind for α = −β = 1/2, and the more general case of ultraspherical polynomials for α = β.
For the above mentioned cases, we don't need to compute the beta functions in Theorem 4.1 because the beta functions can be written in terms of factorials which are usually tabulated in the CAD systems, or can be easily programmed.
Inversion of Bézier curves
Let v = f (u) be an increasing polynomial of degree m with a domain and range [0, 1]. We first write f in the Bernstein form
We wish to find the approximation of u = f −1 (v) . The methods of interpolation to find the inverse of a polynomial of degree 4 are slow. In this section, we use a least-squares method to find the approximation of f If both α, β are integers, then using the composition algorithm for polynomials in Bernstein form (see [4] ), we get
where N = m(µ + α + β + 1). Substituting this into the integral in (14), we get
we get the following theorem.
Theorem 5.1. Taking the Bézier coefficients
minimizes the error of inversion in the sense of the Jacobi-weighted least-squares approximation.
Thus, we have computed the polynomial P n (v) in the Jacobi polynomial basis. It is convenient to write P n (v) in the Bernstein polynomial basis. To do this, we use equation (7) . This can also be computed using the degree raising of the Bernstein polynomials where M µν are given in (9) .
To compute the error term, we use the composition algorithm for polynomials in Bernstein form as follows:
where M = m(2n + α + β + 1) − 1. Substituting this into the error term in (13) gives
This leads to the following theorem.
Theorem 5.2. The squared error of inversion of the Bézier curve is bounded by
Other applications of the Jacobi-Bernstein basis transformation are, e.g.:
• to the approximation of the Bézier curves with the interpolation of the boundary values and derivatives to a specified order, i.e. to the degree reduction of the Bézier curves in CAGD;
• to finding the derivatives of the Jacobi series.
