The theory of solution for quantum field functional equations is developed for a suitable testproblem of quantum mechanics. In Sect. 1 the anharmonic oscillator is described in a field theoretic fashion. In Sect. 2 its functional equations are derived and in Sect. 3 these equations are symmetrized due to physical conditions. In Sect. 4, 5 the expansion of the physical functionals into series of base functionals is discussed and a convenient notation for the operator representation is introduced. In Sect. 6 the representation of the functional equation for an expansion into Dyson base functionals is given. In Sect. 7 and 8 functionals are approximated by expansions with only a finite number of terms and the resulting equations are prepared for integration. In Sect. 9, 10 the integration of the resulting equations for N = 2 and N = 4 is discussed in detail so that one finally obtains eigenvalue equations which contain only integrals to be solved. In the appendices technical details are derived.
In nonlinear spinor theory the dynamical behaviour of elementary particles can be described by functionals of field operators in a Heisenberg representation and corresponding functional equations 1,2 ' 3 . To obtain the physical information, it is necessary to solve the functional equations without perturbation theory, i.e. for the strong coupling case. Therefore a theory of solution for these equations has to be developed. As has been discussed in previous papers, the anharmonic oscillator is a suitable test problem for the investigation of strong coupling functional equations 2 >4,5,6 First results about the solution procedure in the one time limit of the functional equation for this simple system have been given 6 . But to obtain a complete functional analogy between the test system and nonlinear spinor theory the investigation of the many time functional equations is required 2, 3 . This problem is attacked now in this paper. The general idea for the solution procedure is the use of an expansion of the physical functionals into series of suitably chosen base functionals and to approximate the exact infinite series by series with a finite number of terms. The general theory then requires the proof of convergence for this procedure and the explicit calculation of the approximate functionals. Only the second problem is discussed in this paper. As has been shown in 6 the approximation procedure can be performed either in symmetrical or in unsymmetrical functional operator representations. though the first possibility seems to be more promising from a general mathematical point of view 6 the second possibility of working with an unsymmetrical representation leads to the usual field theoretic matrix formalism. To maintain the connection with former field theoretic calculations we choose the unsymmetrical representation but we emphasize that the solution procedure discussed here can be applied equally well to the symmetrical representation. Furthermore we want to emphasize that this procedure can be applied without any modification to nonlinear spinor theory i.e. a relativistic field theory. One has still the choice to work in the g-representation (corresponding to relativistic scalar fields) or in the ^-^-representation (corresponding to relativistic spinor fields) 2, 6 . For convenience we use the ^-representation. Again its solution procedure can be applied equally well to the p-qrepresentation. We develop the solution procedure for the states of even parity (corresponding to boson states) up to the point where numerical calculations can be performed. The solution procedure for states of odd parity (corresponding to fermion states) runs completely analogous. Numerical values are only given for the lowest approximation in Sect. 9. As for higher approximations the numerical effort increases considerably, we do not try to give for these approximations numerical values too. This will be done in special papers, some of which are already in preparation.
Field Theoretic Representation
We consider the anharmonic oscillator as a simple field theoretic model. Therefore we formulate its basic quantum mechanical relations in the way of quantum field theory. The equations of motion are
q(t) = p(t), p(t) = -q*(t) (1.1)
with the commutation relation
[p(t),q(t)]= -il. (1.2)
The stationary states of the anharmonic oscillator i.e. the eigenstates of the time translational operator H are a complete system of the corresponding HILBERT space and admit the representation <0| being the physical ground state normed to unity. As has been proven in 7 the expansion states (1.4) are also complete but not orthogonal. Then it is convenient to introduce a second system of base vectors, called the reciprocal base system, to formulate the HILBERT space norm. This system is defined by (Fn\Rk} = dnk (1.5) and the eigenstates (1.3) have to admit an equal representation by the expansion \^Q>=2ri(e)\Ri>.
(1.6)
1=0
We get the scalar product between the two states according to (1.5) as oo = (i.7) «=0
For the actual construction of the states | Wg) one has to calculate the expansion coefficients either of (1.3) or of (1.6) given by the projections <}Ft\ Ri> = at(e) (1.8)
The two sets of expansion coefficients are not independent from another. being an infinite system of algebraic equations for the calculation of the expansion (1.3) if the reciprocal expansion (1.6) is known.
Functional Representation
In the preceding section we discussed the field theoretic version of the anharmonic oscillator. Now we turn to the calculational problem, i.e. the calculation of stationary states and norms. In this paper we discuss only states. The states are known if their expansion functions either of the expansion (1.3) or of the expansion (1.6) are explicitly given. To maintain the full analogy to quantum field theory, especially to nonlinear spinor theory, we ignore the possibility of state calculations in the SCHRÖDINGER picture but try to calculate the set of T-coefficients of (1.6). In order to do this we observe that the rw(^)-values are limiting values of the many-time r-functions.
re(h...tn):
= <fi\Tq (h) ...q{tn)\Vey (2.1)
where T means time ordering. Then we have according to the definition of the T-product rra(e) = lim re (*!...*")• (2-2)
Therefore the states | *Fgy can also be characterized by the many-time r-functions (2.1). It is this feature which completes the analogy to relativistic quantum field theory. In the following we therefore try to calculate the many-time functions (2.1) although they contain superfluous information. For their calculation we introduce an auxiliary space, the so-called functional space, where the set of r-functions is represented by a functional in the following form oc Additionally for stationary physical functionals the necessary subsidiary condition
has to be satisfied 6 . Both equations are the starting point of our calculational process in the following.
Symmetrized functional equations
As it is our opinion that the problems in quantum field theory can only be solved appropriately by using the methods of integral equations we just change the differential equation (2.6) into an integral equation. It is convenient to introduce normal ordering of the interaction term by adding on both sides of (2.6) a contraction term 2 resulting in
where F(0) is the vacuum expectation value of q 2 .
Defining the FEYNMAN-GREEN function for (3.1) by 
= jj(t)G(t -t') N (j(t), -^y) dtdt'%e(j) .
By means of the calculus developed in the next sections it can easily be seen that (3.5) only implies completely symmetrical operations in configurational space. So (3.5) has the desired properties. To replace (3.4) by (3.5) we only have to show that all solutions of (3.5) are solutions of (3.4) and that also the symmetrical solutions of (3.4) satisfy (3.5). First it is clear that (3.4) has at least the physical solutions, following by direct construction from the Schrödinger amplitudes whose existence is secured. Then each physical solution of (3.4) satisfies (3.5) automatically because (3.5) results from a linear combination of (3.4). Therefore in this direction the transition from (3.4) to (3.5) does not cause any difficulty for the physical solutions. If one supposes on the other hand to have a solution of (3.5) being regular at the origin in functional space, i.e. having a power expansion solution like (2.3) and denotes this solution by 2s(j)', then one may insert this solution into (3.4). This gives 6j(t) where 3 (t, j) has to have the form
following from the properties of %s(j) and of the operator on the lefthand side of (3.6). Then by multiplying (3.6) with j(t) and integrating over t from (3.6) (3.5) results and because 2s(?) is supposed to be a solution of (3.5) we have
Now in our entire calculus we may use an arbitrary but square summable j(t). As (3.8) is valid for any j(t) satisfying this condition we therefore conclude 3(£, ?) = 0. This, however, means that %s{j) simultaneously satisfies (3.5) and (3.4). Thus all solutions of (3.5) admitting a power series expansion like (2.3) are automatically solutions of (3.4) too. Therefore we are allowed to use the symmetrized equation (3.5) instead of (3.4). Naturally the physical solutions of (3.5) still have to satisfy (2.8). But this equation has already the desired symmetrical form so that we do not have to symmetrize it further.
Functional Expansions
The first point of interest in our functional formulation is the investigation of the possibility of different expansions for %(j). These expansions will be important when one looks for the best way of representing a given functional approximately, i.e. by only a finite number of expansion terms, this being inevitable for practical calculations. Then it is a crucial question which expansion is the best one for such a truncated description. Since in the onetime limit a norm of exists 7 , one should think that in analogy to ordinary analysis the most suitable expansions are those with orthonormalized base functionals; as is well known normalizable functions are optimally approximated by orthonormalized base functions. A step in this direction is the introduction of the base functionals
which under certain conditions on F (f -rj) are normalizable but not orthogonal. Then we assume %e (j) to have the expansion
In order to calculate the set of r-functions DYSON was the first to introduce this set of expansion functionals. Therefore we call the base functionals (4.1) the DYSON base functionals. There are still other expansion functionals possible to define e.g. the famous orthonormalized HERMITEAN functionals 9 . About their application for the present problem another paper is in preparation 11 so that we do not discuss them here.
In using different representations of %Q(j) it is desirable to rewrite the expansion coefficients of one representation in terms of those of another representation. According to functional analysis this should be done by the formation of scalar products between the different base functionals, i.e. in this case by functional integration 9 . From historical reasons in quantum field theory another procedure is used, namely the comparison of equal power coefficients in j(t), because it is assumed that all physical functionals allow a power series expansion like (2.3). In practice such a power series comparison can be achieved by use of the formula
This equation looks like an orthonormality relation and we use this analogy to formulate all functional operations by the notation of functional analysis, because this notation preserves the base invariant description of operator relations as will be shown in the following.
Therefore we replace formally the operator on the left side of (4.3) by a functional scalar product
As the functionals F(t\...tn, j) are neither normalizable nor orthogonal the R-set cannot be identical with the F-set, but has to be a rather pathological functional set, if one would try to construct it explicitly 12 . This construction is not necessary because in the following we always use the R-set in connection with the symbol of functional integration, i.e. only the formula (4.3). So we have no trouble with the existence problem of the i?-set. But we emphasize, that by a more suitable choice of base functionals the formation of scalar prcducts in functional space becomes a well defined operation 9 . Keeping this in mind we believe that the substitution (4.4) elucidates the mathematical meaning of our operations. Applying now (4.3) respectively (4.4) on %e(j) we then get
as the transformation rule between the two sets of expansion coefficients of (2.3) and (4.2). (4.6) becomes the WICK rule if one identifies F(i -rj) with the two point function <01 Tq(£)q(rj) | 0) i.e. we reproduce by this operation field theoretic results. By the same arguments as used in the foregoing, formally a reciprocal set for the DYSON base functionals can be constructed from the i?-set. Defining it formally by
one easily verifies by observing (4.3) and (4.1)
and from this follows
as the inverse transformation rule to (4.6). Also this inversion of the WICK rule is known in field theory.
Functional Operator Representation
To make plain the meaning of the different expansions in Sect. 4 we give in this section a systematic treatment of functional operators. We have already used functional operators in differential form in the preceding sections. But for a systematic treatment it is convenient to change all operators in integral operators. In order to do this first of all we consider a general set of base functionals B(t\...tn, j) and its reciprocal set T (t\...tk,j) satisfying the relations
Then we define the integral representation of an operator in the functional space of the B-and T-sets by
The unity operator in this space is given by
and for the state functionals we assume the expansion
For this representation the following multiplication rules are valid JO(7,r)^(r.7)dr = ö(7.7'), (ß-6) and write the operators in the following 1 symbolic notation
The state functionals are written (5.13)
In this notation we obtain for (5.6) by the use of (5.13)
and for (5.7)
Multiplying (5.16) from the left by B n (j) and integrating over j we obtain ^O n mbm = rn (n = 1,..., oo).
(5.17) m Because we used initially differential operators it is interesting to show their equivalence to integral operators. We assume the following differential representation.
= (5-18)
For the transition to the integral representation we multiply (5.18) by B n (j), integrate over j, and substitute the unity operator (5.4) symbolically written
according to the rules (5.16). Then we obtain for the lefthand side of (5.18)
Remembering that the scalar product of B m with % and B n with 9t just gives b m respectively r n (5.18) goes over in the appropriate integral representation (5.17) if we put
be definition. Using this definition for the calculation of the integral representation (5.2) and (5.3) of a differential operator 0(j, d/dj) the equivalence of both representations is secured. The advantage of the integral representation obviously stems from the fact that it is invariant against the choice of special representations and that one may apply due to the analogy with vector analysis the apparatus of vector analysis in functional space if necessary. For example we may define
as metrical tensor of the base functionals Bm (j) in functional space for raising and lowering indices like
This possibility is of special importance because the properties of functional operators can be obscured by an unfortunate choice of the base functionals. An example is provided by any selfadjoint operator A whose integral representation A k 1 is not symmetrical as long as the reciprocal set is not identical with the original set, i.e. as long as we do not use an orthonormalized set. On the other hand Am is symmetric even if the basic set is not orthomalized.
The Dyson Representation
As a first step towards the solution of the functional Eq. (3.5) we expand Xe(j) into a series of DYSON functionals. As these base functionals are normalizable at least in the one-time limit they cannot be completely wrong. Moreover this expansion is of special interest as all calculations in nonlinear spinor theory have been done in this representation. When we write the functional 'Xe(j) in the symbolic notation 13 oo
and denote the reciprocal system (4.7) by D l ( j) the operators of Eq. (3.5) are expanded in the Dk(j) and D l (j) functionals, giving
In this representation Eq. (3.5) then reads oc
oo). (6.4) i=i
Of course, nothing prevents us from using the operators Aki and Cki which do not lose their symmetry properties in the chosen representation. But we treat (6.4) specially because (6.4) corresponds exactly to the usual field theoretic representation. After some lengthy calculations given in Appendix II which only use those properties of the Dk and D l sets being mentioned in Section 4 we obtain the explicit expressions
with the definitions
where ,,sym" means symmetrization in all indices and (Ai...Ajc) means the sum over all possible combinations of k elements out of m elements independently of their sequence. The functions G and F are defined by (3.3) and in Sect. 4. As all FEYNMAN integrals are to be calculated in momentum space it is still convenient to perform a FOURIER transformation on (6.5). Denoting all FOURIER transforms with a tilde, we obtain the FOURIER transformed Eqs. (6.7) and (6.8). where G and F 1 are FOURIER transforms of ö and JF which are discussed in Sect. 10. We still have to observe the subsidiary condition (2.8) for stationary functionals. We do not transform it explicitly because we are going to show in Sect. 8 that by means of our solution procedure this condition is satisfied automatically.
General Solution Procedure
The system (6.7) is a system of integral equations but not in the common sense. Irrespective of the fact that it is an infinite system (6.7) contains a lot of (5-functions and of "unbounded" variables, i.e. variables over which no integration has been carried out. Therefore we have first to prepare our system before we are able to integrate it. The first step consists in removing all (5-functions from (6.7) which are integrated with the unknown ^-functions. Defining the functions
we may write the system (6. 2) follows that one has to pay for the removal of the ^-functions by the introduction of the new unknown functions Of course, these functions are calculable. Applying the "contraction" operation (7.1) to the system (7.2) one obtains a system for the 99^-functions but this system now contains double contracted «^-functions etc. The necessary procedure for obtaining a closed system of integral equations can be presented in a systematic way. To perform this we specialize to the case of state functionals for stationary states of even parity. Then only even indices m = 2, 4 ... do occur in (6.7) or (7.2) respectively. The case of odd parity can be treated in complete analogy. Assuming now a completely symmetric set of FOURIER transforms /2M(91, q2m) of a state functional G(?) we can define the following contraction functions
i\m (tfl • • • qk I qk+1 • • • 92m-*) : = Pk • • • Pi flm (gi • • • 92m)
with /2m : = j\m. Now we apply the contraction operators Pk ... Pi (k = 1.. .ra) to the Eqs. (7.2) for even ra. This results in the system of equations
The details of its derivation are given in Appendix III. It is remarkable that the system (7.5) is a closed system in the unknown functions y\m (ra = 1, ..., oo; k = 0,..., ra) because the equations (7.5) become for k = ra
The last term r™m (q\.. .qm\) reads in a symbolic notation, the precise details of which being given in the Appendix III,
Therefore the system for the contraction functions cp\m (Jc = 0,..., m) terminates with cp™m and no higher contraction term occurs. So (7.5) can be used instead of (6.7).
For the solution of the infinite systems we now use approximate functionals Sf(;):= 2<P2m(N)D2m(j).
(7.7)
We do not discuss here the question of convergence for N going to infinity, but only the calculation of (7.7) for arbitrary N. Formally the use of (7.7) can be defined by putting cp2oL~0 for cc>N and then calculating cp2 ... cp2N from the first N equations of (6.7). By our contraction procedure we transformed (6.7) into (7.5) and perform calculations with this system. From (7.4) follows in this case that 9?|a = 0 for tx> N and & = 0...a. Therefore the truncation procedure for (7.5) is defined by putting cpfa = 0 for a > N, k = 0... a and then calculating cp\a for a = I,..., N and k = 0,..., a from the corresponding equations of (7.5).
Writing the Eqs. (7.5) in symbolic form we have the system o (7-8) and obtain for the calculation of (7.7) the truncated system
Then we have to integrate (7.9) explicitly. This will be done in details in the following Sect. 9 for the case of A^=l and N = 2. Here we only want to sketch the general method. To do this it is not necessary to write down all indices explicitly. We rather use a shorthand notation. We define a subset of functions cp\m by the symbol and for any operator we define its projection on this subset by
°<«./»:= Otft,! I S;i-,V.f.m.J . P-")
Now we start with the lowest possible equation of (7.9) for cp\, which reads cpl(N) = If xi 9^2 (N) + W°A <p\ (N) + Wl\ cp\ (N) (7.12) where all other terms drop out according to the structure of (7.5). Then the remaining equations of (7.9) read in the notation of (7.10) and (7.11) (7.13) where (5 contains all terms with cf \ and cp\ i.e.
0N(2, N) = W(2, N) • 0y(2, N) + (8

l (m = 2 N\
Then we construct the GREEN function for (7.13) namely 7.15) and apply it to (7.13) obtaining so 0n(2,N) = G(2,N)&. (7.16) From all these functions we only need 994 1 which reads according to (7.16) cp\ (N) = £ 0\ l n (N) J W& cp% (N) : = S0q>l + S1 cp\.
nl e=0 (7.17) This inserted into (7.12) + wfMcpl (7.18) or by inversion (719) In abbreviated form this can be written
cpl(N) = Q(N)cpl(N).
(7.20)
When we apply the contraction operation on (7.20) we have and after introduction of center of gravity coordinates by <pl(q) = J>S(g -= const • 6(q -co) (7.22) we obtain an eigenvalue equation for the calculation of the approximate eigenvalue con corresponding to the approximated functional (7.7)
QHN-,(ON)=1. (7.22)
As one easily recognizes, the main calculational problem is the construction of G(2, N) . We want to demonstrate how to do this.
We start with solving the truncated system (p\nl (Jc = 0,..., m) for the highest fixed index ra = N and then for the highest possible k -m = N.
W r e receive from Eq. (7.6a)
Inserting this in the next lower equation of (7.9) having k = N -1 we get an equation for 1 having the structure written in an abbreviated form
with the solution
where is the resolvent of (1 -Then can be inserted into the equation of (7.9) for k = N -2 resulting in a new resolvent operator and so forth. It can thus be seen that in the case m = N we have to construct N resolvents JH^ (k = 0,..., N -1) to obtain (p» y as a functional of <P2(N-i) an< l *p2(N-2)' From (f ®N we can get the whole ^l^-system (k = 0,..., N) by simple integrations according to its definitions (7.4). Now we can use the next lower equation system of (7.9) i. e. that for ra = N -1 and insert the known functions cp\N (k = 0,...,N) which are given functionals of 9?2(a t -d an( l 9 5 2(A r -2)-Then we obtain in abbreviated form the equation system for 9?2(A'-i)
which has the structure of the equation system (7.9) for N -1. Thus we can use the same procedure as mentioned above and have to construct N -1 resolvents to get the functions (p k (x-\) which can be inserted into the equation system (7.9a) for ra = N -2 and so forth. Finally we terminate with the desired (f i cp\, (^-system after the cp\ have been inserted. If this system is solved one obtains (7.17) and therefore by the procedure described one has constructed the resolvent operator G^(N) w hich is only of interest. Of course, the remaining G^n (N) (m = 3,..., N, k = 0,..., ra) can be constructed, if necessary, by the same method. As one recognizes easily the construction of GJJ, (N) requires the construction of N{N -l)/2 partial resolvents. In Sect. 9 and 10 this method will be discussed in detail for N = 1 and N -2 and the existence problem of the partial resolvents is examined.
The Condition of Stationarity
Stationary functionals are characterized by the subsidiary condition (2.8). Therefore we have to demonstrate that the solution procedure sketched in the preceding section and leading to an eigenvalue equation does satisfy (2.8) 
i.e. Pj is a diagonal operator. Transformation of (8.1) in FOURIER space then gives the equation
Specializing on states of even parity, we may apply the contraction operation of Sect. 7 on (8.4) and obtain in this way the subsidiary conditions
So far Eqs. (8.1) to (8.5) are valid for the exact stationary state functionals. Assuming now an approximate functional (7.7), not only the dynamical equations (7.8) have to be truncated but also the Eq. (8.1) respectively (8.5).
This gives
due to the diagonal structure of Pf. Therefore (2.8) has to be exactly valid for the approximate functionals too. Of course, then the equations (8.5) have to be satisfied by the cp\m{N) also. Now the problem can be formulated as follows: According to Sect. 7 only cp\ and 99° are properly chosen to satisfy (8.5). If one calculates the higher 90-functions by the outlined procedure do then all cp\m(N) satisfy (8.5) automatically or not ? To make clear that this condition is satisfied in any approximation step we use the symbolic notation of Sect. 7. Defining the total sets 0(l,oo): = 0 and the corresponding operator 0(l,oo): = 0 the subsidiary condition (8.5) may be written
for the exact physical state functionals. Therefore the operator of Eq. (7.8) written symbolically 0e = W&g (8.8) has to commute with Pq and it can easily be seen that this condition is fullfilled.
Observing now, that Po is a diagonal operator, the commutation relation (8.9) has to be valid also for any subset indices a, ß namely has to be valid too. Assuming now the inhomogenious term (* of (7.13) to be an eigenfunctional of P0(2, N), namely
we then have from (7.16)
Therefore 0^(2, N) satisfies the required subsidiary condition if (8.13) is fulfilled. Now our general solution method requires 9?® an d (pl to be eigenfunctions of Po(l,l) according to (7.22) . Inserting (7.22) into (7.14) one easily proves (8.13). Therefore by our solution procedure any approximate functional automatically satisfies (2.8).
There is still another point of view, expressing the same fact. According to the subsidiary condition (8.5) we should have solutions like
Roughly this can be written
If we insert the solution (8.16) of the subsidiary condition (8.7) in the general system (8.8), we have
according to the commutation relation (8.9). We therefore have to solve the system zt=ir-x* ( 8 -18 )
as long as it expresses a functional relation between the different and does not influence the range of the variable q\, ..., qzm • Especially because the operator PFhas not been changed, the system (8.18) is formally the same as that which we have got in the preceding section. Using the solution procedure described there we get finally an equation similar to that we have got in (7.21)
where we have recognized that -const according to (7.22). This results after g-integration in Eq. Thus, by imposing the translational condition (7.22) on (pl, transforming it into centre of gravity coordinates, it is guaranteed that the higher (p2m (91 ••• 92m) and its contracted forms are translationally invariant, i.e. they show the structure (8.16).
Integration of the Approximate Systems
We now explicitly demonstrate the method of integration for the truncated systems (7.7) in the simplest cases, i.e. N = 1 and N -2. For N -1 we have q®, <pl and all other cp\m are equal to zero. For reasons of simplicity we denote (p\ only by cpz and (pi by qz-Then, according to (7.5), the two equations for (pi and (pi read
As long as one does not intend to perform norm calculations Eq. (9.1) is not required at all. For the eigenvalue calculation only Eq. (9.2) remains. Putting
we obtain from (9.2) by inserting ( The values of a and co\ are also given in Appendix V. Substituting (9.4a) in (9.4) we get the solution ft)|0= j/6 • wi = 2.8009 (9.4b) which in comparison with the exact value co20 = 2.538068 gives a derivation of roughly 10%.
Now we turn to N -2. For N = 2 the functions <p°2, cpl, cp\, cp\, cp\ are unequal to zero and all other (p\m disappear. For simplicity reasons we denote these functions by cp2, cpz, (ft, <P4, according to (7.5) , the system of equations for the calculation of these functions read 2 cp2(qiq2)=^g (gj f (p4(qx, -y \yq*2) 
4 <fi {qi qz 93 94) = 3 2 k (qx, 9;.2) ?4 {qx, + 9;.21 9a3 9;4) + r 4 (9192 93 94), (9.5) 2 [4-3 k (93)] <p 4 (93 I 9i 92) = 6 2 J k (qxx, 93 -y) {qx, + 93 -y \ qh y) drj h=1
As long as one does not intend to perform norm calculations but eigenvalue calculations not all equations of (9.5) are required. Defining Applying P\ to (9.11) we obtain by observing (9.12) the symbolic equation
Evaluating (9.14) explicitly by means of the definition of the resolvent operator for K in (10.6) we obtain for 994 the equation with A as the resolvent operator. Now we are able to insert 994 into the 992-equation of (9.7). By so doing we obtain our last equation 2 Finally we discuss the connection of the integration procedure given here with quantum field theory.
Considering this procedure, one immediately recognizes that all steps done in the foregoing are independent of dimension, i.e. any variable q occuring in the preceding equations can be thought as a multidimensional variable q -(qi,... ,qn) especially as a variable of the four dimensional LORENTZ space. Therefore all operations can immediately be applied to nonlinear spinor theory, provided that all functions appearing are sufficiently regularized. The only difference arises from the fact, that all eigenstates of the anharmonic oscillator are base vectors of the AßELian translational group, whereas in nonlinear spinor theory the rotation group plays a role. Therefore by applying FREDHOLM theory for the construction of the resolvents r, A and 77 one probably has to expand first all kernels according to the irreducible angular momentum representations. The same has to be done for the solution of (9.21). This prevents to come to such a simple eigenvalue equation like (9.24) in nonlinear spinor theory. Because after expansion with angular momentum representations (9.21) becomes a genuine nonlocal equation and the eigenvalues cannot be calculated by (9.24). But still after this expansion FREDHOLM theory is applicable for numerical computation. So we see, that nonlocal graphs in a theory with local interaction play a role due to rotational invariance. If this rotational invariance does not occur like for the anharmonic oscillator the eigenvalues can be determined from local graphs only as given by (9.24). The question of angular momentum representation of kernels is discussed in detail in a paper of DÜRR and WAGNER 15 , but here it is not in the range of our investigation. 
Construction of the Partial Resolvents
We finally discuss the explicit construction of the partial resolvents used in the previous section. We first consider the problem of the construction of rXl. According to (9.10) The resolvent 77 is constructed in the same way as the resolvents r and A. Therefore only considerations about the integrability of the kernel are necessary. They run on the same lines as before, because the kernel is also composed by functions of type (10.5).
