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Abstract: We study boundary Green’s functions for spacetimes with non-relativistic scaling
symmetry. For this class of backgrounds, scalar modes with large transverse momentum, or
equivalently low frequency, have an exponentially suppressed imprint on the boundary. We
investigate the effect of these modes on holographic two-point functions. We find that the
boundary Green’s function is generically insensitive to horizon features on small transverse
length scales. We explicitly demonstrate this insensitivity for Lifshitz z = 2, and then use
the WKB approximation to generalize our findings to Lifshitz z > 1 and RG flows with a
Lifshitz-like region. We also comment on the analogous situation in Schro¨dinger spacetimes.
Finally, we exhibit the analytic properties of the Green’s function in these spacetimes.
ar
X
iv
:1
40
4.
48
77
v3
  [
he
p-
th]
  1
5 J
ul 
20
14
Contents
1 Introduction 1
2 Horizon boundary conditions and the Green’s function 4
2.1 Tunneling barriers and decoupling of the IR 6
3 Horizon decoupling for Lifshitz backgrounds 9
3.1 The z = 1 AdS case 9
3.2 The z = 2 Lifshitz case 10
4 Spectral functions for Lorentz-breaking RG flows 14
5 Comments on Schro¨dinger spacetimes 16
5.1 Schro¨dinger spacetime with z = 2 17
5.2 Schro¨dinger spacetime with 1 < z < 2 18
6 Analytic properties of the Green’s function 18
7 Discussion 22
A Error analysis for the WKB approximation 25
1 Introduction
One of the remarkable features of AdS/CFT is the notion that the degrees of freedom in the
bulk can be mapped onto a boundary theory in one fewer dimension. After all, one ordinarily
expects a scaling with the dimensionality of the system, so that more degrees of freedom
could reside in the bulk than on the boundary. However, this conventional picture breaks
down for an AdS bulk, as points deep in the interior can remain in causal contact with the
boundary. Equivalently, radial null geodesics in AdS can reach the boundary at a finite affine
parameter. Heuristically, this connection allows AdS/CFT to be viewed as both a map from
the bulk to the boundary and one from the boundary to the bulk.
Although the power of AdS/CFT has generally been in the ability to investigate strongly
coupled field theories by performing classical computations in a weakly coupled bulk, there
has been considerable interest in going from the boundary to the bulk as well [1–8]. One way
this has been addressed is through the notion of a smearing function that maps boundary
operators to bulk operators [9–11]. For a pure AdS bulk, the smearing function allows the
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reconstruction of any local bulk operator in terms of local operators smeared along the bound-
ary. The existence of this smearing function provides support to the idea that AdS/CFT is
a true duality between bulk and boundary theories. However, it turns out that the AdS
case is rather special in that generically only relativistic domain-wall flows seem to admit
a smearing function that reconstructs the entire bulk [6–8]. In particular, the boundary to
bulk mapping via smearing functions breaks down for certain “non-relativistic” spacetimes, in
which Lorentz invariance along the transverse directions is broken [7]. Such spacetimes play
an essential role in the holographic correspondence between condensed matter systems and
gravity (AdS/CMT) [12–18]. Hence it is important to explore the implications of this break-
down in the smearing function and to see what consequences there may be for non-relativistic
AdS/CFT.
Heuristically, the breakdown of the smearing function for non-relativistic holography can
be traced to the fact that null geodesics carrying transverse momentum no longer reach the
boundary. This leads to a decoupling of the deep IR from the boundary theory, at least
when using probes with large transverse momentum. More precisely, for a spacetime with
boundary translational invariance, the equations of motion for a bulk field can be formulated
as a second-order radial equation by working in momentum space (ω,~k) of the boundary
theory. The radial equation can then be transformed into an effective Schro¨dinger equation
with potential Ueff that depends on the precise form of the bulk metric. It is then possible
to see that Ueff develops a tunneling barrier with height set by the transverse momentum |~k|
whenever transverse Lorentz invariance is explicitly broken. What this means is that modes
with large momentum are suppressed by an exponential factor e−c|~k| (for some fixed constant
c) when they reach the boundary. To reconstruct the original amplitude of the signal, the
observer has to multiply his measured amplitude by an exponentially large number e+c|~k|.
This leads to an exponential divergence and hence breakdown of the smearing function at
large |~k|.
While at some level the conventional approach to AdS/CFT as a mapping from the bulk to
the boundary is unaffected by the non-existence of a smearing function, the tunneling barrier
in the effective Schro¨dinger potential nevertheless leads to a decoupling of some of the deep IR
information from the boundary. This decoupling has a direct physical consequence in terms
of the boundary Green’s function G(ω,~k) for various non-relativistic spacetimes, including
Lifshitz and Schro¨dinger geometries. The boundary Green’s function is one of the most
basic quantities in AdS/CFT, and is computed by solving the classical equations of motion
with appropriate boundary conditions at the horizon. For example, in Minkowski AdS/CFT,
the retarded Green’s function is obtained by taking infalling boundary conditions, while the
advanced Green’s function would be obtained by taking outgoing boundary conditions. In
this sense, the Green’s function appears to probe the entire bulk geometry all the way from
the boundary to the horizon. However, in any regime where Ueff develops a large tunneling
barrier, the IR geometry decouples, and the boundary Green’s function no longer carries
any information about the horizon. (More precisely, the horizon information is exponentially
suppressed.) A consequence of this is that multiple bulk geometries can give rise to identical
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boundary Green’s functions up to exponentially small terms, at least in this decoupling regime.
Although it may seem surprising that a single boundary theory could admit multiple
holographic duals, it is important to note that this is only the case for a restricted range of
momenta. For example, in the case of Lifshitz spacetimes with exponent z, a large tunneling
barrier only occurs for ω  |~k|z, which lies well under the dispersion relation ω ∼ |~k|z. (In the
relativistic (z = 1) case, this corresponds to spacelike momentum, and the radial wavefunction
tunnels all the way to the horizon.) Nevertheless, it does indicate that the boundary Green’s
function in this regime will be exponentially insensitive to how the Lifshitz horizon is resolved.
The IR-insensitivity of the boundary two-point function is more than just a mathematical
curiosity. This can be seen by considering a change of boundary conditions from infalling to
outgoing at the horizon. The response of the Green’s function to such a flip of boundary
conditions is captured by the spectral function
χ(ω,~k) = 2 ImGR(ω,~k) = −i
(
GR(ω,~k)−GA(ω,~k)
)
, (1.1)
which measures the density of states in the dual theory. The IR-insensitivity of G(ω,~k)
manifests itself as a general insensitivity to horizon boundary conditions, which in turn can
be used to derive universal features of the spectral function in the region of momentum-space
that represents the tunneling modes. We will demonstrate this explicitly for the case of scalar
Green’s functions for Lorentz-violating RG flows. Using the WKB approximation, we show
that for any such flow, the spectral function has a universal exponential tail χ(ω,~k) ∼ e−c|~k|
(for some constant c) at low frequencies ω and large momenta |~k|.
The observation that the spectral function becomes highly suppressed in the low frequency
limit has been made in the context of non-zero temperatures, as well as for fermions and
vector fields [19–27]. In particular, introducing a black hole into the bulk naturally generates
a tunneling barrier, leading to exponential insensitivity to the horizon boundary conditions.
Our results demonstrate that this exponential suppression persists at zero temperature, and
moreover occurs for any Lorentz-violating flow in the small ω, large |~k| limit.
This paper is organized as follows. In section 2, we review the holographic calculation
of field theory Green’s functions. Using the WKB approximation, we show precisely how
tunneling leads to an exponential insensitivity of G(ω,~k) to horizon boundary conditions,
or equivalently to an exponentially small spectral function. In section 3 we present the
analytic calculation of the Green’s function for z = 2 Lifshitz. We demonstrate explicitly
that tunneling modes with ω  |~k|z leave an exponentially small imprint on the spectral
function, and contrast this with the AdS case, where modes with spacelike momenta are
not part of the spectrum. We present numerical results for other values of z to show that
this behavior is not limited to the z = 2 case, but is in fact a generic property of Lifshitz
spacetimes. In section 4, we use WKB methods to study the features of spectral functions for
RG flows that involve a Lifshitz-scaling region. For the specific example of a flow from Lifshitz
to AdS2 × Rd, we show that the low-energy behavior of the spectral function is determined
by IR physics. However, at large momenta |~k|, the numerical coefficient between χUV and
– 3 –
χIR is suppressed by ∼ e−const.·|~k| and it becomes “exponentially hard” to probe IR physics,
even at ω → 0. In section 5, we comment on the case of Schro¨dinger geometries. Using our
previous results, we can map the Schro¨dinger case to AdS or Lifshitz and thereby read off
the Green’s functions. In section 6, we analyze the analytic properties of spectral functions
for AdS, Lifshitz spacetime with z = 2, and Schro¨dinger spacetime with z = 2 and z = 3/2.
Finally, in section 7, we summarize and discuss the implications of our results.
2 Horizon boundary conditions and the Green’s function
In contrast with Euclidean AdS/CFT, in the Minkowski case, the Green’s function has a
richer analytic structure that is closely related to the causal propagation of information.
For example, while the usual computation of the retarded Green’s function involves taking
infalling boundary conditions at the AdS horizon, one could equally well have obtained the
advanced Green’s function by taking outgoing boundary conditions. In the situation where
time reversal invariance holds, the retarded and advanced Green’s functions are related by
complex conjugation. This is easy to understand in terms of boundary conditions at the
horizon, since complex conjugation of the radial wavefunction interchanges infalling with
outgoing boundary conditions.
More generally, the AdS/CFT Green’s function probes the bulk, as its computation
depends on our ability to relate horizon with boundary data. Consider, for example, the case
of the scalar Green’s function arising from the action
S =
∫
dt ddx dρ
√−g [−12∂µφ∂µφ− 12m2φ2] , (2.1)
in a background of the form
ds2d+2 = e
2A(ρ)(−dt2 + dρ2) + e2B(ρ)d~x2d. (2.2)
The bulk solution takes the form
φ(t, ~x, ρ) = ei(
~k·~x−ωt)f
ω,~k
(ρ). (2.3)
For metrics of the form (2.2), the Klein-Gordon equation ( −m2)φ = 0 can be converted
into a Schro¨dinger-like equation
− ψ′′(ρ) + U(ρ)ψ(ρ) = ω2ψ(ρ), (2.4)
where the effective potential is
U = e2Am2 + e2A−2B~k2 +
(
dB
2
)′2
+
(
dB
2
)′′
, (2.5)
and where f
ω,~k
(ρ) = e−dB/2ψ(ρ). The reason for our choice of gauge in the metric (2.2) is
that it directly leads to ω2 as an effective energy term in the Schro¨dinger equation. Since
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the solution to the wave equation will depend on both the bulk geometry and the horizon
boundary condition, the Green’s function will similarly depend on the bulk and horizon data.
Now, let us assume that the metric is asymptotically of the Lifshitz (non-relativistic
scale-invariant) form
ds2d+2 ∼
(
L
zρ
)2
(−dt2 + dρ2) +
(
L
zρ
)2/z
d~x2d. (2.6)
In this case, the asymptotic boundary solution to (2.4) has the form
ψ(ρ→ 0) ∼ A
(zρ
L
) 1
2
−νz
+B
(zρ
L
) 1
2
+νz
, (2.7)
where
νz =
1
z
√
(mL)2 +
(
d+ z
2
)2
. (2.8)
The holographic prescription for calculating boundary Green’s functions of φ is [19]
G(ω,~k) = K
B
A
, (2.9)
where K is a numerical normalization constant. This result simply states that the AdS/CFT
Green’s function is proportional to the ratio of the normalizable to the non-normalizable
mode.
The coefficients B and A are determined by solving the equation (2.4) subject to in-
falling or other appropriate boundary conditions at the horizon. Assuming U(ρ) approaches
a constant value U0 at the horizon, the horizon solution has the form
ψ ∼ aei
√
ω2−U0ρ + be−i
√
ω2−U0ρ, (2.10)
and is oscillatory in the classically allowed range of frequencies, ω2 > U0. The a mode is
infalling, while the b mode is outgoing for positive ω. In the forbidden range, we may take√
ω2 − U0 → i
√
U0 − ω2, so the a mode is exponentially damped, while the b mode blows up.
Although the retarded Green’s function is obtained by taking b = 0, here we leave it arbitrary
so that we can examine the effect of changing the horizon boundary conditions.
Since the wave equation is second order and linear, the horizon and boundary data are
related by a linear transformation(
A
B
)
=M
(
a
b
)
=
(
MAa MAb
MBa MBb
)(
a
b
)
, (2.11)
where the connection matrix M depends on the bulk geometry connecting the horizon to
the boundary through the effective potential (2.5). In terms of this matrix M, the Green’s
function then has the form
G(ω,~k) = K
MBa +MBb(b/a)
MAa +MAb(b/a) . (2.12)
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This explicitly demonstrates how the Green’s function connects the horizon (represented by
the horizon data b/a) to the boundary via the bulk matrix M. We can, in fact, say a bit
more about the matrix M. Since we are solving a real differential equation (2.4), any time
ψ is a solution, so is its complex conjugate ψ∗. This allows us to relate the a and b modes in
(2.10) whenever the solution is oscillatory at the horizon. In particular, MAb = M∗Aa, and
likewise MBb =M∗Ba. In this case, we obtain the expression
G(ω,~k) = K
MBa
MAa
1 + e−2i argMBa(b/a)
1 + e−2i argMAa(b/a)
. (2.13)
This expression highlights the dependence of the Green’s function on the ratio b/a spec-
ifying the boundary condition at the horizon. The retarded Green’s function is obtained
by taking b/a = 0, while the advanced Green’s function corresponds to b/a → ∞. Since
MBae−2i argMBa = M∗Ba (and likewise for MAa), we may explicitly see that GA(ω,~k) =
GR(ω,~k)
∗.
More generally, the Green’s function expression (2.13) allows us to explore the sensitivity
of the boundary behavior to small changes in the infrared. For example, a small change to
the bulk geometry in the deep IR would induce a change to the effective potential U near
the horizon. As a result, an infalling wave could scatter off the perturbation, so that at some
distance outside the horizon (but still in the IR), the actual solution is mostly infalling, but
now picks up a small outgoing component as well. In this case, the effect of the perturbation
on the retarded Green’s function can be modeled by taking b/a small but non-vanishing, so
that a small outgoing component is introduced. Expanding to lowest order in b/a, the result
is
G(ω,~k) = K
MBa
MAa
[
1 + (e−2i argMBa − e−2i argMAa)
(
b
a
)
+ · · ·
]
. (2.14)
For generic values of the arguments, the sensitivity of the Green’s function to b/a is of O(1).
However, it becomes completely insensitive to b/a (and not just to leading order) in the limit
argMBa = argMAa. Note that in this limit, the Green’s function is purely real, as the ratio
MBa/MAa is real. Equivalently, the spectral function, (1.1), goes to zero. Throughout this
paper, we will therefore take an exponentially small χ as a signal for the insensitivity to a
change of the near-horizon bulk state and/or geometry.
2.1 Tunneling barriers and decoupling of the IR
As we have seen above, when argMBa = argMAa, the Green’s function becomes purely real
and thus invariant under changing from retarded (infalling) to advanced (outgoing) boundary
conditions. This is actually not surprising, as complex conjugation of a real function leaves it
unchanged. What may appear more unusual is that in this case, since the dependence on b/a
completely drops out, the Green’s function is unaffected by any choice of horizon boundary
conditions 0 ≤ |b/a| ≤ ∞.
It is important to note, however, that since the second order wave equation admits two
linearly independent solutions, the connection matrix M is necessarily invertible. What this
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means is that argMBa can never actually be degenerate with argMAa. As a result, the
Green’s function is never real (in the classically allowed range of ω), although it can approach
a real function in the limiting case. In this sense, the horizon boundary conditions never
completely drop out of the Green’s function computation. However, the dependence on the
horizon can become highly suppressed whenever M becomes nearly degenerate.
Since the effective Schro¨dinger equation (2.4) governing the wavefunction is specified by
the effective potential (2.5), the connection matrix M will depend on the explicit form of
U as well as the frequency ω. Here it is important to note that, while the boundary is in
a classically forbidden region, the asymptotic form of the potential U ∼ 1/ρ2 is too steep
for tunneling. This is the reason we have power law behavior at the boundary and not
exponential. If the shape of the potential is such that there is no tunneling between the
horizon and the boundary, then the entries in M are all of O(1), and generically there is no
degeneracy. In this case, the UV and IR are tied together by an O(1) transformation, and
perturbations in the IR are directly reflected in changes to the Green’s function.
On the other hand, if the potential U admits a tunneling region and ω is below the
barrier, then the connection matrix M will become nearly degenerate. This is exactly the
situation where the Green’s function becomes insensitive to the horizon boundary conditions.
Heuristically, what is going on is that the tunneling barrier decouples the IR from the UV,
so information at the horizon becomes hidden from the boundary.
We may use a WKB approximation (see appendix A) to make the connection between
tunneling of the wavefunction and the form of M more precise. Assuming asymptotically
Lifshitz behavior, the potential U behaves near the boundary as
U (ρ→ 0) ∼ ν
2 − 1/4
ρ2
. (2.15)
We assume that the effective Schro¨dinger energy ω2 in (2.4) is such that the horizon falls
into a classically allowed region. Since the potential increases without bound as we move
towards the boundary, we will always encounter a classical turning point ρ0. The wavefunction
is thus oscillating in the classically allowed region ρ > ρ0 (corresponding to the IR) and
growing/decaying in the forbidden region ρ < ρ0
ψWKB ≈

√
ν
(
U − ω2)− 14 (CeS(ρ,ρ0) +De−S(ρ,ρ0)) , ρ < ρ0;√
ν
(
ω2 − U)− 14 (aeiΦ(ρ0,ρ) + be−iΦ(ρ0,ρ)) , ρ > ρ0. (2.16)
Here we defined
S (ρ, ρ0) ≡
∫ ρ0
ρ
dρ
√
U − ω2, Φ (ρ0, ρ) ≡
∫ ρ
ρ0
dρ
√
ω2 − U. (2.17)
The functions S and Φ carry all the relevant information about the potential. As highlighted
in [7], the WKB approximation is somewhat subtle for a 1/ρ2 potential. However, it remains
valid, provided we perform the shift ν2 → ν2 + 1/4.
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The coefficients in (2.16) are tied together via the connection formulae(
C
D
)
=M′′
(
a
b
)
=
(
e−i
pi
4 ei
pi
4
1
2e
ipi
4
1
2e
−ipi
4
)(
a
b
)
. (2.18)
To relate the WKB coefficients C and D to the coefficients A and B in (2.7), we match ψWKB
with the exact solution (2.7) at some UV cutoff ρ = , which will be taken to zero at the end.
The result can be written as another matrix equation:(
A
B
)
=M′
(
C
D
)
=
(
M′AC M′AD
M′BC M′BD
)(
C
D
)
. (2.19)
Combining this with (2.18), we then find that M =M′M′′, which can be used to find the
Green’s function (2.12) in the WKB approximation. To determineM′ explicitly, let us write
ψexact = Aφ1 +Bφ2,
ψWKB = Cφ3 +Dφ4, (2.20)
with φ1/2 being the exact solution with boundary behavior φ1/2 ≈ ρ
1
2
∓ν , and
φ3/4 ≡
√
ν
(
U − ω2)− 14 e±S(ρ,ρ0). (2.21)
The matching matrix is then given by
M′ = 1
W12
(
W32 W42
W13 W14
)
, where Wij ≡ φi ()φ′j ()− φ′i ()φj () . (2.22)
Working near the boundary, this takes the explicit form
M′ =
(
νeS(,ρ0) 0
0 −νe−S(,ρ0)
)
. (2.23)
We can easily read off the imaginary part of the Green’s function and find
2 ImGWKB(ω,~k) = K
M′BD
M′AC
1− ∣∣ ba ∣∣2
1 +
∣∣ b
a
∣∣2 = K−2νe−2S(,ρ0) 1−
∣∣ b
a
∣∣2
1 +
∣∣ b
a
∣∣2 . (2.24)
In the case b = 0, corresponding to infalling conditions at the horizon, the above expression
is simply the spectral function χ. As we show in appendix A, the error due to the WKB
approximation can be kept under perturbative control. The dependence on the shape of the
effective potential U is captured in the e−2S term in (2.24). While the near-boundary 1/ρ2
behavior only leads to power-law scaling, any tunneling region with U falling off slower than
1/ρ2 leads to an exponential suppression factor in the spectral function.
More concretely, consider a spacetime that enjoys Lifshitz scaling in some region in the
bulk. The potential takes the form (2.5), with a tunneling term ~k2e2(A−B) ∼ ~k2ρ2(1/z−1).
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Tunneling of the wavefunction through this part of the potential leads to an exponential
fall-off of the spectral function at large momenta |~k|:
χ
(
ω,~k  c−1
)
= f (ω) e−c|~k|, (2.25)
with some geometry-dependent constant c. For some special cases like pure Lifshitz, this
constant can actually secretly carry an additional dependence on ~k and ω, making χ vanish
even faster. We will comment on this issue at the end of the next section. From (2.25), we see
that changing from infalling to outgoing boundary conditions results only in an exponentially
small change δG ∼ χ ∼ e−c|~k|. For |~k| → ∞, χ → 0 and so the Green’s function becomes
purely real, completely decoupling the near-horizon boundary conditions. This establishes the
insensitivity of the Green’s function to IR physics. We will further illustrate the connection
between horizon boundary conditions and IR physics in section 4.
3 Horizon decoupling for Lifshitz backgrounds
For general backgrounds, the connection matrixM and the resulting Green’s function (2.12)
will have to be obtained either numerically, or using approximation methods such as WKB.
However, analytic solutions are known for simple backgrounds such as AdS and Lifz=2. Here
we highlight and contrast these two cases as an explicit demonstration of the decoupling of
the IR in a Lifshitz background. In particular, we will confirm our prediction (2.25) for the
exponential fall-off of χ in the Lifshitz case.
3.1 The z = 1 AdS case
For a pure Lifshitz or AdS geometry, we can take the metric (2.6) to be exact throughout the
bulk. In this case, the effective potential becomes:
U =
ν2z − 1/4
ρ2
+ ~k2
(
L
zρ
)2−2/z
. (3.1)
Let us first consider the AdS case, which corresponds to z = 1. Here the potential is purely
1/ρ2 on top of a constant offset, and there is no tunneling region (so long as ω ≥ |~k |). The 1/ρ2
potential is “too steep for tunneling”, and the wavefunction grows or decays polynomially.
The exact solution for ψ(ρ) is well known, and is given by a linear combination of Bessel
functions
ψ =
√
ρ [αJν(qρ) + βYν(qρ)] , (3.2)
where q =
√
ω2 − ~k2 = √−kµkµ. In this case, it is straightforward to obtain
Mz=1 =
 Γ(ν)√pi
(
qL
2
) 1
2
−ν
ei(
ν
2
− 1
4
)pi Γ(ν)√
pi
(
qL
2
) 1
2
−ν
e−i(
ν
2
− 1
4
)pi
Γ(−ν)√
pi
(
qL
2
) 1
2
+ν
e−i(
ν
2
+ 1
4
)pi Γ(−ν)√
pi
(
qL
2
) 1
2
+ν
ei(
ν
2
+ 1
4
)pi
 , (3.3)
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at least for non-integer values of ν. Note that this has the form
M =
(
M(ν)eiϕ(ν) M(ν)e−iϕ(ν)
M(−ν)eiϕ(−ν) M(−ν)e−iϕ(−ν)
)
, (3.4)
where ϕ(ν) = (ν/2 − 1/4)pi. This form is related to the ν → −ν symmetry of the effective
potential.
For ω ≥ |~k |, the AdS Green’s function can be obtained from (2.13). Using relativistic
notation, we find
G(q) = K
Γ(−ν)
Γ(ν)
(
qL
2
)2ν
e−iνpi
1 + ei(ν+
1
2
)pi(b/a)
1 + e−i(ν−
1
2
)pi(b/a)
. (3.5)
Recall that the retarded Green’s function corresponds to taking b/a = 0. In order to examine
the sensitivity to horizon boundary conditions, we may expand to first order in b/a
G(q) = K
Γ(−ν)
Γ(ν)
(
qL
2
)2ν
e−iνpi
(
1− 2 sin(νpi) b
a
+ · · ·
)
. (3.6)
Since we have assumed ν to be non-integral, this shows that G(q) has O(1) sensitivity to the
choice of horizon boundary conditions b/a. Moreover, this sensitivity is present in both the
real and imaginary parts of the Green’s function. For the spectral function we find χ ∼ q2ν ,
as required by scale invariance, but no exponential suppression factor.
3.2 The z = 2 Lifshitz case
We now turn to z = 2 Lifshitz as an analytic example of a non-relativistic system. Here the
potential has a combination of 1/ρ2 and 1/ρ terms
Uz=2 =
ν22 − 1/4
ρ2
+
~k2L/2
ρ
. (3.7)
As is well known from quantum mechanics, the 1/ρ potential is shallow enough that it presents
a tunneling barrier in the system. However, not all the modes have to tunnel through this part
of the potential. Denoting the crossover scale between 1/ρ and 1/ρ2 behavior as ρ∗ = 2ν22/~k2L,
the condition for a mode to tunnel is
~k2L
2ρ∗
 ω2 =⇒ α ≡
~k2L
2ω
 ν2. (3.8)
For these modes, we expect an exponential suppression in α, as sketched in Figure 1.
The potential (3.7) admits an analytic solution in terms of the Whittaker functions
M−iα/2,ν2(−2iωρ) and W−iα/2,ν2(−2iωρ). Since the potential still has a ν2 → −ν2 symmetry,
the connection matrix maintains the form (3.4), however with
M(ν2)eiϕ(ν2) = Γ(2ν2)(ωL) 12−ν2epiα/4 e
i(
ν2
2
− 1
4
)pi2iα/2
Γ(12 + ν2 +
iα
2 )
. (3.9)
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Figure 1: Sketch of the effective potential U for z = 2 Lifshitz spacetime. The potential
changes from the near-boundary 1/ρ2 behavior to the tunneling potential U ∼ 1/ρ near
the crossover scale ρ∗ ∼ 1/|~k|2. A normalizable wavefunction with large energy ω and low
momenta |~k| crosses the barrier in the 1/ρ2 region and decays polynomially, according to (2.7)
(blue curve). For low energies and large momenta the crossing point lies within the tunneling
region and the wavefunction decays exponentially at first (red curve). This has the effect that
states that are localized close to the horizon have an exponentially small amplitude at the
boundary
In contrast with the relativistic case, this function depends on the ratio of ~k2 and ω through
the parameter α. Using (2.13), the Green’s function is then
G(ω,~k) = K
Γ(−2ν2)
Γ(2ν2)
(ωL)2ν2
Γ(12 + ν2 +
iα
2 )
Γ(12 − ν2 + iα2 )
e−iν2pi
1 + e−2iϕ(−ν2)(b/a)
1 + e−2iϕ(ν2)(b/a)
, (3.10)
where
ϕ(ν2) =
(
ν2
2
− 1
4
)
pi +
α
2
log 2 + arg Γ(12 + ν − iα2 ). (3.11)
For the non-tunneling modes with small α, we find (to first order in b/a)
G(ω,~k) = K
Γ(−ν2)
Γ(ν2)
(
ωL
4
)2ν2
e−iν2pi
(
1 +
ipiα
2
tan(ν2pi) +O(α2)
)
×
[
1− 2 sin(ν2pi)
(
1 +
iα
2
(
ipi − log 4 + ψ(12 + ν2) + ψ(12 − ν2)
)
+O(α2)
)
b
a
+ · · ·
]
,
(3.12)
which matches the AdS Green’s function (3.5) in the limit α → 0 once we identify L → 2L,
ν2 → ν and ω → q. This should not be surprising because α → 0 can be achieved by taking
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~k → 0. In this limit the transverse space becomes irrelevant, and the Lifshitz potential may
be identified with the AdS potential. As a result, the Green’s function at small α is sensitive
to the horizon boundary conditions in essentially the same manner as given in (3.6).
What is more interesting is the α ν2 limit, where the horizon modes must tunnel under
the 1/ρ potential to reach the boundary. For large α we first use Stirling’s approximation to
see that
ϕ(ν2) ∼ α
2
(
1− log α
4
)
− pi
4
+O
(
1
α
)
. (3.13)
A key observation is that, at leading order, the ν2 dependence completely cancels out from the
phase, and this is exactly what is required for the Green’s function (3.10) to become insensitive
to the horizon boundary conditions. Beyond leading order, we may use the identity
ϕ(ν)− ξ(−ν) = − Im log (1 + e−2piiν−piα) , (3.14)
obtained by application of the reflection formula Γ(1− z)Γ(z) = pi csc(piz), to see that ϕ(ν2)
is an even function of ν2 to any finite order in the perturbative expansion in 1/α. Explicitly,
what we find is
G(ω,~k) = K
Γ(−2ν2)
Γ(2ν2)
(
|~k|L
2
)4ν2 (
1 + e−i2piν2e−piα + · · · )
×
(
1− 2 sin(2ν2pi)
( α
4e
)iα
e−piα
b
a
+ · · ·
)
. (3.15)
This clearly demonstrates the insensitivity of the Green’s function to the horizon boundary
conditions in the tunneling (large α) regime. It is important to note that the magnitude of
the Green’s function is not necessarily small in this regime, and that it is only the dependence
on b/a that is being exponentially suppressed.
The same conclusion can be drawn by looking at the spectral function:
χ(ω,~k) = 2K
Γ(−2ν2)
Γ(2ν2)
(
|~k|L
2
)4ν2
sin (−2piν2) e−piα. (3.16)
At large α, χ(ω,~k) is exponentially small, as predicted in the previous section. In the α→∞
limit, the spectral function vanishes and G(ω,~k) becomes completely insensitive to changing
boundary conditions.
One interesting aspect of pure Lifshitz spacetime is that the exponential suppression is
in the variable α ∼ ~k2/ω, instead of just |~k|. Again, the WKB approximation can help us
understand this behavior. From (2.17), we can find the tunneling factor by evaluating
S (, ρ0) =
∫ ρ0

dρ
√
ν22
ρ2
+
~k2L/2
ρ
− ω2. (3.17)
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Figure 2: Plot of the spectral function χ(ω,~k) for Lifshitz with z = 2, 3, 4 (red, blue, black).
The AdS spectral function is shown as a dotted line. Left: Varying ω while keeping |~k| = 1/L
fixed. Right: Varying |~k| while keeping ω = 1/L fixed.
In the near boundary region   ρ∗, the integral will just generate the expected power-law
behavior 2ν2 , which is stripped off by the factor −2ν2 in (2.24). For large α, the tunneling
region will contribute an additional term of order
S ∼ k
∫ ρ0
ρ∗
dρ
√
L/2
ρ
≈ k
∫ ~k2L
2ω2
0
dρ
√
L/2
ρ
∼
~k2L
ω
∼ α, (3.18)
and the actual suppression term is ∼ e−α instead of just e−|~k|. This result has a simple
interpretation: For a finite tunneling region [R1, R2] , the barrier can be made arbitrarily high
by taking |~k| → ∞, resulting in exponential suppression e−|~k|. However, for pure Lifshitz,
the tunneling region can also be made arbitrarily wide by taking either ω → 0 at fixed |~k|,
or |~k| → ∞ at fixed ω. Since the WKB functional S is a measure for the area between the
wavefunction and the tunneling potential, we end up with a suppression in α ∼ |~k| · (|~k|/ω).
To demonstrate that similar results hold for Lifshitz with general z, we also computed the
spectral function χ for z = 2, 3, 4 numerically. Figure 2 shows plots of the spectral function
as a function of ω and |~k| respectively. For AdS, modes with spacelike momenta |~k|2 > ω2
have zero spectral weight. For Lifshitz, however, we can clearly see an exponential tail
both at small ω and large |~k| due to tunneling, indicating the by now familiar insensitivity to
horizon boundary conditions. From the WKB approximation (2.24), we expect the asymptotic
behavior χ ∼ exp (−λα1/ζ), with
λ =
√
piΓ(1/ζ − 1/2)
2Γ(1/ζ)
, α =
(
ωL
z
)ζ (~k
ω
)2
, ζ = 2
(
1− 1
z
)
. (3.19)
Our numerical results confirm this behavior (see Table 1 for best-fit values).
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z 2/ζ 2/ζnum
2 2 2.05
3 3/2 1.55
4 4/3 1.39
Table 1: Best fit results for numerically obtained spectral functions.
4 Spectral functions for Lorentz-breaking RG flows
Our discussion so far has been focused on the insensitivity of the Green’s function to a change
of horizon boundary conditions. The goal of this section is to reformulate this statement in a
more physical way. We do this by showing that for spacetimes with a tunneling barrier, the
retarded Green’s function is in fact exponentially insensitive to the near-horizon geometry
itself. In terms of the corresponding RG flow, this has the somewhat surprising consequence
that in the low energy, large momentum limit, the spectral function shows a universal behavior
that depends only very weakly on the details of the IR theory. In that sense, flows with
different IR fixed points are almost non-distinguishable.
To see explicitly how this arises, consider the case of an RG flow that interpolates between
two different fixed points in the UV and IR. Since the dual spacetime interpolates between
two different geometries at the horizon and the boundary, we introduce ρc as a cross-over
scale between these two asymptotic geometries, and split the effective potential as
U =
{
UUV, ρ ρc
UIR, ρ ρc.
(4.1)
Although the potential near ρc depends on the precise way these two geometries are glued
together, we will not need to know its explicit form in the intermediate region in order to
study the general behavior of the spectral function. To simplify our discussion, let us assume
that U decreases monotonically, so that there are no bound states, and that UUV (ρ→ 0) ∼
(ν2 − 1/4)/ρ2, as before.
We would like to extract information about IR physics from the spectral function. First,
consider frequencies ω large enough so that the classical turning point ρ0(ω) is in the UV,
ρ0 (ω) ρc. Physically, since we are probing the geometry at high energies, χ is completely
independent of the IR geometry. All that remains is the spectral function for the dual theory
at the UV fixed point.
Next, let us use the WKB approximation to see what happens when we lower the en-
ergy far enough that the scalar wavefunction actually has to tunnel through part of the
IR-potential, i.e. ρ0 (ω) ρc. We can approximate the WKB-integral as
S (ρ, ρ0) ≈ SUV (ρ, ρc) + SIR (ρc, ρ0) + · · · , (4.2)
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with SUV/IR =
∫
dρ
√
UUV/IR − ω2. Here the ellipsis denotes terms that depend on the precise
way the two geometries are glued together. The spectral function now becomes
χ ≈ K−2νe−2SUV(,ρc)e−2SIR(ρc,ρ0), (4.3)
and the information about IR physics shows up in the factor e−2SIR . For relativistic flows,
one roughly gets χ ∼ f (ω)O (1) e−2SIR(ρc,ρ0), and the IR geometry has an O(1) imprint on
the spectral function. However, as we saw previously, if the UV fixed point has a Lifshitz
scaling symmetry, the tunneling barrier will induce an exponential factor and we get
χ ∼ f (ω)O
(
e−c|~k|
)
e−2SIR(ρc,ρ0). (4.4)
At large ~|k|, all the information about IR physics is hidden under an exponentially small
factor. In the limit |~k| → ∞, a change of the geometry in the deep IR has no effect on the
spectral function.
The factorization of χ into UV and IR factors in (4.3) allows us to make an even more
general statement: Consider any flow that breaks (d + 1)-dimensional Lorentz-invariance
somewhere in the bulk, i.e. A 6= B in (2.5). At low frequencies ω and large momenta |~k| the
spectral function will have a universal exponential damping factor e−c|~k| due to the tunneling
barrier ~k2e2A−2B.
We can demonstrate this behavior explicitly by considering holographic RG flows with
AdS2 × Rd near-horizon geometry. One important example of such spacetimes are extremal
charged black branes in AdSd+2, which are holographically dual to theories at finite charge
density [28]. Placing fermions on this background allows us to study Fermi surfaces in non-
Fermi liquids [29–32]. AdS2 × Rd also plays a crucial role in the resolution of the tidal
singularity in Lifshitz spacetime [33–36].
Of particular interest to us are flows with either AdSd+2 or Lifz near-boundary behavior.
For both cases, the Schro¨dinger potential can be written as
U =
ν
2
z−1/4
ρ2
+ ~k2
(
L
zρ
)2−2/z
, ρ ρc;
ν2∞−1/4
ρ2
, ρ ρc,
(4.5)
where ν2∞ = (mLIR)
2 + ~k2LIR + 1/4, and the null energy condition requires z ≥ 1. The
near-horizon AdS2 × Rd itself has a holographic dual, which is a CFT1. In particular, there
is a corresponding spectral function
χcft ≈ K−2ν∞e−2SIR(,ρ0). (4.6)
Again, in the high energy limit the spectral function carries no information about the IR
CFT. At low energies, specifically ω  ν∞/ρc or equivalently ρc  ρ0 (ω), we can derive a
direct relation between χcft and the full spectral function:
χ
(
ω  ν∞
ρc
,~k
)
≈ −2νe−2SUV(,ρc)χcft. (4.7)
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Let us evaluate this expression for large |~k|. The integral we have to perform is
SUV (ρ, ρc) =
∫ ρc
ρ
√
ν2
ρ2
+ ~k2
(
L
zρ
)2−2/z
− ω2. (4.8)
The crossover scale from 1/ρ2 behavior to 1/ρ2(1−1/z) behavior is at ρ∗ ≡ (ν/p)z. We will
assume that |~k|ρ1/zc /ν  1, so that this crossover still happens in the UV region, i.e. ρ∗  ρc.
Since ω  ν∞/ρc, and the momentum is taken to be large, we can simply neglect the ω2 term
in (4.8). Introducing the new variable u ≡ (p2/ν2z2(1−1/z))ρ2/z, we can evaluate the integral:
SUV (ρ, ρc) ≈ zν
2
[
2
√
1 + u+ log
√
1 + u− 1√
1 + u+ 1
]uc
u
. (4.9)
Expanding this result around large uc and small u, we find
e−2SUV(,ρc) ≈ 2ν
(
|~k|
2νz1−1/z
)2zν
e−2(zρc)
1
z |~k|. (4.10)
Plugging this back into (4.7), we see that the -dependent terms precisely cancel, and we are
left with
χ
(
ω  ν∞
ρc
, |~k|  ν
ρ
1/z
c
) ≈ K ( |~k|
2νz1−1/z
)2zν
e−2(zρc)
1
z |~k|χcft. (4.11)
The spectral function at low energies is directly proportional to the IR spectral function χcft.
At large |~k|, χ is exponentially small. It might seem surprising that this is true even for
the case of asymptotically AdS spacetimes, where z = 1. As was discussed in [7], this is
because even though pure AdS does not have a tunneling barrier, flowing to a non-relativistic
AdS2 × Rd horizon necessarily breaks Lorentz invariance and introduces a tunneling barrier.
The relation (4.11) between UV and IR spectral functions has been obtained previously,
using standard matching techniques [31]. Our calculation sheds new light on this result:
While the spectral function is dominated by IR physics at low ω, the numerical coefficient
relating χ and χcft is exponentially small at large momenta. For a boundary observer, the
signature of low-energy physics is hidden under an exponential tail.
5 Comments on Schro¨dinger spacetimes
In addition to spacetimes exhibiting non-relativistic Lifshitz scaling symmetry, there has
also been much interest in spacetimes that realize the non-relativistic conformal group, or
Schro¨dinger group [15–17, 37, 38]. The metric of Schro¨dinger spacetime is
ds2d+3 = −
dt2
r2z
+
2dξ dt+ d ~xd
2 + dr2
r2
, (5.1)
where r = 0 is the UV boundary, and z is again the dynamical exponent; we have additionally
set L = 1 for simplicity. (Strictly speaking, the Schro¨dinger group with special conformal
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generator is only realized for z = 2.) Here ξ represents an additional null direction; as
momentum Pξ ≡M along this auxiliary direction is related to particle number, we work in a
fixed superselection sector for M .
Although this spacetime is not of the general form (2.2) that we studied previously,
analysis of the scalar behavior proceeds quite similarly. Making the ansatz
φ(t, ξ, ~x, r) = r
d+1
2 ei(ωt−Mξ+~k·~x)ψ(r), (5.2)
we can rewrite the Klein-Gordon equation ( − m2)φ = 0 as the effective Schro¨dinger-like
equation
− ψ′′(r) + U(r)ψ(r) = 2Mωψ(r). (5.3)
Here the effective potential is
U =
(d+ 2)2/4 +m2 − 1/4
r2
+ k2 +M2r2−2z. (5.4)
As in the Lifshitz case, we have chosen our radial coordinate in (5.1) so that there is a clear
effective energy term in the effective Schro¨dinger equation (5.3). In the Schro¨dinger spacetime
however, this effective energy term is 2Mω.
Again as in the Lifshitz case, setting z = 1 in the metric (5.1) simply reproduces AdSd+3
spacetime in a light-like coordinate system. Other values of z will produce different behavior
from the Lifshitz case; we will consider both z = 2 and 1 < z < 2.
5.1 Schro¨dinger spacetime with z = 2
We begin with z = 2 Schro¨dinger space. In this case, the effective potential becomes
U =
ν2 − 1/4
r2
+ k2, (5.5)
where
ν2 = (d+ 2)2/4 +m2 +M2. (5.6)
The effective potential here takes the same form as in AdSd+3, except the mass has been
shifted by m2 → m2 + M2. The potential contains only a constant term and a 1/r2 term.
There is thus no tunneling regime; the 1/r2 potential merely provides the polynomial scaling
φ ∼ r∆ near the r → 0 boundary.
Accordingly, in contrast with z = 2 Lifshitz, the smearing function here can be defined;
the computation is similar to the AdS case, except for the mass shift and the effective energy
change. The scalar Green’s function is also easy to compute; we obtain the AdS result given
in (3.5), with the replacement q →
√
2Mω − ~k2, and with ν given in (5.6) [15, 16]:
GR(ω,~k,M) = K
Γ(−ν)
Γ(ν)
(
2Mω − ~k2
4
)ν
e−iνpi. (5.7)
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Correspondingly the dispersion relation is ω = ~k2/2M , which is manifestly non-relativistic.
For ω < ~k2/2M , the spectral function is exactly zero. Note that it is exactly at z = 2 when
the Schro¨dinger algebra gains a special conformal generator. Moreover, there is no tunneling
regime, and correspondingly the spectral function has no exponentially suppressed region.
5.2 Schro¨dinger spacetime with 1 < z < 2
For 1 < z < 2, Schro¨dinger spacetime has an effective potential of the same functional form
as that for Lifshitz, (3.1), but with the identification zL = 1/(2− z). In this case, a tunneling
barrier will be present and will affect the low frequency modes. The mapping to Lifshitz
allows us to read off the exact solution for the z = 3/2 Schro¨dinger Green’s function from
that for Lifshitz with zL = 2 in (3.10):
GS(ω,~k,M) = K(2q)
2νse−iνpi
Γ(−2ν)
Γ(2ν)
Γ
(
1
2 + ν + i
M2
2q
)
Γ
(
1
2 − ν + iM
2
2q
) , (5.8)
where we have defined
ν =
√
(d+ 2)2/4 +m2 and q =
√
2Mω − ~k2. (5.9)
There are a few important differences in the physics. First, in the Schro¨dinger case we are
usually interested in a fixed superselection sector for M , as it represents particle number.
As such, to produce a smearing function in position space, we would not integrate over the
M momentum. Since it is M which controls the size of the tunneling region, the smearing
function will be mathematically definable. Of course since we work with modes of fixed
M ≡ Pξ momentum they are intrinsically not local in the ξ direction, so from boundary data
we cannot reconstruct ξ locality anyhow.
Next, the potential in Schro¨dinger space, (5.4), reaches a minimum set by the spatial
momentum |~k|2, rather than the 0 reached by ULif. Thus in order to have an allowed mode in
the IR region, we must have effective energy satisfying 2Mω > k2. Consequently, for smaller
ω, the Green’s function will have zero imaginary part. Lastly, within the allowed region, this
spectral function will be exponentially suppressed in M2/2|q|. Thus, for ~k2 close to 2Mω
such that |q| M2, the spectral function is small, and the Green’s function correspondingly
becomes insensitive to changes in IR boundary conditions.
6 Analytic properties of the Green’s function
In order to put our results into context, it is worth recalling that field theory Green’s functions
exhibit a rich structure in the complex ω-plane. At zero temperature, one typically defines
three functions, namely the retarded, advanced, and time-ordered (causal) Green’s functions
GR(~x, t; ~x
′, t′) = i〈[φ(~x, t)φ(~x′, t′)]〉Θ(t− t′),
GA(~x, t; ~x
′, t′) = −i〈[φ(~x, t)φ(~x′, t′)]〉Θ(t′ − t),
Gc(~x, t; ~x
′, t′) = i〈Tφ(~x, t)φ(~x′, t′)〉. (6.1)
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When Fourier transformed into (ω,~k), unitarity and causality imply that GR is analytic in
the upper half of the complex ω-plane, while GA is analytic in the lower half. These functions
are not independent, but may be related by
GR(ω,~k) = [GA(ω,~k)]
∗, (6.2)
as well as
Gc(ω,~k) = GR(ω,~k)θ(ω) +GA(ω,~k)θ(−ω). (6.3)
In general, these Green’s functions can be obtained from a single real analytic function G(ω,~k)
satisfying [G(ω,~k)]∗ = G(ω∗,~k) (except for possible poles and branch cuts) by using an i
prescription
GR(ω,~k) = G(ω + i,~k),
GA(ω,~k) = G(ω − i,~k),
Gc(ω,~k) = G(ω + i signω,~k). (6.4)
The substitution for the time-ordered Green’s function is equivalent to taking ω2 → ω2 + i.
For real ω, the spectral function is then given by
χ(ω,~k) = 2 ImGR(ω,~k) = −i[GR(ω,~k)−GA(ω,~k)] = −i[G(ω + i,~k)−G(ω − i,~k)]. (6.5)
What this demonstrates is that non-vanishing spectral weight χ(ω,~k) is related to either poles
or discontinuities across any branch cuts that lie on the real ω axis.
These features are of course well known in field theory, so it is interesting to see how they
arise in the holographic Green’s function computation. For a bulk scalar in AdS or Lifshitz,
the Klein-Gordon equation, and hence effective Schro¨dinger-like equation (2.4), is quadratic
in ω. However, the ω → −ω symmetry is broken by imposing infalling boundary conditions
at the horizon. In other words, the holographic computation directly gives GR without the
need for any i prescription. Nevertheless, it is possible to analytically continue the resulting
expressions to obtain G(ω,~k) in the complex ω-plane.
As an example, we may start with the retarded AdS Green’s function given by (3.5) with
b/a = 0, and obtain
G(ω,~k) = K
Γ(−ν)
Γ(ν)
(
~k2 − ω2
4
)ν
, (6.6)
for non-integer values of ν; we have set L = 1 for notational ease throughout this section.
This function has branch points at ω = ±|~k|, and as long as we take the principal branch
of zν , the branch cuts will extend out as shown in Fig. 3a. As a result, the spectral weight
must vanish for |ω| < |~k|. This region corresponds to the ‘energy’ ω2 lying completely under
the AdS effective potential given by (3.1) with z = 1. In this case, the radial wavefunction
never oscillates, and can be chosen to be real, which is consistent with the vanishing of
χ(ω,~k). Furthermore, in this case there is no longer any freedom to modify the horizon
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sponds to the slice shown in (b).
Figure 3: The spectral function for AdS (see (6.6), with ν = 1.1). Note that χ(ω, |~k|)
vanishes identically for |ω| < |~k|.
boundary conditions, as one can only physically choose the exponentially decaying solution
at the horizon. We give an example of the spectral function for AdS in Fig. 3.
We now turn to the z = 2 Lifshitz Green’s function. Starting from (3.10), we find the
appropriate analytic continuation to be
G(ω,~k) = K
Γ(−2ν2)
Γ(2ν2)
(−ω2)ν2 Γ(
1
2 + ν2 +
~k2/4
√−ω2)
Γ(12 − ν2 + ~k2/4
√−ω2)
. (6.7)
Again working with principal values, the factor (−ω2)ν2 gives rise to a branch cut running
from the origin to +∞ as well as from the origin to −∞. Thus χ is non-vanishing for any
ω 6= 0, although it becomes exponentially small for |ω|  ~k2/ν2. Note that, while the Γ-
function in the numerator introduces poles in G(ω,~k), they all lie on the unphysical second
Riemann sheet. Even though they are in the second sheet, the accumulation of these poles
causes an essential singularity at ω = 0. These features, along with the z = 2 Lifshitz spectral
function, are shown in Fig. 4. In general, since the effective potential U(ρ) in (3.1) vanishes
at the horizon for any z > 1 Lifshitz geometry, the wavefunction will be oscillatory at the
horizon. This in turn indicates that the retarded Green’s function will be complex, and hence
that χ(ω,~k) will be non-vanishing for any ω 6= 0. Thus the structure of branch cuts running
along the positive and negative real ω axis is universal for z > 1 Lifshitz.
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(c) Contour plot of χ(ω, |~k|). Note that the contour
steps are logarithmic. The dotted line at |~k| = 5 corre-
sponds to the slice shown in (b). In the region outside
of the dashed lines, ω  k2/2ν, the spectral function is
exponentially suppressed.
Figure 4: The spectral function for z = 2 Lifshitz (see (6.7), with ν = 1.1). In (a), the
branch cuts extend from the origin to ±∞, and there are an infinite number of poles on the
second sheet that accumulate at the origin. The spectral function is exponentially suppressed
in the interior of the dashed circle shown in (a).
In contrast with the Lifshitz backgrounds, the Schro¨dinger geometry breaks time reversal
symmetry, and as a result the Green’s function will depend on ω, and not its square. For z = 2
Schro¨dinger, the addition of the special conformal generator highly constrains the form of the
retarded Green’s function to be that given in (5.7). As in the AdS case, it is straightforward
to extend this into the complex ω-plane. We find
G(ω,~k) = K
Γ(−ν)
Γ(ν)
(
~k2 − 2Mω
4
)ν
. (6.8)
In this case, there is a single branch point at ω = ~k2/2M , with a branch cut running to
+∞. This corresponds to the standard z = 2 dispersion relation. As discussed in section
5.1, the Schro¨dinger z = 2 Green’s function does not have a suppressed region, as there is no
tunneling barrier in the effective potential. Both of these features are shown in Figure 5.
For z = 3/2 Schro¨dinger, we find some similarities with both Lifshitz z = 2 and
Schro¨dinger z = 2. As in the Schro¨dinger z = 2 case, time reversal symmetry is broken,
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Figure 5: The spectral function for z = 2 Schro¨dinger (see (6.8) with ν = 1.1 and M = 4).
Note that χ vanishes exactly for ω < k2/2M .
and so the Green’s function depends on ω (not ω2). However, since there is no special con-
formal generator here, the form of the retarded Green’s function is not heavily constrained;
it can be derived from the Lifshitz z = 2 result as shown in (5.8). Again it can be extended
into the complex plane, giving
G(ω,~k,M) = K(4(~k2 − 2Mω))νs Γ(−2νs)
Γ(2νs)
Γ
(
1
2 + νs +M
2/2
√
~k2 − 2Mω
)
Γ
(
1
2 − νs +M2/2
√
~k2 − 2Mω
) . (6.9)
As in the Schro¨dinger z = 2 case, the spectral function is exactly zero for ω < k2/2M . There
is a single branch point at ω < k2/2M with a branch cut going to +∞. However, as in
Lifshitz, there is still a suppressed region; for 0 < ω−k2/2M M3/ν2, the spectral function
is exponentially suppressed due to the tunneling potential. Additionally, there are poles on
the unphysical second sheet, and their accumulation causes the branch point at ω = k2/2M
to become an essential singularity. These features are depicted in Figure 6.
7 Discussion
We have found a region of momentum space (ω  1, |~k|  1) where the holographic Green’s
function of Lifshitz spacetime is exponentially insensitive to a change of horizon boundary
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ωk2/2M
k2/2M−M3/(2(1+2ν)2)
(a) Analytic features in the complex ω-plane.
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(b) Spectral function χ(ω, |~k|) for |~k| = 5.
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(c) Contour plot of χ(ω, |~k|). The contour steps are
logarithmic. The dotted line at |~k| = 5 corresponds to
the slice shown in (b). Note that χ vanishes exactly for
ω < k2/2M . In the region between the solid and dashed
lines, ω − k2/2M  M3/ν2, the spectral function is
exponentially suppressed.
Figure 6: The spectral function for z = 3/2 Schro¨dinger (see (6.9), with ν = 1.1 and M = 4).
In (a), the branch cut extends from ω = k2/2M to +∞, and there are an infinite number
of poles on the second sheet that accumulate at the branch point. The spectral function is
exponentially suppressed in the interior of the dashed circle shown in (a).
conditions. As we argued previously, this implies that the two-point function is insensitive to
the geometry in the deep IR itself. Our discussion provides a new perspective on the problem
of finding the “true” IR endpoints of flows involving Lifshitz. It has been shown that Lifshitz
spacetime suffers from a tidal singularity at the horizon, which if taken at face value leads to
unphysical results [39, 40]. The inclusion of either quantum corrections or higher curvature
terms can remedy the situation by making the geometry flow to AdS2×Rd in the deep IR [33–
36]. However, the extensive ground state entropy of AdS2×Rd has led to the idea that the true
IR endpoint of the flow may be a different geometry, such as a striped phase [41–45], a lattice
[46], or a Bianchi-class geometry [47, 48]. Even though the ultimate fate of the theory in the
deep IR is still unclear, it appears that there is a variety of possible candidate groundstates,
and thus a variety of different near-horizon geometries. From a boundary perspective, the
geometric resolution of the horizon can be thought of as introducing a low-energy regulator.
However, in the low energy, large momentum limit, the holographic Green’s function becomes
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independent of the geometry in the deep IR, up to exponentially small corrections. In that
sense, the field theory seems to care little about the exact mechanism that resolves the
Lifshitz horizon. In particular, we may speculate that horizon features at small transverse
length scales are practically invisible at the boundary. It would be interesting to confirm this
for the case of striped phases/lattices, or a non-translationally invariant Bianchi geometry at
the horizon.
Along the same lines, it would be interesting to understand how the tidal singularity
at the horizon is reflected in field theory two-point functions. We can try to answer this
question using what we learned about the relation between tunneling barriers and spectral
functions: Consider a bulk state with fixed momentum |~k|, and send ω → 0. For a black hole
geometry, this corresponds to a probe falling towards the horizon. Since the spectral function
is proportional to e−α, with α ∼ |~k|2/ω2/z, it is in fact not analytic at ω = 0. Although this
behavior is in principle allowed, it is certainly a peculiar feature. Moreover, as we saw in
section 4, the non-analyticity is absent in the case of the nonsingular Lifshitz to AdS2 × Rd
flows - the spectral function only scales as χ ∼ e−|~k|. Thus one may speculate that the tidal
singularity in Lifshitz spacetime is mirrored in a non-analyticity of the holographic spectral
function. We hope that a further analysis of this connection will provide an answer to the
interesting question “What is the holographic dual of a tidal singularity?”
While it may seem that any spacetime with non-relativistic scaling in the bulk exhibits
an effective tunneling barrier with height controlled by |~k|, our results for z = 2 Schro¨dinger
space show that this is not the case. Here the Green’s function is in fact similar to the AdS
case, instead of the z = 2 Lifshitz case, as one might have naively suspected. A possible
explanation is the appearance of an additional special conformal generator in the algebra
Schrz=2, which is absent for any other z [15, 16, 37]. We hope to shed more light on the
precise connection between bulk symmetries and features of the Green’s function in future
work.
The insight that tunneling barriers correspond to exponentially suppressed information
at the boundary is not a new one. In particular, similar observations have been made in
the context of finite temperature theories. Introducing a finite T may result in an effective
tunneling barrier in the equations of motion, and as a result there are modes that are expo-
nentially suppressed at the boundary [19–21]. A possible future direction would be to explore
the case of Lifshitz spacetime with T 6= 0, and study the interplay between the tunneling
barriers discussed here and the effects of a nonzero temperature.
Our results could also have direct relevance for applications to strongly coupled condensed
matter systems. In general, the spectral function can be thought of as a measure for the
density of states in a physical system. As a result, it can be used to calculate transport
coefficients, such as thermal and electrical conductivities. An interesting open question is
whether or not the universality of the ω → 0, |~k| → ∞ limit of spectral functions in Lifshitz-
like geometries can be used to extract universal predictions for conductivities or other physical
quantities in the corresponding field theories. Such an analysis would require going beyond
the case of scalar fields considered here, to study the effect of tunneling barriers on spin-1/2
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and spin-1 probes, as was done in [22–27].
By now it is clear that there exist a multitude of interesting spacetimes that serve as can-
didates for holographic duals of strongly-coupled condensed matter systems. These models
have survived various nontrivial checks and revealed many striking new features of strongly
correlated systems. However, what is still lacking at this point is a model-independent,
testable prediction of AdS/CMT, perhaps similar in nature to the celebrated η/s hydrody-
namic bound [49]. We believe that the connection between non-relativistic scaling symmetries,
tunneling phenomena and boundary Green’s functions outlined in this paper is one among
many possible paths that could ultimately lead to a universal prediction of AdS/CMT.
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A Error analysis for the WKB approximation
Here we give a brief discussion of the accuracy of the WKB approximation. The wavefunction
(2.16) is only the leading order approximation to the exact result. We can parametrize a finite
error in our approximation by writing
φ3/4 =
√
ν
(
U − ω2)− 14 (1 + δ) e±S(ρ,ρ0), δ  1. (A.1)
This error propagates to the matching coefficients in M′ in the following way:
M′ =
(
(1 +O (δ)) νeS(,ρ0) O (δ) νe−S(,ρ0)
O (δ) −νeS(,ρ0) (1 +O (δ)) −νe−S(,ρ0)
)
. (A.2)
While M′AD → 0 for → 0, M′BC actually blows up in this limit. This means that we have
no theoretical control over this coefficient, and results containing M′BC cannot be trusted.
There is a simple explanation for this problem: We perform the matching at  → 0, where
the A-mode generically blows up, but the B-mode goes to zero. For a generic solution with
A,B 6= 0, we can then take an arbitrary finite amount of B and “hide” it under the non-
normalizable mode A by taking B → B − δB and A→ A+ δB . The relative error we make
by doing so will always be shrunk to zero near the boundary. This means that generically,
we cannot trust the WKB-calculation of B. However, any result that does not contain the
“mixing”-term M′BC can still be calculated accurately. For example, we can calculate B for
a normalizable wavefunction, where A = 0. In this case, we need to choose a = −ib and we
obtain (
A
B
)
=
(
0
M′BDe−i
pi
4 b
)
. (A.3)
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Since M′BC automatically shows up in the expression for the Green’s function (2.12),
one might expect that we cannot trust this result. However, once we plug in (A.2), we see
that
GWKB(ω,~k) = K
(
M′BC
M′AC +
i
2
M′BD
M′AC
1− i ba
1 + i ba
)
, (A.4)
so the problematic term only appears in the real part of the Green’s function. This means
that while we cannot trust WKB for ReG(ω,~k), we can still get accurate results for the
imaginary part, up to an O(δ)-error. In particular, one can check that M′BC ∼ −2ν and
M′AD ∼ 2ν do not conspire with each other to make this error divergent.
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