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Abstract  
The rapidly evolving technologies in the automotive industry have been defining new 
challenges, setting new goals and consenting to more complex systems. This steered 
the AUTOSAR community toward the independent development of the AUTOSAR 
Adaptive Platform with the intention of addressing and serving the demands defined 
by the new technology drivers. 
The use of an already existing software based on an open-source development - 
specifically GNU/Linux - was recognized as a matching candidate fulfilling the 
requirements defined by AUTOSAR Adaptive Platform as its operating system. 
However, this raises new challenges in addressing the safety aspect and the suitability 
of its implementation in safety-critical environments.  
As safety standards do not explicitly handle the use of open-source software 
development, this thesis proposes a tailoring procedure that aims to match the 
requirements defined by ISO 26262 for a possible qualification of GNU/Linux. And 
while very little is known about the behavior specification of GNU/Linux to appropriate 
its use in safety-critical environments, the outlined methodology seeks to verify the 
specification requirements of GNU/Linux leveraging its claimed compliance to the 
POSIX standard. 
In order to further use GNU/Linux with high pedigree of certainty in safety-critical 
applications, a software partitioning mechanism is implemented to provide control over 
the resource consumption of the operating system –specifically computation time and 
memory usage- between different criticality applications in order to achieve Freedom 
from Interference. The implementation demonstrates the ability to avoid interference 
concerning required resources of safety-critical applications. 
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1 Introduction 
 Problem Description 
In recent years, new technologies have been rapidly changing the automotive industry 
through defining new challenges and new goals. The demand for developing new 
systems simultaneously urged the development of new technologies to serve the huge 
increase of software complexity and the data exchanged between different 
applications. The new technology drivers, characterized as Autonomous Driving, Car-
2-X applications, and stronger interaction and connectivity - all encapsulated under the 
innovation umbrella, require a new software platform that can support the new 
demands defined by these drivers and allow their incremental deployment over the air 
without the need to generate the full target image, which is not feasible anymore on 
the current AUTOSAR Platform [1]. Unlike the static, pre-configured and thus 
constrained AUTOSAR Classical Platform, the new AUTOSAR Adaptive Platform aims 
to provide an environment with higher computing power, higher data rates, dynamic 
deployment of new functionalities, interaction with non-AUTOSAR applications, and 
even over the air system updates [2]. This encouraged the independent development 
of the AUTOSAR Adaptive Platform with the aim of still having both platforms 
coexisting and functioning together on the same network without risking the stability of 
the existing Classical AUTOSAR architecture that has been proven over the years.  
Accordingly, the characteristics of the new platform are defined to serve the new 
requirements by introducing a Service Oriented Architecture (SOA) approach, based 
on SOME/IP as its communication protocol that would allow communication paths to 
be established at start-up and during run-time, support dynamic deployment of new 
functionalities and grant interaction with non-AUTOSAR applications. This is guided by 
the operating system that supports dynamic initiation and scheduling of applications, 
dynamic allocation of resources and maintaining compatibility between different 
operating systems through the POSIX (application interface) compliance. 
Subsequently, the AUTOSAR Adaptive Platform intends to complement the 
automotive specific functionalities and sustain the domain’s fundamental attributes 
such as reliability, availability, maintainability, and the one which is the most important 
in context of this thesis, safety.  
The most critical functional component of the new platform is the operating system. 
The operating system provides the required services by applications, manages the 
available resources and grants access to the underlying hardware. Therefore, it is 
 1 Introduction 
2 
 
considered the core base for a successful implementation of the system in a safety-
critical environment.  Moreover, the operating system tends to be the most complex 
piece of software and considering the Time-to-Market factor compared to reinventing 
something that already exists, it is thus of huge advantage to reuse already existing 
software. 
The re-use of already existing software through Open Source Software (OSS) 
development, could result in not only significantly reducing the development costs and 
decreasing the development time, but also delivering a better software with more focus 
on the functionality and the quality of the software itself rather the market competition 
[3]. This is the core foundation of GNU/Linux; one of the most evolving operating 
systems over the past years, which has been recently of great interest for embedded 
applications.  Based on the previously mentioned factors, GNU/Linux was chosen to 
be evaluated as the operating system for the application, as it will not only be capable 
of fulfilling to some extent the real-time requirements through its enhanced real-time 
extended patches, but as it will also maintain the compatibility between other operating 
system through its POSIX compliant application interface, as defined by the AUTOSAR 
Adaptive Platform specification requirements.  
However, the question here lies in how to bring GNU/Linux as the operating system for 
the AUTOSAR Adaptive Platform to operate in a safety critical environment and still 
guarantee its safe operation. This means that the development process of the system 
has to follow certain criteria to guarantee its capability to operate in a safety critical 
environment. In the automotive industry, this is regulated by the International 
Organization for Standardization (ISO) through the ISO 26262 standard [4], which 
defines functional safety regulations for all developed and employed automotive 
electronic and electrical equipment throughout the lifecycle of safety-related systems. 
By applying the ISO 26262 standard, information about the criticality of the system 
depending on the consequences of the system failure is classified and accordingly the 
safety requirements for applications are identified through accounted safety measures.  
These safety requirements must then be fulfilled through different validation and testing 
techniques as evidence to assure a safe implementation of the system in a safety-
critical environment. 
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 Scope 
The intention of this thesis is to evaluate the possibility of using GNU/Linux as an 
operating system for the AUTOSAR Adaptive Platform in safety-critical environments.  
Accordingly, the GNU/Linux development process is to be examined and evaluated 
with the aim to fulfill the standard requirements defined by ISO 26262. Furthermore, 
as the operating system is responsible for resource management between 
applications, assurances have to be provided to assure safe interaction between 
applications running on the Adaptive Platform in terms of memory access and required 
execution time, such known as Freedom from Interference in the ISO 26262 context.
  
 Methodology  
The evaluation of GNU/Linux suitability is carried out on basis of the ISO 26262 
standard, according to which the software development process requirements are 
applied. ISO 26262 addresses the reuse of software by defining qualification 
procedures requirements, however, it does not handle the use of open source software 
development in this context. Accordingly, gaps are to be identified and argued with the 
aim to have the qualification procedures requirements tailored to fit GNU/Linux.  
To further appropriate the use of GNU/Linux in safety-critical applications, software 
partitioning mechanisms are to be implemented using already existing kernel features 
to provide control over the operating system resources access –specifically 
computation time and memory usage- between different criticality systems in order to 
achieve Freedom from Interference. For this, the AUTOSAR Adaptive Platform 
Demonstrator application is to be handled as a safety-critical application, with the 
intention to have its required resources protected from simulated non-safety-critical 
tasks. Finally, the implemented partitioning mechanism is verified against the safety 
requirements to evaluate its effectiveness regarding the safe behavior execution of the 
application.   
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2 Fundamentals   
This chapter presents an introduction to the fundamental technology topics that are of 
interest to this thesis, and which are to be used throughout its course. 
 
 AUTOSAR Adaptive Platform 
“AUTOSAR (Automotive Open System Architecture) is an international development 
partnership of automotive-interested parties that was founded in 2003. It pursues the 
objective of creating and establishing an open and standardized software architecture 
for automotive electronic control units (ECUs)’’ [5]. 
Its main objective is to keep up with the fast-advancing vehicular technology in the 
automotive industry by establishing a working definition of ECUs software reference 
architecture through standardized interfaces among different application software 
functions; this involves standardizing the ECU platform software (e.g. Operating 
System, Communication Stacks, Memory Management... etc.), and establishing a 
common model to enhance interoperability [6]. Moreover, AUTOSAR goals include 
increasing the scalability of ECUs to vehicle and platform variants, improving the 
transferability of software, and ensuring adherence to availability and safety 
requirements. In turn, this allows for better accommodation of the growing complexity 
of processes and products, which ensures maintainability throughout the product life-
cycle. 
In order to continue to meet the requirements defined by new technologies and to fulfill 
the demands of the evolving market, the AUTOSAR development partnership 
introduced a new standard: the AUTOSAR Adaptive Platform. This was driven by the 
aim to develop applications independently of one another in an adaptive distributed 
manner while supporting a stronger interaction with other non-AUTOSAR applications, 
and the capability of providing system updates over the air [2].  The AUTOSAR 
Adaptive Platform can further provide the environment with higher computing power, 
higher data rates, and dynamic deployment of new functionalities without the need to 
generate the full target image for the hardware [7]. The characteristics of the new 
platform are defined by the previously mentioned requirements, which are to be 
discussed throughout the course of the following points.  
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 Service Oriented Architecture 
A service-oriented architecture (SOA) is an approach used to create a software 
architecture based on the use of services that is exchanged between application 
components and other software components. It enables the idea of service reuse, 
making it unnecessary to start from scratch when upgrades and other modifications 
are needed; which creates an efficient and flexible way to interconnect systems to 
perform a specific job increasing the system scalability and reusability, and 
simultaneously eases the coexistence of different applications [8]. 
 
 
Figure 1: Service-Oriented Communication Paradigm [9] 
 
The exchange of services is based on a Service-Oriented Communication (SOC) 
paradigm, where “an application is interpreted as a set of data providing (sensors), 
data processing (application logic), and data consuming (actuators) services’’ [10]. As 
shown in the Figure 1, the communication paths follow a producer/consumer or 
client/server model, where some applications offer their services as producers, while 
other applications subscribe for services as consumers.   
This allows the introduction of new services independent of vendors, products, 
technologies, and without introducing changes in the underlying program, which further 
support the establishment of communication paths at run-time.  
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 POSIX  
POSIX is a ''Portable Operating System Interface'' standardization defined by the IEEE 
committee  in collaboration with the Open Group [11], which specifically describes the 
operational environment of real-time and embedded operating systems. The standard 
aims at allowing portability between applications and compatibility between different 
operating systems. This can be achieved by specifying common definitions about 
processes and thread management, basic inter-process communication (IPC), and 
signal and interrupt handlers. 
The common interface between different operating systems and their applications can 
further complement the service-oriented approach through the ability of exchanging 
services, by creating concurrent programs with multiple cooperative tasks without 
being constrained to a specific software architecture platform implementation [12]. 
 
 Software Platform Architecture 
Figure 2 shows the Adaptive Platform architectural logic, where applications run on top 
of the AUTOSAR Runtime for Adaptive applications (ARA) interacting through 
application interfaces provided by Functional Clusters. ''Functional Clusters are 
typically implemented as processes, which belong to either the Adaptive Platform 
Foundation or the Adaptive Platform Services. The Adaptive Platform Foundation 
provides fundamental functionalities of Adaptive Platform, and the platform standard 
services are called Adaptive Platform Services’’ [13]. 
The Application Programming Interfaces (API) are bounded to the C++ Standard 
Library1 or to the PSE51 interface when interacting with the operating system, which 
is part of the POSIX series of standardized profiles that is defined by the IEEE 
committee, notably IEEE Std 1003.1 [14]. ''The PSE51 has been selected to offer 
portability for existing POSIX applications and to achieve freedom of interference 
among applications'' [13]. 
 
 
 
                                            
1 The C++ Standard Library provides a set of common classes and interfaces that extend the core C++ 
language which is part of the C++ ISO Standard. 
 2 Fundamentals 
7 
 
 
Figure 2: AUTOSAR Adaptive Platform [13] 
 
The Adaptive Platform introduces vast characteristic changes compared to the 
Classical Platform, mainly represented in the introduction of the ARA to allow the 
implementation of the service oriented communication concept. A comparison between 
both platforms is presented at the end of this subchapter. 
 
 SOME/IP 
SOME/IP "Scalable Service-Oriented Middleware over IP'' is an automotive/embedded 
communication protocol which supports remote procedure calls, event notifications, 
and the underlying serialization/wire format [15]. SOME/IP is specified by AUTOSAR 
to fit devices of different sizes and different operating systems with the aim to meet the 
demands and the introduction of the Ethernet technology solutions in the automotive 
embedded system industry -SOME/IP was introduced in the Release 4.1 of the Classic 
Platform AUTOSAR [16].   
Based on a Service Oriented Communication (SOC) paradigm, the key point is to have 
applications represent their functionality and behavior as services on the bus, 
independently of the underlying software platform. As Figure 3 describes, the 
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communication API serialization and deserialization of the exchanged data between 
applications based on the SOME/IP protocol in a client/server manner. Only the 
needed data is subscribed for and reaches the client; unlike the classical way where 
all the data is broadcasted regardless of the receiver [8]. Moreover, SOME/IP can be 
implemented on different operating system and even embedded devices without an 
operating system; serving the intention of providing compatibility, and allowing stronger 
interactions with off-board systems and non-AUTOSAR applications. 
 
 
Figure 3: Service-oriented Communication based on SOME/IP [17] 
 
 Operating System Requirements 
The Operating System is responsible for the resource management for all the 
applications of the Adaptive Platform, and their interaction with the lower hardware 
layer. This also constitutes the functional clusters, which are in turn implemented as 
applications. ''AUTOSAR does not specify a new operating system for the Adaptive 
Platform, but rather it defines its execution context and the required Operating System 
Interface (OSI) for use by the Adaptive Applications'' [18]. 
To meet the requirements defined by AUTOSAR for the Adaptive Platform, the OSI 
should support the POSIX standard library, namely the IEEE1003.13 standard [14]. It 
should also support the C++ Standard Library as part of the ARA interface, which is 
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the standard application interface of the adaptive applications –as described in the 
figure below. Additionally, the operating system should support the dynamic behavior 
of the software applications, through dynamic scheduling capabilities and dynamic 
configuration of communication paths during startup and runtime.   
 
 
Figure 4: Illustration of Service-Oriented Communication between applications [17] 
 
Among others, the operating system should provide mechanisms for system memory 
budgeting, mechanisms for CPU time budgeting, and multi-process support for 
isolation of applications, as defined by AUTOSAR [18].  
These specifications project the requirements when choosing the operating system for 
delivering the intended services, through which accordingly the aim of this thesis is to 
assess the suitability of GNU/Linux -as the operating system of the Adaptive Platform-
in a safety-critical environment.  
 
 AUTOSAR Classical Platform vs AUTOSAR Adaptive Platform  
The following table, summarizes the main characteristics of the Adaptive Platform, and 
describes the differences to the Classical Platform.  
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Operating System OSEK OS  POSIX specification 
Communication 
Protocols 
Signal-based 
Communication 
(CAN, FlexRay, Most) 
Service- Oriented 
Communication 
(SOME/IP)  
Scheduling 
Mechanisms 
Fixed task configuration Dynamic scheduling 
strategies  
Memory 
Management  
Same address space for 
applications 
(MPU) 
Virtual address space for 
each application 
(MMU) 
Table 1: Comparison between the Classical Platform and the Adaptive Platform 
While the communication protocols of the classical platform were based on signal-
based paradigm that is statically preconfigured before run-time (operation), the 
adaptive platform is based service-oriented communication allowing dynamic initiation 
of communication paths. Similarly, the dynamic scheduling of applications that the 
adaptive platform shall support, would allow dynamic deployment of application during 
runtime. Another important characteristic is the Memory Management Unit, through 
which each process (task) executed by the operating system have its own virtual 
address and doesn’t recognize the existence of others. This assists the achievement 
of freedom from interference between applications, even after their deployment during 
runtime. Certainly, all this is realized through a POSIX complaint operating system, to 
allow the compatibility between other applications.  
More importantly, AUTOSAR has no intention of replacing the Classical Platform with 
the Adaptive Platform, but the aim is to have both platforms coexisting and functioning 
together on the same network without risking the stability of the existing classical 
architecture that has been proven over the years. Likewise, the introduction of the 
Adaptive Platform intends to further complement the automotive specific functionalities 
and sustain the domain’s fundamental attributes such as reliability, availability, 
maintainability, and the one which is the most important in the context of this thesis, 
safety. 
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 GNU/Linux 
GNU/Linux is an operating system that uses a combination of GNU software  [19] and 
Linux as its kernel, hence named "GNU/Linux". This, however, created a confusion 
about the name between members of the free software community and Open-source 
software community. So for the rest of this work, GNU/Linux is used to refer to the 
whole operating system and the term Linux would be used to refer to the kernel itself. 
 
 
                 Figure 5: GNU/Linux architecture [20] 
 
Linux -the kernel- is the most important part of the operating system, as it manages 
access to the hardware resources required by the programs of the operating system 
run as User Applications. It operates in what is called “the kernel space”; interacting 
with these applications through its system call interface (as shown in Figure 5).  
On the other hand, GNU/Linux consists of many programs other than the kernel, which 
may include for example the graphical user interfaces, compilers, specific libraries and 
many other services. However, without the kernel the operating system can’t provide 
these services. 
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 Free/Libre and Open Source Software 
Open-Source Software (OSS) is a software with a source code that anyone can 
inspect, modify, and enhance. Open-source software development can be considered 
as a collaborative development from multiple independent sources who work together 
under a certain agreement, aiming to create a wider scope of design than any individual 
entity can produce [21]. These agreements affect the way people can benefit from the 
software, whether by deploying, studying, or distributing it. 
This ideology is similar to that of the Free Source Software, which also gives the users 
the freedom to run, copy, distribute, study, change, and improve the software. 
However, free does not mean free of charge, but rather free as a matter of freedom. 
As Richard Stallman, the creator of the “Free software community”, famously stated: 
‘’To understand the concept, you should think of “free” as in “free speech,” not as in 
“free beer”‘’ [22]. 
The two definitions hold a lot in common, where GNU software was originally launched 
as a free software, and now –after adopting Linux as its kernel, GNU/Linux became an 
Open Source Software licensed by the Open-source software community [23]. 
 
 Open Source Software Development  
The development process of GNU/Linux follows the Open Source development model, 
where the development and the review of the software are done by the public: the 
Linux Community. This may imply that the code can be easily altered, however, this is 
not the case here. The process of altering the code is very strict, in order to guarantee 
the integrity of the software [3].  
The development of GNU/Linux actually follows a very rigid hierarchical organizational 
structure, where few developers have the authority to introduce changes in the source 
code. The organizational structure can be mapped to a pyramid, as shown in Figure 6, 
where at the bottom level, developers are only capable of notifying their direct upper 
level with bugs. The next level of developers can create patches and provide a specific 
''maintainer''. Each maintainer is responsible for different sub-architecture-like ''USB", 
''networking", and so on. If the maintainer approves the introduced patch. The patch is 
then forwarded to the top level of the pyramid for approval, where Linus Torvalds or 
Andrew Morton sit -the founders of Linux.  
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Figure 6: Linux organizational structure 
 
One of the major pros that the Open Source development model offers, is the fact that 
the code can be monitored by the different roles. Moreover, the stakeholders of the 
project exchange information and hence they need a valid and reliable communication 
management. Communication channels between the different stakeholders are 
represented in the form of email exchange, as well as, through the support of a variety 
of development tools such as Bugzilla2 and Git3. These tools further facilitate the bug 
tracking process and the revision history control, which contributes towards efficient 
testing and debugging procedures. 
Software management and product delivery are very distinctive when it comes to open 
source development. While using an open source development model –unlike the 
waterfall model, the requirements are based on early releases of the software product, 
rather than actually defined ahead of the project start. Therefore, agile programming 
methods are the most suitable for open source software development, as their iterative 
and incremental behavior can always allow going back to a previous state; where the 
program can be standalone and working. 
                                            
2 Bugzilla is a web-based general-purpose bug tracker and testing tool originally developed and used 
by the Mozilla project, and licensed under the Mozilla Public License. 
3 GIT is a distributed revision control system aimed at speed, data integrity, and support for distributed, 
nonlinear workflows. It was created by Linus Torvalds in 2005 for the development of the Linux kernel, 
with other kernel developers contributing to its initial development. 
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  Real time Capability  
The Linux Kernel was not designed to support real-time applications, however, over 
the course of the past years and with the tendency to adapt Linux to the embedded 
world, the kernel developer community has been working on the PREEMPT-RT patch. 
The aim is to provide a fully pre-emptible kernel to support hard real-time requirements 
for potential applications like robots, data acquisition systems, and manufacturing 
plants. 
Real-time scheduling is all about determinism, and while the scheduling mechanism of 
Linux is limited to the First-In-First-Out (SCHED_FIFO) and Round-Robin 
(SCHED_RR) scheduling policies, the introduction of the PREEMPT-RT patch is 
crucial to being able to guarantee that certain tasks are not only provided with constant 
CPU time but also at fixed time slices. This has been already specified by AUTOSAR 
for the Adaptive Platform operating system, where they advised the introduction of 
additional scheduling policies such as Earliest Deadline First algorithm 
(SCHED_DEADLINE) to fulfill any execution requirement, since the above-mentioned 
default scheduling policies may not guarantee proper execution for all real-time 
scenarios [13].  
The introduction of real time capabilities for the Linux kernel made its adoption in 
safety-critical applications -where time is a sensitive matter- not far from reality [24] 
[25].   
 
 Commercial-Off-the-Shelf Software  
Commercial-Off-The-Shelf (COTS) software describes ready-made software 
components that are available from commercial sources that can be purchased, leased 
or even licensed to the general public [26]. COTS are mostly developed for general 
application purposes and can be used with little or no modification. COTS are thought 
to provide lower cost than in-house development -considering the costs to develop 
everything from scratch. Hence, the use of COTS can contribute in less development 
time and consequently in more productivity [27]. Typical examples of COTS are 
operating systems (like Windows and GNU/Linux), database systems (like Oracle and 
Microsoft SQL Server), and libraries or other reusable software.    
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 Safety  
With the introduction of advanced technologies, the complexity of embedded software 
increased that involves coordination of a huge amount of data exchanged between 
different ECUs. This increased complexity renders the operation correctness and 
timeliness of the software and electronics very critical, which makes modern cars highly 
complex safety-critical computer systems running on wheels. In the following 
subchapter, safety along its definitions, assessment and means for its achievement is 
discussed. 
 
 Definition of Safety  
Safety is one of the major attributes for defining the dependability of the system when 
delivering an intended functionality that can be trusted. In this general context, safety 
can be defined as the probability of avoiding a catastrophic event through the ability to 
avoid failures consenting to the system dependability [28].  
It is essential for the complete picture of dependability to define the three other 
attributes, namely reliability, availability, and maintainability, which encompass the 
following concepts [29]:  
 Reliability: is the continuity of service without failure as intended throughout a 
specific time. 
 Availability: is the system readiness (for usage) or the probability that the system 
will work as intended at any given time.  
 Maintainability: is the ability to handle repairs, modifications and updates. 
All four attributes play an extremely vital role in the amount of trust (dependability) that 
the system can perform as intended. 
However, there's another definition for safety, which is concerned with the absence of 
unreasonable risk to individuals, caused by potential malfunctions in electrical and 
electronic (E/E) systems. This is known as functional safety, which focuses mainly on 
risks arising from random hardware faults as well as systematic faults in system design 
whether during software development or hardware development. Functional safety is 
then to be distinguished from the dependability aspects as the former involves system 
properties, whereas the latter involves the safety features [30]. This can be better 
illustrated via the following example - Implementing an emergency brake is considered 
a safety feature, whereas the preventing an unwanted brake intervention is considered 
functional safety. Hence, building a feature that realizes dependability should be 
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controlled via functional safety to evaluate and assure its actual contribution to this 
feature.  
The evaluation of functional safety systems in the automotive field can be assessed by 
applying the requirements defined by the International Organization for 
Standardization (ISO) 26262, which was adapted specifically for the automotive 
equipment.  
 
 Automotive Safety Standard ISO 26262 
The ISO 26262 Standard [4], was published to address the increasing complexity of 
safety-relevant electrical and electronic (E/E) automotive systems. ISO 26262 is a risk-
based safety standard for safety-relevant E/E automotive systems, which allow the 
assessment of risks resulting from hazardous operational situations. Hence, safety 
measure can be defined accordingly with the aim to avoid or control systematic failures 
and to detect or control random hardware failures [30]. It constitutes 10 sections with 
around 750 clauses, which deal with system design on the hardware and software 
levels, and their associated processes. 
 
 ISO 26262 definitions 
The following definitions are defined by ISO 26262 in its glossary as part of section 1. 
For the purpose of this thesis, only some of the terms defined by ISO 26262 are 
included -which will be of interest for use throughout the thesis. Moreover, the terms 
are not represented in the exact order; alternatively, they are presented in an order 
that elicits an understanding of the sequence of the performed procedures and their 
work products.  
 Safety: is the absence of unreasonable (judged to be unacceptable) risk.  
 Safe state: is an operating mode of an item without an unreasonable level of 
risk.  
 Risk:  is the combination of the probability of occurrence of harm and the 
severity of that harm. 
 Hazard:  is the potential source of harm caused by a malfunctioning behavior 
of the item.  
 Malfunctioning behavior: is a failure or unintended behavior of an item with 
respect to its design intent 
 Systematic failure: is a failure that is related in a deterministic way to a certain 
cause that can only be eliminated by a change of the design or of the 
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manufacturing process, operational procedures, documentation or other 
relevant factors. 
 Failure: is the termination of the ability of an element to perform a function as 
required (NOTE Incorrect specification is a source of failure). 
 Fault: is the abnormal condition that can cause an element or an item to fail. 
----------- 
 Hazard analysis and risk assessment:  is a method to identify and categorize 
hazardous events of items and to specify safety goals and ASILs related to the 
prevention or mitigation of the associated hazards in order to avoid 
unreasonable risk. 
 Automotive Safety Integrity Level (ASIL): is one of four levels to specify the 
item's or element's necessary requirements of ISO 26262 and safety measures 
to apply for avoiding an unreasonable residual risk, with D representing the most 
stringent and A the least stringent level. 
 Safety goal: is top-level safety requirement as a result of the hazard analysis 
and risk assessment. 
 Functional safety concept: is the specification of the functional safety 
requirements with associated information, their allocation to architectural 
elements, and their interaction necessary to achieve the safety goal. 
 A functional safety requirement: is the specification of implementation-
independent safety behavior or implementation-independent safety measure -
including its safety-related attributes, which include information about ASIL in 
order to achieve or maintain a safe state for the item, taking into account a 
determined hazardous event. 
 Technical safety concept:  is the specification of the technical safety 
requirements and their allocation to system elements for implementation by the 
system design. 
 Technical safety requirement: is the requirement derived for implementation 
of associated functional safety requirements. 
  A safety measure: is an activity or technical solution (safety mechanism) to 
avoid or control systematic failures.  
 Safety mechanism: is the technical solution implemented by E/E functions or 
elements, to detect faults or control failures in order to achieve or maintain a 
safe state.  
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 Safety Life-Cycle 
The requirements defined by ISO 26262 are applicable to all the activities carried out 
throughout the lifecycle of the developed system, forming what’s defined by ISO 26262 
as the “Safety Lifecycle”. The safety lifecycle governs the identification, design, 
monitoring, and evaluation of the various elements involved in the development of 
safety-critical applications following the industry's V-model development process. The 
figure below shows the left side of the V-model, along with the main intention (work 
product) of each of the procedures shown in blue.  
 
 
Figure 7: ISO 26262 Safety Lifecycle 
 
The safety lifecycle starts with the concept phase that starts with the definition of the 
item with regards to its functionality, known hazards, interfaces, environmental 
conditions, and its legal requirements. This is followed by the hazard analysis and risk 
assessment process, which aim at identifying and categorizing hazardous events of 
items -through which safety goals are specified according to their defined related 
ASILs. This allows taking the required measures for the prevention or mitigation of the 
associated hazards in order to avoid unreasonable risk. 
Accordingly, the functional safety requirements are specified and allocated to 
subsystems with the aim to fulfill the safety goals defined during the preceding phase. 
The specification of functional safety requirements addresses the required safety 
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measures which are to be carried out by the allocated components to satisfy the 
defined safety goals.   
This initiates the development process on the system level, where the specification of 
functional safety requirements is translated into the specification of technical safety 
requirements. Subsequently, the development of the system design process starts, 
with the aim to design a system that complies with both the functional requirements 
and the specification of technical safety requirements -as specified in the previous 
stages. 
Finally, these requirements are translated into the software safety requirements and 
the hardware safety requirements, which constitute the start of their respective 
development processes.  
 
 Hazard Analysis and Risk Assessment   
Hazard analysis and risk assessment mainly aims at identifying and categorizing 
hazardous events of items that might threaten the safety of the system and hence 
accordingly specify safety goals to prevent and mitigate their occurrence. This is done 
by, (1) Situation analysis and hazard identification: through identifying the potential 
unintended behaviors of the item that could lead to an associated hazardous event, 
which requires a clear definition of the item, its functionality, and its boundaries. (2) 
Classification of hazardous events: through classifying each hazard according to the 
severity of the possible injuries and the time a vehicle is exposed to the possibility of 
the hazard happening, as well as the tendency that a typical driver can act to prevent 
the injury. (3) Automotive Safety Integrity Levels (ASILs) determination: based on 
identifying safety goals and their related ASILs according to the classification 
performed.  
The ASIL represents the minimum set of requirements set on an item, with the aim to 
control or reduce the occurrence of failures resulting from random hardware failures 
and to avoid systematic failures. Accordingly, ASIL can be expressed using attributes 
of severity (S), probability of exposure (E) and controllability (C); where each attribute 
is described in levels depending on the related hazardous event, resulting in four ASIL 
levels.  ASIL A to ASIL D, where ASIL D dictates the highest integrity requirements 
and ASIL A the lowest integrity requirements to be achieved. 
To illustrate, the following example describes the hazard analysis and risk assessment 
carried out for a Brake-by-wire-System: 
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Figure 8: Hazard Analysis and Risk Assessment for a Brake-by-wire-System [31] 
 
The failure modes describe the potential unintended behaviors of the item that could 
lead to an associated hazardous event, where accordingly it is important to define the 
state of the vehicle, the operating condition and its environment. This allows a correct 
estimate of the associated attributes. Given the no braking effect hazard and its 
operating conditions, the time the vehicle is exposed to this situation is of medium 
probability, hence estimated by E3. However, if it occurred the likely hood of controlling 
it is very unlikely and could cause critical injuries, resulting in an ASIL C. On the other 
hand, the occurrence of an asymmetric braking effect in the given operating conditions, 
the exposure time of such situation is of higher probability, hence estimated by E4. 
However, the controllability is more likely and the severity is of less harm, resulting in 
an ASIL A.  
Each ASIL defines different requirements depending on its integrity that shall be 
achieved to guarantee the prevention or mitigation of associated risks. As specified by 
ISO 26262, each element should inherit the highest ASIL that it implements resulting 
from the defined safety goals in the earlier stages. (See Figure 7)  However, developing 
the whole software to this high level of integrity is a very extensive task, which would 
result in very high development costs.  Moreover, the allocation of safety requirements 
to smaller subsystems and corresponding software components may result in the 
assignment of requirements to software components already having different safety 
goals with different ASILs or even to non-safety requirements.  This creates a mixed 
criticality system, where assurances have to be provided to allow the coexistence of 
different criticality components to guarantee that safety-critical ones are not affected 
(influenced) by non-safety-critical components. 
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 Freedom from Interference 
If a mixed criticality system to be implemented, safe coexistence between different 
criticality components has to be proven. This entitles guaranteeing that components of 
high criticality or of high ASILs are not influenced by other components of less 
criticality. This is defined by ISO 26262 as Freedom from Interference [4] (6-Annex D), 
where the following forms of interference should be considered:   
 Spatial Freedom from Interference  
Ensuring that one software component cannot alter the code data of another 
component, hence guaranteeing safe memory access of high critical 
components. 
 Temporal Freedom from Interference  
Ensuring that safety-related components have the necessary computing time 
and are executed as expected, hence guaranteeing correct time execution of 
highly critical components. 
 Exchange of Information 
Ensuring that safety-related data is recognized when corrupted and missing, 
hence guarantying safe exchange of data.  
In order to achieve freedom from interference between components of different 
criticality, safety mechanism have to be considered to detect or avoid the effects of 
such interference or in other words the occurrence of faults that can contribute in the 
interference. A brief introduction about means of safety mechanisms is presented in 
the next subchapter.  
 
 Safety Measures and Safety Mechanisms 
Fault Prevention is a safety measure that deals with methods of avoiding the 
introduction of faults. This can be done through methods of software quality 
management to improve the development processes with the aim to reduce the 
number of faults introduced in the produced systems. For example, the use of strong 
programming paradigms and strict hardware design rules. 
Fault Removal is a safety mechanism that is performed during the development phase 
of a system’s lifecycle through extensive verification, diagnosis, and correction 
procedures.  
Fault Forecasting is a safety mechanism that aim at evaluating the system with regards 
to the fault occurrence and its frequent activation. 
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Fault Tolerance is a safety mechanism that aims at the avoidance of failure through 
error detection and system recovery techniques. An example of error detection would 
be a watchdog that allows the system to recognize the occurrence of an error, where 
accordingly safety mechanisms can be carried out. Whereas for system recovery, it 
aims at transforming a system state that contains errors and maybe faults into a state 
where their existence doesn't affect the overall safety of the system. One example of 
the well-known techniques for system recovery is redundancy; it aims at creating a 
fault-tolerant system by duplicating or adding means to ensure the delivery of the 
required service. Another recovery technique is the isolation of faults, where even in 
their existence they have no influence on the overall safety of the system. An example 
of the isolation approach is the software partitioning mechanism. This approach is the 
focus of this thesis and is to be discussed in more details in the following chapters. 
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3 State of the Art 
This chapter covers related efforts that aim at evaluating the suitability of Linux in 
safety-critical environments, where first an overview of the main challenges for the 
reuse of software in safety-critical applications in relation to safety standards are 
discussed. Then, different approaches that aim to overcome the identified challenges 
are examined for the use of a COTS software as an operating system, where further 
investigation is conducted for the introduction of GNU/Linux. Finally, the 
implementation of software safety mechanisms is explored to appropriate the use of 
GNU/Linux in safety-critical applications. 
 
 The reuse of Software and Safety Standards  
The demand for the reuse of software has been lately increasing in the automotive 
industry, with the intention to reduce the development costs and time, which can -as a 
result- reduce the time to market and increase the quality of the end product. In safety-
critical systems, increased quality should result in more reliable systems, and less time 
to market should result in more productivity [27]; which is the main aim of any 
developed safety-critical system.  
However, the introduction of reused software in safety-critical systems -considered as 
a Commercial-Off-The-Shelf (COTS) software- raises new challenges, where it's 
difficult to demonstrate that a system is actually safe enough. That's simply due to the 
fact that it’s hard to guarantee that the used component has met its development 
process requirements and hence meeting the safety requirements of its intended 
application. In particular -as it’s mostly the case, when COTS are used as black-box 
components; where very few information is available for the user/buyer about their 
behavior specifications. As a result, safety standards constrain the use of COTS in 
safety critical applications through setting strict requirements allowing their operation 
in safety critical environments. In fact, few standards implicitly address the use of 
COTS and explicitly the use of open source developed software in that manner, like 
ISO 26262 for example, which creates a gap for software safety engineers about how 
to tailor the specified requirements to have it matched for the use of an open source 
software in a safety-critical environment. That's simply because safety standards are 
designed in a flexible manner to accommodate emerging technologies while still being 
able to keep their fundamental concepts. Moreover, most standards are goal-based, 
meaning they do not specify the means to achieve compliance with the defined 
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requirements, as they rather specify the intended goals and leave it relatively open 
about how to achieve these goals. The following subchapters investigate the potential 
problems and the proposed solutions related to the reuse of COTS -specifically OSS- 
in safety-critical environments.  
 
 The use of COTS Software in Safety-Critical Applications  
In order to deal with the dilemma of using a COTS in safety-critical applications with 
high pedigree of certainty, Skramstad Torbjorn [26] proposed the following, (1) one can 
simply implement a certified COTS, like VxWorks or OSE, yet they can be very 
expensive and would still require further evaluation to check against the context that 
the COTS is certified in –which defies the objective of reducing the development costs 
and time for the reuse of software. (2) Base the pedigree of certainty on statistical data 
gathered from the field. This is known as the “Proven in Use” approach, however this 
has been proven hardly possible, as it requires a fault-free operation of many years to 
certify a SIL2 application [32]. (3) Perform exhaustive testing and verification 
procedures on the implemented COTS to provide the intended degree of assurance 
regarding the safe operation of the system. (4) Implement isolation and protection 
mechanisms to have the system mitigate the occurrences of failures and maintain an 
acceptable safe state. Points three and four are the main focus of this thesis and are 
to be discussed in details in chapters 4 and 5 respectively.  
However, before going further, it's very important to understand the significance of first 
carrying out functional safety assessment procedures in order to achieve a successful 
implementation of COTS in a safety-critical application. As this would help in identifying 
the safety requirements projected on the potential used COTS at early stages, through 
which accordingly one can define the intended use of the implemented COTS and 
hence a successful selection of the COTS. Moreover, taking into account the safety 
concerns at early stages would assist a successful integration process of the COTS 
product and ease the certification procedures of the final system -if intended. This 
would help in overcoming the challenges defined by Fan Ye and Tim Kelly [33] during 
the selection process of an appropriate COTS product for a successful COTS-based 
implementation, which were noted as: 
1. Identifying and documenting the safety requirements for the intended COTS 
functionality. 
2. Defining a set of evaluation criteria based on the safety requirements. 
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3. Prioritizing defined evaluation criteria based upon their relative importance to 
system safety. 
4. Identifying the relevance of the gathered evidence through a performed 
validation process to argue the selection decision.  
 
They also advised basing the selection procedure on the safety requirements rather 
than the functional requirements -considering the time and the resources the safety 
assessment procedures demands to be repeated if the COTS failed to meet the 
defined safety requirements. 
It is as important to determine the intended use of COTS, where accordingly the 
assessment of the COTS is highly dependable on its implementation environment. As 
stated by Nancy G. Leveson [34], if the component that is to be implemented is not 
influencing the system safety criticality, (not of high criticality), yet existing in a safety-
critical environment, the assessment should focus on guaranteeing its insignificance. 
On the other hand, if the component to be implemented is critical -meaning that it 
interacts with a safety-critical function and might cause hazards, then the aim should 
be to mitigate or avoid such failure using the system design techniques mentioned 
earlier like redundancy, monitoring, and wrapping. Whereas for the third case, when 
the COTS component is implementing a safety critical function, realizing protection 
mechanisms against any potential behavior of this component will not be adequate. As 
a result, sufficient information has to be available in order to perform an adequate 
system hazard analysis to be able to determine whether its use within the system being 
designed fulfills the described safety requirements.  
Likewise, a software may be highly reliable – satisfying its functional requirements and 
still be unsafe [34]. In fact, the software can fulfill all the requirements demanded for 
its intended use, but still behave in a hazardous manner that jeopardizes the safety of 
the system. The specified requirements might also be missing a particular or 
unintended behavior about the software, which is of high significance for the safety of 
the system. Hence, it’s advised by the standards not only to carry out a comprehensive 
assessment of the development process of the software, but also to perform further 
evaluation of the behavior of the software by undergoing thorough testing and 
verification procedures to provide enough certainty that the system can be or is 
protected from any potential unsafe behavior by the COTS component. However, 
providing such assurances that the COTS component provides a feasible acceptable 
risk as required by the system is a critical task, especially for a product that has not 
been developed in-house. 
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In order to identify the acceptable risk that is advisable for the system, the system has 
to undergo a System Hazard Analysis (SHA), as proposed by S. Connelly and H. Becht 
[35], to: 
1. Identifying how failures in the SW component can cause or contribute in 
hazardous failure modes 
2. Eliminating hazards from the system design, if possible, or at least restrict if 
they cannot be eliminated using a standard system engineering technique. 
3. Identifying and resolving conflicts between design goals and the safety-
related design constraints. 
It was also stated by Nancy G. Leveson [34], that "since all software related hazardous 
events involve systematic faults and based on the fact that the system hazard analysis 
is only concerned with external behavior, theoretically a black-box specification 
behavior of the software is a suffice information to perform a thorough SHA. The 
internal design of the component is irrelevant as long as that internal design results in 
the black-box requirements being satisfied.” A black-box behavioral specification of the 
COTS component’s behavior must specify all important or relevant externally visible 
behavior to provide adequate confidence that the hazardous behavior of the 
component is not present or of significantly low resemblance to the safety of the 
system. Moreover, the black-box behavioral specification of the software would allow 
comprehending its appropriateness and capability to sufficiently fulfill the safety 
integrity requirements of the intended application. 
However, the main challenge here lies in how to obtain the behavioral specification of 
the potential COTS, especially which -in most cases- very little is known about the 
development process and the internal structure of the implemented COTS; where it’s 
also not the intention of the supplier to deliver such specification with the software.  
Theoretically, and as argued by E.Pierce [32], the specification of the software could 
be obtained through extensive testing, verification and observation procedures; which 
is not a trivial task, especially for a complex component like an operating system, which 
could result in very high costs or impracticality to create such specifications. This 
approach is to be evaluated in more details in chapter 4, where a methodology is 
proposed on how to tackle (overcome) this dilemma along with its identified drawbacks 
and limitations.  
On this basis, the research conducted by E.Pierce [32] aimed at identifying the crucial 
criteria to be evaluated in order to assess the suitability of an OS in a safety critical 
environment, which was argued by providing the following evidence: 
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1. The behavior of the OS must be known with sufficient exactness, where any 
mismatch between the intended behavior and the actual behavior of the 
operating system may lead to hazardous behavior of the safety related 
application. 
2. The behavior of the OS must be befitting to the characteristics of the safety 
related application. In other words, the OS must provide the required 
behavior that matches the characteristics of the intended safety related 
application. 
3. The OS must be sufficiently reliable to allow the safety integrity requirements 
of the application to be met, where the tendency of possible failures must be 
sufficiently low. 
All three criteria should be assessed by performing an analysis covering the following 
behavioral characteristics of an OS: Scheduling, Resource Management, Internal - 
External Communication, Liveliness, Partitioning, Real-time, Security, User interface, 
Robustness, and Installation. This would allow an adequate hazard analysis of the 
interaction between the application and the operating system. Hence, assure that use 
of an operating system does not introduce any new hazardous events at the application 
level. Accordingly, the report argued that the highest integrity level that can be attained 
for a COTS OS implemented as a black box (without the availability of the source code 
and design information of the software) is SIL 1 in the context of IEC 615084. It then 
further argued that SIL 2 can be achieved if protection and partitioning mechanisms 
are implemented according to the performed system safety assessment.   
Following these criteria defined by E.Pierce, an implementation has been 
demonstrated by Simon Connelly and Holger Becht [35], that aimed realizing a low 
integrity COTS component functionality within a high integrity design by restricting the 
influence of the component on the rest of the system through wrappers. This was 
achieved, through first performing a hazard analysis on the safety functions of the 
operating system that can cause or contribute to hazardous failure modes of the 
system, and based on a developed safety-related code that protects the system 
against the identified failures which may impact the safety of the system - intended 
safety is achieved. This was brought into practice through the implementation of a train 
order system that included a Train Control System (TCS) and a monitor display of SIL 
0 and SIL 2 respectively, both being executed on the same COTS OS along with a 
                                            
4 IEC 61508 is the base functional safety standard published by the International Electrotechnical 
Commission applicable to all kinds of industry, from which ISO 26262 has been derived.  
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separate safety-critical computer-based interface of a SIL 4 responsible for interlocking 
the trackside infrastructure. The COTS OS is a Microsoft Windows XP PC. The display 
unit is responsible for validating the requests issued by the TCS for interlocking before 
them actually being sent to the computer-based interlocking system; hence it is 
required to achieve SIL 2 or higher. 
Accordingly, and based on the previously mentioned approach, five hazards and their 
cause were identified on the interference between SIL 0 and SIL 2 functionality, which 
lead to defining nine safety requirements that are to be implemented in order to achieve 
SIL 2 for the safety kernel following the EN 50128 standard [35]. Through the fulfillment 
of these safety requirements based on a Fault Tree Analysis, an argument can be 
presented that the integrity of the identified safety kernel is of compliance to EN 50128 
SIL 2 requirements. 
There exist some limitations and issues that have been discussed at the end of the 
study [35], one of which is the absence of a fail-safe state operation. This is a crucial 
requirement for safety-critical applications in order to guarantee a state that is free of 
any unreasonable level of risk without resulting in any hazards. Furthermore, the 
interaction between the components is heavily constrained by the amount of data being 
exchanged, where further analysis of the COTS failure modes should be conducted in 
case rich data is to be exchanged. Moreover, the implementation is highly dependent 
on the human factor as a confirmation (validation) mechanism to detect system failure 
and to perform actions correctly. This, however, reduces –to some extent- the reliability 
of the system to perform as intended. Adding to this, the limitations faced at the 
introduction of changes to the OS configuration or Anti-Virus protection systems, as 
this will require the system to be re-assessed to assure that they didn't affect the safety 
of the kernel as they can impact the operating system’s scheduling and interrupt 
executing processes.  
While all the previous efforts focused on describing the challenges for the use of COTS 
in safety-critical applications, very little effort aimed at following a specific standard and 
having the requirements (discussed and) fulfilled. This is the focus of chapter 4 where 
the qualification requirements for a reused software in the context of ISO 26262 is to 
be discussed in detail with the aim to have them fit the implementation of GNU/Linux 
in safety-critical environments. Moreover, as concluded, if protection and partitioning 
mechanisms are implemented according to the performed system safety assessment, 
higher integrity level can be attained for a COTS OS. These mechanisms are the focus 
of subchapter 3.4; but first, related efforts for bringing GNU/Linux in safety-critical 
environments is presented in the following subchapter. 
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 The use of GNU/Linux in safety-critical applications 
The previously mentioned challenges for the use of COTS also hold when assessing 
the suitability of GNU/Linux for safety-critical environments. However, and as argued 
by [36], that an open source software is regarded to be better fitted (more qualified) to 
undergo validation and verification procedures with the intention of providing the 
required evidence for its suitability. That's simply due to the fact that the source code 
and some specification of the software could be obtained and verified by the public. 
Nevertheless, it's important to recognize that the use of an open source software is a 
fundamental decision that has to be considered at early stages of the project’s lifecycle, 
taking into account not only the points mentioned earlier in [33], but also its open 
source nature -if an OSS-based project is to be successful. 
In this work carried out by Nicholas Mc Guire [36], he argued the suitability of 
GNU/Linux in the context of IEC 61508, by first providing evidence about its fitness 
with regards to the system size and the system complexity. He based his justification 
on the strict level of documentation followed by the community and its wide platform 
support, which in return makes the software traceable and manageable in size, 
especially after the introduction of GIT [37]. They further argued the advances in the 
kernel software life-cycle, the high-level management of the elements introduced in the 
Linux kernel version 2.6 and the growing platform for testing and validating the Linux 
kernel through more than 3000 available test cases. Although these advances 
introduced weren't intended for adapting Linux in safety critical applications, but they 
for sure serve as good proof for a constructive and organized development process 
that follows some strict rules regarding source management and software modification. 
Finally, they proposed several possible approaches to have GNU/Linux integrated into 
the context of 61508, of which the following relevant approaches:  
1. To build a 61508 compliant procedural safety case for a nano-kernel that 
runs GNU/Linux as one of its (user space) tasks that run safety critical 
applications under the direct control of the nano-kernel.  
---> However, this is a very constrained approach and it doesn't exempt the 
necessity for having the behavior of the nano-kernel specified, nor performing a 
functional safety assessment to determine the ability of the system to satisfy the 
required safety level; resulting in GNU/Linux with no safety responsibility and 
with SIL 0 in the overall system.  
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2. To follow 61508-6 Appendix E, and focus on the diversity of the OS layer by 
mapping the 61508’s requirements to a nano-kernel and provide the full 
benefit of GNU/Linux as a General Purpose Operating System (GPOS) for 
maintenance and non-safety related tasks.  
 ---> Although this may be practical, it doesn't fulfill the aim of having Linux 
responsible for safety-related tasks, neither does it provide enough assurances 
about the behavior of GNU/Linux. 
3. To build a 61508 compliant COTS argument, which would be heavily based 
on “proven-in-use” approach. 
---> It has been already contradicted by the author by the end of the paper, 
where it was stated that it would be “naive” to base the argument on field data 
from “there is so much Linux in use”, as not only because none are from safety-
related systems, but also as the argument would require a fault-free operation 
of many years to certify a SIL2 application [38].  
Moreover, the detailed procedures of how these approaches could be realized were 
not very clear either, as they only intended to give a rough idea of what directions are 
possible rather than the exact required procedures to meet (fulfill) the requirements 
defined by 61508. More detailed information must have been provided regarding the 
challenges, required safety measures and the limitations that are to be faced.   
This is one of the main goals of Open Source Automation Development Lab (OSADL), 
who aim to have Open Source Software sustainable for industrial use by complying 
with the required legal requirements, safety and security standards. One of their main 
projects among others, is the SIL2LinuxMP, which aims to create procedures and 
documents that will lead to a facilitated safety certification of a Linux-based product.  
On their website [39], they proposed the introduction of a new development strategy 
mentioned as “Compliant non-compliant Development”, through which ''arguments for 
a certain equivalence between the employed and a compliant development will be 
collected, and methods to supplement these arguments will be developed where 
required. In addition, the systems will undergo specific testing to supplement areas 
where sufficient evidence for standard compliance could not be achieved.'' They stated 
that this would be the SIL2LinuxMP certification strategy. 
As part of their work [40], they described a development strategy that combines the 
methodology of a preexisting software and a Safety Element out-of Context (SEooC), 
which makes use of GNU/Linux being compliant to the POSIX standard specification 
in order to define the requirements and the specification of the software. This strategy 
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has been investigated, refined and addressed in chapter 4 with the aim to have the 
requirements defined by ISO 26262 for the qualification of the software tailored to fit 
GNU/Linux. 
Moreover, they supported the work done by the SIL4linux project [41], which aimed at 
exploring available methods to build a Linux system that satisfies the SIL 4 integrity 
requirements. The methodology performed involved integrating some kernel 
tracing/profiling tools to support formally analyzing the system and creating the 
required reports as provided evidence for the suitability of Linux in safety-critical 
environments. Based on system restrictions including running specific applications, 
fixed system calls, and fixed kernel functions; the system is traced and analyzed via 
formal tools like ctags and ftrace [42]. Also, the most-often executed lines or blocks in 
the kernel functions can be monitored and analyzed through other profiling tools like 
kgcov and gcov [43]. Through these tools, the required data (that includes system calls, 
kernel functions, calling trees of the system calls, and code blocks of kernel functions) 
is gathered, passed to the database which saves the data and is able –through 
Structured Query Language and an Interface, to buffer the data and create trace results 
like max time, average time and so on. Accordingly, and based on the gathered data 
and analytical methods, reports like Failure Mode and Effect Analysis (FMEA) and 
Fault Tree Analysis (FTA) are generated to serve as evidence for the possibility of 
meeting the SIL4 requirements. The structure of the project methodology can be seen 
below in Figure 9.  
Of course, monitoring the whole of Linux kernel sounds impossible due to its 
complexity, however, the idea here is to find out representative trees that happen to 
appear more frequently and have them matched to a certain application with specific 
functions. Hence, allowing these specific trees or system calls to be covered and tested 
by running specific test-suites like for example POSIX test-suite. 
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Figure 9: SIL4linux architecture 
 
This strategy could help the improvement of Linux through finding and gathering critical 
data about the nature of the kernel, its behavior and the presence of any systematic 
failures. However, the results discussed in the paper [39], did not address whether the 
approach actually fulfilled or met the criteria defined by SIL4. 
On the other hand, the usage of tools like ftrace, introduced the idea of how to trace 
specific kernel functions and track their execution periods. This is the strategy used in 
chapter 6 to verify the implemented software partitioning mechanism. In the next 
subchapter, related work about different software partitioning mechanisms with the aim 
of appropriating the implementation of GNU/Linux are assessed; naming the 
implemented mechanism. 
 
 Software Safety Mechanisms   
Software safety mechanisms aim at implementing solutions to either detect or avoid 
failures in order to achieve or maintain the required safe state. Safe states can be for 
example a normal/intended operation, degraded operation or even a switched-off 
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system, depending on the type of error/failure with the intention to achieve a fail-safe 
system free of any unreasonable level of risk [4]. A fault tolerant system is a system 
capable of detecting the occurrence of errors or is able to recover from them by 
transiting to the specified safe states without failing and/or contributing in any hazards. 
This is the classical approach. However, with the increase of dependability on high 
safety-critical systems, more robustness and availability needs to be achieved, where 
a fail-safe operation mode is not sufficient. Hence, further mechanisms must be 
performed with the aim to avoid/mitigate the occurrence of failures. These mechanisms 
may include fault avoidance and fault removal techniques which together aim for a 
fault-free system. The combination of all mechanisms in a recursive manner is 
necessary to provide a high level of assurance for a safe operation, as all mechanisms 
are imperfect [28].   
A software failure, which is the inability of an element to perform a function as 
required/specified, can result from a non-safety-related element influencing a safety-
related element causing it to fail. Hence, it’s important for the functional safety concept 
to encounter the interactions of safety-related and non-safety-related elements to avoid 
any undesired interference that could lead to the violation of safety requirements. This 
is known in the context of ISO 262626 as freedom from interference. Again, such 
interference can be either avoided or detected through the consideration of required 
safety measures -specifically software safety mechanisms- that can achieve or 
maintain the desired safe state for the system. 
In this thesis, the focus lies on the implementation of software safety mechanisms 
based on partitioning or virtualization techniques, which aim at achieving freedom from 
interference through a safe management of resources between different applications. 
This can be as well accomplished through either the avoidance or the detection of such 
interference, which is crucial between components of different criticality. These 
techniques include: 
 
 Hypervisor Approach 
By introducing an embedded virtualization layer that sits on top of the hardware layer 
-virtualizing a complete separate hardware platforms for different operating systems 
running on top of it, would allow each operating system to safely operate in its own 
isolated partition while regulating resource access for each operating system [44].  
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Figure 10: Hypervisor Layer architectural implementation 
 
This architectural design is very well known in industrial control systems as this allows 
two different operating system to coexist together without one interfering with the 
resource usage of the other. For example, a RTOS takes control over time-critical tasks 
while the GPOS runs the user interface software. The protection here is achieved by 
preventing the GPOS from accessing the resources required by the RTOS -as the 
GPOS only recognizes the presence of its resources. Moreover, the virtualization layer 
can further detect the presence of further faults with the assistance of a watchdog, 
through which the system can be brought to its intended safe state according to the 
detected fault type.  
Similar work has been carried out by Georg Hartner [45], which aimed at detecting 
errors through a supervision layer by checking the calculation results against the 
system call specification so that the system can be brought to the safe state. As 
believed by the author, it is easier to satisfy the safety goals through detecting the 
errors before resulting in any hazardous events, than trying to avoid them from 
happening. Hence, contributing directly to safety rather than reliability and availability 
attributes. This would, however, require the lower layers of the architecture to be 
developed to the same integrity level of the supervision layer –including the hardware, 
to guarantee that calculations and decisions are not based on erroneous results from 
those lower-level layers. 
Other work has been carried out on the same basis but with different intentions, this 
included the work done by Jan Kiszka [46], which aimed at analyzing and improving 
the real-time capabilities of Linux as a hypervisor layer. Hence, the possibility of 
extending the usability of the hypervisor layer in the real-time domain, which has 
become of greater interest over the past years. Assuring the correct execution time of 
tasks with better determinism contributes in higher dependable systems, thus 
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appropriates their usage in safety-critical environments. However, this is another topic 
that regards to the real time capabilities of Linux, which is not the main focus of this 
thesis, yet it gives a good understanding of the effect of interference on the execution 
time. This is demonstrated in more details in chapter 6 as part of the verification 
procedures, yet through the implementation of the grouping strategy.   
 
 Micro-Services Approach 
The idea of a micro-service-based approach is adopted from the micro-kernel 
architecture idea of operating systems, where tasks of very high criticality are executed 
by the microkernel and tasks of less criticality by the kernel. Hence, reducing the 
amount of extremely critical code. Following this methodology, instead of trusting the 
operating system and the underlying system software, Christof Fetzer [47] based his 
approach on giving trust to the designed application components.  This is done by 
keeping the applications’ states (data) in an encapsulated memory, where even the 
operating system and the hypervisor layer has no access to the data of the safety-
critical application, as shown in Figure 11: Micro-kernel architecture. Hence, removing 
the burden -which seems impossible- of formally trying to prove the correctness of 
‘’Linux’’ for example, and rather ensure integrity, confidentiality, and a correct 
execution through the developed components.  
 
 
Figure 11: Micro-kernel architecture 
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The main objective is to split the operating system stack into a set of micro-services, 
where each micro-service focuses on a certain aspect while being loosely coupled and 
supporting elastic scaling. In the case of crashes or performance failures, tolerance is 
achieved by introducing new services to replace the crashed instances. The CPU 
registers, main memory, files, the network communications are examples of data that 
should be transparently encapsulated to ensure confidentiality and integrity of the 
system. However, the approach implemented in [47], is rather appropriate for fail-stop 
applications and still require further research in how it might support fail-operational 
applications. Moreover, dividing all tasks into smaller services could affect the 
performance of the whole system, as this would introduce latency when scheduling 
and synchronizing of each service.  
 
 Partitioning Approach  
Another software safety mechanism is the software partitioning approach, which is 
based on the operating system capability of allowing the existence of multiple isolated 
processes by having them executed in partitions. Processes running in each partition 
can only see the resources assigned to their respective partitions by the operating 
system. This can be realized by Linux through its Control Group feature, leveraging 
the idea of having tasks grouped in a hierarchal tree through which CPU resources 
can be allocated to specific tasks. Resources -such as CPU time, system memory, 
network bandwidth, or even the combinations of these resources- can be permitted or 
denied to a certain group of tasks as configured. Moreover, reconfiguring can take 
place dynamically during run time, where even child processes inherit the attributes of 
their parents. Thus, for example, a non-safety-critical application would be permitted 
very limited resources in regards to memory and CPU time, whereas for a safety-critical 
application would be granted all required resources. Hence, always guaranteeing the 
availability of resources for safety-critical applications and assuring no possible 
takeover by non-safety-critical applications. The figure below describes the realization 
of software partitioning, where task A.2 of a lower criticality containing a fault is kept 
isolated and have no influence on the tasks of the higher critical application. 
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Figure 12: Software partitioning approach [48] 
 
The main advantage of this approach, is benefiting from an already existing kernel 
feature without the need of introducing virtualization layers, nor restructuring the 
operating system services –as demonstrated by previous approaches; making its 
implementation relatively simpler. Through this approach, fault (interference) 
avoidance can be achieved, but as mentioned, for high system reliability that might not 
be sufficient. Highly-critical tasks can be granted the required CPU time, yet not 
granted at the required time frame due to the existence of other tasks of the same 
priority, resulting in missing its cycle time. Hence, further provision would still be 
required to bring the system to its desired safe states. This approach has been 
implemented and covered in chapter 5 as a software safety partitioning mechanism to 
manage the resource usage between two applications of different criticality; where the 
results, its evaluation and the limitations are presented in the following chapters. 
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4 Evaluation of GNU/Linux in the 
Context of ISO 26262  
This chapter aims at evaluating the suitability of GNU/Linux as an operating system for 
the adaptive platform in safety-critical environments in the context of ISO 26262. While 
ISO 26262 does not address the use of open source developed software in that 
manner, a proposed methodology is presented to match the qualification procedures 
requirements defined by the ISO 26262 to evaluate the introduction of GNU/Linux. The 
chapter concludes by presenting the identified gaps and discussing further limitations 
for the adoption of GNU/Linux in safety-critical environments. 
 
 Product Development on the Software Level 
ISO 26262 defines requirements that are to be considered and fulfilled when 
developing safety-critical systems, in order to avoid risks from systematic failures and 
random hardware failures. While the focus of this chapter is on the requirements 
defined during the development process of the system on the software level, the aim 
is to avoid risks arising from systematic failures of the software -provided that risks 
resulting from a software only entitle systematic faults [30], where the software either 
did not comply with its functional specification, or its specification did not adequately 
describe the system functionality. 
Therefore, it is important to distinguish between the functional safety requirements that 
are defined by ISO 26262 and the functional requirements, which are application-
specific requirements focused on the ability of the system to carry out its designated 
functionality. Functional safety requirements focus mainly on significantly reducing 
unreasonable risks which can result due to a failure or a malfunctioning behavior of the 
system with respect to its design intent. They are identified based on the desired safety 
goals that are defined after carrying out the hazard analysis and risk assessment 
procedure (as shown in Figure 7).  
According to the safety lifecycle, the technical safety requirements and the system 
design specification initiate the software development process that follows the V-model 
development process, as shown in Figure 13. It starts by the specification of software 
safety requirements that forms the software architectural design with the aim to realize 
these specifications [4] (6-7.1). 
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Figure 13: V-model development process on the software level 
 
During the architectural design of the software, software components are decided to 
either be newly developed or to be reused depending on the requirements and the 
suitability of the reused software component to provide the intended functionality. 
Accordingly, ISO 26262 recognizes every safety-related software component as either 
newly developed, reused with modification or reused without modification [4] (6-7.4.6). 
As for the reused with modification categorization, ISO 26262 treats the software as 
still underdevelopment, where its development process has to gain compliance in 
accordance to the standard. That’s because the introduced modifications may entitle 
changes that affect the nature (functionality, behavior) of the software when reused, 
hence it has to undergo reassessment for its compliance. However, reassessing the 
whole development process of GNU/Linux would not be possible, due to its open 
source development nature. Accordingly, the aim is to evaluate the reuse of GNU/Linux 
without introducing modification through applying the requirements defined by ISO 
26262 for the qualification of software.  
In order to provide evidence for the suitability of a reused software for safety-related 
applications, ISO 26262 defines other supporting processes in ISO 26262-8, where 
either the “Qualification of Software Components” defined by Clause 12 or the “Proven-
in-Use” approach defined by Clause 14 should be applied [4] (6-7.4.8). The “Proven-
in-Use” argument is applied in the case of reuse of existing items (software) whose 
definition and conditions are identical to or have a very high degree of commonality 
with a software that is already released and in operation. For the validity of the 
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argumentation, proven in use data -also known as proven in use credit in the context 
of ISO 26262- is required to be provided as evidence for reliable safe operation of the 
reused software [4] (8-14.4.2). The data should include documentation of configuration 
management, change management records and relevant field data regarding safety-
related incidents during the service period of the reused component. However, it would 
be an ill-advised approach to argue the capability of GNU/Linux based on the “Proven-
in-Use” argumentation. Firstly, due to the lack or insufficient availability of field data for 
the operation of GNU/Linux in safety critical application, on which the argument is 
entirely dependent as demonstrable evidence for reliable safe operation [38]. 
Secondly, as the argumentation demands a single particular software that has been 
released and in operation to be monitored, hence, any changes due to bug fixes or due 
to the introduction of newer versions of the software by the community would have a 
major impact on the approach and would require the recollection of the field data. This 
would be time-consuming and very unfeasible for an open source development like 
GNU/Linux. 
To summarize, although GNU/Linux is widely used in different applications, the proven 
in use argument is not sufficient to qualify its reuse for safety-critical applications, 
where the software has to provide more assurances for its suitability. This can be done 
through applying the qualification procedures defined by Clause 12 of ISO 26262-8. 
Qualification requirements are to be discussed in the following subchapter. 
 
 Requirements for Software Qualification  
After reviewing the infeasibility of the "Proven-in-Use" approach for open source 
software development, Clause 12 of ISO 26262-8 specifies certain requirements for 
the qualification of software components that could serve as evidence for the suitability 
of the reused software. Clause 12 addresses software components intended for reuse, 
which are either provided from third-party suppliers as Commercial Off-The-Shelf 
(COTS) software or in-house developed software components that were not developed 
according to ISO 26262 [4] (8-12.2). Since the aim is to evaluate GNU/Linux without 
introducing modification for the previously mentioned reasons, GNU/Linux could then 
be treated as a COTS in this context -where it is delivered by the community as third-
party suppliers. This opens the possibility of evaluating the suitability of GNU/Linux by 
applying the software qualification requirements defined by ISO 26262.  
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For the qualification of software components, Clause 12 of ISO 26262-8 defines the 
following requirements that should be complied with as qualification procedures: 
1. The specification of the software component shall be available from an external 
source, which should include: 
a. Software requirements specifying functional requirements, response 
time, resource usage and runtime environment  
b. Behavioral specification of the software component in case of failure and 
in an overload situation  
c. Description of the software component configuration, interface and 
integration 
d. The dependencies with other software components 
e. The reactions of the functions under anomalous operating conditions    
2. Evidence that the software component complies with its requirements through 
which verification procedures in accordance with Clause 9 of ISO 26262-6 shall 
include: 
a. Requirement coverage for applications lower than ASIL D level that is 
primarily based on requirements-based testing (8-12.4.3.2) 
b. Requirement coverage and structural coverage for applications of ASIL 
D level to evaluate the completeness of test cases and to assure 
unintended functionality (8-12.4.3.3) 
3. Evidence that the software component is suitable for its intended use through 
verification of the qualification results and its compliance with the requirements 
of the intended use of this software component  
4. Evidence that the software development process for the component is based 
on an appropriate national or international standard 
 
The above are the literal requirements defined by clause 12 of ISO 26262-8 for the 
qualification of the software and before describing the methodology aiming to fulfill 
these requirements for GNU/Linux, it’s worth mentioning that the following proposal is 
not a declaration that GNU/Linux can fit in all cases with no restrictions for safety-
critical applications. However, it is rather an argumentative justification for managing 
GNU/Linux in the context of ISO 26262 - as is the case with managing any safety 
component. Further limitations and restrictions for the usage of GNU/Linux are 
discussed separately in the subchapter 4.4. 
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 Tailoring the Qualification Requirements for GNU/Linux  
ISO 26262 does not explicitly address the reuse of open source software development 
(OSS), hence -and as noted by ISO 26262 (8-12.4.1), some reverse thinking and re-
engineering activities can be carried out during the qualification procedures for the 
reuse of preexisting software. The following described methodology aims at providing 
a tailoring scheme to have the previously mentioned requirements matched for 
GNU/Linux.  
As it is mentioned in the previous subchapter, the very first requirement for the 
qualification of a software -as defined by Clause 12, demands the availability of the 
software specification delivered for the reused software. The specification of the 
reused software component should address the specification of the software 
requirements that constitute the application-dependent software requirements defined 
by the developer describing the functional requirements, response time, resource 
usage and the runtime environment. These specifications can be delivered based on 
the application requirements that are identified during the development process of the 
system design.  
On the other hand, the behavioral specification of the software component in case of 
failure and in an overload situation, its reactions under anomalous operating 
conditions, and the description of its interface, represent the main challenges for a safe 
use of GNU/Linux or any open source software development in general. That's simply 
because for open source software development, the community doesn't necessarily 
include the behavioral specification of the software in the documentation of the 
developed software. Moreover, the specification should also include the description of 
the configuration of each software unit in the case that the software component 
contains more than one software unit. This, however, might not be easily attained for 
GNU/Linux, where the configuration description of each software unit is not provided 
by the community.  
For the previously mentioned challenges, GNU/Linux would be treated as a black box 
software component without knowing its behavioral specification and software unit 
configuration description. This was also argued in [34], that it would suffice as long as 
the black-box behavioral specification of the COTS component provides all the 
important or relevant externally visible behavior to prove that the hazard behavior of 
the component is not present, or of significantly low resemblance to the overall safety 
of the system. 
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The following proposed methodology to have the specification of GNU/Linux available 
has been adopted from similar work done by the OSADL group [36], who aim at the 
certification of the base components of an embedded GNU/Linux RTOS. Also, similar 
work has been conducted by Siemens aiming at providing a validation process for the 
verification of Linux for a train project [49]. The methodology carries out the following 
steps: 
1. Treat GNU/Linux as a black-box 
2. Make use of its compliance with other standards like POSIX 
3. Run already available test cases like POSIX test suite 
4. Analyze the results and its relevance to the specifications intended 
5. Identify missing gaps of un-covered specifications 
6. Create or extend test cases to have missing specifications identified 
In order to have the methodology tailored to the original intention of the application 
requirement as specified by AUTOSAR [18], the core idea is to make use of GNU/Linux 
being compliant to the POSIX application programming interface standard. The POSIX 
standard, notably IEEE Std 1003.1, is a series of standardization defined by the IEEE 
committee in collaboration with the Open Group [51], which specifically describes the 
operational environment of real-time and embedded operating systems. The standard 
aims at allowing portability between different operating systems, through specifying 
common definitions about processes and thread management, basic inter-process 
communication (IPC), and signal and interrupt handlers [12]. These definitions can be 
used as the specification of the software when the software provides evidence for 
compliance to these definitions. Evidence of compliance can be granted through 
running already available test cases created by the community such as the POSIX test 
suite, through which the results of the tests can assure that the software actually meets 
the claimed specification defined by the standard. The results should then be analyzed 
to assess its relevance to the intended required specifications. At the end, the required 
specifications that are not covered by the test suite should be identified and 
accordingly, further test suites should be created to cover all the required specifications 
as defined by ISO 26262 for the qualification of software.  
To have a better insight about the carried out procedure, the following example is given 
about the priority scheduling mechanism of all POSIX 1003.1 claimed compliant 
operating systems. As specified by the standard, the FIFO (first in/ first out) scheduling 
policy of the operating system controls the execution priority of each process. Through 
the function sched_setparam(), the priority of the process specified in the function call 
is modified to the priority specified by the parameter argument [52]. In order to get  this 
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verified, the Open Group's Real-time Test Suite, known as VSRT [53], offers a test 
case that tests if the SCHED_FIFO scheduling algorithm is functioning as specified in 
regards to timing and the ordering of scheduled processes. The results simply state 
whether the test has been passed or failed. If the test passes, the SCHED_FIFO 
scheduling policy could then be used to describe the scheduling policy of processes in 
GNU/Linux, hence specified accordingly. If the test fails then the SCHED_FIFO 
scheduling policy is not supported by GNU/Linux, hence further tests should be 
executed on the same basis or even generated when not provided, in order to have 
the scheduling policy of GNU/Linux tested and hence possibly specified.  
Thus, the question here is what can be obtained from the specification of the standard 
that can also be matched to the requirements of ISO 26262. Also whether the operating 
system is actually fully compliant to these very exact specifications -considering the 
GNU/Linux is not completely a POSIX-compliant operating system- is yet another 
question. Such limitations and gaps of this approach are to be discussed later in the 
next subchapter, but first, let's determine what are the specification requirements 
defined by ISO 26262 that could be covered by the POSIX standard and their 
corresponding test suites.  
To have this well illustrated, the following table describes the ISO 26262 specification 
requirements on the left side as defined by Clause 12, the possible methodology to 
have the requirement matched and the corresponding verification procedure: 
Specification Requirements 
of the software component 
(8-12.4.3.1) 
Matching Methodology  Verification procedure 
1. Requirements of the software 
component  
POSIX definitions 
 POSIX Real-time Test 
Suite Extension (VSRT) as 
part of the Unit-Test 
procedures 
2. Behavior specification in case of 
failure or an overload situation  
POSIX definitions 
 Open POSIX stress test as 
part of the Unit-Test 
procedures suite 
3. Description of the configuration  
Black-Box approach  
4. Description of the interfaces 
POSIX definitions 
 POSIX Threads Test Suite 
(VSTH) 
 Open POSIX functional 
test suite  
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5. The reactions of the functions 
under anomalous operating 
conditions  
POSIX definitions 
 Linux Test Project (LTP) 
 Further investigation 
required 
6. Description of the software 
component integration  
Application dependent 
 Integration Test 
Procedures 
7. The dependencies with other 
software components 
Application dependent 
 Integration Test 
Procedures 
8. Description of known anomalies 
with corresponding work-around 
measures 
Linux Community  
 Bug-reports defining 
required restrictions 
Table 2: Matching the specification requirements defined by ISO 26262 to fit GNU/Linux  
 
As described in the previous table, the software requirements of the reused software 
component address the application-dependent software requirements like for example 
functional requirements’ response time, resource usage and runtime environment, 
which are application-specific requirements defined by the developer specifying the 
intended functionality of the software. These specifications are identified during the 
development process of the system design, like for example that the response time of 
certain tasks should not exceed 40ms to meet the set period of 50ms. That can be 
tested and verified through adopted tests from already existing open source test cases 
like POSIX Real-time Test Suite Extension (VSRT), through which real-time signals, 
asynchronous input and output, memory locking, and priority scheduling can be 
verified to match the intended functionality. And in the case of a specific software 
requirement that was not covered by the already existing test cases, further test cases 
have to be generated to have all the software requirements verified.  
Likewise could be done for the behavior specification in case of failure or an overload 
situation, where the Open POSIX stress test suite [54] can be applied, which creates 
a stress situation for the software by using large numbers of system objects, or large 
amounts of data, or by putting the software under external conditions such as low 
memory or high CPU utilization that can verify the suitability of the software for its 
intended use.  
Similarly, the interface description of the GNU/Linux can be obtained through its 
compliance to the POSIX standard that defines processes and thread management, 
basic inter-process communication (IPC), and signal and interrupt handlers, which 
again can be verified by running the POSIX Threads Test Suite (VSTH) [55] and Open 
POSIX functional test suite [54].  Furthermore, to identify the reactions of the functions 
of the software under anomalous operating conditions, test cases offered by the Linux 
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Test Project (LTP)  [56] can be applied; which are specifically designed to improve and 
validate the reliability, robustness, and stability of the Linux kernel. The results of the 
previously run test cases have to be documented, and traceability reports have to be 
generated as part of the software unit testing verification procedures in accordance 
with Clause 9 of ISO 26262-6 to track the fulfillment of the functional requirements and 
the safety requirements of the software on the software unit level.  
Following the V-model development process -and in order to complete the matching of 
the specification requirements as mentioned in the table as defined by ISO 26262 
(12.4.3.1), the software component integration description can be derived from the 
work product of the software architectural design documentation, which can be verified 
by carrying out software integration test procedures in accordance with Clause 10 of 
ISO 26262-6. Similarly, since the dependencies of the software with other software 
components specifications are also application-dependent specifications that are 
documented during the software architectural design process depending on the 
intended application, one can have them available and verified through the software 
integration test procedures to demonstrate the realization of the software 
dependencies forming the specified software architectural design.  
This being said -and being on this level of the V-model having the integration tests 
procedures discussed to verify the realization of the software dependencies of different 
software components, it is important as well to assure a safe interaction between 
different software components. While it is assumed that ASIL B is the highest possible 
integrity level an application can achieve; this is due to the restrictions enforced on the 
hardware of not being capable of delivering the required high-integrity processing 
capacity [1]. It is also very hard to develop the entire software stack to this high integrity 
level due to the high complexity and extreme development efforts, which consequently 
only necessitates the implementation of software partitioning mechanisms. This 
creates a mixed criticality system with different safety integrity levels assigned to 
different software components. Hence, safe coexistence between software 
components of different safety integrity levels has to be achieved. This safe 
coexistence can be achieved through achieving freedom from interference (see ISO 
26262-6 Annex D) by applying further safety measures to avoid or control the 
occurrence of systematic failures affecting the safety-related software. These 
measures implement safety mechanisms that detect or avoid interference to achieve 
a fault-tolerant system. The implementation of safety mechanisms is to be discussed 
thoroughly in the implementation chapter, where fault tolerance techniques are 
demonstrated using a realistic use case that goes beyond a simple Hello World 
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application to achieve freedom from interference. These safety mechanisms are again 
to be verified during the verification procedures of the software safety requirements in 
accordance with Clause 10 of ISO 26262-6. 
Finally, all this can’t be complete without the involvement of the community in creating 
bug reports to help in identifying known anomalies and describing work-around 
methods for the improvement of Linux through some sort of a common platform that 
holds the open source philosophy. However, things are not as easy as they sound, 
where some drawbacks of this methodology are worth mentioning and are to be 
discussed in the next subchapter along with further limitations. 
 
 Limitations  
Even though the methodology described previously is far too general to make any 
claims that any OSS or specifically GNU/Linux is suitable for safety-critical 
applications, yet sufficient evidence can be generated to appropriate its usage. 
Although the generation of these evidence represents the main challenge, considering 
the time and the complexity of the task of having the specification of GNU/Linux 
documented, further limitations (drawbacks) should be considered as follows: 
(1) Since not all the functionalities of GNU/Linux can be driven or referred to 
through the POSIX standard, knowing that GNU/Linux is not a fully POSIX 
compliant operating system, which requires work around measures to have 
these functionalities specified and verified. These measures have to include 
identifying each functionality used by the operating system that could be 
driven through the POSIX standard and having it tested and verified by its 
corresponding available test case. Moreover, and in case of unused 
functionalities that were not verified, they should be deactivated by 
benefiting of the kernel monolithic nature [32], to decrease the verification 
efforts.  This will also require a deeper knowledge about the internal 
structure of the software regarding how threads communicate and interact; 
so as not to affect the intended functionality of the operating system, 
resulting again in a very complex and exhaustive task.  
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(2) Also the coverage of the available test cases needs further investigation, 
where for example not all of the mentioned test suites are complete (thorough) 
like the Open POSIX stress test suite for example. Adding to this, not all test 
cases are directly traceable to the specification of the GNU/Linux behavior - 
meaning that extended test cases have to be generated to have all the intended 
specifications of GNU/Linux identified and verified. 
(3) Moreover, having the specification of the software defined through the 
results of the run test cases, raises the question about how these specifications 
should be documented and what quality standards they should meet in order to 
have a reliable mapping of the results to the intended specifications.  
(4) Nevertheless, assuming that all the used functionalities of GNU/Linux have 
been successfully specified - the verification procedures performed are only 
valid for an unchanged implementation of the software component, meaning 
that the results of the qualification procedures carried out are only creditable to 
a definite specific version of GNU/Linux. In case of the introduction of newer 
versions of the software by the community, verification procedures have to be 
repeated to provide adequate evidence for successful qualification. 
Conclusively, a generic qualification procedure should be found for open source 
software development, where only small adaptable efforts to be required to have 
the qualification procedures valid in case of the introduction of newer version of 
the software to assure its successful reuse. 
 
 
Figure 14: Linux Component Architecture 
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A possible approach to have these limitations loosened could be carrying a Functional 
Failure Analysis (FFA) for the operating system based on the failure characteristics of 
each application that relies on these functions. This would still require determining a 
set of functions that the operating system must provide if an application is to provide 
the intended functionality, to identify the specific failure points in order to undertake 
further safety measure to achieve the required safe state [41]. However, this brings us 
back to fully understanding the internal structure of the software and its kernel function 
calls, which overrules the black-box approach stated earlier.  
Another main limitation regarding the usage of GNU/Linux in safety-critical 
applications, which was mentioned earlier, is the Linux monolithic kernel architecture 
as shown in Figure 14, where the device driver along with other kernel modules are 
integrated and executed by the kernel in the same address space. Device drivers could 
corrupt the memory when writing data from kernel space to user space [32]. Hence, 
they have to provide some sort of assurances regarding their integrity, being a core 
component of the operating system. This would require the device driver module to 
inherit the ASIL of the neighboring modules - of which it cannot achieve. This is in 
contrast to so called micro kernels operating system like QNX for example, where 
kernel services are separated and located in different layers of the micro kernel 
architecture [3]. Hence, device drivers, in this case, do not necessarily need to provide 
this high level of integrity.  
Finally, further evidence have to be provided for anomalous operating conditions in 
case of system failure rather than just function calls failure, where the software must 
undergo further monitoring to detect kernel crashes, memory leaks and driver 
misbehavior. Possible approaches for these described constrained are to be presented 
in the discussion chapter.  
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5 Implementation  
The aim of this chapter is the realization of software safety mechanism in Linux in order 
to provide control over the operating system resources access –specifically 
computation time and memory usage- between different criticality systems in order to 
achieve Freedom from Interference.  For this, the AUTOSAR Adaptive Platform 
Demonstrator application is considered a safety-critical application with the intention to 
have its required resources protected from non-critical tasks.  
This chapter first describes the AUTOSAR Adaptive Platform Demonstrator 
application, including its software architecture, functional description and development 
environment -Yocto, and then illustrates the implemented software partitioning 
mechanism. 
 
 AUTOSAR Adaptive Platform Demonstrator 
The AUTOSAR Adaptive Platform Demonstrator is used for evaluating the AUTOSAR 
Adaptive Platform with a realistic use case, through which real applications can be 
illustrated and tested, allowing them to go beyond a simple Hello World application. As 
shown in the figure below, the demonstrator is composed of a Test Application being 
executed on a host system and an Adaptive Advanced Driving Assistant System 
(ADAS) Application running on top of the Adaptive AUTOSAR BSW –all implemented 
on the MinnowBoard Turbot (section 5.1.5) hardware platform. The Adaptive ADAS 
Application is demonstrated by an ''Emergency Brake System'', which produces a 
realistic workload for the hardware and software platforms in terms of how it makes 
use of computation, memory, and communication resources [57]. The sensors and the 
actuators of the application are simulated by the Test Application respectively as a 
video stream input recorded by a mono camera and a brake signal as a visualized 
output for the actuator. The Test Application is developed by ITK to provide a graphical 
front end user interface for the AUTOSAR Adaptive Platform Demonstrator.
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Figure 15: Adaptive Platform Demonstrator System Overview 
 
 System Functional Description 
This basic ADAS application implements a vehicle detection and emergency breaking 
function based on the detected objects. The speed and position of every vehicle are 
calculated based on estimated future positions. The input of a single camera is used 
to detect vehicles and calculate their speed and position over time, and accordingly 
the current speed is used to set the threshold for the emergency brake. The system 
assumes that perfect odometery data is available from the vehicle, where once an 
emergency brake is triggered, and the application initiates a full break until it stops 
completely. 
 
 Software Component Description 
The demonstrated ''Emergency Braking System'' consists of four components that are 
integrated on top of the Adaptive AUTOSAR BSW running on the MinnowBoard Turbot 
board. Each component runs its own application process concurrently following a 
pipeline processing pattern, where the output of each component is processed as the 
input for the next one. Yet, the final output is generated every time slot as each 
component work on the data in a different stage.  
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5.1.2.1 Video Adapter 
The Video Adapter establishes the connection with the test application through a 
TCP/IP Ethernet based connection. It receives the video frames after a successful 
subscription and hands them over to the next components through SOME/IP as raw 
data.  
5.1.2.2 Pre-Processing 
The Pre-Processing component realizes the Image Processing and Feature Detection 
functionality by detecting the edges in the image through the Harris-Stephens 
algorithm. It then sends the detected edges to the Computer Vision component to 
identify the point of interest. 
5.1.2.3 Computer Vision 
The Computer Vision component is responsible for the vehicle detection by calculating 
its position and time until collision based on saved position data from the older frames 
and an approximated trajectory. It then sends the trajectories and the calculated time 
until collision time for every detected vehicle to the EBA. 
5.1.2.4 EBA  
The EBA component evaluates the threats of the detected vehicles/objects based on 
simple decision tree system (e.g. in front, too close ...). If the hypothesis evaluation 
requires a brake, it will emit an emergency brake signal that is sent and presented by 
the test application.  
5.1.2.5 Test application 
The Test Application component simulates the sensor and the actuator nodes, through 
a front end user interface by establishing a connection with the Video Adapter and the 
EBA component. The Test Application is running on a Linux host pc, through which the 
connection with the MinnowBoard is established over TCP/IP. The video streams are 
sent to the Video Adapter and the brake signal is received from the EBA component 
through SOME/IP, as shown in Figure 15. Additionally, it displays the status of the 
“brake signal”, the current speed of the vehicle and the frames being sent to the Video 
Adapter, as shown below in Figure 16. 
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Figure 16: APD Test Application 
 
 System Dynamic Behavior 
As it was discussed in chapter 2, the communication of the adaptive platform is based 
on a Service Oriented Architecture (SOA) approach, where the communication 
between components are established over the SOME/IP protocol. This allows the 
initiation of communication paths during start-up and run-time supporting the adaptive 
methodology of the platform. Similarly, the software components of the ADAS 
application communicate together over SOME/IP. The communication paths (between 
the components) are established after each component successfully subscribes for its 
required service through specific Service IDs. A cyclic timer triggers the process of 
each function fetching for their required services every 50ms, where at the same time 
they provide their services to other components every 50ms to be subscribed for. This 
makes the exchange of data between all components happen on an event-base of 
50ms and helps in the achievement of the concurrency described earlier. In case that 
a function, like the computer vision, requires more time for the processing of data, work 
is divided on two threads with the aim to have data available every 50ms when the 
event is triggered by the cycle timer.  
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 System Environment 
The Adaptive AUTOSAR BSW –on top of which the application is running, is an 
embedded Linux image generated by the Yocto Project Development Environment 
[58]. The Yocto Project is an open source project which provides interoperable tools, 
metadata, and processes that allow creating a rapid customized Linux-based operating 
system. The project is a joint effort with OpenEmbedded, who provide the build system 
-“Poky” that constructs the created image. 
The Linux image is described using metadata, which consist of specific build 
configurations that comes in the form of config files (.conf), recipes (.bb) and classes 
(.bbclass). This metadata are organized in layers, and so-called meta-layers, which 
serve as the main input that tells the compiler what to do and how to do it. The build 
system, Bitbake, parses all the recipes, fetches all the needed sources from external 
repositories, configures the software, and compiles the sources to generate the Linux 
image. Recipes play a core element in this process, as they describe the whole image 
as smaller libraries that when put together form the whole image. 
 
 MinnowBoard Turbot 
The MinnowBoard Turbot [59] is used to run AUTOSAR Adaptive Platform 
Demonstrator application as its hardware platform. It is a compact and affordable open 
source development board with a 64-bit Intel Atom™ E38xx Series System-on-a-Chip 
(SoC), integrated Intel HD Graphics with Open Source hardware-accelerated drivers 
for Linux operating systems and 2 GB DDR3 RAM. It provides a wide range of 
capabilities despite its small size -including running desktop PC versions of operating 
systems such as Linux and Windows.  
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Figure 17: MinnowBoard Turbot [59] 
 
Moreover, the created Linux images can be executed through a bootable USB thumb 
drive or a microSD card which allows fast development and prototyping. As shown in 
Figure 15, the MinnowBoard Turbot is connected to the Host PC over TCP/IP, over 
which the video streams are received by the Video Adapter, processed by the 
application and the EBA component sends back the brake signal. 
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 Partitioning Mechanism Approach 
The generated image can be customized by creating and integrating recipes into the 
image build, as each recipe corresponds to a piece of software that forms the building 
blocks of the generated image. Some recipes are mandatory for the build system 
representing the core functionality of the operating system, while others satisfy 
particular requirements of the customized intended functionality.  
Accordingly, the intention lies on integrating the required features as recipes into the 
generated image. The kernel feature Control Groups [60], referred to as Cgroups, is 
integrated into the generated image with the aim to provide a mechanism for 
partitioning tasks by having them grouped in a hierarchal tree with specific configured 
behavior in relation to the CPU resources. Resources –such as CPU time, system 
memory, network bandwidth, or even the combinations of these resources- can be 
permitted or denied to a certain group of tasks as configured. Moreover, reconfiguring 
can take place dynamically during runtime, where even child processes inherit the 
attributes of their parents belonging to a certain group. For example, Cgroup1 could 
be allowed 20% of the CPU and 25% of the memory, while Cgroup2 is granted 30% of 
the CPU and only 5% of the memory, as shown below in Figure 18. Therefore, allowing 
the monitoring and controlling of the resources access (consumption) to specific 
groups depending on their needs and their criticality to the system safety perspective.  
 
Figure 18: Cgroups Controlled Resources [61] 
 
The memory subset allows dynamic memory allocation restrictions, where the static 
memory allocation is achieved by the Memory Management Unit (MMU) of GNU/Linux 
which already virtualizes the address space of each task. 
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The intention is to include the Cgroups in the generated image with the aim to 
implement the grouping approach on the Adaptive Platform Demonstrator application 
critical tasks in order to have their required resources protected. This would guarantee 
the coexistence of the Adaptive Platform Demonstrator application tasks along with 
non-safety-critical tasks that might risk the availability of the application's required 
resources. Hence, influence the intended functionality of the application and jeopardize 
the overall safety of the system. 
 
 Configuration of the Control Groups 
The Cgroup recipe is already existing and licensed by GPLv25, and available through 
Openembedded as ''cgroup-lite 1.1'' as part of its meta-virtualization layer [62]. 
Accordingly, the requirement here is to have the recipe integrated into the generated 
Linux-image. This is done by first building the required dependencies between the 
layers and cloning the right branch to which the recipe belongs.  This is then followed 
by informing Bitbake about the new dependencies in order to have a successful 
installation of the recipe. 
The Cgroup recipe is as follows: 
 
Figure 19: Cgroup-light Recipe [62] 
                                            
5 The GNU General Public License is a widely used free software license, which allows end users the 
freedom to run, study, share and modify the software. 
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And in order to have the image generated for the right target with the required recipes, 
some configurations have to be performed before starting the build process. This is 
done by:  
1) Including the required layers for the system build and update the metadata 
 
1 ###cloning the required dependencies and the latest poky version/morty 
2 $ cd ~/work/poky 
3 $ git checkout morty 
4 $ cd ~/work/meta-openembedded 
5 $ git checkout morty 
6 ###include the meta-virtualization layer 
7 $ cd ~/work 
8 $ git clone git://git.yoctoproject.org/meta-virtualization 
9 $ git clone git://github.com/errordeveloper/oe-meta-go.git 
10 $ git clone git://git.yoctoproject.org/meta-selinux 
11 $ cd ~/work/meta-virtualization 
12 $ git checkout morty 
13 $ cd ~/work/meta-selinux 
14 $ git checkout morty 
15 ###Update the meta-data via bbappend-files 
16 $ cd ~/work 
17 $ ./poky/scripts/yocto-layer create minnow-botch 
 
2) Editing the conf/bblayers.conf for Bitbake to build the right dependencies 
between the included layers:  
bitbake-layers add-layer ../yocto-layers/meta-ara; 
bitbake-layers add-layer ../yocto-layers/meta-st; 
bitbake-layers add-layer ../meta-openembedded/meta-multimedia; 
bitbake-layers add-layer ../meta-openembedded/meta-oe; 
bitbake-layers add-layer ../meta-intel; 
bitbake-layers add-layer ../meta-openembedded/meta-python; 
bitbake-layers add-layer ../meta-openembedded/meta-filesystems; 
bitbake-layers add-layer ../meta-openembedded/meta-networking; 
bitbake-layers add-layer ../meta-virtualization; 
bitbake-layers add-layer ../oe-meta-go; 
bitbake-layers add-layer ../meta-selinux; 
bitbake-layers add-layer ../meta-minnow-botch 
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3) Updating the conf/local.conf file to have the package installed along with the 
target platform 
MACHINE = "intel-corei7-64" 
PREFERRED_VERSION_gcc = "5.4%" 
GCCVERSION = "5.%" 
IMAGE_INSTALL_append = “cgroup-lite” 
BBFILE_PRIORITY_openembedded-layer = "4" 
4) Finally, preparing the build and starting the compile  
 
1 ###Prepare build 
2 $ cd ~/work 
3 $ source poky/oe- init-build-env buildMinnow 
4 ###Start the build process  
5 $ bitbake core-image-apd-ecu2-scenario2 
 
When the build is finished –which might take up to 2-3 hours depending on the laptop 
performance- the output file is found in the “tmp/deploy” folder, with the Cgroup feature 
installed and ready to be flashed on the target hardware running a customized 
embedded Linux image. Further features can be installed without the need to restart 
the build, as the build process is incremental; meaning that it recognizes the changes 
and doesn’t require the unchanged files to be rerun. In the same way, ''htop'' is installed 
by editing the conf/local.conf with IMAGE_INSTALL_append = “htop ", which is used 
later to have the system performance and its resource usage evaluated as part of the 
verification procedures.  
In the next subchapter, the activation of the Cgroup is presented with the aim of 
providing the software components of the Adaptive Platform Demonstrator and their 
safety-critical tasks with privileged access to the CPU resources, while wrapping other 
tasks that are considered non-critical ones in groups with limited or even no access to 
the CPU resources.   
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  Implementation of the Partitioning Mechanism  
The aim of this subchapter is to realize the Cgroup grouping mechanism to have the 
resources demanded by the Adaptive Platform Demonstrator available and protected 
from other non-safety-critical tasks that might consume the required resources by the 
application. Hence, resulting in the inability of the application to perform as specified, 
contributing in a failure and jeopardizing the safety of the overall system. The 
implementation of the grouping mechanism is focused on limiting the CPU time and 
the memory usage in bytes, as a software safety mechanism to manage a safe 
consumption of resources between safety and non-safety critical tasks.   
To have each implemented mechanism tested, a code was developed that simply 
creates a huge CPU load and consumes all available memory when executed, 
simulating a non-safety critical task that aims at possessing the available resources. 
However, before executing these tasks, the controlled CPU subsets needs to be 
mounted from the filesystem every time the system is booted. Thus, the following setup 
was prepared to have the subsets with the created groups ready as the system is 
started. 
 
 Setup of the Control Groups 
Before creating the groups and having tasks assigned to them, each CPU subset has 
to be mounted first to the root filesystem to which the groups are attached to form the 
hierarchy tree.  
The following code was developed to perform the mounting of the CPU and the 
memory subsets, after which groups can be created and attached. 
1 #! /bin/sh 
2 ###mounting CPU and Memory subsets to root 
3 mount -t tmpfs cgroup_root /sys/fs/cgroup 
4 mkdir /sys/fs/cgroup/cpu_time 
5 mount -t cgroup -o cpu cgroup /sys/fs/cgroup/cpu_time/ 
6 mkdir /sys/fs/cgroup/memory 
7 mount -t cgroup -o memory cgroup /sys/fs/cgroup/memory/ 
 
8 ###creating limitedgroup with 10% allowed CPU time 
9 mkdir /sys/fs/cgroup/cpu_time/limitedgroup 
10 echo 100 > /sys/fs/cgroup/cpu_time/limitedgroup/cpu.shares 
11 echo "A limitedgroup created with cpu.shares = $(head 
/sys/fs/cgroup/cpu_time/limitedgroup/cpu.shares)" 
 
12 ###creating unlimitedgroup with 100% allowed CPU time 
13 mkdir /sys/fs/cgroup/cpu_time/unlimitedgroup 
14 echo 1024 > /sys/fs/cgroup/cpu_time/unlimitedgroup/cpu.shares 
15 echo "An unlimitedgroup created with cpu.shares = $(head 
/sys/fs/cgroup/cpu_time/unlimitedgroup/cpu.shares)" 
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16 ###creating limitedmemory group with limited bytes of 50MB 
17 mkdir /sys/fs/cgroup/memory/limited_memory 
18 echo  
53886080>/sys/fs/cgroup/memory/limited_memory/memory.limit_in_bytes 
19 echo "A limitedmemory group created with memory.limit_in_bytes = $(head 
/sys/fs/cgroup/memory/limited_memory/memory.limit_in_bytes)" 
 
After the mounting of the CPU and memory subsets is prepared, two groups are 
created and attached to the CPU subset, with one group being the limited group with 
only 10% allowed CPU time by setting cpu.shares value to 100. While another group 
is created representing the privileged group, named the unlimited group, being granted 
100% of the CPU time when required by setting its cpu.shares value to 1024 (default 
value for 100% cpu.shares). The value of cpu.shares specifies a relative share of CPU 
time between different groups, where a task in the unlimited group with cpu.shares 
value set to 1024 would get 10 times CPU time allowance compared to a task in the 
limited group with cpu.shares value set to 100.  
The CPU subset schedules CPU access to tasks in Cgroups depending on their 
assigned value of the CPU parameters and the scheduling mechanism the operating 
system supports. The CPU subset allows the configuration of two schedulers, the 
Completely Fair Scheduler (CFS) and the Real-Time scheduler (RT). The CFS is a 
proportional share scheduler which divides the CPU time proportionately between the 
tasks of each group depending on the assigned share value of each group. On the 
other hand, the Real-Time scheduler provides a way to specify the amount of CPU 
time the real-time tasks can consume. However, and due to the MinnowBoard 
capabilities and its support packages offered by the Yocto Project, the generated 
image does not support the Real-Time scheduler.   
Accordingly, the configuration of the cpu.share attribute does not result in an accurate 
CPU time restrictions due to the CFS nature, where even if a group is allowed to use 
only 10% of the CPU time but there is a free unutilized CPU (idle) time, the restricted 
group can still borrow this CPU idle time. That’s because the CFS only restricts 
proportional usage through its attribute cpu.share. Moreover, the shares of CPU time 
are distributed per all CPU cores on multi-core systems, where even if a Cgroup is 
limited to less than 100% of CPU on a multi-core system, it may use 100% of each 
individual CPU core. Therefore, in order to avoid this and to have the mechanism 
verified, the implementation focused on creating as many tasks as possible to avoid 
any CPU idle time. This is more elaborated in the evaluation chapter along with further 
limitations for this implementation is presented in the discussion chapter.  
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On the same basis, a group was created in the memory subset named limited memory, 
where all tasks assigned to this group are to be restricted to only around 50 MB allowed 
memory usage through setting the value of memory.limit_in_bytes to 53886080 bytes. 
Thus, memory usage by a specific cgroup can be controlled as not to influence the 
memory usage of other tasks of higher criticality to the safety of the system.  
However, it's important to have this setup prepared every time the system is booted, 
in order to have the groups already pre-configured so that tasks can be assigned 
directly when initiated to their corresponding Cgroups. Hence, the previous script has 
been included in the /etc/cgconfig.d, as to have the script executed as the system 
boots. 
 
 CPU time 
After having the groups created and mounted to their respective subsets, the aim is to 
develop a code that can perform the grouping and the assignment of task dynamically 
depending on the user input. The idea is simple, the program first asks for the number 
of tasks to be created; noting that the more the created tasks, the more concurrence 
between tasks is established, fighting for the available resources. Although this is only 
used for demonstration, it yet helps in realizing the effectiveness of the grouping 
mechanism in protecting the demonstrator application tasks against other tasks that 
might risk the availability of the resources. The tasks created simply create a very high 
load on the CPU trying to consume all the available CPU computation time through the 
command ''yes > /dev/null &''. These tasks only intend to create a maximum stress for 
the CPU without a specific functionality, hence have been named dummy-tasks. When 
a dummy task is created, it utilizes 100% of the CPU computation time of a single core. 
Therefore, the aim is to create more tasks to establish more concurrence and to avoid 
any possible idle time for the CPU, resulting in a better evaluation of the implemented 
mechanism. As shown in the following example (in Figure 20 below), three groups 
have been created with cpu.shares set to 100, 512 and 1024, each containing a 
number of dummy tasks. The most restricted group, containing 4 tasks, are only able 
to use 10% of the CPU time, while the privileged group with cpu.shares set to 1024 
are granted almost 100% of the available CPU time; even though all tasks perform the 
same task.  
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Figure 20: Grouping of tasks based on their cpu.shares  
 
On the same basis, the code in Appendix A: CPU time restriction code was developed 
and is demonstrated by the data flow diagram in Figure 21. The program asks first 
about the N number of dummy-tasks to be created and then whether they should be 
assigned to the limited group or left running without being grouped. If Cgroups to be 
realized, the program fetches demonstrator PIDs and have the demonstrator tasks 
assigned to the unlimited group granting the application all the required CPU time. At 
the same time, the created N number of dummy-tasks are assigned to the limited group 
using their PIDs given only 10% allowed CPU time to consume.  If not to be grouped, 
the N number of dummy-tasks are created and are to be running along with the 
demonstrator application consuming all the available resources. In both cases, the 
user is notified by the current executed scenario, which allows the implemented 
grouping mechanism to be dynamically tested and verified depending on the user 
input. 
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Figure 21: Data-flow diagram for the CPU time restriction mechanism 
 
The results and the evaluation of the implemented mechanism are reviewed in the next 
chapter, where the Adaptive Platform Demonstrator tasks are closely examined by 
displaying their CPU time utilization. Moreover, further evaluation is performed to 
examine the influence of the implemented grouping mechanism on the correct 
execution time of the Adaptive Platform Demonstrator application. 
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 Memory Usage 
The memory control program is of no difference than the CPU time, where at the 
beginning of the program the user is asked about the creation of the non-critical tasks, 
which as well only intends to simulate the desire to use all the available memory 
affecting the safety-critical application. 
Similar to the dummy-task that stresses the CPU load, the eat-memory task allocates 
most of the available memory through the function eat-memory. That’s simply done by 
evaluating the value of a huge-sized array –whose index increases as the for-loop 
iterates, resulting in the allocation of approx. 550MB over the period of two minutes. 
Again, the aim here is to evaluate the implemented mechanism of restricting the 
amount of memory used by a simulated non-privileged task. Appendix B: Memory 
usage restriction code contains the code implemented. 
The data flow diagram in Figure 22 shows the code implemented, where the user is 
asked for executing the eat-memory task and if it should be assigned to the limited 
memory group. Accordingly, the eat-memory.sh is called with the right attributes 
depending on the user input. If the grouping mechanism to be realized, the program 
restricts the eat-memory script allocation to only 50 MB. If the user does not realize the 
grouping mechanism, the demonstrator application is left under the risk of not being 
capable of allocating the desired memory. Moreover, the program is capable of 
showing the amount of memory being currently located using memory.usage_in_bytes 
attribute, which allows the evaluation and the testing of the implemented mechanism. 
This has been utilized as a notification method to inform the user that the configured 
limits have been reached.  
Furthermore, the memory.max_usage_in_bytes can provide the developer with further 
monitoring capabilities showing the record of the maximum memory usage reached by 
all tasks. Although, this hasn't been used in the implementation –due to the fact that 
the demonstrator application doesn't use a lot of memory, it's believed to be very useful 
in applications with more data being exchanged. 
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Figure 22: Data-flow diagram for the memory allocation restriction mechanism 
 
The results of the implemented partitioning mechanism are discussed in the next 
chapter; examining their capability of protecting the required resources of the Adaptive 
Platform Demonstrator application for a correct functionality, despite its existence in a 
scarce resources environment. 
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6 Software Partitioning Results and 
Evaluation  
The aim of this chapter is to evaluate the implemented software partitioning 
mechanism for controlling the allowed CPU time and memory consumption for non-
safety-critical tasks. Hence, ensuring that the Adaptive Platform Demonstrator safety-
critical tasks are getting the resources required for a correct execution as specified. 
This is realized through the utilization of the kernel feature Cgroups that allows the 
grouping of tasks with specific configured behavior in relation to the CPU resources. In 
this chapter, the system resource usage is inspected with the aim to evaluate how the 
existence of the grouping mechanism contribute in the correct execution of the 
Adaptive Platform Demonstrator application. 
 CPU time 
As described in the previous chapter, the grouping of the CPU subset is constructed 
to allow only 10% CPU time for the limited group, while the unlimited group is granted 
all the required CPU time within the resource limits. To have the resource usage of all 
the tasks well demonstrated, the ‘‘htop’’ command is used which has been integrated 
as an additional feature while preparing the build system of the Linux image –by 
applying the same process when including Cgroups. The ‘‘htop’’ command is an 
improved version of the ‘‘top’’ command with further capabilities that allows the 
monitoring of each core separately and identifying which tasks it is executing. Hence 
giving more accurate results about the consumed CPU time by each task. Accordingly, 
three cases have been executed in the following conditions: 
 
1. The Adaptive Platform Demonstrator application running alone (no 
inference)  
The four software components (processes) of the demonstrator application are being 
executed alone by the OS with no possible interference from other tasks. As Figure 23 
shows, they are using around 27% of the complete CPU available time.  
(Note: the CPU has two cores each has a load of 24.5% and 31%, resulting in a total 
system load of around 27%). 
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Figure 23: The Adaptive Platform Demonstrator tasks running with no interference 
 
2. The Adaptive Platform Demonstrator application running along other 
tasks without partitioning (prone to interference) 
Fifteen dummy tasks were created to run along the demo application, which creates 
a full CPU load on the processor simulating an abnormal behavior. As the results 
below show, this has affected the normal CPU consumption of the Video Adapter 
and the Pre-Processing tasks when compared with their previous CPU 
consumption.  
 
Figure 24: The Adaptive Platform Demonstrator tasks running along other tasks under no protection 
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3. The Adaptive Platform Demonstrator application running along other 
tasks with partitioning   
Fifteen dummy tasks are now contained and allowed only 10 % of the CPU time, 
allowing the Video Adapter and the Pre-Processing tasks to consume the required 
computation time for a correct execution of the application. 
(Note: the performance meter is showing that tasks are using more than 10% as 
specified when the limited group was created, this is due to the nature of the CPU 
scheduler (CFS), where in the case of free available and unutilized CPU (idle) time, it 
is given to the other tasks, despite the restriction applied by the Cgroup) 
 
 
Figure 25: The Adaptive Platform Demonstrator tasks running along other tasks under protection 
 
 Kernel Shark  
Further investigation has been carried out to evaluate the influence of the implemented 
grouping mechanism on the execution time of the Adaptive Platform Demonstrator 
application. This was done through tracing the kernel scheduling mechanism to have 
a better insight about the correct execution of the application tasks in relation to their 
specifications. 'Ftrace’ (function tracer)  [42], is a tracing tool that traces the kernel and 
the user space functions and records the output in the filesystem directory under 
/sys/kernel/debug/tracing. However, reading the output in a text format that provides 
data in its small details, might make it hard seeing the bigger picture. Accordingly, 
Kernelshark [63] was developed to allow the user to read the data in a graphical 
representation through its GUI providing a bigger picture about how processes interact. 
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One important subdirectory contained is the 'events' directory, which contains 
representations of every task being scheduled by the processor. Accordingly, the EBA 
process was specifically traced in the following example, as being the last component 
sending the brake signal to the Test Application after all the computation has been 
successfully performed. The figures below show the scheduling events of the EBA 
processes as a single task of all the tasks being processed by CPU 0 and CPU 1. In 
the following scenarios, the EBA-329 can be used as a reference event that is always 
triggered every 50ms as it is specified by the specifications during the development of 
the software, regardless of the scenario being performed. (See Figure 26)  
The following shot is a record of the scheduled events on the CPU for the duration of 
approx. 2.5 seconds, describing the same previous scenarios as follows: 
 
1. The Adaptive Platform Demonstrator application running alone (no inference) 
While no interference, the EBA process is being scheduled every 50ms as it’s specified 
by its event trigger. 
 
 
Figure 26: EBA process scheduled every 50ms 
 
 6 Software Partitioning Results and Evaluation 
71 
 
2. The Adaptive Platform Demonstrator application running with interference 
without controlling mechanism 
The application is now running along 10 dummy tasks without the grouping mechanism 
being realized, meaning that the dummy tasks are not restricted to a certain CPU 
computation time.  As a result -and as shown in the graph, the EBA process is now 
triggered in an inconsistent manner, where it misses the cycle of 50ms and is not 
scheduled every 50ms as intended; compared to the EBA-329.  
 
 
Figure 27: EBA process scheduling cycle is influenced due to interference 
 
3.  The Adaptive Platform Demonstrator application running with interference 
with controlling mechanism 
The application is now running along 10 dummy tasks but with the controlling 
mechanism being active, meaning that the dummy tasks are now restricted to a certain 
CPU computation time of 10% as it was configured. As shown below, the EBA is now 
triggered every 50ms and doesn’t skip any cycles when compared to the reference.  
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Figure 28: EBA process scheduling cycle is protected from interference 
 
From this we conclude that when the application is running along with other (dummy-
tasks) tasks -which require high computation time, the application is highly influenced 
by them and it doesn’t fulfill its intended functionality. However, by applying the 
grouping mechanism through Cgroups, the application demands for resources are 
provided and it functions according to its specifications. The application processes 
always fulfill their cyclic time and no misses occur even if more dummy-tasks are 
executed. This is very crucial in safety-critical applications, where not only the correct 
value is critical, but also meeting the timing requirements is very critical.    
However, granting the required CPU time doesn’t alone guarantee a correct execution 
of safety-critical tasks, where for example the propagation of wrong calculations would 
certainly influence the correct execution of applications. Further drawbacks and 
limitations of the implemented mechanism is covered in the following subchapter.  
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 Memory Usage  
As the memory control program described, it aimed at restricting the memory usage of 
the ''non-critical'' tasks to protect the memory usage of the Adaptive Platform 
Demonstrator application. This was conveyed through a simulation of a memory leak 
scenario through the implemented program, where the user defines the amount of 
memory being allowed and whether the grouping should be performed. The ''non-
critical'' tasks were simulated through a simple program that requires the allocation of 
550MB over the period of two minutes. As the following scenario describes in Figure 
29, the program executes the eat-memory task without having them grouped in a 
restricted group, hence the demo tasks are now running with the risk of not being able 
to allocate the required memory. The eat-memory task is able to allocate a total of 
550MB which may result in the demonstrate application to function as intended. 
 
 
Figure 29: Memory is being allocated freely without restrictions  
 
On the other hand, when the eat-memory task is running under the restriction applied 
through the grouping mechanism, it’s allowed only to locate 53 MB then the user is 
notified about the reached limit, as shown in Figure 30.  
 
Figure 30: Memory is restricted with notifications when limits are reached 
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The memory usage restrictions are only implemented for demonstration purposes, 
since the demonstrator application requirements for memory resources is very low. 
Hence, no significant interference could actually risk the intended functionality of the 
demonstrator. However, it's believed to be very useful in applications with more data 
being exchanged through leveraging further attributes of the memory subset.    
 
 Limitations  
Limiting the memory usage and the CPU consumption for non-safety-critical tasks 
doesn’t alone guarantee a correct execution of the safety-critical application. A safety-
critical task can be granted the required resource, yet not given the highest priority, 
which might result in executing the non-safety-critical task first. A work around measure 
could be the use of the ''nice'' command, which offers the ability to change the priority 
of each task dynamically during runtime. This can be realized with the aim to assign 
low priorities to tasks of low criticality. Hence, guaranteeing the prioritization of the 
execution of safety-critical tasks over low criticality tasks. Accordingly, a priority-driven 
scheduler is necessary for safety-critical applications, through which priorities can be 
assigned to tasks depending on their criticality; guaranteeing that safety-critical tasks 
are executed with high priority compared to the non-critical ones. In fact, preemptive 
priority scheduling can provide further assurances, where even if the scheduler is 
executing a lower priority task, it gets preempted and the scheduler executes the higher 
priority task instead.  
However, these characteristics were not supported by the provided Completely Fair 
Scheduler (CFS), as it executes tasks in a proportional manner; dividing the CPU time 
proportionately between tasks. Although the CPU subset allows the possibility of 
having the shares of each cgroup controlled through setting the cpu.share attribute, it 
does not provide precise CPU time restrictions. As for example, a group can be allowed 
to only use 10% of the CPU time, yet there is a free unutilized CPU (idle) time, which 
the restricted group can still borrow. These characteristics of the CFS represent the 
main limitation for an implementation in a safety-critical environment. 
Another limitation is presented in the inability of the generated image to support real-
time scheduling. This is very crucial in safety-critical applications, where it is important 
to guarantee that certain tasks are not only provided with constant CPU time, as 
explained earlier, but also allowed fixed time slices. Real-time scheduling provides high 
deterministic behavior as a result of bounding the response time of tasks and predicting 
their timing behavior, hence fixed timing requirements can be guaranteed. Although 
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there exists the possibility to restrict real-time tasks through RT tunable attributes 
offered by the CPU subset, real-time capabilities are, however, not supported by the 
MinnowBoard hardware and its board support package offered by the Yocto Project. 
Moreover, the previously implemented approach only entitled a safe management of 
resources between different tasks while it assumed that all the calculations carried out 
by each task are correct. Referring to section 2.3.6, the implementation did not cover 
the third aspect of freedom from interference -as defined by ISO 26262, which 
addresses safe exchange of information in order to achieve. This however makes the 
implementation insufficient to guarantee a complete safe operation in safety-critical 
environments, where further provision have to be implemented to assure correct 
exchange of information between tasks. 
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7 Discussion  
During the course of this thesis, the aim was to evaluate the suitability of GNU/Linux 
as a potential operating system for the AUTOSAR Adaptive Platform in safety critical 
environments. The reuse of an already existing software based on an open-source 
development presented its possible benefits through the strong base community of 
GNU/Linux, which can provide valuable support for the automotive industry based on 
its wide usage in different fields. On the other hand, this introduced new challenges 
addressing the safety aspect of its implementation in safety-critical environments -as 
it is hard to guarantee that GNU/Linux has met the system development requirements, 
and further the safety requirements of the intended application. This is simply due to 
the fact that very few information is available about the behavior specification of 
GNU/Linux. The significance of the behavior specification of GNU/Linux has been 
further emphasized when applying the requirements defined by ISO 26262 for the 
qualification of software components. As a matter of fact, the software qualification 
requirements precisely demand the availability of the specification of the software 
component that is to be qualified. Yet -and as ISO 26262 does not explicitly address 
the reuse of open source software development (OSS), tailoring procedures for the 
qualification of GNU/Linux were required.  
In section 4.3, matching of the requirements defined by ISO 26262 in Clause 12 has 
been carried out with the intention of having the specification of GNU/Linux obtained 
through running extensive verification procedures leveraging the claimed compliance 
of Linux to the POSIX specification. Although the presented methodology was able to 
some extent to outline a procedure for the purpose of having the specification of 
GNU/Linux obtained, it showed significant limitations that should be considered for the 
use of GNU/Linux in safety-critical environments. (See Section 4.4)  
One of the main challenges presented is the introduction of newer versions of the 
software by the community -as the verification procedures are only valid for an 
unchanged implementation of the software component, meaning that the results of the 
qualification procedures carried out are only creditable to a definite specific version of 
GNU/Linux. However, considering the short release cycle of the open source software 
development nature, which follows the ''Release early, release often" approach - a 
generic qualification procedure should be found for open source software 
development. This would require only small adaptable efforts to have the qualification 
procedures valid in case of the introduction of newer versions of the software to assure 
its successful reuse. 
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A possible approach to have the limitations loosened could be carrying a Functional 
Failure Analysis (FFA) for the operating system based on the failure characteristics of 
each application that relies on a set of specific functions. This would require 
determining a set of functions that the operating system must provide, if an application 
is to provide the intended functionality, to identify the specific failure points in order to 
undertake further safety measures to achieve the required safe state. 
While the previously mentioned procedures aimed to assess the use of GNU/Linux 
regarding the system development process, the rest of the thesis aimed at 
implementing software safety mechanisms in Linux in order to control the resources 
access of the operating system between applications of different criticality. The 
implemented software partitioning mechanism sought to achieve Freedom from 
Interference between different criticality systems with regards to guaranteeing that 
safety-critical tasks have access to the required CPU resources –specifically the 
required computation time and memory usage- without being disturbed by other non-
safety critical tasks. 
The main advantage of the implemented software partitioning mechanism is the use of 
an already existing kernel features, which offered the isolation between different tasks 
depending on their criticality. This has been realized through the grouping mechanism 
provided by the kernel feature referred to as Cgroups, through which restrictions have 
been applied to allow the control and monitoring of the CPU resources between tasks 
of different criticality. In order to have this scenario well demonstrated, the AUTOSAR 
Adaptive Platform Demonstrator application has been considered as safety-critical 
application with the intention to have its required resources protected from simulated 
non-critical tasks that aimed at taking over all the available resources.  
The results discussed in chapter 6 have conveyed the efficiency of the implemented 
partitioning mechanism; where the grouping mechanism successfully protected the 
required resources of the safety-critical tasks, resulting in the intended execution of the 
application -even under very high load simulation by the non-critical tasks. On the other 
hand, when the safety-critical application was left without protection, the application 
experienced an inconsistent behavior with regards to its cyclic event triggers, which 
led to its non-compliance to the intended execution.  
However, the characteristics of the provided Completely Fair Scheduler (CFS) entitled 
significant constraints when seeking precise CPU time restrictions. Since tasks are 
executed in a proportional manner, the scheduler allows tasks to borrow free unutilized 
CPU (idle) time even when restricted. Moreover, the inability of the generated image 
to support real-time scheduling, where it is important in safety-critical applications to 
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not only guarantee that certain tasks are provided with constant CPU time but also 
allowed fixed time slices. This helps in creating a deterministic behavior for the system, 
resulting in a more dependable system.   
Finally, the implementation demonstrated the ability to avoid interference and to 
achieve a fault tolerant system concerning faults resulting from incorrect allocation of 
execution time and memory leaks. Furthermore, the approach presented is also 
appropriate for fail-operate systems like Autonomous Driving Systems, where a fail-
safe operation is not sufficient -as these systems require more robustness and 
availability, hence increasing the dependability of the system. 
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8 Conclusion 
To summarize the elapsed efforts in this thesis one cannot simply claim the absolute 
suitability of GNU/Linux for safety-critical environments, particularly after applying the 
requirements defined by ISO 26262. That is simply because ISO 26262 does not 
specify the means to achieve compliance with the defined requirements, more even it 
does not address the use of GNU/Linux. Hence, this makes the means by which these 
safety requirements can be achieved open for interpretation. Thereupon, an absolute 
statement about the suitability of GNU/Linux for safety-critical environments is hard to 
be achieved.  
However and according to the presented methodology, it is believed that there exists 
evidence which can be obtained that can outline further required safety measures to 
appropriate the usage of GNU/Linux. These measures can result from a preformed 
system hazard analysis based on the obtained black box behavior specification or by 
carrying out a functional failure analysis for the operating system based on the failure 
characteristics of each application that relies on a set of specific functions. In either 
case, the proposed methodology has demonstrated a verification procedure for the 
specification behavior of GNU/Linux as significant evidence to allow accomplishing 
both approaches.  
Further assurances can be achieved through the implementation of protection 
mechanisms to avoid and mitigate any possible hazardous behavior of the software. 
Notably, the implemented partitioning approach demonstrated avoidance of 
interference concerning faults resulting from incorrect allocation of execution time and 
memory leaks, which makes it appropriate for fail-operate systems contributing to a 
more robust and available system, hence increasing its dependability.  
All this being said, the monolithic kernel architecture of Linux represents a major 
drawback for having a fully protected system, as it is hard to present assurances 
regarding its device driver module while it is being executed by the kernel in the same 
address space along the kernel modules. As a result, operating systems with micro 
kernels such as QNX are deemed more appropriate on account of providing a higher 
level of integrity.
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Appendix  
Appendix A: CPU time restriction code 
#####################dummy-script.sh######################## 
1 #! /bin/sh 
2 Dummy_scriptPID=$$ 
3 echo "Dummy_scriptPID = $Dummy_scriptPID" 
4 while : 
5 do 
6     read -p "Enter Number of Dummy Tasks: " number_of_tasks 
7     if ! [[ "$number_of_tasks" =~ -?[0-9]+ ]] 
8     then 
9         echo "Sorry integers only" 
10     else 
11         read -p "Assign Dummy Task to a limited goup? Y/n" -n 1 -r 
12         echo    # (optional) move to a new line 
13         if [[ $REPLY =~ ^[Yy]$ ]] 
14         Then 
15             #Get the PIDs of the Demo 
16             /home/root/assign-demo-to-unlimited.sh 
17             dummy_pid[$number_of_tasks]=0 
18             for ((i=1; i<=$number_of_tasks; i++)) 
19             do 
20                 yes > /dev/null & 
21                 dummy_pid[i]=$! 
22                 echo "dummy_pid[$i]= ${dummy_pid[i]}" 
23           echo ${dummy_pid[$i]}> 
 /sys/fs/cgroup/cpu_time/limitedgroup/tasks 
24             done              
25             echo "PIDs assigned to limitedgroup =" 
            $(cat /sys/fs/cgroup/cpu_time/limitedgroup/tasks) | tr '\n' 
26             echo "Demo is protected, dummy tasks are limited" 
27             break 
28         else 
29             dummy_pid[$number_of_tasks]=0 
30             for ((i=1; i<=$number_of_tasks; i++)) 
31             do 
32                yes > /dev/null & 
33                dummy_pid[i]=$! 
34                echo "dummy_pid[$i]= ${dummy_pid[i]}" 
35             done 
36             echo "Demo is now running along Dummy without grouping" 
37         break 
38         fi 
39      fi 
40 done 
 
#####################assign-demo-to-unlimited.sh######################## 
1 #! /bin/sh  
2 echo "...getting_demo_PIDs..." 
3 sleep 2 
4 preprocessing_process_id=`pidof PreProcessing` 
5 echo "preprocessing_process_id = $preprocessing_process_id" 
6 echo $preprocessing_process_id > 
/sys/fs/cgroup/cpu_time/unlimitedgroup/tasks 
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7 videoadapter_process_id=`pidof Video_Adapter` 
8 echo "videoadapter_process_id = $videoadapter_process_id" 
9 echo $videoadapter_process_id > 
/sys/fs/cgroup/cpu_time/unlimitedgroup/tasks 
 
10 computervision_process_id=`pidof Computer_Vision` 
11 echo "computervision_process_id = $computervision_process_id" 
12 echo $computervision_process_id > 
/sys/fs/cgroup/cpu_time/unlimitedgroup/tasks 
 
13 eba_process_id=`pidof EBA` 
14 echo "eba_process_id = $eba_process_id" 
15 echo $eba_process_id > /sys/fs/cgroup/cpu_time/unlimitedgroup/tasks 
 
16 echo "Task IDs assigned to unlimitedgroup =" $(head 
/sys/fs/cgroup/cpu_time/unlimitedgroup/tasks) | tr '\n' 
  
Appendix  
87 
 
Appendix B: Memory usage restriction code 
#####################memory-script.sh######################## 
1 #! /bin/sh 
2 read -p "Run Eat Memory ? Y/n" -n 1 -r 
3 echo    # (optional) move to a new line 
4 if [[ $REPLY =~ ^[Yy]$ ]] 
5 then 
6     read -p "Assign Limited Group? Y/n" -n 1 -r 
7     echo    # (optional) move to a new line 
8     if [[ $REPLY =~ ^[Yy]$ ]] 
9     then 
10          /home/root/eat-memory.sh 0 > /dev/null & 
11          sleep 1 
12          echo "Demo memory is protected with group" 
13          echo "PIDs assigned to limitedmemory=" $(cat 
         /sys/fs/cgroup/memory/limited_memory/tasks) | tr '\n' 
14     else 
15         /home/root/eat-memory.sh 1 > /dev/null & 
16         echo "Demo is under stress running without groups" 
17     fi 
18 Fi 
 
######################eat-memory.sh####################################### 
1 #!/bin/sh                                                                  
2 Memory_ScriptPID=$$                                                                        
3 echo "Memory_Script_PID = $Memory_ScriptPID"                                                                                                            
4 reached_memory=0                                                                                                                                                                   
5 cntrl=$1                                                                                 
6 echo "passed argument= $cntrl"                                                                                                                                                       
7 case $cntrl in                                                                
8 *1) flag=1                                                                                 
9        allowed_memory=$(cat 
       /sys/fs/cgroup/memory/unlimited_memory/memory.limit_in_bytes) 
10        echo $Memory_ScriptPID > 
       /sys/fs/cgroup/memory/unlimited_memory/tasks            
11        echo "Demo memory is under stress running without groups";;         
12 *)flag=0                                                                                 
13        allowed_memory=$(cat 
       /sys/fs/cgroup/memory/limited_memory/memory.limit_in_bytes) 
14        echo $Memory_ScriptPID > 
       /sys/fs/cgroup/memory/limited_memory/tasks 
15        echo $Memory_ScriptPID > 
       /sys/fs/cgroup/cpu_time/limitedgroup/tasks 
16        echo "Memory Usage is controled";;                                
17 esac                                                                                                                            
18 function eatmemory {                                        
19 local i=0                                                   
20 echo "begin allocating memory...(550MB)"                          
21 for index in $(seq 1000); do                                      
22         if (($allowed_memory - $reached_memory > "500000")) 
23         then                                                      
24             value=$(seq -w -s '' $index $(($index + 100000))) 
25             eval array$index=$value 
26             updatereachedmemory                                        
27             showmemoryused                                             
28         else                   
29             echo                                                       
30             echo "Stopped"                                                             
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31             return 1                                                                   
32             break                                                                    
33         fi                                                                                 
34 done                           
35 }                                                                                        
36 function updatereachedmemory {                                                             
37 if (($flag == "1"))                                                                      
38 then                                                                                       
39      reached_memory=$(cat 
     /sys/fs/cgroup/memory/unlimited_memory/memory.usage_in_bytes) 
40 else                                                                                     
41      reached_memory=$(cat 
     /sys/fs/cgroup/memory/limited_memory/memory.usage_in_bytes) 
42 fi                                                                                                
43 }                                                                                                 
44 function showmemoryused {                                                                                                                                                   
45 echo -ne "Allocating ... $reached_memory  out of 550MB \r"                                                                                                                         
46 } 
47 if eatmemory $1; then echo "550 MB has been allocated"; else echo 
"Allowed memory is reached"; fi 
