Toduys Internet best-effort services introduce unuvoiduble uncertuinties in the dutu trunsfer deluy and creute the need for synchronizution mechunisms that preserve the temporul relutionship umong streums of distributed multimediu upplicutions. We present ulgorithms for streum synchronization thut are immune to moderute clock skew between sender and receivers und tuke into account the different time constraints of euch mediu. In our time model, we introduce the ideu of virtuul observer, which perceives the session us being in the sume room with U sender. We propose policies for deluy munugement und speciul consideration is given to the time the ulgorithms tuke to reuch steady state. We avoid the need for globully synchronized clocks for mediu synchronization by introducing the concept of user's multimedia presence, which defines U new munner for combining streams coming ?om multiple sites. Finally, we evuluute thisji-umework with truces collectedji-om the Internet.
Introduction
Multimedia equipment of today's computers and the Intemet services have made possible the development of multimedia applications and their use across continents. These applications include video, audio, and other types of components, such as tele-pointers, and shared tools. The principles of application level framing and integrated layer processing proposed [2] and transport protocols such as Real Time Protocol (RTP) [SI have driven modular designs where each media or logic component is delivered through an independent stream. Regardless of the transport layer employed, these streams have to be synchronously played out or rendered at receiving sites in order to perceive a consistent and truthful view of the scene and actions at the sender site. Stream synchronization can be subdivided into intra-stream synchronization and inter-stream synchronization. While the former refers to preserving temporal relationships of 
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Time model defines the time references used by synchronization algorithms and the terms involved in the synchronization conditions, which is the time condition that data units must satisfy. Normally it includes time references from the sender to the receiving machines. We extend it to include delays outside the reach of application, such as sound waive air propagation. Synchronization can be achieved by associating time to data units at senders and then preserving the same time relationship at the receiving sites, but with a delay to absorb unavoidable delay and jitter of the transmission path. At receivers, data units are buffered and played out after a fixed delay. Multimedia applications can use a fixed a-priori transfer delay bound when the underlying transport protocols provide it as quality of service, or they can measure the experienced delay on-line and adapt to it in order to reduce delay while maintaining stream synchronization within humans' perception. We propose a generic adaptive timestamp-based algorithm that can be tailored to meet synchronization constraints of each media. Inter-media synchronization imposes requirements that extend the scope of a single stream. We propose a different session view model that does not require synchronized clock for combining multiple streams.
The remainder of this paper is organized as follows. We present our synchronization model in Section 2. In Section 3 we relax the synchronization condition and propose delay management policies. Sections 4 and 5 present our intra-and inter-stream synchronization algorithms, and in Section 6 we illustrate their operation with Intemet traces. Finally, we discuss related works in Section 7 and give our conclusions in Section 8.
Synchronization model
Our synchronization model derives from our understanding of people's perception of the world. We are familiar with the patterns we have perceived since our childhood and any variation from them brings our attention and sometimes annoys us. For instance, we expect a relationship between what we hear and what we see when someone is speaking. Although this is a subjective matter, certainly a delay of a second between both is annoying. On the other hand, everyone is used to hear a thunder several seconds afier seeing the lightning and the delay between the two gives us an idea of how far the event was. Thus, we introduce the idea of a virtual observer placed in the scene to define the temporal relationship that should be preserved within and between different streams triggered by the same events.
Multimedia sessions combine scenes taking place in geographically distributed sites and for which we have to propose a model for the integration of participants' presence. One proposed model attempts to simulate a "face-to-face" encounter by synthesizing at each site a unique view for all session members (e.g. [3], [7] ). Hereafter, we refer to this model as global synchronization model. This is accomplished by equalizing all session participants' delays to the maximum delay observed among sites. Two advantages of this approach are that every receiving member has the same experience similar to that of being in a room with other receivers and that global ordering is guaranteed. Two drawbacks are the unavoidable worst case delay imposed on all receivers and the need of synchronized clock among session participants.
We propose another model for combining each participant's presence in a session. We refer to this model as differentiated synchronizution model, It attempts to meet all user synchronization expectations for the flows originated from or controlled by an end user regardless of time relationships among participants. We define the set of flows produced or controlled by a participant to be the multimedia presence of that member in the session. With differentiated synchronization, the level of interactivity measured in terms of end-to-end delay is improved for a given communication QoS. A drawback of differentiated synchronization, however, is the lack of global ordering, which could lead to unexpected race conditions. Our experience with the Internet indicates that this situation, although possible, is unlikely. An important advantage of our model is that it can be accomplished without relying on globally synchronized clocks.
Time and delay model and synchronization condition
We distinguish three time components in the end-toend media delay as depicted in Fig. 1 . We define ci to be the perception time; i.e. when the observer perceives the The synchronization delay, 4, is the only component of the end-to-end delay touched by synchronization algorithms in order to recover the temporal relationship within and across streams at playout time. Ensuring synchronization at equalization delivery time is not enough because the temporal relation might be destroyed during rendering. Unfortunately, there is no way to algorithmically determine the playout delay in the general case. As a result, we rely on playout delay estimates furnished by the application, perhaps from the user interface, so that synchronization can be accomplished at end user perception.
Based on the above time and delay model, we can now state the synchronization condition. We say that two concurrent or sequential events, i and j , are played out synchronously if and only if for two systems with fixed clock offset:
(1) While the two events belong to the same stream in intra-stream synchronization, they pertain to different streams in inter-stream synchronization. A stream is played out fully synchronized if (1) holds for any pair of events. In addition to synchronicity, total end-to-end delay and buffer space are other two important measures. The former impacts directly on the reachable level of interactivity, and the latter defines a performance index of algorithms. By making the end-to-end delay "big enough", it is possible to achieve synchronization for any pair of events at the price of buffer capacity. By reducing the buffering capacity, we reach a point where some packets arrive late and cannot be scheduled for playout while holding (1) with their predecessor events. An interesting property of equation (1) is that it does not depend on synchronized clocks. c, -c, = P, -P,
Relaxing the synchronization condition and synchronization policies
A number of adaptive algorithms that change the endto-end delay as network conditions vary have been proposed (e.g. [7] and [lo]). Obviously, this cannot be done without relaxing the synchronization condition stated of Section 2.1. Changes in the total delay in which multimedia streams are played out have different impact depending on the media. In teleconferences, audio is characterized by having periods of audio activity or talkspurts followed by periods of audio inactivity. Silence periods can be slightly shortened or prolonged with no major impact on the audio quality perceived by the end users. On the other hand, silence periods in music -if anyhave different semantic. Another important point is that audio sample playout is actually done by hardware, so applications cannot increase the rate at which packets are submitted to the audio device without increasing the device delay latency.
Compared to audio stream, video streams present different playout semantic. The end-to-end delay can be adjusted by inserting artificial gaps or reducing interframe playout time anywhere. Packet discards can also be used to reduce delay but since it might have side effect when the video compression technique creates interframes dependencies.
We consider three late packet policies to be chosen by developers. Lute Pucket Discard basically updates internal statistics and dumps the packet. Resynchronization is an increase in the virtual delay to make a packet meet the delivery time with minimum synchronization delay. Late Delivery just hands late packets for playing out with minimum synchronization delay regardless of any loss of synchronization they might cause. In addition to late packet disciplines, we propose two policies for virtual delay reduction. Early Delivery policy reduces the virtual delay in at most the time remaining for the oldest packet to be delivered. Pucket Discard removes packets from the queue and reschedules the remaining oldest in order to accommodate a given change in virtual delay. For enlarging virtual delays we propose Gup Insertion.
Adaptive algorithms for intra-stream synchronization
The main objective of the intra-stream synchronization algorithm is to play out each packet at a fixed virtual delay and, at the same time, to maintain the synchronization delay "reasonably" low. We aim for a delay such that the rate of late packets is around a given parameter. The total number of packets and the number of late packets are two monotonically increasing functions for which we estimate and compare their rate of change using a linear filter. Let L(n) be the accumulated number of late packets after a total of n arrivals. The proportion of late packets is the instantaneous rate of change l = a L / a n , which can be estimated by   1, =all_, + (1 -a)(L, -I,,-.*) , where -1 < a < 1 and Li -Li-1 equals 1 if packet i is late or 0 otherwise.
Hereafter we assume that the playout delay is constant (6,) for all data units pertaining to a stream, and that it only varies from media to media. Let the equalized delay, denoted by d, be the total delay between the virtual observer's perception and the recommended delivery times ( d = 6 , i +ti ). The actual delivery takes into account media semantics.
Basic synchronization algorithm
The basic synchronization algorithm gives good performance even in presence of clock skew and stabilizes in less than 5 seconds for normal audio streams. This requirement fulfills the need for short time to reach steady state in interactive applications. The objective of this algorithm is to compute an equalized delay for all packets such that a given percentage of packets arriving late.
Initial condition:
On Racket arrival to the svnchronization module: Rather than using fixed weights during the initial stabilization phase, we increase the weight of the history as it effectively conveys more information, as shown in Fig. 2 . The second phase is reached when the history weight reaches the values we have designed for the steady state; i.e. ci or p. During the first phase we use the packet delay mean and variation values, p+3o, as equalized delay estimate, and no feedback is employed because in such a short time (around 5 seconds) there is not enough data points to accurately compute the rate of late packets. Yet, we estimate I, during this phase in order to have a good initial condition for the second phase.
So far, we have left out the computations upon packet delivery. It has been stated what to do when a new packet arrives to the synchronization module and is buffered for later delivery; however nothing has been said on when the packet is taken out for playout. Differences in media semantics suggest that the equalized time computed by our algorithms so far can only be used as a reference, and the actual virtual delay can only be adjusted taking into consideration the semantic of each media.
Audio, video, and non-continuous media inter-stream synchronization
The options for reducing audio virtual delay are silence period reduction and packet discard. On the other hand, the insertion of additional time during silence periods is a simple mechanism for increasing virtual delay. Thus, detection of discontinuities in audio streams due to silence periods is crucial for delay adjustments. 
Fig. 3. Generic algorithm for packet delivery
Packet discard is the only option in face of no audio pauses; however, packet discard might be defeated by loss repair schemes that rebuild lost packets [ 5 ] . Thus, receivers must disable packet discard when using any repair mechanism or vice-versa. Fig. 3 is the generic algorithm we propose for packet delivery to the application or the player. For convenience, rather than computing virtual delay directly, the algorithm determines the Delivery Delay, which is the delay from the observer's perception time to the time the packet leaves the synchronization module. Depending on how far we are from the equalized delay defined as lug, the algorithm applies a policy for either reducing or increasing the delivery delay.
Unlike audio, multiple video packets may be necessary to carry a single frame. As a result, there might be sequences of adjacent video packets with the same timestamp reflecting that all of them belong to the same frame. Packets with same the timestamp should be played out simultaneously; nonetheless, they do not normally arrive together, and their arrival times might span hundreds of milliseconds when senders employ some kind of rate control scheme. We observe, though, that these video bursts correlate well with changes in scenes, that do not require as strict synchronization as lip synchronization. Thereby, we define a subsequence of video packets of order k to be the sequence of video packets that contains the first k fragments of any frame, and we use the order of the subsequence of video packets as a QoS parameter that controls the synchronization granularity.
We propose Late Delivery policy for late packet, and Early Delivery and Gap Insertion for downward and upward delay adjustments. These considerations leads to the on delivery section of the video intra-stream synchronization algorithm presented in Fig. 4 .
On delivering for olavout from svnchronization module: ci = equalizationQueue.oldestPacket().obse~erTimestamp(); targetDelay = equalizedDelay; deliveryDelay = targetDelay;
if ( rwt 0) sleep(rwt); retum(equalizationQueue.dequeueOldestPacket());
remaining waiting time */
Fig. 4. On delivering section of video synchronization algorithm
Even though there is no generic semantic for synchronization of non-continuous streams, we believe our framework still applies. The statistics can be collected and delay estimated with no or slight modifications to algorithm of Fig. 2 . Then, our generic algorithm for packet delivery of Fig. 3 can achieve synchronous packet delivery by tailoring it with delay adjustments and late packet policies according to the data units semantic.
In ter-stream synchronization algorithm
Inter-stream synchronization restores the temporal relationship among multiple related media streams. We assume that receiving sites can relate media timestamps and transform them to time values measured on a common clock of that sender. Inter-media synchronization is achieved then by rendering all streams with a common virtual delay. We define multimediu virtuul deluy to be the common delay used to render all packets regardless of their original media. Its value is the maximum virtual delay among the streams that compose a multimedia presence.
Initially, each synchronization module registers itself with the centralized. Every synchronization module posts its equalized delay and follows the multimedia virtual delay as target delay. The inter-media synchronization accuracy of this algorithm depends on how well each media can approach to the multimedia virtual delay. Fig.  5 lists in italic the extensions to the Generic Algorithm, shown in Fig. 3 , to achieve inter-stream synchronization. 
Stream synchronization results
The algorithms were evaluates using using traces collected fiom the Intemet using rtpdump version 1.12 [9] , which can be used to capture the header information of RTP packets. We collected the audio and video stream sent by NASA Headquarter at 8:30 PM (ODU time) on September 30 1999. We captured data during 600 seconds fiom 7 hops away. We developed a tool to translate the sender timestamp to a common time unit as expected by our algorithms, and to redefine local zero time to be such that the resulting arrival times are positive values in the order of the inter-arrival variations. As the new point for local zero time is arbitrary, absolute delays shown in our graphs do not convey significant information.
For audio stream synchronization we used the Equalized Delay computed with the algorithm shown in Fig. 2 , in conjunction with the audio intra-media synchronization algorithm of Section 4.2. Similarly, for video we used both algorithm of Fig. 2 -with a variant to extract the subsequence of order 2-and the video intramedia synchronization algorithm of Fig. 4 . The parameters we used were: a=0.996, p=0.998, ~= 0 . 5 , LatePacketRate=O.O 1, gapTimeouF20 s, and k -o r d e~2 . Fig. 6 shows that the Delivery Delay quickly reaches a delay for which most of the packets can be played out synchronously. Then, around 4.5 minutes, longer delayed packets make this value grow and remain high due to the lack of silence periods I .
. Video intra-media synchronization Fig. 7 illustrates the effect of sender rate control on synchronization buffering. In Late Delivery discipline, late packets are delivered immediately so the queue only depends on the packets arriving in time. Here video transmission rate control inserts an approximate 30-millisecond pause between fragments; as a result, fragments of order higher than 2 are likely to arrive late and, therefore are not buffered.
Inter-media synchronization inherit from intra-stream synchronization the capability for overcoming senderreceiver clock skew; however, it additionally requires that all incoming streams' timestamps are taken from no drifting clocks. We removed any skew between the media to be synchronized by using a slightly different timestamp clock frequency when converting timestamp to milliseconds.
As depicted in Fig. 8 , the larger sum of equalized delay and playout delay drives the synchronization. The audio trace lacks of silence periods, so its delivery delay adjusts towards the video stream delay only when the timeout goes off. After that, audio and video remain within 15-millisecond skew. 
Related work
Intra-stream synchronization has been addressed in a number of studies in the context of audio applications or video applications. Ramjee et al. [6] estimate the delay average, p, and deviation, CY, values and then set the delivery delay to be p+40. This scheme is also simple and automatically adapts to changes in the first-and second-order statistics of the delay; however, it works only for audio streams since the behavior of video fragments which have packet with same timestamp is not well captured. Moon et al. [4] collect data in a 10,000-packet sliding window, synthesize the delay probability density function, and set the delivery delay to a given percentile. Our scheme for determining the equalized delay basically tries the same goal with fewer resources. Xie et al. [IO] compute the probabilities for only three regions in the vicinity, w, of their estimated delivery delay, A. They count the packets arriving before A, between A and A+ w, and after A+w. Packets arriving in the last region are considered late and are discarded. Thus, the condition for changing A is based on the number of packets falling within each of these regions during a window of around 800 packets. For audio, all these studies propose delivery delay changes only during silence periods.
To the best of our knowledge, inter-stream synchronization has been tackled with synchronized clock only. While Escobar et al. [3] and Rothermel and Helbig [7] assume this condition pre-exists in the systems, Agarwal and Son [l] estimate the clock differences by means of probe messages.
Conclusions
In this paper, we developed a framework that includes a synchronization model for intra-and inter-stream synchronization for interactive applications over the Internet. The stream synchronization algorithms are immune to sender-receiver clock skew; nevertheless, inter-stream synchronization requires any skew between media be removed before synchronization. The model for intra-stream synchronization includes delays sometimes neglected though important for fine-grained synchronization. A number of delay management policies were introduced to adapt the queue delay at receiving sites and to deal with late packet arrivals. These policies were used to tailor a generic intra-stream synchronization algorithm for audio and video. Algorithms for other data streams such as for tele-pointer or shared tools can also be derived from it. A per-sender inter-stream synchronization approach was introduced -called differentiated synchronization model-that does not required globally synchronized clock yet preserves the essential temporal relationships one expects in multi-site multimedia applications. Finally the evaluation of the framework with real data collected from the Internet shows good adaptation to network delay variations and audio-video skew within audio inter-packet time.
