We propose several approaches to the numerical solution of a new Fredholm integro-differential equations modelling neural networks. A solution strategy based on expansions onto standard cardinal basis functions and collocation is presented. Comparative numerical experiments illustrate specific advantages and drawbacks of the different approaches and are used to motivate alternate strategies.
Introduction
We consider the initial-value problem for the integro-differential equation of convolution type o t hðx; tÞ ¼ f ðhðx; tÞ; tÞ þ l R 1
À1
Kðx À yÞo t hðy; tÞdy; hðx; 0Þ ¼ gðxÞ;
À1 6 x 6 1; t P 0, with a given smooth function f and an initial function g. Problem (1.1) is a continuous analog of a discrete model of transmission line in neural networks with ' _ h-synapses' during sustained bursting activity [7, 8] . The angle hðx; tÞ represents the phase of the signal at time t associated with a neuron located at the point x. The function f represents external inputs and potential effects.
The convolution integral accounts for either inhibitory (K < 0) or excitatory (K > 0) influence of neighboring neurons. In this work we only consider the latter case, i.e., the kernel K(s) is assumed to be a nonnegative integrable function defined on R, and normalized such that R 1
KðsÞds ¼ 1. We shall mainly be interested in the Gaussian kernel for some r > 0. These kernels have been widely considered in related applications, most recently in the modelling of the spread of diseases [12] . Note that as r ! 0 both kernels (1.2) and (1.3) tend to the Dirac function, in which case the problem (1.1) reduces to an ordinary differential equation o t hðx; tÞ ¼ f ðhðx; tÞ; tÞ 1 À l for each x 2 R. Thus l < 1 can be viewed as an excitatory parameter. Kernels of the form (1.2) are associated to bidirectional influence while those of the form (1.3) correspond to unidirectional connectivity. In both cases the influence is stronger between neurons that are close to each other. A forward Euler time discretization of (1.1) with a stepsize Dt yields 
is presented in Section 2. The resulting differential system involves a matrix representing the contribution of the integral term in (1.1). Piecewise linear, polynomial and rational pseudospectral approximations are investigated in Sections 3-5. In Section 6, the above approaches are applied to a specific example and their relative merits are compared. Finally, in Section 7 some concluding remarks are given and plans for future research briefly outlined. of the solution to (1.1), where f' j g 06j6n are Lagrange cardinal basis functions associated to a grid x 0 < Á Á Á < x n , which satisfy 
Pseudospectral approximation
' j ðx i Þ ¼ 1 if i ¼ j;
À1
Kðx i À yÞ' j ðyÞdy; 0 6 i; j 6 n: ð2:3Þ The matrix lA represents the spatial connection between the values hðx i ; tÞ. We make the following remarks.
• The problem (1.1) is translation invariant in the spatial direction x, i.e., if hðx; tÞ is a solution then h c ðx; tÞ hðx þ c; tÞ is also a solution with initial condition h c ðx; 0Þ ¼ gðx þ cÞ. This follows from the relations:
Kðx þ c À yÞo t hðy; tÞdy ¼ f ðh c ðx; tÞ; tÞ þ l
Kðx À yÞo t hðy þ c; tÞdy ¼ f ðh c ðx; tÞ; tÞ þ l
Kðx À yÞo t h c ðy; tÞdy:
This implies that the range of points x j used can be shifted to accommodate specific numerical requirements.
• Because of the infinite domain of integration the approximation (2.1) must be used in extrapolation mode, i.e., for values outside the interval ½x 0 ; x n . This places restrictions on the type of basis functions that can be considered in order to guarantee convergence of the integral in (1.1) as well as to avoid numerical difficulties associated with their behavior at x ¼ AE1.
In the next Sections 3-5 we will show how the choice of basis functions ' j affects the determination and characteristics of the matrix A.
Piecewise linear approximation
We consider here nodal basis functions ' j which are piecewise linear in ½x 0 ; x n and extended outside this interval as follows:
' 0 ðxÞ ¼ aðxÞ; À1 < x 6 x 0 ;
; x jÀ1 6 x 6 x j ;
0; ; x nÀ1 6 x 6 x n ;
bðxÞ; x n 6 x < þ1;
where a and b are polynomials such that aðx 0 Þ ¼ bðx n Þ ¼ 1. The basis functions ' j ; j ¼ 0; 1; . . . ; n, are graphed in Fig. 1 . These functions were also used in [9] , where the integral appearing in (1.1) was approximated by GaussHermite or Gauss-Laguerre quadrature rules for the kernel (1.2) or (1.3), respectively, and the resulting systems of differential equations were then integrated by the explicit Euler method. Stochastic approximations to the perturbed Fredholm Volterra integro-differential equations are investigated in [10] .
Exponential kernel (1.3)
For the kernel (1.3) the resulting coefficients a i;j from (2.3) can be evaluated explicitly. The matrix A is lower triangular. Interestingly, the matrix A does not depend on the function b(x). On the other hand the choice of a(x) is critical is obtaining coefficients a i;0 which are uniformly bounded as x 1 À x 0 ! 0. This is the case if a(x) = 1 (the definition of ' 0 then resembles that of ' j ; j ¼ 1; . . . ; n À 1, by introducing a fictitious point x À1 ¼ À1), but not otherwise (e.g., if a(x) is simply the linear extrapolation of ' 0 ðxÞ from the interval ½x 0 ; x 1 ), see Appendix A. The choice aðxÞ ¼ 1 ð¼ bðxÞ) also has the advantage that the matrix A is nonnegative and stochastic, since
The entries of A can be interpreted as connection probabilities between the discrete values hðx i ; tÞ. As a result the matrix I À lA from (2.4) is guaranteed to be nonsingular for l < 1 and any distribution of points x 0 ; x 1 ; . . . ; x n .
Gaussian kernel (1.2)
For the kernel (1.2) the coefficients a i;j must be evaluated numerically, e.g., using a m-point Hermite quadrature rule
where g H k and w H k represent the nodes and corresponding weights of the Gaussian quadrature rule, which can be computed using eigenvalue theory of tridiagonal matrices [4] . These values are listed in Table 1 in the case m = 8.
For larger values of m and jg k j the weights become very small. For large ji À jj the function ' j typically vanishes in a neighborhood of x i which includes all
. . . ; m, for lower values of m, so that a i;j ¼ 0. Therefore the matrix A is expected to have a banded structure. In general the precise sparsity pattern of A depends on m as well on the specific distribution of the points x i . However note that if x nÀi ¼ Àx i for i ¼ 0; 1; . . . ; n and bðxÞ ¼ aðÀxÞ then 
Because w H k P 0, P m k¼1 w H k ¼ 1, and the basis functions ' j are nonnegative the matrix A obtained by applying the quadrature is again nonnegative and stochastic, and can also be interpreted in terms of connection probabilities. The theory of (stochastic) nonnegative matrices [2] then implies that the system matrix I À lA is nonsingular for l < 1.
Polynomial approximation
To improve the accuracy of the approximation (2.1) we now assume that the trial functions ' j are standard Lagrange interpolating polynomials at the nodes x 0 ; x 1 ; . . . ; x n of degree n. The polynomial ' j can be written in barycentric form
for ' ¼ 0; 1; . . . ; n and x 6 ¼ x k , k ¼ 0; 1; . . . ; n, with
[5, p. 245]. A typical basis function ' j is graphed in Fig. 2 . It turns out that specific properties of Hermite polynomial make the determination of the matrix A simpler in the case of the kernel (1.2) than in the case of the kernel (1.3).
Gaussian kernel (1.2)
Let H j ðxÞ denote the Hermite polynomial of degree j, 0 6 j 6 n. Then 
shows that k = 1 is the only eigenvalue of A (with multiplicity n + 1), independently of the particular choice of x i 's. Therefore the system (2.4) is a regular ordinary differential system if and only if l 5 1. When l = 1 the mass matrix in (2.4) has a two-dimensional kernel and the system must be constrained with two conditions on the right-hand side. These conditions can be shown to constrain HðtÞ; 0 6 i 6 n, such that the interpolant to f ðHðtÞÞ remains of degree at most n À 2. The matrix A is computed by solving the (primal) system (4.2) using a variation of Björck and Pereyra's algorithm [3] described in [6, pp. 422 -423] at a cost of Oð3n 3 Þ operations (for general nodes x j 's and without counting divisions by 2; this is a slight gain over a direct factorization and forward/backward elimination assuming H is explicitly available). This algorithm produces good results despite the extreme ill-conditioning of H for any choice of points x j . Despite P n j¼0 a i;j ¼ 1 for i ¼ 0; 1; . . . ; n, the unboundedness of ' j , in particular for large jxj's, implies that a i;j can become unbounded as n increases. Indeed, for j ' n=2, ' j then exhibits large variations around y = x 0 (see Fig. 2 ), where e Àðx 0 ÀyÞ 2 is not small, so that ja 0;bn=2c j is expected to be large.
Exponential kernel (1.3)
The shifting formula (B.4) does not hold for Laguerre polynomials, but a similar formula can be determined numerically using a 5-point recurrence relation, see (D.3), and used to derive a system of the form
Ày L k ðyÞdy ðsee Appendix DÞ ¼ w 0;i ðx j Þ for 0 6 i; j 6 n, i.e.,
The matrices L and W are related by a unit lower triangular matrix S such that L = SW (see last remark at the end of Appendix D). This implies that W is nonsingular, and, as above, that A has unique (multiple) eigenvalue 1. Thus the system (2.4) is regular for l < 1. The cost of computing the matrix A is O To avoid large values of L i ðx j Þ for x j ( 0 (since all zeros of L i are positive for i > 0) it may be suitable to ''shift'' the interval ½x 0 ; x n to ½0; x n À x 0 , see the remarks at the end of Section 2.
Because the exponential kernel (1.3) has a fatter tail compared to the Gaussian kernel (1.2) the size of some of the off-diagonal coefficients of A grows even faster than in the case of the Gaussian kernel.
Evaluation of A via numerical quadrature
The coefficients of the matrix A can also be approximated using a numerical Gaussian quadrature rule such as (3.2). More specifically,
ð4:5Þ
The approximated matrix A can be evaluated in Oð9mn 2 Þ operations. For m % n=2 the quadrature rule becomes exact for the polynomials ' j of degree n. The resulting cost of O 9 2 n 3 À Á is higher than that of the method exposed above in the case of the kernel (1.2), but comparable in the case of the kernel (1.3) . In practice, however, a smaller value of m may be sufficient to obtain a good approximation of the matrix I À lA, especially for small values of l.
Rational approximation
To obtain an approximation of h which combines the normal spectral accuracy of the polynomial approach and the boundedness of the coefficients in the matrix A obtained with the piecewise linear approach we now consider a linear rational pseudospectral method [1] • For n odd q has degree n À 1 and
. This case leads to numerical instability and is not considered further.
• For n even the polynomial q has degree n so that
It is also known that q does not vanish in R [11] . A typical basis function ' j is graphed in Fig. 3 .
The coefficients of the matrix A must be determined by using a numerical quadrature rule (4.5), where b j ¼ ðÀ1Þ j .
Numerical experiments
In this section we present results of numerical experiments using the approaches developed in Sections 3-5. We have tested these methods on the problem (1.1) with f ðh; tÞ ¼ x þ cos h ð6:1Þ The function f defined by (6.1) with x given by (6.2) is typical of Voltage Controlled Oscillators (VCOs): the (piecewise) constant term x corresponds to the center frequency of oscillations and the term cos h represents a controlling voltage. Note that a saddle-node bifurcation occurs for the model (1.1) with l = 0 when x = 1 [7] . We set l ¼ 0:2 (r = 1). The initial function is set to gðxÞ ¼ 3px=T with ½x 0 ; x n ¼ ½ÀT ; T , with T = 100. For the piecewise linear approximation discussed in Section 3 a uniform grid of n þ 1 ¼ 101 points in ½ÀT ; T is chosen. Contour plots of cos hðx; tÞ are shown in Fig. 4 . We can observe the propagation of the initial wave. For large t the solution tends to a steady-state corresponding to cos h ¼ À1. For a given x the specific value of hðx; 1Þ ¼ ð2k þ 1Þp depends on the global state of the solution at t = 10. At t = 20 the solution looks like a staircase, see Fig. 5 .
The polynomial pseudospectral solution described in Section 4 leads to instability on the uniform grid and we consider instead the Chebyshev grid on the interval ½ÀT ; T defined by
3Þ i ¼ 0; 1; . . . ; n. Contour plots of cosðhðx; tÞÞ for polynomial solution are shown in Fig. 6 . The corresponding solution for t = 10 and t = 20 is presented in Fig. 7 . We can only observe slow initial convergence to the staircase solution for moderate values of n (n 6 30). This approximation is oscillatory, compare right graph in Fig. 7 , and deteriorates rapidly for larger values of n, compare also Fig. 10 . The results of numerical experiments with pseudospectral method based on rational approximation discussed in Section 5 on the uniform grid with n = 100 are presented in Figs. 8 and 9 . Although the contour plots of cosðhðx; tÞÞ are not as smooth as that corresponding to piecewise linear interpolation in Fig. 4 and there are also small oscillations visible on the right graph of Fig. 9 , the overall accuracy of the method based on rational approximation is better than that based on piecewise linear approximation or polynomial approximation for n P 30. This is illustrated in Fig. 10 where the accuracy of the three schemes developed in Sections 3-5 is compared for n 6 128. 
Concluding remarks
We proposed and compared different approaches to the numerical solution of Fredholm integro-differential equations modelling neural networks. All these approaches are based on pseudo spectral collocation methods with piecewise linear, polynomial or rational approximations. Numerical experiments demonstrate that the method based on rational approximation on the uniform grid is most accurate for the number of grid points n P 30 and that the method based on polynomial approximation on uniform or Chebyshev grid becomes unstable and leads to the loss of accuracy for large values of n, compare Fig. 10 . Future work will address numerical solution of these equations by spectral methods and methods based on spline functions of high order.
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Appendix A
For j ¼ 1; 2; . . . ; n À 1 and ' j defined by (3.1), and K(s) given by (1.3) (r = 1) the coefficient a i;j takes the form
where v I denoted the characteristic function of an interval I. A direct calculation yields
ÀðxiÀxjÞ ðuðh jþ1 Þ À uðÀh j ÞÞ; i > j; & In all cases of a(x) the matrix A is lower triangular. For a(x) = 1, the diagonal coefficients of A are f1 À uðÀh j Þg 06j6n (with h 0 = 1). Because uðÀhÞ > 0 for h > 0, the ODE system matrix I À lA is guaranteed to be nonsingular for l < 1.
Their generating function
Let L j (x) denote the Laguerre polynomial of degree j, defined by the recurrence L 0 ðxÞ ¼ 1;
L nþ1 ðxÞ ¼ ð2n þ 1 À xÞL n ðxÞ À n 2 L nÀ1 ðxÞ n P 1: for i ¼ 0; 1; . . . ; j. This 5-point recurrence is started with w j;j ¼ ðÀ1Þ j and w À1;j ¼ 0 for j P 0, and w jþ1;j ¼ 0 for j P À1. The computation can be organized as indicated below:
The recurrence (D.3) shows that w 0;j ðxÞ ¼ L j ðxÞ þ pðxÞ where p is a polynomial of degree less than j.
