Introduction
The field of neural networks involves mathematical and computational network models, where nodes represent neural cells and their weighted connections represent the synapses connecting them. Updating the connections is considered learning; and, learning algorithms differentiate the various neural network models. The goal of neural networks is to provide functional models describing intelligence; and they are frequently used as the intelligent component of larger, binary computational systems for engineering. Ultimately, "Super-Turing" neural networks, those that are analog and recurrent, are like other neural nets -non-symbolic, semi-parametric and learn from their environment. A binary, Turing system can associate symbols, but is unable to make associations at a sub-symbolic level. Super-Turing neural nets are capable of subsymbolic associations giving them a greater ability to achieve associative learning and are thus much closer to the way our brains may work.
British mathematician Alan Turing pioneered the field of computational intelligence. In 1936 as an undergraduate student, he created a model describing how humans calculate basic mathematical operations by following a series of small steps, that was later termed an ``algorithm." It was Turing's innovation to separate the problem itself from the specific input data -focusing instead on the steps designed to solve it. Another of Turing's significant innovations was the use of external memory to hold information for calculations. Over the years, Turing's model, known as the, "Turing machine," has become the foundation for virtually all computers.
Turing suggested that intelligence requires the ability to learn (and be creative) rather than mechanically follow commands; Turing himself refers to the Turing machine as a, "non-intelligent" model. Turing believed that in the future, machines, like people, would have the power to learn, be able to adapt to their environment and to be intelligent. His thoughts correlate closely with the Super-Turing computational model, which mathematically encompasses all adaptive and analog machines (Siegelmann, , 1995 .
Turing had a particular interest in mathematically describing the brain. In 1948, he introduced a mathematical structure, he called "unorganized machines" -the earliest conception of an adaptive neural network: The model consisted of a general graph of binary nodes (representing neurons) and interconnecting edges that followed a converging training procedure. Turing, presaging some of today's latest understandings of brain processes and learning, suggested that a baby starts with semi-random brain connectivity that becomes increasingly organized with experience and learning. His pioneering adaptive neural networks, like all subsequent neural networks, are included in the Super-Turing paradigm. Super-Turing computation was named in Turing's honor as a way of advancing computational intelligence models from static (the program is supplied) and binary (memory stores 0-1 bits only) -as in the Turing machine, to adaptive (program can learn and adapt to changing conditions) and continuous (memory can store continuous values like brightness and depth) computational intelligence as in the Super-Turing model. In 1949 , Donald Hebb (1904 -1985 , a Canadian psychologist, suggested a computational rule of associative learning based on the organization of the nervous system (Hebb,1949). Hebb's postulate, still frequently used in neurobiological modeling, proposes that neurons firing repeatedly in close temporal proximity have causal or semantic connections, and that the synaptic connection between them is strengthened by biological processes as a response to the simultaneous firing. This rule has been stated as "fire together, wire together." Following, we will discuss influential models of associative learning, which connect aspects of math, biology, and psychology.
Memory as an Attractor System
The Theory of Dynamical Systems is a mathematical field that presents equations that govern the temporal evolution of values of an interacting set of variables. This field has been used to explain various biological and social phenomena, e.g., AIDS, epidemiology, heart arrhythmia, schizophrenia, social obesity; and it has been given rise to well known scientific subfields such as chaos theory, complex systems, and network theory. Neural networks can also be viewed as particular types of dynamical systems where the interacting variables are the neurons.
Dynamical systems are called "dissipative" when their temporal evolution goes to particular repeating areas in their phase space. These areas, which act much like lakes that collect the flow from surrounding rivers, are called attractors.
While the processes of encoding, recalling and adapting memories are not fully understood, the memory system, due to its ability to store and then retrieve different memory traces, is frequently modeled by dissipative neural networks, where the attractors represent different memory traces: When input stimuli is presented, the brain reaches a constant temporal-spatial firing, which represents a particular associated memory trace. Similarly, in an attractor based dynamical system, the inputs belong to different basins of attraction, and the system will flow to the attractor representing the input's basin. Following are prominent models of attractor memory that allow for associative learning.
The Hopfield Model and Basic Generalizations:
John Hopfield introduced what came to be known as the Hopfield network in 1982 (Hopfield, 1982) . The Hopfield net is an approach to modeling memory -a content addressable system with binary threshold nodes. The network consists of binary units connected in symmetric connections: Thus, if neuron <a> is connected to <b> with weight strength <w>, also neuron <b> will be connected to neuron <a> with the same strength <w>. The original use of the Hopfield network was as an "auto-associative memory" where inputs (ideally) retrieve from memory the one item that most resembles them. To accomplish this, the system works in two modes (also called stages): First, loading of memory (consolidation): Memory items are presented to the neurons, connections among the neurons are set so the system will remember them and they will become its attractors. In the second mode, partial or noisy inputs that resemble already loaded memory items are presented to neurons in the expectation of recalling the full memory based on the partial information. During this process, neural values (not the values of their connections) change until they reach convergence in firing. The Hopfield network is not a perfect description of the brain processes it seeks to model for a number of reasons: First, the number of memories that can be stored is very small and dependent on the input dimension; second, biologically -the brain is not a symmetric network; third, the Hopfield network saturates quickly and then may converge to other memory items, which are similar but were not intentionally loaded in the first stage.
Since its inception, many improvements have been incorporated to make the Hopfield network a bit more biologically correct or better as an associative memory system. One such work was suggested in (Kosko, 1988) , where memory is improved from being only auto-associative (remember the self) to have hetero-association where inputs and outputs can be different.
The Grossberg Network
Grossberg and colleagues introduced a family of networks, which are based on continuous time updating dynamical systems (Cohen and Grossberg 1983) . They assert that their networks are a super-set of the Hopfield network in terms of presenting other dynamical flows in addition to going to attractors such as oscillatory behavior and bidirectional memory. These networks were applied by Grossberg and colleagues to explain some principles appearing in top-down attention processes and other more complex paths for the retrieval of memories.
Localist Attractor Network (LAN)
In 2001, Zemel and Mozer introduced (Zemel and Mozer, 2001 ) a layered network model where the attractors themselves are neurons in a higher layer above the dynamic part of the neurons where convergence occurs. This way, spurious attractors do not exist and the system can load as many attractors as needed. The resultant model is a more reliable memory with higher capacity.
Chaos Based Models
Another line of work suggested that convergence in neurons and the neural system is not necessarily to a fixed point attractor or attractors of a repeating pattern ("limit cycle"), but rather will have chaotic flow or go to a chaotic attractor. While functionally, it is not necessarily the case that chaotic memory systems are richer in abilities than ones that flow to simpler attractors, this sub-field is interesting from a mathematical point of view, and possible connections to biology, most prominently the limbic system, were suggested as well (Kaneko, 1990; Aihara, 1994; Kozma and Freeman, 2001 ; Kaneko and Tsuda, 2003) .
Kernel Associative Memory (KAM)
KAM is a network model introduced by Nowicki and Siegelmann in 2010 (Nowicki and Siegelmann, 2010) . The model combines attractor dynamics, but it is far more practical than the Hopfield and other models described above. The model includes an input space composed of continuous valued vectors, rather than only binary ones, providing the potential of representation of real world, analog information like colors and brightness. The number of attractors in the model is independent of the input dimension as in the LAN (and is thus practically infinite unlike the very bounded number of attractors in the Hopfield and similar networks). Dr. Siegelmann's research focuses on mathematical and computational studies of the brain, memory, biological computation, and systemic disorders. Her research into biologically inspired cognitive and neural processes has led to theoretical modeling and original algorithms of machine systems capable of superior computation and learning. A unifying theme underlying her research is the study of dynamical and complex systems. Siegelmann's seminal Turing machine equivalence of recurrent neural networks theorem and Super-Turing theory introduced a new subfield of computer science. Her modeling of geometric neural clusters resulted in the highly utile and widely used Support Vector Clustering algorithm with Vladimir Vapnik and colleagues, specializing in the analysis of high-dimensional, complex data. Her work is often interdisciplinary, combining complexity science, dynamical and computational theories with biological sciences, neurology, physics and medicine. Recent contributions include computational and dynamical system studies of reconsolidation, the circadian system, addiction, cancer, and genetic networks; applications in intelligent robotics and advanced human-robot interfaces for military and health applications are currently funded. Her engineering background has been central to her NSF funded development of analog hardware for brain-like intelligence. She remains active in supporting young researchers and encouraging minorities and women to enter and advance in STEM. She has years of experience consulting with industry, creating educational programs including interdisciplinary and international programs, fund raising, and in educational administration and organization.
