In this paper, we analyze the relation between some classes of matrices with variants of the diagonal dominance property. We establish a sufficient condition for a generalized doubly diagonally dominant matrix to be invertible. Sufficient conditions for a matrix to be strictly generalized diagonally dominant are also presented. We provide a sufficient condition for the invertibility of a cyclically diagonally dominant matrix. These sufficient conditions do not assume the irreducibility of the matrix.
Introduction and notation
The equivalence between the Geršgorin eigenvalue inclusion theorem [10] and the Desplanques Theorem [4] , which asserts the invertibility of any strictly diagonally dominant matrix, was first observed by Rohrbach [15] . Since then, new inclusion regions for the eigenvalues of a matrix have been established, and new variants of the diagonal dominance property with sufficient conditions for the invertibility of the matrix were introduced; see [1, 2, 17] .
Graph theory plays an important role in advancing the theory of matrices with a diagonal dominance property. We denote by M n the set of all n×n complex matrices. Let A = (a ij ) ∈ M n . The directed graph G(A) of A is the directed graph on n distinct points, known as vertices, v 1 , . . . , v n such that there is a directed arc v i v j if and only if a ij = 0. We denote the set of positive integers by N, and for every n ∈ N, the set {1, . . . , n} is denoted by n . [11] .
Several results in the literature that provide sufficient conditions for the invertibility of matrices with a diagonal dominance property require the irreducibility of the matrix; see [2, [5] [6] [7] [8] [9] 13, 18] In (1.1), it is understood that r 1 (A) = 0 if A is an 1 × 1 matrix. We also define the set J(A) by J(A) = {i ∈ n : |a ii | > r i (A)}.
(1.2) (i) We say that A is diagonally dominant if |a jj | r j (A) for all j ∈ n . If J(A) = n , we call A strictly diagonally dominant. (ii) We say that A is strictly generalized diagonally dominant (or invertible H-matrix); see [7] , if there exists a diagonal matrix Y such that AY is strictly diagonally dominant.
(iii) We call A diagonally dominant with nonzero elements chain; see Definition 2 of [7], if A is diagonally dominant, J(A) is nonempty and for every p / ∈ J(A), there is q ∈ J(A) such that a directed path : v p −→ v q exists in G(A).
In the following terms, we assume that n ∈ N \ {1}: (iv) Let S 1 be a nonempty proper subset of n . For each k ∈ n , define r (1.4) for all i ∈ S 1 and j ∈ S 2 . We will use the function f To simplify the terminology, we adopt the following abbreviated notations:
A is strictly diagonally dominant}, SGD = {A ∈ M n : A is strictly generalized diagonally dominant}, DC = {A ∈ M n : A is diagonally dominant with nonzero elements chain}, GDD = {A ∈ M n : A is generalized doubly diagonally dominant} and SGDD = {A ∈ M n : A is strictly generalized doubly diagonally dominant}.
The identity matrix in M n is denoted by I n . For a matrix A = (a ij ) ∈ M n , we will sometimes use the notation (A) kk to denote the entry a kk . We denote by C the set of complex numbers. The set of all complex eigenvalues of A ∈ M n , also known as the spectrum of A, is denoted by σ (A). The elements of the linear space C n are represented by n × 1 column vectors. The zero vector in C n is denoted by o.
The transpose of any 1 × n matrix X is denoted by X t . Let n ∈ N \ {1} and
The cardinality of a nonempty finite set S is denoted by card S. We denote the empty set by ∅.
The paper is organized as follows: In Section 2, we discuss the relation between the matrices defined in terms (i)-(iii) and (vi) of Definition 1.1. We also use the fact about the invertibility of every strictly generalized doubly diagonally dominant matrix (see Corollary 2.1) to provide an inclusion region for the eigenvalues of any A ∈ M n , n 2. We show that this eigenvalues inclusion region is the same as the one given by Huang et al. (Theorem 2.1 in [12] ). We present in Section 3 a sufficient condition for a generalized doubly diagonally matrix to be invertible and establish sufficient conditions for a matrix to be strictly generalized diagonally dominant. We also provide several examples that demonstrate our results. Two of the examples compare the results of Theorem 3.1 with some of the earlier results in the literature. In Section 4, we discuss some properties of cyclically diagonally dominant matrices and establish a sufficient condition for the invertibility of a cyclically diagonally dominant matrix. Unlike some of the earlier results in the literature, our sufficient conditions in Sections 3 and 4 do not require the irreducibility of the matrix.
Preliminary facts
The sets DC and SGDD play important roles in the development of the theory of matrices that have variants of the strict diagonal dominance property; see, for example, Theorem 3 of [7] and Theorem 2 of [14] . The two sets are clearly linked to the other two sets D and GDD. Theorem 2.1 analyzes in depth the relation between the four sets. The following remark outlines some known facts about the sets defined in terms (i)-(iii) and (vi) of Definition 1.1.
Remark 2.1
(1) It is clear from terms (i), (iii) and (vi) of Definition 1.1 that
2) It is known that DC ⊂ SGD; see [7, 16] , and SGDD ⊂ SGD; see Theorem 1 of [8] 
Now, suppose that (2.8) holds. It then follows that
Thus from (2.7)-(2.9), we see that A 3 ∈ SGDD. Hence from (2.6), we get DC ⊂ SGDD. It then follows from SGDD ⊂ GDD (in (2.1)) and term (1) that SGDD is a proper subset of
GDD.
(5) Let A ∈ M n be such that A ∈ D ∩ SGDD. If n = 1 then A ∈ DC. So, assume that n 2. Thus from A ∈ SGDD, we see that The following proposition provides sufficient conditions for a matrix A ∈ D to be in GDD and in the smaller set DC; see terms (1) and (2) Step 4. A ∈ GDD. This follows from A ∈ D and step 3.
Step 5. If condition (1) (A) . It then follows from step 2 that S 2 ⊂ J(A) and there exists j 0 ∈ S 2 such that a pj 0 = 0. So, from A ∈ D and condition (1), we deduce that A ∈ DC. Remark 2.2. We observe that there exist a diagonally dominant matrix A ∈ M n , n 2, and a separation (S 1 , S 2 ) of n with which Eq. (2.11) and condition (1) 
Proof. Since A ∈ DC, we see from term (iii) of Definition 1.1 that
We now present a few known facts about the invertibility of some special families of matrices introduced in Definition 1.1. Unlike the set SD, the sets D and GDD both contain singular matrices. In regard to the set SGD, we have:
Lemma 2.1. Every strictly generalized diagonally dominant matrix is invertible.
Proof. Let A ∈ M n be strictly generalized diagonally dominant. Then there exists a diagonal matrix Y ∈ M n such that AY ∈ SD. Thus from the Desplanques Theorem [4] , we deduce that AY is invertible.
Hence A is invertible. We now introduce the following definition:
(2.14)
From Remark 2.3 and Definition 2.1, it is clear that Corollary 2.1 is equivalent to the following corollary:
Theorem 3.12 in [17] provides an inclusion region for σ (A) that contains the region V S 1 (A) given in (2.15). The result in [17] utilizes the equivalence of Corollaries 2.1 and 2.2, and follows from Theorem 3.11 of [17] . The latter result shows (using different terminology) that SGDD ⊂ SGD, and is obtained through the same technique used in Theorem 1 of [8] .
is a separation of n . We make the following two observations:
(1) For i ∈ S 1 and j ∈ S 2 , define the set W 
. We have two cases:
Thus from (2.16) and (2.18), we deduce that z ∈ W
(ii) Now, suppose that z ∈ V S 1 (A). Then from (2.15), we have
Thus from (2.14) and (2.16), we deduce that 
Hence from the definition of W S 1 (A) (in (2.17)) and (2.20), we get z ∈ W S 1 (A). This completes the proof that
Matrices with a generalized type of diagonal dominance
For a matrix A = (a ij ) ∈ M n , we denote, unless otherwise stated, the vertices of A in its directed graph G(A) by v 1 , . . . , v n . We introduce in the following definition directed graphs in G(A) that are characterized by a separation of n . Definition 3.1. Let A ∈ M n , n 3, and let (S 1 , S 2 ) be a separation of n such that card S 1
Suppose that is a directed path in G(A).
(1) We say that is an S 1 − directed path if for every vertex v k in we have k ∈ S 1 . The following proposition provides a sufficient condition for a generalized doubly diagonally dominant matrix to be invertible. If A ∈ M n , n 2, and S is a nonempty proper subset of n , we denote the principal submatrix of A that lies in the rows and columns of A indexed by S as A(S); see p. 17 of [11] . 
Remarks
(a) Notice that if A ∈ GDD, then there exists a separation (S 1 , S 2 ) of n such that A satisfies conditions (1) and (2) of Proposition 3.1. Also, if A ∈ M n satisfies conditions (1)- (3) of Proposition 3.1, then A ∈ GDD.
(b) It follows from condition (3) that the set
condition (5) is nonempty.
Proof of Proposition 3.1. It follows from condition (3) that there exist α 1 ∈ S 1 and α 2 ∈ S 2 such that
Then from condition (1), we deduce that
for i = 1, 2, and term (iii). The conclusion on the invertibility will be proved by contradiction. Assume that A is singular
n is a nonzero vector in the null space of A. If conditions (1)- (4) hold, we will show that A does not satisfy condition (5) by the following seven steps:
Step 
where {i, k} = {1, 2}. Also, f
2) follows from Ax = o and the definitions of ω 1 and ω 2 . It follows from condition (1), step 2 and (3.2) that f
Step 4. If {i, k} = {1, 2} and ς i ∈ S i is such that |x ς i | = x(S i ) ∞ and r 
We first prove 
Also, from term (iii) and (3.2), we have 
The following example shows that conditions (1)-(4) of Proposition 3.1 are not sufficient conditions for the invertibility of a matrix. 
Thus from f S 1
A (5, 3) > 0 and a 45 a 43 = 0, we see that condition (5) of Proposition 3.1 is also satisfied.
We remark that neither condition (2) nor condition (3) of Proposition 3.1 is a necessary condition for a matrix A to be invertible. Also, there are invertible matrices that satisfy conditions (1)- (3) of Proposition 3.1, but they do not satisfy either condition (4) or condition (5) of Proposition 3.1. The following examples explain these facts. 
Since a i3 = 0 for i = 1, 2, we see that there is no directed path in G(A 4 ) from the vertex v 2 to the vertex v 3 . So, condition (5) The following theorem provides a sufficient condition for a matrix A ∈ M n , n 2, to be strictly generalized diagonally dominant.
and conditions (1)- (5) 
Also, since A satisfies conditions (1) and (3) of Proposition 3.1, we see that
From (3.7), we have
Then from condition (2) and (3.9), we get Step 2. Let (τ 1 , τ 2 ) ∈ S 1 × S 2 be such that f 
(A).
Thus from the definition of Y , we see that {τ 1 , τ 2 } ∩ J(AY ) = ∅.
Step 3. J(AY ) = ∅. Since A satisfies condition (3) of Proposition 3.1, we see from step 2 that J(AY ) = ∅.
Step 4. AY ∈ D. Since A satisfies condition (1) 
Thus from (3.12) and (3.13), step 4 follows.
Step 5 follows. So, from step 4, we may assume that |(AY) jj | = r j (AY) (3.17) for all j ∈ S 2 with a ςj = 0. We prove: Step 7. We have AY ∈ DC. This follows from steps (3), (4) and (6). 
. It is clear that A is reducible. We make the following three observations:
(1) We use Theorem 3.1 to show that A ∈ SGD. Let S 1 = 3 and S 2 = {4, 5}. Then (i) A satisfies condition (1) of Proposition 3.1.
(ii) Since
for j = 4, 5, and
we deduce that A satisfies conditions (2) and (3) (1)- (3) of Proposition 3.1 and the following condition, which we call the "Auxiliary Condition":
We show that Theorem 8 in [3] cannot be applied to the matrix A. Since Theorem 8 in [3] satisfies
conditions (1)- (3) 
Then from a 13 a 34 = 0 and f (3.27) ), we deduce that condition (5) of Proposition 3.1 is satisfied for the matrix A.
From (i)-(v) and Theorem 3.1, we deduce that A ∈ SGD.
(2) Theorems 1-4 in [7] provide sufficient conditions for a matrix to be strictly generalized diagonally dominant. We show that the four theorems in [7] cannot be applied to the matrix A. It is clear that
we see that Theorems 1-3 in [7] cannot be applied to the matrix A. Also, since a 31 = 0, we see that one of the conditions of Theorem 4 in [7] is not satisfied.
We remark that for a matrix A satisfying conditions (1)- (5) of Proposition 3.1, the condition defined by Eq. (3.7) in Theorem 3.1 is not a necessary condition for A to be strictly generalized diagonally dominant. The following example explains this. (5) 
Invertibility of cyclically diagonally dominant matrices
In this section, we establish a sufficient condition for a cyclically diagonally dominant matrix to be invertible. As stated in Section 3, we denote the vertices in the directed graph G(A) of A ∈ M n by v 1 , . . . , v n . The following proposition follows from Theorem 2.5 of [17] . 
