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Abstract 
We show that if a second order partial differential equation: 
L[u] := Aux~ + 2Bu~.v + Cuyy + Du~ + Euy---- 2,,u 
has orthogonal polynomial solutions, then the differential operator L[.] must be symmetrizable and can not be parabolic 
in any nonempty open subset of the plane. We also find Rodrigues type formula for orthogonal polynomial solutions of 
such differential equations. @ 1998 Elsevier Science B.V. All rights reserved. 
AMS classification. 33C50; 35P99 
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I. Introduction 
As a natural generalization of  classical orthogonal polynomials of  one variable, Krall and Sheffer 
[5] considered orthogonal polynomials in two variables satisfying a second order partial differential 
equation with polynomial coefficients: 
L[u] = Auxx + 2Bux>, + Cuy>, + Du~ + Euy = 2,u. (1.1) 
Krall and Sheffer first find necessary and sufficient conditions in order for orthogonal polynomials 
to satisfy the differential equation (1.1) and then classify such differential equations, up to a complex 
linear change of variables, which have at least weak orthogonal polynomials as solutions. 
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Later, Littlejohn [8] noted that all differential equations found in [5] are elliptic in the region 
of orthogonality in case the orthogonalizing weight is known. However, the type of differential 
operators cannot be determined properly from the specific forms of the equations given in [5] since 
the type of a differential operator is not preserved under a complex change of variables. In fact, 
Krall and Sheffer found at least one differential equation (see Example 3.3), which is hyperbolic 
everywhere and has orthogonal polynomials as solutions. 
In this work, using the functional calculus on moment functionals developed in [6, 8], we first 
prove that if the differential equation (1.1) has orthogonal polynomials as solutions, then L[.] cannot 
be parabolic in any nonempty open subset of the plane and must be symmetrizable. We also establish 
Rodrigues type formula for orthogonal polynomial solutions to the differential equation (1.1). 
2. Pre l iminar ies  
For any integer n >~ 0, let ~, be the space of real polynomials in two variables of (total) de- 
gree <~ n and ~=U,,~>0~@n. By a polynomial system (PS), we mean a sequence of polynomials 
{q~, ~,j}n~=0,j~0 such that deg(q~, j,/) = n, 0 ~< j ~< n and {~b,, id}j=0 are linearly independent modulo 
~,,_, for n >~ 0 (~_, = {0}). 
We let q~, :=[q~,,,0,qSn_l,1,...,q~0.,] r and denote the PS {q~,, j,i},,~0,i"0 by {4~n},,~=0 . A PS {P,}~0, 
P,, = [P,,,0,P,,-I,1 . . . . .  P0,,] v, where 
p,,_k,,(x,y)=x n kyk modulo ~n- - l ,  0 ~< k ~< n, 
is called a monic PS. For any PS { ,},,=0, where 
tt 
4) . - j , j (x ,  y )  = v - -  . k 2_.aikx y modulo ~ I, O~<j~<n, 
k=O 
pith i n p oo the matrix A, : t  ;~Ji, k=0, n i> 0, is nonsingular. Then, the monic PS { ,},=0 defined by Pn =A,714~, 
is called the normalization of {~,,},,~-0. 
For a moment functional 0" on ~@, we call 
a~i := (0",xi yj}, i,j >~ 0 
the moments of 0" and 
An:= 
0-00 0-10 0-01 " " " O'On 
0-10 0"20 0"11 " " " O' ln  
: : : " . .  : 
0-On o- In 0-O,n+l " " ' 0"0,2n 
, n>~0 
the Hankel determinants of a. We call a to be quasi-definite if A, ~ 0, n >t 0. 
For a matrix 7-' = [~u(x,y)]im0d~ 0 of polynomials we let 
(0-, [{0-, 7-o. 
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For any PS {~b.}.~ 0, there is a unique moment functional a, called the canonical moment func- 
(i~ w tional of { ,,}.=0, defined by the conditions 
(a, 1 )= l  and (a,~,,)=O, n~>l.  
~) (2O Definition 2.1. A PS { .}==0 is called a weak orthogonal polynomial system (WOPS) if there is 
a nonzero moment functional a such that (a, ~, ,~)  = O, m # n. If moreover H,, := (o-, ~=~,,),nT >~ O, 
is a nonsingular diagonal matrix, we call { ,}==0 an orthogonal polynomial system(OPS). In this 
q0 case, we say that { ,},,=0 is a WOPS or an OPS relative to a. 
Note that if {~=}~0 is a WOPS relative to o-, then a must be a nonzero constant multiple of the 
canonical moment functional of {(b,}~ 0. If {~,,}~0 is an OPS relative to o-, then the normalization 
{P,,}~0 of {~}~0 is a WOPS, but not necessarily an OPS relative to a. 
The following is proved in [5] (see also [11]). 
Proposition 2.2. For a moment functional a, the fo l low&g statements are equivalent. 
(i) o- is quasi-definite; 
(ii) there is an OPS {~,,}~0 relative to ~; 
(iii) there is a unique monic WOPS {P,}~0 relative to (r; 
(iv) there is a monic WOPS {0z=}~ 0 relative to a such that 
H,, :=  P.D.  ), n >~ O, is nonsingular. 
If {~,}~0 is a WOPS relative to a such that (a, 7J=~T), n >1 0, are nonsingular, then there are 
orthogonal matrices 0,, : (n + 1 ) × (n + 1 ), n >>. O, such that 
0,, (o-, T T ~,,~,, }0,, = (~,(O,,~,)(O,~',,)T), n > 0 
are nonsingular diagonal matrices. Hence {4, := O, ,},=0, is an OPS relative to a. In fact, for a 
quasi-definite moment functional a, let V,, n >/0, be the vector space of polynomials of degree n, 
which are orthogonal to any polynomial of degree < n relative to a. Then, {(b=},,~0 , where 4,, is a 
basis (respectively, an orthogonal basis) of V~, forms a WOPS (respectively, an OPS) relative to o- 
and H,, := (a, ¢b, cbT), n >~ 0, are nonsingular (respectively, nonsingular diagonal). 
For any moment functional a and any polynomial ~b(x, y), we let 
Then we have 
Lemma 2.3. Let a and r be moment functionals and R(x, y)  a polynomial. Then 
(i) cr = 0 if  and only i f  8xa = 0 or Ova = O. 
Assume that a is quasi-definite and let {¢b=}~ 0 be an OPS relative to a. Then 
(ii) R(x, y )a  = 0 if  and only i f  R(x, y)  = O. 
(iii) (7, ¢b,,) = O for  n > k (k >1 0 an integer) i f  and only i f  r = ~b(x, y)~r for  some polynomial ~(x, y)  
o f  degree <~ k. 
242 Y.J. Kim et al./ Journal of Computational and Applied Mathematics 99 (1998) 239~53 
Proof. See Lemma 2.3 in [6]. [] 
3. Differential operator L[.] 
We now consider the differential equation ( 1.1 ). Krall and Sheffer [5] showed that if the differential 
equation (1.1) has a PS as solutions, then it must be of the form 
L[u] = Aux~ + 2Bux~, + Cu,,v + Dux + Euy 
= (ax 2 + dlx + ely + f l  )Ux, + (2axy + d2x + e2y + f2)u~v 
+ (ay 2 + d3x + e3y + f3)Uyy + (gx + hl )ux + (gy + h2)uy 
=2,u,  2, ,=an(n -  1)+gn.  (3.1) 
Following Krall and Sheffer, we say that the differential operator L[.] is admissible if 2m ¢ 2, for 
m ¢ n or equivalently 2, ¢ 0 for n t> 1. 
It is shown in [5] that the differential equation (3.1) has a unique monic PS as solutions if and 
only if L[.] is admissible. 
Theorem 3.1. I f  the differential equation (3.1) has an OPS as solutions, then B 2 - AC ~ O in 
any nonempty open subset of  the plane. In other words, the differential operator L[.] cannot be 
parabolic in any nonempty open subset of  the plane. 
In order to prove Theorem 3.1, we first need the following fact: 
Lemma 3.2. f f  the differential equation (3.1) has a PS  {4~n}~o as solutions, then the canonical 
moment functional a of  {4~,}L o must satisfy 
L* [o'] = 0; (3.2) 
(a,D) = (a,E) = (a,A + xD) = (a, C + yE) = (a,B + yD) = (a,B + xE) =0,  (3.3) 
where L*[.] is the formal Lagrange adjoint of  L[.] given by 
L*[u] = (Au)x~ + 2(Bu)x.v + (Cu)v~,- (Du)x - (Eu)y. (3.4) 
Proof. See Lemma 3.1 in [6]. [] 
Proof of Theorem 3.1. Assume that the differential equation (3.1) has an OPS {4~.}~ 0 as solutions. 
Let a be the canonical moment functional of { .}.=0. We assume that 
B 2 -AC = -a[d3 x3 + (e3 - d2)x2y + (dl -- e2)xy 2+ ely 3] 
1 2 1 +(~d 2- a f3 - dld3 )x 2 + (~d2e2 + a f2 - die3 - d3el )xy 
1 2 1 +(~e 2-- ele3 -- a f l )y  2 + (sd2f2 - dlf3 - f jd3)x 
+(½e2f2 - f ,  e3 - e , f3 )y  + ¼j2 _ f ,  f3 
= 0 (3.5) 
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in some nonempty open subset of the plane. Then, all the coefficients of B 2 -AC must be 0. We 
now consider the following three cases separately. 
Case 1: a+g¢O and g50:  Then, we may assume that 9--- 1 and hi =h2 =0 so that (3.3) gives 
o10=o01 =0 and (a+ 1)o'20+fl =(a+ 1)o '02+f3=2(a+ 1)o11 +f2=0.  
Therefore 
1 
- ~f~]=0,  ZIlr__.a20O-02__o'~I (a+ l )2 [ f l f3_  1 2 
which is a contradiction since A I ~ 0 when a is quasi-definite. 
Case 2: a +g¢0 and g=0:  Then we may assume that a= 1 so that (3.5) gives 
d3=el  =0 , d2=e3,  d l=e2,  f l  =1  2~dl, f2 = ~dld2,1 f3 = ~d2.12 
Hence the differential equation (3.1) becomes, after replacing x + 5~ dl by x and y + 5~ d2 by y, 
x2u~, + 2xyuxy + y2uyy = n(n - 1 )u. (3.6) 
Then we have by (3.3), 020 = o-o2 = oll =0  so that Al - -0,  which is a contradiction. 
Case 3: a+g = 0 and g ¢ 0: Then we may assume that a = -1 ,  g = 1, and h~ = h2 = 0. In this case, 
it is easy to see that if the differential equation (3.1) has a PS as solutions, then fl = f2 = f3 = 0. We 
then have from (3.5) d~ = el =d2 = e2 =d3 = e3 = 0 so that the differential equation (3.1) becomes 
X2Uxx "-~ 2XyUxy + yEuyy -XUx - yUy = n(n - 2)u. 
Then we have from (3.2) 
A~,, :--(L*[a],x"y") = (a,L[xmy"])=(m +n) (m +n - 2)o-,,, =0,  m,n >- O. 
Hence o-m,, = 0 for m + n ~> 3 so that Az = 0, which is a contradiction. [] 
While Krall and Sheffer considered only admissible differential equations, we do not assume the 
admissibility of L[.] in Theorem 3.1 since we do not know whether L[.] must be admissible or not 
when the differential equation (3.1) has an OPS as solutions. 
When L[.] is not admissible, the differential equation (3.1) may have either no PS as solutions 
or infinitely many distinct monic PS's as solutions. For example, the differential equation (3.6) has 
p infinitely many monic PS's { n},=0 as solutions; 
Pm, , (x ,y )=xmy n for m+n¢l  and P lo=X+~,Po l=y+f l ,  
where a and fl are arbitrary constants. Note that for any choice of a and fl, {Pn}~0 can not be an 
OPS but for ~ =f l=  0, {xmy"}m~n=O is a WOPS relative to b(x, y). 
Example 3.3. Krall and Sheffer [5] showed that the differential equation 
L[u] = 3yUxx + 2uxy - xux - yUy = --nU (3.7) 
has an OPS as solutions. Since B 2 -AC- -  1 > 0, the differential operator L[.] in (3.7) is hyperbolic 
everywhere. 
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Littlejohn [8] observed that all differential equations found by Krall and Sheffer [5], that have 
orthogonal polynomial solutions whose weight functions are known, are elliptic in the region of 
orthogonality. 
However, since Krall and Sheffer used a complex linear change of variables in their classification, 
the type of the differential equation cannot be properly determined from the specific forms of the 
equations given in [5]. 
For example, Krall and Sheffer obtained the following differential equation (see the equation 
(5.13) in [5]) by a complex linear change of variables 
Urr + U3', -- XUx -- yu~. = --nu 
from the equation (see Eq. (5.12) in [5]) 
f2uxy + gxux + gyu,, = gnu. 
(3.8) 
(3.9) 
Note that since f2 (¢0)  is real, the differential equation (3.9) is hyperbolic everywhere while 
Eq. (3.8) is elliptic everywhere. 
Proposition 3.4. Let {~bn}~0 be a PS  satisfying the differential equation (3.1). / f  {~b,,}~£ 0 is at 
least a WOPS,  then the canonical moment functional o- of  {~bn}~ 0 satisfies L*[o-] =0 and 
Mi [o-] := (Ao-)x + (Ba)y - DO- = 0; (3.10) 
M2[o-] := (Bo-)x + (Co-)y - Eo- = 0. (3.11) 
Proof. See Corollary 3.3 in [6]. [] 
Lemma 3.5. For the differential operator L[.] /n (3.1) and any moment functional o-, the following 
statements are equivalent. 
(i) Ml[o-] =M2[o-] = 0; 
(ii) o-L[.] is formally symmetric on polynomials, that is, 
(L[P]a,Q)--(L[Q]O-,P), P and Q in ~.  
Furthermore, i f  LIP] = Zt 9 and L[Q] = pQ for 2 ~ #, then (o-, PQ) = 0 for any moment functional 
o- satisfying Mi [o-] = M2[o-] = 0. 
Proof. See Lemma 3.6 in [6]. [] 
We call the functional equations Ml[o-] =M2[o-] =0 in (3.10) and (3.11) the moment equations 
for the differential equation (3.1). 
Lemma 3.6. I f  the differential equation (3.1) is admissible and has a WOPS as solutions, then 
the moment equations Ml[o-]=M2[o-]=0 can have only one solution up to a nonzero constant 
multiple. 
Proof. See Corollary 3.5 in [6]. [] 
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As a consequence of Theorem 3.1 and Lemma 3.5, we can now prove: 
Corollary 3.7. I f  the differential equation (3.1) has an OPS {O,}~_ 0 as solutions, then 
(i) the moment equations M~[a] =M2[a] = 0 can have only one solution up to a nonzero constant 
multiple, which must be quasi-definite; 
(ii) the differential equation (3.1) can have only one monic WOPS as solutions (but may have in- 
.finitely many other monic PS's as solutions, which are not WOPS's, unless L[.] is admissible). 
Proof. Let o- be the canonical moment functional of {O,}~ 0 and {P,,},,~0 the normalization of 
{O,}L0. Then o- is quasi-definite and Mt [a] = M2[cr] = 0 by Proposition 3.4 and {P,,}L0 is a monic 
WOPS satisfying the differential equation (3.1). 
(i) If L[.] is admissible, then it follows from Lemma 3.6. We now assume that L[.] is not 
admissible, that is, 2x = 0 for some N ~> 1. Let z be any moment functional satisfying the moment 
equations M1 [z] =M2[z] = 0. Then Lemma 3.5 implies (z, cb,) = O, n ~ O,N since 2, ~ 0 for n ~ 0,N. 
Therefore we have, by Lemma 2.3(iii), z = q~(x, y)a  for some polynomial ~b(x, y) of degree ~< N. 
Then 
Mt [~] -- M, [q~a] ---- (q~xA + ~,.B)a + q~M, [a] = (~bxA + q~,B)6 = 0; 
M2[r] = M2[~bo-] = ((gxB + O,.C)a + ~bMz[a] = ((~xB + ~,,C)a = 0. 
Hence we have by Lemma 2.3(ii) 
OxA + O,,B = 0 and ~bxB + q~,.C = 0, 
which implies that 0x = ~b,, = 0, that is, ~b(x, y) must be a constant since B2-AC ~ 0 by Theorem 3.1. 
(ii) Let {Q,},~-0 be any monic WOPS relative to ~ satisfying the differential equation (3.1). Then 
r satisfies the moment equations M~[T] =Mz[v] = 0 by Proposition 3.4. Hence by (i), v = ca for some 
nonzero constant c. Therefore {Q,}~0 is also a monic WOPS relative to cr so that {Q,,},~0 = {P,},,~0 
by Proposition 2.2 since a is quasi-definite. [] 
Corollary 3.7 provides a unique existence of orthogonal polynomial solutions to the differential 
equation (3.1) in the monic level whether L[.] is admissible or not. However, the differential equation 
(3.1) may have infinitely many distinct OPS's, which are not monic, as solutions if it has at least 
one. 
Definition 3.8 (Littlejohn [8]). The differential operator L[.] in (3.1) is symmetric if L[.] =L*[.]. 
We say that L[.] is symmetrizable if there is a non-trivial function s(x, y) such that s(x, y) is C 2 in 
some open set and sL[.] is symmetric. 
In this case, we call s(x, y) a symmetry factor of L[.]. 
It is easy to see (cf. [8]) that a function s(x, y) is a symmetry factor of L[.] if and only if s(x, y) 
satisfies 
M1 [s] = (As)x + (Bs)~, - Ds --- 0; (3.12) 
M2[s] = (Bs)x + (Cs)v -  Es = O. (3.13) 
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We call the simultaneous equations (3.12) and (3.13) the symmetry equations for L[-]. We first see 
by an example that not every differential operator L[.] is symmetrizable. 
Example 3.9 (Littlejohn [8]). Consider the differential equation 
L[u] =X2Uxx ~- 2XyUxy -'k y2uy, + (gX "4:- hl)Ux + (gY + h2)uy =n(n - 1 + 9)u. (3.14) 
Note first that the differential (3.14) is parabolic everywhere so that it cannot have an OPS as 
solutions by Theorem 3.1. The corresponding symmetry equations are 
x2sx + XySy + ((3 - O)x - hi )s = 0; 
xysz + y2sy + ((3 - 9)Y - h2) s=0 
so that (h2x - hly)s = 0. Hence, if h~ + h~ ¢ 0, then s(x, y) -- 0 on {(x, y) E R 2 I h2x - hjy ¢ 0} and 
so L[.] cannot be symmetrizable. However, if 9 = 3 and h~ = h2 ~- 0, then L[.] is symmetrizable with 
s(x, y )= arctan(y/x) as a symmetry factor. 
Proposition 3.10. Assume that B 2 -AC ~ O. Then the differential operator L[.] is symmetrizable 
if  and only if  
Yy = Yx 
We call (3.15) the compatibility condition for the symmetrizability of L[.]. 
Proof. (3 ) :  We may solve the symmetry equations (3.12) and (3.13) for sx and sy as 
(B 2 -AC)sx  = [C(Ax + By -D)  -B (Bx  + C,, - E)]s; (3.16) 
(B 2 - AC)s,, = [A(Bx + Q, - E) - B(Ax + By - D)]s, (3.17) 
from which (3.15) follows. 
(~=): Assume that the compatibility condition (3.15) is satisfied. Choose any open rectangle 
R = (Xo- r, xo + r) × (Yo - r ,  yo + r) (r > 0) in the plane such that (B 2 -AC) (x ,  y )¢  0 for all (x,y) 
in R. If we set 
Ff x f:; ] s(x, y) = exp f ( t ,  y) dt + O(Xo, t) dt , (x, y) E R, 
L Xo 
where f (x ,y )= [C(Ax + B; -D)  -B (Bx  + Q, -  E)](B 2 -AC) - '  and 9(x,y)= [A(Bx + C,, - E) - 
B(Ax +B~-  D)](B 2 -  AC) ~, then s(x,y) satisfies (3.12) and (3.13). Hence L[.] is symmetrizable 
with s(x, y) as a symmetry factor. [] 
Example 3.11. Consider the following differential equation 
L[u] =x2u~x + 2(xy + 1)Uxy + yZuyv -'k Ux q- Uy ----n(n - 1)u. (3.18) 
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Then B 2 -AC=2xy  + 1 50  but L[.] is not symmetrizable since the compatibility condition (3.15) 
is not satisfied. 
Theorem 3.12. I f  the differential equation (3.1) has an OPS {~,,}~0 as solutions, then L[.] must 
be symmetrizable. 
Proof. Let a be the canonical moment functional of { ,},:0. Then a satisfies Ml[tr] =M2[a] =0 
by Proposition 3.4. Solving the moment equations M~[a] =M2[o-] =0 for a~ and a,,, we obtain 
~ax=fa  and ~a,.=Ta, (3.19) 
where ~ : B 2 - AC, f = C(Ax + By - D)  - B(B~ + Q, - E), y : A(B~ + Cv - E )  - B(Ax + B,, - D ). Then 
~(x ,y )~O by Theorem 3.1 and we have from (3.19) ~(~ax)y-  ~(~a,,)x = ~( fa ) , , -  ~(ya)x and so 
(~vf -  ctxT) a = (c~fv- ~Tx)a. Hence, we have by Lemma 2.3(ii), ~yf -  ~f~, = ~7-  ~7~ since a is 
quasi-definite. Therefore the compatibility condition (3.15) is satisfied so that L[.] is symmetrizable 
by Proposition 3.10. [] 
The symmetrizability of ordinary differential equations of arbitrary order having OPS's in one 
variable as solutions is recently proved in [7]. 
4. Rodrigues type formula 
From now on, we may and shall assume (see Theorem 3.12) that the differential operator L[.] 
in (3.1) is symmetrizable and let w(x, y ) (~ O) be a symmetry factor of L[.]. That is, w(x, y )  is any 
nonzero solution of the symmetry equations 
M1 [w] : (Aw)x + (Bw)y - Dw = O, Mz[w] = (Bw)x + (Cw)y - Ew = 0. (4.1) 
Solving Mj[w] =M2[w] = 0 for W~ and w~, yields (cf. (3.16) and (3.17)) 
~wx = fw and ~w.v = ~w. (4.2) 
Note that deg(~) ~< 3, deg(fl) ~< 2 and deg(7) ~< 2. Decompose A,B,  and C into 
A :A IA2 ,  B=A1BIC I ,  C= CIC2, (4.3) 
where A1 ~ 0, Cj ~ 0. Then 
= AiCl~o, ~0 = AIB~C1 - A2C2, 
f = C, flo, flo =AIB , (E  - B~ - C,') - G(D - A,  - B,,), 
7:Aly0,  7o=BIC I (D-Ax-B~. ) -Az (E -Bx-Q, )  
so that Eq. (4.2) become 
pw,  = floW and qw,, = y0w, (4.4) 
where p = A I ~0 and q = CI ~0. 
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Note that p~O,q~O and deg(p) ~< 3, deg(q) ~< 3, deg(j~o) ~< 2, deg(7o) ~< 2. 
Lemma 4.1 (cf. Suetin [9], p. 183). I f  
(A,).,, = (C,), -- 0, (4.5) 
then for any integers m and n >~ 0 
1 
w ~m~,~,(pmq,",.) := ~lmn(X , y )  (4.6) 
is a polynomial of  degree <<. 2(m + n). I f  moreover, 
deg(p),deg(q) ~< 2 and deg(/~0),deg(7o) ~<1, (4.7) 
then deg(Om,) ~< m + n. 
Proof. Assume that the condition (4.5) holds. Then for any polynomial re(x, y) and any integers m 
and n, we have 
~(pmq"~W)=(pm--lq"Trl)W and ~.(pmq"rCW)=(pmq"--lrCz)W, 
where 
~1 =mpxTz + nAl(~o)xrt + pr(, + flo~Z; 
re2 = mCl(~o), rc + nqyrc + qrc,, + 7ore. 
Since deg(rcl) ~< deg(rt) + max{deg(p) - 1,deg(fl0)} and degUt=) ~< deg(z) + max{deg(q) - 1, 
deg(7o)}, the conclusions follow easily by induction on m and n. [] 
However, in general, ffm,, need not satisfy the differential equation (3.1) and we cannot say 
anything on orthogonality of {ffm,,}, unless w(x,y) is an orthogonalizing weight function for an 
OPS satisfying the differential equation (3.1). 
Hence we now formalize Lemma 4.1 by using, instead of a symmetry factor w(x), a moment 
functional solution a of the moment equations M~ [a] =M2[a] = 0. 
Theorem 4.2. Assume that the differential equation (3.1) has a WOPS {~,,},,~o as solutions and 
let a be the canonical moment functional o f  {~,},,~-0. Assume that a satisfies 
pax = floa and qa,,=70a. (4.8) 
(i) I f  the condition (4.5) holds, then for any integers m and n ~ 0 
om~il(p'q"a) = ~mn a, (4.9) 
where ~9m,(X, y) is a polynomial of  degree <<. 2(m + n), and 
(a, xkf~m,(x, y)) = O, 0 <~ k + 1 <~ m + n and (k, l) ¢ (m, n). (4.10) 
(ii) I f  the conditions (4.5) and (4.7) hold, then deg(~km,,) ~< m + n. 
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(iii) I f  ~r is quasi-definite and the conditions (4.5) and (4.7) hold, then {~,,},~o, where 7/,, = {~,o, 
~b,,_H,...,~bo,,}, is a WOPS relative to ~ and satisfies the differential equation (3.1). 
Before proving Theorem 4.2, we first note that under the assumptions as in Theorem 4.2, a 
satisfies the moment equations M~[o-] =M2[~r] = 0 by Proposition 3.4, which, however, do not imply 
(4.8) in general. 
Proof of Theorem 4.2. The proof of (i) and (ii) except (4.10) is essentially the same as that of 
Lemma 4.1. Now, 
(a, xkV/Om,(x,y). = (Om,,a, xkv / = ( -  1)m+ . . . . . . . .  (p q ~r,~; ~,(xk )) 
from which (4.10) follows. Finally, we further assume that o- is quasi-definite. We first claim that 
deg(~bm,,) =m+n and (a, xmy"Om,) ¢0  for m and n ~> 0. Assume that deg(Om,) ~< re+n-  1 for some 
m+n>>- 1. Then ~Pm,,--0 since (a, rC0m,)=0 for any rc(x,y) in ;~m+,, ~ by (4.10) and o- is quasi- 
definite. Hence d,Y~l(pmq"cr)= 0 so that either p(x, y ) -O  or q(x,y)= O, which is a contradiction. 
Hence deg0p,, , )=m + n and (a, xmy"Om,)¢0 for all m and n ~> 0 by (4.10). 
We now claim that for each n ~> 0, {~, /4}]=o are linearly independent modulo ~,,_t so that 
{~,,}~o is a PS. For any integer n/> 1, let Co, G, . . . ,C ,  be constants uch that q~(x,y)= ~-o  C/ 
~,,_/./is of degree ~< n - 1. Then q~(x, y) = 0 since (~, O(x, y)Tr(x, y)) = 0 for any rc E .~,,_ ~ by (4.10). 
Then 
(~,4~(x,y)x" ky~)=Ck(~,~,,_k.kX,,-~/)=0, 0 ~ k ~< n 
so that Co = Ct . . . . .  C,, = 0 by the first claim. Hence {O,-/./}j=0 are linearly independent modulo 
~,,-i and so { ,},=0 is a WOPS relative to o- by (4.10). Finally, in order to see that { ,},=0 satisfy 
the differential equation (3.1), we let {P,}~0 and {Q,,}~ be the normalizations of {4~,},~_ 0 and 
{~u,}~ 0 respectively. Then {P,}~0 and {Q,}~ are monic WOPS's relative to a so that P, =Q, ,  
n ~> 0, by Proposition 2.2. Since {q~,},,~0 satisfy the differential equation (3.1), {P,}~o and {Qn};~'O 
also satisfy the differential equation (3.1). [] 
Combining Lemma 4.1 and Theorem 4.2, we now have: 
Theorem 4.3. Assume that the differential equation (3.1) has an OPS {#,,},,~2 0 relative to a as 
solutions and let w(x,y) be a symmetry factor of L[.]. I f  the conditions (4.5), (4.7), and (4.8) 
hold, then the PS {0m,} defined by (4.6) is a WOPS relative to a and satisfies the differential 
equation (3.1). 
OG However, (o-, ~,~f ) ,  with { ,},,=0 as in Theorem 4.3, is nonsingular but need not be diagonal, 
that is, { ,,},=0 is a WOPS but need not be an OPS in general (see Example 4.5 below). 
We may call (4.6) and (4.9) Rodrigues type formulas for orthogonal polynomial solutions of the 
differential equations (3.1). 
Example 4.4. Assume that A~ = B = C~ = 0 so that the differential equation (3.1) is of the form 
L[u] = A(x)ux, + C(y)u:, + D(x)ux + E(y)u: = ;t,u, (4.11 ) 
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where A(x) = d lx+ f l ,  C(y)  = e3y+ f3, D(x) = #x+hl ,  E (y)  = yy+h2 and 9 ¢ 0. Then it is shown 
in [6] that 
• the differential equation (4.11) has a unique monic PS {P.}~o as solutions; 
• P,,o(X, y)  = P.o(X), Po,,(x, y)  = Po.(y), and Pm,,(X, y)  = Pmo(X)Po,,(y) for m and n >~ 0; 
p • { ,,}.=0 is a WOPS; 
• P.o(X) and Po.(Y), n >1 O, satisfy 
and 
A(x)P'~o(X) + D(x)P,,o(X) = )onP.o(X) (4.12) 
C(y)Po'~(y) + E(Y)Po,,(y) = 2,,P0,,(y). (4.13) 
In decomposition (4.3), we take Az = C2 =-1  and BI =0.  Then 
A I=-A ,  C I=-C ,  ~0 =-1 ,  f i0=D-A ' ,  ~0=E-C ' ,  
p=A,  q=C 
so that the conditions (4.5) and (4.7) hold. On the other hand, the canonical moment func- 
p tional cr of { n},,=0 is equal to a = a ~x) ® o -I.~'~, where o -c~) and a (-'/ are the canonical moment func- 
tionals of {Pn0(x)}~ and {Po,(Y)}~o, respectively. Since A(x) (d /dx)a  (x) = (O(x) -A ' (x ) )a  ~ and 
C(y)  (d/dy) o -(-v) = (E(y)  - C' (y))a °'~, cr = a Ix) ® a ~.'') satisfies the condition (4.8). Hence, by The- 
orem 4.2, 
~7'~il(A(x)mC(y)"cr)=Om,¢r, m,n >~ O, (4.14) 
where {Om,} is a WOPS relative to a. In fact, we have 
Omn(X, y)=q'+~Pmo(x)Po,(y), m,n >~ O, 
so that the Rodrigues type formula (4.14) is nothing but the tensor product of one dimensional 
Rodrigues formulas for {P,0(x)},,~0 and {P0,(Y)}~0 (see [1, 2, 10] for Rodrigues formula for classical 
orthogonal polynomials of one variable). 
We may, of course, replace o- by a symmetry factor w(x,y)=w~(x)w2(y)  of the differential 
equation (4.11), where w~(x) and w2(y) are symmetry factors of the differential equations (4.12) 
and (4.13), respectively. 
Example 4.5. Consider the differential equation for circle polynomials: 
L[u] = (x 2 - 1 )u~x + 2xyux,, + (y2 _ 1 )u,,,, + 9xux + gyu,, = 2,,u. 
In decomposition (4.3), we take A1 = C~ = 1 so that B~ =B=xy and 
=p=q=x 2+y2_1 ,  f l=f lo=(9-3)x ,  7=7o=(9-3)Y -  
Then by Lemma 4.1, 
1 __ . ,  ,~ 2 y2 )m+nw] Wg av[(X + -- 1 =@mn(X,y),  m,n >1 0 
y 3 
is a polynomial of degree ~< m + n, where w(x, y)  = (x 2 + y2 _ 1 ) 2 
differential equation (4.15). In general, deg(~k,~n) ¢ m + n. 
(4.15) 
is a symmetry factor of the 
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For example, we have ff00(x, y )= 1 and 
Olo(x ,y )=(g-  1)x, Ool (x ,y )=(g-  1)y, 
~t20(x,y ) =(g  ~_ 1)(gx 2 + y2 _ 1), ~, , (x ,y )=(g  + 1)(g -- 1)xy, 
4Jo2(X, y) = (g - 1 )(x 2 + gy2 _ 1 ). 
However, if g¢  1,0,-1 ... .  , then the differential equation (4.15) has an OPS {~n}~_0 (called the 
circle polynomials) as solutions. Then the canonical moment functional a of {~,},~-0 satisfies the 
condition (4.8) so that by Theorem 4.3, {qJ,,n} is a WOPS. But, even in this case, {~,}  is not an 
OPS. For if we let a be the canonical moment functional of {~,,,}, then a satisfies L*[a] = 0 (cf. 
Lemma 3.2), that is, 
(m + n)(m + n - l + g)am, - m(m -1)am_2,~ - n(n -1)0-,,,~_2 =O, m,n >~ O 
so that 
0-00 ~ 1, 0-10 z 0-01 ~-  f i l l  z 0"30 z 0"21 ~ 0"12 ~ 0"03 ~ 0"31 ~--- 0"13 ~ 0 ,  
1 3 1 
0"20 = 0"02 - g + 1' 0"40 = 0-04 = (g + 1)(g + 3)' 0-22 = (g + 1)(g + 3)" 
Hence, we have 
H~ = (0-, ~2 7t2T) = (g + 1)(y _ 1) [2 i 0 2 
g+3 g - -1  0 , 
0 2g 
which is nonsingular but not diagonal. 
Example 4.6. Consider the differential equation for triangle polynomials: 
L[u] = (x 2 - x)uxx + 2xyuxy + (y2  _ y)Uyy + [(a + b + c + 3)x - (1 + a)]ux 
+[(a  + b + c + 3)y -  (1 + b)]uy=2,u. (4.16) 
In decomposition (4.3), we take A~ =x, C~ - -y  so that 
ec0=x+y-  1, f l o=(a+c)x+ay-a ,  ~o=bx+(b+c)y -b ,  
p=x(x+y-1) ,  q=y(x+y-1) .  
Then by Lemma 4.1, 
1 
wbm~",[x'y~(x + y -  l)m+nw]=~mn(X,y), m,n >~ 0 (4.17) 
is a polynomial of degree ~< m + n, where w(x,y)=x~yb(x + y - 1) c is a symmetry factor of 
the differential equation (4.16). We now assume that a,b,c > -1  so that the differential equation 
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(4.16) has an OPS {q~,}~0 (called the triangle polynomials) as solutions and let 0- be the canon- 
ical moment functional of { ,},,=0. Then 0- satisfies the moment equations M110-] =M210-] =0 or 
equivalently 
xy(x  + y - 1 )ax = y ( (a  + c )x  + ay  - a)0-, 
xy (x  + y - 1)a,. =x(bx  + (b + c )y  - b)0-. (4.18) 
Let 
u := x(x  + y - 1 )0-.3 - [(a + c)x  + ay  - a]0- = pax  - flo0-, 
v := y(x  + y - 1)o-v - [bx + (b + c )y  - b]0- =qav  - 7o0-. 
Then, (4.18) becomes 
yu= xv=O.  
On the other hand, we can see by using Mi [0-]----/1421o-] = 0 that 
u = -v  =xy0-x  - xya,,  + (bx  - ay)0-. 
Hence, we have from (4.19) and (4.20) 
(U, Xmyn)=(v ,  xmy")=O,  m+n >t 1. 




(u, 1) = - (v ,  1) = (xy0-x - xya~, + (bx  - ay)0-,  1) = (b + 1)0-1o - (a + 1)Ool 
and from (3.3) 
(0 - ,D)=(a+b+c+3)0-1o  - (1  + a )=0,  
(o-,E) = (a + b + c + 3)o01 - (1 + b) = 0 
so that (u, 1)= (v, 1)= 0. Therefore, together with (4.21), we have u = v = 0, that is, 0- satisfies the 
condition (4.8). Hence, by Theorem 4.3, {Om,,} given by (4.17) is a WOPS relative to 0- and satisfies 
the differential equation (4.16). 
Rodrigues type formulas for circle and triangle polynomials have been known before (see 
[3, chapter 12] and [4, Section 4]). 
We finally give a negative example for which Rodrigues type formula (4.6) does not hold. 
Example 4.7. Krall and Sheffer [5] showed that the differential equation 
L[u] = 3yu~x + 2uxy - xu~ - yu,, = -nu  (4.22) 
has an OPS as solutions. In decomposition (4.3), we must choose A1 = 1 and C1 = 1 in order for 
the condition (4.5) to be satisfied. Then 
=~0=1,  f l= /~0=-y ,  7=y0=3y 2 -3x ,  p=q=l  
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so that by Lemma 4.1, 
1 
--~'~lw=~,,,n, m,n >~ 0 
W 
is a polynomial of  degree ~< 2(m + n), where w(x, y)  = exp(y 3 - xy) is a symmetry factor of  the 
differential equation (4.22). For example, 
t / / lo (x ,y )=-y  and ~9ol(x ,y)=3y2-x 
and ~/10 satisfies the differential equation (4.22) but ~b01 does not satisfy the differential equation 
(4.22). 
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