Abstract. We are concerned with fully nonlinear elliptic equations on Hermitian manifolds and search for technical tools to overcome difficulties in deriving a priori estimates which arise due to the nontrivial torsion and general (non-pseudoconvex) boundary data. We present our methods, which work for more general equations, by considering a specific equation which resembles the complex Monge-Ampère equation in many ways but with crucial differences. Our work is motivated by recent increasing interests in fully nonlinear equations on complex manifolds from geometric problems.
Introduction
In this paper we continue our study in [18, 19] on fully nonlinear elliptic equations of Monge-Ampère type on complex manifolds. Let (M n , ω) be a compact Hermitian manifold of dimension n ≥ 2 with smooth boundary ∂M andM = M ∪ ∂M. Let χ be a smooth real (1, 1) form onM. Define for a function u ∈ C 2 (M)
We consider the Dirichlet problem
This is a fully nonlinear equation of Monge-Ampère type. Given ψ ∈ C ∞ (M ) and ϕ ∈ C ∞ (∂M) we seek solutions u ∈ C ∞ (M ) with χ u > 0 so that equation (1.1) is elliptic;
we shall call such functions in C 2 (M) admissible or strictly χ-plurisubharmonic. So we require ψ > 0; when ψ ≥ 0 equation (1.1) becomes degenerate.
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Fully nonlinear elliptic and parabolic equations have close and natural connections with problems in complex geometry and analysis. In Kähler geometry, the classical Calabi conjectures [5] , [44] , the Kähler-Ricci flow and solitons, and Donaldson's conjectures [11] concerning geodesics in the space of Kähler metrics, among others, all reduce to the existence, regularity and other questions about complex MongeAmpère equations on Kähler manifolds. There has also been increasing interest in fully nonlinear equations other than the complex Monge-Ampère equation on complex or symplectic manifolds from geometric problems. In [12] Donaldson proposed the following equation on closed Kähler manifolds in connection with moment maps. The equation was studied by Chen [7] , Weinkove and Song [41] , [42] , [29] using parabolic methods. More recently Fang, Lai and Ma [14] extended the results of [29] to a class of fully nonlinear equations that covers both (1.1) (where ψ is constant) and (1.2). Another example which was important in leading us to (1.1) is the V -soliton equation introduced by La Nave and Tian [26] in their work on Kähler-Ricci flow on symplectic quotients. It is well known that a key step in solving fully nonlinear elliptic equations is to derive a priori estimates up to second order derivatives. For the Dirichlet problems in Kähler or Hermitian manifolds there arise new substantial technical difficulties in deriving these estimates. Our main interest in this paper is to search for general techniques to overcome these difficulties. The methods presented in this paper work for more general equations and produce new results even for fully nonlinear equations in C n and their real counterpart in R n . We shall focus on the Dirichlet problem (1.1) here; other equations will be treated in forthcoming papers.
We first state our result on the global estimates.
Then there exist C 1 , C 2 both depending on |u| C 0 (M ) , |u| C 2 (M ) , the positive lower bound of χ u , and geometric quantities of M such that
In particular, if M is closed, i.e. ∂M = ∅, then
The constant C 1 depends in addition on inf M ψ > 0 but C 2 only on |ψ
The estimate for ∆u in (1.6) is due to Fang, Lai and Ma [14] who introduced the cone condition (1.3), when both ω and χ are Kähler and ψ is a positive constant invariant. In our case the main issue is to control some extra third derivative terms which occur due to the nontrivial torsion of (M, ω) when it is only assumed to be Hermitian. The estimate also holds in the degenerate case (ψ ≥ 0) since it does not require ψ to have a positive lower bound, and is independent of the gradient bound, i.e. C 2 is independent of C 1 in (1.4). The gradient estimate in (1.4) which is crucial in order to solve the Dirichlet problem (1.1), is new even when (M, ω) is Kähler and χ = ω.
Our second primary goal in this paper is to derive boundary estimates for second order derivatives on general Hermitian manifolds with arbitrary boundary (without further restrictions except being smooth and compact). We are able to do this under the assumption of existence of a subsolution, and consequently solve the Dirichlet problem (1.1). Theorem 1.2. Let (M n , ω) be a compact Hermitian manifold with smooth boundary ∂M, ϕ ∈ C ∞ (∂M), ψ ∈ C ∞ (M ) and ψ > 0. Suppose there exists an admissible
and u = ϕ on ∂M. Then the Dirichlet problem (1.1) admits a unique admissible solution u ∈ C ∞ (M ). Moreover,
where C depends on u up to its second derivatives and other known data. Theorem 1.2 was proved for the complex Monge-Ampère equation by the authors in [18] . While equation (1.1) resembles the complex Monge-Ampère equation in many ways, there are some crucial differences and one needs substantially new techniques to derive the desired estimates. Especially, Theorem 1.2 is new even when M is a bounded domain in C n with χ = 0. In [27] Li considered the Dirichlet problems for complex Hessian equations in C n assuming the existence of a strict subsolution. Equation (1.1), however, fails to satisfy some of the key structure conditions in [27] .
The cone condition (1.3) is weaker than the subsolution assumption (1.7). On a closed manifold, the existence of an admissible subsolution implies that either it is a solution or the equation does not admit a solution; see Section 2.
Fundamental existence theorems were established by Yau [44] for the complex Monge-Ampère equation on closed Kähler manifolds (see also [1] ), and by Caffarelli, Kohn, Nirenberg and Spruck [4] for the Dirichlet problem on strongly pseudoconvex domains in C n . Cherrier and Hanani [8] , [9] , [25] made the first effort to extend these results to Hermitian manifolds, followed by [18] , [34] , [35] , [45] Hermitian manifolds. In a different direction, the main result of [4] was extended by the first author [17] to general domains in C n under the assumption of existence of a subsolution, which found useful applications in some important work; see e.g. [21] , [22] , Chen [6] , Blocki [3] , and Phong and Sturm [28] . This is part of the motivation for us not to impose any further assumption on the boundary beyond smoothness in Theorem 1.2, so that it would be more convenient to use in applications.
The parabolic Monge-Ampère equation on closed Hermitian manifolds was studied by Gill [15] , Tosatti and Weinkove [38] . In a series of papers [30] , [31] , [32] , [33] Streets and Tian investigated general curvature flows of Hermitian metrics. Generalizations of Yau's theorems to symplectic four-manifolds with compatible almost complex structures were proposed by Donaldson [13] , and studied by Weinkove [43] , Tosatti, Weinkove and Yau [39] , [36] , [37] .
Deriving gradient estimates for fully nonlinear equations on complex manifolds turns out a rather surprisingly difficult task. For the Monge-Ampère equation it was carried out by Cherrier [8] and later rediscovered by P.-F. Guan [23] and Blocki [2] . It was, however, only very recently that Dinew and Kolodziej [10] were able to prove the gradient estimate for complex Hessian equations on Kähler manifolds using scaling techniques and Liouville type theorems. It would interesting to extend our proof of the gradient estimate to more general equations, at least for χ-plurisubharmonic solutions.
Remark 1.3. Theorem 1.2 was proved in [18] for the complex Monge-Ampère equation under the stronger assumption u ∈ C 4 (M); see Theorem 1.1 of [18] . Using the methods of this paper it can be weakened to u ∈ C 2 (M ).
The rest of the paper is organized as follows. In Section 2 we recall some basic formulas on Hermitian manifolds and present a crucial lemma on which our estimates in the subsequent sections will heavily depend. In Section 3 and Section 4 we derive the maximum principle for |∇u| and ∆u, the gradient and Laplacian of u, respectively, completing the proof of Theorem 1.1. Section 5 is devoted to the boundary estimates for second derivatives. Once these estimates are established, equation (1.1) becomes uniformly elliptic. We can therefore come back to derive global estimates for all (real) second derivatives as in Section 5 in [18] and apply the Evans-Krylov theorem for higher derivative estimates; Theorem 1.2 then may be proved by the continuity method. We shall omit these standard steps.
We wish to thank Wei Sun for carefully reading the manuscript and pointing out some errors in the previous versions.
Preliminaries
In this section we briefly recall some basic formulas to be used in the subsequent sections. We shall mostly follow notations in [18] . Throughout the paper, g and ∇ will denote the Riemannian metric and Chern connection of (M, ω). The torsion and curvature of ∇ are defined respectively by
In local coordinates z = (z 1 , . . . , z n ), z j = x j + √ −1y j we denote ∂ j = ∂/∂z j , ∂ j = ∂/∂z j , 1 ≤ j ≤ n, and use the following notation
and, for a function
ij v l and (see e.g, [18] and [19] )
We denote
Locally equation (1.1) then takes the form
for some ǫ > 0 and therefore
It is well known that A → (det A/trA) 1 n−1 is concave for positive definite Hermitian matrices A and hence so is A → log det A − log trA. It follows that
if u is a subsolution. As a consequence we see that u − u is constant if M is a closed manifold. The following strict concavity property plays crucial roles in our estimates.
There exist uniform constants θ, N > 0 depending on ǫ and sup M ψ such that when W ≥ N,
This lemma was proved in [14] in a slightly different form for a class of equations including (1.1). We include a proof which seems simpler in our special case, under the stronger assumption (1.7).
Proof of Lemma 2.1. At a fixed point assume that g ij = δ ij and {g ij } is diagonal. By (2.6) if some g iī is very small then (2.7) clearly holds. So we may assume g 11 ≥ · · · ≥ g nn ≥ c 1 (and therefore, ng 11 ≥ W ) where c 1 > 0 depends on ǫ. We have
The second inequality in (2.8) follows from
While the third from the fact that u is a subsolution and u a solution of equation (2.4). Assume now that W ≥ N. It follows from equation (2.4) that for any i = 2, . . . n,
Therefore, (2.10)
On the other hand, by (2.5), trχ + ∆u
Consequently,
By (2.6), fixing N large we derive (2.7).
Gradient estimates
In this section we derive (1.4) under assumption (1.3). For this purpose we consider φ = Ae Bη where η = u − u − inf M (u − u) and A, B are positive constants to be determined later. Suppose the function e φ |∇u| 2 attains its maximum at an interior point p ∈ M (otherwise we are done). We choose local coordinates around p such that g ij = δ ij and g ij is diagonal at p where, unless otherwise indicated, the computations below are evaluated. For each i = 1, . . . , n, we have
A straightforward calculation shows that
On the other hand, differentiating equation (2.4) gives
where f = log ψ. It follows that
By (3.1) and (3.3),
Combining (3.2), (3.6) and (3.5), we obtain
Next,
We have (3.8)
Therefore, by (3.7), (3.9)
Suppose now that W ≥ N where N is sufficiently large so that (2.7) holds. We consider two cases: (a) g jj < c 1 for some j and (b) g iī ≥ c 1 for all 1 ≤ i ≤ n where c 1 > 0 is a (sufficiently small) constant to be determined.
In case (a) we have by Lemma 2.1
Note that
provided that |∇u| ≥ |∇u|. So if c 1 is chosen sufficiently small, we derive a bound |∇u| ≤ C by (3.9) when B is sufficiently large. In case (b) assume that g 11 ≥ · · · ≥ g nn . Then as in (2.9) we have for all i ≥ 2
It follows that (3.10)
On the other hand, by (3.10) we have W ≤ g 11 + (n − 1)C 1 and therefore, (3.12)
Plug (3.11) and (3.12) into (3.9) and assume |∇u| ≥ |∇u|. we obtain (3.13)
By Lemma 2.1, this gives a bound |∇u| ≤ C if we fix N and B sufficiently large.
Suppose now that W ≤ N. By equation (2.4) we see that g iī ≥ c 1 , 1 ≤ i ≤ n for some c 1 > 0 depending on inf M ψ. It follows that (3.14)
1
Thus F iī η i ηī ≥ c 0 |∇η| 2 . Plugging these back in (3.9) we derive |∇η| ≤ C which in turn implies a bound |∇u| ≤ C. This completes the proof of (1.4).
The second order estimates
In this section we derive the second order estimates (1.5). As in the previous section we assume u ∈ C 2 (M ) satisfies (2.5) and (1.3). 
Proof. We assume ψ > 0; the general case ψ ≥ 0 follows from approximation. Let Φ = e φ W where φ is a function to be determined. Suppose Φ achieves its maximum at an interior point p ∈ M. Choose local coordinates around p such that g ij = δ ij and g ij is diagonal at p. we have (all calculations below are done at p),
By Schwarz inequality,
By (4.2) we write
From (4.4) and (4.5) we see that
Differentiating equation (2.4) twice we obtain (at p) 
where
By (4.3), (4.6) and (4.9),
Let φ = e Aη where η = u − u + sup M (u − u) and A is a positive constant. We see that φ i = Aφη i and φ iī = Aφη iī + A 2 φη i ηī. Therefore, applying Schwarz inequality,
The last inequality in (4.11) follows from
Suppose W is sufficiently large. Then by Lemma 2.1
It follows from (4.10), (4.11) and (4.12) that (4.13)
provided that W is large enough. We obtain when A is sufficiently large,
Note that |∆f | ≤ Cψ 1 n−1 where C depends on |ψ
; see e.g. [24] . Now assume that g 11 ≥ · · · ≥ g nn (and therefore, ng 11 ≥ W ). As in (2.8) we have
Fixing A sufficiently large we obtain a bound for W at p from (4.14).
Boundary estimates for second derivatives
In this section we derive a priori estimates for second derivatives on the boundary
Let u ∈ C 3 (M) and u ∈ C 2 (M ) be an admissible solution and subsolution of the Dirichlet problem (1.1), respectively.
Proposition 5.1. Assume ψ ∈ C 2 (M), ψ > 0 and ϕ ∈ C 4 (∂M) and that there exists an admissible subsolution u ∈ C 2 (M) satisfying (1.7). Then there exists C > 0 depending on maxM , ǫ in (2.5) and the C 1,1 norms of χ, u and ψ 1 n−1 as well as the geometric quantities of M such that
As in [18] we follow the methods of [20] , [16] , [17] using subsolutions in construction of barrier functions. The new technical tool needed in this approach is Lemma 2.1.
To derive (5.1) let us consider a boundary point 0 ∈ ∂M. We use normal coordinates around 0 such that x n is the interior normal direction to ∂M at 0. For convenience we set
and write for a function v ∈ C 3 (M )
We have
where C depends on |u| C 1 (M ) , |u| C 1 (M ) , and the principal curvatures of ∂M.
To estimate u tαxn (0) for α ≤ 2n, we shall employ a barrier function of the form
where t, T are positive constants to be determined, B δ is the (geodesic) ball of radius δ centered at p, and σ is the distance function to ∂M. Note that σ is smooth in M δ 0 := {z ∈ M : σ(z) < δ 0 } for some δ 0 > 0.
Lemma 5.2. There exists c 0 > 0 such that for T sufficiently large and t, δ sufficiently small, v ≥ 0 and
Proof. Note that, since σ is smooth and σ = 0 on ∂M, for fixed t and T we may require δ to be so small that v ≥ 0 in Ω δ . Note also that
for some constant C 1 > 0 under control. Therefore,
Fix N > 0 sufficiently large so that Lemma 2.1 holds. At a fixed point in Ω δ , we consider two cases: (a) W ≤ N and (b) W > N.
In case (a) let λ 1 ≤ · · · ≤ λ n be the eigenvalues of {g ij }. We see from equation (2.4) that there is a uniform lower bound λ 1 ≥ c 1 > 0. Consequently,
. By (5.8) and (2.7), (5.10)
if we require t and δ small enough to satisfy C 1 (t + T δ) ≤ ǫ/2. Suppose now that W > N. By Lemma 2.1 and (5.8), we may further require t and δ to satisfy C 1 (t + T δ) ≤ θ/2 so that (5.7) holds.
Using Lemma 5.2 we may derive the estimates |u tαxn (0)| ≤ C (and therefore |u xntα (0)| ≤ C) for α < 2n as in [18] ; we shall only give an outline of the proof here to correct some minor errors in [18] .
For fixed α < 2n, we write η = σ tα /σ xn and define
On ∂M since u − ϕ = 0 and T is a tangential differential operator, we have
and, similarly,
In [18] we used the formula
The correct one should be
We have (u tα )j = u tαj + u ∇ j tα and
Note that u i(∇jtα) + u (∇ i tα)j is equal to a linear combination of terms in the form u il and u kj since ∇ i ∂ ∂z k = 0, and that |F ij g ik | ≤ C. Differentiating equation (2.4) with respect to t α , α ≤ 2n, by (5.4) we obtain
Here we also used the identity
By (5.15) and (5.17) we obtain
Now the rest of the proof is similar to [18] . In summary we have
To finish the proof of (5.1) it suffices to prove
Expanding det g ij , equation (2.4) takes the form
where a = det(g αβ (0)| {1≤α,β≤n−1} ) and b ≥ 0 is bounded. To show g nn (0) ≤ C we only have to derive a uniform positive lower bound for a − ψ(0). For this we shall use an idea of Trudinger [40] combined with Lemma 2.1. Let T C ∂M be the complex tangent bundle of ∂M and
Letχ u andω denote the restrictions to T C ∂M of χ u and ω respectively. We wish to show
ψω n−1 > 1. Suppose m 0 is attained at a point 0 ∈ ∂M. Choose local coordinates around 0 as before such that e n (0) is normal to ∂M and g ij (0) = δ ij .
Let ζ 1 , . . . , ζ n−1 be a local frame of vector fields in T
We extend ζ 1 , . . . , ζ n−1 by their parallel transports along geodesics normal to ∂M so that they are smoothly defined in a neighborhood of 0. Similarly we assume ϕ is extended smoothly toM . We denoteũ αβ = u ζαζ β , etc. Define, for a positive definite (n − 1) × (n − 1) Hermitian matrix {r αβ },
and let
[a αβ (0)].
Note that G is concave and homogeneous of degree one. Therefore, for any {r αβ } > 0, We calculate as before using (5.14) So we have an a priori upper bound for all eigenvalues of {g ij (0)}. Therefore they must admit a positive lower bound. Consequently, by equation (2.4),
This completes the proof of (5.1).
