We show how to combine local Shepard operators with Hermite polynomials on the simplex (Chui and Lai, 1990 [3]) so as to raise the algebraic precision of the Shepard-Taylor operators (Farwig, 1986 [8]) that use the same data and contemporaneously maintain the interpolation properties at each sample point (derivative data included) and a good accuracy of approximation. Numerical results are provided.
Introduction
Recently a series of papers [12, 2, 10, 11, 18, 13, 21] have focused on the study of a general procedure to increase the algebraic precision, and then the approximation order, of univariate and multivariate approximation schemes using supplementary derivative data. This procedure has been initially proposed in 2003 by X. Han [12] in the univariate case and applies to all schemes that reproduce polynomials up to a certain degree, including most common types of interpolation, quasi-interpolation and moving least squares. For an approximation scheme of order m and a dataset that provides r supplementary orders of derivative data at each sample point, the procedure results in an approximation scheme of order m+r. Similarly to the well-known procedure that replaces, in the initial approximation operator, each functional evaluation f (x i ) with the Taylor polynomial for f of order r at x i and results in a new approximation operator of order max fm; rg, the new procedure replaces each functional evaluation with a modi…ed (or reduced) version of the Taylor polynomial for f of order r. The modi…ed Taylor polynomial is obtained from classic Taylor polynomial by opportunely reducing its numerical coe¢ cients [12, 13] . As one expects, this polynomial does not interpolate the derivative data of any order greater than zero. As a consequence, in the well known case of Shepard or local Shepard operators [17] the use of modi…ed Taylor polynomial [21] instead of classic Taylor polynomial [8] does not increase the precision of the combination, because the degree of exactness of Shepard operators is 0; moreover, it involves a substantial loss of information, due to the lack of interpolation of supplementary derivative data. In this paper, by following a well established procedure [7, 4, 6] , we show how to combine a local version of Shepard operators with three point interpolation polynomials, so as to raise the algebraic precision of Shepard-Taylor operators [8] that use the same data and contemporaneously maintain the interpolation properties at each sample point (derivative data included) and a good accuracy of approximation. This procedure is based on the association of each sample point with a triangle with a vertex in it and other ones in its neighborhood. The association is realized to minimize the error of the three point interpolation polynomial. To get the interpolation condition of Shepard-Taylor operators and to enhance, at the same time, its algebraic precision, we use specially selected three point Hermite interpolation polynomials; such polynomials are particular cases of a general class of Hermite interpolation polynomials on the simplex well known in literature [3] .
The paper is organized as follows. In Section 1 we …rst present the general problem of the enhancement of the algebraic precision of a linear operator by using supplementary derivative data and then specialize to the particular case of Shepard operator. In section 2 we establish some special notations and terminologies needed to recall the general formulation of Hermite interpolation polynomials on the two dimensional simplex. We work out examples for r = 1; 2 that will be used later in the paper. We also provide some useful results concerning error of approximation and limit behaviour of this special kind of polynomial expansions. In Section 3 we de…ne the Shepard-Hermite operators in the bivariate case and study their remainder terms. In Section 4 we provide numerical results obtained by applying the Shepard-Hermite operators to the scattered data interpolation problem in some special situations. ; N 2 N, be a set of N distinct points (called nodes or sample points) with associated functional evaluations, f (x 1 ); : : : ; f (x N ), f 2 C r ( ) and F = f 1 ; 2 ; : : : ; N g C r ( ) be a set of functions which depend only on the node set N . We suppose that functions in F are cardinal, i.e.
and form a partition of unity, i.e.
Therefore the linear operator
interpolates f at each sample point x i and reproduces exactly constant functions. Let m 0 be the algebraic degree of exactness of L[f ]: of course m will depend on F. In the following we suppose that functional evaluations and all derivatives up to a …xed order r 1 are given at each sample point. Under this assumption it is well known that, by replacing functional evaluations f (x i ) in (3) with the Taylor polynomial of order r for f centered at x i , i = 1; : : : ; N
we obtain operator
with algebraic degree of exactness maxfm; rg. The idea of Han in the univariate case [12] , in embrionic stage in the Ph.D. thesis of Kraaijpoel [13] and subsequently studied by many authors in the multivariate case [10, 11, 21] , consists in the substitution of the Taylor polynomial of order r for f centered at x i with a modi…ed versionT r of this polynomial de…ned as follows
with a j := r!(m + r j)! (m + r)!(r j)! ; j = 0; 1; : : : ; r:
It is easy to prove that coe¢ cients a j in (7) are all less than 1. For this reason the modi…ed Taylor polynomial is also called the reduced Taylor polynomial [13] and in the following we will use this last appellation. By this modi…cation, we obtain the operator
which interpolates f at each sample point x i and has algebraic degree of exactness m + r.
In the following we will specialize to the case of local Shepard basis functions [17] , i.e. we let
where
R w i is the radius of in ‡uence about node x i and d i (x) is the Euclidean distance between x and x i . In practice the radius R w i is computed to include at least N w points in the open ball B (x i ; R w i ) = fx : d i (x) < R w i g [16] ; as a consequence, the value at a point x 2 of the local Shepard operator 
has algebraic degree of exactness r and interpolates on all data required for its de…nition, provided that > r + 1. 
This replacement does not increase the degree of exactness of the combined operator since the local Shepard operator has degree of exactness m = 0. Moreover the resulting operator (11) loses interpolation properties of the ShepardTaylor operator (10) which uses the same data, with the exception of the interpolation of functional evaluations: in fact the reduced Taylor polynomial (6) does not interpolate successive derivatives of f at the node x i of any order greater than zero. Then a question arises. By assuming that all functional evaluations and supplementary derivative data up to a …xed order r are given at each node x i , we wonder if it is possible to enhance the degree of exactness of the Shepard operator to p = r + q, with q > 0, maintaining the interpolation properties of the Shepard-Taylor operator S Tr [f ] and the accuracy of approximation of the operator S Tp [f ] . In this paper we give a positive answer to the previous question by combining in a special way local Shepard operators with well known Hermite interpolation polynomials on the simplex [3] . To simplify notations we will consider only the bivariate case, but the procedure we propose has a direct generalization to the s-dimensional case.
Some remarks on the Hermite polynomial on the simplex
The formulation of the Hermite interpolation polynomials on the vertices of a simplex n R n , given by Chui and Lai in a famous paper of 1991 [3] in connection with the notion of super vertex splines, is here readapted to 2 R 2 for our purpose. It is very technical and requires some preliminary notations and de…nitions.
Let us denote by Z 2 + the set of all couples with non-negative integer components in the euclidean space R 2 . As usual, for = ( 1 ; 2 ) 2 Z 2 ) ; i = 0; 1; 2 be not collinear points in an anticlockwise ordering and let denote by 2 the two-dimensional simplex of vertices x 0 ; x 1 ; x 2 . The barycentric coordinates ( 0 (x) ; 1 (x) ; 2 (x)) of a generic point x 2 R 2 relative to the simplex 2 , are de…ned by
is the signed area of the simplex of vertices x 0 ; x 1 ; x 2 . We will use also notations
for the derivative of f along the directed line segment from x j to x i and
for the composition of derivatives along the directed sides of the simplex. In addition, let c i ; i = 0; 1; 2 be the projection from Z 
The following Theorem was proven in [3, Theorem 3.1.1] in the general case of n R n :
Theorem 1 In Bézier representation with respect to 2 , the Taylor polynomial of order p of a su¢ ciently smooth function f centered at the vertex x 0 is given by
(12) where
Now we will specify certain Hermite-type interpolation conditions on the vertices of a two-dimensional simplex which ensure uniqueness of interpolation in bivariate polynomial spaces P p x of total degree not greater than p. For this purpose, we need some additional de…nitions. 
Moreover, H 2 p;r (x) may be formulated in the Bézier representation of total degree p with respect to the simplex 2 as follows
Let f be a function of class C p ( ). Following above notations we set
where R 
Furthermore we set = max fkx
. By the Cauchy-Schwartz inequality it follows that
Moreover, by the binomial theorem it results
and then
The following Theorem holds.
Theorem 5 Let be a compact convex domain containing 2 and f 2 C p;1 ( ). Then, for each x 2 , we have
PROOF. For = (0; 0) we rewrite (13) by expanding the sum of index i, i.e.
By the Taylor Theorem with integral remainder we get
. By the property i (x j ) = ij ; i; j = 0; 1; 2 it follows that
and
By substituting the relations (20) and (21) in (19) we have
To obtain the bound (18) in the considered case we take the modulus of both sides of (22); by using relations (15) and (16) we have
The result follows by setting
and by distinguishing the cases kx x 0 k 2 and kx x 0 k 2 > . The cases j j 1 can be obtained analogously by considering the derivative of 
and therefore by the triangle inequality we get
Consequently all partial derivatives up to the order p of
coincide with corresponding partial derivatives of f at x 0 . The result follows by the uniqueness of classic Taylor interpolation [1] noting that T p [f; x 0 ] (x) is a polynomial of degree not greater than p.
Corollary 6 In the hypothesis of Theorem 5 for all x 2 we have
is the remainder term in Taylor expansion; moreover
PROOF. Equation (23) trivially follows from equation (17); bounds (24) follow from the triangular inequality by bounding Taylor remainder in a classic way [7] . 
Particular cases
Of particular interest are expansions (14) for r = 1; 2 that will be used later in the paper. In order to get these expansions, we graphically represent the corresponding lower sets by Bézier nets as in [3] . In particular we denote functional evaluations by balls on the vertices of the simplex and derivatives along the directed line segment by balls on the sides; mixed derivatives are then denoted by balls in the interior of the simplex. As in Theorem 4, we …x M 2 0 such that we interpolate f and all its partial derivatives up to the order r at the vertex x 0 and lower sets M 
Case r = 1
Let us suppose that functional evaluations and …rst order derivatives of a function f are given at the vertices of 2 , that is r = 1. Let us …x lower sets In Figure 1 we graphically represent the Bézier net according to the corresponding M in Bézier representation is 
Case r = 2
Let us suppose that functional evaluations, …rst and second order derivatives of a function f are given at the vertices of 2 , that is r = 2. Let us …x lower sets conditions. The corresponding interpolation polynomial is given by
The polynomial H 2 3;2 [f ] (x) has degree of precision 3. Therefore also in the case r = 2, H 2 3;2 has degree of precision increased by 1 with respect to the Taylor polynomial that uses the same data at x 0 . Nevertheless, in case r = 2 it is possible to …x others lower sets, as for example those depicted in …gure 3. In this case we obtain polynomial
The degree of precision of H 
where H 2 (i) p;r
[f ] (x) is the Hermite interpolating polynomial (13) on the simplex 2 (i), i = 1; : : : ; N . The remainder term is
Convergence results can be obtained by following the well known approaches [19, §15.4] , [7, 20] . We set:
(1) I x = fi 2 f1; : : : ; N g : jx
whereK (0;0) (p) is the constant de…ned in (25).
PROOF. As the Shepard basis form a partition of unity (2), we get
and therefore, from (24) it results
Theorem 9 Let f be a function of class C p;1 ( ). Then for each ; 2 N such that 0 < + < the following bound holds:
withK (p) as in Theorem 5 and C 1 ; 2 de…ned above.
PROOF. By di¤erentiating
times with respect to x and times with respect to y, 0 < + < , both sides of (32), by using Leibniz'rule, we get
and the result follows by settings (1)- (5).
The following statements can be easily checked.
Theorem 10
The operator S Hp;r [ ] interpolates on all data required for its de…nition provided that > r + 1. 
Numerical results
To test the accuracy of approximation of the bivariate Shepard-Hermite operators in the multivariate interpolation of large sets of scattered data, we test the local Shepard operator combined whit Hermite interpolation polynomials (27), (29) respectively. In the following we set p = = 2; 3; 4 and r = 1; 2. We emphasize that operators S Tp [f ] ; p = 2; 3; 4 make use, at each sample point, of functional and partial derivatives data up to the orders 2; 3 and 4 respectively, while operators S Hp;r [f ] make use, at each sample point, of functional evaluation and …rst order derivatives data for p = 2, and functional evaluation and …rst and second order derivatives data for p = 3; 4. We compute numerical approximations using the Franke dataset [9] and a 33 33 sparse set of uniformly distributed interpolation nodes in the unit square . We compute the resulting approximations at the points of a regular grid of 101 101 points of . We show in table 1-10 maximum, mean and mean square interpolation errors, computed for the parameter value N w = 30.
Conclusion
In the context of the problem of the enhancement, using supplementary derivative data, of the algebraic precision of linear operators for univariate and multivariate approximation, in this paper we have de…ned the local Shepard- ties, and also to achieve the accuracy of approximation of the Shepard-Taylor operators S Tp [f ] with the same algebraic precision.
