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Abstrat
We omplement our previous work [Krop and Treves, 2007℄ with the full (non diluted) solution
desribing the stable states of an attrator network that stores orrelated patterns of ativity. The new
solution provides a good t of simulations of a network storing the feature norms of MRae and olleagues
[MRae et al., 2005℄, experimentally obtained ombinations of features representing onepts in semanti
memory. We disuss three ways to improve the storage apaity of the network: adding uninformative
neurons, removing informative neurons and introduing popularity-modulated hebbian learning. We
show that if the strength of synapses is modulated by an exponential deay of the popularity of the
pre-synapti neuron, any distribution of patterns an be stored and retrieved with approximately an
optimal storage apaity - i.e, Cmin ∝ Ifp, the minimum number of onnetions per neuron needed to
sustain the retrieval of a pattern is proportional to the information ontent of the pattern multiplied by
the number of patterns stored in the network.
1 Introdution
Autoassoiative memory networks an store patterns of neural ativity by modifying the synapti weights
that inter-onnet neurons [Hopeld, 1982, Amit, 1989℄, following the Hebbian rule [Hebb, 1949℄. One a
pattern of ativity is stored, it beomes an attrator of the dynamis of the system. Diret evidene showing
attrator behavior in the hippoampus of in vivo animals has been reported [Wills et al., 2005℄. These kind
of memory systems have been proposed to be present at all levels along the ortex of higher order brains,
where hebbian plastiity plays a major role.
Most models of autoassoiative memory studied in literature store patterns that are obtained from some
random distribution. Some exeptions appeared during the 80's when interest grew around the storage of
patterns derived from hierarhial trees [Parga and Virasoro, 1986, Gutfreund, 1988℄. Of partiular interest,
Virasoro [Virasoro, 1988℄ relates the behavior of networks of general arhiteture with prosopagnosia, an
impairment that impedes a patient to individuate ertain stimuli without aeting its apaity to ategorize
them. Interestingly, the results from this model indiate that prosopagnosia is not present in Hebbian-
plastiity derived networks. Some other developments have used pereptron-like or other arbitrary loal rules
for storing generally orrelated patterns [Gardner et al., 1989, Diederih and Opper, 1987℄ or patterns with
spatial orrelation [Monasson, 1992℄. More reently, Tsodyks and ollaborators [Blumenfeld et al., 2006℄ have
studied a Hopeld memory in whih a sequene of morphs between two unorrelated patterns are stored. In
this work, the use of a salieny funtion favouring unexpeted over expeted patterns during learning results
in the formation of a ontinuous one-dimensional attrator that spans the spae between the two original
memories. The fusion of basins of attration an be an interesting phenomenon that we are not going to
∗
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treat in this work, sine we assume that the elements stored in a memory suh as the semanti one are
dierentiable by onstrution.
Feature norms are a way to get an insight on how semanti information is organized in the human brain
[Vinson and Viglioo, 2002, Garrard et al., 2001, MRae et al., 2005℄. The information is olleted by ask-
ing dierent types of questions about partiular onepts to a large population of subjets. Representations
of the onepts are obtained in terms of the features that appear more often in the subjets' desriptions.
In this work we analyze the feature norms of MRae and olleagues [MRae et al., 2005℄ for two reasons:
they are publi and the size of the dataset allows a statistial approah (it inludes 541 onepts desribed
in terms of 2526 features). The norms were downloaded from the Psyhonomi Soiety Arhive of Norms,
Stimuli, and Data web site (www.psyhonomi.org/arhive) with onsent of the authors.
In setion 2 we dene a simple binary assoiative network, showing how it an be modied in order
to store orrelated representations. In setion 3 we solve the equilibrium equations for the stable attrator
states of the system using a self-onsistent signal to noise approah. Finally, in setion 4 we study the storage
of the feature norms of MRae and olleagues representing semanti memory elements.
2 The model
We assume a network with N neurons and C ≤ N synapti onnetions per neuron. If the network stores p
patterns, the parameter α = p/C is a measure of the memory load normalized by the size of the network. In
lassial models, the equilibrium properties of large enough networks depends on p, C and N only through
α, whih allows the denition of the thermodynami limit (p→∞, C →∞, N →∞, α onstant).
The ativity of neuron i is desribed by the variable σi, with i = 1...N . Eah of the p patterns is a
partiular state of ativation of the network. The ativity of neuron i in pattern µ is desribed by ξµi , with
µ = 1...p. The perfet retrieval of pattern µ is thus haraterized by σi = ξ
µ
i for all i. We will assume binary
patterns, where ξµi = 0 if the neuron is silent and ξ
µ
i = 1 if the neuron res. Consistently, the ativity states
of neurons will be limited by 0 ≤ σi ≤ 1. We will further assume a fration a of the neurons being ativated
in eah pattern. This quantity reeives the name of sparseness.
Eah neuron reeives C synapti inputs. To desribe the arhiteture of onnetions we use a random
matrix with elements Cij = 1 if a synapti onnetion between post-synapti neuron i and pre-synapti
neuron j exists and Cij = 0 otherwise, with Cii = 0 for all i. In addition to this, synapses have assoiated
weights Jij .
The inuene of the network ativity on a given neuron i is represented by the eld
hi =
N∑
j=1
CijJijσj (1)
whih enters a sigmoidal ativation funtion in order to update the ativity of the neuron
σi = {1 + expβ (U − hi)}−1 (2)
where β is inverse to a temperature parameter and U is a threshold favoring silene among neurons
[Buhmann et al., 1989, Tsodyks and Feigel'Man, 1988℄.
The learning rule that denes the weights Jij must reet the Hebbian priniple: every pattern in whih
both neurons i and j are ative will ontribute positively to Jij . In addition to this, the rule must inlude,
in order to be optimal, some prior information about pattern statistis. In a one-shot learning paradigm,
the optimal rule uses the sparseness a as a learning threshold,
Jij =
1
Ca
p∑
µ=1
(ξµi − a)
(
ξµj − a
)
. (3)
However, as we have shown in previous work [Krop and Treves, 2007℄, in order to store orrelated
patterns this rule must be modied using aj , or the popularity of the pre-synapti neuron, as a learning
threshold,
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Jij =
1
Ca
p∑
µ=1
ξµi
(
ξµj − aj
)
, (4)
with
ai ≡ 1
p
p∑
µ=1
ξµi . (5)
This requirement omes from splitting the eld into a signal and a noise part,
hi =
1
Ca
ξ1i
N∑
j=1
Cij
(
ξ1j − aj
)
σj +
1
Ca
p∑
µ=2
ξµi
N∑
j=1
Cij
(
ξµj − aj
)
σj , (6)
and, under the hypothesis of gaussian noise, setting the average to zero and minimizing the variane. This
last is
var =
1
C2a2
p∑
µ=1
ξµi
N∑
j=1
Cijσ
2
j
(
ξµj − aj
)2
+
+
1
C2a2
p∑
µ6=ν=1
ξµi ξ
ν
i
N∑
j=1
Cijσ
2
j
(
ξµj − aj
) (
ξνj − aj
)
+
+
1
C2a2
p∑
µ=1
ξµi
N∑
j 6=k=1
CijCikσjσk
(
ξµj − aj
)
(ξµk − ak) +
+
1
C2a2
p∑
µ6=ν=1
ξµi ξ
ν
i
N∑
j 6=k=1
CijCikσjσk
(
ξµj − aj
)
(ξνk − ak) . (7)
If statistial independene is granted between any two neurons, only the rst term in Eq. 7 survives when
averaging over {ξ}.
In Figure 1 we show that the rule in Eq. 3 an eetively store unorrelated patterns taken from the
distribution
P (ξµi ) = aδ (ξ
µ
i − 1) + (1− a) δ (ξµi ) . (8)
but annot handle less trivial distributions of patterns, suering a storage ollapse. The storage apaity an
be brought bak to normal by using the learning rule in Eq. 4, whih is also suitable for storing unorrelated
patterns.
Having dened the optimal model for the storage of orrelated memories, we analyze in the following
setions the storage properties and its onsequenes through mean eld equations.
3 Self onsistent analysis for the stability of retrieval
We now proeed to derive the equations for the stability of retrieval, similarly to what we have done in
[Krop and Treves, 2007℄ but in a network with an arbitrary level of random onnetivity, where the approx-
imation C ≪ N is no longer valid [Shiino and Fukai, 1992, Shiino and Fukai, 1993, Roudi and Treves, 2004℄.
Furthermore, we introdue patterns with variable mean ativation, given by
dµ ≡ 1
N
N∑
j=1
ξµj (9)
for a generi pattern µ. As a result of this, the optimal weights are given by
Jij = gj
p∑
µ=1
cij
Cdµ
ξµi (ξ
µ
j − aj) (10)
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Figure 1: The four ombinations of two learning rules and two types of dataset. Green: one shot 'standard'
learning rule of Eq. 3. Orange: modied rule of Eq. 4. Solid: trivial distribution of randomly orrelated
patterns obtained from Eq. 8. Dashed: non-trivially orrelated patterns obtained using a hierarhial
algorithm. In three ases, the storage apaity (the maximum number of retrievable patterns normalized by
C) with C (the number of onnetions per neuron) is nite and onverges to a ommon value as C inreases.
Only in the ase of one-shot learning of orrelated patterns there is a storage ollapse.
whih ensures that patterns with dierent overall ativity will have not only a similar noise but also a similar
signal. In addition, we have introdued a fator gj = g(aj) in the weights that may depend on the popularity
of the pre-synapti neuron. We will onsider gj = 1 for all but the last setion of this work.
If the generi pattern 1 is being retrieved, the eld in Eq. 1 for neuron i an be written as a signal and
a noise ontribution
hi = ξ
1
im
1
i +
∑
µ6=1
ξµi m
µ
i (11)
with
mµi =
1
Cdµ
N∑
j=1
gjcij(ξ
µ
j − aj)σj . (12)
We hypothesize that in a stable situation the seond term in Eq.11, the noise, an be deomposed into two
ontributions ∑
µ6=1
ξµi m
µ
i = γiσi + ρizi. (13)
The seond term in Eq. 13 represents a gaussian noise with standard deviation ρi, and zi a random variable
taken from a normal distribution of unitary standard deviation. The rst term is proportional to the ativity
of the neuron i and results from losed synapti loops that propagate this ativity through the network bak
to the original neuron, as shown in [Roudi and Treves, 2004℄. As is typial in the self onsistent method, we
will proeed to estimate mµi from the ansatz in Eq. 13, inserting it into Eq. 11 and validating the result
with, again, Eq. 13, heking the onsisteny of the ansatz.
Sine Eq. 13 is a sum of p→∞ mirosopi terms, we an take a single term ν out and assume that the
sum hanges only to a negligible extent. In this way, the eld beomes
hi ≃ ξ1im1i + ξνi mνi + γiσi + ρizi. (14)
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If the network has reahed stability, whih we assume, updating neuron i does not aet its state. This an
be expressed by inserting the eld into Eq. 2,
σi = {1 + exp(−β(hi − U))}−1 ≡ G
[
ξ1im
1
i + ξ
ν
i m
ν
i + ρizi
]
. (15)
In the RHS of Eq. 15 the ontribution of γiσi to the eld has been reabsorbed into the denition of G[x].
At rst order in ξνjm
ν
j , Eq. 15 orresponding to neuron j an be written as
σj ≃ G
[
ξ1jm
1
j + ρjzj
]
+G′
[
ξ1jmj + ρjzj
]
ξνjm
ν
j . (16)
To simplify the notation we will further use Gj ≡ G
[
ξ1jm
1
j + ρjzj
]
and G′j ≡ G′
[
ξ1jmj + ρjzj
]
. To this order
of approximation, Eq. 12 beomes
mµi =
1
Cdµ
∑
j=1
Ngjcij(ξ
µ
j − aj)
{
Gj +G
′
jξ
µ
j m
µ
j
}
. (17)
Other terms of the same order in the Taylor expansion ould have been introdued in Eq. 16, orresponding
to the derivatives of G with respet to ξµj m
µ
j for µ 6= ν. It is possible to show, however, that suh terms give
a negligible ontribution to the eld.
If we dene
Lµi =
1
Cdµ
N∑
j=1
gjcij(ξ
µ
j − aj)Gj
Kµij =
1
Cdµ
gjcij(ξ
µ
j − aj)ξµj G′j , (18)
Eq. 17 an be simply expressed as
mµi = L
µ
i +
N∑
j=1
Kµijm
µ
j . (19)
This equation an be applied reurrently to itself renaming indexes,
mµi = L
µ
i +
N∑
j=1
KµijL
µ
j +
N∑
j=1
N∑
k=1
KµijK
µ
jkm
µ
k . (20)
If applied reurrently innite times, this proedure results in
mµi = L
µ
i +
N∑
j=1
KµijL
µ
j +
N∑
j=1
N∑
k=1
KµijK
µ
jkL
µ
k + . . . (21)
whih, by exhanging mute variables, an be re-written as
mµi = L
µ
i +
N∑
j=1
Lµj

Kµij +
N∑
k=1
KµikK
µ
kj +
N∑
k,l=1
KµikK
µ
klK
µ
lkj + . . .

 . (22)
Eq. 22 an be deomposed into the ontribution of the ativity of Gi on one side and that of the rest of
the neurons on the other, whih will orrespond to the rst and the seond term on the RHS of Eq. 13. To
re-obtain this equation we multiply by ξµi and sum over µ, using the denition of L
µ
i from Eqs. 18,
∑
µ6=1
mµi ξ
µ
i = Gigi
∑
µ6=1
ξµi (1− ai)
Cdµ

cii + N∑
j=1
cji
{
Kµij +
N∑
k=1
KµikK
µ
kj + . . .
}+
+
∑
l 6=i Glgl
∑
µ6=1
ξµi (ξ
µ
l − al)
Cdµ

cil + N∑
j=1
cjl
{
Kµij +
N∑
k=1
KµikK
µ
kj + . . .
}
 . (23)
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Let us rst treat the rst term of Eq. 23, orresponding to γiσi in Eq. 13. Taking into aount
that cii = 0 (no self-exitation), only the ontribution inluding the urly brakets survives. As shown in
[Roudi and Treves, 2004℄, eah term inside the urly brakets, ontaining the produt of multiple K's, is
dierent only to a vanishing order from the produt of independent averages, eah one orresponding to the
sum of Kab over all pre-synapti neurons b. In this way,
Gigi(1 − ai)
∑
µ6=1
ξµi
Cdµ
N∑
j,l1...ln=1
cjiK
µ
il1
[
n−2∏
o=1
Kµlolo+1
]
Kµlnj ≃
≃ αGigiai(1 − ai)C
N
〈
1
dn+1µ
〉
µ
(aΩ)n, (24)
where we have introdued α ≡ p/C, or the memory load normalized by the number of onnetions per
neuron. The 〈. . .〉µ brakets symbolize an average over the index µ and Ω is a variable of order 1 dened by
Ω ≡ 1
aN
N∑
j=1
aj(1− aj)G′jgj. (25)
Adding up all the terms with dierent powers of Ω in Eq. 24 results in
γiσi = αai(1− ai)gi C
N
〈
Ω
dµ(dµ/a− Ω)
〉
µ
Gi. (26)
Sine Ω does not depend on µ, if dµ = a for all µ the average results simply in the lassial Ω/(1−Ω) fator.
As postulated in the ansatz, the seond term in Eq. 23 is a sum of many independent ontributions and
an thus be thought of as a gaussian noise. Its mean is zero by virtue of the fator (ξµl − al), unorrelated
with both ξµi (by hypothesis) and dµ (negligible orrelation). Its variane is given by
〈〈
ρ2i
〉〉
=
〈〈∑
l 6=i
G2l g
2
l
∑
µ6=1
ξµi (ξ
µ
l − al)2
C2d2µ

cil + N∑
j=1
cjl
{
Kµij +
N∑
k=1
KµikK
µ
kj + . . .
}

2〉〉
(27)
whih orresponds to the rst and only surviving term of Eq. 7, the other three terms vanishing for idential
reasons. Distributing the square in the big parenthesis and repeating the steps of Eq. 24 this results in
〈〈
ρ2i
〉〉
= αai
{〈
1
d2µ
〉
µ
+ 2
C
N
〈
Ω
d2µ(dµ/a− Ω)
〉
µ
+
C
N
〈
Ω2
d2µ(dµ/a− Ω)2
〉
µ
}
×
×
∑
µ6=1
1
C
∑
l 6=i
(ξµl − al)2g2l
C
N
G2l . (28)
If we dene
q ≡ {. . .} 1
N
N∑
l=1
G2l al(1 − al)g2l (29)
inluding the whole ontent of the urly brakets from the previous equation, then the variane of the
gaussian noise is simply αaiq, and the seond term of Eq. 13 beomes
ρizi =
√
αaiqzi (30)
with zi, as before, an independent normally-distributed random variable with unitary variane. The initial
hypothesis of Eq. 13 is, thus, self onsistent.
Taking into aount these two ontributions, the mean eld experiened by a neuron i when retrieving
pattern 1 is
6
hi = ξ
1
im+ αai(1− ai)Gigi
C
N
〈
Ω
dµ(dµ/a− Ω)
〉
µ
+
√
αqaizi, (31)
where we have used m1i ≃ m and
m ≡ 1
Nd1
N∑
j=1
(ξ1j − aj)gjσj (32)
is a variable measuring the weighted overlap between the state of the network and the pattern 1, whih
together with q (Eq. 29) and Ω (Eq. 25) form the group of marosopi variables desribing the possible
stable states of the system. While m is a variable related to the signal that pushes the ativity toward
the attrator, q and Ω are noise variables. Diluted onnetivity is enough to make the ontribution of Ω
negligible (in whih ase the diluted equations [Krop and Treves, 2007℄ are re-obtained), while q gives a
relevant ontribution as long as the memory load is signiantly dierent from zero, α = p/C > 0.
To simplify the analysis we adopt the zero temperature limit (β →∞), whih turns the sigmoidal funtion
of Eq. 2 into a step funtion. To obtain the mean ativation value of neuron i, the eld hi dened by Eq.
31 must be inserted into Eq. 2 and the equation in the variable σi solved. This equation is
σi = Θ
[
ξ1im+ αai(1− ai)σigi
C
N
〈
Ω
dµ(dµ/a− Ω)
〉
µ
+
√
αqaizi − U
]
, (33)
where Θ[x] is the Heaviside funtion yielding 1 if x > 0 and 0 otherwise. When zi has a large enough
modulus, its sign determines one of the possible solutions, σi = 1 or σi = 0. However, for a restrited range
of values, z− ≤ zi ≤ z+, both solutions are possible. Using the denition of γi in Eq. 26 to simplify notation,
we an write z+ = (U − ξ1im)/
√
αqai and z− = (U − ξ1im − γi))/
√
αqai. A sort of Maxwell rule must be
applied to hoose between the two possible solutions [Shiino and Fukai, 1993℄, by virtue of whih the point
of transition between the σi = 0 and the σi = 1 solutions is the average between the two extremes
yξ ≡ z+ + z−
2
=
U − ξ1im− γi/2√
αqai
. (34)
Inserting Eq. 33 into Eq. 32 yields
m =
1
Nd1
N∑
j=1
(ξ1j − aj)gj
∫ ∞
−∞
DzΘ [z − yξ] , (35)
where we have introdued the average over the independent normal distribution Dz for zj . This expression
an be integrated resulting in
m =
1
Nd1
N∑
j=1
(ξ1j − aj)gjφ[yξ]., (36)
where we dene
φ(yξ) ≡ 1
2
{
1 + erf
[
yξ√
2
]}
. (37)
Following the same proedure, Eq. 29 an be rewritten as
q =
{〈
1
d2µ
〉
µ
+ 2
C
N
〈
Ω
d2µ(dµ/a− Ω)
〉
µ
+
C
N
〈
Ω2
d2µ(dµ/a− Ω)2
〉
µ
}
×
× 1
N
N∑
j=1
aj(1− aj)g2jφ(yξ). (38)
Before repeating these steps for the variable Ω we note that
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∫
DzG′j =
1√
αqaj
∫
Dz
∂σj
∂z
=
1√
αqaj
∫
Dzzσj, (39)
where we have applied integration by parts. Eq. 24 results then in
Ω =
1
Na
N∑
j=1
aj(1− aj)gj√
2piαqaj
exp
{
−y
2
ξ
2
}
. (40)
Eqs. 36, 38 and 40 dene the stable states of the network. Retrieval is suessful if the stable value
of m is lose to 1. In Figure 2 we show the performane of a fully onneted network storing the feature
norms of MRae and olleagues [MRae et al., 2005℄ in three situations: theoretial predition for a diluted
network as in [Krop and Treves, 2007℄, theoretial predition for a fully onneted network alulated from
Eqs. 36-40 and the atual simulations of the network. The gure shows that the fully onneted theory
better approximates the simulations, performed with random subgroups of patterns of varying size p and full
onnetivity for eah neuron, C = N , equal to the total number of features involved in the representation of
the subgroup of onepts.
Figure 2: Simulations and numerial solutions of the equations of a network storing random subgroups of
patterns taken from the feature norms of MRae and olleagues. The performane of the network depends
strongly on the size of the subgroup. Though this is observed in the highly diluted approximation, the deay
in performane is not enough to explain the data. It is the full solution with g(x) = 1 that results in a good
t of the simulations. In eah simulation, the number of neurons equals the number of features desribing
some of the stored onepts, and there is full onnetivity between neurons, C = N .
Finally, we an rewrite Eqs. 36-40 in a ontinuous way by introduing two types of popularity distribution
aross neurons:
F (x) = P (ai = x) (41)
as the global distribution, and
f(x) = P (ai = x|ξ1i = 1) (42)
as the distribution related to the pattern that is being retrieved.
The equations desribing the stable values of the variables beome
8
m =
∫ 1
0
f(x)g(x)(1 − x)φ(y1)− 1
d1
∫ 1
0
[F (x)− d1f(x)] g(x)xφ(y0)
q =
{〈
1
d2µ
〉
µ
+ 2
C
N
〈
Ω
d2µ(dµ/a− Ω)
〉
µ
+
C
N
〈
Ω2
d2µ(dµ/a− Ω)2
〉
µ
}
×
×
{
d1
∫ 1
0
f(x)g2(x)x(1 − x)φ(y1) +
∫ 1
0
[F (x) − d1f(x)] g2(x)x(1 − x)φ(y0)
}
Ω =
d1
a
∫ 1
0
f(x)g(x)
x(1 − x)√
2piαqx
exp(−y21/2) +
1
a
∫ 1
0
[F (x)− d1f(x)]g(x)x(1 − x)√
2piαqx
exp(−y20/2), (43)
where, adapted from Eq. 34,
yξ =
1√
αqx
(
U − ξm− αx(1 − x)g(x) C
2N
〈
Ω
dµ(dµ/a− Ω)
〉
µ
)
. (44)
4 The storage of feature norms
In [Krop and Treves, 2007℄ we have shown that the robustness of a memory in a highly diluted network is
inversely related to the information it arries. More speially, a stored memory needs a minimum number
of onnetions per neuron Cmin that is proportional to
If ≡
∫ 1
0
f(x)x(1 − x)dx. (45)
In this way, if onnetions are randomly damaged in a network, the most informative memories are seletively
lost.
The distribution F (x) aets the retrievability of all memories. As we have shown in the same paper, it
is typially a funtion with a maximum near x = 0. The relevant harateristi of F (x) is its tail for large
x. If F (x) deays fast enough, the minimal onnetivity sales like
Cmin ∝ pIf log
[
IF
aIf
]
, (46)
where IF orresponds to the same pseudo-information funtion as in Eq. 45, but using the distribution F (x).
If F (x) deays exponentially (F (x) ∼ exp(−x/a)), the saling of the minimal onnetivity is the same, with
only a dierent logarithmi orretion,
Cmin ∝ pIf log2
[
IF
aIf
]
. (47)
The big dierene appears when F (x) has a tail that deays as slow as a power law (F (x) ∼ x−γ). The
minimal onnetivity is then muh larger
Cmin ∝ pIf
a
log
[
aγ−2
If
]
(48)
sine the sparseness, measuring the global ativity of the network, is in ortial networks a ≪ 1. Unfortu-
nately, as an be seen in Figure 3, the distribution of popularity F (x) for the feature norms of MRae and
olleagues is of this last type. This is the reason why, as shown in Figure 2, the performane of the network
is very poor in storing and retrieving patterns taken from this dataset. In a fully onneted network as the
one shown in the gure, a stored pattern an be retrieved as long as its minimal onnetivity Cmin ≤ N ,
the number of onnetions per neuron. Along the x axis of the Figure, representing the number of patterns
from the norms stored in the network, the average of If is rather onstant, p and N inrease proportionally
and a dereases, eventually taking Cmin over the full onnetivity limit.
In the following subsetions, we analyze dierent ways to inrease this poor storage apaity and eetively
store and retrieve the feature norms in an autoassoiative memory.
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Figure 3: The popularity distribution F (x) of the feature norms is a power law, with γ ≃ 2.16. Note that
both axes are logarithmi. In the inset, the same plot appears with linear axes, inluding the orresponding
t.
4.1 Adding uninformative neurons
As disussed in [Krop and Treves, 2007℄, a way to inrease the storage apaity of the network in general
terms is to push the distribution F (x) toward the smaller values of x. One possibility is to add neurons
with low information value (i.e. with low popularity) so as to make If smaller in average without aeting
the sparseness a too muh. In Figure 4a we show that the full set of patterns from the feature norms an
be stored and retrieved if 5 new neurons per pattern are added, ative in that partiular pattern and in no
other one.
4.2 Removing informative neurons
A similar eet on the distribution F (x) an be obtained by eliminating seletively the most informative
neurons. In Figure 4b we show that if the full set of patterns is stored a retrieval performane of ∼ 80% is
ahieved if the 40 more informative features are eliminated. We estimate that 100% performane should be
ahieved if around 60 neurons were seletively eliminated.
It is not ommon in the neural literature to nd a poor performane that is improved by damaging the
network. This must be interpreted in the following way. The onnetivity of the network is not enough to sus-
tain the retrieval of the stored patterns, too informative to be stable states of the system. By throwing away
information, the system an be brought bak to work. However, a prie is being payed: the representations
are impoverished sine they no longer ontain the most informative features.
4.3 Popularity-modulated weights
A nal way to push the distribution F (x) toward low values of x an be gured from Eqs. 43. Indeed, g(x)
an be thought of as a modulator of the distributions F (x) and f(x). Inspired in [Krop and Treves, 2007℄,
if g(x) deays exponentially or faster, the storage apaity of a set of patterns with any deaying F (x)
distribution should be brought bak to a Cmin ∝ pIf dependene, without the a−1 ≫ 1 fator.
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Figure 4: Adding or taking neurons aets the overall distribution F (x) and, thus, the performane of the
network. The starting point for both situations is 2526 neurons orresponding to all the features in the
norms. a: Adding 5 neurons with minimal popularity per pattern is enough to get 100% performane. Note
that the transition is sharp. b: Removing the 40 most informative neurons also results in an improved
performane, in this ase of 80% of the stored patterns.
In Figure 5 we analyze two possible g(x) funtions that favor low over high values of x:
g1(x) =
a(1− a)
x(1 − x) (49)
g2(x) =
√
a(1− a)
x(1− x) . (50)
The storage apaity of the network inreases drastially in both ases. Furthermore, we estimate that
∼ 60% of the lost memories in the gure suer from a too high value of the threshold U , set, as in all
simulations in the paper, to 0.6. This value was hosen to maximize the performane in the previous
simulations. However, with a muh more ontrolled noise, the optimal threshold should be lower, generally
around m/2. Setting the threshold in this level ould maybe improve even further the performane of the
network.
5 Disussion
We have presented the full non diluted solution desribing the stable states of a network that stores orrelated
patterns. A simple Hebbian learning rule is appliable as long as neurons an be treated as statistially
independent. In order to analyze the storage of the patterns taken from the feature norms of MRae
and olleagues, we inlude in the learning rule the possibility that the global ativity is dierent for eah
pattern. The full solution explains the poor performane of autoassoiative networks storing the feature
norms [MRae et al., 1997, Cree et al., 1999, Cree et al., 2006℄. We show that this data has a popularity
distribution deaying as a power law, the worse of the ases analyzed in [Krop and Treves, 2007℄.
The three proposed solutions aiming to improve the storage apaity of the network have a very dierent
sope. Adding unpopular neurons is a feasible solution for MRae and olleagues. In the proedure of
olleting the norms, a threshold is used to deide whethter or not a given feature is relevant enough to
be inluded in the dataset. Lowering the threshold would result in a set of patterns with many more very
uninformative features. In seond plae, the elimination of very informative neurons in a damaged network
ould be ahieved by damaging seletively the most ative ones, bringing bak the network to work. Finally,
the modulation of synapti strength following pre-synapti popularity an be onsidered to be an intermediate
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Figure 5: Simulations (dashed line) and theoretial preditions (solid line) of a network storing subgroups
of patterns of varying size taken from MRae and olleagues feature norms with a popularity-modulated
hebbian learning rule. The thin violet lines use a value of g(x) inversely proportional to x(1−x), normalized
so as to maintain the average eld of order 1. The thik green line orresponds to a g(x) inversely proportional
to
√
x(1− x). Following our preditions, the exat form of g(x) does not aet the general performane,
whih is substantialy improved with respet to the simulations with g(x) = 1, opied from Figure 3 in grey
dots.
solution between the two extremes. Whether or not it is a ortial strategy applied to deal with orrelated
representations is a question for whih we have yet no experimental evidene.
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