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ABSTRACT. Let Y be a response variable related with a set of explanatory variables and
let f1, f2, . . . , fk a set of the parametric forms representing a set of candidate’s model. Let
f ∗ be the true model among the set of k plausible models. We discuss in this paper the
use of wavelet regression method as auxiliary for the choice of the “true” parametric form
of a regression model, particularly, for the cases of nonlinear regression and generalized
linear models. The use of a non-parametric method for the choice of the more appropri-
ate parametric equation in regression problems would be interesting in practice due to
the simplicity and because the probabilistic assumptions are not required.We evaluate the
performance of the proposed wavelet procedure based on the true classification rate of the
correct parametric form among a range of k candidate models, taking into account a wide
ranges of scenarios and configurations as well as in real data set applications.
1. INTRODUCTION
Parametric regression models are widely used in many fields and represent one of the
most important statistical tools. The generalized linear models (GLMs) represent one of
the most important developments in statistical theory over the past several decades[24]. A
GLM is characterized by three terms. The first is the random component with the response
variable belonging to the exponential family of distributions. The second is the systematic
component represented by a linear predictor that includes the explanatory variables. The
third term is the link function which connects the linear predictor to the response variable
mean. Another important topic in statistical modeling is the nonlinear regression, with
a large applicability in several fields like biology, engineering, medicine, among others
[1, 26].
Wavelets have been developed in functional analysis as bases for L2(R ), as well as some
of its subspaces. These classes of functions contain a large number of diverse elements,
which makes them suitable for broad theoretical and numerical applications. For instance,
they form unconditional bases for some large functional classes, which leads to optimal
estimators and tests [28].
An important step in the employment of some parametric regression model is the choice
the mathematical function or the regression equation that relates the response variable Y
with a set of explanatory variables X1, . . . , Xp . In the framework of the GLM this step rep-
resents the choice of the link function. This function defines the regression equation that
relates the random component to the linear predictor. Link misspecification can lead to
several problems on a GLM application, such as bias in the regression parameters and
in the mean response estimates [9, 10]. A methodology which finds an appropriate link
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function for a GLM is still an open problem. Techniques have been proposed to evalu-
ate if a predetermined link function is adequate for a fitted GLM [2, 8, 18, 25]. A scatter
plot between the fitted response variable ( yˆ ) and the fitted linear predictor (ηˆ) represents
an informal procedure to verify whether the link function is suitable. Thus, most of the
current techniques are straightforward adaptations from linear models’ procedures.
The same problem occurs to define the “best” nonlinear function in the framework of
nonlinear regression. Usually, it is recommended the previously knowledge of the nonlin-
ear relationship between the response and the explanatory variables. However, in practice,
this is not always possible and the researcher not have information about the true non-
linear model. Exploratory techniques are used to detect the more appropriate nonlinear
function among a range of eligible nonlinear functions.
Wavelet methods have been used within parametric models in several instances. The
references [3, 4] study the employment of wavelet methods to remove the effects of spatial
auto-correlation in generalized linear models while [14] applies penalized partially linear
models to fMRI data, and [16] discusses the wavelet application in partially linear models
aiming robust estimation. Wavelet techniques have been successfully employed in the
analysis of linear normal regression models under long range dependence by [13].
In this paper, we propose to consider a wavelet regression (WR) model as alternative
way to find the best parametric equation for nonlinear regression and generalized linear
model problems. The aim is to verify the accuracy of the WR to identity the true nonlinear
function or the true link function in a wide range of scenarios.
The paper is organized as follows: section 2 presents an overview about Wavelets and
the section 3 brings a brief description about the parametric regression methods GLM and
nonlinear regression. Section 4 exhibits the Monte Carlo experiments and evaluates the
performance of the wavelet procedure to detect the true parametric form based on a wide
rage of scenarios. Section 5 brings applications to real data set. Finally, section 6 closes the
text with some concluding remarks. TheR code is available in the supplementary material.
2. WAVELETS
The theory of wavelets can be traced back to the beginning of the 1900’s but the ap-
proach which unifies all the varying concepts behind this theory as a viable tool for data
analysis is the so-called Multi-Resolution Analysis [20]. We direct the readers to [11], [28]
and [23] for a thorough review of wavelets, from the mathematical and statistical points of
view.
A Multi-Resolution Analysis (MRA) in L2(R ) is a nested sequence of closed subspaces,{Vj } j∈Z with four basic properties:
i - Hierarchy
Vj ⊂Vj+1 ⊂ L2(R ) ∀ j ∈ Z
ii- Dense Union and Trivial Intersection⋃
j∈Z
Vj = L2(R )a nd
⋂
j∈Z
Vj = {0}
iii- Self-Similarity
m (2 j t ) ∈Vj ⇔m (t ) ∈V0 ∀ j ∈ Z
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iv - Natural Basis ∃φ ∈ V0 so that T kφ(t ) =φ(t −k ) ∀k ∈ Z spans V0, i.e.,
V0 =
¨
m ∈ L2(R ) | f (t ) =
∑
k∈Z
ckφ(t −k )
«
(1)
for some appropriate sequence {ck }k∈Z . {φ(· −k ), k ∈ Z } is called an orthonormal
basis of V0.
φ(·) is called a scale function or father-wavelet. It generates other bases by translation and
dilation: φ j (t ) = 2 j /2φ(2 j t − k ) j ∈ Z k ∈ Z . The orthogonal system φ j ,k (·) spans Vj for
each j , i.e.,
Vj =
¨
m ∈ L2(R ) | f (t ) =
∑
k∈Z
α j ,kφ j ,k (t )
«
,∀ j ∈ Z (2)
for some sequence {α j ,k }k∈Z , where {φ j ,k (·), k ∈ Z } is an orthonormal basis for Vj and
α j ,k =<m ,φ j ,k >L2 . Any m (·) in L2(R ) can be written as
m (t ) = lim
j→∞
∑
k∈Z
α j ,kφ j ,k (t ) = lim
j→∞Pj m (t ),
where Pj m (t ) is the orthogonal projection of m on Vj . It is easy to see that lim j→−∞Pj m (t ) =
0 and 〈φ j ,b ,φ j ,a 〉L2 =
∫ +∞
−∞ φ j ,b (t )φ j ,a (t )d t = δab , where δab = 0 if a 6= b , and δab = 1 if
a = b . The reason for the broad applicability of wavelets is given by the associated filters
with nice numerical properties such that:
φ(t ) =
∑
k∈Z
hkφ1,k (t ) =
∑
k∈Z
hk
p
2φ(2t −k ),
where hk =
p
2
∫
R
φ(t )φ(2t −k )d t , k ∈ Z is known as a scale function filter.
A Multi-resolution Analysis (MRA) of L2(R ) is called r -regular, r ∈ N , if the scale func-
tionφ(·), defined by (1), is such that:
|φ(k )(t )| ≤ Cm
(1+ |t |)m , ∀k ≤ r ∀k ∈N ∀m ∈N .
Another filter gk is defined from hk via the so-called mirrored quadrature relation (QMF):
gn = (−1)n h1−n . We can write gk =p2∫R ψ(t )φ(2t −k )d t ∀k ∈ Z and {ψ j ,k (t ) = 2 j2ψ(2 j t −
k ), j ∈ Z , k ∈ Z } spans L2(R ) as well. Let Wj =
n
m ∈ L2(R )/ |m (t ) L2=∑k∈Z β j ,kψ j ,k (t )o.
Then, Vj+1 = Vj ⊕Wj ,∀ j ∈ Z and
L2(R ) =
⊕
j∈Z
Wj .
Thence, any function m ∈ L2(R ) can be written in L2-sense as:
m (t ) =
∑
j∈Z
∑
k∈Z
β j ,kψ j ,k (t ) =
∑
k∈Z
α j0,kφ j0,k (t ) +
∑
j≥ j0∈Z
∑
k∈Z
β j ,kψ j ,k (t ),
for an arbitrary j0. The choice of the wavelet basis depends on several aspects. The wavelets
regularity is very important for statistical optimality, and can be assessed by the number
of null moments:
M k =
∫
R
t kψ(t )d t . (3)
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Butφ andψ have N null moments if and only if∑
n∈Z
n k gn =
∑
n∈Z
n k (−1)n hn = 0, for k = 0, 1, ..., N −1.
In general, filters have an infinite number of non-null terms. Two special classes are
given by: N-regular MRA’s, i.e. with N null moments; and by compactly supported wavelets.
In both cases, the number of non-null terms is 2N [11]. One such family of compactly
supported wavelets is the Daubechies family of wavelets, and a particular case is the Haar
basis, also considered the first wavelet, defined by φ(t ) = 1[0,1](t ) and ψ(t ) = 1[0,1/2](t )−
1[1/2,1](t ), or, by its filtration h0 = h1 =
p
2/2 and g0 =
p
2/2, g1 =−p2/2.
The Daubechies’ are indexed by the number of null moments N as Daubechies(N), with
support [0, 2N−1]and associated filters of length 2N . For instance, one has for the Daubechies(2),
h0 =
1+
p
3
4
p
2
, h1 =
3+
p
3
4
p
2
, h2 =
3−p3
4
p
2
, h3 =
1−p3
4
p
2
.
The Daubechies wavelets do not have, other than in the Haar case, closed forms. For
this reason, we employ the Daubechies-Lagaria Cascade Algorithm, which allows the com-
putation of any φ(t ) for t ∈ R , with any predetermined precision. Consider φ(·) the scale
function for the Daubechies(N) basis and {hk }k∈R its associated filter. For any t ∈ (0, 1)
and {d1, d2, ...} the dyadic representation of t , defined by t = ∑∞j=1 d j 2− j , we define the
matrices T0 and T1 as:
T0 = (
p
2h2i− j−1)1≤i , j≤2N−1T1 = (
p
2h2i− j )1≤i , j≤2N−1. (4)
Then, limn→∞Td1 ...Tdn
=

φ(t ) φ(t ) · · · φ(t )
φ(t +1) φ(t +1) · · · φ(t +1)
...
...
...
...
φ(t +2N −2) φ(t +2N −2) . . . φ(t +2N −2)
.
 . (5)
The class of square integrable functions is in general too large and diverse to be of inter-
est in practice. But there are smaller spaces which are large enough to be useful in a good
number of problems but still possess regularity conditions which are relevant. Two such
subspaces are Hölder and Besov spaces, say Hα(R ) andB sp ,q .
One has that some function m belongs toHα(R ) (orB sp ,q ) if and only if its wavelet coef-
ficients follow a certain decay law. The wavelet basis is then called an unconditional basis
forHα(R ) (orB sp ,q ). In applications this property results in the analysis of the estimated
coefficients in order to assess the degree of regularity the data possess. This leads to em-
pirical coefficients shrinkage and to the optimality of wavelet-based estimation and test
procedures in minimax sense [28, 23].
Wavelets can be used as building blocks of L2(R p ) (or suitable multidimensional func-
tional sub-classes). There are several constructions, each being more, or less, interesting
depending on the researcher’s goals [23]. We use here the most direct and mathematically
more appealing MRA. Its basis is taken as the tensor product of all the one-dimensional
bases. For instance, for L2(R 2), we have the one-dimensional MRA approximation and
wavelet spaces of scale j given by Vj and Wj . Its bases are given by {φ j ,k , k ∈ Z } and
{ψ j ,k , k ∈ Z }, respectively. The MRA for L2(R 2) is such that its approximation and wavelet
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spaces are given by: Vj = s p a n{φ(2)j k , k ∈ Z }and Wj = s p a n{ψ(1)j k (x , w ),ψ(2)j k (x , w ),ψ(3)j k (x , w ), k ∈
Z }, whereφ(2)j k (x , w ) =φ j k (x )φ j k (w ),ψ(1)j k (x , w ) =φ j k (x )ψ j k (w ),ψ(2)j k (x , w ) =ψ j k (x )φ j k (w )
andψ(3)j k (x , w ) =ψ j k (x )ψ j k (w ). We should note that each wavelet has a different purpose,
in the sense thatψ(1),ψ(2) andψ(3) capture changes in horizontal, vertical or diagonal fash-
ion, respectively. The extension to higher dimensions is straightforward.
We employ as WM the wavelet regression estimator proposed by [19]. The idea is to ap-
ply wavelet regression to non-equally spaced data sets. First the grid points are defined as
t˜k = (K +1/2)2−J , where k ∈ {0, . . . , 2J −1}. The gridded response values are then calculated
as y˜k by a linear transformation of the original y ’s. We simply use as y˜k the observation(s)
which lies on [k 2−J , (k +1)2−J ]. Whenever no observation can be found on a grid interval,
we take the nearest observation to the left of it. In this way we transform a non-equally
spaced data to an equally spaced data and, moreover, this is done in such a way as to pro-
duce a sample size which is a power of 2. Hence, usual DWT techniques can be employed.
Thresholding is performed on the estimated coefficients and we write the WM estimator
as
mˆ (x ) =
2 j0−1∑
k=0
cˆ j0kψ j0k (x ) +
Jm a x−1∑
j≥ j0
2 j∑
k=0
dˆ t h rj k ψ j k (x ), (6)
where cˆ j0k are the estimated approximation coefficients and dˆ
t h r
j k are the thresholded de-
tail coefficients for the j -th scale [19].
3. PARAMETRIC REGRESSION MODELS BACKGROUND
A parametric regression model involves a dependent variable Y , a set of explanatory
variables X1, X2, . . . , Xp and a vector of unknown parameters β that need to be estimated.
The relationship between Y and X1, X2, . . . , Xp is given through a function f that must be
specified. Thus, a regression model that relates the response and explanatory variables is
defined by
Y = f (X,β ) +ε, (7)
where ε is the error of the model that follows a probability distribution. The form of the
function f is based on knowledge about the relationship between Y and X that does not
rely on the data. However, if no such knowledge is available, a flexible or convenient form
for f need to be specified. The choice of the parametric form f represents an important
step in the model choice, particularly, in the class of generalized linear models and in the
nonlinear regression models.
3.1. Generalized linear model. Let Y = {y1, . . . , yn} be a set of observations that repre-
sents a random sample of the response variable Y . We consider that the density probabil-
ity function of Y belongs to the exponential family of distributions if its probability mass
function has the following form:
f (y ,θ ,φ) = e x p

a (φ)−1{y θ − b (θ )}+ c (y ,φ) . (8)
The functions a (·), b (·) and c (·) are known, θ is the canonical parameter andφ is a nuisance
parameter. The mean and variance of Y can be obtained from well-known equations of
natural exponential families. The log-likelihood function for the i th observation can be
written as
li = li (θ ,φ, yi ) = a (φ)
−1{yiθ − b (θ )}+ c (yi ,φ). (9)
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A parametric regression model based on the GLM framework consists of two parts: a
random and a systematic component. The former considers the response variable Y hav-
ing a distribution from the exponential family (8). In the systematic component, the ex-
planatory variables X1, . . . , Xp are responsible for the variability of Y , being defined by
η= g (µ) =Xβ , (10)
where X is the design matrix formed by the observed values of the explanatory variables
X1, X2, . . . , Xp ,β is the vector of parameters,η is the vector of linear predictors,µ is the vec-
tor of means of Y , i.e., withη=(η1, . . . ,ηn )T ,µ= (µ1, . . . ,µn )T andβ=(β0, . . . ,βp )T . The link
function, call it g (µ), connects the response variable mean to the explanatory variables. If
Y is continuous, a few functions available for aGLM are: the identity, logarithmic, inverse,
power. Some link functions have nice properties and may be preferred in some particular
situations. These are called the canonical link functions and occur when the canonical
parameter equals the linear predictor, i.e. if η= θ
The maximum likelihood (ML) method is used as the theoretical basis for the estima-
tion of β , without the knowledge of φ. Although φ can also be estimated by maximum
likelihood there may be practical difficulties for some exponential family distributions. A
simple way to estimate φ is based on the deviance of the model. More about the GLM’s
can be found in [24, 21].
3.2. Nonlinear regression. The nonlinear regression model supposes that relation be-
tween the dependent and independent variable(s) occurs through a function that is a non-
linear combination of model parameters and depends on one or more independent vari-
ables.
The simple nonlinear regression is defined by
yi = f (xi ,β ) + "i , i = 1, 2, ..., n , (11)
where yi represents i -th value of the response variable Y , f is a nonlinear and differen-
tiable function related to the model parameters, xi is the i -th value of the independent
variable X , β is the vector of unknown parameters and "i , o i -th value of the unobserved
error.
We assume that the error are random variables i.i.d following a normal distribution
with mean µ" = 0 and variance σ2" . According with the equation (11) is possible to claim
that the simple linear regression model is a particular case of the simple nonlinear regres-
sion model, where the function f (xi ,β ) is the identity and yi is, consequently, given by
yi = β0 +β1 xi + ". The nonlinear regression models are applied in several field like ecol-
ogy, agriculture, biology, among others. For example, a widely used nonlinear function in
biochemistry, in the study of enzymatic kinetics, is the nonlinear equation proposed by
[22].
The normal equations are nonlinear being necessary the use of an iterative procedure
to obtain the solution of the equation system [1]. Thus, to start the iterative process, is re-
quired to consider started values for the vector of parametersβ . The procedure is finished
based on the convergence of the objective function or when the maximum number of iter-
ations is reached. In the nonlinear regression model, the objective function is represented
by the sum of squares of error, given by:
SQ EM N L (β ) =
n∑
i=1
(yi − f (xi ,β ))2. (12)
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Some optimization methods can be used to obtain the parameter estimates that mini-
mizes (12), as for example, Gauss-Newton method, Conjugated gradient, LevenbergMar-
quardt method or BFGS (Broyden-Fletcher-Goldfarb-Shanno’s Algorithm). Details about
these method can be found in [6].
Another important point related to nonlinear regression problems is the choice of the
“best” nonlinear function f , that in many situations is not known. The Akaike information
criterion (AIC) or a cross-validation procedure are alternative to find the more appropriate
function f among a set of candidate functions [7, 27]. However, this problem continues
open and the aim of the paper is to propose a new procedure to identify the best paramet-
ric model based on a nonparametric technique.
4. WAVELET PROCEDURE TO IDENTIFY THE BEST PARAMETRIC EQUATION
Let Y be a response variable related with almost one of a set of explanatory variables
X1, X2, . . . , Xp . Let f1, f2, . . . , fk be a set of candidate nonlinear functions or let g1, g2, . . . , gk
be a set on candidate link functions in a GLM context. Let f ∗ (or g ∗) be the true function
among the set of k plausible or candidate models. The aim is to use a wavelet regression
(WR) model to find the best nonlinear function f ∗ or the best link function g ∗ that relates
Y with X1, X2, . . . , Xp .
Our proposal is to compare the predicted values provided by the WR with each one of
the predicted values provided by a set of k eligible models M1, M2, . . . , Mk considering a
performance error measure like, for example, root mean square error (R M S E ) or median
absolute error (M AE ). The model with the lower value of R M S E and/or M AE will be
considered the more appropriated parametric equation among all k the candidate models.
The algorithm below describes a procedure that find the best (or true) parametric model
comparing the fitted values of all k candidate models and identifying the model more close
of the fitted values provided by the WM.
input : X, y and a set of Mm parametric models, m = 1, 2, . . . , k .
output: A model M ∗ with the min(R M S Em )
Initialization:
Set β˜ = (X>X)−1X>y; // a start value for β
Compute η˜=Xβ˜ ;
Compute η˜∗ = (η˜−min (η˜)/(max (η˜)−min (η˜)) ; // re-scaled η˜
Compute µ˜= m (η˜∗); // fit a wavelet regression as in Eq. (6)
Store µ˜
Fitting steps:
for m = 1, . . . , k do
Compute µˆm = fm (X; βˆ ); // fitted values of the candidate model m
Compute R M S Em =
r∑n
i=1(µ
m
i −µ˜i )2
n ; // performance error measure of
the candidate model m
end
Return a Model M ∗ with the min(R M S E )
The algorithm starts from an initial parametric solution (OLS) for the parameters vec-
tor β . Notice that η˜ is used to to build a non-equidistant grid based on the transformed
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linear predictor η˜∗. The wavelet regression to Y will be fit taking into account this non-
equidistant grid η˜∗. Another important aspect is that η˜∗ allows to consider a wavelet
model over Y even when the number of explanatory variables p > 1. Finally, the fitted
values of the WM are stored in µ˜.
In the fitting step we consider all the k candidate models and compute the fitted values
for each model. Thus, we consider the root mean square error (or another performance
measure) as criterion to select the parametric model more close to the wavelet regression.
This model, named as M ∗, will be considered the best parametric approach to relate Y
with the set of explanatory variables.
5. EXPERIMENTAL EVALUATION
This section presents a Monte Carlo simulation study to evaluate the proposed wavelet
procedure (WP) to identify the true parametric form of a regression model in the context
of GLM and nonlinear regression.
We will assess the true classification rate of the parametric form of a nonlinear function
f and the true classification rate of the link function g in a GLM model with continuous
distribution, take into account a wide range of scenarios.
The first scenario evaluate the proposed procedure for each one of four different true
nonlinear functions, taking into account tree different dependence levels and sample sizes.
In the second scenario we consider quite similar nonlinear functions. The aim is to eval-
uate the WP when there is almost one nonlinear function quite similar to the true nonlin-
ear regression equation. We also consider as performance measure the true classification
rate. Scenario 3 is similar to the scenario 1, but in the context of GLM. Finally, scenario
4 compares the predictive performance of the wavelet regression model against the true
fitted GLM model. In this scenario, the aim is to verify if the nonparametric approach
presents better fitted values when compared with the fitted values of the true fitted para-
metric model. Below, we give details about the four simulation scenarios.
Scenario 1: identifying the more appropriate parametric form for a nonlinear regres-
sionmodel. The scenario 1 evaluates the performance of the WP to identify the true non-
linear function considering synthetic data sets. The artificial data sets consider a prede-
fined (true) nonlinear relationship between the response variable Y , the model param-
eters and the explanatory variable X. We select four different true nonlinear regression
equation that are described below:
y = f1(x ,β ) =
β1
β2 + e β3 x
+ε; (13)
y = f2(x ,β ) =β1 + e
−β2 x +ε; (14)
y = f3(x ,β ) =
β2 x
β1 + x
+ε; (15)
y = f4(x ,β ) =β1 cos(2x ) +β2 sin(x ) +ε. (16)
The expression (13) represents the logistic function with a large applicability in practical
problems related to Medicine and Healthy. The expression (14) represents an exponen-
tial function, applicable to industrial problems. The relationship (15) is well known in the
Chemistry field and the function f4 differs of the others due to the trigonometric argu-
ments “sin” and “cos”.
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The synthetic data sets are generated according to 36 different configurations taking
into account: 3 sample sizes (128, 256, 512), 4 true nonlinear regression models ( f1, f2,
f3, f4) and 3 dependence levels (weak, moderate, strong) for the relationship between Y
and X . The explanatory variable X is uniformly distributed in a predefined interval and
the error terms ε signals the dependence level between Y and X . Table 1 brings the set-
ting parameters considered in the scenario 1. Figure 1 illustrates the nonlinear regression
models (13)-(16) with a sample size n = 128 and with a strong dependence degree between
Y and X . The red dots represents the fitted values for the wavelet non-parametric model.
TABLE 1. Setting parameters and true nonlinear regression models for sce-
nario 1.
True model X
Dependence level vetor β
Strong Moderate weak β1 β2 β3
f1 X ∼U (−6, 6) " ∼N (0, 0.01) " ∼N (0, 0.1) " ∼N (0, 0.2) 2.00 3.00 1.00
f2 X ∼U (1, 4) " ∼N (0, 0.005) " ∼N (0, 0.03) " ∼N (0, 0.06) 0.25 1.00 −
f3 X ∼U (5, 210) " ∼N (0, 1) " ∼N (0, 5) " ∼N (0, 10) 20.0 120.0 −
f4 X ∼U (0, 4) " ∼N (0, 0.1) " ∼N (0, 1) " ∼N (0, 2) 4.00 1.00 −
FIGURE 1. Scenario 1 - true nonlinear regression models f1- f4 for sample
size n = 128 and strong dependence degree between Y and X
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We considered a Monte Carlo simulation with 1,000 replications for each configuration.
At each time, we generate an artificial data set according to a predefined true nonlinear re-
gression model. Then, the wavelet non-parametric model and other 24 eligible models are
fitted to the data. The distance between the fitted values of the wavelet model and fitted
values (including the true model) for each one of the candidate nonlinear models is ob-
tained according to the following performance measures: root mean square error (RMSE)
and median absolute error (MAE). If the minimal distance occurs between the true non-
linear model and the wavelet regression, we consider that the wavelet procedure (WP)
presented a true classification. Finally, we evaluate the performance of the WP in terms of
the percentage of true classification for each criterion (RMSE and MAE).
The Table 2 exhibits the true classification rate for the WP according with the true non-
linear regression model, sample size and criterion. The WP presented a percentage of true
classification equal to 100% for the model f1 with moderate/strong dependence level be-
tween Y and X . When the dependence is weak and the sample size n = 128, the WP pre-
sented a low true classification rate in both criteria (R M S E = 7.0% and M AE = 0.0%). This
means that a false model was wrongly selected by the WP for this configuration. However,
when n = 256 or higher, the WP identified the true model 100% of times for R M S E and
96.4% of times for M AE .
In relation to the true function f2, the results demonstrate that the WP presents a better
performance in comparison with the model f1. Notice that the true classification rate is
always higher than 99.5%, except when the dependence level is weak and M AE criterion.
The performance of the WP for the model f3 also demonstrated a good true classification
rate when the dependence level is moderate or strong. An atypical result was found when
the dependence level is weak, n = 512 and R M S E criterion. For this setup the true classi-
fication rate was 0.00 %. However, the M AE criterion presented a true classification rate
equal to 99.3%. For the parametric form f4 the WP demonstrated an unsatisfactory perfor-
mance when the dependence level is weak and n = 128. However, for n = 256 or higher, the
WP identified the true model 100% in both criteria. The same behavior occurred when the
dependence level is moderate or strong. Another atypical result was found when the de-
pendence level is strong, M AE criterion and n = 512. However, the R M S E criterion pre-
sented a true classification rate equal to 100.0%. Overall, the wavelet procedure demon-
strated a high true classification rate in detect the true nonlinear parametric model.
Scenario 2: performance of the WP when the nonlinear functions are quite similar. In
the previous section we evaluated the WP to identify the true nonlinear function taking
into account a wide range of candidate models. It is possible to believe that the WP proce-
dure can to present a good performance when the candidate nonlinear models are quite
different. To check this point we evaluate the performance of the WP when the nonlinear
functions are quite similar or present a very similar behavior. We considered the nonlin-
ear function f2 as the true model and to generate the synthetic data. The function f24 was
considered as competitor model, being defined by:
y = f24(x ,β ) =
1
β1 +β2 x
+ε.
Figure 2 illustrates the behavior of the synthetic data based on the true function f2 (black
points). The blue points represent the fitted values for the competitor model ( f24) while
the red points represent the fitted values for the wavelet model. We considered a total of
12 different configurations. Notice that when the dependence level between Y and X is
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TABLE 2. Scenario 1 - percentage of true classification of the wavelet pro-
cedure (WP) according with the true nonlinear model, sample size and cri-
terion.
True model Dep. Level
R M S E M AE
n n
128 256 512 128 256 512
f1
Weak 7.0 100.0 100.0 0.0 96.4 100.0
Moderate 100.0 100.0 100.0 100.0 100.0 100.0
Strong 100.0 100.0 100.0 100.0 100.0 100.0
f2
Weak 99.7 99.7 99.6 68.6 99.8 99.9
Moderate 99.9 100.0 100.0 99.6 99.8 99.8
Strong 100.0 100.0 100.0 100.0 99.8 100.0
f3
Weak 100.0 100.0 0.0 79.4 100.0 99.3
Moderate 100.0 100.0 100.0 99.5 100.0 97.8
Strong 100.0 100.0 100.0 100.0 100.0 100.0
f4
Weak 0.0 100.0 100.0 0.0 100.0 100.0
Moderate 100.0 100.0 100.0 100.0 100.0 100.0
Strong 100.0 100.0 100.0 100.0 100.0 0.0
weak or moderate, the wavelet model seems to be more sensible to the noise existing in
the data. However, when the dependence level is strong the competitor model presented
a lack of fit at the bottom of the data.
We considered a Monte Carlo simulation with 1,000 replicates for each configuration.
At each replication, we generate an artificial data set according with the true nonlinear
regression model. Then, the wavelet non-parametric model and the nonlinear functions
( f2 and f24) are fitted to the data. Finally, the distances between the fitted values of the
wavelet model and fitted values of the parametric models (including the true model) are
obtained according to the performance measures RMSE and MAE.
Table 3 presents the true classification rate for the WP based on the Monte Carlo ex-
periments. The results suggest that the WP presents a good true classification rate also in
this scenario. This means that the WP identifies the true nonlinear model even when the
competitor model presents a very similar behavior.
TABLE 3. Percentage of true classification for the WP. Comparative study
between the true model f2 and the competitor model f24.
Weak Moderate Strong
n RMSE MAE RMSE MAE RMSE MAE
128 100.0 91.8 100.0 100.0 100.0 100.0
256 100.0 100.0 100.0 100.0 100.0 100.0
512 100.0 100.0 100.0 100.0 100.0 100.0
Scenario 3: identifying the more appropriate link function for a GLMmodel. Now, we
perform an experimental study to evaluate the performance of the WP to identify the true
link function for a GLM model. The artificial data sets consider a predefined relationship
(true link function) between the response variable Y and the linear predictor η = Xβ ,
where X represents the matrix model. The synthetic data sets are generated according to
30 different configurations, taking into account 3 sample sizes (128, 256, 512), 3 probability
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FIGURE 2. Empirical relation between Y and X according to the nonlinear
function f2. Fitted values for the candidate model f24 and wavelet regres-
sion, according to the sample size and dependence level: weak (A), mod-
erate (B) and strong (C).
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distributions for the response variable Y (Gaussian, gamma, inverse Gaussian) and 4 link
functions (identity, logarithm, inverse, 1/µ2). The link function 1/µ2 was considered only
for the inverse Gaussian model. We considered one explanatory variable X , uniformly
distributed in the interval [0.5, 1.5].
The synthetic data sets are built considering a Monte Carlo simulation with 1,000 repli-
cations for each configuration. At each time, we generate an artificial data set according
to a predefined GLM. The wavelet model and the other eligible GLMs are fitted to the syn-
thetic data set. Then, we compute the distances between the fitted values of the wavelet
model and the others eligible GLM’s (including the true model) according to the perfor-
mance measures RMSE and MAE. If the minimal distance, between the wavelet model
and the eligible GLM’s, occurs for the true GLM, we consider that the WP presented a true
classification.
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Table 4 exhibits the percentage of the true classification for the WP. We verify that the
true classification rate for the RMSE criterion presented higher values than the MAE crite-
rion. Thus, the use of the RMSE criterion will be preferable to decide the more appropriate
link function. Moreover, the results demonstrated that the WP was efficient tool to identify
the appropriate link function for a GLM. Notice that the percentage of true classification
increases when the sample size increases. If we consider the RMSE criterion, the true clas-
sification rate is higher than 80% in the majority of the configurations. The log and inverse
link functions exhibited the best true classification rate, when compared with the identity
link. The WP also demonstrated a better performance for the asymmetric distributions
(gamma and inverse Gaussian), when compared with the Gaussian distribution. These
results highlight that the WP can be used for choosing the appropriate link function when
the response variable presents an asymmetric distribution and/or a nonlinear relationship
between the variables.
TABLE 4. Scenario 3 - true classification rate for the WP according to the
random component, true link function, sample size and criterion.
Random Comp. True link function
R M S E M AE
n n
128 256 512 128 256 512
Gaussian
Identity 85.7 94.2 98.4 79.8 85.0 88.4
inverse 91.7 97.5 99.7 89.6 93.7 95.8
log 99.4 100.0 100.0 98.0 99.6 100.0
Gama
Identity 88.1 95.3 99.0 79.0 82.2 89.2
inverse 91.3 97.9 100.0 80.0 84.7 92.1
log 100.0 100.0 100.0 91.7 98.0 99.7
Inverse Gaussian
Identity 97.7 99.0 100.0 77.6 84.7 91.3
inverse 95.7 99.2 100.0 53.1 70.4 84.7
log 100.0 100.0 100.0 89.3 95.4 99.1
1/µ2 73.3 85.9 93.7 63.8 75.1 80.6
Additionally, we evaluate the number of non null coefficients of the wavelet regression.
This aspect allows identify if the non-parametric model is (or not) overfitting the data. This
was verified in terms of the percentage of null coefficients, after thresholding, by level.
Table 5 presents the percentage of null coefficients for the wavelet model, by level, after
the thresholding (n = 128). Note that the percentage of null coefficients is zero until level
2, for all configurations. After level 2, the results demonstrated that the majority of the
coefficients of the wavelet model are null. This means that the wavelet model requires few
coefficients to fit to the data. Moreover, this results signal that the wavelet model detects
the more appropriate link function based on few non null coefficients, suggesting that the
non-parametric model does not overfitting the data. We have obtained similar results for
the sample sizes 256 and 512.
Scenario 4: comparing the predictive performance of the wavelet model against the
GLM. Based on the results presented in the previous scenarios, it is reasonable to ask if
the wavelet model presents a better fitted values in comparison with the “best” paramet-
ric model. Thus, in the scenario 4, we evaluate the predictive performance of the wavelet
regression against the true fitted GLM, taking into account three different sample and de-
pendence levels between the response variable Y and the linear predictorη. Figure 3 illus-
trates the dependence levels - weak (A), moderate (B) and strong (C) - for a gamma model
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TABLE 5. Percentage of null coefficients in wavelet model after threshold,
according to level, random component and true link function (n = 128).
Random Comp. Link function
L e v e l
1 2 3 4 5 6
Gaussian
Identity 0.00 0.00 74.8 87.3 93.7 96.2
inverse 0.00 0.00 74.3 87.9 96.0 96.3
log 0.00 0.00 72.0 87.3 94.2 96.3
Gama
Identity 0.00 0.00 74.9 87.4 93.7 96.2
inverse 0.00 0.00 71.1 87.3 93.6 96.3
log 0.00 0.00 73.1 87.4 94.7 96.2
Inverse Gaussian
Identity 0.00 0.00 76.4 89.6 94.8 94.9
inverse 0.00 0.00 72.3 86.2 94.3 94.0
log 0.00 0.00 64.8 76.0 81.4 81.4
1/µ2 0.00 0.00 74.5 89.4 96.2 95.8
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FIGURE 3. Illustrative scatter plot of Y vs X . Gamma model with log link
function. Dependence level weak (A), moderate (B) and strong (C).
with link function log. Usually, the parametric models present problems when the data
exhibit this characteristic that occurs due to a change in the slope parameterβ0. Thus, the
predictive performance between the wavelet regression and the GLM it was also evaluated
taking into account the presence of a gap in the data, as can be visualized in Figure 4.
A Monte Carlo simulation study with 1,000 replications was considered taking into ac-
count a predefined random component (gamma, Gaussian and inverse Gaussian) and a
predefined regression structure between the mean of the response variable Y and the lin-
ear prediction η. We also considered three different sample sizes n = {128, 256, 512} and
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FIGURE 4. Illustrative scatter plot of Y vs X . Gamma model with log link
function (with gap). Dependence level weak (A), moderate (B) and strong
(C).
three dependence levels: weak (a), moderate (b) and strong (c). We also considered data
with and without a gap, as illustrated in Figure 4, in a total of 90 different scenarios. Finally,
for each configuration, the wavelet regression and GLM are fitted and the approaches are
compared based on the performance measures RMSE and MAE.
Figure 5 illustrates the MAE obtained in the Monte Carlo simulation for the wavelet re-
gression and the true GLM (fitted values), taking into account synthetic data sets with error
gamma and link function identity. The first plot represents the box-plots for a weak depen-
dence level between Y andη. It is possible to verify a small difference for the MAE between
the wavelet regression and GLM in all sample sizes. However, the second and third plots
demonstrate that the fitted GLM outperforms the wavelet regression. Thus, when the de-
pendence level is moderate or strong the GLM presented a better performance in com-
parison with the wavelet model. We also observe that as larger is the sample size as lower
is the difference between the approaches. On the other hand, Figure 6 compares the per-
formance of the wavelet regression and the GLM for data with the presence of a gap in the
link function. Now, we conclude that the wavelet regression outperforms the GLM when
the dependence level is moderate or strong.
From the results presented in Table 6 we verified that the GLM exhibited a better predic-
tive performance in comparison with the wavelet model. The percentage of times that the
GLM outperformed the wavelet regression is always higher than 60%. Table 7 compares
the predictive performances of the GLM and wavelet regression model due to the presence
of a link gap, as illustrated in Figure 4. In this situation, the results demonstrated that the
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FIGURE 5. Comparison between wavelet regression and GLM based on
MAE. Synthetic data sets with error gamma and link function identity link
without gap. Dependence level weak (a), moderate (b) and strong (c).
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FIGURE 6. Comparison between wavelet regression and GLM based on
MAE. Synthetic data sets with error gamma and link function identity link
with gap. Dependence level weak (a), moderate (b) and strong (c).
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TABLE 6. Scenario 4 - Proportion of times that the GLM outperform the
wavelet model according to the types of random component, link func-
tion, level of linkage, sample size and criterion (RMSE and MAE). Data sets
without gap.
Random Comp. Link Level
R M S E M AE
n n
128 256 512 128 256 512
Gaussian
Identity
Weak 0.942 0.974 0.976 0.728 0.733 0.763
Moderate 0.997 0.995 0.995 0.909 0.877 0.879
Strong 1.000 1.000 1.000 1.000 1.000 1.000
Inverse
Weak 0.938 0.964 0.978 0.698 0.680 0.694
Moderate 0.921 0.969 0.985 0.712 0.738 0.757
Strong 1.000 1.000 1.000 0.990 0.994 0.991
Log
Weak 0.979 0.987 0.967 0.859 0.831 0.806
Moderate 0.993 0.984 0.964 0.966 0.923 0.883
Strong 1.000 0.998 0.966 0.990 0.974 0.930
Gama
Identity
Weak 0.948 0.973 0.968 0.746 0.761 0.750
Moderate 1.000 1.000 1.000 0.978 0.968 0.962
Strong 1.000 1.000 1.000 1.000 1.000 1.000
Inverse
Weak 0.944 0.975 0.978 0.747 0.761 0.751
Moderate 1.000 1.000 1.000 0.983 0.976 0.970
Strong 1.000 1.000 1.000 1.000 1.000 1.000
Log
Weak 0.786 0.876 0.926 0.636 0.603 0.709
Moderate 0.965 0.970 0.980 0.890 0.880 0.869
Strong 1.000 1.000 1.000 0.999 0.999 1.000
Inverse Gaussian
Identity
Weak 0.866 0.922 0.953 0.733 0.735 0.717
Moderate 0.979 0.976 0.987 0.935 0.897 0.897
Strong 0.999 0.999 0.998 0.994 0.990 0.990
Inverse
Weak 0.907 0.939 0.970 0.862 0.866 0.879
Moderate 0.985 0.981 0.989 0.954 0.929 0.928
Strong 1.000 0.999 1.000 0.996 0.994 0.988
Log
Weak 0.846 0.943 0.985 0.853 0.836 0.819
Moderate 0.974 0.974 0.997 0.978 0.978 0.975
Strong 0.998 0.998 1.000 1.000 1.000 0.999
1/µ2
Weak 0.936 0.962 0.965 0.779 0.784 0.808
Moderate 0.996 0.993 0.996 0.938 0.902 0.894
Strong 0.998 0.999 1.000 0.977 0.949 0.941
wavelet model outperforms the GLM when the dependence level is strong and when the
sample size increases. For a weak level of dependence and small sample size the the GLM’
and WR’ predictive performances are quite similar.
Finally, based on the results of the Tables 4, 6 and 7, we concluded that the WP is an im-
portant tool to identify the best nonlinear regression structure or the best link function for
a GLM. However, one time chosen the more appropriate parametric regression structure
by the WP , the chosen parametric model will provide the best predictive values for the
response variable Y . The exception occurs due the presence of some atypical behavior in
the data as, for example, the presence of gaps.
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TABLE 7. Scenario 4 - Proportion of times that the GLM outperform the
wavelet model according to the types of random component, link func-
tion, level of linkage, sample size and criterion (RMSE and MAE). Data sets
with gap.
Random Comp. Link Level
R M S E M AE
n n
128 256 512 128 256 512
Gaussian
Identity
Weak 0.614 0.407 0.156 0.513 0.346 0.163
Moderate 0.535 0297 0.119 0.285 0.079 0.004
Strong 0.499 0.272 0.109 0.166 0.054 0.001
Inverse
Weak 0.835 0.776 0.667 0.607 0.556 0.458
Moderate 0.508 0.316 0.104 0.438 0.343 0.201
Strong 0.222 0.065 0.009 0.108 0.033 0.003
Log
Weak 0.540 0.278 0.090 0.214 0.061 0.005
Moderate 0.519 0.263 0.084 0.101 0.022 0.000
Strong 0.514 0.264 0.085 0.070 0.018 0.000
Gama
Identity
Weak 0.591 0.408 0.162 0.509 0.359 0.167
Moderate 0.520 0.277 0.112 0.184 0.037 0.003
Strong 0.455 0.241 0.119 0.137 0.060 0.010
Inverse
Weak 0.307 0.127 0.014 0.311 0.233 0.071
Moderate 0.185 0.040 0.006 0.160 0.033 0.004
Strong 0.168 0.031 0.004 0.133 0.041 0.005
Log
Weak 0.393 0.259 0.101 0.406 0.274 0.124
Moderate 0.365 0.138 0.033 0.179 0.045 0.007
Strong 0.365 0.134 0.034 0.074 0.016 0.004
Inverse Gaussian
Identity
Weak 0.596 0.499 0.413 0.313 0.161 0.046
Moderate 0.394 0.178 0.070 0.084 0.018 0.000
Strong 0.348 0.146 0.046 0.035 0.006 0.000
Inverse
Weak 0.551 0.483 0.291 0.462 0.418 0.229
Moderate 0.254 0.083 0.012 0.314 0.080 0.015
Strong 0.176 0.054 0.007 0.197 0.063 0.007
Log
Weak 0.791 0.878 0.950 0.467 0.389 0.192
Moderate 0.502 0.378 0.246 0.124 0.029 0.003
Strong 0.249 0.076 0.011 0.120 0.003 0.002
1/µ2
Weak 0.500 0.321 0.091 0.414 0.343 0.190
Moderate 0.250 0.069 0.010 0.264 0.076 0.006
Strong 0.200 0.057 0.009 0.200 0.054 0.005
6. APPLICATION TO A REAL DATA SET
This section brings two applications to real data sets. The aim is to evaluate the pro-
posed WP in real problems. The first application uses the WP to find the more adequate
link function for a GLM. The second example use the WP to identify the more appropriate
nonlinear relationship from a range of 26 candidate’s models.
6.1. Semiconductormanufacturingprocess data set. The data set consists of the a semi-
conductor manufacturing process. It is believe that four factors influence the resistivity
(Y ) of the wafer, so a full factorial experiment with two levels for each factor is designed
and employed. Previous analysis conclude that a Box-Cox yields a log transformation nor-
mal model for Y . However, [15] concludes that a GLM gamma model with “log” link func-
tion is better than the transformed linear normal model based on AIC criterion. Figure 7
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FIGURE 7. Empirical distribution of the variable resistivity.
illustrates the presence of right asymmetry in the empirical distribution of the response
variable Y , which corroborates the assumption of a Gamma distribution in the random
component of the GLM.
However, according with the proposed WP we suggests that the link function “identity”
presents a better fit for this data set, according with the measures RMSE and MAE (Figure
8). Notice that the GLM gamma with link function “log” presented an intermediate perfor-
mance while the linear model demonstrated the worst fit. The GLM gamma with“inverse”
link function presented the worst performance for the MAE criterion. The two bar plots
on the upper half of the Figure 8 illustrate these results.
We also repeat the previous analysis replacing the predicted values of the wavelet by the
true values of Y . The GLM gamma with “log” link function and the linear model presented
similar performance based on the RSME criterion. However, the GLM gamma model with
“identity” link function presented the best fit based on the MAE criteria. The two bar plots
on the bottom half of the Figure 8 illustrate these results.
Moreover, we also evaluate the predictive performance of the four models based on a
leave-one-out scheme. Figure 9 depicts that all models presents a very similar behavior.
However, the GLM model with “identity” link function presents the lower median error
and a low variability, according to the box-plots. We remember that the MAE criterion
presented the best accuracy rate to identify the more appropriate link function for a GLM
in the simulation section. Furthermore, the response and explanatory variables are not
transformed in the GLM gamma model with “identity” link function, producing a very
easy interpretation for the parameter estimates. Based on these facts, we believe that the
GLM with “identity” link function is the most appropriate model for this data set.
6.2. Rabbits in Australia data set. This section brings an application to a real data set,
originally, presented by [12] and later studied by [29]. The authors suggest the use of a
nonlinear regression model to study the relation between variables dry weight of eye lens
(Y ) and age of rabbit (X ). The study consider 71 European rabbit (Oryctolagus cuniculus in
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FIGURE 8. Choice of the link function choice based on WP, according to
the criterion.
Australia. The true nonlinear regression model is denoted by the expression f26, available
in the supplementary material.
According with the results presented in Table 8, the WP suggests the model f26 as best
one among the 26 candidate’s models. This mean that the fitted values of the true paramet-
ric model is the more close of the fitted values of the wavelet model. Notice that, according
to both criteria, the model f26 will be suggested as the true model by the WP.
Finally, Figure 10 illustrates the nonlinear relationship between the variables Y and X
(black points), the fitted values of the wavelet model (red points) and the fitted values ac-
cording with the chosen nonlinear function f26 (blue points). Notice that the blue points
are very close to the true values which suggests that nonlinear model f26 represents a good
model for this data set.
7. CONCLUDING REMARKS
In this paper we proposed the use of a wavelet procedure (WP) to identify the best para-
metric model among a list of k possible candidate’s models. We considered the case of the
choice of the best nonlinear equation and the case of the best link function in the GLM
context. Initially, the procedure fits a non-parametric wavelet regression model to the
data. Thus, we perform a comparison between the wavelet model and each one of the
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FIGURE 9. Predictive performance between the models based on leave-
one-out scheme.
TABLE 8. Choice of the nonlinear equation based on RMSE and MAE criteria.
Model RMSE EAM Model RMSE EAM
f1 0.48 0.44 f14 4.03 4.17
f2 0.48 0.44 f15 4.89 5.17
f3 1.16 0.76 f16 7.40 2.74
f4 5.01 5.09 f17 0.39 0.37
f5 5.03 5.17 f18 3.04 3.25
f6 2.84 2.62 f19 5.03 5.17
f7 2.81 2.66 f20 0.76 0.57
f8 4.03 4.17 f21 5.00 5.16
f9 4.03 4.17 f22 5.03 5.17
f10 4.03 4.17 f23 5.03 5.17
f11 4.03 4.17 f24 0.32 0.22
f12 4.03 4.17 f25 5.03 5.17
f13 4.03 4.17 f26 0.25 0.12
k parametric models, considering a predefined performance error measure (like RMSE or
MAE) taking into account the fitted values of both models. The procedure identifies the
parametric model more close to the wavelet regression. Thus, this model is considered as
the “best” parametric model for the data.
A experimental study based on Monte Carlo framework was proposed to evaluate the
accuracy of the WP to identify the true parametric model. The results were obtained in
terms of true classification rate of the WP, taking into account 4 different scenarios, 3 dif-
ferent sample sizes, 3 different dependence level between Y and X , among others aspects,
in a total of 138 different configurations. We considered a total of 25 candidate’s models.
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FIGURE 10. Empirical relationship between X e Y and predicted values of
the parametric model f26 and wavelet regression.
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The WP presented a high true classification rate to detect the true nonlinear parametric
model in scenarios 1 and 2, even when the competitor model presents a very similar be-
havior in relation to the true model. We also verified that the WP detects the more appro-
priate link function for a GLM model (scenario 3). Moreover, the wavelet regression model
considered few non null coefficients, suggesting that the non-parametric model does not
overfitting the data. Although of the good accuracy of the WP to detect the true paramet-
ric form of a regression model, the fitted values of the parametric model presented a lower
residual (for the true values) in comparison with the fitted values of the wavelet regression,
when the dependence level between Y and X is moderate or strong. On the other hand, for
data sets with the presence of gap the wavelet model outperformed the parametric model
in terms of fitted values.
The experimental results suggest that the WP is an important tool to identify the best
nonlinear function or the best link function. However, one time chosen the more appro-
priate parametric form by the WP, the chosen parametric model provided the best predic-
tive values for the response variable Y . The exception occurred due the presence of some
atypical behavior in the data as, for example, the presence of gaps.
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The applications to a real data sets corroborate the results obtained in the simulation
section and demonstrated the usefulness of the WP to choose a appropriate parametric
form for a regression model in terms of nonlinear regression and generalized linear model.
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