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Introduction
L’avènement de la société numérique constitue une révolution technologique dont les implications éco-
nomiques, sociales, mais aussi culturelles, placent l’homme au coeur d’un réseau communiquant de plus
en plus complexe.
Le principe de base de cette communication consiste en un échange d’informations entre un émetteur et
un récepteur par l’intermédiaire d’un signal. Quand deux personnes se parlent, ils constituent les extrémi-
tés de la chaîne de communication (émetteur/récepteur). Le son constitue quant à lui, le signal contenant
l’information à échanger. Pour se transporter de l’émetteur au récepteur, le signal a besoin d’un support,
qui dans notre exemple s’avère être tout simplement l’air. Ce support se nomme habituellement canal de
transmission et possède ses propriétés propres. Par exemple, l’air atténue l’onde sonore, ce qui implique
une distance critique à partir de laquelle le récepteur ne peut plus entendre le message de l’émetteur.
Pour palier à ce phénomène, l’homme utilise des interfaces qui transforment le signal en un autre signal
qui peut être véhiculé au sein d’un canal de transmission plus adapté aux grandes distances. L’invention
du téléphone par Graham Bell constitue la première étape de cette révolution. La voix de l’émetteur est
transformée en un signal électrique qui peut être transmis au récepteur à l’aide d’un câble conducteur.
Le récepteur possède également une interface qui lui permet de reconstituer le signal original. La nou-
velle chaîne s’exprime désormais comme indiquée sur la figure 1, à savoir : émetteur - interface - canal -
interface - récepteur.
FIG. 1 – Chaîne de communication mono-canal
Cette structure, bien que fonctionnelle, possède ses limites. Par exemple, elle implique qu’entre chaque
émetteur et récepteur différents, un canal doit être présent. Il n’est pas envisageable d’avoir autant de
canaux que de connexions possibles entre l’ensemble des émetteurs et des récepteurs. Les interfaces ont
donc été modifiées afin de pouvoir utiliser un même canal pour un ensemble d’émetteurs/récepteurs,
comme indiqué sur la figure 2. C’est le cas du réseau téléphonique commuté (RTC) dont le principe est
toujours utilisé de nos jours.
Depuis quelques années, l’introduction de nouveaux services (téléphonie mobile, télévision numérique,
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FIG. 2 – Chaîne de communication multi-utilisateurs
...), la convergence des différents supports (filaire, radio,...), et la volonté d’améliorer et de rentabiliser
l’utilisation des liaisons, sont autant de raisons qui poussent les fournisseurs de services et les opérateurs
de télécommunications à numériser leurs réseaux. En introduisant des interfaces qui transforment les
signaux analogiques (voix, images par exemple) en signaux numériques (suite d’information binaire),
ces acteurs industriels s’assurent une souplesse de programmation (reprogrammable selon les nouveaux
standards), une reproductibilité (la dépendance de l’environnement est moindre (CEM,...)) et un niveau
de qualité (codes correcteurs d’erreur, réémissions,...) beaucoup plus élevés qu’avec les communications
analogiques. La figure 3 représente la chaîne de communication numérique.
FIG. 3 – Chaîne de communication numérique
Le maillon critique de cette nouvelle chaîne est le composant de l’interface permettant la conversion des
signaux physiques (de nature analogique), en signaux numériques. Pour l’interface émettrice, il s’agit du
Convertisseur Analogique Numérique (CAN), tandis que pour l’interface réceptrice, il s’agit du Conver-
tisseur Numérique Analogique (CNA). Poussés par cette numérisation des systèmes de télécommuni-
cations, les convertisseurs analogiques numériques et numériques analogiques, se font toujours plus
12
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rapides, plus précis, plus intégrés avec une réduction de la consommation en puissance et en énergie.
Les technologies et architectures actuelles permettent déjà d’atteindre des performances appréciables,
mais chaque application requiert son propre convertisseur selon les caractéristiques de fonctionnement
des différents standards (fréquence d’échantillonnage, bande de fréquence d’entrée, résolution, ...). De-
puis quelques années, la tendance est à la convergence des différents standards au sein d’un même sys-
tème : c’est la Software Defined Radio (SDR). La SDR permet avec un même appareil reprogrammable
de décoder l’ensemble des protocoles de communications. Pour ce faire, l’appareil peut embarquer un
convertisseur spécifique pour chaque protocole, mais l’encombrement physique de cet assemblage et la
consommation totale ne sont pas adaptés aux applications mobiles actuelles. L’idéal est de posséder un
seul convertisseur dont les caractéristiques conviennent à l’ensemble des standards existants et à venir.
Cela implique la création d’un convertisseur à fréquence d’échantillonnage très élevée (plusieurs Giga-
Hertz), et de grande résolution (au moins 18bits). De plus, la bande des fréquences d’entrée se doit d’être
très large (environ 2MHz à 4GHz). De tels convertisseurs semblent pour le moment hors d’atteinte. De
nombreuses recherches sont en cours pour améliorer les composants actuels en proposant de nouvelles
architectures et de nouveaux procédés de fabrication. Cette évolution est longue et doit se faire étape par
étape. Cependant, il est possible d’utiliser des méthodes permettant de compenser les lacunes d’un com-
posant donné avant de franchir l’étape suivante. Ces méthodes de compensation permettent de repousser
les limites du composant en attendant la maturité de la génération suivante. Elles permettent également
de mieux comprendre les défauts actuels et d’orienter les concepteurs vers des pistes prometteuses pour
leurs recherches. C’est dans ce contexte que les travaux de cette thèse ont été menés.
Le premier chapitre de ce mémoire est consacré à la problématique générale liée à la conception des
convertisseurs analogiques numériques. Après avoir exposé les principes de base de la conversion, quelques
architectures sont présentées afin de mieux discerner les challenges de conception et de caractérisation de
ces composants. Nous présentons également la stratégie de conception qui vise à relaxer les paramètres
sensibles du convertisseur afin d’accroître sa vitesse de fonctionnement. Cette relaxation implique une
augmentation des non-linéarités qu’il faut pouvoir compenser par la suite.
Le second chapitre présente un état de l’art des méthodes de compensation. Au travers des techniques par
table de correspondance, par modèle analytique et celles liées à l’architecture interne, nous proposons de
nous focaliser sur l’une d’entre elle afin de réaliser une compensation simple et efficace.
Le troisième chapitre s’articule autour des méthodes d’extraction de la courbe des non-linéarités du
convertisseur. Après avoir exposé la méthode statistique classique, nous proposons d’utiliser et d’opti-
miser une méthode analytique basée sur une étude fréquentielle du signal converti. Ce nouvel axe nous
permet de réduire les besoins en ressources matérielles et logicielles pour effectuer la compensation.
Le quatrième chapitre se consacre à l’étude de l’efficacité de la technique de compensation utilisée. Au
travers d’un convertisseur spécialement modifié pour notre étude et d’un composant logique reprogram-
mable, nous mettons en oeuvre une série d’expérimentations afin de discriminer les paramètres sensibles
de la méthode de compensation.
Le cinquième chapitre ouvre la voie à la compensation embarquée. Afin d’utiliser notre méthode d’ex-
traction des non-linéarités à partir du spectre du signal converti, nous proposons d’étudier l’implémen-
tation physique de l’extraction des paramètres spectraux. Deux techniques classiques sont d’abord pré-
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sentées et discutées, puis une nouvelle approche est exposée. Ce nouvel algorithme propose d’estimer
la valeur de quelques raies spectrales à partir de simple additionneurs et soustracteurs, réduisant ainsi la
complexité de calcul à embarquer.
Enfin, le dernier chapitre conclut ce manuscrit en résumant les apports de notre approche et les perspec-




Le premier chapitre de ce mémoire est consacré à la problématique générale liée à la conception d’un
convertisseur analogique numérique. Après avoir exposé les principes de base de la conversion, quelques
architectures sont présentées afin de mieux discerner les challenges de conception et de caractérisation
de ces composants.
1.1 Introduction
La Conversion Analogique Numérique a pour fonction de transformer un signal d’entrée analogique,
généralement un signal électrique, en un code binaire sur plusieurs bits.
FIG. 1.1 – Convertisseur Analogique Numérique
Cette conversion s’effectue à travers différentes étapes illustrées en figure 1.1. La première étape est
la capture du signal d’entrée. Cette capture s’effectue généralement par l’intermédiaire d’un étage dit
échantillonneur-bloqueur (E/B). Cette étape est indispensable dans le cas des signaux dont la fréquence
de variation est très élevée en regard de la vitesse de fonctionnement de la circuiterie électronique en
aval. Son utilisation permet d’augmenter la gamme de fréquence à l’entrée du convertisseur.
La seconde étape est la plus sensible, il s’agit de la quantification de la valeur précédemment capturée. Il
existe différentes façons de réaliser cette quantification : on parle alors d’architectures de convertisseurs.
Le principe de base reste commun à toutes ces architectures : la valeur capturée est comparée à divers
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signaux électriques de références prédéfinis. Cette première représentation est ensuite encodée pour four-
nir un code de sortie binaire utilisable par d’autres composants.
Les sections suivantes détaillent les différents étages ainsi que les limitations des architectures possibles.
1.2 Échantillonneur-Bloqueur
La première étape de la conversion analogique numérique consiste à capturer la valeur du signal d’en-
trée pour la présenter à l’entrée des différents comparateurs. Pour que ces derniers puissent fonctionner
correctement, il faut que la tension (ou le courant) soit stable pendant le temps d’établissement de la com-
paraison. La figure 1.2 représente l’évolution temporelle d’un signal basse fréquence. Le grossissement
de la figure représente l’évolution du signal pendant sa capture par un comparateur. Le temps d’établis-
sement de la comparaison est représenté par ∆t. Dans le cas d’un convertisseur de tension, cet intervalle
temporel implique un intervalle de tension ∆v qui doit être inférieur à la sensibilité s du comparateur.
Dans notre exemple, la variation du signal d’entrée est faible et les comparateurs fournissent une valeur
de sortie correcte.
FIG. 1.2 – Capture signal basse fréquence
Pour un signal haute fréquence, la pente du signal est plus importante et l’intervalle de tension ∆v par-
couru lors du même intervalle ∆t peut devenir plus grand que la sensibilité s du comparateur (figure 1.3).
Ce dernier ne peut donc pas fournir une valeur de sortie représentative du signal d’entrée.
L’échantillonneur-bloqueur (E/B) a été conçu pour résoudre ce problème. Comme son nom l’indique, il
se compose de deux étapes successives, résumées sur la figure 1.4. La première étape consiste en une
poursuite du signal d’entrée pendant un temps dit d’échantillonnage. Le passage à la seconde étape se fait
de façon synchrone avec l’horloge du convertisseur. Lors de cette seconde étape, on cherche à maintenir
(bloquer) la valeur du signal échantillonné. Après un temps d’établissement, la sortie est stable et peut
être traitée par les comparateurs.
Les contraintes technologiques de l’E/B sont très fortes. Il faut en effet que l’ensemble soit très réac-
tif : d’une part l’échantillonneur doit pouvoir très rapidement recopier le signal d’entrée quelque soit
sa fréquence, et d’autre part, le temps d’établissement du bloqueur doit être le plus court possible afin
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FIG. 1.3 – Capture signal haute fréquence
FIG. 1.4 – Fonctionnement temporel de l’échantillonneur-bloqueur
d’augmenter le temps de valeur stable. Plus ces deux organes travaillent vite, plus le convertisseur pourra
fonctionner à des fréquences d’horloge élevées. La difficulté de conception de ces deux blocs est un des
éléments limitatifs à l’obtention de convertisseurs à haute vitesse.
1.3 La quantification analogique numérique
La quantification consiste en la conversion d’un ensemble continu, donc infini, de valeurs en un ensemble
discontinu et fini de valeurs. Dans le cas d’un CAN, cette quantification transforme un signal électrique
en un code binaire représenté sur n bits. La figure 1.5 illustre la quantification d’une tension (à gauche
de la figure) en un code binaire codé sur n = 3 bits (à droite de la figure). Chaque ellipse correspond à un
intervalle borné mais contenant un nombre infini de valeurs possibles. La quantification est représentée
par les flèches qui, à chaque ellipse associe un code binaire. Les extrémités ]−∞;V1] et [V7;+∞[ sont
volontairement saturées aux codes extrêmes 000 et 111.
On nomme tension de transition le niveau Vi permettant de basculer du code i−1 au code i.
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FIG. 1.5 – Principe de la quantification
On définit la fonction de transfert de cette conversion comme étant la fonction qui associe à chaque plage
de valeurs i, sa valeur codée en binaire. Ainsi la plage de tension numéro 5, définie par les tensions V5 et
V6, est codée par le code binaire 101. Cette fonction de transfert se traduit graphiquement par la figure
1.6(a), sur laquelle on observe la forme caractéristique en escalier. Ce type de convertisseur se nomme
convertisseur par troncature qui implique une erreur à moyenne non nulle comme indiquée sur la figure
1.6(a).
(a) troncature (b) arrondi
FIG. 1.6 – Fonction de transfert
Pour avoir une moyenne nulle, on préfère procéder par arrondis (figure 1.6(b)).
Pour une quantification uniforme, la distance entre deux tensions de transitions successives est constante.
Cette distance se nomme pas de quantification, ou quantum. Sa valeur dépend du nombre de bits n choisi
pour décrire les codes binaires ainsi que de la dynamique en amplitude des signaux d’entrée. Avec n
18
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bits, le cardinal de l’ensemble des valeurs discrètes est de 2n, on peut donc diviser l’amplitude maximale,






Plus la valeur de n est grande, plus le pas de quantification sera petit, et donc meilleure sera la conver-
sion. C’est pour cette raison que n est appelé résolution du convertisseur. Le passage d’un code binaire
au suivant se fait en analogique par une variation égale au pas q, ce qui équivaut à associer le pas de
quantification q analogique au bit de poids faible du codage binaire : le LSB (Least Significant Bit).
L’erreur associée à la conversion (figure 1.6) est appelée erreur de quantification. Pour un convertisseur
idéal, cette erreur est le seul facteur limitatif de la conversion. Toute variation du signal d’entrée inférieure
au pas de quantification q, se retrouve noyée dans ce bruit. Pour mesurer la performance du convertisseur,
on calcule le rapport signal sur bruit (SNR : Signal-to-Noise Ratio), c’est à dire la plus grande distance
entre la puissance du signal d’entrée, et la puissance du bruit. Plus cette valeur est grande, plus le conver-
tisseur est à même de reproduire fidèlement le signal d’entrée. Dans [Gra90], le bruit de quantification
ε est modélisé par un processus aléatoire stationnaire, décorrelé de l’entrée analogique et de lui même,
et uniformément réparti. Sous ces hypothèses et dans le cas d’une conversion par arrondi, sa puissance







Dans le cas d’un signal sinusoïdal parcourant la pleine échelle, la puissance PS du signal d’entrée s’ex-





















Le terme SNRQ représente le rapport signal sur bruit maximal que l’on puisse obtenir avec un conver-
tisseur idéal, la limitation provenant uniquement de la quantification. Dans le cas réel, la conception du
convertisseur fait intervenir différentes sources d’erreurs qui créent des distorsions sur le signal converti
et du bruit supplémentaire. Le rapport signal sur bruit réel doit donc prendre en compte ces distorsions,
d’où l’utilisation du paramètre SINAD (Signal-To-Noise And Distorsion). Pour comparer le cas idéal avec
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le cas réel, on dérive de la formule précédente un calcul de résolution effective appelée ENOB (Effective





D’autres paramètres permettent d’évaluer la déviation du composant réel face au composant idéal. La
section suivante regroupe ces principaux paramètres.
1.4 Les paramètres de performance du CAN
Les fonctions de transfert réelles des CANs subissent les effets des variations des procédés technolo-
giques utilisés lors de leur conception. Ces variations impliquent un déplacement des tensions de tran-
sitions par rapport à leur placement idéal : ce sont les erreurs statiques. D’autres sources d’erreurs im-
pliquent une distorsion du signal analogique : ce sont les erreurs dynamiques. L’ensemble de ces erreurs
limitent les performances de la conversion.
1.4.1 Les paramètres statiques
La figure 1.7 illustre les erreurs statiques.
a. Erreur d’offset
L’erreur d’offset est un décalage en tension de l’ensemble de la fonction de transfert (figure 1.7(a)).
Cette erreur entraîne une erreur constante sur la valeur du code milieu du CAN.
b. Erreur de gain
L’erreur de gain correspond à l’écart de pente de la fonction de transfert réelle par rapport à la
pente de la fonction de transfert idéale (figure 1.7(b)). Cette erreur change la pleine échelle effec-
tive du convertisseur, et donc, la largeur du quantum q.
c. Erreur de non-linéarité différentielle
L’erreur de non-linéarité différentielle (NLD) est définie pour chaque code i comme étant la diffé-
rence relative entre la valeur du quantum réel qi et le quantum idéal q, le tout normalisé par rapport
au quantum q (figure 1.7(c)).
d. Erreur de non-linéarité intégrale
L’erreur de non-linéarité intégrale (NLI) du code i correspond au cumul des NLD des codes in-
férieurs ou égal à i. Cette valeur traduit l’écart de la courbe de conversion par rapport à la droite
idéale de conversion ((figure 1.7(d)).
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(a) Erreur d’offset (b) Erreur de gain
(c) Non Linéarité Différentielle (d) Non Linéarité Intégrale
FIG. 1.7 – Erreurs statiques pour un CAN par arrondis
1.4.2 Les paramètres dynamiques
En plus du rapport signal sur bruit précédemment établi, la sensibilité des convertisseurs aux variations
brusques du signal analogique se mesure par d’autres paramètres. Nous présenterons ici les deux prin-
cipaux : le temps d’incertitude à l’ouverture et le taux de distorsion harmonique. Les autres paramètres
usuels sont définis en détails dans le standard IEEE 1241 [MotIIMS01].
a. Le temps d’incertitude à l’ouverture
Le temps d’incertitude à l’ouverture, ou jitter [SAW89] est lié au fonctionnement de l’échantillonneur-
bloqueur. Il s’agit du retard entre le front actif du signal d’échantillonnage et la prise effective de
l’échantillon. L’erreur due au temps d’incertitude est directement liée à la fréquence fin du signal
analogique. Pour un signal sinusoïdal s(t) = PE2 sin(2π. fin.t), le cas le plus défavorable se situe
aux passages à zéro, la dérivée du signal y étant maximale. Le calcul de la pente, Pentemax, en ce
point précis fournit l’expression suivante :
Pentemax = π. fin.PE (1.7)
En se référant à la figure 1.3, le temps maximal d’incertitude à l’ouverture τ jmax correspond à la
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valeur de ∆t pour laquelle ∆v vaut q2 . Pour un temps τ j inférieur à τ jmax, la valeur échantillonnée
se trouve obligatoirement dans un intervalle d’erreur de ±q2 , dans le cas contraire, l’effet observé














Comme dans le cas du SNR, l’équation précédente relie le temps d’incertitude à l’ouverture à la
résolution n du convertisseur. Une mesure de ce temps permet donc de calculer un équivalent de
nombre de bits effectifs, N jitter, que l’on peut comparer aux n bits du convertisseur idéal :




La conception d’E/B respectant la contrainte sur τ jmax est donc primordiale pour l’obtention d’un
convertisseur fonctionnel sur une large bande de fréquence de signal analogique d’entrée.
b. Le taux de distorsion harmonique
Le taux de distorsion harmonique (T HD) représente le rapport de la puissance des raies harmo-
niques générées par les non-linéarités du convertisseur, sur la puissance de la raie fondamentale.
Les harmoniques sont généralement analysées à travers un traitement numérique sur les codes de
sorties. La Transformée de Fourier Discrète permet d’obtenir facilement la puissance de ces raies
(figure 1.8). La T HD est alors la racine carrée de la somme quadratique des amplitudes des raies
harmoniques divisée par l’amplitude du fondamental [MotIIMS01]. Plus ce rapport est faible, plus
le CAN possède un comportement linéaire.
FIG. 1.8 – Spectre de puissance effectué sur les codes de sortie du CAN
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1.5 Architectures des Convertisseurs Analogique Numérique
Afin de mieux comprendre les difficultés de conception des CAN, quelques architectures utilisées pour
la conversion sont présentées dans cette section. La liste est non exhaustive, mais permet de comprendre
l’évolution du convertisseur à partir de l’architecture la plus simple, le flash, vers des architectures plus
élaborées, comme le Folding & Interpolation, qui est l’architecture du véhicule de test de cette étude.
1.5.1 Architecture Flash
FIG. 1.9 – Quantification flash avec n = 3
La technique de conversion la plus simple est celle basée sur l’architecture parallèle dite flash [AIW+87,
GKHK91, ISM+84, YANY84]. Un comparateur est associé à chaque tension de transition Vi, ce qui im-
plique autant de comparateurs que de tensions de référence. Ainsi pour un convertisseur de résolution
n, la quantification flash utilise 2n− 1 comparateurs. La figure 1.9 représente la quantification flash du
signal d’entrée Vin pour n = 3.
Cette technique est souvent identifiée par le nom de code thermomètre, car chaque comparateur s’ap-
parente à une graduation présente sur un thermomètre. Quand le mercure atteint une graduation, les
graduations inférieures sont également atteintes. Il en va de même dans le cas du convertisseur flash :
quand un comparateur est à l’état haut, tous les comparateurs ayant une tension de référence inférieure,
le sont également.
Afin de pouvoir utiliser la valeur de sortie d’un comparateur, un second comparateur est nécessaire pour
pouvoir déterminer la valeur logique 0 ou 1. Pour remédier aux problèmes de dérives de tensions de
référence et d’offset de ces seconds comparateurs, on préfère utiliser une paire différentielle en lieu et
place du comparateur de quantification, et ainsi de pouvoir utiliser les sorties différentielles de la paire.
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La figure 1.10 illustre le schéma d’une paire différentielle, ainsi qu’une représentation des tensions com-
plémentaires de sortie Vout_p et Vout_n en fonction de la valeur de Vin. Le simple fait d’évaluer la différence
∆V = Vout_p−Vout_n permet de connaître précisément la valeur logique de la sortie du comparateur. Si
∆V > 0, alors le comparateur est en saturation positive, tandis que si ∆V < 0, le comparateur est en sa-
turation négative. Le passage par zéro (zero-crossing) de ∆V correspond bien à la tension de transition
Vi. Les circuits logiques destinés à l’encodage des valeurs de sortie des comparateurs n’ont donc juste
qu’à procéder à la différence des tensions de sortie de chaque comparateur et non à une comparaison des
niveaux de tensions.
FIG. 1.10 – Principe de fonctionnement d’une paire différentielle
La conversion de type flash est de loin la plus simple de tous les procédés de conversion. Elle ne nécessite,
de par son architecture, que d’un seul cycle d’horloge pour générer le code de sortie. Sa simplicité lui
permet d’assurer une bonne linéarité de conversion même pour des hautes fréquences d’échantillonnage
(jusqu’à 24 GSPS (Giga Samples Per Secondes) pour un convertisseur 3bits [NNI+04]). Cependant, l’un
des principaux inconvénients de cette architecture est la loi exponentielle qui relie le nombre de compa-
rateurs nécessaires à la résolution n du convertisseur. La consommation et la surface requise suivent par
conséquent cette même loi exponentielle, ce qui limite ce type d’architecture à une résolution inférieure
à 10bits. Des distorsions apparaissent également du fait de la grande capacité de l’étage d’entrée liée à
une répartition du signal sur les 2n−1 comparateurs nécessaires. La distribution de l’horloge au sein du
composant augmente la complexité de conception.
Pour palier à ces effets, de nouvelles architectures ont été développées. Les paragraphes suivants exposent
brièvement certaines des ces architectures.
1.5.2 Architecture Flash à Interpolation
Les convertisseurs à interpolation ont pour but de diminuer la capacité d’entrée et le nombre de compa-
rateurs utilisés dans une architecture flash [KMNS93]. La quantification flash à paire différentielle est
illustrée sur la figure 1.11 pour trois tensions de transitions successives. Les fonctions de transfert des
trois comparateurs sont schématisées par une zone de transition linéaire. L’intersection de la fonction de
transfert positive et de la fonction de transfert négative fournit la tension de transition Vi.
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FIG. 1.11 – Quantification flash pour 3 tensions de transition
Le simple fait de substituer le comparateur du milieu par une échelle de résistances R (figure 1.12)
permet de recréer le passage à zéro manquant. Les zones linéaires des comparateurs d’indice i− 1 et
i +1 permettent de recréer linéairement les fonctions de transfert du comparateur d’indice i. Une erreur
∆R sur une des résistances modifiera l’allure de la fonction de transfert interpolée. Cet impact sera exposé
dans une section suivante.
FIG. 1.12 – Quantification avec interpolation résistive
Ce principe d’interpolation peut également s’appliquer pour les codes Vi−1 et Vi+1. De manière générale,
les architectures interpolées ne conservent qu’un comparateur sur cinq par rapport à l’architecture flash.
Cela revient à réduire fortement la consommation du composant, sa capacité d’entrée et sa complexité
de câblage [KMNS93, RS96].
1.5.3 Architecture par partitionnement
Une autre façon de réduire la taille et la consommation du convertisseur tout en conservant sa résolution,
consiste à décomposer sa fonction de transfert classique en deux, ou plusieurs sous-fonctions. Ce prin-
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cipe est illustré sur la figure 1.13 dans le cadre d’une architecture pipeline.
Le convertisseur utilisé dans le cas présent est un convertisseur de résolution n = 6bits, de pas de quan-
tification q et de pleine échelle PE = 64q. Sur la figure 1.14(a), la fonction de transfert du convertisseur
classique flash est représentée. Pour un souci de clarté, seules les tensions de transitions multiples de 8q
y sont visibles, ainsi que les codes binaires associés.
FIG. 1.13 – Principe du convertisseur flash à deux étages
La décomposition de la fonction de transfert représentée sur la figure 1.14(b), se traduit par une conver-
sion en trois étapes (figure 1.13). Premièrement un convertisseur flash de résolution n = 3bits, de quantum
Q = 8q et de pleine échelle PE = 8Q = 64q est utilisé pour procéder à une conversion grossière du signal
d’entrée. Deuxièmement, cette conversion grossière est retraduite en valeur analogique par un CNA de 3
bits afin d’être soustraite à la valeur analogique d’entrée. Cette soustraction donne lieu à un signal analo-
gique appelé résidu, qui possède une amplitude maximale crête-à-crête de Q = 8qVolts. Finalement, ce
résidu est envoyé à l’entrée d’un second convertisseur de résolution n = 3bits, de quantum q et de pleine
échelle PE = Q = 8q. Le fait que ce résidu ait une dynamique constante quelque soit la valeur du signal
d’entrée permet de n’utiliser dans cette dernière étape qu’un seul et unique convertisseur. Ce principe de
décomposition illustre le fonctionnement des architectures de type pipeline [CG95, CA93, SG88].
(a) Classique (b) Décomposée
FIG. 1.14 – Fonction de transfert d’un pipeline par troncature
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Le tableau 1.1 résume les ressources nécessaires pour la conversion classique de type flash et la conver-
sion de type pipeline, pour un convertisseur de résolution n = 6bits. Les comparateurs sont divisés en
deux ensembles, selon la sensibilité requise pour la conversion. En effet, un comparateur de sensibilité
Q = 8q est plus facile à reproduire qu’un comparateur de sensibilité q. Réduire le nombre de ces derniers
est donc un avantage significatif en terme de reproductibilité lors de la fabrication.
Flash Pipeline
Comparateurs de sensibilité q 26−1 23−1
Comparateurs de sensibilité Q = 8q 0 23−1
Utilisation d’un CNA Non Oui
Latence de conversion 1 cycle d’horloge > 2 cycles d’horloge
TAB. 1.1 – Ressources nécessaires pour un convertisseur de résolution n = 6bits.
Les inconvénients des architectures pipeline sont l’utilisation d’un CNA et le temps de latence imposé
par la double conversion. Pour palier à ces problèmes, d’autres architectures ont été mises au point.
1.5.4 Architecture à Repliement
Le principe du convertisseur à repliement (folding) a été introduit pour la première fois par Arbel et Kurz
en 1975 [AK75] et a ensuite été amélioré au fur et à mesure de son utilisation, notamment par van de
Plassche [vdP03] et Vorenkamp [VR97]. Ce convertisseur opère de manière similaire au convertisseur
pipeline de la figure 1.13, à la différence près que le résidu est généré par un bloc de repliement analo-
gique comme indiqué sur la figure 1.15. L’utilisation de ce bloc évite l’usage du CNA et la soustraction
des signaux. Un autre intérêt majeur de cette architecture provient de la possibilité de faire fonctionner
tous les éléments en parallèle et donc de réduire la latence à un cycle d’horloge. Les paragraphes suivants
exposent le fonctionnement du bloc de repliement.
FIG. 1.15 – Principe du Convertisseur à Repliement
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Amplificateur à Repliement Simple
Le rôle de l’amplificateur à repliement est de fournir le signal résidu. Dans le cas idéal, ce bloc ana-
logique fournit une fonction de transfert "en dents de scie" comme indiqué sur la figure 1.16(a). Cette
implémentation est difficilement réalisable du fait de la présence des discontinuités lors du changement
de code des bits de poids fort. La forme triangulaire décrite sur la figure 1.16(b) lui est préférée. Son
implémentation est possible à l’aide de montages réalisés à partir de diodes [Gil82, PG79] ou de miroirs
de courants [LSS00].
(a) Repliement linéaire avec discontinuités (b) Repliement linéaire sans discontinuités
FIG. 1.16 – Fonction de transfert du Convertisseur à Repliement
L’assemblage alterné de paires différentielles (figure 1.10) permet d’obtenir une forme pseudo-triangulaire.
La figure 1.17 représente l’agencement alterné de trois paires différentielles. Les lignes de sorties sont
tout simplement reliées entre elles de façon inversée l’une par rapport à l’autre.
Cependant, l’obtention de fonctions de transfert totalement linéaires à partir d’éléments analogiques
s’avère délicate à mettre en oeuvre. Dans le cas de nos paires différentielles la zone linéaire est réduite
à l’intervalle de changement d’état autour de la tension de référence Vi (figure 1.18) correspondant aux
tensions de transition du CAN Q. Au delà de cette zone linéaire, la fonction de transfert s’arrondit,
transformant l’allure triangulaire en une allure pseudo-sinusoïdale.
Pour palier à ce problème, la technique du double repliement est habituellement utilisée.
Amplificateur à Double Repliement
Un repliement idéal requiert une fonction de transfert triangulaire parfaite pour procéder à une conversion
performante. La première courbe de la figure 1.19 illustre ce cas idéal, la conversion du signal résiduel
s’effectuant dans notre exemple par un CAN ayant 3 bits de résolution.
Comme indiqué précédemment, les différents montages analogiques permettent uniquement d’obtenir
des fonctions de transfert partiellement linéaires. La seconde courbe de la figure 1.19 illustre la conver-
sion liée à un repliement simple. La zone hachurée indique la plage linéaire de la fonction de transfert. Il
apparaît clairement sur cette figure que la conversion ne peut être correcte que sur les zones a1, b1 et c1,
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FIG. 1.17 – Montage de paires différentielles
FIG. 1.18 – Non linéarité du montage différentiel
alors que l’on désire convertir les zones A, B et C.
L’idée du double repliement est d’utiliser les zones linéaires d’une seconde fonction de transfert, dont
les tensions de référence V ′i ont été légèrement décalées par rapport aux tensions Vi du premier bloc
de repliement. La troisième courbe de la figure 1.19 illustre ce principe. Le second repliement permet
de couvrir les zones de conversion a2, b2 et c2. Ainsi, l’assemblage de la conversion sur 2×2 bits des
couples de zones (a1,a2), (b1,b2) et (c1,c2) permet de retrouver la conversion sur 3 bits des zones A, B
et C.
Par récursivité, les zones originelles A, B et C peuvent être décomposées en 8 sous-zones que l’on nom-
mera (a0, . . . ,a7,b0, . . . ,b7,c0, . . . ,c7). L’utilisation de 8 fonctions de repliement (figure 1.20) permet
d’associer à chaque zone linéaire la conversion d’un simple et unique bit (a0, . . . ,a7,b0, . . . ,b7,c0, . . . ,c7),
dégénérant ainsi la conversion en aval du signal en un simple comparateur de niveaux. De plus, comme
les signaux issus des blocs de repliement sont de nature différentielle, ces comparateurs fonctionnent
selon le même principe que celui exposé dans l’architecture flash, à savoir en analysant le passage à zéro
(cf §1.5.1).
La figure 1.21 représente les seules zones (A,B) de la fonction de transfert principale, ainsi que les 8
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FIG. 1.19 – Double repliement
FIG. 1.20 – Architecture avec multiples repliements
fonctions de repliements positives et négatives issues des blocs de repliements.
Chaque passage à zéro correspond à un changement de bit dans la fonction de transfert. Pour chaque
signal replié, un seul comparateur est nécessaire. Ce comparateur passe en saturation positive lorsque
le signal positif est supérieur au signal négatif et en saturation négative pour le cas inverse. Pour notre
exemple, 8 comparateurs indiquent à chaque instant la valeur de la différence fonction positive - fonction
négative. La figure 1.22 représente l’état des comparateurs associés aux fonctions de repliements nom-
mées (R.0 . . .R.7), en fonction de l’amplitude du signal d’entrée Vin. Un simple encodage de ces valeurs
permet, à l’aide des bits de poids fort, de construire le code numérique de sortie.
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FIG. 1.21 – Multiples repliements
FIG. 1.22 – Valeur des comparateurs associés aux passages à zéro des signaux repliés
Interpolation des fonctions de repliement
De la même façon que pour l’architecture Flash interpolée, une interpolation résistive peut être utili-
sée afin de recréer les fonctions de repliement [vdPB88]. La figure 1.23 illustre l’interpolation entre la
fonction positive du second amplificateur de repliement (R.2+) et la fonction positive du quatrième am-
plificateur de repliement (R.4+). La même interpolation est utilisée pour les fonctions négatives afin de
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retrouver le passage à zéro nécessaire à la conversion.
FIG. 1.23 – Interpolation entre deux signaux repliés
La nouvelle architecture du convertisseur à repliement interpolé se présente désormais comme indiqué
par la figure 1.24. Trois étages de repliements ont été supprimés et remplacés par de simples résistances.
Cette substitution permet de réduire la consommation globale du convertisseur.
FIG. 1.24 – Architecture à Repliement interpolé
Les techniques classique d’interpolation génèrent 4 fonctions interpolées entre deux blocs de repliements
afin de réduire le nombre de composants nécessaires, et donc la consommation totale du convertisseur
[VvdP96]. De nombreuses architectures mettent également en oeuvre un second étage de repliement afin
de réduire encore plus cette consommation [FS98, TSE98].
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1.5.5 Limitations de l’architecture à repliement et à interpolation
La conception de l’architecture à repliement impose des contraintes fortes sur les différents blocs afin
d’obtenir une bonne linéarité pour la conversion. Les paragraphes suivants exposent succinctement quelques-
unes de ces contraintes.
Échelle de résistances et offset
Une échelle de résistances est habituellement utilisée pour générer les tensions de références nécessaires
aux repliements. La figure 1.25 représente la génération des tensions de références Vai,Vbi et Vci pour
l’amplificateur de repliement R.i. Cette génération s’effectue à l’aide de ponts diviseurs de tensions. Une
variation ∆R dans la valeur des résistances, ou l’apparition d’une tension d’offset Vo f f set dans la paire
différentielle implique un décalage des signaux de sorties comme indiqué sur la figure 1.26.
FIG. 1.25 – Échelle de résistances et erreurs associées à l’étage d’entrée
Ce décalage modifie la position du passage à zéro et donc modifie la valeur idéale du pas de quantifica-
tion. Pour que l’influence de cet offset soit minime, sa valeur doit être inférieure au pas de quantification.
Les relations suivantes doivent donc être vérifiées :











La construction des paires différentielles, utilise un assemblage de transistors dont les valeurs de gain
influencent la pente du signal de sortie. Pour des transistors idéaux, la pente de la caractéristique de
transfert du repliement dans leur zone linéaire est connue. La variation de la pente n’interfère pas sur la
position du passage à zéro. Par contre, lors de l’interpolation, une erreur de gain sur une caractéristique
servant à interpoler, impacte la position du passage à zéro de la fonction interpolée. La figure 1.27 illustre
cet impact.
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FIG. 1.26 – Influence des erreurs
FIG. 1.27 – Impact d’une erreur de gain
Offset des comparateurs
Les signaux issus des étages de repliement (et des interpolations) sont envoyés à l’entrée de comparateurs
chargés d’évaluer la différence ∆V . Si cette différence est positive (négative), le comparateur sature
positivement (négativement). Un offset ε sur l’une des voies entraîne un décalage δ sur la valeur de
décision, ce qui a pour effet de fausser la conversion. La figure 1.28 illustre cette erreur.
FIG. 1.28 – Erreur sur les comparateurs
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Problématique linéarité/vitesse
Le transistor permet de réaliser de nombreuses fonctions élémentaires au sein de l’architecture de conver-
sion. Son utilisation pour les paires différentielles permet de réaliser les fonctions de repliement du signal
analogique. La figure 1.29 illustre la structure d’un transistor MOS. L’utilisation la plus contraignante,
d’un point de vue conception, est l’utilisation en amplificateur. Pour assurer une amplification du signal
linéaire, le concepteur doit s’assurer que l’effet des différents bruits (thermique, 1/f, issu du substrat,...)
soit négligeable. Nous ne rentrerons pas ici dans le détail de la conception d’un transistor MOS, mais
nous accepterons le fait que les paramètres critiques du transistor tels la tension de transition (Vthreshold)
et le facteur de courant β sont liés à la géométrie du transistor par un facteur
√
WL, où L représente la
longueur du canal et W sa largeur [PDW89].
FIG. 1.29 – Transistor MOS
La figure 1.30 met en évidence la variance d’un des paramètres précédents (que l’on notera P) en fonction
de la géométrie : plus l’aire WL du transistor est grande, plus la variance σ∆P sera faible, et moins le tran-
sistor sera sensible aux divers bruits. Cependant, plus la surface est grande, plus le temps d’établissement
du transistor sera long. Le concepteur doit donc faire un choix entre vitesse et linéarité.
FIG. 1.30 – Variance typique en fonction de la géométrie
1.6 Nouvelle stratégie de conception et conclusion
Tout au long des paragraphes précédents, nous avons établi que les variations de procédés et l’augmen-
tation de la vitesse de fonctionnement entraînent l’apparition de non-linéarités au sein du convertisseur.
Pour remédier à ces problèmes, les concepteurs doivent augmenter la taille des divers composants sen-
sibles, afin de les rendre robustes aux variations. L’inconvénient de cette technique est l’augmentation
du temps d’établissement au sein des différents blocs de l’architecture, ce qui impose une diminution
35
1.6. NOUVELLE STRATÉGIE DE CONCEPTION ET CONCLUSION
intrinsèque de la vitesse de fonctionnement du composant. Cette problématique linéarité/vitesse est le
principal facteur limitatif d’obtention de convertisseur haute résolution à haute vitesse de fonctionne-
ment. Une meilleure compréhension et une amélioration des procédés de fabrication peuvent permettre
de réduire leurs propres variations et donc de repousser un peu plus loin les limites atteignables, mais
cette opération est longue, plus coûteuse, et difficile à mettre en oeuvre dans le cadre d’une industriali-
sation à grande échelle.
Dans le cadre de cette étude, nous considérons la conception de convertisseur d’une manière différente.
Au lieu de chercher à optimiser la linéarité du convertisseur et par conséquent, de réduire la vitesse de
fonctionnement, le concepteur est autorisé à réduire la taille des différents composants afin d’augmenter
la vitesse. Cette réduction introduit alors des nouvelles non-linéarités que l’on tente de compenser par la
suite. La figure 1.31(a) schématise un convertisseur conçut avec les paramètres sensibles W , L et R de
grande taille, ce qui implique un composant linéaire mais lent. La figure 1.31(b) schématise un convertis-
seur conçut avec les paramètres sensibles de taille plus réduite, impliquant un composant moins linéaire
mais plus rapide. Dans cette conception, une phase de compensation est rajoutée afin de retrouver la
linéarité du composant. C’est la phase de compensation qui fait l’objet de la présente thèse.
(a) Conception pour la linéarité (b) Conception pour la vitesse avec compensation
FIG. 1.31 – Différences de conception
Ce processus de compensation peut être implémenté de deux façons différentes :
– Les phénomènes responsables des non-linéarités sont mesurés lors de la fabrication du composant et
leurs valeurs stockées au sein du composant. A partir de ces valeurs, une méthode de compensation
permet de linéariser le produit. Cette méthode se nomme compensation offline car les valeurs des
paramètres sont mesurées de façon externe au convertisseur, et elles sont figées une fois pour toute
(figure 1.32(a)).
– Les phénomènes responsables des non-linéarités sont mesurées tout au long de la vie du produit, et les
valeurs sont donc mises à jour régulièrement. A partir de ces valeurs, une méthode de compensation
permet de linéariser le composant. Cette méthode se nomme compensation online car les valeurs des
paramètres sont mesurées de façon interne au convertisseur (figure 1.32(b)) et permet de la modifier
durant la vie du circuit.
Il apparaît au travers de ces illustrations que les méthodes de compensation sont identiques dans les deux
options, seule la façon de mesurer les non-linéarités change. Dans le chapitre suivant, nous exposons les
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(a) Offline (b) Online
FIG. 1.32 – Méthodes de compensation
différentes méthodes disponibles pour effectuer la compensation.
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Le second chapitre est consacré aux méthodes de compensation couramment présentées dans la littéra-
ture. Trois grands types de méthodes sont mis en avant : la correction par table de correspondance, la
correction par inversion de modèle, et la correction liée à l’architecture du convertisseur. Après avoir
exposé leurs différents principes, leurs avantages et inconvénients sont mis en avant, et une méthode est
sélectionnée pour être utilisée dans le contexte de notre étude.
2.1 Introduction
Le chapitre précédent a exposé le besoin de processus de compensation pour l’obtention de convertis-
seurs haute résolution et à haute vitesse de fonctionnement. Le présent chapitre propose un état de l’art
de ces techniques [BDR05].
Dans un premier temps les méthodes basées sur l’utilisation d’une table de correspondance sont expo-
sées. Dans un second temps, nous nous intéresserons aux méthodes basées sur une modélisation des
erreurs [ADR04]. Ces deux premières méthodes considèrent le convertisseur comme une "boîte noire",
elles traitent les données issues du CAN indépendamment de son architecture. Enfin, la troisième partie
traite des méthodes intiment liées à l’architecture du convertisseur à compenser. Dans ce contexte, nous
présentons ensuite l’approche choisie pour la compensation des convertisseurs de type à repliement et
interpolation.
2.2 Méthodes basées sur l’utilisation d’une table de correspondance
De façon générale, nous utiliserons le terme anglais Look-Up Table (LUT) en lieu et place de table de
correspondance. Le terme Look-Up Table trouve son origine dans le monde de l’informatique où son
utilisation sert à remplacer un calcul complexe en une simple consultation de valeur. Par exemple, le
calcul d’une fonction trigonométrique (ex : sinus) est une procédure lourde qui peut ralentir l’exécution
d’un programme. Pour éviter ce ralentissement, une table de correspondance est stockée dans un tableau
que le programme vient consulter selon ses besoins. Le programme charge alors la valeur disponible la
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plus proche.
Dans le cadre de la correction d’un convertisseur, la façon la plus intuitive de procéder est de substituer
le code erroné par sa valeur idéale (figure 2.1(a)). Cette substitution s’effectue par le biais d’une LUT
où le code de sortie du convertisseur sert d’adresse, et la valeur stockée dans la table fournit le code
de sortie corrigé. Cette méthode se nomme correction statique, car la correction n’utilise qu’une seule
information, le code de sortie à l’instant t. Afin d’améliorer cette correction, il faut considérer d’autres
éléments susceptibles de rajouter de l’information pour choisir la bonne valeur corrective. Par exemple, la
valeur du code de sortie à l’instant t−1 permet de préciser la fréquence du signal d’entrée. La correction
est alors dite dynamique et la table de correction devient multidimensionnelle. Les paragraphes suivants
rentrent dans les détails des différences entre les deux méthodes.
(a) LUT de substitution (b) LUT de correction
FIG. 2.1 – Schéma d’utilisation de LUT
2.2.1 Correction statique
Dans le cadre d’une correction statique, seule la valeur de l’échantillon de sortie est prise en compte
dans la sélection de la valeur corrective à appliquer. La LUT utilise donc un adressage codé sur n bits (n
étant la résolution du CAN), et un codage des valeurs sur n bits également. Afin de réduire la taille de la
LUT, seuls les termes correctifs peuvent être stockés et ensuite soustraits (figure 2.1(b)). L’adressage de
la LUT est alors toujours de n bits, mais le stockage s’effectue à l’aide d’un bit de signe et de 3 ou 4 bits
pour les valeurs correctives.
Cette méthode principalement introduite par Irons et Hummels [IHK91] ne fonctionne essentiellement
que pour des non-linéarités dites statiques. Un des critères d’évaluation de la correction, est l’améliora-
tion du paramètre SFDR (Spurious Free Dynamic Range). Ce paramètre est obtenu à partir du spectre du
signal échantillonné et traduit la hauteur minimale entre la valeur de la fondamentale et la plus haute des
raies parasites ou harmoniques du spectre. Etant donné que les non-linéarités se traduisent spectralement
par la présence de raies harmoniques de niveaux élevés, la compensation de ces non-linéarités atténue
leurs valeurs. Les résultats présentés dans [HSP00] montrent une amélioration globale de plus de 15dB
pour le paramètre SFDR, mais cette amélioration est dépendante de la fréquence d’entrée. La technique
ne prend pas en compte la variation de comportement des composants électroniques en fonction des fré-
quences d’entrée et d’échantillonnage. Dans [LASH], les auteurs utilisent un procédé similaire à la Look
Up Table à une dimension et mettent en évidence que la correction calculée pour une fréquence donnée
continue de fonctionner autour de cette fréquence, mais que son efficacité diminue au fur et à mesure que
l’on s’en éloigne. La figure 2.2 illustre la correction d’un convertisseur 10bits échantillonné à 20MSPS,
et dont la table de correction a été calculée à la fréquence d’entrée de 2.5MHz. L’amélioration du SFDR
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est notable lorsque la fréquence d’entrée est voisine de la fréquence de calcul de correction, mais elle
devient faible voire négative lorsque l’on s’en éloigne.
FIG. 2.2 – Amélioration du SFDR en fonction de la fréquence d’entrée.
L’utilisation de ce procédé se limite donc aux convertisseurs dont les non-linéarités sont peu sensibles,
voire indépendantes, aux variations de fréquences. Afin de supprimer cette limitation, les techniques de
correction dynamique dites de Look-Up Table à plusieurs dimensions ont été développées.
2.2.2 Correction dynamique
Dans le chapitre précédent, les erreurs liées à l’architecture à repliement et interpolation ont été présen-
tées. Si les erreurs d’offset sont, en général, indépendantes de la fréquence d’utilisation du convertisseur,
il n’en est pas de même pour les erreurs de gains et d’échantillonnage pour lesquelles le temps de réaction
des composants est primordial. Dans [HSP00], les auteurs mettent en évidence la nature dynamique des
non-linéarités du convertisseur. Ainsi, lorsque la fréquence de travail ou la fréquence d’entrée du conver-
tisseur augmentent, une baisse significative des performances est observée. Dans le cas de l’échantillon-
neur/bloqueur (E/B), une fréquence d’entrée élevée implique une vitesse de poursuite lors de la phase
d’échantillonnage très élevée. Les figures 2.3 et 2.4 illustrent le comportement de l’E/B en fonction de
la fréquence d’entrée, le trait épais représentant le signal d’entrée, et le trait pointillé le signal de sortie
de l’E/B. Pour une fréquence faible (fig. 2.3), l’erreur créée sur les échantillons d’indice j et j− 1 est
faible. Ces erreurs se mesurent par la différence entre les valeurs estimées x̃[ j] et x̃[ j− 1] et leur valeur
idéale x[ j] et x[ j−1]. Dans le cas d’un signal d’entrée à fréquence plus élevée (fig. 2.4), l’échantillonneur
s’avère trop lent pour suivre le signal, et les valeurs estimées sont plus éloignées des valeurs idéales.
La prise en compte de la dynamique du signal d’entrée a donné lieu à de nouvelles techniques d’utili-
sation des LUT. Deux techniques se différencient : la correction dite d’Espace d’Etat (State-Space) et la
correction dite de Plan de Phase (Phase-Plane). Chacune utilise une ou plusieurs informations supplé-
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FIG. 2.3 – Erreur de l’E/B pour une fréquence d’entrée faible
FIG. 2.4 – Erreur de l’E/B pour une fréquence d’entrée élevée
mentaires afin de choisir la valeur de correction en fonction des caractéristiques du signal d’entrée. Les
paragraphes suivant exposent les principes de ces deux techniques.
Post-correction d’Espace d’Etat
L’une des façons intuitives de prendre en compte les brusques variations dans le signal d’entrée est de
considérer non plus le seul échantillon x[ j], mais également l’échantillon précédent x[ j−1] [IHK91], ou
de façon plus générale, les K échantillons précédents [Tsi95]. Mathématiquement, l’ensemble des K +1
échantillons constituent un espace de dimension K + 1, de plus, l’information supplémentaire apportée
par les K échantillons représente l’état du système, ce qui justifie l’appellation Espace d’Etat de cette
technique. La figure 2.5 illustre le cas K = 1. L’erreur est mesurée pour chaque couple (x[ j],x[ j− 1])
et forme ainsi une surface en trois dimensions. Le calcul de ces erreurs fait intervenir de nombreux
stimuli permettant de couvrir l’ensemble des couples (x[ j],x[ j− 1]) susceptibles d’apparaître lors d’un
comportement applicatif normal. La correction s’effectue alors en soustrayant au code x[ j] la valeur de
l’erreur fournie par les coordonnées (x[ j],x[ j−1]).
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FIG. 2.5 – Espace d’Etat à deux dimensions (K=1)
De façon concrète, l’adressage de la LUT s’effectue à partir de la concaténation des K + 1 échantillons
[TMBSL02]. Dans le cadre d’un convertisseur de résolution n, le codage basique de l’adresse s’effectue
alors sur B = (K +1)×n bits. En plus de consommer beaucoup de mémoire, les temps d’accès à la table
de stockage deviennent également un problème. En effet, accéder à l’une des 2B entrées de la LUT im-
plique un routage complexe. Pour palier à ce problème de taille, les échantillons précédents peuvent être
sous-échantillonner/tronquer afin d’obtenir un adressage sur moins de bits, ou encore certains des bits
peuvent être masquer selon une phase d’apprentissage liée au convertisseur à corriger [LASH].
Les résultats issus de ces techniques, bien qu’encourageant, sont mitigés. Dans [LSH05], l’auteur com-
pare différentes configurations de la technique de masquage de bits [LSH04]. Cette technique semble
être la plus prometteuse. Le tableau 2.1 reprend les valeurs de son analyse effectuée sur un convertisseur
pipeline 10 bits fonctionnant à 20 MSPS. Ces valeurs représentent l’amélioration moyenne observée en
dB pour différents paramètres sur l’ensemble de la bande de Nyquist.
K adressage SFDR SINAD THD
0 10bits 10.6 4.2 -10.0
1 20bits 12.4 2.6 -9.5
1 10bits 13.6 4.4 -10.6
1 5bits 11.3 4.1 -9.6
4 10bits 12.9 3.9 -9.3
4 18bits 20.3 5.4 -17.9
TAB. 2.1 – Amélioration des paramètres dynamiques en fonction des configurations [Lun03]
La première ligne correspond à une post-correction statique, les suivantes correspondent à diverses confi-
gurations liées à un masquage spécifique des bits d’adressage. L’auteur conclue que les performances
obtenues sont étroitement liées à la configuration utilisée (valeur de K, et choix du masque d’adressage),
et tente par la suite d’obtenir un outil d’optimisation de cette sélection. La conclusion de ses travaux
sont illustrés sur la figure 2.6. La correction optimisée pour utiliser autant de mémoire que la correction
statique est légèrement meilleure que cette dernière, mais le gain reste faible. Bien que prometteur, ce
gain ne nous semble pas suffisant face à l’ajout de complexité du procédé de correction.
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FIG. 2.6 – THD avec et sans correction (LUT calculée à f = 3 MHz) [Lun03]
Post-correction Plan de Phase
L’alternative à la correction d’Espace d’Etat, est celle dite de Plan de Phase (Phase-Plane). Le principe
est similaire à la technique précédente si ce n’est que l’information supplémentaire traduit non plus
l’état de l’échantillon précédent, mais la valeur de la pente du signal d’entrée [RI87, Mou89, Ber04]. La
justification de cette technique provient d’un simple développement en séries de Taylor. En considérant
le signal d’entrée x(t) comme étant continu et différentiable, on peut alors décrire x(t) au voisinage de











Les travaux de Rebold et Irons [IHK91] montrent que le signal est décrit avec suffisamment de précision
même lorsque seule la dérivée première est prise en compte. L’équation précédente devient alors une
équation différentielle du premier ordre :






Le système précédent dépend donc de deux variables dynamiques dont la dépendance temporelle peut
être éliminée lorsque son évolution est étudiée dans l’espace des phases. Cette espace est définit par les
deux variables dynamiques, qui dans notre cas, se révèlent être x et sa dérivée. Le signal x est donc décrit
dynamiquement en fonction de sa fréquence, on justifie alors l’utilisation de l’estimation de la pente
pour affiner la correction statique. Par conséquent, une mesure et/ou l’estimation du couple (x[ j], dx[ j]dt )
permet de retrouver l’erreur commise par le convertisseur. De la même façon que pour la post-correction
d’Espace d’Etat, une table d’erreur à trois dimensions peut être décrite comme illustrée sur la figure 2.7.
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FIG. 2.7 – Plan de Phase à deux dimensions (K=1)
Une des contraintes est que la qualité de la correction est obtenue lorsque l’estimation de la dérivée se
fait au voisinage immédiat du point d’échantillonnage : c’est à dire pour deux mesures effectuées à un
intervalle de temps très petit. Dans le cadre des architectures classiques, l’estimation de la pente ne peut
s’effectuer qu’à partir des échantillons issus de la conversion, or ces derniers sont tous distant d’une
période d’échantillonnage bien trop grande pour obtenir une estimation de la pente suffisamment bonne.
La précision de la correction est donc limitée, même si les résultats sont du même ordre de grandeur que
la post-correction d’Espace d’Etat. La technique peut également être généralisée à l’ordre K en utilisant
plus de dérivées [Tsi95].
2.2.3 Remplissage des Look-Up Table
Les trois techniques présentées précédemment réclament toutes l’utilisation d’une phase de calibration
afin de remplir les valeurs des Look-Up Table. Cette phase est primordiale et nécessite souvent l’utilisa-
tion de signaux de références aux caractéristiques connues et maîtrisées.
Dans le cas d’une correction statique, un simple test par histogramme, obtenu à partir d’un stimulus si-
nusoïdal ou d’une rampe, suffit pour obtenir la courbe des non-linéarités intégrales [MotIIMS01]. Pour
les deux autres techniques, il faut multiplier les signaux de référence [TLS+97] afin de couvrir un espace
de correction le plus large possible.
2.2.4 Bilan de la compensation par table de correspondance
Les compensations par table de correspondance sont très simples à implémenter de façon interne au
composant et fournissent des résultats qui montrent une amélioration significative des performances du
convertisseur. Leur utilisation semble donc convenir à l’objectif fixé au chapitre précédent : compenser
les non-linéarités sans augmenter de façon excessive la taille du composant. La différence de complexité
entre les corrections statique et dynamique vis à vis du gain en performance, nous incite à nous limiter
à l’utilisation d’une simple correction statique. De plus, la majorité des travaux de correction dyna-
mique a été effectuée sur des architectures de type flash, or nous nous intéressons à des architectures de
type à repliement ou pipeline, qui possèdent des non-linéarités plus complexes à étudier. Pour ce genre
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d’architecture, les concepteurs utilisent déjà différentes techniques permettant de limiter les effets des
non-linéarités. Ces techniques sont développées plus loin dans ce chapitre.
2.3 Méthodes basées sur la modélisation des Convertisseurs
La modélisation des convertisseurs permet d’obtenir une description analytique de leur comportement et
donc d’estimer leur déviation par rapport au comportement idéal. Le convertisseur est considéré comme
une "boîte noire" dont le signal d’entrée x(t) est transformé par une opération T [.] en un signal de sortie
y(t) (figure 2.8(a)). Cette opération T [.] représente le système et dépend de l’architecture interne du
convertisseur. Dans le cas idéal, cette opération se traduit par la fonction de transfert linéaire. L’ajout
de non-linéarités statiques et dynamiques représentées par l’ajout de la fonction ε[.], impliquent une
déformation de cette fonction de transfert comme indiqué précédemment (cf chap. 1). L’obtention d’une
description de cette opération T [.]+ε[.] non-parfaite permet d’inverser cette opération et par conséquent
de la corriger. Ce principe est illustré sur la figure 2.8(b).
(a) Système idéal (b) Compensation du système réel
FIG. 2.8 – Modélisation et compensation du convertisseur
La modélisation consiste à décrire au mieux l’opération T [.] + ε[.] en n’ayant que très peu d’informa-
tion sur sa forme réelle. Ce type de méthode se nomme modélisation a priori du système. Dans le cas
du convertisseur, les informations à notre disposition sont le signal d’entrée et les échantillons de sor-
ties. Pour simplifier la modélisation, la non-linéarité et l’invariance temporelle de l’opération T [.] sont
admises. Cette invariance traduit le fait que les effets temporels sur le composant, tel le vieillissement,
sont négligés. Ainsi, lorsque le même signal d’entrée est présenté à des instants t différents à l’entrée du
convertisseur, celui-ci fournit le même code de sortie.
Dans la section précédente, un développement en série de Taylor a été grossièrement utilisée pour décrire
le comportement dynamique du convertisseur en fonction de la valeur du signal échantillonné et de la
valeur de la pente à cet instant. Un développement similaire peut être utilisé afin de décrire le système re-
présenté par l’opération T [.]+ε[.], mais en tenant compte de la mémoire du système. Ce développement
utilise principalement les séries de Volterra [Vol87], et leur utilisation dans le cadre de la modélisation
qui nous intéresse ici est décrite dans les paragraphes suivants.
2.3.1 Les séries de Volterra
Dans la généralisation des approches d’Espace d’Etat et de Plan de Phase pour les corrections à l’aide des
LUT, K+1 échantillons sont pris en compte pour obtenir la valeur corrective à appliquer. Cette prise en
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compte traduit la mémoire du système de conversion. Le système est donc définit comme une opération
non-linéaire, invariant dans le temps et à mémoire. Sous ces conditions, sa modélisation requiert l’utili-
sation des séries de Volterra. Ces dernières ont été développées en 1887 par Vito Volterra [Vol87] afin
de généraliser la description en séries de Taylor des systèmes aux propriétés précitées. Sa formulation
générale se présente sous la forme suivante :













kn (τ1,τ2, . . . ,τn)x(t− τ1)x(t− τ2) . . .x(t− τn)dτ1dτ2 . . .dτn (2.3)
Cette description est similaire à celle des systèmes linéaires qui sont décrit par des coefficients hi relatifs
à la réponse impulsionnelle finie du système. Les variables {τi} représentent la mémoire du système,
tandis que l’ensemble {ki} représente l’ensemble des noyaux d’ordre i de la série de Volterra. Ces noyaux
peuvent être considérés comme la réponse impulsionnelle d’ordre élevé du système. La détermination de
ces noyaux est très complexe à calculer car leur description fait intervenir un ensemble d’intégrales de
convolution aux bornes infinies.




















Mv représente l’ordre maximal choisit du système, et Nv correspond à la valeur de la mémoire du système.
Dans le cadre de la modélisation des convertisseurs, seuls des ordres faibles sont considérés Mv = 3
[BIHR] ou Mv = 5 [TLS+93, TL96], et la mémoire du système est également faible Nv = K = 2. Ce
faible choix de paramètres se justifie par la complexité à obtenir les noyaux et à assurer la convergence
de la série [TLS+96].
2.3.2 Identification du modèle
De nombreuses méthodes ont été utilisées pour identifier les paramètres du modèle de Volterra. Le travail
mené par Wiener et exposé par Schetzen dans [Sch81], décline une nouvelle série de fonctions qui ont la
propriété d’être orthogonales entre elles. Le passage des fonctions de Wiener aux fonctions de Volterra se
fait alors assez simplement, fournissant une modélisation suffisamment précise du système [Tsi95]. Lee
et Schetzen propose une autre alternative en considérant l’auto-corrélation [LS65] des signaux d’entrée
et de sortie. Cette méthode est employée dans [MŠ] et fournit également des résultats corrects.
D’autres méthodes, proposées dans la littérature liée aux mathématiques, par exemple par Franz & Schöl-
kopf, van Hemmen ou Korenberg, ont également été mises au point. La majorité d’entre elles nécessite
l’utilisation d’un stimulus Blanc Gaussien [Sch74], même si des recherches ont été menées afin de se
passer de cette contrainte forte [Sch81, KY79].
L’utilisation des séries de Volterra permet d’obtenir un modèle précis (au sens des moindres carrés) du
système de conversion. A partir des échantillons d’entrée, la sortie peut être analysée et comparée à la
sortie idéale. L’inversion du modèle permet alors de trouver la valeur corrective à appliquer pour obtenir
un système compensé.
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2.3.3 Inversion et compensation
Une fois l’obtention des noyaux de Volterra, l’inversion du système peut s’effectuer. Ce calcul n’est pas
trivial et réclame une vérification de la convergence de la série inverse obtenue. Dans [TLS+97], un
modèle d’ordre 5 est inversé et utilisé pour compenser les non-linéarités d’un modèle d’échantillonneur.
Deux résultats principaux ressortent de leurs essais :
a. le modèle de Volterra utilisé reproduit bien les non-linéarités du modèle de test.
b. la compensation permet d’atténuer l’effet de ces non-linéarités.
Cependant, un ordre et une mémoire de taille plus élevés semblent être nécessaires pour obtenir une
compensation plus performante que celle obtenue par les méthodes avec Look-Up Table. Dans [TL96],
les deux méthodes sont comparées et la conclusion appuie ce dernier point.
L’intérêt de la compensation à inversion de modèle s’avère donc très limité du fait de la complexité
des calculs nécessaires à l’obtention du modèle et de son inverse. De plus la nature des stimuli de tests
est également une contrainte supplémentaire. Des travaux plus récents [MS02] permettent de réduire la
complexité et d’utiliser d’autres signaux, mais les techniques ne sont pas adaptables à tout les types de
convertisseurs.
En étudiant de près les architectures utilisées, de nouvelles méthodes de compensation ont donc été
élaborées. C’est l’objet de la section suivante.
2.4 Méthodes de compensation interne
Les méthodes de compensation liées à l’architecture regroupent deux grands ensembles : la calibration
agissant sur les organes analogiques des convertisseurs, et la compensation numérique qui utilise les in-
formations issues des conversions internes pour corriger les dérives des composants analogiques. Chaque
ensemble requiert une connaissance poussée de l’architecture interne du circuit.
2.4.1 La technique du dither
Dans les années 40, l’aviation britannique se rendit compte que les systèmes de navigation, entièrement
mécanique à l’époque, étaient difficiles à calibrer au sol, alors que dans l’air, les vibrations du moteur
semblaient rendre plus fluide les divers mouvements des engrenages et autres leviers. Pour retrouver les
conditions du vol lors des phases de calibration, les ingénieurs rajoutèrent des moteurs vibrant autour des
pièces à calibrer. Cette opération avait pour effet de rendre prévisible le comportement de la mécanique,
alors qu’au repos, des engrenages pouvaient aléatoirement se bloquer. Ils nommèrent cette opération
dither.
En traitement du signal, l’opération de dithering [Sch64] se traduit par l’ajout d’un signal aléatoire connu,
afin de fluidifier l’effet de la quantification et de minimiser l’impact des erreurs de linéarité. La figure
2.9 illustre le fonctionnement de la technique. La figure de gauche représente le signal quantifié sur 5
bits et son spectre associé. Le signal de droite représente le même signal quantifié après l’ajout d’un
bruit blanc de l’ordre du LSB sur le signal analogique. Le spectre du premier signal quantifié présente de
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nombreuses raies harmoniques tandis que le spectre du signal quantifié après ajout du signal de dither,
en a attenué une grande quantité (figure 2.10). Cependant, le plancher de bruit est plus élevé que celui
de la simple quantification. La technique de dither est souvent utilisée dans les applications audio, où un
bruit plus élevé est préférable à la présence d’harmoniques audibles.
(a) Signal quantifié sans ajout de dither (b) Signal quantifié après ajout de dither
FIG. 2.9 – Allure temporelle et spectre des signaux sans et avec dither
FIG. 2.10 – Superposition des spectres sans et avec dither
2.4.2 Calibration des capacités pour un convertisseur Pipeline
Les convertisseurs de type pipeline ont été partiellement décrit dans le chapitre précédent. La représenta-
tion classique d’un étage de conversion est décrite sur la figure 2.11(a). Le sous-CAN fournit un code sur
m bits, qui est envoyé dans le CNA multiplicateur (MDAC), afin de créer le signal résiduel. Un descriptif
plus détaillé est fourni dans la figure 2.11(b).
Il s’agit d’un amplificateur opérationnel et d’un assemblage de capacités reliées à différente références.
La capacité CF est la capacité de retour du signal, tandis que les capacités CS,i sont dites d’échantillon-
nage. Le fonctionnement ne sera pas décrit plus en détails, ces figures sont fournies pour mettre en
évidence les problèmes de non linéarité de l’étage. Le gain de l’amplificateur, et la mauvaise adaptation
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(a) Principe (b) Description
FIG. 2.11 – Principe et description d’un CNA multiplicateur
des capacités entre elles dégradent la linéarité de l’ensemble. Pour remédier aux problèmes d’adapta-
tion, différentes techniques sont proposées [TSH06, SHT+00]. Globalement, l’idée est de procéder à une
permutation pseudo-aléatoire des capacités de retour et d’échantillonnage afin de moyenner les effets
récurrents de ces mauvaises adaptations. Les permutations sont effectuées de façon pseudo-aléatoire à
partir de signaux de commandes numérique représentés par les variables ϕ1 et ϕ2 [TSH06]. A l’instar
de la technique de dither, cette calibration permet d’atténuer la valeurs des raies harmoniques tout en
augmentant légèrement le plancher de bruit, et donc elle améliore le SFDR du composant.
Grâce aux modes de calibration, les mauvaises adaptations peuvent être calculées de façon numérique à
partir de blocs digitaux simples [HZHvR06]. De la même manière, le gain de l’amplificateur est ajusté
pour s’adapter aux étages en aval.
Les effets de ces corrections sont illustrés sur la figure 2.12. Les figures de gauche représentent les
courbes de non-linéarités au fur et à mesure des corrections de gain des différents étages et des com-
pensations des erreurs d’appariement des capacités. Les effets de ces non-linéarités apparaissent sur les
spectres placés en vis-à-vis des courbes de NLI. Les raies harmoniques s’atténuent en même temps que
les non-linéarités.
Sans processus de corrections des déviations des composants, la conversion est beaucoup trop éloignée
du cas idéal. Avec ces processus, la conversion est grandement améliorée. L’utilisation de calibrations
est donc obligatoire dans la conception d’architectures rapides et fiables.
2.4.3 Correction numérique adaptative dans un convertisseur Σ∆
Un autre exemple de correction numérique s’observe dans la conception des architectures de type Σ∆ cas-
cadées (MASH) [CT92, BW88]. Le convertisseur Σ∆ permet d’obtenir facilement une résolution élevée
du fait de son opération de mise en forme du bruit de quantification, mais l’utilisation du suréchantillon-
nage implique une bande de fréquence du signal d’entrée assez étroite. Le modulateur Σ∆ est décrit de
façon analogique par la figure 2.13(a), mais pour étudier la compensation des imperfections des capacités
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(a) Structure électronique (b) Modèle discret
FIG. 2.13 – Modélisation d’un modulateur Σ∆
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Cette modélisation illustre l’influence de la mauvaise adaptation des capacités C1 et C2, du gain de l’am-
plificateur ADC, et de la présence d’un offset o issu des décalages propres à l’amplificateur, et des diffé-
rents bruits (thermique et 1/f).
A partir de cette nouvelle écriture, une fonction de transfert du modulateur peut être définie, et de ma-
nière similaire à la correction par inversion de modèle, cette fonction de transfert peut être rendue idéale.
Une des façons de rendre idéale cette fonction, est d’utiliser des filtres à réponse impulsionnelle finie
(FIR) [HIUK86, LS90]. Les coefficients des filtres (ordre faible) sont calculés soit à partir d’un signal de
test injecté dans le processus de conversion [KSW+00], soit lors d’une phase de calibration sans stimuli
[CT00]. Dans les deux cas, un filtrage adaptatif basé sur le critère des moindres carrés permet d’optimiser
la valeur de ces coefficients [CT96, AKTS92].
Les conclusions de ces procédés annoncent un gain d’une vingtaine de dB sur le SINAD, permettant ainsi
de gagner plusieurs bits de résolution.
2.5 Conclusion
Au travers de cet état de l’art non exhaustif, plusieurs méthodes aux propriétés diverses et variées ont été
étudiées. Le tableau 2.2 synthétise les avantages et inconvénients des principales méthodes présentées.
Méthode Complexité Temps de Calcul Inconvénient
LUT 1D faible faible dépend de la fréquence
LUT nD moyenne moyen taille mémoire importante
Volterra élevée élevé complexité des calculs
Dither faible faible élévation du plancher de bruit
Calibration faible faible liée au design
TAB. 2.2 – Comparaison des méthodes de compensation
La plupart des méthodes ne sont pas concurrentes et peuvent être appliquées au sein d’une même cor-
rection. En effet, la calibration des capacités peut tout d’abord être effectuée, et une correction par LUT
statique peut ensuite être appliquée. Les diverses méthodes exposées ci-dessus nous permettent de sé-
lectionner une voie pour la post-correction que l’on souhaite utiliser. Les méthodes à LookUp Table
semblent fonctionner de manière suffisamment précise vis à vis de l’amélioration de performances vi-
sées. Par contre, la complexité supplémentaire apportée par la multiplication des dimensions des tables
ne nous semble pas justifiée pour cette première étude. Nous préférons donc nous limiter à une cor-
rection à une dimension. Le mode de remplissage habituelle des tables de correspondance se fait par
la méthode classique de l’histogramme, cette méthode et ses limitations sont exposées dans le chapitre
suivant. Nous souhaitons utiliser une modélisation de convertisseurs pour coller au plus près à leurs non-





La technique de compensation par table de correspondance unidimensionnelle a été sélectionnée afin
de répondre à nos objectifs. Selon l’option de compensation offline ou online choisie, les ressources
disponibles pour l’extraction des non-linéarités sont différentes. Dans le premier cas, les ressources sont
illimitées, et dans l’autre, elles sont restreintes au maximum afin d’être intégrables au sein du composant.
Ce chapitre expose deux principes d’extraction des non-linéarités adaptés à ces deux besoins.
3.1 Introduction
Pour remplir la table de correspondance, il faut pouvoir extraire les non linéarités du convertisseur. Dif-
férentes techniques s’offrent à l’utilisateur. Certaines sont basées sur une analyse statistique des données
de sortie, d’autres sont basées sur une méthode analytique. Ces deux approches sont expliquées dans les
paragraphes suivants et le chapitre conclut sur l’expression des besoins pour la compensation et du choix
de la méthode de remplissage de la LUT.
3.2 Extraction basée sur une approche statistique
Pour évaluer la fonction de transfert, et donc les non-linéarités, il est nécessaire de détecter toutes les
tensions de transition Vi du convertisseur. L’idéal est de pouvoir faire évoluer un signal d’entrée de type
rampe et de noter la valeur du signal électrique lors des transitions de bits dans le code de sortie. En
pratique, l’obtention d’un signal rampe précis est compliqué à mettre en oeuvre du fait de la présence de
nombreux bruits tout au long de la chaîne de conversion : le signal n’est alors plus linéaire. Cette présence
de bruit rend donc hasardeuse la mesure de la transition. Pour palier à ces phénomènes, le moyennage
de l’ensemble des valeurs est utilisé. Ainsi, le signal d’entrée n’est plus constitué d’un seul motif (une
rampe, ou un lobe de sinusoïde), mais d’une répétition de ces motifs. En augmentant ce nombre de motifs,
l’effet du bruit devient maîtrisable, dans le sens où l’on peut déterminer mathématiquement un niveau de
confiance u lié à une tolérance B sur la valeur mesurée. L’utilisation de ce processus de moyennage justifie
l’appellation d’approche statistique. Les paragraphes suivants exposent l’utilisation de la technique dite
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classique, celle par histogramme. Les avantages et les inconvénients de cette technique sont exposés au
fur et à mesure de son explication.
3.2.1 Méthode classique de test par histogramme
La méthode classique [MotIIMS01] de mesure des non-linéarités d’un convertisseur est celle dite de
l’Histogramme [BSR86, Mah87, Pac, MCD+00]. Elle consiste en l’application à l’entrée du convertis-
seur, d’un signal aux propriétés statistiques connues, et dont l’influence de la quantification du conver-
tisseur idéal produit une représentation statistique prévisible de la fréquence d’apparition des codes. Par
exemple, l’envoi d’un signal analogique de type rampe fournit, dans le cas idéal, une densité d’apparition
de code constante liée à la pente de la rampe et à la fréquence d’échantillonnage. La figure 3.1 illustre ce
propos : la valeur de la pente par rapport à la fréquence d’échantillonnage permet d’obtenir deux points
par code, ce qui se traduit par une densité d’apparition de code constante de valeur 2.
FIG. 3.1 – Densité de code dans le cas idéal
Par contre, l’ajout de l’influence du bruit sur le signal d’entrée et l’introduction du jitter (traduit par δ1
et δ2) perturbe la densité d’apparition de code indépendamment des non-linéarités du convertisseur. La
figure 3.2 illustre ce dernier cas. Il faut donc prendre un très grand nombre de point afin de minimiser
l’impact des différents bruits.
FIG. 3.2 – Densité de code dans le cas réel
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Le terme histogramme est préféré, pour sa simplicité, à celui de densité d’apparition de code. Comme in-
diqué précédemment, l’utilisation d’un seul motif n’est pas suffisant pour s’assurer que les non-linéarités
présentes dans l’histogramme soient effectivement celles du convertisseur, et non, dues aux imperfec-
tions de la mesure. Dans [Bla94], une analyse détaillée est présentée afin d’obtenir une formulation
mathématique du nombre d’échantillons nécessaires pour une représentation fiable de la mesure. Par dé-
faut un signal sinusoïdal est utilisé, celui-ci étant plus facile à produire en laboratoire. Selon cette étude,
le nombre de points nécessaires S pour obtenir une mesure avec un niveau de confiance 1− u lié à une














où er f c−1(.) est l’inverse de la fonction d’erreur complémentaire, et n est la résolution du convertisseur.
Pour une tolérance de 25% (en terme de largeur de code) et un niveau de confiance de 99%, si la variance
du bruit d’entrée est de l’ordre de 1 LSB (rms), et que les acquisitions sont effectuées par un assemblage
d’acquisitions cohérentes de taille 2n ([Mah87]) mais de phase à l’origine aléatoire, alors 8Méga-points
sont nécessaires pour l’estimation des non linéarités d’un convertisseur de résolution n = 14bits. En
respectant ces contraintes, l’obtention de l’histogramme nous permet, avec la tolérance et la confiance
choisies, de calculer les non-linéarités de façon fiable. Son principe de fonctionnement est expliqué en
annexe A de ce document.
3.2.2 Utilisation en vue de la compensation
Lors de la phase de test d’un convertisseur, une mesure de la NLI est effectuée systématiquement à partir
de la méthode par histogramme. L’utilisation du résultat de cette mesure pourrait donc être utilisée pour
remplir la table de correspondance sans ajouter de coût supplémentaire au prix de revient du composant.
Malheureusement, les conditions de la mesure ne sont pas toujours adaptées au calcul optimal de la table
de correspondance (voir chapitre suivant), et une seconde mesure doit alors être effectuée. Cette nouvelle
mesure ajoute un surcoût significatif lié au nombre élevé d’échantillons nécessaires à l’obtention d’une
mesure fiable. Les courbes de la figure 3.3 représentent l’allure de l’estimation de la NLI en fonction du
nombre de points utilisés. Les valeurs obtenues pour les faibles nombres de points sont beaucoup trop
éloignées des valeurs réelles et ne peuvent donc être exploitables en tant que valeurs de remplissage pour
la table de correspondance.
De plus, dans le cas de la compensation online, l’utilisation d’un grand nombre d’échantillons est éga-
lement un facteur pénalisant. En effet, pour les convertisseurs à haute vitesse, le processus de calcul
de l’histogramme ne peut s’effectuer en temps réel et impose un stockage des échantillons avant leur
traitement. Ce stockage (8Mégapoints pour un convertisseur de résolution 12bits) engendre un surcoût
important en terme de surface de silicium. Il faudrait donc pouvoir réduire le nombre de points tout en
conservant une précision suffisante. La méthode par histogramme ne répond donc pas à ce besoin.
L’approche analytique tente de résoudre ce problème, afin de réduire le nombre de points nécessaires
tout en conservant une précision suffisante sur le calcul des non-linéarités.
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(a) 4096 points (b) 8192 points
(c) 16384 points (d) NLI réelle
FIG. 3.3 – Estimation de la courbe des NLI en fonction du nombre de points utilisés
3.3 Extraction à partir du spectre de sortie du CAN
L’approche statistique mentionnée dans la section précédente fait partie des techniques dites statiques de
caractérisation d’un convertisseur. Comme leurs noms l’indiquent, ces méthodes permettent de faire res-
sortir les erreurs statiques (cf chap1) du composant sous test. L’extraction des paramètres dynamiques (cf
chap1) est réalisée par une exploitation fréquentielle des données converties. En appliquant une Trans-
formée de Fourier Rapide (ou Fast Fourier Transform) [CT65] sur les données acquises, l’utilisateur est
à même d’extraire les paramètres tels que le SNR, le SFDR ou la THD [MotIIMS01]. L’utilisation de
la FFT réclame une acquisition cohérente [Mah87] d’échantillons dont le nombre nécessaire pour l’ob-
tention d’une mesure fiable est de l’ordre de 4×2n afin de faciliter les calculs numériques [CT65]. Ce
faible nombre d’échantillons (65kilo-points pour un convertisseur de résolution n = 14bits) permet d’ob-
tenir un temps de test très inférieur à celui du test par histogramme (8Méga-points nécessaires pour la
même résolution de CAN). Le temps de test industriel étant une contrainte intégrée au prix de revient du
composant testé, il convient de le réduire au maximum afin d’améliorer la rentabilité du produit. L’idéal
serait donc de rassembler les deux mesures en une seule tout en gardant le même taux de couverture de
test.
De nombreux travaux [BCA+04, Xu99, KBCJ06] font état de procédés tentant de rassembler les ex-
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tractions des paramètres statiques à partir du test dynamique par FFT. Par exemple, dans [BCA+30],
les auteurs proposent une méthode de test par apprentissage, qui permet de trier les convertisseurs ne
correspondant par aux spécifications statiques à partir de signatures dynamiques mesurées sur le spectre
du signal converti. Cette technique se rapproche d’une pratique statistique dans le sens où la phase d’ap-
prentissage s’effectue à partir de mesures statiques effectuées sur une population connue, dans le but
d’extrapoler le comportement de l’ensemble des convertisseurs sous test. Bien que cette méthode semble
efficace pour tester les CAN, elle n’est absolument pas utilisable pour évaluer les non-linéarités en vue
d’une compensation.
D’autres travaux tentent quant à eux, d’intégrer les non-linéarités sous forme d’un modèle mathématique
dans la chaîne de conversion, afin d’observer l’effet de ce modèle sur le spectre de sortie [AAG+02].
L’idée étant d’inverser ensuite ce modèle pour remonter aux non-linéarités à partir de mesures effectuées
sur le spectre. Ce principe, s’il fonctionne, permettrait dans le cas de la compensation, d’avoir une ex-
traction des non-linéarités à partir d’un faible nombre de points et donc rendrait viable l’option d’une
compensation online. Les paragraphes suivants exposent deux méthodes de modélisation différentes des
non-linéarités : une modélisation polynomiale, et une nouvelle modélisation fréquentielle développée en
interne [JF07] et optimisée pour nos besoins. Leurs avantages et inconvénients sont discutés par la suite.
3.3.1 Modélisation des non-linéarités par un polynôme
Dans [BBGdE98, FNCS04, CJ], les auteurs décrivent le convertisseur comme étant une "boîte noire", où
l’opération de conversion se traduit par la fonction g(.). La figure 3.4 illustre ce principe.
FIG. 3.4 – Conversion
Cette opération g(.) est une fonction statique non linéaire qui transforme un signal sinusoïdal du type









Cette dernière représentation est issue d’une simple décomposition en série de Fourier. Une des contraintes
fortes utilisées dans cette modélisation provient du fait que le convertisseur est considéré comme étant
invariant temporellement et sans mémoire. Cette contrainte permet d’affirmer que toutes les harmoniques
sont parfaitement en phase, ce qui n’introduit pas de termes en sinus dans la décomposition en séries de
Fourier. Cette hypothèse peut être considérée comme vraie dans le cas de signaux d’entrée à faible fré-
quence, et pour une fréquence d’échantillonnage également peu élevée. L’utilisation d’un étage d’entrée
tampon de type buffer ou un E/B permettent également d’assurer la validité de ces hypothèses. Comme
ces contraintes correspondent aux besoins d’une mesure statique des non-linéarités, leurs mis en oeuvre
n’est pas un réel obstacle à l’utilisation de la modélisation. Pour vérifier si ces hypothèses sont toujours
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validées, l’utilisateur doit vérifier dans le spectre complexe issu de la transformation de Fourier que toutes
les harmoniques ont une phase proportionnelle.
La modélisation polynomiale de la fonction g(.) est effectuée à l’aide des polynômes de Chebyshev du
premier ordre. Ces polynômes Cn(.) d’ordre n sont orthogonaux entre eux et vérifient la relation d’iden-
tité suivante :
Cn (cosθ) = cos(nθ) (3.3)
En les pondérant par la fonction
√
1− x2, ils forment la base d’un espace vectoriel orthonormal, et toute



























En substituant cette expression dans 3.2, il apparaît clairement que la fonction g(.) peut être décrite
comme une somme de polynômes de Chebyshev :













Implémentation du modèle polynomial
A partir de cette modélisation, le polynôme décrivant g(.) peut être totalement défini et donc comparé à
la forme idéale qui ne possède pas de non-linéarités. L’obtention des coefficients de cette modélisation
s’effectue à partir de l’équation 3.2 par identification des constantes an. Pour cela, il suffit de réaliser
une transformée de Fourier rapide sur le signal de sortie, en respectant les contraintes de cohérence qui
permettent d’obtenir une mesure représentative des composantes fréquentielles du signal. Si la fréquence
d’échantillonnage est nommée fech, et la fréquence d’entrée fin, alors il existe une relation dite de cohé-
rence entre le nombre de points d’échantillons Ns et le nombre de cycles M du signal d’entrée présents
dans l’enregistrement des données. Cette relation s’exprime sous la forme :
M× fech = Ns× fin (3.8)
Il faut de plus, que M et Ns soient premiers entre eux, et pour pouvoir utiliser la FFT [CT65], Ns est choisi
comme étant une puissance de 2. Cette relation permet d’assurer l’unicité des points d’échantillonnage.
L’opération de Transformée de Fourier rassemble l’information fréquentielle du signal dans des inter-
valles de fréquences d’égale largeur fechNs Hertz. Toute l’énergie portée par un signal de fréquence ap-
partenant à un intervalle donné, se retrouve additionnée à l’énergie de cet intervalle. Ainsi l’ensemble
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des intervalles, appelé spectre complexe, représente la répartition fréquentielle de l’énergie du signal.
Pour un signal sinusoïdal pur, toute l’énergie du signal est portée par la fréquence du signal. Dans le cas
d’un signal sinusoïdal distordu, l’énergie est répartie sur la fréquence fondamentale et sur les fréquences
harmoniques. Dans le cas d’un convertisseur, cette distorsion est en grande partie liée aux non-linéarités
du composant. Il semble donc logique qu’à partir de la représentation fréquentielle, les non-linéarités
puissent être extraites.












Ns i = 0, . . . ,Ns−1 (3.9)
Ces valeurs sont ensuite mises en relation avec la décomposition en série de Fourier de l’équation 3.2 à





2Y (n×M mod Ns)
Ns
n = 1, . . . ,Hmax (3.10)
où Hmax correspond à un nombre arbitrairement choisi correspondant à l’ordre de la dernière harmo-
nique dont l’énergie est influencée par la distorsion. Ce calcul permet alors, à partir de 3.7, de retrouver
l’équation du polynôme représentant g(.). La figure 3.5 représente la comparaison des non-linéarités d’un
convertisseur 8bits, mesurées à partir de 256k échantillons, par la méthode par histogramme (trait fin) et
calculées à partir d’un spectre complexe obtenue à partir de 8192 échantillons. Le polynôme parvient à
reproduire la forme globale des non-linéarités, mais du fait de la limitation de l’ordre Hmax du modèle, il
ne parvient pas à reproduire les variations brusques qui caractérisent les courbes de NLI.
FIG. 3.5 – INL d’un 12bits et polynôme associé avec Hmax = 50
On constate donc que les polynômes de Chebyshev réussissent à fournir la forme globale des non-
linéarités, mais de part la nature erratique des courbes de non-linéarités, l’ordre limité du polynôme
final est un obstacle à la reproduction de ces variations brusques. Augmenter l’ordre Hmax n’est pas une
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solution, car les calculs numériques deviennent alors imprécis et instables car les valeurs mesurées sont
noyées dans le bruit de quantification. Cette approche doit donc être considérée comme une extraction
avec moyennage de la courbe de non-linéarités. Cette forme globale peut éventuellement suffire pour
la compensation, mais nous proposons une autre modélisation [JF07] afin de reproduire avec plus de
précision ces variations. Cette technique est exposée dans les paragraphes suivants.
3.3.2 Modélisation des non-linéarités par série de Fourier
La description polynomiale n’est donc pas adaptée pour traduire les brusques variations présentes dans
la courbe représentative des non-linéarités[KBJC05]. Une autre description doit donc être utilisée : en
rendant périodique la fonction traduisant ces non-linéarités, la description naturelle qui nous semble
s’imposer est celle des séries de Fourier.
En traduisant la conversion idéale d’un signal sinusoïdal pur du type x(t) = V cos(2π fint +θ0)+C, et en
respectant la relation de cohérence énoncée par l’équation 3.8, on obtient un signal quantifié idéal u[l]



















La conversion non idéale, c’est à dire celle qui tient compte des non-linéarités du composant, peut s’ex-
primer par l’addition d’une fonction de distorsion Φ(.), comme indiqué sur la figure 3.6.
FIG. 3.6 – Conversion non idéale
Le signal de sortie s[l] contenant le signal quantifié u[l] et les distorsions introduites par Φ(.) s’exprime
donc par :
s[l] = u[l]+Φ(u[l]) (3.13)
C’est la fonction de distorsion Φ(.) qu’il nous faut modéliser à l’aide des séries de Fourier. Pour cela,
si NLI(.) représente la fonction du convertisseur qui à chaque code x ∈ [0 . . .2n− 1] lui associe la non-
linéarité INL(x) en LSB, alors Φ(.) est décrite par les équations suivantes :
Φ(x) = NLI(x), 0≤ x≤ 2n−1 (3.14)
Φ(x+ p.2n) = NLI(x), pour tout p ∈ Z (3.15)
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Cette fonction répond alors aux besoins de continuité et de périodicité pour être décomposable en séries



















































k ∈ {1, . . . ,2n−1} (3.18)






























Le terme d’erreur de quantification q(.) est négligé car son impact sur la distorsion est faible pour les
convertisseurs de haute résolution.
L’équation précédente est assez complexe à manipuler, mais l’utilisation des formules suivantes per-
mettent de simplifier son écriture à l’aide des fonctions de Bessel de première espèce et d’ordre h :
cos[αcos(p)] = J0(α)+2∑∞h=1 J2h(α)(−1)hcos(2hp) (3.20)
sin[αcos(p)] = 2∑∞h=0 J2h+1(α)(−1)hcos((2h+1) p) (3.21)
Ces fonctions nommées Jh(.), sont largement utilisées dans la résolution d’équations différentielles de
second ordre, en particulier dans le domaine de la propagation d’ondes en coordonnées sphériques. Leurs
formes s’apparentent à celle d’une sinusoïde dont l’amplitude serait atténuée par la fonction racine carrée.
Leur apparition dans les calculs de signaux sinusoïdaux perturbés par une fonction modélisée également
par des fonctions trigonométriques semble donc naturelle.
Comme pour la modélisation polynomiale, on cherche à exprimer les paramètres de la fonction tra-
duisant les non-linéarités en fonction du spectre complexe. En reprenant la notation introduite dans les
paragraphes précédents, le signal distordu peut s’exprimer comme la somme du signal quantifié idéal
et des contributions des harmoniques théoriques ST hh . Comme précédemment, le convertisseur est consi-
déré sous la forme d’un système non-linéaire mais à invariance temporelle, ce qui implique que les
non-linéarités n’introduisent pas de déphasage supplémentaire sur les harmoniques. A partir de ces hy-
pothèses, la distorsion ne génère que des termes de même nature que le signal d’entrée, dans notre cas
donc, uniquement des termes en cosinus.
s[l] = u[l]+ ∑
0≤h
ST hh cos(hθl) (3.22)
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En combinant les équations 3.19 et 3.22, on peut mettre en évidence la contribution des non-linéarités
vis-à-vis de la distorsion présente dans le spectre du signal de sortie. Ainsi les équations suivantes relient
la puissance des harmoniques aux paramètres ak et bk représentatifs des non-linéarités :
ST h2h = 2(−1)h ∑2
n−1
k=1 [akcos(kα2)+bksin(kα2)]J2h (kα1) 1≤ h (3.23)
ST h2h+1 = 2(−1)h ∑2
n−1









Cette nouvelle équation traduit bien ce qui nous apparaissait être une évidence : les distorsions sont
liées aux non-linéarités (par les coefficients ak et bk) et également à l’amplitude (V ) et à la composante
continue (C) du signal d’entrée. On peut de plus, remarquer que pour V = 0, α1 vaut 0, et donc qu’il n’y
a pas de termes de distorsion.
Deux simplifications sont introduites afin de réduire la complexité de la représentation. Tout d’abord,
la modélisation en séries de Fourier de la fonction de non-linéarités est limitée à l’ordre Kmax. Puis,
comme pour la modélisation polynomiale, le nombre d’harmoniques extraites du spectre est également
limité à la valeur Hmax. En introduisant ces deux valeurs dans les équations précédentes, la modélisation
peut s’écrire comme un système comportant Hmax+1 équations et 2Kmax +1 inconnues. La forme la plus
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Il est important de signaler que la matrice TKmax est définie pour un type d’application, à savoir, pour des
valeurs α1 et α2 données. Une fois cette matrice calculée, l’effet d’une courbe de non-linéarités précise
peut être observée sur le spectre de sortie. Il suffit de déterminer les coefficients ak et bk, de procéder à
la multiplication matricielle fournie par l’équation 3.26 afin d’estimer la valeur des harmoniques Ŝh. La
figure 3.7 illustre le synoptique du calcul.
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FIG. 3.7 – Estimation des harmoniques à partir du modèle de la courbe des NLI
Optimisation du modèle
La modélisation peut être simplifiée en considérant la plupart des convertisseurs utilisent un signal d’en-
trée dont la composante continue vaut la moitié de la pleine-échelle (C = PE2 ). Cette considération im-
plique que la constante α2 ait pour valeur π. Les équations 3.23 et 3.24 se simplifient et deviennent
alors :
ST h2h = 2(−1)h ∑2
n−1
k=1 ak(−1)kJ2h (kα1) 1≤ h (3.29)
ST h2h+1 = 2(−1)h ∑2
n−1
k=1 bk(−1)kJ2h+1 (kα1) 0≤ h (3.30)
La relation matricielle 3.26 peut alors se décomposer en deux produits matriciels, l’un reliant les har-
moniques paires avec les paramètres ak (3.31), et l’autre reliant les harmoniques impaires avec les para-
mètres bk (3.32). Cette simplification permet de passer à une matrice TKmax de taille (HMAX ,2×KMAX +1)
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Le terme a0 représente la valeur moyenne de la courbe de non-linéarités. Il est facilement calculable
et n’intervient que dans le calcul de la contribution de la distorsion liée à la fondamentale. Ce terme
sera donc mis de côté dans le reste des discussions de cette étude. Grâce à cette simplification, les
deux relations matricielles précédentes présentent les mêmes dimensions, à savoir un système linéaire
à HMAX/2 équations et KMAX inconnues. Comme les paramètres ak et bk représentent les projections
d’une fonction dans une base orthonormée, ils sont linéairement indépendants. Dans ces conditions,
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la résolution du système est possible lorsque le nombre d’inconnues égalise le nombre d’équations, soit
lorsque KMAX = HMAX/2. Pour une valeur de HMAX fixée, augmenter la valeur de KMAX n’apporte aucune
information supplémentaire. Cette remarque est vérifiée lorsque l’on résout le système pour différentes
valeurs de HMAX et KMAX . La figure 3.8 illustre ce propos. Les deux estimations des courbes des NLI
sont identiques, par contre, les calculs mis en oeuvre sont beaucoup plus complexes dans le second cas.
(a) KMAX = 40 (b) KMAX = 80
FIG. 3.8 – Estimation de la courbe des NLI pour HMAX = 80 en fonction de la valeur de KMAX
Utilisation en vue de l’estimation des non-linéarités
Afin d’obtenir une estimation des paramètres ak et bk à partir du nouveau modèle établi, il faut inverser la
matrice TKmax . Pour cela, un algorithme de type SVD (Singular Value Decomposition) est utilisé [P
+92].
Pour une matrice T de taille (m×n), cet algorithme calcule les éléments suivants :
– les valeurs propres vp de la matrice T , (au nombre de min(m,n))
– la matrice U de changement de base de l’espace vectoriel de dimension (m×m) vers l’espace vectoriel
de dimension (m×n)
– la matrice V de changement de base de l’espace de dimension (n×n) vers l’espace vectoriel de dimen-
sion (m×n).
La matrice T peut alors s’écrire sous la forme T = U.S.tV , où S est la matrice de taille (m×n) dont tous
les éléments sont nuls sauf les éléments diagonaux qui sont égaux aux valeurs propres vp.
La matrice pseudo-inverse de T est alors donnée par la relation T−1 = V.S+.tU . La matrice S+ est une
matrice de taille (n×m) ayant pour éléments diagonaux les valeurs inverses des valeurs propres. Pour
des questions de stabilité, ces valeurs inverses ne sont calculées que pour des valeurs de vp suffisamment
différentes de zéro. La méthode utilisée remplace par 0 les valeurs en 1/vp dépassant la valeur 2 [P+92].
Ce choix, pour le moment purement empirique, fait l’objet de futurs travaux.
A partir de l’inverse de la matrice TKmax et d’une estimation de la puissance des harmoniques Ŝh effectuée
sur le spectre du signal converti, le calcul matriciel 3.33 permet d’obtenir les valeurs des paramètres ak
et bk. Les calculs sont bien évidement simplifiés en utilisant les relations matricielles fournies par les
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Cette implémentation a été réalisée sous MATLAB. Les figures 3.9 représentent l’estimation de la courbe
des NLI pour différentes valeurs de KMAX et HMAX . Le fait d’augmenter ces valeurs permet de mieux
suivre la variation de la courbe, mais il faut garder à l’esprit qu’utiliser 1000 harmoniques dans nos
calculs revient majoritairement à prendre le bruit en considération. Un moyennage de ce bruit doit être
effectué afin d’éliminer les composantes aléatoires et de ne conserver que les phénomènes dus à la dis-
torsion, aussi minimes qu’ils puissent être.
(a) KMAX = 50 HMAX = 100 (b) KMAX = 200 HMAX = 400
(c) KMAX = 500 HMAX = 1000
FIG. 3.9 – Estimation de la courbe des NLI en fonction de KMAX et HMAX
3.4 Conclusion
Dans ce chapitre, trois méthodes d’extraction des non-linéarités ont été exposées. La première méthode
utilise une approche statistique qui requiert un nombre de points très élevé pour obtenir une estimation
correcte de la courbe des NLI. Les deux autres méthodes utilisent une approche analytique basée sur
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l’exploitation fréquentielle du signal. A partir du spectre complexe du signal converti, et d’une modéli-
sation des non-linéarités (Chebyshev ou Fourier), les paramètres du modèle peuvent être retrouvés. La
première modélisation, basée sur des polynômes, ne permet pas la retranscription des variations brusques
de la courbe de NLI. Notre nouvelle méthode, basée sur une décomposition en série de Fourier, est plus
à même de reproduire ces variations de par la nature trigonométrique des fonctions qui la composent.
Les deux dernières méthodes réclament un nombre de points très inférieur à celui requis pour la méthode
par histogramme (environ 16 fois moins), mais elles sont également plus complexes à mettre en oeuvre
d’un point de vue mathématiques. Dans le cadre d’une compensation offline, les trois méthodes peuvent
être considérées selon la nature de la correction que l’on souhaite apporter. Par contre, dans le cadre
d’une compensation embarquée, l’étude de l’implémentation physique est nécessaire afin de conclure
sur le choix d’une de ces méthodes.
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Chapitre 4
Etude de l’efficacité de la compensation
offline
Le chapitre 4 traite de la mise en place de la compensation à partir d’un convertisseur conçu spéciale-
ment pour être utilisé dans le cadre de cette thèse. Nous avons mis en place une carte de démonstration
sur laquelle ce nouveau convertisseur est associé à un composant reprogrammable qui intègre une table
de correction. Ce véhicule de test nous permet d’évaluer la robustesse de la méthode de compensation
en fonction de l’application.
4.1 Introduction
Au cours des deux chapitres précédents, nous avons exposé notre intérêt pour une compensation de type
Look Up Table statique à une dimension et nous avons également exposé les différentes techniques per-
mettant d’estimer les non-linéarités nécessaires au remplissage des tables de correspondance. Ce calcul
s’effectue dans ce chapitre de manière extérieure au composant, par exemple par les ressources de calcul
d’un testeur durant la production du produit, c’est donc une calibration dite offline. La mise en oeuvre de
la technique au travers d’un véhicule de test complet est exposé ci dessous.
La première section détaille le convertisseur et le composant reprogrammable de type FPGA utilisés pour
cette étude. Ensuite, une section complète est dédiée aux mesures de robustesse de la compensation ef-
fectuée sur notre démonstrateur. Cette partie met en concurrence les différentes méthodes de remplissage
de la table, et met en avant la robustesse et la sensibilité de la méthode corrective vis à vis de divers para-
mètres telle que la fréquence d’échantillonnage ou la fréquence d’entrée. Finalement, la dernière section
conclut sur l’efficacité de la compensation offline.
4.2 Véhicule de Test
Dans le chapitre 1, l’architecture à repliement et interpolation a été détaillée afin de sensibiliser le lecteur
aux difficultés de la conception de convertisseurs haute vitesse. Lors de cette phase, le concepteur doit
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constamment faire un compromis entre la linéarité et la vitesse d’exécution du bloc qu’il met en oeuvre
au sein de l’architecture. Généralement, il privilégie la linéarité de la fonction afin d’obtenir une conver-
sion correcte, et ceci, au détriment de la vitesse globale du composant. Pour cette étude, un convertisseur
spécifique a été conçu en inversant les priorités : la vitesse d’exécution est préférée à la linéarité optimale
du bloc. L’idée ici est donc d’utiliser les techniques de compensation pour améliorer, après fabrication, la
non-linéarité du convertisseur. Dans ce contexte une équipe de conception de NXP a réalisé un CAN très
performant en terme de rapport signal sur bruit à haute vitesse mais avec présentant des non-linéarités
importantes. Les caractéristiques de ce nouveau convertisseur sont exposés dans les paragraphes suivants.
Tout au long de ce chapitre, ce nouveau convertisseur sera référencé sous le nom d’ADDEMO.
Pour effectuer nos diverses implémentations de la méthode de compensation, un composant reprogram-
mable est utilisé. En effet, étant donné que la post-correction intervient entièrement dans le domaine
numérique, l’utilisation de composant de type FPGA nous permet un grand degré de souplesse dans la
mise en oeuvre de ces méthodes. Son principe de fonctionnement et sa programmation sont exposés dans
les derniers paragraphes de cette section. La figure 4.1 illustre la structure du démonstrateur : une carte
dédiée au convertisseur, et une carte pour la compensation et l’acquisition des données.
FIG. 4.1 – Cartes de démonstration
4.2.1 Le convertisseur ADDEMO
Le convertisseur ADDEMO est une déclinaison d’un convertisseur commercial issu du port-folio de NXP
Semiconductors. Le convertisseur originel est de type à repliement et interpolation ; il possède une réso-
lution de 12bits et une fréquence d’échantillonnage moyenne de 80MHz. La relaxation des contraintes
sur l’ADDEMO est effectué au niveau de l’appariement des capacités et des transistors.
Dans le chapitre 1, la problématique linéarité/vitesse liée aux transistors a été exposée très succinctement.
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Cependant, dans le cadre de cette étude, elle sera amplement suffisante pour comprendre que l’augmen-
tation de la vitesse du convertisseur implique l’apparition des non-linéarités. La conception de l’ADDEMO
a donc suivi cette logique. L’équipe conception a relâché les contraintes de non-linéarités du composant
de base afin d’augmenter sa vitesse d’exécution tout en conservant un bruit de quantification au même
niveau que le composant originel. En effet, la post-correction peut agir sur la distorsion du signal, mais
pas sur la quantification : la correction intervenant dans le monde numérique, la plus petite correction
qui peut être appliquée est de l’orde du LSB. Les paragraphes suivants exposent les caractéristiques de
l’ADDEMO
Caractéristiques du convertisseur ADDEMO
Afin de présenter les caractéristiques du convertisseur ADDEMO, une étude comparative est effectuée vis
à vis du convertisseur commercial qui sera dénommé ici tout simplement par le terme AD. L’architecture
est donc du type à repliement et interpolation et la résolution du convertisseur est de 12 bits. La modifica-
tion de la conception interne ne change rien à ces éléments. La comparaison des performances des deux
convertisseurs se base donc sur les paramètres statiques et dynamiques cités dans le premier chapitre.
En observant la courbe des non linéarités (figure 4.2), il apparaît clairement que le convertisseur ADDEMO
possède beaucoup plus de non linéarités que le convertisseur originel. Ces non linéarités impactent di-
rectement les performances dynamiques, comme on peut l’observer sur les spectres respectifs des deux
convertisseurs (figure 4.3).
(a) INL du convertisseur AD (b) INL du convertisseur ADDEMO
FIG. 4.2 – Comparaison des NLI
Les courbes de NLI sont calculées pour une fréquence d’échantillonnage de 80MHz et une fréquence
d’entrée de 4.43MHz. La méthode de mesure est celle de l’histogramme. Les spectres de puissance sont
obtenus pour la même fréquence d’échantillonnage, mais pour une fréquence d’entrée de 93MHz. Bien
évidement, la relation de cohérence est respectée à chaque fois.
Afin de vérifier le comportement des convertisseurs vis à vis de la fréquence d’échantillonnage, le pa-
ramètre SFDR a été mesuré pour diverses fréquences d’horloge. Ces mesures ont été effectuées sur une
population de 5 convertisseurs AD et de 5 convertisseurs ADDEMO afin d’obtenir une valeur moyenne de
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(a) Spectre du convertisseur AD (b) Spectre du convertisseur ADDEMO
FIG. 4.3 – Comparaison des Spectres
ce paramètre. Le résultat est présenté sur la figure 4.4. Comme vu précédement, le convertisseur ADDEMO
possède un SFDR moins bon que le convertisseur AD, mais il conserve sa valeur au fur et à mesure que la
fréquence d’échantillonnage augmente, tandis que le convertisseur AD voit sa valeur diminuer de façon
considérable au fur et à mesure de cette augmentation. La conception du convertisseur ADDEMO répond
donc bien aux attentes de ses concepteurs, et aux besoins de notre étude.
FIG. 4.4 – Comparaison de la linéarité des convertisseurs en fonction de la fréquence d’échantillonnage
4.2.2 Spécifications et configuration du FPGA
Maintenant que nous possédons un convertisseur adapté à nos besoins, il nous faut mettre en oeuvre la
partie correction. Étant donné que la correction s’effectue numériquement, l’utilisation d’un composant
numérique reprogrammable paraît évidente. En effet, puisque l’on veut tester diverses implémentations
de correction sans passer par une reconception complète et coûteuse du convertisseur, cette solution nous
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semble la plus adaptée.
Les ressources nécessaires à implanter dans le FPGA pour la compensation offline ne sont pas très impor-
tantes. Une simple table de 212 valeurs codée sur 12bits est nécessaire, et une machine d’état permettant
le contrôle du remplissage de ces valeurs. L’ensemble des FPGA présent actuellement sur le marché sur-
passe de loin ces prérequis. Dans cette étude, nous avons utilisé un FPGA d’Altera : le Stratix II [Alt05].
Un circuit a été synthétisé avec le logiciel Altera Quartus II, puis implanté sur le FPGA cible. Celui-ci
permet à la fois de stocker les valeurs du signal converti au sein d’une mémoire de type FIFO, et éga-
lement de recevoir les valeurs de correction à appliquer au signal converti. L’acquisition/configuration
s’effectue via le port parallèle d’un PC. Un programme réalisé sous LabVIEW permet de contrôler les
différents processus et également d’extraire les non-linéarités.
La fréquence maximale des échantillons en entrée pour ce circuit est de 266MHz, celle-ci est largement
supérieure aux fréquences d’échantillonnage du convertisseur.
Chronologie de l’expérience
L’opération de compensation se déroule en 3 étapes :
– Une acquisition des données est effectuée au travers du FPGA comme indiqué sur la figure 4.5. Celui-
ci stocke dans une mémoire de type FIFO les données issues du convertisseur ADDEMO. L’acquisition
est effectuée en respectant la relation de cohérence du système (cf chap1). A partir de ces données,
l’ordinateur effectue le calcul de la courbe des non linéarités selon la méthode choisie par l’utilisa-
teur (histogramme, spectrale). Les mesures dynamiques calculées à partir du spectre sont également
affichées et stockées pour pouvoir être comparées par la suite.
FIG. 4.5 – Acquisition et calcul de la courbe des non-linéarités
– A partir du calcul de la courbe des non linéarités, l’ordinateur écrit via le port parallèle les valeurs de
corrections de la table de correspondance du FPGA. La figure 4.6 illustre ce principe.
– Une fois la table de correspondance remplie, une seconde acquisition est effectuée. Le FPGA procède
à la substitution des codes de sortie en fonction de la correction à apporter, et stocke dans la mémoire
FIFO les valeurs corrigées. L’ordinateur peut alors récupérer ces données pour effectuer les mesures de
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FIG. 4.6 – Remplissage de la table de correspondance
paramètres statiques et dynamiques. La figure 4.7 illustre cette phase. Les valeurs des paramètres après
correction sont comparées aux valeurs stockées lors de la phase 1, et l’efficacité de la compensation
est alors établie en terme de gain en dB ou en nombre de bits effectifs. Cette efficacité sera exposée
plus en détails dans la section suivante.
FIG. 4.7 – Acquisition des données corrigées
A partir de ce démonstrateur, nous sommes désormais capables d’effectuer une étude approfondie de la
stabilité et de la robustesse de la méthode de compensation. La suite de ce chapitre est dédiée à cette
étude.
4.3 Etude de la robustesse de la méthode de compensation
Dans ce chapitre, la compensation s’effectue de façon offline, ce qui ne nous impose aucune contrainte
sur le choix de la technique de calcul des non-linéarités. La méthode par histogramme peut donc être
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appliquée à partir d’un très grand nombre de points, et la méthode spectrale peut également être utilisée
avec une valeur très grande pour le paramètre Hmax. Étant donné que l’histogramme constitue la valeur
de référence du calcul des non-linéarités, nous établirons tout d’abord une comparaison entre les effets
des deux compensations. L’efficacité de la compensation est ensuite testée selon la valeur des fréquences
d’entrée et d’échantillonnage utilisées. Finalement, la compensation est évaluée pour une valeur de table
de correspondance établie en fonction de la fréquence d’entrée.
4.3.1 Comparaison des méthodes de calcul de la NLI
Dans le chapitre 3, différentes méthodes de calculs d’extraction des non-linéarités ont été exposées. La
méthode par histogramme constitue la méthode de référence pour l’obtention de la courbe des non-
linéarités. Cependant, les méthodes spectrales permettent également d’obtenir une allure suffisamment
précise de cette même courbe. Étant donné que la table de correction est constituée de valeurs de type
entier, l’information inférieure au LSB ne peut être significative pour la compensation. Ainsi la précision
obtenue par l’histogramme n’est pas forcément utile à l’obtention d’une meilleure table de correction.
La figure 4.8 met en évidence la différence de précision des deux méthodes : le calcul par la méthode
spectrale ne fournit qu’une allure générale de la courbe de NLI, alors que le calcul par histogramme
fourni une valeur beaucoup plus précise de la courbe de NLI. La figure 4.9 montre que la fonction
arrondie rapproche la valeur des deux estimations, même si la représentation effectuée à partir du spectre
constitue toujours une version arrondie et moyennée de la courbe.
(a) NLI obtenue par Histogramme (b) NLI obtenue par méthode spectrale
FIG. 4.8 – Comparaison des courbes de NLI selon la méthode de calcul
L’observation des effets de ces deux compensations a donc été menée afin de vérifier l’impact des erreurs
d’estimation. Les spectres résultants des deux corrections apparaissent sur la figure 4.10, et les valeurs
caractéristiques figurent dans le tableau 4.1. Les résultats apparaissent surprenants : la meilleure correc-
tion est obtenue non pas à partir de l’estimation effectuée par histogramme, mais par l’estimation basée
sur l’analyse spectrale. Ce paradoxe fait l’objet de futurs travaux, mais l’effet lissage obtenu par l’analyse
spectrale, semble être plus adapté pour la compensation, même si la différence est peu significative.
La méthode de calcul n’influence donc que très peu la performance de la correction offline. La différence
73
4.3. ETUDE DE LA ROBUSTESSE DE LA MÉTHODE DE COMPENSATION
(a) NLI arrondie obtenue par Histogramme (b) NLI arrondie obtenue par méthode spectrale
FIG. 4.9 – Comparaison des courbes de NLI arrondies selon la méthode de calcul
(a) Spectre originel (b) Spectre après correction via histo-
gramme
(c) Spectre après correction via mé-
thode spectrale
FIG. 4.10 – Comparaison des spectres avant et après corrections selon la méthode de calcul
Param. Sans Corr. Corr. Histo Corr. Spectr.
SNR (dB) 61.07 65.37 66.53
SFDR (dB) 66.59 84.44 84.90
THD (dB) -74.44 -82.62 -83.42
SINAD (dB) 60.87 65.28 66.88
ENOB (bits) 9.82 10.58 10.72
TAB. 4.1 – Amélioration des paramètres dynamiques en fonction de la méthode de calcul
majeure des deux méthodes intervient vis à vis du nombre de points nécessaires à l’obtention des valeurs.
Nous allons maintenant observer l’effet de la correction suivant les paramètres fréquentiels.
4.3.2 Rappels sur l’échantillonnage et le repliement spectral
Avant de nous attarder sur l’étude fréquentielle de l’efficacité de la compensation, nous procédons à des
rappels rapides relatifs à l’échantillonnage et au repliement spectral.
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Théorème de Nyquist-Shannon
Le théorème de Nyquist-Shannon énonce que la fréquence d’échantillonnage fs d’un signal doit être
égale ou supérieure au double de la fréquence maximale contenue dans ce signal, afin de convertir ce
signal d’une forme analogique à une forme numérique. La figure 4.11 illustre le cas parfait où le spectre
du signal analogique (représenté par les pointillés orange) est inclus dans la fenêtre d’observation fré-
quentielle délimitée par les fréquences [− fs2 ..
fs
2 ]. D’après la théorie de l’échantillonnage, les images du
spectre du signal échantillonné se retrouvent aux multiples des fréquences fs. En respectant la contrainte
fréquentielle énoncée par le théorème de Nyquist-Shannon, on est sûr que le signal observé correspond
bien au signal originel.
FIG. 4.11 – Spectre d’un signal numérisé en respectant la contrainte de Nyquist-Shannon
Dans le cas où cette contrainte n’est pas respectée, une partie des images supérieures et inférieures du
spectre du signal, apparaissent dans la fenêtre d’observation. La figure 4.12 illustre ce propos. La 3ème
harmonique (3 fin) se situe en dehors de la fenêtre d’observation, tandis que les images supérieures et
inférieures de la troisième harmonique rentrent dans cette même fenêtre.
FIG. 4.12 – Spectre d’un signal numérisé ne respectant pas la contrainte de Nyquist-Shannon
De façon générale, le cas idéal n’est que rarement réalisable, car les systèmes d’échantillonnage intro-
duisent des distorsions sur le signal d’entrée qui génèrent des fréquences multiples de la fréquence d’en-
trée. Ainsi l’échantillonnage d’un signal de fréquence fin = 30MHz effectué à la fréquence fs = 80MHz
peut générer l’apparition d’une harmonique d’ordre 2 de fréquence 2× fin = 60MHz. Cette fréquence
ne respecte pas la contrainte du théorème de Nyquist-Shannon, les images supérieures et inférieures du
spectre apparaissent donc dans la fenêtre d’observation. Ce phénomène se nomme "repliement spectral",
et est illustré ci-dessous.
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Repliement spectral
Le repliement spectral s’observe pour tout signal ne respectant par la contrainte du théorème de Nyquist-
Shannon. La zone fréquentielle délimitée par les fréquences [0.. fs2 ] se nomme "zone de Nyquist 1". Elle
est représentée par le symbole (1) sur la figure 4.13. Toute fréquence appartenant à cette zone apparaît
de façon directe dans la zone d’observation. De façon similaire, une zone (-1) existe pour les fréquences
négatives.
La zone fréquentielle délimitée par les fréquences [ fs2 .. fs] se nomme "zone de Nyquist 2", représentée
par le symbole (2). Toute fréquence appartenant à cette zone se retrouve en dehors de la fenêtre d’obser-
vation, mais à cause de la présence de l’image supérieure, l’image de cette fréquence se retrouve quand
même dans la fenêtre. La position de cette fréquence image au sein de la fenêtre d’observation est fournie
par une symétrie par rapport à la fréquence fs2 . Cette symétrie traduit le "repliement du spectre".
La figure 4.13 schématise le repliement des différentes zones ((1)(2)(3)(4)) au sein de la fenêtre d’obser-
vation.
FIG. 4.13 – Principe du repliement spectral
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Ce principe de repliement est souvent utilisé en télécommunications afin de retrouver un signal en bande
de base. La figure 4.14 illustre un signal analogique à bande spectrale étroite centrée sur une porteuse
de fréquence fin. L’échantillonnage de ce signal à une fréquence fs inférieure à fin permet, grâce au
repliement spectral, de retrouver la bande utile au sein de la fenêtre d’observation. Pour réaliser cette
opération, il faut que l’étage d’entrée du convertisseur soit robuste aux brusques variations impliquées
par la fréquence élevée fin. Si le convertisseur n’est pas suffisamment linéaire à ces fréquences, alors les
harmoniques du signal contenu dans la bande utile seront générées et, du fait du repliement, risquent de
se retrouver dans la fenêtre d’observation, perturbant alors la reconstruction du signal numérique.
FIG. 4.14 – Utilisation du repliement spectral
Ces rappels nous permettent de justifier l’étude du convertisseur pour des fréquences fin supérieures à la
moitié de la fréquence d’échantillonnage fs.
4.3.3 Efficacité de la compensation selon la variation des fréquences d’utilisation
Précédemment, la relation entre les non-linéarités et la fréquence d’échantillonnage a été démontrée.
Il apparaît donc naturel que les non-linéarités varient en fonction du domaine d’applications choisi par
l’utilisateur. Afin de vérifier si notre méthode de compensation peut couvrir tout ces domaines, nous pro-
cédons à la variation de la fréquence d’entrée, puis à celle de la fréquence d’échantillonnage. En effet, s’il
apparaît évident que le comportement des composants internes du convertisseur soit lié intrinsèquement
à la fréquence d’échantillonnage ; la dépendance face aux variations de la pente des signaux d’entrée doit
également être pris en considération. Ainsi, la première partie de cette étude traite du comportement de
la compensation selon la fréquence d’entrée, et la seconde partie, du comportement de la compensation
selon la fréquence d’échantillonnage.
Efficacité de la compensation en fonction de la fréquence du signal d’entrée
Le convertisseur originel utilisé pour la déclinaison de l’ADDEMO est destiné à couvrir la plage de fré-
quence d’entrée comprise entre quelques MégaHertz et 175MHz. Notre plage de test sera donc identique
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et la fréquence d’échantillonnage sera fixée à 80MHz.
(a) Etape 1 (b) Etape 2
FIG. 4.15 – Compensation avec la LUT calculée en fonction de la fréquence d’entrée
Le déroulement de la mesure est la suivante (figure 4.15) :
– Une fréquence d’entrée est choisie entre 4.43MHz et 175MHz
– Une acquisition est lancée et les paramètres dynamiques sont stockés
– La courbe de non-linéarité est mesurée pour la fréquence choisie (prise en compte des non-linéarités
dynamiques)
– La table est chargée dans le FPGA
– Une seconde acquisition est lancée pour la même fréquence d’entrée et les nouveaux paramètres dy-
namiques sont stockés.
– L’expérience est réitérée pour une autre fréquence d’entrée.
Pour l’ensemble des expérimentations de ce chapitre, les mesures sont effectuées plusieurs fois sur une
population de quelques unités de convertisseurs. Pour chaque convertisseur, les paramètres dynamiques
THD, SFDR etSINAD sont observés. Ces paramètres sont enregistrés avant et après correction et sont
consultables au travers des figures 4.16.
(a) THD (b) SFDR (c) SINAD
FIG. 4.16 – Évolution de la THD, du SFDR et du SINAD pour une LUT remplie à chaque changement
de fréquence d’entrée
La compensation apparaît bien effective et prend en compte les variations des non-linéarités aux diffé-
rentes fréquences d’entrée. Les courbes rouges correspondent aux valeurs mesurées avant compensation,
et les courbes bleues aux valeurs après compensation. L’atténuation du niveau des énergies des harmo-
78
CHAPITRE 4. ETUDE DE L’EFFICACITÉ DE LA COMPENSATION OFFLINE
niques est visible au travers des améliorations de la THD, du SFDR et du SINAD. L’amélioration n’est
pas constante sur la gamme de fréquence étudiée. La compensation effectuée pour des fréquences ap-
partenant à la seconde zone de Nyquist possède une amélioration plus faible que pour les fréquences
appartenant à la première zone, tandis que la compensation pour les fréquences de la troisième zone tend
à se rapprocher des valeurs non corrigées.
La conclusion que l’on peut énoncer ici, est que la correction calculée pour une fréquence d’entrée don-
née, améliore bien les performances du convertisseur pour cette même fréquence. Cependant, ce cas
d’utilisation est rare dans la pratique. Les applications du type GSM, par exemple, réclament de pouvoir
fonctionner sur plusieurs bandes de fréquences, ce qui impose que la correction du convertisseur doit
pouvoir s’effectuer indépendamment du choix de la fréquence de calcul de la table. La section suivante
tente de répondre à cette attente.
Efficacité de la compensation pour une table calculée à une fréquence d’entrée fixe
(a) Etape 1 (b) Etape 2
FIG. 4.17 – Compensation avec la LUT calculée à une fréquence d’entrée fixée
Afin de tester le comportement de la compensation en fonction de la fréquence d’utilisation, l’expérience
suivante a été menée (figure 4.17) :
– La fréquence d’échantillonnage est fixe pour toute la durée de l’expérience
– La fréquence d’entrée est choisie à une valeur comprise entre 4.43 et 175MHz
– Une acquisition est lancée et les paramètres dynamiques sont stockés pour chaque fréquence apparte-
nant à la plage précitée
– La courbe de non-linéarité est ensuite mesurée pour la fréquence d’entrée fixe de 78MHz
– La table est chargée dans le FPGA et ne sera plus modifiée pour le reste de l’expérience
– Des acquisitions sont lancées pour les différentes fréquences d’entrées précédemment mentionnées, et
les nouveaux paramètres dynamiques sont stockés
Les résultats de ces mesures apparaissent sur les figures 4.18. L’amélioration des autres paramètres évo-
lue de façon identique. Pour les fréquences d’entrées inférieures à la fréquence de remplissage (78MHz),
la compensation fonctionne correctement, et les améliorations sont légèrement inférieures à celles ob-
tenues précédemment. Par contre, pour les fréquences supérieures à 78MHz, la compensation tend plus
rapidement vers les valeurs non corrigées.
La conclusion de cette expérience est que la table calculée pour une fréquence d’entrée de 78MHz permet
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de couvrir un large panel de fréquences, même si l’on observe une limitation de cette correction pour les
hautes fréquences d’entrée. Ce phénomène s’explique par le fait que lors du calcul des non-linéarités, les
valeurs de gain et d’offset de la courbe sont retirées, or ce sont ces paramètres qui sont le plus dépendants
des variations de fréquences d’entrée. Comme l’architecture choisie fait intervenir un échantillonneur-
bloqueur, c’est cet étage qui va être le plus sensible aux variations de la fréquence d’entrée. Les problèmes
d’appariements sont quant à eux strictement dépendants de la fréquence d’échantillonnage, or celle-ci
ne varie pas dans notre expérience. La pratique confirme donc ce que la théorie prévoyait : une table de
correction calculée à une fréquence d’entrée précise peut couvrir la bande d’utilisation du convertisseur.
(a) THD (b) SFDR (c) SINAD
FIG. 4.18 – Évolution de la THD, SFDR et SINADpour une LUT calculée pour une fréquence d’entrée
de 78MHz
4.3.4 Efficacité de la compensation en fonction de la fréquence d’échantillonnage
(a) Etape 1 (b) Etape 2
FIG. 4.19 – Compensation avec la LUT calculée en fonction de la fréquence d’échantillonnage
Afin de tester le comportement de la compensation en fonction de la fréquence d’échantillonnage, l’ex-
périence suivante a été menée (figure 4.19) :
– La fréquence d’entrée est choisie à une valeur fixée (4.43MHz ou 93MHz)
– La fréquence d’échantillonnage est choisie dans la plage 20MHz-135MHz
– Une acquisition est lancée et les paramètres dynamiques sont calculés et stockés dans l’interface Lab-
VIEW
– La courbe des non-linéarités est mesurée
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– La table est chargée dans le FPGA
– Une nouvelle acquisition est effectuée et les nouveaux paramètres dynamiques sont stockés
– L’opération est réitérée pour une nouvelle fréquence d’échantillonnage
Les résultats de ces mesures apparaissent sur les figures 4.20 et 4.21. La conclusion de cette expérience
est que la méthode de compensation fonctionne pour toutes les fréquences d’échantillonnage. Cepen-
dant, pour une application spécifique, il est rare que la fréquence d’échantillonnage évolue au cours du
temps. La table de correction peut donc être calculée pour une application spécifique, c’est à dire pour
une fréquence d’échantillonnage donnée, et une valeur typique de fréquence d’entrée. Le paragraphe
précédent à démontré que la table alors calculée pouvait couvrir une large bande de fréquences d’en-
trée. Bien évidemment, s’il est envisageable de calculer différentes LUT selon l’application, il serait
plus flexible d’obtenir une LUT qui puisse couvrir plusieurs fréquences d’entrée et plusieurs fréquences
d’échantillonnage.
(a) THD (b) SFDR (c) SINAD
FIG. 4.20 – Évolution de la THD, du SFDR et du SINAD pour une LUT calculée en fonction de la
fréquence d’échantillonnage et pour une fréquence d’entrée de 4.43MHz
(a) THD (b) SFDR (c) SINAD
FIG. 4.21 – Évolution de la THD, du SFDR et du SINAD pour une LUT calculée en fonction de la
fréquence d’échantillonnage et pour une fréquence d’entrée de 93MHz
Efficacité de la compensation pour une table calculée à une fréquence d’échantillonnage précise
Afin de tester le comportement de la compensation calculée pour une fréquence d’échantillonnage fixe
de 60MHz et pour une fréquence d’entrée de 93MHz. L’expérience suivante a été menée (figure 4.22) :
– La fréquence d’entrée est choisie à la valeur fixe de 93MHz
– La fréquence d’échantillonnage est choisie dans l’intervalle 10MHz-120MHz
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(a) Etape 1 (b) Etape 2
FIG. 4.22 – Compensation avec la LUT calculée pour des fréquences d’entrée et d’échantillonnage fixées
– Une acquisition est lancée et les paramètres dynamiques sont calculés et stockés dans l’interface Lab-
VIEW
– La fréquence d’échantillonnage est modifiée jusqu’à ce que tout l’intervalle soit couvert et les para-
mètres stockés
– La fréquence d’échantillonnage est ensuite choisie à la valeur fixe de 60MHz
– La courbe des non-linéarités est mesurée
– La table est chargée dans le FPGA
– La fréquence d’échantillonnage est modifiée, toujours dans l’intervalle considéré
– Une nouvelle acquisition est effectuée et les nouveaux paramètres dynamiques sont stockés
– L’opération est réitérée jusqu’à ce que tout l’intervalle soit couvert et les nouveaux paramètres stockés
Les résultats de ces mesures apparaissent sur les figures 4.23. Les paramètres SFDR, THD et SINAD
possèdent une valeur optimale pour la fréquence d’échantillonnage correspondant à celle du calcul de la
table, mais conservent tout de même une amélioration significative lors de l’évolution fréquentielle.
La conclusion de cette expérience est que la méthode de compensation fonctionne pour un calcul de
table effectué à une fréquence d’échantillonnage fixe. Cependant, la qualité de la compensation dimi-
nue lorsque l’on s’éloigne de la fréquence de référence. L’obtention d’une même table de correction
susceptible de couvrir un large panel d’applications semble donc difficile.
(a) THD (b) SFDR (c) SINAD
FIG. 4.23 – Évolution de la THD, du SFDR et du SINAD en fonction de la fréquence d’échantillonnage
pour une LUT calculée à une fréquence d’échantillonnage de 60MHz et pour une fréquence d’entrée de
93MHz
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Efficacité de la compensation en fonction de la Température
(a) Etape 1 (b) Etape 2
FIG. 4.24 – Compensation en fonction de la température et de la fréquence d’échantillonnage pour une
LUT fixée
Un autre paramètre à prendre en compte dans l’utilisation du convertisseur, est son comportement vis-à-
vis de la température. L’expérience suivante a été menée :
– La fréquence d’échantillonnage est choisie dans l’intervalle 10MHz-130MHz
– La fréquence d’entrée est fixée à une valeur de 4.43MHz
– Le circuit est mis à la température T ∈ [−40..80]˚C à l’aide d’un thermostream
– Une acquisition est lancée et les paramètres dynamiques sont calculés et stockés dans l’interface Lab-
VIEW
– La fréquence d’échantillonnage et la température sont modifiées jusqu’à ce que tous les intervalles
soient couverts et les paramètres stockés
– La fréquence d’échantillonnage est ensuite choisie à la valeur fixe de 40MHz
– La température est fixée à 27˚C
– La courbe des non-linéarités est mesurée
– La table est chargée dans le FPGA et ne sera plus modifiée pour le reste de l’expérience
– La fréquence d’échantillonnage est modifiée, toujours dans l’intervalle considéré
– La température est modifiée au sein de son intervalle d’évolution
– Une nouvelle acquisition est effectuée et les nouveaux paramètres dynamiques sont stockés
– L’opération est réitérée jusqu’à ce que tous les intervalles soient couverts et les nouveaux paramètres
stockés
Les résultats de ces mesures apparaissent sur les figures 4.25 à 4.27. La température est placée en abs-
cisse, tandis que la fréquence d’échantillonnage est placée en ordonnée. Cette visualisation permet de
comparer aisément les figures avant compensation (situées à gauche) de celles après compensation (si-
tuées à droite). Plus la couleur est proche du bleu, moins bonnes sont les performances. A l’inverse, plus
la couleur est proche du rouge, meilleures sont les performances.
On peut observer que plus la fréquence d’échantillonnage et la température augmentent, plus les perfor-
mances se dégradent. En revanche, lorsque la fréquence d’échantillonnage et la température avoisinent
les valeurs de références utilisées pour le calcul de la table de compensation, on observe une zone de
bonnes performances. Globalement, même si les améliorations ne sont pas tout le temps optimales, elles
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restent tout de même positives.
(a) THD (b) THD corrigée
FIG. 4.25 – Évolution des valeurs de THD en fonction de la température et de la fréquence d’échantillon-
nage pour une LUT remplie à 40MHz et à une température de 27˚C
(a) SFDR (b) SFDR corrigé
FIG. 4.26 – Évolution des valeurs de SFDR en fonction de la température et de la fréquence d’échan-
tillonnage pour une LUT remplie à 40MHz et à une température de 27˚C
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(a) SINAD (b) SINAD corrigé
FIG. 4.27 – Évolution des valeurs de SINAD en fonction de la température et de la fréquence d’échan-
tillonnage pour une LUT remplie à 40MHz et à une température de 27˚C
4.4 Conclusion
Dans ce chapitre, le véhicule de test a été expliqué ainsi que les différentes procédures utilisées pour
tester ce véhicule. En se plaçant dans le cadre d’une compensation offline, nous avons pu conclure que le
choix de la méthode importait peu car elles fournissaient les mêmes ordres de grandeur de correction.
Une étude sur la robustesse de la méthode de la compensation vis-à-vis des variations en fréquences et
en températures a également été menée. Son aboutissement permet de conclure que pour des valeurs des
fréquences d’entrée et d’échantillonnage et de température fixées, une table de correspondance peut être






Dans ce chapitre, la méthode de compensation est adaptée pour être intégrée directement au sein du
composant. Après l’énoncé des besoins et des contraintes, nous proposons d’étudier différentes solutions
de réduction de la complexité et de temps de calcul de la table en fonction de l’architecture utilisée. Enfin,
nous nous attardons sur les méthodes embarquées de calcul des harmoniques du signal converti.
5.1 Présentation de la compensation embarquée
Dans le chapitre précédent nous avons pu juger de l’efficacité de la compensation de type offline. Même
si cette méthode est robuste vis à vis des fréquences d’utilisation et de la température, elle impose une
table de correction figée pour la vie du produit. Cette table ne peut être recalculée, ni affinée, selon
l’emploi du produit et donc la compensation peut ne plus être optimale sur toutes les plages d’utilisation.
Pour obtenir l’optimum de correction quelques soient les conditions d’utilisation ou les dérives dues
au vieillissement du composant, il faudrait pouvoir calculer la table à chaque nouvelle utilisation, par
exemple au démarrage de la puce : on parle alors de compensation embarquée, ou compensation online.
La compensation online a pour but de s’adapter aux divers modes de fonctionnement du convertisseur,
quelques soient les fréquences utilisées, quelque soit l’âge du produit, et quelque soit la température de
fonctionnement. Afin de pouvoir calculer les nouvelles tables à la demande, il faut pouvoir embarquer
au sein du convertisseur l’ensemble des composants nécessaires à la mesure des non-linéarités et au
remplissage de la table de correction. La figure 5.1 représente la configuration idéale à embarquer pour
être capable de mesurer les valeurs correctives.
Il y a trois organes essentiels à l’obtention d’une compensation embarquée :
– Le générateur de stimuli : afin de pouvoir mesurer les erreurs issues du convertisseur à corriger, il
faut fournir à l’entrée de ce dernier un signal aux propriétés connues. Jusqu’à présent, nous utilisions
pour nos mesures un signal issu d’un synthétiseur de signaux sinusoïdaux, couplé avec un filtre passe
bande, et dont la fréquence était calculée de façon cohérente avec la fréquence d’échantillonnage.
De plus, afin d’assurer une synchronisation de ces deux signaux, un signal basse fréquence reliait les
deux appareils. Pour une compensation embarquée, il devient donc nécessaire d’inclure au sein du
composant un générateur de stimuli pour pouvoir fonctionner de façon autonome. Une façon usuelle
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FIG. 5.1 – Configuration idéale de correction
de générer un signal sinusoïdal est d’utiliser un convertisseur Σ−∆ [RDM04], auquel on peut associer
un filtre de type SAW [HJ85] pour obtenir un signal proche du cas idéal. Ce générateur ne sera pas
traité dans le cas de cette étude. Nous nous contenterons d’utiliser l’entrée analogique classique du
convertisseur afin de nous consacrer aux deux autres organes. D’autres travaux sont nécessaires afin
d’étudier la faisabilité de cette génération, travaux qu’il faut coupler aux besoins de la méthode de
mesure. En effet, dans le cadre d’une mesure par histogramme, le stimulus n’est pas obligatoirement
sinusoïdal, une rampe peut également être utilisée. Les travaux menés dans [ABB+01, BABR02] vont
dans ce sens.
– L’unité de commande et de calcul : cet organe, entièrement numérique, se charge de gérer les dif-
férentes phases nécessaires à la mesure, au calcul des non-linéarités et au remplissage de la table de
correspondance. Il doit pouvoir contrôler la génération de stimuli, et doit ensuite procéder au calcul
des erreurs. Une fois cette phase accomplie, la LUT est mise à jour avec les nouvelles valeurs. Comme
indiqué précédemment, le générateur de stimuli ne sera pas étudié ici, l’unité de commande et calcul
devra donc se limiter au calcul et au remplissage de la table.
– La table de correspondance LUT : la table stocke les valeurs correctives à appliquer aux codes de
sorties du convertisseur. Elle est remplie par l’unité de commande et de calcul. Son fonctionnement
est en tout point similaire à celui exposé dans le chapitre précédent.
Parmi tout ces organes importants, ce chapitre sera consacré à l’unité de commande et de calcul. Nous
nous attarderons essentiellement sur les contraintes liées au calcul des non-linéarités.
5.1.1 Unité de commande et de calcul
L’unité de commande et de calcul est l’organe à optimiser au sein du système embarqué. En effet, la
taille de la table de correspondance a une taille figée : il faut donc être en mesure de proposer une
architecture de mesure et de calcul qui utilise le moins de ressources possibles. Les ressources en question
sont principalement liées à la surface de silicium utilisée. Plus cette taille sera petite, moins cher sera
le produit. Nous tenterons d’établir une comparaison en terme de nombre de portes logiques utilisées
entre les différentes méthodes proposées, même s’il est très difficile d’établir un budget vis à vis de la
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consommation et de la surface ajoutée.
La figure 5.2 résume les fonctions de base que l’unité de calcul doit pouvoir effectuer. A partir des
données issues de la conversion, une extraction des non-linéarités est réalisée afin de pouvoir fournir les
valeurs correctives à la table de correspondance.
FIG. 5.2 – Fonctions de l’unité de calcul
Le chapitre 3 a mis en avant les différentes techniques d’extraction des non-linéarités. Il a été conclu dans
ce chapitre que la méthode par histogramme réclamait un nombre de points trop important (et donc une
taille mémoire trop importante) au regard du nombre de points requis par les méthodes spectrales. Parmi
les méthodes spectrales, celles utilisant des polynômes s’avèrent être trop imprécises pour être utilisées
pour la compensation. Notre choix se tourne donc vers la nouvelle méthode utilisant une décomposition
en série de Fourier de la courbe de non linéarités.
Deux axes majeurs ressortent de l’utilisation de cette dernière technique en tant que technique d’extrac-
tion embarquée :
– La taille de la matrice TKMAX utilisée doit pouvoir être optimisée vis à vis de la connaissance de l’archi-
tecture. En effet, l’utilisation d’une architecture à repliement et interpolation engendre une forme de
courbe des non-linéarités spécifique. Une étude approfondie de cette relation permettrait de sélection-
ner les paramètres décrivant la courbe de non-linéarités et donc de simplifier la forme de la matrice.
Cette étude constitue le propos de la section suivante.
– L’extraction des non-linéarités du convertisseur, s’effectue à travers l’analyse spectrale du signal
converti. De façon classique, l’analyse spectrale se réalise à partir de l’opération Transformée de Fou-
rier, or il s’avère que cette opération est très gourmande en ressource silicium. D’autres méthodes
moins gourmandes doivent donc être étudiées. C’est le propos de la dernière section qui compare
l’analyse par transformée de Fourier, le calcul par l’algorithme de Goertzel ainsi qu’une nouvelle
méthode développée dans le cadre de cette étude.
Les sections suivantes présentent de nombreuses avancées dans la compréhension du processus global
d’autocompensation. Cependant, l’objectif final n’a pas été atteint, et ces avancées doivent être considé-
rées comme la base de futures études.
Le lecteur avide de réaliser une compensation embarquée trouvera ici de nombreuses pistes permettant
de faire évoluer son projet.
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5.2 Réduction de la complexité de la méthode spectrale
La méthode spectrale choisie pour l’extraction des non-linéarités est celle décrite dans la section 3.3.2 de
ce manuscrit. Cette méthode permet de relier par une équation matricielle, la description fréquentielle du
signal converti s(.) et la description fréquentielle de la courbe des non-linéarités périodisée Φ(.). Nous
allons dans un premier temps nous attarder sur la modélisation fréquentielle de la fonction Φ(.) dans
le cadre d’une architecture à repliement et interpolation. Ensuite, nous mettrons en relation la nouvelle
représentation fréquentielle et son impact sur la forme de la matrice TKMAX . Finalement, nous poursuivrons
sur l’impact de la matrice sur le choix des harmoniques à prendre en considération.
5.2.1 Modélisation de la courbe des non-linéarités pour une architecture à repliement et
interpolation
L’architecture à repliement et interpolation a été décrite en détail au chapitre 1. La nature des diverses
erreurs des composants de cette architecture a également été décrite de manière ponctuelle, c’est à dire
que les dérives du composant ont été expliquées, mais que l’impact global sur la forme de la courbe des
non-linéarités n’a pas été exposé. Nous ne tenterons pas ici de relier cet impact directement aux diffé-
rentes sources d’erreurs exposées au chapitre 1 : cette étude réclamerait de suivre avec rigueur la concep-
tion physique de chaque bloc de l’architecture, multipliant alors le nombre de paramètres à prendre en
considération. Dans cette section, nous nous contenterons d’observer la signature de l’architecture sur la
courbe de non-linéarités. Le lecteur désireux de modéliser plus en détails les erreurs de l’architecture est
convié à se référer aux travaux menés par [LSMW+04]. De nombreuses pistes sont fournies au regard
du produit développé par l’auteur.
La figure 5.3 illustre le principe de la décomposition de la fonction de transfert énoncée au chapitre
1. Cette décomposition se traduit par une première conversion grossière à partir d’un convertisseur de
résolution Q. A partir de cette première conversion, un signal résidu est obtenu et est dirigé vers un
convertisseur de résolution q.
Si l’on considère que le premier convertisseur est idéal, alors sa courbe de non-linéarités vaut 0 quelque
soit le code excité (figure 5.4(a)). Si l’on considère que le second convertisseur n’est pas idéal, alors il
possède une courbe de non-linéarités non nulle dépendante du code excité (figure 5.4(b)). La composi-
tion de ces deux fonctions de transfert fournit le code de sortie du convertisseur. Le fait qu’uniquement le
second convertisseur possède des non-linéarités se traduit par la courbe de non linéarités globales illus-
trée sur la figure 5.5. La récurrence d’apparition des non-linéarités du convertisseur de résolution q est
évidente.
En observant une courbe de non linéarités issue d’un convertisseur réel (figure 5.6), l’apparition de ces
récurrences est également évidente. Sur la figure, une sinusoïde de période 128 codes a été tracée afin de
mettre en évidence ce phénomène cyclique. Le nombre 128 provient du fait que l’architecture utilise 64
signaux de référence dans le premier étage de repliement. Comme la résolution du convertisseur est de
12bits, le convertisseur de résolution q convertit 212/64 = 64 niveaux différents entre chaque tension de
référence.
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FIG. 5.3 – Fonctions de transfert
(a) NLI du convertisseur de résolution Q (b) NLI du conver-
tisseur de résolution
q
FIG. 5.4 – Courbes de NLI des deux convertisseurs de l’architecture
FIG. 5.5 – NLI résultante
Pour faire apparaître la présence d’autres cycles au sein de cette courbe de non linéarités, l’utilisation
d’une transformée de Fourier est toute indiquée. Afin de ne pas confondre l’utilisation de la transformée
de Fourier pour le signal converti et pour la courbe des non-linéarités, nous utiliserons un nouveau for-
malisme. Ce formalisme décrit dans la table 5.2.1 transpose les notions bien établies de temps, période,
fréquence et spectre en un nouveau champ lexical.
Lorsqu’une transformée de Fourier est appliquée sur une courbe de non-linéarités (figure 5.7(a)), les
récurrences apparaissent clairement (figure 5.7(b)), et les cycles peuvent alors être déterminés. Par
exemple, la récurrence R = 32 est prédominante dans le spectr_inl de la figure 5.7(b), elle correspond à
un cycle de C = 212/32 = 128. Il s’agit bien du cycle observé sur la figure 5.6.
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FIG. 5.6 – Cyclicité de la NLI
Signaux usuels Courbe de non linéarités
Temps (t) Code (c)
Période (T) Cycle (C)
Fréquence ( f ) Récurrence (R)
Spectre Spectr_inl
TAB. 5.1 – Formalisme de l’analyse fréquentielle des NLI
(a) NLI (b) Récurrences de le NLI
FIG. 5.7 – Récurrences au sein de la courbe de non-linéarités
De la même façon que pour un spectre classique, le spectr_inl traduit la puissance et donc la présence
de certaines récurrences au sein de la courbe transformée. Plus la puissance de la récurrence est élevée,
plus le cycle sera visible au sein de la forme de la courbe. En utilisant uniquement les récurrences de
puissances fortes, on peut ainsi obtenir une description optimisée de la courbe de non-linéarités. La
figure 5.7(b) met en évidence la prépondérance de la récurrence R = 32 et des ses harmoniques impaires
R = (2×k+1)×32. Les premières récurrences (< 32) possèdent également une énergie importante, elles
sont donc à considérer dans le modèle de description.
La figure 5.8 met en évidence la différence de reconstruction de la courbe de non-linéarités en fonction
des récurrences choisies pour décrire la fonction. Ainsi la figure 5.8(a) représente la courbe des non-
linéarités reconstruite à partir des seules 28 premières récurrences, tandis que la figure 5.8(b) représente
92
CHAPITRE 5. AUTOCOMPENSATION EMBARQUÉE
la courbe reconstruite lorsque les 28 récurrences les plus puissantes ont été sélectionnées.
(a) NLI reconstruite à partir des 28premieres récurrences (b) NLI reconstruite à partir de 28 récurrences choisies
FIG. 5.8 – Reconstruction en fonction du choix des récurrences
En appliquant ces nouvelles considérations à la formule décrivant la fonction périodique Φ(.) énoncée au
chapitre 3, on obtient une description simplifiée de la fonction de non-linéarités en fonction du nombre










a(2×k+1)×32 cos(((2×k +1)×32)ωx)+b(2×k+1)×32 sin(((2×k +1)×32)ωx)
) (5.1)
Cette nouvelle modélisation optimisée de la fonction représentant les non-linéarités du convertisseur
réduit le nombre de paramètres nécessaires à une description correcte de la fonction. L’impact de ce jeu
de paramètres réduits sur le calcul de la matrice TKMAX est exprimé dans la section suivante.
5.2.2 Impact de l’architecture sur la matrice TKMAX
Dans le chapitre 3, la relation suivante, reliant les harmoniques paires issues du signal converti aux para-
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A partir de la nouvelle description, cette relation peut être optimisée de la façon suivante, afin de ne tenir
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Cette forme, bien que plus compliquée à écrire, est optimisée vis-à-vis du type de convertisseur à com-
penser. Une première étude des non-linéarités du convertisseur permet d’analyser les récurrences identi-
fiant la courbe. A partir de cette analyse, nous sommes à même de réduire le nombre KMAX de paramètres
complexes nécessaires, en un ensemble réduit de taille Kp +Kh. La figure 5.9 illustre cette réduction. En
omettant les paramètres de faible influence, la matrice TKMAX est alors grandement réduite. D’une taille
600×600, elle se trouve réduite à la taille 40×40. Les calculs sont donc plus simples à réaliser.
FIG. 5.9 – Réduction du nombre de paramètres
5.2.3 Impact de l’architecture sur le choix des Harmoniques du signal converti
L’influence d’une courbe de non-linéarité précise se traduit par l’apparition de diverses harmoniques sur
le spectre du signal converti. Dans notre exemple nous avons simulé l’influence d’une courbe de NLI
représentée par un cosinus de période 5ω (paramètre a5 dans l’équation de Φ(.)) sur le spectre de sortie.
La figure 5.10(a) représente la courbe de non-linéarités, tandis que la figure 5.10(b) illustre les effets de
cette NLI précise. Les numéros des harmoniques apparaissent sur cette dernière figure, et comme notre
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méthode spectrale permettait de le prévoir, seules les harmoniques paires apparaissent sur ce spectre
replié. Les 18 premières harmoniques paires sont présentes, cependant, ce n’est pas la raie numéro 2 qui
est la plus élevée. La raie la plus élevée est celle de l’harmonique 14 suivie par les harmoniques 4, 6, 10
et 16.
(a) INL composée d’un simple cosinus (b) Impact de l’INL sur le spectre de sortie du convertisseur
FIG. 5.10 – Influence d’un cosinus
Afin de comprendre la différence d’énergie des raies harmoniques, il faut se pencher sur la représenta-
tion matricielle de notre modèle. Dans le chapitre 3, les vecteurs colonnes Ak et Bk ont été décrits. Ils
composent les colonnes de la matrice TKMAX . Lorsque la courbe des non-linéarités est uniquement décrite
par le paramètre ak, alors seul le vecteur colonne Ak intervient dans le produit matriciel. Ci dessous, nous
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 . a5 (5.5)
En observant graphiquement l’allure de ce vecteur colonne, on peut remarquer des variations correspon-
dant bien aux différences d’énergie des raies harmoniques (figure 5.11). On retrouve bien l’ordre des
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raies harmoniques de la figure 5.10(b), à savoir : la raie de plus forte énergie est l’harmonique 14, suivie
des harmoniques 4,6,10 et 16.
FIG. 5.11 – Allure du vecteur A5
Cette information est très importante dans le cadre de notre estimation. En effet, au regard des différences
de valeurs d’énergies des raies, l’erreur de mesure que l’on peut effectuer sur l’harmonique 2 (-72dB)
est plus importante que l’erreur de mesure que l’on peut effectuer sur l’harmonique 14 (-68dB). Par
exemple, dans le cas où a5 = 3, lorsque l’on effectue le calcul inverse, une erreur de 2dB sur la valeur de
H2 nous fournit la valeur 4.7, alors qu’une erreur de 2dB sur H14 nous fournit la valeur 3.7. Mieux vaut
donc connaître à l’avance l’harmonique susceptible de contenir le plus d’information.
La figure 5.12 représente l’allure du vecteur A199 pour une valeur de a199 de 1LSB. L’influence de ce
paramètre se traduit par l’apparition d’une raie harmonique d’ordre supérieure à 600. La contribution
de cette raie est de −87dB, alors que les contributions des premières raies harmoniques ont un niveau
inférieur à−95dB. Ce niveau très faible ne nous permet pas d’obtenir une mesure fiable de l’harmonique
considérée, et donc, l’estimation de la valeur du paramètre a199 s’en trouvera grandement faussée. Par
contre, si l’on mesure la raie de plus forte contribution, l’erreur effectuée sur sa mesure nous permettra
d’obtenir une estimation plus fiable du paramètre a199. Dans la réalité, l’observation d’un phénomène
cyclique de l’ordre de 199 codes ayant une amplitude de 1LSB n’a que très peu de chances d’apparaître.
L’apparition de la raie harmonique d’ordre supérieure à 600 a donc elle aussi, très peu de chance de se
réaliser.
FIG. 5.12 – Allure du vecteur A199
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Lors de la sélection des paramètres ak et bk décrivant la courbe de non-linéarité, il faut observer la
position de la valeur maximale du vecteur Ak ou Bk afin d’être sûr que la raie que l’on va tenter de mesurer
dans le spectre du signal converti contienne bien le maximum d’informations vis-à-vis des paramètres
choisis. La figure 5.13 illustre la méthode de sélection des harmoniques à mesurer. Après avoir obtenu
une représentation moyennée de la courbe des non-linéarités d’un convertisseur (1), on applique une
opération de transformée de Fourier afin d’obtenir le Spectr_inl (2). A partir de ce Spectr_inl, nous
sommes à même de choisir les valeurs des paramètres ak et bk. A partir de ces valeurs, il nous faut étudier
l’allure des vecteurs Ak et Bk. Dans notre exemple, nous étudions le vecteur A5 (3) associé au paramètre
a5. Sur cette figure, nous observons que l’harmonique qui est la plus influencée par ce paramètre est
l’harmonique 14. Nous choisissons donc de mesurer l’harmonique 14 du signal converti (4). Ainsi, nous
réduisons l’erreur d’estimation du paramètre a5 lorsque nous procédons à l’opération inverse, à savoir,
estimer le paramètre a5 à partir des valeurs mesurées sur le spectre du signal converti.
FIG. 5.13 – Sélection des harmoniques à mesurer
5.2.4 Conclusion
Dans cette section, nous avons pu réduire la complexité de la méthode spectrale par une connaissance
approfondie de l’impact de l’architecture du convertisseur. Dans les architectures redondantes, telles que
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celles à repliement et interpolation, des cycles de non-linéarités apparaissent et permettent de simplifier
le modèle d’extraction. Afin de s’assurer d’obtenir une estimation optimale, un soin particulier doit être
porté au choix des mesures des harmoniques du signal converti. La partie suivante traite de la façon de
mesurer les harmoniques en question.
5.3 Calcul des harmoniques In Situ
Dans le chapitre 3, l’extraction des non-linéarités du convertisseur s’effectue au travers d’une analyse
spectrale. Le nombre d’harmoniques nécessaires à une estimation de ces non-linéarités à été réduit dans
les sections précédentes grâce à une compréhension plus détaillée des architectures à redondance, telles
ques les architectures à repliement et à interpolation. Dans cette section, nous nous focaliserons sur les
différentes méthodes permettant d’obtenir les valeurs des puissances des raies harmoniques choisies. Le
contexte de l’étude étant la compensation online, nous nous attacherons à consommer le moins possible
de ressources de calcul afin de réduire le surcoût relatif en termes de surface de silicium. Pour cette
première étude, nous prendrons les hypothèses suivantes :
– Les données sont stockées dans une table
– Les données sont ordonnées dans cette table grâce à la relation de cohérence. De cette façon, on obtient
une seule période du signal échantillonné
– Seules les premières harmoniques seront estimées.
Trois méthodes sont étudiées : la transformée de Fourier Rapide, l’algorithme de Goertzel, et une nou-
velle méthode intitulée LoCHE, pour Low Cost Harmonics Estimation. Chacune de ces méthodes est
exposée ci-dessous, et fait l’objet d’une implémentation sur FPGA (Altera Stratix II). Le choix de ces
trois méthodes nous est apparu légitime au regard de la littérature vaste et variée. La méthode classique
de Fourier représente la méthode incontournable de l’analyse spectrale : bien qu’il existe de nombreuses
façons de l’implémenter, nous nous contenterons d’étudier l’algorithme originel dit radix-2, basé sur
l’opérateur papillon de première forme. L’algorithme de Goertzel représente quant à lui une manière
directe et simplifiée de calculer un nombre de raies peu élevé. Enfin, nous proposerons un nouvel al-
gorithme basé sur une décomposition du signal sinusoïdal en série de Fourier, et dont le calcul des
paramètres ne requiert principalement que des additionneurs et soustracteurs [FBD+06].
5.3.1 Notations
Afin de conserver une cohérence face aux nombreuses façons de présenter l’analyse spectrale, nous
établissons tout d’abord une base de notations des différentes variables :
f (t) représente le signal temporel.
Fin représente la fréquence du signal d’entrée.
T représente la période du signal d’entrée.
fech représente la fréquence d’échantillonnage.
Tech représente la période d’échantillonnage.
N représente le nombre d’échantillons.
f j représente le signal échantillonné, j ∈ [0..N−1] , f j = f ( j.Tech).
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M représente le nombre de cycles, c’est un entier impair qui répond à la relation de cohérence suivante :
N.Fin = M. fech.
WN représente le nombre complexe défini par WN = e
2.i.π
N .
Fk représente la transformée de Fourier discrète du signal f , k ∈ [0..N−1].
5.3.2 La transformée de Fourier
En 1822, Joseph Fourier expose dans son traité Théorie analytique de la chaleur [Fou22], les séries et la
transformation qui porteront son nom. Il énonce qu’une fonction périodique peut être décomposée sous
forme de série trigonométrique et fournit alors les bases de l’analyse harmonique.
La décomposition en séries de Fourier énonce que tout signal T-périodique peut être décrit par une somme
infinie de fonctions trigonométriques. Dans le chapitre 3, ces séries ont déjà été présentées. Dans le cadre
d’un signal échantillonné, la transformée de Fourier discrète du signal f , calculée sur N échantillons, vaut














Pendant de nombreuses années, la façon standard de calculer le nombre complexe FN(.) était d’effectuer
l’ensemble des calculs décrits dans l’équation précédente. Cet ensemble d’opérations fournit une com-
plexité de calcul d’ordre O(N2). Dans les années 60, J.W. Cooley et J.W. Tukey généralisèrent le calcul
de FN(.) au travers d’un algorithme nommé Fast Fourier Transform (FFT) dont la complexité s’avère être
de l’ordre de log2(N)O(N). Leurs travaux peuvent être expliqués à partir de la théorie de décomposition
exposé en 1942 par Danielson et Lanczos [Dan40]. Le lecteur trouvera en annexe une démonstration de
cette décomposition.
Cette méthode permet d’obtenir la totalité des transformées de Fourier FN(.), or la section précédente
nous indique que seules quelques raies sont suffisantes pour extraire les non-linéarités. L’algorithme pro-
duit plus de résultats que nécessaire, il est donc possible de le simplifier afin de n’utiliser que les calculs
des raies désirées. La figure 5.14 représente le "chemin de calcul" de la transformée F8(2).
La traduction de ce "chemin de calcul" se traduit par l’équation suivante.
F8(2) =
((












f3 +W 08 . f7
)) (5.7)
Ce chemin de calcul réduit la complexité du calcul du fait qu’étage après étage, une seule des deux sor-
ties de l’opérateur papillon est utilisée. L’utilisation des nombres complexes WN est également limité.
Dans le cas où N = 212 = 4096, et que seules les 6 premières harmoniques sont désirées, le calcul des 6
chemins ne réclame que 31 valeurs de WN au lieu des 211 = 2048 valeurs originelles. Ce gain n’est pas
négligeable dans notre contexte de calcul embarqué.
L’utilisation de cette transformée de Fourier réduite nous permet de diminuer les ressources nécessaires
au calcul. Afin de quantifier ces ressources, nous avons comparé trois implémentations différentes :
– l’implémentation classique issue du fournisseur de FPGA : Altera,
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FIG. 5.14 – Calcul de la transformée F8(2)
– l’implémentation classique issue du fournisseur libre OpenCore.org,
– l’implémentation séquentielle optimisée pour nos besoins.
Dans tout les cas, le circuit est synthétisé de façon à utiliser l’ensemble des ressources du FPGA : les
éléments logiques configurables et les blocs arithmétiques dédiés (éléments DSP [Alt05]). Les résultats
de l’occupation de ces ressources de base sont présentés dans le tableau 5.2. On observe effectivement
que l’algorithme séquentiel utilise beaucoup moins de ressources que les deux autres. La grande dif-
férence provient du fait que dans les deux autres algorithmes, la plupart des calculs se fait de manière
parallèle, alors que notre implémentation séquentielle réutilise les mêmes blocs. La durée de calcul dans
ce dernier cas est beaucoup plus longue. Il faudrait optimiser les implémentations parallèles de façon à
réutiliser également les éléments internes. Le nombre de cellules logiques devrait alors diminuer, et la
comparaison serait plus pertinente. Ces implémentations n’ont pas été réalisées dans cette étude.




TAB. 5.2 – Comparaison des ressources utilisées au sein du FPGA
5.3.3 L’algorithme de Goertzel
L’algorithme de Goertzel a été présenté pour la première fois par Gerald Goertzel en 1958 [Goe58]. Cet
algorithme propose une solution à faible complexité de la détermination de la valeur de quelques raies
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spectrales. Là où l’algorithme de FFT fourni le spectre total du signal, Goertzel fournit seulement la
valeur des raies désirées. Comme indiqué dans la section précédente, cette méthode répond parfaitement
à nos besoins. Une des applications de cet algorithme est la détection de signaux aux fréquences pré-
déterminées comme c’est le cas dans les claviers téléphoniques utilisant le standard DTMF (Dual-tone
multi-frequency).
L’algorithme de Goertzel effectue le calcul suivant à partir des N échantillons (avec f [−1] = f [−2] = 0) :






f [n−1]− f [n−2]pourp ∈ [0..N[ (5.8)
Une seconde équation est appliquée à la sortie du premier calcul :
fg2 [p] = fg1 [p]− e−2 jπ
k
N × fg1 [p−1] (5.9)
Ces deux opérations constituent l’application de deux filtres à réponse impulsionnelle infinie. Leurs






























(1− e−2πi kN z−1)
(1− e+2πi kN z−1)(1− e−2πi kN z−1)
=
1
1− e+2πi kN z−1
(5.12)
En revenant dans le domaine temporel, cette fonction de transfert se traduit par les équations suivantes :
fg2 [p] = f [p]+ e2πi
k















or pour q < 0, f [q] = 0. Donc :









Pour p < N, la valeur représentée par fg2 [p] n’a aucune signification pertinente. Par contre, pour p = N,
et en posant f [N] = 0, on obtient la valeur de la transformée de Fourier discrète du signal f :








N q = FN(k) (5.15)
La figure 5.15 représente l’architecture du filtre de Goertzel.
L’algorithme nécessite N +2 multiplications réelles et 2×N +1 additions réelles. En comparant ces va-
leurs à celles nécessaires pour l’algorithme de FFT, l’algorithme de Goertzel reste pertinent tant qu’on se
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FIG. 5.15 – Filtre RII de Goertzel
limite à une dizaine de raies à calculer. La précision de l’algorithme est identique à celle de l’algorithme
de FFT lorsque l’on utilise le même nombre d’échantillons. Le nombre encore élevé de multiplications,
et le calcul effectué à partir de nombre de type réel constitue également un coût important au niveau res-
source dans le cas d’une implémentation embarquée. Il est possible de diminuer ces coûts en manipulant
différemment le signal converti. C’est l’objet de notre proposition d’algorithme présentée dans la section
suivante.
5.3.4 Notre solution : l’algorithme LoCHE
L’algorithme précédent a permis la réduction de la complexité des calculs, mais le nombre de multi-
plications est encore élevé, et le type des données traitées n’étant pas du type entier, il réclame une
représentation sur un nombre élevé de bits. Ces considérations seront exposées dans la dernière section
de ce chapitre. Dans cette section nous présentons un nouvel algorithme d’extraction spectrale, basé sur
une manipulation additive ou soustractive des données de type entier.
Cet algorithme nommé LoCHE, pour LOw Cost Harmonics Estimation [FBD+06] a été mis au point sous
l’influence de la lecture de [SN97] écrit par Sunter. Celui-ci tente de retrouver une écriture polynomiale
d’une fonction de transfert à partir de manipulations additives et soustractives de sommes intégrales de
la courbe représentant cette fonction. Notre algorithme reprend ce concept, mais en utilisant les séries de
Fourier en lieu et place du modèle polynomial. En effet, nous cherchons à modéliser un signal sinusoïdal
et non plus une fonction de type linéaire.
Objectif de notre méthode
Dans le chapitre 3, il a été démontré que toute fonction périodique pouvait se décomposer en une série








(ak cos(kωt)+bk sin(kωt)) (5.16)
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avec ω = 2πT . Dans la pratique, l’ordre de la modélisation est limité à la valeur HMAX . Les paramètres
recherchés sont les valeurs des couples (ak,bk). Dans un premier temps, nous utilisons deux nouvelles
fonctions, fc(.) et fs(.) afin de séparer la recherche des valeurs ak de celle des valeurs bk. Ces deux
nouvelles fonctions utilisent les propriétés de symétrie des fonctions cosinus et sinus.










Dans le domaine discret, ces deux fonctions s’expriment facilement, si l’on considère un nombre N
d’échantillons.






+ f [n] (5.19)













A partir de ces nouvelles fonctions, les recherches des valeurs ak et bk peuvent être réalisées de ma-
nière indépendante. La figure 5.16 représente une fonction f quelconque, et la figure 5.17 illustre la
décomposition de f en fc et fs.
FIG. 5.16 – Fonction f [n]
Démonstration sur un modèle d’ordre 3
Dans cet exemple, nous considérerons un modèle d’ordre HMAX = 3, et nous ne nous intéresserons qu’à
la recherche des valeurs de ak, le mode de recherche des valeurs de bk s’effectuant de manière similaire.
Nous ne travaillerons donc qu’avec la fonction fc, et les paramètres a1, a2 et a3. La fonction fc ainsi que
103
5.3. CALCUL DES HARMONIQUES IN SITU
(a) Fonction fc (b) Fonction fs
FIG. 5.17 – Décomposition de la fonction f [n]
sa décomposition en cosinus sont représentées sur la figure 5.18. On cherche à discriminer d’une façon






FIG. 5.18 – Décomposition du modèle d’ordre 3
Si l’on multiplie la fonction fc et ses composantes internes, par la fonction signe(cos(2ωt)), la figure
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5.19 est obtenue. La fonction signe(.) est définie ci-dessous :
signe(x) =
+1 si x > 0,−1 si x < 0. (5.22)
FIG. 5.19 – Décomposition du modèle d’ordre 3
Graphiquement, on peut observer que le calcul intégral des différentes courbes sur l’ensemble de l’axe
des abscisses semble fournir des résultats intéressants. En effet, les intégrales de 2a1cos(ωn)×signe(cos(2ωn))
et 2a3cos(3ωn) ×signe(cos(2ωn)) sont nulles, alors que l’intégrale de 2a2cos(2ωn) ×signe(cos(2ωn))
ne l’est pas. Or si les contributions des cosinus cos(ωn) et cos(3ωn) sont nulles, cela revient à dire que
l’intégrale de fc(n)× signe(cos(2ωn)) est égale à celle de 2a2cos(2ωn) ×signe(cos(2ωn)). A partir de





































fc (t) .signe(cos(2ωt))dt (5.24)
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En utilisant la fonction signe(cos(3ωt)), on met en évidence la relation qui lie a3 et le calcul intégral F3c .

























Dans le cas du calcul de a1, le calcul est un peu moins trivial, et sera expliqué dans la section suivante.
















Ces calculs mettent en évidence qu’à partir de simples additions et soustractions effectuées sur le signal
discrétisé, les paramètres a1, a2 et a3 peuvent être extraits facilement. Pour les valeurs de bk, les calculs
se font de manière similaire en utilisant les fonctions signe(sin(kωt)). La section suivante expose la
généralisation de la méthode pour un ordre HMAX quelconque.
Généralisation de la méthode
Dans le cas de la modélisation à l’ordre HMAX , seule les valeurs de ak seront également exprimées. Les
valeurs de bk suivent le même type de raisonnement. Le calcul des intégrales du type F
q
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L’expression signe(cos(qωt)) ne peut prendre que 2 valeur (1 ou −1), et ces valeurs sont constantes sur
les intervalles délimités par deux zéros consécutifs de la fonction cos(qωt). Cqk peut donc être évalué




. Soient (zi)i∈[1..q] les
zéros précités, alors en rajoutant z0 = 0 et zq+1 = NTech2 pour les valeurs extrêmes, Cqk peut s’exprimer de









On peut alors démontrer les relations suivantes :





– Si q est impair (q = 2p+1) et si k est impair (k = 2t +1) et si kq est un entier impair, alors :










Cqk = 0 (5.37)
Ces relations fortes, font que la matrice C est majoritairement constituée de 0 et possède de plus, la pro-
priété d’être une matrice triangulaire supérieure. Elle est donc aisément inversible à l’aide de la méthode





Pour i ∈ {1, . . . ,HMAX −1}
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Pour i ∈ {1, . . . ,HMAX −1}
bi =












Ces équations peuvent paraître compliquées de prime abord, mais leur utilisation n’intervient qu’à la fin
du calcul. La partie la plus longue de notre algorithme consiste à estimer les intégrales Fqc et F
q
s . La com-
plexité globale de l’algorithme est très faible : pour le calcul d’une raie, environ N additions/soustractions
sont nécessaires pour le calcul des intégrales, et quelques multiplications pour normaliser le résultat final.
La section suivante compare les implémentations physiques des différents algorithmes.
5.3.5 Implémentation et comparaison des techniques
Les trois algorithmes précédents ont été décrits en VHDL, synthétisés et implantés au sein de notre
véhicule de test. Nous ne nous attarderons pas sur les différents codes écrits, mais nous nous contenterons
d’illustrer leur fonctionnement au travers des figures 5.20 à 5.22. L’algorithme de FFT simplifié a été
suffisamment représenté dans la section précédente, aussi, aucune figure ne reprendra son explication.
Algorithme de Goertzel
L’algorithme de Goertzel a été implémenté sous forme de bloc (figure 5.20) reprenant l’écriture sous
forme de filtre RII de la figure 5.15. La représentation des données est ici indiquée par les termes entre
crochets. Par exemple, Data_in[11.0] illustre une représentation sur 12bits de la donnée Data_in.
Data_in constitue l’entrée du bloc VHDL : sa représentation sur 12bits provient de la résolution du
convertisseur lié à notre étude. Comme l’algorithme utilise des nombres signés, la première opération
effectuée est une extension du bit de signe ainsi qu’une augmentation de la représentation de 12 à 36bits
(=[24.12]). Cette augmentation est nécessaire pour assurer une précision suffisante lors des calculs in-
termédiaires. Le résultat de la multiplication n’est pas représenté sur 36+32 bits car la constante est en
fait un nombre réel, représenté sur 2bits pour sa partie entière et sur 30bits pour sa partie décimale. La
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multiplication procède également à un arrondi afin d’obtenir au final un nombre représenté sur 36bits.
L’opération de "complément à deux" permet de procéder à la multiplication par −1 nécessaire. Enfin,
l’additionneur à trois entrées conserve la représentation sur 36bits, cette dernière ayant été choisie afin
de ne jamais saturer.
FIG. 5.20 – Architecture de l’implantation de l’algorithme de Goertzel
Ce bloc de base est ensuite répété 5 fois (figure 5.21) et ajusté pour que la valeur de la constante soit
adaptée à la raie recherchée : Constantek = 2cos(2πk/N) pour k = {1,2,3,4,5}. Les données issues du
convertisseur ont été préalablement stockées dans une mémoire de taille N×12bits. Une machine d’état
contrôle ensuite la valeur de l’adresse à utiliser et active le calcul parallèle des différents blocs. Tout les
éléments fonctionnent de façon synchrone. Le résultat des calculs est ensuite accessible via les registres
de données nommées Raie_k.
FIG. 5.21 – Architecture du circuit de calcul des 5 premières raies du spectre
Algorithme LoCHE
L’algorithme LoCHE n’utilise que des additions et des soustractions pour calculer les valeurs des Fkc
et Fks . Pour effectuer cette opération, un opérateur AddSub est utilisé (figure 5.22). Cet opérateur est
contrôlable à partir d’un simple bit, et permet d’agir soit en additionneur, soit en soustracteur. La valeur
de ce bit de contrôle est fourni par la mémoire servant à stocker les signes des 10 opérateurs AddSub (5
pour le calcul des Fkc et 5 pour le calcul des F
k
s , avec k = {1,2,3,4,5}). Ce stockage peut être remplacé
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par un calcul à la volée des bits de contrôle de signe. Son implémentation n’a pas encore été réalisée, mais
peut s’effectuer à l’aide de simples compteurs. Le bouclage de la sortie des opérateurs AddSub permet
de les faire fonctionner comme un accumulateur. Afin de ne pas saturer les valeurs, la représentation des
données s’effectue sur 24bits, l’algorithme ne travaillant uniquement qu’avec des nombres entiers. De
la même manière que pour l’algorithme de Goertzel, une machine d’état contrôle l’envoi des données
stockées dans la table mémoire. Toutes les opérations sont également traitées de façon synchrone. Les
blocs combinatoires C et S représentent les opérations linéaires à appliquer aux variables Fkc et F
k
s afin
de calculer la valeur des paramètres ak et bk. Ces combinaisons peuvent être éventuellement effectuées
en externe, les variables de sorties Fkc et F
k
s représentant alors une signature des valeurs des harmoniques
du signal.
FIG. 5.22 – Architecture du circuit de calcul des 5 premières raies du spectre à partir de l’algorithme
LOCHE
Comparaison des implémentations
Deux éléments sont pris en compte dans notre étude comparative des algorithmes d’estimation spectrale :
– les ressources nécessaires aux calculs (taille mémoire, nombre de portes)
– la qualité de l’estimation.
Le tableau 5.3 synthétise les ressources nécessaires lors de nos diverses implémentations. Les Logic
Elements représentent la plus petite entité présente dans le FPGA, aussi, leur nombre est assimilable au
nombre de portes nécessaire. Les blocs DSP représentent une entité de calcul propre au FPGA. Leur
conception interne utilise des ressources optimisées pour le calcul : portes, mémoire, registres. Ils sont
notamment utilisés pour le calcul d’opérations du type multiplication. Dans le FPGA choisi dans cette
étude [Alt05], le nombre de blocs DSP est 96. Ces blocs représentent une surface de silicium considérable
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au sein du composant, aussi, plus le nombre de blocs utilisé est faible, moins la surface utilisée sera
grande. Le nombre de bits mémoire RAM représente les mémoires utilisées pour l’extraction. Il est à
noter que dans nos implémentations, toutes les données issues du convertisseur étaient stockées dans
une mémoire de type RAM. La valeur prend donc en compte ce paramètre. Enfin, la fréquence Fmax
représente la fréquence maximale de fonctionnement de l’implémentation physique.
TAB. 5.3 – Ressources internes utilisées dans le FPGA
Goertzel LoCHE FFT Altera FFT OpenCore.org FFT séquentielle
# Logic Elements 3,796 1,080 49,851 14,794 403
# blocs DSP 0 0 96 96 92
# RAM bits 49,152 90,112 49,512 49,512 90,112
Fmax (MHz) 63.07 144.99 300 77.71 46.42
Il ressort de ce tableau que ce sont les algorithmes de FFT qui consomment le plus de ressources, no-
tamment en terme de blocs DSP utilisés. Ces algorithmes sont donc difficilement implémentables pour
une extraction spectrale embarquée. Les deux algorithmes qui semblent les plus adaptés aux contraintes
de l’embarqué, sont ceux de Goertzel et LoCHE. Leur utilisation de Logic Elements est faible et ils
n’utilisent aucun blocs DSP. Le nombre élevé de bits utilisés pour LoCHE tient compte de la mémoire
des signes des opérateurs AddSub, or il a été mentionné auparavant qu’une nouvelle implémentation à
l’aide de compteur devrait permettre de nous affranchir de cette contrainte. La fréquence maximale per-
met de trancher entre les deux algorithmes. En effet, l’algorithme de Goertzel, du fait des multiplications
utilisées, ne peut fonctionner aussi vite que l’algorithme LoCHE. La fréquence maximale atteinte par
LoCHE étant supérieure aux fréquences d’utilisation du convertisseur étudié, lui permettrait de traiter les
données à la volée, et donc de ne pas utiliser un stockage des données.
D’un point de vue qualitatif, la figure 5.23 compare les estimations des différentes méthodes. Les résultats
fournis par la FFT et par Goertzel sont identiques, à l’exception de la raie numéro 4, dont le niveau de
puissance se situe très proche du plancher de bruit dû à la quantification. L’algorithme LoCHE réussit
à estimer avec autant de précision les 3 premières raies, mais est plus sensible au niveau faible de la
puissance de la 4ème harmonique. L’estimation de la 5ème raie est également erronée. La justification
de cette erreur provient du calcul des arrondis des zéros zi mentionnés dans l’équation 5.33.
5.3.6 Conclusion
Le niveau de précision et la faible quantité de ressources nécessaires aux algorithmes de Goertzel et
LoCHE en font deux candidats à l’extraction spectrale embarquée. Cependant, le nombre de raies har-
moniques calculées est trop faible pour pouvoir utiliser leur valeur dans un processus de compensation




FIG. 5.23 – Comparaison des estimations
5.4 Conclusion
Ce chapitre nous a permis de mieux comprendre les besoins d’un système de compensation embarqué.
Dans un premier temps nous avons mis en oeuvre une simplification de la méthode de compensation
liée à une étude de le courbe de non-linéarités propre au convertisseur. Nous avons pu mettre en avant
de nombreuses simplifications liées à une compréhension accrue des phénomènes liés à l’architecture du
convertisseur.
Dans un second temps, nous avons étudié la faisabilité d’une implémentation à faibles ressources d’une
extraction spectrale. En comparant les différentes techniques existantes et en proposant une nouvelle ap-
proche basée sur des opérations arithmétiques simples, nous sommes parvenus à un système consommant
très peu de ressources logiques et capable d’extraire les premières harmoniques d’un signal converti.
Cependant, le faible nombre d’harmoniques calculées par ces méthodes font qu’elles se destinent davan-
tage à un contexte de type BIST. En effet, l’obtention d’une table de correction valable s’effectue à partir




La convergence des différents standards et des protocoles de communications numériques requiert la
conception de convertisseurs analogique numérique de haute résolution et de fréquence d’échantillon-
nage très élevée. La conception de tels convertisseurs est pour le moment inaccessible à cause des sensi-
bilités des architectures aux variations de procédés de fabrication. En attendant la maturité de la prochaine
génération de CAN, les méthodes de compensation permettent à la fois d’améliorer la connaissance des
points de blocage de la conception et de repousser les limites des convertisseurs actuels. Cette nouvelle
compréhension fait partie du processus d’évolution des architectures et est donc primordiale à l’élabora-
tion de procédés de conversions robustes.
Bilan des chapitres
Après avoir exposé les principes de base de la quantification analogique numérique, le premier chapitre
a présenté différentes architectures afin de sensibiliser le lecteur aux difficultés de la conception de tels
circuits. La mise en place de composants à la fois linéaires et rapides face aux vitesses de fonctionne-
ment demandées est un challenge loin d’être résolu. Le compromis linéarité/vitesse impose de limiter les
vitesses de fonctionnement au regard de la qualité de la conversion. L’idée de relaxer les contraintes de
linéarité afin d’augmenter cette vitesse, requiert la compensation ces nouvelles non-linéarités.
Le second chapitre nous a permis de parcourir de façon globale mais non exhaustive, la plupart des mé-
thodes dîtes de post-correction. Les méthodes les plus simples consistent en un échange de valeurs de
conversion à travers une table de correspondance d’une à plusieurs dimensions. D’autres méthodes, plus
mathématiques, tentent de modéliser le convertisseur à partir de modèles non-linéaires à mémoire. La
complexité des calculs rend la mise ne oeuvre de ces méthodes particulièrement difficile pour un résultat
très proche de celui obtenu avec les technique utilisant les tables de correspondance. Le dernier ensemble
de compensation présenté dans le chapitre 2 est de loin le plus utilisé par les concepteurs de convertis-
seur. Lors de la conception, ces méthodes de compensation, telles que le dithering ou la calibration des
capacités, sont implémentées afin de minimiser les effets des variations et dérives de procédés de fabri-
cation. La meilleure solution consiste évidemment en un mélange subtil des différentes méthodes. Nous
avons sélectionné pour notre étude, une méthode de compensation basée sur une table de correspondance
uni-dimensionnelle, qui possède la propriété d’être facilement mise en oeuvre.
113
5.4. CONCLUSION
Le troisième chapitre expose différents moyens de calculer les valeurs des non-linéarités utilisées pour
remplir la table de correspondance correctrice. Deux grandes méthodes s’offrent alors : la méthode sta-
tistique, et la méthode analytique. La première consiste à estimer la fréquence d’apparition de chaque
code de sortie pour un signal d’entrée et de comparer ce résultat avec la réponse attendu. Cette méthode
classique est actuellement utilisée pour le test et la caractérisation des convertisseurs. Elle permet une es-
timation assez précise des NLI mais requiert un très grand nombre d’échantillons. La méthode analytique
se base sur une modélisation de la courbe représentant les non-linéarités. Les paramètres de ce modèle
peuvent alors être calculés directement à partir du spectre complexe du signal converti. Cette méthode
permet de réduire drastiquement le nombre d’échantillons nécessaires à l’estimation des NLI..
Dans le cadre de la compensation, deux possibilités s’offrent à nous : soit la compensation est effec-
tuée de façon externe au composant, soit la compensation est intégrée au composant. Dans la premier
cas, l’utilisateur dispose de toutes les ressources et du temps nécessaire. Le calcul des non-linéarités
peut alors s’effectuer à partir de la méthode statistique. Par contre, dans le cadre d’une compensation
embarquée, les ressources nécessaires en termes de taille de silicium ajouté, de complexité de calcul se
doivent d’être minimales. Dans ce second cas, l’utilisation de méthodes d’extraction analytique semble
plus adaptée.
Dans le quatrième chapitre, nous étudions de façon expérimentale la robustesse de la méthode de com-
pensation. Diverses expériences sont menées afin de déterminer les paramètres influents sur la qualité
de la compensation. Les conclusions de ces expériences valident l’utilisation d’une table de correction
calculée pour une fréquence d’entrée et une fréquence d’échantillonnage fixes. La compensation n’est
alors pas optimale pour toutes les gammes de fréquences utilisées, mais l’apport de la compensation
est toujours significatif. L’idéal serait bien évidemment de recalculer la table de correspondance pour
les différentes conditions d’utilisation, mais cela nécessiterait une reprogrammation du convertisseur au
cours de sa vie. Cette pratique n’est donc pas réalisable mais l’utilisation d’une compensation embarquée
permettrait de répondre à ce besoin.
Le cinquième chapitre aborde les prémices de la compensation embarquée. Après avoir exposé des sim-
plifications liées à une nouvelle compréhension de la courbe des non-linéarités du convertisseur étudié,
nous avons réduit les besoins de la méthode analytique d’extraction des non-linéarités. La seconde par-
tie du chapitre étudie différentes solutions pour extraire les puissances des raies harmoniques du signal
converti. Après avoir exposé le principe de fonctionnement de la transformée de Fourier rapide ainsi
que de son implémentation séquentielle, deux techniques sont mises en avant : l’algorithme de Goertzel,
et notre nouvel algorithme intitulé LoCHE. Ces deux techniques permettent de calculer à partir de très
peu de ressources un nombre limité de raies harmoniques. Malheureusement, le faible nombre d’harmo-
niques calculables par ces deux méthodes les destinent à du test intégré qu’à de la compensation intégrée.
Perspectives
Au travers de ce manuscrit, de nombreuses techniques ont été étudiées, et mises en avant. Parmi elles,
l’utilisation de l’analyse spectrale en vue de l’extraction des non-linéarités du convertisseur, nous a per-
mis d’établir de nouvelles orientations d’études sur ces erreurs. La mise en place d’un formalisme fré-
quentiel associé aux courbes de NLI, nous semble être un sujet d’étude important à poursuivre à l’issu de
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ces premiers travaux. La perspective majeure est de pouvoir relier ces phénomènes cycliques directement
à l’architecture interne du convertisseur. Cette analyse pourrait permettre aux concepteurs de modifier
leurs blocs analogiques afin de contrôler l’apparition des récurrences et donc de maîtriser les fluctuations
de la courbe de NLI.
Les résultats de la compensation étudiée sont encourageants et nous incitent à poursuivre également dans
cette voie. Pendant l’implémentation de cette technique, nous nous sommes aperçu que la quantification
de la courbe de non-linéarités pouvait, elle aussi, être l’objet d’une étude plus poussée. Une quantifica-
tion de type Σ−∆ pourrait permettre de modifier l’allure du Spectr_inl en repoussant sur les récurrences
élevées, la majorité de l’énergie présente sur les récurrences faibles. Cette quantification pourrait s’ef-
fectuer avec suréchantillonnage et fournir deux tables permettant de diminuer l’erreur de quantification
de +/− 0.5LSB à +/− 0.25LSB. La correction devrait alors être améliorée. Quelques travaux ont été
menés sur ce sujet, mais par faute de temps, il ne nous a pas été possible de les conduire plus en avant.
Cependant, les premiers résultats semblaient confirmer l’amélioration attendue.
Conclusion finale
L’objectif de cette thèse était de réaliser une compensation des non-linéarités d’un convertisseur conçu
pour pouvoir fonctionner à haute vitesse mais avec une linéarité dégradée. Après une étude des différentes
méthodes de compensation, nous avons opté pour une compensation simple dont l’efficacité a été testée
par la suite. La conclusion de cette étude est qu’il est possible d’améliorer la linéarité du composant
en calculant une table de correspondances pour une fréquence d’entrée donnée. La compensation offline
nous semble donc viable dans un contexte industriel. Il faudrait cependant étudier l’effet du vieillissement
sur cette correction.
L’étude menée autour de la compensation online ne nous a pas permis de proposer une solution répondant
aux objectifs. La difficulté d’extraire les non-linéarités du convertisseur pendant son fonctionnement est
un problème majeur à cette réalisation. Cependant, notre recherche de réduction de la complexité a mis en
avant l’étude fréquentielle des courbes de non-linéarités, et nous a également permis d’écrire un nouvel
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Annexe A
Démonstration mathématique de la méthode par Histogramme
Le calcul des non-linéarités du convertisseur à partir de l’histogramme nécessite la connaissance au préa-
lable d’un histogramme de référence. Celui-ci est obtenu mathématiquement à partir d’une conversion
idéale. La densité de probabilité du signal d’entrée est tout d’abord nécessaire. Dans le cas d’un signal
sinusoïdal V (t), de pulsation ω et d’amplitude A, la densité de probabilité f (V (t)) est donnée par la
formule suivante :






FIG. 5.24 – Représentation du signal sinusoïdal
Sa justification provient de la démonstration suivante. Il faut tout d’abord considérer le signal sinusoïdal
sous sa forme trigonométrique représentée sur le cercle de la figure 5.24. La probabilité d’avoir une ten-
sion V inférieure à la valeur de référence v est donnée par le rapport de l’intervalle des angles favorables
à l’obtention de ces valeurs sur le nombre total d’angles possibles. Dans notre cas, pour que le signal
soit inférieur à v, il faut que l’angle φ soit compris entre θ et 2π−θ. La probabilité P(V < v) est donc
donnée par la probabilité que φ soit dans cet intervalle. Comme φ dépend du temps, et que cette variable
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est linéaire, la probabilité est donc tout simplement : P(V < v) = π−θ
π





on obtient la formule suivante :




















A partir de cette représentation mathématique, on peut désormais calculer la probabilité théorique pth(i)
d’apparition du code i. Celle-ci est donnée par l’aire présente sous la courbe de densité de probabilité et
comprise entre les tensions de transition Vi et Vi+1 (figure 5.25).
FIG. 5.25 – Représentation du signal sinusoïdal




f (V (t))dV (t) (5.48)
C’est cette probabilité qu’il convient de comparer à la mesure effectuée par histogramme sur le signal
converti réel. En effet, le calcul de l’histogramme revient à compter les occurrences d’apparition des
codes à l’issu de la conversion. Ce nombre d’occurrences est donc en relation directe avec leur probabilité









L’égalité de pth(i) et p(i) est réalisée quand le convertisseur ne possède pas de non-linéarité. A partir de
la mesure p(i) et de l’expression de pth(i), les valeurs des tensions de transition peuvent être retrouvées.
Pour simplifier les calculs, l’utilisation de l’histogramme cumulé est préféré. Cet histogramme, Hc, est




D’un point de vue probabilité, Hc(i) représente alors la somme des occurrences inférieures ou égales au




f (V (t))dV (t) (5.51)






Ces nouvelles équations permettent d’extraire la valeur de la tension de transition :
Vi+1 =−A.cos(πpc(i)) (5.53)
Dans la pratique, ces valeurs sont souvent normalisées (V normi ) afin d’éliminer les problèmes liés à l’es-
timation de l’amplitude A et de l’offset éventuel du signal d’entrée. Cette normalisation impose alors
le calcul d’un quantum de référence qr dont la valeur est calculée à partir de la moyenne des 2n− 3
quantums situés entre les tensions de transition V norm1 et V
norm
2n−2 . Les codes extrêmes sont volontairement
écartés du fait de la saturation réalisée à l’entrée, afin d’être certain d’exciter tout les codes. Le calcul
des non-linéarités s’effectue alors directement avec les formules suivantes :
NLD(i) =











Présentation de l’algorithme de FFT
Danielson et Lanczos démontrèrent que toute transformation de Fourier discrète FN(.) de longueur N,
pouvait être réécrite comme la somme de deux transformations de Fourier discrètes de longueur N2 :
la première, FeN/2(k), contenant les échantillons numérotés pairs, et la seconde, F
o
N/2(k), contenant les
échantillons numérotés impairs. La démonstration est effectuée ci-dessous :
FN(k) = ∑N−1j=0 f j.e
. 2iπk jN
= ∑N/2−1j=0 f2 j.e
. 2iπk2 jN +∑N/2−1j=0 f2 j+1.e
. 2iπk(2 j+1)N
= ∑N/2−1j=0 f2 j.e





















Il faut noter que le nombre complexe W possède des propriétés de symétrie qui permettent de simplifier
les écritures. La première d’entre elles, est la suivante :







Il n’y a donc pas de contradiction de calculer FeN/2(k) et F
o
N/2(k) pour k ∈ [0..N[ Graphiquement, la
décomposition de 23 échantillons de données se traduit par la figure 5.26. La décomposition peut être
poursuivie sur les termes FeN/2(k) et F
o
N/2(k). Quatre nouvelles transformées de Fourier discrètes de lon-
















Une nouvelle propriété remarquable du nombre complexe W est introduite :
W kN/2 = W
2k
N (5.60)





















La décomposition peut alors être encore une fois appliquée dans notre exemple à 23 échantillons. Les
FIG. 5.27 – Seconde décomposition
nouvelles transformées de Fourier discrète sont alors dégénérées au simple échantillon. Par exemple, la
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décomposition de FeeN/4(k) fournit :
FeeN/4(k) = f0 +W
4k
N . f4 (5.63)
FN(k) peut donc être calculé de façon récursive, en fonction des nombres complexes WN et des échan-
tillons de départ. Pour cela, une première réorganisation des données doit être effectuée. Pour notre
exemple à 23 échantillons, on observe que la réorganisation des données correspond à une opération
dite de bit reversing effectuée sur l’adresse de l’échantillon. La figure 5.28 illustre ce propos. Un nouvel
FIG. 5.28 – Réorganisation des échantillons
opérateur complexe est introduit : l’opérateur papillon. Cet opérateur est représenté sur la figure 5.29. A
partir de deux valeurs d’entrées complexes E0 et E1, et d’un paramètre complexe W kN , l’opérateur fournit
les valeurs de sorties complexes S0 et S1. Le calcul de ces deux valeurs est fournit par les équations
suivantes :
S0 = E0 +W kN .E1
S1 = E0−W kN .E1
(5.64)
En introduisant l’opérateur papillon dans le calcul de la transformée de Fourier, on peut observer le
FIG. 5.29 – Opérateur papillon
parallélisme qui représente la force du calcul de l’algorithme. La figure 5.30 illustre le calcul sur 23
échantillons. On observe trois étages d’opérateurs papillons qui sont appelés séquentiellement. Pour 2n
échantillons, l’algorithme contiendrait log2(2n) = n étages constitués de 2n multiplications.
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FIG. 5.30 – Calcul récursif et parallèle
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Resumé
De nombreuses recherches tentent d’améliorer les convertisseurs actuels en proposant de nouvelles ar-
chitectures et de nouveaux procédés de fabrication. Cette évolution est longue et doit s’exécuter étape par
étape. Cependant, il est possible d’utiliser des méthodes permettant de compenser les lacunes d’un com-
posant donné avant de franchir l’étape suivante. Ces méthodes de compensation permettent de repousser
les limites du composant en attendant la maturité de la génération suivante. Elles permettent également
de mieux comprendre les défauts actuels et d’orienter les concepteurs vers des pistes prometteuses pour
leurs recherches.
C’est dans ce contexte que nous proposons d’étudier l’effet d’une compensation par table de correspon-
dance uni-dimensionnelle (LUT 1D) sur un convertisseur de type à repliement et à interpolation.
Afin de remplir cette table de correction, nous proposons d’utiliser et d’optimiser un algorithme d’ex-
traction des non-linéarités du composant, basé sur une analyse fréquentielle du signal converti.
Les paramètres sensibles de la méthode de compensation sont ensuite étudiées au travers d’expérimen-
tations menées sur un convertisseur spécialement conçut pour cet objectif. Nous établissons qu’il est
possible de calculer une table de correspondance suffisamment robuste indépendamment des variations
de fréquences et de température.
Finalement, nous proposons une nouvelle méthode d’extraction des paramètres spectraux d’un signal à
partir de ressources de calculs très faibles. Cette étude permet d’entamer le processus d’embarquement
de la compensation au sein du convertisseur. Cette finalité fait partie des perspectives liées à cette thèse.
Mots clés : CAN, compensation, FFT, LoCHE, Goertzel, LUT, FPGA
Abstract
Many researches are trying to improve the nowadays analog-to-digital converters in proposing new ar-
chitectures and new fab processes. This evolution is long and need to follow a step-by-step roadmap.
However, one can use methods to compensate the lacks of a device while waiting for the next step. Those
methods allow to push further the device’s limits while waiting for the next generation. They also allow
to have a better understanding of the defects that can drive the designers in new ways of designing.
In this context, we study the effect of a compensation based on a unidimensional LookUp Table (LUT
1D) on a folding and interpolation converter.
In order to fill this LUT, we present an optimized algorithm that can extract the non linearities of the
device from a complex spectrum lead on the output data.
Sensitives parameters are then studied through a set of experiments lead on a dedicated converter. We
proove that a unique LUT could be computed to provide a robust compensation independantly of the
frequencies and temperature variations.
At last, we propose a new algorithm that perfoms the spectral extraction of a signal with low cost res-
sources. This study allows us to begin the path of the embedded compensation.
Keywords : ADC, compensation, FFT, LoCHE, Goertzel, LUT, FPGA
