In this paper, we construct six families of infinite simple conformal superalgebra of finite growth based on our earlier work on constructing vertex operator superalgebras from graded assocaitive algebras. Three subfamilies of these conformal superalgebras are generated by simple Jordan algebras of types A, B and C in a certain sense.
Introduction
The notion of conformal superalgebra was formulated by Kac [K3] . Conformal superalgebras play important roles in quantum field theory (e.g. cf. [K3] ) and vertex operator superalgebras (e.g. cf. [K3] , [X5] ). The classification theorem of simple conformal superalgebras of finite type was announced by Kac [K5] and proved in [DK] . Except the algebra CK 6 , all the classified finite simple conformal superalgebras are essentially quite known (e.g. cf. [K3] , [K4] ). The algebra CK 6 is a subalgebra of the algebra K 6 constructed through the Hodge dual (cf. [CK1] ). A natural question is whether there exist new simple conformal superalgebras whose structures are close to the simple conformal superalgebras of finite type. In this paper, we shall give an affirmative answer.
Motivated by the vertex operator subalgebras generated by certain quadratic free fields in our earlier work [X3] on ternary moonshine spaces, we introduced in Section 7.3 of [X5] a new family of infinite-dimensional Lie superalgebras, which we called "double affinizations" of Z 2 -graded associative algebras with respect to a trace map. From these Lie superalgebras, we constructed new families of conformal superalgebras with a Virasoro element, which yielded new families of simple vertex operator superalgebras generated by their subspaces of small weights. In this paper, we shall construct six families of infinite simple conformal superalgebras of finite growth from matrix algebras and prove their simplicity. A generator subset of each of these algebras is determined. In particular, three subfamilies of these algebras are simple conformal algebras generated by simple Jordan algebras of types A, B and C in a certain sense except their "minimal cases."
Below we shall give more detailed introduction.
Throughout this chapter, the base field F is an arbitrary field of characteristic 0. For two vector spaces V 1 and V 2 , we denote by LM(V 1 , V 2 ) the space of linear maps from V 1 to V 2 . Moreover, we denote by Z the ring of integers, by N the set of natural numbers {0, 1, 2, ....} and by Z 2 = Z/2Z the cyclic group of order 2. When the context is clear, we use {0, 1} to denote the elements of Z 2 . We shall also use the following operator of taking residue:
Res z (z n ) = δ n,−1 for n ∈ Z.
(1.1)
Furthermore, all the binomials are assumed to be expanded in the nonnegative powers of the second variable.
A conformal superalgebra R = R 0 ⊕ R 1 is a Z 2 -graded C 
3)
for u ∈ R i ; v ∈ R j . We denote by (R, ∂, Y + (·, z)) a conformal superalgebra. When R 1 = {0}, we simply call R a conformal algebra.
The above definition is the equivalent generating-function form to that given in [K3] , where N 0 is a fixed positive integer. For a Γ-weighted conformal superalgebra (R, Y + (·, z)),
we define the weight system:
(1.11)
We shall also called the conformal superalgebra (R, Y + (·, z)) ∆-weighted (the weighting group is clearly the additive subgroup of F generated by ∆). In nonsuper case (R 1 = {0}),
we say R is Γ 0 -weighted (Γ 1 is redundant). Since Z is the only index-2 subgroup of Z/2, we have Γ 0 = Z when we consider a Z/2-weighted conformal superalgebra.
A sub-superalgebra R ′ of a conformal superalgebra (R, Y + (·, z)) is said to be generated by a subset S if
where we write
for u ∈ R.
(1.13)
In this paper, we shall construct six families of (1 + N/2)-weighted simple conformal superalgebras of finite growth. Three subfamilies of these algebras are generated by their subspaces of minimal weight, whose homogeneous structures are simple Jordan algebras of types A, B and C except their "minimal cases."
Our first family of simple conformal algebras R k×k,ℓ are parametrized by two positive integral variables, related to the algebra of k × k matrices. The algebra R 1×1,2 is the well-known W ∞ algebra without center (cf. [Ba] ) and the algebra R 1×1,1 is the wellknown W 1+∞ algebra without center (cf.
[PRS]) in mathematical physics. The more general algebra R k×k,1 is the W 1+∞ (gl k ) algebra studied by van de Leur [V] without center related to k component KP hierarchy. Our first family of simple conformal superalgebras
,ℓ are parametrized by three positive integral variables, related to the algebra of (k 1 + k 2 ) × (k 1 + k 2 ) matrices. We believe that the algebra R [1,1],1 is related to the supersymmetric analogues of the W 1+∞ algebra studied by physicists [DHP] , [Y] and [YW] . It is conceivable that all the simple conformal superalgebras presented in this paper would eventually be related to certain integrable systems that are generalizations of KP hierarchy.
In Section 2, we shall present the general construction of conformal superalgebras from Z 2 -graded associative algebras and its motivation from quadratic free fields. In Section 3, we shall construct three families of infinite simple conformal algebras of finite growth from matrix algebras and prove their simplicity. Section 4 is devoted to the constructions of three families of infinite simple conformal superalgebras of finite growth with nonzero odd part from matrix algebras and the proof of their simplicity.
Motivation and General Construction
In this section, we shall first give a motivation from quadratic free bosonic fields of the construction. Then we present our general construction of conformal superalgebras from Z 2 -graded assocaitive algebras based on Section 7.3 of [X5] . Moreover, we shall make a comparison of the general construction with the conformal superalgebras that generate the loop algebras and the centerless Virasoro algebras.
Motivation
In this subsection, we shall single out the conformal subalgebras related to certain quadratic free fields in our earlier works [X3] on ternary moonshine spaces.
Let H be a vector space with a nondegenerate symmetric bilinear form ·, · such that there exist two subspaces H + , H − satisfying H = H + + H − and
Let t be an indeterminate and set
where κ is a symbol to denote a base vector of one-dimensional vector space. We define 
ThenĤ − andB H are trivial Lie subalgebras ofĤ and
Let F1 be a one-dimensional vector space with the base element 1. We define an
Then F1 forms aB H -module. We denote by U(·) the universal envelopping algebra of a Lie algebra and by S(·) the symmetric algebra generated by a vector space. Form an inducedĤ-module
Moreover, we set
for h ∈ H, where z is a formal variable. As operators on V , {h(z) | h ∈ H} are called free bosonic fields.
For convenience, we denote
for h 1 , h 2 ∈ H and m, n ∈ N and
we write
(2.14)
In particular,
for h 1 , h 2 ∈ H and m, n, k ∈ N.
Note that
for h 1 , h 2 , h 3 , h 4 ∈ H and m, n, j, k ∈ Z + . Expressions (2.15)-(2.17) show that
Moreover, we define ∂ ∈ EndR 2 by
for h 1 , h 2 ∈ H and m, n ∈ Z + . Then the family (R 2 , ∂, Y + (|R 2 , z)) forms a conformal algebra by (3.3.42) and Theorem 6.1.3 in [X5] .
According to linear algebra, there exist basis {ς
by (2.1) and nondegeneracy of ·, · , where I is an index set. Note that
(1)(ς
for j 1 , j 1 , j 3 , j 4 ∈ I. Expressions (2.21) and (2.22) are essentially equivalent to matrix multiplications! This shows that there exists the connection between matrix algebra of dimension I × I and the conformal algebra (R 2 , ∂, Y + (|R 2 , z)), which is a motivation of our general construction of conformal superalgebra from Z 2 -graded associative algebras.
General Construction
In this subsection, we shall present the general construction of conformal superalgebra from Z 2 -graded associative algebras.
be a Z 2 -graded associative algebra with an identity element e. Let M 2×2 (A) be the algebra of 2 × 2 matrices whose entries are in A. Note that we have the following subalgebra of 25) where t 1 and t 2 are indeterminates. Denote
We make a convention that any notions that appear technically and have not been defined are treated as zero. For instance,
28)
Moreover, we make a convention that if the notion u [i,j] is used for i, j ∈ Z 2 , we always mean u ∈ A i+j . Under this convention, we have
The above formula was motivated by the following formula of the nonnegative operators of a quadratic field action on a quadratic element:
for j 1 , j 2 , j 3 , j 4 ∈ I and m 1 , n 1 , m 2 , n 2 ∈ N, which is defined by (2.1), (2.12), (2.14) and 
for n ∈ N/2. The correspondence between the notations in the above and the those in Section 7.3 of [X5] is as follows: the conformal superalgebra R(A) in the above is the quotient algebra R(A)/F1 in Section 7.3 of [X5] (cf. (7.3.51) ) and the notion
Furthermore, R(A) is a free F[∂]-module over the subspace
Thus R(A) is a (1 + N/2)-weighted conformal superalgebra of finite growth if A is finitedimensional. So are its subalgebras.
Let 38) where x 1 and x 2 are formal variables. Then (2.30) can be rewritten as
Let us make a comparison of the above conformal superalgebra with the comformal algebras generating "loop algebras" (affine Lie algebras without center) and the center-less Virasoro algebra. Let G be a Lie algebra and let t be an indeterminate. Set
and define the algebraic operation [·, ·] onḠ by
) forms a Lie algebra, which is called a loop Lie algebra. The subspace
forms a subalgebra ofḠ. Define
(2.43) and the B(Ḡ)-module structure on R(Ḡ) by
for u, v ∈ G, m ∈ N and n ∈ Z + . Now we define a conformal algebraic structure on R(Ḡ)
Then we have
by (2.44) and (2.46). Moreover, R(Ḡ) is a free F[∂]-module over G ⊗ t −1 and the Lie algebraḠ is generated by the conformal algebra R(Ḡ) (cf. Section 4.1 in [X5] ).
The center-less Virasoro algebra is a vector spaceV with a basis
The subspace
forms a subalgebra ofV. Define
and the B(V)-module structure on R(V) by
for m, n ∈ N. Now we define a conformal algebraic structure on R(V) by
by (2.53) and (2.55). Moreover, R(V) is a free F[∂]-module generated by L(−2) and the Lie algebraV is generated by the conformal algebra R(V ) (cf. Section 4.1 in [X5] ).
Note that the formula in (2.39) is indeed an analogue of (2.48) and (2.57). Let σ be an graded involutive anti-isomorphism of A, that is,
We define
In next two sections, we shall prove that if A is a finite-dimensional matrix algebra,
superalgebras of finite growth.
For convenience, we shall also redenote
throughout Sections 3 and 4 when the context is clear. Moreover, we denote
The following lemma will be used very often in the following two sections.
Lemma 2.1. Let T be a linear transformation on a vector space U and let U 1 be a subspace of U such that T (U 1 ) ⊂ U 1 . Suppose that u 1 , u 2 , ..., u n are eigenvectors of T
corresponding to different eigenvalues. If
Let k be a fixed positive integer. Recall that M k×k (F) denotes the algebra of all k × k-matrices with their entries in F. Take the settings in (2.23)-(2.31) and (2.33). We let
and
It can be verified that all the subspaces R k×k,ℓ for ℓ ∈ Z + are subalgebras of R(A). For each ℓ ∈ Z + , the algebra R k×k,ℓ is (ℓ+N)-weighted conformal superalgebra of finite growth
Moreover, for convenience, we redenote
Below, we denote by I k the k × k identity matrix.
k×k,1 if k > 1 and by
Proof. We first consider R k×k,2+ℓ for ℓ ∈ N. Denote by E p,q the matrix with 1 as its (p, q)-entry and 0 as the others for p, q ∈ 1, k. Note that for p, q, r ∈ 1, k and m, n 1 , n 2 ∈ N with m, n 2 ≥ ℓ, we have:
by (2.30) and (2.62). Note that the coefficient in the above δ r,p (n 1 + 1)(
for any r ∈ 1, k and ℓ ≤ m ∈ N, then
is a polynomial of degree < ℓ + 1 by (3.8) and the Taylor's Theorem at x = 1 in calculus.
Since l 2 + 1, j 2 + 1 ≥ ℓ + 1 and l 1 , j 1 ≥ 0, we have
for any r ∈ 1, k. Thus (3.9) holds if and only if
Let I be a nonzero ideal of R k×k,ℓ+2 (cf. (1.5) and (1.6)). By Lemma 2.1 and (3.7)-(3.12),
by (2.31) and (2.62). The coefficients of E q,q (0, ℓ) in the last equation is positive since j is even. Hence E q,q (0, ℓ) ∈ I.
For any q = r ∈ 1, k and ℓ < j ∈ 2N, we have
by (2.31) and (2.62). Thus we have
where, I k is the k × k identity matrix. Moreover, (2.31) tells us that
Solving the above linear system, we get I k (0, ℓ + 1) ∈ I. Let j be an even integer in {ℓ, ℓ + 1}. For any u ∈ A (cf. (3.1)) and m, n ∈ N, we have
by (2.31) and (2.62). Since j is even, the coefficient of u(m, ℓ + n) on the right-hand side is positive. Thus we get (3.20) that is I = R k×k,ℓ . So R k×k,ℓ is a simple conformal algebra.
Suppose that k > 1. For m, n ∈ N and p, q ∈ 1, k with p = q, we have
by (2.31) and (2.62). Thus R k×k,ℓ+2 is generated by R (ℓ) k×k,ℓ+2 . Let R ′ be a subalgebra of R 1×1,ℓ+2 generated by {I 1 (0, ℓ), I 1 (0, ℓ + 1)}. We have
by (2.31) and (2.62). Since (m + 1)(
we have
Next we consider R k×k,1 . Note that for p, q, r ∈ 1, k and m, n 1 , n 2 ∈ N, we have:
by (2.31) and (2.62). Note that the coefficient in the above δ r,p (
Let I be a nonzero ideal of R k×k,1 (cf. (1.5) and (1.6)). By Lemma 2.1, (3.27), (3.28) and the Taylor's theorem at x = 1 in calculus (cf. (3.9)-(3.12)),
) are both subalgebras of R k×k,1 , which are isomorphic to (R k×k,2 , ∂, Y + (·, z)) through the following correspondences:
for u ∈ A and j, l ∈ N. The correspondences in the above are boson-fermion correspondences in physics. If m + n > 0 in (3.29), we have
which implies
In particular, we have
Assume that m = n = 0 in (3.29). Then we have
(cf. (2.61)). Thus we can always assume m + n > 0 by Lemma 2.1, (3.27) and (3.28). So (3.33) holds. Furthermore,
by (2.31) and (2.62). Therefore, I = R k×k,1 , that is, R k×k,1 is simple.
Assume that k > 1. Let R ′ be the subalgebra of R k×k,1 generated by R
k×k,1 . Then R † , R * ∈ R ′ by the fact that R k×k,2 is generated by R
k×k,2 and the isomorphisms in (3.32). Note that
by (2.31) and (2.62). So R k×k,1 = R ′ .
Assume that k = 1. Let R ′ be the subalgebra of R 1×1,1 generated by (3.6). Note that
by (2.31) and (2.62). By (3.39), the fact R 1×1,2 is generated by {I 1 , I 1 (0, 1)} and the isomorphisms in (3.32), we have R ′ = R 1×1,1 . 2
Let σ 1 : A → A t be the transpose map of matrices. Then σ 1 is an involutive antiisomorphism of M k×k (F). Thus we have the following subalgebras of R(A) σ (cf. (2.67)):
Moreover, R * k×k,1 is generated by
when k > 1 and by
The algebra R * k×k,2 is generated by
Proof. For p, q, r ∈ 1, k and m, n 1 , n 2 ∈ N, we have
by (2.31) and (2.62). Note that
Let I be a nonzero ideal of R * k×k,1 . By Lemma 2.1, (3.47), (3.49) and the Taylor's theorem at x = 1 in calculus (cf. (3.9)-(3.12)), we have
for some p, q ∈ 1, k, n 1 , n 2 ∈ N (3.51)
such that p = q or n 1 = n 2 . If p = q, we have
by (2.31) and (2.62). Since (3.52) is zero only if n 2 = 1 and (3.53) is zero only if n 2 = 0, we have
Assume p = q and n 1 = n 2 . We have
for some 0 = µ ∈ F, and µ = 0 only if (n 1 , n 2 ) ∈ {(1, 0), (1, 2), (2 + N, 0)}. So (3.54) holds if (n 1 , n 2 ) ∈ {(1, 0), (1, 2), (2 + N, 0)}. Symmetrically, we can prove (3.54) when (n 2 , n 1 ) ∈ {(1, 0), (1, 2), (2 + N, 0)}. Thus (3.54) always holds.
by (2.31) and (2.62). Thus (E j,j ) [1, 1] (1, 0) − (E j,j ) [1, 1] (0, 1) ∈ I, and (3.54) holds for any
(3.57) By (3.37) and (3.38), I = R k×k,1 . So R k×k,1 is simple.
Assume k > 1. For m, n ∈ N and p, q ∈ 1, k such that p = q, we have
by (2.31) and (2.62). Moreover, we have
for m, n ∈ N and p, q ∈ 1, k with p = q. Thus R * k×k,1 is generated (R * k×k,1 ) (2) .
Now we assume k = 1. Let R ′ be the subalgebra of R * k×k,1 generated by (3.45). By (3.42), (R * k×k,1 )
(1) = {0} and (R * k×k,1 )
For m, n ∈ N such that m + n = j, we get
61)
by (2.31) and (2.62). When m = n, we have m + 1, n + 1 (m + 1)(m 2 + 2m + 3), (n + 1)(n 2 + 2n + 3) = (n − m)(m + n + 2)(m + 1)(n + 1) = 0. (3.63)
if m = n. Since (n, n + 1) = (n − 1, n + 1) + (1, 0), (n + 1, n) = (n + 1, n − 1) + (0, 1), (3.65)
we have (R * k×k,1 ) (j+1) ⊂ R ′ . By induction on j, R * k×k,1 = R ′ .
Next we consider R * k×k,2 . Let I be a nonzero ideal of R * k×k,2 . By Lemma 2.1, (3.48), (3.50) and the Taylor's theorem at x = 1 in calculus (cf. (3.9)-(3.12)), we have
for some p, q ∈ 1, k, m, n ∈ N. (3.66)
Moreover, we get
= 2(m + 1)(n + 1)(1 + δ 0,n )E q,q ∈ I (3.67) if p = q and
by (2.31), (2.62) and (3.5). So E q,q ∈ I. Let q = j ∈ 1, k. We have
by (2.31) and (2.62). This implies E j,j ∈ I. Thus I k = k i=1 E i,i ∈ I. By (3.19) with j = ℓ = 0, I = R * k×k,2 . Hence R * k×k,2 is simple. Assume k > 1. For any m, n ∈ N and p, q ∈ 1, k such that p = q, we have
by (2.31) and (2.62). So R * k×k,2 is generated by (R * k×k,2 ) (2) .
Now we assume k = 1. Let R ′ be the subalgebra of R * k×k,2 generated by {I 1 , I 1 (1, 1)}. Note that I 1 (−1)(I 1 (m, n) + I 1 (n, m)) = (m + 1)(I 1 (m + 1, n) +I 1 (n, m + 1)) + (n + 1)(I 1 (m, n + 1) + I 1 (n + 1, m)), (3.72) (I 1 (1, 1))(−1)(I 1 (m, n) + I 1 (n, m))
for m, n ∈ N. Since
we can prove that I 1 (m, n) ∈ R ′ by mathematical induction on m + n. Therefore, we have
Assume that k = 2k 1 is an even integer. For
we define 76) where the empty entries are zero. Then σ 2 is another involutive anti-isomorphism of M k×k (F). Moreover, we have the following subalgebra of R k×k,1 : (3.77) and the subalgebra of R k×k,2 :
are simple. Moreover, the algebra (R † k×k,1 , ∂, Y + (·, z)) is generated by
when k 1 > 1 and by
if k 1 > 1 and by
Proof. For p, q, r ∈ 1, k 1 and m, n 1 , n 2 ∈ N, we have
by (2.31) and (2.62). Moreover,
Let I be a nonzero ideal of R † k×k,1 . By Lemma 2.1, (3.83)-(3.88) and the Taylor's theorem at x = 1 in calculus (cf. (3.9)-(3.12)), I contains at least one of the following elements:
for some p, q ∈ 1, k 1 and n 1 , n 2 ∈ N. Note that the subspacē
forms a subalgebra of R † k×k,1 that is isomorphic to R k 1 ×k 1 ,1 . By Theorem 3.1, R k 1 ×k 1 ,1 is simple. HenceR
if the first element in (3.89) is in I. Assume that the second element in (3.89) is in I.
Using (2.61), we have
by (2.31) and (2.62). So we haveR I = {0}. Thus (3.91) holds again by Theorem 3.1.
We can similarly prove (3.91) if the third element in (3.89) is in I.
Note that (3.91) implies
Moreover,
for j 1 , j 2 ∈ 1, k 1 and m, n ∈ N. Thus I = R † k×k,1 . So R † k×k,1 is simple. Assume k 1 > 1. ThenR is generated bȳ
( 3.97) by Theorem 3.1. For any p, q ∈ 1, k 1 and m, n ∈ N, we have
by (2.31) and (2.62). Thus R † k×k,1 is generated by (R † k×k,1 ) (2) .
Suppose k 1 = 1. Let R ′ be the subalgebra of (R † k×k,1 ) (2) generated by (3.80). Then
by (2.31) and (2.62). Solving (3.100) and (3.101), we obtain
by (2.31) and (2.62). Thus R ′ = R † k×k,1 (3.98), (3.99), (3.103) and (3.104).
Next we consider R † k×k,2 . Let I be a nonzero ideal of R † k×k,2 . For p, q, r ∈ 1, k 1 and m, n 1 , n 2 ∈ N, we have
by (2.31) and (2.62). Moreover, δ r,p (n 1 + 1)(
δ r,p (n 1 + 1)(
Let I be a nonzero ideal of R † k×k,2 . By Lemma 2.1, (3.105)-(3.110) and the Taylor's theorem at x = 1 in calculus (cf. (3.9)-(3.12)), I contains at least one of the following elements:
for some p, q ∈ 1, k 1 and n 1 , n 2 ∈ N, where p = q or n 1 = n 2 in the second and third elements. Note that the subspacê
forms a subalgebra of R † k×k,2 that is isomorphic to R k 1 ×k 1 ,2 . By Theorem 3.1, R k 1 ×k 1 ,2 is simple. HenceR ∈ I (3.114)
if the first element in (3.111) is in I. Assume that the second element in (3.111) is in I.
by (2.31) and (2.62). When p = q, the coefficient of the lower term is 116) which is zero only if n 1 = n 2 . So we haveR I = {0}. Thus (3.113) holds again by Theorem 3.1. We can similarly prove (3.113) if the element in (3.112) is in I. Note that
k×k,2 by (3.19) with j = ℓ = 0. Therefore R † k×k,2 is simple. Assume k 1 > 1. ThenR is generated bŷ
( 3.117) by Theorem 3.1 (cf. (3.5)). For m, n ∈ N and p, q ∈ 1, k 1 such that p = q, we have
by (2.31) and (2.62). Thus R † k×k,2 is generated by (R † k×k,2 ) (2) .
Next we consider the case when k 1 = 1. Let R ′ be the subalgebra of R † k×k,2 generated by (3.82). Note
For m, n ∈ N, we have
by (2.31) and (2.62). Thus
Remark 3.4. (a) The algebra R 1×1,2 is the well-known W ∞ algebra without center (cf.
[Ba]) and the algebra R 1×1,1 is the well-known W 1+∞ algebra without center (cf.
[PRS])
in mathematical physics. The more general algebra R k×k,1 is the W 1+∞ (gl k ) studied by van de Leur [V] without center related to k component KP hierarchy.
(b) Let (R, ∂, Y + (·, z)) be a Γ-weighted conformal algebra (cf. (1.7), (1.8)). For each α ∈ Γ, we define the homogeneous algebraic operation ⊙ on R (α) by
The homogeneous subalgebraic structure ((R k×k,2ℓ+2 ) (2ℓ+2) , ⊙) of the algebra R k×k,2ℓ+2
with ℓ ∈ N has the property:
So ((R k×k,2ℓ+2 ) (2ℓ+2) , ⊙) is isomorphic to the simple Jordan algebra of type A k . Thus by the generator property in Theorem 3.1, the simple conformal algebra R k×k,2ℓ+2 with ℓ ∈ N and k > 1 can be viewed to be generated by the simple Jordan algebra ((R k×k,2ℓ+2 ) (2ℓ+2) , ⊙)
of type A k .
The homogeneous subalgebraic structure ((R k×k,2ℓ+3 ) (2ℓ+3) , ⊙) of the algebra R k×k,2ℓ+3
is isomorphic to the Lie algebra gl k (F). Thus by the generator property in Theorem 3.1, the simple conformal algebra R k×k,2ℓ+3 with ℓ ∈ N and k > 1 are generated by the Lie algebra ((R k×k,2ℓ+3 ) (2ℓ+3) , ⊙) of type gl k (F).
Similarly, we can view that the simple conformal algebras R * k×k,2 with k > 1 are generated by the simple Jordan algebra ((R * k×k,2 ) (2) , ⊙) of type B k and R † k×k,2 with even k > 1 are generated by the simple Jordan algebra ((R † k×k,2 ) (2) , ⊙) of type C k/2 .
Simple Conformal Superalgebras
In this section, we shall construct three families of conformal superalgebras of finite growth with nonzero odd part from matrix algebras and prove their simplicity.
Let us go back to the general construction of (R(A), Y + (·, z)) in (2.23)-(2.33). We let
for some fixed positive integers k 1 and k 2 . Then A has the following Z 2 -grading:
For ℓ ∈ N, we define
forms a conformal sub-superalgebra of R(A) for ℓ ∈ N.
it is generated by
If k = 2, then it is is generated by
Proof. We fix ℓ ∈ N. We let
Then R 0,0 and R 0,1 form conformal subalgebras of
by (3.32). Hence R 0,0 and R 0,1 both are simple subalgebras. Moreover, we have
For p 1 , r 1 ∈ 1, k 1 , p 2 , r 2 ∈ 1, k 2 and m, n 1 , n 2 ∈ N with m, n 2 ≥ ℓ, we obtain
by (2.31), where (p, q) = (
Note that δ r 1 ,p δ i,0 (n 1 + 1)(
. By Lemma 2.1, (4.12)-(4.16) and Taylor's
Theorem at x = 1 in calculus, we have R 0,0 ⊂ I or R 0,1 ⊂ I or
for some p ∈ 1, k 1 , q ∈ 1, k 2 and n 1 , n 2 ∈ N with n 2 ≥ ℓ. Note that either of the first two cases implies (4.17) by (4.13) and (4.14). Without loss of generality, we can assume the first case in (4.17). Furthermore,
ℓ )E p,p (n 1 , n 2 ) + (n 1 + 1)(
by (2.31) and (2.62). Hence I R 0,0 = {0} and I R 0,1 = {0} by (4.12). Since R 0,0 and R 0,1 are simple, we have R 0,0 , R 0,1 ⊂ I. Hence I = R [k 1 ,k 2 ],ℓ by (4.13) and (4.14). Thus
Let R ′ be the subalgebra of (R [k 1 ,k 2 ],ℓ+1 ) (ℓ+3/2) when k > 2 and by (4.8) when k = 2.
Note that for p 1 , p 2 ∈ 1, k 1 and q 1 , q 2 ∈ 1, k 2 , we have
by (2.31) and (2.62).
If k 1 > 1, then
by (4.19). Moreover,
by (2.31) and (2.62). So (
by (2.31) and (2.62). Hence
by (4.19). Furthermore, Theorem 3.1 and (4.26) implies R 0,0 ∈ R ′ . For p ∈ 1, k 1 , q ∈ 1, k 2 and m, n ∈ N with n ≥ ℓ, we have
(cf. (4.6)). For q 1 , q 2 ∈ 1, k 2 and m, n ∈ N with n ≥ ℓ, we have
by (2.31) and (2.62). Since E 1,1 (m, n − 1) ∈ R ′ , we have
Assume k 2 > 1. If ℓ > 0, then we get (4.31) by Theorem 3.1, (3.32) and (4.20). If
by (3.5) and (4.21). Moreover,
by (2.31) and (2.62). Thus E 1,1 ∈ R ′ by (4.33) and (4.34). Hence
by (4.21). Symmetrically, we can prove (E k 1 +q 1 ,k 1 +q 2 ) [1, 1] (1, 0) ∈ R ′ for q 1 , q 2 ∈ 1, k 2 .
Expression (4.31) holds again by Theorem 3.1. For p ∈ 1, k 1 , q ∈ 1, k 2 and m, n ∈ N with n ≥ ℓ, we have
by (2.31) and (2.62). Thus (4.29) holds. For p 1 , p 2 ∈ 1, k 1 and m, n ∈ N with n ≥ ℓ, we
Let k 1 = k 2 = 1. By (4.8) and (4.19),
by (2.31) and (2.62). Furthermore,
(4.27)-(4.31). 2
Let σ 1 : A → A t be the transpose map of matrices. Then σ 1 is an involutive antiisomorphism of M k×k (F) preserving the Z 2 -grading in (4.2) and (4.3). Thus we have the following subalgebra of
(4.44)
Proof. For r 1 , p ∈ 1, k 1 , q ∈ 1, k 2 and m, n 1 , n 2 ∈ N, we have
+E p,p (n 1 , n 2 ) + E p,p (n 2 , n 1 ) (4.49) (cf. (2.61)) by (2.31) and (2.62). Note that δ r 1 ,p (n 1 + 1)(( [(E p 1 ,k 1 +p 2 ) [0, 1] + (E k 1 +p 2 ,p 1 ) [1, 0] ](ǫ/2)[(E q 1 ,k 1 +q 2 ) [0, 1] (m, n) + (E k 1 +q 2 ,q 1 ) [1, 0] (n, m)] = δ p 1 ,q 1 (m + 1)[(E k 1 +p 2 ,k 1 +q 2 ) [1, 1] (m + (1 − ǫ)/2, n)
−(E k 1 +q 2 ,k 1 +p 2 ) [1, 1] (n, m + (1 − ǫ)/2)] + δ p 2 ,q 2 [E q 1 ,p 1 (m, n − (ǫ + 1)/2) +E p 1 ,q 1 (n − (ǫ + 1)/2, m)], = (E p 1 ,k 1 +p 2 ) [0, 1] (m + (1 − ǫ)/2, n) + (E k 1 +p 2 ,p 1 ) [1, 0] (n, m + (1 − ǫ)/2)
−(E p 1 ,k 1 +p 2 ) [0, 1] (n + (1 − ǫ)/2, m) − (E k 1 +p 2 ,p 1 ) [1, 0] (m, n + (1 − ǫ)/2), (4.54)
[(E k 1 +1,k 1 +2 ) [1, 1] (1, 0) − (E k 1 +2,k 1 +1 ) [1, 1] (0, 1)] (0) [(E k 1 +1,k 1 +2 ) [1, 1] (1, 0) − (E k 1 +2,k 1 +1 ) [1, 1] if k 2 > 1, for p 1 , q 1 ∈ 1, k 1 , p 2 , q 2 ∈ 1, k 2 , m, n ∈ N and ǫ = ±1. (E r 1 ,r 1 (0, m) + E ℓ 1 +r 1 ,ℓ 1 +r 1 (m, 0))(0)
[(E ℓ 1 +p 1 ,k 1 +p 2 ) [0, 1] (n 1 , n 2 ) − (E k 1 +ℓ 2 +p 2 ,p 1 ) [1, 0] (n 2 , n 1 )] = δ r 1 ,p 1 (n 1 + 1)( n 1 m )[(E ℓ 1 +p 1 ,k 1 +p 2 ) [0, 1] (n 1 , n 2 ) − (E k 1 +ℓ 2 +p 2 ,p 1 ) [1, 0] (n 2 , n 1 )], (4.67) (E r 1 ,r 1 (0, m) + E ℓ 1 +r 1 ,ℓ 1 +r 1 (m, 0))(0)
[E ℓ 1 +p 1 ,k 1 +ℓ 2 +p 2 ) [0, 1] (n 1 , n 2 ) + (E k 1 +p 2 ,p 1 ) [1, 0] (n 2 , n 1 )] = δ r 1 ,p 1 (n 1 + 1)( The following fourteen equations will be used both for the proof of the simplicity and generator property of R † [k 1 ,k 2 ] : for p 1 , q 1 ∈ 1, ℓ 1 , p 2 , q 2 ∈ 1, ℓ 2 and n 1 , n 2 ∈ N, by (2.31), (2.61) and (2.62), we obtain [(E p 1 ,k 1 +p 2 ) [0, 1] + (E k 1 +ℓ 2 +p 2 ,ℓ 1 +p 1 ) [1, 0] ](1/2)(E p 1 ,p 1 (n 1 , n 2 ) + E ℓ 1 +p 1 ,ℓ 1 +p 1 (n 2 , n 1 )) = (n 2 + 1)[(E p 1 ,k 1 +p 2 ) [0, 1] (n 1 , n 2 ) + (E k 1 +ℓ 2 +p 2 ,ℓ 1 +p 1 ) [1, 0] (n 2 , n 1 )], (4.73) [(E p 1 ,k 1 +ℓ 2 +p 2 ) [0,1] − (E k 1 +p 2 ,ℓ 1 +p 1 ) [1, 0] ](1/2)(E p 1 ,p 1 (n 1 , n 2 ) + E ℓ 1 +p 1 ,ℓ 1 +p 1 (n 2 , n 1 )) = (n 2 + 1)[(E p 1 ,k 1 +ℓ 2 +p 2 ) [0,1] (n 1 , n 2 ) − (E k 1 +p 2 ,ℓ 1 +p 1 ) [1, 0] (n 2 , n 1 )], (4.74)
