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Abstract
The inhomogeneous Gevrey classes, defined in terms of Fourier transform, are a natural exten-
sion of the standard Gevrey classes. We find equivalent characterizations and discuss algebraic and
topological properties. We therefore introduce the dual spaces, the inhomogeneous ultradistributions,
giving some equivalent definitions and corresponding algebraic and topological properties; in partic-
ular, a version of the Paley–Wiener–Schwartz theorem is proved in our framework. Finally, as an
important example, the multianisotropic Gevrey classes and ultradistributions are considered.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to some generalizations of the standard Gevrey class Gs(Ω) and
its topological dual, the space of the ultradistributions. To introduce our treatment, we start
with the definition of the standard Gevrey classes.
Definition 1.1. Let Ω be an open set in Rn and s ∈ R, s  1. We say that a function
f : Ω → C belongs to the Gevrey class Gs(Ω) if f ∈ C∞(Ω) and for every compact
subset K ⊂ Ω there is a constant C > 0 such that
sup
x∈K
∣∣Dαf (x)∣∣C|α|+1α!s , ∀α ∈ Nn. (1)
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classes Gs0(R
n) = Gs(Rn)∩C∞0 (Rn), with s > 1, involving the Fourier transform (cf., for
instance, Rodino [23]). Indeed, we have the following result:
If a function u belongs to Gs0(Rn), then its Fourier transform uˆ satisfies for suitable
positive constants ε,C the condition∣∣uˆ(ξ)∣∣ C exp(−ε〈ξ〉1/s), ∀ξ ∈ Rn, (2)
where 〈ξ〉2 := 1 + |ξ |2. Conversely, if u ∈ S ′(Rn) satisfies (2), then u belongs to Gs(Rn).
As a generalization of the Gevrey classes, we may consider the inhomogeneous Gevrey
classes associated to a weight function λ according to Liess [17] and Liess–Rodino [18].
Their definition, in terms of Fourier transform, is recalled at the beginning of Section 2.
For a given λ, we shall refer to the scale of spaces Gs,λ(Ω), s  1, corresponding to the
weight λ1/s in the notation of [18]. Assuming s > 1 in the sequel of the paper, we exclude
the analytic and quasi-analytic case and consider compactly supported inhomogeneous
Gevrey functions. Analogously to (2), they can be characterized by the behavior of their
Fourier transform, cf. Theorem 2.1 below:
A function u belongs to Gs,λ0 (Rn) = Gs,λ(Rn) ∩ C∞0 (Rn) if and only if there are two
constants ε,C > 0 such that the Fourier transform uˆ of u satisfies the condition∣∣uˆ(ξ)∣∣ C exp(−ελ(ξ)1/s), ∀ξ ∈ Rn.
This allows us to provide Gs,λ0 (Ω) and G
s,λ(Ω) with natural locally convex topologies,
extending the standard linear topological structure of Gs0(Ω) and Gs(Ω), respectively. In
Section 2, algebra operations and topological properties are therefore analyzed. In par-
ticular, taking a general weight function λ, we observe that the space Gs,λ(Ω) is not an
algebra and we provide a class of multipliers of Gs,λ(Ω). As a general weight function λ
is not necessarily related to differentiation estimates, we need to base our proofs only on
the properties of the Fourier transform. Relying on the previous study, in Section 3 we con-
struct the topological duals of the inhomogeneous Gevrey classes Gs,λ0 (Ω) and G
s,λ(Ω):
the inhomogeneous ultradistributionsD′s,λ(Ω) and E ′s,λ(Ω). We give equivalent character-
izations of these spaces; then we provide them with a topology and study some elementary
operations from the algebraic and topological point of view. In particular, we give a version
of the Paley–Wiener–Schwartz theorem for compactly supported ultradistributions.
In the case when the weight function satisfies the ring condition (cf. [23]), i.e., there is
a positive constant C such that λ(ξ + η) C(λ(ξ) + λ(η)), ∀ξ, η ∈ Rn, related classes of
functions of Beurling type and their topological duals were studied by Björck [2]. The inho-
mogeneous Gevrey classes Gs,λ investigated here are of Roumieu type (see Roumieu [24])
and we do not assume the ring condition. The lack of the ring condition is fundamental in
order to include in our study the relevant example of the multianisotropic Gevrey classes,
which we shortly review at the end of the paper, cf. Bouzar–Chaili [3], Calvo [4,5], Calvo–
Morando [6], Hakobyan–Markaryan [12], Zanghirati [28]. By the preceding arguments, we
may therefore consider multianisotropic Gevrey ultradistributions. These spaces, as well as
the general spaces D′s,λ(Ω), E ′s,λ(Ω), are new in literature, as far as we know; we expect
natural applications to the analysis of the linear partial differential equations. While prepar-
ing this paper we were informed that O. Liess is studying ultradistributions associated with
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and with different results. For other generalizations of the standard Gevrey classes we refer
to Rodino [23]; we mention in particular the ultradifferentiable functions, see, for example,
Mandelbrojt [20], Komatsu [16], Rudin [25], Lions–Magenes [19], and Matsumoto [21].
2. Inhomogeneous Gevrey classes
In order to define the inhomogeneous Gevrey classes, we first need to introduce the
notion of weight function (cf. [18,23]).
Definition 2.1. We say that a function λ : Rn → R+ is a weight function if there are con-
stants C,C′, δ > 0 such that
(i)
∣∣λ(ξ) − λ(η)∣∣ C|ξ − η|, ∀ξ, η ∈ Rn,
(ii) 〈ξ〉δ  C′λ(ξ), ∀ξ ∈ Rn. (3)
Observe that (i) implies λ(ξ) C〈ξ〉 for a new constant C > 0, so that δ must be smaller
than 1. The next properties of weight functions are closely related to the algebraic behavior
of Gs,λ, as we will explain in the following (cf. also [4,23]).
Definition 2.2. We say that a weight function λ satisfies the ring condition (cf. [18]) if
there is a constant C > 0 such that
λ(ξ + η) C(λ(ξ) + λ(η)), ∀ξ, η ∈ Rn. (4)
Definition 2.3. Let λ be a weight function in Rn, then we say that a weight function λ∗ is
a complementary weight function associated to λ if there exists a constant C > 0 such that
λ(ξ + η) C(λ(ξ) + λ∗(η)), ∀ξ, η ∈ Rn. (5)
Remark 1. For any weight function λ, we can take 〈ξ〉 = (1 + |ξ |2)1/2 as complementary
function λ∗, since it satisfies (5), in view of Definition 2.1(i).
Remark 2. If λ satisfies the ring condition (4), then we can take λ∗ = λ.
From now on Ω is an open set in Rn, λ a weight function according to Definition 2.1,
and s a real number  1. We take for the moment as universe sets the Schwartz spaces
D′(Ω), E ′(Ω), and we recall the definition of Liess–Rodino [18] including analytic and
quasi-analytic classes for s = 1.
Definition 2.4. Let x0 ∈ Ω . We say that u ∈ D′(Ω) is of class Gs,λ in x0 if there is a
neighborhood U(x0) of x0 and a bounded sequence {uN } ⊂ E ′(Ω), such that uN ≡ u in
U(x0) and, for a suitable constant C > 0, it is satisfied∣∣ûN (ξ)∣∣C( CN1/s
)N
, ∀ξ ∈ Rn, ∀N = 0,1, . . . . (6)λ(ξ)
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s > 1, we say that u belongs to Gs,λ0 (Ω) if u belongs to G
s,λ(Ω) and the support of u is
compact in Ω .
Observe that condition (6) implies that uN belongs to C∞(U(x0)).
Remark 3. We have the following inclusions of Gevrey classes:
Gs(Ω)⊂ Gs,λ(Ω)⊂ Gs/δ(Ω), (7)
where δ > 0 satisfies Definition 2.1(ii).
We want to give some equivalent definitions of the inhomogeneous Gevrey classes: at
this aim, we first need to prove the following result, concerning the pointwise product.
Proposition 2.1. Let λ be a weight function and λ∗ one of its complementary weight func-
tions (cf. Definition 2.3). If u is Gs,λ in x0 and v is Gs,λ∗ in x0, then uv is Gs,λ in x0.
Proof. Since λ∗ is a complementary weight function of λ, from (5) it follows that there is
a constant C3 > 0 such that
λ(ξ)1/s  C3
(
λ(ξ − η)1/s + λ∗(η)1/s), ∀ξ, η ∈ Rn. (8)
For x0 ∈ Ω there are a neighborhood U(x0) of x0, two sequences uN,vN ∈ E ′(Ω) such
that uN ≡ u, vN ≡ v in U(x0) and for which it holds for suitable constants C1,C2 > 0,
∣∣ûN (ξ)∣∣C1( C1N
λ(ξ)1/s
)N
, ∀N = 0,1, . . . , (9)
∣∣v̂N (ξ)∣∣ C2( C2N
λ∗(ξ)1/s
)N
, ∀N = 0,1, . . . . (10)
We can assume without loss of generality that
∣∣ûN (ξ − η)∣∣min{C1〈ξ − η〉−n−1,C1( C1N
λ(ξ − η)1/s
)N}
, ∀N = 0,1, . . . ,
∣∣v̂N (η)∣∣min{C2〈η〉−n−1,C2( C1N
λ∗(η)1/s
)N}
, ∀N = 0,1, . . . . (11)
For any positive integer N the function uNvN is equal to uv in U(x0) and∣∣ûNvN(ξ)∣∣= ∣∣ûN (ξ) ∗ v̂N (ξ)∣∣ ∫ ∣∣ûN (ξ − η)v̂N (η)∣∣dη.
Now we split the last integral into the two regions:{
η ∈ Rn: λ(ξ)1/s  2C3λ(ξ − η)1/s
}
,{
η ∈ Rn: λ(ξ)1/s > 2C3λ(ξ − η)1/s
}⊂ {η ∈ Rn: λ(ξ)1/s  2C3λ∗(η)1/s},
where the inclusion follows from (8). Then using (11), we can estimate
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
∫
λ(ξ)1/s2C3λ(ξ−η)1/s
∣∣ûN(ξ − η)v̂N (η)∣∣dη
+
∫
λ(ξ)1/s2C3λ∗(η)1/s
∣∣ûN(ξ − η)v̂N (η)∣∣dη
 C1
(
C1/(2C3)N
λ(ξ)1/s
)N ∫
λ(ξ)1/s2C3λ(ξ−η)1/s
∣∣v̂N (η)∣∣dη
+C2
(
C2/(2C3)N
λ(ξ)1/s
)N ∫
λ(ξ)1/s2C3λ∗(η)1/s
∣∣ûN(ξ − η)∣∣dη
 C
(
CN
λ(ξ)1/s
)N
.
Therefore uv is Gs,λ in x0. 
We observe that if λ satisfies the ring condition (4), then we can take λ∗ = λ and the
product of two functions Gs,λ in x0 is Gs,λ in x0 as well; generally, the classes Gs,λ are
not closed under the pointwise product.
From now on we assume that s is strictly bigger than 1: this allows to replace in De-
finition 2.4 the sequence of distributions uN by a unique distribution v and to consider
non-trivial inhomogeneous Gevrey classes with compact support.
Proposition 2.2. For any x0 ∈ Ω , a distribution u ∈D′(Ω) is of class Gs,λ in x0 if and only
if there are a neighborhood V (x0) of x0, a compactly supported distribution v ∈ E ′(Ω) and
a positive constant C such that v ≡ u in V (x0) and
∣∣vˆ(ξ)∣∣C( CN
λ(ξ)1/s
)N
, ∀ξ ∈ Rn, ∀N = 0,1, . . . . (12)
Proof. If the condition (12) is satisfied, then (6) obviously follows taking uN ≡ v for all
N = 0,1, . . . . Conversely, let V (x0) be a neighborhood of x0 such that V (x0) ⊂ U(x0) and
take a function χ ∈ Gs0(Ω) such that suppχ ⊂ U(x0), χ ≡ 1 in V (x0). Then v = χu =
χuN satisfies (6) in view of the estimates in the proof of Proposition 2.1 and as Gs0(Ω) ⊂
Gs,λ
∗
(Ω) whatever are s, λ, and λ∗ complementary weight function of λ, cf. (2). 
Proposition 2.3. A distribution u ∈ D′(Ω) belongs to Gs,λ(Ω) if and only if for every
function χ ∈ Gs0(Ω) the product χu satisfies
∣∣χ̂u(ξ)∣∣ C( CN
λ(ξ)1/s
)N
, ∀ξ ∈ Rn, ∀N = 0,1, . . . . (13)
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a function χ as in the proof of Proposition 2.2 and defining v = χu. Conversely, let us
assume that (12) holds for any x0 ∈ Ω and take an arbitrary χ ∈ Gs0(Ω). If K is the support
of χ , we can write K ⊂⋃x0∈K V (x0), where V (x0) is a neighborhood of x0 for which
the conclusions of Proposition 2.2 hold. Using a standard compactness argument and a
partition of unity by functions in Gs0(Ω), from (12) we obtain easily (13). 
Analogously to the standard Gevrey case, we prove an equivalent characterization of
G
s,λ
0 (Ω) by means of an exponential type estimate for the Fourier transform.
Theorem 2.1. The following two conditions are equivalent:
(1) a distribution u ∈ E ′(Rn) belongs to Gs,λ0 (Rn);
(2) the Fourier transform of u ∈ E ′(Rn) satisfies for suitable C,ε > 0 the condition∣∣uˆ(ξ)∣∣ C exp(−ελ(ξ)1/s), ∀ξ ∈ Rn. (14)
Proof. Let us suppose that u belongs to Gs,λ0 (R
n). Write suppu = K and take a function
χ ∈ Gs0(Rn) such that χ ≡ 1 in K , so that χu = u. In view of Proposition 2.3, using the
inequality NN  eNN ! and setting C′ = eC, it is satisfied∣∣uˆ(ξ)∣∣ C C′NN !
λ(ξ)N/s
, ∀N = 0,1, . . .
and therefore writing ε = 1/(2C′),∣∣∣∣uˆ(ξ) (ελ(ξ)1/s)NN !
∣∣∣∣ C′ 12N , ∀N = 0,1, . . . .
Summing up for N = 0,1, . . . , we get |uˆ(ξ) exp(ελ(ξ)1/s)| 2C′, that implies (14).
Now, suppose that u ∈ E ′(Rn) satisfies the condition (14), then considering the Taylor
expansion of the exponential, and taking into account that N !NN , we have(
ελ(ξ)1/s
N
)N ∣∣uˆ(ξ)∣∣ (ελ(ξ)1/s)N
N !
∣∣uˆ(ξ)∣∣

∞∑
N=0
(ελ(ξ)1/s)N
N !
∣∣uˆ(ξ)∣∣= exp(ελ(ξ)1/s)∣∣uˆ(ξ)∣∣ C′,
that shows that u belongs to Gs,λ0 (R
n). 
Remark 4. We can consider in Theorem 2.1 the distributions with compact support in any
open set Ω instead of the whole of Rn, by taking their null extension to Rn.
Remark 5. An immediate consequence of Propositions 2.1, 2.3 and Theorem 2.1 is that u
belongs to Gs,λ(Ω) if and only if for every χ ∈ Gs0(Ω) there exist C,ε > 0 such that the
null extension of χu to Rn satisfies∣∣χ̂u(ξ)∣∣ c exp(−ελ(ξ)1/s), ∀ξ ∈ Rn. (15)
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locally convex topology.
Definition 2.5. Let K be a compact subset of Rn and ε a positive number. Then we define
the space
G
s,λ
0 (K, ε) :=
{
u ∈ E ′(Rn): suppu ⊂ K, sup
ξ∈Rn
exp
(
ελ(ξ)1/s
)∣∣uˆ(ξ)∣∣< ∞}. (16)
Lemma 2.1. For any compact set K ⊂ Rn and ε > 0, Gs,λ0 (K, ε) is a Banach space with
respect to the norm
‖u‖
G
s,λ
0 (K,ε)
:= ∥∥exp(ελ(ξ)1/s)uˆ(ξ)∥∥∞, (17)
where ‖.‖∞ denotes the norm in L∞(Rn). For all compact sets K1,K2 and all constants
ε1, ε2 > 0 such that K1 ⊂ K2 and ε1 > ε2, the inclusion map
G
s,λ
0 (K1, ε1) → Gs,λ0 (K2, ε2) (18)
is a compact operator.
Proof. To prove the compactness of (18), let {uν}∞ν=1 be a bounded sequence in
G
s,λ
0 (K1, ε1), i.e., there is a positive constant M such that∥∥exp(ε1λ(ξ)1/s)uˆν(ξ)∥∥∞ M, ∀ν = 1,2, . . . . (19)
As λ satisfies of Definition 2.1(ii), exp(−ε1λ(ξ)1/s) belongs to L1(Rn); therefore the se-
quence {uˆν}∞ν=1 is bounded in L1(Rn) and, consequently, {uν}∞ν=1 is bounded in L∞(Rn).
From Theorem 2.1, it follows that uν belongs to C∞0 (K1) for all ν and from (19) we
derive∣∣Dxj uν(x)∣∣M
∫ |ξj |
exp(ε1λ(ξ)1/s)
dξ M ′, ∀ν = 1,2, . . . . (20)
Hence, by the Mean Value Theorem the sequence {uν}∞ν=1 is equicontinuous. By the
Ascoli–Arzelà theorem it follows that {uν}∞ν=1 is a relatively compact set in C(K2); hence
there is a subsequence of {uν}∞ν=1, say {uνk }∞k=1, converging to a function u0 ∈ C(K2),
uniformly on K2.
Since suppuν ⊂ K1 for all ν, then suppu0 ⊂ K1 and Hölder’s inequality gives uνk → u0
in L1(Rn) so that uˆνk → uˆ0 in L∞(Rn). Moreover, letting k → ∞ in (19) (with νk instead
of ν), we find that ‖ exp(ε1λ(ξ)1/s)uˆ0(ξ)‖∞ M , which shows that u0 ∈ Gs,λ0 (K1, ε1) ⊂
G
s,λ
0 (K2, ε2). It remains now to prove that exp(ε2λ(ξ)
1/s)uˆνk (ξ) → exp(ε2λ(ξ)1/s)uˆ0(ξ)
uniformly on Rn.
From the convergence of uˆνk (ξ) to uˆ0(ξ) in L∞(Rn), then the required conver-
gence holds uniformly on any compact set of Rn. Let η be any positive number; since
ε2 < ε1, there is a positive constant H0, depending only on ε1, ε2, η, and M , so that
exp((ε2 − ε1)λ(ξ)1/s) < η/(4M) when |ξ | > H0. On the other hand, there exists an in-
teger ν0 = ν0(η;H0) such that
sup exp
(
ε2λ(ξ)
1/s)∣∣uˆνk (ξ) − uˆ0(ξ)∣∣< η2 ,|ξ |H0
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sup
ξ
exp
(
ε2λ(ξ)
1/s)∣∣uˆνk (ξ) − uˆ0(ξ)∣∣
 sup
|ξ |H0
exp
(
ε2λ(ξ)
1/s)∣∣uˆνk (ξ)− uˆ0(ξ)∣∣
+ sup
|ξ |>H0
exp
(
(ε2 − ε1)λ(ξ)1/s
)
exp
(
ε1λ(ξ)
1/s)∣∣uˆνk (ξ) − uˆ0(ξ)∣∣< η, (21)
which ends the proof. 
Combining Theorem 2.1 and Definition 2.5, it follows that
G
s,λ
0 (Ω)=
⋃
K⊂⊂Ω,
ε>0
G
s,λ
0 (K, ε) =
∞⋃
j=1
G
s,λ
0 (Kj , εj ),
where, in the last right-hand side, {Kj }∞j=1 is any exhaustive sequence of compact subsets
of Ω such that K1 ⊂ ◦K2 ⊂ K2 ⊂ ◦K3 ⊂ · · · ⊂ Ω and⋃j Kj = Ω , and {εj }∞j=1 is a decreas-
ing sequence of positive numbers with limj→∞ εj = 0. So, we can provide Gs,λ0 (Ω) with
the inductive limit topology of the Banach spaces Gs,λ0 (K, ε) (with K and ε as before),
namely,
G
s,λ
0 (Ω)= indlim
K⊂⊂Ω,ε>0
G
s,λ
0 (K, ε) = indlim
K⊂⊂Ω G
s,λ
0 (K), (22)
where Gs,λ0 (K) = indlimε→0Gs,λ(K, ε) is the space of all distributions of Gs,λ(Rn) with
compact support in K . In view of Lemma 2.1, Gs,λ0 (Ω) turns out to be a (DFS)-space (we
refer to [13,15,22] for the detailed study of the (DFS)-spaces); in particular, Gs,λ0 (Ω) is a
separable, complete, bornological Montel, and Schwartz space.
We now define the topology of the classes Gs,λ(Ω) with arbitrary support. Firstly
let {Kj }∞j=1 be an exhaustive sequence of compact subsets Kj of Ω and, for every
j = 1,2, . . . , take a function χj ∈ Gs0(Kj ) such that χj ≡ 1 on Kj−1 (we set K0 := ∅).
For any pair of positive integers l > j we also define the map ρl,j by setting
ρl,j : Gs,λ0 (Kl) −→ Gs,λ0 (Kj ), f −→ χjf. (23)
Obviously the map ρl,j is continuous. By referring again the reader to the terminology
adopted by Komatsu in [15], the next lemma can be easily proved.
Lemma 2.2.
(1) If the sequences {Kj }∞j=1, {χj }∞j=1 are defined as above, the system {Gs,λ0 (Kj ), ρl,j }l>j
is a projective spectrum.
(2) For any exhaustive sequence {K˜j }∞j=1 of compact sets K˜j ⊂ Ω and χ˜j ∈ Gs0(K˜j ),
with χ˜j ≡ 1 on K˜j−1, j = 1,2, . . . , the two projective spectra {Gs,λ0 (Kj ), ρl,j }l>j and
{Gs,λ0 (K˜j ), ρ˜l,j }l>j are equivalent (here we denote by ρ˜l,j the operators defined in
(23) with K˜j and χ˜j instead of Kj and χj , respectively).
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a complete Schwartz space, as it is the projective limit of complete Schwartz spaces
(cf. [11]). We will prove that Gs,λ(Ω) is also a barreled and Montel space (cf. Proposi-
tion 3.7). Following the arguments in [1], see in particular Proposition 4.7, we also obtain
easily the following lemma.
Lemma 2.3. Let λ be a weight function according to Definition 2.1, s > 1 and Ω ⊂ Rn an
open set. The inclusion map Gs,λ0 (Ω) ↪→ Gs,λ(Ω) is continuous and Gs,λ0 (Ω) is a dense
subspace of Gs,λ(Ω).
Remark 6. In view of the definition of the projective topology in Gs,λ(Ω), a set B ⊂
Gs,λ(Ω) is bounded in Gs,λ(Ω) if and only if χB := {χf : f ∈ Gs,λ(Ω)} is bounded in
G
s,λ
0 (K) for every χ ∈ Gs0(K) and for every compact set K of Rn.
We now pass to present the elementary operations on the inhomogeneous spaces and
their topological properties. The sum and product by a scalar in the vector space Gs,λ(Ω)
are obviously continuous maps. Concerning the derivative of an inhomogeneous function,
the following continuity result can be proved.
Proposition 2.4. Let λ be a weight function according to Definition 2.1 and β ∈ Nn. Then
for all ε, η, 0 < ε < η, and any compact set K ⊂ Rn, the derivative
Dβ : Gs,λ0 (K,η) → Gs,λ0 (K,η − ε)
is a linear continuous operator; more precisely there exists a constant C > 0, depending
only on β and ε, such that∥∥Dβu∥∥
G
s,λ
0 (K,η−ε) C‖u‖Gs,λ0 (K,η), ∀u ∈ G
s,λ
0 (K,η).
Remark 7. From Proposition 2.4, it immediately follows that the derivative Dβ defines a
continuous linear operator from everyone of the spaces Gs,λ0 (K),G
s,λ(Ω),G
s,λ
0 (Ω) into
itself.
We can prove also the following result.
Proposition 2.5. Let λ be a weight function, λ∗ one of its complementary weight functions.
Then there exists a positive constant C such that for any ε, ε′ > 0, 0 < ε′ < ε/C, and any
compact set K ⊂ Rn there exists a constant c > 0 for which it holds
‖fg‖
G
s,λ
0 (K,ε
′)  c‖f ‖Gs,λ0 (K,ε)‖g‖Gs,λ∗0 (K,ε),
for all f ∈ Gs,λ0 (K, ε) and g ∈ Gs,λ
∗
0 (K, ε).
This implies that the pointwise multiplication as a bilinear map: (f, g) → fg is sepa-
rately continuous from Gs,λ0 (K)×Gs,λ
∗
0 (K) to G
s,λ
0 (K).
Analogously to [16, Theorem 2.8], we derive the following result.
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Then, for any open set Ω ⊂ Rn, any compact subset K ⊂ Ω and s > 1, we have
(i) Gs,λ0 (K) is a topological Gs,λ
∗
0 (K)-module;
(ii) Gs,λ(Ω) is a topological Gs,λ∗(Ω) -module;
(iii) Gs,λ0 (Ω) is a Gs,λ
∗
(Ω) -module in which the pointwise multiplication is hypocontin-
uous.
Combining Propositions 2.4, 2.5, we get the following corollary.
Corollary 2.1. Let P(x,D) =∑|α|m aα(x)Dα be a linear partial differential operator
with coefficients aα(x) ∈ Gs,λ∗(Ω). Then the following linear operators are continuous:
(i) P(x,D) : Gs,λ0 (K) → Gs,λ0 (K);
(ii) P(x,D) : Gs,λ(Ω)→ Gs,λ(Ω);
(iii) P(x,D) : Gs,λ0 (Ω)→ Gs,λ0 (Ω),
where K in (i) is an arbitrary compact subset of Ω .
Proposition 2.7. Given two weight functions λ(ξ) and λ′(ξ), the following inclusions of
inhomogeneous Gevrey classes are continuous:
(1) if λ(ξ) Cλ′(ξ), then Gs,λ′(Ω) ⊂ Gs,λ(Ω);
(2) if λ(ξ) Cλ′(ξ)δ , δ > 1, then Gs,λ′(Ω) ⊂ Gsδ,λ(Ω);
(3) if λ(ξ) Cλ′(ξ)δ , δ < 1, then Gs 1δ ,λ′(Ω) ⊂ Gs,λ(Ω).
Finally, we consider the convolution of inhomogeneous Gevrey functions.
Proposition 2.8. Let either f ∈ Gs,λ(Rn) and g ∈ L1comp(Rn), or f ∈ Gs,λ0 (Rn) and g ∈
L1loc(R
n). Then the convolution product
(f ∗ g)(x) =
∫
f (x − y)g(y) dy =
∫
f (y)g(x − y) dy, ∀x ∈ Rn,
belongs to Gs,λ(Rn).
Proof. We treat the case f ∈ Gs,λ0 (Rn) and g ∈ L1loc(Rn). Let us take an arbitrary function
χ ∈ Gs0(Rn) and consider the product
χ(x)(f ∗ g)(x) = χ(x)
∫
f (y)g(x − y) dy.
By assumption, there exists a positive constant ε′ > 0 such that∣∣fˆ (ξ)∣∣ ‖f ‖
G
s,λ
0 (suppf,ε′)
exp
(−ε′λ(ξ)1/s), ∀ξ ∈ Rn,∥∥χˆ (ξ) exp(ε′〈ξ〉1/s)∥∥
L1 < ∞. (24)ξ
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the convolution f ∗ g can be restricted over H , hence we can find a cut-off function χ˜ ∈
Gs0(R
n), with χ˜ ≡ 1 on the compact set H −K , such that
χ(x)(f ∗ g)(x) = χ(x)
∫
f (y)g(x − y) dy = χ(x)
∫
f (y)χ˜(x − y)g(x − y) dy
= χ(x)(f ∗ (χ˜g))(x).
Considering as complementary weight function λ∗(ξ) = 〈ξ〉, cf. Remark 1, and using (24),
for every ε > 0 such that 0 < Csε < ε′, we get
‖f ∗ g‖
G
s,λ
0 (K,ε)
= ∥∥ ̂(χ(f ∗ (χ˜g)))(ξ) exp(ε′λ(ξ)1/s)∥∥
L∞ξ

∫ ∣∣χˆ(η)∣∣exp(Csε〈η〉1/s)
× ∣∣ ̂f ∗ (χ˜g)(ξ − η)∣∣exp(Csελ(ξ − η)1/s)dη
 C
∥∥fˆ (ζ )̂˜χg(ζ ) exp(ε′λ(ζ )1/s)∥∥
L∞ζ
 C′‖f ‖
G
s,λ
0 (suppf,ε′)
‖̂˜χg‖L∞  C′‖f ‖Gs,λ0 (suppf,ε′)‖χ˜g‖L1 , (25)
where C := ‖χˆ(ξ) exp(ε′〈ξ〉1/s)‖L1ξ is finite. This shows that f ∗ g belongs to G
s,λ(Rn).
For the case f ∈ Gs,λ(Rn) and g ∈ L1comp(Rn), it suffices to observe that for any χ ∈
Gs0(R
n) there exists a function χ˜ ∈ Gs0(Rn), with χ˜ ≡ 1 on suppχ − suppg, such that
χ(f ∗ g) = χ(χ˜f ∗ g). Then we repeat the preceding argument with χ˜f and g instead of
f and χ˜g, respectively. Hence we get∥∥χ(f ∗ g)∥∥
G
s,λ
0 (suppχ,ε)
 C‖χ˜f ‖
G
s,λ
0 (supp χ˜,ε′)
‖g‖L1 , (26)
with C and ε, ε′ > 0 as before. 
As a consequence of the above result we may state now the following proposition.
Proposition 2.9. The bilinear map (f, g) → f ∗ g is hypocontinuous as a map either from
G
s,λ
0 (R
n)×L1loc(Rn) to Gs,λ(Rn) or from Gs,λ(Rn)×L1comp(Rn) to Gs,λ(Rn).
Proof. The separate continuity readily follows from (25), (26). To prove the hypocontinu-
ity of (f, g) → f ∗g, we apply [27, Theorem 41.2], by observing that the spaces Gs,λ0 (Ω),
L1loc(Ω), L
1
comp(Ω) are barreled and also Gs,λ(Ω) is barreled, as will be shown later on
(cf. Proposition 3.7). 
3. Inhomogeneous Gevrey ultradistributions
We now study the spaces of ultradistributions naturally arising from the inhomogeneous
Gevrey classes previously introduced. From now on, λ is a weight function according to
Definition 2.1, s a real number strictly bigger than 1, and Ω an open set of Rn.
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We also set E ′s,λ(Ω) := (Gs,λ(Ω))′ for the topological dual of Gs,λ(Ω).
We call the elements of D′s,λ(Ω) inhomogeneous Gevrey ultradistributions of order s
associated to the weight function λ ((s, λ)-ultradistributions for brevity). Next, we will
see that the space E ′s,λ(Ω) can be identified with the (s, λ)-ultradistributions with compact
support in Ω . The support of a (s, λ)-ultradistribution u ∈ D′s,λ(Ω), written suppu, is
defined analogously to the Schwartz distribution case, i.e., by the relation
Ω \ suppu := {x ∈ Ω : ∃Vx ⊂ Ω open neighborhood of x: u(ϕ) = 0,
∀ϕ ∈ Gs,λ0 (Vx)
}
.
By means of a partition of unity in Gs0(Ω) it is easy to check that u(ϕ) = 0, ∀ϕ ∈ Gs,λ0 (Ω \
suppu).
As a consequence of the topology introduced in Gs,λ0 (Ω) and a well-known character-
ization of the continuous linear maps from an (LF)-space into a locally convex space (cf.
[26, Proposition 3]), it follows
Proposition 3.1. A linear form u : Gs,λ0 (Ω) → C belongs to D′s,λ(Ω) if and only if for
every compact subset K ⊂ Ω and all ε > 0 there exists a constant C = Cε,K > 0 such that∣∣u(ϕ)∣∣ C sup
ξ∈Rn
∣∣ϕˆ(ξ)∣∣ exp(ελ(ξ)1/s), ∀ϕ ∈ Gs,λ0 (K, ε). (27)
Concerning the space E ′s,λ(Ω), let us denote by J the transposed operator of the in-
clusion map Gs,λ0 (Ω) ↪→ Gs,λ(Ω), that is the map J : E ′s,λ(Ω) → D′s,λ(Ω) defined by
J (u)(ϕ) := u(ϕ) for all ϕ ∈ Gs,λ0 (Ω) and u ∈ E ′s,λ(Ω). The map J is continuous (when the
spaces E ′s,λ(Ω) and D′s,λ(Ω) are endowed with their strong dual topologies or their weak
topologies).
Proposition 3.2. The operator J : E ′s,λ(Ω) → D′s,λ(Ω) is injective. Moreover, the
image J (E ′s,λ(Ω)) is identical to the subspace of D′s,λ(Ω) consisting of all (s, λ)-
ultradistributions with compact support in Ω .
Proof. The injectivity of J follows from the density of Gs,λ0 (Ω) into Gs,λ(Ω). Let us
take now an arbitrary u ∈ E ′s,λ(Ω); from the continuity of u we can find a compact sub-
set K ⊂ Ω , a function χ ∈ Gs0(K) and a continuous semi-norm φ in Gs,λ0 (K) such that
|u(ψ)| Cφ(χψ), ∀ψ ∈ Gs,λ(Ω), for a constant C > 0 independent of ψ . This implies
that J (u)(ψ) = u(ψ) = 0 for all ψ ∈ Gs,λ(Ω) with suppψ ∩ K = ∅. Then suppJ (u) is
contained in K .
Conversely, let us assume that u ∈D′s,λ(Ω) has compact support in Ω , say suppu = H .
Let χ ∈ Gs0(Ω) be a cut-off function such that χ ≡ 1 in H and set u˜(ψ) := u(χψ) for every
ψ ∈ Gs,λ(Ω); it is easy to see that u˜ belongs to E ′s,λ(Ω) (cf. Proposition 2.6). Moreover,
by cut-off arguments, it is immediate to see that J (u˜) = u. 
732 D. Calvo et al. / J. Math. Anal. Appl. 297 (2004) 720–739In view of the above result, we can identify the space E ′s,λ(Ω) with the subspace of the
compactly supported (s, λ)-ultradistributions in Ω and we can give the following charac-
terization of the space E ′s,λ(Ω).
Proposition 3.3. A linear form u : Gs,λ(Ω) → C belongs to E ′s,λ(Ω) if and only if there
exist a compact subset K ⊂ Ω , a function χ ∈ Gs0(K) and, for every ε > 0, a constant
Cε > 0 such that∣∣u(ψ)∣∣ Cε sup
ξ∈Rn
∣∣χ̂ψ(ξ)∣∣ exp(ελ(ξ)1/s), ∀ψ ∈ Gs,λ(Ω). (28)
Proof. Let u belong to E ′s,λ(Ω). Let H be the support of u, K ⊃ H be another compact
subset of Ω and take a cut-off function χ ∈ Gs0(K), χ ≡ 1 in H . As in Proposition 3.2, we
have u(ψ) = u(χψ) for any function ψ ∈ Gs,λ(Ω). For any ε > 0, we obtain (28) simply
writing down the estimate (27) for u, with the previously fixed K , ε > 0 and χψ ∈ Gs,λ0 (K)
instead of ϕ; notice that if χψ /∈ Gs,λ0 (K, ε), then (28) is trivially satisfied, since the right-
hand side is infinite.
Conversely, let us assume that the estimate (28) is fulfilled by the linear form u. In
view of Proposition 3.2, it is enough to prove that u belongs to D′s,λ(Ω) and has compact
support. Since λ(ξ) fulfills (3), we have that there exists a constant Cs > 0 such that
λ(ξ)1/s  Cs
(
λ(η)1/s + 〈ξ − η〉1/s), ∀ξ, η ∈ Rn. (29)
Moreover, since χ ∈ Gs0(K), then there are two constants ε1 > 0 and C1 such that∣∣χˆ(ζ )∣∣ C1 exp(−ε1〈ζ 〉1/s), ∀ζ ∈ Rn. (30)
Let us take any ε′ such that 0 < ε′ < ε1, and K ′ be any compact subset of Ω , and write the
estimate (28) with ε = ε′/Cs and ϕ ∈ Gs,λ0 (K ′; ε′) in place of ψ ; we have∣∣u(ϕ)∣∣ Cε′ sup
ξ∈Rn
∣∣χ̂ϕ(ξ)∣∣ exp( ε′
Cs
λ(ξ)1/s
)
, ∀ξ ∈ Rn.
Applying (29) and (30), for every ξ ∈ Rn we have∣∣χ̂ϕ(ξ)∣∣ exp( ε′
Cs
λ(ξ)1/s
)
 Cs
∫ ∣∣χˆ(ξ − η)∣∣exp(ε′〈ξ − η〉1/s)∣∣ϕˆ(η)∣∣
× exp(ε′λ(η)1/s)dη
 C′s sup
η∈Rn
∣∣ϕˆ(η)∣∣exp(ε′λ(η)1/s)
×
(∫
exp
(
(ε′ − ε1)〈ζ 〉1/s
)
dζ
)
.
The last integral is convergent, hence∣∣u(ϕ)∣∣ C′ε′ sup
η∈Rn
∣∣ϕˆ(η)∣∣ exp(ε′λ(η)1/s),
which shows that u belongs to D′s,λ(Ω) in view of Proposition 3.1. Finally, from (28) it
follows that u(ψ) = 0 whenever suppψ ∩ K = ∅; so suppu ⊂ K and the proof is com-
plete. 
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Gs,λ(Rn) of Remark 3, e−ix·ζ also belongs to the inhomogeneous Gevrey class Gs,λ(Rn)
for every weight function λ. For any ultradistribution u ∈ E ′s,λ(Ω), it is then natural to
define the Fourier–Laplace transform uˆ(ζ ) of u by setting
uˆ(ζ ) = u(e−ix·ζ ), ∀ζ ∈ Cn,
analogously to the case of the standard ultradistributions space E ′s (Rn). We can therefore
characterize the space E ′s,λ(Rn) by means of the Fourier–Laplace transform.
Proposition 3.4. If u belongs to E ′s,λ(Rn), then for every ε > 0 there exists a constant
Cε > 0 such that the Fourier transform uˆ of u satisfies∣∣uˆ(ξ)∣∣ Cε exp(ελ(−ξ)1/s), ∀ξ ∈ Rn. (31)
Conversely, let us suppose that the weight function λ extends to a positive function λ(ζ ) of
the complex space Cn still satisfying the assumptions (3). Let U(ζ ) be an entire analytic
function such that for a given convex compact set K and every ε > 0 there exists a constant
Cε > 0 such that∣∣U(ζ )∣∣ Cε exp(HK(ζ )+ ελ(−ζ )1/s), ∀ζ ∈ Cn, (32)
where HK(t) := supx∈K |〈x, t〉| for t ∈ Rn. Then U(ζ ) is the Fourier–Laplace transform
of a (s, λ)-ultradistribution u ∈ E ′s,λ(Rn) with suppu ⊂ K .
Proof. Let u belong to E ′s,λ(Rn); using Proposition 3.3, we can find a compact K ⊂ Rn
and a function χ ∈ Gs0(K) such that for every ε > 0 there is a constant Cε > 0 for which∣∣uˆ(ξ)∣∣= ∣∣u(e−ix·ξ )∣∣ Cε sup
η∈Rn
exp
(
ελ(η)1/s
)∣∣χ̂e−ix·ξ (η)∣∣, ∀ξ ∈ Rn. (33)
On the other hand, since χ belongs to Gs0(K), then we have for any ξ, η ∈ Rn,∣∣χ̂e−ix·ξ (η)∣∣= ∣∣∣∣
∫
e−i(η+ξ)·xχ(x) dx
∣∣∣∣= ∣∣χˆ(η + ξ)∣∣ C′ exp(−ε′〈η + ξ〉1/s). (34)
From the assumption (5) with λ∗(ξ) = 〈ξ〉, it follows also that
1
Cs
λ(η)1/s − 〈η + ξ〉1/s  λ(−ξ)1/s, ∀ξ, η ∈ Rn. (35)
Writing then (33) for ε/Cs in place of ε, where ε is any positive number such that 0 <
ε < ε′, and using (34), (35), we get
∣∣uˆ(ξ)∣∣ C′ε sup
η∈Rn
exp
(
ε
Cs
λ(η)1/s − ε〈η + ξ〉1/s
)
 C′ε exp
(
ελ(−ξ)1/s), ∀ξ ∈ Rn.
Now let U(ζ ) satisfy (32); as from assumption of Definition 2.1(i), λ(ξ)  C〈ξ〉, for a
C > 0, then for any ε > 0 there is a constant Cε > 0 such that∣∣U(ζ )∣∣ Cε exp(HK(ζ )+ ε〈ζ 〉1/s), ∀ζ ∈ Cn.
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u(ϕ) := (2π)−n
∫
U(−ξ)ϕˆ(ξ) dξ, ∀ϕ ∈ Gs0
(
Rn
)
,
defines a homogeneous s-ultradistribution u in D′s (Rn) with suppu ⊂ K such that uˆ(ζ ) =
U(ζ ); moreover, u extends to the space Gs(Rn) by setting as usual
u(ψ) := u(χψ) = (2π)−n
∫
U(−ξ)χ̂ψ(ξ) dξ, ∀ψ ∈ Gs(Rn),
where χ ∈ Gs0(Rn) and χ ≡ 1 on K . Now we prove that u defines an element of E ′s,λ(Rn).
Let ψ belong to Gs,λ(Rn) and ε > 0; from (32) with ε/2 in place of ε we get∣∣u(ψ)∣∣ (2π)−n ∫ ∣∣U(−ξ)∣∣∣∣χ̂ϕ(ξ)∣∣dξ
 (2π)−nCε
∫
exp
(
ε
2
λ(ξ)1/s
)∣∣χ̂ψ(ξ)∣∣dξ
 (2π)−nCε‖χψ‖Gs,λ0 (K,ε)
∫
exp
(
−ε
2
λ(ξ)1/s
)
dξ, (36)
where the integral
∫
exp(− ε2λ(ξ)1/s) dξ is finite and ‖χψ‖Gs,λ0 (K,ε) is infinite if χψ does
not belong to Gs,λ0 (K, ε). Then u belongs to E ′s,λ(Rn) in view of Proposition 3.3.
Remark 8. Let us assume that the weight function λ in Rn is extendable to a positive
function λ on Cn satisfying (3). Arguing as in the first part of the above proof, we can
show that the condition (32) on uˆ(ζ ) is also necessary in order that u belongs to E ′s,λ(Rn).
Let us assume that λ on Rn extends to a positive function λ on Cn, according to Propo-
sition 3.4. Following [1], we can give the next definition.
Definition 3.2. Let K be a compact subset of Rn, ε > 0. Then we define As,λ(K; ε) as the
space of all the entire analytic functions f (ζ ) on Cn for which the norm
‖f ‖As,λ(K;ε) := sup
ζ∈Cn
∣∣f (ζ )∣∣exp(−HK(ζ )− ελ(−ζ )1/s)
is finite.
Let us observe thatAs,λ(K; ε) is a Banach space with respect to the preceding norm and
the inclusionAs,λ(K; ε′) ↪→As,λ(K; ε) is continuous for every ε′ < ε. For every compact
set K ⊂ Rn we then set As,λ(K) for the Fréchet space
As,λ(K) :=
⋂
ε>0
As,λ(K; ε).
If {Kj }∞j=1 is an exhaustive sequence of compact subsets of Ω (Ω being open and convex),
then As,λ(Ω) is a (LF)-space, when provided with the inductive limit topology of the
Fréchet spaces As,λ(Kj ):
As,λ(Ω) = ind lim As,λ(Kj ). (37)
j→∞
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Proposition 3.5. The Fourier–Laplace transform is a topological isomorphism from the
space E ′s,λ(Ω), endowed with its strong dual topology, onto As,λ(Ω).
As an immediate consequence of the above result, when the weight function λ is ex-
tendable to the complex space Cn and Ω is open and convex, then E ′s,λ(Ω) turns out to be
a (LF)-space. However, also in the case of general λ and Ω we can get some informations
about the topology of E ′s,λ(Ω). Indeed, the following characterization of a bounded set in
E ′s,λ(Ω) is proved, analogously to [16, Proposition 5.11].
Proposition 3.6. A subset B of E ′s,λ(Ω) is bounded if and only if B is bounded in D′s,λ(Ω)
and there exists a compact subset K ⊂ Ω such that suppu ⊂ K for every u ∈ B .
Arguing now as in the proof of [16, Theorem 5.12], the following is also proved.
Proposition 3.7. The spaces Gs,λ(Ω) and E ′s,λ(Ω) are barreled, Montel and bornological
spaces.
Let us assume that u,v ∈ D′s,λ(Ω), k ∈ C, ψ ∈ Gs,λ
∗
(Ω), and α ∈ Nn. Then, the sum
u+ v, the product ku, the product ψu, the derivative Dαu are defined as standard by
(u+ v)(ϕ) = u(ϕ)+ v(ϕ), (ku)(ϕ) = k(u(ϕ)), ψu(ϕ) = u(ψϕ),
Dαu(ϕ) = (−1)|α|u(Dαϕ),
for all ϕ ∈ Gs,λ0 (Ω).
The sum and the product by a scalar are obviously continuous maps. It is easy to see
that, for u, ψ , and α as before, the product ψu and Dαu belong to D′s,λ(Ω).
Proposition 3.8. The bilinear map (ψ,u) → ψu is hypo-continuous in the spaces
Gs,λ
∗
(Ω)×D′s,λ(Ω) →D′s,λ(Ω), Gs,λ
∗
(Ω)× E ′s,λ(Ω)→ E ′s,λ(Ω),
G
s,λ∗
0 (Ω)×D′s,λ(Ω) → E ′s,λ(Ω).
Proposition 3.9. For every multi-index α, the derivative Dα is a continuous linear operator
in the spaces
(i) Dα :D′s,λ(Ω) →D′s,λ(Ω);
(ii) Dα : E ′s,λ(Ω) → E ′s,λ(Ω).
Corollary 3.1. Let P(x,D) =∑|α|m aα(x)Dα be a linear partial differential operator
with coefficients aα ∈ Gs,λ∗(Ω) (with λ∗ denoting one of the complementary weight func-
tions of λ). Then the following linear operators are continuous:
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(ii) P(x,D) : E ′s,λ(Ω)→ E ′s,λ(Ω).
Finally, we can extend the convolution operator to the spaces of (s, λ)-ultradistributions.
Let us take either u ∈ E ′s,λ(Rn) and v ∈ Gs,λ(Rn) or u ∈D′s,λ(Rn) and v ∈ Gs,λ0 (Rn); then
the convolution product u ∗ v can be defined by
(u ∗ v)(x) := uy
(
v(x − y)), ∀x ∈ Rn, (38)
where the translated v(x−·) of a given function v ∈ Gs,λ(Rn) (or v ∈ Gs,λ0 (Rn)) obviously
belongs to Gs,λ(Rn) (Gs,λ0 (Rn), respectively) and uy acts on the test function v(x − y),
with respect to the variable y . The convolution is commutative and associative and satisfies
(analogously to the case of Schwartz distributions) supp(u∗v) ⊂ suppu+ suppv. Further-
more, similarly to [16, Theorem 6.10], we can show that under the previous assumptions
the convolution product u ∗ v belongs to C∞(Rn) and Dα(u ∗ v) = Dαu ∗ v = u ∗ Dαv,
∀α ∈ Nn.
For every function λ(ξ), we denote by λ˜(ξ) the function
λ˜(ξ) = λ(−ξ), ∀ξ ∈ Rn. (39)
Let us remark that if λ is a weight function according to Definition 2.1, then also the
function λ˜ satisfies the conditions of Definition 2.1 with the same constants C,C′, ε.
Proposition 3.10. Let λ be a weight function and λ˜ as in (39). Then for either u ∈ E ′
s,λ˜
(Rn)
and v ∈ Gs,λ(Rn) or u ∈ D′
s,λ˜
(Rn) and v ∈ Gs,λ0 (Rn), the convolution product u ∗ v be-
longs to Gs,λ(Rn).
Proof. First, we consider the case u ∈ E ′
s,λ˜
(Rn) and v ∈ Gs,λ(Rn). In view of Remark 5,
we have to show that for every χ ∈ Gs0(Rn) there is an ε > 0 such that∣∣ ̂χ(u ∗ v)(ξ)∣∣ C exp(−ελ(ξ)1/s), ∀ξ ∈ Rn. (40)
Since u has compact support, then for any χ ∈ Gs0(Rn) there is a function χ˜ ∈ Gs0(Rn)
such that χ˜(z) ≡ 1 in a neighborhood of the compact set suppχ − suppu and
χ(x)(u ∗ v)(x) = χ(x)uy
(
v(x − y))= χ(x)uy(χ˜(x − y)v(x − y))
= χ(x)(u ∗ χ˜v)(x).
By assumption, there exists a constant ε′ > 0 such that∣∣̂˜χv(ξ)∣∣ ‖χ˜v‖
G
s,λ
0 (supp χ˜,ε′)
exp
(−ε′λ(ξ)1/s), ∀ξ ∈ Rn,∣∣χˆ(ξ)∣∣ C exp(−ε′〈ξ〉1/s), ∀ξ ∈ Rn,
with C > 0 depending only on χ . By (5) there is a constant Cs > 0 so that
λ(ξ)1/s  Cs
(〈ξ − η〉1/s + λ(η)1/s), ∀η, ξ ∈ Rn.
Let ε be any positive number such that 0 <Csε < ε′; therefore we get
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
∫ ∣∣χˆ(ξ − η)∣∣∣∣uˆ(η)∣∣∣∣̂˜χv(η)∣∣exp(ελ(ξ)1/s)dη

∫ ∣∣χˆ (ξ − η)∣∣exp(ε′〈ξ − η〉1/s)∣∣̂˜χv(η)∣∣exp((ε′′ + ε′′′)λ(η)1/s)∣∣uˆ(η)∣∣
× exp(−ε′′′λ(η)1/s)dη
 C‖χ˜v‖
G
s,λ
0 (supp χ˜ ,ε′)
sup
η∈Rn
∣∣uˆ(η)∣∣exp(−ε′λ(η)1/s), (41)
where we have also used Proposition 3.4 and (27), ε′′ and ε′′′ satisfy Csε < ε′′ <
ε′′ + ε′′′ < ε′ and C > 0 depends only on χ . This concludes the proof of the first state-
ment.
Let us assume now that u belongs to D′
s,λ˜
(Rn) and v belongs to Gs,λ0 (R
n). As before,
we have to show that the condition (40) holds for any function χ ∈ Gs0(Rn). Since v has
compact support, there is a cut-off function χ˜ ∈ Gs0(Rn) such that χ˜ ≡ 1 on the compact
set suppχ − suppv and χ(u ∗ v) = χ(χ˜u ∗ v). By analogous computations as before on
χ˜u ∈ E ′
s,λ˜
(Rn) and v ∈ Gs,λ0 (Rn), we obtain∣∣χ̂(u ∗ v)(ξ)∣∣ exp(ελ(ξ)1/s) C‖v‖
G
s,λ
0 (suppv,ε′)
sup
η∈Rn
|χ˜u| exp(−ελ(η)1/s),
∀ξ ∈ Rn, (42)
where ε′ is a positive constant for which the function v satisfies∣∣vˆ(ξ)∣∣ ‖v‖
G
s,λ
0 (suppv,ε′)
exp
(−ε′λ(ξ)1/s), ∀ξ ∈ Rn
and Proposition 3.4 ensures the boundedness of (35). The second statement of the propo-
sition is therefore proved. 
Corollary 3.2. The bilinear map (u, v) → u ∗ v is hypocontinuous either from the spaces
E ′
s,λ˜
(Rn)×Gs,λ(Rn) to Gs,λ(Rn) or from D′
s,λ˜
(Rn)×Gs,λ0 (Rn) to Gs,λ(Rn).
Proof. From (41), (42), we plainly deduce that (u, v) → u ∗ v is separately continuous. To
get the hypocontinuity, we use the fact that D′
s,λ˜
(Rn), E ′
s,λ˜
(Rn), Gs,λ(Rn) and Gs,λ0 (R
n)
are all barreled spaces and then apply [27, Theorem 41.2].
Remark 9. An important example of the inhomogeneous Gevrey classes is represented
by the multianisotropic case, cf. [3–5,7–10,12,14,28]. In turn, the multianisotropic Gevrey
classes include, as a particular case, the anisotropic classes, see for example [10,29]; the
latter ones represent the only example of multianisotropic Gevrey classes in which the ring
condition holds, and therefore are a ring with respect to the pointwise product, cf. [2]. We
refer to the above-mentioned papers for precise definitions and limit ourselves here to the
following two examples in R2:
λ(ξ1, ξ2) =
(
1 + ξ41 + ξ22
)1/4
,
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λ(ξ1, ξ2) =
(
1 + ξ61 + ξ62 + ξ41 ξ42
)1/12
,
giving an example of multianisotropic weight function for which the ring condition is not
satisfied (however (3) is valid and related ultradistributions can be defined as before).
We finally observe that the multianisotropic Gevrey classes and their topological duals
allow also equivalent definitions and proofs by means of direct estimates on the derivatives,
cf. [6].
Acknowledgments
The authors are grateful to Prof. A. Albanese, University of Lecce, and Prof. O. Liess, University of Bologna,
whose valuable remarks contributed to the improvement of the manuscript.
References
[1] R.W. Braun, R. Meise, B.A. Taylor, Ultradifferentiable functions and Fourier analysis, Results Math. 17
(1990) 207–237.
[2] G. Björck, Linear partial differential operators and generalized distributions, Ark. Mat. 6 (1966) 351–407.
[3] C. Bouzar, R. Chaili, Gevrey vectors of multi-quasi-elliptic systems, Proc. Amer. Math. Soc. 131 (2003)
1565–1572.
[4] D. Calvo, Cauchy problem in multi-anisotropic Gevrey classes for weakly hyperbolic operators, Boll.
Unione Mat. Ital. Sez. B, in press.
[5] D. Calvo, Multianisotropic Gevrey classes and Cauchy problem, PhD thesis in Mathematics, Dipartimento
di Matematica ‘L. Tonelli’, Università di Pisa, 2003.
[6] D. Calvo, A. Morando, Multianisotropic Gevrey classes and ultradistributions, Quaderni del Dipartimento
di Matematica, Università di Torino, quaderno N. 41/2002.
[7] L. Cattabriga, Su una classe di polinomi ipoellittici, Rend. Sem. Mat. Univ. Padova 36 (1966) 60–74.
[8] A. Corli, Un teorema di rappresentazione per certe classi generalizzate di Gevrey, Boll. Un. Mat. Ital. Se-
rie VI 4-C (1985) 245–257.
[9] J. Friberg, Multi-quasielliptic polynomials, Ann. Scuola Norm. Sup. Pisa Cl. Sci. 21 (1967) 239–260.
[10] G. Gindikin, L.R. Volevich, The method of Newton’s polyhedron in the theory of partial differential equa-
tions, Math. Appl. (Soviet Ser.) 86 (1992).
[11] A. Grothendieck, Sur les espaces (F) and (DF), Summa Brasil. Math. 3 (1954) 57–123.
[12] G.H. Hakobyan, V.N. Markaryan, On solutions of the Gevrey class of hypoelliptic equations, Izv. Nats.
Akad. Nauk Armenii Mat. 33 (1998) 40–52; translation in J. Contemp. Math. Anal. 33 (1998) 35–47.
[13] J. Horváth, Topological vector spaces and distributions, vol. 1, Addison–Wesley, London, 1966.
[14] H.G. Kazharyan, Almost hypoelliptic polynomials not increasing at infinity, J. Contemp. Math. Anal. 36
(2001) 15–26; translation in Izv. Nats. Akad. Nauk Armenii Mat. 36 (2001) 44–55.
[15] H. Komatsu, Projective and injective limits of weakly compact sequences of locally convex spaces, J. Math.
Soc. Japan 19 (1967) 366–383.
[16] H. Komatsu, Ultradistributions I: structure theorem and a characterization, J. Fac. Sci. Univ. Tokyo,
Sect. IA 20 (1973) 25–105.
[17] O. Liess, Intersection properties of weak analytically uniform classes of functions, Ark. Mat. 14 (1976)
93–111.
[18] O. Liess, L. Rodino, Inhomogeneous Gevrey classes and related pseudo-differential operators, Anal. Funz.
Appl., Suppl. Boll. Un. Mat. Ital. 3 1-C (1984) 233–323.
[19] J.L. Lions, E. Magenes, Problèmes aux limites non homogènes et applications, vol. 3, Dunod, Paris, 1970.
[20] S. Mandelbrojt, Séries adhérentes, régularisation des suites. Applications, Gauthier–Villars, Paris, 1952.
D. Calvo et al. / J. Math. Anal. Appl. 297 (2004) 720–739 739[21] W. Matsumoto, Theory of pseudo-differential operators of ultradifferentiable classes, J. Math. Kyoto
Univ. 27 (1987) 453–500.
[22] P. Pérez Carreras, J. Bonet, Barreled Locally Convex Spaces, North-Holland Math. Stud., vol. 131, North-
Holland, Amsterdam, 1987.
[23] L. Rodino, Linear Partial Differential Operators in Gevrey Spaces, World Scientific, Singapore, 1993.
[24] C. Roumieu, Sur quelques extensions de la notion de distribution, Ann. Sci. École Norm. Sup. (3) 77 (1960)
41–121.
[25] W. Rudin, Division in algebra of infinitely differentiable functions, J. Math. Mech. 11 (1962) 673–711.
[26] J.S. e Silva, Su certe classi di spazi localmente convessi importanti per le applicazioni, Rend. Mat. Univ.
Roma Ser. 5 14 (1955) 388–410.
[27] F. Trèves, Topological Vector Spaces, Distributions and Kernels, Academic Press, New York, 1967.
[28] L. Zanghirati, Iterati di una classe di operatori ipoellittici e classi generalizzate di Gevrey, Suppl. Boll. Un.
Mat. Ital. 1 (1980) 177–195.
[29] L. Zanghirati, Iterates of quasielliptic operators, and Gevrey classes, Boll. Un. Mat. Ital. B (5) 18 (1981)
411–428.
