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Abstract
In this work we present a robust interface coupling algorithm called Compact
Interface quasi-Newton (CIQN). It is designed for computationally intensive ap-
plications using an MPI multi-code partitioned scheme. The algorithm allows to
reuse information from previous time steps, feature that has been previously pro-
posed to accelerate convergence. Through algebraic manipulation, an efficient
usage of the computational resources is achieved by: avoiding construction of
dense matrices and reduce every multiplication to a matrix-vector product and
reusing the computationally expensive loops. This leads to a compact version
of the original quasi-Newton algorithm. Altogether with an efficient communi-
cation, in this paper we show an efficient scalability up to 4800 cores. Three
examples with qualitatively different dynamics are shown to prove that the al-
gorithm can efficiently deal with added mass instability and two-field coupled
problems. We also show how reusing histories and filtering does not necessarily
makes a more robust scheme and, finally, we prove the necessity of this HPC
version of the algorithm. The novelty of this article lies in the HPC focused im-
plementation of the algorithm, detailing how to fuse and combine the composing
blocks to obtain an scalable MPI implementation. Such an implementation is
mandatory in large scale cases, for which the contact surface cannot be stored
in a single computational node, or the number of contact nodes is not negligible
compared with the size of the domain.
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1. Introduction
Interface problems like, solid-solid contact, fluid-structure interaction (FSI)
or heat transfer gained great attention in the last decades due to the broad range
of applications in aerospace industry, manufacturing, wind energy production
or biomechanics. These problems can be mathematically treated using hetero-
geneous domain decomposition methods [1]. In each subdomain the problems
are defined with their own Neumann and Dirichlet boundary conditions, includ-
ing the boundary condition at the contact surface. From the algorithmic point
of view, the problem can be attacked with the monolithic or the partitioned
scheme. On the former, using and ad-hoc solver, one matrix is build including
the degrees of freedom for both the fluid and solid [2, 3, 4]. On the latter,
fluid and the solid are computed independently as black-box solvers, exchang-
ing the quantities of interest at certain synchronisation points of the workflow
[5, 6, 7, 8]. Both strategies have advantages and drawbacks. Monolithic schemes
have less numerical instabilities, but leads to a linear system hard to precon-
ditionate and require to design an specific solver from scratch for every pair of
coupled problems [2, 4, 9, 10]. The partitioned scheme allows code reusing, but
require convergence iterations at each time step [5, 6, 7, 8].
The algorithm presented in this work is based on the interface quasi-Newton
method (IQN) [5], improved and extended with a special care in the parallel
implementation. The proposed scheme is implemented in Alya [11, 12, 13], the
BSC’s in-house tool for multiphysics problems. The uncoupled physics solvers
in Alya have an almost linear scalability proven up to a hundred thousand
cores [14]. Following a black-box multi-code strategy, the coupled problems are
solved by executing two different MPI-based parallel instances of Alya which
interchange data in the contact surface.
The goal of this work is to develop both an accurate and efficient version
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of the interface quasi Newton algorithm. There are three main motivations to
do so. Firstly, we look for a coupling strategy that can deal with large-scale
problems on both sides of the coupled problem. Secondly, we need a coupling
algorithm that is able to robustly tackle the main issue on the fluid-structure
interaction (FSI) problem, namely added mass instability [15, 16]. And, finally,
the algorithm should be able to deal with more than one coupled interface at the
same time (n-field coupling) [17]. When modelling biomechanics, the last two
conditions are mandatory, as the densities of the tissues and fluids are similar
and multiple cavities are interconnected. A parallel formulation of the coupling
algorithm has not been shown in the past, but it is a requirement for massively
parallel applications so it does not becomes the bottleneck. Previous publi-
cations [5, 6, 7, 8, 18, 19] assume a negligible cost of the coupling algorithm.
This is based on the fact that in some cases the coupled surface might be small
compared with the solved volumes. This assumption eases the software develop-
ment as the code can be written as serial. This hypothesis might be true in some
cases, but not in biomechanical applications where the geometrical complexity
of the biological structures enormously increases the area of the contact surface.
Although it is true that the convergence acceleration require less operations
than the solvers in the Piccard iteration, the interface quasi-Newton algorithm
requires a large number of matrix-matrix multiplications. This is intractable for
large problems that must run in distributed memory systems where the interface
cannot be stored in a single shared-memory node, so an efficient parallelisation
is mandatory.
This work is organised as follows. Section 2 contains the mathematical de-
velopment for the algorithm, detailing the included improvements and the par-
allelisation strategy. Section 3 shows two experiments with remarkably different
dynamics and a scalability test. Conclusions can be found in section 4.
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2. Material and Methods
In this section, a compact version of the Interface quasi-Newton algorithm
is presented. Section 2.2 shows the original algorithm, and section 2.3 the in-
cluded improvements. The QR decomposition, a critical step in the algorithm, is
thoroughly detailed in section 2.4 and the parallelisation strategy in section 2.5.
An explanation of the used Einstein index notation convention can be found in
Appendix B.
2.1. Problem setting
In this work, we focus in surface problems that can be stated as dI+1α = S(fα)
and f I+1α = F (dα). Each form represents the numerical result of a physical
problem and dα and fα are the unknowns at the interface Γc. This can also be
written as the fixed point equation dI+1α = S(F(dα)), or in a generic manner:
x˜I+1α = H(xα), (1)
where H(xα) condenses both solvers. The parallel solvers S(fα) and F (dα) can
be executed either one after the other in a block-sequential manner (Gauss-
Seidel) or at the same time in a block-parallel manner (Jacobi) [20]. While the
former is less computationally efficient, it improves convergence of the iterative
solver, and therefore will be the used scheme. Performance can be improved
with a convergence acceleration algorithm. Examples of them can be found in
[21]. In the following section we will develop a high-performance version of an
interface quasi-Newton algorithm.
2.2. General Overview of the Algorithm
The first implementation of the Interface Quasi Newton (IQN) algorithm
is described in [5]. Distinctly to other quasi-Newton schemes, in the IQN the
Jacobian is approximated by a field defined in the contact surface and depending
on the local residual variation over a given number of iterations [22]. The
residual of eq. (1) can be defined as rα = H(xα)−xα = x˜α−xα. For each time
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step, the problem is converged when rα = 0. If the Jacobian ∂rα/∂xβ is known,
the increment of the variable xα can be computed as:
∂rα
∂xβ
∆xβ = −rα. (2)
Therefore, computing the next iterate as xI+1α = xα + ∆xα. Generally the
exact Jacobian cannot be computed or it is computationally expensive to do so.
This quasi-Newton scheme provides a method to obtain an approximation of
the inverse Jacobian. The multi-secant equation for the inverse Jacobian reads:
(
∂rα
∂xβ
)−1
Vαi ≈Wβi, (3)
where:
Vαi =
[
∆r1α,∆r
2
α, ...,∆r
q
α
]
with ∆rIα = r
I+1
α − rIα (4)
Wαi =
[
∆x˜1α,∆x˜
2
α, ...,∆x˜
q
α
]
with ∆x˜Iα = x˜
I+1
α − x˜Iα. (5)
where rI+1α and x˜
I+1
α and r
I
α and x˜
I
α are the current and past values respec-
tively. Vαi,Wαi ∈ Rp×q, where p is the number of contact degrees of freedom and
q is the number of saved non-zero iterations where, generally, p >> q. Note that
the newest values are stored at the left side of the built matrix, while the older
values are moved to the right. The residual increment of the current iteration
is approximated as a linear combination of the previous residuals increments:
∆rα = Vαiλi, (6)
where λi ∈ Rq×1 is the solution of the optimisation problem ‖ ∆rα − Vαiλi ‖
described in [23]. To obtain λi, the matrix Vαi is decomposed in an orthogonal
matrix Qαβ ∈ Rp×p and an upper triangular Uαi ∈ Rp×p with a QR decompo-
sition:
Vαi = QαβUβi. (7)
As Uαi is upper triangular, only its first q rows are different from zero. With
this information we can build a modified QR decomposition with Uij ∈ Rq×q
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and Qαi ∈ Rp×q such that:
Vαi = QαkUki, (8)
reducing the amount of memory and computing effort required, as described
ahead in section 2.5. After this decomposition, the vector λi can be obtained
by backsubstitution of the upper triangular matrix Uij :
Uijλj = Qαi∆rα. (9)
As Qαi is orthogonal, the inverse is equal to the transpose, avoiding the inversion
of this matrix. Also, as ∆rα = r
I−1
α − rα and the objective is to get ∆rα =
0α − rα, we can say:
Uijλj = −Qαirα. (10)
Once λi is computed, the increment of the unknown ∆xα can be computed as
∆xα = Wαiλi, and the update of the unknown as:
xI+1α = x˜α +Wαiλi. (11)
The scheme is summarised in algorithm 1. For each time iteration, an initial
guess and residue are computed. As the proposed algorithm requires increments,
a first step with fixed relaxation ω0 is required. After, IQN loop continues until
convergence is achieved.
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1 For each time step, solve:
2 x0α = x
ini
α
3 x˜0α = H(x
0
α)
4 r0α = x˜
0
α − x0α
5 update x1α = x˜
0
α + ω0r
0
α
while problem not converged do
6 x˜α = H(xα)
7 rα = x˜α − xα
8 build Vαi =
[
∆rI−1α , ...,∆r
0
α
]
; with ∆rIα = r
I
α − rα
9 build Wαi =
[
∆x˜I−1α , ...,∆x˜
0
α
]
; with ∆x˜Iα = x˜
I
α − x˜α
10 decompose Vαj = QαiUij (by QR decomposition)
11 solve Uijλj = −Qαirα
12 update xI+1α = x˜α +Wαiλi
end
Algorithm 1: Interface quasi-Newton algorithm overview.
2.3. Improvements on the original scheme
It has been proposed [19] that adding information from iterations from the
previous time steps into matrices Vαi and Wαi improve the convergence prop-
erties of the algorithm. To do so, we redefine matrices 4,5, with information of
the iterations from previous time steps:
Vαi =
[
V 1αi, V
2
αi, ..., V
T
αi,
]
with V tαi as eq. (4) (12)
Wαi =
[
W 1αi,W
2
αi, ...,W
T
αi,
]
with W tαi as eq. (5), (13)
where t ranges from the current processed time step to the last saved time step,
T . Note that Vαi,Wαi ∈ Rp×q, but now q is the number of saved non-zero itera-
tions from the current and past time steps. Including this information increases
the probability that the columns in Vαi are linearly dependent, rendering the
QR decomposition unstable. Different filtering techniques have been proposed
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[19] to remove these columns, but all of them require building dense intermedi-
ate matrices, or even finding every associated eigenvalue [24], with its associated
expensive computational cost. Moreover there is not a clearly better filtering
technique [18, 19]. This is why we choose to reuse the simple and paralellised
incomplete QR decomposition developed in this work to check the linear depen-
dency of the columns of Vαi. If |Uii| <  ||U ||2, where Uij is the upper triangular
matrix and  a parameter, the i-th column is deleted from Vαi and Wαi. The
column deleted might correspond to the current processed time step (sub-matrix
V 1αi) or any other column corresponding to any other time step (sub-matrix V
j
αi).
This requires re-stacking the non-zero columns to obtain again a dense set of
matrices.
2.4. QR decomposition
A critical step is the QR decomposition (line 10 in algorithm 1) due to the
numerous matrix-matrix products involved in it. In this section the QR de-
composition will be explained and through algebraic manipulation these matrix
products will be simplified in the following section. The goal of the QR decom-
position is to obtain the orthogonal and the upper triangular matrices Qαβ and
Uαi, with the following shape:
Qα =
1Bαβ
2Bβγ ...
qBγ (14)
Uαi =
qBαβ ...
2Bβγ
1BγVi, (15)
where Bαβ ∈ Rp×p are dense intermediate matrices obtained during the iter-
ative decomposition. At each iteration, the matrix Vαi is processed column by
column. We use a left superscript to identify the corresponding iteration of the
QR algorithm but, for easiness on the reading, we avoid using any other time
or coupling iteration superscripts. Vαi can be considered as a set of q ordered
vectors:
1Vαi =


v11
v21
...


v12
v22
...
 · · ·

v1q
v2q
...

 = [vα1, vα2, · · · , vαq] . (16)
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The algorithm, iteratively makes each column orthogonal to each other column
in the matrix. It starts iteration j with a matrix jVαi obtained with data from
iteration j-1. To decompose the j-th column of jVαi, a unitary vector uα has
to be built:
uα =
nα
‖nα‖ with, nα = vα − ‖vα‖
jeα, (17)
where vα is the column to decompose and
jeα is a unitary vector with j-th
position equal to 1 and to 0 otherwise. Then,
jB∗αβ = δαβ − 2uαuβ (18)
is the so called Householder matrix, and δαβ is the identity matrix. If
jVαi is
premultiplied by jB∗αβ , a new matrix
jB∗αβ
jVβi is obtained:
1B∗αβ
1Vαi =

‖vα1‖ · · · · · · · · ·
0
... 2Vβj
0
 (19)
Matrix 19 is upper triangular in the first j columns; and dense everywhere
else. A new submatrix j+1Vβj is therefore defined after erasing the first column
and row. This process can be repeated until the initial matrix becomes upper
triangular.
Once the algorithm is computed for every column on 1Vαi, a set of q gradually
smaller matrices 1B∗αi ∈ Rp×p, 2B∗αi ∈ Rp−1×p−1 ... jB∗αi ∈ Rp−(j−1)×p−(j−1) ...
qB∗αi ∈ R1×1 are obtained. To properly compute the j-ith iteration of eq. (19),
matrices jBαi are completed with the identity:
jBαi =
Iij 0
0 jB
∗
αi
 (20)
where Iij ∈ Rj−1×j−1. Finally, through eqs. (14) and (15) the matrices Uij and
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Qαi are obtained. The process is described in algorithm 2.
1
1Vαi = Vαi
for j=1...q do
2 choose vα =
jVαi with α = j...p and i = j
3 nα = vα − ‖vα‖eα
4 uα = nα/‖nα‖
5 B∗αβ = I − 2 uα uβ
6
j+1Vαi = Bαβ Vβi
end
7 Qα =
1Bαβ
2Bβγ ...
qBγ
8 Uαi =
qBαβ
q−1Bβγ ... 1BγVi
Algorithm 2: overview of the QR decomposition algorithm.
2.5. Paralell compact IQN
The distributed memory parallelisation of Alya is based on a domain decom-
position [25], a mesh partition is carried out [26], and each partition is assigned
to a MPI-process. The mesh partitioner divides the mesh minimising the area
between subdomains but without any requirements on the contact surface Γc
(see fig. 1). Therefore, the nodes in Γc will be distributed among the MPI tasks
and so the increment matrix Vαi.
{
{{
⌦a
⌦b
⌦1a
⌦2a⌦
3
a
⌦1b ⌦
2
b
⌦3b
 c
Figure 1: Physical subdomains Ωa and Ωb in contact by the wet surface Γc. Each physical
subdomain is subdivided in three computational subdomains (partitions). The wet surface,
and therefore the vectors in matrix Vαi can be distributed along several partitions.
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In order to process Vαi in parallel, we look for the subdomain with the
largest number of contact nodes, the now called “leader” partition. After, Vαi
and Wαi are renumbered so the first rows correspond to the leader partition, so
the backsubstitution is only executed there.
To improve computing and memory cost, we propose some modifications for
the base algorithm in section 2.4. As jBαβ is obtained by eq. (18), the product
jBαβ
jVβi can be expanded as:
jBαβ
jVβi = (δαβ − 2uαuβ) jVβi = jVαi − 2uαuβ jVβi. (21)
So, instead of computing and storing jBαβ ∈ Rp×p for each iteration j, we store
the vectors uα ∈ Rp for the q iterations. Expanding eq. (21):
(δαβ − 2uαuβ) jVβi = δαβ jVβi − 2uαuβ jVβi = jVαi − 2uα
(
uβ
jVβi
)
. (22)
So the parallel matrix-vector product uα
jVαi can be computed first, then com-
pute uα(uβ
jVβi) and finally subtract Iαβ
jVβi − 2uαuβ jVβi. To compute
eq. (15) we proceed similarly, but starting with (δαβ − 2 1uα 1uβ)Vβi followed
by the premultiplication of the matrices (δαβ−2uαuβ) with the same technique
as described here.
Similarly, we can avoid the construction of the dense matrix Qαβ ∈ Rp×p,
used in the backsubstitution (see eq. (10)). Vector −Qαirα can be computed
with a strategy similar to eq. (21). The difference is that Qα =
1Bαβ · · · qBγ,
so after computing qBαirα as:
qBαβrα = (δαβ − 2 quα quβ)rβ = rβ − 2 quα quβrβ , (23)
the rest of the matrices Bαβ = δαβ − 2uαuβ are premultiplied. The first multi-
plication, (eq. (23)) can be expanded as:
(δαβ − 2 quα quβ)rβ = δαβrβ − 2 quα quβrβ = rα − 2 quα ( quβrβ) (24)
The product quβrβ is firstly computed and then rα − 2 quα( quβrβ). The
resulting vector is multiplied by
(
δαβ − 2 (q−1)uα (q−1)uβ
)
and followed by every
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matrix
(
δαβ − 2 juα juβ
)
up to
(
δαβ − 2 1uα 1uβ
)
. In this way, matrices qBαi
are never completely computed.
The resulting algorithm has as input the Vαi matrix and the residuals vec-
tors to operate in the backsubstitution (see eq. (10)), and the output will be
the coefficient vector αi. As the boundaries between the IQN and the QR al-
gorithms can’t be identified anymore, we refer to the developed algorithm as
Compact IQN (CIQN). Our main motivation is that a complete QR decomposi-
tion would be prohibitive in large cases as a dense Q orthogonal matrix would be
extremely expensive to compute and store. The proposed algorithm is a collec-
tion of matrix-vector and vector-vector products restricted to the contact. An
efficient parallelisation requires a proper point-to-point MPI communication on
the modified IQN and QR algorithms. The whole sequence of steps is described
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in algorithm 3.
1 Chose leader partition
while not the last time step do . time loop
2 x0α = x
ini
α
3 x˜0α = H(x
0
α)
4 r0α = x˜
0
α − x0α
5 update x1α = x˜
0
α + ω0r
0
α
while problem not converged do
6 x˜α = H(xα)
7 rα = x˜α − xα
8 build Vαi and Wαi as eqs. (12) and (13)
9
1Vαi = Vαi
for j=1...q do . QR decomposition loop
if j > 1 then j+1Vαi =
1Vβi − 2uαuβ 1Vβi as eq. (22)
if I am the leader then
10 vα =
jVαi with α = j...p and i = j
else
11 vα =
jVαi with α = 1...p and i = j
end
12 parallel compute ‖vα‖
if I am leader then nα = vα − ‖vα‖ jeα
13 parallel compute ‖nα‖
14 uα = nα/‖nα‖
end
15 Uij = (δiγ − 2 qui quγ) · · ·
(
1Vαj − 2 1uα 1uβ 1Vβj
)
(as eq. (22))
if |Ujj | < ||U ||2 then remove column j and restart QR loop
16 −Qαirα = −
(
δiγ − 2 1ui 1uγ
) · · · (rβ − 2 quβ quαrα) (as eq. (24))
if I am leader then backsubstitute Uijλj = −Qαirα
17 xI+1α = x˜α +Wαiλi . variable update
end
end
Algorithm 3: Compact Interface quasi-Newton algorithm.
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2.6. Physics of solved cases
The algorithm in this work has been developed generically for any interface
problem. Although that, the main interest of the authors is Fluid-Structure
Interaction (FSI), we briefly describe the governing equations. The Newtonian
fluid is modelled with incompressible Navier-Stokes equations using an Arbitrary
Lagrangian-Eulerian (ALE) formulation:
ρf
∂ui
∂t
+ ρf
(
uj − umj
) ∂ui
∂xj
+
∂
∂xj
[
+pδij − µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
= +ρffi (25)
∂ui
∂xi
= 0, (26)
where µ is the viscosity of the fluid, ρf the density, ui the velocity, p is the
mechanical pressure, fi the force term and u
m
j is the fluid domain velocity. The
numerical model is based on the Finite Element Method, using the Variational
Multiscale[27]. For the Arbitrary Lagrangian-Eulerian (ALE) formulation, the
technique used is proposed in [28]. Mesh movement is solved through a Lapla-
cian equation
∂
∂xj
(
[1 + αe]
∂bi
∂xj
)
= 0, (27)
where bi are the components of the displacement in each point for the domain.
The factor α is a diffusive term that, once discretised, controls the mesh distor-
tion. ALE boundary conditions at the contact surface is set through the nodal
displacement from solid mechanics problem.
Solid mechanics is solved following a transient scheme and using a total
Lagrangian formulation in finite strains [13]. The displacement di form of the
linear momentum balance can be modelled as:
ρs
∂2di
∂2t
=
∂PiJ
∂XJ
+ ρsBi, (28)
where ρs is the initial density of the body, Bi represents the body forces and
PiJ is the nominal stress tensor. Solid mechanics boundary conditions at the
contact surface is set through the nodal forces from the fluid mechanics problem.
Let us label “CFD”and “CSM” the fluid and solid sides of a coupled FSI
problem. At the contact surface, displacements and normal stresses must be
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continuous:
CFDdΓci =
CSMdΓci (29)
ni
CFDσΓcij = ni
CSMσΓcij , (30)
where CFDdΓci and
CSMdΓci are the deformation in the contact boundary for
the fluid and for the solid respectively; and ni
CSMσΓcij and ni
CFDσΓcij are the
normal stresses in the contact boundary.
A typical behaviour of the developed algorithm is shown in Appendix C.1 for
an FSI case. Solver iteration are decomposed in the different parts: Momentum,
continuity and ALE for the fluid domain, and displacement for the solid domain.
3. Results and discussion
In this section we present tree cases. Problems in sections 3.2 and 3.3 were
chosen to show the difference of the behaviour of the algorithm with different dy-
namics on the physics, while problem in section 3.4 is an scalability test. Every
problem in this section can be executed relaxing the force or the displacement.
The best (less average iterations) scheme for each case is shown in this section,
the rest in Appendix C. For each case, a sensitivity analysis is executed for
the number of past saved time steps (histories), iterations on each time step
(ranking) and . Also, as a reference, the number of iterations is compared
against the popular Aitken algorithm. For this comparison algorithm, results
are shown as (e.g.) 17.76 (sd=2.91) where the first figure indicates the mean
and the second figure the standard deviation (sd). All cases are executed in
Marenostrum IV supercomputer.
3.1. Algorithm validation
Validating the algorithm is a mandatory step to trust the results in this
section. The numerical method is validated with the benchmark FSI3 proposed
in section 4.3 of [29]. The experimental set-up involves a flexible rod oscillating
in a fluid flow. brown The dimensions of the fluid domain are 41.0× 250.0[cm],
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the dimensions of the rod 2.0×35.0[cm] and the radius of the anchoring structure
being r = 5.0[cm]. The densities for the fluid and the solid are ρf = ρs =
1[g/cm3]. The dynamic viscosity for the fluid is µf = 10.0[Poise] and the
Young modulus and Poisson’s ratio for the isotropic solid are E = 5.6E7[Barye]
and ν = 0.4[−] respectively. The fluid and solid meshes are composed by 35k
and 16k linear triangles respectively and the problem solved with a time step of
1E−3[s]. Oscillation frequency and amplitude at the tip of the rod are measured
to compare against numerical results.Results for t=3[s] are shown in fig. 2.
Figure 2: Method Validation. Portion of the domain proposed by [29] in time t = 3 [s].
Deformation is represented on the bar and velocity field in the fluid domain.
For our code, the obtained amplitude and frequency on the quasi-periodic
period areAx = −2.60×10−3±2.40×10−3 [f = 10.8] andAy = 2.3×10−3±33.7×
10−3 [f = 5.4] in concordance with theAx = −2.69×10−3±2.53×10−3 [f = 10.9]
and Ay = 1.48×10−3±34.38×10−3 [f = 5.3] obtained in the cited experiment1.
Although there is already a good agreement, results can be further improved
by refining the meshes, as proven in section 4.1 of [30]. With this, we prove
the algorithm is correctly implemented and reproduces the physics of the FSI
problem.
1The results are presented as in the original experiment: mean ±amplitude[freq].
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3.2. Wave propagation in elastic tube
The domain, schematised in fig. 3, is an elastic tube, filled with fluid. The
densities are ρf = ρs = 1[g/cm
3] for the fluid and the solid. Fluid viscosity
is µ = 0.03[Poise]. The Young modulus and Poisson’s ratio for the solid are
E = 3E7[Baryes] and ν = 0.3[−]. Inflow velocity is 30[cm/s]. Outflow pressure
is p = 0[Baryes]. In the contact surface, continuity of displacement and normal
stresses are imposed. Linear tetrahedra are used for the spatial discretisation
resulting in 48k elements (10k nodes) and 30k elements (6k nodes) for the fluid
and the solid respectively, with 2.7k interface nodes (∼25% of the total). Time
step is fixed at ∆t =4E-4[s]. For each case a sensitivity analysis is done with
a range of previous time steps, iterations and . Each case run in 24 cores in
Marenostrum IV. As a reference for the reader, with the optimal configurations
the CIQN algorithm case took 38 minutes and the Aitken case took 67 minutes
13 seconds.
6
  =
1.
6
  = 2
I
n
f
lo
w
O
u
tf
lo
w
Figure 3: Scheme with dimensions for the wave propagation in elastic tube experiment.
Results and statistical tendencies relaxing displacement are shown in table 1
and fig. 4. Similar information, but relaxing force is shown in Appendix C.2. For
a qualitative comparison, with the Aitken algorithm, the solver requires 17.76
(sd=2.91) and 21.81 (sd=3.64) iterations in average when relaxed on force and
displacement respectively.
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histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 13.36 13.36 13.36 13.24 13.08 17.66
0
10 12.32 12.32 12.30 12.82 15.16 28.98
5 11.25 11.02 12.86 13.24 13.08 17.66
1
10 11.72 11.88 12.41 12.92 15.16 28.97
5 10.36 10.55 12.82 13.24 13.08 17.66
2
10 11.43 11.57 11.77 12.92 15.16 28.97
5 9.67 10.62 12.87 13.24 13.08 17.66
5
10 11.59 11.82 12.31 12.89 15.16 28.97
5 9.64 10.49 12.84 13.24 13.08 17.66
10
10 11.64 11.68 12.31 12.92 15.16 28.97
Table 1: Results for the wave propagation in an elastic tube experiment when displacement
is relaxed. Iterations for the scheme depending on the number of previous time steps used
(histories), iterations in each time step (ranking) and filter () when relaxing displacement.
The average number of iterations is 14.2925 (sd=4.72).
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Figure 4: Candle plots for the wave propagation in an elastic tube experiment when displace-
ment is relaxed. Less coupling iterations are required with a larger number of previous time
steps and a smaller .
Although simple, the problem in this section has been similarly reproduced
in other FSI articles [16, 31, 21, 19]. Here we show that, as similarly concluded
in [19] adding information from previous time steps improves the rate of con-
18
vergence of the algorithm (left plot on fig. 4). On the contrary, increasing the
ranking does not necessarily have a positive effect. Filtering has the effect of
reducing the standard deviation on the number of iteration in each time step
(right plot on fig. 4), but it is arguable if it compensates the added computa-
tional cost of restarting the QR decomposition. A similar behaviour can be seen
if forced is relaxed (see Appendix C.2).
3.3. Oscillating rod and flexible wall in a fluid domain
The domain, schematised in fig. 5, is composed by a centered oscillating
flexible rod and a fixed flexible wall, being the rest the fluid domain. The
densities for the fluid and the solid are ρf = ρs = 1[g/cm
3] . Fluid viscosity
is µ = 0.04[Poise]. The Young modulus and poisson ratio for the solid are
E = 2E7[Baryes] and ν = 0.3[−]. The tip of the oscillating rod has an imposed
dispalcement of dx = sin(2pit). The Inflows velocity is 0.1[cm/s]. Outflows
pressures are p = 0[Baryes]. Continuity of displacement and normal stresses
are imposed in both contact surfaces. Linear triangles are used for the spatial
discretisation resulting in 7.4k elements (4k nodes) and 752 elements (474 nodes)
for the fluid and the solid respectively, with 300 interface nodes (∼10% and
∼45% of the total for the fluid and the solid respectively). Time step is fixed at
∆t = 0.1[s]. Each case run in 16 cores in Marenostrum IV. As a reference for
the reader, with the optimal configurations, the CIQN algorithm case took 57
seconds and the Aitken case took 7 minutes and 49 seconds.
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Figure 5: Scheme with dimensions for the oscillating rod with flexible wall experiment.
Results and statistical tendencies relaxing displacement are shown in table 2
and fig. 6. Similar information, but relaxing force is shown in Appendix C.3.
For a qualitative comparison, with the Aitken algorithm, the solver requires
55.46 (sd=41.43) and 69.98 (sd=55.94) iterations in average when relaxed on
force and displacement respectively.
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histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 12.02 12.02 12.02 11.96 F 13.44
0
10 13.94 13.94 13.88 13.82 12.68 17.98
5 14.56 14.52 13.14 12.36 11.66 13.44
1
10 11.8 11.74 F 13.76 12.52 17.98
5 12.92 12.4 12.76 12.32 11.66 13.44
2
10 10.62 10.92 12.76 13.76 12.52 17.98
5 F 11.9 13.42 12.32 11.66 13.44
5
10 10.42 10.56 13.94 13.76 12.52 F
5 14.30 11.96 13.42 12.32 11.66 13.44
10
10 12.22 12.34 13.94 13.76 12.52 17.98
Table 2: Results for the oscillating rod experiment when displacement is relaxed. Iterations
for the scheme depending on the number of previous time steps used (histories), iterations
in each time step (ranking) and filter () when relaxing displacement, F meaning a diverged
simulation. The average number of iterations is 14.99 (sd=8.33).
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Figure 6: Candle plots for the oscillating rod experiment when displacement is relaxed. The
number of coupling iterations do not seem to improve with filtering or re-usage of previous
information.
The problem presented in this section, even though being computationally
cheaper, is more physically challenging. Compared to problem in section 3.2,
there are two surfaces to couple and the deformations are considerably larger.
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This is reflected in the computational cost, requiring 55.46 (sd=41.43) Aitken
iterations 2. In this case, the behaviour of the IQN algorithm is completely
different from the presented in section 3.2. Now we can see scattered diverg-
ing simulations in table 2, increasing the number of histories do not bring any
advantage (left side of fig. 6) and using filtering doesn’t bring any drastic im-
provement (right side of fig. 6). On the contrary, and oppositely to the case
presented in section 3.2, increasing the rank has a beneficial effect on the con-
vergence properties of the algorithm when little or no filtering is included. The
strongest hypothesis for this behaviour is that including histories over-predicts
the final position of the interface, hampering the convergence of the algorithm.
3.4. Scalability
The domain, schematised in fig. 7, is a filled flexible tube lying over a flex-
ible surface which is in contact with a big volume of another fluid. The den-
sities for the fluid and the solid are ρf = ρs = 1[g/cm
3]. Fluid viscosity is
µ = 0.03[Poise]. The Young modulus and Poisson ratio for the solid are E =
1.5E4[Baryes] and ν = 0.3[−]. The Inflow velocites are sin(2pit) and 1[cm/s]
for the lower domain respectively. Outflows pressures are p = 0[Baryes]. Conti-
nuity of displacement and normal stresses are imposed in both contact surfaces.
Linear tetrahedra are used for the spatial discretisation resulting in 60M ele-
ments (10.4M nodes) and 40M elements (7.1M nodes) for the fluid and the solid
respectively, with 4M interface nodes (∼38% and ∼56% of the total nodes for
the fluid and the solid respectively). Time step is fixed at ∆t = 0.1[s].
2compared to the 17.76 (sd=2.91) Aitken iterations required by the elastic tube experiment.
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Figure 7: Scheme with dimensions for the scalability case.
As the main goal is to prove good scalability, the results for the sensibility
analysis are shown in Appendix C.4. Table 3 show results for the solver running
independently (uncoupled) to ease its comparison with the coupled scalability.
To obtain an optimum efficiency E, several cases are run sweeping the core
allocation for each physical problem. Figure 8 shows speed-up and efficiency for
four fixed values in the fluid solver core count pf . In each case the core count
for the solid mechanic solver ps is ranged between 64 and 2048, with increments
in power of two. This processes is performed for a core count of 256, 512, 1024,
and 2048 in the fluid solver. The results is a set of curves with a peak efficiency
Epf given by the optimal balance of cores for each case.
Core Fluid mechanics Solid mechanics
count speed up efficiency speed up efficiency
128 128.0 1.00 128.0 1.00
256 256.0 0.99 256.0 0.99
512 511.6 0.99 508.1 0.99
1024 1011.0 0.98 960.5 0.93
2048 1880.3 0.91 1793.0 0.87
Table 3: Parallel performance analysis. Speed-up and efficiency for both solvers.
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Figure 8: Parallel performance analysis. Speed-up and Efficiency for a core allocation of
p = pf + ps, where pf = {256, 512, 1024, 2048} in the core count for the fluid, and ps = {64,
128, 256, 512, 1024, 2048} for the solid. The orange line is the fitted curve for each case. An
optimal allocation popt which allows to achieve the maximum efficiency Epf of the coupled
system can be found for each curve Spf .
This example demonstrates the necessity of the parallel version of the al-
gorithm, as it would be impossible to fit 11M interface nodes in a single node
of a shared-memory high-performance computing infrastructure. Furthermore,
we show a scalability up to 4800 cores. Although the scalability of the uncou-
pled problem do not drop under 87% in the uncoupled case, when coupled, the
maximum scalability achieved is 60%. This is due to the staggered scheme used
that improves stability, one set of cores is idle while the rest is processing. Al-
though it’s out of the scope of this article, this issue can be tackled by using
core overloading on the MPI scheme.
For another large scale use of the algorithm, please refer to [32], where a
human heart is solved with the IQN algorithm.
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4. Conclusions & future work
In this paper, we introduced the compact interface quasi-Newton (CIQN)
coupling scheme, optimised for distributed memory architecture. The developed
algorithm includes reusing information from the previous time steps (histories)
and filtering, but in an efficient scheme that avoids constructing dense matrices
and reduces the number of operations. This leads to an algorithm that requires
less coupling iterations and computing time per time step.
In previous works [18, 19] it has been stated that using information from
previous time steps together with filtering improve convergence. In this work
we show this do not necessarily happen and can only be stated for certain type
of dynamic behaviour, while a correct parametrisation requires a fine tuning for
each case.
In this work we prove that a parallel coupling algorithm is mandatory for
massively parallel cases. We also show that reusing histories does not neces-
sarily improves the convergence rate of the algorithm, but is dependant on the
dynamics of the problem. As it has been said, there is no a silver bullet algo-
rithm to tackle all the FSI cases. The chosen algorithm and parameters must
fit the features of the problem to solve, taking into account the dynamics and
the possible numerical instabilities that may arise.
Although the developed algorithm has been proved robust and efficient, there
is room for optimise the execution with core-overloading. Also, other filtering
algorithms (e.g. eigenvalue-based) can be tested to compare performance and
computational cost. Finally, the behaviour of the presented algorithm has to be
tested in other interface problems like solid-solid contact or heat transmission.
These topics will be developed in a future work.
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Appendix A. Glossary
Glossary of acronyms used at the manuscript.
• ALE: Arbitrary Lagrangian-Eulerian.
• BSC: Barcelona Supercomputing Center.
• CFD: Computed Fluid Dynamics.
• CIQN: Compact interface quasi-Newton.
• CSM: Computed Solid Mechanics.
• E: Young modulus.
• FSI: Fluid-structure interaction.
• HPC: High Performance Computing.
• IQN: Interface quasi-Newton.
• MPI: Message Passing Interface.
• sd: Standard deviation.
• ν: Poisson’s ratio.
• ρ: Density.
• µ: Dynamic viscosity.
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Appendix B. Index notation convention
To ease implementation, the Einstein convention on repeated indices will be
followed, allowing to describe the mathematics, the physics and the computa-
tional implementation aspects depending on the context. For the continuum
problem, the indices label space dimensions. On the discretised problem, the
lowercase greek alphabet α = 1, · · · p labels the number of degrees of freedom p,
i.e. the matrix rows. The lowercase latin alphabet labels the matrix columns,
i = 1, · · · q − 1 where q is the last stored iteration. Additionally, a capital latin
subindex labels the FSI solver iteration I = 1, · · · q−1, where q is the last stored
iteration. A final rule is how those indices operate: only those of the same kind
are contracted. For instance, QI−1αi is the Q matrix for iteration I− 1 with rows
labelled α and columns i. When this matrix is multiplied by a certain vector
Bi, it results in a given vector A
I−1
α :
AI−1α = Q
I−1
αi Bi =
q−1∑
i=1
QI−1αi Bi,
where latin indices i are contracted.
Appendix C. More results
Appendix C.1. Typical behaviour of the coupling residue and solver iterations
In Figure C.9 we show the typical behaviour of the coupling residue and
solver iterations for a single time step. Particularly, it corresponds to the 20th
time step of the case presented in section 3.3 using 5 iterations per time step
(ranking=5) and 5 previous time iterations (history=5) and an =1E-9.
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Figure C.9: Iterations of the different solvers and resiude of the coupling for a typical time
step in the CIQN algorithm.
Appendix C.2. For the wave propagation in elastic tube
Table C.4 and fig. C.10 show the results when force is relaxed.
histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 11.89 11.84 11.79 11.80 12.22 18.12
0
10 15.24 15.29 15.55 15.13 17.19 33.90
5 11.42 11.54 11.83 11.76 12.22 18.12
1
10 14.46 15.07 15.60 15.18 17.11 33.9
5 11.33 11.87 11.76 11.12 12.22 18.12
2
10 13.99 15.04 15.78 15.20 17.11 33.90
5 11.87 10.68 11.34 11.76 12.22 18.12
5
10 13.80 14.89 15.78 15.20 17.11 26.74
5 10.59 11.45 11.87 11.76 12.22 18.12
10
10 13.77 14.73 15.78 15.20 17.11 33.90
Table C.4: Results for the wave propagation in an elastic tube experiment when relaxing force.
Iterations for the scheme depending on the number of previous time steps used (histories),
iterations in each time step (ranking) and filter () when relaxing displacement.caption relaxing
force. The average number of iterations is 15.298125(sd=5.58)
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Figure C.10: Candle plots for the wave propagation experiment when force is relaxed.
Appendix C.3. For the oscillating bar and flexible wall in a fluid domain
Table C.5 and fig. C.11 show the results when force is relaxed.
histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 13.78 13.78 13.78 13.84 13.78 15.78
0
10 19.48 19.48 19.30 18.72 16.84 24.42
5 13.02 13.22 13.38 13.72 13.78 15.78
1
10 16.42 16.42 17.14 18.24 17.48 24.44
5 13.46 13.46 13.82 13.72 13.78 15.78
2
10 F F 16.96 18.26 17.48 24.44
5 12.94 13.10 13.24 13.72 13.78 15.78
5
10 15.60 15.14 15.62 18.26 17.48 24.44
5 12.20 11.66 13.42 13.72 13.78 15.78
10
10 15.28 14.91 15.62 18.26 17.48 24.44
Table C.5: Results for oscillating rod experiment when force is relaxed. Iterations for the
scheme depending on the number of previous time steps used (histories), iterations in each
time step (ranking) and filter () when relaxing displacement, F meaning a divergent case.
The average number of iterations is 16.04 (sd=3.19).
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Figure C.11: Candle plots for the oscillating rod experiment when force is relaxed.
Appendix C.4. For the scalability
More results for the scalability case. As the objective of this experiment is
to prove the HPC performance of the algorithm all the numerical sensitivity
analysis is shown here. Figure 7 shows a scheme of the geometry used. Ta-
ble C.6 and fig. C.12 show results when displacement is relaxed and table C.7
and fig. C.13 when force is relaxed. For a quantitative comparison, with the
Aitken algorithm the scheme requires 19.45 (sd=3.10) and 19.58 (sd=2.16) when
relaxing on force and displacement respectively. Each case run in 768 cores in
Marenostrum IV. As a reference for the reader, in the optimal configurations,
the CIQN algorithm case took 1 hour, 27 minutes and 57 seconds and the Aitken
case took 2 hours, 27 minutes and 30 seconds.
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histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 14.85 14.85 14.85 14.83 13.80 19.62
0
10 15.39 15.39 15.41 15.57 14.69 32.56
5 12.03 12.03 12.15 13.31 13.91 19.63
1
10 14.31 14.31 14.46 14.98 14.79 32.97
5 11.38 11.38 11.87 12.98 13.91 19.63
2
10 13.88 13.56 13.94 15.38 14.79 32.97
5 11.81 13.23 11.51 12.97 13.91 19.63
5
10 12.75 13.35 13.73 15.38 14.79 32.97
5 11.85 12.69 12.11 12.97 13.91 19.63
10
10 12.70 12.87 13.99 15.38 14.79 32.97
Table C.6: Results for scalability case when relaxing displacement. Iterations for the scheme
depending on the number of previous time steps used (histories), iterations in each time step
(ranking) and filter () when relaxing displacement. The average number of iterations is 15.80
(sd=5.52).
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Figure C.12: Candle plots for the scalability when displacement is relaxed.
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histories ranking =0 =1E-9 =1E-7 =1E-5 =1E-3 =0.1
5 13.40 13.40 13.40 13.36 13.26 20.33
0
10 20.50 20.42 19.95 18.17 18.69 36.15
5 12.60 12.60 12.53 13.50 13.26 20.33
1
10 F 20.78 19.89 18.30 18.87 36.15
5 12.13 12.08 12.21 13.49 13.26 20.33
2
10 F 20.25 20.28 18.30 18.87 36.15
5 11.66 11.83 12.12 13.49 13.26 20.33
5
10 F F 20.24 18.30 18.87 36.15
5 12.19 12.24 12.11 13.49 13.26 20.33
10
10 F 20.23 20.24 18.30 18.87 36.15
Table C.7: Results for scalability case when relaxing force. Iterations for the scheme depending
on the number of previous time steps used (histories), iterations in each time step (ranking)
and filter () when relaxing displacement. F meaning a divergent experiment. The average
number of iterations is 18.09 (sd=6.37).
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Figure C.13: Candle plots for the scalability case when force is relaxed.
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