Scale Groups by Willis, George A.
ar
X
iv
:2
00
8.
05
22
0v
1 
 [m
ath
.G
R]
  1
2 A
ug
 20
20 Scale groups
George A. Willis∗
August 13, 2020
Abstract
Closed subgroups of the group of isometries of the regular tree
Tq+1 that fix an end of the tree and are vertex-transitive are shown to
correspond, on one hand, to self-replicating groups acting on rooted
trees and, on the other hand, to elements of totally disconnected,
locally compact groups having positive scale.
Classification: Primary secondaryKey words: rooted tree; automorphism
group; scale; self-similar group; self-replicating group
1 Introduction
This article is about what we shall call scale groups, which are closed sub-
groups of the group of isometries of a regular tree which fix an end of the
tree and are transitive on its vertices. Scale groups link three topics of cur-
rent interest in group theory, namely: (i) groups acting 2-transitively on the
boundary of a regular tree [20]; (ii) subgroups tidy for an automorphism of
a totally disconnected, locally compact group [28]; and (iii) self-replicating
groups of automorphisms of a rooted tree [18, Definition 2.8.1]. We explain
these links and begin to investigate the structure of scale groups.
∗This research was supported by the Australian Research Council grant FL170100032
and by a Texas A&M, College Station, visitor grant.
1
The broader context of the three topics and the links between them are
depicted in Figure 1, which shows a table whose three rows correspond to
different levels of abstraction, and whose columns correspond roughly to
the three topics mentioned above. The next few paragraphs summarise the
connections and context in terms of the table, and the remainder of the
article gives the details.
The first row lists classes of abstract totally disconnected, locally compact
(t.d.l.c.) groups which are the settings for the three topics: (i) Lie groups over
local fields [24, 23] and Kac-Moody groups over finite fields [7, 6]; (ii) general
t.d.l.c. groups; and (iii) profinite groups [10, 30]. Also mentioned on the first
row is the study of growth in groups because that, too, is a source of ideas
relevant to scale groups. That the Lie and Kac-Moody groups and profinite
groups are particular classes of t.d.l.c. groups is indicated by arrows.
The second row lists concrete realisations of abstract t.d.l.c. groups as
isometry groups of trees and indicates structure theorems they express.
(i) Simple Lie groups over local fields and Kac-Moody groups admit represen-
tations on buildings, [3]. In the rank 1 case these buildings are regular trees
and, moreover, the image of the group under this representation is closed and
its action on the boundary of the tree is 2-transitive. An idea promulgated by
P.-E. Caprace [5] is that closed groups of tree isometries acting transitively
on the boundary of the tree are a microcosm for the class of all (simple)
t.d.l.c. groups, also see [20]. This idea is shown in the table, and so is the
fact that a subgroup of such a 2-transitive group fixing an end of the tree
is a scale group. (ii) Given a general t.d.l.c. group and an automorphism α
of the group, there are an associated positive integer, s(α), called the scale
of the automorphism, and certain closed subgroups, V , of the group which
are invariant under α. The tree representation theorem, [1, Theorem 4.1],
produces an action of the semidirect product V ⋊ 〈α〉 on the regular tree
with valency s(α) + 1. It follows that every t.d.l.c. group having an inner
automorphism with scale greater than 1 has a subquotient isomorphic to a
scale group. Every scale group may be found in this way. (iii) Groups act-
ing on rooted trees arise in the analysis of just-infinite profinite groups, [29],
and the first examples found of finitely generated groups with intermediate
growth, [9], are also of this type. These groups have the branch group prop-
erty but, since they act on rooted trees rather than regular ones, are not
scale groups.
The third row lists finite labellings of vertices or edges used for explicit
computations in isometry groups of trees. (i) So-called legal colourings of
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edges were introduced in [16] and used in [4] to define examples of groups
2-transitive on the boundary of a tree. (ii) Compatible labellings of edges are
introduced in the present paper to facilitate computations in scale groups.
(iii) Rooted trees have a concrete definition in which vertices are strings of
symbols from a finite alphabet. Their edges are then labelled by the alphabet
and such labellings are used to define self-similar and self-replicating groups
of isometries of the rooted trees, see [18]. The labelling of rooted trees and
compatible labellings of regular trees imply an equivalence between scale
groups and self-replicating groups.
The structure of the paper is as follows. Precise definitions of scale groups
and self-replicating and self-similar-groups are given in Section 2. Several
basic examples are described. The regular tree, Tq+1, in which all vertices
have valency q + 1 and the rooted tree, Tq,q, in which all vertices have q
children are also defined concretely to have vertices which are strings of sym-
bols {0, . . . , q}. Labellings of Tq+1 compatible with a scale group are defined
in Section 3, and the equivalence between scale groups and self-replicating
groups is shown. The residue of a scale group, a group of permutations on
{0, . . . , q − 1} analogous to the residue field of a local field, is also defined.
The representation of V ⋊ 〈α〉 as isometries of Tq+1 is recalled in Section 4
and described concretely in terms of a compatible labelling. Scale groups
are characterised up to isomorphism and it is shown that the tree represen-
tation is unique when the residue permutation group is primitive. Section 5
surveys what is known about groups of isometries of regular trees that are
2-transitive on the boundary and how such groups relate to scale groups.
We use terminology concerning trees that is consistent for the most part
with [25, 27]. The regular tree in which every vertex has valency n will be
denoted by Tn (it will usually be the case that n = q+1) and the rooted tree
in which every vertex has q children denoted by Tq,q. Vertices of a tree will be
denoted with bold letters, v, and edges regarded as pairs of directed edges. A
directed edge will be denoted as an ordered pair, (v,w), and the undirected
edge {(v,w), (w,v)} abbreviated to {v,w}. The sets of vertices and edges
in the tree T will be denoted by V(T ) and E(T ) respectively. A path in a tree
is a mapping p : I → V(T ) with I a finite, semi-infinite or infinite interval in
Z and (pn,pn+1) a directed edge with pn−1 6= pn+1 whenever n−1, n+1 ∈ I.
A path p that is one-to-one and has I = N is called a ray and rays p1,p2
are equivalent if p1(N) ∩ p2(N) is infinite. An equivalence classes of rays is
called an end of the tree T and the set of ends is denoted ∂T . The notation
[v, ω) will mean the ray p such that p0 = v and p ∈ ω, and (ω,v] will mean
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the path n 7→ v−n : −N→ V(T ) with p a ray.
Every automorphism of the combinatorial tree T is an isometry of its
geometric realisation, and conversely, and the group of all automorphisms will
be denoted by Isom(Tq+1). For any subgroup G ≤ Isom(Tq+1) and v ∈ V ,
stabG(v) is the stabiliser of v. The action of G on T by automorphisms
will be denoted G y V(T ) and the image of v under g ∈ G by g.v. A
tree homomorphism ϕ : T (1) → T (2) is G-equivariant if ϕ(g.v) = g.v for all
v ∈ V(T ) and g ∈ G.
Throughout, p denotes a prime number, q may be a power of a prime but
often is not, and N includes 0.
Acknowledgements I am grateful for valuable discussions with Alejandra
Garrido, Rotislav Grigorchuk, Pierre-Emmanuel Caprace, Daniel Horadam,
Volodymyr Nekrashevych, Zoran Sˇunic´ and Stephan Tornier that assisted
the writing of this article. I especially thank Gilles Pisier for hosting an
enjoyable visit to Texas A&M at College Station during which some of these
discussions took place.
2 Scale groups and self-replicating groups
This section defines scale groups and derives their basic properties. What it
means for a group to be self-replicating is recalled from [18], and standard
labellings that will be used in later sections are defined.
Note that the trees considered here always have a root or a specified end.
In this case, all vertices have a unique edge in the direction of the specified
vertex or end. Any given edge labelling is then equivalent to the vertex
labelling in which the vertex has the same label as the unique edge in the
specified direction. The converse holds for vertex labellings. Hence edge
labellings and vertex labellings are equivalent in this context.
2.1 Scale groups
Definition 2.1 Let Tq+1 be a regular tree with valency q + 1 and choose an
end ω ∈ ∂Tq+1. A closed subgroup, P , of Isom(Tq+1) that fixes ω and is
transitive on V(Tq+1) is called a scale subgroup. The set of scale subgroups
of Isom(Tq+1)ω is denoted Sc(q + 1).
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Let the end ω ∈ ∂Tq+1 be fixed throughout. The following notation will
be useful. For each vertex v ∈ V(Tq+1):
• Ev denotes the set of q + 1 directed edges {(v,w) ∈ E(Tq+1)};
• the vertex adjacent to v on the ray (ω,v] is denoted by v+;
•
−→
N (v) denotes the set of q neighbours of v other than v+; and
• Tv is the component of Tq+1 not having ω in its boundary formed by
deleting the edge {v,v+} but not the vertices (see Remark 2.15).
It is shown in [27, Proposition 3.2] that there are three types of automor-
phism of a tree: those that fix a vertex; those that interchange two adjacent
vertices; and those that translate an infinite path. An automorphism that
fixes an end of the tree cannot be of the second type and so, for scale groups,
all automorphisms either fix a vertex v, and then fix every vertex on the ray
[v, ω), or translate a path that has ω as either a repelling end or an attract-
ing end. Automorphisms that fix a vertex are called elliptic and those that
translate a path are called hyperbolic. Denote the set of elliptic elements in
the group G by G(e).
The following is a well known and easily proved fact about groups of tree
automorphisms that fix an end.
Proposition 2.2 Let G be a closed subgroup of Isom(Tq+1) that fixes the
end ω. Then G(e) is a closed subgroup of G and either G = G(e) or there is
a translation x ∈ G with ω as a repelling end such that G = G(e) ⋊ 〈x〉. ✷
Scale groups always contain a translation by distance 1 and have the form
P = P (e) ⋊ 〈x〉, as the next results show.
Proposition 2.3 Let P ≤ Isom(Tq+1)ω be a scale group and v ∈ V(Tq+1).
Suppose that V = stabP (v). Then there is x ∈ P such that xV x
−1 < V and
[V : xV x−1] = q. For any such x,
⋃
n∈Z x
nV x−n = P (e).
Proof. Let w be a neighbour of v such that v ∈ [w, ω) and let x ∈ P be
such that x.v = w. Then xV x−1 = stabP (w), which is a proper subgroup
of V because stabP (w) fixes every vertex on the ray [w, ω). Moreover, V.w
is contained in
−→
N (v), and is equal to this set because, for each u ∈
−→
N (v),
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there is y ∈ P with y.w = u and any such y must belong to V . Hence, by
the Orbit-Stabiliser Theorem, [V : xV x−1] = |
−→
N (v)| = q.
For the second claim, consider h ∈ P (e). Then h fixes a ray, [u, ω) and
[u, ω)∩ [v, ω) is a ray, [v′, ω) say. Since v′ ∈ [v, ω), there is m ∈ Z such that
x−m.v = v′. Then x−mV xm = stabP (v
′), to which h belongs. ✷
The next result applies to semiregular trees, that is, trees whose vertex
set partitions into two subsets, V1 and V2, such that all vertices in each
subset have the same number of neighbours, all belonging to the other subset.
Although only needed for regular trees here, the greater generality might be
useful in other contexts. It may be compared with [20, Lemma 2.2].
Proposition 2.4 Let T be a semiregular tree and suppose that G ≤ Isom(T )
is closed, transitive on each of the vertex sets V1, V2 with V1 ∪ V2 = V(T ),
and fixes an end, ω ∈ ∂T . Then G(e) is transitive on ∂T \ {ω}.
In particular, P (e) acts transitively on ∂Tq+1\{ω} for every P in Sc(q+1).
Proof. Let ω1, ω2 ∈ ∂Tq+1 \ {ω}. Then (ω1, ω) ∩ (ω2, ω) = [v, ω) for some
vertex v ∈ V (Tq+1). For each n ≥ 1 let vn and wn be the vertices on (ω1,v]
and (ω2,v] respectively at distance n from v. Then, since vn and wn are
equidistant from v, they lie in the same set, V1 or V2, of vertices. Transitivity
of the action of G on V1 and V2 then implies that there is, for each n, xn ∈ G
such that xn.vn = wn.
Since each xn fixes ω, it follows that xn.v = v for every n and, moreover,
that xn.vj = wj for every 1 ≤ j ≤ n. Hence the set {xn}n≥1 is contained in
the stabiliser, Gv, of v, which is compact, and therefore has an accumulation
point, x say. Then x.vn = wn for every n ≥ 1 and it follows that x.ω1 = ω2.
Since x fixes v it is elliptic, and we have shown that the elliptic subgroup of
G is transitive on ∂Tq+1. ✷
Corollary 2.5 Suppose that ω, ω′ ∈ ∂Tq+1 and that {v,w} ∈ E(Tq+1) lies
on the path (ω, ω′). Then, given a scale group P ≤ Isom(Tq+1)ω, there is
x ∈ P satisfying x.ω = ω, x.ω′ = ω′ and x.v = w.
Proof. There is y ∈ P with y.ω = ω and y.v = w because P is a scale
group. Then the proof of Proposition 2.4 shows that there is z ∈ P with
z.(y.ω′) = ω′ and z.w = w. Set x = zy. ✷
Proposition 2.4 has the following converse.
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Proposition 2.6 Let G ≤ Isom(T )ω be closed. Suppose that G(e) is tran-
sitive on ∂T \ {ω} and that there are v ∈ V(Tq+1) and g ∈ G such that
{v, g.v} ∈ E(Tq+1). Then G is a scale group.
Proof. It must shown that G is transitive on V(Tq+1). Let v ∈ V(Tq+1)
and g ∈ G be such that {v, g.v} ∈ E(Tq+1). Then g is hyperbolic and
there is ω1 ∈ ∂T \ {ω} with (ω, ω1) the axis of translation for g. Consider
w ∈ V(Tq+1), let ω2 ∈ ∂T \{ω} be such that w ∈ (ω, ω2) and choose h ∈ G(e)
such that h.ω1 = ω2. Then h
−1.w ∈ (ω, ω1) and there is n ∈ Z such that
gn.v = h−1.w. Hence w = (hgn).v and G is transitive on V(Tq+1). ✷
Example 2.7 The (ax+ b)-group Qp ⋊Q
×
p acts on Tp+1 via the embedding
Qp ⋊Q
×
p →֒ GL(2,Qp) given by
(b, a) 7→
(
a b
0 1
)
, (a ∈ Q×p , b ∈ Qp)
and the action of GL(2,Qp) on its affine Bruhat-Tits tree [25, Chapter II.1].
The boundary of the Bruhat-Tits tree may be identified with the projective
line P 1(Qp) and Qp⋊Q
×
p fixes the point with homogeneous coordinates [1 : 0]
under its action on the tree. Let P ≤ Isom(Tp+1)[1:0] be the image of Qp⋊Q
×
p
under this action. Then P is a scale group by Proposition 2.6: that P is
transitive on ∂Tp+1 \ {[1 : 0]} holds because we have that [b, 1] = (b, 1).[0 : 1]
for each [b, 1] ∈ ∂Tp+1 \ {[1 : 0]}; and (0, p) is hyperbolic with translation
distance 1.
The group Fq((t))⋊Fq((t))
× acts on Tq+1 in a similar fashion and its image
under the action is another example of a scale group.
There is an alternative, and well-known, construction of the action ofQp⋊Q
×
p
on a tree isomorphic to the Bruhat-Tits tree, and of the identification of the
boundary of the tree with P 1(Qp). This construction is given in Example 2.12
below, and is the model for a concrete description of Tq+1 and the action of
Isom(Tq+1)ω that is the subject of §2.3. Example 2.18 defines a particular
class of scale groups in terms of this construction of the tree that is inspired
by the example of Fq((t))⋊ Fq((t))
×.
2.2 Self-replicating groups
Self-similar and self-replicating groups are groups of automorphisms of regu-
lar rooted trees and their definitions involve representing the vertices of this
7
tree as strings in an ‘alphabet’, see [18, §1.1]. In the present article we specify
that the alphabet is the set of q symbols {0, . . . , q − 1}. The following defi-
nition and notation for the rooted tree Tq,q do not match that in [18] exactly
but are better suited to our context.
2.8 Let V = {0, . . . , q−1}∗ be the set of finite strings of symbols 0, . . . , q−1
and E = {{w,wj} ∈ V2 | w ∈ V, j ∈ {0, . . . , q − 1}}. Then Tq,q := (V, E) is
a rooted tree whose root is the empty string and in which the vertex w has
the q children wj, j ∈ {0, . . . q − 1}. Strings of length n are said to be on
level n of Tq,q.
For eachw ∈ V(Tq,q), the subtree spanned by {wv ∈ V(Tq,q) | v ∈ V(Tq,q)}
will be denoted by Tw. Then Tw is isomorphic to Tq,q, under the map
ψw(wv) = v : Tw → Tq,q,
and the map
|w := g 7→ ψw ◦ g ◦ ψ
−1
w
: Isom(Tq,q)w → Isom(Tq,q)
is a surjective group homomorphism.
The set of infinite strings {0, . . . , q − 1}N may be identified with the set of
ends, ∂Tq,q, of the rooted tree.
The next definitions may be found in [18, Definitions 1.5.3 and 2.8.1],
although self-replicating groups are called recurrent in that book and given
the present name only in [19] (also see [11]).
Definition 2.9 The subgroup, G, of Isom(Tq,q) is self-similar if, for each
w ∈ V(Tq,q),
ψw ◦ g ◦ ψ
−1
w
∈ G for every g ∈ Gw.
The self-similar group, G, is self-replicating if it is transitive on level 1 of
Tq,q and the map
|w : Gw → G defined by g|w = ψw ◦ g ◦ ψ
−1
w
is surjective for every w ∈ V(Tq,q), that is, if ψw ◦Gw ◦ ψ−1w = G.
It is easily verified that the map |w : Gw → G is a group homomorphism.
The examples of self-similar groups given in [18, §1.6–9] include many
examples of self-replicating groups such as the Grigorchuk [9] and Gupta-
Sidki [13] groups and the odometer action of Z on Tq,q. That G should be
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closed in Isom(Tq,q) is not part of the definition that G be self-replicating.
The groups considered in this article are closed, however, and the closure of a
self-replicating group, such as one of those described in [18], is self-replicating.
The following notation for the rooted tree in which the root has q − 1
children and every other vertex has q children will also be used.
2.10 Let V ⊂ {0, . . . , q − 1}∗ be the set of finite strings in the symbols 0,
. . . , q − 1 whose first letter is not 0 and let
E =
{
(w,wj) ∈ V2 | w ∈ V, j ∈ {0, . . . , q − 1}
}
.
Then Tq,q−1 = (V, E) is a rooted tree whose root is the empty string and such
that the root has the q − 1 children 1, . . . , q − 1 and every other vertex w
has the q children wj, j ∈ {0, . . . , q − 1}. Thus Tq,q−1 is a subtree of Tq,q.
2.3 The regular tree in terms of sequences of labels
This subsection describes the regular tree, Tq+1, in terms of infinite strings
of symbols in an analogous way to the description of Tq,q in paragraph 2.8.
The labellings of vertices and edges implicit in this description underpin the
connection between scale groups and self-replicating groups shown Section 3.
The end, ω, fixed by a scale group plays a distinguished role, like that
played by the root vertex in the case of self-replicating groups. Corresponding
to the levels of a rooted tree are levels relative to ω in a regular tree.
Definition 2.11 Fix ω ∈ ∂Tq+1, choose a vertex v0 ∈ V(Tq+1) and define
Bv0 : V(Tq+1)→ Z by
Bv0(v) = d(v,w)− d(v0,w) (w ∈ [v, ω) ∩ [v0, ω)).
(The number on the right is independent of w ∈ [v, ω)∩[v0, ω)). The function
Bv0 is a Busemann function for ω and the level sets of this function are called
horospheres.
See [2, Chapter II.8] for Busemann functions and horospheres. The horo-
spheres in Tq+1 depend only on ω and not on the choice v0.
The following description of a tree isomorphic to the Bruhat-Tits tree for
GL(2,Qp) is tailored to focus on the end, [1 : 0], fixed by the (ax+ b)-group
under the action seen in Example 2.7. It is the model for the more general
construction given afterwards.
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Example 2.12 Construct a graph by defining its vertex and edge sets to be
V =
{
y + pn+1Zp | n ∈ Z, y ∈ Qp
}
and E =
{
(y + pn+1Zp, y + p
n+2Zp) | n ∈ Z, y ∈ Qp
}
.
Each y ∈ Qp may be written uniquely as y =
∑∞
n=−∞ ynp
n with the coeffi-
cients yn ∈ {0, . . . , p−1} for each n and yn = 0 as n→ −∞. Hence the vertex
y+ pn+1Zp may be specified by the sequence (ym)m≤n ∈ {0, . . . , p− 1}(−∞,n].
This vertex then has the p+1 neighbours y+ pnZp and y+ p
nyn+1+ p
n+2Zp,
yn+1 ∈ {0, . . . , p− 1} and the graph is isomorphic to Tp+1.
The (ax+ b)-group Qp ⋊Q
×
p acts on V by, for (b, a) ∈ Qp ⋊Q
×
p ,
(b, a).(y + pn+1Zp) = (b+ ay) + ap
n+1Zp, (y + p
n+1Zp ∈ V). (1)
This action preserves the edge relations and thus defines an action by auto-
morphisms of Tp+1.
For each fixed y ∈ Qp the bi-infinite sequence {y + pn+1Zp}n∈Z is a path
in the tree. All rays {y + pn+1Zp}n≤0 (y ∈ Qp) belong to the same end of
the tree because yn → 0 as n → −∞ for every y. Identify this end with
[1 : 0] ∈ P 1(Qp) and identify the end containing the ray {y + p
n+1Zp}n≥0
with [y : 1]. The boundary of the tree is thus identified with the projective
line P 1(Qp) = {[1 : 0]} ∪ {[y : 1] | y ∈ Qp}. The horospheres for the end
[1 : 0] are the sets Vn := Qp/pn+1Zp.
The specification of vertices in the Bruhat-Tits tree by sequences (ym)m≤n
in {0, . . . , p − 1}(−∞,n] does not rely on the algebraic structure of Qp and
generalises to the following definition of Tq+1.
Definition 2.13 For each n ∈ Z, define
Vn :=
{
w = (wi) ∈ {0, . . . , q − 1}
(−∞,n] | wi = 0 for almost all i
}
and
V :=
⋃
n∈Z
Vn.
Thus V is a set of semi-infinite strings in the symbols {0, . . . , q− 1} with all
but finitely many symbols in each string being equal to 0. For each n, denote
the string in Vn in which all symbols equal 0 by v˜n.
For each n ∈ Z and w ∈ Vn, define w+ = (w
+
i ) ∈ Vn−1 by
w+i = wi (−∞ < i ≤ n− 1).
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Further, for each j ∈ {0, . . . , q − 1} define wj ∈ Vn+1 by
(wj)i = wi if i ≤ n and (wj)n+1 = j.
Then w 7→ w+ : Vn → Vn−1 is a q-to-1 surjective map. Define
E =
{
{w,w+} | w ∈ V
}
.
Then each w ∈ V has the q + 1 neighbours
{w+} ∪
{
v ∈ V | v+ = w
}
= {w+} ∪ {wj ∈ V | j ∈ {0, . . . , q − 1}}
in the graph Tq+1 := (V, E). There are no cycles in the graph and Tq+1 is a
(q + 1)-regular tree.
For w ∈ Vn and j ≤ n ∈ Z define w|j = w(n−j)+ ∈ Vj, the semi-infinite
sequence obtained by deleting the last n− j terms in w. Then {w|j}j≤n is a
ray in Tq+1. For each w ∈ V there is J such that w|j = v˜j for all j < J and
hence the rays {w|j}j≤n, w ∈ Vn ⊂ V, all lie in the same end. This end will
be denoted by ω. The sets Vn are then horospheres for ω.
The sequence {v˜n}n∈Z is a bi-infinite path in Tq+1. Define the particular
element x˜0 ∈ Isom(Tq+1)ω by
(x˜0.w)m = wm−1, (w = (wm) ∈ V(Tq+1)). (2)
In particular, x˜0.v˜n = v˜n+1, (n ∈ Z).
Remark 2.14 Given a bi-infinite sequence (wi)i∈Z with wi ∈ {0, . . . , q − 1}
and wi = 0 as i→ −∞ write, for each n, wn = (wi)i≤n ∈ {0, . . . , q−1}(−∞,n].
Then {wn}n∈Z is a path in Tq+1. The ray {wn}n≤0 belongs to the end ω and
the ray {wn}n≥0 determines a unique end of Tq+1 that is not equal to ω. The
bi-infinite sequences (wi)i∈Z thus correspond to ∂Tq+1 \ {ω}.
Every vertex in Tq+1 has the form v = v˜nw with n ∈ Z and w ∈ Tq,q−1
unique. (Recall from paragraph 2.10 that the first letter of strings in V(Tq,q−1)
is not 0.) Then the element x0 ∈ Isom(Tq+1) satisfies
x˜0.v = x˜0.(v˜nw) = v˜n+1w, (v ∈ V(Tq+1)).
Remark 2.15 For each v ∈ V(Tq+1) with Bv0(v) = n the set{
w ∈ V(Tq+1) | Bv0(w) ≥ n and w|(−∞,n] = v
}
spans the rooted subtree Tv of Tq+1. For each w ∈ Tv, w|[n,Bv0(w)] is a finite
string in the alphabet {0, . . . , q − 1} and the map φv that sends w to this
string is an isomorphism φv : Tv → Tq,q.
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The explicit description of Tq+1 in Definition 2.13 allows isometries fixing
the end ω to be presented in terms of finite permutations located at the
vertices of the tree.
Proposition 2.16 For every x ∈ Isom(Tq+1)ω there are a unique n ∈ Z and
elliptic h ∈ Isom(Tq+1)ω such that x = hx˜n0 .
For the elliptic factor h there is, for each w ∈ V(Tq+1), a permutation
π
(h)
w ∈ Sym(q) such that
h.(wj) = (h.w)π(h)
w
(j), (j ∈ {0, . . . , q − 1}). (3)
Moreover, there is N ∈ Z depending on h such that π(h)vn ∈ Sym(q)0 if n ≤ N .
Hence, for w ∈ Vn, we have that
(h.w)i = π
(h)
w|i−1
(wi), (i ∈ (−∞, n]). (4)
Conversely, given a function π : V(Tq+1)→ Sym(q) and N ∈ Z such that
πvn ∈ Sym(q)0 if n ≤ N , define, for each w ∈ Vn ⊂ V(Tq+1),
w′i = πw|i−1(wi), (i ∈ (−∞, n]). (5)
Then w′ := (w′i)i≤n ∈ Vn and the map h : V(Tq+1) → V(Tq+1) defined by
h.w = w′ is an elliptic element in Isom(Tq+1)ω.
Proof. Let x ∈ Isom(Tq+1)ω. Then there is n ∈ Z such that x.Vm = Vm+n
for every horosphere Vm and it follows that h := xx˜
−n
0 is elliptic, thus proving
the first claim.
Next, consider x as above, w ∈ V(Tq+1) and i ∈ {0, . . . , q − 1}. Since
(wi)+ = w and x ∈ Isom(Tq+1)ω, we have that (x.(wi))
+ = x.w. Hence
x.(wi) = (x.w)k for some k ∈ {0, . . . , q − 1}. The map π(x)w : i 7→ k is
a bijection because x is in Isom(Tq+1)ω and so π
(x)
w belongs to Sym(q) as
claimed and (3) holds. Moreover, since x.ω = ω, there is N ∈ Z such that
x.vm = vm+n for all m ≤ N + 1. Hence π
(x)
vn ∈ Sym(q)0 for all n ≤ N .
Supposing that h ∈ Isom(Tq+1)ω is elliptic, h.Vn = Vn for every n ∈ Z.
Then, for w ∈ Vn, it follows from (3) that h.w = (h.w)|n−1π
(h)
w|n−1
(wn).
Hence, in particular, (h.w)n = π
(h)
w|n−1
(wn) and (4) holds with i = n. Since
w|n−1 is in Vn−1 and (h.w)|n−1 = h.w|n−1, (4) holds for all i ∈ (−∞, n] by
an induction argument.
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Finally, suppose that (w′i)i≤n is defined by (5) with π : V(Tq+1)→ Sym(q)
as stated. Choose N ∈ Z such that wi = 0 and πvi ∈ Sym(q)0 for all i ≤ N .
Then w′i = 0 for all i ≤ N and w
′ = (w′i)i≤n ∈ Vn(Tq+1) ⊂ V(Tq+1). For
w ∈ Vn, both w+ and h.w+ belong to Vn−1 and, for all i ∈ (−∞, n− 1],
(h.w+)i = πw+|i−1(w
+
i ) = πw|i−1(wi) = (h.w)i = (h.w)
+
i .
Hence h.w+ = (h.w)+ and h preserves the edges in Tq+1. With N chosen
as above, we have that h.v˜n = v˜n for all n ≤ N . Hence h.ω = ω and
h ∈ Isom(Tq+1)ω. ✷
The representation of isometries fixing ω in terms of finite permutations,
{πw}w∈V(Tq+1), facilitates the definition of some classes of examples of scale
groups. The first examples are analogues of the “universal group” for a local
action defined in [4].
Example 2.17 Let S ≤ Sym(q) be a transitive permutation group. Define
P (S) = {x ∈ Isom(Tq+1)ω | πw ∈ S for all w ∈ V(Tq+1)} .
Then P (S) is a closed subgroup of Isom(Tq+1)ω and is transitive on V(Tq+1)
because transitivity of S implies that P
(S)
v0 is transitive on the children of
v0 and x0, which maps v0 to v1, belongs to P
(S). As a particular example,
P (Sym(q)) = Isom(Tq+1)ω.
Example 2.18 Let S ≤ Sym(q) be a transitive permutation group. Define
H =
{
h ∈ P (S) | π is constant on horospheres
}
.
In other words, for each h ∈ H there are χ ∈ SZ and N ∈ Z with χn ∈ S0 for
all n ≤ N and πw = χn for all w ∈ Vn. Then H is closed, transitive on all
horospheres of Tq+1, and invariant under conjugation by x0. Hence H ⋊ 〈x0〉
is a scale group. The map H ∋ h 7→ χ ∈ SZ is a homomorphism when SZ
is equipped with the coordinatewise product. (This homomorphism is not
surjective because χn ∈ S0 as n→ −∞.)
A particular case of the previous example has S the additive group of the
field Fp of order p acting on {0, . . . , p − 1} by addition modulo p. Then
H ∼= (Fp((t)),+) and H ⋊ 〈x0〉 ∼= Fp((t))⋊ 〈t〉.
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3 Edge labellings and scale groups, correspon-
dences with self-replicating groups
An edge-labelling of Tq+1 is a map that assigns a number in {0, . . . , q} to
each directed edge in Tq+1 and which is, for every vertex v, a bijection on
the set of out-edges from v. Edge labellings compatible with a scale group P
are introduced in Definition 3.1 and investigated in this section. It is shown
in the second part of this section that to each labelling of Tq+1 compatible
with P there corresponds a unique self-replicating group acting on Tq,q. This
correspondence was shown previously in [14] using a method that is less direct
than compatible labellings.
Although the idea is inspired by the notion of legal colouring of edges
defined in [4], edge labellings compatible with P differ in that: all edges
pointing towards the end ω are labelled q, see Definition 3.1.1; the label 0
also has a special role, see Definition 3.1.2; and compatibility with P means
that there are elements of P that preserve the labelling on half-trees not
containing ω, see Definition 3.1.3.
3.1 Edge labellings compatible with a scale group
Recall from §2.1 that: ω is a fixed end of Tq+1; Ev is the set of out-edges at v;
v+ is the unique neighbour of v that is closer to ω; and Tv is the subtree of
Tq+1 spanned by the set of vertices w such that v is between w and ω and
is a rooted tree isomorphic to Tq,q.
Definition 3.1 Suppose that P ∈ Sc(q + 1). A P -labelling of E(Tq+1) is a
set of bijective maps cv : Ev → {0, 1, . . . , q}, one for each v ∈ V(Tq+1), such
that
1. cv(v,v
+) = q for all v ∈ V(Tq+1);
2. there is a path, {vn}n∈Z, in Tq+1 with cvn(vn,vn+1) = 0 and cvn(vn+1,vn) =
q for all n ∈ Z; and
3. for every u1,u2 ∈ V(Tq+1) there is x ∈ P such that x.u1 = u2 and x|Tu1
preserves the labelling Tu1 → Tu2.
A P -labelling of E(Tq+1) will be said to be compatible with P .
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Given a P -labelling {cv}v∈V(Tq+1) of E(Tq+1) and an edge (v,w), Defini-
tion 3.1.1 implies that cv(v,w) ∈ {0, . . . , q − 1} if and only if cw(w,v) = q.
The definition of Tq+1 in terms of semi-infinite strings in Definition 2.13
leads to the following labelling of E(Tq+1).
Definition 3.2 The standard labelling of Tq+1 is {cv}v∈V(Tq+1) with
cv(v,vj) = j and cv(v,v
+) = q, (j ∈ {0, . . . , q − 1}).
The standard labelling is an Isom(Tq+1)ω-labelling of E(Tq+1) with vn = v˜n,
but it is also true that every labelling satisfying Definition 3.1.1 and 3.1.2 is
compatible with Isom(Tq+1)ω. A proper scale subgroup, P , of Isom(Tq+1)ω
naturally has fewer P -labellings but there is always at least one, as seen in
Proposition 3.4. First, we observe that all P -labellings are conjugate to the
standard one.
Proposition 3.3 Let P ∈ Sc(q + 1) and suppose that {cv}v∈V(Tq+1) is a P -
labelling of E(Tq+1). Then there is an automorphism, φ, of Tq+1 that sends
the P -labelling of E(Tq+1) to the standard labelling and with φ(v)n = v˜n.
The conjugate P ′ = φ ◦ P ◦ φ−1 belongs to Sc(q + 1) and the standard
labelling is compatible with P ′.
Proof. Consider v ∈ V(Tq+1). The sequence of vertices {vk+}k≥0 is a ray in
the end ω by definition of the map v 7→ v+. Since this holds, in particular,
with v = v0, the rays {vk+}k≥0 and {v−k}k≥0 both belong to ω and there
are l ≥ 0 and n ∈ Z such that vl+ = vn. Hence v belongs to the horosphere
Vn+l, see Definition 2.13. For j ≤ n + l, put
vj = cv(n+l−j+1)+(v
(n+l−j+1)+,v(n+l−j)+).
Then, for j ≤ n, we have n + l − j ≥ l and v(n+l−j)+ = vj . Hence vj =
cvj−1(vj−1,vj) = 0, by Definition 3.1.2. Therefore the sequence (vj)j≤n+l
belongs to {0, . . . , q − 1}(−∞,n+l] and vj = 0 for all but finitely many j, and
so, according to Definition 2.13, (vj)j≤n+l is a vertex in V(Tq+1). Define
φ(v) = (vj)j≤n+l. Then φ is a tree isomorphism and sends the P -labelling of
Tq+1 to the standard labelling by construction.
The conditions satisfied by scale groups are preserved under conjugation
and so P ′ = φ ◦ P ◦ φ−1 is a scale group. Furthermore, if x ∈ P satisfies
Definition 3.1.3 for P , φ−1(u1) and φ
−1(u2), then φ◦x◦φ−1 satisfies it for P ′,
u1 and u2; and φ(vn) = v˜n by construction. Hence the standard labelling is
compatible with P ′. ✷
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Proposition 3.4 Let P ∈ Sc(q+1). Then there is a P -labelling of E(Tq+1).
Proof. Choose a vertex of Tq+1 and call it v0. The labelling will be defined
initially on the rooted tree Tv0 . For this, let wi, i ∈ {0, . . . , q − 1}, be the
children of v0 in Tv0 and, using that P acts transitively on V(Tq+1), choose,
for each i, an xi ∈ P such that xi.v0 = wi. Then xi.Tv0 = Txi.v0 = Twi
for each i ∈ {0, . . . , q − 1} and there is, for each w ∈ V(Tv0), a unique
string i1 . . . id in {0, . . . , q − 1}∗, with d the level of w in Tv0 , such that
(xi1 . . . xid).v0 = w. Then w
+ = (xi1 . . . xid−1).v0 and the children of w in
Tv0 are (xi1 . . . xid).wi = (xi1 . . . xidxi).v0, for i ∈ {1, . . . , q − 1}. Define
cw(w,w
+) = q and cw(w, (xi1 . . . xidxi).v0) = i. (6)
Then cw satisfies Definition 3.1.1 and, setting x = xi1 . . . xid , Definition 3.1.3
is satisfied for u1 = v0 and u2 = w.
Next, observe that, since x0 fixes ω and x0.v0 is in Tv0 , x0.[v0, ω) =
[x0.v0, ω). Hence Tq+1 =
⋃
n≥0 x
−n
0 .Tv0 and there is, for each w ∈ Tq+1,
n ≥ 0 such that xn0 .w ∈ Tv0 and, moreover, x
n
0 .w
+ = (xn0 .w)
+. Extend the
labelling to all of Tq+1 by defining
cw(w,u) = cxn0 .w(x
n
0 .w, x
n
0 .u), (w,u) ∈ Ew. (7)
Although n is not unique, this definition does not depend on n because, for
w already in Tv0 we have cxn0 .w(x
n
0 .w, x
n
0 .u) = cw(w,u) by Equation (6).
To see that Definition 3.1.3 is satisfied, consider u1,u2 ∈ V(Tq+1). By
definition of the labelling, for each i = 1, 2 there are ni ≥ 0 such that
xni0 .ui ∈ Tv0 and yi ∈ P such that x
ni
0 .ui = yi.v0 and x0, y1 and y2 preserve
the labelling on the respective subtrees. Set x = x−n20 y2y
−1
1 x
n1
0 . Then x.u1 =
u2 and x|Tu1 preserves the labelling Tu1 → Tu2 . ✷
The following illustrates the definition of the labelling in Proposition 3.4.
Example 3.5 Recall from Example 2.12 that V(Tp+1) may be identified with
the union of coset spaces
⋃
n∈ZQp/p
n+1Zp with a scale-group action of the
(ax+ b)-group Qp ⋊Q
×
p defined as in Equation (1).
Let the vertex v0 be 0 + p
0Zp. Then the children of v0 in Tv0 are
wi = i+ pZp, i ∈ {0, . . . , p− 1}.
Choose xi = (i, bp) ∈ Qp ⋊ Q×p for i ∈ {0, . . . , p− 1}, with b a fixed number
in Z×p with |b|p = 1. Then xi.v0 = wi for each i and these elements will
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be used to define the labelling according to the method in Proposition 3.4.
First, we determine the labels on the edges from the vertex, u, on level d of
the rooted Tv0 to its children. On one hand, u = x.v0 with x = xi1 . . . xid ,
the children of u are x.wi with i ∈ {0, . . . , p− 1}, and the edge (u, x.wi) is
labelled i. Furthermore, x = (a, (bp)d) with a = i1 + i2bp + · · · + id(bp)d−1.
Hence, representing vertices as cosets,
x.wi = (a, (bp)
d).(i+ pZp) = a+ (b
di)pd + pd+1Zp. (8)
On the other hand, u = x.v0 = a+ p
dZp, and the children of u in Tv0 are
uj := a+ jp
d + pd+1Zp, j ∈ {0, . . . , p− 1}. (9)
Comparing (8) and (9), we see that j = bdi (mod p). Hence the edge (u,uj)
is labelled b−dj (mod p).
To see how the labelling extends to Tp+1, note that x0 = (0, bp). Then
the definitions of the action of bp in Equations (1) and (7) imply that, if
u = a + pnZp is in the (n − 1)st horosphere and uj = a + jpn + pn+1Zp is
a child of u (in Tu), then the edge (u,uj) is labelled b
−nj (mod p). Thus
for all vertices, u, in the same horosphere, the out-edges in Eu are labelled
according to the same rule.
The labelling just defined for each b is compatible with the scale group
Qp ⋊ 〈bp〉, and hence also with its supergroup Qp ⋊Q×p .
Remark 3.6 The construction of the P -labelling of E(Tq+1) in Proposi-
tion 3.4 begins with a choice of elements xi ∈ P , i ∈ {0, . . . , q−1}. A different
choice of elements will produce a different P -labelling. In fact, all P -labellings
correspond to such choices. Given a P -labelling {cv}v∈V(Tq+1), let v ∈ V(Tq+1)
and w0, . . . , wq−1 be its children in Tv. For each i ∈ {0, . . . , q − 1} choose
xi ∈ P such that xi.v = wi and xi|Tv : Tv → Twi preserves the labelling of
Tv. Then using these x0, . . . , xq−1 in the proof of Proposition 3.4 reproduces
the given labelling of E(Tq+1).
The elements xi ∈ P , i ∈ {0, . . . , q − 1}, chosen in the proof of Proposi-
tion 3.4 were seen in that proof to generate a subgroup of P that is transitive
on V(Tq+1). The proof thus also establishes the following fact which will be
useful later.
Proposition 3.7 Suppose that P is a closed subgroup of Isom(Tq+1)ω and
that, for some v ∈ V(Tq+1), there are xi ∈ P , i ∈ {0, . . . , q − 1}, such that
xi.v are the children of u in the rooted tree Tv. Then P is a scale group. ✷
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3.2 P -labellings and self-replicating groups
It is shown in this subsection that corresponding to every scale group, P ,
acting on Tq+1 and compatible P -labelling there is a unique self-replicating
group, P̂ , acting on Tq,q.
Additional notation is required to express the correspondence. Let P be a
scale group and {cv}v∈≥V (Tq+1) be a P -labelling of E(Tq+1). Let φv : Tv → Tq,q
be the isomorphism defined in Remark 2.15 for the vertex v ∈ V(Tq+1). Then
the composite map φx.v◦x◦φ−1v is an isometry of Tq,q for each x ∈ P . Denote
P |v :=
{
φx.v ◦ x ◦ φ
−1
v
∈ Isom(Tq,q) | x ∈ P
}
.
Proposition 3.8 Let P ∈ Sc(q + 1) with a given P -labelling of E(Tq+1).
Then the set P |v is independent of v ∈ V(Tq+1) and is a self-replicating
closed subgroup of Isom(Tq,q).
Proof. The first step in the argument is to show that
P |v =
{
φv ◦ x ◦ φ
−1
v
∈ Isom(Tq,q) | x ∈ Pv
}
, (10)
that is, that it is enough to use only elements of P that fix v in the definition
of P |v. Consider φx.v ◦x◦φ−1v ∈ Pv. Since P ∈ Sc(q+1), there is z ∈ P such
that z.(x.v) = v and z|Tx.v preserves the labelling Tx.v → Tv. Then zx ∈ Pv
and φx.v ◦ x ◦ φ−1v = φv ◦ zx ◦ φ
−1
v
and hence (10) holds. That P |v is a group
then follows because, for φv ◦ x ◦ φ−1v , φv ◦ y ◦ φ
−1
v
in P |v, we have that
(φv ◦x◦φ
−1
v
)(φv ◦y◦φ
−1
v
) = φv ◦xy◦φ
−1
v
and (φv◦x◦φ
−1
v
)−1 = φv◦x
−1◦φ−1
v
.
To see that P |v is closed, consider a sequence {φv ◦ xn ◦ φ
−1
v
}n∈N ⊂ P |v
that converges in Isom(Tq,q). Then {xn}n∈N ⊂ Pv, which is a compact subset
of P , and so xni → x ∈ P for a subsequence {xni}i∈N. Hence
lim
n→∞
φv ◦ xn ◦ φ
−1
v
= lim
i→∞
φv ◦ xni ◦ φ
−1
v
= φv ◦ x ◦ φ
−1
v
which is in P |v.
Suppose next that w is another vertex in Tq+1. Then, since P ∈ Sc(q+1),
there is y ∈ P such that y.w = v and y|Tw : Tw → Tv preserves the labelling
of Tw. Hence for each x ∈ Pv we have that y−1xy ∈ Pw and
φv ◦ x ◦ φ
−1
v
= φw ◦ (y
−1xy) ◦ φ−1
w
∈ P |w.
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It follows that P |v does not depend on v.
To show that P |v is self-replicating and satisfies Definition 2.9, it must
be established that
ψs ◦ (P |v)s ◦ ψ
−1
s = P |v for every s ∈ Tq,q.
We have that P |v = φv ◦Pv ◦φ−1v and s = φv(w) for a vertex w ∈ Tv. Hence
(P |v)s = φv ◦ Pw ◦ φ
−1
v
and ψs ◦ φv = φw.
It follows that
ψs ◦ (P |v)s ◦ ψ
−1
s = (ψs ◦ φv) ◦ Pw ◦ (ψs ◦ φv)
−1 = P |w.
Since, as has already been shown, P |w = P |v, the claim holds. ✷
The following is a particular case of the proposition.
Corollary 3.9 Let P ∈ Sc(q + 1) and v,w ∈ V(Tq+1). Then P |v = Pw|Tw.
For P ∈ Sc(q+1), the self-replicating group acting on Tq,q constructed in
Proposition 3.8 will be denoted by P̂and we have established one direction
of the correspondence P → P̂ . The other direction is established next.
Proposition 3.10 Let P̂ be a closed self-replicating subgroup of Isom(Tq,q).
Then there is P ∈ Sc(q + 1) for which the standard labelling of Tq+1 is
compatible and with P̂ = P |v0.
Proof. Let φv : Tv → Tq,q be the isomorphism defined for v ∈ V(Tq+1) in
Remark 2.15 and define
P =
{
x ∈ Isom(Tq+1) | φx.v ◦ x ◦ φ
−1
v
∈ P̂ for all v ∈ V(Tq+1)
}
. (11)
Then P is closed in Isom(Tq+1) because P̂ is closed in Isom(Tq,q) and is a
subgroup because, for all x, y ∈ Isom(Tq+1),
φ(xy).v ◦ xy ◦ φ
−1
v
=
(
φx.(y.v) ◦ x ◦ φ
−1
y.v
)
◦
(
φy.v ◦ y ◦ φ
−1
v
)
.
It must be shown that P belongs to Sc(q + 1). Towards this, let g ∈ P̂ and
define, for v ∈ Tv0 ,
x.v = φ−1
v0
(g.φ
v0
(v)).
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Next, denote the string of n zeroes in V(Tq,q) by 0(n) and recall from para-
graph 2.8 that ψ0(n) : T0(n) → Tq,q is an isomorphism. There is gn ∈ P̂0(n)
such that ψ
0(n)
◦ gn ◦ ψ
−1
0(n)
= g because P̂ is self-replicating and defining
x.v = φ−1
v−n
(gn.φv−n(v)) (v ∈ Tv−n)
extends the domain of x to Tv−n because, for v ∈ Tv0 ,
φ−1
v−n
(gn.φv−n(v)) = φ
−1
v−n
((ψ−1
0(n)
◦ g ◦ ψ
0(n)
).φ
v−n
(v)) = φ−1
v0
(g.φ
v0
(v)).
The elements gn may be chosen inductively so that ψ0(1) ◦ gn+1 ◦ ψ
−1
0(1)
= gn
for each n and x may thus be extended to an element of P whose restriction
to Tv0 is equal to g. Hence P is not trivial and P̂ = P |v0.
Since P̂ is transitive on the set of children of the root in Tq,q, P is transitive
on the set of children of v0 in Tv0 . To see that P is transitive on V(Tq+1),
and hence belongs to Sc(q+1), it therefore suffices to observe that x0, which
satisfies x0.v0 = v1 belongs to P . That is the case because φx0.v◦x0◦φ
−1
v
= id
for all v ∈ V(Tq+1), thus showing that x0 satisfies (11). ✷
The maps P → P̂ and P̂ → P defined in Propositions 3.8 and 3.10 are inverse
to one another and there is thus bijective correspondence P ↔ P̂ between
scale groups with a given P -labelling and self-replicating groups. Illustrating
this correspondence: taking P = Isom(Tq+1)ω, we have P̂ = Isom(Tq,q);
taking P = H⋊〈x0〉 as in Example 2.18, P̂ is the image of the coordinatewise
action of SN on finite strings in {0, . . . , q − 1}; and taking Qp ⋊ 〈p〉 as in
Example 3.5, P̂ is the closure of Z y Tp+1 under the odometer action, [18,
§1.3.4], which is isomorphic to (Zp,+).
3.3 Residue actions of a scale group
Self-replicating groups are residually finite because they act on rooted trees.
Each such group, P̂ , preserves the levels of the tree and hence there is, for
each d ≥ 0, a homomorphism πd : P̂ → Isom(T
(d)
q,q ), where T
(d)
q,q is the finite
subtree of Tq,q with depth d.
The correspondence P ↔ P̂ associates the finite groups πd(P̂ ) with the
scale group P with a given P -labelling of E(Tq+1). These groups are not
quotients of P but bear a similar relationship to P as the residual field
does to Qp and will be called residue groups of P . Residue groups are finite
invariants of scale groups which will be used in the next section to distinguish
between them.
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Definition 3.11 The residue group of P ∈ Sc(q + 1) is the permutation
group on {0, . . . , q − 1} induced by the action of P̂ on level 1 of Tq,q, up to
conjugation in Sym(q). The residue group of P is denoted by [P ].
More generally, the level d residue group of P ∈ Sc(q + 1) is subgroup
of Isom(T
(d)
q,q ) induced by the action of P̂ on T
(d)
q,q , up to conjugation in
Isom(T
(d)
q,q ). The level d residue group is denoted by [P ](d).
Self-replicating groups can be distinguished by seeing that their level d
residue groups differ for one d. For this, it suffices to consider their actions
on {0, . . . , q − 1}d, the set of leaves of T (d)q,q , or to distinguish their level d
residues as abstract groups. The next proposition facilitates that without
needing to consider the action on T
(d)
q,q .
Proposition 3.12 1. Let P̂ be a self-replicating group and let w ∈ V(Tq,q)
be on level d. Then the action of P̂ on {0, . . . , q − 1}d is equivalent to
the action of P̂ on P̂ /P̂w
2. Let P ∈ Sc(q + 1) and suppose that x ∈ P has s(x−1) = q. Then there
is v ∈ V(Tq+1) such that the action of Pv on Pv/(xdPvx−d) determines
the same permutation group as the action of [P ] on {0, . . . , q − 1}d.
Proof. (1) Self-replicating groups are transitive on each level of Tq,q by
definition. Hence the map gP̂w 7→ g.w is a bijection P̂ /P̂w → {0, . . . , q−1}d
and is P̂ -equivariant.
(2) Since s(x−1) = q, x is a translation. Choose v on the axis of transla-
tion by x. Then x.v is a child of v in Tv and we may choose x1, . . . , xq−1 ∈ P
that send v to each of the other children of v and define a P -labelling of Tq+1
that is preserved by x as in Proposition 3.8. Then xdPvx
−d = Pxd.v and,
moreover, Pxd.v contains the kernel of the restriction map g 7→ g|v : Pv → P̂ .
Since this restriction map is a surjective homomorphism, by Corollary 3.9,
it induces a Pv-equivariant bijection Pv/Pxd.v → P̂ /P̂w with w = φv(x
d.v).
The claim now follows from (1). ✷
Remark 3.13 The scale groups seen in Examples 2.17 and 2.18 have residue
group equal to S. Indeed, it may be seen that P (S) of Example 2.17 is a
maximal scale group with residue S, and that H ⋊ 〈x0〉 of Example 2.18 is
minimal with this residue.
The groups Qp⋊〈ap〉 of Example 3.5 are not isomorphic for distinct a but
all have residue Cp, the cyclic group of order p, while Qp ⋊ Q
×
p has residue
Fp ⋊ F
×
p . These groups are minimal for their respective residues.
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4 The tree representation theorem
The tree representation theorem, [1, Theorem 4.1], takes features of general
totally disconnected, locally compact groups, namely, the scale and tidy sub-
groups, and reduces them to the particular, namely, groups acting on trees.
We recall some definitions and results before stating the theorem. For
G a totally disconnected locally compact group, x ∈ G and a compact open
subgroup V ≤ G, define subgroups
V± :=
⋂
n≥0
x±nV x∓n and V−− :=
⋃
n∈Z
xnV−x
−n.
Then V is tidy for x if V = V+V− and V−− is closed. Subgroups tidy for x
exist and the scale of x, which is a structural invariant and does not depend
on V , is the positive integer s(x) = [xV+x
−1 : V+], see [28].
Tidy subgroups and the scale have been used to answer numerous ques-
tions about general totally disconnected, locally compact groups. The next
theorem associates more detailed information with x than the scale value.
Theorem 4.1 (Tree Representation Theorem) Let G be a totally dis-
connected, locally compact group, x ∈ G and V ≤ G be a compact open
subgroup tidy for x. Suppose that s(x−1) = q > 1. Then there is a continu-
ous homomorphism ρ : V−−⋊ 〈x〉 → Isom(Tq+1)ω with ω ∈ ∂Tq+1. Moreover,
ker ρ is the largest compact normal subgroup of V−−⋊ 〈x〉, and ρ(V−−⋊ 〈x〉)
is a closed subgroup of Isom(Tq+1)ω and is transitive on V(Tq+1). ✷
Thus, a totally disconnected, locally compact group G has a subquotient
isomorphic to a scale group once it has an element, x, with s(x−1) > 1. The
homomorphism ρ sends x to a translation of Tq+1 that has ω as a repelling
end, and sends V−− to a group of elliptic elements in Isom(Tq+1)ω.
Conversely, let P be a scale group acting on Tq+1 and choose x ∈ P such
that x.v0 = v1. Then V := Pv0 is tidy for x and s(x
−1) = q. Further, V−− is
equal to P (e) and P = V−− ⋊ 〈x〉.
The following characterises scale groups up to group isomorphism.
Corollary 4.2 The locally compact group G has a faithful representation as
a scale group if and only if it satisfies:
1. G has no non-trivial compact normal subgroup;
22
2. there is an open normal subgroup H ⊳ G such that G/H ∼= Z; and
3. there are a compact open subgroup V ≤ G and an element x ∈ G such
that xV x−1 ≤ V and
⋃
n∈Z xV x
−1 = H.
When G is a scale group it is isomorphic to a closed subgroup of Isom(Tq+1)ω
with q = min {s(y) | y ∈ G with s(y) 6= 1}. ✷
The representation of G as a scale group need not be unique. Different
choices of the compact open subgroup V in the tree representation theorem
may produce different actions of G on Tq+1, as is seen in §4.3.
4.1 Construction of the tree and compatible labellings
Theorem 4.1 is proved by constructing the tree Tq+1 from x and V−−. One
approach is to observe that the group V−− ⋊ 〈x〉 is isomorphic to the HNN-
extension V−∗α with α : V− → V− being the endomorphism α(v) = xvx−1
and that Tq+1 is the Bass-Serre tree for this HNN-extension. Since the index
[V− : xV−x
−1] = s(x−1) = q is finite, this tree is locally finite and has valency
equal to q+1. An equivalent approach that constructs the tree directly from
V−− (which does not have to be constructed in the course of the argument
because it is given to us as a subgroup of G) is followed in [1] and here.
This approach also constructs the tree in a form that matches the concrete
description in Definition 2.13 and labels the edges as in Proposition 3.4.
The construction is similar to that in Example 2.12. For the remainder
of this section the conjugation automorphism y 7→ xyx−1 will be denoted by
α. The scale s(x−1) will be denoted by q. Denote Wn = V−−/α
n(V−) and
put
W =
⊔
n∈Z
Wn and E =
{
{gαn(V−), gα
n+1(V−)} ∈ W
2 | n ∈ Z, g ∈ V−−
}
and define T (α) to be the graph (W, E). Then the map gαn+1(V−) 7→ gαn(V−)
onW(T (α)) is q-to-1 and so the vertex gαn(V−) has q+1 neighbours, namely:
gαn−1(V−); and gα
n(gi)α
n+1(V−), with {gi}0≤i≤q−1 being a set of coset repre-
sentatives for V−/α(V−). That T
(α) is a tree follows from the fact that each
vertex in Wn has neighbours in Wn−1 and Wn+1 only and has exactly one
neighbour in Wn−1.
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A specific isomorphism of T (α) with Tq+1 will be defined next. Choose
{gi}0≤i≤q−1 to be a fixed set of coset representatives for V−/α(V−) with g0 = id
the coset representative of α(V−) in V−/α(V−). For gα
n(V−) ∈ W, the set
{gαm(V−)}m≤n is a ray in T (α) and, since there is anm such that g ∈ αm(V−),
all such rays are equivalent and belong to the same end, which will be denoted
by ω. The sets Wn are then horospheres of vertices equidistant from ω.
Consider g ∈ V−− and let N be the largest integer such that g ∈ αN(V−).
Then a recursive construction yields a bi-infinite sequence {im}m∈Z, with
im ∈ {0, . . . , q − 1} for all m, im = 0 for m ≤ N , and such that for every
n > N we have
gαn+1(V−) = α
N(giN ) . . . α
n(gin)α
n+1(V−). (12)
If g ∈ αn(V−) for all n, then in = 0 for all n. Using this sequence, define
φ(gαn(V−)) = {im}m≤n ∈ {0, . . . , q − 1}
(−∞,n].
Then φ maps W(T (α)) to V(Tq+1) and is a graph isomorphism because
φ(gαn+1(V−))
+ = φ(gαn(V−)).
The group V−− acts on W by
h.(gαn(V−)) = (hg)α
n(V−) (h, g ∈ V−−, n ∈ Z), (13)
so that V−− preserves the horospheres, and x on W acts by
x.(gαn(V−)) = α(g)α
n+1(V−) (g ∈ V−−, n ∈ Z), (14)
so that x maps the n-horosphere to the (n + 1)-horosphere. Thus the
actions of h and x on Tq+1 fix the end ω. Furthermore, we have that
x.(h.(gαn(V−))) = α(h).(x.gα
n(V−)), and hence that (13) and (14) extend
to an action of the semi-direct product V−− ⋊ 〈x〉 on Tq+1. The horosphere
Wn is a V−−-orbit by definition and so V−− is transitive on each horosphere,
while (14) implies that x is transitive on the set of horospheres. Hence
V−− ⋊ 〈x〉 is transitive on W = V(T
(α)) and, since it also fixes ω, the image
of V−− ⋊ 〈x〉 in Isom(T (α)) is a scale group.
The graph isomorphism φ : T (α) → Tq+1 pulls the standard labelling of
Tq+1 back to T
(α) so that the edge (gαn(V−), gα
n−1(V−)) is labelled q and
the edge (gαn(V−), gα
n(gi)α
n+1(V−)) is labelled i. To see that this labelling
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is compatible with the action of V−− ⋊ 〈x〉, note first that x = φ−1 ◦ x0 ◦ φ.
Note second that φ(g0V−) = v˜0, that φ(
⊔
n∈N V−/α
n(V−)) = Tv˜0 , and that
φ(giα(V−)), i ∈ {0, . . . , q − 1}, are the children of v˜0 in Tv˜0 . In particular,
φ(g0α(V−)) = v˜1 and, for g ∈ α(V−), i ∈ {0, . . . , q − 1} and n > 1, we have
that gαn(V−) is a descendant of v1 in Tv1 and
gi.(gα
n(V−)) = (gig)α
n(V−).
Hence, recalling the expression for gαn(V−) in (12), gi preserves the labelling
on the subtree spanned by
⊔
n≥1 α(V−)/α
n(V−). Indeed, the choice of coset
representatives in the definition of φ corresponds to the choice of elements in
the proof of Proposition 3.4 and choosing xi = φ(gi) in that proof produces
the standard labelling on Tq+1.
4.2 Uniqueness of scale group representations
The scale-group representation of V−− ⋊ 〈x〉 produced by Theorem 4.1 need
not be unique. Different choices of subgroup tidy for x may yield differ-
ent scale-group actions, even if the scale groups themselves are isomorphic.
Given a representation, ρ, corresponding to the tidy subgroup V−, another is
obtained by composing ρ with conjugation by an element, y say, of V−−⋊〈x〉.
This conjugate representation corresponds to the subgroup yV−y
−1 that is
tidy for yxy−1 and, if V− is the stabiliser of v ∈ Tq+1, then yV−y−1 is the sta-
biliser of y.v. We consider such conjugate representations to be equivalent.
Examples of non-equivalent representations are seen in §4.3.
A criterion for uniqueness of the scale-group representation up to conju-
gacy is established in this section. To avoid unnecessary annotations, V− will
be denoted by V and V−− by H . Then the image of H ⋊ 〈x〉 under ρ will be
the scale group P = P (e) ⋊ 〈x0〉 with P (e) = ρ(H) and x0 = ρ(x).
Several preliminary results are needed.
Lemma 4.3 Let P = P (e) ⋊ 〈x0〉 be any scale group acting on Tq+1. Then
con(x0) is transitive on ∂Tq+1 \ {ω}.
Proof. By [1, Proposition 3.16], H = con(x)V0 with V0 =
⋂
n∈Z x
nV x−n.
Hence there are g0, . . . , gq−1 in con(x)∩V such that V =
⊔q−1
i=0 gi(xV x
−1) and
it follows by Proposition 3.7 that ρ(con(x)⋊ 〈x〉) is a scale group. Therefore,
by Proposition 2.4, ρ(con(x)) is transitive on ∂Tq+1 \ {ω}. ✷
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Lemma 4.4 Let P = P (e)⋊ 〈x0〉 be any scale group and let hx0 ∈ P . There
is g ∈ conP (x0) such that g(hx0)g−1 and x0 have the same axis of translation.
Proof. The action of hx0 in Tq+1 is hyperbolic with repelling end ω. Let
ω0, ω1 be the attracting ends of x0 and hx0 respectively. Then there is g
in conP (x0) such that g.ω1 = ω0 by Lemma 4.3. For this g we have that
g(hx0)g
−1.ω0 = ω0, and hence that x0 and g(hx0)g
−1 have the same axis of
translation. ✷
Lemma 4.5 Let G be a group and y ∈ G. Suppose that V,W ≤ G satisfy
that yWy−1 < W and that there are m,n ∈ Z such that
ymV y−m ≤W ≤ ynV y−n. (15)
Then there is l ∈ Z such that yV y−1 ≤ ylWy−l and V 6≤ ylWy−l.
Proof. Rearranging (15) yields that y1−nWyn−1 ≤ yV y−1 ≤ y1−mWym−1.
Since yWy−1 < W , the first inclusion implies that y2−nWyn−2 < yV y−1
and hence that there is a largest integer, l, such that yV y−1 ≤ ylWy−l.
Then V 6≤ ylWy−l for this l because we would have yV y−1 ≤ yl+1Wy−1−l
otherwise. ✷
Proposition 4.6 The scale group representation ρ : H ⋊ 〈x〉 → Isom(Tq+1)
is unique up to conjugacy if and only if the action V y V/xV x−1 is primitive.
Proof. We will show the contrapositive, that H ⋊ 〈x〉 has scale group rep-
resentations that are not conjugate if and only if the action V y V/xV x−1
is not primitive. Since every scale-group representation has kernel equal to
the largest compact normal subgroup of H ⋊ 〈x〉, we may divide out by this
subgroup and assume that all such representations are faithful.
Suppose that V y V/xV x−1 is not primitive. Then there is a group W
with xV x−1 < W < V and the inclusions strict. Since V is compact and
xV x−1 is open, W is compact and open in H ⋊ 〈x〉 and W is tidy for x
because xWx−1 < xV x−1 < W . The inclusion xV x−1 < W also implies
that
⋃
n∈Z x
nWx−n = H and so Theorem 4.1 shows that there is a scale
group representation ρW : H ⋊ 〈x〉 → Isom(Tq+1) such that ρW (W ) is the
stabiliser of a vertex in Tq+1. The index [V : W ] is strictly less than q,
whereas conjugates of V contained in V have index a power of q. Therefore
W is not a conjugate of V and ρW is not conjugate to ρ.
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Suppose, conversely, that there is more than one conjugacy class of scale-
group representations of H⋊〈x〉 and let ρ1 be a representation not conjugate
to ρ. Then there is a compact open subgroup W < H⋊ 〈x〉 such that ρ1(W )
is the stabiliser of a vertex in Tq+1 and, by Proposition 2.3 and since ρ1
is faithful, there is hx ∈ H ⋊ 〈x〉 such that (hx)W (hx)−1 < W . Conju-
gating by an element of con(x), it may be assumed, by Lemma 4.4, that
ρ(hx) and ρ(x) = x0 have the same axis. Then ρ(h) fixes all vertices on
the axis of x0, which implies that ρ(h)ρ(V )ρ(h)
−1 = ρ(V ). Hence, since ρ
is faithful, (hx)V (hx)−1 < V and we have, by Proposition 2.3 again, that⋃
n∈Z(hx)
nV (hx)−n = H =
⋃
n∈Z(hx)
nW (hx)−n. Then, since V and W are
compact; there are m,n ∈ Z such that
V ≤ (hx)mW (hx)−m and W ≤ (hx)nV (hx)−n.
By Lemma 4.5, there is l ∈ Z such that (hx)V (hx)−1 ≤ (hx)lW (hx)−l and
V 6≤ (hx)lW (hx)−l. However, it has already been seen that (hx)V (hx)−1 =
xV x−1 and so, since W is not a conjugate of V , we have the strict inclusions
xV x−1 < (hx)lW (hx)−l ∩ V < V.
Therefore the action V y V/xV x−1 is not primitive. ✷
In view of Proposition 4.6, the classification of finite primitive permuta-
tion groups given by the O’Nan-Scott Theorem, [15], has role in the investi-
gation of scale groups.
4.3 Examples of tree representation
This subsection illustrates the tree representation theorem by calculating it
for several groups and tidy subgroups. It is seen that the same group may
have many non-equivalent scale group representations.
The first example defines a class of groups on which all the examples are
based and carries through the construction in §4.1. Images of these groups
under the tree representation theorem will be seen to be the scale groups
described in Example 2.18.
Example 4.7 Let F be a finite group and A be a proper subgroup of F .
Define
H =
{
h ∈ F Z | ∃n ∈ Z such that hm ∈ A for all m ≤ n
}
.
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Equip H with the coordinatewise product and the topology such that the
profinite subgroups
Vn := {h ∈ H | hm ∈ A for all m ≤ n} ∼= A
(−∞,n] × F (n,∞)
are open. Define α ∈ Aut(H) by
α(h)n = hn−1, (n ∈ Z).
Then G(F,A) := H ⋊ 〈α〉 is a totally disconnected locally compact group.
In the case when A is trivial, G(F,A) will be abbreviated as G(F ).
Let V = V0. Then α
n(V ) = Vn for all n ∈ Z, and V is tidy for α because
V+ = A
Z, V− = V and V−− = H . Write q = s(α
−1) = [V−1 : V0] = |F/A|.
We now interpret Theorem 4.1 with G = G(F,A) and V the subgroup
tidy for α. The tree T (α) and action of G(F,A) on the tree are as follows.
The vertex set of T (α) is
V(T (α)) =W =
⊔
n∈Z
H/Vn.
Let fi, i ∈ {0, . . . , q − 1}, be coset representatives for F/A with f0 = idF
and, abusing notation, denote h ∈ H with h0 = fi and hm = idF for m 6= 0
by fi as well. Then, for g = (gm) ∈ H with gm ∈ A for m < N , we have
gVn+1 = α
N(fiN ) . . . α
n(fin)Vn+1
with gmA = α
m(fim)A for each m ∈ Z, which may be compared with Equa-
tion (12). Since the product in H is coordinate-wise, the action of H on
V(T (α)), as defined in (13) for h = (hm) ∈ H with gm, hm ∈ A for m < M , is
h.(gVn+1) = α
M(hiNfiN ) . . . α
n(hinfin)Vn+1
= αM(fi′
N
) . . . αn(fi′n)Vn+1
with fi′m the coset representative such that hmfimA = fi′mA. Hence the kernel
of ρ : G(F,A) → Isom(T (α)), and the largest compact normal α-invariant
subgroup of G(F,A), is CZ where C =
⋂
f∈F fAf
−1.
The isomorphism φ : T (α) → Tq+1 sends α
N(fiN ) . . . α
n(fin)Vn+1 ∈ V(T
(α)
to the sequence (im) ∈ {0, . . . , q − 1}(−∞,n] (which has im = 0 for m < N).
Then the scale group that the action of G(F,A) induces on Tq+1 is the same
as that described in Example 2.18 with S being the permutation subgroup
of Sym(F/A) induced by the action F/C y (F/C)/(A/C).
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Particular choices of F and A in Example 4.7 show how the scale group
representation and residue permutation group depend on the choice of tidy
subgroup V .
Example 4.8 Let F = Sym(3) and A be the trivial subgroup. Define
G(F,A) as in Example 4.7 and denote this group by G(Sym(3)). The action
F y F/A is the Cayley representation of Sym(3) as a subgroup of Sym(6).
To avoid confusion, this subgroup of Sym(6) will be denoted by S3.
We have that q = |F | = 6; the largest compact, normal α-invariant sub-
group of G(Sym(3)) is trivial; and G(Sym(3))y T7 as a scale group. When
Theorem 4.1 is applied with V = V0 as the subgroup tidy for α, this action is
equivalent to that of P (S3) in Example 2.18. The residue permutation group
is S3, and the level d residue group is S
d
3 acting on the finite tree T
(d)
6,6 .
For another choice of tidy subgroup, let Alt(3) ⊳ Sym(3) be the subgroup
of even permutations and
V = {h ∈ H | hm = ι if m < −1 and h−1 ∈ Alt(3)} .
Then V it tidy for α because we have V+ = A
Z = {idG(Sym(3))}, V− = V and
V−− = H . Again, we have that s(α
−1) = [α−1(V ) : V ] = 6 and T (α) ∼= T7.
The construction of T (α) will now be worked in detail and the following
notation for elements of Sym(3) and H will be useful. Write Sym(3) = 〈σ, τ |
σ2 = ι = τ 3, στσ = τ−1〉 and, for f ∈ Sym(3), f[j] ∈ H is the bi-infinite
sequence with f[j](j) = f and f[j](n) = ι for n 6= j. Define maps
a, b : Sym(3)→ H by a(σiτ j) = σi[0] and b(σ
iτ j) = τ j[−1].
Then we may choose coset representatives b(f)a(f) (f ∈ Sym(3)) for the
quotient space V/α(V ) and, for each j ∈ Z and f = σiτ j ∈ Sym(3), we have
f[j] = α
j(a(f))αj+1(b(f)). Hence, for h = (hm) ∈ H ,
h =
∏
m∈Z
(hm)[m] =
∏
m∈Z
αm(a(hm))α
m+1(b(hm)).
Pairing adjacent powers of α, noting that b(hm−1)a(hm) is a coset represen-
tative of V/α(V ) for each m, and enumerating the coset representatives as
gi, i ∈ {0, . . . , 5}, yields
h =
∏
m∈Z
αm(b(hm−1)a(hm)) =
∏
m∈Z
αm(gim), (16)
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i 0 1 2 3 4 5
gi ι τ[−1] τ
2
[−1] σ[0] τ[−1]σ[0] τ[−1]σ[0]
Table 1: Enumeration of elements of coset representatives
which may be compared with (12). (The order of the product matters because
αm(b(hm−1)a(hm)) and α
m+1(b(hm)a(hm+1)) do not commute.) The specific
enumeration of the coset representatives to be used is given in Table 1.
The action of H on the tree may now be computed explicitly in terms of
local permutations, as in Proposition 2.16, and for this, it suffices to compute
the action of f[j] for j ∈ Z. We have that f[j]h = (h
′
m) with h
′
m = hm if m 6= j
and h′j = fhj. Hence all terms in the product expression for f[j]h are the
same as in (16) except the m = j and m = j + 1 terms, which are
αj(b(hj−1)a(fhj)) and α
j+1(b(fhj)a(hj+1)).
Thus: for v in the j-horosphere and with f = σjτk, πv is the permutation
b(hj−1)a(hj) 7→ b(hj−1)a(fhj) or πv = [( 0 3 )( 1 4 )( 2 5 )]
j;
for v in the (j + 1)-horosphere and with f = σjτk, πv is the permutation
b(hj)a(hj+1) 7→ b(fhj)a(hj+1) or πv =
{
[( 0 1 2 )( 3 4 5 )]k, if hj ∈ A3
[( 0 1 2 )( 3 4 5 )]−k, if hj ∈ σA3
;
and for v in all other horospheres, πv if the identity map. Note that in the
(j+1)-horosphere πv depends on v but is constant on all other horospheres.
Denote the image of G(Sym(3)) under its representation on T7 by P1.
Then, the scale group P1 is isomorphic to G(Sym(3)). The residue group
[P1] may be seen from the above calculations to be
[P1] = 〈( 0 3 )( 1 4 )( 2 5 ), ( 0 1 2 )( 3 4 5 )〉.
In particular, this group is abelian and not isomorphic to Sym(3). Therefore
P (S3) and P1 are not conjugate in Isom(T7)ω.
Yet other choices of tidy subgroup, one for each r ∈ N, are
V (r) = {h ∈ H | hm = ι if m < −r and hm ∈ Alt(3) if − r ≤ m < 0} .
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Then V (r) is tidy for α because V
(r)
+ = {idG(Sym(3))}, V
(r)
− = V
(r) and V
(r)
−− =
H . Hence s(α−1) = 6 and T (α) ∼= T7 as before.
Denote the image of G(Sym(3)) under its representation on T7 by Pr.
Then the scale group Pr is isomorphic to G(Sym(3)) and the stabiliser (Pr)v0
is isomorphic to V (r). Proposition 3.12 shows that the level d residue group
of Pr is isomorphic to the permutation group on V
(r)/αd(V (r)) determined
by the action of V (r). This is just the quotient group V (r)/αd(V (r)) because
αd(V (r)) ⊳ V (r). These quotient groups are
[Pr]d ∼= V
(r)/αd(V (r)) ∼=
{
Alt(3)r−d × Cr−d2 , if d ≤ r
Alt(3)r × Sym(3)d−r × Cr2 , if d > r
.
Since they are not isomorphic for distinct values of r, the scale groups Pr are
not conjugate in Isom(T7)ω although they are all isomorphic to G(Sym(3)).
Additional scale group representations of G(Sym(3)) may be found by
considering, for r > 0,
W (r) = {h ∈ H | hm = ι if m < −r and hm ∈ 〈σ〉 if − r ≤ m < 0} .
Then α(W (r)) < W (r) and W (r) is tidy for α.
Denote the image of G(Sym(3)) under its representation on T7 by Qr. In
this case αd(W (r)) is not normal in W (r) and the level d residue group [Qr]d
is isomorphic, by Proposition 3.12, to the quotient of W (r) by the normal
core of αd(W (r)). These groups are
[Qr]d ∼= V
(r)/αd(V (r)) ∼=
{
〈σ〉r−d × Sym(3)r−d, if d ≤ r
〈σ〉r × Sym(3)d, if d > r
.
Hence the scale groups Qr are not conjugate for distinct r and are not con-
jugate to any scale group Pr.
A similar construction produces infinitely many abelian non-conjugate
but isomorphic scale groups acting on T5.
Example 4.9 Let F = C4, the cyclic group of order 4, and A be the trivial
subgroup. Define G(F,A) as in Example 4.7 and denote this group by G(C4).
Denote the order 2 subgroup of C4 by 2C4 and define, for each r ≥ 0,
V (r) =
{
h ∈ CZ4 | hm = idC4 for all m < −r, hm ∈ 2C4 if − r ≤ m < 0
}
.
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Denote the scale group acting on T5 that is the image of G(C4) under the tree
representation theorem by Pr. Then similar considerations to those above
imply that
[Pr]d ∼=
{
C
2(r−d)
2 , if d ≤ r
C2r2 × C
d−r
4 , if d > r
and the scale groups Pr are not conjugate in Isom(T5)ω for different values
of r even though they are all isomorphic to G(C4).
5 Groups acting doubly transitively on the
boundary of a tree
If a scale group, P , is contained in a subgroup, G ≤ Isom(Tq+1), that moves
the end fixed by P , then the action of G on ∂Tq+1 is 2-transitive. Sev-
eral groups, such as Isom(Tq+1) itself and PGL(2,Qp), are known to have
2-transitive actions on ∂Tq+1, and general subgroups with this property have
been studied in [17], in connection with harmonic analysis, and [4, 20], in con-
nection with the structure of locally compact groups. In [17], it is shown that
if the closed subgroup G is 2-transitive on ∂T , then stabG(w) is transitive on
∂T for every w ∈ V(T ) (Proposition 1) and that G has at most two orbits
on V(T ) (Proposition 2). See also [4, Lemma 3.1.1] and [20, Lemma 2.2].
The next lemma deduces from the results in [17] that the converse of the
observation made in the first sentence of this section holds when G is closed.
Lemma 5.1 Suppose that G ≤ Isom(T ) is closed and that the induced action
on ∂T is 2-transitive. Let ω ∈ ∂T . Then every G-orbit in V(T ) is also a
Gω-orbit. In particular, if the action of G on V(T ) is transitive, then Gω is
a scale group.
Proof. Suppose that u,v ∈ V(T ) are in the same G-orbit. Then, since the
action of G on ∂T has only one or two G-orbits in V(T ) and T is either
regular or semiregular, the infinite ray [u, ω)∩ [v, ω) contains an element, w,
which belongs to the same G-orbit as u and v.
Choose g ∈ G with g.u = w. Then, since stabG(w) is transitive on ∂T ,
there is h ∈ G such that h.w = w and h.(g.ω) = ω. Therefore hg ∈ Gω and
(hg).u = w. Repeating the argument for v shows that there are h′, g′ ∈ Gω
such that (h′g′).v = w. Then (h′g′)−1(hg) ∈ Gω and (h′g′)−1(hg).u = v. ✷
The following is therefore a natural question.
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Question 5.2 Which scale groups are equal to stabG(ω) with G ≤ Isom(Tq+1)
closed and 2-transitive on ∂Tq+1?
Certain scale groups can be ruled out as end stabilisers by considering their
residue, which must be a point stabiliser in a finite 2-transitive permutation
group, and appealing to the classification of such groups, see [8, §7.7]. The
remainder of this section is devoted to remarks on arguments of this kind.
A first approach is to appeal to the current structure theory of groups
G ≤ Isom(Tq+1) transitive on V(Tq+1) and 2-transitive on ∂Tq+1. The local
action of G is a group F ≤ Sym(q + 1) comprising the permutations of Ev
induced by the action of stabG(v) for a given vertex v. This group, which
is defined more precisely in [4, §0.2], is independent of v up to conjugacy.
In [4, Lemma 3.1.1], it is shown that F is 2-transitive and the classification
of 2-transitive finite permutation groups in [8] is exploited to deduce results
about the structure of G.
For each group F ≤ Sym(q+1) there is a vertex-transitive so-called max-
imal subgroup U(F ) ≤ Isom(Tq+1) having local action F . Proposition 3.2.2
in [4] shows that, if F is transitive, then every subgroup of Isom(Tq+1) having
local action F is contained in a conjugate of U(F ). If F is 2-transitive, then
U(F ) is 2-transitive on ∂Tq+1. The discussion in [4, §3.2] implies that U(F )ω
is isomorphic to the scale group P (F0) defined in Example 2.17, with F0 being
the stabiliser of 0 of F ≤ Sym(q + 1). The residue group of this scale group
is F0 and, as pointed out in Remark 3.13, P
(F0) is maximal with this residue.
The next proposition collects parts of several results from [4]. Recall that
a group is quasisimple if it is a perfect central extension of a simple group.
Proposition 5.3 (M. Burger & S. Mozes [4], §3.3) Let the closed group
G ≤ Isom(Tq+1) be transitive on V(Tq+1) and 2-transitive on ∂Tq+1 and let
F be the local action of G. Suppose that F0 is non-abelian and quasisimple.
Then G = U(F ).
Thus, in particular, there is a unique group up to conjugacy that is tran-
sitive on V(Tq+1), 2-transitive on ∂Tq+1 and has local action F . Those finite
2-transitive groups, F , for which F0 is quasisimple are listed in Examples 3.3.1
and 3.3.3 in [4]. On the other hand, P (F0) is not the only scale group with
residue F0, as seen in Example 2.18. Hence not every scale group is the sta-
biliser of an end in a group transitive on V(Tq+1) and 2-transitive on ∂Tq+1.
Further progress on the structure of closed groups G ≤ Isom(Tq+1) which
are 2-transitive on ∂Tq+1 is made in [20]. In that paper, all groups whose local
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action contains Alt(q+1) are described. For some values of q (not including
prime powers) every primitive, and hence in particular every 2-transitive,
subgroup of Sym(q + 1) contains Alt(q + 1) and for these values of q groups
2-transitive on ∂Tq+1 are completely classified.
A second approach uses the observation that the group F ≤ Sym(q + 1)
is sharply 2-transitive if and only if F0 is a regular transitive permutation
group. Finite sharply 2-transitive groups are classified in [31] and shown to
be affine groups of near fields [26]. It follows that a scale group P whose
residue [P ] is regular (sharply 1-transitive) cannot be the end stabiliser of a
group 2-transitive on ∂T unless [P ] is an action by the ‘multiplicative’ group
of a near field, which are listed in [12].
Arguments using the classification of 2-transitive groups do not have any-
thing to say about the case when q = 2 and little to say if q < 5 because
Alt(5) is the smallest non-abelian simple group. New arguments are needed
to say when a scale group is an end stabiliser for these small values of q and
to give a more complete solution when q ≥ 5. The closures of the Grig-
orchuk [9] and Gupta-Sidki [13] groups in Isom(T2,2) and Isom(Tp,p), for p an
odd prime, respectively are self-replicating and more information than the
residue seems to be needed to decide whether the corresponding scale groups
are end stabilisers.
Question 5.4 Are the closures of the Grigorchuk and Gupta-Sidki groups
equal to stabG(ω)|Tv with G ≤ Isom(Tq+1) closed and 2-transitive on ∂Tq+1?
Remark 5.5 Embeddings of ‘the’ Grigorchuk group into totally discon-
nected locally compact groups are studied in [22], which describes abstract
commensurators of groups acting on rooted trees. Theorem 1.2 asserts that if
the group is a level transitive branch group, which applies to the Grigorchuk
and Gupta-Sidki groups, then its abstract commensurator is isomorphic to its
relative commensurator in the homeomorphism group of the boundary of the
tree. Theorem 1.1 asserts that if the group is commensurable with its own nth
power, which also applies to the Grigorchuk and Gupta-Sidki groups, then
its commensurator contains a subgroup isomorphic to a Higman-Thompson
group Gn,1. Since it contains a Higman-Thompson group, the abstract com-
mensurator cannot act by isometries on a locally finite regular tree. The
results in [22] do not help with Question 5.4 because the self-replicating
group is not commensurated by the scale group it embeds into under corre-
spondence described in §3.
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Figure 1: Scale groups in relation to TDLC groups and self-replicating groups
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