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Abstract
In this paper, some sufficient conditions are given on a graph G, under which it is proved that G
⋃ {x}
is determined by the generalized spectrum iff G is determined by the generalized spectrum, where G
⋃ {x}
is the graph obtained from the graph G by adding an isolated vertex x.
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1. Introduction
Let G be a simple graph with (0,1)-adjacency matrix A(G), and PG(λ) = det(λI − A(G))
the characteristic polynomial of G. The adjacency spectrum of G, denoted by σ(G), is the set of
all roots (together with their multiplicities) of PG(λ). The adjacency spectrum of the complement
of G is just σ(G) (where G denotes the complementary graph of G). The adjacency spectrum
and that of the complement of G will be called in this paper, the generalized spectrum of G. An
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Fig. 1. Two cospectral graphs w.r.t. the generalized spectrum.
eigenvalue λ ∈ σ(G) is simple if its multiplicity is one, and main if it has an associated eigenvector
whose sum of entries is non-zero. We will denote by Gn the set of all graphs on n vertices whose
eigenvalues are all simple and main.
A graph G is said to be determined by its spectrum (DS for short) if any graph H that has the
same spectrum as G is isomorphic to G. (Of course, one should identify the spectrum concerned,
such as the adjacency spectrum, the Laplacian spectrum, etc.)
Graph spectra encodes useful combinatorial information about given graphs, and the relation-
ship between the structural properties of a graph and its spectrum has been studied extensively for
more than fifty years. It is well-known that graphs are not DS in general, and there are abundant
results available about the construction of cospectral graphs (see [1], Chapter 6, for instance).
As for the DS graphs, however, few results are known so far. The main reason is that proving
graphs to be DS is much more difficult than constructing cospectral graphs (see [2] for a recent
survey).
This paper is devoted to investigating DS properties of some graphs. Let G1 and G2 be two
DS graphs. An interesting question is, under which conditions the disjoint union G1⋃ G2 is DS.
It seems difficult to give an answer to the problem in general case, and we restrict ourselves to
the simplest case: under which conditions G
⋃ {x} is DS w.r.t. the generalized spectrum when
G is DS w.r.t. the generalized spectrum, where G
⋃ {x} denotes the graph obtained from G by
adding a vertex x that is non-adjacent to all the vertices of G. The problem is motivated by the
observation that G being DS does not imply that G
⋃ {x} is DS even in the case of the generalized
spectrum. The pair of graphs in Fig. 1 provides such an example (see also [3]). We denote the
first graph in Fig. 1 as G1 = C6⋃ {x}. It is well known that C6 is DS. However, G1 and G2 (the
second graph in Fig. 1) are cospectral and non-isomorphic w.r.t. the generalized spectrum. This
follows from a simple computation:
PG1(λ) = PG2(λ) = λ7 − 6λ5 + 9λ3 − 4λ,
PG1(λ) = PG2(λ) = λ7 − 15λ5 − 22λ4 + 12λ3 + 24λ2.
We shall give a partial answer to the above problem, based on a recent work [5] of the authors’.
The main result of the paper is the following theorem.
Theorem 1.1. Let A(G) be the adjacency matrix of a graph G ∈ Gn. Let W = [e,A(G)e, . . . ,
A(G)n−1e] (e is the all-ones vector) be the walk-matrix of G. Suppose that GCD(det(A(G)),
det(W)) = 1. Then the graph G⋃ {x} obtained from G by adding an isolated vertex x is DS
w.r.t. the generalized spectrum iff G is DS w.r.t. the generalized spectrum.
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2. Some preliminaries
The proof of Theorem 1.1 is based on some results from [5], which are listed as follows:
Lemma 2.1 [5]. Let A(G) and A(H) be the adjacency matrices of graphs G(∈ Gn) and H
respectively. Then G and H are cospectral w.r.t. the generalized spectrum iff there exists a
unique rational orthogonal matrix Q such that
QTA(G)Q = A(H), Qe = e. (1)
Lemma 2.2 [5]. Let A(G) be the adjacency matrix of a graph G ∈ Gn. Suppose that there exists
a rational orthogonal matrix Q such that (1) holds, where A(H) is the adjacency matrix of some
graph H. If Q is not a permutation matrix, then G and H are not isomorphic to each other.
Denote byQG = {Q1, . . . ,Qs} the set of all rational orthogonal matrices Q such that Qe = e,
and QTA(G)Q is a (0, 1)-symmetric matrix with zero diagonal. Then using Lemmas 2.1 and 2.2,
we have the following theorem:
Theorem 2.3 [5]. Let G ∈ Gn. Then G is DS w.r.t. the generalized spectrum iff all the matrices
in QG are permutation matrices.
By Theorem 2.3, for a given graph G ∈ Gn, whether G is DS or not w.r.t. the generalized
spectrum is closely related to the matrices in the set QG. To investigate the properties of these
matrices Q, the following notion is proved to be useful.
Definition 2.1. The level of a rational orthogonal matrix Q with Qe = e is the smallest positive
integer N such that NQ is an integral matrix.
By the definition, N is the least common denominator of all entries of the matrix Q. It is clear
if N = 1, then Q is a permutation matrix. To prove Theorem 1.1, we need a few more lemmas.
Lemma 2.4 [4]. The rank of the walk-matrix W of a graph G is equal to the number of its main
eigenvalues.
By the lemma above, it follows immediately that G ∈ Gn iff det(W) /= 0.
Lemma 2.5 [5]. Let G ∈ Gn, let W be the walk-matrix of G. If Q ∈ QG, then WTQ is an integral
matrix.
Lemma 2.6. LetG ∈ Gn, letQ ∈ QG with levelN.ThenN |det(W),whereW is the walk−matrix
of G.
Proof. By Lemma 2.5, B := WTQ is an integral matrix. Since W is non-singular (see Lemma
2.4), we get that det(W)Q = det(W)(W−1)TB is also an integral matrix. Then the conclusion
follows from the definition of N. 
Lemma 2.7. Let Gi ∈ Gni (i = 1, 2), σ (G1)
⋂
σ(G2) = φ. Then G1⋃ G2 ∈ Gn1+n2 .
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Proof. This follows immediately from the definition of the main eigenvalue of a graph. 
Lemma 2.8. Suppose that G and H are cospectral w.r.t. the generalized spectrum. Then G
⋃{x}
and H
⋃{x} are also cospectral w.r.t. the generalized spectrum.
Proof. Clearly we have PG⋃{x}(λ) = PH ⋃{x}(λ). Next, it needs to show that PG⋃{x}(λ) =
P
H
⋃{x}(λ). Note that G⋃{x} = G∇{x}, where we use G1∇G2 to denote the complete product
of two graphs G1 and G2, i.e., the graph obtained from the disjoint union of G1 and G2 by joining
each vertex of G1 with each vertex of G2. Then the conclusion follows immediately from the
following formula (see e.g., Theorem 2.7 in [1]):
PG1∇G2(λ) = (−1)n2PG1(λ)PG¯2(−λ − 1) + (−1)n1PG2(λ)PG¯1(−λ − 1)
−(−1)n1+n2PG¯1(−λ − 1)PG¯2(−λ − 1),
where ni is the order of graph Gi, i = 1, 2. 
3. The proof of the main result
Now we are ready to present the proof of Theorem 1.1.
Proof of Theorem 1.1:
First suppose that G
⋃{x} is DS w.r.t. the generalized spectrum, we prove that G must be
DS w.r.t. the generalized spectrum. Assume that G is not DS, i.e., there exists a graph H that is
cospectral but non-isomorphic to G. It follows from Lemma 2.8 that G
⋃{x} and H ⋃{x} are
cospectral w.r.t. the generalized spectrum but non-isomorphic. Thus, we get a contradiction and
the necessity part of Theorem 1.1 follows.
Now suppose that G is DS w.r.t. the generalized spectrum, and let the adjacency matrix of the
graph G
⋃{x} be given as follows:
A
(
G
⋃
{x}
)
=
[
0 O
O A(G)
]
. (2)
Since G ∈ Gn, 0 /∈ σ(G), by Lemma 2.7 we get that G⋃{x} ∈ Gn+1. Assume that G⋃{x} is
cospectral with a graph  w.r.t. the generalized spectrum, we prove that  must be isomorphic to
G
⋃{x}.
By Lemma 2.1, there exists a rational orthogonal matrix Q˜ such that Q˜en+1 = en+1 (en+1 is
the all-ones vector of order n + 1), and
Q˜TA
(
G
⋃
{x}
)
Q˜ = A(). (3)
Let W˜ =
[
α 0
W A(G)ne
]
be the walk-matrix of G
⋃{x}, where α = (1, 0, . . . , 0), and W is the
walk-matrix of G. Let N be the level of Q˜, let q = (v1, v2)T be any column of NQ˜, where v1 is
an integer number, v2 is a 1 × n integral vector. Then by Lemma 2.5, we get that W˜Tq/N is an
integral vector, and hence
W˜Tq ≡ 0(modN). (4)
214 W. Wang, C.-X. Xu / Linear Algebra and its Applications 425 (2007) 210–215
Let PG(λ) = λn + a1λn−1 + · · · + an be the characteristic polynomial of G, where an = (−1)n
det(A(G)). Right multiplying on both sides of (4) by matrix
⎡⎢⎢⎣
1
1 O
O
.
.
.
1
an an−1 · · · a1 1
⎤⎥⎥⎦, and then
applying the Hamilton–Cayley Theorem generates[
αT WT
an O
][
vT1
vT2
]
≡ 0(modN). (5)
From (5) we get that anv1 ≡ 0(modN). Since N |det(W) (see Lemma 2.6), and GCD(an,
det(W)) = 1 (assumption of Theorem 1.1), it follows that GCD(N, an) = 1, and hence N |v1.
Moreover, it is clear that qTq = N2 and eTn+1q = N . Thus, we get that v1 = 0 or N . Since v1
cannot be zero for all the columns of NQ˜, there exists at least one column of NQ˜, without loss
of generality assume the first column, for which v1 is non-zero, and hence equals N . It follows
from the orthogonality of Q˜ that the first row of NQ˜ is (N, 0, . . . , 0). Thus, Q˜ is of the form
Q˜ =
[
1 O
O Q
]
, where Q is an n × n rational orthogonal matrix with Qe = e. From (3) we get that
QTA(G)Q = Â(), where Â() is the bottom-right n × n sub-matrix of A(). Since G is DS,
using Theorem 2.3 we get that Q is a permutation matrix, and hence Q˜ is a permutation matrix.
It follows from (3) that  is isomorphic to G⋃{x}, and hence G⋃{x} is DS. This completes the
proof. 
Corollary 3.1. Suppose that the characteristic polynomial PG(λ) of graph G is irreducible over
the rational numbers. If the constant term of PG(λ) is ±1, then G⋃{x} is determined by the
generalized spectrum iff G is determined by the generalized spectrum.
Proof. Let λ1 ∈ σ(G) be any eigenvalue of G, and ξ = (x1, x2, . . . , xn)T the corresponding
eigenvector. By a well-known formula (see [1], Theorem 2.14),
P ′G(λ1) =
n∑
i=1
PGi (λ1), (6)
where Gi is the graph obtained from G by deleting its ith vertex. The irreducibility of PG(λ)
implies that it has no multiple roots, and hence P ′G(λ1) /= 0. It follows from (6) that there exists at
least a principal sub-matrix of (λ1I − A) of order n − 1, say the first one, which is non-singular
and is denoted by (λ1I − A)1.
Now let us solve the linear systems of equation (λ1I − A)ξ = 0. Without loss of generality,
we can assume the nth entry of ξ to be xn = 1. Since the n − 1 by n − 1 matrix (λ1I − A)1 is
non-singular, we get
(λ1I − A)1(x1, x2, . . . , xn−1)T = (a1n, a2n, . . . , an−1,n)T.
Solving the above equation using Cramer’s rule, we get that xi = i , for i = 1, 2, . . . , n − 1,
where  = det((λ1I − A)1), and i is the determinant of the matrix obtained from (λ1I − A)1
by replacing the ith column by (a1n, a2n, . . . , an−1,n)T. Note that  is a monic polynomial of
degree n − 1 in λ1, and i is a polynomial of degree no more than n − 2 in λ1. It follows that
ξTe = +1+···+n−1 =
λn−11 +···
λn−11 +···
, where the numerator and denominator are monic polynomials
in λ1 of degree n − 1 with rational coefficients. The irreducibility of PG(λ) implies that every
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polynomial Q(λ) of degree no more than n − 1 with rational coefficients does not vanish at λ1,
since otherwise GCD(PG(λ),Q(λ)) would be a non-constant polynomial of degree no more than
n − 1, which divides PG(λ); a contradiction. It follows that ξTe /= 0, and hence G ∈ Gn. Thus
by Theorem 1.1, the corollary holds. 
We end the paper by presenting a simple example. Let G be a graph given as follows:
It can easily be verified that the characteristic polynomial of G is PG(λ) = λ6 − 7λ4 − 4λ3 +
6λ2 + 2λ − 1, and is irreducible. Hence, G satisfies conditions of Corollary 1. It follows that G
and G
⋃{x} must be either DS or non-DS, simultaneously. Actually, it can easily be shown that
both G and G
⋃{x} are DS, by using a method in [6].
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