ntersection is a fundamental process in computational ge-I ometry, needed to build and interrogate models of complex shapes in the computer. We need intersection computation primarily to evaluate set operations on primitive volumes in creating boundary representations of complex artifacts. Such capability helps in the design representation of complex objects, in finite-element discretizations, in computer animation, in feature recognition, and in simulation and control of manufacturing processes. Similarly, intersection is useful in scientific visualization to provide methods for visualizing implicitly defined objects and to contour multivariate functions representing some property of a system.
I ometry, needed to build and interrogate models of complex shapes in the computer. We need intersection computation primarily to evaluate set operations on primitive volumes in creating boundary representations of complex artifacts. Such capability helps in the design representation of complex objects, in finite-element discretizations, in computer animation, in feature recognition, and in simulation and control of manufacturing processes. Similarly, intersection is useful in scientific visualization to provide methods for visualizing implicitly defined objects and to contour multivariate functions representing some property of a system.
In this article I survey recently introduced methods for surface-intersection computations. I start by classifying the techniques into four categories and discussing their principal features. Next I outline techniques for computing intersections of algebraic (implicit polynomial) surfaces with piecewise rational polynomial parametric surface patches (such as rational B-splines). Following this, 1 summarize methods for computing intersections of two piecewise rational polynomial parametric surface patches, such as two rational B-splines. Some of these methods also apply to the general parametric surface-intersection problem. I conclude with some outstanding problems in the area of surface intersections.
Surface-intersection methods
The fundamental issue in intersection problems is the efficient discovery and description of all features of the solution
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This article surveys techniques for computing intersections of algebraic surfaces with piecewise rational polynomial parametric surface patches and intersections of two piecewise rational polynomial parametric surface patches.
with high precision commensurate with the tasks required from the underlying geometric modeler. Reliability of intersection algorithms is a basic prerequisite for their effective use in any geometric modeling system. It is closely associated with the way the algorithm handles such features as constrictions (near singular or singular cases, for example, self-intersections), small loops, and partial surface overlap. The solutions resulting from most present techniques, implemented in practical systems, are further complicated by imprecisions introduced by numerical errors in finite precision computations. Surface-intersection methods can be classified in four main categories: analytic, lattice evaluation, marching, and subdivision. Most of the methods were developed in the context of polynomial surfaces. Elsewhere I have provided a more detailed review and bibliography.]
Analytic methods
Analytic methods rely on the derivation of a governing equation describing the intersection of two surfaces. For polynomial surfaces, the resulting equation is an algebraic curve f(u, v) = 0, where f is a polynomial in u, v. This equation can, for example, be obtained by substitution of the three Cartesian coordinate expressions of a rational polynomial surface R = R(u, v) in the equation of an implicit algebraic surfacef(R) = 0 (see Hoffmann'). In theory, we can handle the intersection between two rational polynomial parametric surfaces by obtaining an algebraic (implicit polynomial) representation for one of the The relatively high degree of this algebraic representation and the subsequent substitution of the second rational polynomial surface into this high-degree equation lead to an algebraic curve of even higher degree. Detecting the topological configuration of a high-degree algebraic curve with integer or algebraic number coefficients is a complex problem that we can approach with cylindrical algebraic decomposition. Hoffmann? provides a n overview, and Sakkalis' recently proposed a more efficient extension. These methods, as implemented in rational arithmetic, are topologically reliable but impractical because of large memory needs and inefficiency. It is not clearly understood how t o process algebraic curves with general real-number coefficients found in practice.
Lattice evaluation methods
Lattice evaluation methods reduce the dimensionality of surface intersections by computing intersections of a number of isoparametric curves of one surface with the other surface. Then we connect the resulting discrete intersection points to form different solution branches. For intersections of parametric patches, the method reduces to the solution of a large number of independent systems of nonlinear equations. The reduction of problem dimensionality in lattice methods involves an initial choice of grid resolution. An inappropriate choice might cause the method to miss important solution features-such as small loops (see Figure  I ) and isolated points that reflect near tangency or tangency of intersecting surfaces-and thus provide incorrect connectivity.
Marching methods
Marching methods involve generating point sequences of an intersection curve branch by stepping from a given point on the required curve in a direction prescribed by the curve's local differential geometry.' However. such methods are by themselves incomplete in that they require starting points for every branch of the solution. Starting points are usually obtained using lattice and subdivision methods.' Marching methods also require a variable stepping size appropriate for the local length scales of the problem.X Incorrect step size might lead to erroneous connectivity of solution branches or even to endless looping in the presence of closely spaced features. We can substantially improve the reliability of marching and lattice evaluation methods by determining all border, turning, and singular points (collectively referred to as signifi- 
Subdivision methods
In their most basic form, subdivision methods involve recursive decomposition of the problem into simpler, similar problems until we reach a level of simplicity that allows direct solution (for example, plane/plane intersection). This is followed by a phase that connects the individual solutions to form the complete solution. Initially conceived in the context of intersections of polynomial parametric surfaces, subdivision methods can be extended to the computation of algebraidrational polynomial parametric and algebraic/algebraic surface intersections, as I show in a later section.
Unlike marching methods, subdivision techniques do not require starting points-an important advantage. A disadvantage of subdivision techniques used in intersection curve evaluation is t h a t , in actual implementations with finite subdivision steps, correct connectivity of solution branches in the vicinity of singular or near-singular points is difficult to guarantee, small loops might be missed, or extraneous loops might be present in the solution approximation. Furthermore, if we use subdivision methods for high-precision evaluation of the entire intersection set, they lead to data proliferation and are consequently slow and unattractive. Many CAD/CAM applications require high accuracy, for which pure subdivision methods are impractical.
I show in this article that adaptive subdivision methods coupled with efficient local techniques to get high accuracy offer IEEE Computer Graphics & Applications the best known practical approach for the computation of significant points. Then we can use these points to initiate efficient marching methods for tracing intersection curves.5'h.8 This typically involves reformulating tracing as an initial-value problem for a system of first-order nonlinear ordinary differential equations, solved with variable order/step methods.
Common problems
This review shows that common problems of intersection methods include the difficulty in handling singularities and surface overlap, and efficiently identifying closely spaced features and small loops (see Figures 1 through 3 ). These algorithmic difficulties are further compounded by the numerical error in finite precision computations. Recently, researchers have shown a strong interest in developing techniques to detect loops in an intersection
Because of its importance, I discuss the loop-detection literature in greater detail in the next two sections. There is much less systematic work on the analysis and control of numerical error in floatingpoint solution of nonlinear intersection problems.
implicit and rational polynomial surface intersections
In our recent ~o r k , " '~. '~ my colleagues and I coupled the representation of planar algebraic curves within a rectangular domain in the tensor-product Bernstein basis with a priori computation of the curves' significant points. We used this approach t o compute intersections of low-degree algebraic (implicit polynomial) surfaces and rational polynomial parametric surface patches expressed in the Bernstein basis (rational Bezier patches). A survey revealed that this is the most frequent intersection problem in modeling mechanical parts. Our method combines the advantageous convex hull and stability features of the representation of the algebraic intersection curve in the Bernstein basis and the a priori computation of significant points using adaptive subdivision and minimization for a reliable and efficient solution procedure. Using elimination techniques, we could also extend our method to handle intersections of two implicit algebraic surfaces.
The method relies on accurate explicit computation of the coefficients of the algebraic intersection curve ,f(u. v) = 0 in the tensor-product Bernstein basis. This transforms the problem to the intersection of an auxiliary integral Bezier patch and a plane, and lets us use subdivision methods. We can obtain the equation by substituting the rational polynomial patch equation into the implicit polynomial surface equation and converting it to the Bernstein form using Bernstein polynomial arithmetic. Ideally, we should evaluate the coefficients of the algebraic curve representations in the Bernstein basis exactly to avoid the numerical errors present in finite precision and inaccuracy in the problem formulation. We can perform exact computations using rational arithmetic, and these are efficient for low-degree cases.I4
The second part of the method involves computation of significant points of f(u, v) = 0. The significant points consist of border points (where the curve meets the domain boundaries), turning points (at which curve tangents are parallel to the parametric axes), and singular points (where first derivatives of f ( u , v) vanish) on the curve f(u, v) = 0 (see Figures 2  and 3 ). Therefore, we can reformulate the problem of computing such significant points to the solution of a system of simultaneous nonlinear polynomial equations (one for border, two for turning, and three for singular). The availability of an explicit Bernstein representation of these equations permits their effective solution using adaptive subdivision. Conversely, lack of such representation complicates the solution.
There are effectively three classes of methods for computing solutions of nonlinear polynomial systems: algebraic techniques, homotopy, and subdivision.14 These methods are global because they strive to compute all roots in some area of interest. Among global techniques, subdivision is the most successful for isolating zero-dimensional real roots within a bounded domain.'.I4 Early methods were based on binary subdivision and the variation-diminishing property, whereas more recent techniques use nonuniform adaptive subdivision. Sederberg's developed an adaptive subdivision algorithm to intersect planar algebraic curves expressed in the barycentric Bernstein basis within triangles. My colleagues and I studied adaptive subdivision of algebraic curves represented in the tensor-product Bernstein basis within a rectangle and minimization t o compute real characteristic points of such curves.
We use minimization to increase the precision of the root quadratically.
We review subdivision methods of this type in greater detail in another work,14 where we also summarize n-dimensional extensions of these techniques based on the projected polyhedron and linear programming concepts for polynomials in the multivariate Bernstein basis. The projected polyhedron algorithms to compute simple roots are quadratically convergent for n = 1 and linearly convergent for n > 1. The linear programming algorithm is quadratically convergent for all n, but is more complex per iteration step. Currently, we are studying the running time performance of these algorithms.
The method depends on the availability of a Bernstein polynomial representation of the intersection curve. Such representation, although theoretically available for all intersections between rational polynomial surfaces, is impractical in some important cases.3 For example, for intersections between rational biquadratic and bicubic patches, the equations r(u, v)) ) is the orthogonal projection of point r(u, v) on surface q(s, t ) , and V@ and the second-order derivatives of @ (referred to as the proper oriented distance function) can b e computed explicitly. The intersection set between surfaces r(u, v ) and q(s, f) is equivalent to the zero set of function @, that is, the set of points satisfying the implicit equa-
proper. There are special cases in which V@ is not well defined. In representing the significant points are of such high degree as to be impractical, and alternate methods of obtaining the intersection were developed for such important cases (as I show in the next section). A feature of these methods is that they work on relatively low degree representations but in a higher dimensional space.
Piecewise rational polynomial surface intersections
This section summarizes our research on intersections of two rational B-spline patche~.'.~.'~.'' Some aspects of these methods apply equally well to general parametric surfaces under mild differentiability assumptions. The present general problem is needed in geometric modelers supporting freeform surfaces and using rational B-splines as a canonical geometric representation. A useful way of expressing t h e intersection set is as the set of points on the two surfaces with zero distance.8 For this purpose, we introduce the oriented distance function @ between an arbitrary point on r(u, v) and the surface q(s, t):
where q (Q(r(u, v)) ) is a point on surface q(s, t). which is the unique nearest point to the point r(u, v), and n2 is the unit normal vector on surface q(s, t ) at point Q(r(u, v)). Here l@(u, v)l is the Euclidean distance of point r(u, v) from point 
0.
Therefore. the critical set of @ is directly related to the topology of the zero set of @. Topological tools based on the rotation number of the vector field V@ along a closed curve on the u-v parameter space are important for identifying the critical point set.
As before, to identify all connected components of the intersection curve, we can define a set of important points on the intersection curve (significant points). Again, such a set may include border (or termination), turning, and singular points of the intersection. This set provides at least one point on any connected intersection segment and identifies all singularities (see Figure 2 ).
An alternate and more convenient set of such points, sufficient to discover all connected components of the intersection, includes border and collinear normal points. Collinear normal points provide points inside all intersection loops and all singular points. These are points on the two parametric surfaces at which the normal vectors are collinear. These points do not necessarily lie on the intersection, but if they do, they are also singular points (Figure 2) . We can obtain an alternative interpretation of collinear normal points using @. Most of the collinear normal points are critical points of @, where V$ = 0, with $ not necessarily 0 there. If @ is proper at a point, then the case where 04 = 0 at that point implies the presence of a collinear normal point pair there. Some collinear normal points between two surfaces are not critical points of @, as they are not minimum distance point pairs. In this context, we are interested in computing the collinear normal points between two surfaces, which are critical points of $. In intersection problems, we can use collinear normal points and critical points of $ to signify the same concept, because after some subdivision, necessary in surface intersection. the extraneous collinear normal points, which are not critical points, become irrelevant.
The importance of collinear normal points in detecting closed intersection loops in surface intersections has been well established during the last decade. Sederberg. Christiansen, and Katz" suggest a process for verifying the absence of collinear normal vectors using interval analysis. They also discussed the importance of computing collinear normal points and not just determining their absence, and a linearly convergent subdivision method to detect these points. In our work, we have developed an efficient method to compute initial approximations of collinear normal points. Then we use direct numerical techniques (minimization and Newton methods) to compute these points. We can use the theory of plane vector fields to determine these initial approximations. The rotation number of V = V$ along a closed curve y in the ii-v parameter space is a useful concept. The rotation number W ( V , y) counts the number of rotations performed by V $(y(r)), while the point y(t) moves along the curve yon the parameter space of r(u, v). In the definition of rotation number, we assume VI$ # 0 on the curve y. The following theorem helps in determining approximations of critical points:' Theorem: If the rotation number of a continuous vector field V = V$ along an arbitrary oriented continuous and closed curve y bounding a simply connected domain D is nonzero, then there must exist at least one critical point of $ in domain D.
We can construct a lattice of points r,, and q,, on the two C1 parametric surfaces r(u, v) and q(s, r), evaluate the distance lri, -qk,l, and select the minimum distance pair. Our numerical experiments indicate that this procedure provides a good ap- January 1993 proximation of the nearest points using a coarse lattice resolution.' AS a result, we can approximate V$ at a lattice of points in the 14-v parameter space. Once we determine the approximate V$. we can use the theorem to determine initial approximations f o r t h e collinear n o r m a l points. Every f o u r neighboring points in the lattice form a quadrilateral, that is. an oriented continuous closed curve in the u-v parameter space. We found that we can approximate the rotation of V$ around this quadrilateral by computing the rotation of the vectors in the corners of the quadrilateral. In general, the rotation number of a vector field along a closed curve can be determined using numerical quadrature from the PoincarC integral f o r m u h x Since the rotation along a closed curve is an integer, we evaluate the resulting integral only to within 0.5 to determine the rotation. This explains the success of our approximations (the rough computation of nearest points and integral).
If the rotation number is nonzero, then we use the parameter values of the quadrilateral's center as initial approximations for a n accurate computation of a critical point by a quadratically convergent minimization. If the rotation number is zero, this test is inconclusive, since from the PoincarC index theorem. the rotation of V$ on the boundary of a region containing one saddle and one extremum point of $ is zero. Numerical experiments, however, suggest that missing two neighboring critical points of $ with opposite index signs is infrequent. From this preliminary computation, we obtain most critical points. We can apply surface subdivision at these points and the same test in the resulting subpatches recursively to find missing critical points.x Wang et al.Ih describe an alternate way to compute critical points of $. It relies on tracing out the curves $[, = 0 and $b = 0 from starting points on the domain boundaries. We can use this process to efficiently identify most critical points before applying the more expensive sufficient conditions described below. In addition, just like the rotation number criterion outlined earlicr, this method applies, under mild differentiability assumptions, to general parametric surface patches. In contrast, bounds necessitated by the sufficient conditions outlined below are known only for the simpler case of rational polynomial surface patches.
The collinear normal point computation methods I described above, although based only on a necessary condition and some form of approximation, have proved successful in efficiently discovering collinear normal points. To provide a sufficient condition for detection of all such points and consequently for detecting the absence of loops and singularities in an intersection, we can use convex hull properties and bounds for the partial derivatives and normal vectors of rational Bspline surface patches. ' Here is an example of such conditions. If two at least C' surfaces intersect in a closed loop (in The effect of floating-point then there exists a line imp1ementation p e r p e n di cu 1 a r t o both of intersection surfaces (collinear nordeveloped above, splitting of the patches involved at such points, and application of sufficient conditions for loop and singularity detection relying on rectangular pyramids offer the potential of reliable intersection component detection at small computational expense. Our results agree with those of Hohmeyer,I3 who uses the concept of the Gauss map of a surface and appropriate bounds of the map in the present context.
The problem of computing collinear normal points is a special instance of the more general problem of computing the stationary points of the squared distance function between two patches.14 Future work should compare the relative efficiencies of algorithms to detect collinear normal points based on various combinations of necessary and sufficient conditions for the detection of such points. This discussion shows that the intersection techniques for the two types of intersection problems presented here have an essential difference: The computation of critical points for the first involves nonlinear systems of two equations, for the second, four equations.
Conclusion
algorithms js an important area for basic research. mal vectors), provided t h e inner product b etween any normal vector on one surface and any Some important surface-intersection issues need further investigation. While computing significant points, we frequently must deal with solution sets that are not zero dimensional. We need methods to identify and parameterize higher dimenother normal vector on t h e o t h e r surface is never zero." We can use interval methods to bound a set of functions specifying collinearity to determine whether a collinear normal exists. Similarly, if two at least C' surfaces intersect in a closed loop, then there exists a normal vector on one surface perpendicular to a tangent vector on the other surface."' Sederberg and Meyers"' have proposed cones that bound the tangent directions of all curves of constant u or v in a rational B-spline patch (u, v bounding cones), and cones that bound all the normal vectors on a rational B-spline patch (normal cone). Using the normal cone, we can define the tangent plane cone by the following property. If its vertex is translated to any point on the surface, the tangent plane at that point will not cut the tangent plane cone. We can formulate a criterion for determining the existence of closed loops in the intersection curve as follows: If the u or v cone from one surface lies completely within the tangent plane cone of a second surface, then all v or u isoparameter curves of the first surface intersect the second surface at most once. This guarantees single-vzlued intersection curves in v or u.
Experimentation with various possible bounds of partial derivatives and normal vectors of rational B-spline patches has shown that rectangular pyramid bounds can be constructed efficiently and are usually tighter than available alternatives. The details of the construction of pyramid bounds and comparisons with alternatives can be found elsewhere.' Our experiments have shown that computation of most collinear normal points using the rotation number criterion sional solution sets. Also, we need to extend algorithms to handle intersections of general parametric surfaces such as offset, generalized cylinder, blending, and medial surfaces and surfaces arising from the solution of partial differential equations. Intersections of such surfaces with the basic algebraic and rational B-spline surfaces, commonly used in CAD, require further study.
A major difference between general parametric surfaces and rational B-spline surfaces affects the reliable interrogation of surface intersections: B-spline surfaces have a control polyhedron and associated convex hull properties, and easily computable bounds for position, partial derivatives, and normal vectors. We need to develop efficient nonexhaustive detection conditions for significant points in such complex parametric surface intersections. My colleagues and I introduced an auxiliary variable method that can be applied for doing such computations for functions involving radicals of polynomial^.'^ For efficient implementation of reliable feature-detection conditions in such cases, we must develop tight linear or nonlinear bounds for positions, first and higher order partial derivatives, normal vectors, and other relevant properties of general parametric surfaces, which can be computed rapidly. Detection of surface overlap is a difficult special instance of surface intersection, and it also requires further study. We expect the computation of stationary points of squared distance functions between point sets to be useful in solving this complex intersection problem.
The effect of floating-point arithmetic on the implementation of intersection algorithms is an important area for basic research. We must explore ways to enhance the precision of 14 intersection computation and to monitor numerical error contamination. We also need alternate means of performing arithmetic that do not rely on imprecise floating-point computation alone. 0
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