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Abstract
In this paper we analyze a system for brittle delamination between two visco-elastic bodies, also
subject to inertia, which can be interpreted as a model for dynamic fracture. The rate-independent
flow rule for the delamination parameter is coupled with the momentum balance for the displace-
ment, including inertia. This model features a nonsmooth constraint ensuring the continuity of the
displacements outside the crack set, which is marked by the support of the delamination parameter.
A weak solvability concept, generalizing the notion of energetic solution for rate-independent systems
to the present mixed rate-dependent/rate-independent frame, is proposed. Via refined variational
convergence techniques, existence of solutions is proved by passing to the limit in approximating sys-
tems which regularize the nonsmooth constraint by conditions for adhesive contact. The presence of
the inertial term requires the design of suitable recovery spaces small enough to provide compactness
but large enough to recover the information on the crack set in the limit.
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1 Introduction
Over the last two decades, crack propagation has been intensively studied from a mathematical viewpoint,
starting from the seminal paper [FM98]. This article proposed a variational scheme for the dissipative,
rate-independent evolution of fracture, coupled with the ‘static’ momentum balance for the purely elastic
displacement variable. Several papers, cf. e.g. [DMT02, Cha03, FL03, DMFT05, DML10] (see also the
survey [BFM08]), have ever since consolidated the existence theory, and the study of the fine properties,
for the notion of quasistatic evolution of fracture due to G. Dal Maso and coworkers. Also alternative
solution notions have been advanced [Lar10]. In this realm, great generality as far as the modeling of the
crack set has been achieved thanks to the toolbox of Geometric Measure Theory.
The study of dynamic fracture, with the displacement variable subject to viscosity and inertia within
Kelvin-Voigt rheology, is at a less refined stage. Indeed, phase-field models for (rate-independent) frac-
ture, coupled with elasto-visco-dynamics, have been extensively studied in [BLR11, LOS10], where the
evolution of a volume, damage-like variable approximating the fracture is governed by the so-called
Ambrosio-Tortorelli functional [AT90] of Mumford-Shah type. However, the convergence of the solutions
to this regularized system, to solutions of a model for brittle fracture, has been proved only in the case
of purely rate-independent evolution (i.e., with the static momentum balance), see [Gia05]. While the
asymptotic analysis to the Mumford-Shah fracture regime has also been carried out for the gradient flow
of the Ambrosio-Tortorelli functional [BM14], the passage to the limit in the case where the displacements
are subject to the equation of visco-elastodynamics remains open. So is, in fact, the study of dynamic
fracture without strong geometric assumptions on the cracks, essentially due to the challenges posed by
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the coupling between the rate-independent propagation of the fracture, and the rate-dependent evolution
of the displacement variable.
The basics for the study of the dynamic case with arbitrary cracks have been established in [DML11],
focusing on the analysis of the equations of elastodynamics for the displacement out of the (arbitrarily
growing) crack set, whose evolution is assumed to be given. The existence and uniqueness results from
[DML11] have been recently extended to the case of mixed Dirichlet/Neumann boundary conditions in
[DML15]. Let us stress that in [DML11, DML15] the crack evolution is preassigned. To our knowledge,
existence results for models on dynamic fracture without this restriction have only recently been obtained
in [DMLT15, DMLN16], and these results are strongly based on the 1 or 2-dimensional geometry of the
problem. The work [DMLT15] tackles a 2D-model for dynamic fracture with prescribed, sufficiently
smooth, connected crack path, but evolving with unknown speed. In this setting, the evolution of the
crack is fully described by that of the crack-tip. Restricting the problem to a class of sufficiently smooth
crack-tip evolutions, the evolution criterion for the crack is given by a maximal dissipation condition,
selecting, within this class, the crack-tip evolution that runs as fast as possible consistently with the
energy balance, and thus preventing stationary cracks from always being solutions. In [DMLN16] an
existence result for a dynamic 1D-model without pre-assigned crack evolution has been proved in the
case of a dynamic peeling test for a thin film, initially attached to a planar rigid substrate. The authors
provide an existence result for a formulation of the model consisting of the wave equation on a time-
dependent domain. The evolution of the debonding front is given by the Griffith criterion in terms of a
suitable notion of dynamic energy release rate. . Again, their argument strongly relies on the special,
one-dimensional geometry of the problem.
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Figure 1: A feasible domain Ω with convex interface ΓC.
In this paper we aim to contribute to the investigation of dynamic fracture from a yet different
perspective. We will consider a model describing the evolution, during a finite time interval (0, T ), of
brittle delamination between two elastic bodies Ω+ and Ω−, subject to viscosity and inertia, along a
prescribed contact surface ΓC. Within ΓC the crack evolution is not prescribed, but falls into the class of
rate-independent evolutions, as it is governed by a unidirectional, positively 1-homogeneous dissipation
potential, cf. (1.7), and a semistability condition, cf. (1.8). In our setup the crack set as a subset of ΓC
need not be connected and it may even jump with respect to time. Moreover, it should be pointed out
that our results will be obtained in general space dimension d ≥ 1. We refer to (2.6) ahead for the precise
statement of our conditions on Ω and ΓC, cf. also Remark 2.4. A prototype of feasible domain is the one
depicted in Fig. 1.
Following the approach by M. Fre´mond [FN96, Fre´02], within the theory of generalized standard
materials [HN75], delamination is described in terms of an internal variable z : (0, T )×ΓC → [0, 1], which
has in fact the meaning of a damage variable as it describes the fraction of fully effective molecular links
in the bonding. Namely,
z(t, x) =
{
1
0
means that the bonding is
{
fully intact
completely broken
(1.1)
at the time t ∈ (0, T ), at the material point x ∈ ΓC. The rate-independent flow rule for the de-
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lamination parameter z is coupled to the dynamic momentum balance for the displacement field u :
(0, T )× (Ω−∪Ω+)→ Rd. Our model enforces the
brittle constraint:
[
u(t)
]
= 0 a.e. on (0, T )× supp z(t) (1.2)
where [[u]] = u+|ΓC−u−|ΓC− is the jump of u across ΓC, u±|ΓC denoting the traces on ΓC of the restrictions
u± of u to Ω±. Moreover, supp z denotes the support of z ∈ L∞(ΓC). The brittle constraint (1.2) ensures
the continuity of the displacements ([[u(t, x)]] = 0) in the (closure of the) set of points where (a portion of)
the bonding is still active (z(t, x) > 0), and it allows for displacement jumps only in points x ∈ ΓC where
the bonding is completely broken (z(t, x) = 0). In other words, (1.2) distinguishes between the crack
set ΓC\ supp z(t), where the displacements may jump, and the complementary set with active bonding,
where it imposes a transmission condition on the displacements.
That is why, the brittle delamination system can be understood as a model for dynamic fracture,
albeit in a special setting: the crack occurs along a prescribed surface, but with unknown evolution. The
main result of this paper states the existence of energetic-type solutions, obtained by approximation via
a model for adhesive contact.
Let us now have a closer look at the adhesive contact and brittle delamination systems, discuss the
analytical difficulties attached to the adhesive-to-brittle limit, and illustrate our arguments and results.
The adhesive contact system
The classical formulation of the adhesive contact model we will at first consider consists of the momentum
equation, with viscosity and inertia, for the displacement u in the bulk domain, namely
̺u¨− div (De˙+ Ce) = F in (0, T )× (Ω+∪Ω−), (1.3a)
with ̺ > 0 the (assumed constant, for simplicity) mass density of the body, e = e(u) := 12 (∇u +∇u⊤)
the linearized strain tensor (throughout the paper, we shall often write e˙ as a short-hand for e(u˙)), and
F a time-dependent applied volume force. Equation (1.3a) is supplemented with homogeneous Dirichlet
boundary conditions on the Dirichlet part ΓD of the boundary ∂Ω, where Ω := Ω+ ∪ΓC ∪Ω−, and subject
to an applied traction f on the Neumann part ΓN = ∂Ω \ ΓD, i.e.
u = 0 on (0, T )× ΓD, (De˙+ Ce) |ΓNν = f on (0, T )× ΓN, (1.3b)
with ν the outward unit normal to ∂Ω. The evolutions of u and of the delamination parameter z from
(1.1) are coupled through the following boundary condition on the contact surface ΓC
(De˙+ Ce) |ΓCn+ kz
[
u
]
= 0 on (0, T )× ΓC, (1.3c)
with n the unit normal to ΓC oriented from Ω+ to Ω− and k a positive constant: The adhesive-to-brittle
limit passage results from letting k →∞. In the adhesive contact model, the flow rule for z reads
∂I(∞,0](z˙) + ∂G(z)− ak0 − ak1 ∋ − 12k
∣∣[u] ∣∣2 on (0, T )× ΓC. (1.3d)
In (1.3d), I(∞,0] denotes the indicator function of the half-line (−∞, 0], by means of which the unidi-
rectionality z˙ ≤ 0 of the debonding phenomenon is imposed, and ∂I(∞,0] is its subdifferential in the
sense of convex analysis. The positive coefficients ak0 and a
k
1 , which we shall consider depending on the
parameter k in view of a discussion of different scalings in the adhesive-to-brittle limit k → ∞, are
the phenomenological specific energies per area stored and, respectively, dissipated by disintegrating the
adhesive. Finally, ∂G is the (formally written) subdifferential of the gradient term
Gk(z) :=
{
bk|Dz|(ΓC) if z ∈ SBV(ΓC; {0, 1}),
∞ otherwise, (1.4)
where bk > 0 again depends on k, SBV(ΓC; {0, 1}) is the space of the special bounded variation functions
on ΓC, taking values in {0, 1}, and |Dz|(ΓC) denotes the variation on ΓC of the Radon measure Dz. Indeed,
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we are imposing that z only takes the values 0 and 1, so that it can be identified with the characteristic
function of a set Z ⊂ ΓC with finite perimeter P (Z; ΓC) = |Dz|(ΓC). Thus our adhesive contact model
(and the limiting brittle delamination system) accounts for just two states of the bonding between Ω+
and Ω−, i.e. the fully effective and the completely ineffective ones. While postponing to the following lines
some comments on the analytical advantages of the gradient regularization from (1.4), let us mention
here that, the constraint z ∈ {0, 1} makes ours akin to a model for crack propagation (along a prescribed
(d−1)-dimensional interface).
Due to the expected poor time regularity of the delamination variable z, the adhesive contact system
(1.3) has to be weakly formulated in a suitable way, reflecting its mixed rate-independent/rate-dependent
character. For this, we shall resort to an energetic-type solvability concept, generalizing the notion
of (global) energetic solution to a purely rate-independent system, cf. [MR15]. Our notion was first
introduced in [Rou09] and has been recently analyzed from a more abstract viewpoint in [RT15a]. We
shall recall this solution concept in a general and abstract setting in the upcoming Definition 2.2; in the
specific context of the adhesive contact system, we call a pair (u, z) with suitable temporal and spatial
regularity (cf. Def. 2.2) a semistable energetic solution to system (1.3) if it fulfills the weak formulation
of the momentum balance∫
Ω
̺u¨(t)v dx+
∫
Ω\ΓC
(De(u˙(t)) : e(v)+Ce(u(t)) : e(v)) dx+
∫
ΓC
kz
[
u
][
v
]
dHd−1 = 〈f(t), v〉H1(Ω;Rd) (1.5)
for almost all t ∈ (0, T ) and for every v ∈ H1(Ω;Rd) with v = 0 on (0, T )× ΓD (with Hd−1 the (d−1)-
dimensional Hausdorff measure, and the function f : (0, T ) → H1(Ω;Rd)∗ subsuming the bulk force F
and the applied traction f), and the weak formulation of the flow rule (1.3d). The latter is akin to the
(global) energetic formulation for rate-independent systems, in that it features
- an energy-dissipation (in)equality, involving the stored energy of the adhesive contact system
Ek(t, u, z) :=
∫
Ω\ΓC
1
2Ce(u) : e(u)− 〈f(t), u〉H1(Ω;Rd)+
∫
ΓC
(
k
2 z|
[
u
] |2 − a0kz) dHd−1 + Gk(z) (1.6)
and the dissipated energy
Rk(z˙) :=
{∫
ΓC
a1k|z˙| dx if z˙ ≤ 0 a.e. in ΓC,
∞ otherwise, (1.7)
- coupled with the semistability condition
Ek(t, u(t), z(t)) ≤ Ek(t, u(t), z˜) + Rk(z˜−z(t)) for all z˜ ∈ L1(ΓC) for all t ∈ [0, T ]. (1.8)
In fact, (1.8) reflects the mixed character of the evolution, in that stability is only tested for z, while the
rate-dependent variable u is kept fixed as a solution of (1.5).
The first result of this paper, Theorem 2.5, states the existence of semistable energetic solutions
to (the Cauchy problem for) the adhesive contact system (1.3), in fact satisfying the energy-dissipation
balance along any interval [s, t] ⊂ [0, T ]. We shall derive Thm. 2.5 from a general existence result for
damped inertial systems with a mixed rate-dependent/rate-independent character, which was proved in
[RT15a]. With Thm. 2.5 we will also provide a series of a priori estimates on families of semistable
energetic solutions (uk, zk)k, uniform with respect to the parameter k ∈ N and preliminary to the limit
passage k→∞.
The adhesive-to-brittle limit: analytical challenges and our results
The asymptotic analysis as k → ∞ for the purely rate-independent adhesive contact system, coupling
the flow rule (1.3d) (with no regularizing gradient term), with the static momentum balance, was car-
ried out in [RSZ09] by resorting to the evolutionary Γ-convergence results for rate-independent pro-
cesses from [MRS08]. Loosely speaking, the main observation is that the adhesive contact contribution∫
ΓC
k
2z|[[u]]|2 dHd−1 to Ek (1.6) penalizes displacement jumps in points with positive z, and leads as k →∞
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to the brittle constraint z|[[u]]| = 0 a.e. in ΓC, incorporated in the Γ-limit of the energy functionals (Ek)k
(cf. (1.12) below).
The adhesive-to-brittle asymptotics is remarkably more complicated in the case of mixed rate-in-
dependent/rate-dependent evolution, where one has to pass to the limit separately in the momentum
balance (1.5) featuring the semistable delamination variables, and in the semistability inequality (1.8)
featuring the solution of the momentum balance. This problem was tackled in [RT15b] for a system
also encompassing the temperature equation, but without inertia in the momentum balance. Analogous
arguments were used in the purely rate-independent case in [RTP15], to address the adhesive-to-brittle
limit combined with time discretization and leading to local solutions (in the sense of [Rou13, Sec. 3]),
of the brittle delamination system.
In what follows, we will illustrate these analytical difficulties and hint at our methods, which could in
fact be adapted to handle the coupling with the temperature equation, as well. We have however chosen
to confine our analysis to the isothermal case, in order to highlight the techniques specifically developed
in the present paper to deal with inertia in the momentum balance.
The very first problem is due to the
(1) blow-up of the bounds on the adhesive contact term kz[[u]] in (1.5) as k →∞.
This reflects the fact that, for the limiting brittle system the momentum balance has to be tested with test
functions encompassing the brittle constraint (1.2), which will be satisfied by the limiting displacement
u. We will in fact prove that any pair (u, z), arising in the limit as k → ∞ of a sequence of semistable
energetic solutions (uk, zk)k of the adhesive contact system (1.3), k ∈ N, complies with∫
Ω
̺u¨(t)v dx+
∫
Ω\ΓC
(De(u˙(t)) : e(v)+Ce(u(t)) : e(v)) dx = 〈f(t), v〉H1(Ω;Rd)
for all v ∈ H1(Ω;Rd) with v = 0 on ΓD and
[
v
]
= 0 on supp z(t) ⊂ ΓC
(1.9)
and for almost all t ∈ (0, T ). In order to obtain (1.9), we shall resort to the arguments from [RT15b] and
provide for every admissible test function v for (1.9) a recovery sequence (vk)k, suitably converging to v,
fulfilling the brittle constraint (1.2) already at level k ∈ N, i.e.[
vk
]
= 0 a.e. on supp zk(t) , (1.10)
with t ∈ (0, T ) fixed out of a negligible set. This will allow us to bypass problem (1). The key ingredient
in the construction of the sequence (vk)k, starting from a test function v such that [[v]] = 0 on supp z(t),
is a relation between the supports of the approximate, semistable delamination variables zk, and the
support of the semistable limit z. This is provided by the property of support convergence
supp zk(t) ⊂ supp z(t) +Bρ(k,t)(0) and ρ(k, t)→ 0 as k →∞, (1.11)
that was proved in [RT15b] via arguments from geometric measure theory. In turn, these arguments
heavily rely on the fact that the delamination variables zk take value in {0, 1}, and on the regularizing
perimeter term from (1.4) contributing to the energy functional (1.6) driving the adhesive contact system.
In [RT15b], addressing the case without inertia, the above arguments were sufficient to pass to the
limit in the momentum balance (1.5), tested with the recovery test functions vk complying with (1.10).
In the present case, we have to face an additional difficulty, clearly related to problem (1), namely the
(2) blow-up as k →∞ of the estimates (by comparison) on the inertial terms u¨k in (1.5).
We will overcome this by a careful refinement of the method from [RT15b]. This will lead us to construct
a sequence of recovery spaces for the space of test functions in the weak momentum balance (1.9) for
the brittle system. The crucial point will then be to observe that the terms (u¨k)k are in fact suitably
estimated in these spaces, which will allow for compactness arguments and, ultimately, the limit passage
in (1.5). The limit passage in the energy-dissipation inequality for the adhesive contact system will
essentially follow from lower semicontinuity, while for the semistability condition we will make use of the
by now standard mutual recovery sequence argument from [MRS08].
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In this way we will obtain the main result of our paper, Theorem 2.10, stating the convergence
of semistable energetic solutions to the adhesive contact systems to a semistable energetic solution of the
brittle one, fulfilling
- the weak momentum balance (1.9),
- the energy-dissipation (in)equality,
- the semistability condition.
The latter two relations feature the dissipation potential R∞ arising in the limit of the energies (Rk)k
from (1.7), and the energy functional
E∞(t, u, z) :=
∫
Ω\ΓC
1
2Ce(u) : e(u)− 〈f(t), u〉H1(Ω;Rd)+
∫
ΓC
(
J∞(
[
u
]
, z)− a0kz
)
dHd−1 + G∞(z) (1.12)
with J∞([[u]], z) the indicator function of the brittle constraint (1.2), i.e. J∞([[u]], z) = 0 if (1.2) is satisfied
and J∞([[u]], z) =∞ otherwise, and G∞ the Γ-limit as k →∞ of the perimeter energies (Gk)k from (1.4).
Let us stress that, adapting some arguments from [DML11], we shall prove that along semistable energetic
solutions of the brittle system, the energy-dissipation inequality actually holds as a balance, along any
arbitrary interval [s, t] ⊂ [0, T ] for almost all s ≤ t ∈ (0, T ), and for s = 0.
Let us finally mention that our ansatz for Gk and Rk, cf. (1.4) and (1.7), will allow for different scalings
of the parameters a0k, a
1
k, and bk, cf. (2.15). In this way, we can obtain different fracture models in the
brittle limit. We will discuss the different options in Section 2.3.
Plan of the paper. In Section 2 we give our weak solvability notion for damped inertial systems with a
mixed rate-independent/rate-dependent character. In particular, in Sec. 2.1 we specify it in the context of
the adhesive contact model and then state the existence of semistable energetic solutions to the adhesive
system. In Sec. 2.2 we give the notion of semistable energetic solutions to the brittle system, while in
Sec. 2.3 we present our main result, Theorem 2.10, which provides the existence of semistable energetic
solutions for the brittle model in terms of an approximation result via the adhesive contact systems. We
also compare our result with other existing results on dynamic fracture.
The existence of semistable energetic solutions to the adhesive contact system is proved in Section 3,
while the proof of Theorem 2.10 is carried out in Section 4.
2 Setup, solution concepts for the adhesive and brittle prob-
lems, and preliminary results
We start by fixing some general notation that will be used throughout the paper.
Notation 2.1. We will denote by ‖·‖X the norm of a Banach space X , and by 〈·, ·〉X the duality pairing
between X∗ and X . If X is a Hilbert space, its inner product shall be denoted by (·, ·)X . The symbols
(1) B([0, T ];X), (2) BV[0, T ];X), (3) C0weak([0, T ];X) shall denote the spaces of functions with values in
X that are defined at every t ∈ [0, T ] and are (1) bounded and measurable, (2) with bounded variation,
(3) continuous with respect to the weak topology, respectively.
Moreover, we shall often denote by the symbols c, c˜, C, C˜ various positive constants, whose meaning
may vary from line to line, depending only on known quantities.
Setup & semistable energetic solutions for damped inertial systems. Let us now specify the
concept of abstract damped inertial system, and the associated notion of semistable energetic solution,
that will later apply both to the adhesive contact, and to the brittle systems. We draw the following
definitions from [RT15a], where the semistable energetic solution concept, originally introduced in [Rou09]
for a class of mixed rate-dependent/rate-independent systems in continuum mechanics, was generalized
to an abstract setting. Let us mention that, in [RT15a] a fairly broad class of damped inertial systems
was tackled, in particular encompassing a dissipation potential V with general superlinear growth at
infinity, and a non-convex (but still with appropriate properties) dependence u 7→ E(t, u, z). However, in
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view of the target adhesive contact and brittle systems, it will be sufficient to confine the discussion to a
quadratic dissipation potential, and to the case the mapping u 7→ E(t, u, z) is convex.
In what follows, we will consider an abstract damped inertial system (V,W,Z,V,K,R,E) to be given
by:
• two Hilbert spaces
V and W, W identified with its dual W∗, such that V ⋐W compactly and densely, (2.1a)
so that V ⊂W = W∗ ⊂ V∗ continuously and densely, and 〈w, u〉
V
= (w, u)W for all u ∈ V and
w ∈W;
• a separable Banach space Z;
• a dissipation potential V : V→ [0,∞) of the form
V(v) = 12a(v, v) with a : V ×V→ R a continuous coercive bilinear form; (2.1b)
• a dissipation potential R : Z → [0,∞], with domain dom(R), lower semicontinuous, convex, posi-
tively 1-homogeneous and coercive i.e.,
R(λζ) = λR(ζ) for all ζ ∈ Z and λ ≥ 0,
∃CR > 0 ∀ ζ ∈ Z R(ζ) ≥ CR‖ζ‖Z;
(2.1c)
• a kinetic energy K :W→ [0,∞), K(v) := 12‖v‖2W,
• an energy functional E : [0, T ]×V×Z→ R∪{∞}, with proper domain dom(E) = [0, T ]×Du×Dz,
such that
t 7→ E(t, u, z) is differentiable for all (u, z) ∈ Du ×Dz,
(u, z) 7→ E(t, u, z) is lower semicontinuous for all t ∈ [0, T ],
u 7→ E(t, u, z) is convex for all (t, z) ∈ [0, T ]×Dz .
(2.1d)
In what follows, we shall denote by ∂uE : [0, T ] × V × Z ⇒ V∗ the subdifferential of the functional
E(t, ·, z) in the sense of convex analysis. We postpone to Section 3 ahead the precise statement of the
further conditions on E required in the existence result from [RT15a] that we shall apply to deduce the
existence of solutions to the adhesive contact system. Let us only mention here that the assumptions on
z 7→ E(t, u, z) (cf. the coercivity requirement (3.3) ahead) also involve a second space X such that
X is the dual of a separable Banach space and X ⋐ Z compactly. (2.1e)
We are now in the position to state precisely the semistable energetic solution concept for the damped
inertial system (V,W,Z,V,K,R,E), which has been developed in [RT15a, Def. 3.1] based on a time-
discrete scheme with alternating (decoupled) minimization w.r.t. the variables u and z.
Definition 2.2 (Semistable energetic solution). We call a pair (u, z) : [0, T ] → V × Z a semistable
energetic solution to the damped inertial system (V,W,Z,V,K,R,E) if
u ∈W 1,1(0, T ;V) , u˙ ∈ L∞(0, T ;W) , u¨ ∈ L2(0, T ;V∗) , (2.2a)
z ∈ B([0, T ];X) ∩ BV([0, T ];Z) (2.2b)
fulfill the
- the subdifferential inclusion
u¨(t) + ∂V(u˙(t)) + ∂uE(t, u(t), z(t)) ∋ 0 in V∗ for a.a. t ∈ (0, T ), (2.3)
- the semistability condition
E(t, u(t), z(t)) ≤ E(t, u(t), z˜) + R(z˜−z(t)) for all z˜ ∈ Z for all t ∈ [0, T ]; (2.4)
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- the energy-dissipation inequality
1
2‖u˙(t)‖2W +
∫ t
0
2V(u˙(s)) ds+VarR(z, [0, t]) + E(t, u(t), z(t))
≤ 12‖u˙(0)‖2W + E(0, u(0), z(0)) +
∫ t
0
∂tE(s, u(s), z(s)) ds for all t ∈ [0, T ] ,
(2.5)
with ξ(s) a selection in ∂uE(s, u(s), z(s)) fulfilling (2.3) for almost all s ∈ (0, T ) and VarR the
notion of total variation induced by the dissipation potential R, i.e.
VarR(z; [s, t]) := sup

N∑
j=1
R(z(rj)− z(rj−1)) : s = r0 < r1 < . . . < rN−1 < rN = t

for a given subinterval [s, t] ⊂ [0, T ].
Remark 2.3 (The energy-dissipation balance). In fact, for the adhesive contact system (1.3) we will
prove in Thm. 2.5 the existence of semistable energetic solutions fulfilling the energy-dissipation balance
along any interval [s, t] ⊂ [0, T ]. Also for the brittle system, in Thm. 2.10, we will show that any semistable
energetic solution in fact complies with the energy-dissipation balance in any interval [s, t] ⊂ [0, T ], for
almost all s ≤ t ∈ (0, T ) and for s = 0.
Basic assumptions. Before specifying the above notions in the context of the adhesive contact and
brittle systems, let us establish some basic conditions on the domains Ω and ΓC, and on the problem data,
in common to the adhesive and brittle models.
Assumptions on the reference domain: We suppose that
Ω ⊂ Rd, d ≥ 2, is bounded, Ω−, Ω+, Ω are Lipschitz domains, Ω+ ∩ Ω− = ∅ , (2.6a)
∂Ω = ΓD ∪ ΓN, ΓD, ΓN open subsets in ∂Ω, (2.6b)
ΓD ∩ ΓN = ∅, ΓD ∩ ΓC = ∅, Hd−1(ΓD ∩ Ω+) > 0 , Hd−1(ΓD ∩Ω−) > 0 , (2.6c)
ΓC = Ω+ ∩ Ω− ⊂ Rd−1 is a convex “flat” surface, i.e. contained in a hyperplane of Rd,
such that, in particular, Hd−1(ΓC) = L
d−1(ΓC) > 0 ,
(2.6d)
where Hd−1, resp. Ld−1, denotes the (d−1)-dimensional Hausdorff, resp. Lebesgue measure. In what
follows, we will use the notation
H1D(Ω\ΓC;Rd) := {v ∈ H1(Ω\ΓC;Rd) : v = 0 a.e. on ΓD} .
Remark 2.4. The condition that ΓC is contained in a hyperplane has no substantial role for our analysis
but to simplify arguments and notation. Instead, the convexity of ΓC is essential for the proof of the
adhesive-to-brittle limit passage (whereas it is not needed in the analysis of the adhesive contact system).
Indeed, it is at the basis of a uniform relative isoperimetric inequality from [Tho15, Thm. 3.2], which in
turn is the basic ingredient for the proof of the support convergence (1.11), cf. also Sec. 4.1.
Assumptions on the given data: For the tensors C,D ∈ Rd×d×d×d and the function f in (1.9), we
require that
C,D ∈ Rd×d×d×d are symmetric and positive definite, i.e.,
∃C1C, C2C, C1D, C2D > 0, ∀ η ∈ Rd×d : C1C|η|2 ≤ η : Cη ≤ C2C|η|2 and C1D|η|2 ≤ η : Dη ≤ C2D|η|2 ,
(2.7a)
f ∈ C1([0, T ];V∗) and sup
t∈[0,T ]
(‖f(t)‖V∗ + ‖f˙(t)‖V∗) ≤ Cf . (2.7b)
Moreover, to keep notation and arguments simple, we prescribe homogeneous Dirichlet data on ΓD.
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2.1 Semistable energetic solutions to the evolutionary adhesive contact
system
The adhesive contact evolutionary system falls within the class of damped inertial systems, with the
following choices of
Function spaces:
V H1D(Ω\ΓC;Rd) , (2.8a)
W = L2(Ω;Rd) endowed with the norm ‖v‖W :=
(∫
Ω
̺|v|2 dx
)1/2
, (2.8b)
Z = L1(ΓC) , (2.8c)
X = SBV(ΓC; {0, 1}) , (2.8d)
where the space X is related to the perimeter regularizing term contributing to the energy functional Ek,
cf. (2.12) below. Observe that, due to the positivity and boundedness of the mass density ̺, the space
W is identified with L2(Ω;Rd).
Dissipation potentials and energy functionals for the adhesive case, k ∈ N: For each k ∈ N
the adhesive systems (V,W,Z,V,K,Rk,Ek) are governed by the functionals corresponding to the kinetic
energy K, the viscous dissipation V, the rate-independent dissipation Rk, and the mechanical energy Ek
defined as follows:
K(u˙) := 12‖u˙‖2W , (2.9)
V : V→ [0,∞) , V(u˙) :=
∫
Ω\ΓC
1
2De(u˙) : e(u˙) dx , (2.10)
Rk : Z→ [0,∞] , Rk(z˙) :=
∫
ΓC
Rk(z˙) dH
d−1 , Rk(z˙) :=
{
a1k|z˙| if z˙ ≤ 0 ,
∞ otw. ; (2.11)
Ek : [0, T ]×V × Z→ R ∪ {∞}, defined for all t ∈ [0, T ] :
Ek(t, u, z) :=
{
E˜k(t, u, z) + Jk(u, z) if (u, z) ∈ V ×X ,
∞ otw. with (2.12)
E˜k(t, u, z) :=
∫
Ω\ΓC
1
2Ce(u) : e(u) dx− 〈f(t), u〉V +
∫
ΓC
(
I[0,1](z)−a0kz
)
dHd−1 + bkP (Z,ΓC) , and
Jk(u, z) :=
∫
ΓC
k
2 z
∣∣[u] ∣∣2 dHd−1 . (2.13)
As already mentioned in the Introduction, hereafter Z shall denote a subset of ΓC with finite perimeter
P (Z,ΓC) in ΓC such that z = χZ ∈ {0, 1} is its characteristic function.
Observe that, for every k ∈ N the functional u 7→ Ek(t, u, z) is Gaˆteaux-differentiable, in addition to
being convex. Therefore, at every (t, u, z) ∈ [0, T ]×Du ×Dz its subdifferential ∂uEk(t, u, z) reduces to
a singleton, whose unique element is still denoted by ∂uEk with a slight abuse of notation, and given for
all v ∈ V by
〈∂uEk(t, u, z), v〉V =
∫
Ω\ΓC
Ce(u) : e(v) dx− 〈f(t), v〉V + 〈∂uJk(u, z), v〉V, with
〈∂uJk(u, z), v〉V =
∫
ΓC
kz
[
u
][
v
]
dHd−1 .
(2.14)
Therefore, taking into account of the form (2.10) of the dissipation potential V, the subdifferential inclu-
sion (2.3) yields the momentum equation (1.5). Moreover, let us point out that our analysis will cover
the following two cases for the coefficients
a0k = a
0 = const. , a1k = a
1 = const. , bk = b = const. , or (2.15a)
a0k =
a0
k , a
1
k =
a1
k , bk =
b
k . (2.15b)
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We postpone to Sec. 2.3 a discussion of the scaling (2.15b). Let us only mention here that, since with
the scaling (2.15b) for the coefficients bk, the constraint z ∈ {0, 1} is no longer ensured in the brittle
limit k →∞, the term I[0,1] contributing to Ek (and to E∞, cf. (2.31) below) has the role to enforce, for
k ∈ N ∪ {∞}, that z takes values in [0, 1]. This is crucial not only for the physical consistency of the
model, but also for technical reasons related to the construction of the recovery sequence for the limit
passage as k→∞ in the semistability condition.
The existence of semistable energetic solutions (uk, zk) to the evolutionary adhesive contact systems
(V,W,Z,V,K,Rk,Ek) will be deduced from the abstract results of [RT15a] in Section 3 ahead, where
we will also derive estimates (2.17) & (2.18) on the functions (uk, zk)k. Let us mention in advance that,
independently from the bound (2.17b) on the total variation of zk induced by Rk, we also need to derive
an estimate for zk in BV([0, T ];L
1(ΓC)), due to the possible degeneracy of the coefficients a
1
k when scaled
as in (2.15b).
Theorem 2.5 (Existence of semistable energetic solutions for k ∈ N fixed, uniform bounds, unique-
ness). Assume (2.6)–(2.7). For each k ∈ N the damped inertial system (V,W,Z,V,K,Rk,Ek) admits
a semistable energetic solution (uk, zk) in the sense of Def. 2.2 starting from initial data (u0, u1, z0) ∈
V ×W × Z fulfilling the semistability (2.4) at t = 0 with Ek and Rk, cf. (3.7).
In addition, for every k ∈ N the energy-dissipation inequality even holds as an equality along any
interval [s, t] ⊂ [0, T ]:
1
2‖u˙k(t)‖2W +
∫ t
s
2V(u˙k(τ)) dτ +VarRk(zk, [s, t]) + Ek(t, uk(t), zk(t))
= 12‖u˙k(s)‖2W + Ek(s, uk(s), zk(s)) +
∫ t
s
∂tEk(τ, uk(τ), zk(τ)) dτ .
(2.16)
Furthermore, for a given z ∈ L∞(0, T ; SBV(ΓC; {0, 1})), if (u, z) and (u˜, z) both satisfy the adhesive
momentum balance with the same initial data u0 and u1, then u˜ = u.
Finally, there exists a constant C > 0, only depending on the initial data (u0, u1, z0) and on the given
data, such that the functions (uk, zk)k satisfy the following bounds, uniform in k ∈ N:
sup
t∈[0,T ]
(
Ek(t, uk(t), zk(t)) + ∂tEk(t, uk, zk)
) ≤ C , (2.17a)∫ T
0
V(u˙k(s)) ds +VarRk(zk, [0, T ]) ≤ C , (2.17b)
‖uk‖H1(0,T ;V) + ‖u˙k‖L∞(0,T ;W) ≤ C , (2.17c)
‖zk‖BV([0,T ];L1(ΓC)) ≤ C , (2.17d)
sup
t∈[0,T ]
(
P (Zk(t),ΓC) + ‖zk(t)‖L∞(ΓC)
) ≤ C , (2.17e)
‖u¨k + ∂uJk(·, uk, zk)‖L2(0,T ;V∗) ≤ C . (2.17f)
Furthermore, (uk, zk) satisfy the following k-dependent bounds for a.a. t ∈ (0, T ):
∃ c, C > 0, ∀ k ∈ N : ‖∂uJk(uk, zk)‖L2(0,T ;V∗) ≤
√
kC + c , (2.18a)
∃ c˜, C˜ > 0, ∀ k ∈ N : ‖u¨k‖L2(0,T ;V∗) ≤
√
kC˜ + c˜ . (2.18b)
Remark 2.6 (The non-penetration condition). Observe that the adhesive contact model so far considered
does not include the non-penetration constraint ensuring that the two parts of the body, Ω− and Ω+,
cannot interpenetrate along the contact surface ΓC, namely[
u
] · n ≥ 0, (2.19)
with n the unit normal to Γ oriented from Ω+ to Ω−. Condition (2.19) would be rendered by an
additional contribution to the energy functional Ek (2.12) of the form
∫
ΓC
IK([[u]]) dH
d−1, with IK([[u]]) =
IK(x)(([[u(x)]])) for H
d−1-a.a. x ∈ ΓC and and IK(x) the indicator function of the cone K(x) := {v ∈ Rd :
v · n(x) ≥ 0}, and it would give rise to the so-called Signorini conditions on the contact surface.
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Indeed, even in the realm of adhesive contact, the analysis of the momentum balance equation with
inertia and Signorini conditions poses remarkable challenges: in particular, the existence of solutions to
the dynamic problem for unilateral contact, possibly complying with an energy balance, seems to be an
open problem, in the case of bounded domains (whereas for unbounded domains we refer to the results
in [PS02, PS09]).
Very recently, a technique based on duality methods in Sobolev-Bochner spaces has emerged in [SS15],
leading to existence results for a suitable weak notion solution (with the energy balance still missing,
though). Possibly relying on this approach, we intend to address the adhesive-to-brittle limit in the
dynamic case with Signorini conditions in a forthcoming study.
Remark 2.7 (Alternatives to the non-penetration condition). The existence result from Theorem 2.5
can be extended to the case where suitable boundary conditions are imposed on the contact surface ΓC,
alternative to the non-penetration constraint (2.19). Namely, as proposed in [RR11] and arguing in the
very same way as therein, we could include in the adhesive contact energy functional Ek from (2.12) the
term
∫
ΓC
IK(x)([[u(x)]]) dH
d−1, with the x-dependent linear subspaces K(x) e.g. given by
K(x) := {v ∈ Rd : v · n(x) = 0}.
This would prescribe a zero normal jump of the displacement, and thus, in this way, we would allow only
for tangential slip along ΓC.
2.2 Semistable energetic solutions for the brittle system
Let us now specify the functional analytic setting for the brittle system:
Function spaces: In addition to the spaces V, W, Z, X from (2.8), we will work with the following
family of time-dependent spaces, defined for all t ∈ [0, T ]:
Vz(t) = {v ∈ H1D(Ω\ΓC;Rd) :
[
v
]
= 0 a.e. on supp z(t) ⊂ ΓC} ,
for a given z ∈ L∞(0, T ; SBV(ΓC; {0, 1})) ∩ BV([0, T ];L1(ΓC)) such that
z(t2) ≤ z(t1) for all 0 ≤ t1 ≤ t2 ≤ T .
(2.20)
These will be the spaces for the test functions in the weak formulation of the momentum balance for
the brittle system. Observe that, with these spaces we are enforcing a constraint slightly stronger than
z|[[v]]| = 0, cf. also Remark 4.8 ahead.
As we will see (cf. Proposition 2.9 later on), Vz(t), endowed with the norm induced by H
1(Ω\ΓC;Rd),
is a closed subspace of V. Hence, by the Hahn-Banach theorem every ξ ∈ Vz(t)∗ can be extended to a
functional ξ˜ ∈ V∗ such that
〈ξ, v〉
Vz(t)
= 〈ξ˜, v〉
V
for all v ∈ Vz(t) and ‖ξ‖Vz(t)∗ = ‖ξ˜‖V∗ (2.21)
Moreover, Vz(t) is continuously and densely embedded in W, cf. (2.8). Hence, W is continuously and
densely embedded in the dual space Vz(t)
∗ and for every t ∈ [0, T ] there holds
〈ξ, v〉
Vz(t)
= (ξ, w)
W
for all v ∈ Vz(t) and all ξ ∈W. (2.22)
Moreover, due to the monotonicity of the function z(·, x) : [0, T ] → {0, 1} for a.a. x ∈ ΓC, we have that
supp(z(t2))) ⊂ supp(z(t1)) for every 0 ≤ t1 ≤ t2 ≤ T , and therefore
Vz(t1) ⊂ Vz(t2) for all 0 ≤ t1 ≤ t2 ≤ T . (2.23)
Accordingly, for every ξ ∈ Vz(t2)∗ we can consider its restriction to Vz(t1), which gives an element of
Vz(t1)
∗ defined by 〈ξ|Vz(t1), v〉Vz(t1) = 〈ξ, v〉Vz(t2). The restriction map is continuous and is indeed the
adjoint of the embedding Vz(t1) ⊂ Vz(t2). Therefore, there holds
Vz(t2)
∗ ⊂ Vz(t1)∗ continuously for all 0 ≤ t1 ≤ t2 ≤ T . (2.24)
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We will also work with the space
L2(0, T ;Vz) := {v ∈ L2(0, T ;V) : v(t) ∈ Vz(t) for a.a. t ∈ (0, T )}, (2.25)
(2.26)
endowed with the norm ‖ · ‖L2(0,T ;V), and with
L2(0, T ;V∗z) :={ξ ∈ L2(0, T ;Vz(0)∗) :
ξ(t) ∈ Vz(t)∗ for a.a. t ∈ (0, T ), t 7→ ‖ξ(t)‖Vz(t)∗ ∈ L2(0, T )},
(2.27a)
endowed with the norm
‖ξ‖L2(0,T ;V∗z) := sup
v∈L2(0,T ;Vz)
∣∣∣∣∣
∫ T
0
〈ξ(t), v(t)〉
Vz(t)
dt
∣∣∣∣∣ . (2.27b)
Observe that, underlying definition (2.27) is the fact that Vz(t)
∗ ⊂ Vz(0)∗ for all t ∈ [0, T ]; we also refer
to Prop. 2.9 for more details. Finally, let us also introduce the Sobolev space
H2#(0, T ;V
∗
z) := {u ∈ H1(0, T ;V∗) : u¨ ∈ L2(0, T ;V∗z)}, (2.28)
with u¨ the (second-order in time) weak distributional derivative, to be understood at almost all t ∈ (0, T )
as the weak limit of the difference quotients u˙(t+h)−u˙(t)h in Vz(t)
∗, namely
〈u¨(t), v〉
Vz(t)
= lim
h→0
〈 u˙(t+ h)− u˙(t)
h
, v〉
Vz(t)
for all v ∈ Vz(t). (2.29)
The basic properties of these spaces are collected in Proposition 2.9 ahead.
Dissipation potentials and energy functionals for the brittle case, k = ∞: The brittle sys-
tem (V,W,Z,V,K,R∞,E∞) is governed by the kinetic energy K as in (2.9), the (quadratic) viscous
dissipation V as in (2.10), and by the following rate-independent dissipation potential and mechanical
energy:
R∞ : Z→ [0,∞] , R∞(z˙) :=
∫
ΓC
R∞(z˙) dH
d−1 , R∞(z˙) :=
{
a1∞|z˙| if z˙ ≤ 0 ,
∞ otw. , (2.30)
E∞ : [0, T ]×V × Z→ R ∪ {∞} defined for all t ∈ [0, T ] :
E∞(t, u, z) :=
{
E˜∞(t, u, z) + J∞(u, z) if (u, z) ∈ V ×X∞, where
∞ otw. (2.31)
J∞(u, z) :=
∫
ΓC
J∞(
[
u
]
, z) dHd−1 with J∞
([
u
]
, z
)
=
{
0 if [[u]] = 0 a.e. on supp z,
+∞ otw. (2.32)
E˜∞(t, u, z) :=
∫
Ω\ΓC
1
2Ce(u) : e(u)− 〈f(t), u〉V +
∫
ΓC
(
I[0,1](z)− a0∞z
)
dHd−1 + b∞P (Z,ΓC).
Here, C and f are as in (2.7a) and (2.7b), the support of z is defined in a measure-theoretic sense by
supp z :=
⋂
{A ⊂ Rd−1; A closed , Hd−1(Z\A) = 0}, (2.33)
based on the identification of z with the set Z such that z = χZ , and, in correspondence with (2.15), the
coefficients and the space X∞ comply with the following
X∞ = X = SBV(ΓC; {0, 1}), a0∞ = a0 = const. , a1∞ = a1 = const. , b∞ = b = const. , or (2.34a)
X∞ = L
∞(ΓC), a
0
∞ = a
1
∞ = b∞ = 0 . (2.34b)
Observe that the functional E∞(t, ·, z) : V → R ∪ {∞} is convex and that its proper domain is Vz.
Its subdifferential with respect to u, which appears in the subdifferential inclusion (2.3), takes the form
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∂uE∞ = ∂uE˜∞ + ∂uJ∞ by the sum rule. Now, ∂uE˜∞ is the singleton given by the Gaˆteaux-differential of
u 7→ E˜∞(t, u, z), while ∂uJ∞ : V⇒ V∗ is a multi-valued operator. But we check that for a.a. t ∈ (0, T ):
∀ ζ ∈ ∂uJ∞(u(t), z(t)), ∀ v ∈ Vz(t) : 〈ζ, v〉V = 0 . (2.35)
In fact, this relation can be verified directly from the definition of ∂uJ∞(u(t), z(t)), which reads 〈ζ(t), v−
u(t)〉V ≤ 0 for any v ∈ Vz(t). Using the test functions v = 2u(t) ∈ Vz(t) and v = 0 ∈ Vz(t) we first
deduce that 〈ζ(t), u(t)〉V = 0. Thus, by testing with v and −v ∈ Vz(t) we also find that 〈ζ(t), v〉V = 0
for any v ∈ Vz(t).
In view of observation (2.35), the notion of semistable energetic solution for the brittle system is
not stated with the general subdifferential inclusion (2.3) in V∗, but with its restriction to the domain
Vz(t) ⊂ V, which in fact increases with t ∈ [0, T ] since z monotonically decreases in time. This restriction
results in the momentum balance (2.38) below.
Definition 2.8 (Semistable energetic solution for the brittle system). Let ̺ ≥ 0. Given (u0.u1, z0) ∈
V ×W × Z, we call a pair (u, z) : [0, T ] → V × Z a semistable energetic solution to the evolutionary
brittle system (V,W,Z,V,K,R∞,E∞) if
u ∈ H1(0, T ;V) , u˙ ∈ L∞(0, T ;W) , u ∈ H2#(0, T ;V∗z) , (2.36)
z fulfills (2.2b), and the pair (u, z) fulfill the Cauchy conditions
u(0) = u0, u˙(0) = u1, z(0) = z0, (2.37)
and the
- weak formulation of the mometum balance in the brittle case
u(t) ∈ Vz(t) for every t ∈ [0, T ], (2.38a)∫
Ω
̺u¨(t)v dx+
∫
Ω\ΓC
(De(u˙(t)) : e(v)+Ce(u(t)) : e(v)) dx = 〈f(t), v〉V
for every v ∈ Vz(t) for a.a. t ∈ (0, T );
(2.38b)
- the semistability condition (2.4) with R∞ from (2.30) and E∞ from (2.31);
- the energy-dissipation inequality (2.5) with V from (2.10), R∞ (2.30), and E∞ (2.31).
We conclude this section by fixing some properties of L2(0, T ;Vz) and of related spaces. The following
statement is given in terms of a time-dependent set M(t) which applies to the closed set supp z(t), but
also to suitable enlargements of supp z(t), cf. (4.19) and Proposition 4.11 later on.
Proposition 2.9. Let (M(t))t∈[0,T ] be a family of closed subsets of ΓC and set
VM (t) := {v ∈ H1D(Ω\ΓC;Rd) :
[
v
]
= 0 a.e. on M(t) ⊂ ΓC} = H1D
(
(Ω\ΓC) ∪M(t);Rd
)
. (2.39)
Then, VM (t) is a closed subspace of V, and thus it is a reflexive and separable Banach space, and so is
its dual VM (t)
∗, which is isometrically isomorphic to the quotient space
V/VM (t)
⊥ with VM (t)
⊥ : = {ξ˜ ∈ V∗ : 〈ξ˜, v〉
V
= 0 for every v ∈M(t)}
the annihilator of VM (t). Furthermore, VM (t) is dense in W.
Also the space
L2(0, T ;VM ) :=
{
v ∈ L2(0, T ;V) : v(t) ∈ VM (t) for a.a. t ∈ (0, T )
}
with ‖ · ‖L2(0,T ;V) (2.40)
is reflexive and separable.
Finally, suppose that the sets (M(t))t∈[0,T ]] are monotonically decreasing, i.e.
M(t2) ⊂M(t2) for all 0 ≤ t1 ≤ t2 ≤ T . (2.41)
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Then, L2(0, T ;VM)
∗ endowed with the norm ‖ · ‖L2(0,T ;VM )∗ := supv∈L2(0,T ;VM) |〈·, v〉L2(0,T ;V)|, is iso-
metrically isomorphic to
L2(0, T ;V∗M ) : = {ξ∈L2(0, T ;VM (0)∗) :
ξ(t)∈VM (t)∗ for a.a. t∈(0, T ) and t 7→ ‖ξ(t)‖VM (t)∗ ∈L2(0, T )},
(2.42)
with the norm ‖f‖L2(0,T ;V∗
M
) := supv∈L2(0,T ;VM )
∣∣∣∫ T0 〈f(t), v(t)〉VM (t) dt∣∣∣ .
Proof. Let (vn)n ⊂ VM (t) with vn → v in V. Taking into account that the jump operator [[·]] : V →
H1/2(ΓC;R
d) is continuous by the trace theorem, one immediately checks that [[v]] = 0 a.e. on the closed
set M(t). Thus VM (t) is a closed, linear subspace of V, whence its reflexivity and separability. Then, its
dual VM (t)
∗ is also reflexive and separable. Since VM (t) is a closed subspace of V, one of the corollaries
of the Hahn-Banach theorem applies, yielding VM (t)
∗ is isometrically isomorphic to the quotient space
V∗/VM (t)
⊥ through the operator L : VM (t)
∗ → V∗/VM (t)⊥ which maps an element ξ of VM (t)∗ to
ξ +VM (t)
⊥, where we denote by the same symbol the extension of ξ to V.
The density of VM (t) in the space W can be concluded from the fact that H
1
D(Ω;R
d) ⊂ VM (t) and
H1D(Ω;R
d) is dense in W given that Ω is a Lipschitz domain.
Observe that L2(0, T ;VM ) is a closed subspace of L
2(0, T ;V): Given a sequence (vn)n ⊂ L2(0, T ;VM)
with vn → v in L2(0, T ;V), there holds (for a not relabeled subsequence) vn(t)→ v(t) inV, whence v(t) ∈
VM (t) for a.a. t ∈ (0, T ). Thus, L2(0, T ;VM) inherits the reflexivity and separability of L2(0, T ;V).
Clearly, also its dual L2(0, T ;VM )
∗ is reflexive and separable.
Finally, in order to verify the equivalence L2(0, T ;VM )
∗ = L2(0, T ;V∗M) stated along with (2.42), we
first observe that L2(0, T ;V)∗ ∼= L2(0, T ;V∗). We will now show that the annihilator of L2(0, T ;VM),
namely
L2(0, T ;VM)
⊥ =
{
ξ ∈ L2(0, T ;V)∗ : ∫ T
0
〈ξ(t), v(t)〉
V
dt = 0 for all v ∈ L2(0, T ;VM )
}
,
is isometrically isomorphic to
L2(0, T ;V⊥M) :=
{
ξ ∈ L2(0, T ;V∗) : ξ(t) ∈ VM (t)⊥ for a.a. t ∈ (0, T )
}
.
To this aim, we observe that, due to the monotonicity property (2.41), there holds
VM (t1) ⊂ VM (t2) and VM (t2)⊥ ⊂ VM (t1)⊥ for all 0 ≤ t1 ≤ t2 ≤ T. (2.43)
Then, we have that
ξ ∈ L2(0, T ;VM )⊥ ⇔
(
ξ(t) ∈ L2(0, T ;V∗) & ∀ v∈VM (t) : 〈ξ(t), v〉V = 0 for a.a. t∈(0, T )
)
. (2.44)
The right-to-left implication is obvious. As for the converse one, we point out that, for all ξ ∈ L2(0, T ;VM)⊥
there holds
1
h
∫ t+h
t
〈ξ(s), v〉
V
ds = 0 for every h > 0, v ∈ VM (t) and t ∈ [0, T − h]. (2.45)
This follows from choosing v(t) := 1hχ(t,t+h)v, which satisfies v ∈ L2(0, T ;VM ) thanks to (2.43), in the
identity
∫ T
0
〈ξ(t), v(t)〉
V
dt = 0 fulfilled by ξ ∈ L2(0, T ;VM )⊥. Then, letting h ↓ 0 in (2.45) yields
ξ(t) ∈ VM (t)⊥. Thus, the left-to-right implication holds true. Taking into account the representation of
L2(0, T ;VM)
⊥ and the Hahn-Banach theorem we find that
L2(0, T ;VM)
∗ ∼= L2(0, T ;V)∗/L2(0, T ;VM )⊥ ∼= L2(0, T ;V∗)/L2(0, T ;V⊥M ) ∼= L2(0, T ;V∗M ) ,
which concludes the proof.
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2.3 Main result: Passage from adhesive to brittle
Following [Mie14], we refer to the adhesive-to-brittle convergence stated in Thm. 2.10 below as an
evolutionary Γ-convergence result. Let us point out in advance that, with this limit passage we ob-
tain a semistable energetic solution to the brittle system, with the enhanced regularity property that
u¨ ∈ H2(0, T ;V(0)∗). Furthermore, the second of (2.48) below will allow us to test the momentum bal-
ance for the brittle system (2.38b) by u˙. This will be the key step for obtaining the energy-dissipation
identity. Like for the adhesive contact systems, we also obtain a uniqueness result for the displacements
of the brittle system corresponding to a given semistable z. In its proof, a pivotal role is played by two
separate energy balances for the displacement and for the internal variable, which we prove along with
the energy-dissipation balance on an arbitrary interval (s, t) ⊂ (0, T ), for almost all s < t ∈ (0, T ).
Theorem 2.10 (Evolutionary Γ-convergence of the adhesive systems to the brittle limit). Assume
(2.6)–(2.7). For each k ∈ N let (uk, zk) be a semistable energetic solution of the adhesive system
(V,W,Z,V,K,Rk,Ek). Assume that (uk(0), u˙k(0), zk(0)) = (u
k
0 , u
k
1 , z
k
0 ), and that
(uk0 , u
k
1 , z
k
0 )→ (u0, u1, z0) in V ×W × Z and Ek(0, uk0 , zk0 )→ E∞(0, u0, z0), (2.46)
such that the pair (u0, z0) complies with the stability condition (2.4) at t = 0, with E∞ and R∞ given by
(2.30)–(2.34). Then there exists a (not relabeled) subsequence (uk, zk)k and a pair (u, z) with the following
properties:
1. immediate convergences: the following convergences hold true
uk ⇀ u in H
1(0, T ;V), and uk(t) ⇀ u(t) in V for all t ∈ [0, T ] , (2.47a)
zk(t)→ z(t) in Z, zk(t)→ z(t) in Lq(ΓC), q ∈ [1,∞), for all t ∈ [0, T ] , (2.47b)
zk
∗
⇀ z in L∞(0, T ; SBV(ΓC; {0, 1})), zk(t) ∗⇀ z(t) in SBV(ΓC; {0, 1}) ∩ L∞(ΓC) for all t ∈ [0, T ] , (2.47c)
∃λ ∈ L2(0, T ;V∗), ̺u¨k + ∂uJk ⇀ λ in L2(0, T ;V∗) , (2.47d)
2. semistable energetic solution & brittle constraint: the limit pair (u, z) is a semistable en-
ergetic solution of the brittle system (V,W,Z,V,K,R∞,E∞) in the sense of Def. 2.2. It satisfies
the initial condition (2.37) and the brittle constraint[
u(t)
] |supp z(t) = 0 Hd−1-a.e. in ΓC for every t ∈ [0, T ], and[
u˙(t)
] |supp z(t) = 0 Hd−1-a.e. in ΓC for almost all t ∈ (0, T ) , (2.48)
Moreover, for λ ∈ L2(0, T ;V∗) obtained in (2.47d) we have
for a.a. t ∈ (0, T ) : λ(t) = u¨(t) in Vz(t)∗ , (2.49)
3. regularity of u: in addition to (2.36), the limit u fulfills
u ∈ H2(0, T ;Vz(0)∗) , (2.50)
4. weak temporal continuity: u˙ ∈ C0weak([0, T ];W),
5. energy-dissipation balance: the pair (u, z) complies with the energy-dissipation inequality on
(0, t) and on (s, t), for every t ∈ (0, T ] and almost every s ∈ (0, t), and as an identity along the
interval (s, t) ⊂ [0, T ] for almost all s, t ∈ (0, T ) and for s = 0,
1
2‖u˙(t)‖2W +
∫ t
s
2V(u˙(τ)) dτ +VarR∞(z, [s, t]) + E∞(t, u(t), z(t))
= 12‖u˙(s)‖2W + E∞(s, u(s), z(s)) +
∫ t
s
∂tE∞(τ, u(τ), z(τ)) dτ .
(2.51)
In addition, the displacements, resp. the delamination variable, comply with the following separate
balances of the bulk, resp. surface, energy terms along the interval (s, t) ⊂ (0, T ) for a.a. s < t ∈
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(0, T ) and for s = 0:
1
2‖u˙(t)‖2W +
∫ t
s
2V(u˙(τ)) dτ +
∫
Ω\ΓC
1
2Ce(u(t)) : e(u(t)) dx− 〈f(t), u(t)〉V (2.52)
= 12‖u˙(s)‖2W +
∫
Ω\ΓC
1
2Ce(u(s)) : e(u(s)) dx− 〈f(s), u(s)〉V −
∫ t
s
〈f˙(τ), u(τ)〉V dτ ,
b∞P (Z(t),ΓC) +
∫
ΓC
a0∞z(t) dH
d−1 +VarR∞(z, [s, t]) = b∞P (Z(s),ΓC) +
∫
ΓC
a0∞z(s) dH
d−1 , (2.53)
6. enhanced convergences: there hold the enhanced convergences for almost all t ∈ (0, T ):
u˙k(t)→ u˙(t) in W, (2.54a)∫ t
0
V(u˙k(s)) ds→
∫ t
0
V(u˙(s)) ds, (2.54b)
VarRk(zk, [0, t])→ VarR∞(z, [0, t]), (2.54c)
Ek(t, uk(t), zk(t))→ E∞(t, u(t), z(t)), (2.54d)
7. enhanced initial condition: the Cauchy datum u1 is even attained in the sense of difference
quotients
lim
h↓0
1
h
∫ h
0
‖u˙(t)− u1‖2W dt = 0 , (2.55)
8. uniqueness of the displacements for given semistable z ∈ L∞(0, T ; SBV(ΓC; {0, 1})): let
(u, z) and (u˜, z) be semistable energetic solutions to the brittle system (V,W,Z,V,K,R∞,E∞),
satisfying the brittle momentum balance (2.38) with the same initial data u0 and u1. Then, u˜ = u.
The proof of Theorem 2.10 will be carried out in detail in Section 4. Instead we will now discuss our
result and compare it with other existing results, in particular focusing on [DML11, DMLT15, DMLN16].
Discussion of our result:
Momentum balance: Integrating the k-momentum balance (1.5) over (0, T ), using test function ηv ∈
L2(0, T ;V) with η ∈ C∞0 (0, T ) and v ∈ V, convergences (2.47) allow us to pass k → ∞ in (1.5) using
weak-strong convergence arguments. By localization via the fundamental lemma of the Calculus of
Variations, we obtain the limit equation
〈λ(t), v〉V +
∫
Ω\ΓC
(
Ce(u(t)) + De(u˙(t))
)
: e(v) dx = 〈f(t), u(t)〉V for all v ∈ V, for a.a. t ∈ (0, T ) . (2.56)
But in general we cannot identify λ(t) = ̺u¨(t) + ζ(t) with ζ(t) ∈ ∂uJ∞(u(t), z(t)), cf. (2.31). This is
mainly due to the fact that u¨k and ∂uJk(uk, zk) only as a sum are uniformly bounded by a constant
independent of k, cf. (2.17f), whereas their separate bounds blow up with k → ∞, cf. (2.18). Therefore,
relation (2.49) establishes a link between the balance (2.56) in V∗ and the brittle momentum balance
(2.38) which is restricted to the domain Vz(t) of E∞(t, ·, z(t)) that increases with time. Here, in these
closed subspaces Vz(t) of V, we indeed have λ = ̺u¨(t) + ζ(t) in Vz(t)
∗ with ζ(t) ∈ ∂uJ∞(u(t), z(t)),
since ∂uJ∞(u(t), z(t)) ⊂ Vz(t)⊥ by (2.35). Spaces akin to Vz(t) are also used in [DML11, DMLT15] to
formulate the momentum balance.
Energy balance: It has to be pointed out that, in the brittle case, we obtain the energy-dissipation
balance (2.51) along intervals (s, t) ⊂ (0, T ) with s and t Lebesgue points for u˙, cf. the forthcoming
Lemmata 4.17 and 4.18. In particular, this balance splits into the bulk balance (2.52) for the displacements
and the surface balance (2.53) for the delamination variable. Such a pure bulk balance, where terms
related to crack growth do not show up, is also obtained in [DML11]. But, in contrast to (2.51), [DML11,
DMLT15] observe their energy-dissipation balance to hold along all subintervals [s, t] ⊂ [0, T ]. This
is strongly related to (indeed, implies, cf. the proof of [DML11, Lemma 3.10]) the fact that [DML11,
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DMLT15] find solutions such that the map u˙ : t 7→ u˙(t) is continuous from time into the space W (in
the dynamic, damped case of [DML11]), Vz(t)
∗ (in the dynamic, undamped case of [DMLT15]). In our
setting we only manage to prove that u˙ ∈ C0weak([0, T ];W).
Observe that the enhanced energy-dissipation balance and regularity properties proved in [DML11]
do not stem from assuming suitable temporal regularity for the prescribed crack evolution. Given a
(unique) solution u of the momentum balance in [0, T ], their argument to obtain the enhanced energy-
dissipation balance is based on choosing an arbitrary time t0 ∈ (0, T ), which is not a Lebesgue point,
and to solve the momentum balance on (t0, T ) with the new initial data u0 = u(t0), u1 = u˙(0). Glueing
the solution in (0, t0) with the new solution on (t0, T ) and exploiting the previously proved uniqueness of
the displacement leads to the enhancements. But since our existence result for the brittle system arises
from an adhesive contact approximation relying on the well-preparedness of the initial data (2.46), we
cannot choose an arbitrary time t0 as a new initial time to solve momentum balance of the brittle system,
without implicitly requiring the enhanced convergences (2.54) to hold at the arbitrary time t0 ∈ (0, T ).
A further reason why we are not able to reproduce the arguments from [DML11] leading to the energy-
dissipation balance at all times is the presence in our own balance of the surface energy terms due to
delamination, which may jump at countably many times. In this context, let us mention that the energy
balance obtained in [DMLT15], akin to our (2.51), also features the dissipation due to crack growth. It
is obtained along all subintervals of [0, T ] in a 2D setting with connected cracks that evolve continuously
in time and piecewise even more smoothly.
Crack propagation criterion: Both in the adhesive and in the brittle models, crack propagation
is governed by the semistability inequality (2.4). It expresses that the semistable delamination variable
z(t), among all possible competitors z˜ ∈ Z, is a minimizer of the functional E(t, u(t), ·)+R(·− z(t)), with
u(t) kept fixed as the solution of the momentum balance (with z(t)) in Vz(t)
∗ at time t.
In the fully rate-independent setting (i.e., no viscosity and inertia for the displacements), solutions
to rate-independent systems for damage and delamination complying with the semistability, in place of
the global stability condition in the standard concept of semistable energetic solutions [MT04, Mie05],
have been termed local solutions in, e.g., [Rou13, RTP15]. This higlights that the semistability, as a
minimality property, is local in the sense that the displacemements are not modified (it has however to
be stressed that the concept from [Rou13, RTP15] differs from the, weaker, notion of local solution defined
in [Mie11, Def. 4.5], [MR15, Sec. 1.8]). Let us also mention that, when taking the vanishing-viscosity &
inertia limit in the momentum balance, semistable energetic solutions in the sense of Def. 2.2 converge
to local solutions (in the sense of [Rou13, RTP15]) of the quasistatic limit system, as shown in the case
of damage in [LRTT14].
In contrast, models that govern crack propagation by Griffith’s fracture criterion, cf. e.g., [NS07,
LSS08, LS11, DMLN16] in the dynamic setting, are rather based on global minimality, and therefore
correspond to (global) energetic solutions in the fully rate-independent context. The dynamic evolution
criterion, rephrased in our notation for easier comparison, is in fact a constrained global minimization
problem, namely
min
z˜(t)∈Z
(
E(t, vz˜(t), z˜(t)) +K(v˙z˜(t)) + R(z˜(t))
)
(2.57)
where vz˜ is the unique solution of the momentum balance on [0, t], corresponding to the (given) delami-
nation variable z˜; observe that, both in the adhesive and in the brittle cases, we also have uniqueness of
the displacements for given z ∈ L∞(0, T ; SBV(ΓC; {0, 1})). The existence and uniqueness of a solution to
(2.57) is then proved, in [DMLN16], relying on the very special 1D-geometry of the model.
Let us once more point out that semistable energetic solutions in the sense of Def. 2.2, featuring
semistability as the evolution criterion for the internal variable, are obtained from alternating (de-
coupled) minimization on the time-discrete level, cf. [RT15a], whereas solutions complying with the
Griffith criterion (2.57), in analogy to the fully rate-independent setting, are rather based on simul-
taneous minimization in the two variables. However, it has been observed that energetic solutions to
rate-independent systems, based on global, simultaneous minimization, tend to jump rather early in
time. This has motivated the design of alternative solution concepts, resp. crack propagation criteria,
cf. e.g., [KMZ08, Lar10, RTP15] in the realm of crack propagation and delamination. In this spirit also
the concept discussed in [DMLT15] has to be understood: Therein, the crack propagation criterion is
a local-in-time reformulation of Griffith’s fracture criterion, inspired by so-called ǫ-stable solutions from
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[Lar10]. It would be interesting to advance the study of alternative solution notions to the brittle system,
possibly by combining the adhesive-to-brittle limit with the vanishing-viscosity approximation, in the
spirit of [MRS12, MRS13, MRS14].
The different scalings (2.15) and the resulting limit models (2.30)–(2.34): In the brittle setting
it has been noted (cf. [RTP15]) that the semistability condition governing crack propagation, reducing to∫
ΓC
J∞
([
u(t)
]
, z(t)
)
dHd−1 + b∞P (Z(t),ΓC)
≤
∫
ΓC
J∞
([
u
]
, z˜
)
dHd−1 + b∞P (Z˜,ΓC) + (a
0
∞+a
1
∞)
∫
ΓC
(z(t)−z˜) dHd−1
(2.58)
for all z˜ ∈ SBV(ΓC; {0, 1}) and for all t ∈ [0, T ], does not feature any term of positive, finite value that
depends on the displacements and thus forces z to decrease, as a function of time. In other words,
crack growth seems to be rather induced by the perimeter regularization, than by the attempt to reduce
the mechanical stresses. However, the solutions to the brittle systems obtained in Theorem 2.10 are
selected by approximation with solutions of the adhesive contact models (V,W,Z,V,K,Rk,Ek)k. Since
the semistability condition for finite k ∈ N, i.e.∫
ΓC
k
2zk(t)
∣∣[uk(t)] ∣∣2 dH d−1 + bkP (Zk(t),ΓC)
≤
∫
ΓC
k
2 z˜
∣∣[uk(t)] ∣∣2 dH d−1 + bkP (Z˜,ΓC) + (a0k+a1k)∫
ΓC
(zk(t)−z˜) dHd−1
(2.59)
for all z˜ ∈ SBV(ΓC; {0, 1}) and for all t ∈ [0, T ], features the displacement-dependent adhesive contact
term, which can drive crack propagation, the solutions to the brittle system obtained by Theorem 2.10
should inherit this information.
On these grounds, in [RTP15] (see also [RT15b, Sec. 7]) the alternative scaling from (2.15b) has been
proposed. While referring to the discussion in [RTP15], [RT15b, Sec. 7] for all details, let us only mention
here that, when the coefficients a0k, a
1
k, bk are scaled as in (2.15b), multiplying the semistability inequality
(2.59) by k leads to∫
ΓC
k2
2 zk(t)
∣∣[uk(t)] ∣∣2 dH d−1 + bP (Zk(t),ΓC)
≤
∫
ΓC
k2
2 z˜
∣∣[uk(t)] ∣∣2 dH d−1 + bP (Z˜,ΓC) + (a0 + a1)∫
ΓC
(zk(t)−z˜) dHd−1
for all z˜ ∈ SBV(ΓC; {0, 1}) and for all t ∈ [0, T ], which accounts, at least formally, for the magnitude of
the stresses. Indeed, from the contact surface boundary condition (1.3c) we read, taking into account
that zk(t) ∈ {0, 1}, that∫
ΓC
k2
2 zk(t)
∣∣[uk(t)] ∣∣2 dH d−1 = ∫
Zk(t)∩{|[[uk(t)]]|>0}
|(De˙k(t) + Cek(t))|2 dHd−1,
provided that the solutions are sufficiently smooth as to ensure that the stress term on the r.h.s. makes
sense. Therefore, under the assumption of convergence and sufficient regularity of the solutions, and
taking into account that Hd−1({|zk(t)[[uk(t)]]| > 0}) → 0 as k → ∞, one expects the rescaled brittle
model obtained from (2.15b) to contain a term of the form
∫
Z(t)∩∂{|[[u(t)]]|>0} |(De˙(t) + Ce(t))|2 dHd−1.
This conveys the information that, also in the brittle limit a decrease of the semistable function z is not
only triggered by the perimeter regularization, but by the mechanical stresses as well.
The alternative scaling in (2.15b) also relates our brittle model to the one studied in [DML11], despite
one obvious, striking difference. In fact, while our energy-dissipation balance features the dissipation due
to crack growth, this is not the case in [DML11], so that the model discussed there can be interpreted
in the way that crack growth does not cost any dissipation. Indeed, in the energy balance in [DML11]
one may retrieve the presence of a dissipation potential, which nonetheless only seems to ensure the
unidirectionality of crack growth, as it takes the value 0 if Γ(s) ⊂ Γ(t) for any s < t. Our brittle model
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mimics this scenario when choosing the scaling (2.15b) in the adhesive contact approximation. But, in
contrast to [DML11], solutions to our limit model carry the additional information that crack growth is
rate-independent and that the crack set has finite perimeter, which they inherit from the approximating
adhesive contact models, thanks to the bounds (2.17d) & (2.17e).
3 Existence of semistable energetic solutions for adhesive con-
tact (k fixed)
In [RT15b], the existence of semistable energetic solutions to an adhesive contact system with perimeter
regularization was proved in the case of a quasistatic momentum balance, i.e. neglecting the inertial
term. On the other hand, in [RR11] the fully dynamic case was considered, but the flow rule for the
delamination parameter did not feature the perimeter regularization term we consider here.
That is why, in this section we will briefly address the existence of semistable energetic solutions
for the adhesive contact evolutionary systems (V,W,Z,V,K,Rk,Ek), with k ∈ N fixed, by resorting
to the abstract existence result for damped inertial systems proved in [RT15a, Thm. 4]. In what fol-
lows, for the reader’s convenience we shall first revisit the prerequisites on an abstract damped inertial
system (V,W,Z,V,K,R,E) underlying the existence result in [RT15a], and then verify that the sys-
tems (V,W,Z,V,K,Rk,Ek) do comply with them, thus deducing the existence of semistable energetic
solutions for the adhesive contact models as a corollary.
Let (V,W,Z,V,K,R,E) be a damped inertial system complying with the basic conditions (2.1). In
line with the direct method of the calculus of variations and with tools from rate-independent and gradient
systems, [RT15a, Thm. 4] puts the following additional requirements on the functionals V : V→ [0,∞),
R : Z→ [0,∞], and E : [0, T ]×V × Z→ R ∪ {∞}:
Boundedness from below & Weak lower semicontinuity:
E is bounded from below: ∃C0 > 0, ∀ (t, u, z) ⊂ dom(E) : E(t, u, z) ≥ C0 ; (3.1a)
for all t ∈ [0, T ], E(t, ·, ·) is weakly sequentially lower semicontinuous on V × Z , (3.1b)
indeed, if E is bounded from below, up to a shift we can assume that it is bounded by a positive constant.
Temporal regularity and power control:
∀ (u, z) ∈ Du ×Dz, the map t 7→ E(t, u, z) is differentiable with derivative ∂tE(t, u, z) s.t.
∃C1, C2 > 0, ∀ (t, u, z) ∈ dom(E) : |∂tE(t, u, z)| ≤ C1(E(t, u, z) + C2) and fulfilling
for all sequences tn → t, un → u in V, zn → z in Z with supnE(tn, un, zn) ≤ C that
lim supn→∞ ∂tE(tn, un, zn) ≤ ∂tE(t, u, z) .
 (3.2)
Coercivity:
there exist τo > 0 such that for all (t, uo, zo) ∈ [0, T ]×V × Z
the map (u, z) 7→ E(t, u, z) + τoV
(
u−uo
τo
)
+ R(z − zo) has sublevels bounded in V ×X .
}
(3.3)
Mutual recovery sequence condition ensuring the closedness of of stable sets:
Let (tn, un, zn)n ⊂ dom(E) for every n ∈ N satisfy semistability condition (2.4),
let tn → t, (un, zn) ⇀ (u, z) in V × Z with supn E(t, un, zn) ≤ C for all t ∈ [0, T ].
Then, for every z˜ ∈ Z there exists z˜n ⇀ z˜ in Z such that
lim supn→∞
(
E(tn, un, z˜n) + R(z˜n − zn)− E(tn, un, zn)
) ≤ E(t, u, z˜) + R(z˜ − z)− E(t, u, z) .

(3.4)
As previouly mentioned, the existence results in [RT15a] allow for a non-smooth and even non-convex
(in lower order terms) dependence u 7→ E(t, u, z). However, since the mechanical energies Ek(t, ·, z) from
(2.12) are convex and Gaˆteaux-differentiable, we will confine the discussion to energies with this property
and denote by ∂uE(t, ·, z) the Gaˆteaux-differential of the convex functional E(t, ·, z). Following [RT15a,
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Thm. 4], we need to impose a suitable condition on the differentials ∂uE in the spirit of Minty’s trick:
Continuity:
For all sequences (tn)n, tn : [0, T ]→ [0, T ], (un)n ⊂ L∞(0, T ;V) ∩H1(0, T ;V),
(zn)n ⊂ L∞(0, T ;X) ∩ BV([0, T ];Z), (∂uE(tn, un, zn))n ⊂ L2(0, T ;V∗) s.t.
∃C > 0, ∀n ∈ N, ∀ t ∈ [0, T ] : E(t, un(t), zn(t)) ≤ C and
tn → t pointwise a.e. in (0, T ) ,
un
∗
⇀ u in L∞(0, T ;V) ∩H1(0, T ;V) ,
zn
∗
⇀ z in L∞(0, T ;X) , zn(t)
∗
⇀ z(t) in X for all t ∈ [0, T ] ,
∂uE(tn, un, zn)⇀ ξ in L
2(0, T ;V∗) , lim supn→∞
∫ T
0 〈∂uE(tn, un, zn), un〉V dt ≤
∫ T
0 〈ξ, u〉V dt ,

then there holds ξ(t) = ∂uE(t(t), u(t), z(t)) for a.a. t ∈ (0, T ) .
(3.5)
Finally, to find a bound on the inertial term, a further requirement of [RT15a, Thm. 4] is the following
Subgradient estimate:
There exists constants C3, C4, C5 > 0 and σ ∈ [1,∞) such that
∀ (t, u, z) ∈ dom(E) : ‖∂uE(t, u, z)‖σV∗ ≤ C3E(t, u, z) + C4‖u‖V + C5 .
(3.6)
We are now in the position to recall the existence result from [RT15a].
Theorem 3.1 ([RT15a, Thm. 4]). Let (V,W,Z,V,K,R,E) fulfill (2.1) & (3.1)–(3.6).
Then for every (u0, u1, z0) ∈ V ×W × Z fulfilling the semistability (2.4) at t = 0, i.e.
E(0, u0, z0) ≤ E(0, u0, z˜) + R(z˜−z0) for all z˜ ∈ Z (3.7)
there exists a semistable energetic solution (in the sense of Definition 2.2) to (V,W,Z,V,K,R,E) satis-
fying the Cauchy condition (u(0), u˙(0), z(0)) = (u0, u1, z0).
Our existence result for the adhesive contact system (V,W,Z,V,K,Rk,Ek), deduced from Thm. 3.1,
also guarantees the validity of the energy-dissipation inequality as an equality, cf. (2.16). This would
follow from applying [RT15a, Prop. 3.5, Thm. 3.6], but, still, we prefer to sketch the proof of (2.16)
for the sake of completeness and also for later reference in the proof of Thm. 2.10. Nonetheless, let us
mention that [RT15a, Prop. 3.5, Thm. 3.6] in fact ensure that any semistable energetic solution to the
adhesive contact system complies with the energy-dissipation balance.
Proof of Theorem 2.5:
Ad (2.1): In view of (2.11), (2.10), and (2.7a) conditions (2.1b) and (2.1c) on Rk and V are verified.
From the definition of Ek we see that the functionals have the proper domain dom(Ek) = [0, T ]×V×X.
Ad (3.1): To check (3.1a), we calculate in view of (2.12), using Korn’s and Young’s inequality:
Ek(t, u, z) ≥ C
1
C
2 ‖e(u)‖2L2 − ‖f(t)‖V∗‖u‖V +
∫
ΓC
k
2 z
∣∣[u] ∣∣2 dHd−1
+ bk(P (Z,ΓC) + ‖z‖L1(ΓC))− (a0k + bk)Hd−1(ΓC)
≥ C1CC2K2 ‖u‖2V − C
1
C
C2K
4 ‖u‖2V − 1C1
C
C2
K
‖f(t)‖2V∗ +
∫
ΓC
k
2 z
∣∣[u] ∣∣2 dHd−1
+ bk‖z‖SBV(ΓC) − (a0 + b)Hd−1(ΓC)
≥ − c∗C2f +
∫
ΓC
k
2 z
∣∣[u]∣∣2 dHd−1 − (a0 + b)Hd−1(ΓC) ,
(3.8)
where we used that ‖f(t)‖V∗ ≤ Cf , as well as that ‖z‖L1(ΓC) ≤ Hd−1(ΓC) due to z ∈ {0, 1}, and set
1
C1
C
C2
K
= c∗. This proves (3.1a). For Ek(t, u, z) ≤ E we then find that
‖u‖2V ≤ 4C1
C
C2
K
(E+c∗C
2
f +(a
0+b)Hd−1(ΓC)) and ‖z‖SBV(ΓC) ≤ b−1k (E+c∗C2f +(a0+b)Hd−1(ΓC)) . (3.9)
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The weak lower semicontinuity property (3.1b) can be straightforwardly checked.
Ad (3.2): Observe that ∂tE(t, u, z) = −〈f˙(t), u〉V. In view of the regularity assumption (2.7b) we
have f˙ (tn)→ f˙(t) in V∗ for tn → t in [0, T ], which immediately gives the upper semicontinuity property
of the powers. In view of (3.9) and Young’s inequality we find the following power-control estimate:
|∂tEk(t, u, z)| ≤ Cf‖u‖V ≤ 12C2f + 12‖u‖2V
≤ 12C2f + 2C1
C
C2
K
(Ek(t, u, z) + c∗C
2
f
+ (a0 + b)Hd−1(ΓC)) .
Ad (3.3): The coercivity assumption on the sum of Ek and V directly follows from the coercivity of
V and the coercivity estimate (3.9) deduced above for Ek.
Ad (3.4): We refer to [RT15b, Sec. 5.2] for the construction of a mutual recovery sequence that
respects the unidirectionality imposed by Rk and the perimeter regularization.
Ad (3.5): Recall that, for all (t, u, z) ∈ dom(Ek) the mapping u 7→ Ek(t, u, z) is Gaˆteaux-
differentiable, with Gaˆteaux-derivative given by (2.14). Due to the quadratic nature of Ek(t, ·, z), it
is easy to verify the continuity condition (3.5).
Ad (3.6): Using (2.7b) and Ho¨lder’s inequality to estimate the terms in (2.14) we thus obtain for
every (t, u, z) ∈ dom(Ek) with Ek(t, u, z) ≤ E and for all v ∈ V
|〈∂uEk(t, u, z), v〉V|
≤ (C2C‖e(u)‖L2 + Cf )‖v‖V + k
( ∫
ΓC
z
∣∣[u] ∣∣2 dHd−1)1/2( ∫
ΓC
∣∣[v] ∣∣2 dHd−1)1/2
(1)
≤ ‖v‖V
(
Cf + 2
√
kmax{C¯, 4C2C/C1C}
(
1 +
C1
C
4 ‖e(u)‖2L2 + k
∫
ΓC
z
∣∣[u] ∣∣2 dHd−1)1/2)
(2)
≤ ‖v‖V
(
Cf + 4
√
kmax{C¯, 4C2C/C1C}
(
1 + Ek(t, u, z)
))
.
(3.10)
where (1) follows using that k ≥ 1 and the relation √a + √b ≤ 2√a+ b for a, b ≥ 0; there, C¯ is the
constant associated with the continuous embedding V ⊂ L2(ΓC;Rd). Estimate (2) is obtained using the
fact that (1 + . . .)1/2 ≤ (1 + . . .) together with the fact that Ek(t, u, z) bounds both C
1
C
4 ‖e(u)‖2L2 and∫
ΓC
k
2z
∣∣[[u]]∣∣2 dHd−1, cf. (3.8).
Energy equality (2.16): For each k ∈ N, we observe that u˙k ∈ L2(0, T ;V) ∩ H1(0, T ;V∗) is
an admissible test function in the k-momentum balance. Thus, applying this test and integrating the
k-momentum balance over [0, t] for any t ∈ [0, T ], yields, in view of (2.10), for the term resulting from
the viscous damping that ∫ t
0
∫
Ω\ΓC
De(u˙k(s)) : e(u˙k(s)) ds =
∫ t
0
2V(u˙k(s)) ds . (3.11)
For the external loading term we find by partial integration∫ t
0
〈−f(s), u˙k(s)〉V ds = 〈−f(t), uk(t)〉V − 〈−f(0), uk(0)〉V −
∫ t
0
〈−f˙(s), uk(s)〉V ds .
Moreover, since (V,W,V∗) is a Gelfand triple, the inertial term satisfies the following chain rule:∫ t
0
〈̺u¨k(s), u˙k(s)〉V ds = 12‖u˙k(t)‖2W − 12‖u˙k(0)‖2W .
We also observe that the elastic bulk energy satisfies a similar chain rule, i.e., we have∫ t
0
∫
Ω\ΓC
Ce(uk(s)) : e(u˙k(s)) dxds =
∫
Ω\ΓC
1
2Ce(uk(t)) : e(uk(t)) dx −
∫
Ω\ΓC
Ce(uk(0)) : e(uk(0)) dx .
(3.12)
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In order to treat the term related surface energy
∫ t
0
∫
ΓC
kzk[[uk]][[u˙k]] dH
d−1 ds we proceed as in [Rou10,
(4.69)-(4.75)], cf. also [RR11, (8.15)]: Using a well-chosen partition of the time interval [0, t] a Riemann
sum argument is applied to the semistability condition to deduce a chain-rule type inequality of the
following form∫ t
0
∫
ΓC
kzk(s)
[
uk(s)
] [
u˙k(s)
]
dHd−1 ds
≤
∫
ΓC
kzk(t)
∣∣[uk(t)] ∣∣2 dHd−1 − ∫
ΓC
kzk(0)
∣∣[uk(0)] ∣∣2 dHd−1 +VarRk(zk, [0, t]) .
In view of the last estimate, putting all the above terms together in the k-momentum balance, results in
the energy-dissipation inequality opposite to (2.5)
1
2‖u˙k(t)‖2W +
∫ t
0
2V(u˙k(s)) ds+VarRk(zk, [0, t]) + Ek(t, uk(t), zk(t))
≥ 12‖u˙k(0)‖2W + Ek(0, uk(0), zk(0)) +
∫ t
0
∂tEk(s, uk(s), zk(s)) ds .
Thus, in combination with (2.5), we have an equality that holds for all t ∈ [0, T ]. Subtracting the energy
equality given on [0, s] from the one given on [0, t], where s < t, results in (2.16).
Uniqueness of the displacements for given z ∈ L∞(0, T ; SBV(ΓC; {0, 1})): Suppose that the
pairs (u, z) and (u˜, z) both satisfy the momentum balance (1.5) and the same Cauchy conditions. Then,
it is immediate to check that w := u − u˜ fulfills (1.5) for f = 0, with w(0) = w˙(0) = 0. We now
choose the test function v = w˙ and, exploiting the chain rule for each of the terms in (1.5), as well as
the positive definiteness (2.7a) of the viscosity and elasticity tensors D and C and Korn’s inequality, we
obtain for a.a. t ∈ (0, T )
1
2‖w˙(t)‖2W + C1DC2K
∫ t
0
‖w˙‖2
V
ds+
C1
C
C2K
2
‖w(t)‖2
V
≤ k
∫ t
0
∫
ΓC
z
∣∣[w] ∣∣ ∣∣[ w˙] ∣∣ dH d−1 ds
≤ C
1
D
C2K
2
∫ t
0
‖w˙‖2V ds+ C
∫ t
0
‖w‖2V ds ,
(3.13)
where the second estimate follows from the arguments previously used for (3.10), and Young’s inequality.
We now absorb the first term on the r.h.s. into the l.h.s., and use the Gronwall Lemma to deal with the
second one. We thus conclude that w ≡ 0 on [0, t] for every t ∈ (0, T ], whence the desired uniqueness.
Uniform bounds (2.17): Following the arguments of [Mie11, Prop. 6.3] using a Gronwall estimate
and the boundedness of the given data, the power control condition (3.2) yields that
sup
t∈[0,T ]
(
1
2‖u˙k(t)‖2W + Ek(t, uk(t), zk(t)) +
∫ t
0
V(u˙k(s)) ds+VarRk(zk, [0, t])
) ≤ C .
Again invoking (3.2) thus gives estimates (2.17a) & (2.17b). From this we deduce (2.17c) using (3.9).
For (2.17d) we argue that (2.17a) & (2.17b) imply for each k ∈ N and all t ∈ [0, T ] that 0 ≤ zk(t) ≤ 1
and that zk is monotonically decreasing in time. Hence, for every t ∈ [0, T ]
‖zk‖BV([0,t];L1(ΓC)) =
∫ T
0
∫
ΓC
(zk(t)− zk(0)) dxdt ≤
∫ T
0
∫
ΓC
(1− zk(0)) dxdt ≤ C .
Since the coefficients bk may tend to zero as k → ∞ (cf. the scaling (2.15b)), we shall not deduce the
uniform-in-time estimate (2.17e) for the perimeter terms P (Zk(t),ΓC) from the energy estimate (2.17a)
(taking into account that E estimates the perimeter, cf. (3.8)). Instead, we will resort to the k-semistability
inequality, implying the following estimate
bkP (Zk(t),ΓC) ≤ bkP (Z˜k(t),ΓC) + Rk(z˜k − zk) + a0k
∫
ΓC
(zk(t)− z˜k) dHd−1
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for any finite perimeter set Z˜k ⊂ Zk(t), in the sense that its characteristic function z˜k satisfies z˜k ≤ zk(t)
Hd−1-a.e. in ΓC. In view of the allowed scalings of the coefficients, cf. (2.15), we may therefore cancel out
the k-dependence of the coefficients by multiplying by a suitable power of k and thus find
bP (Zk(t),ΓC) ≤ bP (Z˜k(t),ΓC) + R1(z˜k − zk(t)) + a0
∫
ΓC
(zk(t)− z˜k) dHd−1 .
Choosing the particular competitor Z˜k = ∅, z˜k = 0 a.e. in ΓC yields the uniform bound (2.17e). Since the
delamination variables zk take values in {0, 1}, the second bound in (2.17e) is immediate.
The uniform bound (2.17f) on ̺u¨k+∂uJk(·, uk, zk) follows by comparison in the k-momentum balance
using that, for every v ∈ V,∣∣∣ 〈̺u¨k + ∂uJk(·, uk, zk), v〉V ∣∣∣ = ∣∣∣ ∫
Ω\ΓC
(Ce(uk) + De(u˙k)) : e(v) dx − 〈f , v〉V
∣∣∣
≤ ‖v‖V
(
C2C‖uk‖V + C2D‖u˙k‖V + Cf
)
,
and the right-hand side is uniformly bounded by estimates (2.17c) and (2.7).
k-dependent bounds (2.18): The bound (2.18a) on the term ∂uJk(uk, zk) follows from the very
same calculations developed in (3.10). Then, (2.18b) follows combining (2.18a) with the previously proved
(2.17f). 
4 Passage from adhesive to brittle: Proof of Main Theorem 2.10
The proof of main Theorem 2.10 is carried out along the statements given in Items 1-8. In particular,
our roadmap for this section is the following:
1. immediate convergences (2.47): they are proved in Lemma 4.1 below.
Section 4.1: We discuss the limit passage in the semistability inequality. Subsequently, we explain
fine properties of the semistable adhesive and brittle delamination variables, which are induced
by the perimeter regularization in combination with the unidirectional, 1-homogeneous dissipation
potential. The most important feature is the so-called support-convergence of the supports of the
semistable adhesive variables zk to the support of the brittle limit z, cf. Prop. 4.6 below. This
property will be at the basis of the construction of recovery spaces to pass to the limit in the
momentum balance with inertia of the adhesive systems and, in particular, to deduce sufficient
compactness results for the inertial terms, cf. the forthcoming Prop. 4.11 and Lemma 4.12.
Section 4.2: The definition of the above mentioned recovery spaces relies on the construction of recovery
sequences for the test functions of the momentum balance of the target brittle system. We detail
this construction in Prop. 4.7. From the latter we deduce a Mosco-convergence statement for the
functionals Jk to the functional J∞, which enforces the brittle constraint. Hence, in Lemma 4.10
we infer the validity of the 2. brittle constraint (2.48) for the limit pair (u, z).
Section 4.3: By suitably adapting the construction ideas of the recovery sequence, we design a suit-
able sequence of recovery spaces Ysn, cf. (4.19) below, and prove their density in the spaces
L2(s, T ;Vz(s)), with s ∈ (0, T ] arbitrary, in Prop. 4.11. We also introduce the spaces Y˜sn tai-
lored in such a way as to ensure compactness for the sequence (uk, u˙k, u¨k)k, hence, in particular
for the inertial terms (u¨k)k, by comparison arguments in the momentum balance. The art in the
construction of these recovery spaces thus lies in the fact that their definition bypasses the blow-up
of the adhesive contact terms in the momentum balance, without losing the information on the
crack set of the brittle limit (i.e., the support of the brittle delamination variable).
Section 4.4: Using the recovery spaces we carry out the compactness argument for the inertial terms
and pass to the limit in the momentum balance, cf. Lemma 4.12. We thus conclude that (u, z)
is a semistable energetic solution of the brittle system. In the line of these arguments we
will also obtain the 3. additional regularity (2.50) as well as the 4. weak temporal continuity
of u˙, cf. Cor. 4.14.
Section 4.5: We verify that the limit pair satisfies the 5. energy-dissipation balance. In a first
step, the energy-dissipation inequality (2.5) will be deduced via lower semicontinuity arguments.
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To find the reverse inequality requires to prove a chain rule for the inertial terms, cf. Lemma 4.17.
The remaining statements of Theorem 2.10, i.e. the 6. enhanced convergences (2.54), the 7.
enhanced initial condition (2.55), and the 8. uniqueness of the displacements for given
z, are deduced from the energy balance in Lemmata 4.19, 4.20& 4.21, respectively.
We now resume to verify statement 1. of Theorem 2.10, i.e., the convergence of (a subsequence of)
the semistable energetic solutions of the adhesive contact systems in the sense of (2.47) to a limit pair
(u, z). In all of the forthcoming results we will tacitly require that
the assumptions of Theorem 2.10 hold true.
We start by proving convergences (2.47), relying on compactness arguments based on the bounds (2.17).
Lemma 4.1 (Statement 1. of Theorem 2.10: convergences (2.47)). There is a subsequence (uk, zk)k of
the adhesive contact systems (V,W,Z,V,K,Rk,Ek)k and a limit (u, z) such that convergences (2.47)
hold true.
Proof. The uniform bound (2.17b) allows us to find a subsequence (uk)k and a limit u such that uk ⇀ u
in H1(0, T ;V). Since H1(0, T ;V) ⋐ C0weak([0, T ];V) (the latter being the space of weakly continuous
functions with values in V) by Aubin-Lions type arguments, cf. [Sim87], we also conclude the second of
(2.47a). Hence u(0) = u0 in view of (2.46).
In view of the bound for (zk)k in BV([0, T ];L
1(ΓC)), and taking into account the continuous embedding
of L1(ΓC) into the space M(ΓC) of Radon measures on ΓC, we may apply a suitable version of Helly’s
selection principle for functions with values in the dual of a separable Banach space, cf. [DMDM06,
Lemma 7.2], and find a (not relabeled) subsequence (zk)k and a limit function z such that zk(t) ⇀ z(t)
in M(ΓC) for every t ∈ [0, T ]. Taking into account that the functions zk are uniformly bounded in
L∞(0, T ; SBV(ΓC; {0, 1})), a fortiori we conclude the pointwise convergence of zk(t), for all t ∈ [0, T ],
w.r.t. the weak∗ topology of SBV(ΓC; {0, 1}) ∩ L∞(ΓC), i.e. the second of (2.47c). Taking into account
that SBV(ΓC; {0, 1}) ⋐ L1(ΓC), we have that zk(t)→ z(t) strongly in Z and, ultimately, by the bound in
L∞(ΓC) we infer strong convergence in L
q(ΓC) for all 1 ≤ q <∞. This gives (2.47b). Finally, the Aubin-
Lions type compactness result from [Rou05, Cor. 7.9] combined with the Banach Alaouglu Bourbaki
theorem also ensures that, up to a further subsequence, there exists z˜ ∈ L∞((0, T )×ΓC) such that zk → z˜
weakly∗ in L∞((0, T )× ΓC) and strongly in Lq((0, T ) × ΓC) for all 1 ≤ q < ∞. Therefore, z˜ = z a.e. in
(0, T ). This gives the first of (2.47c).
Finally, the existence of an element λ ∈ L2(0, T ;V∗) and convergence (2.47d) follow from (2.17f).
4.1 Limit passage in the semistability condition & fine properties of semistable
sets for perimeter-regularized models with unidirectionality
The limit passage in the semistability condition as k → ∞ results from the construction of a mutual
recovery sequence in correspondence with the sequence (uk, zk)k, converging to the candidate semistable
energetic solution (u, z) of the brittle model as specified in (2.47). Namely, we show that for every z˜ ∈ X
there exists a sequence (z˜k)k ⊂ X such that for every t ∈ [0, T ]
lim sup
k→∞
(Ek(t, uk(t), z˜k)−Ek(t, uk(t), zk(t))+Rk(z˜k−zk(t))) ≤ E∞(t, u(t), z˜)−E∞(t, u(t), z(t))+R∞(z˜−z(t)),
so that the positivity of the l.h.s. in the above inequality, granted by the semistability inequality for the
adhesive system, entails the positivity of the r.h.s., hence the semistability condition in the brittle limit.
We refer to [RT15b, Sec. 5.2] for all the details of the construction; regarding scaling (2.15b) we also
point to [RT15b, Sec. 7] and to [RTP15]. In this way, we conclude
Lemma 4.2 (Limit passage in the semistability condition). The limit pair (u, z) extracted by convergences
(2.47) satisfies the semistability inequality (2.4) for the brittle system (V,W,Z,V,K,R∞,E∞).
We now discuss consequences of the above semistability result, which are true for all k ∈ N ∪ {∞},
since they rely on the unidirectionality of the delamination process encoded in the 1-homogeneous dissipa-
tion potentials Rk (2.11), resp. R∞ (2.30). In fact, it was already observed in [RT15b, Sec. 6, (6.5)], that
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the unidirectionality allows us to extend the semistability inequality for k ∈ N ∪ {∞} (cf. (2.58)–(2.59)),
to a more general inequality that compares the perimeter of (semi-)stable sets and their competitors with
their volume difference, cf. (4.1) below.
Lemma 4.3 (Consequence of semistability). Let t ∈ [0, T ] be fixed and, for k ∈ N ∪ {∞} let zk(t) be
semistable for Ek(t, uk(t), ·) in the sense of (2.4). Then the finite-perimeter set Zk(t) with characteristic
function zk(t) satisfies the following inequality for all Z˜ ⊂ Zk(t):
bkP (Zk(t),ΓC) ≤ bkP (Z˜,ΓC) + (a0k+a1k)Ld−1(Zk\Z˜) . (4.1)
It was deduced in [RT15b, Thm. 6.3] that finite-perimeter sets satisfying (4.1) have an additional
regularity property, introduced by Campanato as the Property a, cf. e.g. [Cam63, Cam64, Gia83, Gri02]
and called lower density estimate in e.g. [FF95, AFP05]:
Proposition 4.4 (Lower density estimate for semistable sets). Keep t ∈ [0, T ] fixed and assume that
the finite-perimeter set Zk(t) ⊂ ΓC satisfies (4.1), with k ∈ N ∪ {∞}. Then, for all k ∈ N ∪ {∞}, Zk(t)
complies with the following lower density estimate: there are constants R, a(ΓC) > 0 depending solely on
ΓC ⊂ Rd−1, on d, and on the parameters a0k, a1k, bk > 0, such that
∀ y ∈ supp zk(t) ∀ ρ⋆ > 0 : Ld−1(Zk(t) ∩Bρ⋆(y)) ≥
{
a(ΓC)ρ
d−1
⋆ if ρ⋆ < R,
a(ΓC)R
d−1 if ρ⋆ ≥ R.
(4.2)
Here, Bρ⋆(y) denotes the open ball of radius ρ⋆ with center in y and the support of the SBV-function
zk(t) is defined as in (2.33).
Let us point out that sets satisfying the lower density estimate (4.2), are sometimes also called (d−1)-
thick, see e.g. [Leh08, EHDR15]. The proof of Proposition 4.4 is carried out by contradiction to (4.1).
The lower bound a(ΓC)ρ
d−1
⋆ , which holds uniformly for all radii ρ⋆ and at every point of supp zk(t), is
obtained with the aid of a uniform relative isoperimetric inequality proved in [Tho15, Thm. 3.2]. In turn,
for the proof of the latter result it is crucial that ΓC is convex.
Now, let us highlight a simple consequence, yet crucial for our arguments, of Proposition 4.4 in Lemma
4.5 below. It involves the essential closure of the semistable sets Zk, k ∈ N ∪ {∞}. We recall that the
essential closure of a measurable set E ⊂ ΓC is defined as follows (cf. e.g. [Pfe01, p. 21]):
cl∗E :=
{
x ∈ Rd−1 : lim sup
r→0
Hd−1(E ∩Br(x))
Hd−1(Br(x))
> 0
}
. (4.3)
Let us point out that the set cl∗E is not necessarily (topologically) closed. However, the following key
property holds (cf. [Pfe01, Cor. 1.5.3])
Hd−1((E\cl∗E) ∪ (cl∗E\E)) = 0 . (4.4)
Lemma 4.5. Keep t ∈ [0, T ] fixed and, for k ∈ N ∪ {∞} let zk(t) be semistable for Ek(t, uk(t), ·) in the
sense of (2.4), with associated finite-perimeter set Zk(t). Then,
supp zk(t) ⊂ cl∗Zk(t) (4.5)
and, therefore,
H
d−1(supp zk(t)\Zk(t)) = 0. (4.6)
Observe that, since cl∗Zk(t) need not be (topologically) closed, (4.5) does not follow from the definition
(2.33) of supp zk(t), which guarantees supp zk(t) ⊂ A for every set such thatHd−1(Zk(t)\A) = 0, provided
that A is closed. Indeed, (4.5) is due to the lower density estimate (4.2) in the case ρ⋆ ∈ (0, R), yielding
∀ y ∈ supp zk(t) : lim
ρ⋆→0
Hd−1(Zk(t) ∩Bρ⋆(y))
Hd−1(Bρ⋆(y))
≥ a(ΓC)
Hd−1(B1(0))
> 0,
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since Hd−1(Bρ⋆(y))/H
d−1(B1(0)) = ρ
d−1
⋆ . Then, (4.6) directly ensues from (4.4) combined with (4.5).
The second, key consequence of the lower density estimate (4.2) is a support convergence result, proved
in [RT15b] and recalled in Prop. 4.6 below, which further strengthens the convergence of the delamination
variables zk for the adhesive contact models. In fact, it states one part for Hausdorff convergence of the
supports of the (zk)k the support of z, namely
Proposition 4.6 (Support convergence [RT15b, Thm. 6.1]). Let t ∈ [0, T ] be fixed. For all k ∈ N ∪
{∞} assume that the finite-perimeter sets Zk(t) ⊂ ΓC satisfy (4.1) and that the associated characteristic
functions zk(t)
∗
⇀ z(t) in SBV(ΓC, {0, 1}) for some z ∈ L∞(0, T ; SBV(ΓC, {0, 1})). For all k∈N set
ρ(k, t) := inf
{
ρ > 0 : supp zk(t) ⊂ supp z(t) +Bρ(0)
}
. (4.7)
Then
supp zk(t) ⊂ supp z(t) +Bρ(k,t)(0) and ρ(k, t)→ 0 as k →∞. (4.8)
In particular, if supp z(t) = ∅, then also supp zk(t) = ∅ for all k ≥ k0 from a particular index k0 ∈ N on.
The counterpart to (4.8), namely supp z(t) ⊂ supp zk(t) + Bρ˜(k,t)(0) with ρ˜(k, t)→ 0 as k →∞, can
be obtained directly from the pointwise strong L1(ΓC)-convergence of the sequence (zk), cf. (2.47b), see
[RT15b, Cor. 6.8] for the proof.
4.2 Recovery test functions for the momentum balance and proof of the
brittle constraint
The limit passage in the momentum balance for the adhesive system (1.5) as k → ∞ requires, for each
test function v ∈ Vz(t), with t ∈ (0, T ) fixed, the construction of a recovery sequence (vk)k fulfilling the
following (minimal) convergence properties as k → ∞: ∫ΓC kzk(t)[[uk(t)]][[vk]] dHd−1 → 0 and vk → v in
V = H1(Ω\ΓC;Rd). Based on the knowledge of support convergence from Prop. 4.6 these features can be
guaranteed by a construction of recovery sequences for the test functions of (1.5), developed in [MRT12,
Prop. 8, Cor. 2]. Since this construction will also the starting point for proving that the union of the
recovery spaces Ysn is dense in L
2(s, T ;Vz(s)
∗) for every s ∈ (0, T ), we shall illustrate it in detail it in
the ensuing Proposition 4.7. We will state the latter result for a fixed z ∈ L∞(ΓC) and we will later
apply it to z(t), t ∈ [0, T ] fixed, with z ∈ L∞(0, T ; SBV(ΓC)) a limiting curve for the sequence (zk)k of
the adhesive contact delamination variables.
The construction of the recovery test functions (for the adhesive momentum balance) is based on the
fact that any function v ∈ Vz = {v ∈ V : [[v]] = 0 on supp z} can be written in terms of its symmetric
vsym and its antisymmetric part vanti with respect to the plane x1 = 0. Rewriting any x ∈ Ω as x = (x1, y)
for y = (x2, . . . , xd) ∈ Rd−2, this is
v(x1, y) := vsym(x1, y) + vanti(x1, y) ∈ Vz , with
vsym(x1, y) :=
1
2 (v(x1, y) + v(−x1, y)) ∈ H1(Ω;Rd) and
vanti(x1, y) :=
1
2 (v(x1, y)− v(−x1, y)) ∈ H1((Ω\ΓC) ∪ supp z;Rd),
(4.9)
where we assume here and in what follows that the domain Ω is oriented in a coordinate system such
that the origin is contained in ΓC and the normal n to ΓC points in x1-direction, cf. Figure 1 on p. 2. The
following result gives the definition of the recovery sequence and its convergence properties.
Proposition 4.7 (Recovery sequence for the test functions, [MRT12, RT15b, RTP15]). Consider z ∈
L∞(ΓC) and let M := supp z be a (d−1)-thick subset of ΓC. Let
dM (x) := min
xˆ∈M
|x− xˆ| for all x ∈ Ω±. (4.10)
Let v ∈ H1(Ω− ∪M ∪Ω+;Rd), such that v = 0 on ΓD in the trace sense. With ξMρ (x) := min{ 1ρ(dM (x)−
ρ)+, 1} set
r(ρ,M, v) := vρM (x1, y) : = vsym(x1, y) + ξ
M
ρ (x1, y) vanti(x1, y)
for all ρ > 0 and v ∈ H1(Ω− ∪M ∪ Ω+;Rd),
(4.11)
with vsym and vanti as in (4.9). Then, the following statements hold:
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(i) vρ → v strongly in H1(Ω− ∪ Ω+;Rd) as ρ→ 0,
(ii) v ∈ H1(Ω− ∪M ∪Ω+,Rd) ⇒ vρ ∈ H1(Ω− ∪ (M+Bρ(0)) ∪Ω+;Rd).
Later on, we will apply Prop. 4.7 to z = z(t), t ∈ [0, T ] fixed and z ∈ L∞(0, T ; SBV(ΓC)) a limiting
curve for the sequence (zk)k, with ρ = ρ(k, t) the sequence of radii for which support convergence holds.
We thus obtain for every test function v ∈ Vz(t) a sequence (vk = vρ(k,t))k which converges to v even
strongly in V = H1(Ω\ΓC;Rd) and which in fact has [[vk]] = 0 on supp z(t) +Bρ(k,t)(0) ⊃ supp zk(t).
While referring to [MRT12, Prop. 8, Cor. 2], [RT15b, Prop. 5.4], and [RTP15, Sec. 4.1] for more
details and the proof of Prop. 4.7, let us briefly hint at the main underlying tools: Observe that vanti = 0
on supp z. Hence, in view of (2.6a), vanti|Ω± =: v±anti ∈ H1(Ω±;Rd) satisfies homogeneous Dirichlet
conditions on the closed set M = supp z ⊂ ΓC, i.e. v ∈ H1M (Ω±;Rd). This observation is essential,
because it enables us to apply a Hardy’s inequality, stating the existence of a constant CM > 0 such that
for all v ∈ H1M (Ω±;Rd): ∥∥v/dM∥∥L2(Ω±,Rd) ≤ CM∥∥∇v∥∥L2(Ω±,Rd×d) , (4.12)
with dM from (4.10). Such type of Hardy’s inequality is the crucial tool allowing us to verify the strong
H1(Ω±;R
d)-convergence of the recovery sequence under construction.
It has to be stressed that, to our knowledge, so far the above Hardy’s inequality for closed sets M
of arbitrarily low regularity has been proved only in Lp-spaces with p > d, see [Lew88, p. 190]. This
is essentially the reason why, in the works [MRT12, RT15b], Proposition 4.7 was proved in W 1,p with
p > d, only, in the setting of rate-independent delamination coupled to a viscous evolution of the bulk
for materials with constitutive relations of p-growth with p > d.
Only recently, Hardy’s inequality (4.12) has been obtained in [EHDR15] under much weaker integra-
bility assumptions on the displacements, with only slightly strengthened regularity assumptions on the
closed setM . More precisely, the additional regularity imposed onM in [EHDR15, Thm. 3.1] for Hardy’s
inequality to hold, is the lower density estimate (4.2); exactly the fine regularity property deduced in
Proposition 4.4 for finite-perimeter sets being semistable in the sense of (4.1). Thus, due to these recent
results, [EHDR15, Thm. 3.1] in combination with [RT15b, Thm. 6.1], we are now able to perform the
limit passage from adhesive to brittle without an additional W 1,p-regularization, where p > d, for the
displacements (and the assumption p > d becomes unnecessary also in [RT15b]). The adhesive-to-brittle
limit has been addressed in the recent [RTP15], in the context of local solutions to fully rate-independent
delamination, with material laws in the (static) momentum balance featuring the general growth exponent
p ∈ (1,∞).
Remark 4.8. Observe though, that for p > d it is [[v]] ∈ C0(ΓC,Rd) for any v ∈ W 1,p(Ω\ΓC,Rd). Thus,
if z|[[v]]| = 0 a.e. on ΓC for a given function z ∈ L∞(ΓC), then in particular [[v]] ≡ 0 on supp z. This
conclusion is no longer valid for p ≤ d and therefore the above property is directly incorporated in the
definition of Vz in (2.20). This is essential, because we will exploit the support convergence (4.8) for the
construction of the recovery sequence and, for this, the usage the closed set supp z is important.
This fact also motivates the definition of the functional J∞ = J∞(u, z) from (2.32) in terms of the
constraint [[u]] = 0 a.e. on supp z, which, in this context, is stronger than just requiring z[[u]] = 0.
A first consequence of Prop. 4.7, joint with Lemma 4.5, is the Mosco-convergence of the func-
tionals Jk(·, zk) from (2.13) to J∞(·, z), with (zk)k converging to z weakly∗ in SBV(ΓC; {0, 1}) and
zk, z satisfying inequality (4.1). In fact, (4.1) guarantees the lower density estimate (4.2), which in turn
ensures the support convergence (4.8) and thus Prop. 4.7, at the core of the proof of the lim sup-inequality.
Estimate (4.2) also yields the validity of Lemma 4.5, at the basis of the proof of the lim inf-inequality.
We will only detail the proof of the latter estimate, which in turn will allow us to deduce the argument
for showing the brittle constraint.
Lemma 4.9. Let (zk)k ⊂ SBV(ΓC; {0, 1}) fulfill zk ∗⇀ z in SBV(ΓC; {0, 1}), and suppose that zk for every
k ∈ N, and z (and the associated finite-perimeter sets Zk, Z) comply with (4.1). Then, the functionals
Jk(·, zk) : V → R Mosco-converge to the functional J∞(·, z) : V → R ∪ {∞} w.r.t. the topology of
H1(Ω\ΓC;Rd), i.e., there holds
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– lim inf-inequality: for every u ∈ H1(Ω\ΓC;Rd) and (uk)k ⊂ H1(Ω\ΓC;Rd) there holds
uk ⇀ u weakly in H
1(Ω\ΓC;Rd) ⇒ lim inf
k→∞
Jk(uk, zk) ≥ J∞(u, z); (4.13a)
– lim sup-inequality: for every v ∈ H1(Ω\ΓC;Rd) there is a sequence (vk)k ⊂ H1(Ω\ΓC;Rd) such that
vk → v strongly in H1(Ω\ΓC;Rd) and lim sup
k→∞
Jk(vk, zk) ≤ J∞(v, z). (4.13b)
Proof. In order to prove (4.13a), we may confine the discussion to the case lim infk→∞ Jk(uk, zk) < ∞.
Therefore, up to a subsequence we have supk∈N Jk(uk, zk) ≤ C and there holds∫
ΓC
1
2z
∣∣[u] ∣∣2 dHd−1 ≤ lim inf
k→∞
∫
ΓC
1
2zk
∣∣[uk] ∣∣2 dHd−1 ≤ lim
k→∞
C
k
= 0,
where the first inequality follows from combining the strong convergence zk → z in L1(ΓC) (due to
SBV(ΓC; {0, 1}) ⋐ L1(ΓC)), with the weak convergence [[uk]] ⇀ [[u]] in L2(ΓC;Rd) (due to uk ⇀ u in
H1(Ω\ΓC;Rd) via trace theorems and Sobolev embeddings). Hence
z
[
u
]
= 0 a.e. on ΓC ⇔
[
u
]
= 0 a.e. on Z ⇔ [u] = 0 a.e. on supp z (4.14)
the last implication due to the fact that supp z and Z coincide, up to a Hd−1-negligible set, thanks to
(4.4) and (4.6). Then, J∞(u, z) = 0 ≤ lim infk→∞ Jk(uk, zk).
The proof of the lim sup-inequality follows from adapting that for [RT15b, Prop. 5.4].
We are now in the position to conclude the brittle constraint for the limit pair (u, z) as a consequence
of the lower Γ-limit (4.13a). For the time-derivative, i.e., the pair (u˙, z), the brittle constraint will be
obtained arguing on difference quotients.
Lemma 4.10 (Brittle constraint (2.48)). The limit pair (u, z) obtained by convergences (2.47) satisfies
the brittle constraint (2.48).
Proof. Let t ∈ [0, T ] be fixed. We may apply Lemma 4.9 to the sequence (zk(t))k and to z(t), which
satisfy the semistability condition for the energies Ek(t, uk(t), ·) and E∞(t, u(t), ·), respectively, and thus
inequality (4.1). Therefore, for every t ∈ [0, T ] the energies Jk(·, zk(t)) Mosco-converge to J∞(·, z(t))
in V. Since uk(t) ⇀ u(t) in V by (2.47a), the lim inf-inequality (4.13a) ensures that J∞(u(t), z(t)) ≤
lim infk→∞ Jk(uk(t), zk(t)) ≤ C, where we have used that Jk(uk(t), zk(t)) ≤ Ek(t, uk(t), zk(t)) + C˜ ≤ C
for constants C, C˜ uniform w.r.t. t ∈ [0, T ] and k ∈ N (cf. (2.17a)). Hence J∞(u(t), z(t)) = 0 for every
t ∈ [0, T ], whence the brittle constraint (2.48) for u.
In order to deduce that the brittle constraint is also satisfied by the time-derivative u˙ given that∣∣[[u(t)]]∣∣2∣∣
supp z(t)
= 0, we argue with the aid of difference quotients. In particular, it follows from the
definition of the Bochner space W 1,p(0, T ;B), with B a reflexive Banach space, cf. e.g. [Bre´73, Def. A.1,
p. 140], that for every v ∈ W 1,p(0, T ;B) there holds v(t)−v(t−h)h → v˙(t) strongly in B at every Lebesgue
point t of v˙. Namely, for a.a. t ∈ (0, T )
lim
0<h→0
∥∥∥v(t)−v(t−h)h − v˙(t)∥∥∥
B
= lim
0<h→0
∥∥∥ 1h ∫ t
t−h
v˙(s)ds− v˙(t)
∥∥∥
B
= 0 . (4.15)
For v = [[u]] ∈ H1(0, T ;L2(ΓC)) such that v(t, x) = 0 for a.a. x ∈ supp z(t), for a.a. t ∈ (0, T ) we also
have that v(t − h, x) = 0 for a.a. x ∈ supp z(t), since supp z(t) ⊂ supp z(t− h). The latter is due to the
fact that z(t) ≤ z(t− h) a.e. in ΓC by the unidirectionality of R∞. Thus, in view of (4.15), denoting with
Xsupp z(t) the characteristic function of supp z(t), we obtain for a.a. t ∈ (0, T ) that∫
ΓC
Xsupp z(t)|v˙(t)|2 dHd−1 =
∫
ΓC
Xsupp z(t)
∣∣ v(t)−v(t−h)
h¯
− v˙(t)∣∣2 dHd−1 ≤ ∫
ΓC
∣∣v(t)−v(t−h)
h¯
− v˙(t)∣∣2 dHd−1 → 0 .
Since the integrand on the left-hand side of the above inequality is positive, we conclude that, indeed,
v˙(t) = [[u˙(t)]] = 0 a.e. on supp z(t) for a.a. t ∈ (0, T ).
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4.3 Recovery spaces for the momentum balance and their properties
Let us briefly resume the discussion, sketched in the Introduction, on the difficulties attached to the
limit passage as k → ∞ in the momentum balance for the adhesive contact systems. We recall its weak
formulation, i.e.
〈̺u¨k(t), v〉V +
∫
Ω\ΓC
(De(u˙k(t)) : e(v)+Ce(uk(t)) : e(v)) dx+
∫
ΓC
kzk(t)
[
uk(t)
][
v
]
dHd−1 = 〈f(t), v〉V .
(4.16)
for every v ∈ V and for a.a. t ∈ (0, T ). In the limit passage as k →∞, one has to face two problems:
(1) the blow-up of the bounds on the adhesive contact term kzk[[uk]] tested against v ∈ V as k →∞;
(2) the consequent blow-up of the bounds (by comparison) on the inertial terms (u¨k)k.
In Section 4.2 we have illustrated the construction of the recovery sequence for the test functions of the
brittle momentum balance. In [RT15b], such a construction allowed us to overcome problem (1) in the
quasistatic (viscous) setting, where inertial terms in the momentum balance were neglected.
In what follows, we will exploit a refinement of this method in order to tackle problem (2), by costruct-
ing a sequence of recovery spaces for the space Vz(t) (cf. (2.20)) of the test functions for the momentum
balance in the brittle limit. The definition of these recovery spaces and the proof of their properties relies
on the support convergence supp zk(t) ⊂ supp z(t) + Bρ(k,t)(0) for every t ∈ [0, T ], with ρ(k, t) → 0 as
k → ∞, of the semistable solutions zk to the adhesive systems (V,W,Z,V,K,Rk,Ek) (cf. Prop. 4.6)
This convergence is intended along the very same sequence of indices k such that convergences (2.47b)
hold. In particular, the extracted sequence (ρ(k, ·))k of radii is independent of t ∈ [0, T ]. Moreover, due
to the temporally monotonically decreasing nature of (semistable) zk we also have
∀ k ∈ N ∪ {∞}, ∀ t > s ∈ [0, T ] : supp zk(t) ⊂ supp zk(s) . (4.17)
But note that there is in general no monotonicity relation between ρ(k, t) and ρ(k, s), because supp z and
supp zk need not decrease with the same speed.
We now choose a nonincreasing sequence (εn)n with εn ↓ 0. Then, thanks to (4.17) for any k ∈
N ∪ {∞}, we also have the following relation for every s ∈ [0, T ) and t ∈ [s, T ]:
If supp zk(s) ⊂ z(s) +Bεn(0), then also supp zk(t) ⊂ z(s) +Bεn(0) . (4.18)
This relation will be of great use later on, when deducing sufficient compactness results for the adhesive
inertial terms on the intervals [s, T ]. That is why, for the above chosen sequence (εn)n with εn ↓ 0, we
now introduce the following recovery spaces for all n ∈ N and for t ∈ [0, T ] and s ∈ [0, T ):
Vz(εn, t) := {v ∈ H1
(
(Ω\ΓC) ∪ (supp z(t)+Bεn(0));Rd
)
: v = 0 on ΓD}
= {v ∈ V : [v] = 0 a.e. on ΓC ∩ (supp z(t) +Bεn(0))},
Ysn := L
2(s, T ;Vz(εn, s)),
Y˜sn :=
{
(v1, v2, v3) ∈ (Ysn)∗ × (Ysn)∗ × (Ysn)∗ :
for i = 1, 2 :
∫ T
s+h
〈
vi(t)− vi(t− h)−
∫ t
t−hvi+1(s) ds, φ(t)
〉
V
dt = 0
for all φ ∈ Ysn, h ∈ (0, T − s)},
}
.
(4.19)
Observe that the definition of the spaces Y˜sn encompasses the information that vi+1 is the time-derivative
of the function vi in (Y
s
n)
∗, for i = 1, 2. Indeed, choosing test functions φ = ηϕ with η ∈ C∞0 (s, T ) such
that supp η ⊂ (s+ h, T ), and ϕ ∈ Vz(εn, s), the fundamental lemma of the Calculus of Variations yields
that
〈
vi(t) − vi(t − h) −
∫ t
t−hvi+1(s) ds, ϕ
〉
V
= 0 for a.a. t ∈ (s + h, T ) and for h ∈ (0, T − s). Hence,
vi(t) = vi(t− h)−
∫ t
t−h
vi+1(s) ds in Vz(εn, s)
∗, which corresponds to the notion of the time-derivative in
Bochner-spaces, cf. [Bre´73, p. 140, Def. A.1].
In fact, the needed compactness of the adhesive inertial terms (u¨k)k will be deduced in the spaces
Y˜sn, first for all s ∈ [0, T ) and for n ∈ N fixed. Next, we will prove the existence of a limit for the inertial
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terms (u¨k)k in the spaces L
2(s, T ;Vz(s)
∗) for all s ∈ [0, T ). Our argument for this will be based on the
properties of the recovery spaces summarized in Prop. 4.11. Most crucial is the density result stated in
Item 3.. Ultimately, it will allow us to show that the limit inertial term u¨(t) is an element of Vz(t)
∗
for almost all t ∈ (0, T ). This density result can be concluded from the support convergence (4.8) from
Prop. 4.6, while the other properties follow from Prop. 2.9.
Proposition 4.11. For all s, t ∈ [0, T ], let the spaces Vz(t),Vz(εn, t),Ysn, and Y˜sn be as in (2.20) and
(4.19). Then,
1. for every n ∈ N and every t ∈ [0, T ] the space Vz(εn, t) is a closed subspace of Vz(t) endowed with
the norm ‖ · ‖V. For every n ∈ N and all s ≤ t the space Vz(εn, s) is a closed subspace of Vz(εn, t).
Moreover, since the sequence (εn)n is monotonically decreasing, there holds
Vz(εn, t) ⊂ Vz(εn+1, t) for every t ∈ [0, T ] and n ∈ N; (4.20)
2. for every s ∈ (0, T ], the space Ysn is a closed subspace of L2(s, T,Vz(s)). Hence, Ysn endowed with
the norm
( ∫ T
0
‖ · ‖2
V
dt
)1/2
is a reflexive Banach space, and so is (Ysn)
∗ ∼= L2(s, T ;Vz(εn, s)∗);
3. for every s ∈ [0, T ], the union ∪n∈NYsn is dense in L2(s, T ;Vz(s));
4. for every s ∈ [0, T ] and every n ∈ N, the space Y˜sn endowed with the norm ‖ · ‖(Ys.n )∗ ×‖ · ‖(Ys.n ))∗ ×‖ · ‖(Ys.n )∗ is a reflexive Banach space.
Proof. Ad 1.: For each s < t ∈ [0, T ] it holds supp z(t) ⊂ supp z(s) ⊂ ΓC and, thus, V(εn, s) ⊂
V(εn, t) ⊂ V. Similarly supp z(t) ⊂ supp z(t) + Bεn(0) and, hence, V(εn, t) ⊂ Vz(t). It is also a
standard matter to verify that Vz(εn, t) ⊂ Vz(εn+1, t), since Bεn+1(0) ⊂ Bεn(0) for (εn)n decreasing.
The closedness then follows by Prop. 2.9 for each of the spaces.
Ad 2.: It can be straightforwardly verified that Ysn is a subspace of L
2(s, T ;Vz(s)); its closedness
follows from the very same argument as in the proof of Prop. 2.9. The representation formula for (Ysn)
∗
is a standard fact in the theory of Bochner spaces, cf., e.g., [DU77].
Ad 3.: In order to verify that ∪n∈NYsn is dense in L2(s, T ;Vz(s)), we fix a function v ∈ L2(s, T ;Vz(s))
and prove the existence of a sequence (vn)n ⊂ ∪n∈NYsn satisfying vn → v in L2(s, T ;V). For this, we
first pick from the equivalence class v a selection v¯ that is defined for every t ∈ [s, T ]. For instance, we
may choose
v¯(t) :=
{
limh→0
1
h
∫ t
t−h v(r) dr if t is a Lebesgue point of v,
0 otw.,
(4.21)
recalling the definition of Lebesgue points:
t ∈ (s, T ] is a Lebesgue point of v, if lim
h→0
∥∥v(t)− 1h ∫ t
t−h
v(r) dr
∥∥
V
= 0 .
Using this representative v¯ and the recovery operator r from (4.11), for every n ∈ N we set
vn(t) := r(εn, supp z(s), v¯(t)) for all t ∈ [0, T ]. (4.22)
By construction of the recovery operator, cf. (4.11), we have for v¯(t) ∈ Vz(s) that vn(t) ∈ V(εn, s) for
all t ∈ [s, T ]. Moreover, ‖vn(t)− v¯(t)‖H1(Ω\ΓC,Rd) → 0 as n→∞ and, in addition, the following estimate
holds true:
‖vn(t)− v¯(t)‖H1(Ω\ΓC,Rd) ≤ ‖v¯anti(t)(ξsupp z(s)εn − 1)‖H1(Ω\ΓC,Rd) ≤ ‖v¯anti(t)‖H1(Ω\ΓC,Rd) .
The dominated convergence theorem thus allows us to conclude that vn → v¯ in L2(s, T ;H1(Ω\ΓC,Rd)),
which concludes the proof.
Ad 4.: We now show that Y˜sn endowed with the norm ‖ · ‖(Ysn)∗ × ‖ · ‖(Ysn)∗ × ‖ · ‖(Ysn)∗ is a
reflexive Banach space. For this, we argue that Y˜sn is a closed subspace of the reflexive Banach space
(Ysn)
∗ × (Ysn)∗ × (Ysn)∗: Consider a sequence (vk1 , vk2 , vk3 )k ⊂ Y˜sn such that (vk1 , vk2 , vk3 ) → (v1, v2, v3) in
(Ysn)
∗ × (Ysn)∗ × (Ysn)∗, which means for each i ∈ {1, 2, 3} that
sup
φ∈Ysn,‖φ‖V=1
∣∣∣∣∣
∫ T
s
〈vki (t)− vi(t), φ(t)〉V dt
∣∣∣∣∣→ 0 as k →∞. (4.23)
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This allows us to pass to the limit in the terms
∫ T
s+h〈vki (t), φ(t)〉V dt and
∫ T
s+h〈vki (t − h), φ(t)〉V dt for
i = 1, 2 and all φ ∈ Ysn. Moreover, for the integral term involving vi+1 we observe that for all φ ∈ Ysn,
for almost all t ∈ (s, T ), we have that∫ t
t−h
〈vki+1(τ) − vi+1(τ), φ(t)〉V dτ → 0 . (4.24)
Indeed, for φ ∈ Ysn, we have by definition φ(t) ∈ V(εn, s) for a.a. t ∈ (s, T ). For all τ ∈ [s, T ] we may
thus set ϕ(τ) := φ(t) and understand ϕ ∈ Y˜sn as a function constant in time. Using ϕ as a particular
choice in (4.23), we conclude (4.24). Since also∣∣∣ ∫ t
t−h
〈vki+1(τ) − vi+1(τ), φ(t)〉V dτ
∣∣∣ ≤ sup
φ∈Ysn
∫ T
s
〈vki+1(τ) − vi+1(τ), φ(t)〉V dτ ≤ C ,
the dominated convergence theorem implies that∫ T
s+h
∫ t
t−h
〈vki+1(τ)− vi+1(τ), φ(t)〉V dτ dt→ 0 .
From this we ultimately conclude that (v1, v2, v3) ∈ Y˜sn.
4.4 Compactness for the inertial terms & limit in the momentum balance
With the first result of this section, Lemma 4.12, we pass from adhesive to brittle in the momentum
balance. In fact, this limit passage will go hand in hand with establishing sufficient compactness for the
inertial terms. These arguments rely on the recovery spaces Ysn and Y˜
s
n introduced in (4.19), which are
just small enough to prevent the blow-up of the functional derivatives of the adhesive contact term, but
still large enough to carry the information on the support of the limit delamination variable. That is why,
compactness and limit passage cannot be separated. More precisely, we shall prove one by one Items
1.-3. of Lemma 4.12 below.
Lemma 4.12 (Compactness for the inertial terms & limit passage in the momentum balance). The
following statements hold true:
1. Compactness & brittle momentum balance in Vz(s)
∗ for every s ∈ [0, T ) fixed:
For every s ∈ [0, T ) there exists a (not relabeled) subsequence of (uk)k, possibly depending on s, and
a function µs ∈ L2(s, T ;Vz(s)∗), such that
(uk, u˙k, u¨k)⇀ (u, u˙, µ
s) in Y˜sn as k →∞ for every n ∈ N, and (4.25a)
〈
∫ t
t−h
µs(τ) dτ, v〉V = 〈u˙(t)− u˙(t− h), v〉V = 0 for all v ∈ Vz(s),
for a.a. t ∈ (s+ h, T ), and for all h ∈ (0, T − s),
(4.25b)
whence
〈µs(t), v〉Vz(s) = limh↓0 〈
u˙(t)− u˙(t− h)
h
, v〉
Vz(s)
for all v ∈ Vz(s) for a.a. t ∈ (s, T ). (4.25c)
Furthermore, the momentum balance holds with test functions in Vz(s), i.e., for a.a. t ∈ (s, T ):
〈̺µs(t), v〉V +
∫
Ω\ΓC
(
Ce(u(t)) + De(u˙(t))
)
: e(v) dx = 〈f(t), v〉V for every v ∈ Vz(s) . (4.25d)
2. Compactness independent of s ∈ [0, T ):
Let D ⊂ (0, T ] be a dense and countable subset. There exist a (not relabeled) subsequence of
(uk, u˙k, u¨k)k and a function
µ ∈ L2(0, T ;Vz(0)∗) ∩
⋂
s∈D
L2(s, T ;Vz(s)
∗) such that (4.26a)
(uk, u˙k, u¨k) ⇀ (u, u˙, µ) in Y˜
s
n for all s ∈ D ∪ {0} and every n ∈ N , and s.t. (4.26b)
(u, u˙, µ) comply with (4.25b)–(4.25d) for all s ∈ D ∪ {0} . (4.26c)
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3. Brittle momentum balance in Vz(t)
∗ for a.a. t ∈ (0, T ):
The function µ satisfies for almost all t ∈ (0, T )
µ(t) ∈ Vz(t)∗ and (4.27a)
u˙(t+h)−u˙(t)
h ⇀ µ(t) in Vz(t)
∗ as h ↓ 0, (4.27b)
hence µ(t) = u¨(t) in the sense of (2.29). Moreover, the momentum balance (2.38b) holds, and
for a.a. t ∈ (h, T ) for every h ∈ (0, T ) it is
〈u˙(t)− u˙(t− h), v〉V = 〈
∫ t
t−h
u¨(τ) dτ, v〉V for all v ∈ Vz(t) . (4.27c)
Moreover, λ ∈ L2(0, T ;V∗) extracted in (2.47d), cf. also (2.56), satisfies relation (2.49), i.e.,
λ(t) = u¨(t) in Vz(t)
∗ for a.a. t ∈ (0, T ) . (4.28)
An inspection of the proof of Lemma 4.12 will reveal that, in fact, (4.25b)& (4.27c) also hold with the
forward differences u˙(t+ h)− u˙(t).
Before carrying out the details, we briefly summarize the main ideas of the proof:
Ad 1. Compactness & limit balance in Vz(s)
∗ for every s ∈ [0, T ) fixed: Using the previously
introduced recovery spaces Ysn and Y˜
s
n, for arbitrary fixed s ∈ [0, T ) (which is the starting point
of the time-intervals (s, T ) taken into account in Ysn and Y˜
s
n), and n ∈ N, we extract a convergent
(s-dependent) subsequence (uk, u˙k, u¨k)k ⊂ Y˜sn and a limit triple (u, u˙, µsn) ∈ Y˜sn. Thanks to the
definition (4.19) of Y˜sn we are entitled to say that µ
s
n = u¨ in (Y
s
n)
∗. This allows us to pass to the
limit in the momentum balance integrated over (s, T ) and to obtain a limit balance in (Ysn)
∗. By a
diagonal sequence argument over n ∈ N we can even extract a subsequence and a limit converging
for all n ∈ N to find (4.25a) & (4.25b). Due to the density result Prop. 4.11, Item 3., we can then
pass n→∞ to find (4.25c) and the limit momentum to hold for a.a. t ∈ (s, T ) with test functions
v ∈ Vz(s), i.e., (4.25d).
Ad 2. Compactness independent of s ∈ [0, T ): The subsequences and their limit extracted by a
diagonal procedure over n ∈ N in Item 1, depend on s ∈ [0, T ). By arguing on the countable dense
set D ⊂ [0, T ] we can essentially repeat the demonstration of Item 1 in a further diagonal procedure
over the elements of D ∪ {0} to conclude statements (4.26).
Ad 3. Brittle momentum balance in Vz(t)
∗ for a.a. t ∈ (0, T ): In order to show that µ(t) ∈ Vz(t)∗
and to extend the brittle momentum balance to hold in Vz(t)
∗ we adapt the arguments of [DML11,
Lemma 2.2]. The basis for this is a further density result [DML11, Lemma 2.3], which in our setting
guarantees that
for the monotonically increasing sequence of closed linear subspaces (Vz(t))t∈[0,T ] of the
separable Hilbert space V there exists an at most countable set S ⊂ [0, T ] such that:
Vz(t) = ∪s<tVz(s) for all t ∈ [0, T ]\S .
(4.29)
In this way, we can approximate a test function φ ∈ Vz(t) for any t ∈ (0, T ) out of a set of zero
Lebesgue measure by a sequence (φm)m ∈ ∪mVz(sm) with sm ր t and (sm)m ⊂ D. Hence,
(4.26) holds along (sm)m and by approximation we may ultimately infer statements (4.27). Finally,
relation (4.28) ensues by direct comparison of the brittle momentum balance (2.38) with (2.56).
Proof of Lemma 4.12:
Ad 1. Compactness & brittle momentum balance in Vz(s)
∗ for every s ∈ [0, T ] fixed: Observe
that, by the very definition (4.19) of Ysn, for every v ∈ Ysn and almost all t ∈ (s, T ) there holds [[v(t)]] = 0
on supp(z(s)) + Bεn(0), and thus on supp(z(t)) + Bεn(0) since supp(z(t)) ⊂ supp(z(s)) (cf. (2.23)).
Moreover, in dependence of s ∈ [0, T ] and n ∈ N we find, thanks to support convergence (4.8) an index
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k(s, n), such that for all k ≥ k(s, n) it is supp zk(s) ⊂ supp(z(s)) + Bεn(0) and thus, by (4.18), also
supp zk(t) ⊂ supp(z(s)) +Bεn(0). All in all, we conclude that
∀ s ∈ [0, T ), ∀n ∈ N ∃ k(s, n) ∀ k ≥ k(s, n) :
〈∂uJk(zk(t), uk(t)), v(t)〉V = 0 for all v ∈ Ysn, for a.a. t ∈ (s, T ).
(4.30)
Therefore, by comparison in the k-momentum balance, we can deduce the following uniform bounds for
the inertial terms, which are independent of k ∈ N:
∃C > 0 ∀ s ∈ [0, T )∀n ∈ N ∃ k(s, n) ∀ k ≥ k(s, n) : ‖u¨k‖(Ysn)∗ ≤ C . (4.31)
In addition, from the uniform bound (2.17c), i.e. ‖uk‖H1(0,T ;V) ≤ C, we also deduce that ‖uk‖(Ysn)∗ ≤ C
as well as ‖u˙k‖(Ysn)∗ ≤ C, since L2(s, T ;V) ⊂ (Ysn)∗ continuously. In particular, we observe for all n ∈ N
and all v ∈ Ysn that∫ T
h
∣∣∣〈uk(t)−uk(t−h)h − u˙k(t), v(t)〉
V
∣∣∣dt ≤ ∫ T
h
∥∥∥uk(t)−uk(t−h)h − u˙k(t)∥∥∥
V∗
‖v(t)‖V dt
≤ C
∫ T
h
∥∥∥uk(t)−uk(t−h)h − u˙k(t)∥∥∥
V
‖v(t)‖V dt
≤ ‖v‖L2(0,T ;V)
(∫ T
h
∥∥∥uk(t)−uk(t−h)h − u˙k(t)∥∥∥2
V
dt
)1/2
→ 0
as h → 0 since uk ∈ H1(0, T ;V). Hence, u˙k indeed is the partial time derivative of uk also in the space
(Ysn)
∗. In the same way, taking into account that uk ∈ H2(0, T ;V∗) and that L2(s, T ;V∗) ⊂ (Ysn)∗
continuously, we argue that u¨k is the partial time derivative of u˙k in (Y
s
n)
∗. Due to these observations
we deduce the following uniform bounds
∃C > 0 ∀ s ∈ [0, T ] ∀n ∈ N ∃ k(s, n) ∀ k ≥ k(s, n) : ‖uk‖H1(0,T ;V) + ‖uk‖Y˜sn ≤ C , (4.32)
where Y˜sn is defined in (4.19).
Again, keep s ∈ [0, T ] fixed. By (4.32) and by the reflexivity of the spaces granted by Prop. 4.11,
for every n ∈ N we can extract a convergent subsequence. But to be more precise, here we extract this
subsequence by a diagonal procedure: Starting with n = 1, from the corresponding bound (4.32), we find
a (not relabeled, s-dependent) subsequence such that
uk ⇀ u
1 in H1(0, T ;V), (uk, u˙k, u¨k)⇀ (u
1, u˙1, µ1s) in Y˜
s
1 . (4.33)
Observe that, in view of convergence (2.47a), taking into account the continuous embedding L2(s, T ;V) ⊂
(Ysn)
∗, we can identify the limits u1 and u˙1, i.e. we have u1 = u|(s,T ) and u˙1 = u˙|(s,T ). Now, for n = 2
the above subsequence satisfies the corresponding bound (4.32), so that we can extract a further (not
relabeled, s-dependent) subsequence satisfying
(uk, u˙k, u¨k) ⇀ (u, u˙, µ
2
s) in Y˜
s
2 .
Due to the monotonicity property Vz(ε1, s) ⊂ Vz(ε2, s) for ε2 < ε1, it holds L2(s, T ;Vz(ε1, s)) ⊂
L2(s, T ;Vz(ε2, s)). Hence we find that the restriction of the element µ
2
s ∈ L2(s, T ;Vz(ε2, s))∗ to Ys1 =
L2(s, T ;Vz(ε1, s)) coincides with µ
1
s. Proceeding this way, we obtain a (not relabeled, s-dependent)
sequence (uk)k and a sequence of limits (u, u˙, µ
n
s )n such that, for every n ∈ N:
uk ⇀ u in H
1(0, T ;V), (uk, u˙k, u¨k)⇀ (u, u˙, µ
n
s ) in Y˜
s
n as k →∞ and
µns |Ysn−1 = µn−1s for every n ∈ N .
(4.34)
For each n ∈ N, due to the weak convergence of the sequence in Y˜sn, we also have that∫ T
s+h
〈u˙(t)− u˙(t− h)−
∫ t
t−h
µns (τ) dτ, φ(t)〉V dt = 0 for all φ ∈ Ysn for all h ∈ (0, T − s) . (4.35)
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Let us now extend the functions (µns )n to an element µs ∈ L2(s, T ;Vz(s)∗) by setting
〈µs, φ〉L2(s,T ;Vz(s)) :=
{ 〈µns , φ〉Ysn if φ ∈ Ysn for some n ∈ N,
0 if φ ∈ L2(s, T ;Vz(s))\ ∪n∈N Ysn. (4.36)
Observe that µs is well-defined. Indeed, suppose that φ ∈ Ysn1 ∩ Ysn2 for some n1 < n2 ∈ N. By the
monotonicity property (4.20), there holds Ysn1 ⊂ Ysn2 and, thanks to (4.34), 〈µn2s , φ〉Ysn2 = 〈µ
n1
s , φ〉Ysn1 .
Observe that ‖µs‖L2(s,T ;Vz(s)∗) ≤ supn∈N ‖µns ‖(Ysn)∗ ≤ C, and (4.25a) follows from (4.34).
Using the density of ∪nYsn in L2(s, T ;Vz(s)), we now show (4.25b). For this, let φ ∈ L2(s, T ;Vz(s)).
Using the construction of the recovery sequence (4.22) we find φn(τ) = r(εn, supp(z(s)), φ) ∈ Ysn with
the property φn → φ strongly in L2(s, T ;Vz(s)). Using weak-strong convergence arguments and the
dominated convergence theorem we deduce that∫ T
s+h
〈
∫ t
t−h
µns (τ)dτ, φn(t)〉Vdt→
∫ T
s+h
〈
∫ t
t−h
µs(τ)dτ, φ(t)〉Vdt ,
essentially arguing along the lines of the proof of Item 4 in Prop. 4.11. Hence, from (4.35), we deduce
that∫ T
s+h
〈u˙(t)− u˙(t− h)−
∫ t
t−h
µs(τ) dτ, φ(t)〉V dt = 0 for all φ ∈ L2(s, T ;Vz(s)) and for all h ∈ (0, T − s) .
(4.37)
Choosing φ ∈ L2(s, T ;Vz(s)) such that φ(t, x) = η(t)v(x) with η ∈ C∞0 (s, T ) and v ∈ Vz(s) the funda-
mental lemma of the Calculus of Variations yields (4.25b). From this, taking the limit as h→ 0, we get
(4.25c), cf. (2.29).
In order to prove (4.25d), we shall pass to the limit as k → ∞ in the k-momentum balance, with
test functions v ∈ Ysn, for n ∈ N fixed. To this aim, we test (4.16) by v ∈ Ysn and integrate over (s, T ).
Convergences (4.25a) then allow us to pass to the limit k →∞ for n ∈ N fixed:∫ T
s
(〈̺u¨k, v〉V + ∫
Ω\ΓC
(
Ce(uk) + De(u˙k)
)
: e(v) dx
)
dt =
∫ T
s
〈f , v〉V dt
↓∫ T
s
(〈̺µs, v〉V + ∫
Ω\ΓC
(
Ce(u) + De(u˙)
)
: e(v) dx
)
dt =
∫ T
s
〈f , v〉V dt for all v ∈ Ysn . (4.38)
We now obtain the (integrated) brittle momentum balance, first with test functions in L2(s, T ;Vz(s)).
Indeed, let v ∈ L2(s, T ;Vz(s)) be fixed, and let (vn)n ⊂ Ysn be the corresponding recovery sequence given
in (4.22). Taking into account that vn → v in L2(0, T ;H1(Ω\ΓC,Rd)) as n → ∞, we pass to the limit
with n in (4.38) and finally obtain∫ T
s
(〈̺µs, v〉V + ∫
Ω\ΓC
(
Ce(u) + De(u˙)
)
: e(v) dx
)
dt =
∫ T
s
〈f , v〉V dt for every v ∈ L2(s, T ;Vz(s)) .
Again, choosing test functions v of the form v(t, x) = η(t)v(x) with η ∈ C∞0 (s, T ) and v ∈ Vz(s) we
obtain (4.25d). This concludes the proof of Lemma 4.12, Item 1.
Ad 2. Compactness independent of s ∈ [0, T ]: For the countable, dense set D ⊂ [0, T ], let us order
the elements of D in an increasing sequence (sn)n with sn < sn+1 for all n ∈ N. First of all, we apply
the previously proven Item 1 of Lemma 4.12 for s = 0 and find a not relabeled subsequence (uk, u˙k, u¨k)k,
and µ := µ0 ∈ L2(0, T ;Vz(0)∗) such that (4.25a)–(4.25d) hold for µ and s = 0. We now apply it for
s = s1, and find a further subsequence, and µs1 ∈ L2(s1, T ;Vz(s1)∗), fulfilling (4.25a)–(4.25d). Observe
that, since s1 > 0, there holds Vz(0) ⊂ Vz(s1). Therefore, from (4.25d) at s = 0 and at s = s1 we read
that
〈̺µs1(t), v〉Vz(s1) = 〈f(t), v〉V −
∫
Ω\ΓC
(
Ce(u(t)) + De(u˙(t))
)
: e(v) dx = 〈µ0(t), v〉Vz(0)
for every v ∈ Vz(0) for a.a. t ∈ (s1, T ) ,
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whence µs1(t) = µ0(t) = µ(t) in Vz(0)
∗ for almost all t ∈ (s1, T ). With a diagonal procedure we conclude
the statement of Lemma 4.12, Item 2.
Ad 3. Brittle momentum balance in Vz(t) for a.a. t ∈ (0, T ): From Item 1 of Lemma 4.12 it
follows that for every s ∈ D ∪ {0} there exists a set Ns with zero Lebesgue measure, such that for all
t ∈ [s, T ] \Ns there holds
µ(t) ∈ Vz(s)∗, u(t+h)−u(t)h ⇀ µ(t) in Vz(s)∗ as h ↓ 0, µ(t) fulfills (4.25d) in Vz(s)∗. (4.39)
In order to show (4.27a), we shall now adapt an argument from the proof of [DML11, Lemma 2.2]. Indeed,
set N := ∪s∈D∪{0}Ns, with Ns the negligible set out of which (4.39) holds. Then, N is also negligible and
for every t ∈ [0, T ] \N properties (4.39) hold at every s ∈ D∪{0} with s < t. Now, to the monotonically
increasing family of closed sets (Vz(t))t∈[0,T ] we apply (4.29). Hence, let us fix t ∈ [0, T ]\ (S∪N), and let
us pick an increasing sequence (sm)m ⊂ D with sm ↑ t. Due to (4.29), for every φ ∈ Vz(t) there exists
a sequence (φm)m, with φm ∈ Vz(sm) for every m ∈ N, such that φm → φ in Vz(t). Observe that, in
particular, µ(t) fulfills (4.25d) with the test functions φm for all m ∈ N. Therefore,
∃ lim
m→∞
〈̺µ(t), φm〉Vz(sm) = limm→∞
(
〈f(t), φm〉V −
∫
Ω\ΓC
(
Ce(u(t)) + De(u˙(t))
)
: e(φm) dx
)
= 〈f(t), φ〉V −
∫
Ω\ΓC
(
Ce(u(t)) + De(u˙(t))
)
: e(φ) dx .
(4.40)
Since φ ∈ Vz(t) is arbitrary, the right-hand side of (4.40) defines an element in Vz(t)∗, which, for the
time being, we denote by µ˜(t). Observe that, in fact
〈̺µ˜(t), φ〉
Vz(t)
= lim
m→∞
〈̺u¨(t), φm〉Vz(sm) for every (φm)m ⊂ ∪s<tVz(s) with φm → φ in Vz(t),
(4.41)
whence
〈̺µ˜(t), φ〉
Vz(t)
= 〈̺µ(t), φ〉
Vz(s)
for all φ ∈ Vz(s) and all s < t,
choosing the constant sequence φm ≡ φ in (4.41). Repeating the very same argument as in the proof
of [DML11, Lemma 2.2], we may in fact check that, for t ∈ [0, T ] \ (S∪N) fixed, (4.27b) holds, which
ultimately entitles us to denote µ(t) by u¨(t), cf. (2.29). Clearly, (4.40) yields that u¨(t) satisfies the
brittle momentum balance, with test functions in Vz(t), for all t ∈ [0, T ] \ (S∪N). This gives (2.38b).
Furthermore, again using (4.41) we may extend (4.25b) to test functions v in Vz(t), namely we conclude
(4.27c) for every h ∈ (0, T ).
A comparison argument in (2.38b), taking into account that u ∈ H1(0, T ;V) and that f ∈ L2(0, T ;V∗),
shows that the map t 7→ supv∈Vz(t) | 〈u¨(t), v〉Vz(t) |
.
= ‖µ(t)‖Vz(t)∗ is in L2(0, T ), whence u¨ ∈ L2(0, T ;V∗z).
Thus, u ∈ H2#(0, T ;V∗z), cf. (2.28).
To find relation (4.28) at time t ∈ (0, T ) out of a negligible set, we test both (2.38) and (2.56) with
arbitrary v ∈ Vz(t). Subtracting the two equations from each other yields 〈̺u¨(t)−λ(t), v〉Vz(t) = 0. This
concludes the proof of Lemma 4.12, Item 3. 
By exploiting the validity of the brittle momentum balance (2.38) and relation (4.27b) we now deduce
the 3. additional regularity (2.50) of the limit u¨.
Lemma 4.13 (Regularity (2.50) of the limit u¨). There holds
u˙(·+h)−u˙(·)
h → u¨ strongly in L2(0, T ;Vz(0)∗), (4.42)
therefore u ∈ H2(0, T ;Vz(0)∗).
Proof. In order to show (4.42), we will check that for every sequence (hn)n with hn → 0(
u˙(·+hn)−u˙(·)
hn
)
n∈N
is a Cauchy sequence in L2(0, T ;Vz(0)
∗). (4.43)
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To this aim, we observe that for almost all t ∈ (0, T ) and all v ∈ Vz(0)
〈 u˙(·+hn)−u˙(·)hn , v〉Vz(0)
(1)
= 1hn 〈
∫ t+hn
t
u¨(τ) dτ, v〉
Vz(0)
(2)
= 1̺hn
(
〈
∫ t+hn
t
f(τ), v〉V −
∫ t+hn
t
∫
Ω\ΓC
Ce(u(τ)) : e(v) dxdτ
−
∫
Ω\ΓC
De(u(t+ hn)) : e(v) dx+
∫
Ω\ΓC
De(u(t)) : e(v) dx
)
,
where (1) follows from (4.27c) with test functions v in Vz(0) ⊂ Vz(t), and (2) ensues from the momentum
balance (2.38b). Taking into account that f ∈ C1([0, T ];V∗) and that u ∈ H1(0, T ;V), from the above
identity we conclude (4.43). Therefore, there exists w ∈ L2(0, T ;Vz(0)∗) such that u˙(·+hn)−u˙(·)hn → w in
L2(0, T ;Vz(0)
∗), whence, up to a subsequence, u˙(t+hn)−u˙(t)hn → w(t) in Vz(0)∗ for almost all t ∈ (0, T ).
Taking into account (4.27b), we ultimately conclude that w(t) = u¨(t) in Vz(0)
∗, and (4.42) ensues.
Since regularity (2.50), i.e., u ∈ H2(0, T ;Vz(0)∗), holds true and since the spaces Vz(0) ⊂ W ⊂
Vz(0)
∗ form a Gelfand triple, we in fact have that u˙ ∈ L∞(0, T ;W) ∩ C0([0, T ];Vz(0)∗). Therefore, we
are now in the position to deduce the 4. weak temporal continuity of u˙ as a corollary of (2.50).
Corollary 4.14 (Weak continuity of u˙, Theorem 2.10, Item 4). We have
u˙(t) ∈W and ‖u˙(t)‖W ≤ C for every t ∈ [0, T ] , (4.44)
t 7→ u˙(t) is weakly continuous from [0, T ] to W. (4.45)
Proof. Given t ∈ [0, T ], using that u˙ ∈ L∞(0, T ;W) we find that there exists a sequence (tn)n ⊂ [0, T ]
with tn → t, such that ‖u˙(tn)‖W ≤ C. Since u˙(tn) → u˙(t) in Vz(0)∗ we conclude from the continuous
embedding W →֒ Vz(0)∗ that also u˙(t) ∈ W with ‖u˙(t)‖W ≤ C and u˙(tn) ⇀ u˙(t) in W. This proves
(4.44). The same argument with arbitrary t, (tn)n ⊂ [0, T ] such that tn → t yields (4.45).
Observe that, by (2.46) and (2.47a), the limit displacement u satisfies the initial condition u(0) = u0
in V. But it remains to verify that u˙(0) = u1 in W. For this, we will prove the pointwise-in-time weak
W-convergence of u˙k(t) to u˙(t), cf. (4.46) below. In fact, in view of convergences (2.47), this convergence
result is also the missing piece allowing us in Sec. 4.5 to pass to the limit in the energy balance as an
inequality via lower semicontinuity arguments.
Lemma 4.15 (Pointwise-in-time weak L2-convergence & initial condition u˙(0) = u1). Along the same
sequence as in Lemma 4.12, Item 1, it holds
u˙k(t) ⇀ u˙(t) in W for every t ∈ [0, T ], (4.46)
therefore u˙(0) = u1 thanks to (2.46).
Proof. It follows from convergence (4.26b), for s = 0, and from the previously obtained estimates, that
the sequence (u˙k)k is bounded in L
2(0, T ;V)∩L∞(0, T ;W)∩H1(0, T ;Vz(εn, 0)∗) for every n ∈ N. Since
for each n the space Vz(εn, 0) is densely and compactly embedded in W, we have that W ⊂ Vz(εn, 0)∗
densely, and compactly. By a Aubin-Lions compactness argument (cf. e.g. [Sim87, Cor. 5, p. 86]), we
conclude
u˙k → u˙ in Lp(0, T ;W) ∩ C0([0, T ];Vz(εn, 0)∗) (4.47)
for some fixed n ∈ N. Ultimately, we infer convergence (4.46): indeed, for every t ∈ [0, T ], every
subsequence of the sequence (u˙k(t))k, bounded in W, admits a further subsequence weakly converging
in W to some limit vt. In view of (4.47), we have that vt = u˙(t): since the limit does not depend on the
extracted subsequence, convergence (4.46) holds.
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4.5 Limit passage in the energy balance & Proof of Thm. 2.10, Items 5.-8.
We deduce the energy balance (2.51) for the brittle limit system. First, in Lemma 4.16, we will obtain
the inequality ≤, at all t ∈ [0, T ], by suitable lower semicontinuity arguments, cf. (4.48) below.
Lemma 4.16 (Upper energy-dissipation estimate via lower semicontinuity). We have
1
2‖u˙(t)‖2W +
∫ t
0
2V(u˙(s)) ds+VarR∞(z, [0, t]) + E∞(t, u(t), z(t))
≤ 12‖u˙(0)‖2W + E∞(0, u(0), z(0)) +
∫ t
0
∂tE∞(s, u(s), z(s)) ds for all t ∈ [0, T ] .
(4.48)
Proof. Inequality (4.48) follows by passing to the limit as k →∞ in the energy-dissipation inequality for
the adhesive system. On the left-hand side, we exploit convergences (2.47), which give
∫ t
0
V(u˙(s)) ds ≤
lim infk→∞
∫ t
0
V(u˙k(s)) ds and VarR∞(z, [0, t]) ≤ lim infk→∞ VarRk(zk, [0, t]). Furthermore, the pointwise
convergences for u and z in (2.47) give E∞(t, u(t), z(t)) ≤ lim infk→∞ Ek(t, uk(t), zk(t)) via (4.13a), and
the limit passage in the term ̺2‖u˙k(t)‖2W is guaranteed by (4.46). On the right-hand side, we use
the convergence for the initial data (2.46) and again (2.47), which allows us to pass to the limit in∫ t
0
∂tEk(s, uk(s), zk(s)) ds.
The energy-dissipation inequality opposite to (4.48) will be proved in Lemma 4.18 ahead. For this
we will have to test the brittle momentum balance (2.38) by u˙. Note that this is admissible since also u˙
satisfies the brittle constraint (2.48). Also observe that the quadratic bulk term and the external loading
term comply with a chain rule. The missing piece is thus a chain-rule inequality involving the kinetic
term ̺u¨ and the Gelfand triple (Vz(t),W,Vz(t)
∗), established now in Lemma 4.17 (cf. (4.49) and (4.50)
ahead). For the proof of Lemma 4.17, Item 1, we adapt the arguments from [DML11, Lemma 3.5].
Lemma 4.17, Item 2, can then be concluded following the lines of [DML11, Lemma 3.6], exploiting the
weak continuity of u˙ proved in Lemma 4.14.
Lemma 4.17 (Chain rule for the inertial term). Let u ∈ H2(0, T ;Vz(0)∗) comply with the regularity
properties (2.36) & (4.45), and with the brittle momentum balance for given z ∈ BV(0, T ;L1(ΓC)) ∩
B([0, T ]; SBV(ΓC; {0, 1})), semistable as in (2.4) for all t ∈ [0, T ]. Then, the following statements hold
true:
1. for all s, t ∈ (0, T ] such that s and t are Lebesgue points for ‖u˙(·)‖2
W
there holds:
1
2‖u˙(t)‖2W − 12‖u˙(s)‖2W =
∫ t
s
〈̺u¨(τ), u˙(τ)〉
Vz(τ)
dτ , (4.49)
2. u˙ fulfills the integral chain-rule inequality
1
2‖u˙(t)‖2W − 12‖u1‖2W ≥
∫ t
0
〈̺u¨(τ), u˙(τ)〉
Vz(τ)
dτ (4.50)
holds true for every Lebesgue point t ∈ (0, T ] of ‖u˙(·)‖2
W
.
Proof. Ad 1.: In order to prove (4.49) we adapt the argument from the proof of [DML11, Lemma 3.5].
A straightforward calculation shows that
1
h
(‖u˙(t)‖2W − ‖u˙(t− h)‖2W) = 〈̺ u˙(t)−u˙(t−h)h , u˙(t) + u˙(t− h)〉Vz(t) (4.51)
for all h ∈ (0, T ) and for almost all t ∈ (h, T ). Integrating (4.51) on the interval (s, t) yields for every
h ∈ (0, s)
1
2h
∫ t
t−h
‖u˙(τ)‖2W dτ − 12h
∫ s
s−h
‖u˙(τ)‖2W dτ = 12
∫ t
s
〈̺ u˙(τ)−u˙(τ−h)h , u˙(τ) + u˙(τ − h)〉Vz(τ) dτ . (4.52)
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Now, since u˙ ∈ L2(0, T ;V), there holds
u˙(τ) + u˙(τ − h)→ 2u˙(τ) in V for a.a. τ ∈ (0, T ) (4.53)
along a sequence h ↓ 0. Combining this with the weak convergence u˙(τ)−u˙(τ−h)h ⇀ u¨(τ) in Vz(τ)∗ for
almost all τ ∈ (0, T ), we infer the pointwise convergence
ah(τ) := 〈̺ u˙(τ)−u˙(τ−h)h , u˙(τ) + u˙(τ − h)〉Vz(τ) → 2 〈̺u¨(τ), u˙(τ)〉Vz(τ) for a.a. τ ∈ (0, T ). (4.54)
In order to pass to the limit in the integral on the right-hand side of (4.52), we shall apply a variant of
the dominated convergence theorem, cf. e.g. [Els05, Thm. 5.3, p. 261]. For this, we further observe that
|ah(τ)| ≤ ‖̺ u˙(τ)−u˙(τ−h)h ‖Vz(τ)∗
(
‖u˙(τ)‖Vz(τ) + ‖u˙(τ − h)‖Vz(τ)
)
= ‖̺ u˙(τ)−u˙(τ−h)h ‖Vz(τ)∗
(
‖u˙(τ)‖V + ‖u˙(τ − h)‖V
)
=:Mh(τ) .
We now introduce the short-hands lh(τ) := ‖̺ u˙(τ)−u˙(τ−h)h ‖Vz(τ)∗ and mh(τ) :=
(‖u˙(τ)‖V+‖u˙(τ−h)‖V),
so that Mh(τ) = lh(τ)mh(τ). Since u˙ ∈ L2(0, T ;V) we have
mh → 2‖u˙‖V in L2(0, T ) , (4.55)
while, thanks to (4.27c), we find for lh that
lh(τ) = ‖ 1h
∫ τ
τ−h
g(s) ds‖Vz(τ)∗ = ‖ 1h
∫ τ
τ−h
g(s) ds‖V∗ with g : (0, T )→ V∗ given by
〈g(s), v〉
V
= 〈f(s), v〉V −
∫
Ω\ΓC
(De(u˙(s)) : e(v) + Ce(u(s)) : e(v)) dx .
Now, since g ∈ L2(0, T ;V∗), the sequence of functions τ 7→ 1h
∫ τ
τ−h g(s) ds converges to g in L
2(0, T ;V∗).
Therefore, (lh)h converges to ‖g(·)‖V∗ in L2(0, T ). Together with (4.55) we infer that (Mh)h ⊂ L1(0, T )
andMh → 2‖g(·)‖V∗‖u˙(·)‖V in L1(0, T ). Now, the dominated convergence theorem, c.f. e.g. [Els05, Thm.
5.3, p. 261], allows us to conclude that
∫ t
s
ah(τ) dτ →
∫ t
s
2〈̺u¨(τ), u˙(τ)〉Vz(τ) dτ, and thus the convergence
of the right-hand side of (4.52). Additionally, the integrals on the left-hand side of (4.52) converge to
the left-hand side of (4.49) since s and t are Lebesgue points for ‖u˙(·)‖2
W
. Thus, we conclude (4.49).
Ad 2.: The proof can be adapted from [DML11, Lemma 3.6]. More precisely, we choose a sequence
of Lebesgue points (tj)j∈N of ‖u˙(·)‖2W such that tj ց 0. By Lemma 4.14, u˙ : [0, T ] → W is weakly
continuous, i.e., we have u˙(tj) ⇀ u˙(0) in W. Moreover, for all Lebesgue points tj and t the chain rule
(4.49) holds true. Hence, we find:∫ t
0
〈̺u¨(τ), u˙(τ)〉Vz(τ) dτ = lim infj→∞
∫ t
tj
〈̺u¨(τ), u˙(τ)〉Vz(τ) dτ ≤ lim sup
j→∞
1
2
(‖u˙(t)‖2
W
− ‖u˙(tj)‖2W
)
≤ 12‖u˙(t)‖2W − lim infj→∞
1
2‖u˙(tj)‖2W ≤ 12‖u˙(t)‖2W − 12‖u˙(0)‖2W = 12‖u˙(t)‖2W − 12‖u1‖2W .
Above, the last inequality follows from the lower semicontinuity of ‖·‖2
W
with respect to weak convergence
in L2(Ω) and the last equality is due to the initial condition u˙(0) = u1 verified in Lemma 4.15.
Thanks to the previously established chain rule (4.50) we are now in the position to prove the energy-
dissipation inequality opposite to (4.48), i.e. (4.56) below. As already mentioned, for this we will test
the brittle momentum balance (2.38) by u˙, apply chain rules separately to each of the energy terms,
and combine the obtained relation with the brittle semistability condition, arguing as in the proof of the
energy-dissipation balance (2.16) for the adhesive system.
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Lemma 4.18 (Lower energy-dissipation estimate, balance (2.51)). The limit pair (u, z) extracted by
convergences (2.47) satisfies the following lower energy-dissipation estimate
1
2‖u˙(t)‖2W +
∫ t
s
2V(u˙(τ)) dτ +VarR∞(z, [s, t]) + E∞(t, u(t), z(t))
≥ 12‖u˙(s)‖2W + E∞(s, u(s), z(s)) +
∫ t
s
∂tE∞(τ, u(τ), z(τ)) dτ
for all s, t ∈ [0, T ]\L with s < t and for s = 0,
(4.56)
where L denotes the set of Lebesgue points of ‖u˙(·)‖2
W
. Hence, the energy-dissipation balance (2.51) holds
true as well as the bulk energy-dissipation balance (2.52) and the surface energy-dissipation balance (2.53).
Proof. We test the momentum balance (2.38b) of the brittle limit system by u˙, which is admissible
according to (2.48). We argue as in the proof of the k-energy balance (2.16), i.e. using integration by
parts on the loading term, and exploiting the analogues of (3.11) and (3.12) (since u ∈ H1(0, T ;V)), for
the viscous and the bulk energy terms, respectively. For the inertial term, we use (4.49) and (4.50). Thus
we find for almost all s, t ∈ (0, T ) with s < t and for s = 0
1
2‖u˙(t)‖2W − 12‖u˙(s)‖2W + 〈−f(t), u(t)〉V − 〈−f(s), u(s)〉V −
∫ t
s
〈−f˙(τ), u(τ)〉V dτ
+
∫
Ω\ΓC
1
2
(
Ce(u(t)) : e(u(t))− Ce(u(s)) : e(u(s))) dx+ ∫ t
s
V(e(u˙(τ))) dτ ≥ 0 .
(4.57)
We further note that the semistability inequality for the brittle limit at time t0 = s, tested with
z˜ = z(t) for arbitrary t ∈ [0, T ] reduces to
R∞(z(t)−z(s))+b∞P (Z(t),ΓC)−a0∞
∫
ΓC
z(t) dHd−1−b∞P (Z(s),ΓC)+a0∞
∫
ΓC
z(s) dHd−1 ≥ 0 . (4.58)
Summing up (4.57) and (4.58) results in (4.56) valid in Lebesgue points s, t of ‖u‖2
W
.
Then, finally, the energy-dissipation balance (2.51) follows from combining (4.48) with (4.56).
Observe that (2.51) rewrites as A+B = 0, where A and B stand for the left-hand sides of inequalities
(4.57) & (4.58), which in turn state A ≥ 0 and B ≥ 0. Therefore, as a by-product we have that A = 0 = B.
In particular, from A = 0 it is immediate to conclude that the chain-rule inequality (4.50) also holds as
an equality at the Lebesgue points of ‖u˙(·)‖2
W
.
Thanks to the previously proved energy-dissipation balance (2.51) for the brittle system, also exploit-
ing the assumed convergence of the initial data (2.46) and the immediate convergences (2.47), we can
now deduce the enhanced convergences (2.54).
Lemma 4.19 (Enhanced convergences (2.54)). The enhanced convergences (2.54) hold true. Therefore,
(u, z) comply with the upper energy-dissipation estimate (4.48) on the interval (s, t), for every t ∈ (0, T ]
and almost all s ∈ (0, t).
Proof. The previously proved convergences as well as (2.46) yield
1
2‖u˙(t)‖2W +
∫ t
0
2V(u˙(s)) ds+VarR∞(z, [0, t]) + E∞(t, u(t), z(t))
≤ lim inf
k→∞
1
2‖u˙k(t)‖2W + lim infk→∞
∫ t
0
2V(u˙k(s)) ds+ lim inf
k→∞
VarRk(zk, [0, t]) + lim inf
k→∞
Ek(t, uk(t), zk(t))
≤ lim sup
k→∞
(
1
2‖u˙k(t)‖2W +
∫ t
0
2V(u˙k(s)) ds+VarRk(zk, [0, t]) + Ek(t, uk(t), zk(t))
)
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= lim
k→∞
1
2‖uk1‖2W + limk→∞Ek(0, u0, z0) + limk→∞
∫ t
0
∂tEk(s, uk(s), zk(s)) ds
= 12‖u1‖2W + E∞(0, u(0), z(0)) +
∫ t
0
∂tE∞(s, u(s), z(s)) ds
= 12‖u˙(t)‖2W +
∫ t
0
2V(u˙(s)) ds+VarR∞(z, [0, t]) + E∞(t, u(t), z(t))
where the last equality follows from the energy equality (2.51), at almost all t ∈ (0, T ). Hence, all
inequalities turn out to hold as equalities, and convergences (2.54) ensue from a standard argument.
To obtain (4.48), as in the proof of Lemma 4.16 we pass to the limit as k →∞ in the upper energy-
dissipation inequality for the adhesive system: we can now do so on the interval (s, t) for every t ∈ (0, T ]
and for s ∈ (0, t), out of a negligible set, such that convergences (2.54a) & (2.54d) hold as s. This
concludes the proof.
Next, we deduce the enhanced validity of the initial condition stated in Theorem 2.10, Item 7.
Lemma 4.20 (Enhanced initial condition (2.55)). Let u ∈ C0weak([0, T ];W) ∩ H2(0, T ;Vz(0)∗) comply
with the regularity properties (2.36), with the brittle momentum balance for given z ∈ B(0, T ; SBV(ΓC; {0, 1}))
∩BV(0, T ;L1(ΓC)), semistable as in (2.4) for all t ∈ [0, T ], and with the bulk energy balance (2.52) for
the brittle system. Then, (2.55) holds true, and in particular, along any sequence of Lebesgue points (tj)j
of ‖u˙(·)‖W with tk → 0 it holds u˙(tj)→ u1 strongly in W.
Proof. We adapt the arguments of [DML11, p. 10]: Thanks to (4.45) we have u˙(tj) ⇀ u1 in W. Thus,
in order to verify that u˙(tj)→ u1 strongly in W, it is sufficient to show that
lim sup
j→∞
‖u˙(tj)‖2W ≤ ‖u1‖2W . (4.59)
From the bulk energy-dissipation balance (2.52) we deduce
1
2‖u˙(tj)‖2W ≤ 12‖u1‖2W +
∫
Ω\ΓC
1
2Ce(u0) : e(u0)− 12Ce(u(tj)) : e(u(tj)) dx
+〈f(tj), u(tj)〉V − 〈f(0), u0〉V −
∫ tj
0
〈f˙(τ), u(τ)〉
V
dτ
→ 12‖u1‖2W as tj → 0 .
Here, the convergence of the terms on the right-hand side is due to the regularity property u ∈ H1(0, T ;V),
which ensures that u(tj) → u0 strongly in H1(Ω\ΓC;Rd), and to assumption (2.7) on f . Hence, (4.59),
and thus the enhanced initial condition (2.55), ensue.
Thanks to the above proved enhanced validity of the initial condition we are now in the position to
conclude the uniqueness result stated in Theorem 2.10, Item 8.
Lemma 4.21 (Uniqueness of the displacements for a given z ∈ L∞(0, T ; SBV(ΓC; {0, 1}))). The unique-
ness of the displacements holds true in the sense of Theorem 2.10, Item 8.
Proof. Suppose that (u, z) and (u˜, z) both are semistable energetic solutions to the evolutionary brittle
system (V,W,Z,V,K,R∞,E∞) and that they both satisfy the brittle momentum balance (2.38) with
the same initial data u0 and u1. Then, w := u− u˜ fulfills (2.38) for almost all t ∈ (0, T ), with f = 0 and
w(0) = w˙(0) = 0. For t ∈ (0, T ) fixed we test (2.38) v(t) = w˙(t), which is admissible since it satisfies
[[w˙(t)]] = 0 a.e. on supp z(t). To treat the quadratic bulk terms and the external loading term resulting
from this test we have suitable chain rules at our disposal, cf. also (4.57). It remains to verify a chain
rule for the inertial term 〈w¨(t), w˙(t)〉W.
For this, we use the information that both u and v satisfy the bulk energy-dissipation balance (2.52),
and hence, the enhanced initial condition in the sense of the above Lemma 4.20. Thus, picking a sequence
(tj)j , which are Lebesgue points for both functions ‖u˙(·)‖W and ‖v˙(·)‖W, and which satisfies tj → 0 as
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j →∞, we conclude by Lemma 4.20 that also w˙(tj)→ (u1 − v1) = 0 strongly in W. Moreover, observe
that the chain rule equality (4.49) holds true also for w in all Lebesgue points s, t of ‖w˙(·)‖2
W
, since
w solves the momentum balance. Thus, choosing s = tj in (4.49) and letting j → ∞, the previously
deduced strong convergence w˙(tj) → (u1 − v1) = 0 in W now yields the chain rule with initial datum
for w, namely 12‖w˙(t)‖2W− 12‖w˙(0)‖2W =
∫ t
0 〈̺w¨(τ), w˙(τ)〉Vz (τ) dτ . Hence, by exploiting the chain rule for
each of the terms in (2.3), we readily obtain for almost all t ∈ (0, T )
1
2‖w˙(t)‖2W +
∫ t
0
2V(w˙(s)) ds+
∫
Ω\ΓC
1
2C(e(w(t)) : e(w(t)) dx = 0 .
This implies that each of the positive terms on the left-hand side has to be zero separately, which shows
that w ≡ 0 and w˙ ≡ 0 a.e. in [0, T ]. But then, w ≡ 0 everywhere in [0, T ].
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