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Прежде чем обсуждать представление знаний и операции с их 
участием, следует определить происхождение и характер этих знаний. 
И осознать, какими знаниями мы можем оперировать.  
 
Знания неформализованные − не сформулированные в виде теорий 
и алгоритмов знания.2 Процесс мышления связан с непрерывным срав-
нением получаемых от органов чувств данных с гигантскими запасами 
информации об окружающем мире, накопленными в течение жизни 
индивидуума. Опыт пережитых в реальности и в воображении ситуаций 
вместе с отработанными рефлексиями формируют немедленную адек-
ватную реакцию3, все виды которой также сохраняются в информационной 
системе человека. Осознание явлений на уровне рефлексии скорее 
интуитивное, причем именно практика – удачи, а более всего, неудачи – 
формирует эмпирический подбор подходящих действий. 
 
Доставшаяся нам в наследство от переживших долгий и трудный 
путь эволюции предков вторая сигнальная система позволяет фор-
мализовать некоторый, правда, весьма незначительный объем знаний об 
окружении. И дает возможность, оперируя формальными образами, 
представить прогноз поведения или схему решений различных задач, 
которые поставлены перед человеком. 
 
Знания формализованные. Формализованное знание, сформулирован-
ное в обнаруженных закономерностях, в количественных критериях, 
в методах описания, в технологиях поиска решений и представленное 
в книгах, в учебниках, на видео- и аудио-носителях ни в какое сравнение 
не может идти по объему информации с гигантскими объемами не 
формализованного, интуитивного−эмпирического знания, приобрета-
емого в результате жизненного опыта и общения в социуме. 
 
Формализация данных и знаний требует больших усилий. Ослож-
няется она и тем, что часть этих данных и знаний человек не принимает во 
внимание, полагая их известными или очевидными, по умолчанию. 
Интересно, что сама процедура формализации интуитивно понятных 
знаний способна прояснить и сопутствующие проблемы и подсказать 
новые решения. 
                                               
1 Во введении использованы материалы книги [1]. 
2 Подробнее см. содержательную книгу [2], где автор первым из западных исследователей 
рассмотрел роль неформализованных форм существования и передачи знаний. Знаний, которые 
им были названы неявными (tacit knowlege), скрытыми, имплицитными.  
3 См., например, J. Hawkins and S. Blakeslee, On intelligence. [3]. 
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Эмпирические знания. К хорошо формализованным представленным 
в теориях, законах и правилах знаниям примыкают знания недостаточно 
хорошо формализованные, эмпирические, в массиве которых только 
предстоит обнаружить закономерности. Полностью не формализован-
ные или не вполне формализованные знания не могут претендовать на 
строгость и страдают неопределенностью, несистемностью и противоре-
чивостью. Однако именно эмпирические, не вполне формализованные 
знания и формируют то, что принято называть «ноу-хау», они являются 
предварительным этапом процесса осознания проблем. Этот необходи-
мый в эволюции сознания шаг предваряет более конструктивный этап 
формализации знаний4.  
 
Подобные знания приобретаются в результате осмысливания 
человеком процессов и явлений, накапливаются при общении и при 
различной деятельности. Расширение границ осознанного мира может 
происходить за счет обнаруженной возможности сформулировать в виде 
общих закономерностей и правил (формализовать) часть эмпирических 
(то есть, полученных непосредственно из опыта, недостаточно 
формализованных, хотя и частично структурированных, представленных 
в базах данных) знаний. 
Поиски ответов. Как отмечено М. М. Клайном [4], «существует 
много типов рассуждений, например, рассуждения по индукции, по 
аналогии и дедукции». На практике часто применяют методы получения 
решения, используя уже существующие данные, то есть индукцию 
и аналогии, хотя математики считают, что это не надежный метод, не 
обеспечивающий весьма желаемую ими однозначность вывода. Надежнее, 
полагают они, использовать систему постулатов и аксиом для 
подтверждения теорем или правила дедуктивной логики5, выделенные 
Аристотелем из практики доказательств.6  
По аналогии, то есть «если обычно известно из практики, что малина 
красная, то и полученная по заказу должна быть красной».  
По индукции – «если родителям удалось поступить в университет, 
значит и их детям это будет возможно».  
Дедукция (правила логики – силлогистический вывод по Аристо-
телю): «если все люди смертны, то и Сократ смертен». Аристотель 
относил к дедукции закон противоречия (одновременно истинным 
и ложным высказывание быть не может) и закон исключения третьего 
                                               
4 Но не надо переоценивать и качество на первый взгляд строгих теоретических построений, ибо они 
часто основаны на неточных постулатах и переоцененных умозрительных закономерностях. 
5 Аристотель ввел понятие силлогистического вывода, ввел требование, чтобы каждое высказывание 
было или истинным, или ложным, ввел в практику логических построений понимание того, что 
заключение должно быть столь же верным, как и посылки, из которых оно получено.  
6 Хотя, логические построения в рассуждениях предшественников уже существовали, например, 
признанный учитель Аристотеля Платон использовал метод «доказательств от противного», где 
в истинности утверждения убеждаются при обнаружении явного несоответствия его противоречия 
выбранным посылкам. 
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(высказывание или истинно, или ложно). Применение к посылкам 
дедукции гарантирует получение заключений, не уступающих в надеж-
ности посылкам7. 
Парадокс Дойча. Появление все большего объема формализованных 
знаний должно было бы повергнуть человека в уныние, если бы не 
отмеченный Д. Дойчем парадокс [5], который заключается в том, что 
более поздние научные теории охватывают все большее число явлений 
и проще усваиваются начинающими учеными. Собранное в апробирован-
ных теориях и сформулированное в законах формализованное знание 
интегрирует и объединяет в компактную и удобную для освоения систему 
впечатляющий опыт цивилизации, дает инструментарий для поддержания 
и развития технологического и социального уклада жизни планеты. 
Критерии соответствия требованиям истинности. Это крите-
рий научности Поппера, принцип верифицируемости и принцип Оккама.   
1. Критерий Поппера − теория является научной (фальсифици-
руемой), если существует методологическая возможность её опро-
вержения, в частности путём постановки эксперимента.  
2. Принцип верифицируемости требует определения достоверности, 
точности и обоснованности прогнозов.  
3. Принцип Оккама рекомендует не вводить в рассмотрение новые 
сущности без крайней необходимости. 
Основными проблемами машинного обучения будут или форма-
лизация всего массива необходимых знаний для экспертных систем 
и систем логического вывода, или создание эффективного интерфейса для 
взаимодействия с нейронными сетями, способными осваивать знания 
в «сыром», неформализованном виде. В первом случае предваряет подоб-
ные действия трудоемкая формализация всех освоенных людьми инту-
итивных, неформализованных и эмпирических знаний, что пока является 
неподъемной задачей на сегодня. А во втором случае подобный 
интерфейс для интерактивного взаимодействия людей и устройств 
с нейронными сетями будущего потребует поиска иных подходов 
к технологиям освоения знаний машинами8.  
Потому так важно изучить все известные методы представления 
знаний, способы их обработки и получения новых знаний.  
                                               
7 Эмпирические, полученные из опыта данные проверяются многократными повторениями, и дока-
зательство их истинности построено на рассуждениях по аналогии. 
8 Если отдельному человеку для освоения всего массива знаний требуются десятилетия, то нейрон-
ным сетям будущего, которые будут связаны с большим числом людей, а также с множеством 
приборов и устройств, возможно понадобится существенно меньшие времена обучения. То есть 
большие времена набора знаний, как у человека, могут быть в определенной степени компен-
сированы многоканальным взаимодействием со значительным числом людей и приборов.  










1.1. Основные представления 
 
Естественный язык в большинстве своих реализаций содержит 
конструкции, которые, кроме простых логических посылок, являются 
также ключами для инициализации существующего у каждого человека 
целого спектра понятий и логических структур.  
Фразы естественного языка способны вызывать отголоски пере-
житых и зафиксированных ранее в памяти ощущений, могут формировать 
целостные чувственные представления. При этом мы здесь не обсуждаем 
вовсе интонацию, жесты, выражения лица говорящего. На первый взгляд 
создается впечатление, что попытки создать аналог естественного языка 
формальными методами обречены на провал. Большие трудности 




Формализация данных и знаний требует больших усилий. Осложняется 
она и тем, что часть этих данных и знаний человек не принимает во 
внимание, полагая их известными или очевидными, по умолчанию.  
 
Проблемы конструирования интеллектуальной системы: 
− трудности понимания запросов на естественном языке (но обойти 
можно, определив понятный машине язык запросов) [6]; 
 
Надо обучать умению задавать вопросы 
Человек тоже часто не знает, что спросить, не способен даже фор-
мулировать вопросы, если его предварительно не подготовить к разго-
вору, если заранее не очертить контуры обсуждаемой проблемы. 
 
                                               
9 Для ознакомления с принципами создания интеллектуальных систем можно ограничиться 
разделом 1. 
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− трудности логического вывода ответа, исходя из хранящейся в базе 
информации; 
− для понимания запроса и вывода может потребоваться инфор-
мация, которая не имеется в базе (эту информацию эксперты могли 
опустить, полагая её общеизвестной). 
Консультирующие экспертные системы – системы диагностики, 
системы, способные формулировать заключения из определенной 
предметной области. Для этого используют знания экспертов. Эти знания 
часто являются не полными, не точными и достаточно неопределенными 
(интуитивными) и, порой, на первый взгляд и не логичными. 
 
Виды задач 
Доказательство теорем. Этот класс интеллектуальных задач 
основан на дедукции на основании гипотез, здесь нужны интуитивные 
навыки (появляющиеся, увы, только из опыта) выбора набора про-
межуточных лемм.  
 
Конструктивные теоремы 
Так называемые конструктивные теоремы полезны тем, что после их 
доказательства виден путь решения, сформулированы логические связи 
(леммы), указаны значения параметров и переменных. Собственно, 
именно при выполнении этих условий подобные теоремы могут быть 
названы конструктивными. Их использование может оказаться полез-
ным на практике. 
 
Роботика (robotics) – научное направление об организации 
целесообразного поведения робота с сенсорными и исполнительными 
(эффекторными) механизмами. Рассмотрение построено на просмотре 
состояний (мира) и описания процессов изменения этих состояний. При 
этом создаются планы этих изменений, планы последовательности 
действий, методы управления планами. Планы содержат разный уровень 
детальности.  
Автоматическое программирование (пример − компиляторы, 
получают спецификацию на входном коде и пишут программу в объ-
ектном коде). В системах ИИ это описание на высоком уровне некоторого 
утверждения (точного в формальном языке − исчисление предикатов, − 
или не точного в естественном языке, тогда нужно предусмотреть 
уточняющие запросы), которое за счет автоматического програм-
мирования будет воспринято машиной. Сопутствующая задача – 
верификация программы, − доказательство того, что система достигла 
результата. Отладка – стратегия всей (полной) программы. 
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Логические операции − основа систем искусственного интеллекта 
Введение большого числа логических операций, позволяющих при их 
применении машине фактически выбирать путь решения, в какой-то 
степени приближает программу к системам искусственного интеллекта. 
Вообще говоря, переход от жесткой алгоритмической структуры 
к системам логического вывода лежит сначала в замене множества 
традиционных математических и конструкторских операций с фактами 
и отношениями на логические и затем в постепенном отказе от жесткой 
последовательности их выполнения. 
 
Поиск оптимальных расписаний (например, задача комми-
вояжера – поиск минимальной длины маршрута, не посещая городов 
больше одного раза или поиск пути с минимальными затратами по дугам 
графа, содержащим множество вершин, которые нельзя посещать больше 
одного раза). К этому классу задач относят задачи размещения объектов 
на определенных условиях. Простые попытки решения (перебором) 
порождают комбинаторный взрыв – взрывной рост вариантов решения, 
которые исчерпывают возможности вычислительной системы. Слож-
ность задачи с ростом объема задачи может расти линейно, степенным 
образом (полиномиально), экспоненциально (например, для т. н. 
NP  − полных задач) и даже быстрее − взрывным образом ( )/(1 0VV  ). 
NP -задачи – задачи с т.н. неопределенными знаниями, не 
снабженные эвристическими правилами, упрощающими схемами, 
заставляющие решать методом перебора вариантов. 
 
Невозможность универсальной схемы решателя 
Нельзя решать вообще, каждая задача требует своего подхода, своей 
эвристики, своих предположений и приоритетов относительно выбора 
метода решения, которые опираются на собственный опыт и опыт 
чужой − привлеченный (изученный и осознанный). Отсюда следствие – 
нельзя придумать общую технологию решения логических задач 
принципиально. Можно лишь сформулировать процедуры и интегри-
ровать их в методы с ограниченным применением. А затем подумать, 
как их рационально использовать в конкретном случае. 
 
Экспертные системы с недостаточно определенными знаниями 
Четыре важные проблемы, которые возникают при проектировании 
и создании ЭС с недостаточно определенными (не точными) знаниями:  
• Как количественно выразить степень определенности при установлении 
истинности (или ложности) некоторой части данных? 
• Как выразить степень поддержки заключения конкретной посылкой? 
• Как использовать совместно две (или более) посылки, независимо 
влияющие на заключение? 
• Как быть в ситуации, когда нужно обсудить цепочку вывода для 
подтверждения заключения в условиях неопределенности? 
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Структуры 
Глобальная база данных – база данных и знаний экспертной 
системы. 
Система продукций – взаимодействие 3 элементов интеллекту-
альной системы − базы данных, множества правил продукции и системы 
управления. Модульность – изменения в базах данных, наборах правил 
и системе управления, которые могут быть независимыми. Элементами 
интеллектуальной системы являются базы данных (знаний), позволяющие 
представлять знания в эффективном виде, обеспечивать ввод, хранение, 
извлечение этих знаний. В ряде случаев необходимо для ответа на запрос 
провести некоторые дедуктивные (от общего, то есть, от аксиом и правил, 
к частному) операции с фактами из этих баз данных.  
 
Изменение базы знаний (фактов и правил продукции) − основа 
обучения в экспертных системах.  Это уже активно используют. Для 
большей гибкости надо бы изменять и саму систему управления – но 
обычно она задана.  
 
Правило продукции – создается на базе обобщения вычислитель-
ного формализма; существует предварительное условие, которому база 
данных удовлетворяет; использование (применение) правила, вообще 
говоря, меняет базу данных; использование (применение) правила проис-
ходит на основе принятия решения системой управления; самостоятельно 
между собой правила не взаимодействуют (не «вызывают» друг друга). 
Терминальное условие – условие остановки.  
Декларативные знания – данные, включающие в себя факты, 
процедурные – представленные в правилах, управляющие – представлены 
в стратегии управления.  
Основная проблема ИИ – основываясь на задаче, организовать 
декларативную, процедурную и управляющую компоненты для 
использования в системах продукции. 
Представление состояний, ходов и целевых условий. Основная 
задача − найти наиболее оптимальное представление. Это и наименьшее 
число (значимых) состояний, и ограничение по возможности возможных 
ходов, и упрощение процедур управления. С этого, вообще говоря, 
следует начинать. Хотя оптимизация представлений – больше искусство, 
чем технологии. 
Вычислительные затраты экспертных систем состоят из: 
1. затрат на применение правил и 2. затрат на управление. Низкая 
информированность о задаче приводит к небольшим затратам на 
управление, но зато к большим затратам на перебор правил. 
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Энтузиазм или квалификация? 
У человека первый случай − это метод «малоосознанного перебора», − 
работает эффективно, когда много времени и здоровья у исполнителя, 
который стремительно перебирает варианты решения. Второй случай − 
высокая квалификация (на достижение которой потрачено много 
усилий), но решение находится быстро.  
 
Высокая информированность о задаче приводит к затратной (и очень 
дорогостоящей) системе управления (с большим объемом памяти 
и необходимостью громоздких вычислений), но экономит на потерях при 
применении правил, решение получается быстро. 
 
Как мы распознаем образы? 
Распознавание у человека происходит на основе совместного действия 
множества различных, не вполне определенных признаков, которые 
с высокой надежностью дают ответ (причем только все вместе). 
Обычно в памяти человека и при его наблюдениях имеется конечное 
число N объектов, сравнение с которыми может быть проведено. 
Задача формулируется так: как по неполной, неточной информации по 
М признакам среди N объектов выделить один объект. Вообще говоря, 
существует ли критерий на уровень неполноты информации и этих 
значений (признаков и объектов), позволяющий с уверенностью 
считать, что выбор однозначный. Кстати, китайцы, которые оказались 
в первый раз среди массы европейцев, полагают, что европейцы все на 
одно лицо. Не запоминают, точнее не узнают прежде виденного 
человека [3]. Интересен эффект «de ja vu» − это отголоски полу-
узнавания, что-то в наблюдаемом подобно прежде увиденному. 
 
Стратегии управления 
Общие подходы [7] (см., также [8]). Для систем продукции 
стратегии управления − процесс поиска, где правила используются 
и проверяются пока некоторая их последовательность не порождает базу 
данных, удовлетворяющую терминальному условию. 
Прямая система продукций – от исходного к целевому состоянию. 
Если можно выделить все состояния и цели, то можно определить 
глобальную базу данных для описания этих состояний. П-правила – 
правила, которые применяются к описаниям состояний для порождения 
новых состояний. Этот подход полезно применять, если целевых 
состояний много, а начальное (исходное) состояние одно. 
Обратная система продукций. При этом множество описаний 
целей задачи может служить глобальной базой данных. О-правила – 
правила, которые применяются к описаниям целей для порождения 
подцелей. Обратное движение от целевого к исходному дает возможность 
найти подцелевое состояние (т. е. состояние, от которого до целевого путь 
уменьшается на один шаг). Этот подход полезно применять, если целевое 
состояние одно, а начальных (исходных) состояний много. 
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Прямая система продукций стартует от начальных данных и получает 
какой-то результат. База данных расширяется и терминальным 
условием может быть заданное число шагов (независимо от 
результата) или ее полное заполнение (все факты из начального 
набора вошли в базу). 
Обратная система продукций стартует от целей к начальным данным. 
Согласование отвечает возможному результату. Остается ответить на 
вопрос об единственности решения (стандартный вопрос при 
доказательстве теорем). 
 
Двусторонняя система продукций. Глобальная база данных 
содержит начальные состояния и целевые состояния. К начальным 
(исходным) применяют П-правила, к целевым – О-правила. 
Коммутативные системы продукций – каждое из множества 
правил применимо к измененной (при применении одного из правил) базе 
данных; ежели целевое условие удовлетворяется базой данных, то оно 
удовлетворяется измененной (при применении одного из правил) базой 
данных; базы данных полученные после применения последовательности 
правил, инвариантны при перестановках в этой последовательности. 
Преимущества этих систем в том, что можно рассматривать лишь один из 
возможных путей решения для данного набора правил (свобода выбора 
очередности применения правил). Правила остаются применимыми 
к новым порожденным базам данных (что в общем случае не так). 
Разложимые системы продукций – исходная база данных 
разбивается на сегменты, которые можно обрабатывать независимо. 
Процедура разбиения – декомпозиция базы данных. Обязательное 
требование – аналогичная декомпозиция терминального условия 
(терминальное условие – конъюнкция терминальных условий для каждого 
сегмента). 
Например, длинная молекула, каждый сегмент (ген) которой может 
подвергаться изменениям независимо от соседних сегментов. 
 
Методы 
Методы − безвозвратный (применение правила без возможности 
возвращения к начальному состоянию), пробный (правило используется, 
но резервируется возможность вернуться к начальному состоянию). Два 
типа пробных режима − с возвращением, когда определена точка возврата; 
управление с поиском на графе, где запоминается результаты применения 
нескольких последовательностей правил. 
Безвозвратный режим подходит лишь в том случае, если точно 
известно, что метод решения (поиска решения), основанный на т. н. 
локальной информации, апробирован, надежен и со 100 % вероятностью 
приведет к правильном результату (который, вообще говоря, не извес-
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тен) – т. н. глобальной информации (решения). Пример применения 
локальной информации для построения глобального решения – процесс 
«подъема на гору» − движение в сторону «наибольшей крутизны и/или 
высоты» пока не достигается нужный результат. Для этого нужно иметь 
специальную функцию с помощью которой осуществляется стратегия 
выбора правил.  
 
Если в случае оценки правильности ответа используется условие 
минимизации некоторой целевой функции, и в процессе поиска решения 
достигается локальный минимум, вместо нужного глобального, то 
возникают проблемы. В этом случае должны быть дополнительные 
программы проверки нужного результата и при несоответствии − 
механизм выведения («вытряхивания») системы из этого локального 
минимума. 
 
Режим с возвращением (backtracking). Процедура должна завер-
шить работу, если порождаемая база данных удовлетворяет терминаль-
ному условию. Список правил, использованных для порождения этой 
базы данных, печатается в конце. База данных совпадает с терминальной 
(окончательной, верной). В рекурсивной процедуре нет остановки (но её 
можно предусмотреть, вводя ограничения на глубину рекурсии), она 
может порождать все новые базы данных. Упорядочение правил для их 
последовательного применения может быть основано на разных сообра-
жениях, которые придется формализовать в процедуре упорядочения.  
В таких режимах система обычно не запоминает неудачные пути 
и множества преобразованных (в результате применения правил) баз 
данных, хотя можно заставить её запомнить все шаги последнего пути 
и возникающие на этих шагах базы данных. 
 
Размышления человека – это практически одномоментное и масштабное 
сопоставление как фрагментарно структурированных, так и ранее не 
согласованных образов: Входная и промежуточная неполная информация 
за счет ассоциаций (частичного узнавания) поднимает структурированное 
в блоки-образы множество единиц информации (знания об объектах 
и  явлениях). У человека мысль – множественные цепочки ассоциативных 
воспоминаний, ибо все новые конструкции образов формируются из 
элементов прежде запомненных образов. Далее поиск нужного сте-
реотипа и его фиксация: ассоциативность, одновременный учет мно-
жества иерархических последовательностей связей между представ-
лениями (именно такие информационные конструкции лучше 
запомнились) позволяет быстрее выделить, сформировать некоторый 
стереотип (мнение), доминирующий образ. Потому даже невероятная 
скорость при, увы, последовательном применении логических операций 
пока не позволяют экспертным системам достигнуть производительности 
человеческого интеллекта.  
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Томас Байес   
Томас Байес  Reverend Thomas Bayes 
(1702−1761) английский математик,  
представил важные, получившие широкое 
распространение достижения в области 
теории вероятности и математической 
статистики.  Сформулировал т. н. теорему 
Байеса (опубликованную в 1763 г.), 
формула его имени позволяет оценить 
вероятность событий, используя 
эмпирические данные, общепринятая 
терминология: «байесовская оценка»,  
«байесовская сеть». 
                                    
При использовании байесовской системы логического вывода 
информация, обрабатываемая экспертной системой, не является абсо-
лютно точной, а носит приближенный вероятностный характер. 
Пользователь не обязательно должен быть уверен в абсолютной 
истинности или ложности свидетельства, он может отвечать на запросы 
системы с какой-то степенью уверенности. В свою очередь система 
выдаёт результаты консультации в виде вероятностей наступления 




1. Вероятность любого события А является неотрицательной. 
2. Вероятность всех событий выборочного пространства равна единице. 
Определения: 
DET1. Дополнение к А, обозначаемое (¬A), содержит совокупность всех 
событий за исключением А. Т. к. А и ¬A являются взаимно независимыми 
(т. е. А ¬A= W) то р(А) + р(¬A) = р(А  ¬A) = р(W ) = 1. 
DET2. Пусть В некоторое другое событие. Тогда вероятность того, 
что произойдет А при условии, что уже произошло В записывается в виде 
р(А | B) и называется условной вероятностью события А при заданном 
событии В. 
DET3. Вероятность того, что оба события А и В произойдут р(АВ), 
называется совместной вероятностью событий А и В.  
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Условная вероятность: Вероятность наступления события A , при 
условии наступления события B , называется условной вероятностью 
A  (при данном условии), обозначается ( / )P A B  и вычисляется из 
самого определения вероятности. Для данных двух событий A и B
рассмотрим следующий набор несовместных событий:
, , ,AB AB AB AB , (полный набор событий). Общее количество 
равновозможных исходов равно n . Если событие B  уже наступило, то 
исходы ограничиваются лишь двумя событиями ,AB AB .Пусть коли-
чество этих исходов равно Bn . Из этих исходов событию A  благо-
приятствуют лишь те, что связаны с событием AB . Количество 
соответствующих исходов обозначим ABn . Тогда согласно классичес-
кому определению вероятности вероятность события A при условии 
наступления события B будет равна ( / ) /AB BP A B n n , разделив 
числитель и знаменатель на общее количество исходов n и учи-
тывая определение, получим формулу условной вероятности:
( / ) ( ) / ( )P A B P AB P B . 
 
ВЫВОДЫ: 
1. Условная вероятность р(А|B) равна отношению совместной 
вероятности р(АВ) к вероятности события В при условии, что она не 
равна нулю.          
р(А|B) * р(В) = р(АВ) и аналогично   р(В|А) * р(А) = р(ВА),так как 
р(АВ) = р(ВА), то получим соотношение            
р(А|B) * р(В)= р(В|А) * р(А) −−−− теорема Байеса. 
2. Для явно непересекающихся событий В А и В ¬A справедливо 
В = (В А)  ( В  ¬A), тогда  
р(В)=р((ВА) (В¬A))=р(ВА)+ р(В¬A) = р(В|А)* р(А) + 
р(В|¬A)*р(¬A) 
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Структура 
База знаний представляет собой текстовый файл (который 
в дальнейшем может быть зашифрован), включающий три секции со 
следующей структурой: 
 − Описание базы знаний, имя автора, комментарий и т. п . (можно 
в несколько строк, общая длина которых не должна превышать 10000 
символов; данная секция заканчивается после первой пустой строки) 
Свидетельство № 0 (любой текст (не более 1000 символов), закан-
чивающийся переносом строки) Свидетельство № 1Свидетельство № 2 ...  
Свидетельство № N (после последнего свидетельства следует одна 
пустая строка, и вторая секция заканчивается)  
Исход № 0, P [ , i, Py, Pn ]  
Исход № 1, P [ , i, Py, Pn ] 
Исход № 2, P [ , i, Py, Pn ] 
...  
Исход № M, P [ , i, Py, Pn ]  
−−− 
Смысл первых двух секции вполне понятен. Последняя секция требует 
более подробного рассмотрения. В ней перечисляются правила вывода: 
каждое задаётся в отдельной строке; перечисление заканчивается с 
концом файла.  
 
Правило вывода 
В начале описания правила вывода задаётся исход, вероятность 
которого меняется в соответствии с данным правилом. Это текст, 
включающий любые символы, кроме запятых. После запятой указывается 
априорная вероятность данного исхода (P), т. е. вероятность исхода 
в случае отсутствия дополнительной информации. После этого через 
запятую идёт ряд повторяющихся полей из трёх элементов. Первый 
элемент (i) – это номер соответствующего вопроса (симптома, сви-
детельства). Следующие два элемента (Py = P(E / H) и Pn = P(E / не H) ) – 
соответственно вероятности получения ответа «Да» на этот вопрос, если 
возможный исход верен и неверен.  
Эти данные указываются для каждого вопроса, связанного с дан-
ным исходом. (Примечание: P <= 0.00001 считается равной нулю,  
а P>= 0.99999 – единице, поэтому не указывайте такие значения – исход 
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ПРИМЕР (три вопроса−симптома): 
Грипп, 0.01, 1,0.9,0.01, 2,1, 0.01, 3,0,0.01. 
Здесь сказано: существует априорная вероятность P(H) = 0.01 того, что 
любой наугад взятый человек болеет гриппом.  Допустим, программа 
задает вопрос1(о наличии симптома 1). Тогда мы имеем P(E / H) = 0.9 
и P(E / неH) = 0.01, а это означает, что эксперты дали следующие 
оценки: наличие симптома в 90 % означает, что человек болен 
гриппом, а в 1 % случаев ничего не значит. Если у пациента грипп, то он 
в девяти случаях из десяти ответит «Да» на этот вопрос, а если у него 
нет гриппа, он ответит «Да» лишь в одном случае из ста (т. е. данный 
симптом встречается довольно редко при других болезнях (исходах)). 
Очевидно, ответ «Да» подтверждает гипотезу о том, что у него грипп. 
Ответ «Нет» позволяет предположить, что человек гриппом не болеет.   
Для второго симптома имеем запись «2,1,0.01». В этом случае P(E / H) = 1, 
т. е. если у человека грипп, то этот симптом обязательно должен 
присутствовать. Соответствующий симптом может иметь место и при 
отсутствии гриппа (P(E / неH) = 0.01), но это маловероятно.  
Вопрос 3 исключает грипп при ответе «Да», потому что Р(Е / Н) = 0. Это 
может быть вопрос вроде следующего: «Наблюдается ли у Вас данное 
состояние на протяжении большей части жизни?» – или что-нибудь 
вроде этого. 
 
Значения P(E / H) и P(E / неH), подставленные в теорему Байеса, 
позволяют вычислить апостериорную вероятность исхода, т.е. 
вероятность, скорректированную в соответствии с ответом пользователя 
на данный вопрос: 
 
P(H / E) = P(E / H) * P(H) / ( P(E / H) * P(H) + P(E / неH) * P(неH) ) 
 
Таблица 1.2 
P(H / E)    
апостер. 






























































P апостериорная = Py * P / ( Py * P + Pn * ( 1 – P ) ) 
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Вероятность осуществления некой гипотезы H при наличии 
определенных подтверждающих свидетельств E вычисляется на основе 
априорной вероятности этой гипотезы.  
Пример актуальной проблемы: Событие: человек оглянулся.  
Результат: влюбился? 
 
Оценки степени доверия (меры истинности, вероятности) 
Теория Депстера (Dempster)−Шафера (Shafer). Мера 
истинности определяется   интервалом 
Доверие < мера истинности < правдоподобие. 
 
 
Артур Демпстер (справа)  
и Глен Шафер 
 
Артур Демпстер − Arthur Pentland 
Dempster (1929) – математик, 
профессор Гарвардского университета,  
Глен Шафер − Glenn Shafer был 
профессором во многих университетах, 
математик в области статистики 
и искусственного интеллекта. 
Разработали методы оценки 
достоверности событий, в частности, 
Dempster-Shafer theory (DST). 
               
Доверие – это сумма масс, свидетельств, поддерживающих гипотезу. 
Правдоподобие = 1 – сумма масс свидетельств, отвергающих гипотезу. 
Рассмотрим пример. Можно предположить, что у девушки есть друг, 






Безразличная. То есть, друга у нее 
нет 
0 0 0 
Она кого-то любит 0,2 0,2 0,5 
У нее есть друг, но она его не 
любит 
0,5 0,5 0,8 
Универсальная. Она имеет друга, 
но неизвестно, любит она его или 
не любит. 
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Этот метод дает возможность, исходя из свидетельств экспертов, оценить 
меру истинности каждого утверждения, отмеченного в таблице. 
Система Перла (Perl). Это формирование так называемых сетей Байеса, 
которые дают возможность оценить вероятность одного события, если 
случилось событие другое. Не трудно видеть, что система Байеса, 
рассмотренная в предыдущем разделе – это частный случай сети Байеса. 
Рассмотрим пример.  
Оценить вероятность дождя, если известно, что трава мокрая. Имеется 
поливальная установка (S) и возможен дождь (R), как причины наличия 
мокрой травы (G). 
Очевидно, условная вероятность, которую следует определить, 




P G T R T
P R T G T
P G T
 





( , ) ( , , ) ( , , ) ( , )
P G T R T
P G T S R T P G T S T R F P G T S F R T P G T S R F
 

              
 
Если известны все эти вероятности, то можно найти искомую условную 
вероятность.  
 
Выбор основных переменных, параметров 
Факторный анализ − выделение главных показателей, оптимизация 
описания объекта за счет объединения сильно коррелирующих между 
собой переменных.  
1. Все показатели (переменные) классифицируются по характеру 
взаимных связей, выделяются основные и второстепенные, от которых 
обыкновенно в дальнейшем отказываются. Фактор − скрытая 
(комбинированная) или явная переменная. Нагрузкой называют 
корреляцию между исходной переменной и фактором. 
2. Пример из теории размерностей: один фактор может объединять 
в себе несколько переменных, например, если коррелированность 
переменных внутри фактора больше, чем между переменными иных 
факторов. Формирование факторов из набора переменных может 
происходить и по другим причинам, вообще говоря, не связанным с их 
коррелированностью. Некоторые переменные, имеющие высокую 
корреляцию между собой, или связанные размерностью, могут быть 
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, представим уравнение в окончательном виде  
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 − число Фруда (Froud), 
0u lR

 − число Рейнольдса (Reynolds). 
Факторы формируются в структуру10. Другими словами, каждый 
фактор откладывается по своей оси в ортогональной системе координат. 
Любая точка в этом факторном пространстве определяет физическую 
реальность – характер течения.  
Для формирования из этой структуры более простого описания 
используют «метод главных компонент» (Principal component analysis, 
PCA) — один из основных способов уменьшить размерность данных, 
потеряв наименьшее количество информации. Смысл которого избавиться 
от некоторых слабо влияющих факторов, полагая их постоянными 
величинами или переходя к их комбинациям (что отвечает вращению или 
деформациями этого пространства факторов). Смысл этих операций 
в уменьшении размерности пространства исследований.  




                                               
10 Иногда употребляют ортогональный метод вращения матрицы данных − «варимакс». Метод 
«варимакс» максимизирует разброс квадратов нагрузок для каждого фактора, что приводит 
к увеличению больших и уменьшению малых значений корреляторов (косоугольное вращение 
используют для определения простой структуры второстепенных факторов). 
РАЗДЕЛ 1. Простые экспертные ситемы ______________________________________ ~ 23 ~ 
 
Карл Пирсон Karl (Carl) 
Pearson, (1857−1936) английский 
статистик, биолог и философ. 
 
Основатель математической статистики, 
в частности, теории корреляции, 
корреляционного анализа, профессор 
прикладной математики и механики 




Визуализация данных − представление данных эксперимента или 
результатов теоретического исследования. Визуализацией данных явля-
ется ортогональное проецирование на плоскость первых двух (трех) 
главных компонент. Такая проекции оптимальны при минимизации 
суммы квадратов расстояний от точек данных до проекций на 
плоскости главных компонент.  
 
 
1.3. Простой логичский вывод 
 
Использование формальной логики для создания логического метода 
решения задач было начато еще Фридрихом Фреге и его современниками 
в XIX веке. В следующих разделах подробней рассмотрим логику 
предикатов, которая стала основой языков логического программирования 
[10−12].  
 
Фридрих Людвиг Готлоб Фреге 
Friedrich Ludwig Gottlob Frege 
Вклад в логику сравнивают с вкладом 
Аристотеля и К. Геделя. Создал логику 
предикатов, ввел кванторы и многое 
другое, что позволило появиться книге 











Основные труды в математической логике, 
теории полей классов, ввел 
рекурсивные функции, разработал 
математический метод резолюции. 
Теорема Эрбрана о дедукции является 




Джон Алан Робинсон 
Джон Алан Робинсон 
John Alan Robinson 
Внес определяющий вклад в развитие 
логического программирования, доктор 
университета Принстона, работал в концерне 
DuPoint и в университете Райса, где 
сформулировал практический метод 
резолюции в логике. 
 
 
Ниже остановимся на принципах логического вывода и рассмотрим 
такой пример простейшего логического вывода.  
 
База знаний (состоит из двух правил): 
Правило 1: если «отдых – летом» и «человек – активный», то «ехать 
в горы», 
(отдых_летом  челов_акт   ехать_в_горы) 
Правило 2: если «любит солнце», то «отдых летом», 
(любит_солн  отдых_летом) 
Входные данные – «человек активный» и «любит "солнце». 
 
Итак: Правила – это база знаний. База данных содержит факты. Правило 
состоит из фактов (литералов) и связок. Факты в составе правил могут 
находится в базе данных частично или все. Если они все уже находятся 
в базе данных, то остановка программы. Это условие – терминальное. 
Первое правило сложное, ибо там три литерала, второе – простое, только 
два литерала. Рассмотрим действия, изображенные в таблице  
РАЗДЕЛ 1. Простые экспертные ситемы ______________________________________ ~ 25 ~ 
 
Таблица 1.4 
Прямой вывод Обратный вывод 
1−й проход. 
Шаг 1. Пробуем Правило1 −  не работает 
(не хватает данных  
«отдых – летом»). 
Шаг 2. Пробуем П 2 −  работает, в базу 
поступает факт «отдых – летом». 
 
2−й проход. 
Шаг 3. Пробуем  Правило 1 – уже 
работает, активируется цель «ехать 
в горы», которая и выступает как совет, 
который дает данная экспертная система. 
1−й проход. 
Шаг 1. Цель − "ехать в горы": пробуем 
Правило 1 − данных  
«отдых – летом» нет, они становятся 
новой целью, и ищется правило, где эта 
новая цель в правой части. 
Шаг 2. Цель «отдых – летом»:  
Правило 2 подтверждает цель 
и активирует ее. 
 
2−й проход. 
Шаг 3. Пробуем Правило 1, 
подтверждается искомая цель. 
 
Прямой вывод – рассматривается сначала левая часть (посылка). 
Если посылка среди фактов, то правило срабатывает и цель (вывод) этого 
правила, то есть новый факт, добавляется в базу данных. Если в посылке 
не все факты среди фактов базы данных, правило не срабатывает 
и программа переходит ко второму правилу.  После использования всех 
правил (первый проход) база данных модифицируется (в этом случае 
добавляется новый факт).  Второй проход с обновленной базой данных 
позволяет удовлетворить первому правилу и вывод-факт добавляется 
в базу данных. Дальше машина может: 1) проверить все задействованные 
правила, при этом изменений в базе данных нет или 2) все факты 
в структуре правил оказались в базе данных или 3) еще как-нибудь (?), но 
тогда как-то надо задать терминальное условие, и если оно оказывается 
удовлетворенным, программа останавливается. 
 
Обучение экспертной системы 
Заполнение глобальной базы данных новыми фактами и пред-
ложениями, которые есть следствие выполнения процедур вывода, 
является формой обучения интеллектуальной системы. Действительно 
при решении подобных задач, можно воспользоваться этими новыми 
фактами и предложениями, что способно упростить процедуру 
и сократить время решения.  
 
Обратный вывод. Стартуют от выводов правил (то есть, от целей). 
Проверяют первую цель (правую часть первого правила.), в левой части 
два литерала-факта. Один есть в базе данных, а второго − нет. Он 
активизируется в роли новой цели и ищется другое правило базы знаний, 
где он находится в правой части. Находим такое правило, проверяем 
левую часть − есть ли она в базе данных. Если есть, то теперь начальная 
цель получает право на жизнь, её включают в базу данных. При этом 
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в базу данных могут включать и все промежуточные цели этого удачного 
решения. Проверка всех задействованных правил дает их выполнение 
и изменений базы данных уже нет – это может служить терминальным 
условием − условием остановки программы.  
Обратный сценарий более конструктивен, ибо если в прямом 
реализован перебор правил, то во втором формируется дерево целей, 
правила применяются избирательно. Перебор может увеличивать время 
решения, формирование дерева сокращает время решения.  
Кстати, в обратном выводе тоже можно организовать перебор, 
аналогичный рассмотренному прямому методу, а в прямом построить 




1.4. Реляционная база данных 
 
Здесь речь пойдет о реляционной базе данных, которая основана на 
одноименной модели данных. Определяет зависимость, отношения между 
данными. Использование данного подхода и разработка первых моделей 
были выполнены доктором Э. Коддом из IBM (1970). 
 
  
Эдгар Франк «Тед» Кодд 
Эдгар Франк «Тед» Кодд − Edgar Frank Codd 
(1923−2003) британский учёный, докторская 
степень в университете Мичигана, работал в 
Альмаденском исследовательском центре 
IBM, где создал реляционную модель данных, 
заложил основы теории реляционных баз 
данных. 
 
Данные о сущности хранятся в отношениях. Отношение содержит 
несколько кортежей (строк таблицы). Кортеж состоит (заполняется) из 
атрибутов. Множество кортежей данного отношения называют телом 
отношения. Атрибут – свойство, характеризующее сущность. Набор 
доменов определяет отношение, а каждый домен – множество возможных 
значений одного атрибута. Совокупность атрибутов, которые однозначно 
определяют каждый из кортежей отношения, – ключ отношения.  
 




ФИО Отдел Должность Дата рождения 
Волк А. Б. 1 мастер 10 01 70 
Заяц В. Г. 2 рабочий 20 02 80 
Охотник Д. Е. 3 начальник 30 03 90 
 
Таблица 1.5 в целом – это отношение, первая строка (строка 
заголовков) – схема отношения, 2−4 строки – кортежи, заголовок 
столбца – атрибут, запись в ячейке − значение атрибута, домен − набор 
всех значений атрибута, ключ − набор атрибутов, идентифицирующий 
кортеж (данную строку). Связывание отношений. Рассмотрим два 
отношения: ОТДЕЛЫ (код отдела, название, число сотрудников); 
СОТРУДНИКИ (код сотрудника, ФИО, код отдела, зарплата). 
Атрибуты, выделенные жирным шрифтом, – внутренние первичные 
ключи, а курсивом, – внешний ключ отношения СОТРУДНИКИ (является 
первичным ключом отношения ОТДЕЛЫ). Ключи можно индексиро-
вать − система индексации фактически автономная база данных. 
Можно получать новые отношения (вычисляемые) из старых (хранимых).  
Функциональная зависимость одного (составного) атрибута В от 
другого (составного) атрибута А состоит в том, что каждому 
значению А соответствует в точности одно значение В ( BA ). 
Транзитивная зависимость атрибутов А,В,С − если BA , а также 
B C , но обратные зависимости, вообще говоря, отсутствуют. 
 
1. Первичные ключи могут быть индексированы индексами разного ранга, 
что позволяет формировать множество автономных баз данных.  
2. Внешние ключи позволяют связывать различные элементы из разных 
баз данных.  
 
Заполнение глобальной базы данных – ключевая задача для любого 
интеллекта. Во-первых, даже при большом объеме «помещения» для 
данных и знаний сечение входа в него весьма ограничено. Во-вторых, 
следует все так уложить и разложить, чтобы было легко добраться до 
нужной упаковки. В-третьих, неминуемо придется все упакованное 
много раз перекладывать, так как нужные для определенной цели 
упаковки желательно собрать в одном месте. Очевидно, что если все 
время появляются новые объекты, которые следует упаковать 
и разложить, и если они должны оказаться в нужном месте склада, 
рядом с подобными им, то можно представить какая большая работа 
должна непрерывно выполняться в этом складе−глобальной базе 
данных. Особенно на начальном этапе, когда этот склад наполняется. 
Потому, процессы заполнения и перестройки − дефрагментации 
(аналоги фазовых переходов второго рода) глобальной базы данных 
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требуют значительных затрат энергии, что, в частности, задерживает 
рост молодого организма. Особенно у человеческого дитя, которое 
и в дошкольной стадии (которая подобна стадии развития любого 
теплокровного), а в особенности − на стадиях обучения в школе 
и в ВУЗе осваивает гигантские объемы информации. Интегрирование 
в культуру, в социально-производственные отношения требует 
осознания множества смыслов и освоения множества технологий, 
что и приводит к задержке физического развития во много раз, 
в  сравнении с другими млекопитающими. Человек треть своей 
жизни растет, что совершенно не сравнимо с отведенным иным 
животным для своего взросления отрезком их жизни. 
 
 
1.5. Решение задач роботом 
 
Рассмотрим задачу создания планов в рамках программы автомати-
ческого планировщика STRIPS (Stanford Research Institute Problem Solver). 




Нильс Нильсон − Nils J. Nilsson 
Руководитель Центра искусственного 
интеллекта профессор Стенфордского 
университета, создатель планировщика 
STRIPS, провел анализ свойств резолюции, 
выпустил несколько учебников по 
искусственному интеллекту, признанных 
наиболее полными и содержательными 
(в частности, книга «Принципы 
искусственного интеллекта»). 
 
ПРИМЕР: Игра в кубики. Описание задачи. 
Описывают состояния мира: предикаты CLEAR(x) – не занята верхняя 
поверхность кубика x, ON (x,y) – x находится на кубике y, ONTABLE(x) −  
кубик x находится на столе. 
Описывают состояния руки робота: предикаты HANDEMPTY – рука 
пуста, HOLDING (х) − рука держит кубик х. 
Описывают действия – pickup – взять со стола, putdown –поставить на 
стол, stuck –поставить на другой кубик, unstuck – снять с другого кубика. 
 
Описание данного состояния: CLEAR(B); CLEAR(C); ON(C,A); 
HANDEMPTY; ONTABLE(A); ONTABLE(B) – кубики А и В лежат на столе, 
кубик С – на кубике А. 
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Описание целей: ON (B,C) ON(A,B) – кубик А находится на кубике В, 
а кубик В, в свою очередь, на кубике С. 
Действия робота. При действиях робота П-правила должны 
допускать вычеркивание выражений, которые могут перестать быть 
справедливыми. П-правила (систем типа STRIPS) явно указывают списки 
вычеркивания. Напомним, что к начальным (исходным) состояниям 
применяют П-правила, к целевым – О-правила. 
Применение правила – моделирование реального действия. 
Форма П-правила (в STRIPS) состоит из (1) формулы 
предварительного условия, подобного условию «если» (напомним, 
«если» = антецедент, «то» = консеквент) в импликации, должно следовать 
из фактов в описании состояния, форма – конъюнкция литералов, 
переменные относятся к квантору существования. Подстановка 
соответствия − набор унификаторов, который обеспечивает соот-
ветствие П-правил фактам (таких подстановок соответствия может 
быть несколько).   
(2) Список вычеркивания (список литералов, возможно, со свобод-
ными переменными) – вторая часть П-правила. Подстановка соответствия 
применяется к списку вычеркивания, и полученные основные частные 
случаи (когда все переменные заменены на константы) вычеркиваются из 
описания прежнего состояния.   
(3) Формула добавлений (состоит из конъюнкции литералов) – 
третья часть П-правила, − подобна части «то» в импликации.  
Подстановка соответствия применяется к этой формуле добавлений. 
И результирующий частный случай добавляется к описанию состояния. 
  
ПРИМЕР: Модель действия: взятие кубика со стола 
Предусловия – кубик на столе, рука робота не занята, сверху на кубике 
ничего нет. Результат – рука держит кубик. 
pickup (x) 
P (precondition – предусловие): ONTABLE (x)   HANDEMPTY  
CLEAR (x). 
D (delete list − список 
вычеркиваний): 
ONTABLE (x), HANDEMPTY, CLEAR (x). 
A (add formula − формула 
добавлений): 
HOLDING (x).   
Подстановка соответствия в этом случае дает − pickup (x) может быть 
применено только если x = B. Тогда новое описание состояния: CLEAR 
(C), ON(C,A), ONTABLE (A), HOLDIBG (B). В формулу добавлений можно 
включать отрицания вычеркиваемых литералов. 
 
Обычные условия – все формулы являются конъюнкциями лите-
ралов, поэтому формулы предусловий и добавлений можно представить 
в виде списка литералов. 
~ 30 ~ _________________________ ПРЕДСТАВЛЕНИЕ ЗНАНИЙ И ОПЕРАЦИИ НАД НИМИ 
 
Проблема фрейма – какие ППФ описания состояния следует 
изменять, а какие – нет. Существует состояние мира (фон) и модели-
руемые действия (носят локальный характер). При более точном рас-
смотрении надо учитывать изменения фона, то есть существует иерархия 
планов (действий), которые учитывают связи между компонентами мира, 
активируемые данным простым действием. Существуют также трудности 
описания и правил (действий) в случае аномальных условий (которых 
может оказаться слишком много).  
 
ПРИМЕР: Описание действий: брать и ставить кубик на стол, брать 
и ставить один кубик на другой, снимать поставленный кубик с ниж-
него. Здесь формула предусловия и список вычеркивания совпадают. 
1. pickup (x)   
P&D: ONTABLE (x), CLEAR (x), HANDEMPTY  
A: HOLDING (x) 
2. putdown (x) 
P&D: HOLDING (x) 
A: ONTABLE (x), CLEAR (x), HANDEMPTY 
3. stuck (x, y) 
P&D: HOLDING (x), CLEAR (y) 
A: HANDEMPTY, ON (x, y), CLEAR (x) 
4. unstuck 
P&D: HANDEMPTY, CLEAR (x), ON (x, y) 




Внутренний мир интеллектуальных систем 
Все обсуждаемые системы накопления, хранения и использования 
знания, как, впрочем, и человеческий разум содержат свой мир, где 
все операции, образы и действия заложены ранее11. Основной 
проблемой является даже не создание универсального формата 
представления этих знаний (что является вполне посильной задачей), 
а возможность адекватного и признаваемого всеми однозначного их 
представления. Трудно договориться о едином представлении 
знаний не потому, что это невозможно в принципе, а потому, что 
люди не видят в этом необходимости, ибо они могут обмениваться 
данными (пусть даже в универсальном формате), без использования 
их однозначного представления. Ассоциативность проявления 
информации, многоканальное выделение образов и проведения 
процедур в разных интеллектуальных системах (предлагают 
использовать этот термин для систем логического вывода, в большей 
мере, нежели определение «искусственный интеллект») весьма 
                                               
11 У человека некоторые иной раз даже с рождения. 
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различна, но имеет место везде, что позволяет говорить, по крайней 
мере, о наличии элементов эвристичности. На первый взгляд это 
вовсе не ограничивает нас в применении иных схем подобного рода. 
Хотя это «скорее нужда, нежели добродетель». Но стоит иметь 
в виду, что все созданные и создаваемые системы формируют 
примитивный в той или иной степени мир. А методы получения 
выводов, решений и распознаваний, основанные на дедукции, имеют 
ограниченную область применения. Люди и созданные ими 
устройства решают задачи или отказываясь от излишне сложных 
построений, или создавая громоздкие схемы описаний, населенные 
новыми сущностями и предубеждениями, основанные на ожидаемых 
ответах. Порой создается впечатление, что люди взялись за решение 
интеллектуальных проблем, плохо осознавая, что же они сами из себя 
в этом плане представляют. 
 
 












Силлогизм − это вид логических рассуждений, впервые описанный 
Аристотелем, при котором «... если определенные вещи установлены, то 
некоторые другие неизбежно следуют из справедливости первых». 
Суждение = квантор + субъект + связка → предикат 
Силлогизм = правила получения суждений на основе четырех 
допустимых форм: 
все* S есть Р  
никакой* из S не есть Р 
некоторые** из S являются  Р 
некоторые из S не являются Р 
(*универсальный и **экзистенциальный кванторы ,  ). 
Высказывания – обобщение суждения, которому можно приписать 
значения истина или ложь. 
modus ponendo ponens P→Q, if P − tru, then Q − tru 
modus tollendo tollens P→Q,  if P − fal, then Q − fal 
modus ponendo tollens P ≠ Q, if P − tru, , then Q − fal 
modus tollendo ponens P or Q – tru, if P − fal, then Q – tru 
(дизъюнктивный силлогизм) 
modus – правило, мера.  
 
      
2.2. Начала формальной логики 
 
Булева алгебра13 − новая форма логики, где выполнялись: 
коммутативность, ассоциативность и дистрибутивность для множеств 
и истинностных значений, где знак суммирования + это «или», знак 
умножения * − это «и». 
                                               
12 По тонкому замечанию Клея Ширки, силлогизмы «описывают мир гораздо более простой, нежели 
наш с вами» ибо для применения силлогизмов «нужен мир, где язык − это просто набор 
математических операций над словами». 
13 Из импликации и отрицания можно вывести все соединители (Фреге). 
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Связки:   (и),   (или),    (импликация). 
Новое, что было введено в традиционную логику:  
Дополнение − унарная операция с множеством или истинностным 
значением. 
Правила де Моргана 
~(x+y)= ~x * ~y  , ~(x*y)= ~x + ~y. 
Импликация (следование) 
Импликация (если, …то…, где если = антецедент, то = консек-
вент) if x then y , а для истинностных значений14  можно пере-
писать ~x+y.   
Отрицание  ~ , НЕ. 
*) Напомним, что , НЕ F1F2  имеет то же значение истинности, 
что и F1   F2 
 
 
2.3. Логика высказываний 
 
Дальнейшее развитие формальной логики, где вводились новые 
понятия:  
Правильно построенные формулы (ППФ) обозначают пропози-
циональными переменными p, q, r, у которых нет внутренних перемен-
ных. Следующие ф-лы тоже ППФ: ~p, p&q, pVq, pq, pq. Здесь 
&− «и», V – «или». Вместо  & часто используют  . 
Истина – единица, ложь – нуль. Тогда & имеет смысл умножения,  
V – сложения. Импликация pq соответствует ~pVq, эквивалентность  
pq (p&q)V(~p&~q).  
Тавтология = тождественно истинна = AV ~A;  
Непоследовательная ППФ = противоречие = тождественно 
ложная = A&~A. 
Теория – полное множество атомарных ППФ для данной 
предметной области, каждая такая ППФ – аксиома.   
Модель – интерпретация, при которой каждая аксиома истинна.  
Доказательство того, что данная ППФ является следствием аксиом 
теории. Аксиомы считаются истинными для всех отдельных интер-
претаций.  
 
Методы логических построений [12−15] 
1. Семантический метод − Нужно показать, что при всех интер-
претациях данная ППФ – истина. Если есть модель, при которой ППФ 
будет ложной, то ППФ – не следствие теории. 
                                               
14 Если х ложно, то всегда результат истина (!). 
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2. Синтаксический метод – ищут полное (если можно получить 
любую тавтологию, скомбинированную из пропозициональных обоз-
начений) множество правил вывода. Аксиомы = предпосылки, результат 
употребления правил – заключение. Заключение в конце всех шагов− 
данная ППФ. Можно использовать т. н. аксиоматические схемы и одно 
(два или больше) правило, например, modus ponens.  
3. Алгоритм − позволяет ответить на вопрос, является ли данная 
последовательность шагов доказательством того, что ППФ – следствие 
заданных аксиом. Вопрос является ли ППФ следствием аксиом, 
алгоритмически разрешим только если ППФ является таким следствием 
(исчисление высказываний − полное множество правил вывода).       
Новые понятия: 
Формальный язык – объектный язык.  
Метаязык описывает все детали и особенности применения 
объектного языка (часто не формализованные). Аналитически – выде-
ление тавтологий, противоречий, полноты; семантически − установление 
истинностных значений. 
Непротиворечивость (синтаксическая последовательность) 
теории – из аксиом нельзя вывести противоречие.  
Полнота теории – каждую истинную ППФ можно доказать на 
основании аксиом теории. 
Рекурсивное определение множества отношений – соблюдение 
отношения в одном случае опирается на соблюдение отношения 
в предыдущем случае. 
Рекурсивный алгоритм – правила вывода и рекурсивные аксиомы. 
Рекурсивная перечислимость – образования множества путем 
рекурсивного алгоритма. 
Резолюция. Резолюция двух предложений получается при принуди-
тельной дизъюнкции двух взаимно противоположных литералов P и ~P, 
которые находятся в двух разных предложениях.  
 
Процедура: Например, берем RР  и ~PQ, возьмем дизъюнкцию 
этих предложений   
RР~PQ, (которая, вообще говоря, не противоречит каждому из них)  
или, что то же самое R (Р~P)Q, затем может упростить это новое 
выражение,  удаляя тавтологию (Р~P)  и окончательно получим 
резольвенту − это  RQ.  Это оказалось новое предложение, которое 
можно занести в глобальную базу данных. 
Пояснение: Резолюция двух предложений PQ и ~PG есть Q  G. 
С другой стороны предложения эти можно представить, как QP и P  
G, при этом P заменяется на G, и получим QG.   
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P   и   ~PQ  (P Q) Q Модус поненс 
PQ   и     ~PQ Q QQ это Q т. н. 
слияние 
PQ   и     ~P ~Q Q ~Q,    P ~P Две тавтологии 
P   и   ~P NIL Пустое множество 
~PQ  (P Q) 
~Q R  (Q R) ~P R  (P R) Цепочка 
 
 
Процедура опровержения – (доказательство от противного) – 
добавление в теорию отрицания ППФ = А, то есть ~А, что переводит эту 
теорию в непоследовательную, то есть следует довести доказательство 
вплоть до пустого множества. 
Упрощения –   
(1) исключение тавтологий,  
(2) оценка отдельных литералов (для основных частных случаев) за 
счет т. н. присоединенных процедур (если литерал в предложении 
получает оценку Т, следует исключить это предложение, если F, то можно 
оставить предложение, исключив этот литерал). 
Отчего результат должен быть пустым множеством? Например, 
у нас есть некоторый вопрос А.  Если в базе данных есть такое же 
значение А, то значит, на вопрос мы отвечаем утвердительно.   
Но можно иначе: возьмем отрицание вопроса ~А и составим 
дизъюнкцию с имеющимся в базе данных А. Получим тавтологию, 
которая после упрощении (ее исключения) даст пустое предложение. Это 
другой способ ответа на вопрос.  
Значит, можно вместо поиска в базе данных такого же А (если нет 
такого А, то можно, используя процедуры резолюции, попытаться его 
создать, а вот если это не удается, если не получится, то значит ответа 
нет), можно взять отрицание вопроса ~А и, используя процедуры 
резолюции для этого ~А и содержимого базы данных, получить пустое 
предложение. 
 












3.1. Основная терминология 
 
Синтаксис – алфавит символов и допустимые выражения (в исчислении 
предикатов – это правильно построенные формулы − ППФ). 
Символы – отношений (предикатные), переменных, констант, функцио-
нальные. 
Атомные формулы – осмысленные выражения, состоят из предикатных 
символов и термов. 
СУПРУЖЕСТВО [отец (ДЖОН), мать (ДЖОН) 
Термы – константы, переменные, функции. 
Связки   (и),   (или)   (импликация). 
Отрицание НЕ. 
*)Напомним, что, НЕ F1F2  имеет то же значение истинности, что 
и F1   F2 
Конъюнкция (состоит из конъюнктов)   
ЖИВЕТ( ДЖОН, ДОМ1) 
  ЦВЕТ (ДОМ1, ЖЕЛТЫЙ) 
Джон живет в желтом доме 
 
Дизъюнкция (состоит из дизъюнктов) 
ЕСТ (ДЖОН, КОЛБАСА)  
ЕСТ (ДЖОН, СЫР) 
Джон есть или колбасу или сыр 
 
Импликация (если, то, если = антецедент, то = консеквент)              
ВЛАДЕТЬ (ДЖОН, МАШИНА1)  
  ЦВЕТ (МАШИНА1, ЗЕЛЕНЫЙ) 
Если машина принадлежит Джону, 
то она − зеленая. 
 
Таблица 3.1 
X1 X2 X1 X2 НЕ X1X2 X1X2 X1  X2 НЕ X1 
T T T T T T F 
F T T T F T T 
T F T F F F F 
F F F T F T T 
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Кванторы −   существования,  общности. 
 х [СЛОН (х), ЦВЕТ (х, СЕРЫЙ]                         Все слоны серые 
(praedicatum — сказанное) 
Таблица 3.2 
СВЯЗКИ КВАНТОРЫ 
  − конъюнкция – И            * 
  − дизъюнкция  − ИЛИ*       + 
  импликация  − ЕСЛИ...ТО ** 
−− отрицание − НЕ 
  эквивалентность 
  существования   
( х −найдется такой х) 
 общности               
( х − для каждого х) 
* − возможна дизьюнкция в строго разделительном смысле 




T  T 
T  F 
F  F 
это T 
это T 
это  F 
 
T  T                  
T  F 
F  F 
это T 
это F 
это  F 




эквивалентно X1  X2 
−T  T          
−F  T          
−T  F          
−F  F           
 
это T              
это T              
это  F             
это  T             
 
T T 




*Ложно такое утверждение:  
«из истинного утверждения следует 
ложное утверждение» 
 
Предикаты первого порядка – не допускается квантификации по 
предикатным и функциональным символам.  
Правила вывода 1). создание А2 из А1 из А1 А2 (модус поненс),  
2). создание Ф(А) из ( х) Ф(х) (специализация). 
Унификация – поиск подстановок термов на место переменных. 
Алфавитный случай − замена одной переменной на другую.  
Основной частный случай – подстановка вместо переменных − 
констант. Обозначение }/{ ats  − подстановка s: вместо переменной 
t подставлена постоянная а. Сравнение унифицированных литералов часто 
называют «сравнением с образцом». 
Удовлетворимость – если каждая ППФ из множества имеет 
значение Т при одной и той же интерпретации, то эта интерпретация 
удовлетворяет этому множеству ППФ.  
Описание состояния − описание конкретной ситуации («описание 
мира»). Любая конечная конъюнкция формул описывает семейство 
(конкретизируемых за счет добавления новых формул, то есть уточнения) 
состояний, каждое состояние может рассматриваться как интерпретация. 
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Интерпретация – 1. Сопоставление высказываниям и предикатам 
значения истинности или ложности. 2. Предписывает соответствие между 
элементами языка, отношениями, элементами и функциями в указанной 
области рассуждения (определяет семантику языка исчисления 
предикатов), тогда можно приписать некоторым значениям формул 
значения Т или F. 
Система дедукции – доказательство теорем – показывает, что 
данная ППФ (целевая ППФ) является теоремой, выводимой из множества 
формул (описания состояния).  
Неудовлетворимое множество ППФ – множество ППФ, которое 
не может удовлетворяться при любой интерпретации.  
Выполнимость – если для всех возможных интерпретаций ППФ 
имеет значение Т (истина). 
Тавтология – выполненная ППФ. 
Полуразрешимость исчисления предикатов – при применении 
кванторов не всегда ППФ выполняются. Нет универсального метода 
установления факта выполненности квантифицированных выражений. Но 
существует процедура установления выполненности, если изначально 
известно, что ППФ выполнима. 
Логическое следование – если данная ППФ следует из множества М 
других ППФ в каждой из интерпретаций, которые удовлетворяют и М, 
и данной ППФ. 
Логичность системы правил вывода – если каждая теорема, 
выводимая из множества ППФ, логически следует из этого множества. 
Полнота системы правил вывода – все ППФ, которые логически 
следуют из какого-либо множества ППФ, являются также теоремами, 
выводимыми из этого множества 
 
Необходимость расширения базы знаний 
Прогнозирование, как форма решения задач, во всех интеллектуаль-
ных системах, включая естественный разум, опирается лишь на 
созданный прежде внутренний мир образов, событий и представлений. 
Интеллектуальные системы заперты в этом мире и не способны выйти 
из него в своих решениях и прогнозах. Единственным способом 
вырваться из созданного внутреннего мира может быть только 
получение дополнительной информации о мире внешнем. То есть, 
возможность развития связана с созданием эффективных систем 
мониторинга внешнего окружения. Для развития искусственных 
интеллектуальных систем нужно заметно большее внимание уделять 
интерактивным структурам, обеспечивающим связь между базой 
знаний и данных (то есть, глобальной базой данных) с одной стороны, 
и внешним окружением, экспертной средой, с другой стороны.  
 
Предложение (clause) – ППФ, состоящая из дизъюнкции литералов: 
АBC. 
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Резолюции процесс – применяется к двум предложениям и пор-
ождает выведенное предложение в исчислении предикатов. Резолюция 
двух предложений получается при принудительной дизъюнкции двух 
взаимно противоположных литералов P и ~P, которые находятся в двух 
разных предложениях. Напомним: резолюция двух предложений PQ 
и ~PG есть QG. С другой стороны предложения эти можно 
представить, как Q  P и P  G, при этом P заменяется на G и получим  
QG.   
Общий случай резолюций − если в составе двух предложений 
с переменными выделятся возможные при некоторой подстановке 
(например, х = у) дополнительные литералы (то есть, P(у) и ~P(х), которые 
превращаются в P(х) и ~P(х)), то только в рамках этой подстановки можно 
применить правило резолюции и получить резольвенту.  
 
 
3.2. Доказательства теорем  
и методы получения решений 
 
Применение исчисления предикатов – (1) все выражения базы 
данных преобразовываются в предложения в нормальной форме – ППФ; 
(2) система управления на основе применения резолюций (причем берется 
отрицание целевой ППФ и доказывается противоречие, целевая ППФ – 
теорема, которую нужно доказать); (3) система продукций является 
коммутативной, что позволяет применять безвозвратный режим 
управления (где порядок применения не имеет значения, а повторы не 
опасны, проблема лишь в сокращении времени решения).  
Стратегии выбора применяемых предложений − формирование 
дерева выбора – вспомогательного графа; поиска в ширину (полного 
перебора) и т.д. 
Упрощения –   
(1) исключение тавтологий,  
(2) оценка отдельных литералов (для основных частных случаев) за счет 
т. н. присоединенных процедур (если литерал в предложении получает 
оценку Т, следует исключить это предложение, если F, то можно оставить 
предложение, исключив этот литерал).  
(3) выявление включения одного из предложений в состав второго при 
определенной подстановке переменных (то есть, первое предложение до 
подстановки является более общим видом соответствующей части 
второго), при этом говорят о том, что первое предложение подсуммирует 
второе (тогда эту часть второго предложения можно исключить, ибо 
исключаемая часть не влияет на неудовлетворимость оставшейся части).  
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Конструктивные доказательства – поиск и определение значений 
(частных случаев) переменных в формулах при доказательстве теорем 
в исчислении предикатов. То есть, недостаточно доказать существование 
решения в области определения переменных, нужно найти конкретные 
значения этих переменных (само решение). 
 
ПРОЦЕСС ИЗВЛЕЧЕНИЯ ИЗ ФОРМАЛЬНОГО РЕШЕНИЯ  
(ЗДЕСЬ ЭТО ОПРОВЕРЖЕНИЕ НА ОСНОВЕ РЕЗОЛЮЦИИ) 
ЗНАЧЕНИЯ ПЕРЕМЕННОЙ, ОТНОСЯЩЕЙСЯ К КВАНТОРУ 
СУЩЕСТВОВАНИЯ. 
 
Пример [7]. Задача: Если Жора ходит в те же самые места, куда ходит Коля, 
а Коля в школе, то где же Жора? 
S : )];,(),()[( xGORABxKOLIABx   ),( SCHOOLKOLIAB . 
На основной вопрос задачи «Где Жора?» можно ответить, если существует 
решение, иначе говоря, )),()( xGORABx есть следствием ППФ начальной 
базы знаний (аксиом). Здесь )),()( xGORABx  − целевая ППФ. Отрицание 
целевой ППФ: ,x)]x)[~B(GORA( .  
Поэтому выясним, есть ли решение. 
Важно отметить, что даже без постановки вопроса )),()( xGORABx   
можно обнаружить, что из самих аксиом можно получить ответ. Действи-
тельно, из ~ ( , ) ( , )B KOLIA y B GORA y  и ),( SCHOOLKOLIAB  получим
),( SCHOOLGORAB , при соответствующей унификации.  
 
 
Здесь важно отметить, что, вообще говоря, первая аксиома − это правило. 
Вторая − это факт. То есть имеется факт, есть правило и определена цель
)),()( xGORABx . Важно заметить, что в экспертных системах ком-
мутативного типа на основе теории предикатов факты, цели и правила 
записываются в подобном виде и в процедуре вывода они порой не 
различаются. Другое, что следует отметить, что правила и факты (то есть 
содержимое глобальной базы данных), вообще говоря, могут сами 
порождать новые факты и предложения, например, факт
),( SCHOOLKOLIAB  и правило ~ ( , ) ( , )B KOLIA y B GORA y  порожда-
ют при y SCHOOL новый факт ( , )B GORA SCHOOL , который уже 
содержит ответ на еще не заданный вопрос )),()( xGORABx . То есть, 
даже не имея или не зная целевую ППФ (не задав вопроса) прямым 
методом дедукции получаем некоторый потенциальный ответ, который мы 
могли бы задать, а могли  бы и не задавать, программа все равно этот ответ 
сама способна обнаружить. То есть, интеллектуальные системы самосто-
ятельно способны расширять свою глобальную базу данных, занимаясь на 
досуге (вопросы ведь не заданы) самообучением.  
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Но если процедура должна быть основана на работе именно 
с целевыми ППФ (то есть задан вопрос )),()( xGORABx , то рассмотрим 
проведенную ниже схему. Опровержение на основе резолюции: 
Таблица 3.4 
 
),(),(~ yGORAByKOLIAB   
аксиома 1 




),(~ xKOLIAB  NIL 
                             
Еще раз. Отчего здесь результат должен быть пустым множеством? 
Например, у нас есть некоторый вопрос А(х). Если в базе данных есть 
подобное предложение (литерал) А(а), то значит, на вопрос мы отвечаем 
утвердительно, только если х=а.    
Но можно иначе: возьмем отрицание вопроса ~А(х) и составим 
дизъюнкцию с имеющимся в базе данных А(а). Получим при х=а 
тавтологию, которая после упрощения (ее исключения) даст пустое 
предложение. Это другой способ ответа на вопрос.  
Но часто именно А(а) в базе нет, но его можно получить, используя 
резолюцию по отношению к предложениям из базы данных. Но иногда 
проще взять отрицание вопроса ~А(х) и попробовать из массива 
предложений базы данных получить пустое предложения при некоторых 
унификациях.  
Представленное решение есть доказательство теоремы, и если не видеть 
процедуры, при которой проводится унификация переменных (здесь это 
х=а), то это пример неконструктивной теоремы, ибо она говорит о су-
ществовании решения, но не предоставляет путь (технологию) решения 
и  его не демонстрирует. Правда, косвенные ответы на эти вопросы можно 
найти в распечатке решения, при рассмотрении проведенных унификаций.  
                
Решение существует, но где все же Жора? Добавим к каждому 
предложению, возникающему из отрицания целевой ППФ его собственное 
отрицание (получим тавтологии), и, выполнив те же самые резолюции, 
получим в корневой вершине прямой ответ. 
Опровержение на основе резолюции: 
Таблица 3.5 
 ),(),(~ yGORAByKOLIAB   ( , )B KOLIA SCHOOL  
x)B(GORA,x)B(GORA,~ 
начальная тавтология 
),(),(~ xGORABxKOLIAB  ),( SCHOOLGORAB  
 
Итак – это преобразование дерева опровержения (с пустым множеством 
в корневой вершине) в дерево доказательства с некоторым утверждением 
в корневой вершине, которое может служить ответом. 
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3.3. Практические методы логического вывода  
 
Стратегии управления для метода резолюции. В этом разделе 
рассмотрены случаи использования глобальной базы данных [7], 
представленной только в форме ППФ, где исключена импликация 
(утверждение). При этом все предложения относятся к одному классу, 
невозможно отделить правила и факты. Это, вообще говоря, имеет свои 
достоинства − все равно, с какого предложения начинать процесс вывода, − 
но и недостатки – эффективность системы оказывается ниже, теряются 
некоторые эвристические составляющие, свойственные импликации.   
Рассмотрим стратегии поиска решения на примере следующей задачи: 
Дано 
1. Кто читает − грамотный x)( [Ч (х)  Г(х)] 
2. Дельфины не грамотны x)( [Д (х)  ~ Г(х)]                   
3. Некоторые дельфины обладают интеллектом x)( [Д (х) И(х)] 
Надо доказать,  
4.Некоторые из тех, кто обладает интеллектом, не могут читать x)( [И (х) 
 ~ Ч(х)] 
Пусть х=А. Вместо Д (А) И(А) можно записать Д (А) и И(А),  
отрицание целевой ППФ здесь И(z)Ч(z) − тогда все сводится к до-
казательству теоремы и отысканию пустого множества на опреде-
ленной глубине поиска. 
 
В теории предикатов, как уже отмечалось, имеет место подобие между 
утверждениями (фактами), метазнаниями (правилами) и целями 
в системах доказательства теорем. Факты и правила всегда приводятся 
в форму предложений − ППФ. В системах опровержения на основе 
резолюции целевые ППФ заменялись их отрицанием и преоб-
разовывались в форму предложений, то есть в ту же форму, что 
и факты. То есть, отрицания цели можно было представить, как факты 
и правила. 
 
Стратегия поиска в ширину. Сначала вычисляют все резольвенты 
первого уровня (верхняя строка предложений − базовое множество, из 
которого формируются резольвенты первого уровня), затем резольвенты 
второго уровня (которые формируются из резольвент первого уровня) 
и т. д. Стратегия полная и потому неэффективная.  
Стратегия опорного множества. Опорное множество – это пред-
ложения, полученные отрицанием целевой ППФ или их потомков. 
Опорное множество создает меньше предложений в сравнении с неогра-
ниченной резолюцией в ширину (см. выше). Это позволяет ослабить 
комбинаторный взрыв. Однако такая стратегия может увеличить глубину 
поиска пустого множества. На рис. 3.1 выше (иллюстрирующем неог-
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раниченную резолюцию в ширину) количество предложений на втором 
уровне заметно больше, чем на втором уровне рис. 3.2 ниже (отвечает 
стратегии опорного множества). Но если пустое множество возникает на 
верхнем рис. 3.1 на третьем уровне, то на подобном уровне нижнего 




Рис. 3.1.К стратегии поиска в ширину 
 
Стратегия предпочтения одночленам. В этом случае для роди-
тельских вершин предпочтительнее выбирать одночлены. Но желательно 




Рис. 3.2. К стратегии опорного множества 
 
Линейная по входу стратегия. Линейное по входу опровержение – 
опровержение, когда одно родительское предложение в резольвенте 
принадлежит базовому множеству. 




Рис. 3.3. К стратегии предпочтения одночленам. 
 
 
Эта стратегия не отличается полнотой, и, в частности, не дает 
решения, если в базовом наборе нет однолитерального предложения 
(для порождения пустого предложения в этой стратегии нужно, чтобы 
было однолитеральное предложение из базового набора и однолите-
ральное как следствие решения). Если исключить пунктирную кривую на 





Рис. 3.4 Линейная по входу стратегия 
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Стратегия с учетом предшествующих вершин. Здесь требуется, 
чтобы одно из родительских предложений для резольвенты были или из 
базового множества (это то же самое, что и предыдущей, линейной по 
входу стратегии), или было одним из потомков другого родительского 
предложения (что расширяет возможности стратегии и позволяет 
добиться полноты). Именно пунктирная кривая связи на рис. 3.5. в этом 
случае позволяет получить пустое предложение и доказать теорему.  
Стратегия упрощения за счет исключения тавтологий. В этом 
случае из базового набора и при последующих операциях могут быть 




Рис. 3.5. К стратегии с учетом предшествующих вершин. 
 
 
Пример: полностью исключаются из рассмотрения следующие предло-
жения: 
P (х)  ~ P (х), 
Q (х)  P(y) ~ P(y). 
 
Стратегия упрощения за счет оценки литерала в предложении. 
Оценка некоторых литералов может быть проведена независимо за счет 
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Пример: Если Q (х)  P(y)  Е(х = 3, у = 5), где Е(х = 3, у = 5) истина при  
х = у и ложь в ином случае, то можно ввести процедуру (присое-
диненную к предикатному символу Е) EQUALS(х, у) и если при про-
ведении процедуры для х = 3, у = 5 получим «ложь», то и литералу  
Е(х = 3, у = 5) тоже следует присвоить значение «ложь». Только при этом 
вместо Q (х)  P(y)  Е (х = 3, у = 5) можно записать Q (х)  P(y).  
 
Исключение при подсуммировании. При решениях допустимо 
исключать предложения, которые при определенной подстановке явля-
ются частью другого предложения (или с ним совпадают). При этом 
подстановка должна быть учтена в дальнейшем. Говорят, что предло-
жения, которые при данной подстановке являются частью другого 
предложения, подсуммируют это другое предложение. 
 
Пример: предложение P (х)  ~ Q(A) подсуммирует R (х)  P(y) ~ Q(z)] 















Теория графов – это раздел дискретной математики, одна из ветвей 
дискретной топологии, теория сетей, наука о топологических формах, 
сетевых моделях представления любого процесса или системы. Основным 
объектом исследования этой теории являются графы. Графом называют 
геометрическую схему, представляющую собой систему линий, связы-
вающих заданные точки. 
Леонард Эйлер Leonhard Euler 
портрет кисти Я. Э. Хандманна 
(1707−1783) − автор фундаментальных 
работ по математике, матфизике, механике, 
оптике, кораблестроению и теории музыки. 
Академик Берлинской, Туринской, 
Лиссабонской и Парижской 
(иностранный член) наук.  
Леонард Эйлер  
 
Родоначальником теории графов считается Л. Эйлер. В 1736 году 
в одном из своих писем он формулирует и предлагает решение задачи 
о семи мостах, ставшей одной из классических задач теории графов. Как 
наука теория графов сформировалась после появления первой монографии 
на эту тему Д. Конига «Теория конечных и бесконечных графов» (1936) [16] 
 
Денеш Кёниг Kőnig Dénes 
(1884−1944) — докторская степень (1907). 
Профессор Будапешского университета. Под 
влиянием Г. Минковского (Hermann 
Minkowski) написал первую монографию по 
теории графов «Теория конечных и 
бесконечных графов» (1936). 
 
Денеш Кёниг  
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4.1. Сетевые представления 
 
Для структурирования (и локализации структуры базы данных или 
сбора информации по одному объекту) можно использовать графическое 
представление в форме концептуальных графов. Этот граф представляет 
собой логическую формулу. Имена и аргументы предикатов представлены 
двумя типами узлов. Дуги соединяют имена предикатов с их аргументами.  
Концептуальный граф. Логика предикатов – здесь интерпретация 
в терминах области рассуждений (экспертизы). Логические формулы – 
фразы метаязыка. Аргументы предикатов – атрибуты, события, состояния. 
Имена предикатов указывают способ связей (правила грамматики, 
правила соединения, процедуры) между понятиями. 
 
Сори́т (от греч. σωρός — «куча») — цепь силлогизмов, в которых 
заключение является одной из посылок следующего за ним 
Например: 
Англичане — мужественный народ. 
Мужественный народ свободен. 
Свободный народ счастлив. 
Следовательно, англичане счастливы 
 
Семантические сети состоят из множества концептуальных гра-
фов. Это представление позволяет визуализировать множество отношений 
между концептуальными графами и составляющими отдельных графов.  
 
 
4.2. Поиск на графе 
 
Поиск на графе – формирование разных применений набора правил 
из общего их множества и порожденных этими применениями баз данных 
образуют дерево поиска. В корне дерева – описание исходной 
конфигурации. Правила – дуги, которые ведут к вершинам − преемникам 
(потомкам).  
Здесь вершины соответствуют базам данных, а дуги – правилам. 
Дуги направлены от родителей к преемникам (направленный граф). 
Дерево – частный случай графа, каждая вершина которого имеет не более 
одного родителя.  Если две вершины одновременно преемники друг друга, 
то пара дуг заменяется ребром. Вершина, не имеющая родителя – 
корневая, а не имеющая преемников – концевая. Корневой вершине 
соответствует нулевая глубина, глубина любой другой вершины равна 
глубине предшественника плюс единица. Последовательность вершин, 
каждая следующая из которых является предшественником предыдущей, 
называется путем, с длиной равной количеству вершин в последо-
вательности. Для одного пути можно ввести понятия потомка и предка, 
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а также определить достижимость одной вершины из другой. Каждой 
дуге можно определить значения различных характеристик, например, 
стоимости. Это позволяет в системах управления рассматривать, 
например, суммарную стоимость пути и требовать её оптимизации. 
Множество вершин, представляющих базы данных терминального 
условия, называют целевым, а каждую вершину из этого множества – 
целевой. Граф может быть задан явно или неявно (если порождается 
самой стратегией управления, то есть задается этой стратегией явно). 
Можно ввести представление оператора построения преемников − 
применение этого оператора к отдельной вершине выявляет всех 
преемников (процесс применения называют раскрытием этой вершины).  
 
 
4.3. Стратегия управления 
 
Стратегию управления с поиском на графе можно также 
рассматривать как процесс выявления части неявного графа, содержащей 
целевую вершину. Дерево (скорее куст) растет до тех пор, пока одна из 
его ветвей не удовлетворит терминальному условию, причем, вообще 
говоря, такая стратегия весьма неэффективна. Таким образом, в отличие 
от предыдущего случая (то есть, режима с возвращением) система помнит 
все предыдущие пути, отдельные шаги каждого пути и сформированные 
в результате этих шагов модифицированные базы данных. Достоинство 
такой ситуации в том, что система может стартовать не с исходной 
позиции, а с той модифицированной базы данных, которая оказалась бы 
наиболее близкой к результату задачи, если в процедуре поиска 
существуют критерии близости промежуточного состояния к резуль-
тирующему состоянию. Полезно, с другой стороны, найти условия 
(вообще говоря, эвристические), которые все же ограничивали бы 
количество ветвей, делали дерево (куст) более узким. 
 
 
4.4. Развитие системы 
 
Неинформированные процедуры – процедуры, не имеющие эври-
стической информации для упорядочения вершин и оценки характеристик 
дуг при процессах формирования неявного графа. Для неинфор-
мированных процедур (как правило, они редко используются в системах 
ИИ) существуют методы: поиск в глубину с введением ограничений на 
глубину проходит каждый раз до предельной глубины, потом 
возвращается в самую верхнюю точку ветвления и снова на самую 
глубину и т. д. (обычно вместо этого используют режим с возвращением – 
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он менее ресурсоемкий), и поиск в ширину проходит слоями на каждом 
уровне глубины. 
Эвристические методы – методы эвристического поиска – 
использование дополнительной информации для сокращения поиска. 
Основаны на минимизации комбинации стоимости пути к цели (сумме 
величин, характеризующих элементы-дуги на пути к цели) и стоимости 
(объема вычислений) поиска этого пути. Для этого вводятся т. н. 
оценочные функции, на основании которых некоторые вершины дерева 
поиска выбрасываются из рассмотрения. 
Двунаправленный поиск – два фронта формирования поиска от 
исходной и от целевой вершин в случае неинформированных процедур 
встречаются быстрее и формируют наиболее короткий путь. В случае 
эвристических процедур происходит искажение фронтов – они могут 
встретиться далеко на периферии или в случае ограничений на глубину 
поиска вообще не встретиться. 
Поэтапные поиски – поиски «с выбираемой плавающей точкой». 
Используют в случае ограниченных ресурсов или в случае обширных 
графов для случаев эвристического поиска. Информация первого этапа 
запоминается, и старт второго происходит с наиболее приемлемой 
(с позиций эвристики, оптимального значения оценочной функции), 
достигнутой на первом этапе вершины.  
Характеристики качества работы − направленность поиска  
P = L / T, где L – длина пути к цели, T − общее число порож-
денных вершин.  
Показатель эффективности ветвления – среднее число 
преемников отдельной вершины дерева. Оценить можно из уравне-
ния TBBB L  ...2 или, суммируя, получим неявный вид 
)1/()1(  BBBT L . 
 
 
4.5. Версия исчисления предикатов 
 
Представление знаний в виде графа. Графы типа И / ИЛИ.  
Использование графов в исчислении предикатов и организации логичес-
кого вывода часто позволяет упростить и сократить процедуры. Но 
следует помнить, что представления в форме графов часто не позволяют 
переименовывать переменные, как это было возможным прежде. 
В этом разделе мы откажемся от перевода знаний в форме 
импликации в предложения, исключающие импликацию. Тогда все ППФ 
разделяются на правила и факты. ППФ в форме импликаций – это общие 
знания о предметной области, и они используются в качестве поро-
ждающих правил. Факты, которые не имеют импликативной формы, – это 
специфические знания, относящиеся к данному конкретному случаю. 
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Предварительное преобразование: форма (безымпликационная) 
ППФ, при необходимости после сколемовского преобразования, 
переводится в префиксную форму, переменные в пределах действия 
кванторов переименовываются, кванторы общности опускаются [7]. 
 
Пример предварительного преобразования 
Рассмотрим выражение )]},()]()([[,)( vuSvPvR~u)v){Q(v(u  , 
которое нетрудно преобразовать сначала в
)],()]()([[, vA~Sv~Pv~RA)Q(v  , а затем, чтобы переменные 
отличались, в форму И / ИЛИ (то есть с включением конъюнкций 
и дизъюнкций). 
)],()]()([[, vA~Sv~Pv~RA)Q(w  . 
 
Схема построения графа И / ИЛИ (часто такой граф относят к гипер-
графам) в обсуждаемой выше правильной форме достаточно проста, 
конъюнкция представляется в виде обычных связей, а дизъюнкция в виде 
к-связок, то есть объединенных связок. Отметим, что такое представление 
гиперграфа обычно характерно для прямой продукции. Вообще говоря, 
для обратной продукции, как показано ниже, лучше изменить форму 
представления графа.  
 
Пример построения графа И / ИЛИ 
Важно отметить, что здесь встречаются конъюнкция и дизъюнкция. 




Рис. 4.1. Гиперграф утверждений И/ИЛИ 
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Дизъюнктивно связанные выражения )()( v~Pv~R   и ),( vA~S  
в описании графа содержат, так называемую, к-связку (здесь к = 1). 
Множество предложений, в которые эта ППФ может быть преобразована, 
представляет собой множеством литералов (разумеется, конъюнктивно 
связанных между собой) на концевых вершинах графа, то есть  
A)Q(w, , 
),()( vA~Sv~R  , 
),()( vA~Sv~P  , 
Отметим, что представление знаний в виде графа является менее общим, 
чем представление в виде этих трех предложений. Из-за существующего 
в последнем случае произвола для переменной v в различных 
предложениях. То есть, последнее выражение, например, позволительно 
(в последнем случае коммутативной системы представлений знаний) 
записать иначе ),()( wD~Sw~P  .  
 
Примеры применения правил и получения решений на графе 
Тип доказательства: здесь будет использоваться непосред-
ственное доказательство (дедукция, основанная на правилах), а не 
система опровержения, как ранее в разделах 2, 3. Прямая система 
доказательств − применяются П-правила для достижения условия 
остановки, включающей целевую ППФ. Обратная система – исполь-
зование О-правил до достижения условия остановки, которое включает 
начальные условия − факты. 
 
Прямая система продукций 
Посмотрим, как можно после применения к данному гиперграфу 
правила, например, такого  
)()(),( yQxRyx~S  , 
получить решение. Подставим правило в граф утверждений. При этом 
следует применить соответствующие унификаторы для переменных.  
Ответом, то есть разрешением графа фактов на правиле S, будет набор 
дизъюнкций корневых выражений )()( AQv~R  , )()( AQv~P  , 
)()( vRv~R  , )()( y~PvR  .  
Задания:  
1. Какое решение из полученных выше нужно исключить?  
2.Покажите, что произойдет при применении правила 
)()(),( yQx~Ryx~S  .  
 
 




Рис. 4.2. Присоединение правила к графу фактов (прямая система продукций) 
 
Использование целевой ППФ для остановки.  Если предположить, 
что целевая ППФ есть )()( AQv~P  , то при применении правила одним из 
решений может быть именно это предложение, что и остановит 
программу. 
 
При применении всех новых правил или данных для заданного 
набора фактов в прямой системе продукций генерируются новые 
предложения, то есть новые знания. То есть прямая система 
продукций наиболее приспособлена для дальнейшего заполнения 
глобальной базы данных. Другими словами, она приспособлена для 
самообучения.  
 
Обратная система продукций 
Здесь будем использовать графы И / ИЛИ, где к-связки используем 
для выделения предложений, представляющих из себя конъюнкции 
литералов, например 21 LL 
15.  
                                               
15 Понятно, что переименовывать переменные можно лишь в разных предложениях, представляющих 
собой конъюнкции. 
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1. Так как правила имеют вид LW  , то при таком описании  
21 LLW  все равно сводится к 1LW   и 2LW  , что облегчает 
анализ. 
2. Можно приводить правила к его отрицанию после исключению 
импликации 1LW   то есть замены импликации на 1L~W   
и последующего отрицания, что дает 1~LW  . 
В этой системе продукций рационально использовать гиперграфы 
иного вида, где конъюнкция описана к-связками, а дизъюнкция не 
использует связок. 
 
ПРИМЕР: докажем цель (z) ( )P Q x , фактами являются )(AR  
и )Q(A  а правила следующие: П1: )()( yPyR   и П2: )()( BPzS  . 
 
 
                                                                   
Рис. 4.3. Исключение ветви графа при обратной системе продукций.   
 
РЕШЕНИЕ: (z) ( )P Q x  на самом деле объединенная цель, причем 
каждый литерал также является целью и эти две подцели (z)P  и ( )Q x
обе должны быть непременно достигнуты16. Правила здесь проще 
применять в виде импликации. То есть правила применяются в обратном 
порядке, например, к литералу (z)P , который является первой подцелью 
                                               
16 Поэтому здесь стоит к-связка. Она как-бы связывает обе подцели в одну общую цель. Это в какой-
то степени поясняет почему выбрана именно такая форма представления гиперграфа. 
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применяем развернутое наоборот правило при условии z y , тогда новая 
подцель ( )R z  и при z A  достигается, так как в базе данных имелся факт
)(AR . На правой ветви графа подцель )(xQ аналогично достигается при 
подстановке x A , так как имеется факт )Q(A . Интересно, что ветвь 
графа, построенная на правиле П2, формируя новую цель ( )P B , никак не 
достигается, но поскольку на общее решение это не влияет – эта ветвь 
попросту отбрасывается. Другими словами, для решения это правило П2 
не нужно.  
Левый частичный граф − подстановка A= y = z 
Средний частичный граф − подстановка B/z 
Правый частичный граф − подстановка А/x 
 
Отбрасывание несогласованных частичных графов. Стратегия 
управления обратной системой продукций основана на обнаружении 
согласованного графа. Несогласованные частичные графы при этом могут 
быть отброшены, что уменьшает при этом объемы перебора вариантов. 
Выбор структуры графа, где конъюнкция описана связками, а 
дизъюнкция − без них, позволяет наглядно игнорировать некоторые 
ветви графа, которые не согласованы. Решение: включает левую и 
правую ветви графа, а среднюю, которая не согласуется, − удалим. 
 
 
4.6. Основы языка ПРОЛОГ 
 
ПРОЛОГ − язык, наследованный от математики» (mathematically− 
derived languages) 
 
А. Колмерауер Alain Colmerauer 
Защитил диссертацию в университете 
Гренобля, работал профессором 
в университете Монреаля  
(где разработал т. н. Q−system), затем 
в университете Марселя.  
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Технологии описания (теории, языки), основанные на математике или 
на иных логически непротиворечивых формальных методах, позво-
ляют при правильной постановке задачи и корректном применении 
процедур добиться непротиворечивого и определенного результата. 
Причем можно иной раз даже не заботиться об интерпретации 
промежуточных выкладок и представлений. 
 
СВЯЗЬ С ТЕОРИЕЙ ПРЕДИКАТОВ 
Прологовские предложения бывают трех типов: факты, правила 
и вопросы. 
• Факты содержат утверждения, которые являются всегда безусловной 
истиной. 
• Правила содержат утверждения, истинность которых зависит от 
некоторых условий. 
• С помощью вопросов пользователь может спрашивать систему о том, 
какие утверждения являются истинными [18−20]. 
Предложения Пролога состоят из головы и тела. Тело — это список 
целей, разделенных запятой. Факты — это предложения, имеющие 
пустое тело. Вопросы имеют только тело. Правила имеют голову 
и (непустое) тело. 
 голова тело 
Факты родитель (том, боб).  
 родитель (боб, пат).  
Правила   
 предок (X, Z) : − родитель (X, Z). 
пр1. предок (X, Z) : − родитель (X, Y), 
пр2.  предок (Y, Z). 
Вопрос (цель) ?−  предок (том, пат). 
 
ПОДОБИЕ 
1. Все факты − в конце точка. Факт − имя собственное! Переменные – 
имена нарицательные17! 
2. Дизъюнкция – точка с запятой. 
3. Конъюнкция – запятая, имеет приоритет перед дизъюнкцией. 
4. Сопоставление в Прологе соответствует некоторому действию в логике, 
называемому унификацией. 
 
ОТЛИЧИЯ И ОСОБЕННОСТИ 
1. Правила используют импликацию (ранее в теории предикатов от 
импликации уходили, здесь она остается). 
                                               
17 В естественных языках это название группы объектов, которые имеют общие признаки. Здесь это 
не определенные величины. 
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2. Резолюция. В ПРОЛОГЕ применяют обратную продукцию. Создание 
нового предложения из цели G(А) и правила P(у)  G(у). Здесь голова 
правила G(у), а тело правила (условная часть) P(у). При совпадении цели 
G(А) – тело и головы правила G (у = A), обе убираются и остается тело 
правила P(у = А) с заменой переменной (конкретизация). Это теперь новая 
цель.  Рассмотренное выше эквивалентно процедуре 
( ) | ( ) ( ) ( )x yG x G y P y P y     . 
3. Кванторы – представлены не явно. 
4. Комментарии   /* Это комментарий */    % Это тоже комментарий %  
5. Как задают вопросы?    
а) Простой вопрос:  
?− родитель (боб, пат).   
б) «Вопрос−ответ»:   
?--дед (альфонс, юля) 
                   −−  −−  >  да               (это фактически доказательство теорем) 
Вопросы              
?− книга(гюго, X,Y). (это фактически доказательство теорем, но 
модифицированное) 
−−  −−  >  Х = отверженные, Y = издат (пош., 1984) 
−−  −−  >  Х = эрнани, Y = издат(галимар., 1974 ) 
−−  −−  > нет  % это решение проблемы остановки подобных операций % 
 
Вопрос (иначе поставленный − есть ли книги Гюго?) 
?− книга (гюго, ____, ____ ). 
−−  −−  >  да 
Вопрос (для получения списка авторов) 
?− книга(А, ____, ____ ). 
−−  −−  >  А = грэм 
−−  −−  >  А = кондиляк 
−−  −−  > нет 
6. Обратная дедукция. Вместо того, чтобы начинать с простых 
(заданных) фактов, приведенных в программе, система начинает с целей 
и, применяя правила, подменяет текущие цели новыми, до тех пор, пока 
эти новые цели не окажутся простыми (заданными) фактами. То есть это 
обратная дедукция, позволяющая в условиях неуверенности в един-
ственности решения, обеспечить выполнение именно указанной задачи. 
7. Не все программируется. Процесс, в результате которого пролог-
система устанавливает, удовлетворяет ли объект запросу, часто довольно 
сложен и включает в себя логический вывод, исследование различных 
вариантов и, возможно, возвраты.  
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ВСЕ ЭТО ДЕЛАЕТСЯ АВТОМАТИЧЕСКИ САМОЙ ПРОЛОГ-
СИСТЕМОЙ И 
ПО БОЛЬШЕЙ ЧАСТИ СКРЫТО ОТ ПОЛЬЗОВАТЕЛЯ. 
8. Об истинности целей. Запятая между целями обозначает конъюнкцию 
целей: они все должны быть истинными. Однако в Прологе возможна 
и дизъюнкция целей: должна быть истинной, по крайней мере одна 
из целей. Дизъюнкция обозначается точкой с запятой. Например: 
P :− Q; R. 
читается так: P − истинно, если истинно Q или истинно R.  
Смысл такого предложения тот же, что и смысл следующей пары 
предложений: 
P :− Q. 
P :− R. 
9. Порядок выполнения операций:  
P :− Q, R.                                    % P − истинно, если Q и R истинны. 
Из Q и R следует P % 
 Чтобы решить задачу P, сначала решите подзадачу Q, а затем −  
подзадачу R. Чтобы достичь P, сначала достигни Q, а затем R. Таким 
образом, различие между "декларативным" и "процедурным" прочтениями 
заключается в том, что последнее определяет не только логические связи 
между головой предложения и целями в его теле, но еще и порядок, 
в котором эти цели обрабатываются. 
10. Вычисление целевых утверждений Пролога. Всякий раз, как 
рекурсивный вызов процедуры «вычислить» приводит к неуспеху, 
процесс вычислений возвращается к ПРОСМОТРУ и продолжается с того 
предложения С, которое использовалось последним. Поскольку приме-
нение предложения С не привело к успешному завершению, Пролог-
система должна для продолжения вычислений попробовать альтерна-
тивное предложение.  
В действительности система аннулирует результаты части 
вычислений, приведших к неуспеху, и осуществляет возврат в ту точку 
(предложение С), в которой эта неуспешная ветвь начиналась. Когда 
процедура осуществляет возврат в некоторую точку, все конкретизации 
переменных, сделанные после этой точки, аннулируются. 
Такой порядок обеспечивает систематическую проверку Пролог-системой 
всех возможных альтернативных путей вычисления до тех пор, пока не 
будет найден путь, ведущий к успеху, или же до тех пор, пока не 
окажется, что все пути приводят к неуспеху. 
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СВЯЗЬ С ГРАФАМИ И / ИЛИ 
ПРИМЕР                                  КАК ПРОЛОГ РЕШАЕТ18   
 
Факты родитель (том, боб).  
 родитель (боб, пат).  
Правила   
пр1. предок (X, Z) : − родитель (X, Z). 
пр2. предок (X, Z) : − родитель (X, Y), 
  предок (Y, Z). 
Вопрос (цель) ?−  предок (том, пат). 
 
Система попытается достичь этой цели. Для того, чтобы это сделать, 
она пробует найти такое предложение в программе, из которого 
немедленно следует упомянутая цель. Очевидно, единственными 
подходящими для этого предложениями являются ПР1 и ПР2.  
 




Вначале система пробует предложение, стоящее в программе первым: 
предок (X, Z) :− родитель (X, Z) 
Поскольку цель −  предок (том, пат), значения переменных  
X = том, Z = пат 
Тогда исходная цель предок (том, пат) заменяется новой целью: 
родитель (том, пат) 
НО! 
В программе нет фактов и правила, головы которых были бы сопоста-
вимы с целью родитель (том, пат), поэтому такая цель оказывается 
неуспешной 
 
                                               
18 Будем использовать иллюстрации со страницы: Программирование на языке Пролог 
для искусственного интеллекта [Электронний ресурс] – Режим доступа:ttp://wm-
help.net/lib/b/book/60837740/9 
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ВОЗВРАТ 
к исходной цели, чтобы попробовать второй вариант вывода цели 
верхнего уровня  
предок (том, пат).  
Правило пр2:            предок ( X,  Z) :− родитель ( X,  Y),предок ( Y, Z). 
Как и раньше, переменным X и Z приписываются значения: 
X = том, Z = пат 
В этот момент переменной Y еще не приписано никакого значения. 
Верхняя цель предок (том, пат) заменяется двумя целями: 
родитель (том, Y), 
предок (Y, пат) 
Этот шаг вычислений показан ниже (справа) с учетом предыдущей 
неудачи (слева)  
 
Рис.4.5. Второй шаг вычислений (обратная продукция) 
               
Теперь перед собой две цели, система пытается достичь их в том порядке, 
каком они записаны. Достичь первую из них легко, поскольку она 
соответствует факту  
родитель (том, боб) из программы. Процесс установления соответствия −  
сопоставления (унификация) вызывает  
Y  =  боб. 
Тем самым достигается первая цель  
родитель (том, боб), 
а оставшаяся превращается (из-за унификации) в 
предок (боб, пат) 
Для достижения этой цели вновь применяется правило ПР1.Заметим, что 
это (второе) применение правила никак не связано с его первым 
применением. Поэтому система использует новое множество 
переменных правила всякий раз, как оно применяется. 
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Чтобы указать это, мы переименуем переменные правила ПР1 для нового 
его применения следующим образом: 
предок( X', Z'):− родитель( X', Z'). 
Голова этого правила должна соответствовать нашей текущей цели 
предок (боб, пат). Поэтому текущая цель заменяется на родитель 
(боб, пат) т. к.   ПР1.                              
предок(X', Z') :− родитель( X', Z'). 
Так как голова правила имеет вид предок (боб, пат), цель – тело 
правила подходит второму факту  
родитель (боб, пат) 
Все решения согласованы19.  X' = боб, Z' = пат. 
 
 
Рис.4.6. Граф задачи (обратная продукция) 
                                               
19 Напомним, обратная дедукция фактически часто состоит в согласовании лишь некоторых веток, 
соединяющих цели и факты. 
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ВЫВОДЫ: 
1. Язык ПРОЛОГ − «язык, наследованный от математики» 
(mathematically−derived languages). 
2. Для решения задач используется ТЕОРИЯ ПРЕДИКАТОВ. Вывод 
новых предложений основан на методе РЕЗОЛЮЦИИ. 
3. В этот язык встроена скрытая от пользователя программа 
обратной дедукции с формированием на каждом этапе решения новых 
целей с помощью резолюции. 
4. В язык также встроен скрытый от пользователя механизм возврата: 
если вызов процедуры «вычислить» приводит к неуспеху, процесс 
вычислений возвращается к ПРОСМОТРУ и продолжается с того 
предложения, которое использовалось последним. Для продолжения 
вычислений используется альтернативное предложение. 
5. Фактически программа, предложенная пользователем, состоит из 
представления фактов, правил и вопросов. 
 
Следует обратить внимание на аналогии в решении обратной задачи 
на гиперграфах И / ИЛИ и способом решения задач в технике языка 
ПРОЛОГ. Исключение несогласованных ветвей графа, построенного 
для обратной продукции (см. рис. 4.3), вследствие несо-
гласованности, иногда соответствует исключению некоторых фактов 
в решении задач на языке ПРОЛОГ.  
 
Креативность, как следствие ассоциативных связей 
В нейтронных сетях каждое решение формирует устойчивый по 
крайней мере некоторое время граф решений, активно подключающий 
часть элементов нейронной сети с определенными значениями связей 
и локальных потенциалов. Кроме того, в окрестности такого более-менее 
локального графа инициируются пусть более слабо соседние нейроны.   
То же происходит и при большом числе решений, которые создают сеть 
таких графов-связей и потенциалов, наложенных частично друг на друга.  
Это наложение, по существу, связывает эти решения, формируя 
ассоциативные связи между близкими и возможно более далекими 
решениями, что определяется степенью перекрытия их графов. Понятно, 
что ассоциативные связи способны усилить креативность системы. 
В системах логического вывода, вообще говоря, при решении 
целого ряда задач также может (при определенных условиях и опре-
деленной архитектуре) формироваться множество графов, представ-
ляющих собой прихотливые логические связки фактов и правил. На 
первый взгляд трудно ожидать, что эта система позволит создать 
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ассоциативные связи между отдаленными решениями. По крайней мере 
это может ослабить требования к единственности решения, что не 
нравиться математикам. Но если рассматривать ситуацию мозгового 
штурма, поиска решений, то такая связь была бы полезна, усиливая 
ассоциативные связи между решениями. Если в нейронной сети связи 
возникают в самой ее структуре, то в экспертной системе такие связи 
можно было бы обеспечить за счет совместного использования фактов 
и правил из глобальной базы данных для решения ряда задач. Поэтому не 
надо бояться задавать интеллектуальной системе большое число задач, 
возможно это как раз позволит усилить ее креативные возможности. Как 
у людей, заставляя человека решать множество задач, можно увидеть, как 
растет его интеллект, который оценивают обыкновенно способностью 
к обнаружению неожиданных решений, что и называют креативностью.   
 









Фрейм − понятие, означающее в общем виде смысловую рамку, 
используемую для понимания набора объектов и действий.  
Система фреймов − как модель представления знаний − хорошо 
отражает концептуальную основу организации памяти человека, а также 
обладает гибкостью и наглядностью. 
Фрейм (англ. frame − каркас или рамка) предложен М. Минским 
в 70-е гг. как структура знаний для восприятия пространственных 
сцен. Сейчас под фреймом понимается абстрактный образ или ситуация.  
Основной вклад в создание теории фреймов сделал М. Минский [21], 
кстати, сокурсник создателя первого персептрона Ф. Розенблатта. 
                                      
 
Марвин Ли Миински 
Марвин Ли Миински    
Marvin Lee Minsky 
(1927 −2016) диссертации в Гарвардском 





5.1. Структура фрейма 
 
Имя фрейма: (имя 1-го слота: значение 1-го слота), (имя 2-го слота: 
значение 2-го слота), (имя N-го слота: значение N-гo слота). 
Представление в виде таблицы 12, которая дополнена двумя столбцами. 
Таблица 5.1 
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Дополнительные столбцы предназначены для описания способа 
получения слотом его значения и возможного присоединения к тому 
или иному слоту специальных процедур, что допускается в теории 
фреймов. В качестве значения слота может выступать имя другого 
фрейма; так образуют сети фреймов. 
Фреймы-образцы, или прототипы, хранятся в базе знаний, 
Фреймы-экземпляры создаются для отображения реальных ситуаций 
на основе поступающих данных. 
Процедура сравнения (сопоставления). Слоты, заданные по умол-
чанию, могут корректироваться (менять значения) и не исключаются из 
процесса сравнения. Если нет соответствия, то переходят к другому 
фрейму. Связанные (в каждом слоте задано условие, которое должно 
выполняться при установлении соответствия между значениями) фрей-
мы – они сами являются отношениями, − формируют фреймовую 
систему. Такие системы уже используют для решения задач формиро-
вания отчетов и расчетов, а также для обработки изображений… 
 
Модель фрейма является достаточно универсальной, поскольку 
позволяет отобразить все многообразие знаний о мире через: 
 
‒ фреймы-структуры, для обозначения объектов и понятий (заем, залог, 
вексель); 
‒ фреймы-роли (менеджер, кассир, клиент);  
‒ фреймы-сценарии (банкротство, собрание акционеров, празднование 
именин);  
‒ фреймы-ситуации (тревога, авария, рабочий режим устройства) и др.  
 
Важнейшим свойством теории фреймов является заимствованное 
из теории семантических сетей наследование свойств. И во фреймах, 
и в семантических сетях наследование происходит по АКО-связям  
(A-Kind-Of  = это). Слот АКО указывает на фрейм более высокого уровня 
иерархии, откуда неявно наследуются, т. е. переносятся, значения ана-
логичных слотов. 
Существуют специальные языки представления знаний в сетях 
фреймов FRL (Frame Representation Language). 
Широко известны такие фреймо-ориентированные экспертные 
системы, как ANALYST, МОДИС. 
Теория фреймов пока больше соответствует теории постановки 
задач, чем результативной теории. 
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5. 2. Описание знаний с помощью фреймов 
 
1. Взаимопроникновение структур данных и структур процедур. 
2. Законы вывода из-за этого лишаются формальной строгости правил 
вывода (подобных логике предикатов). 
3. Достигнута, зато большая эффективность исчисления (за счет 
ослабления требований полноты и др.). 
Объектное представление можно получить из логического или 
сетевого представлений. Из логических формул, содержащих одни и те же 
конкретизации собирают фреймы. Это можно сделать, собрав, например, 
все бинарные предикаты, которые относятся к рассматриваемому объекту. 
Это реализовано в семействе объектно-ориентированных языков. 
Сцепка (unit) –множество всех фактов о данном концепте. 
Напомним, концепт (данного типа) можно определить «множеством его 
возможных применений». 
Фреймы (slot–and−filler notation) – сцепки, где все фразы выражены 
бинарными предикатами. 
Слот – пара (атрибут, значение) фрейма. 
Явный фрейм (case−frame) – фрейм, где представлены конкретные 
значения аргументов и явные имена формул. 




Фраза: «Вася посылает конфетку Маше», которая записывается в форме 
фрейма: 
Таблица 5.2 
Посылка_10   
элем : (элем. из посылок) 
отправитель : (Вася_1) 
получатель : (Маша_10) 
объект : (Конфетка_10) 
 Здесь элем. – это множество (посылок). 
 
Квантификация переменных: 
Предложение «Вася посылает конфетку каждой женщине» 
описывается бинарными предикатами: 
 x  y  z [Отправитель (z, Вася_1)   Получатель(z, x)   Объект (z, y) 
  Элем (z, посылки)]   
Конкр (y, конфета) Конкр (x, женщина) 
Здесь Элем – это множество (посылок). 
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Функциональный фрейм в области действия квантора общности 
принимает вид 
Таблица 5.3 
z (х)   
элем : (элем. из посылок) 
отправитель : (Вася_1) 
получатель : х 
объект : у(х) 
 
Паросочетание (унификация) двух объектных представлений 
(matching operation) – существуют подстановки для переменных, 
делающие логические формулы двух объектных представлений 
идентичными.  
Полезно для использования объектного представления в качестве БД 
для запросной системы (query system), для построения языка запросов 
(query language). Речь идет о том, чтобы логическая формула «объекта-
цели» унифицировалась с одним из сомножителей «объекта-факта» 
(напомним, последний представлен в виде конъюнкции гипотез и аксиом). 
 
ПРИМЕР: Подстановка {(z, Посылка_10), (х, Маша_10), (у, Конфетка_10)} 
унифицирует или паросочетает приведенные выше функциональные 
фреймы. 
 
Атрибут – конкретизирует некоторые данные или функционально 
связывает эти данные (последующего фрейма) с иными результатами 
предыдущих исчислений (предыдущего фрейма). Во втором случае – это 
функциональный атрибут. 
 
Информация об объектах 
Информация об объектах (инвариантная репрезентация) с расширением 
и усложнением внутреннего мира интеллектуальных систем будет 
становиться все более обширной и адекватной, но пока мы далеки от 
возможностей человеческого разума. Поэтому, опять-таки пока, все 
образы, которыми мы оперируем в интеллектуальных системах 
достаточно схематичны и очень далеки от реальных. Но это поправимо, 
и мы быстро будем наращивать мощности, объемы доступной памяти, 
развивать системы распознавания и т. д.  
 






МАТЕМАТИКА ЧЕРЧА  






До Алонзо Черча (Alonzo Church) и Стивена Клини (Stephen Cole 
Kleene), которые совместно с Аленом Тьюрингом (Alan Mathison Turing) 
создали новый раздел математической логики – теорию вычислимости, 
практиковали следующую процедуру создания сложных функций: в ка-
честве основы берется некоторый «минимальный» набор базовых 
функций и из них строят функции высшего порядка.  
Подобным образом Курт Гедель20 создал теорию рекурсивных21 
функций. А. Черч отказался от базовых функций и ввел преобразования, 






Получил степень бакалавра искусств 
в Принстонском университете в 1924 году, 
и докторскую степень (Ph.D.) в 1927 году под 
руководством Освальда Веблена за работу 
«Alternatives to Zermelo’s Assumption». Два года 
он был стипендиатом (National Research Fellow), 
год провёл в Гарварде, затем – в Геттингене 
и в Амстердаме. С 1929 года ассистент−профессор 
математики в альма-матер, с 1939 года доцент, 
с 1947 года профессор математики, с 1961 года 
профессор математики и философии. 
                                               
20 Теорема Геделя: Для языка высказываний S, каждому из которых функцией Р сопоставлена 
«истина» или «ложь» (т.е. преобразование в булево множество В, или «вычислимость»). Функция Р 
представляет собой алгоритм с конечным числом шагов (т.е. дедуктика). Теорема: не всякая 
функция над множеством высказываний вычислима (см. упрощенное пояснение 
https://geektimes.ru/post/284486/). 
21 Рекурсивно заданная функция определяет своё значение через обращение к себе самой с другими 
аргументами. Часто для этого используется рекуррентная формула – формула, выражающая 
каждый член последовательности через n предыдущих членов и возможно номера i членов 
последовательности.  
РАЗДЕЛ 6. Математика Черча и функциональный язык ЛИСП _____________________ ~ 69 ~ 
 
1. В классическом лямбда-исчислении кроме функций и их 
применений к другим функциям ничего нет.  
2. В расширенном лямбда-исчислении, которое является основой 
функциональных языков программирования, помимо безымянных функ-
ций, заданных лямбда-выражениями, используют внешние константы: 
целые числа, символы и логические значения, константа, обозначающая 
пустой список NIL. А также обозначения функций: арифметические 
операции сложения, умножения и другие, операции сравнения величин 
«больше», «меньше», «равны» и другие, операции над логическими 
значениями «и», «или» и др.  
 
ФОРМАЛИЗМ ЛЯМБДА-ИСЧИСЛЕНИЯ 
Итак, функция e в нормальной форме, это нормальная форма лямбда 
выражения λx.e. 
В выражении λx.e вхождения переменной x в выражении e будут 
связанными. В выражении λf.f x переменная x – свободная, а переменная 
f – связанная, причем так как переменная x – свободная, то ее смысл 
в этом выражении не определен. 
 
ПРЕОБРАЗОВАНИЯ ВЫРАЖЕНИЙ – РЕДУКЦИИ 
α−преобразование: замена в выражении λx.e имени переменной x на 
любое другое (не используемое в этом выражении) имя с одновременной 
заменой всех свободных вхождений этой переменной в выражение e. 
δ−редукция: выражение + 1 4 может быть преобразовано к выражению 5, 
а выражение OR TRUE FALSE – к выражению TRUE (здесь OR – 
функция логического «или»). 
β−редукция: соответствует применению функции, представленной 
лямбда-выражением, к аргументу, 
 
ПРИМЕР: ((λx.+ x x) 3) в результате применения β−редукции будет 
преобразовано в (+ 3 3).  
ПРИМЕР: (λx.x x)(λx.x x) преобразуется снова в (λx.x x)(λx.x x) − 
зацикливается! В выражение ( . )( . )x xx x xx  , заменяя немые 
переменные в первом слагаемом получим то же самое 
( . )( . ) ( . )( . )z zz x xx x xx x xx    . То есть это не вычислимое 
выражение.  
 
η−преобразование: λx.E x эквивалентно функции E. 
 
ОПРЕДЕЛЕНИЯ: 
Если к выражению можно применить одну из редукций, то оно 
называется редуцируемым или редексом (от redex – reducible expression). 
Если ни одного редекса в выражении нет, выражение находится 
в нормальной форме. Процесс «отладки» сводится к преобразованию 
исходного выражения к его нормальной форме. 
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ОПРЕДЕЛЕНИЯ:  
Редекс самый внешний, если он не содержится ни в каком другом из 
редексов в рассматриваемом выражении, редекс самый внутренний, если 
внутри него не содержится редексов.  
 
ПРИМЕР: В выражении (λx.λy.y)((λx.x x)(λx.x x)) самым внутренним 
является «зацикливающийся» редекс (λx.x x)(λx.x x), а редекс, представ-
ляющий собой все выражение, является самым внешним. 
 
МЕТОДЫ 
Канонический порядок редукций: пусть преобразования происходят 
таким образом, что редукция всегда применяется к самому левому из 
самых внутренних редексов – АПР (аппликативный порядок редукций). 
То есть прежде всего «вычисляется» значение аргумента вызова, а потом 
уже происходит подстановка этого значения в тело вызываемой функции. 
Таким образом, этот порядок редукций соответствует энергичному 
способу вычисления значения функций в функциональном програм-
мировании.  
ПРИМЕЧАНИЕ: Отметим, что канонический порядок отвечает 
Ocaml и LISP. 
 
ПРИМЕР: В выражении (λx.λy.y)((λx.x x)(λx.x x)) самым внутренним 
является «зацикливающийся» редекс (λx.x x)(λx.x x), поэтому 
«канонический» порядок вычислений не сможет привести выражение 
к нормальной форме. 
 
Нормальный порядок редукций  (НПР) – применение редукции 
к самому левому из самых внешних редексов – подстановка аргумента 
в тело функции происходит до того, как преобразования будут 
производиться над самими аргументами. Это похоже на процесс ленивых 
вычислений в функциональных языках программирования (где 
вычисление аргумента осуществляется лишь однажды – при первом 
обращении к аргументу; в дальнейшем происходит обращение к уже 
вычисленному значению). Здесь процесс преобразования выражения, 
которое служит аргументом применения функции, будет происходить 
столько раз, сколько раз аргумент появляется в определении этой 
функции. 
 
ПРИМЕР: (λx.λy.y)((λx.x x)(λx.x x)) при применении НПР используем 
β−редукцию, считая все выражение редексом. Действительно, 
выражение представляет собой применение функции (λx.λy.y) 
к некоторому аргументу. Однако, аргумент x не используется в теле 
функции – λy.y, так что независимо от того, что представляет собой 
этот аргумент, результатом такой β−редукции будет выражение 
λy.y. При применении АПР – зацикливаемся.  
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Можно не переименовывать переменные в выражении, если будем 
применять НПР, оставляя редексы внутри лямбда-выражений, при этом 
β− и δ−редукции не дадут нормальной формы, но, получим ее эквива-
лент – слабую заголовочную нормальную форму (СЗНФ).  
 
ПРИМЕР: если e в нормальной форме, это нормальная форма лямбда 
выражения λx.e, если e в произвольной форме − это СЗНФ форма 
лямбда выражения λx.e.  
Тогда процесс «вычисления» отвечает приведению его к СЗНФ 
с помощью β− и δ−редукций, применяемых в нормальном порядке без 
использования α−преобразований для «безопасного» переименования 
переменных, что соответствует самому простому языку функционального 
программирования. 
ПРИМЕР: приведем к СЗНФ (λx.* x x)(+ 2 3). Если используем НПР, то 
сначала выполняется β−редукция и (+ 2 3) подставляется вместо x 
в тело лямбда-выражения, (* (+ 2 3) (+ 2 3)). После этого выражение 
(+ 2 3) придется вычислить два раза за счет δ−редукции и получим 25. 
 
 
6.2. Переход к языку ЛИСП 
 
В последнее время из группы языков ЛИСП больший практический 
интерес вызвал Коммон Лисп, который оттеснил язык Интерлисп. 
Коммон Лисп наряду с ПРОЛОГом являлся долгое время предпочти-
тельным языком искусственного интеллекта. Кстати, чистый ЛИСП 
включал набор функций, позволяющий создавать и видоизменять списки, 
состоящие из элементов подсписков. Добавляя новый элемент 
(подсписок) в начало списка или изымая головную часть списка или его 
остаток. Используя оператор условного перехода, на нем можно было 
программировать.  
1. В современном ЛИСПе процедуры могут стать данными, под-
ставляемые в выражения как аргументы. 
2. Сначала думали, что ЛИСП – язык только для рекурсивных схем, 
на практике же он оказался весьма гибким. 
3. ЛИСП позволяет сформулировать и запоминать произвольные 
предложения (идиомы), которые полезны для систем искусственного 
интеллекта.  
4. На нем можно писать и программы, отличные от ИИ, например, 
на нем написан AUTOCAD. 
 
Источники22: 
1. McCarthy J. LISP 1.5 Programmer’s Manual/ J. McCarthy et al. – 
Cambridge, Mass. MIT Press,  1962. 
                                               
22 Для отработки Common List есть реализации двух систем. Попроще для Windows, 
https://drive.google.com/open?id=1Jhmu4jz_alFGYTNR_WBmocG_95DXac_B., посложнее, но и для 
Windows, и для Linux, и для Mac OS : https://common-lisp.net/project/lispbox/  
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2. Weissman C. LISP 1.5 Primer/ C. Weissman – Belmont, Calif. Dickenson 
Publishing Company, 1967. 
3. Steele G.L. Common Lisp – the language/ G.L. Steele – Massachusetts: 
Digital Press, 1986. 
4. Хювенен Э. Мир ЛИСПа Т.1: Введение в язык ЛИСП и функциональное 
программирование/ Э. Хювенен , И. Сеппянен  – M. МИР, 1990, 458с. 
 
ДИАЛЕКТ ЛИСПА− СКИМ (см. ВВЕДЕНИЕ В ЯЗЫК SCHEME23) 
Как и в математике Черча 
lambda (x) (* x x)) ; создать функцию, которая вычисляет квадрат числа 
или то же самое24  
(define (square x) (* x x)). 
Можно выразить это же сложнее:  
define square (lambda(x) (* x x))); создать функцию, которая вычисляет 
квадрат числа и назвать её square. 
(+ 3 5) Сумма трёх и пяти. 
(* 5 6 7) Произведение пяти, шести и семи. 
(купить булочная батон) Купи в булочной батон. 
(* width height) (3 5) width, height — переменные, а 3 и 5 — их текущие 
значения. 
ИТАК 
Переменная задаётся следующей конструкцией (define имя 
<первоначальное значение>)  
(define width 3) 
(define height 7) 
(* 2 (+ width height))  расчет периметра 
Таблица 6.1 
Как в математике Как в языке СКИМ 
(+ (* a a) (* b b)) (+ (square a) (square b)) 
то есть (define (square x) (* x x)) 
другими словами  
(define (название параметр параметр …) тело_функции) 
Теперь 
(define a 3) 
(define b 4) 
(define (square x) (* x x)) 
(+ (square a) (square b))   
                                               
23 Иевлев С. И.  «Ваш новый язык – Scheme». Опубликован в двух частях в журнале «Потенциал». 
24 Для задания новых функций в ЛИСПе используется специальная форма defun, define и еще 
несколько вариантов, например  (defun<имя функции> <параметры> <тело функции>). 
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«Когда пишете программу на Лиспе, вы описываете не алгоритм, 
а сначала создаёте язык, а потом на нём формулируете исходную задачу. 
Несколько точнее – вы «подгоняете» данный вам язык Scheme до тех пор, 
пока он не станет совпадать с языком, на котором задача 
формулируется легко». 
ПРИМЕР: СОЗДАНИЕ ФУНКЦИИ 
Модуль числа:   
Первый  вариант 
 
(define (abs x) 




То есть «функция abs возвращает свой аргумент, если он положителен, 
иначе − x». (if условие <действие, если условие выполняется> <действие 
в противном случае>). 
Второй вариант  
  
(define (abs x) 
((if (positive? x) + −) x)) 
То есть «…если аргумент положителен, то плюс, иначе минус x». Здесь 
в результате исполнения выражения if возвращается функция + или −, 
которая затем применяется к аргументу x. 
СПИСКИ 
Представление списков list 
(define lst1 (list 1 2 3))   ; список из трёх чисел 
(define lst2 (list "hello" "my" "world")) ; список из строк 
(define lst3 (list "hello" 1 "world" 3))  ; список из строк и чисел 
Функция map возвращает список, в котором каждый элемент есть 
результат применения <функция> к элементу исходного списка. 
define (inc x) (+ x 1))  ; увеличивает число на единицу 
(map inc (list 1 1 1))   ; возвращает список из двоек 
(map square (list 1 2 3)) ; возвращает список из квадратов элементов, то 
есть 1, 4 и 9 
 
ПРИМЕР: взять три числа списком и увеличить их на единицу 
(define abc (list 1 1 1)) 
(map (lambda(x) (+ x 1)) abc) 
А можно даже и список не вводить как дополнительную переменную abc: 
(map (lambda(x) (+ x 1)) 
       (list 1 1 1)) 
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Как написать функцию, которая последовательно будет перемещаться по 
заданному списку и выводить каждый элемент этого списка? Для этого 
нам надо только знать следующие инструкции: 
(null? <список>) − проверяет, а есть ли ещё такие элементы в списке, 
(car <список>) − возвращает первый элемент списка, 
(cdr <список>) − возвращает список из всех элементов, кроме 
первого, а если больше ничего не осталось, то пустой список. 
 
ПРИМЕР: 
(car (list 1 2 3)) ; вернёт 1 
(cdr (list 1 2 3)) ; вернёт список из 2 и 3, то есть (list 2 3). 
 
Введем функцию print−list.  






Если список не пуст, то: 
1. выводим голову списка. 
2. вызываем print−list для хвоста списка 
 
(define (print−list lst) 
(if (not (null? lst)) 
    (begin (display (car lst)) 
           (newline) 
           (print−list (cdr lst))))) 
 
 
6.3. Работа со списками 
 
(Common Lisp −диалект языка ЛИСП, стандартизированного ANSI) 
Квотирование (блокировка). Для предотвращения вычислений аргу-
менты должны быть «заквотированы» − первый аргумент-список обыч-
ной блокировкой: '(4 1 6 7) – апостроф перед списком предотвращает 
его вычисление, а второй аргумент функциональной блокировкой 
#'имя_функции (#' аналогична обычной блокировке, но должна указы-
ваться для функций − подробнее этот вопрос рассмотрим позже).  
 
ПРИМЕР: сортировка списка чисел по возрастанию: 
(sort '(4 1 6 7) #'(lambda (x y) (< x y))) 
==> (1 4 6 7) 
 и по убыванию  
(sort '(4 1 6 7) #'(lambda (x y) (> x y))) 
==> (7 6 4 1) 
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sort сортирует список, указанный в качестве первого аргумента по 
правилу, заданному вторым аргументом. Второй аргумент должен быть 
функцией, принимающей два параметра и возвращающей обобщенное 
логическое значение – ИСТИНА, если аргументы расположены в верном 
порядке и ЛОЖЬ – если в неправильном. Функциональную блокировку 
#'append можно записать и таким образом: (function append) 
 
ПРИМЕРЫ ФУНКЦИЙ 
1. Базовые функции 
( cdr (car ' ( ( a b c ) d ) ) ) 
( b c )  
здесь cdr возвращает список кроме первого элемента, а car возвращает 
первый элемент. 
СВЯЗЫВАЮЩАЯ ФУНКЦИЯ                      ( setq m ' k )  
                                                                                       k 
например,  (setq 2+ (make−incr 2)) сообщает, что объект−функция 2+ это 
то же самое, что make−incr 2− функция, которая увеличивает свое 
значение на 2. 
НЕЯВНЫЙ PROGN                     ( progn ( setq x 2 ) ( setq y ( * 3 2 ) ) ) 
                                                                                      6 
вычисляется последовательность форм, а в качестве значения берется 
значение последней формы. 
LAST удаляет из списка все элементы, кроме последнего.  
REVERSE, которая сразу изменяет порядок элементов на обратный.  
 
2. Базовые предикаты  
Предикат в Лиспе − это функция, которая определяет, обладает ли 
аргумент определенным свойством, и возвращает в качестве значения T 
или NIL: 
                                   ( eq ' cat ' cat ) 
                          t 
Предикат eq сравнивает два символа и возвращает t, если они 
одинаковые, и возвращает nil в противном случае. 
   
3. Условные предложения 
(IF< условие > < то форма > < иначе форма >) 
                                   ( if ( atom x ) 'аtоm 'not − аtom ) 
4. Логические функции  
or используется для выделения первого не пустого элемента в списке.                                                                               
                     (or t nil )                                                                                                     
                         t                                                                        
Если and встречает аргумент, значение которого NIL, она возвращает NIL, 
не продолжая вычисления остальных. Если NIL аргументов не 
встретилось, то возвращается значение последнего аргумента. 
                     (and ' a ' b )                                                                                   
                            b  
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5. Проверочные функции 
cond − Отбирается первое подвыражение, чья форма условия 
вычисляется в не−NIL. Все остальные подвыражения игнорируются. 
check− тестирующая функция, которая сравнивает два возможных 
решения – двухэлементных списков v a, и возвращает количество 
совпадений в них. 
 
Технология работы со списками, которая разработана на основе 
математики Черча (и которая развивалась уже по своей логике), позволяет 
построить множество (пространство) решений и с помощью функций 
сравнения выделить искомое. Создать набор функций, которые оценивают 
уровень совпадений искомой (или декларируемой априори) цели с базой 
фактов и правил. В этом есть некоторая аналогия с системами, исполь-
зующими технологию логического вывода, где тоже можно искать цель 
(прямая дедукция) или обнаруживать соответствие цели фактам и пра-
вила, то есть доказывать теорему (обратная дедукция). Особенностью 
функциональных языков является возможность модифицировать описа-
ние вывода, согласно представлениям разработчиков. Но полученная 
программа также может отвечать на вопросы, которые здесь играют 
роль цели, подобно языкам логического вывода. Именно поэтому ЛИСП 
и его аналоги − функциональные языки не зря считаются языками 
искусственного интеллекта.      
 









7.1. Элементы нечетких множеств  
 
Недостатком экспертных систем логического программирования 
было то, что они оперировали двумя значениями «истина» и «ложь», то 
есть отдельные факты, правила, цели, все имело так называемую 
истинностную оценку по двухбалльной шкале. В жизни так не бывает, 
поэтому все время искали возможность перейти к более приближенной 
к реальности структуре размытых понятий. Поэтому так весьма кстати 
была предложена человечеству профессором Калифорнийского универ-
ситета Лотфи Заде теория нечетких множеств и нечеткой логики (1965).  
Нечеткая логика применяется для задач слабо формализованных и задач 
с ненадежными условиями и с неопределенными выражениями; рас-
полагается между формальным и естественным описаниями; описывает – 
аппроксимирует  любую математическую модель (теорема FAT = Fuzzy 
Approximation Theorem,  B. Kosko, 1993); но в действительности исходный 
набор данных часто не только неполный, а и слегка противоречив, 
введенные экспертами переменные входа и выхода могут оказаться не 
вполне адекватно описывающими реальность; потому с необходимостью от 
систем требуют адаптивности, то есть они должны допускать коррекцию 
знаний и параметров в процессе решения задач [23, 24].   
 
 
Лотфи А. Заде  L. Zadeh 
 
Барт Коско  B. Kosko 
                                               
25 The first time, it’s a kludge! The second, a trick. Later, it’s a well-established technique! – Сначала – это 
путаница, затем хитрость, а после – всем известный метод. Mike Broido, «Intermetrics» 
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Характеристическая функция = функция принадлежности 
элемента к множеству, − принимает значения от нуля до единицы  или до 
иной  величины – верхней границы (в четких множествах только  0 и 1), то 
есть A (x) – это характеристическая функция, принимающая значения на 
множестве М. 
Нечеткие (fuzzy) множества (L. Zadeh, 1965) – множества элементов, 
описываемых характеристическими функциями. 
 
Пусть Е – универсальное множество элементов х, а G – некоторое 
свойство. A ={A (x)/x} – это подмножество Е, где A (x) – 
характеристическая функция, принимающая значения на множестве М, 
определяющие наличие ( долю, степень) свойства G  у  элемента х. 
Если М = {0,1} – это четкое множество, то  М  =  [0,1] – нечеткое 
(нормализованное) множество. 
  
              )(xA        

A  








                                   А 
 
Рис.7.1. Представление характеристических функций  
нечеткого множества и его дополнения 
 





 − высота нечеткого множества (если высота = 1 – это множес-
тво нормально, а если меньше – субнормально). 






Унимодальность элемента х0 −   A (x0)=1 . 
Носитель нечеткого множества А – его подмножество для которого  
A (x)>0. 
Точки перехода множества А – элементы для которых справедливо  
A (x) =1/2. 




1. Включение − Ex , { )()( xx BA   },  это А содержится в В  
(В доминирует А) или BA .  
2. Равенство − Ex )()( xx BA   ,  
 то есть А = В. 
3. Дополнение – M = [0,1], А и В на М, Ex , )(1)( xx BA   , то  

 AB  или

 BA . 
4. Пересечение − Ex ,{ ))(),(min()( xxx BABA   } − наибольшее 
подмножество, содержащееся одновременно и в А и в В   или  
BA  . 
5. Объединение − Ex , − { ))(),(max()( xxx BABA   } − 
наибольшее подмножество, содержащееся как в А, так и в В, или  
BA  .   
6.  Разность – это А–В =

 BA , { ))(1),(min()( xxx BABABA    }, 
А – В =

 BA       
7.  Дизъюнктивная сумма
)()()()(

 ABBAABBABA  или 
{ ))]}(),(1min[())],(1),(max{[min()( xxxxx BABABA   }, где 
)()()()(

 ABBAABBABA  
 
Нечеткие переменные − < , X, A> − где  − наименование нечеткой 
переменной, Х − область определения переменной (универсальное 
множество), А – нечеткое множество с функцией принадлежности )(xA . 
Лингвистическая переменная < ,T, X,G,M >, где  − наименование 
лингвистической переменной, Х − область определения переменной 
(универсальное множество), Т – (базовое) терм − множество (множество 
значений = наименований) лингвистической переменной, G – син-
таксическая процедура, позволяющая генерировать новые термы 
(значения), причем )(TGT  − расширенный терм − множество линг-
вистической переменной, где )(TG − сгенерированное множество термов; 
М − семантическая процедура, превращающая новые значения термов 
в элементы нечетких множеств. 
 
 




1. Алгебраическое произведение − Ex , )()()( xxx BABA    
А . В 
2. Алгебраическая сумма − Ex , )()()()()( xxxxx BABABA    
А + В для которых  
выполняются свойства коммутативности (положение сомножителей неважно);  
ассоциативности (порядок двух последовательных одинаковых операций 
неважны);  
А . Е =А, А+Е=Е,  
умножение на нуль и добавление нуля – обычные,  
справедливы формулы де Моргана:

 BABABABA , , 
а также EAAAA 

, . 
Не справедливы идемпотентность (то есть, А . А =А, А+А=А, которые для 
логических напротив справедливы) и дистрибутивность (порядок двух 
разных операций). 
Справедливы дистрибутивность одной из алгебраических и одной из 
логических ( , ) операций. 
Можно возводить в степень, если степень больше единицы – это 
уплотнение = концентрация, а меньше единицы − растяжение. 




 ). Множество рА есть 
множество для которого ApA px  )( . 









5. Прямое (декартово) произведение множеств – произведение n множеств 
{A} определенные на n универсальных множествах {Е} определяется 
функцией принадлежности }),(),...,(),(min{ 2211 nAnAA xxx    на 
множестве nEEE  ...11 . 




   
где К(х) – подмножества универсального множества Е (их совокупность – 
ядро оператора увеличения нечеткости Н). 
7. Четкое множество  уровня – множество  уровня нечетного 
множества А универсального множества Е − четкое подмножество
})(/{   xxA A  универсального множества Е, где 1 , то есть только 
те х, которым в нечетком множестве А соответствовали  )(xA . 
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Для операций над нечеткими числами порой используют обозначения 
,max min
x x xx
    
хотя допустимы и иные представления 
 
Нечеткие числа – нечеткое множество А на множестве действительных 
чисел R с функцией принадлежности   ]1,0[)( xA ,     Rx . 
Нормальные числа А – если ( ) 1max A x
x
  . 
Выпуклые числа А – если для любых zyx       )()()( zyx AAA   . 
Множество   уровня нечеткого числа А −  это })(/{   xxA A  
Подмножество RxxS AA  }0)(/{   − носитель нечеткого числа А. 
Нечеткий нуль − выпуклое нечеткое число А, для которого справедливо
(0) { ( )}supA A x
x
  . 
Положительное нечеткое число А если при 0,  xSx A . 
Нечеткое n-арное отношение – нечеткое подмножество R на прямом 
произведении универсальных множеств Е = nEEE  ...11 , прини-
мающее значения на множестве принадлежностей М.  
 
Пример: для случая n = 2 нечеткое отношение определяется функцией R: 
(X,Y) на [0,1], для которого каждому набору  (x,y) из  (X,Y) ставится 
в соответствие ),( yxR . Обозначается нечеткое отношение на YX 
в виде: xRyYyXx :,   В случае X=Y используют обозначениее 
нечеткого отношения на множестве Х     ]1,0[:  XXR  . 
 
Композиция (свертка) = (max−min композиция, max−min свертка) – 
21 RR   то есть )],(),([),( 2121 zyyxzx RR
y
RR   , если заданы два 
нечетких отношения ]1,0[:1 YXR    ]1,0[:2  ZYR . 
 
Логика Zadeh. Было введено понятие «расплывчатых» множеств, как 
множеств, имеющих различные градации степени принадлежности 
к данному классу. Здесь можно говорить о случайности лишь отчасти, 
разве что лишь с позиций неопределенности относительного уровня 
принадлежности к данному классу.  Вводились разные методы 
расчетов, например вида ),max( bab  и ),min( bab  . 
Расплывчатое множество А в Х вводилось как совокупность пар
)}(,{ xxA A  где Xx , то есть )(xA – функция, отображающая Х 
в М, где М − пространство принадлежности ]1,0[M . Задача оценки 
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(определения) )(xA в множестве пар )}(,{ xx A − задача 
распознавания образов. Оператор размытия (в оригинале fuzzifier) 
размывает границы множества, создает не вполне определенные 
образы. Вместо «х меньше 1 и больше 2» используем 
«х приблизительно находится между 1 и 2».   
Пересечение множеств может быть определено в жестком смысле, 
например )}(),(min{ xx BABA   , то есть или )(xA , или 
)(xB  в зависимости от того, что оказалось меньше. Возможно 
пересечение в более мягком смысле )()( xx BABA   , где 
остается взаимное участие множеств )(xA ,  и )(xB .  
В структуре принятия решений обычно рассматривается множество 
альтернатив и множество ограничений. Для альтернатив вводится 
функция предпочтительности (например, выигрыш или проигрыш при 
ее выборе). Обыкновенно стараются создавать симметрию по 
отношению к альтернативам и ограничениям, что упрощает принятие 
решений. Расплывчатое решение можно считать расплывчатым 
множеством в пространстве альтернатив, которое получается 
пересечением альтернатив и ограничений. Полное решение может быть 
представлено в виде дизъюнкции различных полученных после анализа 
характеристических функций. Способы перехода к четкости − обычно это 
взвешенное среднее всех )(xA . 
 
ПРИМЕР: рассмотрим следующую простую задачу. Пусть цель – это G, 
а ограничение − это C. Тогда решением будет D, то есть CGD  . 
Или в терминах характеристических функций CGD   . 
В зависимости от интерпретации конъюнкции  − жесткой (min) или 
мягкой, результат будет разниться. Например, для жесткой 
интерпретации цели и ограничения вступают в конфликт, и нет одной 
альтернативы, удовлетворяющей всем.  
 
Рис. 7.2. Решением являются только нижние части двух кривых26. 
 
 
                                               
26 Напротив, если G и C – это комбинация двух решений, то можно использовать их дизъюнкцию 
(max) и интегральное решение будет CGD   или CGD   . Это верхние части кривых на 
рис.7.2. 
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7.2. Формальные схемы  
нечеткого логического вывода  
 
Рассмотрим чисто формально следующие примеры. 
Алгоритм Mamdani – 1) с помощью экспертов вводится нечеткость 
в форме нечетких множеств = функции принадлежности А1 (х), А2(х), В1(у), 
В2(у), С1(z), С2(z); 
2) С помощью экспертов вводятся правила:  
П1: если х есть А1 и у есть В1 , то z есть С1; 
П2: если х есть А2 и у есть В2 , то z есть С2; 
Информация представляется в виде предложений, содержащих 
конъюнкцию и импликацию. Ответ подразумевает дизъюнкцию 
полученных результатов. То есть, надо построить нечеткий ответ в виде 
соответствующего значения характеристической функции 
 )()()()( 10101 zCyBxAz 2 0 2 0 2( ) ( ) ( )A x B y C z   
а  потом перейти к четкости. Рассмотрим все операции последовательно:  
итак, первая половина правил может быть представлена формально как 
)()( 0101 yBxA   = 1   и 
2 0 2 0( ) ( )A x B y = 2 , 
вторая как  
)(11 zC , 
)(22 zC , 
где ),( 00 yx − конкретные входные переменные;  
3) так как min , то находят уровни «отсечения» 1  = )()( 0101 yBxA   
и 2 = )()( 0202 yBxA   
4) теперь находят функции принадлежности С 
)(11 zC  
)(22 zC  
5). композиция (операция max ) 
 )()( 11 zCz  )(22 zC  















 − центр тяжести = четкое значение.  
 
Алгоритм Tsukamoto − 1) с помощью экспертов вводится нечеткость 
в форме нечетких множеств = функции принадлежности А1 (х), А2(х), В1(у), 
В2(у), но здесь С1(z), С2(z) – это четкие, определенные функции, 
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позволяющие найти четкие значения z по каждому из правил П1 и П2; 
2) находят уровни «отсечения» 1  = )()( 0101 yBxA   и 2 =
)()( 0202 yBxA  ; 
3) из уравнений )( 111 zC и )( 222 zC находят четкие значения 
(ответы по применению отдельных правил) 21 , zz ; 
4) определяют ответ, например, как взвешенное среднее. 
Таким образом, начальные знания представлены в виде предложений 
с использованием конъюнкции (их используют на этапе получения 
уровней отсечения) и импликации (следования). Причем импликации 
могут не преобразовываться и использоваться непосредственно (на этом 
этапе определяются значения характеристических функций у нечетких 
множеств С). Далее, так как все предложения (для набора предложений, 
где использована конъюнкция) связаны дизъюнкцией, её и применяют для 
получения окончательного решения в нечеткой форме. Переход к четкой 
форме может различным, в частности таким, как предложен в при-
веденных традиционных примерах (алгоритмах).   
Здесь стоит сделать одно замечание. Переход к четкости плохо 
определен, если нет выраженных экстремумов интегральной (результи-
рующей) функции принадлежности. То есть задача решена недостаточно 
четко, что требует ее пересмотра и уточнения в самом использованном 
алгоритме.  
 
Проблемы расширения возможностей интеллектуальных систем 
Большая сложность в создании систем, способных справиться с ва-
риативными и некорректными задачами. Для их решения понадобятся 
большие объемы информации, даже плохо структурированной, 
представляющей собой клудж образов и связей между ними. Следует 
только добиваться при наполнении такой информацией глобальных 
баз знаний максимальной добросовестности. Кроме того, видимо, 
следует ослабить ограничения на уровень несовместимости содер-
жательной информации и правил. Полезно остерегаться инфор-
мационного шума, который с развитием сетевой структуры, ускорения 
и увеличения объемов информационных потоков станет большой 
проблемой для информационных технологий и интеллектуальных 
систем в особенности, не исключая и самого человека. За счет 
расширения и усложнения систем обратных связей надо добиваться 
создания в искусственной интеллектуальной среде развития механиз-
мов, аналогичных способностям человека проводить мысленный 
эксперимент. Такое внутреннее воображение, когда система исполь-
зует собственные информационные ресурсы в качестве начальных 
данных, должно активно развивать её внутренний мир, создавая новое 
знание, структурируя его и выискивая неточности и нестыковки. Не 
стоит бояться того, что система порой будет «впадать в задумчивость». 
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Кроме того, обнаруженные нестыковки способны дать пищу для 
размышлений человеку, такому неловкому создателю интеллектуаль-
ных систем. Все вышесказанное подталкивает нас к использованию 
в качестве инструментов решения нейронные сети.  
 
 
7.3. Нейронная сеть  
в представлении нечеткой логики 
 
НЕМНОГО О ТРАДИЦИОННЫХ НЕЙРОСЕТЯХ 
Сначала У. Маккалох  и У. Питтс (W. McCulloch, W. Pitts) создали 
первую модель нейрона (1943), затем в 1960−1970 гг. появились сырые 
модели нейронных сетей, но только в 1982 г. Дж. Хопфилд  (J. Hopfield) 





Рис.7.3.  Природный и искусственный нейроны 
 




Рис. 7.4. Функции реакции нейрона на внешнее раздражение 
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Началось все с персептрона Ф. Розенблатта (Frank Rosenblatt) 
Марк1, который уже в 1960 году, немного путаясь, узнавал-таки неко-
торые буквы алфавита. Как водится в науке, через десяток лет бывший 
сокурсник Ф. Розенблатта М. Минский убедительно раскритиковал воз-
можности персептрона, что привело к задержке развития нейрокомпь-
ютеров еще на десяток лет. Дескать, не так уж он и хорошо может рас-
познавать образы. Потом люди все-таки решили использовать персептрон 
по назначению, ибо ничего другого им не пришло за это время в голову.  
 
 
Нейронная сеть – это паутина из нейронов, которую для того, чтобы 
она делала что-то осмысленное, нужно предварительно обучить. Дать ей 
несколько задач с решениями и подогнать параметры сети так, чтобы она 
эти решения продемонстрировала, причем все из этого обучающего 
комплекта. Желательно, чтобы задач было побольше, тогда есть шанс, что 
новая задача будет решена так как нужно. 
 
Рис.7.6. Блок-схема  
«обучения с учителем» 
 
Девид Румельхард и Джеффри Хинтон (1986) предложили наиболее 
распространенный ныне метод обучения сети – метод обратного 
распространения ошибки: оценив степень отклонения от нужного ответа, 
они рекомендовали пройтись в обратном порядке по слоям сети и по-
править настройки. 
 
Рис.7.5. Примерная схема простой 
искусственной нейронной сети 
Узлы 
источника Входной слой Скрытый слой
Выходной 
слой
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И по сей день, все нейронные сети, нейрокомпьютеры, библиотеки 
которых насчитывают миллионы, обучаются по этой схеме, хотя 
существуют сети, которые в обучении не нуждаются. 
 
Доказанная Ф. Розенблаттом и коллегами теорема сходимости 
персептрона, обучаемого по методу коррекции ошибки для любых 
начальных весовых коэффициентов и последовательности процедур, 
всегда приведёт к достижению решения за конечный промежуток 
времени. Показано было также, что при слишком большом объеме 
обучения, нейронов может не хватить, нужно их число увеличивать. 
М. Минский уточнил объемы памяти для весовых коэффициентов и 
указал на проблемы со слишком большим объемом памяти для 
больших задач и показал, что времена обучения и решения могут 
оказаться слишком большими, что вызвало запредельный пес-
симизм у разработчиков. Потом осознали, что для распознавания 
образа нужна далеко не полная информация, достаточно лишь 
ее доли. Кроме того, М. Минскому принадлежит высказывание 
о свойствах сети: «если нейросеть случайно связана, это не избав-
ляет её от заранее составленного мнения о том, как играть, просто 
вам оно будет неизвестно27». То есть, то, что происходит в сети, вряд 







Эта идея получила развитие – стали искать более мягкие формы 
активации нейронов, усложнение связей нейронов разных слоев 
(например, архитектура ResNet и подобные ей). Но обучение имеет свои 
проблемы − нужно большое количество правильно решенных задач – 
                                               
27 Все наши методы получения решений не единственно верные. В письме к Бесселю от 21 ноября 
1811 г. Гаусс сделал заключение, что во всей математике нет ничего истинного. «Не следует 
забывать о том, что эти функции, подобно всем математическим конструкциям, являются всего 
лишь нашими творениями и что в тот момент, когда утрачивает смысл определение, с которого мы 
начали разработку их теории, следует спрашивать себя, не «что такое эти функции», а какое 
допущение удобнее принять, чтобы введенное нами понятие функции сохранило смысл».  
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примеров (для этого даже создавали коллективы разработчиков таких 
примеров), при большом количестве слоев влияние корректирующих 
поправок ослабляется, кроме того нужно проводить много операций по 
настройке – фактически в режиме итераций. Оказалось, например, по-
лезным предварительно готовить сеть для обработки данных опреде-
ленного типа − метод предобучения сети Д. Хинтона (2006). Перспек-
тивной процедурой является использование параллельных вычислений 
при настройке сети с технологиями CUDA на графических картах (GPU – 
graphics processing unit). Уже для сотовой связи созданы специальные 
процессоры – NPU (neural processing unit), так называемые ускорители 
искусственного интеллекта (AI accelerator) для увеличения произво-
дительности параллельных вычислений аналогично GPU при заметной 
экономии энергии.  
Если после обучения, тесты показывают, что ошибки убывают, то 
значит повезло, научили. А если ошибки на тестовых примерах растут, 
значит сеть просто запомнила все, что ей сообщили, во время обучения, 
а реально ничему не научилась, это политкорректно назвали перео-
бучением (overfitting). Переобучение больших сетей ожидаемо, ибо 
увеличение свободных управляющих параметров эквивалентно 
увеличению степеней свободы28. Недостаточное число обучающих задач 
позволяет обеспечить правильность необходимых решений этих задач. 
Однако другие подобные задачи могут быть решены неправильно. Кроме 
того, нельзя обеспечить прямое соответствие начальных условий 
конечным результатам. Различные начальные условия могут давать один 
и тот же или близкий результат.  
Бороться с переобучением сложно, но некоторые подходы оказались 
удачными. Например, часто применяют ослабление воздействия соседних 
нейронов друг на друга (для количественных критериев такого ослабления 
используют известные в математике методы регуляризации Тихонова), 
используют отключение во время обучения больших участков сети – 
оригинальная методика обучения Д. Хинтона Dropout (2012). Это 
временно уменьшает сложность сети, создавая условия подавления 
переобучения, а затем при подключении прежде выключенных участков, 
их адаптация к новому состоянию улучшается. Кроме того, человеческий 
мозг нашел же способ бороться с переобучением (пусть даже не так 
                                               
28 Требование единственности решения, которое навязали математики, в дальнейшей практике 
создания искусственного интеллекта для решения невычислимых задач, не требующих 
единственности решения, на базе нейронных сетей громадного объема оказалось излишним. Дело 
в том, что сам человек иной раз решая проблему обнаруживает множество возможных путей ее 
решения и его нисколько не беспокоит отсутствие единственности решения в так называемых 
невычислимых задачах (где, кроме всего прочего не формализован метод решения и отсутствует 
верификация результата), он выбирает из них то, которое ему показалось приемлемым.  
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успешно, как хотели бы математики), отключая целые отделы коры 
головного мозга, не нужные для решения простой задачи.   
Но если все это не помогает, тогда сеть считали необучаемой 
и отказывались от нее. Хотя есть и иная причина появления неожиданных 
ответов. Когда сеть достаточно мощная, она способна выйти из 
навязанного ей программой обучения класса решений и предложить свои, 
несколько иные, которые экспериментаторы не предполагали. Для них 
сеть нарушает сложившуюся картину мира. Такая сообразительность сети 
тоже не приветствовалась, и от этой излишне умной сети тоже 
отказывались.  
Хотя более рациональным выходом может быть перманентное 
увеличение количества и качества (общности, разнообразия) обучающих 
задач для сохранения устойчивости картины мира. В книге автора 
«О пользе размышлений», была высказана гипотеза «необходимого 
развития». Любая эволюционирующая интеллектуальная система 
(в частности цивилизация), все время увеличивает свои интеллектуальные 
ресурсы (то есть подключаются все новые и новые блоки интел-
лектуальной сети), растет ее усложнение. И прежний объем обучающих 
задач и соответственно предложенных решений вскорости оказывается 
недостаточным. В том смысле, что при этом возникают проблемы 
с формированием производных решений, растут рассогласования, которые 
воспринимаются как ошибки. То есть нарушается устойчивость картины 
мира. Единственным выходом здесь может быть увеличение объема 
известных задач, обеспечивающих эффективное обучение глобальной 
сети. Это увеличение может быть поддержано именно наукой, выходом из 
замкнутого круга прежних понятий и представлений. 
 
ГИПОТЕЗА «НЕОБХОДИМОГО РАЗВИТИЯ» 
Расширяющаяся интеллектуальная система требует 
увеличения базовых знаний для предотвращения 
разрушения картины мира 
 
                                  
СЕТИ НА ОСНОВЕ НЕЧЕТКОЙ ЛОГИКИ 
Объединение более близкой к природе естественного языка и сфор-
мированных человеком понятий системы нечеткой логики с искусствен-
ными нейронными сетями было впервые выполнено Ж.−С. Р. Чангом из 
Тайванского университета [25].  
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Ж.−С. Р. Чанг  
J.−S. Roger Jang 
Нечеткие нейронные сети построены 
по следующему принципу: выводы делаются 
на основе аппарата нечеткой логики, 
а функции принадлежности подстраива-
ются с использованием алгоритмов обуче-
ния нейронных сетей. 
 
Роль нечеткой логики оказывается столь велика, что позволяет вернуться 
к извечной проблеме осознания поиска решений нейронными сетями 
вообще и человеческим разумом в частности. Дело в том, что 
предложенная древними учеными система логических и математических 
методов содержит чуждые для нейронных сетей способы описания 
и процедуры решений. Нейронная сеть ищет ответы, используя иные 
принципы и подходы, основанные на сравнениях «больше − меньше». 
Действительно, ступая на проезжую часть, человек никогда не решает 
в уме задачу встречи, опираясь на математический аппарат, а оценивает 
возможность наезда приближающимся автомобилем на основе 
сравнения наблюдаемой ситуации с предыдущим опытом. Природа 
создала уникальный инструмент – человеческий мозг, представляющий 
собой нейронную сеть со множеством вспомогательных систем, обес-
печивающих его эффективное функционирование. Он действует при-
близительно так, как описано нечеткой логикой, где каждый предмет, 
явление или действие имеет многочисленные стороны, грани. Оценка 
этих элементов, составляющих предмет, явление или действие может 
быть представлена некоторыми характеристическими функциями, 
определяющими степень принадлежности к определенному понятию. 
Похоже, что поиск решения в нейронной сети происходит подобно тому, 
как описал в своей математической теории Лотфи А. Заде. Несомненно, 
что человечество непременно осознает важность такого описания 
и попытается понять, как именно устроена система принятия решений 
природным и искусственным интеллектом в форме нейронных сетей. 
И  тогда, освоив язык нейронных сетей, приняв на вооружение методы 
его функционирования, люди обретут возможность общаться друг 
с другом29, не используя обедненные эмоциями и чувствами современ-
ные языки, не переводя интуитивные образы и догадки в формальные 
символьные описания. Оставляя последним только прямые расчеты 
и вычисления, где интуиция и догадки уже выполнили свою роль.  
                                               
29 И с клонами сознания иных людей, даже умерших. О возможности такого общения шла речь на 
конференции CES Asia в Шанхае в 2016 году, с помощью приложений, попытки разработок которых 
уже предпринимаются крупными компьютерными фирмами мира. Для этого нужно научиться 
общаться с нейронной сетью на ее языке.   
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Например, в трехслойных сетях первый слой вводит нечеткость 
(fuzzification) на основе функций принадлежности (характеристических 
функций), второй применяет нечеткие правила, третий приводит к чет-
кости (defuzzification).  
Можно использовать меньшее число слоев. Стоит обратить 
внимание, что сигмоидные функции нейронов вполне способны 
выполнять роль операторов нечеткой логики. Напомним, что при сигналах 
на входы нейронов nixi ,...1,  , формируется суммарная взвешенная 
величина i
i
i xw , которая обычно обрабатывается активационной 
(сигмоидной) функцией )( i
i
i xwfy  . 
Важно также обратить внимание на неустранимую неоднозначность 
ответа в форме результирующей характеристической функции, полу-
ченной в процессе применения нечеткой логики. То есть, вообще говоря, 
с позиций четкой логики, отсутствует однозначность вывода. Ибо переход 
к четкости строго не определен и выбор конкретного значения харак-
теристической функции при переходе к четкости является больше 
искусством, чем методикой. Как и в возникших в последнее время 
нейронных сетях, замкнутых на большие аудитории пользователей 
и агентов, так и в естественном интеллекте, большинство задач решается 
методами, подобными методам нечеткой логики, и не обеспечивают 
однозначность ответов. Выбор ответа, часто осуществляется на нестрогих 
рассуждениях (или предпочтениях), на оптимальном (пусть даже и нес-
трогом) согласовании выбранного решения с большим набором находя-
щихся в глобальной базе данных (памяти) прежде полученных, в той или 
иной степени подобных решений. 
 
Например [7]: Простейшая нечеткая нейронная сеть, которая 
использует два правила:  
П1: если х есть А1, то у = z1       и  
П2: если х есть А2, то у = z2.  
Введение нечеткости: нечеткие понятия здесь представлены 
сигмоидными функциями принадлежности 
1
1 )])}(exp[1{)(
 axbxA  и 12 )])}(exp[1{)(
 axbxA , 
кстати сумма которых в данном случае равна единице (хотя это не 
столь важно).  
Аппарат нечетких множеств: Степени истинности правил 
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В процессе обучения подстраивать здесь лучше параметры а и b исходя 
из вида функции ошибки Е (а, b, z1, z2), то есть путем присвоения 
: ( , ) /a a E a b a     и : ( , ) /b b E a b b    . 
 
Норма и конорма. Определим следующие операции  ),min( BA  ; 
BA   ; )1max(0, BA   . Они относятся к так называемой треу 
гольной норме (t-норма), если все  (x)  A  находятся в интервале х:  [0,1]. 
Свойства нормы: 
1) ;)T(1,)1,T( 0;T(0,0) AAA   − ограниченность; 
2) монотонность; 
3) );,T(),T( ABBA   − коммутативность 
4) );),,T(T()),(,T( CBACBA  T    −  ассоциативность. 
Для операций ),max( BA  ; BA   − BA   ; )min(1, BA    
полезно ввести понятие треугольной конормы (t-конорма). 
Свойства конормы: 
1) ;)S(0,)0,S( 1;S(1,1) AAA   − ограниченность; 
2) монотонность; 
3) );,S(),S( ABBA   − коммутативность 
4) );),,S(T()),(,S( CBACBA  T − ассоциативность. 
 
Нечеткие нейроны. Пусть х − входные сигналы, а w – синап-








Определим нейрон «И» как y = T (p1, p2) = T (S (w1, x1), S(w2, x2)), 
                                                                                 p1 = S (w1, x1). 
Определим нейрон «ИЛИ» как y = S (p1, p2) =S (T (w1, x1),T(w2, x2)), 
                                                                                 p1 = T(w1, x1). 
Работу нейрона И можно проиллюстрировать следующим образом. 





y = T (S (w1, x1), S (w2, x2)) 
 
y = S (T (w1, x1), T(w2, x2)) 
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превышают порог (у каждого агента он может быть разным) их 
восприятия нейроном. Этот порог задан синаптическим весом. Из тех 
сигналов, которые превысили порог и из фона остальных синаптических 
весов выбирается минимальное значение, которое и есть реакцией 
нейрона30. Нейрон ИЛИ – это, напротив, выбор максимального значения 
из множества сигналов, не превышающих допустимый порог 
(определяется для каждого агента синаптическим весом) и фона 
остальных синаптических весов31. 
 
Вообще говоря, можно проследить связь между принципами нечеткой 
логики и работой нейтронных сетей. Многие алгоритмы нечеткой 
логики построены на конъюнкции входных данных, которая принимает 
форму выбора минимального сигнала (жесткая связь, жесткий отбор) 
или смешивании сигналов (произведение характеристических функций 
− мягкая связь, мягкое взаимодействие, участие), затем композиция 
результатов принимает форму дизъюнкции (выбор или максимального 
сигнала или сложение сигналов). В реальной нейронной сети слабые 
входные сигналы усиливаются, что нельзя сказать о сигналах сильных. 
Дальнейшие операции подобны композиции, синтезу сигналов. 
 
Представление нейронной сети с нечеткими нейронами 
(реализующей алгоритм Tsukamoto). 
 
П1: если х1 естьL1, если х2 естьL2, если х3 естьL3, то у есть G, 
П2: если х1 естьH1, если х2 естьH2, если х3 естьL3, то у есть P, 
П3: если х1 естьH1, если х2 естьH2, если х3 естьH3, то у есть R. 
 
Определим  уровни отсечения как  (второй слой сети)  
3211 LLL  , 
3212 LHH  , 
3213 HHH  . 
 
Здесь уровни отсечения   – это есть результат действия нейронов 
«И», например  минимум всех  переменных L или H .  Например, действие 
нейрона «И» для получения 1 1 2 3( 1) ( 2) ( 3)y L x L x L x     с учетом 
синаптических весов данного нейрона на каждом канале ввода  можно 
представить в виде 
                                               
30 Это подобно тому как властная структура выбирает свою минимальную реакцию на услышанные 
требования активных людей из толпы. 
31 Здесь это похоже на то как власть выбирает наиболее эффективное решение из всех предложений, 
которые не нарушают некоторые ограничения, например, исключают излишне радикальные 
и неприемлемые предложения.  










Кстати, наличие синаптических весов позволяет расширить возможности 
алгоритма, фактически превращая его в нейронную сеть. Нейронная 
сеть с учетом вышеприведенного пояснения принимает вид:  
 
Рис.7.7. Нейронная сеть на основе нечеткой логики 
 












 Rz  
где, например, 1G − есть функция обратная функцииG .  















 ii  (третий 
слой сети)  
Кстати, тот факт, что в основе такой сети лежит некоторый вполне 







































L1 (x1),  w1 
 
L2 (x2),  w2 
L3(x3),  w3 
y = T (S (w1, L1), S(w2, L2), S(w3, L3)) 
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РАЗДЕЛ 7. Нечеткая логика_________________________________________________ ~ 95 ~ 
 
таких систем понятия «нейронная сеть».  Даже наличие нечетких 
нейронов не дает основания считать их полноценными нейронами, хотя 
здесь есть заметное их сходство с нейронами природными и искус-
ственными. Но надо не забывать, что варианты специализированных для 
различных применений нейронных сетей, собранные в громадных биб-
лиотеках, подобны в принципе сетям, построенным на алгоритмах 
нечеткой логики. Ибо выбор архитектуры специализированной искус-
ственной нейронной сети подобен выбору алгоритма сети на нечеткой 
логике, а некоторый произвол соответственно архитектуры и алгоритма, 
формируют настраиваемые нейроны. Объединяет природные и искус-
ственные нейронные сети, и сети на основе нечеткой логики размытие 
истинности и ложности в форме функций принадлежности. А также 
возможность настройки нечетких нейронов, то есть возможность 
обучения сети, пусть и в определенных пределах, связанных с выбором 
базового алгоритма.  
Введенные в описание так называемые нечеткие нейроны позволили 
понять характер работы таких нейронных систем с нечеткой логикой 
и появилась возможность просматривать процесс решения. Эти системы 
позволяют, правда с трудом, но все-таки понимать, что происходит со 
знанием в процессе решения такой нейронной сетью задач. Таким образом 
произошло историческое объединение искусственных нейронных 
сетей и экспертных систем принятия решений на основе логики. Этот 





ANFIS (adaptive network−based fuzzy inference system) – 1 на 
входе – значения переводятся в функции принадлежности, 2.Т − норма, 
3.нормализация значений, 4 формируется нечеткий вывод, 5. Дефаз-
зификация. Настройка с помощью алгоритма обратного распространения 
ошибки.  
NNFLC (neural−network−based fuzzy logic control system= 
controller) – объединение нечеткого контроллера и нейронной сети. 
Проблема: правильное построение 1. функций принадлежности 
и 2. нечетких правил.  
 
ИТАК 
Решение задач в математической логике основано на формировании 
понятий (первый уровень − это литералы в теории предикатов) 
и создании правил, по которым они взаимодействуют (второй уровень − 
предложения в теории предикатов). Правила взаимодействия предло-
жений сформированы на основе формализма резолюции. Это эквива-
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лентно утверждению, что решение задач основано на дедукции. Прямая 
дедукция от фактов к выводам имеет трудности с выбором пути 
решения и не нашла применения в языках логического программирования. 
Однако она полезна для самообучения, для получения нового знания из 
прежде представленного. 
Обратная дедукция, (фактически – это доказательство теорем) – 
от вопросов к фактам, напротив получила развитие в языках логического 
программирования (например, ПРОЛОГ). Дальнейшее развитие 
логических систем − это семантическая паутина, формирование 
предикатов высоких порядков, дальних, и ближних связей между пред-
ложениями. В языках логического программирования, основанных на 
логике предикатов первого порядка (и в перспективе на семантических 
сетях, оформленных подобным образом), алгоритм решения (резолюция) 
построен на согласовании ветвей (предложений) явно или неявно 
создаваемого машиной графа решения (то есть это доказательство 
теорем). Квалификация пользователя может быть достаточно 
невысокой, что позволяет применять построенные на этих языках 
экспертные системы повсеместно.  
Программист может построить логическую систему связей, 
ориентируясь на тип задачи, между заданными в начальных условиях 
понятиями. И позволить машине искать условия согласования начальных 
данных и выбранной логической схемы. По существу, решением являются 
эти подобранные машиной условия. На основе функциональных языков 
(типа ЛИСП и его модификации) с развитым логическим формализмом, 
это вполне можно делать. Однако, требования к квалификации 
программиста значительно выше, чем в случае применения языков 
логического программирования. Так как роль программиста при 
использовании функциональных языков более ответственная, сама 
деятельность носит явно творческий характер, интеллектуалам этот 
подход больше импонирует.  
Что же собой представляли традиционные нейронные сети? Здесь 
на вход сети подается запрос и сеть реагирует на него распределяя на 
выходе сигналы в n-мерном пространстве значений. В простейшем 
случае – это одномерное пространство значений. В двумерном – это 
значения распределены на плоскости двух выходных параметров.  
Подобные (близкие по смыслу) решения локализуются в каком-то 
одном месте пространства вывода. Для того, чтобы разделять решения 
разного типа (класса, вида) нужно, чтобы области локализации решений 
разного класса не перекрывались. Именно поэтому первые нейронные 
сети назывались персептронами, они были ориентированы на узнавание 
объектов. Таким образом в персептроне создается первый уровень – 
система понятий.  
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С усложнением нейронной сети формируется второй уровень − 
связь между созданными в ней понятиями, то есть предложения-
правила, чему тоже придется сеть обучать. 
Дальнейшее развитие нейронной сети – это уже формирование 
семантической паутины − прямых (сильных) и ассоциативных (слабых) 
связей между предложениями-правилами. Естественный интеллект 
(человеческий разум) − пример дальнейшего развития и усложнения 
нейронной сети, где происходит усиление возможностей системы 
связей − «перколяция образов», − позволяющая формировать 
динамические картины представлений, то, что принято называть 
воображением.  
 
Можно ли надеяться на появление искусственного интеллекта, 
сравнимого с возможностями природного? 
Когда мы хотим создать искусственную (именно) интел-
лектуальную систему и намерены заполнить ее базу данных и знаний, 
вот тут-то и возникают проблемы. Во-первых, у человека масса знаний, 
которые он полагает известными (по умолчанию), машине все это надо 
разжевать и пояснить. Во-вторых, заполнение базы данных машины 
должны делать эксперты, а их работа − высокооплачиваемая. В-третьих, 
время, которое затрачивается на заполнение баз данных, проверки 
и перепроверки этого заполнения достаточно значительное. Уже от 
этого опускаются руки. Потому, пока не найдут эффективный машинный 
способ автоматического заполнения баз данных, дело быстро не пойдет, 
разве что у военных.  
Кстати, а как у нейронных сетей? Там оказался весьма полезен 
машинный режим обучения нейронных сетей, в частности, сетей 
Те́увово Кохоннена. Смущает также явное несоответствие скорости 
реакции природного нейрона и нейрона искусственной сети, то есть 
скорости отдельных операций вычислительных систем. Тем не менее 
скорость получения решения человеком частенько значительно пре-
восходит скорость достижения результата у современных машин. 
Особенно в условиях одновременного решения многих задач. В чем же 
дело? Дело скорее всего в том, что мозг человека – это мульти-
процессорная система, причем количество процессоров − отдельных 
нейронов и нейронных узлов-скоплений, исчисляется сотнями мил-
лионов. Одновременное и независимое подключение этого гигантского 
числа процессоров к внешним рецепторам и датчикам ускоряет полу-
чение решения в такое же число раз. Поэтому все усилия исследова-
телей полезно применить в области разработки мультипроцессорных 
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О перспективах дальнейшего развития  
глобальной интеллектуальной системы 
 
Природа создала нейронную сеть коры головного мозга, которая 
позволяет высшим живым организмам решать задачи выживания в этом 
мире. Рост объема коры головного мозга, то есть накопление коли-
чественных изменений позволило появиться изменениям качественным. 
Считается, что рост связей в расширяющейся нейронной сети коры привел 
к эффекту перколяции, то есть резкому увеличению взаимодействия 
между нейронами в разных областях мозга и столь же резкому 
увеличению скорости передачи информации. Заметим, что эволюционное 
развитие коры головного мозга сопровождалось и развитием систем, 
поддерживающих ее функционирование, а также систем, обеспечивающих 
связь с внешним миром и с механизмами воздействия на него.  
Обвальный рост числа браузеров, рост числа связей между ними 
приводит к формированию нейронной сети, сравнимой с нейронной сетью 
коры головного мозга человека. Параллельно развиваются системы 
поддержки и обеспечения функционирования Интернета, усложняется 
сетевая структура. Понятно, что наступит момент, когда степень 
сложности, объемы информации глобальной сети достигнут уровня, 
позволяющего независимо от нашего желания дать начало процессу 
формирования в ней второй сигнальной системы32. Основной проблемой 
человечества при развитии такой глобальной планетарной интеллектуаль-
ной системы будет проблема взаимодействия с ней цивилизации.  
И здесь потребуется освоение языка, на котором с этой вообще 
говоря не зависящей от людей планетарной интеллектуальной системой 
можно будет общаться. Таким языком может быть язык, разработанный на 
основе нечеткой логики. Или придется обучить интеллектуальную 
систему глобальной сети языкам человечества, что представляется более 
чем проблематичным, ибо может попросту не отвечать ее желаниям.  
 
                                               
32 См. Куклин В. М. Взгляд на будущее планетарной цивилизации / В. М. Куклин // Universitates: Наука 
и просвещение. – 2003. – № 4 (16). – С. 18 − 22. Куклин В. М. О пользе размышлений / 
Куклин В. М. – Харьков: ХНУ имени В. Н. Каразина, 2008. – 212 с. 












8.1. Процедуры составления программы действий 
робота в системе STRIPS 
 
Изучение этого вопроса рациональней начинать разбирать на 
конкретных примерах [7]. 
Рассмотрим достаточно простую ситуацию, когда кубик С стоит на 
кубике А ON(C,A), а поверхность кубика В свободна CLEAR(B), причем 
кубики А и В стоят на столе ONTABLE(A); ONTABLE(B). Рука робота 
свободна HANDEMPTY. 
Таким образом, база данных следующая: 
HANDEMPTY, CLEAR(B), CLEAR(C), ONTABLE (B), ONTABLE (A), 
ON(C,A). 
П-правило. Напомним, что такое П-правило, которое использо-
валось ранее в разделе 1.  
unstuck (х,у) 
P&D  HANDEMPTY, CLEAR (х), ON(х, у) P = prediction, D = delete list 
HOLDING (х), CLEAR (у) A = add formula 
 
Это правило означает, что надо «взять x, который стоит на у (или на 
позиции у)». Первая строка – это предусловия применения правила (то 
есть условия, которые являются необходимыми для его выполнения): 
HANDEMPTY, CLEAR (х) , ON (х, у). Вторая строка – это последствия 
применения этого правила: HOLDING (х), CLEAR (у). 
 
 
Технология решения задачи (система STRIPS)  
с помощью П-правил 
Рассмотрим ситуацию, когда кубик С стоит на кубике А, а поверхность 
кубика В свободна, причем кубики А и В стоят на столе. Рука свободна. 











Цель для робота: поставить кубик С на кубик В, а кубик А сверху на 
кубик С: 
ON (C, В)   ON (А, С) 
Построим последовательность выбора стратегии (плана):  
1. Цель явно составная, поэтому она разбивается сразу же на подцели 
(связанные, разумеется). Первая подцель ON (C, В), а вторая подцель – 
ON (А, С). 
2. Выбор с чего начинать, вообще говоря, случаен, но, допустим, начали 
с первой подцели.   
3. Проверка предусловий. Проверяются соответствие правил из набора, 
данной подцели. Правило применяется (активируется), если его 
можно выполнить. Для выяснения возможности выполнить, прове-
ряются предусловия (выполнения) правила. Например, предусловия 
(выполнения) правила unstuck (x, y) – «взять  x, который стоит на у (или 
на позиции у)»: 
HANDEMPTY   CLEAR(x) ON(x, y) 
4. Поиск унификаций. База данных разрешает выполнение правила 
unstuck (C, A) при следующей унификации x = C, у = A. Рука робота 
свободна, поверхность кубика чистая, он стоит на кубике А:  
                            HANDEMPTY  CLEAR(С)ON(С, A) 
5. Последствия применения правила unstuck (x, y) приводят к тому, что 
рука после этого занята: HOLDING (x), а поверхность, на которой стоял х − 
очищена: CLEAR(y). Эти изменения должны быть непременно согла-
сованы с выполнением правила обязательно. 
6. Сразу же отметим, что операторы HOLDING (x) и HANDEMPTY 
конкурируют (противоречат друг другу) и тот, кто последний, стирает 
предыдущий. Точно также, операторы ON (C, A) и CLEAR (А) не могут 
существовать одновременно, остается только последний.  
7. Возникает новое состояние (новая база данных). Новые элементы 
HOLDING (С), CLEAR (А), и старые  CLEAR (В),   ONTABLE (B),   ONTABLE (A). 
Здесь же отметим, что те из элементов базы данных, которые не 
участвовали в операциях и переменные которых не упоминались 






8. Предусловия + унификация. Теперь нужно искать новое правило, 
предусловия которого не противоречат новой базе данных и опре-
деляются первой подцелью. Например, для правила stuck (x,y) –  
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чтобы то, что нужно поставить на у было именно х, а поверхность у была 
свободна. Другими словами, в общем виде предусловие правила 
stuck (x, y) 
HOLDING (х)  CLEAR(у) 
Это предусловие должно быть связано с применением предыдущего 
правила обязательно. 
9. В случае унификации x = C, у = В, предусловия выполняются и правило 
stuck (С, В) можно применять. 
10. Последствия применения правила: из-за взаимного несоответствия 
HOLDING (x) и HANDEMPTY, остается только HANDEMPTY, а CLEAR (В) 
заменяется на ON (С, В) согласно этому правилу. 
11. Возникает снова новое состояние (новая база данных)  
Новые элементы HANDEMPTY, ON (C, B), подтверждается CLEAR (С), 






12. Важно, что в новой базе данных появляется первая подцель ON 
(C, В). Факт ее появления (локальное терминальное условие) 
останавливает все процедуры для разрешения первой подцели. 
13. Теперь рассматривается вторая подцель ON (А, С). Для ее реализации 
нужно иметь свободную поверхность кубика С и свободную поверхность 
кубика А. То есть, CLEAR (А) и CLEAR (С).  Но кубик А стоит на столе. 
14. Теперь начинается поиск нового правила, то есть согласование 
предусловий правил с новой базой данных. Понятно, что подходит 
новое правило pickup (x) − «взять х со стола», причем с унификацией  
х = А.  
15. Применяем pickup (А). Далее: согласование правил и предусловий 
с обновленной базой данных. 
16. Последствия применения правила: из-за взаимного несоответствия 
HOLDING (x) и HANDEMPTY, остается только HOLDING (А), а CLEAR(А), 
ONTABLE (A) удаляются, согласно этому правилу. 
17. Получаем новую базу данных. Новые элементы HOLDING (А), 






18. Теперь ищется правило, предусловие которого соответствует второй 
подцели и последней  базе данных.  Согласно второй подцели, нужно 
поставить кубик А на кубик С, для этого нужно держать кубик А в руке 
и иметь свободную поверхность на кубике С. Есть такое правило – stuck 
(x, y) – «x, который держит рука, поставить на у (или на позицию у)», 
ранее им пользовались.  Кроме того, из базы данных следует, что 
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19. Применяем stuck (А, С). 
20. Новая база данных: Новые элементы HANDEMPTY , ON(А,С), и оста-
ются ON(C,B), ONTABLE (B). Здесь после действия правила появились 
новые элементы и удалено CLEAR(С), что отвечает результатам его 
применения. Появление в базе данных сразу двух подцелей, которые 
неявно связаны конъюнкцией, отвечает полному терминальному усло-
вию. То есть, цель достигнута.  
Таким образом, построен, так называемый, стек целей (последова-
тельность применения правил): 
{unstuck (C,A), stuck(С,В), pickup(А), stuck (А,С)} 
 
Форма записи процедур обычно следующая  
Таблица 8.1 









ON(C,B)  ON(A,C)                               и наверное HANDEMPTY  
 
*Перед первым правилом приведены все предусловия его применения 
(по отдельности и вместе). Записываются только основные литералы, 
те, которые не используются, не пишутся. 
** Под применяемым правилом выписан результат его применения 
и предусловия применения следующего правила. 
*** Внизу выписываются все подцели и цель полностью. В одну группу 
выделяются компоненты цели и составные цели. 
Вообще говоря, можно заметить, что вызываются все правила, 
предусловия которых отвечают базе данных и первой подцели.  
Попробуйте сами составить полный стек целей в схеме решения, которая 
представлена в этом разделе.  
 
Система STRIPS ведет себя незамысловато. Получив задание, она 
решает его часть (подцель), а если возникают трудности с решением 
следующей части задания (например, другой подцели), она, ничтоже 
сумняшеся, способна разрушить прежнее решение и достигнуть этой 
уже второй подцели. А потом, как ни в чем ни бывало может вернуться 
к первой подцели. Это напоминает поведение человека, который сразу 
берется за дело, не обдумывая свои действия, а поступая по ситуации. 
При этом он способен, если не получается за один раз, начинать работу 
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снова и снова, пока не получится. Ниже рассмотрим систему RSTRIPS, 
поведение которой иное и напоминает поведение человека, который 
прежде, чем действовать, разрабатывает детальный план своего 
поведения. Причем если что-то в плане не получается, он этот план 
корректирует, переделывает и добивается его (плана) рациональности 
и непротиворечивости. Чтобы потом, в процессе уже его выполнения, 
не загонять себя в угол, не создавать конфликтных ситуаций.  
 
 
8.2. Конструирование программы действий 
робота с помощью О-правил 
 
Прямой метод перебора правил, рассмотренный выше, приемлем, 
если их немного, если же база данных и правил обширна, то можно 
поступить иначе − ввести т. н. О-правила. 
О-правило. Можно ввести понятие О-правила: если, в рамках того 
же примера, задана цель CLEAR(А) и следует найти П-правило, 
применение которого привело к этой цели. Нетрудно видеть, что это  
П-правило может быть unstuck (х, А). Таким образом, О- правило – это 







Процедура поиска О-правила. Если задана цель CLEAR(А), прове-
ряются все П-правила, которые содержат в списке добавлений CLEAR(у), 
например, unstuck (х, у). Его предусловия HANDEMPTYCLEAR (х) 
ON (х, у). При унификации  у = А, предусловия будут иметь вид 
HANDEMPTYCLEAR(х) ON(х, А), где х – не определено. Если есть 
ситуация, когда на кубике А стоит нечто х, подходит О- правило, обратное 
unstuck (х, А). 
Регрессия. Процедура, позволяющая провести поиск О-правил, 
называется регрессией. Регрессия проверяет, соответствуют ли возника-




Рассмотрим, что такое регрессия на прежнем примере. Пусть 
кубик С стоит на кубике А, а кубики А и В стоят на столе, при этом 
рука робота свободна: HANDEMPTY, CLEAR (B), CLEAR (C), ONTABLE (B), 











P&D     HANDEMPTY,CLEAR (х) ,ON (х, у) 
A         HOLDING (х) , CLEAR (у) 
Регрессия для HANDEMPTY (согласованная с базой данных) на 
правиле unstuck (х, у), – это F (ложь). То есть, если дописать 
HANDEMPTY снизу правила, например, в качестве предусловия для 
удовлетворения следующего правила, то оно не будет согласовано 
с правилом unstuck (х, у), точнее с последствиями его применения на 
базе данных. 
Регрессия ONTABLE (С) на правиле unstuck (х, у) с учетом базы 
данных – это F (ложь). То есть, и в невозмущаемой применением 
правила части начальной базы данных и в последствиях применения 
правила ONTABLE (С)  не реализуется. 
Регрессия для CLEAR (А)  на правиле unstuck (х, у) с учетом базы 
данных – это Т (истина). Так как кубик С при применении правила 
снимается с кубика А. 
Регрессия для CLEAR (В) на правиле unstuck (х, у) с учетом базы 
данных – это CLEAR (В). Так как кубик В не трогают, он 
продолжается стоять так, как стоял. 
 
Механизм формирования программы действий робота с исполь-
зованием регрессии. О-правила используются системой для создания 
макета (непроверенного списка, структуры) программы действий робота, 
который затем уточняется и проверяется. 
1. Цель разбивается на подцели (связанные конъюнкцией). 
2. К первой подцели последовательно применяются подходящие  
О-правила, (используя истинность регрессии каждой конкретной цели на 
рассматриваемом правиле) пока система не придет в соответствие 
с начальной базой данных.  
3. Потом включается процедура проверок и согласования. 
4. Затем все повторяется для следующей подцели… 
Первые два пункта процедуры, выписанной выше, представлены 
ниже в таблице  
Таблица 8.2 
HANDEMPTY      CLEAR (B)     CLEAR (C)        ONTABLE (B)    
ONTABLE (A)    ON (C, A) 
CLEAR (B)   
  HANDEMPTYCLEAR (C) ON (C, A) 
unstuck (C, A) 
CLEAR (А)   
  HOLDING (С) CLEAR (В) 
stuck(С, В) 
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Продолжение табл. 8.2 
ON (С, В)   HANDEMPTY 
ON (C, B) 
ON (A, C) 
ON (C, B)  ON (A, C) 
 
В верхней строке таблицы приведена начальная база данных, 
в нижней строке − подцели и полная цель задачи. Здесь выделена подцель 
ON (C, В)33.  Подцель ON (C, B) − это часть результата применения 
правила, в данном случае подобранного по этому критерию stuck (С, В), 
то есть ON (С, В)   HANDEMPTY, а предусловие его выполнения 
HOLDING(С) CLEAR (В). Регрессия ON (C, B) на правиле stuck (С, В) 
дает Т, то есть такое правило подходит.  
HOLDING (С) − это результат действия другого правила, например, 
unstuck (C, A). Регрессия HOLDING (С) на правиле unstuck (C, A) дает 
тоже Т, а регрессия еще одной необходимой части предусловия CLEAR 
(В) на этом же правиле дает CLEAR (В)34.  
То есть, и в этом случае применение такого правила оправданно.  
 
 
8.3. Технология решения задачи в системе RSTRIPS 
 
При выборе второй подцели, решение с удалением элементов базы 
данных приведет к очевидным трудностям, заводя систему в тупик.  
Именно такие проблемы и привели к модернизации системы STRIPS. 
Такой модернизированной системой стала RSTRIPS. 
Рассмотрим основные особенности этой системы. 
Маркер и сохранение предистории. Форма записи процедур перед 
применением первого правила немного изменяется 
Таблица 8.3 
HANDEMPTYCLEAR(C) ON (C, A) 
unstuck (C, A) 
*HOLDING (C)____________________  
CLEAR (B) 
HOLDING (C) CLEAR (B) 
                                               
33 Выбор этой подцели может быть случайным или определенный дополнительным уточняющим 
условием (которое следует из полной цели) типа ONTABLE (В), то есть кубик В должен стоять на 
столе, поэтому все перемещения начинаются с него, значит выбирается та подцель, которая 
подразумевает позицию кубика В внизу, то есть ON(C,B). 
34 Здесь регрессия HOLDING (С) подтверждает список предусловий и ничего записывать не надо, 
а регрессия CLEAR (В) и равна CLEAR (В), потому требует записи перед этим правилом. Однако, 
если этот литерал записан в той части начальной базы данных, которая не изменилась перед 
применением правила, то такая запись вообще говоря, не обязательна, ибо подразумевается по 
умолчанию.  
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Продолжение табл. 8.3 
stack (C, B) 
ON (C, B) 
ON (A, C) 
ON (C, B)  ON (A, C) 
 
*Под условием HOLDING (C) размещают маркер _____.  
Маркер показывает, что только что выполнено HOLDING (C). 
**Все правила выше маркера были применены.  
***Условия ниже маркера проверяются прямо сейчас.  
****Маркер, входя в зону действия правила, оставляет вверху 
достигнутые цели, а внизу цели, которые предстоит достигнуть. Важно, 
что достигнутая подцель *HOLDING (C), помечена звездочкой. Система 
запрещает её вычеркивать или делать ложной, то есть, применяет защиту 
этой цели. Если применение следующего правила коррелирует с защи-
щенной подцелью, то защита снимается, а если не коррелирует (то есть, 
отмеченная звездочкой подцель не зависит от применения правила), то 
защита остается. 
Ранее в STRIPS применялась процедура вычеркивания, то есть 
замена предыдущей базы данных другой БД, обновленной в результате 
применения правил. Здесь, в системе RSTRIPS, нет необходимости 
вычеркивания, ибо последовательность применения операций опреде-
ляется положением маркера. Кроме того, система «помнит» все 
предшествующие операции и прежние базы данных.  
Система должна проверить два типа условий. Первое условие 
(шаг назад) – соответствуют ли предусловия35 подобранного системой 
нового правила предыдущему, уже выполненному правилу36. При 
необходимости рассматривают и второе условие (шаг вперед) − 
выбранное новое правило не должно нарушать ранних защищенных 
подцелей.  
Процедура, позволяющая провести проверку выполнения первого из 
условий, − это регрессия. Проведение регрессии с шагом назад позволяют 
перейти к применению нового правила. 
Что касается шага вперед, то если сохранение достигнутой прежде 
защищенной цели оказывается невозможным, то при дальнейшем 
развитии плана (программы), отменяется не только защита этой 
цели вместе с правилом, которое ее породило. Отменяется также 
                                               
35 Речь идет также о предусловиях, которые не есть следствия применения предыдущего – 
выполненного только что, − правила, а взяты из ранней (или даже начальной, в той ее части, 
которая не изменилась) базы данных. 
36 Если это условие нарушено, система будет искать правила, действие которых введет нужное 
предусловие. 
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и последующее − новое правило (как показано ниже), которое 
использует эту достигнутую цель в качестве предусловия.  
Подобная отмена предыдущего правила происходит и при 
невозможности применения любого последующего правила, если оно 
нарушает защиту уже достигнутой подцели, явно декларируемой как 
неотъемлемая часть общей цели в условиях задачи. Тогда придется 
вернуться назад, удаляя оба правила− предыдущее и последующее. 
Прямая процедура создания программы в системе RSTRIPS. 
Теперь рассмотрим полностью процедуру решения. Цель ON (C, В) ON 
(А, С) разбивается на подцели:  первая подцель  − ON (C, В), вторая 
подцель ON (А, С). Первая подцель ON (C, В)  из базы данных 
HANDEMPTY,   CLEAR (B),   CLEAR (C),   ONTABLE (B),   ONTABLE 
(A),  ON (C, A) находит предусловия правила unstuck (х, у), то есть 
HANDEMPTY, CLEAR (C),  ON (C, A). При унификации х = С, у = А.  Это 
правило становится во главе списка. Маркер после результата действия 
правила перемещается ниже результата HOLDING (C) – этот литерал 
помечается звездочкой, что означает его защиту. 
Система ищет новое правило, предусловие которого включает 
HOLDING (C) и литерал с переменной В, то есть CLEAR (B) и ONTABLE 
(B). Таким образом, выполнены предусловия правила stuck(х, у) при 
унификации х = С, у = В.   
Однако для применения этого правила, следует прежде найти 
регрессию CLEAR (B) на предыдущем правиле unstuck (C, A). Регрессия 
равна CLEAR (B), то есть явно не ложь, что разрешает применение 
следующего правила stuck (С, В).  
Одновременное выполнение всех предусловий HOLDING(C)
CLEAR (B), двигает маркер ниже и включает правило stuck (C,B). Маркер 
после применения правила перемещается и останавливается ниже 
результата применения этого правила ON (C, B). Защита с HOLDING(C) 
снимается. Теперь подцель – ON (C, В) достигнута и защищена – перед 






HOLDING(C) CLEAR (B) 
stuck(C,B) 
*ON(C,B) 
HANDEMPTY CLEAR (А)   ONTABLE (A) 
pickup(А) 
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Продолжение табл. 8.4 
*HOLDING(А) 
CLEAR (С) 
HOLDING(А) CLEAR (С) 
stuck(А,С) 
ON(A,C) 
ON(C,B)  ON(A,C) 
 
Теперь первая подцель выполнена. Система выбирает вторую 
подцель ON (А, С). Ищутся правила, предусловия которых отвечают базе 
данных и содержащие переменные А и С. Одно из них pickup (х) при 
унификации х = А имеет все необходимые и достаточные предусловия 
 
HANDEMPTY CLEAR (А)   ONTABLE (A) 
В результате его действия маркер двигается дальше и опускается 
ниже результата применения HOLDING(А), на которых ставят защиту. Но 
защита с ON(C,B) не снимается, ибо правило pickup (А) не коррелирует 
(нет общих переменных) с ON(C,B). 
И это важно, ибо подцель ON (C, B) не может быть нарушена 
в случае применения любого последующего правила. Ибо это половина 
всей цели задачи ON (C, В)   ON (А, С).     
 Система ищет правило, для предусловий которого имеет место 
защищенное HOLDING (А) и те компоненты базы знаний, которые 
имеются в наличии. Это может быть CLEAR (С), и тогда общее 
предусловие HOLDING (А)CLEAR (С). Оно соответствует правилу 
stuck (х, у) при унификации х = А, у = С. Система его выполняет и маркер 
опускается ниже результата применения правила stuck (А, С), то есть 
ON (A, C). 
Одновременное выполнение всех условий сдвигает маркер ниже 
ON (C, B)  ON (A, C). Так как дальнейшего продолжения нет − все цели 
выполнены, − формирование программы закончено. 
 
 
8.4. Решение проблемы взаимодействия целей 
 
Рассмотрим то же начальное состояние, когда кубик С стоит на 
кубике А, а поверхность кубика В свободна, причем кубики А и В стоят на 
столе. Рука свободна. 
HANDEMPTY, CLEAR (B), CLEAR (C), ONTABLE (B), ONTABLE (A), 
ON (C, A). 
Новая цель для робота: поставить кубик А на кубик В, а кубик В сверху на 
кубик С:  
ON (А, В)   ON (В, С) 
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Аналогично предыдущему легко построить стек целей 37 
{unstuck(C,A), putdown(C), pickup (A), stuck (A,B)}, 
при этом подцель ON (A, B) достигнута и защищена, аналогично тому, как 
это было сделано в предыдущем разделе. Маркер опустился ниже 
литерала ONTABLE (B), также защищенного. 
Таблица 8.5 
1 ONTABLE (A) ONTABLE (B)   CLEAR (B)   
  HANDEMPTYCLEAR (C) ON (C, A) 
2 unstuck (C, A) 
3 ONTABLE (A) ONTABLE (B)   CLEAR(B) CLEAR(A)   
  HOLDING (C) 
4 putdown (C) 
5 ONTABLE (B)   CLEAR(B)   ONTABLE (C)   CLEAR(C)  
  ONTABLE (A)  CLEAR(A) HANDEMPTY 
6 pickup (A) 
7 ONTABLE (B)   ONTABLE (C)   CLEAR(C)  
  HOLDING (A) CLEAR (B) 
8 stack (A,B) 
9 ONTABLE (C)   CLEAR (C)CLEAR (A)   
  *ON (A, B)  *ONTABLE (B)   
 
  HANDEMPTYCLEAR(z) ON(z, B) 
10 unstuck (z, B) 
11 ONTABLE (C)   CLEAR(C)  *ONTABLE (B)   CLEAR (B)   
HOLDING (z) 
12 putdown (z) 
13 ONTABLE (C)   CLEAR(C) CLEAR (z)   ONTABLE (z)   
  ONTABLE (B) CLEAR (B)   HANDEMPTY 
14 pickup (B) 
15 ONTABLE (C) CLEAR (z)   ONTABLE (z)   
  HOLDING (B) CLEAR (С) 
16 stuck (B, С) 
17 ONTABLE (C) CLEAR (z)   ONTABLE (z)   CLEAR (B)   
  ON (B, C) 
 
ON (A, B)  ON (B, C) 
 
Вплоть до верхних строк 9 раздела программы система действует 
уже известным из прежнего рассмотрения образом. Так как первая цель 
достигнута, система начинает добиваться второй подцели ON (B, C), для 
                                               
37 Жирным шрифтом выделены основные литералы, которые входят в результат и в предусловия 
правил. Причем курсивом те из них, которые не являются предусловиями выполнения 
последующего правила.  
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чего ей нужно освободить поверхность кубика В. Но при этом 
нарушается защищенная подцель*ON (A,B). Таким образом, вторая 
подцель ON (B, C) − это подцель, нарушающая защищенность. Система 
столкнулась с явлением взаимодействия (конфликта) целей.  
Это значит, что для продолжения работы, необходимо разрушить 
часть прежних достижений. Именно поэтому рационально сначала создать 
план работы, его согласовать, очистить от ненужных действий, сократить, 
оптимизировать, а только потом выполнять. Поэтому часто создание 
программы для робота называют созданием планов.  
 
Возвращаясь к STRIPS 
Если использовать унификацию z = A, то дальнейшие действия системы 
вполне логичны и это полностью отвечает принципам действия 
системы STRIPS. Понятно, что маркер и защита в этом случае 
отсутствуют. Можно увидеть, что, отказываясь от достигнутой первой 
цели, система STRIPS переключается на выполнение второй. 
Добившись реализации в разделе (строке плана) 17 второй цели 
система STRIPS может вернуться к выполнению первой цели, причем 
её она уже достигнет без особого труда. Читателю предлагается 
самостоятельно выполнить эту часть задачи.  
 
Прежде чем обсудить особенности поведения системы RSTRIPS при 
взаимодействии целей, обратим внимание на ряд важных деталей. 
8 и 10 строки определяют выполнение двух операций прямой и обратной, 
то есть stuck (A, B) и unstuck (z, B), если использовать унификацию z = A. 
Соответственно при этой унификации база данных до применения 
правила stuck (A, B) (строка 7)  и база данных, полученная после 
применения правила unstuck (А, B) совпадают. Вообще говоря, эти 
операции можно исключить, убрав из списка строки 8−11. Но это 
возможно, только при данной унификации. Точно также, база данных до 
применения правила pickup(A) (строка 5) совпадает при той же 
унификации z = A с базой данных, полученной после применения 
обратного правила putdown (z) (строка 13). И в этом случае результат 
не изменится, если исключить из списка строки 6−13. Вообще говоря, 
при данной унификации можно разными программными способами 
обеспечить такую процедуру удаления комбинаций прямых и обратных 
операций (при необходимости убеждаясь в неизменности базы данных 
после подобных исключений), если система к ним приходит. 
Система RSTRIPS эту операцию выполняет следующим образом. 
Отвлекаясь от важных процедурных вопросов, убеждаемся в том, что 
система в 9 строке сталкивается с проблемой решения второй подцели. 
Она проверяет возможность защиты подцели *ON (A,B) на новом правиле 
unstuck (z, B).  
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Отметим, подцель ON (A, B) − это не просто промежуточный 
результат, который, защищается временно, пока не найдется подходящее 
правило. Как уже отмечалось выше, подцель ON(A,B) не может быть 
нарушена в случае применения любого последующего правила. Ибо это 
половина (часть) всей цели задачи ON (А, В) ON (В, С). 
Невозможность сохранения защищенной подцели ON (A, B) при 
попытке достигнуть второй подцели ON (В, С) убирает (отменяет) не 
только новое правило, но и предыдущее stuck (A, B), удаляя из списка 
строки 8−11. Защита вместе с маркером переносится в обратном 
направлении, то есть вверх. 
 
STRIPS  в этом случае, не обращая внимание на уже достигнутую цель 
ON (A, B) , ничтоже сумняшеся, разрушило бы ее, стараясь достичь 
следующей ON (В, С). Все дело в том, что что память о проведенных 
операциях в STRIPS стирается и система все начинает как бы сначала. 
 
Теперь защита приложена к литералу HOLDING(A). Результат (7) 
применения правила (6) pickup (A) оказывается обратным результату (13) 
применения правила (12) putdown (z = А), поэтому оба эти правила с их 
результатами можно исключить, удаляя из списка строки 6−7 и 12−13. 
Ибо в результате их совместного действия ничего не меняется. 
 Формально же регрессия на правиле putdown (z), заставляет 
избавиться от этого правила и предыдущего тоже. 
Таким образом, список сокращается и движению маркера вниз 
ничего не препятствует:  
Таблица 8.6 
1 ONTABLE (A) ONTABLE (B)   CLEAR (B)   
HANDEMPTYCLEAR (C) ON (C, A) 
2 unstuck ( C, A) 
3 ONTABLE (A) ONTABLE (B)   CLEAR (B) CLEAR (A) 
HOLDING (C) 
4 putdown (C) 
5 ONTABLE (B)   CLEAR (B)    
*ONTABLE (C)   *CLEAR (C)  
ONTABLE (A) CLEAR (A) HANDEMPTY 
6(14) pickup (B) 
7(15) ONTABLE (C) CLEAR (z)   ONTABLE (z)  
HOLDING (B) CLEAR (С) 
8(16) stuck (B, С) 
9(17) ONTABLE (C) CLEAR (z)   ONTABLE (z)   CLEAR (B) 
ON (B, C) 
ON (A, B) 
ON (A, B)  ON (B, C) 
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Теперь с новыми силами программа будет добиваться подцели ON 
(A, B). И на ее пути уже не возникнет конфликтных ситуаций. В этом мы 
рекомендуем разобраться читателям. 
 
Что лучше: сразу делать, а потом переделывать,  
или сначала подумать… 
Первая система, как мы видим, решает задачу и, если что-то не так, 
просто переделывает. Действительно, STRIPS сначала добивается 
первой подцели, потом переходит к достижению второй подцели. Но 
при этом нарушает первую подцель, чтобы потом, после достижения 
второй подцели, вернуться к разрешению первой.  Вторая система − 
RSTRIPS, − сначала создает программу действий (план), потом ее 
корректирует, прежде чем начинать выполнять действия.  
 
 
8.5. Представление программы в виде графа. 
Декомпозиции графа. Система DCOMP 
 
Эта система создает «временное решение в виде графа типа  
И / ИЛИ. Потом этот граф корректируется для снятия проблем со 
взаимодействиями. Рассмотрим уже известную ситуацию, когда кубик 
С стоит на кубике А, а поверхность кубика В свободна, причем кубики 
А и В стоят на столе. Рука свободна. 
HANDEMPTY, CLEAR (B), CLEAR (C), ONTABLE (B), ONTABLE 
(A), ON (C, A). 
Цель для робота: поставить кубик С на кубик В, а кубик А сверху на 
кубик С: 
ON (C, В)   ON (А, С) 
О-правила применяют  к  целевым вершинам, а концевые вершины 
соответствуют начальным условиям. Полученное «временное» решение 
нуждается в коррекции.  
Заплатки. Прежде всего, обратим внимание, что в структуре такого 
временного решения возможны нарушения. Часть графа, которая форми-
руется из правой подцели, может игнорировать операции (действия), 
которые не имеют отношения в частной программе решения. Таким 
образом, следствием действия 5 unstuck (y, A), являет процедура очистки 
поверхности кубика А от постороннего предмета, который не интересует 
решающую систему.  
Но тогда возникает противоречие, определяемое процедурой 
регрессии, которое состоит в том, что HANDEMPTY дает ложь при 
регрессии на правиле 5 unstuck (y, A), которое в качестве П-правила 
действует снизу-вверх. Напомним, что регрессия проверяет соответствует 
ли HANDEMPTY во второй строчке снизу рисунка 8.1последствиям 
применения правила unstuck (y, A) к нижней строчке правой части 
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рисунка 8.1. Ранее рука была свободна, после применения правила она 
должна быть занята, а этого нет.  
 
 
Рис. 8.1. Построение «временного» графа решений. 
Пунктиром вставлена «заплатка» 
 
Решением проблемы является введение дополнительного правила 
5a putdown (y), которое освобождает руку робота и снимает это про-
тиворечие. При этом регрессия HANDEMPTY на правилах оказывается 
истинной. Таким образом, система DCOMP способна везде во «времен-
ных» планах наложить «заплатки». 
Выбор последовательности действий. Другой важной особен-
ностью системы DCOMP является способность выбора последова-
тельности действий. Для этого в системе предусмотрено создание двух 
множеств П-правил, отвечающих литералам ijC , используемым для пре-
дусловий правил. Определим ijC  как i-тый литерал предусловия j-того 
правила. Одно множество «разрушителей» (для i-того литерала, который 
входит в предусловие j-того правила) и другое – «создателей». 
Разрушитель способен нарушить предусловие этого (j-того) правила. 
CLEAR (A) 
pickup (А) 4 
ON (C, B) ˄ ON (A, C) 





HANDEMPTY CLEAR (C) 
HOLDING(C) CLEAR (B) 
ON (C, x) 
stuck (C, B) 1 
unstuck (C, x)  
stuck (A, C) 3 
HANDEMPTY ON (y, A) CLEAR (y) 
CLEAR (A) HOLDING (y) 
 
putdown (y) 5a 
unstuck (y, A) 5   
ONTABLE (y) 
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Создатели добавляют ijC  и не являются ни предшествующими j-тому 
правилами, ни самим j-тым правилом.  
  
 
Рис. 8.2. Формирование множеств правил «создателей»  
и «разрушителей» для декомпозиции графа. 
 
Следует обратить внимание на важную особенность. Если правило 2 
(является разрушителем для литерала CLEAR (C), который есть 
предусловием для правила 2) будет предшествовать в программе правилу 
3, то правило 3 не будет вычеркивать этот литерал (условие).  
То есть, на этой основе можно создать метод формирования 
последовательности применения правил.  
Если вставить правило 2 (при х = А) перед правилом 4, то CLEAR(A) 
выполняется, и правило 5 вообще можно исключить (цель 5 правила – 
очистка поверхности кубика А). Но выполнять правило 4 после правила 2 
нельзя, регрессия показывает ложные значения для литерала HANDEMPTY 
на правиле 2. Поэтому нужно воспользоваться правилом − создателем 
HANDEMPTY, вставляя его в виде «заплатки» между правилом 2 
и правилом 4. Эта «заплатка» − правило 1 stuck (C, B). Теперь все проблемы 
решены. Последовательность действий: выполнение подряд правил 2, 1 ,4, 3. 
putdown (y) 5а 
ONTABLE (y) 
ON (C,B) ˄ ON (A,C) 
ON (C, B) 
создатель 1 
1 
























ON (C, x) 
разрушитель 5 
Stuck (C, B) 1 
unstuck (C, x) 2 
pickup (a)  4 
Stuck (A, C) 3 
HANDEMTY 
создатель 1 
разрушитель 2  
 






CLEAR (A) HOLDING (y) 
unstuck(y,A) 5  













Еще Ч. Пирс предложил прообраз семантической сети – экзис-
тенциальный граф (1909). Далее этот подход в форме графов и семан-
тических отношений был использован психологами и физиологами. Но 
компьютерные семантические сети разработаны были Р. Риченсом (1956) 
для целей машинного перевода. Смысл семантических сетей заключался 
в развитии и разнообразии связей между элементами графов. Ниже 
обсудим некоторые особенности описания семантических сетей. 
 
Однако семантические сети содержат, кроме свойственных графам 
логических связей между понятиями, нечто более важное. 
Семантическая сеть строится от общего к частному, то есть 
существуют иерархические конструкции, позволяющие переходить от 
более общих понятий к частным. Поэтому структура семантических 
сетей всегда будет отличаться от традиционного графа наличием 
в  ней обобщений, позволяющих при решениях конкретных задач 
вернуться к ним и находить связи между на первый взгляд разными 
понятиями. И роль наследования свойств, в частности, здесь 
становится важным инструментом поиска решений. 
 
 
9.1.Связь семантических сетей 
с исчислением предикатов 
 
Концептуальные графы и семантические сети могут также пред-
ставлять собой сетевые версии исчисления предикатов. Графы содержат 
(здесь) прямоугольники для представления аргументов и круги для имен 
предикатов. Соединены входящими и выходящими стрелками. Наиболее 
простым является концептуальный граф бинарного предиката. 
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Рис. 9.1. slot-assertion 
 
Вообще говоря, многие предикаты можно представить, как 
произведение (конъюнкцию) нескольких бинарных предикатов. При этом 
используют следующие соглашения: каждая функция прежнего предиката 
становится именем бинарного предиката, первый аргумент которого − имя 
начального предиката, а второй является значением аргумента данной 
функции, эта пара называется слотом. Иначе, слот состоит из своего 
имени (имя этой функции) и ключа (значения соответствующего 
аргумента):  
slot,                slot − name,          slot – value. 
Итак, предикат вида  
функция _ j  (предикатное_ имя, значение _ j  ) 
называют − slot − assertion notation.  
По договоренности все стрелки n-арного предиката  направлены 
к кругу (то есть к имени предиката), а последняя n-ная стрелка – от круга 
к последнему n-ному аргументу. 
Концепты в семантических сетях могут определять свойства 
аналитические (свойства типа) и синтетические (свойства множества). 
 
Некоторые определения 
Иерархия типов − надтипы и подтипы (надтип > подтип) – 
надтип − обобщающий образ подтипа. Универсальный надтип U = надтип 
всех типов и   абсудный тип А = подтип всех типов. Для двух разных 
меток (типов) существует наибольший общий подтип и наименьший 
общий надтип. Они всегда находятся между U и А. 
Денотат типа В – множество всех сущностей, которые являются 
конкретизациями некоторого концепта типа В. 
Функция «тип» − отображает множество концептов на множество 
«меток (ярлыков) типа».  
Прототип – конкретизация типа (свойства истинные в типичном 
и необязательные в реализации).  
Узлы индивиды или узлы-ссылки (метод Совы): 
Обычно используют бинарные предикаты, тогда узел−круг, 
указывающий имя предиката является связывающим узлом, а функция, 
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остальные узлы, соответствующие прямоугольникам − аргументам 
называют узлы-концепты.  
 
Примеры: 
Преобразования унарного предиката в бинарный: 
Имя _ совокупности (имя _ индивидуума)    
преобразуется в   
Конкр (имя _ индивидуума, имя _ совокупности). 
Преобразование 3-арного предиката в бинарный: 
фраза: «Вася посылает конфетку  Маше», которая записывается в форме 
предиката  
Посылка(Вася _ 1, Маша _ 10, конфетка _10) и преобразуется в три 
бинарных предиката 
1) отправитель (Посылка, Вася _1); 
2) получатель (Посылка, Маша _10); 
3) объект (Посылка, конфетка _10). 
 
Кстати, представление [книга : х] означает просто объект типа книга 
(поэтому можно заменить на  [книга]), а [книга : Книга_2] – вполне 
конкретную книгу. 
Правила конъюнкции − если узел-концепт с1    в G1   и узел-концепт 
с2    в G2 идентичны, то узел-концепт с2    удаляют, а все его связи 
замыкают на  узел-концепт с1 .   
Правило упрощения – если есть два идентичных связывающих узла, 
соединенных одними и теми же узлами концептами, то один 
связывающий узел можно удалить. 
Действие кванторов. Концептуальный граф делят на иерархическое 
множество зон действия отдельных кванторов.  
Канонические графы − семантически корректные − такие, которые 
не содержат в себе нереальных или невозможных ситуаций. 
Схемы – дальнейшее ограничение после каноничности – спе-
цифические знания об области рассуждений (экспертизы), представ-
лено все правдоподобное. Концепт (данного типа) можно определить 
«множеством его возможных применений», можно ввести понятие 
кластера или набора схем, каждая из которых дает способ применения 
данного концепта. Набор всех возможностей применения типа называется 
схематическим кластером, который для типа В есть множество  
{x1F1, x2 F2,…, xn Fn}  выражений, причем каждый хк  принадлежит 
к типу В и каждое выражение xк Fк  − схема для типа В. Заметим, что 
xF − выражение, представляющее схему, − F – логическая формула 
(или представляющий её граф), формальный параметр х представляет 
концепт того типа, который нуждается в определении, а тело F укажет на 
один из способов применения этого типа. Схемы соответствуют 
созвездиям, фреймам (кадрам), сценариям (предписаниям). 
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Унаследованные свойства – свойства, которые неявно, но 
с определенностью следуют из уже представленной информации. 
Сети Петри – представление процессов в форме графов − 
ориентированные графы, вершины которых представляют собой 
«позиции» (представлены окружностями) или «переходы» (поперечные 
отрезки). Позиции содержат «жетоны», разрешающие дальнейшее 
перемещение по сети (жетон при этом передается по цепочке, то есть 
в предыдущей позиции жетона уже не оказывается). Сеть включает в себя 
систему управления в виде жетонов и заложенных в переходах и по-
зициях правил. 
Введем предикаты ПМ − «первое множество есть подмножеством 
второго», ЭЛ − «нечто является элементом данного множества», род 
занятий – РЗ, адрес − АДР.  Можно использовать ячейку «сам», где объект 
сам по себе элемент некоторого множества, например, сам:(элемент 
множества ПОКУПКИ). Предикат  РАВ − это  «равенство» 
Сколемовские константы и функции, псевдозначения. Обычно 
стараются упростить все формы записи. Предложение «Некто дал Маше 
книгу» содержит предикат, например, )( x РАВ [дающий (ПЕР3), х]. 
Можно использовать сколемовскую переменную РАВ [дающий (ПЕР3), 
S]. Этот некто может быть человеком, тогда нужно это отметить:  
)( x {РАВ [дающий (ПЕР3), х]ЭЛ (х, ЛЮДИ) }. 
Семантические (смысловые) связи. Если акцентировать внимание 
на организации связей, то следует добавить функции дополнения, − до, 
пересечение, объединение… 
 






Для выражения РАВ [дающий (ПЕР1), Евгений] или в упрощенном виде 
для блока ПЕР1   






Для сколемовского представления функций sk(x) и g(x)  
сам: (элемент множества ПЕРЕДАЧИ) 
ПЕР1             ПЕРЕДАЧИ 
ЭЛ 
ПЕР1             Евгений 
дающий 
















Эта сеть может быть представлена в виде сложно сочиненного 
предложения: 
РАВ [куплено(ПОК1), Х]  ~ ЭЛ (Х, С_ОТКИДНЫМ_ВЕРХОМ)   
 [ЭЛ (Х, Форды)  (Х, Шевроле)]   
ПМ (Форды, Автомобили) ПМ (Шевроле, Автомобили)   













ЭЛ дающий получающий 
объект 
~ 120 ~ ________________________ ПРЕДСТАВЛЕНИЕ ЗНАНИЙ И ОПЕРАЦИИ НАД НИМИ 
 
Сеть фактов 
9.2. Унификация vs соответствие 
 
Унификация достаточно сильное требование, соответствие несколь-
ко более слабое свойство и, главное, несимметричное. 
Таблица 9.1 
                                                БР1 
                                                           сам: (элемент−множества Браки) 
                                                           мужчина : Евгений 
                                                           женщина : Маша 
или             
ЭЛ (БР1, Браки )РАВ [мужчина (БР1), Евгений] 
РАВ[женщина (БР1), Маша] 
БР1 
        сам: (элемент-множества Браки) 
        мужчина: Евгений 
 
БР1 
         сам: (элемент-множества Браки) 
         мужчина :Евгений 
         женщина :Маша 
         продолжительность:10 
 
Верхний блок находится в соответствии с нижним правым блоком, 
но не с нижним левым. 























Рис. 9.4. Пример соответствия целевой сети сети фактов,  
при исключении пунктирных элементов, и несоответствия  
при включении пунктирных элементов 
      БР1 
Евгений 
    Маша 
     БРАКИ 




Целевая сеть  
дЦЦЦццецел
мужчина ЭЛ продолжительность 
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Если исключить пунктирную вставку, то две сети: целевая нахо-
дится в соответствии с сетью фактов, но при добавлении пунктирных 
деталей, это соответствие нарушается.  
При альтернативных представлениях высказываний семантические 
конструкции могут вообще не соответствовать друг другу. Высказывания 





















Вопрос: «Боря дал Маше ручку?» Это целевой блок:  
х 





Блоки фактов следующие:  
ПЕР1 





сам: (элемент−множества ПЕРЕДАЧИ) 
дающий: Боря 
получающий: получающий (ПЕР1) 
объект: ручка 
Целевой блок соответствует блоку ПЕР2, но при правильной 
унификации. 
         БРАКИ 
БР1 
Евгений           Маша 
   Евгений 










9.3. Дедуктивные операции 
над структурированными объектами 
 
Представление импликации. Рассмотрим правило «Все студенты 
ФКН учатся на выпускном курсе»  
(а)         ЭЛ (х, ФКН Студенты)   РАВ [курс(х), Выпускной] 
Блоки импликации будем представлять блоком описаний, где х − 
видовая переменная, относящаяся к квантору общности. Имя множества, 
относящегося к квантору общности, будем записывать после переменой х, 
отделяя её вертикальной чертой: 
                                                 х | ФКН Студенты 
  (б)                                          специализация: КН 
                                                 курс: Выпускной 
 
Представление в сети 
 













Рис. 9.6. Использование блока описания в сети. 
 
Теперь  
Факт: ЭЛ (Евгений, ФКН_Студенты) 
Правило: ЭЛ (х, ФКН_Студенты)  РАВ [курс (х), Выпускной] 
Цель: РАВ [курс (Евгений), Выпускной] 
Блок фактов  
Евгений 





1.Блок описаний х | ФКН_Студенты соответствует блоку факта 
Евгений, если унифицировать переменную х = Евгений, тогда  
        ФКН_Студенты 
Отрасли 
знаний 
х | ФКН_студенты          Курсы 
             ФКН    Выпускной 
ЭЛ 
ЭЛ 
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2. Добавляя к блоку описаний функции специализация: ФКН и  курс: 
Выпускной, убеждаемся:  блок для факта соответствует целевому блоку. 
Абстракция элемента множества. При необходимости, если вве-
денные элементы множества не способны нести смысл его абстрактного 
элемента, то такой объект может быть введен в семантическую сеть.  
 
Пример: в семантической сети во множестве «автомобили» выделены 
конкретный автомобиль, и блок описаний, представляющий каждый 
(любой) автомобиль, однако нам понадобится автомобиль, который был 
изобретен в 1892 году. Тогда придется ввести еще объект = «абстрактный 
автомобиль», для построения новой семантической связи об 
изобретении 1892 года. Ибо все предыдущие объекты не способны 
такую связь организовать. 
 
Пример: Понятия-объекты «Юрист», «Программист» − это тоже примеры 
абстрактных объектов.  
 
Наследование свойств. При дедукции приходится переходить 
к объектам, которые представляют собой множества, включающие в себя 
данный объект. При этом объект наследует свойства этих обобщающих 



















Рис. 9.7. Пример доказательства за счет наследования  
свойств объектом КЛОН. 
 
Программа автоматически наследует все необходимые свойства 
множеств и супермножеств, в которые объект входит.  
Из вершины КЛОН в вершину Серый нет прямой дуги «цвет», то 
следует подниматься в обобщения − множества типа СЛОНЫ и через 
импликацию в форме блока описаний приходим к дуге «цвет» и далее 
к целевой вершине.  
ЭЛ 
     СЛОНЫ 
       КЛОН     х|Слоны 
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Переменные целевые вершины − это обычно константные вершины, 
причем константы сколемовские, то есть, такие, которые следует 
определить.  
Константные вершины − это реальные определенные объекты. 
Стратегия решения задач следующая:  
1. Поиск константных вершин в сети фактов 
(а) ищутся константные вершины в сети фактов, которые находятся 
в цепи, соединяющей переменную целевую вершину или  
(б) поднимаясь во множество, откуда выделен переменный целевой 
объект (переменная целевая вершина связана с множеством, которое 
позволяет операцию наследования) и затем опускаясь по другим 
направлениям, ищутся константные вершины.  
2. Поиск соответствия сети целевой и сети фактов. В первом 
случае (а), нужно установить соответствие между переменной целевой 
вершиной и вершинами сети фактов (можно позволить программе поиска 























Рис. 9.8. Поиск соответствия сети целевой с переменной целевой вершиной 
и  сети фактов с явной константной вершиной. 
 
 
Требуется установить объект из множества «млекопитающие», 
такой, что он серый и что кровь у него теплая. Рассмотрим сеть фактов 
(выше горизонтальной линии) и целевую сеть (ниже горизонтальной 




       СЛОНЫ 
        КЛОН 
         серый 
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‒ дугу «температура крови» в вершину «теплая» из вершины КЛОН и  
‒ дугу «цвет» в вершину «серый» из вершины КЛОН.  
‒ дугу ЭЛ из КЛОН в вершину «млекопитающие». 
Если мы это сделаем, то целевая сеть соответствует сети фактов при 
подстановке х = КЛОН. 
 
Присоединенные процедуры.  Это программы, которые вызываются 
при необходимости . 





для получения значения произведения введем блок описания умножения 
х| УМН 
сомножитель 1: (элемент множества «натуральные числа»), 
сомножитель 2: (элемент множества «натуральные числа»), 
произведение: ПЕРЕМНОЖИТЬ [сомножитель 1 (х), сомножитель 2 (х)] 
 
Здесь ПЕРЕМНОЖИТЬ[сомножитель1(х), сомножитель2(х)] – это 
присоединенная процедура, (программа умножения). При подстановке 
(унификации): {ПЕРЕМНОЖИТЬ(3, 6)/х}, получим ответ. 
Блочные правила. Блочное правило содержит два списка блоков − 
Антецедент (АНТЕ) и Консеквент (КОНСЕ). Применяются эти правила 
при импликации.  
Если все блоки в АНТЕ (целевые) сопоставлены с блоками-фактами, 
то после применения блочного правила, блоки КОНСЕ можно также 
присоединять к блокам-фактам. 
*Если блоки АНТЕ считать целевыми, то переменные относятся 
к квантору существования.  
**Если добавляемые блоки уже имеются среди блоков-фактов, то 




П1: Глава (х, у)  Работает в (х, у) 
или 
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П1: 
АНТЕ:   х 





П2:[РАБОТАЕТ_В(х,у)  ГЛАВА(х,z) ]  БОСС(у,z) 
или 










Тождественность двух соотношений: 
РАВ [у, супруга(х)] (  z){ЭЛ(z, БРАКИ) РАВ [х, мужчина(z)] РАВ 
[у, женщина(z)] } 
*Вообще говоря, вместо W1W2 нужно было бы записать [W1W2]
[W2W1]. 
Сколемовское преобразование:  
РАВ [у, супруги(х)]  {ЭЛ (бр(х, у), БРАКИ)   
РАВ [х, мужчина(бр(х, у))]   






КОНСЕ: бр(х, у) 
сам: (элемент-множества БРАКИ) 
мужчина:х 
женщина:у 
Процедура применения − установить соответствие между блоком 
АНТЕ и некоторым блоком-фактом, а потом создать константный 






















Рис.9.9.  Импликация: {ЭЛ (х, ОТДЕЛЫ) РАВ [ГЛАВА(х), у]}  РАВ 
[работает_в(у), х] 
 
Прямое правило: структура АНТЕ, как целевая. Показываем, что она 
соответствует сети фактов. После этого к сети фактов присоединяют 
структуру КОНСЕ, что и есть применение импликации. 
Неточные описания. Если КЛОН является слоном альбиносом, то 
возникает коллизия. В детальном описании может быть приведена 
информация о том, что он белый. А в сети есть выход в иерархически 
высшую вершину СЛОНЫ, а затем уж к  вершине «серые». Как поступит 
машина? С одной стороны, на детальном уровне ясно, что слон белый, а 
через иерархически высшую вершину получаем – серый. Поэтому должна 
быть создана схема решения, когда только при отсутствии детальной 
(низшей иерархически) информации, нужно подниматься вверх к более 
высокой и общей  иерархической вершине, наследовать её 
характеристики и двигаться по сети в поисках ответа. Можно ввести 
т. н. неточные описания, то есть вершины-описания, которые имеют 
низший уровень приоритетов38, в отношении очередности их выполнения. 
А можно следовать приведенному выше правилу.  
Добавление рекомендаций. Рассмотрим эту ситуацию на 
приведенном выше примере двух правил П1 и П2 (левый столбец).  
Таблица 9.2 
ПРАВИЛА ФАКТЫ 
Процедуры решения и 
результаты 
П1 АНТЕ:х 
  сам: (эл. множ. 
ОТДЕЛЫ) 
   глава: у 
ВПК 
  сам: (эл. множ. ОТДЕЛЫ) 
  глава:  Евгений 
Вспомнили про ОТДЕЛЫ 
Рекомендация 2 
Есть соответствие 
                                               
38 Часто используют вместо термина «неточная» − default, что может иметь смысл «за неимением 
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Продолжение табл. 9.2 
П1 КОНСЕ:у 
   работает_в х 
 Евгений                                                               
    работает_в:  ВПК 
П2 АНТЕ:  у 
   работает_в х 
                        х 
  глава:z 
ВАСЯ 
 сам:(эл_мн. СЛУЖАЩИЕ) 
 работает_в: ВПК 
 
 
П2 КОНСЕ: у 
   босс:z 
Вопрос 
ВАСЯ 
   босс:u 
Вспомнили про «босс» и про 
П2. Вопрос определит 
у = Вася. 1. Возникает 
соответствие в верхней части 
П2 АНТЕ, тогда х = ВПК, 
нижняя часть соответствует 2 
факту и z =  Евгений. 
 
Рекомендация 1:    
                           u | СЛУЖАЩИЕ 
                              босс: (элемент_множества СЛУЖАЩИЕ) 
                                          при заполнении П2   
                            работает_в (элемент множества ОТДЕЛЫ) 
Рекомендация 2:  
                            r | ОТДЕЛЫ 
                               глава (элемент_множества СЛУЖАЩИЕ) 
                                         при заполненной П1   
 
В Рекомендации 1 обозначение  при заполнении П2   указывает, что П2 
должно применяться в обратном направлении всякий раз, когда в блоке 
есть какое-то значение ячейки «босс», при условии, что прямого 
соответствия с блоком фактов установить нельзя.  
В Рекомендации 2 обозначение  при заполнении П1  , говорит о том, что 
П1 должно применяться, когда у некоторого блока фактов ячейка «сам» 
содержит элемент множества ОТДЕЛЫ и ячейке «глава» присвоено какое-
то значение.  
 
Пример:  
                 ВАСЯ 
                               сам: (элемент_множества СЛУЖАЩИЕ) 
                               работает_в: ВПК 
                       ВПК 
                              сам: (элемент множества ОТДЕЛЫ) 
                              глава: Евгений 
 
РАЗДЕЛ 9. Семантические сети ____________________________________________ ~ 129 ~ 
 
1 вариант: Пусть предъявлен второй блок, то описание (рекомендация 2)     
r | ОТДЕЛЫ укажет на то, что П1 применяется в прямом направлении 
(элемент множества Отделы конкретный − это ВПК и происходит 
уточнение значения переменной х, которая относилась к квантору 
существования), что породит 
                                           Евгений 
                                                             работает_в:  ВПК 
2 вариант: вопрос  «Кто является боссом Васи?» То есть это блок вида 
                                             ВАСЯ 
                                                             босс:u 
Прямого соответствия с блоком-фактом не установить. Но согласно 
Рекомендации 1, так как упомянули ячейку «босс» рекомендуется 
применить П2 в обратном направлении.  Откуда  
                                             ВАСЯ 
                                                             работает в: х 
                                                 х 
                                                             глава: u 
сопоставить с блоком-фактом ВАСЯ можно при х = ВПК, тогда второй 
блок можно сопоставить в блоком-фактом ВПК при подстановке u = 
Евгений, что и требовалось выяснить.  
 
 
9.4. Семантическая паутина 
 
Semantic Web − это Интернет, где информация предварительно 
обрабатывается машинами. Традиционный Интернет основан на HTML-
страницах, информация извлекается с помощью браузера самим 
пользователем. Семантическая же паутина использует возможности 
семантической сети, обрабатывая информацию программой-клиент 
и предоставляя пользователю результат логической обработки.  Термин 
«семантическая паутина» был впервые введён Т. Дж. Бе́ рнерсом-Ли (май 
2001 года, журнал «Scientific American») и был определен им как 
«следующий шаг в развитии Всемирной паутины»39. 
Сейчас в Интернете автоматическая обработка данных основана на 
лексическом и частотном анализе для удобства пользователя. 
 
                                               
39 Проблемы усматривают в невозможности использования рекламы в этом варианте поисковиков, 
которые сами посещают сайты и отбирают информацию, которую передают пользователю. 
Рекламодатели не уверены в том, что непосредственно пользователь увидит рекламу, потому 
финансировать этот проект некому.  





Тимоти Джон Бе́рнерс-Ли (Sir Timothy John 
«Tim» Berners-Lee) − изобретатель, совместно 
с коллегами, URL, URI, HTTP, HTML, создатель 
совместно с Робертом Кайо Всемирной паутины 
(Веб). Действующий глава Всемирной паутины 
Консорциума при Лаборатории информатики 
(Laboratory for Computer Science, LCS, другие 
названия консорциума: World Wide Web 
Consortium, W3C, W3) MIT. Автор концепции 
семантической паутины и множества других 
разработок. 
 
В семантической паутине используется стандарт RDF40, описы-
вающий семантические сети, где узлы и дуги имеют идентификаторы 
ресурсов (адреса) URI. Причем в семантической паутине все сущие 
предметы, явления и абстракции имеют свои URI. Вызовы этих адресов 
можно делать как обычно, используя протокол HTTP. Для логических 
заключений машинами предлагают использовать разработки RDF 
SCHEMA41, OWL42. Техника описания опирается на дискрипцион-
ную логику43.  
Итак, основными языками для Семантического Веба остается 
Расширяемый Язык Разметки XML (eXtensible Markup Language) 
и Средства Описания Ресурсов RDF (Resource Description Framework) 
а также язык сетевых онтологий OWL (Web Ontology Language). 
В паутине должны использоваться подобные традиционным веб-
сервисы, использующие программную логику. Пока эффективность 
использования специализированных веб−сервисов невелика из-за труд-
ностей создания сервисно−ориентированной архитектуры и удаются пока 
только узкоспециализированные запросы на выбор сервисов. 
 
                                               
40 Способ описания данных в формате субъект−отношение−объект, где используются только 
идентификаторы ресурсов. Консорциумом W3 определена схема XML-документов, содержащих 
RDF-описания.  
41 Язык описывает набор атрибутов (отношений), для определения новых типов RDF-данных. 
Стандартный синтаксический анализатор языка XML в состоянии проверить произвольный XML-
документ на соответствие его структуры так называемой схеме документа, описанной в XML 
Schema. 
42 В основе языка OWL (Web Ontology Language) — представление «объект-свойство». Язык 
расширяет возможности по описанию новых типов (в частности, добавляет перечисления). OWL 
пригоден для описания веб-страниц и любых объектов действительности. Каждому элементу 
описания в этом языке и свойствам, связывающим объекты, присвоен URI (см. OWL Features 
[Электронный ресурс]. – Режим доступа 
http://sherdim.ru/pts/semantic_web/REC−owl−features−20040210_ru.html). 
43 Или иначе − терминологические системы, логики концептов. 
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Семантический Web объединяет разные виды информации в единую 
структуру, где каждому смысловому элементу данных будет соответ-
ствовать специальный синтаксический блок (тэг). Надеются, что тэги 
станут составлять единую иерархическую структуру. В рамках проекта 
"Семантический Web" должны разрабатываться языки для выражения 
доступной для машинной обработки информации. Другая сторона 
Семантического Web связана с направлениями, близкими к области 
искусственного интеллекта, и названа онтологическим подходом. Этот 
подход включает в себя средства аннотирования документов, которыми 
могли бы воспользоваться компьютерные программы – Web-сервисы и 
агенты при обработке сложных пользовательских запросов. В этом 
подходе используют теоретические представления (описания) моделей 
предметных областей. Такие модели предметных областей в тер-




Самый нижний уровень − это Universal Resource Identifier (URI), 
унифицированный идентификатор, определяющий способ записи 
адреса произвольного ресурса. Семантический Web, именуя всякое 
понятие просто с помощью URI- идентификатора45, дает возможность 
каждому пользоваться нужными понятиями. Следующий уровень − 
язык XML как базовая форма разметки и средства, предназначенные 
для определения и описания классов XML-документов (DTD, XML- 
схемы). Дополнительный уровень ориентирован на работу с цифровой 
подписью, для определения степени достоверности данных. Уровень 
RDF позволяет выполнять поиск необходимых понятий в Семан-
тическом Web. На базе XML развертываются средства описания 
ресурсов RDF и RDF−схемы, чтобы согласовать XML-данные в сети 
и создавать каталоги и словари понятий. Язык сетевых онтологий OWL 
позволяет организовать более полную автоматическую обработку 
сетевого контента, чем та, которую поддерживают XML и RDF, 
предоставляя дополнительную семантическую поддержку наряду 
с формальной семантикой. Онтология определяет семантику конкрет-
ной предметной области и способствует установлению связей между 
значениями ее элементов. Онтологии используют для повышения 
точности поиска в Internet − поисковая система будет выдавать только 
такие сайты, где упоминается в точности искомое понятие, а не 
позиции, где встретилось заданное ключевое слово.  
  
 
                                               
44 Ландэ Д. Семантический веб: от идеи − к технологии [Электронный ресурс] / Режим 
доступа: http://poiskbook.kiev.ua/sw.html  
45 URI − идентификаторов являются также URL−адреса, но URI−идентификатор задавая или 
ссылаясь на некоторый ресурс, не обязательно указывает на его местонахождение в Internet.   
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Локальные задачи. 
1. Создание базы онтологий. 
2. Формирование агентов (автономных программ), имеющих расширен-
ный доступ к Web-контенту и автоматизированным сервисам (включая 
других агентов). 
3. Создание глобального и универсального механизма поиска и обнару-
жения автоматизированных Web-сервисов. 
 
Прогресс: 
1.Проект Microsoft взаимодействующих сетевых ресурсов. 
NET позволяет проводить автоматизированный обмен сетевыми  
ресурсами между отдельными программами, приложениями, базами 
данных, пользователями, основываясь на XML.  
2.Европейская «Сеть знаний», Knowledge Web ориентирована 
на нужды информационных технологий в промышленности, науке 
и образовании. 
3. Система mSpace в School of Electronics & Computer Science (ECS) 
Университета Саутгемптона собирает данные из различных источников 
и организовывает информацию по категориям. 
 






ВОПРОСЫ ДЛЯ САМОКОНТРОЛЯ 
 
 
1. Зачем нужна операция приведения к конъюнктивной нормальной 
форме любого выражения в логике предикатов? 
2. Запишите законы Моргана.  
3. Как перейти к нечеткости в описании четких событий? 
4. В чем смысл разделения переменных для теории предикатов? 
5. Если дерево опровержения в теории предикатов дает в корневой 
вершине пустое множество, где искать ответ? 
6. Поясните принцип устройства Байесовской системы логического 
вывода. 
7. Приведите структуру П-правила в STRIPS для построения схемы 
управления роботом. 





A − это дополнение А. 
9. Укажите основания считать реляционные базы данных системами 
искусственного интеллекта. 
10. Приведите структуру правила вывода Байесовской системы. 




A − это дополнение А, а Е −  универсальное множество. 
12. Поясните смысл кванторов общности и существования, определите 
области их действия. Какой из них имеет отношение к сколемовским 
функциям? 
13. Сформулируйте общие принципы нечеткого логического вывода. 
14. Как вводится сколемовская функция?  
15. Что такое «тело» в выражениях языка Пролог? 
16. Поясните, как следует построить алгоритм действия робота в струк-
туре STRIPS? 
17. В чем вы видите историческое объединение искусственных нейрон-
ных сетей и экспертных систем принятия решений на основе логики? 
18. Поясните, в каком виде может быть записана дизъюнкция 
и конъюнкция в нечеткой логике. 
19. Примените метод резолюции к следующей базе знаний ~P~Q S;  
P; ~S; Q. 
20. Что скрыто от пользователя в языке ПРОЛОГ? 
21. Как приводят результаты нечеткого вывода к четкости? 
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22. Преобразуйте 3-й предикат в три бинарных: Посылка (Вася_1, 
Маша _ 2, письмо_1000). 
23. Приведите практическую форму структуры П−правила в STRIPS для 
построения схемы управления роботом. 
24. Поясните связь между описанием фактов в форме графов типа И/ИЛИ 
и описанием в форме предикатов. 
25. Поясните, в чем заключается алгоритм Sugeno. 
26. В какие виды предложений языка ПРОЛОГ входит «голова»? 
27. Что такое унификация и как она применяется в логике предикатов 
и при использовании системы STRIPS? 
28. Как переходят к четкости в алгоритме Tsukamoto? 
29.  Как исключить символы импликации в теории предикатов? 
30. Что такое локальное и общее терминальные условия? 
31. Алгоритм нечеткого вывода Mamdani. Принципы построения. 
32. Импликация, отрицание, дизъюнкция и конъюнкция. Что из них 
используется в языке ПРОЛОГ? 
33. Поясните разницу между унификацией в теории предикатов и соот-
ветствием в ПРОЛОГЕ. 
34. В чем разница между фреймами и реляционными базами данных? 
35. Как решает задачу система RSTRIPS? Поясните как двигается 
маркер, как проверяется список и что находится под защитой.  
36. Можно ли использовать дизъюнктивную нормальную форму? 
37. Почему говорят, что в ПРОЛОГЕ не все программируется? 
38. Сформулируйте теорему Байеса.  
39. Поясните отличия поведения системы RSTRIPS и системы RSTRIPS 
при взаимодействии целей. 
40. Для чего вводится характеристическая функция в нечеткой логике? 
41. Как используется импликация в теории предикатов и в языке 
ПРОЛОГ? 
42. Приведите примеры коммутативных и некоммутативных систем 
представления знаний. 
43. Нейронная сеть может быть описана как система нечеткой логики? 
Покажите на примере. 
44. Что такое опровержение на основе резолюции? Поясните, как это 
делается. 
45. Что такое метод резолюции в логике предикатов? 
46. Поясните теорию Депстера (Dempster)−Шафера (Shafer). 
47. Поясните, как можно связать два фрейма (блока). Приведите 
примеры.  
48. В ПРОЛОГЕ цель G(А) и правило P(у)  G(у). Здесь голова правила 
G(у), а тело правила (условная часть) P(у). При унификации у = А 
объединение цели и правила дает P(А) – новую цель. Какой 
процедуре это эквивалентно в теории предикатов? 
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1. БАЙЕСОВСКАЯ СИСТЕМА 
1. Структура правила вывода Байесовской системы. 
Условная вероятность р(А|B) равна отношению совместной вероятности 
р(АВ) к вероятности события В при условии, что она не равна 0.          
           р(А|B) * р(В) = р(АВ) и аналогично   р(В|А) * р(А) = р(ВА), 
так как р(АВ) = р(ВА), то получим соотношения.            
  
2. теорема Байеса р(А|B) * р(В)= р(В|А) * р(А)       −−−−   
Для событий В А и В  ¬A справедливо В = ( В А)  ( В  ¬A), тогда  
р(В) = р((ВА) (В¬A)) = р(ВА)+ р(В¬A) = р(В|А)* р(А) + 
р(В|¬A)*р(¬A) 
 
Принцип устройства Байесовской системы логического вывода. 
Таблица 1  
P   = 
















































– Разработать байесовскую систему проверки на допустимость данного 
лица на выборную должность.  
– Результат – влюбился 
Априорная вероятность результата P − Предполагается, что основные 
условия для этого выполнены. 
Вопросы, на которые дается ответ (положительный − утвердительный) 
1.Когда проходит мимо − оглядывается? 
2.Старается подойти поближе? 
3.Улыбается при встрече? 
4.Смущается? 
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2. ТЕОРИЯ ДЕПСТЕРА (DEMPSTER)−ШАФЕРА (SHAFER) 
Мера истинности определяется   интервалом Доверие < мера истинности 
< правдоподобие. Доверие – это сумма масс свидетельств, под-
держивающих гипотезу. Правдоподобие = 1 – сумма масс свидетельств, 
отвергающих гипотезу.  
 
Рассмотрим пример. Можно предположить, что у студента есть научный 






Безразличн. То есть, 
руководителя нет 
0 0 0 
Он с кем-то советуется, 
формально руководитель есть, 
шансы сделать карьеру малы  
0,2 0,2 0,5 
Руководитель есть, и шансы 
сделать карьеру есть 
0,5 0,5 0,8 
Универсальн. Он имеет 
руководителя, но неизвестно, 
поможет он карьере или  нет 
0,3 1,0 1,0 
 
Этот метод дает возможность, исходя из свидетельств экспертов, оценить 
меру истинности каждого утверждения, отмеченного в таблице. 
Проведите обсуждение в группе. Заполните таблицу и определите 
Доверие и Правдоподобие. 
 
 
3.ПЛАНЫ ДЛЯ РОБОТА 
1. Структура П-правила в STRIPS для построения схемы управления 
роботом. 
Модель действия: взятие кубика со стола 
Предусловия – кубик на столе, рука робота не занята, сверху на кубике 
ничего нет. Результат – рука держит кубик. 
pickup (x) 
P (precondition – предусловие): ONTABLE (x)   HANDEMPTY
  CLEAR (x). 
D (delete list − список вычеркиваний): ONTABLE (x), HANDEMPTY, 
CLEAR (x). 
A (add formula − формула добавлений): HOLDING (x). 
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Подстановка соответствия в этом случае дает − pickup (x) может быть 
применено только если  
x = B. Тогда новое описание состояния: CLEAR (C), ON(C,A), ONTABLE 
(A), HOLDIBG (B). 
Рассмотрите другие условия.  
 
2. Алгоритм действия робота в структуре STRIPS:  
1. Цель разбивается сразу же на подцели (связанные, разумеется).  
2. Выбор с чего начинать, вообще говоря, случаен.  
3. Проверка предусловий. Проверяются соответствие правил из набора 
данной подцели. Правило применяется (активируется), если его можно 
выполнить.  
4. Поиск унификаций.  
5. Последствия применения правила должны быть непременно 
согласованы с выполнением правила обязательно. 
6. Возникает новое состояние (новая база данных).  
7. Теперь нужно искать новое правило, предусловия которого не 




Формализуем задачу простейшего логического вывода.  
База знаний (состоит из двух правил): 
Правило 1: если «отдых – летом» и «человек – активный», то «ехать 
в горы», 
(отдых_летом  челов_акт ехать_в_гор) 
Правило 2: если «любит солнце», то «отдых летом», 
(любит_солн отдых_летом) 
Входные данные – «человек активный» и «любит "солнце». 
Прямой вывод,  
терминальное правило: все литералы должны оказаться в базе 
данных. 
Формальная запись 
(«отдых – летом» «человек – активный»)   «ехать в горы», 




~ («отдых – летом»  «человек – активный»)  «ехать в горы», 
 или, что то же самое (правило де Моргана) 
(~ «отдых – летом»  ~ «человек – активный») «ехать в горы», 
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а также 
~ «любит солнце» «отдых летом», 
«человек активный», 
«любит "солнце». 
Перепишем 1 предложение 
~ «человек – активный» ~ «отдых – летом»~   «ехать в горы». 
Резолюция 
«человек активный»~ «человек – активный» ~ «отдых – летом»~   
«ехать в горы». 
Результат 
~ «отдых – летом»~   «ехать в горы». 
Резолюция (2 предложение) 
«любит солнце»~ «любит солнце»,   «отдых летом», 
результат  
«отдых летом» попадает в базу данных. 
Резолюция остатка первого предложения 
«отдых летом»~ «отдых – летом»~   «ехать в горы», 
результат "ехать в горы" попадает в базу данных. 




Формальные методы преобразования предложений 
1. Законы Моргана  
~(x + y) = ~x * ~y  , ~(x * y)= ~x + ~y. 
2. Как вводится сколемовская функция?  
Можно перейти от )],())[(( yxPxy   к )]),(()[( yygPy  с помощью 
сколемовской функции g(y). Это возможно, если область определения 
(действия) квантора существования и область значений скалемовской 
функции (которая к тому же должна существовать) совпадают. 
(~( x)P(x) эквивалентно ( x)[~P(x)]; (~ x)[P(x)] эквивалентно( x) 
[ ~P(x)] 
3. Процедуры преобразования ППФ в исчислении предикатов [7] 
Рассмотрим технику преобразований правильно построенных формул 
в набор простых выражений для организации коммутативной базы данных. 
P(y)]}}y)[Q(x,y)~(P(f(x,y))]y)[P(y){(x){P(x)(            
−−−−−−−−  исходная ППФ 
3.1. Исключение символов импликации (~Х1Х2 вместо Х1 Х2) 
P(y)]}}y)[~Q(x,y)~(P(f(x,y))]y)[~P(y){(x){~P(x)(   
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3.2. Ограничение области действия отрицания (применение не более чем 
к одной атомной формуле). Используем законы Моргана (~(Х1Х2) 
эквивалентно ~ Х1  ~ Х2; (~(Х1Х2) эквивалентно ~ Х1  ~ Х2),  
эквивалентности выражений с кванторами (~( x)P(x) эквивалентно  
( x)[~P(x)]; ~( x)[ P(x)] эквивалентно( x)[ ~P(x)]) и другие 
эквивалентности. 
~P(y)]}}y)[Q(x,y)(P(f(x,y))]y)[~P(y){(x){~P(x)(   
3.3. Разделение переменных. В пределах области действия квантора 
переменная, связываемая этим квантором, представляет собой немую 
переменную. Ее повсюду можно заменить любой другой (не 
встречающейся) переменной в пределах области действия квантора, при 
этом значение истинности этой ППФ не изменится. Стандартизация 
переменных в пределах ППФ означает переименование немых 
переменных с той целью, чтобы каждый квантор имел свою, 
свойственную только ему, немую переменную. Так, вместо ( x)[ P(x) 
( x)Q(x) ] получим ( у)[ P(у)  ( y)Q(y) ]. 
~P(w)]}}w)[Q(x,w)(P(f(x,y))]y)[~P(y){(x){~P(x)(   
3.4. Исключение кванторов существования. Можно перейти от 
)],())[(( yxPxy   к )]),(()[( yygPy  с помощью, так называемой, 
сколемовской функции g(y). Это возможно, если область определения 
(действия) квантора существования и область значений скалемовской 
функции (которая к тому же должна существовать) совпадают. В случае, 
если квантор существования не входит в область действия кванторов 
общества, то применяют сколемовскую функцию без аргументов, то есть 
константу А: )()( xPx  заменяется  на )(AP  
}~P(g(x))]}[Q(x,g(x))P(f(x,y))]y)[~P(y){(x){~P(x)(   
3.5. Преобразование в префиксную форму. Перенос квантора общности 
в начало формулы (тогда она будет состоять из префикса = цепочки 
кванторов и бескванторной формулы = матрицы). 
}~P(g(x))]}[Q(x,g(x))P(f(x,y))]{[~P(y)y){~P(x)x)((   
3.6. Приведение к конъюнктивной нормальной форме. Любая матрица 
может быть записана как конъюнкция конечного множества дизъюнкций 
литералов. Используются, например, эквивалентности А  (B C) = А B
  АC,  а также А   (B  C) = А  B  АC.  
}~P(g(x))]}[~P(x)Q(x,g(x))][~P(x)P(f(x,y))]~P(y)y){[~P(x)x)(( 
3.7. Исключение кванторов общности. Предположение, что можно не 
показывать явно кванторы общности приводит к упрощению. Тогда все 
будет представлено в точное соответствие с конъюнктивной нормальной 
формой. 
~P(g(x))][~P(x)Q(x,g(x))][~P(x)P(f(x,y))]~P(y)[~P(x)   
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3.8. Исключение символов . Так как матрица представлена в конъюнк-
тивной нормальной форме, то можно освободиться от явного присутствия 
символов конъюнкции . Запись множеством ППФ, которые есть 
дизъюнкции литералов, то есть множеством предложений. 
P(f(x,y))~P(y)~P(x)   
Q(x,g(x))~P(x)  
~P(g(x))~P(x)  
3.9. Переименование переменных. Переменные должны быть разными 
в различных выражениях списка. 
,y))P(f(x~P(y))~P(x 11   
)),g(xQ(x)~P(x 222   
))~P(g(x)~P(x 33   
 
Вопросы к теме 
1. Зачем нужна операция приведения к конъюнктивной нормальной 
форме любого выражения в логике предикатов? 
2. В чем смысл разделения переменных для теории предикатов? 
3. Поясните смысл кванторов общности и существования, определите 
области их действия. 
4. Можно ли использовать дизъюнктивную нормальную форму? 
5. В чем отличия описания факта и правила в логике предикатов? 
6. Какой из кванторов общности и существования имеет отношение 
к сколемовским функциям? 
7. Что такое сколемовская константа? 
8. Как исключить символы импликации в теории предикатов? 
9. Можно ли исключать литералы в сложносочиненном предложении 
в теории предикатов? 
10. Какой процедурой правило сводится к системе предложений? 
11. Что такое опровержение на основе резолюции? 
12. Можно ли исключать тавтологию? 
 
 
6. ОПРОВЕРЖЕНИЕ НА ОСНОВЕ РЕЗОЛЮЦИИ 
ЗАДАЧА. Для всех х и у, если х является родителем у, а у − родителем z, 
то х является дедушкой или бабушкой z. У каждого есть родитель. 
S: )},()],(),(){[)(( zxGzyPyxPyx  − аксиома 1 ; ),())(( yxPxy  − 
аксиома 2. 
Целевая ППФ: ),())(( yxGyx  − существуют такие лица х и у, что х – 
дедушка или бабушка лица у. 
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Здесь также первая аксиома − это правило. Вторая − это факт. Применяя 
выражение ~ ( , ) ~ ( , ) ( , )P x y P y z G x z   к факту )),(( wwfP  
получим при y w  и x f(w) , ~ (w, ) (f(w), )P z G z , а затем 
снова применим факт  )),(( wwfP  , при замене w  на ( )f w  и z w , 
также получим ответ (f(f(w)),w)G   даже не ведая, какой был задан 
вопрос. То есть, интеллектуальная система склонна самообучаться даже 
без принуждения (то есть без получения вопросов).  
 
Но зададим все же вопрос ( )( ) ( , ).x y G x y   Дерево опровержения. 
Таблица 3 
 ~ ( , ) ~ ( , ) ( , )P x y P y z G x z   )),(( wwfP  )),(( wwfP  
v)G(u,~  ~ ( , ) ~ ( , )P u y P y v  ))(,(~ vfuP  NIL 
 
Нетрудно видеть, что это неконструктивная теорема, которая говорит 
только о существовании решения. 
Модификация дерева опровержения. 
Таблица 4 
 
~ ( , ) ~P x y 
~ ( , ) ( , )P y z G x z  
)),(( wwfP  )),(( wwfP  
v)G(u,v)G(u,~   
~ ( , ) ~P u y 
~ ( , ) ( , )P y v G u v  
),())(,(~ vuGvfuP   v)G(f(f(v)),  
 
1. Сколемовская функция )(xf , которая вводится для исключения 
квантора существования в аксиоме 2, причем она указывает имя родителя 
для своего аргумента. 
2. В процессе унификации переменные заменяются на другие 
и могут возникнуть ситуации, когда размещенные в определенном 
порядке переменные могут оказаться функциями самих себя. Но это 
проблема постановки задачи, или надо искать смысл в таком ответе. 
3. При решении может быть несколько опровержений и несколько 
ответов, при этом один может быть достаточно общим. Но заранее нет 
способа выяснить, является ли данный ответ подходящим или общим. 
4. Если в процессе унификации переменные заменяются на конс-
танты и эти константы никак не определены, то можно снова в ответе 
перейти к переменным.  
 
Вопросы к теме 
1. Что такое унификация и как она применяется  в логике предикатов? 
2. Если дерево опровержения в теории предикатов дает в корневой 
вершине пустое множество, где искать ответ? 
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3. Зачем используют метод резолюции в логике предикатов? 
4. Что такое опровержение на основе резолюции? 
5. Можно ли исключать тавтологию? 
 
 
7. ОБРАТНАЯ СИСТЕМА ПРОДУКЦИЙ ДЛЯ ГИПЕРГРАФОВ 
Вопрос (цель): 
)],(0)()()[)(( ухИТСЯ~БуСОБАКАхКОШКАух  − есть ли такие 
кошка и собака, причем кошка не боится собаки?  
Факты:  СОБАКА(ДЖИМ);  
~ ЛАЕТ(ДЖИМ); 
ВИЛЯЕТ_ХВОСТОМ (ДЖИМ);  
МЯУКАЕТ(МУРКА). 
Правила: 
[ВИЛЯЕТ_ХВОСТОМ(х1) СОБАКА(х1)]  ЛАСКАЕТСЯ(х1) 
[ЛАСКАЕТСЯ (х2)  ~ ЛАЕТ(х2)]  ~ БОИТСЯ (у2, х2) 
СОБАКА(х3) ЖИВОТНОЕ (х3) 
КОШКА(х4) ЖИВОТНОЕ (х4) 
МЯУКАЕТ(х5)  КОШКА (х5) 
 
Согласованные графы решений. Если задан вопрос, о возможности 
существования участников определенного действия или события, 
и относительно этих участников что-то известно, то данная задача имеет 
смысл. Причем если возможно согласование всех аргументов (или 
значений переменных), нет противоречий, то такое решение представляет 
практический интерес46. В таких задачах основной акцент сделан на 
согласовании (после унификации) аргументов. Оказывается, существуют 
унифицирующие подстановки  
{МУРКА/ х}, {МУРКА/ х5}; {МУРКА/ y2};  
{ДЖИМ/ у}; {ДЖИМ/ х2};{ДЖИМ/ х1},  
при котором все согласовано и ответ тоже:   
КОШКА (МУРКА) СОБАКА(ДЖИМ)  ~ БОИТСЯ (МУРКА, ДЖИМ).  
 
Условие остановки. Условием остановки (терминальным условием) 
является факт согласования такого графа, который должен непременно 
заканчиваться в вершинах фактов, которые на рисунке выделены. 
Обратим внимание, что некоторые правила, где упоминается животное, не 
понадобились. 
                                               
46 Нужно только отметить, что оно может быть иной раз вероятностным, потребовать для полной 
определенности дополнительных условий.   
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8. РЕЗОЛЮЦИЯ ВНУТРИ ГРАФОВ И / ИЛИ 
Ограниченная целевая резолюция (ОЦР). Рассмотрим пример 
в рамках обратной системы продукций 
Цель: ),()],(),([ yxVyxQyxP   
Правила П1: [ ( ) ( , )] ( , )R v S u B P u v   
               П2: ),()](),([ srQrWsA~S   
Факты: ),(),()()( BBVBAVBWBR   
 
Или в виде графа:  
 
 
Рис. 1. Несогласованный граф  И/ИЛИ  (обратная система продукций) 
 
1. Рассмотрим сначала согласование ветвей. Обратим внимание на 
левую ветвь графа. В этом случае есть два варианта из-за существования 
двух фактов  ( , )V A B   и ( , )V B B . Первый вариант, когда мы из них 
выбираем ( , )V A B . Тогда ,x A y B   и правая ветвь согласуется 
с остальными при ,u A v B  , но средняя не согласуется, ибо выходит, 
что надо бы  удовлетворить факту ( )W B , а у нас получается ( )W A . Граф 
согласуется на фактах  ( ) ( , )R B V A B  при исключении средней ветви.  
2. Если же выберем для левой ветви ( , )V B B , тогда ,x u B 
y v B  , то средняя ветвь согласуется с нашим выбором при 
,x r B y s B    , а для согласования правой ветви с этим выбором 
и фактами ( )R B  и ( )W B получим ,u B v B  . То есть граф согласуется 
только на фактах ( ) ( ) ( , )R B W B V B B  .  
П2 
[P (x, y) ˅ Q (x, y)] ˄V (x, y) 
V(x, y) [P (x, y) ˅ Q (x, y)] 
Q (r, s) 
W (r) ~ S (A, s) 
P (x, y) 
P (u, v) 
S (u, B) R (v) 
Q (x, y) 
П1 
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3. После применения операции в форме значка, который 
представляет собой обоюдную двойную  стрелку, что означает резолюцию 
и после исключения тавтологии (u, ) ( , )S B S A s   при идентификации  
,u A s B   граф преобразуется следующим образом: 
 
                                        
 
Рис. 2. Граф И / ИЛИ после применения ОЦР. 
 
Данная резолюция показанная на рис.1 в виде обоюдной двойной 
стрелки, называется ограниченной целевой резолюцией. Решение 
очевидно при идентификации, но согласуется граф только для фактов
( ) ( , )R B V A B  при исключении средней ветви графа. То есть, без 
применения резолюции и с учетом ее применения граф согласуется для 
неполного числа фактов, причем в разной комбинации. 
 
Обобщение целевого выражения − разделение переменных. 
Попытаемся сохранить общность вывода, подобно тому, как это делают 
в логике предикатов, разделяя переменные. Можно попробовать 
сразу ввести разные переменные в целевое выражение рассмотрен-
ного выше примера, переписав его в виде 
Цель: )]2,2()]2,2([)]1,1()1,1([ yxVyxQyxVyxP   
Напомним правила  
П1 [ ( ) ( , )] ( , )R v S u B P u v   
П2: [ ( , ) ( )] ( , )~ S A s W r Q r s   
 
[P (x, y) ˅ Q (x, y)] 
[P (x, y) ˅ Q (x, y)] ˄V (x, y) 
V(x, y) 
Q (A, B) 
W (A) 
P (x, y) 
P (A, B) 
R (B) 
R (v) 
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Рис. 3. Граф И /ИЛИ с обобщением целевого выражения    
в случае применения ОЦР 
 
Рассмотрим формальные решения на графе до применения 
унификации и в случае ее применения.  
1. До применения резолюции: Унификация {B/y1, A/x1, B/x2, B/y2} 
дает (см. выделенные концевые литералы) начальный набор фактов. То 
есть, 1 , 1 ; 2 , 2x u A y B x r B y s B        и в этом случае удалось 
найти соответствие и задача формально решена: левая ветвь удовле-
творяет фактам ( ) ( , )R B V A B  а правая − фактам ( ) ( , )W B V B B . 
Понятно, сформулировав таким образом цель, на самом деле мы разде-
лили ее на две, причем невыполнение одной не мешало выполнению 
другой и наоборот. Потому мы показали, что левая ветвь удовлетворяет 
двум фактам ( ) ( , )R B V A B , а правая другим двум ( ) ( , )R B V A B . 
Казалось бы, мы не нашли общего решения. Но посмотрим, что 
происходит при применении резолюции. 
2. После применения резолюции: В этом случае для применения 
резолюции нужно провести унификацию ,u A s B  . Интересно, что эта 
унификация не противоречит прежним унификациям при рассмотрении 
двух независимых ветвей. Таким образом, проведение ограниченной 
резолюции привело к объединению решений и выполнению требований 
удовлетворения цели всем фактам и согласования всех ветвей графа. 
[P (x1, y1) ˄ V (x1, y1)] ˅ [Q (x2, y2)] ˄ V (x2, y2) 
[P (x1, y1) ˄ V (x1, y1)] [Q (x2, y2)] ˄ V (x2, y2) 
P (u, y) 
R (v) S (u, B) 
V (x2, y2) 
V (B, B) 
~ S (A, s) 
W (r) 
Q (x2, y2) 
V (x1, y1) P (x1, y1) 
V (A, B) 
R (B) 
Q (r, s) 
W (B) 
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Таким образом, последний пример показывает, как важно правильно 
сформулировать задачу. Ибо при правильной формулировке, 
раскрывая скобки целевой функции, и в представленной конъюнкции 
двух, вообще говоря, независимых целей (для этого изменены 
названия переменных на рис.3), получаем два независимых решения, 
каждое из которых удовлетворяет лишь части фактов (но вместе они 
удовлетворяют всему набору фактов). Однако внутри графа видна 
возможность проведения резолюции (здесь ОЦР) двух литералов. 
После этой операции, получаем нужный ответ и доказываем теорему. 
Следовательно, во-первых, нужно внимательно относится к фор-
мулировке задачи и во-вторых – следует внимательно рассмат-




9. РАБОТА С ФРЕЙМАМИ 
В глобальной базе данных есть два − явный и функциональный, − 
фрейма. 
а) явный фрейм 
Таблица 5 
Посылка_10 
элем : (элем_из посылок) 
отправитель : (Вася_1) 
получатель : (Маша_10) 
объект : (Конфетка_10) 
 
б) функциональный фрейм 
Таблица 6 
Посылка_111 
элем : (элем_из посылок) 
отправитель : получатель (Посылка _10) 
получатель : (Петя_111) 
объект : (Конфетка_10) 
 
Здесь очевидно, что Маша_10 и есть получатель (Посылка _10), но вопрос 
может быть поставлен иначе − Посылала ли Маша что-нибудь 




элем : (элем_из посылок) 
отправитель : (Маша_10) 
получатель : х 
объект : у(х) 
 
Подстановка {(х, Петя_111), (у, Конфетка_10) } – «Маша отправила 
конфетку Пете». 
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10. МАТЕМАТИКА ЧЕРЧА − ФОРМАЛИЗМ 
ЛЯМБДА−ИСЧИСЛЕНИЯ 
1. Редукции 
α-преобразование: замена в выражении λx.e имени переменной x на 
любое другое (не используемое в этом выражении) имя с одновременной 
заменой всех свободных вхождений этой переменной в выражение e. 
δ-редукция: выражение + 1 4 может быть преобразовано к выражению 5, 
а выражение OR TRUE FALSE − к выражению TRUE (здесь OR − 
функция логического «или»). 
β-редукция: соответствует применению функции, представленной 
лямбда-выражением, к аргументу, 
η-преобразование: λx.E x эквивалентно функции E. 
Если к выражению можно применить одну из редукций, то оно называется 
редуцируемым или редексом (от redex − reducible expression). Если ни 
одного редекса в выражении нет, выражение находится в нормальной 
форме. Процесс «отладки» сводится к преобразованию исходного 
выражения к его нормальной форме. 
 
2. Методы 
Канонический порядок редукций: пусть преобразования 
происходят таким образом, что редукция всегда применяется к самому 
левому из самых внутренних редексов – (АПР аппликативный порядок 
редукций). То есть прежде всего "вычисляется" значение аргумента 
вызова, а потом уже происходит подстановка этого значения в тело 
вызываемой функции. Таким образом, этот порядок редукций 
соответствует энергичному способу вычисления значения функций 
в функциональном программировании.  
Нормальный порядок редукций (НПР) − применение редукции 
к самому левому из самых внешних редексов − подстановка аргумента 
в тело функции происходит до того, как преобразования будут 
производиться над самими аргументами. Это похоже на процесс ленивых 
вычислений в функциональных языках программирования (где 
вычисление аргумента осуществляется лишь однажды − при первом 
обращении к аргументу; в дальнейшем происходит обращение к уже 
вычисленному значению). Здесь процесс преобразования выражения, 
которое служит аргументом применения функции, будет происходить 
столько раз, сколько раз аргумент появляется в определении этой 
функции. 
 
(λx.λy.y)((λx.x x)(λx.x x)) при применении НПР используем β-редукцию, 
считая все выражение редексом. Действительно, выражение 
представляет собой применение функции (λx.λy.y) к некоторому 
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аргументу. Однако, аргумент x не используется в теле функции − λy.y, 
так что независимо от того, что представляет собой этот аргумент, 
результатом такой β−редукции будет выражение λy.y. При применении 
АПР – зацикливаемся. 
 
3. Задачи и упражнения 
№ 1 Сравнение двух методов 
(λx.* x x)(+ 3 4)  
а).при применении АПР сначала – δ-редукция к выражению 
аргумента получим (λx.* x x) 7 , потом β-редукция преобразует это 
выражение к (* 7 7) и затем δ-редукция приведет выражение к нормальной 
форме 49.  
б).Теперь НПР. первой будет β-редукция ко всему выражению 
(* (+ 3 4) (+ 3 4)) и еще три шага δ-редукции, (* 7 (+ 3 4)), затем (* 7 7) и, 
наконец, 49. Шагов в НПР больше. 
 
№ 2 Вопрос о связанной или свободной переменной  
λy.(λy.+ 2 y)(+ 1 y), здесь хотелось бы сразу применить α-
преобразование, например,   λz.(λy.+ 2 y)(+ 1 z). Но надо определять, какие 
вхождения переменной являются свободными, а какие связанными. То 
есть ошибиться можно и при выполнении начального α-преобразования. 
Другое выражение λy.(λx.λy.+ x y) y  во внешнем лямбда-выражении 
одно вхождение переменной y является свободным, а другое – связанным. 
 
№ 3 Бета-редукция 
Запишем функцию, которая получает значение большее на единицу 
(эта процедура вычисления в лямбда-исчислении называется бета-
упрощение или бета-редукция) 
( . 1)3 4x x    
 
№4 Карринг 
Для функции двух аргументов ( . . )x y x y  применим к одному 
аргументу  
( . . )1 ( .1 )x y x y y y     
Можно записать иначе (эта процедура называется карринг47) 
( . . ) ( .( . ))x y x y x y x y     , 
очевидно 
( .( . ))1 ( .1 )x y x y y y     . 
                                               
47 Каррирование или карринг (англ. currying) — преобразование функции от многих аргументов 
в набор функций, каждая из которых с одним аргументом. Возможность такого преобразования 
впервые отмечена в трудах Готтлоба Фреге, систематически изучена Моисеем Шейнфинкелем, 
а наименование получило по имени Хаскелла Карри — разработчика комбинаторной логики. 
Существование функций каррирования ( ) ( ( ))A B C A B C     эквивалентно логическому 
утверждению (( ) ) ( ( ))A B C A B C     . 
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№5 Упрощение записи 
Выражение (+ 1) эквивалентно (λx.+ 1 x). 
ПОЯСНЕНИЕ: Может использоваться префиксная запись 
операций, то есть вместо привычного 3+5 можно записать + 3 5. Все 
функции в расширенном лямбда-исчислении будут карринговыми, то 
есть выражение + 3 также имеет смысл и представляет собой 
применение функции + к константе 3, в результате которого получается 
функция увеличения целого аргумента на 3. Функции применяются в 
порядке слева направо, то есть выражение f x y понимается как 
применение функции f к аргументу x, и применение полученного 
результата к аргументу y. 
 
 
11. ЗАДАЧИ ПО ПРИМЕНЕНИЮ ЛИСП48 
1.Функции без имени − форма определения лямбда-функций, 
записываемая в виде: (lambda (parameters) body). Вид этого выражения 
напоминает обычную форму определения функции defun, только без 
имени. Такой особый вид функции можно использовать везде вместо 
имени функции. 
((lambda (x) (* x x)) −6) 
==> 36 
Аналогично определим и сразу применим анонимную функцию двух 
аргументов: 
((lambda (x y) (+ x y)) 2 3) 
==> 5 
 
2. Написать функцию LEN, которая возвращает длину списка, 
переданного функции в качестве параметра. В частности ( LEN ’(A B C)) 
вернет 3;     ( LEN NIL) вернет 0. Длина пустого списка равна 0, длина 
списка L равна 1 + длина списка (cdr L).  
Решение в организации рекурсии по длине списка – аргумента: 
(defun LEN (list) 
    (cond ((eq list nil) 0) 
        (t (+ 1 (LEN (cdr list)))) 
    ) 
) 
здесь cdr − список без первого элемента, list создает список, LENGTH 
(или LEN) возвращает в качестве значения длину списка, Для задания 
                                               
48 см. Потапенко В. А. Вариант языка ЛИСП -  СКИМ [Электронный ресурс] / В. А. Потапенко. – Режим 
доступа: http://www.lisp.ru/page.php?id=22. 
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новых функций в Лиспе используется специальная форма defun, 
выражение eq сравнивает два символа и возвращает t, если они 
одинаковые, и возвращает nil в противном случае, t −  соответствующее 
ему выражение будет вычисляться в тех случаях, когда ни одно другое 
условие не выполняется. 
 
3. Написать функцию REV, которая берет список в качестве аргумента и 
возвращает обращенный список в качестве результата. (REV NIL) вернет 
NIL;   (REV ’(A B C)) вернет (C B A)  ; (REV ’(A B (C) D (T))) вернет ((T) 
D (C) B A).   
Метод решения – метод накапливающего параметра: 
(defun REV (list h−arg) 
    (cond ((eq list nil) h−arg) 
        (t (REV (cdr list) (cons (car list) h−arg))) 
    ) 
) 
Здесь cons − объединяет элементы (обычно два) в список, car − первый 
элемент списка  ( list 1 2 )  это ( 1 2 ), условное предложение (cond 
(<проверка−1 > < действие−1 >)(…)(…)) вычисляются последовательно 
слева направо  пока не встретится NIL. Кстати, есть функция REVERSE, 
которая сразу изменяет порядок элементов на обратный.  
 
4.Написать функцию «факториал», которая по аргументу n возвращает 
число n! 
 
Задача может быть решена с помощью простой рекурсии. 
(defun Факториал (n) 
    (cond 
        ((= n 0)1) 
        (t (* n (Факториал (− n 1)))) 
    ) 
) 
 
5. Сделать программу, которая спрашивает имя пользователя, а потом 
выводит ему приветствие. Используем операции внутри СКИМа : read для 
чтения имени,  display вывод на дисплее,  newline вывод перевода строки. 
Придумываем сами новые операции:  привет для приветствия с одним 
параметром  −  именем пользователя; пользователь для получения имени 
пользователя.  
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Текст программы. 
(define (привет имя) 
  (display "Привет, ") 
  (display имя) 
  (display "!") 
  (newline)) 
(define (пользователь) 
  (write "Представьтесь:") 





12. ПРИМЕР РЕШЕНИЯ ЗАДАЧИ С КОММЕНТАРИЯМИ49  
УСЛОВИЕ 
Алеша, Витя и Игорь после уроков нашли на полу в кабинете физики 
маленькую гирьку. Каждый из них, рассматривая находку, высказал два 
предположения. Алеша сказал: «Это гирька из латуни, и весит она, скорей 
всего, 5 г». Витя предположил, что гирька сделана из меди и весит 3 г. 
Игорь же считал, что гирька не из латуни и вес ее – 4 г. Учитель физики 
обрадовался, что пропажа нашлась, и сказал ребятам, что каждый из них 
прав только наполовину. Из какого металла – латуни (L) или меди (M) – 
изготовлена гирька, и каков ее вес? В ответе запишите список, вклю-
чающий первую букву названия металла, а затем цифру, соответствую-




Задачу будем решать средствами Common Lisp — современного 
диалекта языка Лисп, стандартизированного ANSI. Идея решения - 
сформируем полное множество возможных решений и выберем из него 
те, которые удовлетворяют заданным условиям. Решение реализуем 
в функциональном стиле. 
Определим функцию, формирующую пространство возможных 
решений. Для определения функции воспользуемся формой defun - 
формой введения функции пользователя.  
 
 
                                               
49 Common Lisp – т современного диалекта языка Лисп. 
50 Разработка данного задания любезно предоставлена А. Е. Споровым. 
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Упрощенный синтаксис формы: 
(defun name (parameter*) 
body-form* 
В качестве имени name создаваемой функции можно использовать 
практически любой символ. Обычно имена функций содержат только 
буквенные символы и дефисы, но другие символы разрешены 
и используются в определенных соглашениях об именах. Например, 
функции, которые преобразуют один вид значения в другой, иногда 
используют - > в имени. Самое важное соглашение об именах обычно 
строят составные имена с дефисами, а не с подчеркиваниями или 
изменением регистра. Таким образом, test-widget лучше соответствует 
стилю Лисп, чем testWidget. Список параметров функции (parameter *) 
определяет переменные, которые будут использоваться для хранения 
аргументов, передаваемых функции при ее вызове. Если функция не 
принимает аргументов, указывают пустой список (). Параметры функций 
разделяются на несколько классов: обязательные, необязательные, 
множественные и ключевые. Тело формы DEFUN состоит из любого 
числа выражений ЛИСПА body-form. При вызове функции они будут 
вычисляться в указанном в определении порядке, а значение 
последнего выражения возвращается как значение функции. Кроме 
того, для немедленного возвращения из любой точки функции 
используется специальный оператор RETURN-FROM. 
 
Для решения задачи определим функцию cross с двумя парамет-
рами – списками a и b. Список a при вызове функции будет содержать все 
возможные варианты материала гири (m l), а список b – все возможные 
варианты веса (3 4 5), указанные в задаче. В результате вызова функции 
будет получено множество всех возможных решений, представленное 
списком, состоящим из двухэлементных списков – возможных решений. 
В двухэлементном списке первый элемент определяет материал, 
а второй – вес (M 5). 
(defun cross (a b) 
….. 
 ) 
Для того чтобы сформировать тело функции, рассмотрим второй 
возможный вариант объявления функции – функции без имени, или 
анонимные функции.  
 
Анонимные функции часто используют в практическом программиро-
вании, в случае, когда только в одном месте программы нужно опре-
делить функцию для передачи ее в качестве аргумента в другую 
функцию. Для определения функции без имени используется форма 
определения лямбда-функций, записываемая в виде: (lambda 
(parameters) body.Вид этого выражения напоминает обычную форму 
определения функции defun, только без имени. Такое особый вид 
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функции можно использовать везде вместо имени функции. Для 
примера, определим лямбда функцию, возводящую свой единствен-
ный аргумент в квадрат и сразу же применим ее к аргументу:  
         ((lambda (x) (* x x)) -6) 
                   ==> 36 
         ((lambda (x y) (+ x y)) 2 3)  
                   ==> 5 
Хотя так можно применять LAMBDA функции, но таким образом 
их почти не используют. Анонимные функции могут быть полезны, 
когда вам нужно передать функцию в качестве аргумента другой 
функции, а функция, которую вам нужно передать, достаточно проста, 
чтобы выразить встроенный аргумент. Рассмотрим пример со 
встроенной функцией. Функция sort сортирует список, указанный 
в качестве первого аргумента по правилу, заданному вторым 
аргументом. Второй аргумент должен быть функцией, принимающей 
два параметра и возвращающей обобщенное логическое значение – 
ИСТИНА, если аргументы расположены в верном порядке и ЛОЖЬ – 
если в неправильном. Для предотвращения вычислений аргументы 
должны быть «заквотрированы» - первый аргумент-список обычной 
блокировкой: '(4 1 6 7) – апостроф перед списком предотвращает его 
вычисление, а второй аргумент функциональной блокировкой 
#'имя_функции (#' аналогична обычной блокировке, но должна 
указываться только для функций).  
Например, сортировка списка чисел по возрастанию и убыванию: 
 (sort '(4 1 6 7) #'(lambda (x y) (< x y))) 
  ==> (1 4 6 7) 
 (sort '(4 1 6 7) #'(lambda (x y) (> x y))) 
  ==> (7 6 4 1) 
Кроме того, анонимные функции могут быть результатом работы 
функции – можно создавать генераторы функций. Напишем обычную 
функцию, которая строит и возвращает в качестве результата функцию 
увеличивающую свой аргумент на заданное число: 
  (defun make-incr (x) (lambda (y) (+ x y))) 
 
В данном определении использовано еще одно важное 
применение LAMBDA-выражений – их использование для создания 
замыканий (closures) – функций, которые захватывают часть среды 
выполнения, в которой они были созданы. Техническое обозначение 
функции, ссылающейся на свободную переменную в своём контексте – 
замыкание, потому что функция как бы «смыкается» над переменной. 
Так, наша функция make-incr возвращает функцию, имеющую ссылку 
на переменную, которая перестанет существовать после выхода из 
make-incr. Функция выглядит странно, но она работает именно так, как 
нам нужно – если вызвать make-incr с аргументом 2, мы получим 
анонимную функцию, которая увеличивает значение своего аргумента 
на 2. Вызовем эту функцию для создания «увеличителя» аргумента на 
2 и присвоим результат вызова – созданную анонимную функцию 
переменной: 
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  (setq 2+ (make-incr 2)) 
  #<FUNCTION :LAMBDA (Y) (+ X Y)> 
Теперь 2+ представляет собой анонимную функцию, увеличивающую 
свой аргумент на 2. После того, как мы получили объект-функцию, ее 
можно выполнить. COMMON LISP предоставляет две функции для 
выполнения функции через объект-функцию: FUNCALL и APPLY. Они 
отличаются тем, как они получают аргументы, которые будут переданы 
вызываемой функции. Введем FUNCALL, это функция, которая 
используется тогда, когда во время написания кода вы знаете 
количество аргументов, которые вы будете передавать функции. 
Первым аргументом F FUNCALL является запускаемый объект-функция, 
а  оставшиеся аргументы передаются данной функции. Вызовем наш 
объект-функцию для заданного аргумента, например, 
(funcall 2+ 3) 
==> 5 
(funcall #'(lambda (x) (* 4 x)) 4) 
==> 16 
Функция APPLY также позволяет применять объект-функцию 
к аргументу. Подобно FUNCALL, ее первым аргументом является 
объект-функция. Но после первого аргумента, вместо перечисления 
отдельных аргументов, она принимает список. Затем APPLY применяет 
функцию к  значениям в списке. Это позволяет вам переписать 
предыдущий код следующим образом: 
(apply 2+ '(3)) 
==> 5 
В данном случае вызов APPLY не особо полезен, но он незаменим, 
когда список аргументов становится известен только во время 
выполнения. APPLY не заботится о том, использует ли функция 
необязательные, остаточные или именованные объекты – список 
аргументов создается путем объединения всех аргументов, и резуль-
тирующий список должен быть правильным списком аргументов для 
функции с достаточным количеством аргументов для обязательных 
параметров и соответствующими именованными параметрами. 
Есть еще много удобных функций для работы с функцио-
нальными объектами. Рассмотрим функцию MAPCAR. Первый аргу-
мент MAPCAR – функция, которую необходимо применить, а после-
дующие аргументы – списки, чьи элементы будут поставлять 
аргументы для этой функции. Она всегда возвращает список и не 
требует уточнения типа результата. Другими словами, функция 
MAPCAR применяется к элементам аргументов-списков, беря от 
каждого списка по элементу. Результат каждого вызова функции 
собирается в новый список, например, 
(mapcar 2+ '(1 2 3 4 5)) 
==> (3 4 5 6 7) 
(mapcar #'(lambda (n) (+ n 10)) '(1 2 3 4 5)) 
==> (11 12 13 14 15) 
(mapcar #'+ (list 1 2 3) (list 10 20 30)) 
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==> (11 22 33) 
В последнем примере объект функция, соответствующая 
математической операции сложения, применяется к двум аргументам. 
Они извлекаются каждый из своего списка, сформированного при 
помощи формы list: выражение (list 1 2 3) сформирует список '(1 2 3), 
а выражение (list 10 20 30) – список '(10 20 30). Указанная в примере 
форма выполнит поэлементное сложение этих списков в порядке 
следования их элементов. Рассмотрим теперь выражение следующего 
вида: 
(mapcar (lambda (x) (mapcar (lambda (y) (list x y)) '(1 2 3)))  '(a b c)) 
==> (((A 1) (A 2) (A 3)) ((B 1) (B 2) (B 3)) ((C 1) (C 2) (C 3))) 
Здесь совместно работают две анонимные функции, причем 
одна является замыканием. Внешняя анонимная функция поочередно 
получает элементы внешнего списка '(a b c), передает их внутренней 
анонимной функции, которая поочередно объединяет каждый 
элемент этого списка с каждым элементом внутреннего списка '(1 2 3). 
Формируется ответ – список сложной структуры – список из трех 
списков, каждый элемент которого является списком из двух 
элементов. Для «выравнивания» списочной структуры применим к ней 
функцию append, объединяющую списки. Для этого удобно воспользо-
ваться функцией apply, преобразованной к виду объекта-функции: 
(apply #'append '(((A 1) (A 2) (A 3)) ((B 1) (B 2) (B 3)) ((C 1) (C 2) (C 3)))) 
==> ((A 1) (A 2) (A 3) (B 1) (B 2) (B 3) (C 1) (C 2) (C 3)) 
В данном выражении функциональную блокировку #'append можно 
записать и таким образом: (function append): 
(apply (function append) '(((A 1) (A 2) (A 3)) ((B 1) (B 2) (B 3)) ((C 1) (C 2) 
(C  3)))) 
==> ((A 1) (A 2) (A 3) (B 1) (B 2) (B 3) (C 1) (C 2) (C 3)) 
 
Таким образом, мы получили список требуемой структуры. Для 
удобства работы соберем это в одну функцию: 
; ; ; Решение задачи в Common Lisp 
; ; Определим набор функций для решения задачи 
; Функция, с помощью которой сформируем  
; пространство возможных решений 
(defun cross (a b) 
   (apply  
       (function append)  
       (mapcar (lambda (x) (mapcar (lambda (y) (list x y)) b))  a) 
   ) 
) 
; Пример вызова 
(cross '(m l) '(3 4 5)) 
==> ((M 3) (M 4) (M 5) (L 3) (L 4) (L 5)) 
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Сформируем следующие функции, нужные нам для решения задачи. 
Сделаем функцию, которая будет выполнять проверку на равенство двух 
аргументов и возвращать 1, когда аргументы равны, и 0, в случае, если 
они не равны. Функция основана на использовании базовой функции 
языка ЛИСП cond, выполняющей проверку условия. Форма cond 
содержит некоторое (возможно нулевое) количество подвыражений, 
которые является списками форм. Каждое подвыражение содержит 
форму условия и ноль и более форм для выполнения.  
(cond (test-1 consequent-1-1 consequent-1-2 ...) 
      (test-2) 
      (test-3 consequent-3-1 ...) 
      ... ) 
Отбирается первое подвыражение, чья форма условия вычисляется в  не-
NIL. Все остальные подвыражения игнорируются. Формы отобранного 
подвыражения последовательно выполняются. Если быть точнее, COND 
обрабатывает свои подвыражения слева направо. Для каждого подвыра-
жения вычисляется форма условия. Если результат NIL, COND переходит 
к следующему подвыражению. Если результат T, то подвыражения обра-
батываются, как список форм. После выполнения списка форм COND 
возвращает управление без обработки оставшихся подвыражений. Опе-
ратор COND возвращает результат выполнения последней формы из 
списка. Если этот список пустой, тогда возвращается значение формы 
условия. Если COND вернула управление без вычисления какой-либо ветки 
(все условные формы вычислялись в NIL), возвращается значение NIL. Для 
того чтобы выполнить последнее подвыражение, в случае если раньше 
ничего не выполнилось, обычно используют T для формы условия.  
(cond ((> 2 3) 1) (t 0)) 
==> 0 
(cond ((< 2 3) 1) (t 0)) 
==> 1 
Таким образом, данная проверочная функция будет такой: 
; Проверочная функция, возвращает 1 если аргументы 
; равны и 0, если нет  
(defun ? (x y)  
 (cond ((eq x y) 1) (t 0)) 
) 
; Пример вызова 
(? 'a 'b) 
==> 0 
(? 'a 'a) 
==> 1 
С помощью этой функции напишем следующую тестирующую функцию 
check, которая сравнивает два возможных решения – двухэлементные 
списки v a, и возвращает количество совпадений в них. Для этого 
с помощью базовых функций ЛИСПа car (получение головы списка) и cadr 
(получения хвоста списка) из двухэлементных списков извлекаются 
соответствующие части, затем передаются в функцию?, определяющую 
наличие совпадение (результат 1) или отсутствие его (результат 0) 
и суммируются результаты этих проверок.  
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Данная проверочная функция будет такой: 
; Проверочная функция, сравнивающая два возможных 
; решения, возвращает количество совпадений 
(defun check (v a) 
 (+  
  (? (car v) (car a)) 
  (? (cadr v) (cadr a)) 
 ) 
) 
; Пример вызова 
(check '(m 2) '(m 2)) 
==> 2 
(check '(m 1) '(m 2)) 
==> 1 
(check '(m 1) '(l 2)) 
==> 0 
 
С помощью тестирующей функции check создадим функцию is, прове-
ряющую, является ли заданный двух-элементный список вида (материал 
вес) решением системы. Проверка происходит в соответствии с  условиями 
задачи: в высказываниях «гирька из латуни и весит 5 г», «гирька сделана из 
меди и весит 3 г», «гирька не из латуни и весит 4 г» истинна только одна 
часть. Функция в качестве аргумента получает двухэлементный список 
вида (материал вес) var и возвращает NIL, если список-аргумент не 
является решением и сам список var, если он является решением задачи. 
Для этого список аргумент var предается функции проверки check, которая 
его сравнивает со списками, представляющими высказывания, заданные 
в условии задачи. Далее результат сравнивается с 1 – и если единица была 
получена в результате всех трех проверок, то аргумент функции var 
является решением задачи и возвращается в качестве ответа. Проверку на 
то, что во всех трех случаях были получены единицы, удобно организовать 
с помощью обычной логической функции and. Данная проверочная 
функция будет иметь такой вид: 
; Проверочная функция, оценивающая возможное решение,  
; возвращает NIL, если решение не подходит и 
; само решение, если подходит 
(defun is (var) 
 (cond 
  ((and  
   (= 1 (check var '(L 5))) 
   (= 1 (check var '(M 3))) 
   (= 1 (check var '(M 4))) 
  ) var) 
 ) 
) 
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; Пример вызова 
(is '(m 3)) 
==> NIL 
(is '(m 5)) 
==> (M 5) 
С помощью функции is можно написать рекурсивную функцию, 
просматривающую все множество возможных решений и возвращающее 
первое найденное. Для этого функция протестирует первый элемент из 
списка возможных решений. Если этот элемент является решением 
задачи, то он будет возвращен как результат функции. Если нет, то будет 
вычислен хвост списка возможных решений – остаток, без уже прове-
ренного элемента, и передан на вход функции как аргумент. Такой 
рекурсивный вызов закончится в случае, если либо будет найдено 
решение задачи, либо закончатся элементы в списке – функция 
вычисления хвоста списка вернет значение NIL. 
 
Эта рекурсивная функция поиска решения может быть такой: 
; Рекурсивная функция, которое ищет решение, 
; удовлетворяющее требованиям задачи, среди  
; списка возможных решений  
(defun solve (lst) 
 (cond  
  ((null lst) nil) 
  ((is (car lst))) 
  (t (solve (cdr lst))) 
 ) 
) 
Результат применения этой функции к списку всех возможных 
решений и будет решением нашей задачи: 
; Пример вызова — решение задачи 
(solve (cross '(m l) '(3 4 5))) 
==> (M 5) 
 
 
13. ОБУЧЕНИЕ НЕЙРОННЫХ СИСТЕМ 
Алгоритм обратного распространения ошибки − это прямой проход, 
при котором вычисляется отклик сети на поданный входной сигнал; 
обратный проход, при котором, в соответствии с полученным сигналом 
ошибки, модифицируются веса всех нейронов от выходного слоя 
к входному. Будем считать, что индекс i  относится к нейрону во входном 
слое, индекс j  – к нейрону в скрытом слое и индекс k  – к нейрону 
в выходном слое; обучающее множество C  в виде набора примеров 
 nn dx , , где n  – это номер обучающего примера; обозначим ошибку на 
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выходе нейрона k  для обучающего примера n  как )(nek ; реальный 
отклик ky , ожидаемым отклик d для нейронов выходного слоя.  
kkk yde  .                                               (1) 







,                                                (2)  
где суммирование осуществляется по всем нейронам выходного слоя. 
Модификация весов при обратном проходе вычислений должна быть 









jkjkk ywvy  , производную сигнала ошибки по 



















































































.                                            (4) 







  ,   – константа скорости 
обучения. 
Пусть ijji























 )(' jj ve   – локаль-
ный градиент нейрона j . Таким образом, для вычисления модификации 
веса jiw  достаточно вычислить локальный градиент нейрона j . 
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.       (6) 
Модификация весов выполняется после вычисления отклика сети на 
каждый из обучающих примеров. Сначала вычисляются локальные гра-
диенты для всех нейронов, начиная с выходного слоя, а потом, в соот-
ветствии с полученными градиентами, вычисляются модификации всех 
весов сети. 
Процесс обучения прекращается, если ошибка E  для всех обуча-
ющих примеров не превышает некоторого приемлемого значения, или 
если превышено максимально допустимое количество итераций. 
 
 
14. ТЕХНОЛОГИЯ РЕШЕНИЯ ЗАДАЧИ (СИСТЕМА RSTRIPS)  
ПРИ КОНФЛИКТЕ ЦЕЛЕЙ 
Рассмотрим ситуацию, когда кубик С стоит на кубике А, а поверхность 
кубика В свободна, причем кубики А и В стоят на столе. Рука свободна. 
HANDEMPTY, CLEAR(B), CLEAR(C), ONTABLE (B), 






Цель для робота поставить кубик С на кубик В, а кубик А сверху на кубик С: 
ON (C, В)   ON (А, С) 
Построим последовательность  выбора стратегии:  
1. Цель явно составная, поэтому она разбивается сразу же на подцели 
(связанные разумеется). Первая подцель ON (C, В), а вторая подцель 
ON (А, С). 
2. Выбор с чего начинать, вообще говоря, случаен, но, теперь начали 
со второй подцели.   
 
 
15.СЕМАНТИЧЕСКАЯ СЕТЬ  
С НЕЯВНОЙ КОНСТАНТНОЙ ВЕРШИНОЙ 
Рассмотрим случай: константная вершина «спрятана» в сети фактов. 
Это вариант «неявной» константной вершины. Поэтому для ее поиска 
C 
A B 
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нужно подняться в вершину «млекопитающие» (обычно программа при 
неявных константных вершинах стартует по дугам ЭЛ или ПМ, которые 
обеспечивают наследование, чтобы потом опускаться по вееру цепей) 
и пройтись по всем цепям, которые выходят из этой вершины. Покажите, 




Рис. 4. Поиск соответствия сети целевой с переменной целевой вершиной  
и сети фактов с неявной константной вершиной 
 
Переменные целевые вершины − это обычно константные вершины, 
причем константы сколемовские, то есть, такие, которые следует 
определить.  
Константные вершины − это реальные определенные объекты. 
Стратегия решения задач следующая:  
Поиск константных вершин в сети фактов 
(а) ищутся константные вершины в сети фактов, которые находятся 
в цепи, соединяющей переменную целевую вершину или  
(б) поднимаясь во множество, откуда выделен переменный целевой 
объект (переменная целевая вершина связана с множеством, которое 
позволяет операцию наследования) и затем опускаясь по другим 
направлениям, ищутся константные вершины. 
 
 





(выберите правильные ответы) 
 
 
1. Что такое в теории экспертных систем коммутативные системы продукций? 
а) Применение правил должно происходить в порядке их следования, 
начиная с первого. 
б) Применение правил должно происходить в обратном порядке их 
следования, начиная с последнего. 
в) Правила можно применять в произвольном порядке. 
г) Правила нужно применять выборочно, по заранее заданному списку.  
 
2. Что такое унификация и как она применяется в логике предикатов? 
а) Процедуры создания нового предложения из двух других возможны, 
если начальные значения переменных совпадают. 
б) Предложения при этом не должны вообще содержать переменных. 
в) Процедуры создания нового предложения из двух других возможны, 
если переменные в них переобозначают так, чтобы они совпадали. 
г) Переменные в предложениях при этом могут быть любыми. 
 
3.В чем отличия описания факта и правила в логике предикатов? 
а) Факт − это отдельные литералы, а правило − это два литерала, свя-
занных импликацией (или эквивалентным оператором).  
б) Форма описания, вообще говоря, одинаковая. 
в) Факты могут быть связаны конъюнкцией, а правила – только 
импликацией. 
г) Правила не содержат конъюнкции, а факты содержат.  
 
4. Какой процедурой правило сводится к системе предложений? 
а) Заменой импликации на другие связки. 
б) Резолюцией. 
в) Опровержением на основе резолюции. 
г) Унификацией. 
 
5. Что такое терминальное условие?   
а) Условие начала процедуры решения. 
б) Условие остановки процедуры решения. 
в) Условие, которое позволяет приостановить расчет и задать вопрос 
пользователю.  
г) Условие, при выполнении которого печатается ответ на вопрос 
пользователя. 
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6.Как можно в логике высказываний реализовать терминальное условие? 
а) Когда все цели окажутся в обновленной базе данных. 
б) С помощью процедур резолюции. 
в) При использовании всех правил. 
г) Полной взаимной унификацией целей и фактов. 
 
7. Какие основания считать реляционные базы данных системами 
искусственного интеллекта? 
а) Никаких. 
б) Из-за использования логических связок. 
в) Из-за возможности применения заранее заданного алгоритма.  
г) Из-за возможности независимого от пользователя поиска. 
 
8. Какой из кванторов общности и существования имеет отношение 
к сколемовским функциям? 
а) Ни один. 
б) Квантор общности. 
в) Квантор существования. 
г) Оба квантора. 
 
9. Зачем нужна операция приведения к конъюнктивной нормальной форме 
любого выражения в логике предикатов? 
а) Для явного использования повсеместно конъюнкции. 
б) Для исключения по умолчанию дизъюнкции. 
в) Для исключения импликации. 
г) Для исключения по умолчанию конъюнкции. 
 
10.Что такое сколемовская константа? 
а) Фиктивная константа. 
б) Вполне определенная константа, имеющая определенное заданное 
значение. 
в) Константа, значение которой следует проверить. 
г) Некоторая константа, которая существует, но пока она не определена. 
 
11. Приведите примеры коммутативных систем представления знаний. 
а) Графы. 
б) Экспертные системы на основе теории предикатов. 
в) Семантические сети. 
г) Вообще все системы искусственного интеллекта. 
 
12.Зачем используют метод резолюции в логике предикатов? 
а) Для упрощения процедур вычисления. 
б) Для получения из двух предложений третьего. 
в) Для унификации. 
г) Для исключения конъюнкции. 
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13. Что такое опровержение на основе резолюции? 
а) Использование отрицания результата процедуры резолюции. 
б) Использование отрицания целевой функции в структуре операций на 
основе резолюции. 
в) Использование отрицания предложений для проведения процедуры 
резолюции. 
г) Доказательство того, что резолюция двух предложений «ложь». 
 
14.Можно ли использовать дизъюнктивную нормальную форму? 
а) Нельзя, ни при каких условиях. 
б) Можно только в теории графов И / ИЛИ. 
в) Можно только в языке Пролог. 
г) Вообще говоря, можно во всех случаях. 
 
15. Поясните, что такое глобальная база данных. 
а) Это обширная база данных. 
б) База данных объединенная с базой знаний. 
в) Несколько связанных баз данных. 
г) Неприменимое понятие. 
 
16. Поясните отличия поведения системы RSTRIPS и системы RSTRIPS при 
взаимодействии целей. 
а) STRIPS не перестраивает планы, а RSTRIPS это делает. 
б) RSTRIPS не отличается практически от STRIPS, это более аккуратная 
версия. 
в) RSTRIPS полностью запоминает план, а STRIPS – частично. 
г) Они в принципе неотличимы. 
 
17. Как перейти к нечеткости в описании четких характеристик? 
а) Считать события случайными. 
б) Использовать вероятностный подход. 
в) Определить степень принадлежности характеристик определенного 
предмета к данному типу характеристик. 
г) Определить наличие определенных характеристик в общем наборе 
характеристик предмета или явления. 
 
18. Как провести процедуру перехода к четкости в алгоритмах нечеткой 
логики? 
а) Определить максимумы результирующей характеристической функции. 
б) Определить минимумы результирующей характеристической функции. 
в) Найти средневзвешенное значение аргумента результирующей 
характеристической функции. 
г) Найти среднее значение результирующей характеристической функции. 
 
 
~ 168 ~ ________________________ ПРЕДСТАВЛЕНИЕ ЗНАНИЙ И ОПЕРАЦИИ НАД НИМИ 
 
19. Что такое в алгоритме действия робота в структуре STRIPS Precondition 
(предусловие)? 
а) Начальное состояние мира для выполнения следующего шага плана. 
б) Начальное положение исполнительных механизмов для выполнения 
следующего шага плана. 
в) Полный набор данных для реализации процедуры построения планов. 
г) Неизменяемые в процессе выполнения плана наборы данных. 
 
20. Что такое в алгоритме действия робота в структуре STRIPS delete list 
(список вычеркиваний)? 
а) Удаляемые данные после данного шага выполнения плана. 
б) Удаляемые данные об исполнительных механизмах после данного шага 
выполнения плана. 
в) Удаленные данные на предыдущем шаге выполнения плана. 
г) Удаляемые данные на будущем (следующем) шаге выполнения плана. 
 
21. Что такое в алгоритме действия робота в структуре STRIPS add formula 
(формула добавлений)? 
а) Добавляемые данные об исполнительных механизмах после данного 
шага выполнения плана. 
б) Добавляемые данные о состоянии мира после данного шага выполнения 
плана. 
в) Добавленные данные о состоянии мира на предыдущем шаге 
выполнения плана. 
г) Добавляемые пользователем данные на будущем (следующем) шаге 
выполнения плана. 
 
22. Укажите формальные основания считать реляционные базы данных 
системами искусственного интеллекта. 
а) Никаких. 
б) Из-за использования логических связок. 
в) Система подобна системе связанных фреймов. 
г) Есть система таблиц. 
 
23.Импликация, отрицание, дизъюнкция и конъюнкция. Что из них 
используется в описании процедур логики предикатов.  
а) Все из перечисленного. 
б) Только дизъюнкция и конъюнкция. 
в) Дизъюнкция, отрицание. 
г) Импликация, отрицание, дизъюнкция. 
 
24. Импликация, отрицание, дизъюнкция и конъюнкция. Что из них 
используется в графах И/ИЛИ? 
а) Все из перечисленного 
б) Только дизъюнкция и конъюнкция 
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в) Импликация, отрицание 
г) Импликация, отрицание, дизъюнкция. 
 
25. Импликация, отрицание, дизъюнкция и конъюнкция. Что из них 
используется в языке ПРОЛОГ? 
а) Все из перечисленного. 
б) Только дизъюнкция и конъюнкция. 
в) Импликация, отрицание. 
г) Импликация, отрицание, дизъюнкция. 
 
26. Приведите практическую форму структуры П-правила в STRIPS для 
построения схемы управления роботом. 
а) Precondition (предусловие) и add formula (формула добавлений), а delete 
list (список вычеркиваний) не выписывают, хотя и неявно учитывают.  
б) Precondition (предусловие) и delete list (список вычеркиваний). 
в) Precondition (предусловие), add formula (формула добавлений), delete list 
(список вычеркиваний). 
г) Precondition (предусловие), delete list (список вычеркиваний) 
объединяют с add formula (формула добавлений). 
 
27.Как исключить символы импликации в теории предикатов? 
а) Использовать отрицание и дизъюнкцию. 
б) Использовать отрицание и конъюнкцию. 
в) Просто вычеркнуть. 
г) Это сделать невозможно. 
 
28. Что такое унификация в логике предикатов? 
а) Замена переменных 
б) Приравнивание одной переменной другой в разных литералах при 
процедуре резолюции 
в) Приравнивание одной переменной другой в разных литералах при 
процедуре дизъюнкции. 
г) Приравнивание одной переменной другой в разных литералах при 
процедуре конъюнкции. 
 
29.Что такое «Прямая система продукций»? 
а) Используя факты, а также частично или полностью правила, искать 
целевую функцию. 
б) Согласовать все цели, правила и факты.  
в) Для некоторых целей, используя частично или полностью правила, 
добиться согласования с фактами. 
г) Для всех целей, используя частично или полностью правила, добиться 
согласования с фактами. 
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30.Что такое «Обратная система продукций»? 
а) Используя факты, а также частично или полностью правила искать 
целевую функцию. 
б) Согласовать все цели, правила и факты.  
в) Для некоторых целей, используя частично или полностью правила, 
добиться согласования с фактами. 
г) Для всех целей, используя частично или полностью правила, добиться 
согласования с фактами. 
 
31. Терминальное условие для прямой системы продукций 
а) Заданное число шагов (независимо от результата)   
б) Полное заполнение (все факты из начального набора вошли в базу). 
в) а) и б) одновременно 
г) Или а), или б). 
 
32. Терминальное условие для обратной системы продукций  
а) Полное согласование полученного после исключения излишних фактов 
графа решения. 
б) Неполное согласование полученного графа. 
в) Проверка единственности решения. 
г) Одновременное выполнение пунктов а) и в). 
 
33. В обратной системе продукций факты должны быть согласованы с целью 
а) Все. 
б) Самые важные.  
в) Ни один. 
г) Некоторые. 
 
34. В теории Байеса используют условную вероятность 
а) Для независимых событий. 
б) Для зависимых событий. 
в) Для событий, связанных определенным условием. 
г) Для событий определенного типа. 
 
35. База данных в экспертных системах до решения задачи содержит 
а) Только факты. 
б) Факты и правила. 
в) Правила. 
г) Факты, правила и цели. 
 
36. База знаний в экспертных системах до решения задачи содержит 
а) Только факты. 
б) Факты и правила. 
в) Только правила. 
г) Факты, правила и цели. 
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37. Исключать литералы в сложносочиненном предложении в теории 
предикатов можно 
а) Если литерал с определенности имеет значение «ложь». 
б) Если литерал с определенности имеет значение «истина».  
в) Если литерал имеет неопределенное значение.  
г) Если литерал лишний. 
 
38. Исключение кванторов существования возможно 
а) При использовании сколемовской функции. 
б) Всегда, просто надо его убрать. 
в) Если есть другие переменные. 
г) Если предложение не имеет смысла. 
 
39. Исключать части предложения в сложносочиненном предложении в теории 
предикатов можно 
а) Если эта часть предложения лишняя.  
б) Если эта часть предложения с определенностью имеет значение «ложь». 
в) Если эта часть предложения имеет неопределенное значение.  
г) Если это тавтология. 
 




г) Оставляют без изменения. 
 
41. Исключать часть предложения в сложносочиненном предложении в теории 
предикатов можно 
а) Если эта часть предложения имеет неопределенное значение  
б) Если эта часть предложения с определенностью имеет значение «ложь» 
в) Если эта часть предложения является частью другого предложения 
г) Если эта часть предложения лишняя. 
 
42. Представление задачи в теории предикатов или на графе И/ИЛИ 
тождественны? 
а) Абсолютно 
б) При применении графов часть решений полученных в теории 
предикатов может быть утеряна. 
в) Решения на графе отличны от решений в теории предикатов. 
г) При применении теории предикатов часть решений, полученных на 
графе, может быть утеряна. 
 
43. Что такое «тело» в выражениях языка Пролог? 
а) Cписок целей – это тело. 
б) Все предложение – это «тело». 
~ 172 ~ ________________________ ПРЕДСТАВЛЕНИЕ ЗНАНИЙ И ОПЕРАЦИИ НАД НИМИ 
 
в) «Тело» – это форма записи любого предложения в языке ПРОЛОГ. 
г) Этот термин не используется. 
 
44. Что такое «голова» в выражениях языка Пролог? 
а) «Голова» предложения – это список целей. 
б) «Голова» − это квантор существования. 
в) «Голова» – это форма записи любого квантора в языке ПРОЛОГ. 
г) «Голова» – это, в частности, консеквент в структуре правила. 
 
45. В какие виды предложений языка ПРОЛОГ входит «голова»? 
а) В факты и правила. 
б) Только в правила. 
в) В вопросы и правила. 
г) Во все виды предложений. 
 
46. В какие виды предложений языка ПРОЛОГ входит «тело» 
а) В Факты и Правила. 
б) Только в Правила. 
в) В Вопросы и Правила. 
г) Во все виды предложений. 
 
47. Обеспечивает ли Пролог единственность решения. 
а) Абсолютно. 
б) Не обеспечивает. 
в) Не обеспечивает, но позволяет найти некоторые решения. 
г) Находит вообще все возможные решения. 
 
48. Фрейм состоит из  
а) Бинарных предикатов. 
б) Предикатов высших порядков. 
в) Отдельных литералов. 
г) Всех видов предложений. 
 
49. Наследование свойств (A−Kind−Of)  в системе фреймов 
а) A−Kind−Of слот указывает на другой фрейм, откуда переносятся 
сведения аналогичных слотов. 
б) A−Kind−Of слот ищет подобный слот другого фрейма и объединяет 
сведения.   
в) A−Kind−Of слот ищет подобный слот другого фрейма и заменяет свои 
сведения.   
г) A−Kind−Of слот ищет подобный слот другого фрейма и заменяет его 
сведения.   
 
50. Жесткая форма конъюнкции двух литералов в терминах характерис-
тических функций для нечеткой логики это 
а) Произведение характеристических функций, соответствующих этим 
двум литералам. 
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б) Минимальные значения из двух характеристических функций, 
соответствующих этим двум литералам. 
в) Сумма характеристических функций, соответствующих этим двум 
литералам. 
г) Разность характеристических функций, соответствующих этим двум 
литералам. 
 
51. Мягкая форма конъюнкции двух литералов в терминах характеристических 
функций для нечеткой логики это 
а) Произведение двух характеристических функций, соответствующих 
этим двум литералам. 
б) Минимальное значение из двух характеристических функций, 
соответствующих этим двум литералам. 
в) Сумма характеристических функций, соответствующих этим двум 
литералам. 
г) Разность характеристических функций, соответствующих этим двум 
литералам. 
 
52. Жесткая форма дизъюнкции двух литералов в терминах характеристических 
функций для нечеткой логики это 
а) Сумма минус разность двух характеристических функций, 
соответствующих этим двум литералам. 
б) Максимальное значение из двух характеристических функций, 
соответствующих этим двум литералам это 
в) Сумма характеристических функций, соответствующих этим двум 
литералам. 
г) Разность характеристических функций, соответствующих этим двум 
литералам. 
 
53. Мягкая форма дизъюнкции двух литералов в терминах характеристических 
функций для нечеткой логики это 
а) Сумма минус разность двух характеристических функций, 
соответствующих этим двум литералам. 
б) Максимальное значение из двух характеристических функций, 
соответствующих этим двум литералам. 
в) Сумма характеристических функций, соответствующих этим двум 
литералам. 
г) Разность характеристических функций, соответствующих этим двум 
литералам. 
 
54.Нечеткий нейрон «И» это  
а) Конъюнкция множества дизъюнкций синаптических весов и внешних 
сигналов каждого входа. 
б) Дизъюнкция множества конъюнкций синаптических весов и внешних 
сигналов каждого входа. 
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в) Конъюнкция множества синаптических весов и внешних сигналов 
каждого входа. 
г) Дизъюнкция множества синаптических весов и внешних сигналов 
каждого входа. 
 
55.Нечеткий нейрон «ИЛИ» это  
а) Конъюнкция множества дизъюнкций синаптических весов и внешних 
сигналов каждого входа. 
б) Дизъюнкция множества конъюнкций синаптических весов и внешних 
сигналов каждого входа. 
в) Конъюнкция множества синаптических весов и внешних сигналов 
каждого входа. 
г) Дизъюнкция множества синаптических весов и внешних сигналов 
каждого входа. 
 
56. Регрессия в планах для робота 
а) Проверяет, соответствуют ли текущему состоянию мира цели на 
глубине одного шага программы. 
б) Выясняет, отвечают ли текущему состоянию мира конечные цели. 
в) Дает оценку текущего состояния мира на основании целей на глубине 
одного шага программы. 
г) Дает оценку текущего состояния мира на основании конечных целей.  
 
57. Маркер в планах для робота 
а) Указывает текущее состояние выполнения или просмотра плана. 
б) Не позволяет удалять элементы состояния мира, расположенные выше, 
в предистории. 
в) Разрешает применять процедуру регрессии. 
г) Чисто декоративный элемент программы. 
 
58. Конфликт целей в планах робота это 
а) Выполнению следующей подцели мешает защищенность достигнутых 
целей. 
б) Невозможность выполнения следующей подцели из-за защищенности 
предыдущей требует все начать с начала. 
в) Решение задачи создания плана из-за защищенности предыдущей цели 
принципиально невозможно.  
г) Невозможность выполнения следующей подцели из-за защищенности 
предыдущей требует вмешательства пользователя. 
 
59. Реакция STRIPS на конфликт целей в планах робота − 
а) Не обращая внимание на маркер и уже достигнутые цели, система 
добивается следующей цели. 
б) При ложном значении регрессии убирает результаты предыдущего и по-
следующего шагов и проводит регрессию оставшейся части программы. 
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в) Обращается к пользователю. 
г) Печатает ошибку и останавливает программу. 
 
60. Реакция RSTRIPS на конфликт целей в планах робота 
а) Не обращая внимание на маркер и уже достигнутые цели, система 
добивается следующей цели. 
б) При ложном значении регрессии убирает результаты предыдущего 
и последующего шагов и проводит регрессию оставшейся части 
программы. 
в) Обращается к пользователю. 
г) Печатает ошибку и останавливает программу. 
 
61. В чем вы видите историческое объединение искусственных нейронных 
сетей и экспертных систем принятия решений на основе логики? 
а) В создании нейронов И и ИЛИ. 
б) В создании нечеткой логики. 
в) В создании сети нейронов И и ИЛИ, результаты действия которой 
можно просмотреть на распечатке решения.  
г) Нет никакого исторического объединения. 
 
62. Что скрыто от пользователя в языке ПРОЛОГ? 
а) Процедура резолюции, формирующая новые подцели. 
б) Процедура просмотра, которая отказывается от решения, которое не 
согласует весь частичный граф решения. 
в) Процедура возврата к рассмотрению с помощью обратной дедукции 
другой ветви графа. 
г) Все пункты а), б), и в) верны. 
 
63. Как в теории предикатов при формировании дерева опровержения перейти 
от неконструктивной теоремы к конструктивной?  
а) Использовать отрицание целевой функции. 
б) Использовать тавтологию, литерал которой является целевой функцией. 
в) Сделать замену переменных в каждом литерале. 
г) Это невозможно. 
 




г) Режим с возвращением. 
 
65. Для установления практической вероятности диагноза по признакам 
в теории Байеса нужно знать 
а) Вероятность диагноза при наличии признака. 
б) Вероятность диагноза при отсутствии признака. 
в) Априорную вероятность диагноза. 
г) Справедливы условия: а), б). в) все вместе. 
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66. Если дерево опровержения в теории предикатов дает в корневой вершине 
пустое множество, где искать ответ? 
а) В процедурах унификации при формировании дерева.  
б) Нигде, это неконструктивная теорема.  
в) В промежуточных операциях. 
г) В выборе правил. 
 
67. Если в базовом наборе есть однолитеральное предложение, какая стратегия 
окажется эффективной? 
а) Стратегия поиска в ширину. 
б) Стратегия опорного множества.  
в) Стратегия предпочтения одночленам. 
г) Линейная по входу стратегия.   
 
68. Что подобно в теории предикатов и в формализме языка ПРОЛОГ? 
а) Использование резолюции. 
б) Прямая продукция. 
в) Опровержение на основе резолюции. 
г) Они полностью подобны. 
 
69. Чем отличается теория предикатов и язык ПРОЛОГ? 
а) В ПРОЛОГе используют импликацию, в теории предикатов ее нет. 
б) В ПРОЛОГе используют конъюнкцию и дизъюнкцию, в теории 
предикатов что-то одно. 
в) Верны ответы: а) и б) 
г) Ничем они не отличаются. 
 
70. Какие преобразования в теории предикатов с фактами, правилами и целями? 
а) Все они преобразуются в однотипные предложения. 
б) В правилах сохраняется импликация. 
в) Цели приводят в нормальную дизъюнктивную форму. 
г) Никак не преобразовываются. 
 
71. Зачем нужна операция приведения к дизъюнктивной нормальной форме 
любого выражения в логике предикатов? 
а) Для явного использования повсеместно конъюнкции. 
б) Для исключения по умолчанию дизъюнкции. 
в) Для исключения импликации. 
г) Для исключения по умолчанию конъюнкции. 
 
72. Приведите примеры некоммутативных систем представления знаний. 
а) Графы. 
б) Экспертные системы на основе теории предикатов. 
в) Базы данных. 
г) Вообще все системы искусственного интеллекта. 









Люди, обмениваясь мнениями, сообщая друг другу о мнениях 
третьих лиц, оглядываясь вокруг, постепенно создают в своем сознании 
представления о том, что следует и не следует делать, мораль, стандарты 
поведения, вообще все, чем они руководствуются в своей жизни. Это 
и есть метод формирования наборов решений на основе осознания 
множества событий, явлений и мнений. Таким образом формируется 
неформализованное знание отдельного человека, знание, которое трудно 
или даже невозможно записать в виде теорий, алгоритмов и схем.  
Но одновременно с этим, пытаясь понять механизмы явлений, люди 
стали анализировать их детали, искать способы описания и пришли 
к теориям, научились рассчитывать и прогнозировать. Эти способы 
формирования знаний были построены на понятиях, абстракциях, 
позволяли формализовать описание явлений. Формализация позволила 
развить науку, методы описания явлений.  
Попытки создания машин, которые бы могли как человек 
разобраться в характере процессов, спрогнозировать результаты, пояснять 
явления и вырабатывать решения поначалу опирались на сформули-
рованные и формализованные знания и такие же формализованные 
операции с ними. Это логический вывод и расчеты. Этот подход был 
хорош для задач вычислимых, позволяющих использовать формали-
зованную базу данных и правила взаимодействия ее элементов.  
Но для объемных, сложных и масштабных задач создание базы 
данных стало неподъемной задачей, которая требовала, в частности, 
больших затрат человеческого труда по формализации данных и фор-
мированию обширной базы этих данных. Объемы данных, которые 
собирает человек за всю жизнь, формируя свою память, аналог базы 
данных машины, столь велики, и столь разнообразны, что формализовать 
их вряд ли удастся. Кроме того, никто и не возьмется за эту задачу. 
Поэтому подход, основанный на формальном логическом выводе, 
использующий формализацию данных может быть привлекательным 
лишь для частных задач. Например, таких задач, где может потребоваться 
высокая точность, где можно использовать научные теории, где нужно 
обеспечить осознаваемую разработчиками вариабельность и, конечно, где 
расходы и время для создания таких программ будут приемлемыми.  
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Вычислимые задачи – где исчислимое число вариантов, – осваиваются 
искусственным интеллектом с помощью машинного обучения. Програм-
ма AlphaZero за сутки освоила51 игры и превзошла человека. Невы-
числимые задачи решают иначе – обрабатывается и воспринимается 
громадное число данных. В результате получается уже осознание 
материала за счет оптимизации реакций и рефлексий, сравнение 
полученных решений с существующими подобными решениями в базе 
данных, на уровне больше-меньше – именно так формируется чело-
веческое понимание. Это, например, реализовано в программе IBM 
Debater, где реакции программы подгоняли под реакции человека 
(тест Тьюринга). Конкурс с такой программой пока выиграл человек52 
(Хариш Натарайан), но как полагали эксперты за счет недоступной 
машине эмоциональной подачи материала, а не научной строгости.  
 
С развитием нейронных сетей разного вида, с качественным 
увеличением их элементной базы, усложнением их архитектуры, 
появилась возможность загрузить в память машины гигантское коли-
чество сценариев поведения, данных и вариантов решения частных задач, 
что полностью подобно тому, как человек сам осознает окружающий мир.  
В этом случае как у человека, так и у машины происходит выделение 
наиболее повторяющихся сценариев поведения и реакций, то есть 
формируется понимание мира, что позволяет более-менее адекватно 
реагировать на поставленные вопросы. Понятно, что такое знание 
остается неформализованным, не вполне осознанным, интуитивным, 
основанным на громадной информационной базе запомненных рефлексий, 
не есть результатом применения теорий, но зато полезно в жизни 
и в текущей деятельности.  
Понятно также и то, что, задавая вопрос такой машине и человеку, 
можно столкнуться с тем, что решение это в принципе не вычислимо, не 
только потому, что не ясен способ расчета (то есть, неизвестен алгоритм), 
но и потому, что решение основано на выборе наиболее приемлемого 
(причем оценка этой приемлемости также не формализована, как переход 
к четкости при использовании нечеткой логики) сценария среди массы 
ему подобных. Беспокоящая математиков неоднозначность решений, что 
ранее сдерживало процесс увеличения числа элементов нейронных 
систем, из-за энтузиазма разработчиков, плохо осознававших эту 
проблему, привела к обнаружению новых возможностей53.  Но и машина – 
здесь это конечно нейронная сеть, – и человек, тем не менее этот выбор 
                                               
51 Здесь на самом деле виден симбиоз освоения формализованного алгоритма и быстродействия 
с одной стороны и набор большого числа решений (возможно и в неформализованном виде) 
с разными участниками (или с подобным способным «учеником») с другой. 
52 Голосовали люди, а вовсе не механизмы, потому это голосование конечно предвзятое.  
53 По здравому размышлению можно обнаружить, что и сам человек, решая проблему, получает 
множество решений (то есть неоднозначность налицо), но попросту из всего этого множества 
выбирает то решение, которое ему кажется подходящим.  
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ответа на эту невычислимую задачу сделают, с чем строгим формалистам 
придется примириться. Подключая машину к большому числу людей, 
которые общаясь с ней ее обучают, можно спустя время, длительность 
которого обратно пропорциональна числу участников диалогов, 
обнаружить, что ее ответы стали мало отличимыми от ответов людей 
с ней общавшихся и ее тем самым обучавших.  
Но есть проблема, на которую обратил наше внимание известный 
философ В. В. Шкода: «такие сети постепенно приведут к отказу от 
абстракций, знание будет принципиально иным, не похожим на тепе-
решнее». Это обстоятельство не может не волновать приверженцев науки, 
оперирующей абстракциями и символикой. Излишнее увлечение таким 
неформализованным искусственным интеллектом может еще больше 
отодвинуть науку на периферию общественного интереса, а значит 
приведет к снижению ее материального и финансового обеспечения.  
Понятно, что также, как это случилось у человека в процессе его 
интеллектуального развития, нейронные сети с нашей помощью 
постепенно освоят формализмы описания: абстракции, символику, методы 
и приемы, но это случится несколько позднее. А пока придется пережить 
увлечение плохо формализованными подходами «know-how», исполь-
зуемыми масштабными нейронными сетями, быстро перехватывающими 
инициативу в различных областях человеческой деятельности.  
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