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Abstract 
A new time-accurate marching scheme for unsteady flow calculations is proposed in the present work. This method is the combi-
nation of classical Successive Over-Relaxation (SOR) iteration method and Jacobian matrix diagonally dominant splitting method of 
LUSGS. One advantage of this algorithm is the second-order accuracy because of no factorization error. Another advantage is the low 
computational cost because the Jacobian matrices and fluxes are only calculated once in each physical time step. And, the SOR algo-
rithm has better convergence property than Gauss-Seidel. To investigate its accuracy and convergency, several unsteady flow computa-
tional tests are carried out by using the proposed SOR algorithm. Roe’s FDS scheme is used to discritize the inviscid flux terms. Un-
steady computational results of SOR are compared with the experiment results and those of Gauss-Seidel. Results reveal that the nu-
merical results agree well with the experimental data and the second-order accuracy can be obtained as the Gauss-Seidel for unsteady 
flow computations. The impact of SOR factor is investigated for unsteady computations by using different SOR factors in this algorithm 
to simulate each computational test. Different numbers of inner iterations are needed to converge to the same criterion for different SOR 
factors and optimal choice of SOR factor can improve the computational efficiency greatly. 
Keywords: unsteady flow; SOR algorithm; SOR factor; Gauss-Seidel 
*Since 1970s, many aerodynamicists devoted 
themselves to develop the computational fluid dy-
namics (CFD) technology and great achievements 
have been made. CFD was used more and more 
widely as a mature technology in engineering. 
However, most of those achievements were made to 
analyze the steady flowfields in early times. Few 
people focused their attentions on the simulation of 
unsteady flowfield until 1990s when the super-  
maneuverable vehicle was needed in military tasks 
and studies in this area became hotspots in CFD. 
The main difficulties in simulating unsteady 
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flows are the temporal accuracy, the convergency 
and the large computational cost to resolve these 
former two problems. Explicit temporal algorithms 
have high order accuracy, while large computational 
costs are needed because physical time step must be 
very small to keep stability. Implicit temporal algo-
rithms have the characteristics of good stability and 
convergency but low order accuracy is caused by 
governing equation simplifications such as ap-
proximate factorization and diagonalization. So it’s 
necessary to develop temporal algorithms with high 
accuracy and low computational cost. In 1991, 
Jameson[1] proposed dual-time stepping scheme to 
which the mature accelerating technologies in 
steady flow computation such as local time stepping, 
implicit residual smoothing, enthalpy damping, etc., 
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can be implemented. Pulliam[2] proposed a implicit 
Newton-like single time-step subiteration scheme. 
Yuan Xian-xu and Zhang Han-xin[3] et al. developed 
an implicit unconditionally stable subiteration NND 
scheme of second-order accuracy in time and space 
employing Gauss-Seidel subiteration method and 
mixed-flux-splitting. All of the algorithms men-
tioned above can be used to simulate unsteady flows 
efficiently and these algorithms have been used 
widely. In recent years, idea of hybrid time stepping 
scheme came forth. Hsu and Jameson[4] proposed a 
hybrid unsteady temporal scheme which improved 
both accuracy and efficiency. This provides a new 
way to develop temporal time scheme with high 
efficiency. 
To improve the computational efficiency and 
time accuracy, the diagonally dominant flux split-
ting of LUSGS and classical Successive Over-Re-
laxation (SOR) algorithm are combined in this paper 
to construct a new time-accuracy SOR scheme. This 
new SOR algorithm has several characteristics. First, 
it is second-order time accuracy because of no 
factorization error. Second, low computational cost 
is needed because the matrices and fluxes are 
calculated only once for each physical time step. 
And, SOR algorithm has better convergence pro- 
perty than Gauss-Seidel, so lower computational 
cost is needed. Results reveal that second-order time 
accuracy as the Gauss-Seidel[3] can be obtained in 
unsteady flow computations. The investigations of 
SOR factor reveal that different values of the factor 
impact the convergency dramatically and optimal 
choice of SOR factor can improve the computa- 
tional efficiency greatly. 
1 Governing Equations 
The non-dimensional compressive Navier-Sto- 
kes equations can be written in the following form 
in curvilinear coordinates: 
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Eq.(1) can be written in semi-discretization 
implicit form 
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An implicit approximation in time for the solu-
tion of Eq.(2) can be written as[2] 
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The parameters ϑ  and ϕ  can be chosen to 
produce different schemes of either first or second 
order accuracy in time. The values 1 andϑ ϕ= =  
1/2 result in the three point backward second-order 
implicit scheme. Substitute 
ˆ ˆˆ ( )
t
∂ = −∂
Q R Q  to Eq.(3) 
and then obtain 
( ) ( +1) ( +1) ( ) ( )
( 1) 2 3
(1 )ˆ ˆ ˆˆ ˆ( ) ( )
1 1
1ˆ ( )
1 2
n n n n n
n
t t
O t t
ϑ ϑ
ϕ ϕ
ϕ ϑ ϕϕ
−
Δ − ΔΔ = − − ++ +
⎡ ⎤Δ + − − Δ + Δ⎢ ⎥+ ⎣ ⎦
Q R Q R Q
Q
 
(4) 
Linearizing the nonlinear terms by Tayler se-
ries so that ( 1) ( ) ( ) 2ˆ ˆˆ ˆ ( )n n n O t+ = + Δ + ΔR R S Q , where 
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ˆ ˆˆ, ,A B C mean Jacobian matrices in , ,iX ξ η ζ=  
directions respectively. Neglecting the higher order 
terms, Eq.(4) becomes 
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when 1, 1/ 2ϑ ϕ= = . 
2 Proposition of SOR Algorithm 
In this paper, Eq.(6) is solved by SOR algo-
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rithm. According to the idea of successive over- 
relaxation method, a factor ω is introduced here to 
construct a new scheme. The governing equation in 
the finite-volume form is as follows: 
}
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which can be symbolically expressed as 
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where ( ), ( ) and ( )ρ ρ ρA B C  are the spectrum radius 
of , andξ η ζ  directions and Bv is the Jacobian ma-
trix of viscous terms in η direction, where thin layer 
assumption is used. Details can be found in Ref.[5]. 
Introducing a successive over-relaxation factor 
)2,0(∈ω  and splitting D to 1 1(1 )ω ω+ −D D , then 
rearranging the left terms, the equation becomes 
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This scheme can be implemented in the two 
following sequences which are composted of a 
lower triangular sweep and an upper triangular 
sweep: 
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and  ( 1) ( )ˆ ˆ ˆn n+ = + ΔQ Q Q  
where 1
2
n +  means the temporary value between  
n and n+1 time level. 
In unsteady flow computations, the inneritera-
tions consisting of Eqs.(9) and (10) must be per-
formed until the residual converges to a given value 
before flowfield variables of new time level are up-
dated and the accelerate technologies such as local 
time stepping, implicit residual smoothing, enthalpy 
damping, etc., can not be implemented any more. 
Different values of SOR factor, i.e., )2,0(∈ω , im-
pact the convergency greatly and optimal choice of 
the SOR factor can improve the computational effi-
ciency. When 0.1=ω , the SOR algorithm proposed 
in this paper is equivalent to Gauss-Seidel iteration 
method[3]. 
It is noted that there is no better way than try 
and error method to choose the SOR factor even in 
classical SOR algorithm. In this paper, empirical 
values are suggested by the author to get better 
convergency.  
There are three characteristics as follow: 
(1) There is no factorization error in this algo-
rithm, so the second-order accuracy can be obtained. 
In other implicit time marching scheme, such as 
LUSGS, ADI and modified form of LUSGS by in-
troducing over-relaxation method[6], factorization 
error is the main cause of low order accuracy in 
time. 
(2) The matrices and fluxes are computed only    
once for each physical time step, so the computa-
tional cost is low. 
(3) SOR algorithm has better convergence pro- 
perty than Gauss-Seidel, so lower computational 
cost is needed. 
   3 Spatial Discretization and Boundary 
Conditions 
Inviscid flux is calculated using upwind dif-
ference scheme Roe’s FDS[7] with Muller’s entropy 
fix method[8]. 
The numerical flux of Roe’s FDS at a cell in-
terface is 
L R 1/ 2 R 1/ 2 L
1/ 2 L R 1/ 2 R L
1ˆ ˆ ˆ( , , ) [ ( , ) ( ,
2
) ( , , ) ( )], , ,
m m
m m
F Q Q S F Q S F Q
S Q Q S Q Q m i j k
+ +
+ +
= +
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where A  is ‘U’ average matrix and LQ and RQ  
are variables of left and right sides of cell interface. 
Viscous flux is calculated using one central 
difference scheme which is intrinsically 2nd order, 
but that of upwind difference is only 1st order. 
Therefore, the 2nd order accuracy for upwind dif-
ference scheme is obtained with MUSCL and Van 
Albada limiter[9]. 
Three kinds of boundary conditions are im-
plemented in this paper. Out boundary conditions 
are specified by Rieman nonreflection condition. 
Wall boundary conditions are specified by no-slip 
condition in viscous flows and free-slip condition in 
inviscid flows. The pressure on the wall is specified 
by normal momentum relationship. All computa-
tional tests are two dimensional, so the span-wise 
boundary conditions are specified by periodic con-
dition to calculate two dimensional flows using 
three dimensional codes. 
In unsteady computational tests, the moving 
mesh may be used for spatial discretization. For 
undeformed rigid body, the rigid moving mesh is 
used, which is updated in each physical time step 
according to the function of body motion. 
4 Results and Discussion 
To investigate the accuracy and convergency of 
the proposed method here, the subsonic computa-
tional test of unsteady periodic vortex shedding be-
hind two dimensional cylinder and transonic com- 
putational tests of transonic flows around NACA- 
0012 airfoil in forced pitching up and down are in-
vestigated. Each computational test is calculated 
using different time marching schemes, i.e., SOR 
with different ω values respectively to compare their 
accuracies and convergencies. For convenience to 
compare convergency, the physical time step and 
criterion are the same for each scheme in a same 
computational test. 
4.1 Unsteady periodic vortex shedding behind
    two dimensional cylinder 
This computational test simulates the phe-
nomenon of unsteady periodic vortex shedding be-
hind two dimensional cylinder. The flow conditions 
are Ma = 0.3 and Re = 1 200. The ‘O’-type mesh is 
used and the topological structure of the mesh is 
shown in Fig.1 
 
Fig.1  Mesh used for computing unsteady periodic vortex 
shedding. 
To investigate the convergency properties of 
SOR algorithms with different ω values, four com-
putations are carried out, which are under the ω 
values of 1.00 (Gauss-Seidel), 1.10, 1.20, 1.30 and 
1.35, respectively. For convenience to comparison, 
the same convergency criterion and physical time 
step size of ΔT = 0.002 are used in each physical 
time step of all the computations. Here */T T=  
( / )L a∞ , and 
*T means the dimensional time, L 
means the diameter of the cylinder and a∞ means the 
speed of sound. Roe’ FDS scheme is used to dis-
cretize the convection terms and the 2nd order ac-
curacy for upwind difference scheme is obtained 
with MUSCL and Van Albada limiter[8]. Viscous 
flux is calculated using one central difference sch- 
eme which is intrinsically 2nd order. Comparison of 
time histories of lift and drag coefficients obtained 
by different methods are shown in Fig.2, Fig.3 and 
Fig.4. 
 
Fig.2  Time history of lift coefficient. 
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Fig.3  Time history of drag coefficient. 
 
Fig.4  Time histories of lift and drag coefficients. 
    It can be seen that the results by different 
methods are completely the same. The period of lift 
coefficients are twice of that of drag coefficients. 
The Strouhal number is defined as /St fD V∞=  and 
its value obtained here by the proposed method is  
St = 0.233 3. Error is 0.72% as compared with the 
experimental value of St = 0.235 in Ref.[10]. 
To compare the efficiencies of different meth-
ods, the total number of subiterations to converge to 
the criterion are summed up. Fig.5 shows the 
change of the total number needed as the ω value 
changes. As can be seen, the total numbers needed 
 
Fig.5  The total numbers of subiterations needed of differ-
ent ω values. 
decrease as the ω value increases. When ω value is 
1.3, the total numbers needed is only 70.86% of that 
of Gauss-Seidel. 
4.2 Transonic flows around NACA0012 airfoil
 in forced pitching up and down 
Forced pitching movement function is defined 
as 0( ) sin(2 )mt ktα α α= + , where mα  is the begin-
ning angle, 0α  is the amplitude, t is the dimen-
sionless time, and k is the reduced frequency which 
is defined as / 2k L vω ∞= . In the defining function 
of reduced frequency, L is the diameter of the cyl-
inder, ω is the angular frequency and v∞  is the 
freestream velocity.  
Two cases are selected from Ref.[11] and the 
parameters are listed in Table 1. 
Table 1  Parameters of pitching movements 
No. Ma∞  mα /(°) 0α /(°) k xm/L 
1 0.755 0.016 2.51 0.0814 0.250 
2 0.6 2.89 2.41 0.0808 0.273 
(1) Solution of Euler equations for pitching 
movement in test 1 
Euler equations are solved on an ‘O’-type mesh 
shown in Fig.6. Roe’s FDS scheme is chosen to dis-
cretize the convection terms and MUSCL and Van 
Albada limiter[9] are used to obtain the 2nd order 
accuracy. To compare the accuracy and convergency, 
SOR algorithms with ω values of 1.00 (i.e., Gauss 
Seidel), 1.05, 1.10, 1.15 and 1.18 are used to com- 
pute the flowfield. Dimensionless time step size  
ΔT = 0.01 and T is as defined before. 
 
Fig.6  Grid for NACA0012 airfoil. 
 LI Yue-jun et al. / Chinese Journal of Aeronautics 20(2007) 202-209 · 207 · 
 
The movement parameters are listed in Table 1. 
Comparisons of CN and CM versus α of different 
numerical schemes for transonic test one are shown 
in Fig.7 and Fig.8. It can be seen that the results by 
different numerical schemes are completely the 
same and the numerical results agree with the ex-
perimental data very well. Fig.9 shows the total 
numbers of subiterations for different numerical 
 
Fig.7  Comparisons of CN versus α of different numerical 
schemes for transonic test one. 
 
Fig.8  Comparisons of CM versus α of different numerical 
schemes for transonic test one. 
 
Fig.9  Comparisons of inner iterations needed for different 
ω values. 
schemes to converge to the criterion. It can be seen 
that ω has quite important effects on convergence. 
SOR algorithm with ω =1.15 needs subiterations 
only 84.17% of that of SOR algorithm with ω =1.0 
(i.e., Gauss-Seidel) converge to the criterion given. 
As shown in Fig.9, the total numbers needed de-
crease as the ω value increases when [1.00, 1.15]ω ∈ . 
(2) Solution of N-S equations for pitching 
movement in test 2 
Navier-Stokes equations are solved on an ‘C’- 
type mesh shown in Fig.10. Roe’s FDS scheme is 
also chosen to discretize the convection terms and 
MUSCL and Van Albada limiter[9] are used to obtain 
the 2nd order accuracy. Viscous flux is calculated 
using one central difference scheme which is intrin-
sically 2nd order. B-L turbulence model is imple-
mented here. To compare the accuracies and conver- 
gencies, SOR algorithms with ω values of 1.0 (i.e., 
Gauss Seidel), 1.05, 1.10, 1.15, 1.17 and 1.18 are 
used to compute the flowfield. Dimensionless time 
step size ΔT = 0.01 and T is as defined before. For 
transonic flow computations with moving mesh, 
large value of ω may cause instability, so values of 
ω here are smaller than that of Section 4.1. 
 
Fig.10  Grid for NACA0012 airfoil. 
The movement parameters are listed in Table 1. 
Comparisons of CN and CM versus α of different 
numerical schemes for transonic test two are shown 
in Fig.11 and Fig.12. As can be seen from the fig-
ures, numerical results by different numerical 
schemes are completely the same and the numerical 
results agree well with the experimental data. Fig.13 
shows the total numbers of subiterations for differ-
ent numerical schemes to converge to the same cri-
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terion. It can be seen that ω has quite important ef-
fects on convergence as transonic test one do. SOR 
algorithm with ω =1.17 needs subiterations only 
81.75% of that of SOR algorithm with ω =1.00 
(Gauss-Seidel) to converge to the criterion. 
 
Fig.11  Comparisons of CN versus α of different numerical 
schemes for transonic test two. 
 
Fig.12  Comparisons of CM versus α of different numerical 
schemes for transonic test two. 
 
Fig.13  Comparisons of inner iterations needed for different 
ω values. 
5 Conclusions 
In this paper, a new SOR algorithm are pre-
sented for solving unsteady flows. To investigate the 
accuracy and convergency of the algorithm, the 
typical computational tests are calculated with the 
proposed algorithm with different values of SOR 
factor ω and Gauss-Seidel. Numerical results show 
good agreements with experimental data and com-
pletely same results are obtained by SOR scheme 
and 2nd order time accuracy Gauss-Seidel, and SOR 
algorithm has better convergence property than 
Gauss-Seidel algorithm so that the computational 
cost is lower. The successive over-relaxation factor 
ω plays an important role in unsteady computations, 
which impacts the convergency of the algorithm 
greatly. Choosing the ω value appropriately can re-
duce the computational cost needed to converge to 
the criterion greatly. As mentioned earlier, there is 
no better way than try and error method to choose 
the SOR factor even in classical SOR algorithm. In 
this paper, ω = 1.25-1.30 is suggested for computa-
tions without mesh moving and ω = 1.10-1.15 is 
suggested for computations with mesh moving to 
save computational cost. 
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