Abstract. From 2012 to 2015 together with other Linked Data community members and experts from the social, behavioral, and economic sciences (SBE ), we developed diverse vocabularies to represent SBE metadata and tabular data in RDF. The DDI-RDF Discovery Vocabulary (DDI-RDF) is designed to support the dissemination, management, and reuse of unit-record data, i.e., data about individuals, households, and businesses, collected in form of responses to studies and archived for research purposes. The RDF Data Cube Vocabulary (QB) is a W3C recommendation for expressing data cubes, i.e. multi-dimensional aggregate data and its metadata. Physical Data Description (PHDD) is a vocabulary to model data in rectangular format, i.e., tabular data. The data could either be represented in records with character-separated values (CSV) or fixed length. The Simple Knowledge Organization System (SKOS) is a vocabulary to build knowledge organization systems such as thesauri, classification schemes, and taxonomies. XKOS is a SKOS extension to describe formal statistical classifications.
Introduction
For constraint formulation and RDF data validation, several languages exist or are currently developed. Shape Expressions (ShEx), Resource Shapes (ReSh), Description Set Profiles (DSP), OWL 2, the SPARQL Inferencing Notation (SPIN), and SPARQL are the six most promising and widely used constraint languages. OWL 2 is used as a constraint language under the closed-world and unique name assumptions. The W3C currently develops SHACL, an RDF vocabulary for describing RDF graph structures. With its direct support of validation via SPARQL, SPIN is very popular and certainly plays an important role for future developments in this field. It is particularly interesting as a means to validate arbitrary constraint languages by mapping them to SPARQL [4] . Yet, there is no clear favorite and none of the languages is able to meet all requirements raised by data practitioners. Further research and development therefore is needed.
In 2013, the W3C organized the RDF Validation Workshop, 3 where experts from industry, government, and academia discussed first use cases for constraint formulation and RDF data validation. In 2014, two working groups on RDF validation have been established to develop a language to express constraints on RDF data: the W3C RDF Data Shapes Working Group 4 (33 participants of 19 organizations) and the DCMI RDF Application Profiles Task Group 5 (29 people of 22 organizations) which among others bundles the requirements of data institutions of the cultural heritage sector and the social, behavioral, and economic (SBE) sciences and represents them in the W3C group.
Within the DCMI task group, a collaboratively curated database of RDF validation requirements 6 has been created which contains the findings of the working groups based on various case studies provided by data institutions [3] . It is publicly available and open for further contributions. The database connects requirements to use cases, case studies, and implementations and forms the basis of this paper. We distinguish 81 requirements to formulate constraints on RDF data; each of them corresponding to a constraint type.
We collected constraints for commonly used vocabularies in the SBE domain, either from the vocabularies themselves or from domain and data experts, in order to gain a better understanding about the role of certain requirements for data quality and to direct the further development of constraint languages. All in all, this lead to 115 constraints we implemented on three vocabularies. We let the experts classify the constraints according to the severity of their violation.
As we do not want to base our conclusions on the evaluation of vocabularies and constraint definitions alone, we conducted a large-scale experiment. For all these implemented 115 constraints, we evaluated the data quality of 15,694 data sets (4.26 billion triples) of SBE research data on three common vocabularies in SBE sciences (DDI-RDF, QB, SKOS) obtained from 33 SPARQL endpoints.
Common Vocabularies in SBE Sciences
We took all well-established and newly developed SBE vocabularies into account and defined constraints for three vocabularies commonly used in the SBE sciences which are briefly introduced in the following. We analyzed actual data according to constraint violations, as for these vocabularies large data sets are already published.
SBE sciences require high-quality data for their empirical research. For more than a decade, members of the SBE community have been developing and using a metadata standard, composed of almost twelve hundred metadata fields, known as the Data Documentation Initiative (DDI), 7 an XML format to disseminate, manage, and reuse data collected and archived for research [8] . In XML, the definition of schemas containing constraints and the validation of data according to these constraints is commonly used to ensure a certain level of data quality. With the rise of the Web of Data, data professionals and institutions are very interested in having their data be discovered and used by publishing their data directly in RDF or at least publish accurate metadata about their data to facilitate data integration. Therefore, not only established vocabularies like SKOS are used; recently, members of the SBE and Linked Data community developed with the DDI-RDF Discovery Vocabulary (DDI-RDF)
8 a means to expose DDI metadata as Linked Data.
The data most often used in research within SBE sciences is unit-record data, i.e., data collected about individuals, businesses, and households, in form of responses to studies or taken from administrative registers such as hospital records, registers of births and deaths. A study represents the process by which a data set was generated or collected. The range of unit-record data is very broadincluding census, education, health data and business, social, and labor force surveys. This type of research data is held within data archives or data libraries after it has been collected, so that it may be reused by future researchers. By its nature, unit-record data is highly confidential and access is often only permitted for qualified researchers who must apply for access. Researchers typically represent their results as aggregated data in form of multi-dimensional tables with only a few columns: so-called variables such as sex or age. Aggregated data, which answers particular research questions, is derived from unit-record data by statistics on groups or aggregates such as frequencies and arithmetic means. The purpose of publicly available aggregated data is to get a first overview and to gain an interest in further analyses on the underlying unit-record data. For more detailed analyses, researchers refer to unit-record data including additional variables needed to answer subsequent research questions.
Formal childcare is an example of an aggregated variable which captures the measured availability of childcare services in percent over the population in European Union member states by the dimensions year, duration, age of the child, and country. Variables are constructed out of values (of one or multiple datatypes) and/or code lists. The variable age, e.g., may be represented by values of the datatype xsd:nonNegativeInteger or by a code list of age clusters (e.g., '0 to 10' and '11 to 20'). The RDF QB Vocabulary (QB)
9 is a W3C rec-ommendation for representing QBs, i.e., multi-dimensional aggregated data, in RDF [6] . A qb:DataStructureDefinition contains metadata of the data collection. The variable formal childcare is modeled as qb:measure, since it stands for what has been measured in the data collection. Year, duration, age, and country are qb:dimensions. Data values, i.e., the availability of childcare services in percent over the population, are collected in a qb:DataSet. Each data value is represented inside a qb:Observation which contains values for each dimension. For more detailed analyses we refer to the underlying unit-record data. The aggregated variable formal childcare is calculated on the basis of six unit-record variables (i.a., Education at pre-school ) for which detailed metadata is given (i.a., code lists) enabling researchers to replicate the results shown in aggregated data tables. DDI-RDF is used to represent metadata on unit-record data in RDF. The study (disco:Study) for which the unit-record data has been collected contains eight data sets (disco:LogicalDataSet ) including variables (disco:Variable) like the six ones needed to calculate the variable formal childcare.
The Simple Knowledge Organization System (SKOS) is reused to a large extend to build SBE vocabularies. The codes of the variable Education at preschool are modeled as skos:Concepts and a skos:OrderedCollection organizes them in a particular order within a skos:memberList. A variable may be associated with a theoretical concept (skos:Concept ) and skos:narrower builds the hierarchy of theoretical concepts within a skos:ConceptScheme of a study. The variable Education at pre-school is assigned to the theoretical concept Child Care which is a narrower concept of the top concept Education. Controlled vocabularies (skos:ConceptScheme), serving as extension and reuse mechanism, organize types (skos:Concept ) of descriptive statistics (disco:SummaryStatistics) like minimum, maximum, and arithmetic mean.
Classification of Constraint Types and Constraints
To gain better insights into the role that certain types of constraints play for the quality of RDF data, we use two simple classifications: on the one hand, we classify RDF constraint types whether they are expressible by different types of constraint languages and on the other hand, we classify constraints formulated for a given vocabulary according to the perceived severity of their violation.
Within the working groups, we identified by today 81 requirements to formulate RDF constraints (e.g., R-75: minimum qualified cardinality restrictions); each of them corresponding to an RDF constraint type.
10 Within a technical report, we explain each requirement/constraint type in detail and give examples for each expressed by different constraint languages [5] . We provide mappings to representations in Description Logics (DL) [2] to logically underpin each requirement and to determine which DL constructs are needed to express each constraint type. For the three vocabularies, several SBE domain experts determined the default severity level of the 115 concrete constraints, which we pub-lished in a technical report [7] . In the following, we summarize the classifications of constraint types and constraints for the purpose of our evaluation.
Classification of Constraint Types according to the Expressivity of Constraint Languages
According to the expressivity of constraint languages, the complete set of constraint types encompasses three not disjoint sets of constraint types:
1. RDFS/OWL Based 2. Constraint Language Based 3. SPARQL Based RDFS/OWL Based. The modeling languages RDFS and OWL are typically used to formally specify vocabularies. RDFS/OWL Based denotes the set of constraint types which can be formulated with RDFS/OWL axioms which we use in terms of constraints with CWA/UNA semantics and without reasoning.
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Constraint Language Based. We further distinguish Constraint Language Based as the set of constraint types that can be expressed by common classical declarative high-level constraint languages like ShEx, ReSh, and DSP. There is a strong overlap between RDFS/OWL and Constraint Language Based constraint types as in many cases constraint types are expressible by both classical constraint languages and OWL. SPARQL, however, is considered as a low-level implementation language in this context. In contrast to SPARQL, high-level constraint languages are comparatively easy to understand and constraints can be formulated more concisely. Declarative languages may be placed on top of SPARQL when using it as an implementation language.
SPARQL Based. The set SPARQL Based encompasses constraint types that are not expressible by RDFS/OWL or common high-level constraint languages but by plain SPARQL.
Classification of RDF Constraints according to the Severity of Constraint Violations
A concrete constraint is instantiated from one of the 81 constraint types and is defined for a specific vocabulary. It does not make sense to determine the severity of constraint violations of an entire constraint type, as the severity depends on the individual context and vocabulary. SBE experts determined the default severity level 12 for each constraint to indicate how serious the violation of the constraint is. We use the classification system of log messages in software 11 The entailment regime is to be decided by the implementers. It is our point that reasoning affects validation and that a proper definition of the reasoning to be applied is needed. 12 The possibility to define severity levels in vocabularies is in itself a requirement (R-158 ).
development like Apache Log4j 2 [1] , the Java Logging API, 13 and the Apache Commons Logging API 14 as many data practitioners also have experience in software development and software developers intuitively understand these levels. We simplify this commonly accepted classification system and distinguish the three severity levels (1) informational, (2) warning, and (3) error. Violations of informational constraints point to desirable but not necessary data improvements to achieve RDF representations which are ideal in terms of syntax and semantics of used vocabularies. Warnings are syntactic or semantic problems which typically should not lead to an abortion of data processing. Errors, in contrast, are syntactic or semantic errors which should cause the abortion of data processing. Although we provide default severity levels for each constraint, validation environments should enable users to adapt the severity levels of constraints according to their individual needs.
Evaluation
In this section, we describe our results based on an automatic constraint checking of a large data set. Despite the large volume of the data set in general, we have to keep in mind that this study only uses data for three vocabularies. As described in Section 2, for other vocabularies there is often not (yet) enough data openly available to draw general conclusions. The three vocabularies, however, are representative, cover different aspects of SBE data, and are also a mixture of widely adopted and accepted well-established vocabularies (QB, SKOS) and a vocabulary under development (DDI-RDF 15 ).
Experimental Setup
On the three vocabularies (DDI-RDF, QB, SKOS), we identified and classified 115 constraints 16 which we implemented for data validation. We ensured that the implementation of the constraints is equally distributed over the classes and vocabularies we have. We then evaluated the data quality of 15,694 data sets (4.26 billion triples) of SBE research data using these 115 constraints, obtained from 33 SPARQL endpoints. Table 1 lists the number of validated data sets and the overall sizes in terms of triples for each of the vocabularies. We validated, i.a., (1) QB data sets published by the Australian Bureau of Statistics, the European Central Bank, and the Organisation for Economic Co-operation and Development, (2) SKOS thesauri like the AGROVOC Multilingual agricultural thesaurus, the STW Thesaurus for Economics, and the Thesaurus for the Social Sciences, and (3) Since the validation of each of the 81 constraint types can be implemented using SPARQL, we use SPIN, a SPARQL-based way to formulate and check constraints, as basis to develop a validation environment to validate RDF data according to constraints expressed by arbitrary constraint languages 18 [4] . The RDF Validator 19 can directly be used to validate arbitrary RDF data for the three vocabularies. Additionally, own constraints on any vocabulary can be defined using several constraint languages. The SPIN engine checks for each resource if it satisfies all constraints, which are associated with its assigned classes, and generates a result RDF graph containing information about all constraint violations. There is one SPIN construct template for each constraint type. A SPIN construct template contains a SPARQL CONSTRUCT query which generates constraint violation triples indicating the subject and the properties causing constraint violations and the reason why constraint violations have been raised. A SPIN construct template creates constraint violation triples if all triple patterns within the SPARQL WHERE clause match. Tables 2 and 3 show the results of the evaluation, more specifically the constraints and the constraint violations, which are caused by these constraints, in percent; whereas the numbers in the first line indicate the absolute amount of constraints and violations. The constraints and their raised violations are grouped by vocabulary, which type of language the constraint types are formulated with, and their severity level. The numbers of validated triples and data sets differ between the vocabularies as we validated 3.8 billion QB, 480 million SKOS, and 10 million DDI-RDF triples. To be able to formulate findings which apply for all vocabularies, we only use normalized relative values representing the percentage of constraints and violations belonging to the respective sets.
Evaluation Results
There is a strong overlap between RDFS/OWL and Constraint Language Based constraint types as in many cases constraint types are expressible by RDFS/OWL and classical constraint languages. This is the reason why the percentage values of constraints and violations grouped by the classification of constraint types according to the expressivity of constraint languages do not accumulate to 100%. 
Legend
In this sub-section, we describe how the tables in this paper should be read. Table 4 gives an overview over the symbols used in subsequent tables of the detailed evaluation.
Symbol Description
Validation Successful (without any constraint violation) Table 4 : Legend -Constraint Violations. When constraints are violated, X indicates the number of raised constraint violation triples. -Poor Performance/Scaling. The performance of the implementation of the underlying SPARQL CONSTRUCT query is too poor to get all resulting constraint violation triples. Therefore, a limit of X result constraint violation triples is set. It is likely that there are more than X constraint violations. Although the result set contains not the whole set of raised constraint violation triples, the constraint can be used as an indicator if there is data not conforming to the constraint and to resolve constraint violations step by step. As part of future work, the performance will be improved. -Very Poor Performance/Scaling. The performance of the implementation of the underlying SPARQL CONSTRUCT query is too poor to get any results, even though a limit of result constraint violation triples is set. As part of future work, the performance will be improved.
Evaluation of Metadata on Unit-Record Data Sets (DDI-RDF)
In this section, the quality of the metadata on unit-record data sets (DDI-RDF) is evaluated by validating appropriate RDF constraints assigned to several RDF constraint types. First, we give an overview on the evaluated data sets and finally we provide details about the evaluation. Tables 5 and 7 give an overview on the evaluated DDI-RDF data sets, their abbreviations, and publicly available SPARQL endpoints. 
Data Sets Overview

Detailed Evaluation
In this sub-section, we give details about the evaluation in form of diverse tables containing the number of constraint violations per evaluated data set and constraint of particular constraint types. DISCO-C-EXISTENTIAL-QUANTIFICATIONS-12 * 6
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Evaluation of Metadata and Data of Aggregated Data Sets (QB)
In this section, the quality of the metadata on aggregated data (QB) data sets and of the data sets themselves is evaluated by validating appropriate RDF constraints assigned to several RDF constraint types. First, we we give an overview on the evaluated data sets and finally we provide details about the evaluation.
Data Sets Overview
There are websites giving an overview on available QB data sets 25 . Tables 27  and 29 give an overview on the evaluated QB data sets, their abbreviations, and publicly available SPARQL endpoints. Table 28 comprehends the number of triples, data sets, and instances of multiple vocabulary-specific classes. 
Detailed Evaluation
In this sub-section, we give details about the evaluation in form of diverse tables containing the number of constraint violations per evaluated data set and constraint of particular constraint types. 
Evaluation of Metadata on Thesauri (SKOS)
In this section, the quality of the metadata on thesauri (SKOS) is evaluated by validating appropriate RDF constraints assigned to several RDF constraint types. First, we give an overview on the evaluated thesauri and finally we provide details about the evaluation.
Data Sets Overview
There is a website giving an overview on available SKOS data sets 37 and another one giving an overview on available thesauri 38 . Tables 38 and 40 give an overview on the evaluated thesauri, their abbreviations, and publicly available SPARQL endpoints. 
Detailed Evaluation
Evaluation of Metadata on Statistical Classifications (XKOS)
As part of future work, the quality of metadata on statistical classifications (XKOS) data sets will be evaluated by validating appropriate RDF constraints assigned to several RDF constraint types. 
Data Sets Overview
Conclusion
We identified and published by today 81 types of constraints that are required by various stakeholders for data applications. In close collaboration with several domain experts for the social, behavioral, and economic sciences (SBE), we formulated and implemented 115 constraints on three different vocabularies (DDI-RDF, QB, and SKOS) and classified them according to their severity level and whether their type is expressible by different types of constraint languages -RDFS/OWL, high-level constraint languages, and SPARQL. Using these constraints, we evaluated the data quality of 15,694 data sets (4.26 billion triples) of research data for the SBE sciences obtained from 33 SPARQL endpoints.
