In this paper we focus on the specification of revenue functions in their dual price space. We consider two distance functions-the Shephard output distance function and the directional output distance function-and define both in price space. The former is multiplicative in nature and satisfies homogeneity, whereas the latter is additive and satisfies the translation property. Functional equation methods yield the translog specification in the case of the Shephard distance function and a quadratic specification in the case of the directional distance function. Monte Carlo evidence suggests that the quadratic specification outperforms the translog in large samples and in true models with plenty of curvature.
Introduction
With the introduction of the Shortage Function (Luenberger, 1992 (Luenberger, , 1995 or Directional Distance Functions (Chambers, Chung, and Färe, 1996) into economics, we have a new tool at our disposal for characterizing technology (or consumer preferences). These distance functions satisfy translation, a property that follows from their definition, and which corresponds to the more familiar homogeneity conditions that are characteristic of Shephard's distance functions.
Both types of functions accommodate multiple inputs and outputs, which has proven useful in the performance measurement literature.
An appealing feature of the distance functions is the fact that they have well-known economic dual representations. For example, the revenue function is a Shephard (1970) type output distance function in price space. Here we derive the companion directional output distance function in price space. We then propose to compare these two price space distance functions in terms of their ability to represent technology in price space. Our approach is to parameterize these distance functions within the family of generalized quadratic functions and undertake a Monte Carlo experiment to assess their relative ability to describe the price space technology. Since both distance functions fully characterize the price space technology, we have two alternatives for its representation. The Monte Carlo experiment will provide guidance as to which distance function performs better empirically.
In a recent paper Färe, Martins-Filho, and Vardanyan (2010) use a similar research design to compare the performance of Shephard and Directional Distance Functions in output quantity space in a production context. Based on their Monte Carlo experiment they conclude that the directional distance function does a better job of modeling the technology within the family of generalized quadratic functions in quantity space. Färe et al. (2009) study these functions in the consumer theory context and come to a similar conclusion.
We exploit the translation and homogeneity properties to help us choose appropriate functional forms for parameterizing our distance functions. We make use of functional equation solutions by Färe and Sung (1986) and Färe and Lundberg (2006) to identify the functional forms that satisfy the aforementioned properties as well as flexibility and linearity in parameters, i.e. they satisfy properties from economic theory as well as providing practical empirical properties. In contrast, in a recent study Feng and Serletis (2008) claim "… there is no a priori view as to which flexible functional forms are appropriate…." Based on the results of Färe and Sung (1986) and Färe and Lundberg (2006) we use a Monte Carlo study to compare which functional form is appropriate for estimating technologies in price space.
Parameterizing Generalized Quadratic Functions
In this section we discuss the generalized quadratic function-a flexible functional form-and show how it may be parameterized using homogeneity and translation properties. In other words, the generalized quadratic function belongs to a class of functions that nest translation and homogeneity properties. Recall that the revenue function is homogeneous in output prices and that it is an output distance function in price space. The 'new' revenue function introduced in this paper as a directional output distance function in price space is shown below to satisfy the translation property. Homogeneity and translation are the properties we use to help us parameterize these functions. (Chambers, 1988) , a transformed quadratic function (Diewert, 2002) or is said to have a second-order Taylor's series approximation interpretation (Färe and Sung, 1986 (Färe and Sung, 1986) .
We say that ( ) q F is homogeneous of degree +1 if
and it satisfies the translation property if
is the directional, or mapping, vector. 1 1 In efficiency analysis this is the direction in which efficiency and productivity are measured (Chambers, Chung, and Färe, 1996) .
Note that the generalized quadratic function (1) is linear in the parameters i a and ij a and that it is quadratic in ( ) ⋅ h . The first property is desirable from an econometric point of view and the second from an economic point of view.
The interactions between (1) and (2) or between (1) and (3) yield functional equations.
What we seek are the solutions to these functional equations, which will provide the 'functional form' that globally satisfies the conditions (1) and (2) or (1) and (3). As it turns out, there are only two solutions for each pair of conditions, which provide the basis for our choice of parameterization. Beginning with (1) and (2), or our generalized form in combination with homogeneity, one can obtain the following solutions (see Färe and Sung, 1986) : which is the quadratic mean of order r function (Denny, 1974 , Diewert, 1976 . The functional equations (1) and (3), or the combination of the generalized quadratic function and the translation property, also yield two solutions (Färe and Lundberg, 2006 here λ . Kolm (1976) and Diewert and Wales (1993) We assume that the output sets satisfy the usual axioms including free disposability of inputs and outputs, non-emptiness, and compactness for
be an output price vector, with the corresponding revenue function defined as
This function is homogeneous of degree +1 in output prices:
If R is a given revenue value then the associated output set in price space is
5 See Färe and Primont (1995) for details. These price output sets are closed, convex, and monotonic (see Shephard, 1970) . We note that the revenue function is an output distance function in price space, i.e.:
The second equality follows from the definition of the output set in price space and the third from the homogeneity of the revenue function in output prices. Next, let 
The following lemma establishes the relationship between the two revenue functions 
where (17) 
The supply function associated with (21) equals
In addition to the derivation of the supply function for outputs and the shadow prices of inputs, the directional revenue function can be used to answer a number of other relevant questions about the price space technology. For example, it can be used in the context of the Luenberger indicator (Chambers, 1996 (Chambers, , 2002 , defined with respect to directional distance functions, in order to measure changes in productivity in price space.
In our Monte Carlo experiment, the conventional revenue function is parameterized using the translog functional form due to its homogeneity. We parameterize the directional revenue function as a quadratic, consistent with the translation property of the directional revenue function. We choose translog and quadratic over the other possible solutions because these functional forms have both first and second order terms.
The Monte Carlo Experiments
To assess the approximation properties of the quadratic and translog function we adhere to the tradition of Wales (1977), Guilkey and Lovell (1980) and Guilkey et al. (1983) , who used
Monte Carlo experiments to study the performance of several parameterizations of the cost function, notably translog. 7 We follow the setup of the experiment outlined in Färe, Martins-Filho, and Vardanyan (2010) , and our Monte Carlo experiments focus on two classes of the true price space technologies. We assume three so-called polynomial-of-order-four technologies (P1, P2, P3), which give us our 'translation' quadratic technology, and three translog-of-order-four technologies (L1, L2, L3), which satisfy homogeneity. We assume that two inputs are used to generate two output prices and use the normalization 1 = R for all simulated observations in our samples. This normalization will aid in the visual assessment of the quality of approximation, as the price output set is specified for a given level of revenue and input utilization.
Beginning with the polynomial-of-order-four technologies (P), we have Note that this setup can be extended to a more general case involving more than two production inputs and/or a varying revenue. However, given the goals of the experiment, this generalization is not necessary, since the above setup already includes such possibilities through our choice of the parameter vector Turning next to the specification of the translog price technologies (L), we have
is chosen in the following way:
As in the case of the polynomial-of-order-four technologies, our goal will be to assess how well the quadratic and translog functional forms approximate this class of true technologies.
10 Both L β and P β are assumed to be the same as in Färe, Martins-Filho, and Vardanyan (2010) . Note further that in order to facilitate the comparison between the two classes of true models we assumed that prices are given in logs but the inputs are expressed in quantities in the case of the translog-of-order-four technologies.
Panel (B) of Figure 2 illustrates the plots of the corresponding boundaries for the translog case.
We draw the samples of the same three sizes as before from the uniform distribution as 
To obtain the estimates of these true frontiers we rely on the stochastic frontier algorithm of Aigner et al. (1977) and Meeusen and van den Broeck (1977) and estimate the parameters of the translog price output distance function and the quadratic directional revenue function using maximum-likelihood. Consistent with a number of previous empirical studies of distance functions, we follow the practice established in the literature and rely on the homogeneity of the former and the translation of the latter in order to obtain suitable specifications that can be estimated econometrically.
11 For example, expressed in logs, homogeneity of the price output distance function implies the following:
11 See, for example, Grosskopf et al. (1997) and Atkinson et al. (2003a Atkinson et al. ( , 2003b , who demonstrate how to obtain estimable specifications by incorporating the homogeneity property. Färe et al. (2005) and Koutsomanoli-Filippaki et al. (2009) Finally, we perform 500 replications for each specification and consider three directional vectors: In the next stage of the experiment we rely on the maximum-likelihood estimates of the parameters associated with (32) and (35) to obtain estimated price-space frontiers for each of our nine true models. We then compare the quality of the approximation provided by the translog and the quadratic parameterizations. We assume a fixed level of inputs for all observations, i.e. . These price pairs place every observation on the estimated boundary of the price output set producing the empirical analogue of its plot. The following three benchmarks are then used to assess the quality of parametric approximations: 14 Note that the translog function cannot be used in this case due to the zero argument. (35) (1) The average Euclidean distance between the true and simulated prices of the second output.
(2) The average discrepancy between the true and estimated price-space counterparts of the relative shadow prices. 
corresponds to the second price in 'true' translog or 'true' polynomial models, respectively.
The second benchmark can be interpreted as the average discrepancy between the true and estimated price-space counterparts of the marginal rate of transformation. These quantities are computed for every observation and evaluated at the frontiers of the estimated price output sets. From duality theory, the relative shadow price can be defined as [Färe and Primont (1995) ; Färe and Grosskopf (2004) 
Hence, the average Euclidean distance between the true and estimated price-space representations of relative shadow prices evaluated at corresponding frontier points is equal to As in the case of the second benchmark, frontier prices were used to obtain these quantities.
Therefore, the mean Euclidean distance is equal to
[ ] ( )
where k e is the true price-space elasticity of substitution for observation k. Also, note that
for true translog and true polynomial technologies, respectively. Note that the elasticity of substitution must be negative, reflecting the concavity of the price output set frontier.
Finally, our three benchmarks can be combined into an average measure of discrepancy, which will allow us to easily interpret the simulation results and shed light on the relative quality of approximation achieved by each of the parameterizations.
(42)
Results
Tables 1 and 2 contain the summary of our simulation results. The average discrepancy reported in Table 1 was obtained by giving our three benchmarks equal weights. Three quadratic directional revenue functions, based on directional vectors ( )
were estimated along with the translog price output distance function for each of the nine true price space technologies. Since no curvature constraints were imposed during estimation, some simulations produced convex frontier estimates, contradicting the assumption of the concavity of the price output set frontier. 15 The fraction of such unexpected estimates is reported in Table 2 .
First, the approximation quality corresponding to both parameterizations seems to deteriorate with an increase in the curvature of the associated true frontiers-a result that holds in all types of true models and for samples of any size. For example, all of the mean benchmark discrepancies in column 6 of Table 1 (Model P3A) are greater than their respective counterparts in column 4 (Model P2A), which are in turn greater than the corresponding column 2 entries (Model P1A). Comparing values in columns 7, 5, and 3, as well as columns 10, 9, and 8 points to the same conclusion in the case of type-B polynomial (similar range for p 1 and p 2 ) and true translog technologies, respectively. These results are hardly surprising, since our true models are 15 Our decision not to impose any curvature constraints was motivated by several reasons. Gagné and Ouellette (1998) found disappointing deteriorations in the approximation properties of two of the three functional forms they considered, namely symmetric McFadden and symmetric generalized Barnett, caused by the imposition of curvature constraints. As a result, they advise agains the global imposition of such conditions. In their survey of flexible functional forms, Barnett and Serletis (2008) remark that imposing curvature can render some functional forms less flexible.
polynomials of order four and the parameterizations used to approximate them are processes of order two. Consequently, these second-order processes are not well-suited to approximate technologies whose price output set frontiers have pronounced curvature.
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Second, an increase in curvature of true frontiers often results in a decrease in the percentage of estimates which possess the `wrong' curvature as reported in Table 2 . For the quadratic revenue function this result holds in both types of true models, whereas for the translog price output distance function it holds in true translog models only. For example, when K=100 and ( )
the proportion of the quadratic function-based estimates possessing wrong curvature falls from 52.3% to 16.4% and then to just 4% in Models P1B, P2B, and P3B, respectively. For the translog function-based estimates in samples of 100, the fraction of estimates with wrong curvature drops from about 25% (Model L1, column 8) to 12% (Model L3, column 10) in the true translog models, but stays roughly unchanged and extremely high in the case of polynomial technologies. This fall in the fraction of biased estimates when adding curvature is not unexpected, since adding curvature to the true frontier is likely to aid the estimation algorithm in obtaining a properly shaped estimate.
The plots in Figures 3 and 4 provide visual evidence of the variation in curvature of frontier estimates for samples of 100 observations. They also illustrate how the quadratic estimates of the true frontier perform compared to their translog counterparts. These representative empirical analogues were recovered using the parameter estimates of the quadratic revenue function and the translog distance function. Note that in the case of polynomial 16 This result is consistent with that of Guilkey et al. (1983) , who found that when compared to the generalized Leontieff and the generalized Cobb-Douglas, the translog function "… provides a dependable approximation to reality provided that reality is not too complex."
technologies, depicted in Figure 3 , both parameterizations usually yield incorrectly shaped estimates in models with little curvature, such as Models P1A and P1B. Adding more curvature seems to change the shape of the quadratic, but not the translog, estimates. This pattern appears in the case of the true translog technologies as well, whose corresponding plots are in Figure 4 , with both the quadratic and translog estimates becoming concave in true models with a significant amount of curvature. In other words, while the shape of quadratic frontier estimates improves whenever more curvature is added to either type of true model, the translog parameterization seems to be doing a better job only when this true technology is translog, suggesting that the quadratic revenue function may be more flexible than the translog price output distance function.
Third, regardless of the sample size or the directional vector, quadratic functions perform better when approximating type-A models rather than their corresponding type-B counterparts, see Table 1 , columns 2-7. Recall that the difference between these two subclasses is in the average size of price ratios, assumed to be closer to one in type-B models than in type-A models (low p 1 , high p 2 ). In contrast, translog parameterizations appear to favor the type-B subclass of true polynomial models. This difference in the approximation quality appears to increase as more curvature is added to the true frontier. These results seem to suggest that the price output distance function dominates the directional revenue function when approximating polynomial models characterized by similar prices, especially when the corresponding true frontier is expected to be relatively flat. The directional revenue function performs better when the prices are relatively different, as well as when the true frontier has pronounced curvature.
Fourth, improvements in the quality of approximation resulting from an increase in sample size are more common among quadratic than among translog estimates for true polynomial models. For true translog technologies, both quadratic and translog estimates improve with sample size. Columns 2 through 7 of Table 1 indicate that in true polynomial models, the translog function's performance can deteriorate with an increase in the number of observations, and a similar drop in the quality of approximation often takes place in quadratic specifications that assume ( )
. This contrasts with the remaining two directions, where sample size related improvements become more pronounced as the directional vector is rotated northward from ( )
, suggesting that the approximation quality of the quadratic function may be susceptible to the choice of the underlying directional vector.
The plots in Figure 5 , which correspond to Model P3B and K=100, illustrate how the quadratic frontier's fit gradually deteriorates as the mapping vector is rotated from a mostly northern direction of expansion, such as ( )
. Indeed, the frontier estimate corresponding to ( )
appears to have the wrong curvature, whereas its counterpart in direction ( )
produces a reasonably close fit.
Recall that in order to introduce the price-space counterpart of 'technical inefficiency' and the disturbance term to our true models we chose to subtract the error components ν and ε directly from the second price. In the context of the quadratic revenue function this is equivalent to assuming a purely northern orthogonal directional vector, such as ( )
we should expect the approximation quality to worsen as our assumptions regarding this vector progressively deviate from this orthogonality assumption, which underlies the data generating process. Unfortunately, this result is of relatively little practical value, since researchers have almost no a priori knowledge of the 'true' directional vector. Therefore, those who estimate directional revenue functions should consider assessing the robustness of their results to alternative direction vectors.
Last but not least, it appears that the quadratic parameterizations are overall better than translog in approximating both types of true technologies, polynomial and translog alike.
Columns 2, 4, and 6 of Table 1 show that the quadratic function is unambiguously better than translog in the case of all type-A (low p 1 , high p 2 ) polynomial technologies. This manifests itself in the form of lower mean benchmark values, as well as a smaller percentage of convex frontier estimates ( Table 2 ). The fact the translog parameterization yields convex rather than concave frontier estimates in all but one type-A models over 99% of the time regardless of sample size is particularly disappointing. Perhaps this functional form may not be as flexible in certain situations as has been assumed in the literature. We note that this result contrasts with the results of previous simulation studies of flexible functional forms-neither Guilkey et al. (1983) nor Gagné and Ouellette (1998) managed to find a function with approximation properties superior to those of the translog.
On the other hand, the translog function's inherent tendency to produce convex boundaries can be very useful when the technology must be modeled using the cost function or the input distance function [Shephard (1970) ], both of which are defined with respect to the input
Relying on the translog to parameterize these functions can be recommended not only due to their homogeneity, but also because the frontier of input sets is assumed to be convex.
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Columns 3, 5, and 7 of Table 2 ). To reiterate, the quadratic function's dominance is not universal and gradually disappears in type-B models with each eastward rotation of the directional vector-a result that is particularly noticeable in small samples.
Finally, the relative quality of approximation of true translog technologies is similar to that of type-B polynomial models. Mean benchmark discrepancies in the last three columns of To summarize, although the quadratic function does not appear to be a clear favorite, it usually beats the translog function in large samples and when the true frontier has pronounced curvature. Therefore, we recommend the use of both functional forms in preliminary stages of empirical studies. Since the quadratic frontier estimates seem to be sensitive to the choice of the directional vector, we recommend robustness checks with respect to the choice of direction vector.
Conclusions
Our goal is specification of revenue functions in their dual price space. We consider two distance functions: a Shephard output distance function and a directional output distance function, both defined in price space. Functional equation methods and properties of the distance functions provide some guidance on the choice of functional form for these: homogeneity in the Shephard case yields translog, translation in the directional distance function case yields a quadratic functional form. We employ Monte Carlo methods to assess the relative performance of these two functional forms.
Our simulation results regarding the revenue function representations in price space with Shephard and directional output distance functions are mixed. While the quadratic directional distance function generally outperforms the translog Shephard distance function in true models that have a polynomial structure, the opposite is usually true when the true technology is translog.
The quality of quadratic approximations appears to be sensitive to the choice of the directional vector. Some quadratic specifications outperform the translog regardless of the type of the true technology, especially in large samples. We have also encountered cases when the translog parameterization performed reasonably well, especially in small samples, although its ability to approximate frontiers with a relatively large amount of curvature was questionable.
In terms of our effort here with respect to the revenue function, we have provided evidence that translog specifications can sometimes yield imprecise estimates of technology, despite the fact that they satisfy the homogeneity property. This problem is particularly serious when the true technology is characterized by relatively unbalanced prices. Fortunately, in cases when translog parameterizations are inadequate, the quadratic directional output distance function in price space can be relied upon to provide an alternative way to identify the revenue function.
Appendix
Below we provide a brief sketch of the proof of the lemma. It is similar to Luenberger's (1995, p. 100) proof of the relation between the utility function and the benefit function.
Recall that the revenue function is convex in prices and thus continuous on the interior of M + ℜ (Shephard, 1970, p. 230) . It is also non-decreasing in prices.
Following Luenberger (1995, p. 100) , given that
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