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JOINT SPECTRUM AND THE INFINITE DIHEDRAL GROUP
ROSTISLAV GRIGORCHUK1 AND RONGWEI YANG
ABSTRACT. For a tuple A = (A1, A2, ..., An) of elements in a unital Banach
algebra B, its projective joint spectrum P (A) is the collection of z ∈ Cn such that
the multiparameter pencil A(z) = z1A1 + z2A2 + · · · + znAn is not invertible.
If B is the group C∗-algebra for a discrete groupG generated by A1, A2, ..., An
with respect to a representation ρ, then P (A) is an invariant of (weak) equiva-
lence for ρ. This paper computes the joint spectrum of R = (1, a, t) for the
infinite dihedral group D∞ =< a, t | a2 = t2 = 1 > with respect to the left
regular representation λD∞ , and gives an in-depth analysis on its properties. A
formula for the Fuglede-Kadison determinant of the pencilR(z) = z0+z1a+z2t
is obtained, and it is used to compute the first singular homology group of the
joint resolvent set P c(R). The joint spectrum gives new insight into some earlier
studies on groups of intermediate growth, through which the corresponding joint
spectrum of (1, a, t) with respect to the Koopman representation ρ (constructed
through a self-similar action of D∞ on a binary tree) can be computed. It turns
out that the joint spectra with respect to the two representations coincide. Interest-
ingly, this fact leads to a self-similar realization of the groupC∗-algebraC∗(D∞).
This self-similarity ofC∗(D∞) is manifested by some dynamical properties of the
joint spectrum.
1 The first author is supported by NSA grant H98230-15-1, the Swiss National Science Founda-
tion, and ERC AG COMPASP.
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0. INTRODUCTION
The classical spectrum of a linear operator T acting on a Banach space H is
defined as
σ(T ) = {z ∈ C : T − zI is not invertible},
and it plays a fundamental role in the study of T . Indeed, spectral theory is a
centerpiece of operator theory. For a tuple of operators A = (A1, A2, ..., An),
various notions of joint spectrum have been defined to measure joint behavior of
the tuple as well as interactions among the elements. If A is a commuting tuple,
i.e. AiAj = AjAi, 1 ≤ i, j ≤ n, then among others, Taylor spectrum was defined
through Koszul complex (cf. [31, 44]), and it turned out to be a cornerstone in
multivariable operator theory. The matter becomes difficult when the tuple is non-
commuting, because functional calculus is nearly impossible in this case. Despite
the difficulty, some explorations on noncommutative joint spectrum were made, for
instance in [16], [28] and [45].
In many studies of non-commutative tuples, the linear combination (sometimes
called multiparameter pencil)
A(z) = z1A1 + z2A2 + · · ·+ znAn
is a simple and yet pivotal associate of the tupleA. It is a generalization of the linear
pencil T − zI . Invertibility of A(z) is of concern in many areas of mathematics,
for instance algebraic geometry, group theory, mathematical physics, PDE, and of
course operator theory. We refer the readers to [1, 2, 5, 42, 46, 47] and the references
therein for more information. A case important to this paper is when B is a group
C∗ algebra associated with a finitely generated group G =< g1, g2, · · · , gn > and
a unitary representation ρ on a Hilbert space H. If we let Ai = ρ(gi), then the
invertibility of A(z) reflects the structure of G as well as its representation ρ. A
JOINT SPECTRUM AND THE INFINITE DIHEDRAL GROUP 3
good example of this study was made on the following group
G ∼= < a, b, c, d | 1 = a2 = b2 = c2 = d2 = bcd = σk((ad)4)
= σk((adacac)4), k = 0, 1, 2, · · · >, (0.1)
where in this case
σ : a→ aca, b→ d, c→ b, d→ c
is a substitution. It was shown by the first author that G is of intermediate growth
(between polynomial and exponential) (cf. [18]). Then in a series of papers by
the first author and his collaborators, the invertibility of the 2-real variable pencil
Q(λ, µ) = −λa+b+c+d−(µ+1)1 were studied (cf. [5, 19, 21]) for the Koopman
representation associated with the action on the binary rooted tree and its boundary.
A general study of the invertibility of A(z) was made by the second author in
[47], where the notion of projective joint spectrum is introduced as follows.
Definition. For a tuple A = (A1, A2, ..., An) of elements in a unital Banach
algebra B, its projective joint spectrum P (A) is the collection of z ∈ Cn such that
A(z) = z1A1 + z2A2 + · · ·+ znAn is not invertible in B.
A notable distinction of this notion of joint spectrum is that it is “base free” in
the sense that, instead of using I as a base point and looking at the invertibility
of (A1 − z1I, A2 − z2I, ..., An − znI) in various constructions, it considers the
invertibility of the homogeneous multi-parameter pencil A(z). This feature makes
it possible to compute many interesting noncommuting examples. The projective
resolvent set P c(A) = Cn \P (A) has some nice properties. For instance, it follows
from a general theorem in [48] that every path-connected component of P c(A) is a
domain of holomorphy. This fact was also proved independently in [47] in the case
of C∗-algebras and in [30] for general Banach algebras. Further, it was observed in
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[47] that in the case A is commuting P (A) is a union of hyperplanes in Cn, and it
is closely related to the Taylor spectrum.
Clearly 0 ∈ Cn is a trivial point in P (A). Because of the homogeneity of A(z),
it is also natural to consider p(A) := (P (A) \ {0})/C× which is a bona fide subset
in the complex projective space Pn−1. As shown in [47], the set p(A) is compact
and nonempty for every tuple A. Another way to avoid unnecessary complications
caused by the trivial point 0 is to consider the pencil
A(z) = I + z1A1 + z2A2 + · · ·+ znAn,
in which case P (A) is the collection of z ∈ Cn such thatA(z) = I+z1A1+z2A2+
· · ·+znAn is not invertible in B. This treatment will be used in several places in the
paper to simplify computations, and the meaning of P (A) shall be clear from the
context. For more information about the projective joint spectrum, we refer readers
to [4], [9], [8], [43] and [47].
Now consider a group G with generators g1, g2, · · · , gn, and let ρ be a unitary
representation of G on a Hibert space H. Let C∗ρ(G) denote the C∗-algebra gener-
ated by Ai = ρ(gi). Two representations, say ρ1 onH1 and ρ2 onH2 are said to be
equivalent if there is a unitary map U : H1 →H2 such that
ρ2(g) = Uρ1(g)U
−1, ∀g ∈ G.
It is obvious that if ρ1 and ρ2 are equivalent representations, then
Aρ2(z) =
∑
i
ziρ2(gi) = U(
∑
i
ziρ1(gi))U
−1
is invertible in C∗ρ2(G) if and only if Aρ1(z) =
∑
i ziρ1(gi) is invertible in C
∗
ρ1
(G).
This indicates that P (A) is an invariant for ρ. In fact, P (A) is also invariant un-
der weak equivalence of unitary representations. This is an important property of
projective joint spectrum. We will say more about this in Section 2 and Section 7.
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The infinite dihedral groupD∞ =< a, t | a2 = t2 = 1 > plays an important role
in group theory. On the one hand, it contains the infinite cyclic normal subgroup
H =< at >, and D∞/H = Z2. It is of linear growth and its Cayley graph looks
like a line. From this point of view, D∞’s structure is very close to that of Z.
But on the other hand, some rather complicated groups can be constructed through
D∞. For instance, as demonstrated recently in [36], there is a construction which
naturally allows from a minimal action of D∞ to get some complicated nontrivial
amenable (and even of intermediate growth) torsion groups. In fact, the main idea
of this construction came from a deep analysis of properties of the group G in (0.1)
and of its action on the rooted binary tree and its boundary.
The main theorems in this paper are Theorem 1.1 which gives the projective
joint spectrum P (R) for the generating tuple R = (1, a, t) with respect to the left
regular representation λD∞ , Theorem 4.1 which displays a formula for the Fuglede-
Kadison determinant ofR(z) = 1+z1λD∞(a)+z2λD∞(t), Theorem 7.1 which gives
a self-similar realization of the group C∗-algebra C∗(D∞) through the Koopman
representation ρ ofD∞ by a measure preserving transformation on the boundary of
a binary rooted tree, Theorem 7.2 which gives the joint spectrum with respect to the
Koopman representation, and Theorem 8.3 on the dynamics of the joint spectrum
P (R) given by a degree-3 homogenous polynomial self-map on C3. This paper is
organized as follows.
0. Introduction
1. Joint spectrum through GNS construction
2. Weak containment and maximality
3. Trace of Maurer-Cartan form
4. Fuglede-Kadison determinant
5. On finite dihedral groups
6. Self-similarity
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7. Self-similar realization of C∗(D∞)
8. Dynamics on joint spectrum
9. Concluding remarks
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1. JOINT SPECTRUM THROUGH GNS CONSTRUCTION
A state φ on a C∗-algebra B with unit I is a positive bounded linear functional
such that φ(I) = 1. And φ is said to be faithful if φ(a∗a) > 0 for every nonzero
element a. Every faithful state induces an inner product on B defined by 〈b, a〉 =
φ(a∗b). The completion of B with respect to the norm induced by the inner product
is then a Hilbert space, which we denote by Hφ. Multiplication by elements of B
onHφ thus provides a canonical representation of B onHφ. If φ is not faithful, then
elements a such that φ(a∗a) = 0 form a left ideal J in B, and one can go through
the construction of the Hilbert space on B/J . This process is called the Gelfand-
Naimark-Segal (GNS) construction. For more details about GNS construction we
refer readers to [3, 10].
The idea of GNS construction is applicable to group algebras as well. Consider
a discrete group G. Its group algebra C[G] consists of elements of the form
h = h01 +
∞∑
k=1
hkgk,
where gk ∈ G, gk 6= 1 and (hk) is a sequence of complex numbers with only a finite
number of nonzero values. A conjugate operation, denoted by ∗, can be defined on
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C[G] by
h∗ = (h01 +
∑
k
hkgk)
∗ = h01 +
∑
k
hkg
−1
k ,
where bar stands for the complex conjugate. It is a direct computation to check that
(fg)∗ = g∗f ∗ for all f, g ∈ C[G]. An element in C[G] is said to be positive if it
is of the form h∗h for some h ∈ C[G]. Consider the linear functional tr on C[G]
defined by tr(h) = h0. One easily verifies that
tr(1) = 1, tr(fg) = tr(gf), and tr(h∗) = tr(h),
which means tr is a normalized trace on C[G]. Further, since
tr(h∗h) = |h0|2 +
∑
k
|hk|2,
tr(h∗h) = 0 if and only if h = 0, meaning that tr is faithful. The GNS construction
then gives rise to the Hilbert spaceHtr, as well as the canonical respresentation λG
such that
λG(g)h = gh = h0g +
∞∑
k=1
hkggk, g ∈ G, h ∈ Htr.
Further, for any h, h′ ∈ Htr
〈gh′, gh〉 = tr((gh)∗(gh′)) = tr(h∗g∗gh′) = tr(h∗g−1gh′) = tr(h∗h′) = 〈h′, h〉,
so λG is a unitary representation.
Htr can be canonically identified with l2(G) by the unitary map U(g) = δg, g ∈
G, where δg takes value 1 at g and 0 at other elements in G. One checks that λG is
equivalent to the left regular representation of G on l2(G). Therefore we deal with
the C∗-algebra C∗λG(G) generated by left regular representation, which in the case
when G is amenable coincides with the full C∗-algebra of G denoted by C∗(G).
The representation λG gives rise to a natural extension of the trace tr from C[G]
to the von Neumann algebraL(G) generated by λG(g), g ∈ G. Noting that 1 ∈ Htr,
for F ∈ L(G) we can define
trF = 〈F1, 1〉. (1.0)
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The infinite dihedral groupD∞ is isomorphic to the free product Z2 ∗ Z2, and as
remarked earlier, it contains the normal subgroup H =< at > which is an infinite
cyclic group with D∞/H = Z2 (this, in particular, implies that D∞ is amenable).
So elements in D∞ are of the form (at)
k or t(at)k, where k ∈ Z, for example,
a = t(at)−1. Hence the complex group algebra C[D∞] consists of elements of the
form
h =
∑
k
bk(at)
k +
∑
j
cjt(at)
j ,
where {bk, cj : k, j ∈ Z} ⊂ C has only a finite number of nonzero elements.
As defined above, tr is a faithful state on C[D∞]. When restricted to the subal-
gebra C[H ], the GNS construction gives rise to the Hilbert space
L = {f =
∞∑
−∞
fj(at)
j :
∞∑
−∞
|fj|2 <∞},
with inner product
〈g, f〉 = tr(f ∗g) =
∞∑
−∞
fjgj.
Observe that{(at)j : j ∈ Z} is an orthonormal basis for L. Hence multiplication
by at, which we denote by T , is unitarily equivalent to the classical bilateral shift
operator: multiplication by eiθ on L2(T, dθ
2pi
).
Since C[D∞] = C[H ]⊕ tC[H ], the GNS construction for C[D∞] then gives the
Hilbert space orthogonal direct sumHtr = L⊕ tL. On L⊕ tL, one checks that
a(at)j = t(at)j−1 = tT ∗((at)j) ∈ tL, and a[t(atj)] = (at)j+1 = T ((at)j) ∈ L.
Moreover, t(at)j ∈ tL and t[t(at)j ] = (at)j . Since λD∞(a) and λD∞(t) are multi-
plications by a and respectively t on L⊕ tL, we have
λD∞(a) =
 0 T t
tT ∗ 0
 , λD∞(t) =
 0 t
t 0
 .
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Now consider the map S : L⊕ tL→ L⊕ L defined by
S =
 IL 0
0 t
 ,
where IL is the identity operator on L. Clearly, S is unitary and S
2 = I . Further,
one verifies that
λD∞(a) = S
 0 T
T ∗ 0
S, λD∞(t) = S
 0 IL
IL 0
S. (1.1’)
So, up to the unitary S, we can write
λD∞(a) =
 0 T
T ∗ 0
 , λD∞(t) =
 0 IL
IL 0
 . (1.1)
The representation λD∞ in (1.1) extends to a representation of D∞ on L ⊕ L. The
C∗ algebra generated by λD∞(a) and λD∞(t) through this representation is then
isometrically isomorphic to C∗(D∞).
The representation λD∞ in (1.1) enables us to compute the projective joint spec-
trum in concern. For the tuple R = (1, a, t), we let RλD∞ (z) = z0λD∞(1) +
z1λD∞(a) + z2λD∞(t). Sections 1-5 are mostly concerned with the representation
λD∞ in (1.1), so for simplicity we write RλD∞ (z) as R(z) = z0 + z1a + z2t. Then
P (R) is the set of z ∈ C3 such that R(z) is not invertible in C∗(D∞).
Theorem 1.1. For R(z) = z0 + z1a + z2t, with respect to the representation λD∞
the projective joint spectrum
P (R) =
⋃
−1≤x≤1
{z ∈ C3 : z20 − z21 − z22 − 2z1z2x = 0}.
Proof. It is well-known that the bilateral shift T is a unitary with spectrum σ(T )
equal to the unit circle T, and its spectral resolution is given by
T =
∫
T
λdE(λ). (1.2)
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where E(λ) is the associated projection-valued spectral measure. Using (1.1), we
can now write
R(z) = z0 + z1a + z2t =
 z0 z1T + z2
z1T
∗ + z2 z0
 . (1.3)
We consider two cases.
If z0 = 0, then R(z) is invertible if and only if both z1T + z2 and z1T
∗ + z2 are
invertible, or by (1.2)
(z1λ+ z2)(z1λ¯+ z2) = z
2
1 + z
2
2 + z1z2(λ+ λ¯) 6= 0
for every λ ∈ T.
If z0 6= 0, then by factorization we may consider the case z0 = 1, i.e. R(z) =
1 + z1a+ z2t. Recall that for a block matrix,A B
C D
−1 =
A−1 + A−1BK−1CA−1 −A−1BK−1
−K−1CA−1 K−1
 , (1.4)
when both A and the Schur complementK = D − CA−1B are invertible. Further,
when A is invertible, the block matrix is invertible if and only if D − CA−1B is
invertible ([22, 34]). So in this case R(z) is invertible if and only if 1 − (z1T +
z2)(z1T
∗ + z2) is invertible on L, or by (1.2)
1− (z1λ+ z2)(z1λ¯ + z2) = 1− z21 − z22 − z1z2(λ+ λ¯) 6= 0
for every λ ∈ T.
Summarizing these two cases, we have R(z) is not invertible if and only if
z20 − z21 − z22 − z1z2(λ+ λ¯) = z20 − z21 − z22 − 2z1z2 cos θ = 0,
for some λ = eiθ ∈ T. Setting cos θ = x, we have the theorem. 
We end this section by an observation that will be used later.
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Corollary 1.2. For R(z) = z0 + z1a + z2t, with respect to the representation λD∞
the joint resolvent set P c(R) is path connected.
Proof. The joint spectrum P (R) is displayed in Theorem 1.1. We first look at
the case z0 6= 0. Since R(z) is homogenous in z and we can write (z0, z1, z2) =
z0(1, z1/z0, z2/z0) in this case, we shall prove without loss of generality with the
assumption z0 = 1. To avoid possible confusion, in here we let R∗(z) = 1 + z1a+
z2t. Then by Theorem 1.1 we have
P (R∗) =
⋃
−1≤x≤1
{z ∈ C2 : 1− z21 − z22 − 2z1z2x = 0}.
We now check that P c(R∗) is path-connected. To this end, we check that every
point λ = (λ1, λ2) ∈ P c(R∗) is path connected to (0, 0). By possibly choosing a
point in a small ball centered at λ, and using symmetry of P (R∗), we may assume
without loss of generality that |λ1| > |λ2| > 0. Consider the complex line
Cλ = Cλ = {(wλ1, wλ2) : w ∈ C}.
Clearly, Cλ ∩ P c(R∗) is a subset of P c(R∗) and contains (0, 0) and (λ1, λ2). So it
is sufficient to check that Cλ ∩ P c(R∗) is path connected. Observe that
Cλ ∩ P (R∗) =
⋃
−1≤x≤1
{w ∈ C : 1− w2(λ21 + λ22)− 2w2λ1λ2x = 0}.
Solving forw2, we havew2 = (λ21+λ
2
2+2λ1λ2x)
−1 and hence we have two solution
curves
w±(x) = ±(λ21 + λ22 + 2λ1λ2x)−1/2, −1 ≤ x ≤ 1.
Clearly w±(−1) = ±1/(λ1 − λ2) and w±(1) = ±1/(λ1 + λ2). All four points
are distinct. So as x moves from −1 to 1 along the real line, the values of w+(x)
form a simple path connecting 1/(λ1−λ2) to 1/(λ1+λ2); and the values of w−(x)
form a simple path connecting −1/(λ1 − λ2) to −1/(λ1 + λ2). Now we verify the
following two facts.
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1. The two paths are not intersecting. This is because if there are x1, x2 ∈ [−1, 1]
such that w+(x1) = w−(x2), then w
2
+(x1) = w
2
−(x2), which implies
λ21 + λ
2
2 + 2λ1λ2x1 = λ
2
1 + λ
2
2 + 2λ1λ2x2
and hence x1 = x2. It follows that w+(x1) = w−(x1) which happens only when
both are 0, which is impossible.
2. Neither curve self-intersects. If there are x1, x2 ∈ [−1, 1] such that w+(x1) =
w+(x2) (or w−(x1) = w−(x2)), then by similar arguments, we will have x1 = x2.
In summary, the set Cλ ∩ P (R∗) is a disjoint union of two simple closed curves.
Hence its complement in Cλ i.e. Cλ ∩ P c(R∗) is path connected. This concludes
that P c(R∗), and hence P
c(R) ∩ {z0 6= 0}, is path connected.
For the case z0 = 0, we see by Theorem 1.1 that a fixed (0, z1, z2) ∈ P c(R) if
and only if z21 + z
2
2 + 2z1z2x 6= 0 for all x ∈ [−1, 1]. Since [−1, 1] is compact,
there is a constant δ such that
|z21 + z22 + 2z1z2x| ≥ δ > 0, ∀ x ∈ [−1, 1].
Pick z0 such that 0 < |z0|2 < δ, then the path (tz0, z1, z2), 0 ≤ t ≤ 1 lies in
P c(A) by Theorem 1.1, and it connects (0, z1, z2) to (z0, z1, z2), which in turn is
connected to (1, 0, 0).

2. WEAK CONTAINMENT AND MAXIMALITY
As we have remarked in Section 0, projective joint spectrum is an invariant for
representations of groups up to unitary equivalence. We begin this section with a
simple example.
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Example 2.1. For a fixed θ ∈ (0, π), we consider the following two-dimensional
irreducible representation ρθ of D∞ given by
ρθ(a) =
 0 eiθ
e−iθ 0
 , ρθ(t) =
0 1
1 0
 .
It is known ([25, 39]) that every unitary irreducible representation of D∞ is ei-
ther one dimensional or of the form ρθ. Clearly, the classical spectra σ(ρθ(a)) =
σ(ρθ(t)) = {±1}, and their characters Trρθ(a) = Trρθ(t) = 0, none of which
reflects the representation ρθ. But if we consider the pencil Rθ(z) = z0+ z1ρθ(a)+
z2ρθ(t), then
detRθ(z) = z
2
0 − z21 − z22 − 2z1z2 cos(θ),
and hence the joint spectrum P (Rθ) is the variety {detRθ(z) = 0}. Therefore, if
cos(θ1) 6= cos(θ2) then the two representations ρθ1 and ρθ2 are not equivalent.
Observe that the variety {detRθ(z) = 0} is a slice in P (R) in Theorem 1.1.
Since every unitary representation is a direct integral of irreducible ones, Theorem
1.1 makes one wonder if P (R) in Theorem 1.1 is maximal in some sense. This is
indeed so, and it is a consequence of the maximality of left regular representation
for amenable groups in the relation of weak containment.
Definition. Consider two representations π and ρ of a discrete groupG in Hilbert
spacesH andK, respectively. One says that π is weakly contained in ρ (denoted by
π ≺ ρ) if for every x ∈ H, every finite subset F ⊂ G, and every ǫ > 0, there exist
y1, y2, · · · , yn in K such that for all g ∈ F
|〈π(g)x, x〉 −
n∑
i=1
〈ρ(g)yi, yi〉| < ǫ.
It is known that if π ≺ ρ then the map ρ(m) → π(m), m ∈ C[G] extends to
a unital homomorphism from C∗ρ(G) onto C
∗
pi(G). In particular, this implies that if
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ρ(m) is invertible inC∗ρ(G) then π(m) is invertible inC
∗
pi(G). So for {g1, g2, · · · , gn} ⊂
G if we let
Aρ = (ρ(g1), ρ(g2), · · · , ρ(gn)),
and Api likewise, then π ≺ ρ implies P (Api) ⊂ P (Aρ). If π ≺ ρ and ρ ≺ π, then
π and ρ are said to be weakly equivalent, and we denote this by π ∼ ρ. Clearly,
we have P (Api) = P (Aρ) in this case. These facts indicate that projective joint
spectrum provides a measurement for weak containment. The following theorem
of Hulanicki and Reiter (cf. [6] Theorem G 3.2) shows that for amenable groups
regular representation is maximal with respect to the relation given by the weak
containment.
Theorem. Let G be a locally compact group. The following properties are equiva-
lent:
(i) G is amenable;
(ii) 1G ≺ λG;
(iii) π ≺ λG for every unitary representation π of G.
Here 1G stands for the trivial representation. So for locally compact amenable
groups, λG is maximal among unitary representations with respect to weak contain-
ment. These observations lead to the following
Proposition 2.2. LetG be a locally compact amenable group and {g1, g2, · · · , gn}
be any finite subset in G. Then
(i) for every unitary representation π of G, we have P (Api) ⊂ P (AλG).
(ii) P (AλG) contains the hyperplane {z1 + z2 + · · ·+ zn = 0}.
The second statement follows from the fact 1G ≺ λG and
R1G(z) = (z1 + z2 + · · ·+ zn)I.
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A special case of (ii) in Proposition 2.2 is when n = 2 with g1 = 1 and g2 = g an
arbitrary element in G. Statement (ii) then implies that I − λG(g) is not invertible,
or equivalently 1 ∈ σ(λG(g)) for every g ∈ G.
So regarding D∞, an immediate consequence of Proposition 2.2 is that if π is a
unitary representation of D∞, and Rpi = z01 + z1π(a) + z2π(t), then P (Rpi) is a
subset of the joint spectrum P (R) in Theorem 1.1.
Now we turn to p = (1− a)/2 and q = (1− t)/2. One sees that p and q are two
projections in C∗(D∞). They are called projections in “generic position” in [39].
To be precise, if p and q are two projections in a unital C∗-algebra B such that the
C∗-subalgebra generated by I, p and q is isomorphic to C∗(D∞) then p and q are
said to be in generic position.
Let A = (I, p, q) and A(z) = z0 + z1p+ z2q. One checks easily that
A(z) =
(
z0 +
z1 + z2
2
)− z1
2
a− z2
2
t.
So by Theorem 1.1 A(z) is not invertible if and only if(
z0 +
z1 + z2
2
)2 − (z1
2
)2 − (z2
2
)2 − z1z2
2
cos θ
= z20 + z0(z1 + z2) +
z1z2
2
(1− cos θ)
= z20 + z0(z1 + z2) + z1z2 sin
2 θ
2
= 0,
for some 0 ≤ θ ≤ 2π. Setting x = sin2 θ
2
we have
P (A) =
⋃
0≤x≤1
{z ∈ C3 : z20 + z0(z1 + z2) + z1z2x = 0}.
The p and q are universal in the following sense (cf. [39]): if p′, q′ is an arbitary
pair of projections in a unital C∗-algebra B, then there is a unital homomorphism
φ : C∗(D∞) −→ B such that φ(p) = p′, φ(q) = q′. Therefore, ifA(z) is invertible
in C∗(D∞), then
φ(A(z)) = z0φ(I) + z1φ(p) + z2φ(q) = z0I + z1p
′ + z2q
′ := A′(z)
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is invertible in B. Summarizing these facts we have
Corollary 2.3. If p and q are projections in generic position and A = (I, p, q),
then
P (A) =
⋃
0≤x≤1
{z ∈ C3 : z20 + z0(z1 + z2) + z1z2x = 0}.
And for an arbitrary pair of projections p′, q′, P (A′) is a subset of P (A).
Two more observations are worth mentioning.
1. Considering the case x = 0 in Corollary 2.3, we see that P (A) contains the
slice
{z ∈ C3 : z0(z0 + z1 + z2) = 0},
i.e. the hyperplanes {z0 + z1 + z2 = 0} and {z0 = 0} are in P (A). In the case
z0 = 0, A(z) = z1p+ z2q with z1 and z2 arbitrary. So it implies that for projections
p and q the linear combination z1p+z2q is not invertible for any z1 and z2. We state
this fact as
Corollary 2.4. If p and q are projections in generic position, then z1p + z2q is not
invertible for any complex numbers z1 and z2.
Now consider the group
D˜ =< a1, a2, a3| a21 = a22 = a23 = 1 >∼= Z2 ∗ Z2 ∗ Z2.
Since it contains the free subgroup on two generators < a−11 a2, a
−1
1 a3 >
∼= Z ∗ Z,
D˜ is not amenable and the full group C∗-algebra C∗(D˜) has a rather complicated
structure (cf. [39]). In particular, Proposition 2.2 is not valid in this case. It is thus
a natural question whether or not one can compute the joint spectrum for the tuple
(1, a1, a2, a3), or equivalently for the tuple (I, q1, q2, q3) where qi = (1−ai)/2, i =
1, 2, 3.
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Problem. Determine z ∈ C4 such that z0I + z1q1 + z2q2 + z3q3 is not invertible.
2. In [37] Pedersen displayed a seemingly different representation of C∗(D∞) in
terms of matrix-valued functions: there is an isomorphism of C∗(D∞) onto
A = {f ∈ C([0, 1],M2(C)) : f(0), f(1) are diagonal},
which carries p = (1− a)/2 and q = (1− t)/2 into the functions
p(x) =
 x √x(1 − x)√
x(1 − x) 1− x
 , q(x) =
1 0
0 0
 .
Here C([0, 1],M2(C)) is the set of 2 × 2 complex matrix-valued continuous func-
tions on [0, 1]. Under this isomorphism, a and t are represented by
a(x) =
 1− 2x −2√x(1− x)
−2√x(1− x) 2x− 1
 , t(x) =
−1 0
0 1
 .
The joint spectrum of (1, a(x), t(x)) can be computed directly, and it turns out to
coincide with P (R) in Theorem 1.1. As a matter of fact, if we let V be the unitary
matrix
1√
2
 1 i
−1 i
 ,
then from (1.1) we have that
V ∗tV =
−1 0
0 1
 .
Using the fact that T is unitarily equivalent to multiplication by eiθ on L2(T), we
also have
V ∗aV =
1
2
−(T + T ∗) i(T − T ∗)
i(T − T ∗) T + T ∗
 ∼=
− cos θ − sin θ
− sin θ cos θ
 .
18 R. GRIGORCHUK AND R. YANG
Setting x = cos2 θ
2
and using trigonometric identities, we have Pedersen’s rep-
resentation of C∗(D∞). So in fact Pedersen’s representation and the left regular
representation λD∞ are unitarily equivalent.
3. TRACE OF MAURER-CARTAN FORM
For a tuple A = (A1, A2, · · · , An) of elements in a unital Banach algebra B,
recall that A(z) = z1A1 + z2A2 + · · · + znAn. The Maurer-Cartan type B-valued
1-form on P c(A) defined by
ωA(z) = A
−1(z)dA(z) =
n∑
j=1
A−1(z)Ajdzj , z ∈ P c(A),
is an important subject of study in [47], and it is shown to contain much information
about the topology of P c(A) which can be read by invariant linear functionals or
by cyclic cocycles (cf. [8, 47]). For example, it is indicated in [47] that if B pos-
sesses a trace tr, then trωA(z) is a nontrivial element in the de Rham cohomology
H1(P c(A),C).
Representation λD∞ enables us to do a more in-depth study of R(z) = z0 +
z1a + z2t. In this section we shall compute trR
−1(z) and trωR. This computation
is important for our discussion on the Fuglede-Kadison determinant in the next
section. For simplicity, we shall do the computation for the case z0 = 1, and the
general case is a natural extension.
We first compute trR−1(z). LettingK(z) = 1−(z1T +z2)(z1T ∗+z2) and using
(1.4), we have that on L⊕ L,
R−1(z) =
1 + (z1T + z2)K−1(z)(z1T ∗ + z2) −(z1T + z2)K−1(z)
−K−1(z)(z1T ∗ + z2) K−1(z)
 . (3.0)
Note that through the unitary S in (1.1’), the entries in R−1(z) above can be iden-
tified with elements in the von Neuman algebra L(D∞). The trace tr on L(D∞)
defined as in (1.0) can be naturally extended to 2 × 2 matrices with L(D∞) entries
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by the definition
tr
a11 a12
a21 a22
 := 1
2
tr(a11 + a22).
Note that tr(I) = tr(IL) = 1. Then using (1.2), we have
trR−1(z) =
1
2
tr
(
1 + (z1T + z2)K
−1(z)(z1T
∗ + z2) +K
−1(z)
)
(3.1)
=
1
2
tr
∫
T
1 +
(z1λ+ z2)(z1λ¯+ z2) + 1
1− z21 − z22 − z1z2(λ+ λ¯)
dE(λ) (3.2)
=
1
2
∫
T
2trdE(λ)
1− z21 − z22 − z1z2(λ+ λ¯)
. (3.3)
Now we take a closer look at tr. In Section 1, the GNS construction on C[H ]
produced the Hilbert space L with inner product 〈g, f〉 = tr(f ∗g). Now consider
the linear map U : L→ L2(T, dθ
2pi
) defined by U((at)n) = eniθ, n ∈ Z. One easily
checks that U is a unitary. In particular,
tr(f ∗g) = 〈g, f〉 =
∫ 2pi
0
(Uf)(eiθ)(Ug)(eiθ)
dθ
2π
. (3.4)
Further, for any f and g in C[H ], functional calculus gives f = (Uf)(T ) and
g = (Ug)(T ). Hence by (1.2),
tr(f ∗g) = tr
∫
T
(Uf)(λ)(Ug)(λ)dE(λ) =
∫ 2pi
0
(Uf)(eiθ)(Ug)(eiθ)tr(dE(eiθ)).
Comparing this with (3.4), we have
tr(dE(eiθ)) = dsrE(eiθ) =
dθ
2π
. (3.5)
So it follows from (3.3) that
trR−1(z) =
1
2π
∫ 2pi
0
dθ
1− z21 − z22 − 2z1z2 cos θ
. (3.6)
We thus obtain the following
Proposition 3.1. For R(z) = I + z1a + z2t, we have
trR−1(z) =
1
2π
∫ 2pi
0
dθ
1− z21 − z22 − 2z1z2 cos θ
, z ∈ P c(R).
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Observe that trR−1(z) is holomorphic on P c(R) and can not be extended holo-
morphically into a neighborhood of any points in P (R), indicating that P c(R) is a
domain of holomorphy as remarked in Introduction.
Now for R(z) = 1 + z1a + z2t, we consider the Maurer-Cartan form
ωR(z) = R
−1(z)dR(z) = R−1(z)(adz1 + tdz2),
and compute trωR(z). Writing the matrix form ofR
−1(z) (cf. (3.10)) as (Rjk(z))2×2,
we check that
ωR(z) = R
−1(z)
 0 T
T ∗ 0
 dz1 +
0 1
1 0
 dz2

=
R12T ∗ R11T
R22T ∗ R21T
 dz1 +
R12 R11
R22 R21
 dz2.
Hence by (1.2), (3.5), and using computations similar to (3.1) we have
trωR(z) =
1
2
tr(R12T ∗ +R21T )dz1 +
1
2
tr(R12 +R21)dz2
=
−1
2
∫
T
(z1λ+ z2)λ¯+ (z1λ¯+ z2)λ
1− z21 − z22 − z1z2(λ+ λ¯)
dsrE(λ)dz1
+
−1
2
∫
T
(z1λ + z2) + (z1λ¯+ z2)
1− z21 − z22 − z1z2(λ+ λ¯)
dsrE(λ)dz2
=
−1
2
∫
T
(2z1 + z2(λ+ λ¯))dz1 + (z1(λ¯+ λ) + 2z2)dz2
1− z21 − z22 − z1z2(λ+ λ¯)
dsrE(λ)
=
1
4π
∫ 2pi
0
∂ log(1− z21 − z22 − 2z1z2 cos θ)dθ
= ∂
( 1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ
)
,
where ∂f = ∂f
∂z1
dz1 +
∂f
∂z2
dz2. We summarize this calculation as
Proposition 3.2. For R(z) = I + z1a + z2t,
trωR(z) = ∂
( 1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ
)
.
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Three remarks are in order.
1. Clearly trωR(z) is a closed 1-form. Since log(1 − z21 − z22 − 2z1z2 cos θ)
is not globally defined on P c(R), trωR(z) is not exact and hence is a nontrivial
element inH1(P c(R),C). This fact will become more apparent when we couple it
with the fundamental group of P c(R) in the next section (cf. (4.2) and Corollary
4.4). Further, if γ = {z(s) : 0 ≤ s ≤ 1} is a piece-wise smooth path, then when
restricted to γ we have
trωR(z(s)) =
d
ds
( 1
4π
∫ 2pi
0
log(1−z21(s)−z22(s)−2z1(s)z2(s) cos θ)dθ
)
ds. (3.7)
This equality will be used in (4.2) as well.
2. Observe further that for any fixed z ∈ P (R) such that z1z2 6= 0, log(1− z21 −
z22 − 2z1z2 cos θ) is integrable with respect to θ over [0, 2π]. Hence the function
1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ
can be extended holomorphically into this part of the spectrum, even though it is not
globally defined. We shall have more to say about this as well in the next section.
3. If we consider R(z) = z0I + z1a+ z2t, then with just a bit more computation
one can check that
trR−1(z) =
1
2π
∫ 2pi
0
z0dθ
z20 − z21 − z22 − 2z1z2 cos θ
, z ∈ P c(R),
and
trωR(z) = ∂
( 1
4π
∫ 2pi
0
log(z20 − z21 − z22 − 2z1z2 cos θ)dθ
)
,
where ∂f = ∂f
∂z0
dz0 +
∂f
∂z1
dz1 +
∂f
∂z2
dz2.
4. FUGLEDE-KADISON DETERMINANT
For a unital Banach algebra B, we let GL(B) denote the open subset of invertible
elements in B. In [17], Fuglede and Kadison defined the notion of determinant for
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invertible elements x in a finite von Neumann algebra B with a normalized trace tr
as
det x = exp(tr log
√
x∗x),
and made a general study on its properties. In particular, they showed that det is a
homomorphism from GL(B) to the multiplicative group R+ of positive real num-
bers. The FK-determinant can be extended analytically to non-invertible elements,
and there occurs a somewhat puzzling phenomenon: there are non-invertible ele-
ments x such that det x 6= 0. This fact is essentially due to the absolute convergence
of the improper integral ∫ 1
0
log sds.
FK-determinant has been well-studied in many papers. In particular, the notion
was extended to C∗-algebras in [29]. We refer the readers to [26] for a recent sur-
vey, and make the following definition to proceed.
Definition. In a unital C∗-algebra B with a normalized trace tr, an element x
will be called tr-singular if det x = 0.
This section will explicitly compute the FK-determinant forR(z) = 1+z1a+z2t
(with respect to the representation λD∞), and determine the points z ∈ P (R) for
which R(z) is tr-singular. For convenience, we shall call these points tr-singular
points in P (R). For B as in the definition above, we consider an element x ∈
GL(B) that is in the path-connected component of the identity operator I and a
piecewise smooth path x(s), 0 ≤ s ≤ 1, in GL(B) such that x(0) = I and x(1) =
x. In the case the integral ∫ 1
0
tr(x−1(s)x′(s))ds
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is independent of the path x(s), the following quantity
dettrx := exp
( ∫ 1
0
tr(x−1(s)x′(s))ds
)
is well defined for C∗-algebras with trace (cf. [26, 29]). Note that dettr can take on
complex values, not just positive numbers. And it is shown in [26] that
|dettrx| = det x. (4.1)
We observe that in fact (4.1) holds as long as |dettr(x)| (not dettr(x) ) is indepen-
dent of the given path, or equivalently the integrals∫ 1
0
tr(x−1(s)x′(s))ds
with respect to different paths differ by a purely imaginary number. This observa-
tion and Proposition 3.2 lead to the following theorem.
Theorem 4.1. For z = (z1, z2) ∈ C2 and R(z) = I + z1a+ z2t with respect to the
representation λD∞ , the Fuglede-Kadison determinant
detR(z) = exp
( 1
4π
∫ 2pi
0
log |1− z21 − z22 − 2z1z2 cos θ|dθ
)
.
Proof. First, by Corollary 1.2 we know that P c(R) is path-connected. Let
γ = {z(s) : 0 ≤ s ≤ 1}
be a closed piece-wise smooth path (z(0) = z(1)) in P c(R). For simplicity, we let
Lx(z) = 1− z21 − z22 − 2z1z2x.
By Theorem 1.1 for the case z0 = 1, for every fixed−1 ≤ x ≤ 1 the function Lx(z)
does not vanish on P c(R). In particular, we have
Lx(z(s)) = 1− z21(s)− z22(s)− 2z1(s)z2(s)x 6= 0, ∀s ∈ [0, 1],
24 R. GRIGORCHUK AND R. YANG
hence Lx(γ) is a piecewise smooth path in the complex plane that does not run over
0. We define the winding numberW (γ) of γ around P (R) as the winding number
of Lx(γ) around 0, i.e.
W (γ) =
1
2πi
∫
Lx(γ)
1
w
dw
=
1
2πi
∫ 1
0
1
Lx(z(s))
dLx(z(s))
=
1
2πi
∫ 1
0
d
ds
logLx(z(s))ds.
Observe that since Lx(z) is linear in x, the above integrals show thatW (γ) is con-
tinuous with respect to x. But since W (γ) is integer-valued, it is a constant with
respect to the change of x, or in other words, the value of W (γ) is independent of
the choice of x ∈ [−1, 1]. Using Proposition 3.2, Formula (3.7) and the above
definition of winding numberW (γ), we can define the following coupling
〈γ, trωR〉 : = 1
2πi
∫
γ
trωR(z)
=
1
2πi
∫
γ
∂
( 1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ
)
=
1
4π
∫ 2pi
0
( 1
2πi
∫ 1
0
d
ds
log(1− z21(s)− z22(s)− 2z1(s)z2(s) cos θ)ds
)
dθ
=
1
4π
∫ 2pi
0
( 1
2πi
∫ 1
0
d
ds
logLcos θ(z(s))ds
)
dθ
=
1
4π
∫ 2pi
0
W (γ)dθ =
W (γ)
2
. (4.2)
Clearly, (0, 0) ∈ P c(R). Since P c(R) is path connected, for every p ∈ P c(R) there
is a piece-wise smooth path γ(s) = (z1(s), z2(s)), 0 ≤ s ≤ 1, in P c(R) such that
JOINT SPECTRUM AND THE INFINITE DIHEDRAL GROUP 25
γ(0) = (0, 0) and γ(1) = z, then again by Proposition 3.2 we have∫ 1
0
trωR(γ(s)) =
∫ 1
0
∂
( 1
4π
∫ 2pi
0
log(1− z1(s)2 − z2(s)2 − 2z1(s)z2(s) cos θ)dθ
)
=
1
4π
∫ 2pi
0
( ∫ 1
0
d
ds
log(1− z1(s)2 − z2(s)2 − 2z1(s)z2(s) cos θ)ds
)
dθ
=
1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ.
If γ′(s) is another such path connecting (0, 0) to z, then by (4.2),∫ 1
0
trωR(γ(s))−
∫ 1
0
trωR(γ
′(t)) = 2πi〈γ − γ′, trω〉 = W (γ − γ′)πi,
where γ − γ′ stands for the closed path that goes from 0 to z along γ and returns to
0 along γ′. This indicates that the integrals∫ 1
0
trωR(γ(s)) =
∫ 1
0
tr
(
R−1(z(s))R′(z(s)
)
ds
with respect to different paths connecting (0, 0) to z differ by a purely imaginary
number, namely integer multiples of πi. In conclusion, | exp ( ∫ 1
0
trωR(γ(s)
)| is
independent of the path, and by (4.1)
detR(z) = | exp ( ∫ 1
0
trωR(γ(s)
)|
= exp
(
Re
1
4π
∫ 2pi
0
log(1− z21 − z22 − 2z1z2 cos θ)dθ
)
= exp
( 1
4π
∫ 2pi
0
log |1− z21 − z22 − 2z1z2 cos θ|dθ
)
. (4.3)
Since for each fixed z ∈ C2 and all θ ∈ [0, 2π]
log(1 + (|z1|+ |z2|)2) ≥ log |1− z21 − z22 − 2z1z2 cos θ| ≥ −∞,
and the integral in (4.3) is convergent or equal to −∞, formula (4.3) extends to all
z ∈ C2, and the theorem is established. 
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There is an interesting special case of Theorem 4.1. Consider the quadratic sur-
face S ⊂ C2 defined by 1− z21 − z22 = 0. Then on S,
1− z21 − z22 − 2z1z2 cos θ = −2z1z2 cos θ,
which vanishes at θ = π/2 and 3π/2. So by Theorem 1.1, S ⊂ P (R). To proceed,
we first verify the formula∫ pi/2
0
log cos θdθ = −π
2
log 2. (4.4)
Denoting the integral byM and using the fact cos θ = sin(pi
2
− θ), one checks that
2M =
∫ pi/2
0
log cos θdθ +
∫ pi/2
0
log sin(
π
2
− θ)dθ
=
∫ pi/2
0
log cos θdθ +
∫ pi/2
0
log sin θdθ
=
∫ pi/2
0
log sin(2θ)− log 2dθ
=
1
2
∫ pi
0
log sin(θ)dθ − π
2
log 2
=
1
2
(∫ pi/2
0
log sin(θ)dθ +
∫ pi/2
0
log sin(θ +
π
2
)dθ
)
− π
2
log 2.
Formula (4.4) then follows easily from the fact sin(θ + pi
2
) = cos θ.
On S, using the formula (4.4) we compute that
detR(z) = exp
( 1
4π
∫ 2pi
0
log |2z1z2|+ log | cos θ|dθ
)
=
√
2|z1z2| exp
( 1
4π
∫ 2pi
0
log | cos θ|dθ)
=
√
2|z1z2| exp
( 1
π
∫ pi/2
0
log cos θdθ
)
=
√
2|z1z2|/
√
2
=
√
|z1z2|. (4.5)
JOINT SPECTRUM AND THE INFINITE DIHEDRAL GROUP 27
This confirms that detR(z) may be nonzero even though R(z) is not invertible.
The tr-singular points in P (R) (points for which detR(z) = 0) are now easy to
determine. First, if z1z2 6= 0, then after factoring out 2z1z2, the integral in (4.3) is
of the form ∫ 2pi
0
log |β − cos θ|dθ,
which is well-known to be convergent. Hence detR(z) 6= 0 in this case. If z1z2 =
0, then the integral in (4.3) diverges only if 1 − z21 − z22 = 0. Solving these two
equations, we have
Corollary 4.2. For R(z) = 1 + z1a + z2t, the set of tr-singular points in P (R) is
{(±1, 0), (0, ±1)}.
We conclude this section with a few observations.
1. Connection between FK-determinant and Mahler measure has been noted in
quite a few recent papers (for example [11, 26, 33, 41]). For references on Mahler
measure, we refer readers to [15]. This connection is clean and explicit in the case
here. For a complex polynomial
P (w) = a(w − α1)(w − α2) · · · (w − αn),
its Mahler measure is defined as
M(P ) = |a|
∏
|αj |≥1
|αj|,
and it is well-known that by Jensen’s formula ([40])
M(P ) = exp
( 1
2π
∫ 2pi
0
log |P (eiθ)|dθ).
If we let Pz(w) = w(1 − z21 − z22)− z1z2(w2 + 1), then on the unit circle w = eiθ
and
|Pz(w)| = |(1− z21 − z22)− z1z2(w + w)| = |1− z21 − z22 − 2z1z2 cos θ|,
and Theorem 4.1 has the following immediate consequence.
28 R. GRIGORCHUK AND R. YANG
Corollary 4.3. detR(z) =
√
M(Pz).
M(Pz) can of course be computed in this case. But the expression is not as
clean. Observe that the set {(±1, 0), (0, ±1)} is precisely the set on which the
polynomial Pz(w) in Corollary 4.3 is constant 0.
2. The coupling in (4.2) yields some information about the singular homol-
ogy group H1(P
c(R),Z). Note that since P c(R) is connected, by Hurewicz the-
orem H1(P
c(R),Z) is isomorphic to the abelianization of the homotopy group
π1(P
c(R)).
Corollary 4.4. The coupling with trωR in (4.2) defines an isomorphism fromH1(P
c(R),Z)
onto 1
2
Z.
Proof. First, differentiating both sides of R−1(z)R(z) = I , we have(
dR−1(z)
)
R(z) +R−1(z)dR(z) = 0,
and hence
dR−1(z) = −R−1(z)(dR(z))R−1(z).
Consider
ωR(z) = R
−1(z)dR(z) = (I + z1a+ z2t)
−1(adz1 + tdz2), z ∈ P c(R).
Then by above computation one sees that
dωR(z) = (dR
−1(z)) ∧ dR(z)
= −ωR(z) ∧ ωR(z)
= − (R−1(z)aR−1(z)t−R−1(z)tR−1(z)a) dz1 ∧ dz2.
Hence
d[trωR(z)] = tr[dωR(z)]
= −tr (R−1(z)aR−1(z)t−R−1(z)tR−1(z)a) dz1 ∧ dz2 = 0,
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meaning that trωR is a closed holomorphic 1-form. If γ˜ is a closed piece-wise
smooth path that is homological to γ, i.e. γ − γ˜ = ∂∆ for some singular 2-simplex
∆ (where ∂ stands for the boundary map here), then an argument using Stokes
theorem shows that
〈γ, trωR〉 − 〈γ˜, trωR〉 =
∫
γ
trω −
∫
γ˜
trωR
=
∫
∆
d[trωR] = 0.
This means that the coupling with trωR in (4.2) gives rise to a homomorphism κ
from the singular homology groupH1(P
c(R),Z) into 1
2
Z defined by
κ([γ]) = 〈γ, trωR〉.
Further, if 〈γ, trωR〉 = 0, then the winding numberW (γ) = 0 by (4.2), indicating
that γ does not wind around P (R) and hence is homological in P c(R) to a point,
i.e. [γ] = 0 inH1(P
c(R),Z). This shows that κ is injective.
To check the range of the map κ, we consider the path
γ = {z(s) = (1 + e2piis/2, 0), 0 ≤ s ≤ 1}.
Then for every x ∈ [−1, 1],
Lx(z(s)) = 1− (1 + e2piis/2)2 = −e2piis − e4piis/4 6= 0
for all s ∈ [0, 1]. Hence by Theorem 1.1 for the case z0 = 0, the path γ is inside
P c(R). By the definition in the proof of Theorem 4.1, γ’s winding number
W (γ) =
1
2πi
∫ 1
0
d
ds
logLx(z(s))ds
=
1
2πi
∫ 1
0
−2(1 + e2piis/2)πie2piisds
−ei2pis − e4piis/4
=
∫ 1
0
1 + e2piis/2ds
1 + e2piis/4
.
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Using the geometric series for (1 + e2piis/4)−1 and direct computation of integrals,
we haveW (γ) = 1. Then by (4.2), we have
κ([γ]) = 〈γ, trωR〉 = W (γ)
2
=
1
2
.
Therefore,
κ(n[γ]) =
nW (γ)
2
= n/2, n ∈ Z.
This completes the proof. 
Although 1
2
Z is isomorphic to Z, the factor 1/2 here tells more about the structure
of the groupD∞.
3. Note also that the classical spectra σ(a) = σ(t) = {±1}. It suggests that
tr-singular points may have a direct connection with the classical spectra.
4. For R(z) = 1 + z1a+ z2t, by [13] the (1, 1)-form
−i
2
tr
(
ω∗R(z) ∧ ωR(z)
)
induces a natural Riemannian metric on P c(R). The metric has singularities at
points in P (R). It follows from a result in [13] that the tr-singular points in P (R),
namely {(±1, 0), (0,±1)}, are outside of the completion of P c(R) under this met-
ric. It is not clear if the completion of P c(R) is equal to C2 \ {(±1, 0), (0,±1)}.
5. Likewise, if we consider R(z) = z0 + z1a + z2t, then it is not hard to check
that
detR(z) = exp
( 1
4π
∫ 2pi
0
log |z20 − z21 − z22 − 2z1z2 cos θ|dθ
)
.
5. ON THE FINITE DIHEDRAL GROUP
For the finite dihedral groupDn =< a, t | a2 = t2 = (at)n = 1 >, where n ∈ N,
H =< at > is a cyclic normal subgroup of order n. The GNS construction for its
group C∗-algebra C∗(H) gives the finite dimensional Hilbert space
Ln = {f =
n−1∑
0
fj(at)
j},
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with inner product
〈g, f〉 = tr(f ∗g) =
n∑
0
fjgj.
Similar to (1.1), the left regular representation for a and t on Ln ⊕ Ln is given by
λDn(a) =
 0 T
T ∗ 0
 , λDn(t) =
 0 1
1 0
 , (5.1)
where T , with respect to the orthonormal basis {1, at, · · · , (at)n−1}, is the unitary
0 0 0 · · · · · · 1
1 0 0 · · · · · · 0
0 1 0 · · · · · · 0
...
...
...
...
...
0 0 0 · · · 1 0

n×n
.
Clearly T n = 1 and its spectrum σ(T ) = {e 2kpiin , 0 ≤ k ≤ n − 1}. Denoting 2kpi
n
by θk, T ’s projection-valued spectral measure E(e
iθ) is equal to the projection onto
the sum of eigenspaces corresponding to the eigenvalues θk ≤ θ. Since trI = 1,
trE(eiθ) =
1
n
|{k : θk ≤ θ}|.
By arguments similar to that in Sections 3 and 4, we have
Corollary 5.1. ConsiderR(z) = z0+ z1a+ z2t. Then with respect to the represen-
tation of Dn given by λDn , we have
(a) P (R) =
n−1⋃
k=0
{z ∈ C3 : z20 − z21 − z22 − 2z1z2 cos θk = 0}.
(b) trR−1(z) =
1
n
n−1∑
0
z0
z20 − z21 − z22 − 2z1z2 cos θk
.
(c) trωR(z) = ∂
( 1
2n
n−1∑
k=0
log(z20 − z21 − z22 − 2z1z2 cos θk)
)
.
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By the matrix expression of T and the representation (5.1),R(z) = z0+z1a+z2t
is a 2n× 2nmatrix. Its matrix determinant, denoted by detR(z), can be computed,
but the process is complicated if computed directly. Instead, we can use the idea
leading to Theorem 4.1. By Corollary 5.1(c)
detR(z) = exp
( 1
2n
n−1∑
k=0
log |z20 − z21 − z22 − 2z1z2 cos θk|
)
=
( n−1∏
k=0
|z20 − z21 − z22 − 2z1z2 cos θk|
)1/2n
.
For a k × k matrix algebra, it is known that the Fuglede-Kadison determinant and
the regular determinant are related by the formula detA = |detA|1/k. In here, since
R(z) is 2n× 2n, we have
|detR(z)| = (detR(z))2n =
n−1∏
k=0
|z20 − z21 − z22 − 2z1z2 cos
2kπ
n
|.
Since detR(1, 0, 0) = det(I) = 1, the next corollary follows.
Corollary 5.2. With respect to the representation λDn ,
detR(z) =
n−1∏
k=0
(z20 − z21 − z22 − 2z1z2 cos
2kπ
n
).
This clearly verifies Corollary 5.1(a).
Remark. We observe that sinceDn is a finite group, it is amenable, and hence by
the Hulanicki-Reiter theorem in Section 2, the representation λDn in (5.1) (which
is unitarily equivalent to the left regular representation) is maximal in the sense
of weak contaiment. The next corollary then follows from Proposition 2.2 and
Corollary 5.1(a).
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Corollary 5.3. If A and T are elements in a C∗-algebra B such that A2 = T 2 =
(AT )n = I , and RB(z) = z0I + z1A+ z2T , then P (RB) is a subset in
n−1⋃
k=0
{z ∈ C3 : z20 − z21 − z22 − 2z1z2 cos θk = 0}.
Example 5.4. In Pedersen’s representation in Section 2, if we let x = 1/2, then
a =
 0 −1
−1 0
 , t =
−1 0
0 1
 ,
are non-commuting self-adjoint unitaries such that (at)4 = 1. So a and t generate
D4. But as 2× 2 matrices, R(z) = z0 + z1a+ z2t is not invertible if and only if its
ordinary determinant
detR(z) = z20 − z21 − z22 = 0.
So in this case P (R) consists of a single surface {z20 − z21 − z22 = 0}, while with
respect to the representation of D4 given by (5.1), P (R) has 4 pieces by Corollary
5.1(a) (the piece {z20 − z21 − z22 = 0} has multiplicity 2.).
6. SELF-SIMILARITY
In Section 2, we pointed out that for weakly equivalent representations π and ρ
we have P (Api) = P (Aρ). It is an appealing question that in which cases the con-
verse is true. We will address this issue in these two sections for the case G = D∞.
We are going to show that C∗(D∞) can be realized as a self-similar algebra in the
sense of definition 2.1 in [22]. This will be done via computation of the joint spec-
trum of two involutive operators associated with a certain self-similar realization of
D∞ and, surprisingly, will be linked to the 3-generated 2-group G of intermediate
growth constructed by the first author in [18] (cf. (0.1)) and studied in [19, 20, 21]
and many other articles.
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This section gives a brief introduction to self-similarity. The concept of self-
similarity entered algebra via group theory, namely via a careful study of self-
similarity properties of G and its relatives.
Let X = {x1, x2, · · · , xd} be a finite alphabet of cardinality d ≥ 2, X∗ be the
set of all finite words overX . Then
X∗ =
∞⋃
n=0
Xn, (6.1)
where Xn is the set of words of length n. A self-similar action of a group G is an
action of G on X∗ such that for every g ∈ G and every x ∈ X there exist h ∈ G
and y ∈ X such that
g(xw) = yh(w) (6.2)
for all w ∈ X∗. Observe that such an action preserves the length of the words, so
each Xn is G-invariant.
Let T = T (X) be a d-regular rooted tree with set V of vertices X∗ and the set
E = {(w, wx)| w ∈ X∗, x ∈ X} of edges. For a vertex v ∈ V , Tv is the subtree
of T with root at v. Figure (7.1) shows the first 3 levels of an infinite binary rooted
tree for X = {0, 1}. For example, T01 is the subtree with root at 01.
It is easy to see that the self-similar action (G, X∗) induces an action of G on
T (X) by automorphisms. Then the root (corresponding to empty word) and the
levels Vn = X
n of the tree are G-invariant, and the maximum of transitivity that
may occur is the level transitivity (i.e. the transitivity of action on each level). For
each fixed n ∈ N and g ∈ G one has a decomposition g = (g1, g2, · · · , gdn)σ,
where σ ∈ Sym(dn) and gi ∈ Aut(Ti). Here Ti, 1 ≤ i ≤ dn, is the subtree of T
with root at the i-th vertex of level n (see Figure (7.1)). Elements g1, g2, · · · , gdn
are called sections of g in corresponding vertices and the action (G, X∗) is self-
similar if and only if for every n ∈ N, 1 ≤ i ≤ dn the section gi belongs to G
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after canonical identification of Ti with T . It is not hard to see that (G, X
∗) is self-
similar if and only if sections g1, g2, · · · , gd in vertices of the first level belong to
G (after identification Ti ∼= T, i = 1, 2, · · · , d).
A group G is called self-similar if for someX it has a faithful self-similar action
onX∗. An alternative definition of self-similarity is thatG is isomorphic to a group
G(A) generated by non-initial Mealy type automaton A over finite alphabet. For
more details, see [23] or [35].
Every self-similar group is residually finite (i.e. approximated by finite groups)
but not vice versa. We call G an (m, d)-group if G ∼= G(A) where A is an au-
tomaton withm states over an alphabet with d symbols. There are six (2, 2) groups
listed in [23] and D∞ is in this list. Two essentially different realizations of D∞ as
(2, 2)-group are:
σ
a
e
t
0,1
0
1
(6.3)
where a = (a, a)σ, t = (a, t), and
σ
a
e
t
0,1
1
0 (6.4)
where a = (t, t)σ, t = (a, t). Here e is the identity map on {0, 1} and σ is the
involution.
There is no complete classification of (3, 2)-groups yet, although much informa-
tion is collected in [7], and it is known that up to isomorphism there is no more than
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115 such groups. The following realization of D∞ as a (3, 2)-group is used in the
sequel. D∞ is isomorphic to G(A) where A is the automaton
e
t
σ
a
e
id
1
0 0,1
0,1
(6.5)
or D∞ =< a, t > where a and t are automorphisms of binary tree satisfying the
recursive relation
a = σ, t = (a, t), (6.6)
where σ is the involution. This realization corresponds to the automaton 2874 in
[7].
Now we are going to define self-similar representations. Let H be a separable
Hilbert space. By a d-similarity of H we mean (following [22]) an isomorphism of
Hilbert spaces ψ : H −→ Hd. Fix such a ψ and define T1, T2, · · · , Td ∈ B(H)
(i.e. bounded linear operators acting onH) by
Tk(ξ) = ψ
−1(0, · · · , 0, ξ, 0, · · · , 0), (6.7)
where ξ ∈ H and is at the k-th coordinate on the right-hand side. Let G act self-
similarly on T (X) (|X| = d). A unitary representation ρ of G on H is said to be
self-similar (with respect to the d-similarity ψ) if
ρ(g)Tx = Tyρ(h)
whenever g(xw) = yh(w) for all w ∈ X∗ (i.e. whenever (6.1) holds).
For a self-similar representation ρ : G −→ B(H), every operator ρ(g), g ∈
G can be written, with respect to the d-similarity ψ, as a d × d matrix ρ(g) =
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(Ayx)x,y∈X , where
Ayx =
 ρ(g|x) if g(x) = y0 otherwise,
and g|x denotes the section of g at vertex x of the first level of T (X).
Extension of ρ to group algebra C[G] leads to a self-similar representation of
C[G], and induces a map φ : C[G] −→ Md(C[G]). Here Md(R) denotes the ring
of matrices over ring R. The map φ is injective on G (but not on C[G], cf. [22]),
and for g ∈ G
φ(g) = (Ayx). (6.8)
Moreover, it extends to a homomorphism
C∗ρ(G) −→Md(C∗ρ(G)), (6.9)
which we also denote by φ. This φ is injective, since it implements the equivalence
of the representation ρ with the representation ψ ◦ ρ ◦ ψ−1.
Following [22] we call a completion of C[G] self-similar if it is the completion
with respect to the norm defined by self-similar representation, and call the corre-
sponding C∗-algebra C∗ρ(G) self-similar.
7. SELF-SIMILAR REALIZATION OF C∗(D∞)
There is a canonical self-similar representation associated with a self-similar
group G acting (self-similarly) on T (X). Let ∂T = XN be the boundary of the tree
T = T (X) (supplied with Tychonoff topology). Let µ = {1/d, 1/d, · · · , 1/d}⊗N
be a uniform Bernoulli measure on ∂T and let H = L2(∂T, µ). The measure
µ is invariant with respect to arbitray automorphisms of T , in particular, µ is G-
invariant. The Koopman representation ρ is defined by
(
ρ(g)f
)
(x) = f(g−1x)
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for g ∈ G, f ∈ H . It is well-known that ρ is a self-similar representation (cf.
[5, 22]). Now we are in position to state the next theorem.
Theorem 7.1. Let D∞ be acting self-similarly on a rooted tree according to the
recursion relation (6.6). Let ρ be the corresponding Koopman representation. Then
C∗ρ(D∞) is isomorphic to C
∗(D∞), and hence C
∗
ρ(D∞) is a self-similar realization
of C∗(D∞).
This result follows from the following
Theorem 7.2. Let λD∞ and ρ be the left regular representation and the Koopman
representation of D∞, respectively. Then
a) λD∞ and ρ are weakly equivalent;
b) the projective joint spectrum of the triple (ρ(1), ρ(a), ρ(t)) is the same as that
in the case of regular representation, i.e. it equals the set⋃
−1≤x≤1
{z ∈ C3 : z20 − z21 − z22 − 2z1z2x = 0}.
Here a and t are generators ofD∞ corresponding to states of the automaton given
by Figure (6.5).
Proof. We begin with the proof of part b). Figure (7.1) shows the first three
levels of an infinite binary tree. Let Ti, i = 0, 1 be the subtrees of the rooted binary
tree with roots at vertices of the first level, and µi, i = 0, 1 be the normalized
restrictions of µ on ∂T0, ∂T1, and Hi = L
2(∂Ti, µi),H = H0 ⊕H1.
0
00 01
1
10 11
(7.1)
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There are canonical identifications of T0 and T1 with T which induce identifica-
tionHi ∼= H and hence 2-similarity ψ : H = H0 ⊕H1 −→ H ⊕H. The relations
(6.8) and the embedding (6.9) in our case lead to the relations
φ(ρ(a)) =
0 I
I 0
 , φ(ρ(t)) =
ρ(a) 0
0 ρ(t)
 ,
which we will simply write as
ρ(a) =
0 I
I 0
 , ρ(t) =
ρ(a) 0
0 ρ(t)
 . (7.2)
Here I is the identity operator. Now consider Rρ(z) = ρ(1) + z1ρ(a) + z2ρ(t),
where z ∈ C2, and we shall compute the joint spectrum
P (Rρ) = {z ∈ C2 : Rρ(z) is not invertible in C∗ρ(D∞)}.
The method is very different from that in the case of the regular representation.
Indeed the result follows from computations in [5] on the group G in (0.1).
Let G =< a, b, c, d > be a self-similar group acting on a binary rooted tree
given by recursive relations
a = σ, b = (a, c), c = (a, d), d = (1, b), (7.3)
or equivalently the group generated by the 5-state automaton
eb e d
e
c
σ
a
e
I
1
0
1
0
1
0,1
0
0,1
(7.4)
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Observe that a ∈ D∞ ∩ G. G can be described by generators and relations as in
(0.1). It is well-known that G is an infinite torsion 2-group (group of Burnside type),
has intermediate growth (between polynomial and exponential) and has many other
unusual properties.
Now let π : G −→ U(H) be the Koopman unitary representation, and H =
L2(∂T, µ) as before. Consider the pencilQ(λ, µ) = π(−λa+b+c+d−(µ+1)1),
and let
P (Q) = {(λ, µ) ∈ C2 : Q(λ, µ) is not invertible in C∗pi(G)}.
The joint real spectrum P (Q) ∩ R2 was computed in [5], and the results extend
naturally to C2. We are going to relate the spectra of Rρ(z) and P (Q). Indeed, if
we let u = (b+ c+ d− 1)/2 and rescale Q we have
Q
−µ =
λ
µ
π(a) +
−2
µ
π(u) + 1.
Then letting z1 =
λ
µ
and z2 =
−2
µ
, we have an expression similar to Rρ(z). We shall
show that indeed u can be identified with t. By (0.1) (or (7.3)), one sees that
bc = d = d−1 = cb, cd = b = b−1 = dc, bd = c = c−1 = db,
which indicates that elements 1, b, c, d constitute the Klein group Z2 ⊕ Z2, and in
particular the element u ∈ C[G] satisfies the relation
u2 =
4 + 2bc+ 2cd+ 2bd− 2b− 2c− 2d
4
= 1.
Therefore the group algebra C[G] contains the dihedral group D :=< a, u > via
the isomorphism defined by a → a, u → t. We shall check that au is of infinite
order and hence D is the infinite dihedral group.
Lemma 7.3. The operators ρ(t) and π(u) coincide.
Proof. The self-similarity relations
a = σ, b = (a, c), c = (a, d), d = (1, b)
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lead to the following operator recursions
π(a) =
0 I
I 0
 , π(b) =
π(a) 0
0 π(c)

π(c) =
π(a) 0
0 π(d)
 , π(d) =
I 0
0 π(b)
 .
Therefore
π(u) = π
(b+ c+ d− 1
2
)
=
π(a) 0
0 π(u)
 ,
and we see that π(u) satisfies the same operator recursion as
ρ(t) =
ρ(a) 0
0 ρ(t)
 (7.5)
and
ρ(a) = π(a) =
0 I
I 0
 . (7.6)
It is natural to expect that π(u) = ρ(t) as operators on H = L2(∂T, µ). This is
indeed the case, but additional arguments are needed to justify this claim. Let πn
be the permutational representation of D in l2(Vn), where as before Vn is the n-th
level of the tree T . The space l2(Vn) can be naturally identified with the subspace
Hn = span{χE(n)j , j = 1, 2, · · · , 2
n}
in H , where E
(n)
j is the partition of ∂T in 2
n “equal” pieces, corresponding to the
vertices in the n-th level. This partition is invariant with respect to Aut(T ), and in
particular, with respect to action of D, D∞ and G. Moreover, Hn naturally embeds
intoHn+1, and
H =
∞⋃
n=1
Hn.
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Here the bar stands for closure. It is easy to see that πn is unitarily equivalent to
the restriction π|Hn . Similarly, if we denote ρn the permutational representation of
D∞ =< a, t > in l
2(Vn) then ρn is unitarily equivalent to ρ|Hn .
Let H⊥n = Hn+1 ⊖Hn be the orthogonal complement of Hn in Hn+1 and π⊥n be
the restriction π|H⊥n . Then
π = 1⊕
∞⊕
n=0
π⊥n , (7.7)
where 1 stands for the trivial representation. A similar decomposition holds for ρ:
ρ = 1⊕
∞⊕
n=0
ρ⊥n . (7.8)
In particular, we see that the representations π and ρ are sums of finite dimensional
representations. The operator recursions (7.5) and (7.6) and the decompositions
(7.7) and (7.8) show that the operators π(u) and ρ(t) can be presented by the same
infinite block matrices as operators on the space
H = C⊕
∞⊕
n=0
H⊥n ,
therefore they coincide. Hence au has infinite order and D is isomorphic to D∞.
The lemma is proven. 
From Lemma 7.3 it follows that the pencils Rρ(z) = 1 + z1ρ(a) + z2ρ(u) and
Rpi(z) = 1 + z1π(a) + z2π(u) coincide. Further, Rρ(z) is invertible in C
∗
ρ(D∞) if
and only ifRpi(z) is invertible inC
∗
ρ(D¯) ⊂ C∗ρ(G), meaning P (Rρ) = P (Rpi). Since
Rpi(z) is a linear transform of the pencilQ(λ, µ) = π (−λa+ b+ c+ d− (µ+ 1)),
P (Rpi) can then be computed through P (Q) using results in [5].
Consider the finite dimensional operators
Qn(λ, µ) = −λan + bn + cn + dn − (µ+ 1)In, n ≥ 0,
where
an = πn(a), bn = πn(b), cn = πn(c), dn = πn(d),
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and In is the identity operator of dimension 2
n. an, bn, cn, dn are presented by
2n×2n matrices and satisfiy the following recurrent relations that correspond to the
relations in Lemma 7.3:
an =
 0 In
In 0
 , bn =
an−1 0
0 cn−1

cn =
an−1 0
0 dn−1
 , dn =
In−1 0
0 bn−1
 , n ≥ 1.
As πn is a sub-representation of π, the joint spectrum for Qn clearly is contained in
the joint spectrum for Q. Introduce the polynomials
Φ0 = 2− µ− λ, Φ1 = 2− µ+ λ, Φ2 = µ2 − 4− λ2,
and let
Φn = Φ
2
n−1 − 2(2λ)2
n−2
, n ≥ 3.
Set
λ′ =
2λ2
4− µ2 , µ
′ = µ+
µλ2
4− µ2
and define a map F : C2 → C2 by λ→ λ′, µ→ µ′. Finally, let
Φ′n = Φn(F (λ, µ)) = Φn(λ
′, µ′).
The following proposition is from [5] Section 4.
Proposition 7.4. For all n ≥ 0, we have
a) detQn(λ, µ) = (4− µ2)2n−2detQn−1(F (λ, µ)).
b) detQn = Φ0Φ1 · · ·Φn.
c) Let P (Qn) := {(λ, µ) : Qn(λ, µ) is non-invertible}, then
P (Qn) = {Φ0(λ, µ) = 0}∪{Φ1(λ, µ) = 0}∪
2n−1−1⋃
j=1
{4−µ2+λ2+4λ cos 2πj
2n
= 0}.
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The proof of this proposition is based on the following formula: ∀n ≥ 2, ∀k, 0 ≤
k ≤ n− 2
Φn =
2k−1∏
t=0
(
Φn−k − 2(2λ)2 cos 2π(2t+ 1)
2k+2
)
.
If we set k = n− 2, then
Φn =
2n−2−1∏
t=0
(
Φ2 − 4λ cos 2π(2t+ 1)
2n
)
=
2n−2−1∏
t=0
(
µ2 − 4− λ2 − 4λ cos 2π(2t+ 1)
2n
)
,
which justifies part c) of the proposition.
Let Hx(λ, µ) = 4− µ2 + λ2 − 4λx and let Z(Hx) be its zero set in C2. Then by
Proposition 7.4, ⋃
x=cos 2pij
2n
Z(Hx) ⊂ P (Qn) ⊂ P (Q),
where n ≥ 2 and 1 ≤ j ≤ 2n−1. Since P (Q) is closed and {cos 2pij
2n
: n ≥ 2, 1 ≤
j ≤ 2n−1} is dense in [−1, 1] we have⋃
−1≤x≤1
Z(Hx) ⊂ P (Q). (7.9)
Converting variables λ, µ into z1 =
λ
µ
, z2 =
−2
µ
as before, equation Hx(λ, µ) = 0
is equivalent to
Lx(z) = 1− z21 − z22 − 2z1z2x = 0.
Therefore, ⋃
−1≤x≤1
{z ∈ C2 : 1− z21 − z22 − 2z1z2x = 0} ⊂ P (Rpi).
Inclusion in the other direction is a consequence of Proposition 2.2, and part b) of
the theorem follows. We note that in the case of real spectrum (µ, λ ∈ R) the above
fact is proven in [5] using self-adjointness of Q.
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Now we prove part a). To this end, we shall need the classification of irreducible
unitary representations of D∞ that can be found in [25, 39] and [38]. There are
four 1-dimensional irreducible representations mapping a, t of D∞ to the pairs
(1, 1), (1, −1), (−1, 1) or (−1, −1), respectively. And, as Example 2.1 indi-
cates, there is a continuum family of inequivalent 2-dimensional irreducible repre-
sentations ρθ. It is not hard to check that ρθ is unitarily equivalent to the following
representation (also denoted by ρθ) sending a and t to1 0
0 −1
 and
 cos θ − sin θ
− sin θ − cos θ
 ,
respectively, where 0 < θ < π. Observe that if we put θ = 0 or θ = π then
the corresponding 2-dimensional representation decomposes as a direct sum of 1-
dimensional representations and in such manner one gets all 1-dimensional repre-
sentations. Consider the pencil
Rθ(z) = 1 + z1ρθ(a) + z2ρθ(t) =
1 + z1 + z2 cos θ −z2 sin θ
−z2 sin θ 1− z1 − z2 cos θ
 .
As indicated in Example 2.1, P (Rθ) = {1− z21 − z22 − 2z1z2 cos θ = 0}.
Proposition 7.5. The Koopman representation ρ ofD∞ inH = L
2(∂T, µ) decom-
poses as a direct sum
ρ = 1⊕ µ⊕
⊕
θ= 2pij
2n
ρθ, (7.10)
where n ≥ 2 and 1 ≤ j ≤ 2n−1 − 1, 1 is the trivial representation and µ is the
representation given by
a→
0 1
1 0
 , t→
1 0
0 1
 .
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Note that the µ above is conjugate to the representation given by a→ −1, t→ 1.
This proposition follows from the equality
∞⋃
n=1
P (Rρ⊥n ) =
⋃
x=cos 2pij
2n
Z(Hx),
where Rρ⊥n (z) = ρ
⊥
n (1) + z1ρ
⊥
n (a) + z2ρ
⊥
n (t). This was justified in the proof of b).
Indeed, we have the decomposition (7.8), where dimρ⊥n = 2
n. It allows further de-
composition of each ρ⊥n as the the sum of 2-dimensional irreducible representations.
For different values of x, where −1 ≤ x ≤ 1, the sets
{z : 1− z21 − z22 − 2z1z2x = 0}
are different. This implies that each 2-dimensional irreducible representation of
D∞ occurs in (7.10) at most once, and ρθ occurs if and only if θ =
2pij
2n
for some n
and j with 1 ≤ j ≤ 2n−1 − 1. This proves the proposition.
To proceed with the proof of Theorem 7.2, we need to say a bit more about weak
containment mentioned in Section 2 and introduce the Fell topology on the unitary
dual Ĝ (the set of equivalence classes of all irreducible unitary representations). If π
is a unitary representation of a group G then the support of π, denoted by supp(π),
is the set of all π′ in the dual Ĝ with π′ ≺ π. The next proposition is from [6,
Proposition F. 2]
Proposition 7.6. For a groupG, any unitary representation π ofG is weakly equiv-
alent to the direct sum ⊕{π′ : π′ ∈ supp(π)}.
For amenable groups G, since the left regular representation λG is maximal with
respect to weak containment, the support supp(λG) = Ĝ. Applying this fact to the
regular representation λD∞ of D∞ and using Example 2.1, we get
λD∞ ∼ ρ∗ :=
⊕
0≤θ≤pi
ρθ. (7.11)
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For a unitary representation (π,H) and an element x ∈ H, the inner product
φx(g) = 〈π(g)x, x〉, g ∈ G
defines a function on G. Functions of this kind are said to be of positive type.
Definition. For a unitary representation (π,H), functions of positive type φ1, φ2,
· · · , φn associated to π, a compact subset Q of G, and ǫ > 0, let
W (π, φ1, φ2, · · · , φn, Q, ǫ)
be the set of all unitary representations ρ ∈ Ĝ with the following property: for each
φi, there exists a function ψ which is a sum of functions of positive type associated
to ρ and such that
|φi(x)− ψ(x)| < ǫ, ∀x ∈ Q.
The sets W (π, φ1, φ2, · · · , φn, Q, ǫ) form a basis for a topology on Ĝ, called the
Fell topology.
It is known that if G is separable and locally compact, then Ĝ with the Fell
topology is separable ([12]). The following is a consequence of Proposition 7.6 (cf.
[6, Exercise F. 6.4]), and it was communicated to us by de la Harpe.
Corollary 7.7. IfG is a separable locally compact amenable group, and {ρ1, ρ2, · · · }
is a countable and dense subset in Ĝ with respect to the Fell topology, then
λG ∼
∞⊕
i=1
ρi.
The group D∞ is clearly separable, locally compact and amenable. It is easy to
check that the parameterization θ −→ ρθ given in Example 2.1 is a homeomorphism
from (0, π) into D̂∞ (equipped with the Fell topology) with dense range ([38]).
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Observe that the set of values of the parameter θ in (7.10) is dense in the interval
[0, π], and hence the set
Λ := {ρθ : θ = 2πj
2n
, n ≥ 2, 1 ≤ j ≤ 2n−1 − 1}
is dense in D̂. In conclusion, we have by (7.10) and Corollary 7.7 that
λD∞ ∼
⊕
ρθ∈Λ
ρθ ≺ ρ.
But since λD∞ is maximal, we also have ρ ≺ λD∞ , which concludes that λD∞ is
weakly equivalent to the Koopman representation ρ, and Theorem 7.2 is established.

Theorem 7.1 is an immediate consequence of Theorem 7.2, as C∗-algebras gen-
erated by weakly equivalent representations of the same group are isomorphic. Fur-
ther, since ρ is self-similar, C∗ρ(D∞) is self-similar. We end this section with two
remarks.
1. It is interesting that the element t ∈ D∞ does not belong to the group G
but belongs to C[G]. Instead of G we could use the so-called overgroup G˜ =<
a, b˜, c˜, d˜ > defined by recurrent relations
a = σ, b˜ = (a, c˜), c˜ = (1, d˜), d˜ = (1, b˜).
G˜ contains G because b = c˜d˜, c = b˜d˜, d = b˜c˜. Then one checks that t = b˜c˜d˜. The
computation of the joint spectrum for the corresponding pencil was provided in [5]
and also can be used in the proof of Theorem 7.2. Observe further that G˜ is also a
group of intermediate growth, but it loses the property to be torsion, as it contains a
copy ofD∞.
2. The C∗-algebra of the infinite cyclic group is also self-similar. This can be
seen from the self-similar realization Z =< α >, where
α = (1, α)σ
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is an automorphism of a binary rooted tree (called the adding machine or odome-
ter). The spectrum of ρ(α) in the Koopman representation is well-known to be
{e 2piik2n , n ≥ 0}, and it is dense in the spectrum of λ(α) (which is the unit circle T)
with respect to the regular representation λ. Hence we have a self-similar realiza-
tion ofC∗(Z). It is an interesting question for which other groups the corresponding
group algebras (full or reduced) are self-similar. So far we have only two examples,
Z and D∞.
8. DYNAMICS ON THE JOINT SPECTRUM
For the group G in (0.1), the self-similar relations (7.3) give rise to the map
F : C2 → C2 defined in Section 7 as
(λ′, µ′) = F (λ, µ) =
( 2λ2
4− µ2 , µ+
µλ2
4− µ2
)
.
F has some interesting properties, and its real-valued dynamics is studied in a series
of papers, for example [5, 23, 24]. Some of these properties hold true in the complex
case.
Let as before Hθ = 4− µ2 + λ2 − 4λθ and Ψ(λ, µ) = 4−µ2+λ24λ , so we have
Ψ(λ, µ) =
Hθ(λ, µ) + 4λθ
4λ
, (8.1)
or equivalently
Hθ(λ, µ) = 4λΨ(λ, µ)− 4λθ. (8.1’)
Proposition 8.1. F is semi-conjugate to the Tchebyshev-von Neumann-Ulam map
α(x) = 2x2−1. The semi-conjugation is provided by the mapΨ so that the diagram
C2 C2
C C
F
Ψ Ψ
α
is commutative, i.e. Ψ(F (λ, µ)) = 2Ψ2(λ, µ)− 1.
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Proof. We have by direct computaion that
a)
2Ψ2(λ, µ)− 1 = 2(4− µ
2 + λ2)2
16λ2
− 1 = (4− µ
2 + λ2)2 − 8λ2
8λ2
=
16 + µ4 + λ4 − 8µ2 + 8λ2 − 2µ2λ2 − 8λ2
8λ2
=
16 + µ4 + λ4 − 8µ2 − 2µ2λ2
8λ2
,
and
b)
Ψ(F (λ, µ)) =
4− µ2(4−µ2+λ2
4−µ2
)2
+ 4λ
4
(4−µ2)2
8λ2
4−µ2
=
4(4− µ2)2 − µ2(4− µ2 + λ2)2 + 4λ2
8λ2(4− µ2)
=
4(4− µ2)2 − µ2(4− µ2)2 − 2µ2(4− µ2)λ2 + λ4(4− µ2)
8λ2(4− µ2) ,
which shows a)=b). 
Recall that Z(Hθ) is the zero set of Hθ in C2, and set θ1,2 = ±
√
1+θ
2
(so θ1,2 are
preimages of θ under the map α(x) = 2x2 − 1).
Proposition 8.2. Hθ(F (λ, µ)) =
1
4−µ2
Hθ1(λ, µ)Hθ2(λ, µ). Hence for any θ ∈ C
we have the commutative diagram
F−1(Z(Hθ)) Z(Hθ)
α−1(θ) θ
F
Ψ Ψ
α
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Proof. By (8.1’), we have
Hθ(F (λ, µ))
=
8λ2
4− µ2 (Ψ(F (λ, µ))− θ)
=
8λ2
4− µ2 (2Ψ
2(λ, µ)− 1− θ)
=
8λ2
4− µ2
((Hθ(λ, µ) + 4λθ)2
8λ2
− (1 + θ))
=
1
4− µ2
(
Hθ(λ, µ) + 4λθ − 2
√
2
√
1 + θλ
)(
Hθ(λ, µ) + 4λθ + 2
√
2
√
1 + θλ
)
=
1
4− µ2 (4− µ
2 + λ2 − 2
√
2
√
1 + θλ)(4− µ2 + λ2 + 2
√
2
√
1 + θλ)
=
1
4− µ2Hθ1(λ, µ)Hθ2(λ, µ).

F ’s fixed points can be easily determined. Consider the equations
2λ2
4− µ2 = λ, µ+
µλ2
4− µ2 = µ.
Clearly, every point in the plane {λ = 0} is a fixed point. If λ 6= 0, then µ = 0 by
the second equation, which in turn implies λ = 2. So the set of fixed points is
S = {λ = 0} ∪ {(2, 0)}.
One sees that (2, 0) is a zero of Φ0 (Section 7), and hence it is in P (Q) by Proposi-
tion 7.4. But the plane {λ = 0} is not in P (Q).
Parallel analysis can be done for D∞. Using the recursion relations in (7.2), we
can write
R(z) = z0 + z1a+ z2t =
z0 + z2a z1
z1 z0 + z2t
 .
Assume z20 6= z22 , then z0+ z2a is invertible and its inverse is (z0− z2a)(z20 − z22)−1.
Hence by (1.4) R(z) is invertible if and only if z0 + z2t− z21(z0 − z2a)(z20 − z22)−1
52 R. GRIGORCHUK AND R. YANG
is invertible, or equivalently if and only if
z0(z
2
0 − z21 − z22)
z20 − z22
+
z21z2
z20 − z22
a + z2t (8.2)
is invertible. We define F1 : C
3 → C3 by
F1(z0, z1, z2) =
(
z0(z
2
0 − z21 − z22), z21z2, (z20 − z22)z2
)
:= (z′0, z
′
1, z
′
2). (8.3)
Since P (R) is symmetric in z1 and z2, we can also define
F2(z0, z1, z2) =
(
z0(z
2
0 − z21 − z22), z1z22 , (z20 − z21)z1
)
.
But since the properties are parallel, we shall only focus on F1.
Theorem 8.3. The joint spectrum P (R) in Theorem 1.1 is invariant under F1.
Proof. We need to show that F1(P (R)) ⊂ P (R). First, with the assumption
z1z2 6= 0 and z20 6= z22 , we compute (z
′
0)
2−(z′1)
2−(z′2)
2
2z′1z
′
2
. One checks that
(z′0)
2 − (z′1)2
= (z′0 − z′1)(z′0 + z′1)
=
(
z0(z
2
0 − z21 − z22)− z21z2
)(
z0(z
2
0 − z21 − z22) + z21z2
)
= (z0 + z2)
(
z0(z0 − z2)− z21
)
(z0 − z2)
(
z0(z0 + z2)− z21
)
,
and therefore substituting z′1 by z
2
1z2 and z
′
2 by (z
2
0 − z22)z2, we have
(z′0)
2 − (z′1)2 − (z′2)2
2z′1z
′
2
=
(
z0(z0 − z2)− z21
)(
z0(z0 + z2)− z21
)− (z20 − z22)z22
2z21z
2
2
=
z40 + z
4
1 + z
4
2 − 2z20z21 − 2z20z22
2z21z
2
2
=
(z20 − z21 − z22)2 − 2z21z22
2z21z
2
2
= 2
(z20 − z21 − z22
2z1z2
)2 − 1.
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Now we recall the Tchebyshev-von Neumann-Ulam map α(x) = 2x2 − 1, x ∈ C.
It is easy to check that α maps [−1, 1] → [−1, 1] and C \ [−1, 1] → C \ [−1, 1].
Then it follows from Theorem 1.1 that F1 maps P (R) \ ({z1z2 = 0} ∪ {z20 = z22})
into P (R).
Now we look at the case z1z2 = 0. By symmetry, we only deal with the case
z1 = 0. If z ∈ P (R) ∩ {z1 = 0}, then by Theorem 1.1, we have z20 − z22 = 0, and
hence F1(z) = (0, 0, 0) ∈ P (R).
Finally, if z20 − z22 = 0, then z0 = ±z2. Since in this case
z′ = F1(z) = z
2
1 (−z0, z2, 0) ,
we have
R(z′) = z′0I + z
′
1λD∞(a) + z
′
2λD∞(t) = z
2
1(−z0I + z2λD∞(a)).
Since the classical spectrum σ(λD∞(a)) = {±1}, we see thatR(z′) is not invertible.
This completes the proof. 
Now consider
Lθ = z20 − z21 − z22 − 2z1z2θ,
and for θ ∈ C, we denote α(θ) by θ′. Then from above computations we have
(z′0)
2 − (z′1)2 − (z′2)2
2z′1z
′
2
− θ′ = 2(z20 − z21 − z22
2z1z2
)2 − 2θ2
which implies
Lθ′(z′) = 4z′1z′2
Lθ(z)L−θ(z)
4z21z
2
2
(8.4)
= (z20 − z22)Lθ(z)L−θ(z). (8.5)
Since Lθ(z) and F1(z) are holomorphic everywhere, and (8.5) hold on the open set
{z ∈ C3 : z1z2 6= 0, z20 6= z22}, it holds on the entire C3. So parallel to Proposition
8.2 we have
Proposition 8.4. Lθ(F1(z)) = (z20 − z22)Lθ1(z)Lθ2(z), z ∈ C3.
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Theorem 8.3 indicates that P (R) is an invariant set for F1. It is interesting to
observe that the three hyperplanes S0 = {z0 = 0}, S1 = {z1 = 0} and S2 = {z2 =
0} are also invariant for F1. F1’s fixed points can also be determined. Consider the
equations
z0(z
2
0 − z21 − z22) = z0, z21z2 = z1, (z20 − z22)z2 = z2. (8.6)
Here are two cases.
1. If z0 6= 0, then z20 − z21 − z22 = 1, and hence the third equation becomes
(1 + z21)z2 = z2, which, by the second equation, implies z1 = 0. It is then easy to
see that every point in the set
S3 = {z1 = 0, z20 − z22 = 1}
is a fixed point for F1.
2. If z0 = 0, then the third equation becomes −z32 = z2. If z1 6= 0, then z2 6= 0
by the second equation, and hence z2 = ±i and z1 = 1/z2. If z1 = 0, then by the
third equation z2 = 0, ±i. Therefore every point in
S4 = {(0, i,−i), (0,−i, i), (0, 0, 0), (0, 0,±i)}
is a fixed point for F1. Checking with Theorem 1.1, one sees that
S3 ∪ {(0, 0,±i)} ⊂ P c(R)
and
{(0, i,−i), (0,−i, i), (0, 0, 0)} ⊂ P (R).
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In addition, F1’s Jacobian can be computed as
J(F1)(z) = det

3z20 − z21 − z22 0 2z0z2
−2z0z1 2z1z2 0
−2z0z2 z21 z20 − 3z22

= (3z20 − z21 − z22)2z1z2(z20 − 3z22) + 2z0z2(−2z0z31 + 4z0z1z22)
= 2z2
(
3z40z1 − 6z20z1z22 + 3z31z22 + 3z1z42 − 3z20z31
)
= 6z1z2(z
2
0 − z22)(z20 − z21 − z22),
from which one easily determines F1’s singularities. Similar to the studies in [5,
23, 24], there is much more one can say about the dynamics of F and F1.
9. CONCLUDING REMARKS
The objective of this paper is to do an exploration on the idea of joint spectrum
in group theory. It shows that in the case of dihedral group the projective joint spec-
trum P (R) can be computed, it reflects the structure of D∞, it is a good invariant
for the representations, and it is a measurement for weak containment. These re-
sults nurture an anticipation that joint spectrum may have an interesting role to play
in group theory.
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