Abstract-Mass-lumped continuous finite elements allow for explicit time stepping with the second-order wave equation if the resulting integration weights are positive and provide sufficient accuracy. To meet these requirements on triangular and tetrahedral meshes, the construction of continuous finite elements for a given polynomial degree on the edges involves polynomials of higher degree in the interior. The parameters describing the supporting nodes of the Lagrange interpolating polynomials and the integration weights are the unknowns of a polynomial system of equations, which is linear in the integration weights. To find candidate sets for the nodes, it is usually required that the number of equations equals the number of unknowns, although this may be neither necessary nor sufficient. Here, this condition is relaxed by requiring that the number of equations does not exceed the number of unknowns. This resulted in two new types elements of degree 6 for symmetrically placed nodes. Unfortunately, the first type is not unisolvent. There are many different elements of the second type with a large range in their associated time-stepping stability limit. To assess the efficiency of the elements of various degrees, numerical tests on a simple problem with an exact solution were performed. Efficiency was measured by the computational time required to obtain a solution at a given accuracy. For the chosen example, elements of degree 4 with fourth-order time stepping appear to be the most efficient.
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INTRODUCTION
The finite-difference method is an attractive tool for the numerical solution of the wave equation. It is easy to code up and straightforward to parallelize. Its accuracy degrades, however, in the presence of sharp contrasts in material properties. Finite elements provide superior accuracy if the mesh follows the interfaces between different materials.
Finite-element discretization of the second-order wave equation leads to a stiffness and a mass matrix. Mass lumping avoids the cost of inverting the latter and allows for explicit time stepping. To maintain the spatial accuracy and time-stepping stability, the weights obtained by mass lumping should be positive and provide sufficient accuracy [1] .
We would like to have finite elements that are (i) conforming, (ii) have a symmetric placement of nodes, (iii) are unisolvent, (iv) no loss of accuracy compared to elements without lumping, and (v) lead to positive weights after lumping. The standard polynomial finite elements on triangles or tetrahedra can meet these requirements only for the one of lowest degree, the linear element. Elements of higher degree on triangles require enrichment with polynomials of still higher degree that reduce to the desired degree at the edges [1] [2] [3] . In 3D, the degrees on the edges and faces and interior may all be different [4] . So far, there exist triangular elements of degree 2 [1] , 3 [2, 3] , 4 [4] , and 5 [5] on the edges, as well as tetrahedral elements of degree 2 [4] and 3 [5] . The triangular elements of degree 6 and 7, constructed by [6] , have their accuracy too low by one order for the second-order wave equation.
Mass lumping is related to numerical quadrature. Given a reference element, the row sums of its contribution to the mass matrix are identical to numerical integration weights with a certain accuracy. As there is a map from the triangle to one octant of the surface of a sphere, there is a relation between quadrature on either [7] [8] [9] . The requirement of continuity across element boundaries provides an additional constraint.
To construct an integration rule that is accurate for polynomials up to a certain degree, a set of integration nodes need to be found, together with integration weights. Numerical integration of all the polynomials up to the given degree should provide the same as exact integration. Consistency conditions [5, 8, 10, 11] limit the choice of integration nodes to cases where the number of unknowns, involving the parametrization of the nodes and the integration weights, equals the number of equations. This leads to so-called rule patterns. Here, this requirement will be relaxed by allowing the number of unknowns to exceed the number of equations.
Section 2 provides a review of the approach to the construction of elements, following [5] . A new aspect is the parametrization of the nodes, which simplifies the symbolic computations. Section 3 presents two types of new elements of degree 6 of which only one type is useful. Since it is not unique, several elements of this type are listed. Section 4 describes numerical tests, carried out to assess the relative performance for elements of degrees 1 to 6. A discussion and conclusion follows at the end.
METHOD

Requirements
The motivation for this work is the second-order wave equation
with c(x) the velocity as a function of position x, u(t, x) the solution as a function of time t and position, and s(t, x) an optional source term. The latter can have the form s(t, x) = w(t)δ(x − x s ), with w(t) the signature or wavelet of a point source located at x s . Initial values are u(0, x) and ∂u/∂t(0, x). These are usually set to zero in the presence of a source term. Dirichlet, Neumann, or radiation boundary conditions are supplied on the boundary of the domain Ω ⊂ R n (n = 2 in this paper). Its finite-element discretization with Lagrange polynomials as basis functions leads to a mass and stiffness matrix. To enable explicit time-stepping, the mass matrix is replaced by its diagonal, lumped version by taking row sums per element.
As already mentioned in the introduction, the following requirements are imposed in this paper: (i) conformity or continuity of the solution across element boundaries, (ii) symmetric arrangement of nodes, (iii) unisolvency, (iv) no loss of accuracy due to lumping, (v) positive integration weights. The last condition is necessary for numerical stability if a standard second-order time-stepping scheme is used for the explicit time stepping. Among the elements that obey these conditions, those with the smallest number of nodes are usually preferred for efficiency.
Conformity for polynomials of highest degree M requires M + 1 points on the edges, including the vertices, leading to 3M points on the boundary of each triangular element. To support Lagrange polynomials of degree M on the triangle, given by the set P M , a total of To obtain positive integration weights, polynomials of degree M , usually larger than M , can be chosen in the interior of the triangle. These should vanish on the element boundaries. If we consider the reference element with points (x, y), The numerical integration rule should be accurate up to degree q = M + M − 2 [12] . The −2 term is due to the second-order spatial derivatives in the wave equation.
Rule Patterns
The requirement that the node be symmetrically arranged means that nodes should be selected from one of the 6 equivalence classes listed in Table 1 . The classes are enumerated sequentially, with classes 1-3 referring to the boundary and 4-6 to the interior. This differs from the notation in [5, 8, 10] . A rule pattern K is a set of 6 numbers, defining the number of nodes selected from each class. The standard linear element has K = {1, 0, 0, 0, 0, 0}. The pattern should be able to support the Lagrange polynomials used as basis functions for the finite-element discretization.
Given a rule pattern, the requirement that numerical quadrature be exact up to a certain degree q yields a system of equations that is polynomial in the parameters describing the nodes and linear in the integration weights. Following [5, 8, 10, 11] , the choice of polynomials can be restricted to those of the form f l,m = (xy) l (1 − x − y) m with 0 ≤ 2l + m ≤ q and 0 ≤ m ≤ l. The system of equations becomes
(1)
The summations are carried out over class i, the corresponding set of nodes j, if any, and the total of n ci nodes that can be obtained from one point by the symmetries of the triangle, the dihedral group of order 6. If that one point is (x i,j,1 , y i,j,1 ) for a given class i and point j, the other nodes (x i,j,k , y i,j,k ), k = 2, . . . , n ci , can simply be obtained by taking the first pair of each of the permutations of the triple (
. The unknowns are the integration weights w i,j and the parameters that define the nodes for classes 3, 5, and 6, as listed in the second column of Table 1 .
Selection of Nodes
Because the system (1) may be difficult to solve, it is natural to restrict the number of choices by ensuring that the number of equations equals the number of unknowns [5, 8, 10, 11] . Here, this condition is relaxed by requiring that the number of equations n e does not exceed the number of unknowns n u . The condition n u ≥ n e is necessary nor sufficient, but it is unlikely that a solution will exist otherwise. Table 2 contains earlier results of Table 5 in [5] and extends it beyond degree M = 5. The first pair of columns define the degrees of the polynomials on the edges, M , and in the interior, M . The third lists the degree q for which quadrature should be exact. We should have q = M + M − 2, but there are two exceptions, considered by [6] and marked here by an asterisk. For given {M, M , q}, there may be several rule patterns K, in which case an additional version number, v, is included. A node set for quadrature is labeled by {M, M , q, v}. The fifth column of Table 2 lists the main result, the rule pattern K defining the number of nodes selected from each class. The following 3 columns define the number of equations, n e , of the polynomial system, the number of unknowns, n u , which are the node parameters and integration weights, and the total number of nodes n = 6 i=1 K i n ci . The last column contains remarks related to the results found in Section 3 and includes references for known elements. In the absence of a remark, it is presently unknown whether or not a proper solution exists.
Parametrization
A suitable parametrization, different from the one in column 2 of Table 1 , can result in a simpler form of the system of polynomial equations. Consider, for instance, the node (α, 0) of class 3, a point on the edge with 0 < α < 1 2 excluding the vertex (class 1, α = 0) and midpoint (class 2, α = 1 2 ). Given one point in an equivalence class, the set of nodes can be found by taking all the permutations of (x, y, 1 − x − y) and dropping the last entry of each triple. For (α, 0), Table 2 . Rule patterns. M is the degree on the edges, M in the interior, quadrature is exact through degree q. Versions are labeled by v, K defines the number of points for each equivalence class, not counting their symmetric counterparts, with K j corresponding to class j. The number of equations is n e , the number of unknowns (weights and position parameters) is n u , and the total number of nodes is n. 
As already mentioned, we only need to consider polynomials of the form f l,m (x, y) = (xy) l (1 − x − y) m with 0 ≤ m ≤ l. Its numerical integration in Equation (1) produces a polynomial
where i enumerates the class, j refers to one of the K i nodes for that class, and (x i,j,k , y i,j,k ), k = 1, . . . , n ci refers to the full set of nodes that can be obtained by symmetry. For class 3, C 3,l,m is zero with the exception of
The dependence on α with 0 < α < 1 suggests the choice α =
It is not clear to me how to simplify this with a suitable substitution for α. Class 6 has (α, β) with, for instance, 0 < α < 1 2 , 0 < β < min(α, 1 − 2α). Then,
One choice that simplifies this expression is β =
Its expansion produces a sum with only even powers of w. Therefore, C 6,m+k,m depends on w 2 . This
. Its inverse has 6 solutions for (α, β), one of which suffices to characterize the 6 nodes in the equivalence class. Then,
The domain of u and v that defines proper points is a subset of u ∈ (0, 1), v ∈ (0, 1), given by max(0, 1 − 3ũ − 2ũ 3/2 ) < v < 1 − 3ũ + 2ũ 3/2 , withũ = 1 − u. Note that the lower bound of v is positive if 3/4 < u < 1.
Polynomial System
The polynomial system can be expressed as Aw = b, with the vector w containing the n w = 6 i=1 K i integration weight and b the results of exact integration. Both the matrix A, with n e rows and n w columns, and the vector b consist of polynomials in the node parameters.
For the elements of lower degree, a symbolic algebra package will readily provide a solution. For elements of higher degree, a Gröbner basis approach may still provide a negative result after running for a fairly short time in cases where a solution does not exist. However, given its exponential complexity, it usually runs out of computer memory after hours or days if there are one or more solutions.
As an alternative, a symbolic procedure was coded that attempts to reduce the matrix A to upper block triangular form, using polynomial quotients but avoiding rational functions and fractions. In that way, a possibly simpler polynomial system can be obtained. The result depends on the ordering of the nodes and the unknowns. We can, for instance, adopt the ordering implicit in Table 1 , so classes 1 to 6, or take classes 1, 2, 4, 3, 5, 6 with parameter-free nodes first. This procedure had already been used to find the elements reported in [13] . For the current paper, it readily identified the non-existence of solutions, which then could be confirmed independently by a Gröbner basis approach. However, for elements of degree above 4, it did not produce positive results.
Newton's method is the obvious choice to compute a numerical solution of the polynomial system. The use of the pseudo-inverse of the Jacobian of the system of equations helps in the presence of a null space. Given the oscillatory character of polynomials, the behavior of the method will strongly depend on the initial choice of parameters. Once a root has been found, a computation of the null space of the Jacobian at that root, if any, gives an indication about where nearby roots may be found.
In some cases, with n u = n e , the solution did not exist anyway. In other cases, with n u > n e but also for n u = n e , multiple solutions may exist. Once a solution is found, it should be verified that the weights are positive and nodes lie within the element. Among several elements for a given degree M , the one with the lowest computational cost is to be preferred. In case of multiple roots or different rule patterns with the same number of nodes, one could consider other criteria for node selection, for instance, the spatial accuracy or the Courant-FriedrichsLewy (CFL) condition [14] that determines the maximum allowable time step of an explicit time-stepping scheme. An example can be found in 3D for degree 3: there are two solutions for the same rule pattern with comparable spatial accuracy and one allows for a larger maximum time step than the other [15] .
RESULTS
The last column of Table 2 indicates if a solution has been found and if it is proper. An empty line corresponds to an as yet unknown status. In all cases where the triangular simplification procedure indicated the non-existence of a solution, this could be confirmed by a Gröbner basis approach. Table 3 lists the integration weights in column 5 and node parameters in their simplest form in column 6. For class 3, only α is given, corresponding to the point (α, 0) on the reference triangle as well as the points that follow by symmetry, as specified in Equation (2) . Class 5 has a parameter α and 3 nodes
For class 6, the two parameters α and β correspond to the 6 points
on the reference triangle. For {5, 7, 10, 1}, there happens to be the relation
The full solution has only been found in numerical form [5] .
The element {6, 8, 12, 1} has a solution. Partial elimination provides u = 9/13 and v = 27/91 for the node set of class 6 in the interior andα = (1791 ± √ 332081)/2275 for the 2 node sets of class 3 on the edges. This leads to a complex value for a coordinate of the latter, so the solution has to be discarded.
The results for {M, M , q, v} = {6, 9, 13, 1} and {6, 9, 13, 2} are new. It is presently unknown if there are other useful solutions for {6, 9, 13, 1}. For {6, 9, 13, 2}, the dimension of the null space of the Jacobian is 1. Perturbations of the parameters along that nullspace vector converge to slightly different sets of parameters. As mentioned earlier, one could introduce another criterion to further constrain the choice of node parameters. The table lists a subset of the many elements found, including one with largest (version 2D) and the smallest (version 2E) CFL number discovered so far. The polynomials in the interior are linear combinations of the product of the bubble function b = xy(1 − x − y) and the polynomials in P M −3 = P 6 . However, the 28 points that should support the Lagrange interpolating polynomials of degree 6 are degenerate for the case {6, 9, 13, 1}, making this choice unsuitable for finite-element applications.
The elements {6, 9, 12} and {7, 10, 14} of [6] have too low a value of q in the present context of wave equation modelling. For {6, 9, 12}, the null space of the Jacobian used in Newton's method has dimension 3 and there exist other nearby solutions. The listed values describe just one of those. For {7, 10, 14}, there are not enough points to support polynomials in the span of
Instead, a symmetric set can be chosen in the span of Figure 1 shows the distributions of nodes for the simplest elements of degree 1 to 6. Those of degree 6 and with 46 nodes are new. The Jacobian of its corresponding polynomial system has a one-dimensional null space at the root and there are other solutions close to the one shown. The figure displays 5 of the many variants. Among those found so far, variant 6,2D has the largest and 6,2E the smallest CFL number.
PERFORMANCE
Time-stepping Stability
Elements of high degree are more costly then those of lower degree since the number of nodes increases with the degree of the element. The time-stepping stability limit becomes more restrictive at the same time.
Elements of higher degree can only be more efficient than those of lower degree if their increased cost can be compensated by using less elements of larger size. The efficiency of an element can be quantified by the computational time needed to obtain a solution with a given accuracy. This will depend on many factors, for instance, code implementation, compilers, hardware, and the chosen problem. To assess the cost, an estimate of the bound for time-stepping stability is needed. Then, numerical experiments for the constantdensity acoustic wave equation are carried out for a simple test problem to determine the efficiency of the various elements.
The standard second-order time discretization of the wave equation is stable if the time step ∆t obeys the CFL condition [14] , which in this case reads ∆t Table 3 . For degrees 1 to 5, [16] estimated values of 1.00, 0.33, 0.23, 0.14 and 0.056, respectively, which agree surprisingly well with the crude estimates 1.14, 0.367, 0.210, 0.128 and 0.0512 found here.
Higher-order time stepping can be accomplished by substituting higher time-derivatives with spatial derivatives using the partial This approach is known as the CauchyKovalewski or Lax-Wendroff procedure [17] or the modified equation approach [18] or Dablain's scheme [19] . For an even time-stepping order M t , the truncated Taylor series in the absence of source terms is
Here, u n denotes the discrete solution at time t n = t 0 + n∆t. The right-hand side involves repeated application of the spatial operator L. Below, the order of the time-stepping scheme M t is taken as the smallest even integer larger than or equal to M + 1, M t = 2 floor(1 + 1 2 M t ), with M the degree of the spatial discretization on the edges. The corresponding CFL should then be multiplied by a factor √ σ t , which can be found by considering the domain of η that corresponds to the range β ∈ [0, 1], where
Here, η can be identified with any of the eigenvalues of Table 1 of [20] , in the row for 1D, multiplied by 2/π because there, a pseudo-spectral method is considered. [20] has 1.38307 for M t = 8, whereas [21] has 2.317, the same value as found here. For M t = 10, they have 1.38243 and 2.783, respectively, both different from the results listed above. [22] find the same results as reported here. The values in the column labeled with k = 0 of their Table 1 are equal to 4σ t .
Numerical Experiment
The domain for the test problem is the unit square with a unit propagation speed. A delta-function source at the center emits a waveform w(t) = [4t/T (1 − t/T )] 8 for 0 ≤ t ≤ T with a duration T = 0.1. The solution on the finite-element nodes at time t = 1.25 is compared to the exact solution, shown in Figure 2 . Zero Neumann boundary conditions were imposed, reflecting the circular wavefront back into the domain. Elements of polynomial degrees M = 1 to 6 are considered. For the last, variant 2D is selected since this has the largest CFL number of the elements found so far. For the time step, half of the estimated maximum value is taken to be on the safe side.
As a measure of the accuracy, the maximum error measured at a dimensionless time of 1.25 over all the nodes on the finite-element mesh, divided by the maximum absolute value of the solution, is taken. Figure 3(a) shows this error as a function of N 1/2 , where N is the total number of degrees of freedom. The theoretical asymptotic error curves behave as N −(M +1)/2 and are drawn as well. The picture shows that asymptotically, the elements of higher degree are more accurate then those of lower degree. However, what counts in practice is the Figure 3 , but with second-order time stepping. At smaller errors, the second-order time-stepping error starts to dominate (a). Again, the elements of degree 3 or 4 are the most efficient (b). For moderate accuracy, the efficiency is nearly the same as with higherorder time stepping. computational wall-clock time. The behavior of the error as a function of the computational time required for time stepping only is depicted in Figure 3(b) . Here, the stiffness matrix was assembled on the fly to save storage, using precomputed matrices for the reference element [4] . For the current test problem, for the lowest degree, M = 1, an element of degree 3 or 4 will suffice in practice. Only when very high accuracy is needed, the element of degree 6 will be more efficient.
A time-stepping scheme of second order is less costly than one of higher order. Figure 4 shows results for second-order time stepping and Figure 5 for fourth-order time stepping. Overall, the degree 4 element with fourth-order time stepping is the most efficient. A comparison between mass-lumped elements up to degree 4 and higher-order finite-difference methods was carried out earlier [4] , demonstrating that the finite-difference method is less efficient than the finite-element method in the presence of a sharp contrast in the wave propagation speed.
DISCUSSION AND CONCLUSION
Mass-lumped elements of the type described here allow for explicit time stepping and have a spatial accuracy of order M + 1 in the element diameter if the degree on the edges is M . Several new elements of degree 6 have been found. Simple estimates of the CFL number that determines the maximum allowable time step show a decrease of this number with increasing degree. The new elements of degree 6 have a wide range of CFL numbers. A comparison of efficiency of elements of various degrees show that elements of higher degree are more accurate than those of lower degree for a given number of degrees of freedom. In terms of computational time required to reach a given accuracy, however, elements of degree 4 with fourth-order time stepping perform best in a simple example with a known exact solution. The element of degree 6 will only be more efficient if very high accuracy is needed.
It should be noted that there are several alternatives for these types of elements. If one abandons the symmetric arrangement of nodes, quadrature rules based on mapping the square to the reference triangle can be simply obtained from tensorial product orthogonal polynomials [23] [24] [25] [26] [27] . [28] considers both asymmetric and symmetric quadrature rules. For the last ones, the known elements of degree 3 and 4 are recovered. Fekete points [29] [30] [31] [32] and similar sets of quadrature nodes [33] lead to less accurate quadrature results that still may be useful. Rational functions [34] or sines and cosines [35] can also be considered as basis functions. Discontinuous Galerkin methods [36] [37] [38] allow for the use of standard high-order elements. Since the mass matrix is local, it is readily inverted. The price paid is the additional cost of fluxes across the element boundaries. If many source terms need to be considered for the same velocity model, a situation that is common in seismic exploration, a direct sparse-matrix solver for standard higher-order triangular elements will generally be more efficient. The cost of forming the sparse-matrix decomposition is then offset by its inexpensive reuse for multiple source terms.
Applications with mass-lumped finite elements can be found in, for instance, [4, 5, 13, 15, 16, 39] .
