Current experimental investigations on microfracturing (or acoustic emission) events mainly focus on their location and distribution. A new function in rock failure process analysis (RFPA 2D ) code was developed to capture the size and number of damage element groups in each loading step. The rock failure process evolving from the initiation, propagation, and nucleation of microcracks was visually simulated by RFPA 2D in this research. Based on the newly developed function, the statistical quantitative analysis of microfracturing events in rock was effectively conducted. The results show that microfracturing (failed element) events in the whole failure process accord with negative power law distribution, showing fractal features. When approaching a self-organized criticality state, the power exponent does not vary drastically, which ranges around 1.5 approximately. The power exponent decreases correspondingly as the stress increases. Through the analysis of the frequency and size of damaged element groups by rescaled range analysis method, the time series of microfracturing events exhibits the self-similar scale-invariant properties. Through the analysis by the correlation function method, the absolute value of the self-correlation coefficient of microfracturing sequence demonstrates a subsequent precursory increase after a long time delay, exhibiting long-range correlation characteristics. These fractal configuration and long-range correlations are two fingerprints of self-organized criticality, which indicates the occurrence of self-organized criticality in rock failure. Compared with the limited in situ monitoring data, this simulation can supply more sufficient information for the prediction of unstable failure and good understanding of the failure mechanism.
Introduction
Since the concept of self-organized criticality (SOC) was introduced by Bak et al. 1 in 1987, an increasing number of physical phenomena showing the SOC behavior have been studied. The sand pile model is one of prototype abstract models exhibiting SOC. When the sand pile reaches a critical state, it shows an avalanche behavior in a limit of infinitely slow driving. 2 Under the long-term geological effects, inevitably there are more or less defects in different sizes and shapes in rock materials. It makes rock media show strongly nonlinear characteristics in the process of deformation and failure. 3, 4 A large number of experimental studies have shown that macro-rupture of rock media has closely related with the evolution of the initiation, propagation, 1 and nucleation of microcracks. 5, 6 Rock damage generally shows self-organizing behavior from random, scattered distribution to the cluster along the final rupture surface. [7] [8] [9] The distribution of rock microcracks has self-similar features, following the power law rules. 10 When the load on the rock exceeds a certain critical value, even though the external load remains constant, microcracks will present the chain reaction until the ruptured avalanche of the specimens. 7, 8 The study of rock microfracturing characteristics was mainly carried out by such means of acoustic emission (AE) monitoring, 5, 11 electron microscopy, 12 computed tomography, 13 infrared scanning, 14 and so on in a laboratory. The application of advanced research means undoubtedly promoted the study of microfracturing evolution in rock. However, due to the limitations of current experimental facilities and technologies, many experiments cannot meet the requirement of ideal diversification because they cannot simultaneously obtain various information such as damage, cracking, stress transfer. 3 For example, the above investigation has only been conducted from the perspective of the location and distribution of microcracks, and no detailed analysis of the statistical characteristics of microcrack evolution of rocks has been made. 6 Numerical simulation has become an important auxiliary research tool in the field of rock mechanics because it can eliminate the limitations of a variety of external testing conditions and make up for the information difficult to obtain in laboratory experiments. 15 The purpose of this study is to conduct a statistical analysis of the self-organizing behavior of microfractures in rock. Therefore, the numerical analysis method is a good choice. This article introduces the RFPA 2D (rock failure process analysis) code 16 that can statistically analyze the size and number of damaged element groups generated during each loading step in rock failure process. 7 In order to better interpret the nonlinear behavior of the rock failure process, the quantitative analysis of the self-organizing behavior of microcrack evolution is carried out, so as to explore the nature of the rock progressive failure. This is of great significance for studying the mechanism of the occurrence of earthquake and slope instability and the related prediction and forecasting work.
Brief introduction of RFPA 2D and simulated mechanism of SOC RFPA 2D is based on finite element method (FEM) to perform stress analysis. 16 The model is first discretized into a large number of small elements. On account of rock heterogeneities, local mechanical parameters of the elements are assumed to follow the Weibull distribution. 17, 18 During the simulation, the model is loaded in a displacement control mode. At each loading increment, the stress and strain in the elements are calculated based on an elastic constitutive model. Afterward, the stress fields are examined and those elements which satisfy with the failure criterion, a revised Coulomb's criterion, 19 get damaged. That is, the elements produce tensile or shear damage when they satisfy the following equations
or
where s i1 and s i3 are the maximum and minimum principal stress that the elements were borne, respectively; s it and s ic are the uniaxial tensile and compressive strengths of the elements, respectively; u is the internal friction angle. In RFPA
2D
, the damage means a reduction of the stiffness and strength of elements. 20 Then the model assigned with new local element parameters switches to a new equilibrium state. By this means, the stress of failed elements will transfer to their neighboring elements. Then, the element failure is judged again. Consequently, RFPA 2D probably perform many calculation circulations (stress and failure analysis) in the same loading step. 20 The next load increment is not applied until no more elements fail. In the same load increment, subsequent element damage may be resulted from stress transfer of previously failed elements. In the whole loading process, there must be a critical point at which a minimal increment is applied on the specimen and the failure of one element will trigger such a dramatic avalanche that can cut through the entire rock sample. Since there is no external effect, the system selforganizes into a critical state. 21 Therefore, the RFPA 2D exhibits the avalanche behavior in rock failure process quite vividly and it explains why the avalanche occurs very clearly. The more iterations of the calculation cycle indicate the more intense of the avalanche behavior. 21 The RFPA 2D is widely used in numerical simulation of rock mechanics. It has been developed into different versions of temperature, dynamic, seepage, and so on. However, previous versions only counted the total number of failed elements produced in rock during each loading step. 21 And rock microfracturing shows a localized behavior. For this purpose, the function of separately counting the size of failed element group and the corresponding number generated at each loading step has been specially developed. Thus, the evolution characteristics of rock microfracturing can be analyzed in details. Compared with the limited in situ monitoring data, numerical simulation can supply more sufficient information for the prediction of rock unstable failure and good understanding of the failure mechanism. For a detailed description of RFPA
, please refer to Tang and colleagues. 7, 16, 20 Numerical simulation of rock failure process
Model setup
The failure of a rock sample under uniaxial compression was numerically simulated. The size of the numerical model is 120 mm 3 80 mm and it is divided into 120 3 80 = 9.6 3 10 3 elements. The computational mechanical parameters of the sample are as follows: elastic modulus of 6 3 10 4 MPa, Poisson's ratio of 0.25, internal friction angle of 30°, uniaxial compression strength of 150 MPa, and tensile strength of 15 MPa. In order to fully consider the heterogeneity of rock-like materials, it is assumed that the above material parameters follow the Weibull distribution
where the parameter m reflects the degree of heterogeneity of the material. The larger the value of m is, the more homogeneous the material is. Herein, the value of m is taken as 1.5. For details about the parameter selection, please refer to Zhang and colleagues; 3,22 a is a certain material mechanical parameter of elements. a 0 is the average values of material properties. The computational material parameters listed above are the average values of rock properties.
In order to simulate the friction effect between the sample and the loading plate, two load pads of 10 mm 3 100 mm were added on both ends of the specimen. In the meanwhile, this processing can eliminate the end effect of uneven force caused by the destruction of the boundary elements. The elastic modulus of load pads is 10 times while the uniaxial compression strength is 20 times as that of rock specimens. The whole loading process of the rock is controlled by a gradually increased compressive displacement with an increment of 0.001 mm/step.
Simulation results of rock failure process
The simulation results of rock failure process under uniaxial compression are shown in Figure 1 . The shear stress field in the rock specimen is placed in the upper row. The brightness represents the size of shear stress. The distribution of failed elements is put in the lower row. Larger circles indicate the greater is the energy released by failed elements. The relationship curve of failed element events at each loading step is shown in Figure 2 .
From Figures 1 and 2 , we can see that the whole loading process in rock can be divided into four stages.
(1) Elastic deformation to stable microcracking development stage (section OA). (2) Yield deformation stage (section AB). Point A is the yield point, at the 52nd loading step. The element damage distribution is still random, scattered when the rock specimen just enters into the yield deformation stage at the Step 72-3. When the outer load is near peak strength, rock failure shows weak self-organization. (3) Strain softening stage (section BC). After the peak load, due to the rapid microfracturing localization, a small stress drop was generated, as shown in Step 82-23. At this stage, the element destruction is no longer in random and independent distribution; there is a synergistic interaction between adjacent elements, even in the micro elements of the entire rock system. In this way, the microcracks self-organized from disorder to orderly evolution, from random, scattered distribution to the cluster along the final rupture surface. Therefore, it is beneficial for understanding the producing mechanisms behind the following statistical microfracturing laws. (4) Residual deformation stage after ultimate unstable failure (the section after the point D). Rock blocks produced after unstable failure would slip along the macroscopic rupture surface.
Statistical analysis of the evolution of microcracks
In the RFPA 2D code, the research model studied is evenly divided into small squares of equal size, each of which is a single basic element. When two adjoining elements sharing at least one side are destructive, it is defined that they belong to the same damaged element group. Therefore, the damaged elements in a diagonal line do not be considered in the same damage group. In order to better explain the meaning of the damage group, Figure 3 gives a simple example. Figure 3 shows a numerical model and shear stress distribution at a certain loading step. In Figure 3(a) , the brightness of the element represents the size of the elastic modulus. The greater the elastic modulus is, the brighter the element appears. From Figure 3 (a), we can see that the brightness of the elements varies, which means that the composition of the material is heterogeneous. In Figure 3 (b), the greater the shear stress is, the brighter the element shows. If the stress state of the element meets the failure criterion (a revised Coulomb's criterion), RFPA 2D then treats the element by reducing its elastic modulus and strength. The black elements encircled by a box in Figure 3 (b) are grouped together, which denotes a damaged element group. The other black elements in Figure 3 (b) are a single damaged element, without forming a damage group. By this means, the length of each broken square is equal to the size of the element. The size of each damaged element group is determined by the number of elements occupied by the same damaged group.
In practical experiments, the failed element group represents the microcracks in rock, and the number of the damage group indicates the number of microcracks. Here, we use S = 1, 2, 3,... to denote the size of the damaged element group. N(S) represents the number of damage group in the size S. Table 1 lists the sizes of the damaged element groups and their corresponding numbers generated by some key steps corresponding to Figure 1 in the whole failure process.
The negative power law distribution of damaged element groups
According to the theory of SOC, when the system is approaching a SOC state, even a slightest external disturbance may cause a series of avalanche-like chain reactions. 7, 8 The avalanche-like occurrences are composed of few major ones and many minor ones. The sizes of certain occurrences had a negative power relation with their frequencies. Therefore, the frequency (denoted as N) of the occurrence in size A can be shown as follows where N is the frequency, A stands for the size, and a is a constant. The relation between the frequency and the size complies with a negative power law. In other words, major occurrences are associated with low frequency while minor ones are associated with high frequency.
The size of damaged element groups (denoted as S) is equivalent to A in equation (4); the number of damaged element groups (denoted as N) is equivalent to N in equation (4) . Figure 4 shows the regression fitting curve of power exponent by least squares methods, corresponding to the loading steps in Table 1 . )  1  338  1  391  1  397  1  438  1  419  1  423  2  4 3  2  6 6  2  8 0  2  9 1  2  9 3  2  9 9  3  9  3  19  3  25  3  27  3  31  3  30  4  6  4  12  4  20  4  27  4  21  4  23  5  49  4  9  4  10  3  10  3  10  1  11  1  11  3  11  7  11  3  12  3  12  2  12  4  12  5  13  2  22  1  16  1  13  1  16  2  17  2  16  2  17  1  19  2  17  2  18  1  22  1  18  1  20  2  24  2  19  1  21  1  46  1  20  2  27  1  50  1  24  2  28  1  80  1  27  1  30  1  32  2  37  1  35  1  51  1  37  1  67  1  38  1  77  1  50  1  78  1  63  1  88  1  77  1  94  1  88  1  123  1 From Figure 4 , it can be seen that the power exponents in the formula of power function vary in different stress stages of the whole failure process. Thus, it can be concluded that the microcrack distribution in the whole failure process accords with negative power laws, showing fractal features of a self-similarity structure. 23, 24 When approaching a SOC state, the power exponent does not vary drastically, remaining around 1.5 approximately. The power exponent decreases correspondingly as the stress increases. This is consistent with the findings in the seismology 25 that the probable value of a ranges around 1.5 approximately. The minimum correlation coefficient R is 0.8633, showing a pretty high fitting relativity in the entire fitting process.
The self-similarity structure of spatial domain
The self-similarity system means that a certain structure or process appears to be self-similar even in different spatial or temporal scales, or that the local property or structure is similar with the overall property or integral structure. In addition, self-similarity also exists between the entirety or between the parts. 23, 24 In terms of selfsimilarity, if one part of the figure is to be amplified, its structure is identical to the entirety (or the main) structure. If the structure is completely identical to the overall structure, it is called complete self-similarity; if the structure is identical to the main structure, it is called self-similarity in statistical sense. 26 Self-similarity can be interpreted as follows: the selfsimilarity structure remains unchanged when the scale r is substituted by lr. In essence, the structure is merely the amplification or contraction on the basis of its original structure. l is named as ''scale factor.'' The invariance of scale transformation is called as ''scale invariance.'' It can be deduced from the above distribution of negative power law between the frequency and the size, the size and its numbers of damaged element groups satisfy the negative power law function, which is shown as follows
If the V in equation (5) is substituted by lV, the formula can be transformed to
From the above transformation, it can be observed that the distribution curve of negative power law function remains basically unchanged when the scale changes. The distribution curve is just the amplification or contraction on the basis of the original one. Therefore, it can be regarded as a self-similarity structure.
In this numerical test, the damaged element group (microcracks) produced in the rock failure process satisfies with the distribution of negative power laws. It is a kind of self-similarity in statistical sense, not a complete one. It can be deduced that the microcracks produced in the rock failure process are always showing self-similarity features. However, it is also found from this numerical test that the value of a varies in different stress stages. When approaching the critical point of self-organization, the self-similarity structure is the most noticeable, with the value of a ranging around 1.5.
The scale invariance and long-range correlations in temporal domain
In RFPA
2D
, when an element gets damaged, the elastic energy stored in the element will be released in AE according to the reduction of material parameters. The distribution of AE sequence (or failed element events) is shown in Figure 5 , which displays clearly the relationship between AE frequency and time steps.
Through analyzing the frequency curve of AE shown in Figure 5 , it can be seen that the overall AE frequency at monitoring intervals is composed of few major AEs and many minor ones. During the elastic deformation phase, there is no AE recorded; when the rock samples begin to enter the yield deformation phase, the failed elements produced are still quite rare; but as the yield deformation increases gradually, the failed elements increase correspondingly; when reaching the peak strength, there is one large-scale AE event; and then as the stress declines gradually, the samples enter the strain-softening phase; when reaching the long-term strength of the rock sample, macro-rupture occurs, causing the sharp decline of stress and massive AEs. What follows is the analysis of AE sequences recorded in terms of scale invariance and long-range correlations.
The scale invariance in temporal domain analyzed by range/ standard deviation method. The scale invariance in temporal domain means that the features of temporal sequences remain unchanged as the scale of time changes. It can be analyzed by means of range/standard deviation (R/S) method. The R/S method, as a statistical method to analyze the random time series, is derived from self-affine fractal, which was put forward by British hydrographer Hurst when he studied the possibility of building reservoirs along the Nile River. 27 This method studies the variation features of statistical rules of time serie by changing the temporal scales. When analyzing the time series abstracted from various natural phenomena, the long-range correlations between the occurrences are usually ignored based on the assumption that the occurrences only have ''memories'' in the short ranges. However, the R/S empirical formula proves the long-range correlations among the occurrences. The occurrence of the subsequent events is to be influenced by the previous events. In other words, time series possess similar statistical features in different temporal scales, displaying the characteristics of longrange correlations. The R/S empirical formula reflects the scale invariance of the statistical features of time series. Even if the temporal scale is adjusted, the distribution of time series remains unchanged. Consequently, through changing the temporal scales, the rules of small temporal scales can be applied to the large temporal scales, or vice versa, offering a new perspective to approach the possible fluctuation under different scales. 28 Some key variables of R/S method are introduced here. Set a random time variable j(t), and then the mean of this variable \j. t during time interval t can be shown as follows
The accumulated deviation X(t, t) can be defined as
The range R(t) between the maximum value and the minimum value of the accumulated deviation X (t, t) is
The standard deviation S can be defined as
The dimensionless value of R/S in different time intervals t satisfies the following empirical formula
Equation (10) is called R/S empirical formula, in which H denotes Hurst exponent. Correspondingly, this statistical method is called R/S method. According to the above procedures, the normalization range (R/S) values of 22 loading (time) steps were analyzed respectively. Figure 6 displays the corresponding relation curve of R/S values and 22 time steps. Figure 7 presents the regression fitting curve of the logarithms of R/S value and time step (T) (Log 10 (R/S) -Log 10 T) from the 98th step to 150th step. From Figure 7 , it can be observed that the AEs after the 98th step obey a certain rule that the Log 10 (R/S) regression value fits a sloping line. This indicates that there is a power relation between the R/S and time scales, R(t)=S(t);t H for AE sequences and the Hurst exponent is 0.9312, far above 0.5. Meanwhile, it also indicates that the AE sequences possess temporal scale invariance when the sample reaches the self-organization criticality state. Figure 8 presents the standard deviations of the 22 time steps, from which the dispersion of the AE frequency from the mean value of the entire AE sequence at each time step can be obtained. From Figure 8 , it can be observed that when the sample is approaching the self-organization criticality state, the dispersion degree of its AE frequency from the mean value increases dramatically until the rock sample enters a self-organization criticality state.
The relationship between Hurst exponent (H) and fractal dimension (D) can be shown as follows
The R/S method has a close relationship with fractal, which makes itself to be one of the key methods to estimate the fractal dimension of time series. [29] [30] [31] In this numerical simulation, at the 98th time step in a SOC state, the fractal dimension value is 1.2503 and the Hurst exponent value is 0.9312, which roughly satisfies the above formula.
The long-range correlations in temporal domain analyzed by correlation function method. In general, the long-range correlation refers to the fact that the past events still exert some influence on the subsequent events and this influence would exist even after a comparatively long time delay. The long-range correlation can be measured with the correlation function between two temporal points. 32 To a physical variable x(t), its correlation function can be defined as c x (t) = [x(t), x(t + t)]. If c x (t) declines more slowly than the exponential function, or the correlation between two points does not decline to zero in the long time range, it can be deduced that there exists long-range correlation in this system.
To a classical balanced system with random fluctuation, we can set x to denote the fluctuation variable. Then A(x) stands for the value of each measurement, the mean of which can be shown as A(x) h i. The fluctuation dA(x) can be presented as
The correlation function under k time delay is as follows
Given that the measuring points A(x) are limited, the integration r(x) can be substituted by the average of the sum of dA(x i )dA(x i + k ). Therefore, we can obtain
The correlation function r(x) does not rely on the measuring points A(x i ). Instead, it displays a great dependence on the intervals between measuring points (k = x i -x j ) and the total number of measuring points (N). The self-correlation function after normalization can be shown as follows
With the above self-correlation function, we can examine whether there exists any long-range correlation Table 2 . The corresponding absolute value of self-correlation coefficient is shown in Figure 9 .
As can be seen from Figure 9 , the absolute value of the self-correlation coefficient of AE sequence demonstrates a subsequent precursory increase (not approaching to zero) after a long time delay (e.g. 75 time steps delay). 25 This indicates a strong long-range correlation in AE event time series. 33 
Conclusion and remarks
The microfracturing (failed element) events in the whole failure process accord with negative power law distribution, showing fractal features. When approaching a SOC state, the power exponent does not vary drastically, which ranges around 1.5 approximately. The power exponent decreases correspondingly as the stress increases.
Through the rescaled range (R/S) analysis, the time series of microfracturing events exhibits the self-similar scale-invariant properties. Through the correlation function analysis, the absolute value of the self-correlation coefficient of microfracturing sequence exhibits longrange correlation characteristics. These fractal configuration and long-range correlations are two fingerprints of SOC, which demonstrates the occurrence of SOC in rock failure.
Some information before rock unstable failure appears, for example, the decrease of the power exponent, the R/S values and the violent increases of the S value. These phenomena can be thought as some premonition and forewarning information for the coming occurrence of rock unstable failure. However, the critical point for the predicting the unstable failure is difficult to be ascertained. Figure 9 . Absolute value of self-correlation coefficient of AE series with different time delays.
