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IRREDUCIBLE REPRESENTATIONS OF C*-CROSSED
PRODUCTS BY FINITE GROUPS
ALVARO ARIAS AND FRE´DE´RIC LATRE´MOLIE`RE
Abstract. We describe the structure of the irreducible represen-
tations of crossed products of unital C*-algebras by actions of finite
groups in terms of irreducible representations of the C*-algebras
on which the groups act. We then apply this description to derive a
characterization of irreducible representations of crossed-products
by finite cyclic groups in terms of representations of the C*-algebra
and its fixed point subalgebra. These results are applied to crossed-
products by the permutation group on three elements and illus-
trated by various examples.
1. Introduction
What is the structure of irreducible representations of C*-crossed-
products A ⋊α G of an action α of a finite group G on a unital C*-
algebra A? Actions by finite groups provide interesting examples, such
as quantum spheres [1, 2] and actions on the free group C*-algebras
[3], among many examples, and have interesting general properties, as
those found for instance in [9]. Thus, understanding the irreducible
representations of their crossed-products is a natural inquiry, which we
undertake in this paper.
After we wrote this paper, we are shown [11] where Takesaki provides
in a detailed description of the irreducible representations of A ⋊ G
when G is a locally group acting on a type I C*-algebra A and the
action is assumed smooth, as defined in [11, Section 6]. Our paper
takes a different road, though with some important intersections we
were not aware of originally. Both our paper and [11] make use of the
Mackey machinery and the structure of the commutant of the image of
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irreducible representations of the crossed-products. However, since our
C*-algebras are not assumed to be type I, and in general the restriction
of an irreducible representation of A ⋊ G to A does not lead to an
irreducible representation of A, we need a different approach than [11].
The main tool we use for this purpose is the impressive result proven
in [7] that for ergodic actions of compact groups on unital C*-algebras,
spectral subspaces are finite dimensional. As a consequence, we can
analyze irreducible representations of finite group crossed-products on
arbitrary unital C*-algebras with no condition on the action of the
group on the spectrum of the C*-algebra. More formally, we restrict
the assumption on the group and relax it completely on the C*-algebra
and the action compared to [11, Theorem 7.2].
Our research on this topic was initiated in a paper of Choi and the
second author [4] in the case where G = Z2, i.e. for the action of an
order two automorphism σ on a C*-algebra A. In this situation, all
irreducible representations of A⋊σ Z2 are either minimal, in the sense
that their restriction to A is already irreducible, or are regular, i.e. in-
duced by a single irreducible representation π of A such that π and π◦σ
are not equivalent. In this paper, we shall answer the question raised
at the beginning of this introduction for any finite group G. Thus, we
suppose given any action α of G on a unital C*-algebra A. In this
general situation, we show that for any irreducible representation Π of
A⋊α G on some Hilbert space H, the group G acts ergodically on the
commutant Π(A)′ of Π(A), and thus, by a theorem of Hoegh-Krohn,
Landstad and Stormer [7], we prove that Π(A)′ is finite dimensional.
We can thus deduce that there is a subgroup H of G such that Π is
constructed from an irreducible representation Ψ of A⋊α H , with the
additional property that the restriction of Ψ to A is the direct sum of
finitely many representations all equivalent to an irreducible represen-
tation π of A. In addition, the group H is exactly the group of elements
h in G such that π and π ◦ αh are equivalent. The canonical unitaries
of A ⋊α G are mapped by Π to generalized permutation operators for
some decomposition of H. This main result is the matter of the third
section of this paper.
When G is a finite cyclic group, then we show that the representation
Ψ is in fact minimal and obtain a full characterization of irreducible
representations of A ⋊α G. This result can not be extended to more
generic finite groups, as we illustrate with some examples. In addition,
the fixed point C*-subalgebra of A for α plays a very interesting role
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in the description of minimal representations when G is cyclic. We
investigate the finite cyclic case in the fourth section of this paper.
We then apply our work to the case whereG is the permutation group
S3 on three elements {1, 2, 3}. It is possible again to fully describe all
irreducible representations of any crossed-product A ⋊α S3, and we
illustrate all the cases we can encounter by examples. This matter is
discussed in the last section of this paper.
We start our paper with a section on generalities on crossed-products
of C*-algebras by finite groups, including a result on a character-
ization of irreducible regular representations. This section also al-
lows us to set some of our notations. We now fix some other nota-
tions which we will use recurrently in this paper. Given a Hilbert
space H which we decompose as a direct sum H = H1 ⊕ . . .⊕ Hm of
Hilbert subspaces, we shall write an operator T on H as an m × m
matrix whose (i, j)-entry is the operator piTpj where p1, . . . , pm are
the orthogonal projections from H onto respectively H1, . . . ,Hm. If
t1, . . . , tm are operators on, respectively, H1, . . . ,Hm, then the diago-
nal operator with entries t1, . . . , tm will be denoted by t1⊕ . . .⊕ tm, i.e.
⊕mj=1tj (ξ1, . . . , ξm) = (t1ξ1, . . . , tmξm) for all (ξ1, . . . , ξi) ∈ H1 ⊕ . . . ⊕
Hm. If π1, . . . , πm are representations of some C*-algebra A acting re-
spectively on H1, . . . ,Hm, then the representation π1⊕ . . .⊕πm of A on
H is defined by (π1 ⊕ . . .⊕ πm) (a) = π1(a)⊕ . . .⊕πm(a) for all a ∈ A.
The identity operator of H will be denoted by 1H or simply 1 when no
confusion may occur. More generally, when an operator t on a Hilbert
space H is a scalar multiple λ1H (λ ∈ C) of the identity of H we shall
simply denote it by λ and omit the symbol 1H when appropriate.
We shall denote by f|E0 the restriction of any function f : E −→ F
to a subset E0 of E. The set T is the unitary group of C, i.e. the set
of complex numbers of modulus 1.
2. Crossed-Product By Finite Groups
In this paper, we let A be a unital C*-algebra and α an action on
A of a finite group G by *-automorphisms. A covariant representation
of (A, α,G) on a unital C*-algebra B is a pair (π, V ) where π is a *-
homomorphism from A into B and V is a group homomorphism from
G into the unitary group of B such that for all g ∈ G and a ∈ A
we have V (g)π(a)V (g−1) = π ◦αg(a). The crossed-product C*-algebra
A⋊αG is the universal C*-algebra among all the C*-algebras generated
by some covariant representation of (A, α,G). In particular, A ⋊α G
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is generated by a copy of A and unitaries Ug for g ∈ G such that
Ugh = UgUh, Ug
−1
= (Ug)∗ and UgaUg
−1
= αg(a) for all g, h ∈ G and
a ∈ A. The construction of A ⋊α G can be found in [8] and is due
originally to [12].
By universality, crossed-products by finite groups have a very simple
form which we now describe.
Proposition 2.1. Let G be a finite group of order n and write G =
{g0, . . . , gn−1} with g0 the neutral element of G. Let σ be the embedding
of G in the permutation group of {0, . . . , n− 1} given by σg(i) = j if
and only if ggi = gj for all i, j ∈ {0, . . . , n− 1} and g ∈ G. We
now define Vg to be the matrix in Mn(A) whose (i, j) entry is given
by 1A if σg(i) = j and 0 otherwise, i.e. the tensor product of the
permutation matrix for σg and 1Mn(A). Let ψ : A −→ Mn(A) be the
*-monomorphism:
ψ : a ∈ A 7−→

a
αg1(a)
. . .
αgn−1(a)
 .
Then A⋊α G is *-isomorphic to ⊕g∈Gψ(A)Vg. In particular:⊕
g∈G
AUg = A⋊α G.
Proof. The embedding of G into permutations of G is of course the
standard Cayley Theorem. We simply fix our notations more precisely
so as to properly define our embedding ψ. A change of indexing of
G simply correspond to a permutation of the elements in the diagonal
of ψ and we shall work modulo this observation in this proof. For
b ∈Mn(A) we denote by bi,i′ its (i, i
′)-entry for i, i′ ∈ {1, . . . , n}.
An easy computation shows that:
Vgψ(a)Vg−1 = ψ (αg(a))
and VgVh = Vgh for all g, h ∈ G and a ∈ A. Therefore, by universal-
ity of A ⋊α G, there exists a (unique) *-epimorphism η : A ⋊α G ։
⊕g∈Gψ(A)Vg such that η|A = ψ and η(U
g) = Vg for g ∈ G. Our goal is
to prove that η is a *-isomorphism.
First, we show that ⊕g∈GAU
g is closed in A⋊α G.
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Let (a0m, . . . , a
n−1
m )m∈N in A
n such that
(∑n−1
j=0 a
j
mU
gj
)
m∈N
is a con-
vergent sequence in A⋊α G. Now:
η
(
n−1∑
j=0
ajmU
gj
)
=
n−1∑
j=0
ψ(ajm)Vg.
By definition, we have σgj(0) = i for all i ∈ {0, . . . , n− 1}. Let
j ∈ {0, . . . , n− 1}. Then V
gj
j+1,1 = 1A and V
gi
j+1,1 = 0 for all i ∈
{0, . . . , n− 1} \ {j}. Hence,
(
η
(∑n
j=1 a
j
mU
gj
))
1,j+1
= ajm for all m ∈
N. Since η is continuous, and so is the canonical projection b ∈
Mn(A) −→ b1,j+1 ∈ A, we conclude that (a
j
m)m∈N converges in A.
Let aj ∈ A be its limit. Then (a0m, . . . , a
n−1
m )m∈N converges in A
n to
(a0, . . . , an−1). Thus,
(∑n−1
j=0 a
j
mU
gj
)
m∈N
converges to
∑n−1
j=0 a
jUgj ∈
⊕g∈GAU
g and thus ⊕g∈GAU
g is closed in A ⋊α G. Since ⊕g∈GAU
g is
dense in A⋊αG by construction, we conclude that A⋊αG = ⊕g∈GAU
g.
Now, we show that η is injective. Let c ∈ A⋊αG such that η(c) = 0.
Then there exists a0, . . . , an−1 ∈ A such that c =
∑n−1
j=0 ajU
gj . Let
j ∈ {0, . . . , n− 1}. Then η(c) = 0 implies that η(c)j+1,1 = aj = 0 for
all j ∈ {0, . . . , n− 1} and thus c = 0. So η is a *-isomorphism and our
proof is concluded. 
As we will focus our attention on the crossed-products by finite cyclic
groups in the fourth section of this paper and Proposition (2.1) is par-
ticularly explicit in this case, we include the following corollary:
Corollary 2.2. Let σ be an automorphism of order n of a unital C*-
algebra A. Then A⋊σ Zn is *-isomorphic to:

a1 a2 a3 · · · an
σ(an) σ(a1) σ(a2) σ(a3)
σ2(an−1) σ
2(an) σ
2(a1)
. . .
. . .
...
. . .
. . .
. . . σn−2(a2)
σn−1(a2) σ
n−1(a3) · · · σ
n−1(an) σ
n−1(a1)
 ∈Mn(A)
a1, . . . , an ∈ A

6 ALVARO ARIAS AND FRE´DE´RIC LATRE´MOLIE`RE
where U1 mapped to

0 1 0
... 0
. . .
0
...
. . . 1
1 0 · · · 0
 and A is embedded diagonally
as a ∈ A 7→

a
σ(a)
. . .
σn−1(a)
. In particular, A ⋊σ Zn =
A⊕AU1 ⊕ . . .⊕ AUn−1.
Proof. Simply write Zn = {0, . . . , n− 1} so that:
V1 =

0 1 0
... 0
. . .
0
...
. . . 1
1 0 · · · 0
 .
The result is a direct computation of ⊕n−1k=0ψ(A) (V1)
k. 
We now turn our attention to the irreducible representations of A⋊α
G. Proposition (2.1) suggests that we construct some representations
from one representation of A and the left regular representation of
G. Of particular interest is to decide when such representations are
irreducible. We will use many times the following lemma [6, 2.3.4 p.
30], whose proof is included for the reader’s convenience:
Lemma 2.3 (Schur). Let π1 and π2 be two irreducible representations
of a C*-algebra A acting respectively on Hilbert spaces H1 and H2.
Then π1 and π2 are unitarily equivalent if and only if there exists a
nonzero operator T : H2 −→ H1 such that for all a ∈ A we have
Tπ1(a) = π2(a)T . Moreover, if there exists such a nonzero intertwining
operator, then it is unique up to a nonzero scalar multiple.
Proof. If π1 and π2 are unitarily equivalent then there exists a unitary
T such that for all a ∈ A we have Tπ1(a) = π2(a)T . In particular,
T 6= 0. Moreover, assume that there exists T ′ such that T ′π1 = π2T
′.
Then T ∗T ′π1 = T
∗π2T
′ = π1T
∗T ′. Hence since π1 is irreducible, there
exists λ ∈ C such that T ′ = λT .
Conversely, assume that there exists a nonzero operator T : H2 −→
H1 such that for all a ∈ A we have:
(2.1) Tπ1(a) = π2(a)T .
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Then for all a ∈ A:
T ∗Tπ1(a) = T
∗π2(a)T .
In particular T ∗Tπ1(a
∗) = T ∗π2(a
∗)T for all a ∈ A. Applying the
adjoint operation to this equality leads to π1(a)T
∗T = T ∗π2(a)T and
thus:
T ∗Tπ1(a) = π1(a)T
∗T .
Since π1 is irreducible, there exists λ ∈ C such that T
∗T = λ1H2. Since
T 6= 0 we have λ 6= 0. Up to replacing T by 1
µ
T where µ2 = |λ| and
µ ∈ R we thus get T ∗T = 1H2 . Thus T is an isometry. In particular,
TT ∗ is a nonzero projection.
Similarly, we get π2(a)TT
∗ = TT ∗π2(a) and thus TT
∗ is scalar as
well. Hence TT ∗ is the identity again (As the only nonzero scalar
projection) and thus T is a unitary operator. Hence by (2.1), π1 and
π2 are unitarily equivalent. 
Given a Hilbert space H, the C*-algebra of all bounded linear oper-
ators on H is denoted by B (H).
Theorem 2.4. Let G be a finite group with neutral element e and α
an action of G on a unital C*-algebra A. Let π : A → B (H) be a
representation of A and let λ be the left regular representation of G
on ℓ2(G). Let δg be the function in ℓ2(G) which is 1 at g ∈ G and 0
otherwise. Define Π : A⋊α G→ B (ℓ2 (G)⊗H) by
Π (a) (δg ⊗ ξ) = δg ⊗ π (αg−1 (a)) ξ, and
Π (g) = λ (g)⊗ 1H.
Then Π is irreducible if and only if π is irreducible and π is not unitarily
equivalent to π ◦ αg for any g ∈ G \ {e}.
Proof. Assume now that π is irreducible and not unitarily equivalent to
π ◦ αg whenever g ∈ G \ {e}. Suppose that Π is reducible. Then there
exists a non-scalar operator Ω in the commutant of Π (A⋊α G). Now,
we observe that the commutant of {λ (g)⊗ 1H : g ∈ G} is ρ (G)⊗B (H),
where ρ is the right regular representation of G. Hence, there exist an
operator Tg on H for all g ∈ G such that Ω =
∑
g∈G ρ (g) ⊗ Tg. For
every ξ ∈ H and a ∈ A, we have(∑
g∈G
ρ (g)⊗ Tg
)
Π (a) (δ0 ⊗ ξ) =
(∑
g∈G
ρ (g)⊗ Tg
)
(δ0 ⊗ π (a) ξ)
=
∑
g∈G
δg ⊗ Tgπ (a) ξ
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and
Π (a)
(∑
g∈G
ρ (g)⊗ Tg
)
(δ0 ⊗ ξ) = Π (a)
(∑
g∈G
δg ⊗ Tgξ
)
=
∑
g∈G
δg ⊗ π (αg−1(a)) Tgξ.
Therefore, for every g ∈ G and for all a ∈ A:
(2.2) π (αg−1(a))Tg = Tgπ (a) .
Since Ω is non scalar, there exists g0 ∈ G\{e} such that Tg0 6= 0. By
Lemma (2.3), Equality (2.2) for g0 implies that π and π ◦ αg0 , which
are irreducible, are also unitarily equivalent since Tg0 6= 0. This is a
contradiction. So Π is irreducible.
We now show the converse. First, note that if π is reducible then
there exists a projection p on H which is neither 0 or 1 such that p
commutes with the range of π. It is then immediate that 1⊗p commutes
with the range of Π and thus Π is reducible.
Assume now that there exists g ∈ G \ {e} such that π and π ◦αg are
unitarily equivalent. Then there exists a unitary V such that for every
a ∈ A:
π (a) = V π (αg (a)) V
∗.
Let us show that ρ (g) ⊗ V is in the commutant of Π (A⋊α G) . We
only need to check that it commutes with Π (a) for a ∈ A.
(ρ (g)⊗ V ) Π (a) (δh ⊗ ξ) = δhg ⊗ V π (αh−1 (a)) ξ, and
Π (a) (ρ (g)⊗ V ) (δh ⊗ ξ) = δhg ⊗ π (αg−1αh−1 (a)) V ξ.
Since V π (αh−1 (a)) = π (αg−1αh−1 (a)) V, we conclude that the two
quantities are equal, and that Π is reducible.
Hence, if Π is irreducible, then π is irreducible and not equivalent to
π ◦ αg for any g ∈ G \ {e}. 
Theorem (2.4) provides us with a possible family of irreducible rep-
resentations of the crossed-product. The representations given in The-
orem (2.4) are called regular representations of A⋊αG, whether or not
they are irreducible.
However, we shall see that there are many irreducible representations
of A ⋊α G which are not regular. Easy examples are provided by
actions of finite cyclic groups by inner automorphisms on full matrix
algebras, where the identity representation is in fact the only irreducible
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representation of the crossed-product. More generally, the conditions
that π is irreducible and π ◦ αg are not equivalent for g ∈ G\{e} are
not necessary. These observations will be placed into a more general
context as we now address the question raised at the start of this paper
in the next section.
3. Actions of Finite Groups
This section is concerned with establishing results describing the irre-
ducible representations of crossed-products by finite groups. The main
tool for our study is to understand such actions from the perspective
of the spectrum of the C*-algebra. In this paper, the spectrum Â of
a C*-algebra A is the set of unitary equivalence classes of irreducible
representations of A.
We start by two simple observations. Let α be the action of a finite
group G on some unital C*-algebra A. Let π1 and π2 be two equivalent
irreducible representations of A, so that there exists a unitary u such
that uπ1u
∗ = π2. Then trivially u (π1 ◦ αg−1) u
∗ = π2 ◦ αg−1 for all
g ∈ G. Moreover, π1 ◦ αg−1 has the same range as π1 and thus is
irreducible as well. These two remarks show that for all g ∈ G there
exists a map α̂g ofG on Â defined by mapping the class of an irreducible
representation π of A to the class of π ◦αg−1 . Since (π ◦ αg−1) ◦αh−1 =
π ◦ α(hg)−1 , we have α̂h ◦ α̂g = α̂hg, and trivially α̂e is the identity on
Â. Thus α̂ is an action of G on Â.
Given a representation Π of the crossed-product A⋊α G, we define
the support of Π as the subset Σ of Â of all classes of irreducible
representations of A weakly contained in Π|A. Our main interest are
in the support of irreducible representations of A⋊α G which we now
prove are always finite.
3.1. Finiteness of irreducible supports. Let G be a finite group
of neutral element e. Let Ĝ be the dual of G i.e. the set of unitary
equivalence classes of irreducible representations of G. By [6, 15.4.1, p.
291], the cardinal of Ĝ is given by the number of conjugacy classes of G,
so Ĝ is a finite set. Let ρ ∈ Ĝ and λ be any irreducible representation
of G of class ρ acting on a Hilbert space H. Then λ is the (irreducible)
representation g ∈ G 7→ λ(g) acting on the conjugate Hilbert space H
[6, 13.1.5, p. 250]. We define ρ as the class of representations unitarily
equivalent to λ.
Let B be a unital C*-algebra and α an action of G on B by *-
automorphisms. We now recall from [7] the definition and elementary
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properties of the spectral subspaces of B for the action α of G. Let ρ ∈
Ĝ. The character of ρ is denoted by χρ. All irreducible representations
of G whose class in Ĝ is ρ act on vector spaces of the same dimension
which we denote by dim ρ. We recall from [6, 15.3.3, p. 287] that for
any ρ, ρ′ ∈ Ĝ we have:
χρ(e) = dim ρ
and:
χρ ∗ χρ′(g) =
∑
h∈G
χρ(h)χρ′(gh
−1) =
{
0 if ρ 6= ρ′,
(dim ρ)−1 χρ(g) if ρ = ρ
′.
The spectral subspace of B for α associated to ρ ∈ Ĝ is the space
Bρ defined by:
Bρ =
{
dim (ρ)
|G|
∑
g∈G
χρ(g)αg(b) : b ∈ B
}
,
i.e. the range of the Banach space operator on B defined by:
(3.1) Pρ : b ∈ B 7→
dim (ρ)
|G|
∑
g∈G
χρ(g)αg(b).
In particular, the spectral subspace associated to the trivial represen-
tation is the fixed point C*-subalgebra B1 of B for the action α of G.
Now, we have:
Pρ (Pρ′(a)) =
dim (ρ)
|G|
dim (ρ′)
|G|
∑
g∈G
∑
h∈G
χρ(g)χρ′(h)αgh(a)
=
dim (ρ)
|G|
dim (ρ′)
|G|
∑
g∈G
(∑
h∈G
χρ(gh
−1)χρ′(h)
)
αg(a)
=
{
0 if ρ 6= ρ′
dim(ρ)
|G|
∑
g∈G χρ(g)αg(a) if ρ = ρ
′.
(3.2)
Hence P 2ρ = Pρ so Pρ is a Banach space projection and PρPρ′ = 0 for
all ρ′ 6= ρ so these projections are pairwise orthogonal.
Moreover, for any g, h ∈ G, from [6, 15.4.2 (2) p. 292]:
(3.3)
∑
ρ∈Ĝ
χρ(g)χρ(h) =
{ |G|
C(g)
if g is conjugated with h,
0 otherwise.
where for g ∈ G the quantity C(g) is the number of elements in G
conjugated to g. In particular, note that since g ∈ G\ {e} is not
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conjugated to e, we have by Equality (3.3) that:
(3.4)
∑
ρ∈Ĝ
χρ(g) dim ρ =
∑
ρ∈Ĝ
χρ(g)χρ(e) = 0.
Furthermore, because each irreducible representation ρ of G appears
with multiplicity dim ρ in the left regular representation of G one can
show [6, 15.4.1, p. 291] that:
(3.5)
∑
ρ∈Ĝ
(dim ρ)2 = |G| .
Hence for all b ∈ B:∑
ρ∈Ĝ
Pρ(b) =
∑
ρ∈Ĝ
dim (ρ)
|G|
∑
g∈G
χρ(g)αg(b)
=
1
|G|
∑
g∈G
∑
ρ∈Ĝ
dim (ρ)χρ(g)
αg(b)
=
1
|G|
∑
ρ∈Ĝ
dim (ρ)χ(e)
αe(b) by Equality (3.4)
=
 1
|G|
∑
ρ∈Ĝ
dim(ρ)2
 b = b by Equality (3.5).(3.6)
Hence
∑
ρ∈Ĝ Pρ = IdB. Thus by (3.2) and (3.6) we have:
(3.7) B =
⊕
ρ∈Ĝ
Bρ.
We now establish that the restriction of any irreducible representa-
tion of a crossed-product of some unital C*-algebra A by G is the direct
sum of finitely many irreducible representations of A.
Theorem 3.1. Let G be a finite group and A a unital C*-algebra. Let
α be an action of G by *-automorphism on A. Let Π be an irreducible
representation of A ⋊α G on some Hilbert space H. We denote by U
g
the canonical unitary in A⋊α G corresponding to g ∈ G. Then:
• The action g 7→ AdΠ(Ug) on B (H) leaves the commutant
Π (A)′ of Π(A) invariant, and thus defines an action β of G
on Π (A)′,
• The action β is ergodic on Π (A)′,
• The Von Neumann algebra Π (A)′ is finite dimensional,
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• The representation Π|A of A is equivalent to the direct sum of
finitely many irreducible representations of A.
Proof. Let M = Π(A)′. Denote UgΠ = Π(U
g) for all g ∈ G. Let T ∈M.
Let a ∈ A and g ∈ G. Then:
UgΠTU
g∗
Π Π(a) = U
g
ΠTU
g∗
Π Π(a)U
g
ΠU
g∗
Π
= UgΠTΠ (αg−1(a))U
g∗
Π
= UgΠΠ (αg−1(a)) TU
g∗
Π
= UgΠU
g∗
Π Π(a)U
g
ΠTU
g∗
Π
= Π(a)UgΠTU
g∗
Π .
Hence UgΠTU
g∗
Π ∈M for all g ∈ G and T ∈M. Define βg(T ) = U
g
ΠTU
g∗
Π
for all g ∈ G and T ∈M. Then g ∈ G 7→ βg is an action of G on M.
Let now T ∈ M such that βg(T ) = T for all g ∈ G. Then T
commutes with UgΠ for all g ∈ G. Moreover by definition of M, the
operator T commutes with Π(A). Hence T commutes with Π which is
irreducible, so T is scalar. Hence β is ergodic.
Let ρ be an irreducible representation of G (since G is finite, ρ is
finite dimensional). By [7, Proposition 2.1], the spectral subspace Mρ
of M for β associated to ρ is finite dimensional. Since M = ⊕ρ∈ĜMρ
by Equality (3.7) and since Ĝ is finite by [6, 15.4.1, p. 291] we conclude
that M is finite dimensional.
Denote Π|A by πA. Let p1, . . . , pk be projections in M, all minimal
and such that
∑k
i=1 pi = 1. Let i ∈ {1, . . . , k}. Then by definition ofM,
the projection pi commutes with πA. Hence piπApi is a representation
of A. Let q be a projection of piH such that pi commutes with piπApi.
Then q ≤ pi and q ∈ M, so q ∈ {0, pi} since pi is minimal. Hence
piπApi is an irreducible representation of A. Therefore:
πA =
(
k∑
i=1
pi
)
πA since
k∑
i=1
pi = 1,
=
k∑
i=1
piπApi since pi = p
2
i ∈M.
Hence πA is the direct sum of finitely many irreducible representations
of A. 
3.2. Minimality of the irreducible supports. The following is our
key observation which will drive the proofs in this section:
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Observation 3.2. Let Π be an irreducible representation of A ⋊α G
and let πA = Π|A. Then for each g ∈ G the representations πA and
πA ◦ αg are unitarily equivalent. Hence, the decompositions in direct
sums of irreducible representations of A for πA and πA ◦ αg are the
same.
This observation is the basis of the next lemma, which is instrumental
in the proof of the theorem to follow.
Lemma 3.3. Let α be an action of a finite group G on a unital C*-
algebra A. Let Π be an irreducible representation of A⋊αG and let πA
be the restriction of Π to A. Then there exists a finite subset Σ of the
spectrum Â of A such that all irreducible subrepresentations of πA are
in Σ. Moreover, all the elements of Σ in a given orbit for α̂ have the
same multiplicity in πA.
Proof. Let Σ be the subset of the spectrum Â of A consisting of all
classes of irreducible representations weakly contained in πA. By The-
orem (3.1), since Π is irreducible, πA is a finite direct sum of irreducible
representations of A so Σ is nonempty and finite.
Let g ∈ G. Now, by Observation (3.2), since πA ◦ αg−1 is unitarily
equivalent to πA, its decomposition in irreducible representations is the
same as the one for πA. Thus, if η ∈ Σ then α̂g (η) ∈ Σ. Since α̂g is
a bijection on Â and thus is injective, and since Σ is finite, α̂g is a
permutation of Σ.
Let Σα be the orbit of ϕ ∈ Σ under α̂ and write πA = π1 ⊕ . . .⊕ πk
using Theorem (3.1), where π1, . . . , πk are irreducible representations
of A, with the class of π1 being ϕ. Now, for g ∈ G, let n1,g, . . . , nm(g),g
be the integers between 1 and k such that πni,g is equivalent to π1 ◦
αg. In particular, m(g) is the multiplicity of π1 ◦ αg in πA. Then(
πn1,e ⊕ . . .⊕ πnm(1),e
)
◦αg must be the subrepresentation πn1,g ⊕ . . .⊕
πnm(g),g of πA. So m(g) = m(e) by uniqueness of the decomposition.
Hence for all g the multiplicity of α̂g(ϕ) is the same as the multiplicity
of ϕ. 
We now establish the main theorem of this paper, describing the
structure of irreducible representations of crossed-products by finite
groups. A unitary projective representation of G is a map Λ from
G into the group of unitaries on some Hilbert space such that there
exists a complex valued 2-cocycle σ on G satisfying for all g, h ∈ G the
identity Λgh = σ(g, h)ΛgΛh.
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Theorem 3.4. Let G be a finite group and α be an action of G on
a unital C*-algebra A by *-automorphisms. Let Π be an irreducible
representation of A ⋊α G on some Hilbert space H. Then there exists
a subgroup H of G and a representation π of A on some Hilbert space
J such that, up to conjugating Π by some fixed unitary, and denoting
the index of H in G by m = G : H we have the following:
For any subset {g1, . . . , gm} of G such that g1 is the neutral element
of G and Hgj ∩Hgi = {g1} for i 6= j while G = ∪
m
j=1Hgj, we have:
(1) The representations π ◦ αgi and π ◦ αgj are disjoint for i, j ∈
{1, . . . , m} and i 6= j (so in particular, they are not unitarily
equivalent),
(2) There exists an irreducible representation π1 of A on a Hilbert
subspace H1 of J and some integer r such that J = C
r ⊗ H1
and π = 1Cr ⊗ π1,
(3) For any h ∈ H there exists a unitary V h on H1 such that
V hπ1
(
V h
)∗
= π1 ◦αh, and h ∈ H 7→ V
h is a unitary projective
representation of H on H1,
(4) We have H = Jg1 ⊕ . . . ⊕ Jgm where for all i = 1, . . . , m the
space Jgi is an isometric copy of J ,
(5) In this decomposition of H we have for all a ∈ A that:
(3.8) Π(a) =

π(a)
π ◦ αg2(a)
. . .
π ◦ αgm(a)

(6) In this same decomposition, for every g there exists a permu-
tation σg of {1, . . . , m} and unitaries Ugi : Jgi −→ Jσg(gi) such
that:
Π(Ug) =
[
Ugj δ
σg(j)
i
]
i,j=1,...,m
where δ is the Kronecker symbol:
(3.9) δba =
{
1 if a = b,
0 otherwise.
Moreover:
H = {g ∈ G : σg(1) = 1} .
(7) The representation Ψ of A⋊α H on J defined by Ψ(a) = π(a)
for all a ∈ A and Ψ(Uh) = Uh1 for h ∈ H is irreducible.
Moreover, there exists an irreducible unitary projective repre-
sentation Λ of G on Cr such that on J = Cr ⊗ H1, while
Ψ(a) = 1Cr ⊗ π1(a), we also have Ψ(U
h) = Uh1 = Λh ⊗ V
h.
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Proof. Let Π be an irreducible representation of A ⋊α G. Denote Π|A
by πA. By Theorem (3.1), there exists a nonzero natural integer k
and irreducible representations π1, . . . , πk of A, acting respectively on
Hilbert spaces H1, . . . ,Hk such that up to a unitary conjugation of Π,
we have H = H1 ⊕ . . .⊕Hk and in this decomposition, for all a ∈ A:
πA(a) =

π1(a)
π2(a)
. . .
πk(a)
 .
At this stage, the indexing of the irreducible subrepresentations of
πA is only defined up to a permutation of {1, . . . , k}. We start our
proof by making a careful choice of such an indexing. To do so, first
choose π1 arbitrarily among all irreducible subrepresentations of πA.
Our next step is to set:
H = {g ∈ G : π1 ◦ αg is equivalent to π1} .
We now show thatH is a subgroup ofG. For all h ∈ H we denote by V h
the (unique, up to a scalar multiple) unitary such that V hπ1
(
V h
)∗
=
π1 ◦ αh. Then if g, h ∈ H we have:
π1 ◦ αgh−1 = (π1 ◦ αg) ◦ αh−1 = V
g (π1 ◦ αh−1) V
g−1
= V gV h
−1
π1V
hV g
−1
so π1 ◦αgh−1 is unitarily equivalent to π1 and thus gh
−1 ∈ H by defini-
tion. Since H trivially contains the neutral element of G, we conclude
that H is a subgroup of G.
Let {g1, . . . , gm} a family of right coset representatives such that g1
is the neutral element of G [10, p. 10], i.e. such that for i 6= j we have
Hgj∩Hgi = {g1} while G = ∪
m
j=1Hgj. In particular, for i ∈ {2, . . . , m}
we have g1 6= gi and by definition of H this implies that π1 ◦ αgi is not
equivalent to π1.
Then let π2, . . . , πn1 be all the representations equivalent to π1. We
then choose πn1+1 to be a subrepresentation of πA equivalent to π1 ◦
αg1 . Again, we let πn1+1, . . . , πn2 be all the representations which are
equivalent to πn1+1. More generally, we let πnj+1, . . . , πnj+1 be all the
subrepresentations of πA equivalent to π1 ◦ αgj for all j ∈ {1, . . . , m}.
All other irreducible subrepresentations of πA left, if any, are indexed
from nm + 1 to k and we denote their direct sum by Λ.
Note that Λ contains no subrepresentation equivalent to any repre-
sentation π1 ◦ αg for any g ∈ G. Indeed, if g ∈ G then there exists
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h ∈ H and a unique j ∈ {1, . . . , m} such that g = hgj. Thus:
π1 ◦ αg = π1 ◦ αh ◦ αgj = V
h
(
π1 ◦ αgj
)
V −h
and thus π1 ◦αg is equivalent to one of the representations π1, . . . , πnm
by construction. Also note that if π1 ◦ αgi is equivalent to π1 ◦ αgj
then gig
−1
j ∈ H which contradicts our choice of {g1, . . . , gm} unless
i = j. Hence, for i 6= j the representations π1 ◦αgj and π1 ◦αgi are not
equivalent.
Now, if ϕ1, . . . , ϕm represent the unitary-equivalence classes of the
representations π1, π1 ◦αg1, . . . , π1 ◦αgm then Σ1 = {ϕ1, . . . , ϕm} is the
orbit of ϕ1 for the action α̂ of G on Â. Therefore, there exists r ≥ 1
such that nj = jr + 1 for all j = 1, . . . , m by Lemma (3.3), i.e. all the
representations π1 ◦ αgi (i = 1, . . . , m) have multiplicity r in πA.
Thus, (up to equivalence on Π) and writing H = ⊕ki=1Hi and in this
decomposition:
πA = π1 ⊕ . . .⊕ πr︸ ︷︷ ︸
each equivalent to pi1
⊕ πr+1 ⊕ . . .⊕ π2r︸ ︷︷ ︸
each equivalent to pi1◦αg1
⊕ · · ·(3.10)
. . .⊕ πmr ⊕ πmr+1 ⊕ . . .⊕ πk︸ ︷︷ ︸
Λ
= π1 ⊕ . . .⊕ πnm︸ ︷︷ ︸
disjoint from Λ.
⊕ Λ.
Let g ∈ G. Still in the decomposition H = H1 ⊕ . . .⊕Hk with our
choice of indexing, let us write:
Π (Ug) = UgΠ =

ag11 a
g
12 · · · a
g
1k
ag21 a
g
22 · · · a
g
2k
...
. . .
...
agk1 a
g
k2 · · · a
g
kk

for some operators agij from Hj to Hi with i, j = 1, . . . , k.
Since UgΠπA(a) = πA(αg(a))U
g
Π, we can write:
ag11π1 a
g
12π2 · · · a
g
1kπk
ag21π1 a
g
22π2 · · · a
g
2kπk
...
. . .
...
agk1π1 a
g
k2π2 · · · a
g
kkπk
(3.11)
=

(π1 ◦ αg) a
g
11 (π1 ◦ αg) a
g
12 · · · (π1 ◦ αg) a
g
1k
(π2 ◦ αg) a
g
21 (π2 ◦ αg) a
g
22 · · · (π2 ◦ αg) a
g
2k
...
. . .
...
(πk ◦ αg) a
g
k1 (πk ◦ αg) a
g
k2 · · · (πk ◦ αg) a
g
kk
 .
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As a consequence of Equality (3.11), we observe that for all i, j ∈
{1, . . . , k} we have:
(3.12) agijπj = (πi ◦ αg) a
g
ij .
First, let i > mr. Then the equivalence class of πi is not in the
orbit Σ1 of ϕ1 for α̂ by construction. Hence πi ◦ αg is not unitarily
equivalent to π1 ◦ αγ for any γ ∈ G. On the other hand, let j ≤ mr.
The representation πj is equivalent to π1 ◦ αgl for some l ∈ {1, . . . , m}
by our choice of indexing. Therefore, πi ◦ αg and πj are not unitarily
equivalent, yet they both are irreducible representations of A. Hence
by Lemma (2.3) applied to Equality (3.12) we conclude that agij = 0.
Similarly, πi and πj ◦ αg are not equivalent so a
g
ji = 0 as well.
Hence:
UgΠ =

ag11 · · · a
g
1mr 0 · · · 0
...
...
...
...
agmr1 · · · a
g
mr,mr 0 · · · 0
0 · · · 0 agmr+1,mr+1 · · · a
g
mr+1,k
...
...
...
. . .
...
0 · · · 0 agk,mr+1 · · · a
g
kk

.
If we assume that nm = mr < k then for all g ∈ G the unitary U
g
Π
commutes with the nontrivial projection 0⊕ . . .⊕ 0︸ ︷︷ ︸
mr times
⊕1⊕ . . .⊕ 1︸ ︷︷ ︸
k−mr times
of H,
and so does πA. Yet Π is irreducible, so this is not possible and thus
nm = k. Thus Σ = Σ1 is an orbit of a single ϕ ∈ Â for α̂ and there is
no Λ left in Equality (3.10). In particular, the cardinal of Σ1 is m.
Since by construction πjr+z is unitarily equivalent to π1 ◦ αgz for all
j = 0, . . . , m−1 and z = 1, . . . , r, there exists a unitary ωjr+z from H1
onto Hjr+z such that ωjr+z (π1 ◦ αgz)ω
∗
jr+z = πjr+z (note that we can
choose ω1 = 1). We define on H = H1⊕ . . .⊕Hk the diagonal unitary:
Ω =
 ω∗1 . . .
ω∗k
 .
Denote by AdΩ is the *-automorphism on the C*-algebra of bounded
operators on H defined by T 7→ ΩTΩ∗. Then up to replacing Π by
AdΩ ◦ Π, we can assume that πjr+z = π1 ◦ αgz for all j ∈ {1, . . . , m}
and z ∈ {1, . . . , r}. Given an irreducible representation η of A and any
nonzero natural integer z we shall denote by z · η the representation
η ⊕ . . .⊕ η︸ ︷︷ ︸
z times
. Thus, if we set π = r · π1 we see that πA can be written as
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in Equality (3.8) with π ◦αgi disjoint from π ◦αgj for i, j ∈ {1, . . . , m}
and i 6= j.
Let again g ∈ G. We now use the same type of argument to show that
UgΠ is a “unitary-permutation shift”. Let j ∈ {0, . . . , m− 1}. Let q ∈
{1, . . . , m} such that gjg ∈ Hgq — by our choice of g1, . . . , gm there is
a unique such q. Let i ∈ {0, . . . , m− 1} \ {q} and z, h ∈ {1, . . . , r}. By
construction, the representation (r · πrj+h) ◦ αg is unitarily equivalent
to r · πrq+h and disjoint from r · πri+z. Yet by Equality (3.12) we have
again that:
agri+z,rj+hπri+z = (πrj+h ◦ αg) a
g
ri+z,rj+h.
Thus agri+z,rj+h = 0 by Lemma (2.3) since πri+z and πrj+h ◦ αg are not
equivalent yet irreducible. Thus, if for all z ∈ {0, . . . , m− 1} we define
the Hilbert subspace Jz = Hzr+1⊕ . . .⊕H(z+1)r of H then we conclude
that UgΠ (Jj) ⊆ Jq and H = J0⊕ . . .⊕Jm−1. Moreover, by uniqueness
of q we also obtain that:
(3.13) Ug
−1
Π (Jq) ⊆ Jj
and thus UgΠ (Jj) = Jq. Define σ
g(j) = q. Then σg is a surjection
of the finite set {1, . . . , m} by (3.13), so σg is a permutation. If δ is
defined as in Equality (3.9) then, if we set Ugj = U
g
Π|Jj
then:
(3.14) (r · (πj ◦ αg))U
g
i = U
g
i (r · πq)
and
UgΠ =
[
Ugj δ
σg(j)
i
]
i,j
for all i = 1, . . . , m.
Since UΠ is unitary, so are the operators U1, . . . , Um. In particular,
Jj and J0 are isometric Hilbert spaces for all j = 0, . . . , m − 1. Note
that (r · π1) ◦ αgi acts on Ji−1 for i = 1, . . . , m by construction. We
now denote r · π1 by π and J = J0.
Now, by construction σg(1) = 1 if and only if there exists an operator
W on J1 ⊕ . . . ⊕ Jm−1 such that U
g
Π = U
g
1 ⊕W , which is equivalent
to Ug1π1 = (π1 ◦ αg)U
g
1 . By construction, this is possible if and only if
g ∈ H .
Let now h ∈ H . Hence Uh1 πU
h−1
1 = π ◦ αh. If we set Ψ(a) = π(a)
and Ψ(Uh) = Uh1 , we thus define a representation of A⋊αH on J0. Let
b ∈ A⋊α H . Then there exists g ∈ G 7→ ag such that b =
∑
g∈G agU
g.
Hence Π(b) =
∑
g∈G πA(ag)U
g
Π. Let Q be the projection of H on J0.
FINITE GROUP CROSSED-PRODUCTS 19
Then:
QΠ(b)Q =
∑
g∈G
π(ag)QU
g
ΠQ
=
∑
h∈H
π(ah)U
h
1 = Ψ
(∑
h∈H
ahU
h
)
.(3.15)
Since Π is irreducible, the range of Π is WOT dense by the double
commutant theorem. Hence, since the multiplication on the left and
right by a fixed operator is WOT continuous, we conclude that QΠQ
is WOT dense in B (QH). Therefore, by Equality (3.15), we conclude
by the double commutant Theorem again that Ψ is an irreducible rep-
resentation of A⋊α H .
Last, note that since π1 is irreducible, if h, g ∈ H then since:
V h
−1
V g
−1
V ghπ1 = π1V
h−1V g
−1
V gh
there exists λg,h ∈ T such that V
gh = λg,hV
gV h. Hence g ∈ H 7→ V g
is a projective representation of H on H1. Note that although the
unitaries V h are only defined up to a scalar, there is no apparent reason
why one could choose λ to be the trivial cocycle unless the second
cohomology group of H is trivial. We now note that J0 = J = C
r⊗H1
by construction. Now, for all h ∈ H we set υh = 1Cr ⊗ V
h. Again, υh
is a projective representation of H . Moreover, for h ∈ H :
Uh1 υ
∗
hπ = πU
h
1 υ
∗
h.
Since π = r · π1, Lemma (2.3) implies that there exist a unitary Λh ∈
Mr (C) such that U
h
1 υ
∗
h = Λh ⊗ 1H1 . Hence U
h
1 = Λh ⊗ V
h. Now, for
h, g ∈ H we have Uh1 U
g
1 = U
hg
1 which implies that:(
Λh ⊗ V
h
)
(Λg ⊗ V
g) = ΛhΛg ⊗ V
hV g = Λhg ⊗ V
hg.
Hence h 7→ Λh is a unitary projective representation of H on C
r with
cocycle λ. Moreover, if T commutes with the range of Λ then T ⊗ 1
commutes with the range of Ψ, which contradicts the irreducibility
of Ψ. Hence Λ is irreducible. This completes the description of the
representation Ψ. 
For generic groups, the representation Ψ of Theorem (3.4) may not
be minimal, i.e. its restriction to Amay be reducible. The simplest way
to see this is by consider a finite group G admitting a representation Λ
on Cn for some n ∈ N. Then Λ extends to an irreducible representation
Π of the crossed-product C ⋊α G where α is the trivial action. Thus,
Π|C, which decomposes into a direct sum of irreducible representations
of C, must in fact be the direct sum of n copies of the (unique) identity
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representation of C. Note that in this case Π = Ψ using the notations
of Theorem (3.4). Thus, for any n ∈ N one can find an example where
Ψ is irreducible yet not minimal. This situation will be illustrated
with a much less trivial example in Example (5.6) where G will be
permutation group on three elements. However, the representation Ψ
must be minimal when the group G is chosen to be a finite cyclic group.
We develop the theory for these groups in the next section.
Because the representation Ψ of Theorem (3.4) is of central interest
in the decomposition of Π, we establish the following criterion for ir-
reducibility for such representations. Note that the next theorem also
describes the situation where the commutant of Π is a factor.
Theorem 3.5. Let H be a discrete group. Let Ψ be a representation
of A⋊αH on a Hilbert space H and assume there exists an irreducible
representation π1 of A on a Hilbert space H1 such that H = C
r ⊗H1,
π1 ◦ αh is equivalent to π1 for all h ∈ H and Ψ(a) = 1Cr ⊗ π(a) for
all a ∈ A. Then there exist two unitary projective representations Λ
and V of H on Cr and H1 respectively such that Ψ(U
h) = Λh ⊗ V
h.
Moreover, the following are equivalent:
(1) Ψ is irreducible,
(2) The representation Λ is irreducible.
Proof. By assumption, for h ∈ H there exists a unitary V h such that
V hπ1
(
V h
)∗
= π1 ◦ αh and this unitary is unique up to a constant by
Lemma (2.3). From the last section of the proof of Theorem (3.4), we
get that h ∈ H 7→ V h is a projective representation of H for some
2-cocycle λ and, since π1 is irreducible, there exists a projective repre-
sentation Λ of H on Cr such that Ψ(Uh) = Λh ⊗ V
h, and moreover if
Ψ is irreducible then so is Λ.
Suppose now Λ is irreducible. Let T ∈ [Ψ (A⋊α H)]
′ . Since T com-
mutes with Ψ (A) = 1Cr ⊗ π1 (A), it follows that T = D ⊗ 1H1 for
some D ∈ Mr (C). Now T commutes with Ψ(U
h) for all h ∈ H , so
D commutes with Λg for all g ∈ H . Hence D is scalar and Ψ is irre-
ducible. 
We also note that the group H is not a priori a normal subgroup of
G. It is easy to check that the following two assertions are equivalent:
(1) H is a normal subgroup of G,
(2) For all g ∈ G, the unitary UgΠ is block-diagonal in the decom-
position H = J0 ⊕ . . .⊕Jm−1 if and only if g ∈ H .
In particular, when G is Abelian then for g ∈ G we have σg(1) = 1
if and only if σg = Id.
FINITE GROUP CROSSED-PRODUCTS 21
We conclude by observing that the representation Ψ involves pro-
jective representations of H . We now offer an example to illustrate
this situation and shows that this phenomenon occurs even when G is
Abelian. We shall see in the next section that finite cyclic groups have
the remarkable property that such unitary projective representations
do not occur.
Example 3.6. Let p, q be two relatively prime integers. Let λ =
exp
(
2iπ p
q
)
. Denote by Uq the group of q
th roots of unity in C. Let
α be the action of Zq on C (Uq) defined by α1(f)(z) = f (λz). Then
the crossed-product A = C(Uq) ⋊α Zq is isomorphic to Mq(C). The
canonical unitary is identified under this isomorphism with:
U =

0 1 0 0
...
. . .
...
0 1
1 0 · · · 0

while the generator z ∈ Uq 7→ z of C (Uq) is mapped to:
V =

1
λ
. . .
λq−1
 .
The dual action γ of the Abelian group G = Zq × Zq on C(Uq) ⋊α Zq
can thus be described by:
γz,z′ (U) = exp
(
2iπ
pz
q
)
U and γz,z′(V ) = exp
(
2iπ
pz′
q
)
V
for all (z, z′) ∈ G. Now, for (z, z′) ∈ G we set Λ(z, z′) = λzz
′
UzV z
′
.
Note that G is generated by ζ = (1, 0) and ξ = (0, 1) and Λ(ζ) = U
while Λ(ξ) = V . Since V U = λUV , the map Λ is a unitary projective
representation of G on C2 associated to the group cohomology class of
exp (iπσ) where σ is defined by:
σ((z, z′) , (y, y′)) =
p
q
(zy′ − z′y) .
Moreover, the dual action is of course an inner action, and more pre-
cisely:
γz,z′ (a) = U
zV z
′
aV −z
′
U−z
= Λ(z, z′)aΛ (z, z′)
∗
.
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We let Λ′ : z, z′ ∈ G 7→ Λ(z′, z). Then an easy computation shows that
Λ′ is a unitary projective representation of G on C2 associated to the
cocycle defined by exp (−iπσ), and Λ′(ζ) = V and Λ′(ξ) = U .
Let B = A⋊γG. Let us define the representation Ψ of B on C
2⊗C2
by:
Ψ(a) = 1⊗ a,
Ψ(U ζ) = V ⊗ U ,
Ψ(U ξ) = U ⊗ V .
First, we observe that:
Ψ(U ζ)Ψ(a)Ψ(U ζ)∗ = 1⊗ UaU∗ = Ψ(γζ(a)),
Ψ(U ξ)Ψ(a)Ψ(U ξ)∗ = 1⊗ V aV ∗ = Ψ(γξ(a)).
Therefore Ψ is indeed defining a representation of B. Moreover:
Ψ(Ug) = Λ′(g)⊗ Λ(g)
for g ∈ G. Since Λ′ is irreducible, Ψ is irreducible as well by Theorem
(3.5). Last, the commutant of Ψ(A) is M2 (C), i.e. the restriction of
Ψ to A is the direct sum of two copies of the identity representation of
A.
We now turn to the special case of cyclic groups where the represen-
tation Ψ of Theorem (3.4) is always minimal, i.e. its restriction to A is
always an irreducible representation of A. We shall characterize such
minimal representations in terms of the fixed point C*-subalgebra A1
of A.
4. Actions of Finite Cyclic Groups
Let A be a unital C*-algebra and σ be a *-automorphism of A of
period n, for n ∈ N, i.e. σn = IdA. We shall not assume that n is
the smallest such natural integer, i.e. σ may be of an order dividing
n. The automorphism σ naturally generates an action of Zn on A by
letting αz(a) = σ
k(a) for all z ∈ Zn and k ∈ Z of class z modulo
n. The crossed-product A ⋊α Zn will be simply denoted by A ⋊σ Zn,
and the canonical unitary U1 ∈ A⋊σ Zn corresponding to 1 ∈ Zn will
simply be denoted by U . The C*-algebra A⋊σ Zn is universal among
all C*-algebras generated by a copy of A and a unitary u such that
un = 1 and uau∗ = σ(a).
Theorem (3.4) already provides much information about the struc-
ture of irreducible representations of A ⋊σ Zn. Yet we shall see it is
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possible in this case to characterize these representations in terms of
irreducible representations of A and of the fixed point C*-subalgebra
A1 of A for σ. Of central importance in this characterization are min-
imal representations of A for σ and their relation to irreducible rep-
resentations of A1. We start this section with the exploration of this
connection. Next, we propose a full characterization of irreducible rep-
resentations of A⋊σ Zn.
4.1. Minimal Representations. An extreme case of irreducible rep-
resentation for crossed-products is given by:
Definition 4.1. Let Π be an irreducible representation of A ⋊α G is
called minimal when its restriction to A is irreducible. Moreover, if π is
an irreducible representation of A such that there exists some irreducible
representation Π of A ⋊α G whose restriction to A is π, then we say
that π is minimal for the action α of G.
Such representations play a central role in the description of irre-
ducible representations of A⋊σ Zn when σ is an automorphism of pe-
riod n. We propose to characterize them in term of the fixed point
C*-subalgebra A1 of A. The set Ẑn of irreducible representations of Zn
is the Pontryagin dual of Zn which we naturally identify with the group
Un of n
th roots of the unit in C. Let λ ∈ Un. Thus k ∈ Zn 7→ λ
n is an
irreducible representation of Zn and the spectral subspace Aλ of A for
λ is given by {a : σ(a) = λa}. Indeed, Aλ is by definition the range of
the projection Pλ : a ∈ A 7→
1
n
∑n−1
k=0 λ
−kσk(a) by Equality (3.1), and
it is easy to check that Pλ(a) = a ⇐⇒ σ(a) = λa from the definition
of Pλ.
Theorem 4.2. Let σ be a *-automorphism of a unital C*-algebra A of
period n. Let Π be an irreducible representation of A⋊σZn on a Hilbert
space H and let πA be its restriction to A. Let Σ be the spectrum of
UΠ := π(U). Now, Σ is a subset of Un; let us write Σ = {λ1, . . . , λp}
and denote the spectral subspace of UΠ associated to λj by Hj. With
the decomposition H = ⊕pk=1Hk, we write, for all a ∈ A:
(4.1) πA(a) =

α11(a) α12(a) · · · α1p(a)
α21(a) α22(a) α2p(a)
...
. . .
...
αp1(a) αp2(a) · · · αnn(a)
 .
Then for k, j ∈ {1, . . . , p} the map αjk is a linear map on Aλjλk
and null on ⊕µ 6=λjλkAµ. Moreover, the maps αkk are irreducible *-
representations of the fixed point C*-algebra A1.
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Furthermore, the following are equivalent:
• The representation πA of A is irreducible, i.e. Π is minimal,
• The *-representations α11, . . . , αpp are pairwise not unitarily
equivalent, i.e. for all i 6= j ∈ {1, . . . , p} the representation
αii is not equivalent to αjj.
Proof. Since UnΠ = 1, the spectrum of the unitary UΠ is a subset Σ =
{λ1, . . . , λp} of Un for some p ∈ N. We write H = H1⊕ . . .⊕Hp where
Hi is the spectral subspace of UΠ for the eigenvalue λi for i = 1, . . . , p,
so that UΠ =
 λ1 . . .
λp
. Let i, j ∈ {1, . . . , p} and let αij be the
map defined by Identity (4.1). First, it is immediate that αij is linear.
Now, a simple computation shows that:
UΠπ(a)U
∗
Π =
=
 λ1 . . .
λp
 α11(a) · · · α1p(a)... ...
αp1(a) · · · αpp(a)

 λ1 . . .
λp

=

α11(a) λ1λ2α12(a) · · · λ1λpα1p(a)
λ2λ1α21(a) α22(a) λ2λpα2p(a)
...
. . .
...
λpλ1αp1(a) λpλ2αp2(a) · · · αpp(a)
 = π (σ(a)) .
Therefore for all i, j ∈ {1, . . . , p} we have that αij(σ(a)) = λiλjαij(a).
Let a ∈ Aµ for µ ∈ Un, i.e. σ(a) = µa. Then αij(σ(a)) = µαij(a).
Therefore either αij(a) = 0 or µ = λiλj.
In particular, αjj is a representation of A1 for all j ∈ {1, . . . , p}.
Indeed, if a ∈ A1 then αjk(a) = 0 if j 6= k and thus πA(a) is diagonal.
Since πA is a representation of A, it follows from easy computations
that αjj are representations of A1.
Now, since A⊕ AU ⊕ . . .⊕ AUn−1 = A⋊σ Zn, every element of the
range of Π is of the form ⊕n−1j=0πA(aj)U
j
Π for a0, . . . , an−1 ∈ A. Now,
let i ∈ {1, . . . , p}. We observe that the (i, i) entry of ⊕n−1j=0πA(ai)U
j
Π in
the decomposition H = H1 ⊕ . . . ⊕ Hp is given by
∑n−1
j=0 λ
j
iαii(aj) =
αii
(∑n−1
j=0 λ
j
iaj
)
. Hence, the (i, i) entries of operators in the range of
Π are exactly given by the operators in the range of αii. Now, let T be
any operator acting on H. Since Π is irreducible, by the Von Neumann
double commutant Theorem [5, Theorem 1.7.1], T is the limit, in the
weak operator topology (WOT), of elements in the range of Π. In
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particular, the (i, i) entry of T in the decomposition H = H1⊕ . . .⊕Hp
is itself a WOT limit of elements in the range of αii since the left and
right multiplications by a fixed operator are WOT continuous [5, p.
16]. Therefore, the range of αii is WOT dense in Hi. Thus, by the
double commutant theorem again, αii is irreducible.
We now turn to characterizing minimal representations. We first
establish a necessary condition.
Suppose that there exists i, j ∈ {1, . . . , p} with i 6= j and a unitary
u such that uαiiu
∗ = αjj. In the decomposition H = H1 ⊕ . . . ⊕ Hp,
define the block-diagonal unitary
Diu = 1⊕ . . .⊕ 1︸ ︷︷ ︸
i−1 times
⊕ u⊕ 1⊕ . . .⊕ 1︸ ︷︷ ︸
p−i times
.
Then by conjugating πA by D
i
u, we see that we may as well assume
αii = αjj. Yet, this implies that in the WOT-closure of the range of πA,
every operator has the same (i, i) and (j, j) entry in the decomposition
H = H1⊕ . . .⊕Hp. Hence the range of πA is not WOT-dense and thus
πA is reducible, so Π is not minimal.
We now prove that our necessary condition is also sufficient. Assume
that α11, . . . , αpp are pairwise not unitary equivalent. The claim is that
πA is irreducible.
Let T ∈ (π (A))′ . Decompose T =
 T11 · · · T1p... ...
Tp1 · · · Tpp
 with respect
to the decomposition H = ⊕pi=1Hi. Let i 6= j. First, note that if a ∈ A1
then αij(a) = 0. Second, since T commutes with πA(a) for a ∈ A1, we
have:
(4.2) αii (a) Tij = Tijαjj (a) for a ∈ A1.
By Lemma (2.3), since αii and αjj are irreducible and not unitarily
equivalent for i 6= j, we conclude that Tij = 0. Moreover, for all
i ∈ {1, . . . , p} and a ∈ A1 we have αii (a)Tii = Tiiαii (a). Since αii is
irreducible, we conclude that Tii is a scalar. Therefore, the operator T
commutes with the operator UΠ. Since Π is irreducible, we conclude
that T itself is a scalar. Therefore, πA is an irreducible representation
of A and thus Π is minimal. 
Together with Theorem (3.4), Theorem (4.2) will allow us to now
develop further the description of arbitrary irreducible representations
of crossed-products by finite cyclic groups. It is interesting to look
at a few very simple examples to get some intuition as to what could
be a more complete structure theory for irreducible representations of
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crossed-products by Zn. First of all, one should not expect in gen-
eral that the spectrum of UΠ is a coset of Zn, as the simple action of
σ = Ad
[
i
ei
3pi
4
]
on M2 (C) shows. In this case, the identity is the
only irreducible representation of the crossed-product M2 (C)⋊σ Z4 =
M2 (C) and clearly
{
i, ei
3pi
4
}
is not a coset of Z4. Of course, this is an
example of a minimal representation.
In [4], we showed that all irreducible representations of A ⋊σ Z2
where regular or minimal. The following example shows that we can
not expect the same in the general case.
Example 4.3. Let A = M2 (C) ⊕ M2 (C) and define σ(M ⊕ N) =
WNW ∗ ⊕M with W =
[
0 1
1 0
]
. Then σ4 = IdA and σ
2(M ⊕ N) =
WMW ∗⊕WNW ∗. Now, let πi :M1⊕M2 ∈ A 7→ Mi with i = 1, 2. Of
course, π1, π2 are the only two irreducible representations of A up to
equivalence, and they are not equivalent to each other (since they have
complementary kernels). Now, we consider the following representation
Π of A⋊σ Z4. It acts on C
4. We set:
πA =
[
π1 0
0 π2
]
and:
UΠ =
[
0 1
W 0
]
.
First, observe that Π thus defined is irreducible. Indeed, M commutes
with πA if and only if M =
[
λ b
c µ
]
with λ, µ ∈ C and bπ2(a) = π1(a)c
with a ∈ A. Now, M commutes with UΠ if and only if λ = µ and
Wb = c. Now, let a ∈ M2 (C) be arbitrary; then bπ2 (a⊕Wa) =
π1 (a⊕Wa) c i.e.
bWa = abW .
Hence bW is scalar. So b = λW . Thus b commutes with W . But
then for an arbitrary a we have bπ2 (aW ⊕ a) = π1 (aW ⊕ a) bW i.e.
ba = aWbW = ab so b commutes withM2 (C) and thus is scalar. Hence
b = 0. So M = λ1 for λ ∈ C as needed.
Moreover, the restriction of Π to A is πA = π1 ⊕ π2. Thus, πA
is reducible. Now, the fixed point C*-algebra A1 is the C*-algebra{
M ⊕M : M =
[
a b
b a
]
; a, b ∈ C
}
. Thus, A1 has two irreducible
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representations which are not equivalent:
ϕ1 :
[
a b
b a
]
∈ A1 7→ a+ b
and
ϕ2 :
[
a b
b a
]
∈ A1 7→ a− b.
We note that for i = 1, 2 we have πi restricted to A1 is ϕ1 ⊕ ϕ2.
Now, using the notations of Example (4.3), Π is not regular, since
the restriction of any irreducible regular representation to the fixed
point algebra A1 is given by the sum of several copies of the same
irreducible representation of A1. Trivially, Π is not minimal either
since Π|A = π1 ⊕ π2. However, both π1 and π2 are minimal for the
action of σ2. Moreover, both π1 and π2 restricted to A1 are the same
representation α1⊕α2. We shall see in the next section that this pattern
is in fact general.
4.2. Characterization of Irreducible Representations. We now
present the main result of this paper concerning crossed products by
finite cyclic groups. In this context, one can go further than Theorem
(3.4) to obtain a characterization of irreducible representations of the
crossed-products in term of the C*-algebras A and A1. The next lemma
is the sufficient condition for this characterization.
Lemma 4.4. Let π1 be an irreducible representation of A acting on a
Hilbert space J . Assume that there exists a unitary V on J such that
for some m, k ∈ {1, . . . , n} with n = mk we have π1 ◦σ
m = V π1V
∗ and
V k = 1, and that m is the smallest such nonzero natural integer, i.e.
π1 ◦ σ
j is not unitarily equivalent to π1 for j ∈ {2, . . . , m− 1}. Then
define the following operators on the Hilbert space H = J ⊕ . . .⊕J︸ ︷︷ ︸ :
m times
Π (U) =

0 1 0 · · · 0
... 1
...
...
. . .
...
0 0 · · · 0 1
V 0 · · · 0 0

and for all a ∈ A:
πA(a) =

π1(a)
π1 ◦ σ(a)
. . .
π1 ◦ σ
m−1(a)
 .
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Then the unique extension of Π to A⋊σ Zn is an irreducible represen-
tation of A⋊σ Zn.
Proof. An easy computation shows that Π thus defined is a represen-
tation of A ⋊σ Zn on H = J ⊕ . . .⊕ J︸ ︷︷ ︸
m times
. Write πi = π1 ◦ σ
i−1 for
i = 1, . . . , m. Let T be an operator which commutes with the range of
Π. Then T commutes with πA := Π|A. Writing T in the decomposition
H = J ⊕ . . .⊕ J as:
T =
 T11 · · · T1m... ...
Tm1 · · · Tmm

Let i, j ∈ {1, . . . , m}. Since TπA(a) = πA(a)T for all a ∈ A, we
conclude that πi(a)Tij = Tijπj(a). By Lemma (2.3), since πi and πj
are irreducible and not unitarily equivalent, we conclude that Tij = 0.
Moreover, Tii commutes with πi which is irreducible, so we conclude
that:
T =
 λ1 . . .
λm

for λ1, . . . , λm ∈ C. Since T commutes with UΠ we conclude that
λ1 = λi for all i ∈ {1, . . . , m}. Hence Π is irreducible. 
We now are ready to describe in detail the structure of irreducible
representations of crossed-products by finite cyclic groups in terms of
irreducible representations of A and A1.
Theorem 4.5. Let σ be a *-automorphism of period n of a unital C*-
algebra A. Then the following are equivalent:
(1) Π is an irreducible representation of A⋊σ Zn,
(2) There exists k,m ∈ N with km = n, an irreducible representa-
tion π1 of A on a Hilbert space J and a unitary V on J such
that V k = 1 and V π1 (·)V = π1 ◦ σ
m (·) such that:
Π(U) =

0 1
. . .
. . .
0 1
V 0

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and for all a ∈ A:
Π(a) =

π1(a)
π1 ◦ σ(a)
. . .
π1 ◦ σ
m−1(a)

where for any i ∈ {1, . . . , m− 1} the representations π1 and
π1 ◦ σ
i are not equivalent.
Moreover, if (2) holds then the representation ψ of A ⋊σm Zk on J
defined by ψ(a) = π1(a) for a ∈ A and ψ(U) = V is a minimal repre-
sentation of A⋊σm Zk. Let η be the cardinal of the spectrum of V . The
restriction of π1 to A1 is therefore the sum of η irreducible represen-
tations ϕ1, . . . , ϕη of A1 which are not pairwise equivalent. Last, the
restriction of π1◦σ
i to A1 is unitarily equivalent to ϕ1⊕. . .⊕ϕη = π1|A1
for all i ∈ {0, . . . , m− 1}.
Proof. By Lemma (4.4), (2) implies (1). We now turn to the proof of
(1) implies (2). Let Π be an irreducible representation of A⋊σ Zn. By
Theorem (3.4), there existsm ∈ N such thatm divides n, an irreducible
representation π1 of A on some space H1 and r ∈ N with r > 0 such
that, if π = r · π1 then up to conjugating Π by some unitary:
• For all i = 1, . . . , m−1 the representation π◦σi is not equivalent
to π,
• The representation π ◦ σm is equivalent to π,
• We have the decomposition H = J0 ⊕ . . . ⊕ Jm−1 where Ji is
the space on which (r · π) ◦ σi acts for i ∈ {0, . . . , m} and is
isometrically isomorphic to J ,
• In the decomposition, H = J0⊕. . .⊕Jm−1 there exists unitaries
U1, . . . , Um such that:
UΠ =

0 U1 0 · · · 0
0 0 U2 0
...
...
. . .
. . . 0
0 0 Um−1
Um 0 · · · 0 0

with (πi ◦ σ)Ui = Uiπi+1 and Ui : Hi+1 −→ Hi for all i ∈ Zm.
Indeed, if G = Zn in Theorem (3.4) then H , as a subgroup of G, is of
the form (mZ) /nZ with m dividing n, and if we let g1 = 0, g2 = 1, . . . ,
gm = m− 1 then we can check that this choice satisfies the hypothesis
of Theorem (3.4). With this choice, the permutation σ1 is then easily
seen to be given by the cycle (1 2 . . . m).
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We will find it convenient to introduce some notation for the rest
of the proof. By Theorem (3.4), for i ∈ {0, . . . , m− 1}, after possi-
bly conjugating Π by some unitary, we can decompose Ji as Hri+1 ⊕
. . . ⊕ Hr(i+1), where Hri+j is isometrically isomorphic to H1 for all
j ∈ {1, . . . , r}, so that the restriction of Π|A to the space Ji is writtenπ1 ⊕ . . .⊕ π1︸ ︷︷ ︸
r times
 ◦ σi in this decomposition.
We now show how to conjugate Π by a unitary to simplify its ex-
pression further.
If we define the unitary Υ from H = J0 ⊕ . . .⊕Jm−1 onto ⊕
m
1 Jm−1
by:
Υ =

U∗mU
∗
m−1 · · ·U
∗
1
U∗m · · ·U
∗
2
. . .
U∗m

then the unitary Ad (Υ) ◦ Π (U) of ⊕m1 Jm−1 is of the simpler form
(4.3) AdΥ ◦ Π (U) =

0 1 0 · · · 0
0 0 1
. . .
...
...
...
. . .
. . . 0
0 0 · · · 0 1
V 0 · · · 0 0

for some unitary V of Jm−1. Moreover, if we write ρ1 = Ad (U
∗
i . . . U
∗
1 )◦
π1, then:
AdΥ ◦ πA =
m⊕
j=1
ρ1 ◦ σj−1 ⊕ . . .⊕ ρ1 ◦ σj−1︸ ︷︷ ︸
r times

and ρ1 is by definition an irreducible representation of A unitarily
equivalent to π1.
To simplify notations, we shall henceforth drop the notation AdΥ
and simply write Π for AdΥ◦Π. In other words, we replace Π by AdΥ◦
Π and we shall use the notations introduced to study Π henceforth, with
the understanding that for all j = 0, . . . , m − 1 and k = 1, . . . , r we
have that πrj+k = π1 ◦ σ
j , that Jj is an isometric copy of J0 and that
H = J0⊕ . . .⊕Jm−1 with Jj = Hrj+1⊕ . . .⊕Hr(j+1) where πrj+k acts
on Hrj+k which is an isometric copy of H1. Moreover, UΠ is given by
Equality (4.3) for some unitary V of J0.
We are left to show that each irreducible subrepresentation of πA is
of multiplicity one, i.e. r = 1. We recall that we have shown above
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that H = (mZ) /nZ with n = mk and k ∈ N. Using the notations
of Theorem (3.4), the representation Ψ defined by Ψ(a) = π(a) for all
a ∈ A and Ψ(Um) = V is an irreducible representation of A⋊αH . Now
A⋊αH is *-isomorphic to A⋊αm Zk by universality of the C*-crossed-
product, and we now identify these two C*-algebras. The image of
Um ∈ A ⋊α H in the crossed-product A ⋊αm Zk is denoted by υ and
is the canonical unitary of A ⋊αm Zk. Thus by Theorem (3.4) Ψ is
an irreducible representation of A ⋊αm Zk which (up to conjugacy)
acts on the space Cr ⊗ H1 and is of the form Ψ(a) = 1Cr ⊗ π1(a) for
a ∈ A and Ψ(υz) = Ω(z) ⊗ W (z) for z ∈ Zk where Ω and W are
some unitary projective representations of Zk on C
r and H1 respec-
tively, with Ω being irreducible. Since Zk is cyclic, the range of the
projective representation Ω is contained in the C*-algebra C∗ (Ω(1))
which is Abelian since Ω(1) is a unitary. Hence, since Ω is irreducible,
C∗ (Ω(1)) is an irreducible Abelian C*-algebra of operators acting on
C
r. Hence r = 1 and J = H1. Moreover, since U
m
Π = V ⊕ . . .⊕V then
UnΠ = V
k ⊕ . . .⊕ V k = 1H and thus V
k = 1J . Therefore, (2) holds as
claimed.
Last, we also observed that V π1V = π1 ◦ σ
k by construction (since
UkΠ = V ⊕ . . . ⊕ V ). Hence by definition, since π1 is irreducible, the
representation ψ of A ⋊σk Zµ defined by ψ(a) = π1(a) for a ∈ A and
ψ(U) = V is minimal. Hence, by Theorem (4.2), the restriction of
π1 to the fixed point C*-algebra A1 is the direct sum of η irreducible
representations ϕ1, . . . , ϕη of A1 such that ϕi and ϕj are not unitar-
ily equivalent for i 6= j ∈ {1, . . . , η}, where η is the cardinal of the
spectrum of V . Moreover, since πi = π1 ◦ σ
i it is immediate that
πi restricted to A1 equals to π1 restricted to A1. This concludes our
proof. 
Corollary 4.6. Let Π be an irreducible representation of A⋊σZn. The
following are equivalent:
(1) Up to unitary equivalence, Π is an irreducible regular represen-
tation of A ⋊σ Zn, i.e. it is induced by a unique irreducible
representation π of A and:
UΠ =

0 1
0
. . .
. . . 1
1 0

while πA = ⊕
n−1
i=0 π ◦ σ
i and π ◦ σi is not equivalent to π ◦ σj for
i, j = 1, . . . , n− 1 with i 6= j,
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(2) There exists an irreducible subrepresentation π of Π|A such that
π ◦ σi is not equivalent to π for i = 1, . . . , n− 1,
(3) There exists a unique irreducible representation ϕ of A1 such
that Π|A1 is equivalent to n · ϕ,
(4) There is no k ∈ {1, . . . , n− 1} such that the C*-algebra gener-
ated by Π(A) and UkΠ is reducible.
Proof. It is a direct application of Theorem (4.5). 
We thus have concluded that all irreducible representations of crossed
products by finite cyclic groups have a structure which is a compos-
ite of the two cases found in [4]. Indeed, such representations cycle
through a collection of minimal representations, which all share the
same restriction to the fixed point algebra. The later is a finite sum of
irreducible mutually disjoint representations of the fixed point algebra.
Remark 4.7. Let σ be an order n automorphism of a unital C*-algebra
A and let Π be an irreducible representation of A⋊σ Z. We recall [12]
that A⋊σ Z is generated by A and a unitary U such that UaU
∗ = σ(a)
for all a ∈ A and is universal for these commutation relations. We
denote Π(U) by UΠ and Π(a) by π(a) for all a ∈ A. Now, note that U
n
Π
commutes with π since σn = IdA and of course U
n
Π commutes with UΠ
so, since Π is irreducible, there exists λ ∈ T such that UnΠ = λ. Now,
define VΠ = µUΠ for any µ ∈ T such that µ
n = λ. Then V nΠ = 1 and
thus (π, VΠ) is an irreducible representation of A ⋊σ Zn which is then
fully described by Theorem (4.5).
In the last section of this paper, we give a necessary condition on
irreducible representations of crossed-products by the group S3 of per-
mutations of {1, 2, 3}. This last example illustrates some of the behav-
ior which distinguish the conclusion of Theorem (3.4) from the one of
Theorem (4.5).
5. Application: Crossed-Products by the permutation
group on {1, 2, 3}
As an application, we derive the structure of the irreducible rep-
resentations of crossed-products by the group S3 of permutations of
{1, 2, 3}. This group is isomorphic to Z3 ⋊γ Z2 where γ is defined as
follows: if η and τ are the respective images of 1 ∈ Z in the groups Z3
and Z2 then the action γ of Z2 on Z3 is given by γτ (η) = η
2. Thus in
Z3⋊γZ2 we have τητ = η
2, τ 2 = 1 and η3 = 1 (using the multiplicative
notation for the group law). An isomorphism between S3 and Z3⋊γZ2
is given by sending the transposition (1 2) to τ and the 3-cycle (1 2 3)
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to η. From now on we shall identify these two groups implicitly using
this isomorphism.
Theorem 5.1. Let α be an action of S3 on A. Let Π be an irreducible
representation of A⋊αS3. We denote by τ and η the permutations (1 2)
and (1 2 3). The set {τ , η} is a generator set of S3. We denote by Uτ
and Uη the canonical unitaries in A ⋊α S3 corresponding respectively
to τ and η. Then either (up to a unitary conjugation of Π):
• Π is minimal, i.e. Π|A is irreducible,
• There exists an irreducible representation π1 on H1 of A such
that H = H1 ⊕ H1 with πA = π1 ⊕ π1 ◦ ατ . Then Π(Uτ ) =[
0 1
1 0
]
in this decomposition. Observe that π1 may or not be
equivalent to π1 ◦ατ . Moreover, π1 and π1 ◦ατ are minimal for
the action of η.
• There exists an irreducible representation π1 on H1 of A such
that π1 and π1 ◦ αηi are non equivalent for i = 1, 2 and such
that H = H1⊕H1⊕H1 with πA = π1⊕π1 ◦αη⊕π1 ◦αη2. Then
Π(Uη) =
 0 1 00 0 1
1 0 0
 in this decomposition.
• Last, there exists an irreducible representation π1 on H1 of A
such that π1 ◦ ασ is not equivalent to π1 for σ ∈ S3\ {Id} and
H = H⊕61 with:
πA = π1 ⊕ π1 ◦ αη ⊕ π1 ◦ αη2 ⊕ π1 ◦ ατ ⊕ π1 ◦ αητ ⊕ π1 ◦ αη2τ
and
Π (Uη) =

0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
 ,
while
Π (Uτ ) =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
 .
Proof. The C*-algebra A ⋊α S3 is generated by a copy of A and two
unitaries Uτ and Uη that satisfy U
2
τ = U
3
η = 1, UτUηUτ = U
2
η and
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for all a ∈ A we have UτaU
∗
τ = ατ (a) and UηaU
∗
η = αη(a). Notice
that S3 = Z3 ⋊γ Z2 with γτ (η) = τητ . So we have A ⋊α S3 =(
A⋊αη Z3
)
⋊β Z2 where β : a ∈ A 7→ ατ (a) and β(Uη) = Uτητ = U
2
η .
Since A ⋊αη Z3 = A + AUη + AU
2
η , the relation between β and αη is
given by:
β
(
x1 + x2Uη + x3U
2
η
)
= ατ (x1) + ατ (x3)Uη + ατ (x2)U
2
η
for all x1,x2 and x3 ∈ A. We now proceed with a careful analysis of β
and αη to describe all irreducible representations of A⋊α S3.
Let Π be an irreducible representation of A ⋊α S3 on some Hilbert
space H. Thus Π is an irreducible representation of
[
A⋊αη Z3
]
⋊β Z2.
We now have two cases: either Π|A⋊αηZ3 is irreducible or it is reducible.
Case 1: Π|A⋊αηZ3 is irreducible.: Hence Π is minimal for the
action β of Z2. This case splits in two cases.
Case 1a: πA is irreducible: Then Π is minimal for the ac-
tion α of S3 by definition.
Case 1b: πA is reducible: By Theorem (4.5), there exists
an irreducible representation π1 of A on some Hilbert space
H1 such that π1, π1 ◦ αη and π1 ◦ α
2
η are not unitarily
equivalent, H = H1 ⊕H1 ⊕H1 and:
Π(Uη) =
 0 1 00 0 1
1 0 0
 and Π (a) =
 π1(a) π1 ◦ αη(a)
π1 ◦ αη2(a)
 .
Case 2: Π|A⋊βZ3 is reducible.: From Theorem (4.5), or alter-
natively [4], there exists an irreducible representation π1 of
A⋊αη Z3 such that for all z ∈ A⋊αη Z3 we have:
(5.1) Π(a) =
[
π1(z) 0
0 π1 ◦ β(z)
]
and Π (Uτ ) =
[
0 1
1 0
]
where π1 and π1 ◦ β are not unitarily equivalent.
This case splits again in two cases:
Case 2a: π1|A is irreducible: Thus π1 is a minimal repre-
sentation of A⋊αη Z3. In particular:
πA(a) =
[
π1(a) 0
0 π1 ◦ ατ (a)
]
and Π (Uη) is a block-diagonal unitary in this decomposi-
tion. However, we can not conclude that π1|A and π1|A ◦ατ
are equivalent or non-equivalent. Examples (5.4) and (5.6)
illustrate that both possibilities occur.
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Case 2b: π1|A is reducible: Then Π|A⋊αηZ3 is described by
Theorem (4.5). Since 3 is prime, only one possibility oc-
curs: there exists an irreducible representation π of A such
that π ◦ αη and π ◦ α
2
η are not equivalent and:
Π(a) =
 π(a) 0 00 π(αη(a)) 0
0 0 π (αη2(a))

and Π (Uη) =
 0 1 00 0 1
1 0 0
. Note that:
Π (β(UΠ)) =
 0 0 11 0 0
0 1 0
 .
Together with (5.1), we get that H splits into the direct
sum of six copies of the Hilbert space on which π acts and:
Π(a) =

π(a)
π(αη(a))
π(αη2(a))
π (ατ (a))
π (αητ (a))
π
(
αη2τ(a)
)

and
Π(Uη) =

0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0

while
Π (Uτ ) =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
 .
Thus Π is regular induced by π, and therefore, as Π is irre-
ducible, π ◦ ασ is not equivalent to π for any σ ∈ S3\{Id}
by Theorem (2.4).
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This concludes our proof. 
We show that all four possibilities above do occur in a nontrivial
manner. We use the generators τ and η as defined in Theorem (5.1).
Denote by e the identity of {1, 2, 3}. Notice that τ 2 = η3 = e and
τητ = η2 and τη2τ = τ , while:
S3 =
{
e, η, η2, τ , ητ , η2τ
}
.
In particular, {1, η, η2} is a normal subgroup of S3. Now, consider the
universal C*-algebra of the free group on three generators A = C∗ (F3)
and denote by U1, U2 and U3 its three canonical unitary generators.
Then we define the action α of S3 on A by setting ασ (Ui) = Uσ(i)
for any σ ∈ S3. We now show that this simple example admits in a
nontrivial way all types of representations described in Theorem (5.1).
Example 5.2. There exists a nontrivial irreducible representation π :
C∗ (F3) → M2 (C) such that π and π ◦ ατ are unitarily equivalent, but
π and π ◦ αη are not. Indeed, set:
π (U1) =
[
0 1
1 0
]
π (U2) =
[
0 −1
−1 0
]
π (U3) =
[
1 0
0 −1
]
.
We check easily that π is an irreducible ∗-representation. Since[
1 0
0 −1
]
[π ◦ ατ ]
[
1 0
0 −1
]
= π,
π and π ◦ ατ are unitarily equivalent. To see that π and π ◦ αη are not
unitarily equivalent, notice that π (U1U2 − U2U1) = 0 but that:
π (U2U3 − U3U2) =
[
0 2
−2 0
]
.
Example 5.3. There exists a non trivial irreducible representation π :
C∗ (F3) → M3 (C) such that π and π ◦ ατ are unitarily equivalent and
π and π ◦ αη are also unitarily equivalent. Let λ = exp
(
1
3
2iπ
)
. Define
π (U1) =
[
0 λ
λ2 0
]
, π (U2) =
[
0 λ2
λ 0
]
and π (U3) =
[
0 1
1 0
]
.
Let V =
[
1 0
0 λ2
]
. We check that V π (Ui) V
∗ = π
(
U(i+1)mod 3
)
. Then
let W = π(U3). Then Wπ (U1)W
∗ = π (U2), Wπ (U2)W
∗ = π (U1),
and Wπ (U3)W
∗ = π (U3). Thus π is a minimal representation of
C∗ (F3) for the action α of S3.
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Example 5.4. There exists an irreducible representation π : C∗ (F3)→
M3 (C) such that π and π ◦αη are unitarily equivalent, but π and π ◦ατ
are not: Let λ = exp
(
1
3
2πi
)
and define unitaries T and V by
T =
0 −45 − 354
5
− 9
25
12
25
3
5
12
25
−16
25
 and V =
1 0 00 λ 0
0 0 λ2

Define
π (U1) = V TV
2 π (U2) = V
2TV π (U3) = T .
It is clear that π and π ◦ αη are unitarily equivalent. We will show
that π and π ◦ατ are not unitarily equivalent. Suppose on the contrary
that they are. Then there exists a unitaryW such thatW =W ∗ =W−1
and
WTW = T, W
(
V TV 2
)
W = V 2TV W
(
V 2TV
)
W = V TV 2.
From here we conclude that VWV performs the same transformations,
that is
(VWV )T (VWV )∗ = T,
(VWV )
[
V TV 2
]
(VWV )∗ = V 2TV,
(VWV )
[
V 2TV
]
(VWV )∗ = V TV 2.
Indeed,
W
(
V TV 2
)
W = V 2TV so
V
[
W
(
V TV 2
)
W
]
= V
[
V 2TV
]
= TV .
Then we multiply both sides by V 2 from the right to get
VWV TV 2WV 2 = T .
Since
(VWV )∗ = V ∗W ∗V ∗ = V 2WV 2,
we get the first equation. Similarly we get the other two.
Since π is irreducible we conclude that there exists a constant c such
that
VWV = cW.
V has a precise form and when we compute VWV − cW we conclude
that this equation has a non zero solution iff c = 1, c = λ, or c = λ2.
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Moreover, the solutions have the form:
W =
x 0 00 0 y
0 z 0
 if c = 1
W =
0 x 0y 0 0
0 0 z
 if c = λ
W =
0 0 x0 y 0
z 0 0
 if c = λ2
for some x, y, c ∈ C.
Now we easily check that T does not commute with any of the three
W ’s. For example,x 0 00 0 y
0 z 0
0 −45 −354
5
− 9
25
12
25
3
5
12
25
−16
25
−
0 −45 −354
5
− 9
25
12
25
3
5
12
25
−16
25
x 0 00 0 y
0 z 0

=
 0 35z − 45x 45y − 35x3
5
y − 4
5
x 12
25
y − 12
25
z − 7
25
y
4
5
z − 3
5
x 7
25
z 12
25
z − 12
25
y
 .
This of course implies that x = y = z = 0.
Example 5.5. This example acts on A = C (T3). Define for f ∈
C(T3) and (z1, z2, z3) ∈ T
3:
αη (f) (z1, z2, z3) = f (z2, z3, z1)
and
ατ (f) (z1, z2, z3) = f (z2, z1, z3)
on C (T3). We can build a non trivial irreducible representation π :
C (T3) → C such that π and π ◦ αη are not unitarily equivalent and π
and π◦ατ are also not unitarily equivalent. Let x = (x1, x2, x3) ∈ T
3 be
such that x1 6= x2, x2 6= x3, and x3 6= x1.Define π(f) = f(x). Then we
obtain an irreducible representation of the required type as the regular
representation induced by π, using Theorem (2.4).
Now, Theorem (3.4) allowed for the irreducible subrepresentations
of Π|A to have multiplicity greater than one, for irreducible represen-
tations Π of A ⋊α G. This situation is however prohibited when G is
finite cyclic by Theorem (4.5). We show that finite polycyclic groups
such as S3 can provide examples where Π|A may not be multiplicity
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free, thus showing again that Theorem (3.4) can not be strengthened
to the conclusion of Theorem (4.5).
Example 5.6. We shall use the notations of Theorem (5.1). There
exists a unital C*-algebra A, an action α of S3 on A and an irreducible
representation Π˜ : A ⋊α S3 → B (H⊕H) such that for all x ∈ A we
have:
(5.2) Π˜ (x) =
[
π (x) 0
0 π (ατ (x))
]
for some irreducible representation π : A → B (H) such that π and
π ◦ατ are equivalent. Note that π is thus minimal for the action of αη.
Indeed, let us start with any unital C*-algebra A for which there exists
an action α of S3 and an irreducible representation Π : A ⋊α S3 →
B (H) such that π = Π|A is also irreducible, i.e. Π is minimal. For
instance, Example (5.3) provides such a situation. Let Vη = Π (Uη)
and Vτ = Π(Uτ ). Then for all x ∈ A
Vηπ (x) V
∗
η = π (αη (x)) ,
Vηπ (x) V
∗
η = π (αη (x)) ,
V 2τ = 1, V
3
η = 1 and VτVηVτ = V
2
η .
Let ω = exp
(
1
3
2πi
)
. For x ∈ A define Π˜ (x) by (5.2); let Wη = Π˜ (Uη)
and Wτ = Π˜ (Uτ ) given by:
Wη =
[
ωVη 0
0 ω2Vη
]
Wτ =
[
0 1
1 0
]
.
We easily check that:
WηΠ˜ (x)W
∗
η = Π˜ (αη (x)) , Wτ Π˜ (x)W
∗
τ = Π˜ (ατ (x)) ,
and:
(Wτ )
3 = 1, (Wτ )
2 = 1.
Moreover,
WτWηWτ =
[
0 1
1 0
] [
ωVη 0
0 ω2Vη
] [
0 1
1 0
]
=
[
ω2 (Vη)
2 0
0 ω (Vη)
2
]
= (Vη)
2 ,
because ω4 = ω.
We need to prove that Π˜ : A⋊α S3 → B (H⊕H) is irreducible. Let
T =
[
a b
c d
]
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be in the commutant of Π˜ (A⋊α S3). For every x ∈ A:
T
[
π(x) 0
0 π(ατ (x))
]
=
[
π(x) 0
0 π (ατ (x))
]
T .
Since π is an irreducible representation of A and π ◦ ατ = VτπVτ by
construction, we conclude by Lemma (2.3) that a and b are multiple of
the identity, while c and d are multiples of Vτ . Since TWτ = WτT we
conclude that a = d and b = c. This means that
T − aI =
[
0 bVτ
bVτ 0
]
is in the commutant of the π˜ (A⋊α S3). However, this element must
commute with Wη. This can only happen if b = 0. This completes the
proof.
Thus, using Example (5.6), there exists an irreducible representation
Π˜ of C∗(F3) ⋊α S3 such that Π˜|C∗(F3) is the sum of two equivalent
irreducible representations of C∗(F3), a situation which is impossible
for crossed-product by finite cyclic groups by Theorem (4.5).
In general, repeated applications of Theorem (4.5) can lead to de-
tailed descriptions of irreducible representations of crossed-products of
unital C*-algebra by finite polycyclic groups, based upon the same
method as we used in Theorem (5.1). Of course, in these situations
Theorem (3.4) provides already a detailed necessary condition on such
representations, and much of the structure can be read from this result.
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