Abstract-Transmission Control Protocol (TCP) is one of the most widely deployed transport layer protocols. It responds to all packet losses, either due to congestion or link breakages, by invoking various congestion control mechanisms. All these mechanisms imply a reduction in the amount of transmitted data. Computing a proper value of the retransmission timeout (RTO) is a challenge for TCP. In mobile ad hoc networks (MANET), mobility and bit error cause a lot of packet losses which degrades TCP throughput. In this paper we introduce an adaptation of TCP NewReno in order to improve its performance during the fast recovery phase. Our adapted algorithm, which we called TTAF, does not rely only on round trip time samples but also takes into consideration fast retransmit events in tuning the value of RTO. A set of experiments have been conducted to evaluate the effect of TTAF over MANET with various mobility speed, traffic load, and bit error rates. Results have shown an improvement in TTAF throughput compared with that of TCP NewReno.
INTRODUCTION
Mobile Ad hoc Network (MANET) is a decentralized wireless network which consists of mobile nodes that move freely and communicate via multi hop links. MANET has got a large attention in the ten past years and a number of researches have investigated its potential applications in many fields of our life. The need for MANEN clearly appears in situations where the infrastructure establishment is either expensive or impossible such as rescue missions and battle fields operations [1] .
Transmission control protocol (TCP) is a reliable endto-end protocol between pairs of processes over unreliable network. TCP achieves its reliability through sequence numbers, acknowledgment and retransmission. It provides flow control and congestion control. Congestion control is achieved via adapting the transmission rate of data based on the available network capacity. After sending a data packet, TCP sets an estimated RTO period within which it expect to get the corresponding ACK back. Packet loss is considered as a sign of congestion and is detected by timeout expiration. Should the destination receive an out of order packet, then it sends a duplicated ACK of the last packet that has been received in order [2] [3] [4] [5] .
Receiving a number of duplicated ACKs could be used as a sign of packet loss, an approach that is called fast retransmit [6] . Receiving one duplicated ACK could be interpreted as a delayed packet delivery and not necessary a lost one. For that reason, the TCP sender waits for three duplicative ACKs before invoking the fast retransmit procedure. This provides a kind of assurance that the packet is really lost and should be retransmitted immediately without the need to wait until the RTO expiration in order to retransmit that lost packet. Fast retransmission allows higher channel utilization and throughput [4] . TCP faces some challenges over wireless networks since it was not originally designed to work in such an environment which is characterized by very dynamic topology and high bit error rate [4] . The performance of TCP degrades with high mobility since it reduces the transmission rate due to link breakages and consequently packet dropping. TCP interprets the absence of ACK as congestion, and consequently, when the RTO expires it retransmits the corresponding packet and duplicates the value of RTO. Furthermore, TCP invokes slow start congestion control mechanism which decreases the window size to one segment [7] [8] .
TCP computes the value of RTO based on the Round Trip Time (RTT) samples. RTT is the period between the sending a packet and receiving its corresponding ACK [2] . Determining the appropriate RTO value is not an easy task since it is affected by many network factors such as multiple path existence, the dynamicity of the network topology, and the experienced bit error rate [10] .
The original algorithm for computing the timeout keeps a running average of RTT and then computes the timeout value as a function of RTT. Specifically, TCP sender records the time of sending a packet and of receiving its corresponding ACK. A "SampleRTT" is then computed as the difference between these two time instances. Afterward, TCP computes an "EstematedRTT" as in (1), [10] .
where α is weighting parameter selected to make the EstimatedRTT changes smoothly. It is recommended to set α to a value that is not too small, which causes the EstematedRTT to follow the fluctuation of the 
Jacobson and Karle noticed that the main problem of the original algorithm is that it doesn't take into account the variance between SampleRTT values. If the variance is small, then the EstimatedRTT can be better trusted and there is no reason for multiplying the EstematedRTT by 2 to compute the Timeout. On the other hand, a large variance in RTT samples suggests that the timeout value should not be too tightly coupled to the EstimatedRTT [11] .
The standard algorithm of estimating TCP's RTO computes the Difference, the EstimatedRTT, and the variance between SampleRTTs (Deviation) as in (3), (4), and (5) respectively, [11] .
where  and β are two parameters used to give weight to the more important terms. The recommended value for each, according to the standard, is within (0, 1) for  and 0.125 for β. TCP then computes the Timeout as in (6):
where µ is set to 1 and φ is set to 4 as recommended values. This is done in order to allow for faster adaptation of timeout value according to the variance in SampleRTT [10] . The rest of this paper is organized as follows. The related work is presented in section II. Section III explains the proposed idea of TTAF. Section IV illustrates the setting of simulation environment and the results evaluation and discussion. Finally, section V concludes the paper.
II. RELATED WORKS
Alex Kesselman and Yishay Mansour in [2] have studied optimizing the RTO value depending on RTT and the TCP window size to maximize the throughput. They derive the RTO value based on several RTT distributions and found that TCP window size gets larger, the optimal RTO value services for longer period.
In [10] a transport layer and end-to-end approach was proposed to differentiate packet loss due to link failure from that due to congestion. It uses the history of queue usage rate where the ascending growth of queue usage refers to increased probability of congestion loss. On the other hand, a fixed averaged queue usage value can be considered as a sign of link failure losses. This study also has presented an approach that compares between the characteristics of the broken route and the re-established route in term of Relative On-way trip time (EROTT) and number of hops. EROTT helps TCP to set a suitable RTO for new route.
In [3] , the authors have argued that computing the RTO based on only RTT is not enough. They proposed contention adaptive retransmission timeout (CA-RTO) algorithm. This algorithm uses a contention parameter which reflects the effect of contention into timeout. Furthermore, they introduced a randomization technique which adjusts/extends the timeout value in case of high contention.
In [13] a TCP Friendly Rate Control (TFRC) has been used to develop a cross-layer design that aims to improve the performance of video transmission over MANET. It gives priority to video packets via the utilization of information from the MAC layer. Signal to Noise Ratio (SNR) measurements through the routing path have been used to increase the efficiency of route reconstruction. Simulation results proved that traffic classification and the SNR utilization have improved the end-to-end and Quality of Service (QoS) provision.
A new variant of TCP called TCP AR (TCP Adaptive RTO) enhances the performance of standard TCP by adapting retransmission timeout to network conditions [14] . This approach combines between TCPW ABSE (TCP Westwood Adaptive Bandwidth Share Estimation) with new RTO back off mechanism. When packet loss is not due to congestion but to link failure, TCP AR prevents the RTO exponential back off. The key of this work is that if packet loss is detected by timeout and there are other signs which indicate that there is no congestion, then it is not necessary to trigger the TCP RTO exponential back off procedure. TCP AR detects the state of network by estimate network throughput using throughput filter that already exist in TCPW ABSE. The path congestion level is determined by comparing the throughput estimation with current CNWD which represents the instantaneous sending rate. If (throughput * RTT) is larger than the CNWD, this indicates that there is no congestion. Otherwise the packet loss is due to congestion so doubling the RTO.
In [5] ER-SRTO algorithm has been proposed to detect packet loss during delay spike. The proposed solution performs an efficient recovery in the RTO using the ACK of the retransmitted packet and without calling additional loss recovery mechanisms.
III. IDEA OF TTAF
The main idea of TTAF is to rely on fast retransmit events to more accurately adapt the value of Retransmission Time Out (RTO) calculation during the fast recovery period. The basic assumption of fast retransmit is that the network is not highly congested since the source TCP has received three duplicated ACKs safely. This allows the TCP source to retransmit the supposedly lost packet faster than waiting the RTO period to expire. After a fast retransmission event, TCP enters fast recovery phase. Since the sending side does not need to drastically reduce congestion window (CNWD), fast recovery reduces CNWD to one-half of current CNWD. Furthermore, each time TCP sender gets additional duplicated ACKs, it transmits more one packet. In case of multiple losses in CNWD, TCP NewReno solves this issue using partial ACK, where TCP does not get out from fast recovery phase until it receives new ACK which acknowledges all packets in CNWD.
From the simulations traces analysis presented in [14] , it is concluded that consecutive timeouts plays a major factor which affects TCP performance over wireless environment. A TCP source assumes that losses are due to congestion since TCP's RTO mechanism was originally designed for wired networks. When a timeout occurs, TCP assumes that the network is severely congested and accordingly invokes the congestion control mechanisms. These mechanisms imply lowering the CNWD value and doubling the RTO, which is calculated mainly based on the RTT value, so that the network could recover from the congestion state.
In MANET, consecutive timeouts could come as a result of route failures and not severe network congestion. Multipath routing could also play a role in delivering packet with more delay than other adjacent packets that have been sent over different paths [15] . Fast retransmit distinguishes between the two cases and allows the TCP source to reduce the time it waits to retransmit a packet that has been lost due to link failure or bit error. We think that more beneficial actions could be carried out based on a fast retransmit event. Such an action could be the modification of the value of the RTO. Furthermore, in case a loss has happened during fast recovery, the timeout expiration event is inevitable and there is a need to reduce RTO value in such case.
TTAF takes into consideration the difference of time between the event of receiving the third duplicated ACK and the end of the RTO period as shown in Fig. 1 . This amount of time is used to lower the RTO value since it represents the unnecessary period of time a TCP source skipped after the reception of the third duplicated ACK. TTAF reduces the Timeout value by a fraction of this time difference, as shown in (7), since it could be risky to severely subtracting this whole time difference from the RTO value, see (8) .
where T is the remaining value of the TCP Timeout when the third duplicated ACK received, and ω is weighting factor that we recommend to be set to 0.25 based on some initial experiments.
It is worth to note here that fast retransmit does not displace timeout mechanism. The timeout mechanism is usually the sole player in determining lost packet for small window sizes or when the loss occurs at the end of a large window. This is because, in such cases, packets in transit are not enough to trigger fast retransmit. These cases are the target of TTAF and where it should be useful usage to increase the adaptivity of TCP Timeout. TTAF does this by anticipating such situations by lowering the RTO value to make it more close to the proper one based on previous fast retransmit events. Fig.  2 presents the idea in a form of a flow chart that could give more detailed illustration of TTAF.
IV. RESULTS EVALUATION AND DISCUSSION
We have conducted several simulated experiments to evaluate the performance of TTAF and compare it with TCP NewReno. The experiments were carried out using Glomosim 2.02 simulation package [16] . Different scenarios have been generated assuming 50 nodes in a 1200 meter by 1200 meter terrain area. The number of source nodes was 25 out of the 50 total nodes. The whole simulation time was 10 minutes. Each simulated scenario has been repeated several times with different simulation seeds in order to get confidence in the resulted average.
In the first three simulated experimental results, the nodes have moved randomly with a speed that varies in different scenarios as 0, 5, 10, 15, 20, 25, and 30 mps with a 30 seconds pause time. The throughput comparison between TTAF and TCP NewReno, shown in the first three figures of simulated results, measures the performance of both protocols as the mobility speed increases. As we move from Fig. 3, Fig. 4 , to Fig. 5 , the number of packets sent by each TCP source increases from 1000, 2000, and up to 5000 data packets. This is done in order to evaluate the effect of increased traffic load over the simulated ad hoc network in addition to the effect of mobility speed. Fig. 3 shows that TTAF outperforms TCP NewReno for values of mobility speed start from 15 m/s when each TCP source sends 1000 packets. It shows that throughput decreases for both TTAF and TCP NewReno as the mobility speed increases. This occurs since the link breakages due to mobility increase which causes a more dropped data and ACK packets. In case of losing the retransmitted packet, timeout is invoked. This does not allow the TCP source in NewReno to figure out the real reason of data loss (i.e. whether it is due to severe congestion or link breakage). In contrast, TTAF makes its role in reducing the value of RTO based on the previously encountered FR. When the timeout during fast recovery phase is not avoidable, TCP sender waits for a shorter period of time to resend the lost packet and, accordingly, will be able to recover the size of the CNWD faster in TTAF than TCP NewReno. Fig. 4 and Fig. 5 confirm the results that has been presented in Fig. 3 . when we study these figures, we can notice that the difference in throughput between TTAF and TCP NewReno becomes bigger. In Fig. 5 , it is noticeable that for all values of mobility speed TTAF is able to outperform TCP NewReno. This is because as the traffic load increases the number of packets in transmit increases, and this raises up the probability of FR occurrence and, as a result, elevates the utilization of TTAF improvement in the measurement of RTO during fast recovery. TTAF makes its role during this more frequently happing events with higher traffic load in reducing the value of RTO during fast recovery, based on previously encountered fast retransmit event. This is done by TTAF so that the source will not wait for long period of RTO when fast retransmit is not an option. Fig. 6 illustrates a more detailed study of the effect of increasing traffic load on the behavior of the compared protocols while the nodes move with a mobility speed of 10 mps. One can notice that the throughput in TTAF TCP NewReno increases while traffic load increases up to a certain point after which the congestion become so severe and cause a drop in throughput. Fast retransmit can help in cases where there are enough packets that have been delivered after the lost one. In these situations, TTAF helps in reducing the value of RTO and so increasing the achieved throughput when fast retransmit is unable to help such as loss during fast recovery. TTAF is able to achieve its best performance and biggest difference, compared with TCP NewReno, with high traffic load as appeared in Fig. 6 for values higher than 3000 packets traffic load. In the results of next and last two experiments we show the evaluation of TTAF and TCP NewReno throughput while increasing the channel bit error rate from 10 -7 , 10 -6 , 10 -5 , and up to 10 -4 . The mobility speed of each node has been assigned randomly within the rage from 5mps to 30 mps. Fig. 7 shows a comparison of the achieved throughput when each source sends 3000 data packets during the simulation time. We can notice that TCP throughput decreases for both TCP NewReno and TTAF as the bit error rate increases. This is because as the bit error rate gets higher, the number of dropped erroneous data and ACK packets gets also higher. Consequently, TCP retransmits the dropped packets, backs off the RTO value, and reduces its CNWD more frequently. TTAF is able to outperform TCP NewReno with the existence of bit errors. This is because the lightly loaded network, in this case, is not suffering from a severe congestion which is detected by the invocation of fast retransmit. Based on fast retransmit invocation, TTAF is able to detect situations where packet loss is due to bit error and, accordingly, to decrease the RTO value. This allows TTAF sender, in contrast to TCP NewReno sender, to wait for shorter RTO in cases where waiting the timeout is inevitable during fast recovery. Fig. 8 shows the comparison between the two TCP variants when the amount of data sent by each source has been raised to 4000 packets where each node moves by 10 mps. The figure shows that TTAF performance is more clearly better than TCP NewReno with this higher traffic load. The reason behind this is that with the increment of the data load on the network the effect of bit errors becomes more apparent and so becomes the effect of reducing the RTO.
With smaller RTO and when the timeout mechanism is the only way to detect lost packets, TTAF is able be faster in retransmitting those dropped packet and accordingly achieving higher throughput. On the other hand, TCP NewReno does not utilize the events of fast retransmit in reducing the RTO value, a fact that forces a TCP sender to wait for longer RTO in case when the packet loss is due to bit error. This decreases the throughput of TCP NewReno especially when the amount of data that is affected by the bit errors becomes higher.
V. CONCLUSION
In this paper we have presented TTAF which is a modification of TCP NewReno that tries to better adapt TCP behavior, and especially over MANET. The main aim of TTAF is to utilize the arrival of third duplicated ACK event not only to retransmit the supposedly lost packet faster than waiting for long RTO, but also to better adapt the RTO value to be closer to the proper one. The idea is that fast retransmit events indicate that the network is not severely congested and this allows the TCP sender to lower the value of RTO by a fraction of the time difference between RTO and the instance of time the third duplicated ACK has arrived.
This helps TCP sender in reducing the amount of time it has to wait for the expiration of RTO. Such a reduction in RTO value becomes very useful in certain situations like when the CNWD size is small such as the case during fast recovery phase. In such situation the timeout mechanism is normally the sole player in determining when to retransmit a lost packet. This is because the number of packets in transit is not high enough to trigger fast retransmit. Results of simulated experiments show that TTAF has achieved better throughput than TCP NewReno under various traffic loads, mobility speeds, and bit error rates.
