Abstract. We consider a class of Bayesian dynamic models that involve switching among various regimes. As an example we produce a model for a runoff time series exhibiting pulsatile behavior. This model is a mixture of three autoregressive models which accommodate "rising," "falling," and "normal" states in the runoff process. The mechanism for switching among regimes is given by a three-state Markov chain whose transition probabilities are modeled on the basis both of past runoff values and of a time series of rainfall data. We adopt the Bayesian approach and use the Gibbs sampler in the numerical analyses. A study of a daily runoff series from Lake Taupo, New Zealand, is given.
Introduction
In reviewing stochastic models for riverflow time series, Lawrance and Kottegoda [1977, p. 165] pointed out that there are two statistical challenges in modeling daily flow series, "the first being the modeling of highly non-Gaussian dependent series with large variability. The second, and more hydrological, arises from the fact that in daily flow sequences there may be many local maxima caused by a short period of rising flows (ascension) followed by a longer period of falling flows (recession)." (For discussion and references, with emphasis on stochastic models, see Bennett [1979] and Gupta et al. [1994] .) This paper addresses these issues through a mixture-type time series model. As a simple approximation, we envision three regimes, the first being normal behavior. The second regime represents sudden rises or "pulses," and the third models slow falls following the pulses. The model for switching among regimes is given by a three-state Markov chain model. A related Markovian model is suggested by Jackson [1975] . Our methods of model formulation and analysis are more general. In particular, we model the transition probabilities on the basis of past runoff values as well as a rainfall record. Thus our model is designed to utilize additional information for "predicting" the hidden state. This approach is also different from that of Ozaki [1985] , in which rainfall is modeled by an additive linear function. Ozaki's approach is apparently based on precise information of rainfall, which is supposedly adequate in predicting the spurts in runoff. However, often this type of exact precipitation information is unavailable and a nonlinear model may be necessary.
Regime-switching models for time series are of interest in many contexts. Diggle and Zeger [1989] proposed a nonGaussian autoregressive-like model for pulsatile time series and applied it to analysis of an endocrinological time series.
Their model is an AR(1) model but with mixture innovations that model jumps and a feedback structure. Following Diggle and Zeger [1989] , Komaki [1993] developed a continuous state space model with pulses. Other references include McCulloch and Tsay [1993, 1994] , who also cited earlier works in econometrics literature.
The hierarchical models formulated here are related to hidden Markov models. For example, the model in our formulation has much in common with that of Hughes and Guttorp [1994] . We return to this issue in section 5.
The models formulated are analyzed using the Bayesian approach and the Gibbs sampling version of Markov chain Monte Carlo (MCMC) . See Berger and Rios Insua [1998] for relevant discussion of the Bayesian view and additional references. References on applying MCMC to dynamic models include Carlin et al. [1992] , Scipione and Berliner [1993] , Robert et al., [1993] , Gelman et al. [1995] , and Robert [1995] .
In the next section we discuss the data upon which our example is based and provide some introductory data analyses. Section 3 is devoted to a general discussion of hierarchical Bayesian switching models, illustrated by the description of a specific model suggested for the runoff example. Section 4 presents the results of the analysis for runoff data. Section 5 offers general discussion.
Basic Data Analysis
Our example involves a runoff time series for Lake Taupo, New Zealand. Figure 1 is a time series plot of the daily inflow series from January 1, 1970 , to December 31, 1979 . Figure 2 shows the phase plot (i.e., scatterplot of pairs of successive runoffs) for this period. The pulsatile feature of the data can be seen in both plots; the pulses appear to be consequences of large rain falls.
In the case of a large lake, such as Lake Taupo, the daily runoff series reflects the overall precipitation pattern in a region. Properties that affect runoff involve many factors, such as precipitation amount and spatial distribution, topography, and evaporation. Precise information on all important factors may not be readily available. On the other hand, since rain events can affect a large area, limited rainfall information may be very useful in predicting the pulse events. In our example analysis we employ rainfall data from a single station; the reader should not infer that we would generally suggest single-station data are sufficient. Indeed, selection of input rainfall data is itself an interesting topic. In this paper we focus on developing analyses once the input data sources have been selected.
For our input data station we choose Rotorua station because it is both upstream from and reasonably close to Lake Taupo. Figure 3 is a time series plot of daily rainfall series from 1970 through 1979. Time series plots of both runoff and rainfall for selected years are displayed in Figure 4 . The tendency for large rain events to precede sharp rises in runoff is certainly evident.
Models for Pulsatile Time Series
Our goal is to provide a model for a time series {Y t } that allows for regime switching and incorporates a covariate, or predictor series, say, {X t }. Define indicator variables {I t } to indicate the particular regime the process is in at time t. In our example the primary series of interest is runoff Y. On the basis of the runoff behavior depicted in Figure 4 , we defined the following indicators: I ϭ 0 represents the normal regime, I ϭ 1 indicates a shock or rising period of runoff, and I ϭ 2 denotes the period of recovering or falling from such a shock. (More than three regimes may be used in general.) The explanatory series {X t } is a rainfall time series. Note that in this paper we model Y conditional on X; all observations of X are viewed as constants, except in section 3.3.
We formulate a hierarchical model for a series {Y t }. (See Berliner [1996] for discussion.) The following notation will be useful:
To accommodate regime switching, it is convenient to include the indicator variable in this model. Probability theory implies that conditional on the predictor series X 0 T and a parameter vector , the joint density of all the Y and I, [Y 0
where we have employed the now familiar generic pdf notation, [ ͉ ] , popularized by Gelfand and Smith [1990] . (For examples, [ y͉x] is the conditional density of y given x; [ y, x] is the joint density of y and x.) Throughout the modeling we will consider only models which are "forward conditional" and predictive. That is, we assume that only past values of X will be available in forecasting Y. Formally, for each t we assume that
Next, the right-hand side of (2) can be written as the product of
This fact is emblematic of the power of hierarchical modeling. The complex notation may obscure the point. To clarify, we temporarily suppress the conditioning variables in the righthand side of (2). Probability theory tells us that the joint den-
Hence rather than modeling the joint directly, we can take the simpler route of modeling runoff given that we know the current regime (I t ), and then proceed to model the regime distribution. Statistical modeling of the densities in (3) and (4) is discussed in sections 3.1 and 3.2, respectively.
Switching Autoregressive Models for Y
A common and parsimonious modeling strategy for time series is based on the notion that only the recent past plays an important role in the conditional densities in (3). In our example, we use a one-step model (i.e., given the regime, only Y tϪ1 enters the model for Y t ):
where {e it } are independent and identically distributed (iid), standard (mean, 0; variance, 1) normal (Gaussian) random variables. All three models are single-lag autoregressions in Y tϪ1 . Note that in the rising regime (I ϭ 1), we have included the past value of X in the regression model.
Markov Models for Regime Switching
The key assumption made is that conditional on Y 0 tϪ1 (and X 0 tϪ1 ), the regime indicators are a one-step Markov chain; that is, the conditional probabilities for I t depend on the past states only through I tϪ1 :
Let p iiЈ denote the probability of making the a transition from i to iЈ. The form of probability transition matrix considered in the runoff example is given in Table 1 . Each row of this transition matrix represents the probability distribution of I t , conditional on the indicated value of I tϪ1 . Note that the pattern of zeros ( p 02 ϭ p 10 ϭ p 21 ϭ 0) in this example, reflects our definition of regimes. The assumption p 21 ϭ 0 is particularly questionable, but we proceed with the simple case for illustration. This simplification enables us to use employ binary regression in modeling of the transition probabilities. In general, one can employ multinomial regression; this introduces no conceptual differences, though calculations are a bit more intricate.
Binary regression facilitates the incorporation of the Y and X series as covariates. For introductions to this area, see Agresti [1990] and Santner and Duffy [1990] . First, note that the resulting models for the transition probabilities are timedependent; i.e., the chain is not stationary! Second, to model the transition probabilities, one may choose an arbitrary probability distribution function, say, H. A particular transition probability is then modeled as being equal to a parameterized value of H, depending on the values of the covariates. We choose to use probit models in this paper for their relative simplicity in Bayesian computations; the results are not expected to be sensitive this choice.
The models used here are
where ⌽( z) denotes the distribution function of a standard normal random variable Z, i.e., ⌽( z) is the probability that Z is less than z. Specifications of these three p values completes the model because of the pattern of zeros in Table 1 . The other three values are obtained by subtraction; e.g., p 00 (t) ϭ 1 Ϫ p 01 (t). Suppose that I tϪ1 ϭ 0. If 03 Ͼ 0, then, for a fixed value of Y tϪ1 , (7) means that a large X tϪ1 suggests a comparatively large probability of switching to the rising state at time t. In the context of runoff and rainfall it is quite clear that major rainfall events lead to high runoff. However, with rainfall data from a single station we believe that it is important to leave flexibility in the model. In particular, runoff might well be high as a result of high rainfall in an area not included in our rainfall data.
Predictive Analysis
An important application of a time series analysis is prediction of future behavior. For our runoff problem, we develop a prediction procedure for incorporating new rainfall data as it is observed.
In our general notation, suppose that based on data up to time T ϩ (T Ϫ 1), we are to find
where f Ͼ 1. Probability theory provides a formula for (10) that correctly accounts for our uncertainty in the parameters:
Though this calculation is recommended in the production of actual forecasts, it is not particularly simple for complex models, such as the runoff-rainfall model presented here. Therefore we consider a plausible approximation in this paper to Here p iiЈ denotes the probability of a transition from regime i to iЈ.
indicate the model's behavior. We discuss this further at the end of section 4.3. The first basic notion is to use the fitted model to approximate (10); that is, we use
where are estimated (say, posterior means) model parameters based on the data up to time T. Comparing (12) with (11), we see that there are two essential sources of error in the approximation. First, it is suboptimal to base the parameter estimation on data up to time T when we actually have data up to time T ϩ f Ϫ 1. One trusts that if T is very large yet f is relatively small, little efficiency is lost. (Of course, this assumes that the model and parameters do not change.) Second, (12) replaces the complicated integral in (11) by a simple "plug-in" procedure. This procedure leads to underestimation of prediction error variances due to failure to account for the error in estimating . Again, if T is very large, one hopes that the distribution [͉Y 1 T , X 1 T ] is sufficiently sharp to justify the approximation.
To compute (12), we need to average the fitted models with respect to regime indicators I. In particular,
where the expectation is taken over I Tϩf . (These formulas are based on (2)-(4).) To proceed, we would also employ the fact that
In general, these predictive formulas could be developed sequentially, predicting for f ϭ 1, using the results for f ϭ 2, etc. Though calculations such as suggested above are recommended in general, we illustrate results here using a further simplification. Essentially, we will treat I just as we have treated model parameters ; rather than averaging out unobserved past values of I, we simply plug in their most likely estimates. To clarify, our approximated predictive distribution for time T ϩ 1 is
where Î T is the (estimated) most likely value of I T . Note that the result is a mixture of Gaussian densities based on (5), with mixing probabilities based on the appropriate row of Table 1 . The most likely value of I Tϩ1 is noted, and then used analogously to predict Y Tϩ2 , etc. We have restricted ourselves to predictions for only 1 day ahead. This restriction arises because of the form of model considered. To remove the restriction, we would need to consider a predictive model for the X process; i.e., predictions of runoff beyond 1 day ahead essentially rely on predictions of the intervening rainfall. We will consider this aspect elsewhere.
Bayesian Implementation for Runoff Data

Choice of Priors
The completion of the Bayesian model requires specification of priors for parameters and the initial states of the process.
Prior elicitation is a crucial component of the Bayesian approach. See Berger [1985] and Bernardo and Smith [1994] for discussion and references. In this article, for brevity and illustrative purposes we formulated priors based on qualitative prior information (e.g., "fast rise, slow fall" implies both signs and relative magnitudes of i2 in (5), as well as preliminary data analysis. Use of the data in prior formulations is not formally acceptable in Bayesian analysis. However, our goal is to indicate the power of the methodology. Furthermore, the priors used here were chosen not to agree too strongly with the data. In examples such as the one presented here with such large numbers of observations, one expects the data to dominate the analysis. Finally, note that the models selected may be argued as part of the prior used. For example, the use of one-time-step autoregressions as in (5) is akin to assigning prior probability one that higher-order regression coefficients are all zeroes.
We employed conjugate priors for the and parameters arising in the autoregression models (5). First, we assume that conditional on the parameters, the ij are mutually independent and have normal (Gaussian) distributions with means (E( ij ) and variances ij i 2 , where the prior means E( ij ) are listed in Table 3 . The fixed constants ij are listed in Table 2 . We assume that the i 2 are independent, and have inverse gamma distributions, with parameters ␣ i and ␤ i , also given in Table 2 . (The quantities ij , ␣ i , and ␤ i are often called hyperparameters.)
The implied prior means E( i 2 ) and standard deviations s.d.( i 2 ) of the i 2 are given in Table 3 . These quantities are given by the relations [e.g., Berger, 1985, p. 561] :
Note that for ␣ i ϭ 2.1, then var ( i 2 ) ϭ 10(E( i 2 )) 2 . Also, the implied prior means and standard deviations of the ij are given in Table 3 . The marginal prior variances of the ij are given by var ( ij ) ϭ ij E( i 2 ). Next, we describe the priors for the "" parameters introduced in (7), (8), and (9). We assume that all ij are a priori Table 3 . Prior Specifications for and Parameters Subscript i refers to runoff regimes 0, 1, and 2, as defined in (5). Subscript j is an arbitrary index of parameters, also defined in (5). NA means not applicable. Subscript i refers to runoff regimes 0, 1, and 2, as defined in (5). Subscript j is an arbitrary index of parameters, also defined in (5). NA means not applicable. independent and normally distributed. The prior means and standard deviations used are given in Table 4 .
Posterior Calculations
The model formulated is far too complex to permit Bayesian updating in closed form. Numerical approaches are necessary. The advent of Markov chain Monte Carlo has lead to a vitalization of the Bayesian approach to such complicated models. In this family of procedures, a Markov chain, whose stationary/ergodic distribution is the posterior distribution of interest, is constructed. The chain is simulated to produce a (dependent!) sample from the posterior, approximately. See Bernardo and Smith [1994] and Gelman et al. [1995] for discussions of theory and practice.
A particular form of MCMC, Gibbs sampling, will be used for estimating features of the posterior distribution. We offer a very brief description: Suppose U 1 , ⅐ ⅐ ⅐ , U m are m random variables, with joint density [U 1 , ⅐ ⅐ ⅐ , U m ]. This density is assumed to be far too complex to write down or even simulate from directly. However, we assume that we can relatively easily find and simulate from all the so-called full conditionals, We employ an iterative procedure for generating a realization of an m -dimensional, one-step Markov chain: Let (U 1,t , ⅐ ⅐ ⅐ , U m,t ) denote the state of the chain at time t. Given the state of the chain at time t Ϫ 1, (U 1,t , ⅐ ⅐ ⅐ , U m,t ) is generated as follows:
For implementations, one typically initializes at an arbitrary starting vector. The preceding iteration is performed for some "burn-in" period, say, b iterates. The next S(U 1,t , ⅐ ⅐ ⅐ , U m,t ) vectors are then used as simulated output from the density [U 1 , ⅐ ⅐ ⅐ , U m ]. The output is typically analyzed as in stationary time series analysis. For example, sample means,
estimate the expectation of U i . For our Bayesian analysis of the runoff series, we identify the U as all unknown model parameters (, , and ), as well as the T unknown regime indicators (I). To implement the Gibbs sampler, we must find the full conditionals of these quantities, where all conditioning includes the observed Y. The key to this implementation is that despite the complexity of the model, the hierarchical structures do allow the comparatively simple simulation from these full conditionals.
A rough outline of the evaluation of the full conditionals follows. For simplicity, we suppress dependences on data {Y 1 , ⅐ ⅐ ⅐ , Y T }, the X values, and parameters, as convenient. Further details of the calculations are given in the appendix.
To compute the full conditionals for the hidden states, first note that the Markovian assumptions imply that
(16) Though we are conditioning on all model parameters in this calculation, the resulting distributions are nevertheless cumbersome. The key is that the conditional distribution of I t strongly depends on the values of I tϪ1 and I tϩ1 . In general, (16) involves one normal density function (dictated by one of the models in (5), along with two transition probability based on the models in (7), (8), and (9).
Next, consider the and parameters of the autoregressive models. Conditional on the I series, we may divide the data into three groups, Y (0) with I ϭ 0, Y (1) with I ϭ 1, and Y (2) with I ϭ 2. (We make this three vectors, maintaining relative time order in each.) Since we proceed with known values of I, the problem is reduced to standard Bayesian updating for the model parameters of linear regression models [see, e.g., Bernardo and Smith, 1994] .
To deal with the parameters of the binary regression model, we will rely on the methodology suggested by Albert and Chib [1993, section 3 .1]. They present a simple procedure for Bayesian updating the parameters in a probit model.
Results for Runoff Example
The Gibbs algorithm we used follows the systematic order ͓I͉͔, ͓͉I͔, ͓͉I, ͔, ͓͉I͔, where the last step is performed via a data augmentation step for binary probit models. (See the appendix for discussion of this step, and Albert and Chib [1993] for details.)
To monitor convergence of the algorithm, we performed several trial runs starting from different initial values. For inferences presented below, we used the results of a long run with b ϭ 10,000 initial steps as burn in. Time series and autocorrelation (acf) plots for the simulated samples of main parameters were inspected searching for reasons to doubt convergence of the Gibbs sampler. In particular, gross failures of acf's to decay exponentially may indicate that the sampler has failed to reach equilibrium, since in equilibrium the time series are realizations of stationary processes. Another use of the acf's permits some measure of the simulation error in estimates of posterior moments. As mentioned in (15), we use sample means from Gibbs sampling streams to estimate moments. For a stationary time series variable, say, U, with variance Var (U) and acf (l)((l) represents the correlation between two values separated in time by l units), it is well known that
Empirical estimates of (7) based on estimated variance and acf's can be used to compute estimated standard errors. Subscripts i and j refer to indices of parameters defined in (7), (8), and (9). NA means not applicable.
Time series plots of sample means, computed at each iteration step, offer another way of assessing convergence. We found no overwhelming evidence based on these diagnostics that the simulation did not reach reasonable equilibrium.
In Table 5 we summarize the estimated posterior quantities; these may be compared with the prior inputs described in Table 3 and 4. Note that the posterior means for all "" regression coefficients are positive, in agreement with intuition. That is, we expect successive runoff values to be "positively correlated." Even during the failing regime, large runoffs typically should be followed by large runoffs, though those runoffs are anticipated to be smaller than their predecessors. Further, the estimate of 0.87 for the autoregressive parameter 02 roughly suggests a correlation of 0.75 between successive normal runoffs, while the corresponding correlation is 0.42. During the rising regime the fitted autoregressive parameter of 1.01 would imply an "explosive" process in general. Of course, this value is relevant only during "shocks." This large value is undoubtedly attributable to a few extraordinarily large runoffs in the data. However, we would not suggest that these be viewed as conventional outliers; rather, they are crucial to potential flooding. Inspection of the transition probability parameter results also offer some intuition. For example, the largest estimated coefficient (0.031) is 03 , indicating that the large rainfalls do indeed increase the probability of transition from a normal to a rising regime. The indication of the presence of a nonzero value for 02 suggests that large runoff may still trigger the model to transition from normal to rising, even when the previous rainfall was not sufficient to trigger such alone. The fitted value of 22 (0.013) is interesting (say, when compared with the much smaller fitted value of 02 ). To interpret this value, recall that it refers to the probability of remaining in a falling regime. Hence a very high runoff during a fall is likely to still be followed by another day of fall rather than by a very quick transition to normal behavior. Table 5 includes the estimated standard errors (SE) of mean estimates and the estimates of posterior standard deviations (ps s.d.). The variance estimates for sample means are computed using (17), but truncating to zero all autocorrelations beyond lag 600. More generally, an advantage of the Bayesian approach is that it offers not merely estimates and standard errors of parameters, but also posterior distributions, allowing for the assessment of interdependencies among parameters, etc. For brevity we do not explore these results here.
Classifications of regimes I based on the last iterate of the Gibbs sampler are given in Figure 5 for phase space and Figure  6 for time order. These figures indicate that the fitted model is able to separate the different regimes quite well. These estimated regimes lead to an empirical estimate that normal regime is operative 89.5% of the time, while rising (falling) was the classification 4.6% (5.9%) of the time. (Recall that we anticipate fast rises and slow falls, so we would expect more time spent in falls than rises.) To get some flavor of the fit of the model, we constructed an estimated residual plot, Figure 7 . Using these estimated regimes, we also computed the corresponding residuals based on the selected, fitted autoregression from (5). In assessing the impact of these considerations, we should keep in mind that the regime states are themselves estimated. For example, a particularly odd residual may either suggest a bad model fit or a bad estimate of the regime.
Next we implement the prediction procedure described in section 3.3. First, we plug into the model the mean estimates of parameters given in Table 5 and proceed as if they are known. We considered two prediction periods. For the first, imagine it is "now" January 19, 1980 (day T ϩ 19). Estimates of regime classification probabilities for January 20 -29, 1980 , were computed as follows. Assuming I Tϩ19 ϭ 0 (the most likely estimate), we can find the regime probabilities for T ϩ 20 using the fitted Markov model in section 3.2. For day T ϩ 21, we assume the most likely value for I Tϩ20 , and Markov model probabilities based on the observed value of X Tϩ20 ; the procedure is then repeated for each day. Further, we compute the estimated predictive distributions based on this information and (14). Note that each prediction distribution is a mixture over the three component distributions described in (5). (In our model, the mixture is actually only over two of the three owing to the ordering of states reflected in Table 1 .) Further, a summary of these distributions is the implied overall mean. Results are given in Table 6 and Figure 8 . To clarify, the overall Parameters are sample means (mean) estimates of associated standard errors (SE; see equation (7) Table 7 .
Though this plug-in prediction procedure is suboptimal, we are encouraged that it produces reasonable results, even in December, 1980. Recall that this period is more than 11 months later than the last observational data used in the complete Bayesian analysis. We suggest that this use of the approximation can be viewed as a rough "out-of-sample" model validation. Further, while we would suggest full Bayesian updating based on all available data in general (in the example, this could mean running a new Gibbs sampler every day), the computational overhead might be deemed too high. An interesting alternative is to formally update via full Bayesian analysis periodically (e.g., every week or two), and use the approximate prediction procedure between updates. This and other approaches will be investigated elsewhere.
Discussion
First, the treatment here did not account explicitly for measurement errors. Rather, we assumed that the values of Y and X were "exact" in some sense. A related issue involves the treatment of the X's as constants, rather then observations of a true rainfall process, itself requiring a stochastic model. (References concerning rainfall modeling include Stern and Coe [1984] and Gupta and Waymire [1993] .)
The modeling steps used here are strongly related to hidden Markov models [see Hughes and Guttorp, 1994] . Technically, a fully Bayesian approach requires choices of priors for all the parameters suggested (in our example includes the , , and values), as well as the initial conditions Y 0 and I 0 . Operationally, the Bayesian approach involves updating, conditional on the observed data (for us, Y 1 T ), to obtain posterior inferences for parameters and the unobserved regimes. Standard nonBayesian analyses typically (1) construct a likelihood function for the unknown parameters by summing the modeled version of equation (1) over all configurations of the unobserved regime indicators, and (2) optimize that likelihood to produce maximum likelihood estimates of parameters. In general, this is a formidable numerical task. Hughes and Guttorp [1994] describe such analyses and also provide effective computational algorithms for their implementations.
We have not addressed model selection and assessment in depth. In fact, these issues are not easy, particularly in the context of mixture modeling. Formal Bayesian approaches are available, though their useful presentation is beyond the scope of this paper (see Bernardo and Smith [1994] for discussion and references.) We simply performed the data analysis outlined in section 2 and some simple reasoning to formulate a reasonable model. Our suggestion is that the predictive power illustrated in the preceding section provides evidence of the plausibility of the approach.
Generalizations of the models discussed are possible. Foremost, the one-step Markov assumption for regime transitions can be replaced with a k-step model if necessary. Of course, there are many ways to construct models that incorporate the past. In our examples, one could imagine building models analogous to (5) but employing more lags of Y. On the other hand, one might employ a one-step Markov chain model with transition probabilities depending on k past values of Y. In either case the resulting stochastic models on Y would display behaviors with more than one-step Markovian memories. Such issues indicate the flexibility of the general modeling strategy as well as the need for careful thought in its use.
Next, there are many approaches to modeling regime switching, even in the context of a one-step Markov assumption. In our example, we employed the covariate X in our modeling. In contexts in which no obvious covariates arise, regime switching can still be modeled in terms of past Y values only [e.g., Diggle and Zeger, 1989] . Further, nonstochastic models have also been considered. In such approaches, the modeler specifies that a particular regime arises when the past values of the process take on particular values. These models are typically known as threshold models [see Tong, 1990] . The estimated range for December 19 was 0 (normal).
