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AN INTEGER DEGREE FOR ASYMPTOTICALLY CONICAL
SELF-EXPANDERS
JACOB BERNSTEIN AND LU WANG
ABSTRACT. We establish the existence of an integer degree for the natural projection map
from the space of parameterizations of asymptotically conical self-expanders to the space
of parameterizations of the asymptotic cones when this map is proper. As an application
we show that there is an open set in the space of cones in R3 for which each cone in the
set has a strictly unstable self-expanding annuli asymptotic to it.
1. INTRODUCTION
A hypersurface, i.e., a properly embedded codimension-one submanifold, Σ ⊂ Rn+1,
is a self-expander if
(1.1) HΣ − x
⊥
2
= 0.
Here
HΣ = ∆Σx = −HΣnΣ = −divΣ(nΣ)nΣ
is the mean curvature vector, nΣ is the unit normal, and x
⊥ is the normal component of the
position vector. Self-expanders arise naturally in the study of mean curvature flow. Indeed,
Σ is a self-expander if and only if the family of homothetic hypersurfaces
{Σt}t>0 =
{√
tΣ
}
t>0
is a mean curvature flow (MCF), that is, a solution to the flow(
∂x
∂t
)⊥
= HΣt .
Self-expanders are expected to model the behavior of a MCF as it emerges from a conical
singularity [2]. They are also expected to model the long time behavior of the flow [7].
Given an integer k ≥ 2 and α ∈ (0, 1) let Γ be a Ck,α∗ -asymptotically conical Ck,α-
hypersurface in Rn+1 and let L(Γ) be the link of the asymptotic cone of Γ. For instance, if
limρ→0+ ρΓ = C in Ck,αloc (Rn+1 \ {0}), where C is a cone, then Γ is Ck,α∗ -asymptotically
conical with asymptotic cone C. For technical reasons, the actual definition is slightly
weaker – see Section 3 of [4] for the details. We denote the space of Ck,α∗ -asymptotically
conical Ck,α-hypersurfaces in Rn+1 byACHk,αn .
In [4], the authors showed that the space ACEk,αn (Γ) – see (2.3) below – of asymp-
totically conical parameterizations of self-expanders modeled on Γ (modulo reparameter-
izations fixing the parameterization of the asymptotic cone) possesses a natural Banach
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manifold structure modeled on Ck,α(L(Γ);Rn+1). The authors further showed that the
map
Π: ACEk,αn (Γ)→ Ck,α(L(Γ);Rn+1)
given by Π([f ]) = tr1∞[f ] is smooth and Fredholm of index 0. Here tr
1
∞[f ] is the trace at
infinity of f – see (2.2). As such, by work of Smale [13], as long as Π is proper it possesses
a well-defined mod 2 degree – see [5] for natural situations in which Π is proper. In this
paper, we show that as long as Π is proper it has a well-defined integer degree. Namely, let
Vk,αemb(Γ) =
{
ϕ ∈ Ck,α(L(Γ);Rn+1) : E H1 [ϕ] is an embedding
}
,
be the space of parameterizations of embedded cones. Here E H1 [ϕ] is the homogeneous
degree-one extension of ϕ – see (2.1). For any ϕ ∈ Vk,αemb(Γ) a regular value of Π so that
Π−1(ϕ) is a finite set let
deg(Π, ϕ) =
∑
[f ]∈Π−1(ϕ)
(−1)ind([f ])
where ind([f ]) is the Morse index of [f ] – see Section 4. We claim that in many situations
the map deg depends only on the component of ϕ in Vk,αemb(Γ). More precisely,
Theorem 1.1. Given Γ ∈ ACHk,αn , let V ⊂ Vk,αemb(Γ) be a connected open set and let
U ⊂ ACEk,αn (Γ) be open and so Π|U : U → V is proper. Then for ϕ ∈ V which is a
regular value of Π|U ,
deg(Π|U , ϕ) =
∑
[f ]∈U∩Π−1(ϕ)
(−1)ind([f ])
is independent of ϕ – i.e., Π|U has a well-defined integer degree deg(Π|U ,V).
This is analogous to a result proved by White [14] for a large class of compact critical
points of elliptic variational problems. While the argument in this article follows the outline
laid out in [14], the details are quite different and are substantially more involved. This is
due to technical issues introduced both by the non-compactness of the problem and, more
seriously, by the fast growth of the weight.
As an application of Theorem 1.1 we obtain the existence of many strictly unstable
asymptotically conical self-expanders.
Theorem 1.2. Let Γ ∈ ACHk,α2 be an annulus. There is an open set V0 ⊂ Vk,αemb(Γ) so
that for each ϕ ∈ V0 there is an element [f ] ∈ ACEk,α2 (Γ) with tr1∞[f ] = ϕ and so that
f(Γ) is a strictly unstable self-expander.
Remark 1.3. It is necessary to invoke the integer degree for the map Π, instead of the mod
2 degree, in order to conclude that the self-expanders in Theorem 1.2 are strictly unstable.
Remark 1.4. In [2], Angenent-Ilmanen-Chopp show that there is a critical value δ∗ so that
for 0 < δ < δ∗ there are no connected rotationally symmetric self-expanders asymptotic
to the rotationally symmetric double cone
Cδ =
{
x21 + · · ·+ x2n = δ2x2n+1
}
,
while for δ > δ∗ there is at least one connected rotationally symmetric self-expanders
asymptotic to Cδ. In [11], Helmensdorfer further analyzed this problem and showed that,
for δ > δ∗, there is a second connected rotationally symmetric self-expander asymptotic
to Cδ. It is likely that the solution constructed by Angenent-Ilmanen-Chopp is strictly
stable while the one found by Helmensdorfer is strictly unstable (and there is a unique
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weakly stable example asymptotic to Cδ∗ ), but, to our knowledge, a complete proof has not
appeared in the literature.
2. NOTATION AND BACKGROUND
2.1. Basic notions. Denote a (open) ball in Rn of radius R and center x by BnR(x) and
the closed ball by B¯nR(x). We often omit the superscript n when its value is clear from
context. We also omit the center when it is the origin.
For an open set U ⊂ Rn+1, a hypersurface in U , Σ, is a smooth, properly embedded,
codimension-one submanifold of U . We also consider hypersurfaces of lower regularity
and given an integer k ≥ 2 andα ∈ (0, 1)we define aCk,α-hypersurface inU to be a prop-
erly embedded, codimension-one Ck,α submanifold of U . When needed, we distinguish
between a point p ∈ Σ and its position vector x(p).
Consider the hypersurface Sn ⊂ Rn+1, the unit n-sphere in Rn+1. A hypersurface
in Sn, σ, is a closed, embedded, codimension-one smooth submanifold of Sn and Ck,α-
hypersurfaces in Sn are defined likewise. Observe that σ is a closed codimension-two
submanifold of Rn+1 and so we may associate to each point p ∈ σ its position vector
x(p). Clearly, |x(p)| = 1.
A cone is a set C ⊂ Rn+1 \ {0} that is dilation invariant around the origin. That is,
ρC = C for all ρ > 0. The link of the cone is the set L[C] = C ∩ Sn. The cone is regular if
its link is a smooth hypersurface in Sn and Ck,α-regular if its link is a Ck,α-hypersurface
in Sn. For any hypersurface σ ⊂ Sn the cone over σ, C[σ], is the cone defined by
C[σ] = {ρp : p ∈ σ, ρ > 0} ⊂ Rn+1 \ {0}.
Clearly, L[C[σ]] = σ.
2.2. Function spaces. Let Σ be a properly embedded, Ck,α submanifold of an open set
U ⊂ Rn+1. There is a natural Riemannian metric, gΣ, on Σ of class Ck−1,α induced
from the Euclidean one. As we always take k ≥ 2, the Christoffel symbols of this metric,
in appropriate coordinates, are well-defined and of regularity Ck−2,α. Let ∇Σ be the
covariant derivative on Σ. Denote by dΣ the geodesic distance on Σ and by B
Σ
R(p) the
(open) geodesic ball in Σ of radiusR and center p ∈ Σ. ForR small enough so thatBΣR(p)
is strictly geodesically convex and q ∈ BΣR(p), denote by τΣp,q the parallel transport along
the unique minimizing geodesic in BΣR(p) from p to q.
Throughout the rest of this subsection, let Ω be a domain in Σ, l an integer in [0, k],
γ ∈ (0, 1) and d ∈ R. Suppose l + γ ≤ k + α. We first consider the following norm for
functions on Ω:
‖f‖l;Ω =
l∑
i=0
sup
Ω
|∇iΣf |.
We then let
Cl(Ω) =
{
f ∈ Clloc(Ω): ‖f‖l;Ω <∞
}
.
We next define the Ho¨lder semi-norms for functions f and tensor fields T on Ω:
[f ]γ;Ω = sup
p,q∈Ω
q∈BΣδ (p)\{p}
|f(p)− f(q)|
dΣ(p, q)γ
and [T ]γ;Ω = sup
p,q∈Ω
q∈BΣδ (p)\{p}
|T (p)− (τΣp,q)∗T (q)|
dΣ(p, q)γ
,
where δ = δ(Σ,Ω) > 0 so that for all p ∈ Ω, BΣδ (p) is strictly geodesically convex. We
further define the norm for functions on Ω:
‖f‖l,γ;Ω = ‖f‖l;Ω + [∇lΣf ]γ;Ω,
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and let
Cl,γ(Ω) =
{
f ∈ Cl,γloc(Ω): ‖f‖l,γ;Ω <∞
}
.
We also define the following weighted norm for functions on Ω:
‖f‖(d)l;Ω =
l∑
i=0
sup
p∈Ω
(|x(p)|+ 1)−d+i |∇iΣf(p)|.
We then let
Cld(Ω) =
{
f ∈ Clloc(Ω): ‖f‖(d)l;Ω <∞
}
.
We further define the following weighted Ho¨lder semi-norms for functions f and tensor
fields T on Ω:
[f ]
(d)
γ;Ω = sup
p,q∈Ω
q∈BΣδp (p)\{p}
(
(|x(p)|+ 1)−d+γ + (|x(q)| + 1)−d+γ) |f(p)− f(q)|
dΣ(p, q)γ
, and,
[T ]
(d)
γ;Ω = sup
p,q∈Ω
q∈BΣδp (p)\{p}
(
(|x(p)|+ 1)−d+γ + (|x(q)| + 1)−d+γ) |T (p)− (τΣp,q)∗T (q)|
dΣ(p, q)γ
,
where η = η(Ω,Σ) ∈ (0, 14) so that for any p ∈ Σ, letting δp = η(|x(p)| + 1), BΣδp(p) is
strictly geodesically convex. Next we define the norm for functions on Ω:
‖f‖(d)l,γ;Ω = ‖f‖(d)l;Ω + [∇lΣf ](d−l)γ;Ω ,
and we let
Cl,γd (Ω) =
{
f ∈ Cl,γloc(Ω): ‖f‖(d)l,γ;Ω <∞
}
.
We follow the convention that Cl,0loc = C
l
loc, C
l,0 = Cl and Cl,0d = C
l
d and that C
0,γ
loc =
Cγloc, C
0,γ = Cγ andC0,γd = C
γ
d . The notation for the corresponding norms is abbreviated
in the same fashion.
Finally, we define the following weighted integral norm for functions on Ω:
‖f‖W,(d)l;Ω =
(∫
Ω
l∑
i=0
|∇iΣf |2ed|x|
2
dHn
) 1
2
,
and we then let
W ld(Ω) =
{
f ∈W l,2loc(Ω): ‖f‖W,(d)l;Ω <∞
}
.
In all above definitions of various norms, we often omit the domain Ω when it is clear
from context. These norms can be extended in a straightforward manner to vector-valued
functions and tensor fields. It is a standard exercise to verify that these spaces equipped
with the corresponding norms are Banach spaces.
2.3. Homogeneous functions and homogeneity at infinity. Fix a Ck,α-regular cone C
with its link L. By our definition, C is a Ck,α-hypersurface in Rn+1 \ {0}. For R > 0,
let CR = C \ B¯R. There is an η = η(L, R) > 0 so that for any p ∈ CR, BCδp(p) is strictly
geodesically convex, where δp = η(|x(p)| + 1). We also fix an integer l ∈ [0, k] and
γ ∈ [0, 1) with l + γ ≤ k + α.
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A map f ∈ Cl,γloc(C;RM ) is homogeneous of degree d if f(ρp) = ρdf(p) for all p ∈ C
and ρ > 0. Given a map ϕ ∈ Cl,γ(L;RM ) the homogeneous extension of degree d of ϕ is
the map E Hd [ϕ] ∈ Cl,γloc(C;RM ) defined by
(2.1) E Hd [ϕ](p) = |x(p)|dϕ(|x(p)|−1p).
Conversely, given a homogeneous RM -valued map of degree d, f ∈ Cl,γloc(C;RM ), let
ϕ = tr[f ] ∈ Cl,β(L;RM ), the trace of f , be the restriction of f to L. Clearly, f is the
homogeneous extension of degree d of ϕ.
A map g ∈ Cl,γloc(CR;RM ) is asymptotically homogeneous of degree d if
lim
ρ→0+
ρdg(ρ−1p) = f(p) in Cl,γloc(C;RM )
for some f ∈ Cl,γloc(C;RM ) that is homogeneous of degree d. For such a g we define the
trace at infinity of g by trd∞[g] = tr[f ]. We define
Cl,γd,H(CR;RM ) =
{
g ∈ Cl,γd (CR;RM ) : g is asymptotically homogeneous of degree d
}
.
It is straightforward to verify that Cl,γd,H(CR;RM ) is a closed subspace of Cl,γd (CR;RM )
and that
trd∞ : C
l,γ
d,H(CR;RM )→ Cl,γ(L;RM )
is a bounded linear map. Finally, x|CR ∈ Ck,α1,H(CR;Rn+1) and tr1∞[x|CR ] = x|L.
2.4. Asymptotically conical hypersurfaces. A Ck,α-hypersurface, Σ ⊂ Rn+1, is Ck,α∗ -
asymptotically conical if there is a Ck,α-regular cone, C ⊂ Rn+1, and a homogeneous (of
degree 0) transverse section, V, on C such that Σ, outside some compact set, is given by
theV-graph of a function in Ck,α1 ∩Ck1,0(CR) for someR > 1. Here a transverse section is
a regularized version of the unit normal – see Section 2.4 of [4] for the precise definition.
Observe, that by the Arzela`-Ascoli theorem one has that, for every l, γ with l+ γ < k+α,
lim
ρ→0+
ρΣ = C in Cl,γloc(Rn+1 \ {0}).
Clearly, the asymptotic cone, C, is uniquely determined by Σ and so we denote it by C(Σ).
Let L(Σ) denote the link of C(Σ) and, for R > 0, let CR(Σ) = C(Σ) \ B¯R. Denote the
space of Ck,α∗ -asymptotically conical Ck,α-hypersurfaces in Rn+1 by ACHk,αn .
Finally, let K be a compact subset of Σ and let Σ′ = Σ \ K . By definition, we may
choose K large enough so πV – the projection of a neighborhood of C(Σ) along V –
restricts to a Ck,α diffeomorphism of Σ′ onto CR(Σ). Denote its inverse by θV;Σ′ .
2.5. Traces at infinity. Fix an element Σ ∈ ACHk,αn . Let l be an integer in [0, k] and
γ ∈ [0, 1) such that l+γ < k+α. A map f ∈ Cl,γloc(Σ;RM ) is asymptotically homogeneous
of degree d if f ◦θV;Σ′ ∈ Cl,γd,H(CR(Σ);RM ) whereV is a homogeneous transverse section
on C(Σ) and Σ′, θV;Σ′ are introduced in the previous subsection. The trace at infinity of f
is then
(2.2) trd∞[f ] = tr
d
∞[f ◦ θV;Σ′ ] ∈ Cl,γ(L(Σ);RM ).
Whether f is asymptotically homogeneous of degree d and the definition of trd∞ are in-
dependent of the choice of homogeneous transverse sections on C(Σ). Clearly, x|Σ is
asymptotically homogeneous of degree 1 and tr1∞[x|Σ] = x|L(Σ).
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We next define the space
Cl,γd,H(Σ;R
M ) =
{
f ∈ Cl,γd (Σ;RM ) : f is asymptotically homogeneous of degree d
}
.
One can check that Cl,γd,H(Σ;R
M ) is a closed subspace of Cl,γd (Σ;R
M ), and the map
trd∞ : C
l,γ
d,H(Σ;R
M )→ Cl,γ(L(Σ);RM )
is a bounded linear map. We further define the set Cl,γd,0(Σ;R
M ) ⊂ Cl,γd,H(Σ;RM ) to be the
kernel of trd∞.
2.6. Asymptotically conical embeddings. Fix an element Γ ∈ ACHk,αn . We define the
space of Ck,α∗ -asymptotically conical embeddings of Γ into Rn+1 to be
ACHk,αn (Γ) =
{
f ∈ Ck,α1 ∩ Ck1,H(Γ;Rn+1) : f and E H1 ◦ tr1∞[f ] are embeddings
}
.
Clearly, ACHk,αn (Γ) is an open set in the Banach space Ck,α1 ∩ Ck1,H(Γ;Rn+1) with the
‖ · ‖(1)k,α norm. The hypotheses on f , tr1∞[f ] ∈ Ck,α(L(Γ);Rn+1) ensure
C[f ] = E H1 ◦ tr1∞[f ] : C(Γ)→ Rn+1 \ {0}
is a Ck,α embedding. As this map is homogeneous of degree one, it parameterizes the
Ck,α-regular cone C(f(Γ)) – see [4, Proposition 3.3].
Finally, we introduce a natural equivalence relation on ACHk,αn (Γ). First, say a Ck,α
diffeomorphism φ : Γ→ Γ fixes infinity if x|Γ ◦ φ ∈ ACHk,αn (Γ) and
tr1∞[x|Γ ◦ φ] = x|L(Γ).
Two elements f ,g ∈ ACHk,αn (Γ) are equivalent, written f ∼ g, provided there is a Ck,α
diffeomorphism φ : Γ→ Γ that fixes infinity so that f ◦ φ = g. Given f ∈ ACHk,αn (Γ) let
[f ] be the equivalence class of f . Following [4], we define the space
(2.3) ACEk,αn (Γ) =
{
[f ] : f ∈ ACHk,αn (Γ) and f(Γ) satisfies (1.1)
}
.
2.7. Various symmetric bilinear forms. Let Σ ⊂ Rn+1 be a C2-hypersurface and v
a transverse section on Σ. Suppose f : Σ → Rn+1 is a C2 proper embedding. We set
Λ = f(Σ) and w = v ◦ f−1. We also assume w is transverse to Λ. If gf is the pullback
metric of the Euclidean one via f , then we let
Ωf =
√
det gf
det gΣ
e
|f|2−|x|2
4
which is the ratio of the pullback weighted measure on Λ and the one on Σ, and
Ωf ,v =
(
v · (nΛ ◦ f)
v · nΣ
)2
Ωf .
Observe that Ωx|Σ = Ωx|Σ,v = 1.
First we introduce natural weighted inner products for functions on Σ. Suppose u, v ∈
C0c (Σ). Let
BΣ[u, v] =
∫
Σ
uve
|x|2
4 dHn
and
BΣ,v[u, v] = BΣ[(v · nΣ)u, (v · nΣ)v] =
∫
Σ
uv(v · nΣ)2e
|x|2
4 dHn.
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Likewise, let
Bf [u, v] = BΛ
[
u ◦ f−1, v ◦ f−1] = ∫
Σ
uvΩfe
|x|2
4 dHn
and
Bf ,v[u, v] = BΛ,w
[
u ◦ f−1, v ◦ f−1] = ∫
Σ
uv(v · (nΛ ◦ f))2Ωfe
|x|2
4 dHn.
Thus, we have that
Bf [u, v] = BΣ[Ωfu, v] and Bf ,v[u, v] = BΣ,v[Ωf ,vu, v].
Next, we introduce the following Dirichlet energy forms: for u, v ∈ C1c (Σ),
DΣ[u, v] =
∫
Σ
∇Σu · ∇Σv e
|x|2
4 dHn,
and
DΣ,v[u, v] = DΣ[(v · nΣ)u, (v · nΣ)v].
If Σ is a C3-hypersurface, then
DΣ,v[u, v] =
∫
Σ
(∇Σu · ∇Σv + aΣ,vuv) (v · nΣ)2e
|x|2
4 dHn
where
aΣ,v = −(v · nΣ)−1
(
∆Σ +
1
2
x · ∇Σ
)
(v · nΣ).
Likewise, let
Df [u, v] = DΛ
[
u ◦ f−1, v ◦ f−1] = ∫
Σ
(g−1
f
)ij∇iu∇jvΩfe
|x|2
4 dHn,
and
Df ,v[u, v] = DΛ,w
[
u ◦ f−1, v ◦ f−1] .
When Λ is of class C3,
Df ,v[u, v] =
∫
Σ
(
(g−1
f
)ij∇iu∇jv + (aΛ,w ◦ f)uv
)
(v · (nΛ ◦ f))2Ωfe
|x|2
4 dHn.
Finally, we consider the Jacobi operator (also called the stability operator) on Σ,
LΣ = ∆Σ +
1
2
x · ∇Σ + |AΣ|2 − 1
2
.
The operator LΣ is associated to the symmetric bilinear form
QΣ[u, v] =
∫
Σ
(
∇Σu · ∇Σv − |AΣ|2uv + 1
2
uv
)
e
|x|2
4 dHn
in the sense that for u, v ∈ C2c (Σ),
QΣ[u, v] = −BΣ[u, LΣv].
In particular, LΣ is symmetric with respect to the inner product BΣ.
We also consider the v-Jacobi operator
LΣ,v = (v · nΣ)LΣ ((v · nΣ)×) .
It will also be convenient to consider the related operator
L′Σ,v = (v · nΣ)−2LΣ,v.
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These operators are both associated to the symmetric bilinear form
QΣ,v[u, v] = QΣ[(v · nΣ)u, (v · nΣ)v].
When Σ is of class C3,
QΣ,v[u, v] =
∫
Σ
(∇Σu · ∇Σv + a′Σ,vuv) (v · nΣ)2e |x|24 dHn
where
a′Σ,v = −(v · nΣ)−1LΣ(v · nΣ).
Specifically one has, for u, v ∈ C2c (Σ),
QΣ,v[u, v] = −BΣ[u, LΣ,vv] = −BΣ,v[u, L′Σ,vv],
and so LΣ,v and L
′
Σ,v are symmetric with respect to BΣ and BΣ,v, respectively.
Likewise, we consider the symmetric bilinear form
Qf [u, v] = QΛ
[
u ◦ f−1, v ◦ f−1]
=
∫
Σ
(
(g−1
f
)ij∇iu∇jv − (|AΛ|2 ◦ f)uv + 1
2
uv
)
Ωfe
|x|2
4 dHn.
Let
Lfv = (LΛ(v ◦ f−1)) ◦ f .
Observe, that for u, v ∈ C2c (Σ),
Qf [u, v] = −Bf [u, Lfv],
so Lf is symmetric with respect to Bf . There also is a symmetric bilinear form
Qf ,v[u, v] = QΛ,w
[
u ◦ f−1, v ◦ f−1] .
When Λ is of class C3,
Qf ,v[u, v] =
∫
Σ
(
(g−1
f
)ij∇iu∇jv + (a′Λ,w ◦ f)uv
)
(v · (nΛ ◦ f))2Ωfe
|x|2
4 dHn.
If we let
Lf ,vv = (LΛ,w(v ◦ f−1)) ◦ f and L′f ,v = (v · (nΛ ◦ f))−2Lf ,v,
then we observe that for u, v ∈ C2c (Σ),
Qf ,v[u, v] = −Bf [u, Lf ,vv] = −Bf ,v[u, L′f ,vv].
As such, L′
f ,v is symmetric with respect to Bf ,v.
We will always write the quadratic form associated to BΣ as BΣ[u] = BΣ[u, u] and do
so for the other bilinear forms.
2.8. First and second variations of theE-functional. Fix a C2-hypersurfaceΣ ⊂ Rn+1
and a transverse section v on Σ. Suppose f : Σ → Rn+1 is a C2 proper embedding and
that w = v ◦ f−1 is transverse to Λ = f(Σ). We also assume u, v ∈ C2c (Σ). For |s|, |t|
sufficiently small,
fs,t = f + (su+ tv)v
is a proper embedding of Σ into Rn+1 and v ◦ f−1s,t is a transverse section on fs,t(Σ).
We have by the first variation formula (see [4, Proposition 4.1]),
d
ds s=0
E[fs,t(Σ)] = −
∫
Σ
uΞf ,v[tv]Ωf0,te
|x|2
4 dHn = −Bf0,t [Ξf ,v[tv], u]
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where
Ξf ,v[tv] = v ·
(
H− x
⊥
2
)
[f0,t].
It will also be convenient to introduce
Ξ˜f ,v[tv] = Ωf0,tΞf ,v[tv] and Ξˆf ,v[tv] = (v · nΣ)−2Ωf0,tΞf ,v[tv].
We remark that the quantity Ξ˜f ,v is closer to what is considered in [14], however for various
reasons we find Ξˆf ,v easier to work with. We also observe that
Bf0,t [Ξf ,v[tv], u] = BΣ[Ξ˜f ,v[tv], u] = BΣ,v[Ξˆf ,v[tv], u].
Thus, we have that
d
ds s=0
E[fs,t(Σ)] = −BΣ[Ξ˜f ,v[tv], u] = −BΣ,v[Ξˆf ,v[tv], u].
In particular, f0,t(Σ) is a self-expander if and only if
Ξf ,v[tv] = Ξ˜f ,v[tv] = Ξˆf ,v[tv] = 0.
We next compute the second variation at critical points ofE. If f(Σ) is a self-expander,
then, by [4, Proposition 4.2], we have
d2
dtds t=s=0
E[fs,t(Σ)] = Qf ,v[u, v] = −BΣ,v[Ωf ,vL′f ,vv, u],
while differentiating the expression for the first variation formula directly gives, at critical
points of E,
d2
dtds t=s=0
E[fs,t(Σ)] = −BΣ,v[DΞˆf ,v(0)v, u].
Hence, as long as f(Σ) is a self-expander and v ◦ f−1 is transverse to f(Σ),
(2.4) DΞˆf ,v(0) = Ωf ,vL
′
f ,v
is symmetric with respect to BΣ,v.
2.9. Fast decay of eigenfunctions of LΣ and L
′
Σ,v. LetΣ ∈ ACHk,αn be a self-expander.
For p ∈ Σ let r(p) = |x(p)|. It follows from the expander equation, that there exist
constantsR0 = R0(Σ) and C0 = C0(Σ) so that on ER0 = Σ \BR0 ,
(2.5) ||∇Σr| − 1| ≤ C0r−4 ≤ 1
4
, |∇2Σr2 − 2gΣ| ≤ C0r−2 ≤
1
4
,
and,
(2.6) |AΣ|2 ≤ C0r−2 ≤ 1
4
and
∣∣∣∣HSρ − n− 1ρ
∣∣∣∣ ≤ C0ρ−3 ≤ 14ρ−1 for ρ > R0.
Here Sρ = Σ ∩ ∂Bρ and HSρ is the mean curvature of Sρ. Thus (ER0 , gΣ, r) is a weakly
conical end in the sense of [3, Section 2].
We use results from [3] to show the eigenfunctions of LΣ or L
′
Σ,v that below a certain
threshold, actually decay extremely fast.
Proposition 2.1. Suppose thatΣ ∈ ACHk,αn is a self-expander,v ∈ Ck,α0 ∩Ck0,H(Σ;Rn+1)
is a transverse section on Σ so C[v] = E H1 ◦ tr1∞[v] is a transverse section on C(Σ), and
µ ∈ R. If u ∈ W 1,2loc ∩W 0γ (ER) for some γ > 0 and R > R0, and satisfies LΣu = µu or
L′Σ,vu = µu, then, for any β <
1
2 ,
‖eβ|x|2u‖k,α;E4R <∞.
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Proof. Let U = (v · nΣ)u. Suppose u ∈ W 1,2loc ∩W 0γ (ER) and so is U . We first observe
that LΣ, L
′
Σ,v are uniformly elliptic operators with C
k−2,α
1 coefficients (cf. (5.21) of [4]).
If LΣu = µu or L
′
Σ,vu = µu (i.e., LΣU = µU ), then the standard elliptic regularity
theory (see, e.g., [9, Chapters 6 and 8]) implies that u ∈ Ck,αloc (E2R) and u decays, in the
pointwise sense, like e−
γ
4
|x|2 . Furthermore, it follows from [3, Theorems 9.1 and 7.2] that
u ∈ W 0β (E2R) for all β < 1/2. Hence, the claim follows from the local boundedness for
weak solutions and the Schauder estimates (cf. [9, Theorems 8.7 and 6.2]). 
3. A MODIFICATION OF THE SMOOTH DEPENDENCE THEOREM FROM [4]
In this section we slightly modify the maps obtained in [4, Theorem 7.1]. This modifi-
cation brings the maps closer in line with those obtained in [14, Theorem 3.2] and can be
thought of as picking charts around each point ofACEk,αn (Γ) different from the ones given
in [4]. One important point of emphasis, our proof of the modified theorem uses [4, Theo-
rem 7.1] and it is not clear that one could prove the modified theorem directly. The issue
has to do with the rapid growth of the weight, which can only be tamed using decay coming
from [4, Theorem 7.1].
Suppose that Σ is a C2-hypersurface in Rn+1 and v is a transverse section on Σ. If
f : Σ→ Rn+1 is a C2 proper embedding, then we define
Ξv[f ] = v ·
(
H− x
⊥
2
)
[f ] and Ξˆv[f ] = (v · nΣ)−2ΩfΞv[f ].
Theorem 3.1. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1)
be a transverse section on Σ so that C[v] is a transverse section on C(Σ) and that
∆Σv +
1
2
x · ∇Σv ∈ Ck−2,α−2 (Σ;Rn+1).
Let
Kv =
{
κ ∈ W 11
4
(Σ): L′Σ,vκ = 0
}
.
Then dimKv <∞, and there exist smooth maps
Fˆv : U1 × U2 → ACHk,αn (Σ), and,
Gˆv : U1 × U2 → Kv,
where U1 is some neighborhood of x|L(Σ) in Ck,α(L(Σ);Rn+1) and U2 is some neighbor-
hood of 0 in Kv, such that the following hold:
(1) For (ϕ, κ) ∈ U1 × U2, tr1∞[Fˆv[ϕ, κ]] = ϕ.
(2) Fˆv[x|L(Σ), 0] = x|Σ.
(3) For (ϕ, κ) ∈ U1 × U2, Fˆv[ϕ, κ] is E-stationary if and only if Gˆv[ϕ, κ] = 0.
(4) For κ ∈ Kv, D2Fˆv(x|L(Σ), 0)κ = κv.
(5) Gˆ−1v (0) is a smooth submanifold of codimension equal to dimKv . It contains
{0}×Kv in its tangent space at (ϕ, 0). Equivalently,D1Gˆv(x|L(Σ), 0) is of rank
equal to dimKv andD2Gˆv(x|L(Σ), 0) = 0.
(6) One has
Ξˆv[Fˆv[ϕ, κ]] = Gˆv[ϕ, κ] ∈ Kv.
Remark 3.2. Such a transverse section v always exists. For instance, outside a compact
set of Σ, one may choose v to be V ◦ πV|Σ for V a homogeneous transverse section on
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C(Σ), and then extend v to be a transverse section on Σ. It is straightforward to verify that
v satisfies the properties in Theorem 3.1.
Remark 3.3. The only difference with [4, Theorem 7.1] is the weight terms that appear in
Item (6). Namely, in that result one has
Ξv[Fv[ϕ, κ]] = Gv[ϕ, κ] ∈ Kv.
To prove Theorem 3.1 we will need several auxiliary propositions and lemmas. For
β, µ ∈ R we define
L
µ
Σ,β = ∆Σ + 2βx · ∇Σ − µ.
Observe that, for f, g ∈ C2c (Σ),∫
Σ
f(L 0Σ,βg)e
β|x|2 dHn = −
∫
Σ
∇Σf · ∇Σg eβ|x|2 dHn.
For brevity, we write L
µ
Σ = L
µ
Σ, 1
4
and LΣ = L
1
2
Σ, 1
4
.
Proposition 3.4. Let Σ ∈ ACHk,αn be a self-expander. For all β ∈
[
1
4 ,
3
8
]
,
LΣ : W
2
β (Σ)→W 0β (Σ)
is an isomorphism.
Proof. First the Lax-Milgram theorem implies that given an f ∈ W 0β (Σ) there is a unique
solution u ∈ W 11
4
(Σ) to LΣu = f in the distributional sense. Now suppose that f is
smooth and has compact support. As such, there is an R′ ≥ R0(Σ) sufficiently large so
that spt (f) ⊂ BR′ and Σ \ B¯R′ is a weakly conical end by the definition of R0 given in
Section 2.9. By standard elliptic regularity – see, e.g., Chapter 6 and 8 of [9] – Σ is indeed
smooth and so is u. As LΣu = 0 in Σ\BR′ it follows from Proposition 2.1 that
(3.1)
∫
Σ
(|∇2Σu|2 + |∇Σu|2 + u2) e 716 |x|2 dHn <∞.
In other words, u ∈ W 27
16
(Σ). As β < 716 , this fact will be used to justify integration by
parts in several places.
Indeed, as
L
0
Σ(u
2) = 2|∇Σu|2 + 2uL 0Σu = 2|∇Σu|2 + u2 + 2uf,
integrating by parts, which is justified by (3.1), gives
0 =
∫
Σ
L
0
Σ,β(u
2)eβ|x|
2
dHn =
∫
Σ
(
L
0
Σ(u
2) +
(
2β − 1
2
)
x⊤ · ∇Σu2
)
eβ|x|
2
dHn
=
∫
Σ
(
2|∇Σu|2 + u2 + 2uf + (4β − 1)ux⊤ · ∇Σu
)
eβ|x|
2
dHn
≥
∫
Σ
(
2|∇Σu|2 + u2 − 1
2
u2 − 2f2 − (4β − 1)
(
|∇Σu|2 + 1
4
|x⊤|2u2
))
eβ|x|
2
dHn,
where the last inequality used the absorbing inequality and the fact that β ≥ 14 . Hence, by
(A.2) of Proposition A.1, one obtains∫
Σ
(
2|∇Σu|2 + 1
2
u2 − 2f2 − 4β|∇Σu|2
)
eβ|x|
2
dHn ≤ 0.
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Hence, as β ≤ 3/8,∫
Σ
(
1
2
|∇Σu|2 + 1
2
u2
)
eβ|x|
2
dHn ≤ 2
∫
Σ
f2eβ|x|
2
dHn.
That is, for β ∈ [14 , 38],
(3.2) ‖u‖W,(β)1 ≤ 4‖f‖W,(β)0 .
Next consider the Bochner type formula
L
0
Σ
(
1
2
|∇Σu|2
)
= ∇Σu · ∇Σ(L 0Σu) + |∇2Σu|2 +RicΣ(∇Σu,∇Σu)
− x · nΣ
2
AΣ(∇Σu,∇Σu)− 1
2
|∇Σu|2
≥ ∇Σu · ∇Σ(L 0Σu) + |∇2Σu|2 −
(
1
2
+KΣ
)
|∇Σu|2
where the inequality uses the Gauss equation, the self-expander equation and
(3.3) KΣ = sup
p∈Σ
(1 + |x(p)|2)|AΣ(p)|2 <∞.
Integrating by parts (which can be justified by (3.1) together with a standard cutoff argu-
ment) yields∫
Σ
|∇2Σu|2eβ|x|
2
dHn ≤
∫
Σ
(
L
0
Σ
(
1
2
|∇Σu|2
)
−∇Σu · ∇Σ(L 0Σu)
)
eβ|x|
2
dHn
+
(
KΣ +
1
2
)∫
Σ
|∇Σu|2eβ|x|2 dHn
≤
∫
Σ
(
(1− 4β)
2
x⊤ · ∇Σ
(
1
2
|∇Σu|2
)
+ (L 0Σ,βu)(L
0
Σu)
)
eβ|x|
2
dHn
+
(
KΣ +
1
2
)∫
Σ
|∇Σu|2eβ|x|2 dHn.
One computes,∣∣∣∣
∫
Σ
x⊤ · ∇Σ
(
1
2
|∇Σu|2
)
eβ|x|
2
dHn
∣∣∣∣ =
∣∣∣∣
∫
Σ
∇2Σu(∇Σu,x⊤)eβ|x|
2
dHn
∣∣∣∣
≤
∫
Σ
|∇2Σu||x⊤||∇Σu|eβ|x|
2
dHn
≤
∫
Σ
(
|∇2Σu|2 +
1
4
|x⊤|2|∇Σu|2
)
eβ|x|
2
dHn.
Hence, by (A.2) of Proposition A.1 applied to |∇Σu| and the fact that 14 ≤ β ≤ 38 ,(
1− 4β
2
)∫
Σ
x⊤ · ∇Σ
(
1
2
|∇Σu|2
)
eβ|x|
2
dHn ≤ 2β
∫
Σ
|∇2Σu|2eβ|x|
2
dHn
≤ 3
4
∫
Σ
|∇2Σu|2eβ|x|
2
dHn.
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Similarly, as 14 ≤ β ≤ 38 ,∫
Σ
(L 0Σ,βu)(L
0
Σu)e
β|x|2dHn =
∫
Σ
(
(2β − 1
2
)x⊤ · ∇Σu+ 1
2
u+ f
)(
1
2
u+ f
)
eβ|x|
2
dHn
≤
∫
Σ
(
1
4
|x⊤ · ∇Σu|
(
1
2
|u|+ |f |
)
+
(
1
2
u+ f
)2)
eβ|x|
2
dHn
≤
∫
Σ
(
1
128
|x⊤ · ∇Σu|2 + 3
(
1
2
|u|+ |f |
)2)
eβ|x|
2
dHn
≤ 1
8
∫
Σ
|∇2Σu|2eβ|x|
2
dHn + 2
∫
Σ
(
u2 + 4f2
)
eβ|x|
2
dHn,
where the last inequality uses (A.1) of Proposition A.1.
Hence, we have arrived at
1
8
∫
Σ
|∇2Σu|2eβ|x|
2
dHn ≤
∫
Σ
{
2
(
u2 + 4f2
)
+
(
KΣ +
1
2
)
|∇Σu|2
}
eβ|x|
2
dHn.
Combining this with the previous estimate (3.2) gives
‖u‖W,(β)2 ≤ C(KΣ)‖f‖W,(β)0 .
The proof is completed by observing that for a fixed f ∈ W 0β (Σ), by a standard cutoff
and mollifier trick, there is a sequence of smooth, compactly supported functions on Σ, fj ,
so that fj → f inW 0β (Σ). Hence, if uj is the unique solution of LΣuj = fj , then {uj} is
a Cauchy sequence inW 2β (Σ). Hence, letting j → ∞ one obtains a solution u ∈ W 2β (Σ)
of LΣu = f . The uniqueness of such solutions are ensured by the uniqueness of the
solutions inW 11
4
(Σ). 
We recall the Banach space Dk,α(Σ) introduced in Section 5 of [4]:
Dk,α(Σ) =
{
f ∈ Ck,α1 ∩ Ck−1,α0 ∩Ck−2,α−1 (Σ): x · ∇Σf ∈ Ck−2,α−1 (Σ)
}
equipped with the norm
‖f‖∗k,α = ‖f‖(−1)k−2,α +
k∑
i=k−1
‖∇iΣf‖(1−k)α + ‖x · ∇Σf‖(−1)k−2,α.
We will adopt the convention that if X1 and X2 are Banach spaces, then X1 ∩ X2 is the
Banach space with the norm
‖f‖X1∩X2 = ‖f‖X1 + ‖f‖X2 .
Corollary 3.5. Let Σ and v be as given in Theorem 3.1. For β ∈ [ 14 , 38] the maps
LΣ, L
′
Σ,v : Dk,α ∩W 2β (Σ)→ Ck−2,α−1 ∩W 0β (Σ)
are both Fredholm of index 0.
Proof. By Proposition 3.4 and [4, Theorem 5.7] the map
LΣ : Dk,α ∩W 2β (Σ)→ Ck−2,α−1 ∩W 0β (Σ)
is an isomorphism. As Σ is asymptotically conical, we have |AΣ| ∈ Ck−2,α−1 (Σ). Thus the
Poincare´ inequality, (A.1) of Proposition A.1, and the Arzela`-Ascoli theorem imply that
LΣ and LΣ differ by a compact operator. This proves that LΣ is Fredholm of index zero.
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Observe that L′Σ,v = Mv ◦ LΣ,v where Mv[f ] = (v · nΣ)−2f is the operator given
by multiplication by (v · nΣ)−2. As |v · nΣ| ∈ Ck−1,α0 (Σ) and has a strictly positive
lower bound, it is not hard to see thatMv is an isomorphism of C
k−2,α
−1 ∩W 0β (Σ). And the
Poincare´ inequality, (A.1) of Proposition A.1, together with Lemma 5.10 and Proposition
5.11 of [4] implies that LΣ,v and LΣ differ by a compact operator from Dk,α ∩W 2β (Σ) to
Ck−2,α−1 ∩W 0β (Σ). Hence L′Σ,v is Fredholm of index 0. 
Lemma 3.6. Let Σ and v be as given in Theorem 3.1. If κ ∈ Kv \ {0}, then there are no
solutions inW 21
4
(Σ) to L′Σ,vu = κ.
Proof. We argue by contradictions. If there were such a solution, then integration by parts
would be valid by the fact that u ∈ W 21
4
(Σ) and Proposition 2.1. Thus,
BΣ,v[κ, κ] = BΣ,v[κ, L
′
Σ,vu] = −QΣ,v[κ, u] = BΣ,v[L′Σ,vκ, u] = 0.
That is, κ is identically zero. 
For Σ and v as given in Theorem 3.1, by Corollary 3.5, dimKv < ∞. Let Πv be
the orthogonal projection to Kv with respect to BΣ,v and Π⊥v = Id − Πv. Recall the
smooth map obtained in [4, Theorem 7.1], Fv from a neighborhood of (x|L(Σ), 0) in
Ck,α(L(Σ);Rn+1)×Kv to a neighborhood of x|Σ in ACHk,αn (Σ) so that
Fv[x|L(Σ), 0] = x|Σ,Ξv[Fv[ϕ, κ]] ∈ Kv and LΣFv[ϕ, κ] ∈ Ck−2,α−1 (Σ;Rn+1).
Denote by BR(f ;X) the open ball in Banach spaceX with radius R and center f .
Lemma 3.7. Let Σ and v be as given in Theorem 3.1. For β ∈ (0, 12) and sufficiently
small r0 > 0 the map
Θˆv : Br0(x|L(Σ);Ck,α(L(Σ);Rn+1))× Br0(0;Dk,α ∩W 2β (Σ))→ Ck−2,α−1 ∩W 0β (Σ)
given by
Θˆv[ϕ, u] = Ω
−1
F ′
v
[ϕ,u]Π
⊥
v ◦ Ξˆv[F ′v[ϕ, u]] where F ′v[ϕ, u] = Fv[ϕ, 0] + uv
is a well-defined smooth map.
Proof. First, we write
Θˆv[ϕ, u] = (v · nΣ)−2 (Ξv[F ′v[ϕ, u]]− Ξv[Fv[ϕ, 0]]) + (v · nΣ)−2Ξv[Fv[ϕ, 0]]
− Ω−1F ′
v
[ϕ,u]Πv ◦ Ξˆv[F ′v[ϕ, u]].
By Proposition 2.1, Kv ⊂ Dk,α ∩W 2β (Σ). By [4, Lemmas 7.2 and 7.3], the map
(ϕ, u) 7→ Ξv[F ′v[ϕ, u]]− Ξv[Fv[ϕ, 0]]
is a smooth map from a neighborhood of (x|L(Σ), 0) in Ck,α(L(Σ)) × (Dk,α ∩W 2β (Σ))
to Ck−2,α−1 ∩W 0β (Σ). Similarly, one shows that for r0 > 0 sufficiently small the maps
ϕ 7→ Ξv[Fv[ϕ, 0]] and (ϕ, u) 7→ Πv ◦ Ξˆv[F ′v[ϕ, u]]
are both smooth maps into Kv. Finally, we observe that, in view of Proposition 2.1, the
operator given by multiplication byΩ−1
f
for f ∈ ACHk,αn (Σ)with tr1∞[f ] sufficiently close
to x|L(Σ) is a smooth map from Kv to Ck−2,α−1 ∩W 0β (Σ), and that the operator given by
multiplication by (v · nΣ)−2 is an isomorphism of Ck−2,α−1 ∩W 0β (Σ). Therefore we have
shown Θˆv is a smooth map. 
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We are now ready to prove the main result of this section.
Proof of Theorem 3.1. First, Corollary 3.5 gives dimKv < ∞, and Proposition 2.1 gives
Kv ⊂ Dk,α ∩W 23
8
(Σ). Let
Kˆ⊥v =
{
f ∈ Ck−2,α−1 ∩W 03
8
(Σ): BΣ,v[f, κ] = 0 for all κ ∈ Kv
}
, and,
Kˆ⊥
v,∗ =
{
f ∈ Dk,α ∩W 23
8
(Σ): BΣ,v[f, κ] = 0 for all κ ∈ Kv
}
.
We consider the map
Θˆ′v : Br0(x|L(Σ);Ck,α(L(Σ);Rn+1))× B r0
2
(0;Kv)× B r0
2
(0; Kˆ⊥v,∗)→ Kˆ⊥v
defined by
Θˆ′
v
[ϕ, κ, u] = Θˆv[ϕ, κ+ u].
By Lemma 3.7, this is a well-defined smooth map.
By (2.4), one sees that D3Θˆ
′
v
(x|L(Σ), 0, 0) is given by L′Σ,v restricted to Kˆ⊥v,∗. Thus,
it follows from Corollary 3.5 and Lemma 3.6 that D3Θˆ
′
v
(x|L(Σ), 0, 0) is an isomorphism
between Kˆ⊥v,∗ and Kˆ⊥v . Hence, by the implicit function theorem, there is a neighborhood
U = U1×U2 of (x|L(Σ), 0) inCk,α(L(Σ);Rn+1)×Kv and a smooth map Fˆv,∗ : U → Kˆ⊥v,∗
that gives the unique solution in a neighborhood of 0 ∈ Kˆ⊥
v,∗ to
Θˆ′
v
[ϕ, κ, Fˆv,∗[ϕ, κ]] = 0.
Now let
Fˆv[ϕ, κ] = Fv[ϕ, 0] + (κ+ Fˆv,∗[ϕ, κ])v, and,
Gˆv[ϕ, κ] = Πv ◦ Ξˆv[Fˆv[ϕ, κ]].
Items (1), (2), (3) and (6) follow directly from the definitions of Fˆv and Gˆv . Further-
more, Items (4) and (5) follow the exact same proofs as in [4, Theorem 7.1]; for readers’
convenience we include them below.
To establish Item (4) it suffices to show D2Fˆv,∗(x|L(Σ), 0) = 0. Take any κ ∈ Kv.
Observe that for |s| < ǫ,
(3.4) Π⊥v ◦ Ξˆv[x|Σ + (sκ+ Fˆv,∗[x|L(Σ), sκ])v] = 0.
Differentiating (3.4) at s = 0, we use (2.4) and the chain rule to get
Π⊥
v
◦ L′Σ,v ◦D2Fˆv,∗(x|L(Σ), 0)κ = 0.
It follows from Lemma 3.6 and the definition of Fˆv,∗ that
D2Fˆv,∗(x|L(Σ), 0)κ ∈ Kv ∩ K⊥v,∗ = {0} ,
proving the claim.
Next, Items (4) and (6) together with (2.4) imply that
D2Gˆv(x|L(Σ), 0)κ = L′Σ,v[v ·D2Fˆv(x|L(Σ), 0)κ] = L′Σ,vκ = 0.
Similarly, one uses the more general second variation formula, [4, Proposition 4.2], to
compute that, for ζ ∈ Ck,α(L(Σ)),
D1Gˆv(x|L(Σ), 0)[ζV] = (v · nΣ)−1LΣ[nΣ ·D1Fˆv(x|L(Σ), 0)[ζV]].
Thus, arguing as in [4, Theorem 7.1], it follows that D1Gˆv(x|L(Σ), 0) is of rank equal to
dimKv. Hence we have shown Item (5). 
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It is convenient to let
Fˆv[ϕ, κ] = v ·
(
Fˆv[ϕ, κ]− Fˆv[ϕ, 0]
)
.
With this notation
Fˆv[ϕ, κ] = Fˆv[ϕ, 0] + Fˆv[ϕ, κ]v.
It follows from the proof of Theorem 3.1, that
(3.5) Fˆv[ϕ, κ]− κ = Fˆv,∗[ϕ, κ]− Fˆv,∗[ϕ, 0] ∈ Kˆ⊥v,∗ ⊂ Dk,α ∩W 23
8
(Σ).
Moreover,
ΞˆFˆv [ϕ,0],v[Fˆv[ϕ, κ]] = ΞˆFˆv [ϕ,κ],v[0] = Gˆv[ϕ, κ].
In particular, if Gˆv[ϕ, κ] = 0, i.e., Fˆv[ϕ, κ] is E-stationary, then
D2Gˆv(ϕ, κ) = DΞˆFˆv[ϕ,κ],v(0) ◦D2Fˆv(ϕ, κ)
= ΩFˆv[ϕ,κ],vL
′
Fˆv[ϕ,κ],v
◦D2Fˆv(ϕ, κ).
(3.6)
4. INDEX AND NULLITY
We recall the notion of index and nullity for asymptotically conical self-expanders and
relate these integers to certain other spectral invariants. As observed in Section 2.8, the
expander equation (1.1) is an elliptic variational problem and so, as is usual for such prob-
lems, we define the (Morse) index of an asymptotically conical self-expander,Σ, to be
ind(Σ) = sup
{
dimV : V ⊂ C2c (Σ) so that QΣ[u] < 0, ∀u ∈ V \ {0}
}
.
The nullity of Σ, null(Σ) is defined to be the dimension of the kernel of LΣ,
K =
{
κ ∈W 11
4
(Σ): LΣκ = 0
}
.
Observe, that if v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1) is a transverse section on Σ so that C[v] is
transverse to C(Σ), then dimKv = dimK. One readily checks that BΣ and BΣ,v extend
toW 01
4
(Σ), andDΣ,DΣ,v QΣ andQΣ,v extend toW
1
1
4
(Σ).
Lemma 4.1. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1) be
a transverse section on Σ so that C[v] is transverse to C(Σ). The operators
−LΣ,−L′Σ,v : W 21
4
(Σ)→W 01
4
(Σ)
are self-adjoint in
(
W 01
4
(Σ), BΣ
)
and
(
W 01
4
(Σ), BΣ,v
)
, respectively, and both have dis-
crete spectrums.
Proof. First we observe thatW 21
4
(Σ) is dense in
(
W 01
4
(Σ), BΣ
)
. If we choose γ > 0 so
sup
Σ
|AΣ|2 ≤ γ,
then the Lax-Milgram theorem and Proposition 3.4 imply, that given an f ∈ W 01
4
(Σ) there
is a unique solution u ∈W 21
4
(Σ) to (−LΣ + γ)u = f . Moreover,
‖u‖W,( 14 )2 ≤ C(γ)‖f‖W,(
1
4
)
0 .
That is, one can define a bounded operator,Rγ = (−LΣ+ γ)−1 in
(
W 01
4
(Σ), BΣ
)
. More-
over, Rγ is self-adjoint because −LΣ is symmetric with respect to BΣ. Now one writes
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−LΣ = R−1γ − γ. It is easy to check (see, e.g., [10, pages 107-108]) that R−1γ is a self-
adjoint operator in
(
W 01
4
(Σ), BΣ
)
and so is −LΣ.
To prove the spectrum of −LΣ is discrete, we follow the arguments in [10, Theorem
10.20]. As the natural embedding of W 21
4
(Σ) into W 01
4
(Σ) is compact by the Poincare´
inequality, (A.1) of Proposition A.1, it follows thatRγ is a compact operator. As the kernel
of Rγ is trivial, the Hilbert-Schmidt theorem implies that there is a countable orthonormal
basis {ψi} of
(
W 01
4
(Σ), BΣ
)
that consists of the eigenfunctionsψi ofRγ with eigenvalues
ρi > 0 so ρi → 0. Clearly, the ψi are also eigenfunctions of −LΣ with eigenvalues
µi = ρ
−1
i − γ, and {µi} has no accumulating points and µi → ∞. Observe, that for
µ 6= µi, if f =
∑
i aiψi, then
(LΣ − µ)−1f =
∑
i
ai
µi − µψi
and it is bounded as infi |µi − µ| > 0. Hence the entire spectrum of LΣ is given by {µi},
implying the discreteness of the spectrum of LΣ.
As long as one observes that a′Σ,v is uniformly bounded (cf. [4, (5.21)]), the proof for
L′Σ,v is essentially the same. 
This allows us to relate the index to spectral properties of LΣ and L
′
Σ,v. Indeed,
Proposition 4.2. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩Ck0,H(Σ;Rn+1)
be a transverse section on Σ so that C[v] is transverse to C(Σ). Then one has that ind(Σ)
is equal to:
(1) The maximum dimension of subspaces ofW 1β (Σ), β ≥ 14 on which QΣ or QΣ,v is
negative definite.
(2) The number of negative eigenvalues (counted with multiplicities) of−LΣ or−L′Σ,v
inW 1β (Σ) for any β ∈
(
0, 12
)
.
Proof. As C2c (Σ) is dense in W
1
1
4
(Σ) and |AΣ| is uniformly bounded, it follows from
the dominated convergence theorem that ind(Σ) is equal to the maximum dimension of
subspaces of W 11
4
(Σ) on which QΣ is negative definite. Observe, that the map Mv given
by the multiplication by (v ·nΣ)−1 is an isomorphism ofW 11
4
(Σ) andQΣ,v[Mvu,Mvv] =
QΣ[u, v]. Thus, QΣ is negative definite on a subspace V ⊂ W 11
4
(Σ) if and only if QΣ,v
is so on Mv(V ). Hence the first claim follows from the trivial inclusions for β ≥ 14 ,
C∞c (Σ) ⊂W 1β (Σ) ⊂W 11
4
(Σ).
To prove the second, we appeal to Lemma 4.1 and the min-max principle for self-adjoint
operators. It follows that ind(Σ) is equal to the number of negative eigenvalues of −LΣ
or −L′Σ,v in W 11
4
(Σ). Invoking Proposition 2.1, we have that eigenfunctions of −LΣ or
−L′Σ,v inW 11
4
(Σ) are inW 1β (Σ) for any β ∈
(
0, 12
)
and vice versa. This proves the second
claim. 
We extend the definition of index and nullity to parameterizations in a natural way. For
Σ ∈ ACHk,αn , if f ∈ ACHk,αn (Σ) is E-stationary, i.e., Λ = f(Σ) is a self-expander, then
we define
ind(f) = ind(Λ) and null(f) = null(Λ),
and ind([f ]) and null([f ]) are defined likewise. Similarly, we have the following:
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Lemma 4.3. Let Σ ∈ ACHk,αn and v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1) a transverse section on
Σ so that C[v] is transverse to C(Σ). If f ∈ ACHk,αn (Σ) is E-stationary, and v ◦ f−1 and
C[v] ◦ C[f ]−1 are transverse to, respectively, Λ = f(Σ) and C(Λ), then the operators
−Lf ,−L′f ,v : f∗W 21
4
(Λ)→ f∗W 01
4
(Λ)
are self-adjoint in
(
f∗W 01
4
(Λ), Bf
)
and
(
f∗W 01
4
(Λ), Bf ,v
)
, respectively, and both have
discrete spectrums.
Proposition 4.4. Let Σ ∈ ACHk,αn and v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1) a transverse section
on Σ so that C[v] is transverse to C(Σ). There is an ǫ0 > 0 sufficiently small, depending
only on KΣ and infΣ |v · nΣ|, so that if f ∈ Bǫ0(x|Σ;ACHk,αn (Σ)) and is E-stationary,
then ind(f) is equal to
(1) The maximum dimension of subspaces of C2c (Σ) on whichQf is negative definite.
(2) The maximum dimension of subspaces ofW 1β (Σ), β ≥ 38 on which Qf or Qf ,v is
negative definite.
(3) The number of negative eigenvalues (counted with multiplicities) of−Lf or−L′f ,v
inW 1β (Σ) for any β ∈
[
1
8 ,
3
8
]
.
5. CONCENTRATION ESTIMATES FOR EIGENFUNCTIONS AND STABILITY OF CERTAIN
QUADRATIC FORMS
The main goal of this section is to show that, for eigenfunctions of −LΣ with small
eigenvalue, one can prove effective estimates on concentration of such eigenfunctions in a
compact ball. HereΣ is an asymptotically conical self-expander as in Section 2.9 andR0 =
R0(Σ) is chosen so (2.5) and (2.6) hold. We also let KΣ be given by (3.3). The estimates
will depend only on KΣ, n and the measure of smallness of the eigenvalue. This will be
crucial to showing that the quadratic forms from Section 2, are stable for perturbations of
Σ, even those that change the asymptotic cone, when one entry is such an eigenfunction.
Let Sρ = Σ ∩ ∂Bρ and
L(ρ) =
∫
Sρ
u2|∇Σr| dHn−1,
and for γ ∈ R,
Lγ(ρ) = e
γρ2L(ρ).
Notice that, by the co-area formula, when ρ ≥ R0,
(5.1)
1
2
∫
E¯ρ
u2eγr
2
dHn ≤
∫
E¯ρ
u2eγr
2|∇Σr|2dHn =
∫ ∞
ρ
Lγ(t)dt ≤
∫
E¯ρ
u2eγr
2
dHn.
Lemma 5.1. LetΣ ∈ ACHk,αn be a self-expander. Fix an ǫ > 0 and µ ≤ 14 . If u ∈W 11
4
(Σ)
satisfies
−LΣu = µu,
then there is an R1 = R1(KΣ, n, ǫ) ≥ R0 so that∫
Σ\BR1
(|∇Σu|2 + u2) e 38 |x|2 dHn ≤ ǫ
∫
Σ
u2e
|x|2
4 dHn.
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Proof. First observe that, by Proposition 2.1, u ∈ W 2β (Σ) for all β ∈
(
0, 12
)
. This fact,
with β = 716 , will justify several integrations by parts. The first variation formula, (2.5)
and (2.6) give, for ρ ≥ R0 and γ ≤ 12 , that
L′γ(ρ) ≤ 2eγρ
2
∫
Sρ
u∇Σu · ∇Σr|∇Σr| dH
n−1 +
n
ρ
Lγ(ρ) + 2γρLγ(ρ)
= −2e(γ− 14 )ρ2
∫
E¯ρ
(|∇Σu|2 + uL 0Σu) e r24 dHn + nρLγ(ρ) + 2γρLγ(ρ)
= −2e(γ− 14 )ρ2
∫
E¯ρ
(
|∇Σu|2 − |AΣ|2u2 + 1
2
u2 + uLΣu
)
e
r2
4 dHn
+
n
ρ
Lγ(ρ) + 2γρLγ(ρ)
≤ −2(1− 2γ)e(γ− 14 )ρ2
∫
E¯ρ
|∇Σu|2e r
2
4 dHn + n
ρ
Lγ(ρ)
+ 2e(γ−
1
4 )ρ
2
∫
E¯ρ
(
|AΣ|2 + µ− 1
2
)
u2e
r2
4 dHn,
where the last inequality follows from the Poincare´ inequality, Proposition A.2. As γ ≤ 12 ,
µ ≤ 14 and |AΣ|2 ≤ 14 on ER0 this means that, for ρ ≥ R0,
(5.2)
d
dρ
(
ρ−nLγ(ρ)
) ≤ −2(1− 2γ)ρ−ne(γ− 14 )ρ2 ∫
E¯ρ
|∇Σu|2e r
2
4 dHn ≤ 0.
Hence, for ρ ≥ ρ0 ≥ R0 and γ ≤ 12 ,
(5.3) ρ−nLγ(ρ) ≤ ρ−n0 Lγ(ρ0) and
eγρ
2
ρn
∫
Sρ
u2 dHn−1 ≤ 2e
γρ20
ρn0
∫
Sρ0
u2 dHn−1.
A consequence of this, the co-area formula and the mean value theorem is that, for ρ ≥
ρ0 + 1 ≥ R0 + 1 and γ < 12 ,
(5.4) ρ−neγρ
2
∫
Sρ
u2 dHn−1 ≤ 2ρ−n0
∫
E¯ρ0
u2eγr
2
dHn ≤ 2ρ−n0
∫
Σ
u2eγr
2
dHn.
Furthermore, combining (5.1) and (5.3) one has for ρ ≥ ρ1 ≥ R0 that∫
E¯ρ
u2e
7
16
r2 dHn ≤ 2
∫ ∞
ρ
L7/16(t) dt = 2
∫ ∞
ρ
t−nL1/2(t)t
ne−
t2
16 dt
≤ 2ρ−n1 L1/2(ρ1)
∫ ∞
ρ
tne−
t2
16 dt
≤ C(n)ρn−1ρ−n1 e−
ρ2
16
+
ρ21
2
∫
Sρ1
u2 dHn−1.
Combining this with (5.4) for γ = 14 and one has for ρ ≥ ρ1 ≥ ρ0 + 1 ≥ R0 + 1,∫
E¯ρ
u2e
7
16
r2 dHn ≤ 2C(n)ρn−1ρ−n0 e−
ρ2
16
+
ρ21
4
∫
E¯ρ0
u2e
r2
4 dHn.(5.5)
In particular, for any ǫ > 0, there is an R = R(ǫ,KΣ, n) ≥ R0 + 1 so that∫
E¯R
u2e
7
16
r2 dHn ≤ ǫ
2
∫
Σ
u2e
r2
4 dHn.
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To complete the proof we observe that computing as above gives that, for ρ ≥ R0,
d
dρ
(
ρ−nL 3
8
(ρ)
)
≤ 3
4
ρ−n+1L 3
8
(ρ) + 2ρ−ne
3
8
ρ2
∫
Sρ
u∇Σu · ∇Σr|∇Σr| dH
n−1
=
3
4
ρ−n+1e
3
8
ρ2L(ρ)− 3
2
ρ−ne
ρ2
8
∫
E¯ρ
(|∇Σu|2 + uL 0Σu) e r24 dHn
− 1
2
ρ−n
∫
E¯ρ
(
|∇Σu|2 + uL 0Σu+
1
4
ru∂ru
)
e
3
8
r2 dHn
≤ −1
2
ρ−n
∫
E¯ρ
|∇Σu|2e 38 r2 dHn − 1
8
ρ−n
∫
E¯ρ
ru∂ru e
3
8
r2 dHn
− 3
2
ρ−ne
ρ2
8
∫
E¯ρ
u(L 0Σu)e
r2
4 dHn − 1
2
ρ−n
∫
E¯ρ
u(L 0Σu)e
3
8
r2 dHn
where the last inequality uses the Poincare´ inequality, Proposition A.2 and the integration
by parts is justified by Proposition 2.1. Hence, as µ ≤ 14 and |AΣ|2 ≤ 14 ,
d
dρ
(
ρ−nL 3
8
(ρ)
)
≤ −1
2
ρ−n
∫
E¯ρ
|∇Σu|2e 38 r2 dHn − 1
8
ρ−n
∫
E¯ρ
ru∂ru e
3
8
r2 dHn
+
3
2
ρ−ne
ρ2
8
∫
E¯ρ
(
−uLΣu+ |AΣ|2u2 − 1
2
u2
)
e
r2
4 dHn
+
1
2
ρ−n
∫
E¯ρ
(
−uLΣu+ |AΣ|2u2 − 1
2
u2
)
e
3
8
r2 dHn
≤ −1
2
ρ−n
∫
E¯ρ
|∇Σu|2e 38 r2 dHn − 1
8
ρ−n
∫
E¯ρ
ru∂ru e
3
8
r2 dHn.
Rearranging terms and using the absorbing inequality give
1
4
ρ−n
∫
E¯ρ
|∇Σu|2e 38 r2 dHn ≤ − d
dρ
(
ρ−nL 3
8
(ρ)
)
+
1
64
ρ−n
∫
E¯ρ
r2u2e
3
8
r2 dHn.
Pick τ > 0 so that ρ2e−
ρ2
16 ≤ 1 for ρ ≥ τ . Hence, for ρ2 ≥ R + τ + ρ1 + 1 ≥ R0 ≥ 2, if
2ρ2 ≥ ρ ≥ ρ2, this together with (5.5) gives,
1
4
(2ρ2)
−n
∫
E¯2ρ2
|∇Σu|2e 38 r2 dHn ≤ 1
4
ρ−n
∫
E¯ρ
|∇Σu|2e 38 r2 dHn
≤ − d
dρ
(
ρ−nL 3
8
(ρ)
)
+
1
64
ρ−n
∫
E¯ρ
u2e
7
16
r2 dHn
≤ − d
dρ
(
ρ−nL 3
8
(ρ)
)
+ C(n)ρ−1ρ−n0 e
− ρ2
16
+
ρ21
4
∫
Σ
u2e
r2
4 dHn
≤ − d
dρ
(
ρ−nL 3
8
(ρ)
)
+ C(n)ρ−12 ρ
−n
0 e
− ρ
2
2
16
+
ρ21
4
∫
Σ
u2e
r2
4 dHn.
Pick R′ = R′(n,KΣ, ǫ) ≥ R+ τ + ρ1 + 2 so that if ρ2 ≥ R′ ≥ 2, then
C(n)ρ−12 ρ
−n
0 e
− ρ
2
2
16
+
ρ2
1
4 ≤ 1
64
(2ρ2)
−nǫ.
Hence, for such ρ2 and 2ρ2 ≥ ρ ≥ ρ2,
1
4
(2ρ2)
−n
∫
E¯2ρ2
|∇Σu|2e 38 r2 dHn ≤ − d
dρ
(
ρ−nL 3
8
(ρ)
)
+
ǫ
64
(2ρ2)
−n
∫
Σ
u2e
r2
4 dHn.
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Integrating the above inequality in ρ over [ρ2 + 1, ρ2 + 2] ⊂ [ρ2, 2ρ2] yields
1
4
(2ρ2)
−n
∫
E¯2ρ2
|∇Σu|2e 38 r2 dHn ≤ (ρ2+1)−nL 3
8
(ρ2+1)+
ǫ
64
(2ρ2)
−n
∫
Σ
u2e
r2
4 dHn.
Applying (5.4) with ρ = ρ2 + 1 and γ =
3
8 gives,
1
4
(2ρ2)
−n
∫
E¯2ρ2
|∇Σu|2e 38 r2 dHn ≤ 2ρ−n2
∫
E¯ρ2
u2e
3
8
r2 dHn+ ǫ
64
(2ρ2)
−n
∫
Σ
u2e
r2
4 dHn.
Applying (5.5), gives
ρ−n2
∫
E¯ρ2
u2e
3
8
r2dHn ≤ 2C(n)ρ−12 ρ−n0 e−
ρ22
16
+
ρ21
4
∫
Σ
u2e
r2
4 dHn
≤ ǫ
32
(2ρ2)
−n
∫
Σ
u2e
r2
4 dHn,
Therefore, ∫
E¯2ρ2
|∇Σu|2e 38 r2 dHn ≤ ǫ
2
∫
Σ
u2e
r2
4 dHn.
The result is thus proved by setting R1 = max {2R,R′}. 
We next prove estimates on certain integrals that will be needed in studying perturbation
results for the quadratic forms.
Lemma 5.2. Let Σ ∈ ACHk,αn be a self-expander. Fix a µ ≤ 14 . Given δ > 0, there is an
ǫ1 = ǫ1(KΣ, n, δ) <
1
16 and a C1 = C1(KΣ, n) so that for f ∈ Bǫ1(x|Σ;ACHk,αn (Σ))
and u ∈ W 11
4
(Σ) that satisfies
−LΣu = µu,
one has ∫
Σ
(|∇Σu|2 + u2) (Ωf +Ω−1f ) e |x|24 dHn ≤ C21
∫
Σ
u2e
|x|2
4 dHn
and ∫
Σ
(|∇Σu|2 + u2) (1− Ωf )2(1 + Ω−1f )e |x|24 dHn ≤ δ2
∫
Σ
u2e
|x|2
4 dHn.
Proof. First observe that, by taking ǫ1 <
1
16 one has a constant C = C(n,KΣ) > 2+KΣ
so that if f ∈ Bǫ1(x|Σ;ACHk,αn (Σ)), then
C−1e−
|x|2
32 ≤ Ωf ≤ Ce
|x|2
32
and
C−1g−1Σ ≤ g−1f ≤ Cg−1Σ .
We observe that, by the hypotheses,
QΣ[u] = −BΣ[u, LΣu] = µBΣ[u] ≤ 1
4
BΣ[u]
and hence
DΣ[u] ≤ QΣ[u] +
(
KΣ − 1
2
)
BΣ[u] ≤ KΣBΣ[u].
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Let ǫ = ǫ(KΣ, n, δ) > 0 be a small constant whose precise value will be chosen at
different points in the argument. By Lemma 5.1, there is an R1 = R1(KΣ, n, ǫ) > 0 so
that
(5.6)
∫
Σ\BR1
(|∇Σu|2 + u2) e 38 |x|2 dHn ≤ ǫ2
∫
Σ
u2e
|x|2
4 dHn = ǫ2BΣ[u].
With ǫ = 1, one has∫
Σ
(|∇Σu|2 + u2) (Ωf +Ω−1f ) e |x|24 dHn ≤ 2C
∫
Σ
(|∇Σu|2 + u2) e 516 |x|2 dHn
≤ 2CeR
2
1
16
∫
Σ∩B¯R
(|∇Σu|2 + u2) e |x|24 dHn + 2C
∫
Σ\BR1
(|∇Σu|2 + u2) e 516 |x|2 dHn
≤ 2CeR
2
1
16 (DΣ[u] +BΣ[u]) + 2CBΣ[u]
≤ 2C
(
e
R21
16 (KΣ + 1) + 1
)
BΣ[u].
The first inequality follows by taking
C21 = 2C
(
e
R21
16 (KΣ + 1) + 1
)
and observing that R1 and C depend only on n andKΣ.
We next observe that, up to increasing C a bit we have
(1− Ωf )2(1 + Ω−1f )e
|x|2
4 ≤ 2C2e 1132 |x|2 ≤ 2C2e 38 |x|2 .
In particular, by (5.6) one has for a large enoughR1 = R1(KΣ, n, ǫ
2) > 0,∫
Σ\BR1
(|∇Σu|2 + u2) (1− Ωf )2(1 + Ω−1f )e |x|24 dHn ≤ ǫ2BΣ[u]
where we will again fix ǫ = ǫ(KΣ, n, δ) later. Notice that by taking ǫ1 = ǫ1(KΣ, n, ǫ)
sufficiently small one has that on BR1 ,
(1− Ωf )2(1 + Ω−1f ) ≤ ǫ2.
Hence, ∫
Σ∩B¯R1
(|∇Σu|2 + u2) (1− Ωf )2(1 + Ω−1f )e |x|24 dHn
≤ ǫ2
∫
Σ∩B¯R1
(|∇Σu|2 + u2) e |x|24 dHn
≤ ǫ2 (DΣ[u] +BΣ[u]) ≤ ǫ2(KΣ + 1)BΣ[u].
As such, the second inequality follows by taking ǫ2 = δ
2
2(KΣ+1)
< δ
2
2 . 
Proposition 5.3. Let Σ ∈ ACHk,αn be a self-expander. Fix a β ∈
[
1
4 ,
3
8
]
, µ ≤ 14 and
δ ∈ (0, 12). Let u ∈W 11
4
(Σ) \ {0} satisfy
−LΣu = µu.
There is an ǫ1 = ǫ1(KΣ, n, δ) > 0 so that if f ∈ Bǫ1(x|Σ;ACHk,αn (Σ)), then, for any
v ∈W 1β (Σ),
|Bf [u, v]− BΣ[u, v]|2 ≤ δ2BΣ[u]BΣ[v]
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and
|Bf [u, v]−BΣ[u, v]|2 ≤ δ2BΣ[u]Bf [v] ≤ 2δ2Bf [u]Bf [v].
In addition, one has
|Qf [u, v]−QΣ[u, v]|2 ≤ δ2BΣ[u] (DΣ[v] +BΣ[v])
and
|Qf [u, v]−QΣ[u, v]|2 ≤ δ2BΣ[u] (Df [v] +Bf [v]) .
Proof. Let δ′ = δ′(KΣ, n, δ) be a small positive number which we will specify in the
course of the proof. Using this δ′, pick ǫ1 = ǫ1(KΣ, n, δ′) < 116 as in Lemma 5.2 for the
given u. As long as δ′ ≤ δ, one has
|Bf [u, v]−BΣ[u, v]|2 =
∣∣∣∣
∫
Σ
uv(Ωf − 1)e
|x|2
4 dHn
∣∣∣∣
2
≤
∫
Σ
u2(Ωf − 1)2e
|x|2
4 dHn
∫
Σ
v2e
|x|2
4 dHn
≤ (δ′)2BΣ[u]BΣ[v] ≤ δ2BΣ[u]BΣ[v].
Here the last inequality follows from Lemma 5.2. Similarly, one has
|Bf [u, v]−BΣ[u, v]|2 =
∣∣∣∣
∫
Σ
uv(Ωf − 1)e
|x|2
4 dHn
∣∣∣∣
2
≤
∫
Σ
u2Ω−1
f
(Ωf − 1)2e
|x|2
4 dHn
∫
Σ
v2Ωf e
|x|2
4 dHn
≤ (δ′)2BΣ[u]Bf [v] ≤ δ2BΣ[u]Bf [v].
Here again the first part of the second inequality follows from Lemma 5.2. The final
inequality follows by observing that by taking u = v what we have already shown gives
|Bf [u]−BΣ[u]|2 ≤ δ2Bf [u]BΣ[u] ≤ δ2Bf [u]2 + δ2Bf [u] (BΣ[u]−Bf [u])
≤ 3
2
δ2Bf [u]
2 +
1
2
|Bf [u]−BΣ[u]|2
where the last inequality follows from the absorbing inequality. Hence,
|Bf [u]−BΣ[u]|2 ≤ 3δ2Bf [u]2 ≤ Bf [u]2
and so
BΣ[u] ≤ Bf [u] +Bf [u] ≤ 2Bf [u].
This verifies the second part of the inequality.
To prove the second pair of inequalities one first observes that, by shrinking ǫ1 and δ
′
as needed, one can ensure that
1
2
g−1Σ ≤ (1− δ′) g−1Σ ≤ g−1f ≤ (1 + δ′) g−1Σ ≤ 2g−1Σ
and
−δ′ + |AΣ|2 ≤ |Af(Σ) ◦ f |2 ≤ δ′ + |AΣ|2 ≤ KΣ + 1.
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As such, one computes,
|Df [u, v]−DΣ[u, v]| =
∣∣∣∣
∫
Σ
(
Ωfg
−1
f
− g−1
f
+ g−1
f
− g−1Σ
)ij ∇iu∇jv e |x|24 dHn
∣∣∣∣
≤
∫
Σ
∣∣(g−1
f
)ij∇iu∇jv
∣∣ |Ωf − 1| e |x|24 dHn +
∫
Σ
∣∣∣(g−1
f
− g−1Σ
)ij ∇iu∇jv∣∣∣ e |x|24 dHn
≤ 2
∫
Σ
|∇Σu||∇Σv| |Ωf − 1| e
|x|2
4 dHn + δ′
∫
Σ
|∇Σu| |∇Σv| e
|x|2
4 dHn
≤ 2DΣ[v] 12
(∫
Σ
|∇Σu|2(Ωf − 1)2e
|x|2
4 dHn
) 1
2
+ δ′DΣ[v]
1
2DΣ[u]
1
2
≤ δ′
(
2 +K
1
2
Σ
)
DΣ[v]
1
2BΣ[u]
1
2 .
Similarly, one has
|Df [u, v]−DΣ[u, v]| ≤ 2Df [v] 12
(∫
Σ
|∇Σu|2(Ωf − 1)2Ω−1f e
|x|2
4 dHn
) 1
2
+ 2δ′Df [v]
1
2
(∫
Σ
|∇Σu|2Ω−1f e
|x|2
4 dHn
) 1
2
≤ 2δ′(C1 + 1)Df [v] 12BΣ[u] 12 .
Hence, by taking
δ′ ≤ δ
8
min
{(
2 +K
1/2
Σ
)−1
, (C1 + 1)
−1
}
,
one has
|Df [u, v]−DΣ[u, v]| ≤ δ
4
BΣ[u]
1
2 min
{
DΣ[v]
1
2 , Df [v]
1
2
}
.
To complete the proof of the third inequality we observe that
|Qf [u, v]−QΣ[u, v]| ≤ |Df [u, v]−DΣ[u, v]|+ 1
2
|Bf [u, v]−BΣ[u, v]|
+
∣∣∣∣
∫
Σ
uv
(|Af(Σ) ◦ f |2Ωf − |AΣ|2) e |x|24 dHn
∣∣∣∣
≤ |Df [u, v]−DΣ[u, v]|+ 1
2
|Bf [u, v]−BΣ[u, v]|
+ (KΣ + 1)
∫
Σ
|uv(Ωf − 1)| e
|x|2
4 dHn + δ′
∫
Σ
|uv|e |x|
2
4 dHn.
Combining the previous estimates with the Cauchy-Schwarz inequality and Lemma 5.2
gives
|Qf [u, v]−QΣ[u, v]| ≤ δ
4
BΣ[u]
1
2DΣ[v]
1
2 +
(
δ′
2
+ (KΣ + 2)δ
′
)
BΣ[u]
1
2BΣ[v]
1
2 .
Taking δ′ ≤ δ4(KΣ+2) ≤ δ4 one has
|Qf [u, v]−QΣ[u, v]| ≤ δ
2
BΣ[u]
1
2
(
DΣ[v]
1
2 +BΣ[v]
1
2
)
≤ δBΣ[u] 12 (DΣ[v] +BΣ[v])
1
2 ,
which proves the third inequality.
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The fourth inequality is proved in a similar fashion. Namely, one estimates as previous:
|Qf [u, v]−QΣ[u, v]| ≤ |Df [u, v]−DΣ[u, v]|+ 1
2
|Bf [u, v]−BΣ[u, v]|
+ (KΣ + 1)Bf [v]
1
2
(∫
Σ
u2(Ωf − 1)2Ω−1f e
|x|2
4 dHn
) 1
2
+ δ′Bf [v]
1
2
(∫
Σ
u2Ω−1
f
e
|x|2
4 dHn
) 1
2
≤ δ
4
BΣ[u]
1
2Df [v]
1
2 +
(
δ′
2
+ (KΣ + 1 + C
1/2
1 )δ
′
)
BΣ[u]
1
2Bf [v]
1
2 .
Hence, taking δ′ ≤ δ
4
(
KΣ+1+C
1/2
1
) ≤ δ4 one has the fourth inequality by the Cauchy-
Schwarz inequality. 
Corollary 5.4. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1)
be a transverse section on Σ so that C[v] is transverse to C(Σ). Let
CΣ,v = sup
Σ
|v · nΣ|−1 + ‖v‖1.
Fix a β ∈ [ 14 , 38] , µ ≤ 14 and δ ∈ (0, 12). Suppose u ∈W 11
4
(Σ) \ {0} satisfies
−L′Σ,vu = µu.
There is an ǫ2 = ǫ2(KΣ, CΣ,v, n, δ) > 0 so that if f ∈ Bǫ2(x|Σ;ACHk,αn (Σ)), then, for
any v ∈W 1β (Σ),
|Bf ,v[u, v]−BΣ,v[u, v]|2 ≤ δ2BΣ,v[u]BΣ,v[v]
and
|Bf ,v[u, v]−BΣ,v[u, v]|2 ≤ δ2BΣ,v[u]Bf ,v[v] ≤ 2δ2Bf ,v[u]Bf ,v[v].
Likewise,
|Qf ,v[u, v]−QΣ,v[u, v]|2 ≤ δ2BΣ,v[u] (DΣ,v[v] +BΣ,v[v])
and
|Qf ,v[u, v]−QΣ,v[u, v]|2 ≤ δ2BΣ,v[u] (Df ,v[v] +Bf ,v[v]) .
Proof. We first observe that if −L′Σ,vu = µu, then U = (v · nΣ)u satisfies
−LΣU = µU.
If V = (v · nΣ)v, then
BΣ,v[u, v] = BΣ[U, V ], DΣ,v[u, v] = DΣ[U, V ] and QΣ,v[u, v] = QΣ[U, V ].
Let Λ = f(Σ). There is a C = C(KΣ, CΣ,v, n) so that
‖v · (nΛ ◦ f)− v · nΣ‖1 ≤ Cǫ2.
Thus, by choosing ǫ2 sufficiently small, we have that
1
4
Bf [V ] ≤ Bf ,v[v] ≤ 4Bf [V ]
and
1
4
(Bf [V ] +Df [V ]) ≤ Bf ,v[v] +Df ,v[v] ≤ 4 (Bf [V ] +Df [V ]) .
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And there is a C′ depending onKΣ, CΣ,v and n so that
(5.7) |Bf ,v[u, v]−Bf [U, V ]| ≤ C′ǫ2Bf [|U |, |V |]
and
|Qf ,v[u, v]−Qf [U, V ]| ≤ C′ǫ2 (Bf [|U |, |V |] +Bf [|∇ΣU |, |V |]
+Bf [|U |, |∇ΣV |] +Bf [|∇ΣU |, |∇ΣV |]) .
By the Cauchy-Schwarz inequality and Lemma 5.2, for ǫ2 sufficiently small
Bf [|U |, |V |] ≤ BΣ[U(Ωf − 1)] 12BΣ[V ] 12 +BΣ[U ] 12BΣ[V ] 12 ≤ 2BΣ[U ] 12BΣ[V ] 12 .
Thus, by choosing ǫ2 sufficiently small
|Bf ,v[u, v]−Bf [U, V ]| ≤ δ
2
BΣ[U ]
1
2BΣ[V ]
1
2 .
Hence, by Proposition 5.3 and possibly shrinking ǫ2,
|Bf ,v[u, v]−BΣ,v[u, v]| ≤ |Bf ,v[u, v]−Bf [U, V ]|+ |Bf [U, V ]−BΣ[U, V ]|
≤ δBΣ[U ] 12BΣ[V ] 12 = δBΣ,v[u] 12BΣ,v[v] 12 ,
proving the first inequality.
To prove the second inequalities, one again uses the Cauchy-Schwarz inequality and
Lemma 5.2 to compute,
Bf [|U |, |V |] ≤ BΣ
[
U(Ωf − 1)Ω−
1
2
f
] 1
2
Bf [V ]
1
2 +BΣ
[
UΩ
− 1
2
f
] 1
2
Bf [V ]
1
2
≤ (1 + C1)BΣ[U ] 12Bf [V ] 12 .
Thus, by choosing ǫ2 sufficiently small (5.7) gives
|Bf ,v[u, v]−Bf [U, V ]| ≤ δ
4
BΣ[U ]
1
2Bf [V ]
1
2 .
Hence, invoking Proposition 5.3 and shrinking ǫ2 (if needed) one has
|Bf ,v[u, v]−BΣ,v[u, v]| ≤ δ
2
BΣ[U ]
1
2Bf [V ]
1
2 ≤ δBΣ,v[u] 12Bf ,v[v] 12 .
Now taking u = v it follows that
|Bf ,v[u]−BΣ,v[u]|2 ≤ δ2BΣ,v[u]Bf ,v[u] ≤ δ2Bf ,v[u]2 + δ2Bf ,v[u] |Bf ,v[u]−BΣ,v[u]|
≤ 3
2
δ2Bf ,v[u]
2 +
1
2
|Bf ,v[u]−BΣ,v[u]|2 .
Thus, as δ < 1/2 we have
|Bf ,v[u]−BΣ,v[u]|2 ≤ 3δ2Bf ,v[u]2 ≤ Bf ,v[u]2
and so
BΣ,v[u] ≤ Bf ,v[u] + |Bf ,v[u]−BΣ,v[u]| ≤ 2Bf ,v[u].
This completes the proof of the second inequalities.
The other pair of inequalities are proved in a similar fashion. 
Corollary 5.5. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1)
be a transverse section on Σ so that C[v] is transverse to C(Σ). Let
CΣ,v = sup
Σ
|v · nΣ|−1 + ‖v‖1.
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Fix a β ∈ [14 , 38], µ ≤ 14 and δ ∈ (0, 12). Let V be a subspace of W 11
4
(Σ) spanned by
N linearly independent eigenfunctions of −L′Σ,v with eigenvalues less than or equal to µ.
There is an ǫ3 = ǫ3(KΣ, CΣ,v, n, δ,N) > 0 so that if f ∈ Bǫ3(x|Σ;ACHk,αn (Σ)), then,
for any u ∈ V \ {0} and v ∈W 1β (Σ),
|Bf ,v[u, v]−BΣ,v[u, v]|2 ≤ δ2BΣ,v[u]BΣ,v[v]
and
|Bf ,v[u, v]−BΣ,v[u, v]|2 ≤ δ2BΣ,v[u]Bf ,v[v] ≤ 2δ2Bf ,v[u]Bf ,v[v].
Likewise,
|Qf ,v[u, v]−QΣ,v[u, v]|2 ≤ δ2BΣ,v[u] (DΣ,v[v] +BΣ,v[v])
and
|Qf ,v[u, v]−QΣ,v[u, v]|2 ≤ δ2BΣ,v[u] (Df ,v[v] +Bf ,v[v]) .
Proof. Pick aBΣ,v-orthonormal basis, u1, . . . , uN , of V of eigenfunctions of−L′Σ,v. This
is possible as −L′Σ,v is self-adjoint with respect to BΣ,v. In particular, QΣ,v[ui, uj] =
µiδij where µi is the eigenvalue of ui. That is, this orthonormal basis also diagonalizes
QΣ,v. Pick ǫ3 so for any ui one has
|Bf ,v[ui, v]−BΣ,v[ui, v]|2 ≤ δ
2
N
BΣ,v[ui]BΣ,v[v].
Write u =
∑N
i=1 aiui. One has, by the Cauchy-Schwarz inequality,
|Bf ,v[u, v]−BΣ,v[u, v]|2 =
∣∣∣∣∣
N∑
i=1
ai (Bf ,v[ui, v]−BΣ,v[ui, v])
∣∣∣∣∣
2
≤ N
N∑
i=1
a2i |Bf ,v[ui, v]−BΣ,v[ui, v]|2
≤ N
N∑
i=1
a2i
δ2
N
BΣ,v[ui]BΣ,v[v] = δ
2BΣ,v[u]BΣ,v[v]
where the last equality used that {ui} is an orthonormal basis.
The proof of remaining inequalities proceed in a similar fashion. 
6. STABILITY OF BILINEAR FORM
In this section we show the stability of the positive and negative spaces of the bilinear
form Qf ,v as one perturbs f around x|Σ in ACHk,αn (Σ) for Σ an asymptotically conical
self-expander. This is a non-trivial result as such a perturbation can radically change the
weight that appears. In what follows we will use the (easily checked) fact that if f ∈
B 1
8
(x|Σ;ACHk,αn (Σ)), then for all u ∈ W 13
8
(Σ) one has
Qf ,v[u] +Df ,v[u] +Bf ,v[u] <∞.
This explains the choice of weighted space that will appear below.
We define
E ′Σ,v[µ] = span
{
u ∈ W 11
4
(Σ): − L′Σ,vu = µ′u for some µ′ ≤ µ
}
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to be the subspace of W 11
4
(Σ) spanned by eigenfunctions of −L′Σ,v with eigenvalues less
than or equal to µ. We also let
E ′Σ,v(µ) = span
{
u ∈W 11
4
(Σ): − L′Σ,vu = µ′u for some µ′ < µ
}
be the space spanned by eigenfunctions with eigenvalues strictly less than µ. Let N ′Σ,v =
E ′Σ,v(0) be the space spanned by the eigenfunctions with negative eigenvalues and let
K′Σ,v = E ′Σ,v[0] \ E ′Σ,v(0) = Kv
be the space of elements in W 11
4
(Σ) in the kernel of L′Σ,v. Observe that, by Proposition
2.1, for any µ,
E ′Σ,v(µ) ⊂ E ′Σ,v[µ] ⊂W 13
8
(Σ).
and so the same is true ofN ′Σ,v and K′Σ,v. Using this fact, let
P ′Σ,v =
{
f ∈ W 13
8
(Σ): BΣ,v[f, u] = 0, ∀u ∈ E ′Σ,v[0]
}
.
By construction and the fact that −L′Σ,v is self-adjoint with respect to BΣ,v and has a
discrete spectrum,
W 13
8
(Σ) = N ′Σ,v ⊕K′Σ,v ⊕ P ′Σ,v
and these three subspaces are orthogonal with respect toBΣ,v. Moreover, for all u ∈ N ′Σ,v,
QΣ,v[u] ≤ µ−Σ,vBΣ,v[u] ≤ 0,
and for all u ∈ P ′Σ,v,
QΣ,v[u] ≥ µ+Σ,vBΣ,v[u] ≥ 0.
Here µ−Σ,v < 0 < µ
+
Σ,v are, respectively, the largest negative and smallest positive eigen-
values of −L′Σ,v. Likewise, for u ∈ K′Σ,v and v ∈ W 13
8
(Σ), QΣ,v[u, v] = 0.
First, a simple consequence of the inverse function theorem in Ho¨lder spaces.
Lemma 6.1. Fix Σ ∈ ACHk,αn and ǫ > 0. There is an η = η(Σ, ǫ) > 0 so that if
f ∈ Bη(x|Σ;ACHk,αn (Σ)), then
f−1 ∈ Bǫ(x|f(Σ);ACHk,αn (f(Σ))).
Proof. Let Λ = f(Σ). For η sufficiently small, f ∈ ACHk,αn (Σ) and so Λ ∈ ACHk,αn . We
first observe that as long as η ≤ 18 , then by the implicit function theorem in Ck,α1
‖f−1‖(1)k,α ≤ C(n)
Observe that
f−1 − x|Γ = x|Σ ◦ f−1 − f ◦ f−1,
and so by [4, Proposition 3.1 (4)]
‖f−1 − x|Λ‖(1)k,α ≤ C′‖f − x|Σ‖(1)k,α
for some C′ = C′(Σ, C(n)). The claim follows immediately. 
We now show the stability of the positive and negative spaces for the quadratic form
Qf ,v for f a small perturbation of x|Σ. The main challenge in proving this result is the fact
that the weight is allowed to change a large amount near infinity and we cannot directly
use the estimates of Section 5 on the positive part.
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Proposition 6.2. Let Σ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩Ck0,H(Σ;Rn+1)
a transverse section on Σ so that C[v] is transverse to C(Σ). There is an ǫ′ = ǫ′(Σ,v) so
that if f ∈ Bǫ′(x|Σ;ACHk,αn (Σ)) is E-stationary (i.e., f(Σ) is a self-expander), then
Qf ,v[u] < 0,
for any u ∈ N ′Σ,v \ {0} and
Qf ,v[u] > 0,
for any u ∈ P ′Σ,v \ {0}.
Proof. First observe that if u ∈ N ′Σ,v \ {0}, then we have
QΣ,v[u] <
1
2
µ−Σ,vBΣ,v[u] < 0.
Moreover, as
QΣ,v[u] ≥ DΣ,v[u]−KΣBΣ,v[u]
one has
DΣ,v[u] < KΣBΣ,v[u].
Thus, by Corollary 5.5 with δ = − µ
−
Σ,v
4
√
KΣ+1
> 0 one has an ǫ3 given in the corollary so
that if ǫ < ǫ3, then
|Qf ,v[u]−QΣ,v[u]| ≤ δ
√
KΣ + 1BΣ,v[u].
Hence,
Qf ,v[u] ≤ δ
√
KΣ + 1BΣ,v[u] +QΣ,v[u]
<
(
1
2
µ−Σ,v + δ
√
KΣ + 1
)
BΣ,v[u] =
1
4
µ−Σ,vBΣ,v[u] < 0.
This proves the first part of the proposition.
For the second part, first observe that, by definition, for all u ∈ E ′Σ,v[0] = N ′Σ,v⊕K′Σ,v
one has QΣ,v[u] ≤ 0. Hence, up to shrinking ǫ3, Corollary 5.5 gives, as above, that
Qf ,v[u] ≤ 1
4
µ+Bf ,v[u],
where
µ+ =
1
4
min
{
µ+Σ,v,
1
4
}
> 0.
We now argue by contradiction. That is, suppose there were a v0 ∈ P ′Σ,v \ {0} with
Qf ,v[v0] ≤ 0. Observe that, by definition, v0 is orthogonal (with respect to BΣ,v) to
E ′Σ,v[0]. Up to further shrinking ǫ3, we may assume that for all f ∈ Bǫ3(x|Σ;ACHk,αn (Σ))
if Λ = f(Σ), then
KΛ ≤ KΣ + 1.
Moreover, as
0 ≥ Qf ,v[v0] ≥ Df ,v[v0]−KΛBf ,v[v0]
one has
Df ,v[v0] ≤ (KΣ + 1)Bf ,v[v0].
Now let
V = span {v0} ⊕ E ′Σ,v[0] = span {v0} ⊕ N ′Σ,v ⊕K′Σ,v.
The choice of v0 ensures that
dim V = 1 + dim E ′Σ,v[0] = 1 + dimN ′Σ,v + dimK′Σ,v = 1 +N.
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We claim that, up to shrinking ǫ3, for any v ∈ V one has
Qf ,v[v] ≤ µ+Bf ,v[v].
Indeed, write
v = c0v0 + u
where c0 ∈ R and u ∈ E ′Σ,v[0]. Using Corollary 5.5 and the fact thatQΣ,v[v0, u] = 0, one
computes,
|Qf ,v[v0, u]|2 ≤ δ2 (Df ,v[v0] +Bf ,v[v0])BΣ,v[u]
≤ 2δ2 (KΣ + 2)Bf ,v[v0]Bf ,v[u].
Hence, picking δ (and hence ǫ3) small enough so δ ≤ µ
+
16
√
KΣ+2
yields
Qf ,v[v] = c
2
0Qf ,v[v0] + 2c0Qf ,v[v0, u] +Qf ,v[u]
≤ 1
4
|c0|µ+Bf ,v[v0]1/2Bf ,v[u]1/2 + 1
4
µ+Bf ,v[u]
≤ 1
2
µ+ (Bf ,v[c0v0] +Bf ,v[u])
=
1
2
µ+ (Bf ,v[c0v0 + u]− 2Bf ,v[c0v0, u]) .
As BΣ,v[v0, u] = 0, up to shrinking δ some more one has
|Bf ,v[c0v0, u]| ≤ 1
2
Bf ,v[c0v0]
1
2Bf ,v[u]
1
2 ≤ 1
4
(Bf ,v[c0v0] +Bf ,v[u])
≤ 1
4
(Bf ,v[c0v0 + u] + 2|Bf ,v[c0v0, u]|) .
That is,
|Bf ,v[c0v0, u]| ≤ 1
2
Bf ,v[c0v0 + u],
and so
Qf ,v[v] ≤ µ+Bf ,v[c0v0 + u] = µ+Bf ,v[v],
verifying the claim.
Hence, there is an N + 1 dimensional subspace, V ⊂W 13
8
(Σ), so that, for all v ∈ V ,
Qf ,v[v] ≤ µ+Bf ,v[v].
By Lemma 4.3, −L′
f ,v is self-adjoint with respect to Bf ,v and has a discrete spectrum.
As such, it follows from the min-max characterization of eigenvalues that the (N + 1)-st
eigenvalue (counted with multiplicities), µN+1
f ,v , of −L′f ,v satisfies µN+1f ,v ≤ µ+. Now let
E ′
f ,v[µ
N+1
f ,v ] = span
{
u ∈W 13
8
(Σ): − L′
f ,vu = µ
′u for some µ′ ≤ µN+1
f ,v
}
,
and chooseW ⊂ E ′
f ,v[µ
N+1
f ,v ] spanned by (N + 1) linearly independent eigenfunctions.
Using KΛ and δ =
µ+
4(KΛ+1)
let ǫ′3 be given by Corollary 5.5 with Λ in place of Σ.
Observe ǫ′3 = ǫ
′
3(KΛ, µ
+, n,N + 1) depends only on Σ. By Lemma 6.1, we may shrink
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ǫ3, in a manner depending only on Σ, so that f
−1 ∈ Bǫ′
3
(x|Λ;ACHk,αn (Λ)). As such, we
may apply Corollary 5.5, with Λ in place of Σ, to w ∈ W to see that
QΣ,v[w] = Qf−1,v◦f−1 [w ◦ f−1]−Qf ,v[w] +Qf ,v[w]
= Qf−1,v◦f−1 [w ◦ f−1]−QΛ,v◦f−1 [w ◦ f−1] +Qf ,v[w]
≤ 1
2
µ+BΛ,v◦f−1 [w ◦ f−1] +Qf ,v[w]
=
1
2
µ+Bf ,v[w] +Qf ,v[w] ≤ 3
2
µ+Bf ,v[w].
Similarly, applying Corollary 5.5, with Λ in place of Σ, gives
Bf ,v[w] = BΛ,v◦f−1 [w ◦ f−1] ≤ 2Bf−1,v◦f−1 [w ◦ f−1] = 2BΣ,v[w].
Hence, as µ+ > 0,
QΣ,v[w] ≤ 3µ+BΣ,v[w].
Recall, by Lemma 4.1, −L′Σ,v is self-adjoint with respect to BΣ,v and has a discrete spec-
trum. As such, by the min-max characterization of eigenvalues, one has that µN+1Σ,v , the
(N + 1)-st eigenvalue of −L′Σ,v satisfies µN+1Σ,v ≤ 3µ+ ≤ 34µ+Σ,v. However, as N is the
dimension of E ′Σ,v[0], one must have µN+1Σ,v = µ+Σ,v > 34µ+Σ,v > 0. This contradiction
proves the second part of the proposition and completes the arguments. 
Ultimately, we will show an extension of [14, Proposition 4] for asymptotically conical
self-expanders. However, before stating the theorem we introduce some notation inspired
by [15]. Fix a self-expander Σ ∈ ACHk,αn and a transverse section on Σ, v ∈ Ck,α0 ∩
Ck0,H(Σ;R
n+1) so that C[v] is transverse to C(Σ) and L 0Σv ∈ Ck−2,α−2 (Σ;Rn+1). Let Gˆv
and Fˆv be given in Theorem 3.1, and (ϕ, κ) is in a small neighborhood of (x|L(Σ), 0) in
Ck,α(L(Σ);Rn+1)×Kv. Formally, define the following function (which is infinite valued)
gˆv[ϕ, κ] =
∫
Fˆv[ϕ,κ](Σ)
e
|x|2
4 dHn = E[Fˆv[ϕ, κ]].
Differentiating (formally) in the second variable gives the following well-defined function
D2gˆv on Kv:
D2gˆv(ϕ, κ)κ1 = −BΣ,v[ΞˆFˆv[ϕ,κ],v[0], D2Fˆv(ϕ, κ)κ1]
= −BΣ,v[Gˆv[ϕ, κ], D2Fˆv(ϕ, κ)κ1]
= −BΣ,v[Gˆv[ϕ, κ], κ1]
where the last equality follows from the fact that Gˆv[φ, κ] ∈ Kv and (3.5). An immediate
consequence of this is that
D2gˆv(ϕ, κ) = 0 ⇐⇒ Gˆv[ϕ, κ] = 0.
That is, Fˆv[ϕ, κ] is E-stationary if and only if D2gˆv(ϕ, κ) = 0.
Finally, by differentiating again at a (ϕ, κ) where Gˆv[ϕ, κ] = 0, that is where Fˆv[ϕ, κ]
is E-stationary, one has the bilinear form on Kv given by
(D222gˆv(ϕ, κ))[κ1, κ2] = −BΣ,v[DΞˆFˆv[ϕ,κ](0) ◦D2Fˆv(ϕ, κ)κ1, D2Fˆv(ϕ, κ)κ2]
= −BΣ,v[ΩFˆv[ϕ,κ],vL′Fˆv[ϕ,κ],v ◦D2Fˆv(ϕ, κ)κ1, D2Fˆv(ϕ, κ)κ2]
= QFˆv[ϕ,κ],v[D2Fˆv(ϕ, κ)κ1, D2Fˆv(ϕ, κ)κ2].
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Theorem 6.3. Let Σ ∈ ACHk,αn be a self-expander, and let v be a transverse section
on Σ so that C[v] is transverse to C(Σ) and L 0Σv ∈ Ck−2,α−2 (Σ;Rn+1). There is an
ǫ¯ = ǫ¯(Σ,v) > 0 so that if (ϕ, κ) ∈ Ck,α(L(Σ);Rn+1) × Kv satisfies Gˆv[ϕ, κ] = 0 and
‖ϕ− x|L(Σ)‖k,α + ‖κ‖Dk,α∩W 2
3/8
< ǫ¯, then
(1) ind(Fˆv[ϕ, κ]) = ind(Σ) + ind(D
2
22gˆv(ϕ, κ)).
(2) null(Fˆv[ϕ, κ]) = null(D
2
22gˆv(ϕ, κ)).
Proof. Pick ǫ′ > 0 as in Proposition 6.2 and choose ǫ¯ so Fˆv[ϕ, κ] ∈ Bǫ′(x|Σ;ACHk,αn (Σ)).
For convenience, write f = Fˆv[ϕ, κ]. Note that Kv = K′Σ,v. Set
K˜ =
{
D2Fˆv(ϕ, κ)κ′ : κ′ ∈ Kv
}
= Im(D2Fˆv(ϕ, κ)).
By definition,
D2Fˆv(ϕ, κ)κ′ = κ′ +D2Fˆv,∗(ϕ, κ)κ′,
and so (3.5) implies
K˜ ⊂ Kv + Kˆ⊥v,∗ ⊂ Dk,α ∩W 23
8
(Σ).
Moreover, as
D2Gˆv(ϕ, κ) : Kv → Kv
it follows from (3.6) that, setting J ′ = −Ωf ,vL′f ,v, one has
D2Gˆv(ϕ, κ) = −J ′ ◦D2Fˆv(ϕ, κ)
and so J ′(K˜) ⊂ Kv = K ′Σ,v. Furthermore, asD2Fˆv,∗(ϕ, κ) has image in Kˆ⊥v,∗, ker(D2Fˆv) =
{0} and so
l = dim K˜ = dimKv = null(Σ).
Finally,
Qf ,v[u, v] = BΣ,v[u,−Ωf ,vL′f ,vv] = BΣ,v[u, J ′v] = BΣ,v[J ′u, v].
Now let Q˜f ,v : K˜ × K˜ → R be the bilinear form defined, for κ˜1, κ˜2 ∈ K˜ by
Q˜f ,v[κ˜1, κ˜2] = Qf ,v[κ˜1, κ˜2].
Clearly, for κ1, κ2 ∈ Kv,
(D222gˆv(ϕ, κ))[κ1, κ2] = Q˜f ,v[D2Fˆv(ϕ, κ)κ1, D2Fˆv(ϕ, κ)κ2].
As the map κ′ 7→ D2Fˆv(ϕ, κ)κ′ is injective, one has
null(Q˜f ,v) = null(D
2
22gˆv(ϕ, κ))
and
ind(Q˜f ,v) = ind(D
2
22gˆv(ϕ, κ)).
We are now ready to complete the proof. First, consider the decomposition ofW 13
8
(Σ)
into
W 13
8
(Σ) = N ′Σ,v ⊕K′Σ,v ⊕ P ′Σ,v.
By Proposition 6.2, for ǫ′ sufficiently small, one has Qf ,v positive definite on P ′Σ,v and
negative definite on N ′Σ,v. A consequence of this is that
W 13
8
(Σ) = N ′Σ,v ⊕ K˜ ⊕ P ′Σ,v.
Indeed, consider the projection map
π : W 13
8
(Σ)→W 13
8
(Σ)/(N ′Σ,v + P ′Σ,v) = π(K′Σ,v).
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The orthogonal decomposition ofW 13
8
(Σ) implies π(K′Σ,v) ≃ Rl where l = dimK′Σ,v =
dimKv. Hence, it suffices to show π|K˜ is surjective. As dim K˜ = l this is equivalent to
showing this map is injective. If κ˜ ∈ kerπ|K˜, then κ˜ = p˜+ n˜ for p˜ ∈ P ′Σ,v and n˜ ∈ N ′Σ,v.
However,
Qf ,v[n˜, n˜] +Qf ,v[p˜, n˜] = Qf ,v[κ˜, n˜] = BΣ,v[J
′κ˜, n˜] = 0
where the last equality follows from the fact that J ′κ˜ ∈ Kv = K′Σ,v which is orthogonal
with respect to BΣ,v to N ′Σ,v. Similar reasoning shows
Qf ,v[p˜, p˜] +Qf ,v[p˜, n˜] = Qf ,v[p˜, κ˜] = BΣ,v[p˜, J
′κ˜] = 0.
Subtracting the first equality from the second gives
Qf ,v[p˜, p˜]−Qf ,v[n˜, n˜] = 0.
AsQf ,v is positive definite on P ′Σ,v and negative definite onN ′Σ,v one must have p˜ = n˜ =
0. That is, κ˜ = 0, which proves the claim.
Now decompose K˜ into
K˜ = N ′ ⊕K′ ⊕ P ′
where each subspace N ′,K′,P ′ is orthogonal (with respect to BΣ,v) and Q˜f ,v is, re-
spectively, negative definite, zero and positive definite on N ′,K′ and P ′. Now consider
p ∈ P ′Σ,v and p′ ∈ P ′ one has
Qf ,v[p+ p
′, p+ p′] = Qf ,v[p, p] + 2Qf ,v[p, p′] +Qf ,v[p′, p′]
= Qf ,v[p, p] + 2BΣ,v[p, J
′p′] +Qf ,v[p′, p′]
= Qf ,v[p, p] + Q˜f ,v[p
′, p′].
Here the last equality uses the fact that J ′p′ ∈ Kv = K′Σ,v is orthogonal to p and that J ′ is
self-adjoint with respect to BΣ,v. By Proposition 6.2 and the fact that p
′ ∈ N one has for
p+ p′ 6= 0 that
Qf ,v[p+ p
′, p+ p′] > 0
That is, Qf ,v is positive definite on PΣ,v ⊕ P ′. Similar reasoning shows that Qf ,v is
negative definite on NΣ,v ⊕ N ′, negative semi-definite on N ′Σ,v ⊕ N ′ ⊕ K′ and positive
semi-definite on PΣ,v ⊕ P ′ ⊕K′. As a consequence,
ind(Fˆv[ϕ, κ]) = ind(f) = ind(Qf ,v)
= dim(N ′Σ,v ⊕N ′) = dimN ′Σ,v + dimN ′
= ind(Σ) + ind(Q˜f ,v) = ind(Σ) + ind(D
2
22gˆv(ϕ, κ)).
One further concludes that, for u ∈ W 13
8
(Σ), J ′u = 0 if and only if u ∈ K′ and so
null(Fˆv[ϕ, κ]) = dimK′ = null(D222gˆv(ϕ, κ)).
This completes the proof of the result. 
7. PROOF OF THEOREM 1.1
We now include a proof of theorem 1.1. We adapt the proof from [14], using Theorem
6.3 in place of [14, Proposition 4]. The details are included for the sake of the reader.
First of all, for Γ ∈ ACHk,αn and l ≥ 1, let
Sl =
{
[f ] ∈ ACEk,αn (Γ): null(f) ≥ l
}
.
We record some technical facts proved in [14] that readily adapt to the setting of this paper.
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Lemma 7.1. For Γ ∈ ACHk,αn the following is true:
(1) Π(S1) is of first Baire category in Ck,α(L(Γ);Rn+1).
(2) For each ϕ0, ϕ1 ∈ Vk,αemb(Γ) a generic, in the sense of Baire category, curve Φ ∈
C2([0, 1];Vk,αemb(Γ)) joining ϕ0 to ϕ1 will be embedded and transverse to Π.
Proof. This is proved in [14, Theorem 5.1] using only properties of the spaces and of Π
that are the same as in our setting. 
Lemma 7.2. Let Σ ∈ ACHk,αn be a self-expander, and let f ∈ ACHk,αn (Σ) satisfy LΣf ∈
Ck−2,α−1 (Σ;R
n+1). Let Λ = f(Σ). Then the following is true:
(1) LΛf
−1 ∈ Ck−2,α−1 (Λ;Rn+1).
(2) If u ∈ Ck,α0 (Σ) satisfies L 0Σu ∈ Ck−2,α−2 (Σ), then L 0Λ(u ◦ f−1) ∈ Ck−2,α−2 (Λ).
Proof. For f ∈ ACHk,αn (Σ), by [4, Proposition 3.3],Λ ∈ ACHk,αn and f−1 ∈ ACHk,αn (Λ).
Consequently, ∆Λf
−1 ∈ Ck−2,α−1 (Λ;Rn+1). To prove the first claim, it suffices to show
x · ∇Λf−1 − f−1 ∈ Ck−2,α−1 (Λ;Rn+1). As Σ ∈ ACHk,αn is a self-expander, one has
LΣx = 0 and so x · ∇Σx − x ∈ Ck−2,α−1 (Σ;Rn+1). Substituting x|Σ = f−1 ◦ f and
applying the chain rule give
x · ∇Σ(f−1 ◦ f)− f−1 ◦ f = (∇Λf−1 ◦ f) · (x · ∇Σf − f) + (x · ∇Λf−1 − f−1) ◦ f .
As f ∈ Ck,α1 (Σ;Rn+1) and LΣf ∈ Ck−2,α−1 (Σ;Rn+1), the claim follows by invoking [4,
Propositions 3.1 and 3.3].
If u ∈ Ck,α0 (Σ) and f ∈ ACHk,αn (Σ), then, by [4, Proposition 3.3], u ◦ f−1 ∈ Ck,α0 (Λ)
and so ∆Λ(u ◦ f−1) ∈ Ck−2,α−2 (Λ). One further computes,
x · ∇Λ(u ◦ f−1) = (∇Σu ◦ f−1) · (x · ∇Λf−1 − f−1) + (x · ∇Σu) ◦ f−1,
which, by what we have shown and our hypotheses on u, is an element of Ck−2,α−2 (Λ).
Thus, the second claim follows easily from this. 
Lemma 7.3. LetΣ ∈ ACHk,αn be a self-expander, and let v ∈ Ck,α0 ∩Ck0,H(Σ;Rn+1) be a
transverse section on Σ so that C[v] is transverse to C(Σ) and L 0Σv ∈ Ck−2,α−2 (Σ;Rn+1).
Suppose thatΠ−1(x|L(Σ))∩W is a connected one-dimensional submanifold ofACEk,αn (Σ)
forW a neighborhood of [x|Σ] ∈ ACEk,αn (Σ) and that κ ∈ Kv with BΣ,v[κ] = 1. Given
ϕ ∈ Ck,α(L(Σ);Rn+1) there is an ǫ = ǫ(Σ,v, ϕ) > 0 so that the following holds:
(1) If |s| < ǫ, then Λs = Fˆv[x|L(Σ), sκ](Σ) ∈ ACHk,αn is a self-expander with
L(Λs) = L(Σ) and ws = v ◦ Fˆv[x|L(Σ), sκ]−1 is a transverse section to Λs.
Moreover, setting
κs =
(
d
ds
Fˆv[x|L(Σ), sκ]
)
◦ Fˆv[x|L(Σ), sκ]−1 ∈ Kws ,
BΣ,v[D1Gˆv(x|L(Σ), 0)ϕ, κ] > 0 implies BΛs,ws [D1Gˆws(x|L(Λs), 0)ϕ, κs] > 0.
(2) For v′ ∈ Ck,α0 ∩ Ck0,H(Σ;Rn+1) satisfying that ‖v′ − v‖(0)k,α < ǫ and L 0Σv′ ∈
Ck−2,α−2 (Σ;R
n+1), setting
κ′ =
(v · nΣ)κ
v′ · nΣ ∈ Kv
′ ,
if BΣ,v[D1Gˆv(x|L(Σ), 0)ϕ, κ] > 0, then BΣ,v[D1Gˆv′(x|L(Σ), 0)ϕ, κ′] > 0.
AN INTEGER DEGREE FOR ASYMPTOTICALLY CONICAL SELF-EXPANDERS 35
Here, Fˆv, Gˆv, Gˆv′ , Gˆws , Kv, Kv′ , Kws and Fˆv are given in Section 3.
Proof. First, for simplicity, denote by fs = Fˆv[x|L(Σ), sκ]. Observe that by our construc-
tions, for ǫ sufficiently small fs ∈ ACHk,αn (Σ) and LΣfs ∈ Ck−2,α−1 (Σ;Rn+1). Thus, by
Lemma 7.2, for ǫ sufficiently small Fˆws and Gˆws are well defined.
Using definitions of the maps from Theorem 3.1 and the rapid decay of the various
terms one has
BΣ,v[D1Gˆv(x|L(Σ), sκ)ϕ, κs ◦ fs] = BΣ,v
[
d
dt t=0
Ξˆv[Fˆv[x|L(Σ) + tϕ, sκ]], κs ◦ fs
]
.
Arguing as in Section 2.8, the fact that the fs are stationary for the functional E and the
second variation formula for E give
d
dt t=0
Ξˆv[Fˆv[x|L(Σ) + tϕ, sκ]]
=
d
dt t=0
Ξˆfs,v[t(v · (nΛs ◦ fs))−1D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs)]
= DΞˆfs,v(0)((v · (nΛs ◦ fs))−1D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs))
= Ωfs,vL
′
fs,v((v · (nΛs ◦ fs))−1D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs))
= Ωfs,v(v · (nΛs ◦ fs))−1Lfs(D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs)).
Hence,
BΣ,v[D1Gˆv(x|L(Σ), sκ)ϕ, κs ◦ fs]
= BΣ,v[Ωfs,v(v · (nΛs ◦ fs))−1Lfs(D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs)), κs ◦ fs]
= BΣ[Ωfs(v · (nΛs ◦ fs))Lfs(D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs)), κs ◦ fs]
= Bfs [Lfs(D1Fˆv(x|L(Σ), sκ)ϕ · (nΛs ◦ fs)), (v · (nΛs ◦ fs))κs ◦ fs]
= BΛs [(ws ◦ nΛs)κs, LΛs((D1Fˆv(x|L(Σ), sκ)ϕ ◦ f−1s ) · nΛs ]
=
∫
Λs
(ws · nΛs)κsLΛs
(
(D1Fˆv(x|L(Σ), sκ)ϕ ◦ f−1s ) · nΛs
)
e
|x|2
4 dHn.
Furthermore, the above integral can be simplified by using integration by parts (which is
justified by Proposition 6.2 of [4]) to∫
L(Λs)
tr∗∞[(ws · nΛs)κs]tr1∞[(D1Fˆv(x|L(Σ), sκ)ϕ ◦ f−1s ) · nΛs ] dHn−1
where tr∗∞ is given in Section 6 of [4]. By Item (1) of Theorem 3.1 and the linearity of
tr1∞, we have that L(Λs) = L(Σ), tr1∞[fs] = x|L(Σ) and
tr1∞[(D1Fˆv(x|L(Σ), sκ)ϕ ◦ f−1s ) · nΛs ] = ϕ · nL(Λs).
Thus, it follows that
BΣ,v[D1Gˆv(x|L(Σ), sκ)ϕ, κs ◦ fs] =
∫
L(Λs)
tr∗∞[(ws · nΛs)κs](ϕ · nL(Λs)) dHn−1.
In particular, evaluating the identity at s = 0 gives
BΣ,v[D1Gˆv(x|L(Σ), 0)ϕ, κ] =
∫
L(Σ)
tr∗∞[(v · nΣ)κ](ϕ · nL(Σ)) dHn−1.
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Notice that, in the derivation of the above identity, we only use the fact that Σ is an
asymptotically conical self-expander embedded in a family of asymptotically conical self-
expanders with the same asymptotic cone, that v is a transverse section on Σ satisfying
the hypotheses of the lemma and that κ ∈ Kv. Thus, the same identity holds true with Σ
replaced by Λs, v byws and κ by κs, that is,
BΛs,ws [D1Gˆws(x|L(Λs), 0)ϕ, κs] =
∫
L(Λs)
tr∗∞[(ws · nΛs)κs](ϕ · nL(Λs)) dHn−1.
Hence,
BΛs,ws [D1Gˆws(x|L(Λs), 0)ϕ, κs] = BΣ,v[D1Gˆv(x|L(Σ), sκ)ϕ, κs ◦ fs].
Therefore, after possibly shrinking ǫ, the first claim follows from this and the fact that
s 7→ BΣ,v[D1Gˆv(x|L(Σ), sκ)ϕ, κs ◦ fs]
is smooth near s = 0.
Finally, by what we have shown,
BΣ,v[D1Gˆv(x|L(Σ), 0)ϕ, κ] = BΣ,v′ [D1Gˆv′(x|L(Σ), 0)ϕ, κ′],
proving the second claim. 
Proof of Theorem 1.1. Given two points ϕ0, ϕ1 ∈ V\Π(S1) let C = Φ([0, 1]]) be the
image of a generic curve in V connecting ϕ0 to ϕ1 as given by Lemma 7.1. As C is
embedded and transverse to Π, C′ = Π−1(C) ∩ U is a (not necessarily connected) one-
dimensional submanifold with boundary. Moreover,
∂C′ = Π−1(∂C) ∩ U = Π−1({ϕ0, ϕ1}) ∩ U .
Notice that C′ is compact as Π|U is proper.
Orient C so ϕ0 is the initial point. We now orient C
′ as follows:
(1) If [f ] ∈ C′\S1, then Π is a local diffeormorphism at [f ] (by [4, Theorem 1.1] or
Theorem 3.1). That is, there is an open neighborhood U ′ ⊂ U of [f ] so that Π|U ′
is a diffeomorphism onto its image. Notice Π(C′ ∩ U ′) ⊂ C. Let I ′ = U ′ ∩ C′
and orient I ′ soΠ|I′ is orientation preserving if [f ] has even Morse index andΠ|I′
is orientation-reversing if [f ] has odd Morse index.
(2) If [f ] ∈ C′∩S1, then first observe that asC is transverse toΠ, [f ] ∈ S1\S2. In this
case a neighborhood, I ′, of [f ] embeds in C˜×R as Gˆ−1v (0) (with [f ] corresponding
to (x|L(f(Γ)), 0)) where
C˜ =
{
tr1∞[E
H
1 [ϕ] ◦ C[f ]−1] : ϕ ∈ C
}
and
D1Gˆv(x|L(f(Γ)), 0) 6= 0.
The orientation of C˜ and the standard one ofR determine an orientation on C˜×R.
If ind(f) is even, orient I ′ = Gˆ−1v (0) so it is the boundary of Gˆv > 0 while if
ind(f) is odd, give I ′ the reverse orientation.
If [f ] ∈ C′∩S1 can be approximated by a sequence of regular points on C′, then, by Theo-
rem 6.3, these two conventions are consistent. IfΠ−1(tr1∞[f ]) has a component containing
[f ] that has a nonempty open subset of C′ ∩ S1, then Lemma 7.3 ensures that the second
convention orients this component independent of choices. Thus, the above convention ori-
entsC′ and the degree deg(Π|U ,V) is just the usual degree of the mapΠ|C′ : C′ → C. 
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8. PROOF OF THEOREM 1.2
Finally, we prove Theorem 1.2. First, we use the shrinking rotationally symmetric
torus described by Angenent [1] to prove the following non-existence result for connected
asymptotically conical self-expanders whose asymptotic cone is a “narrow” double cone.
Lemma 8.1. There is a δ0 = δ0(n) > 0 so that: If C is a Ck,α-regular cone in Rn+1 with
both C∩{xn+1 > 0} and C∩{xn+1 < 0} non-empty and C ⊂
{
x21 + . . .+ x
2
n ≤ δ20x2n+1
}
,
then any self-expander, Σ ∈ ACHk,αn with C(Σ) = C is disconnected.
Proof. Let Λ to the rotationally symmetric self-shrinker given by Angenent in [1] chosen
so the axis of symmetry is ℓn+1, the xn+1-axis. That is, Λ is of the form
Λ =
{
f(x21 + . . .+ x
2
n, xn+1) = 0
}
for some function f : R2 → R. The construction of Λ ensures there are 0 < R− <
√
2n <
R+ so that
Λ ⊂ B¯R+\BR− and Λ ∩ {xn+1 = 0} =
(
∂BR+ ∪ ∂BR−
) ∩ {xn+1 = 0} .
As Λ is disjoint from ℓn+1, there is a δ0 = δ0(n) > 0 so that
Λ ∩ ({x21 + . . .+ x2n ≤ δ20x2n+1} ∪BR−) = ∅.
In particular, for the given cone C ∩ Λ = ∅.
Consider the mean curvature flows M = {√tΣ}
t>0
and M˜ = {√1− tΛ}
t<1
of
Σ and of Λ, respectively. As C(Σ) ∩ Λ = ∅ and Λ is compact, the parabolic maximum
principle implies that √
tΣ ∩ √1− tΛ = ∅
for all t ∈ (0, 1).
If Σ is connected, then Σ0 = Σ ∩ {xn+1 = 0} is non-empty as {xn+1 > 0} ∩ Σ and
{xn+1 < 0} ∩ Σ are both non-empty by the hypotheses on C = C(Σ). Moreover, as
C(Σ) ∩ {xn+1 = 0} = {0}, Σ0 is compact. In particular, for t sufficiently small
√
tΣ0 ⊂
B√1−t R− . Hence, there is a t∗ ∈ (0, 1) so
√
t∗ Σ0 ∩ ∂B√1−t∗ R− 6= ∅. The definition of
R− means
√
t∗ Σ0 ∩∂B√1−t∗ R− ⊂
√
1− t∗ Λ. As this contradicts the disjointness of the
flows, one must have that Σ is not connected. 
We next use a construction of Angenent-Ilmanen-Chopp [2] of connected rotationally
symmetric self-expanders and a variational argument sketched by Ilmanen [12] and carried
out by Ding [6] in order to show existence of a connected self-expander asymptotic to a
“wide” double cone.
Lemma 8.2. Fix 2 ≤ n ≤ 6. There is a δ1 = δ1(n) > 0 so that: If C is a Ck,α-
regular cone in Rn+1 with C ⊂ {x21 + . . .+ x2n ≥ δ21x2n+1} and so that L[C] = L+ ∪ L−
where L± are connected, L+ ⊂ {xn+1 > 0} and L− ⊂ {xn+1 < 0} and 0 6= [L−] =
[L+] ∈ Hn−1(Rn+1\ℓn+1;Z2), where ℓn+1 is the xn+1-axis, then there is a connected
asymptotically conical self-expander, Σ ∈ ACHk,αn with C(Σ) = C. Moreover, this Σ may
be chosen to be (weakly) stable.
Proof. By the construction of Angenent-Ilmanen-Chopp [2], there is a δ > δ0 > 0 so that
there is a connected rotationally symmetric self-expander Λ ∈ ACHk,αn with
C(Λ) = {x21 + . . .+ x2n = δ2x2n+1} .
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This self-expander has the additional property that Λ∩ ℓn+1 = ∅, that is, it is disjoint from
the xn+1-axis. As such we may choose Ω to be the connected component of R
n+1\Λ that
is disjoint from ℓn+1.
Now let δ1 = 2δ > 0. This choice ensures that there is an R0 > 0 so for R > R0,
RL[C] ⊂ Ω ∩ ∂BR. Using Λ and ∂BR as barriers, one uses the direct method to find
a smooth self-expander ΣR ⊂ Ω ∩ BR with ∂ΣR = RL[C] – here we use the hy-
potheses that [L[C]] = [L+] + [L−] = 2[L+] = 0 and so L[C] is null-homologous in
Hn−1(Rn+1\ℓn+1;Z2). As L± are connected and there are no closed self-expanders,ΣR
is connected.
Finally, by suitably modifying the argument of [12] (see also [6, Theorem 6.3] for full
details) one verifies that, up to passing to a subsequence, one has limRi→∞ΣRi = Σ with
Σ ∈ ACHk,αn and C(Σ) = C. Clearly, Σ is connected and (weakly) stable.
For the sake of completeness, we include a brief explanation of how the argument of
Ding in [6, Theorem 6.3] should be modified. The main issue is that Ding uses barriers
to show that the limit Σ is C0 close to the cone C and one might worry that these are
not consistent with the barriers used to construct ΣR. To that end, consider the following
family of functions depending on parameters v ∈ Sn, η > 0 and h ≥ 0 :
fv,η,h(x) = 2n+ |x|2 −
(
1 + η−2
)
(x · v)2 + h.
We observe that the connected closed set
Ev,η,h =
{
x ∈ Rn+1 : fv,η,h(x) ≤ 0 and x · v ≥ 0
}
has boundary asymptotic to the connected, rotationally symmetric cone,
Cv,η =
{|x|2 = (1 + η−2) (x · v)2,x · v ≥ 0} ,
that lies in the half-space x · v ≥ 0 and has axis parallel to v and cone angle η−1. Further-
more, Ev,η,h lies entirely in the component of R
n+1\Cv,η that contains v. Observe that,
by construction, fv,η,h > 0 on {|x · v| < η(2n+ h)} and so
Ev,η,h ∩ {x · v < η(2n+ h)} = ∅.
A straightforward computation gives that on any self-expander,Σ,
L
0
Σfv,η,h − fv,η,h = −2
(
η−2 + 1
) |∇Σ(v · x)|2 − h ≤ 0.
One readily checks that for each p ∈ L(C) and choice of normal N to L[C] at p, there
are η > 0, h > 0 and v± ∈ Sn so thatEp = Ev±,η,h satisfies Ep ⊂ Ω\C,Ep ⊂ Hp where
Hp is the component of {xn+1 6= 0} containing p and L[Cv±,η] lies on the ±N side of
L[C] and touches L[C] only at p. By construction, fv±,η,h > 0 on the component of ∂ΣR
that lies in Hp. Moreover, fv±,η,h > 0 on {xn+1 = 0}. Hence, by the strong maximum
principle, fv±,η,h > 0 on ΣR ∩Hp. That is, ΣR ∩ Ep = ∅. As(
L
0
Σ − 1
)
(|x|2 + 2n) = 0
the strong maximum principle and compactness of L[C] imply that, there is an R′ > 0 so
thatBR′∩Ep 6= ∅ for all p ∈ L[C] and thatΣR\BR′ ,R > R′, has exactly two components,
one of which containsRL+ and the other containsRL−. Thus, by construction and further
enlarging R′, we have that, for p ∈ ΣR \ BR′ , dist(p, C) = O(|x(p)|−1). Hence one
obtains from this thatΣ is C0 asymptotic to C. The argument that C(Σ) = C then proceeds
exactly as in [6, Theorem 6.3]. 
We need to following refinement of a result of Fong-McGrath [8].
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Lemma 8.3. Let Σ ∈ ACHk,αn be a (weakly) stable self-expander. If C(Σ) is symmetric
with respect to rotation around the xn+1-axis, ℓn+1, then so is Σ.
Proof. Let R be a non-trivial rotational Killing vector field in Rn+1 that is a symmetry
of C(Σ). Consider f = R · nΣ. One readily checks that f ∈ Ck−1,α1,0 ∩ C∞loc(Σ) and
LΣf = 0 (see, e.g., [8, Lemma 2.3]). As Σ has a weakly conical end (cf. (2.5)), it follows
from [3, Theorem 9.1] that f ∈W 11
4
(Σ).
In particular, either f identically vanishes and so R is a symmetry of Σ or f is an
eigenfunction of−LΣ with eigenvalue 0. AsΣ is (weakly) stable this latter situation would
imply that f is the lowest eigenfunction of −LΣ and so f cannot change sign. However,
as ℓn+1 ∩C(Σ) = {0}, there must be a p ∈ Σ that satisfies dist(p, ℓn+1) = dist(Σ, ℓn+1).
Clearly, f(p) = 0 and so one is in the situation that f identically vanishes. As R was
arbitrary, one deduces that Σ is also rotationally symmetric about ℓn+1. 
By [5], the map Π, for surfaces of a fixed topological type in R3, is proper. Lemma 8.1
implies the degree of Π is zero for annuli and so the existence of unstable solutions will
follow from Lemma 8.2.
Proof of Theorem 1.2. Let
Γ0 =
{
x21 + x
2
2 = x
2
3 + 1
} ⊂ R3.
Observe that Γ0 ∈ ACHk,α2 and is a topological annulus. Let V be the component of
Vk,αemb(Γ0) that contains x|L(Γ0). Let U = Π−1(V) where
Π: ACEk,α2 (Γ0)→ Ck,α(L(Γ0);R3)
is the natural projection map from [4]. By [5],Π0 = Π|U : U → V is a proper map. Hence,
by Theorem 1.1, Π0 possesses an integer degree deg(Π|U ,V).
Write ϕ = (ϕ1, ϕ2, ϕ3). For λ > 0, let
ϕλ = (ϕ1, ϕ2, λϕ3).
One readily checks that ϕλ ∈ V for all λ > 0. Moreover, one has
Cλ = C[ϕλ(L(Γ0))] =
{
x21 + x
2
2 = λ
−2x23
}
.
On the one hand, for λ0 = 2δ
−1
0 where δ0 is given by Lemma 8.1, there is no connected
self-expander with asymptotic cone Cλ0 . As Γ0 is connected, one has Π−1(ϕλ0) = ∅
and so deg(Π|U ,V) = 0. On the other hand, by the construction of Angenent-Ilmanen-
Chopp [2], there is a λ1 ∈ (0, λ0), so that there is a connected rotationally symmetric
expander, Λ, asymptotic to Cλ1 . That is, Π−1(ϕλ1 ) 6= ∅. Clearly, we may assume this λ1
satisfies λ−11 > δ1(2) where δ1(2) is given by Lemma 8.2 for n = 2.
To conclude the proof we need to find a ϕ ∈ V so that ϕ is a regular value of Π and so
Π−1(ϕ) is non-empty. To that end, first let Ω be the unique component of R3\C(Λ) that
is disjoint from the x3-axis. Next, observe that, as the set of regular values of Π is generic
(by [4]), there is a sequence, ϕi ∈ V of regular values of Π with the property that ϕi → ϕ
in Ck,α(L(Γ0);R3) and ϕi(L(Γ0)) ⊂ Ω.
It follows from Lemma 8.2 that there is a sequence of (weakly) stable connected self-
expanders Σi ∈ ACHk,α2 with L(Σi) = ϕi(L(Γ0)). By the compactness results of [5],
up to passing to a subsequence and relabeling, the Σi → Σ in the smooth topology where
Σ is a (weakly) stable, connected, self-expander with C(Σ) = Cλ1 . By Lemma 8.3, as
Σ is (weakly) stable and C(Σ) is rotationally symmetric around the x3-axis, Σ is also
rotationally symmetric. As Σ is also connected this means that Σ is an annulus and so, by
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the nature of the convergence, up to throwing out a finite number of terms, the Σi are also
annuli for all i.
As a consequence, there are fi ∈ ACHk,α2 (Γ0) with fi(Γ0) = Σi and tr1∞[fi] = ϕi. In
particular, [fi] ∈ Π−10 (ϕi) are stable elements. As the degree of Π0 is 0, this means that
there must be at least one unstable element [f ′i ] ∈ Π−10 (ϕi). As Π is a local diffeomor-
phism, at each regular point, the claim is proved by fixing some i0 ≥ 1 large and letting
the open set be some small neighborhood, in Ck,α, of C(Σi0). 
APPENDIX A. POINCARE´ INEQUALITY
Proposition A.1. Let Σ ∈ ACHk,αn be a self-expander. For β ≥ 14 and f ∈W 1β (Σ),
(A.1)
∫
Σ
(
4n+ |x|2) f2eβ|x|2 dHn ≤ 16 ∫
Σ
|∇Σf |2eβ|x|2 dHn.
Likewise
(A.2) (4β − 1)
∫
Σ
|x⊤|2f2eβ|x|2 dHn ≤ 4
∫
Σ
|∇Σf |2eβ|x|2 dHn.
Proof. First observe that as Σ is a self-expander one has that
L
0
Σ
(|x|2 + 2n) = |x|2 + 2n.
Now suppose that f has compact support. Integrating by parts gives∫
Σ
(
2n+ |x|2) f2eβ|x|2 dHn = ∫
Σ
(
L
0
Σ
(
2n+ |x|2)) f2eβ|x|2 dHn
= −
∫
Σ
∇Σ
(
2n+ |x|2) · ∇Σ (e(β− 14 )|x|2f2) e |x|24 dHn
= −
∫
Σ
(
(4β − 1)|x⊤|2f2 + 4φx⊤ · ∇Σf
)
eβ|x|
2
dHn
= −(4β − 1)
∫
Σ
|x⊤|2f2eβ|x|2 dHn − 4
∫
Σ
fx⊤ · ∇Σf eβ|x|2 dHn.
The absorbing inequality and the hypothesis that β ≥ 14 give∫
Σ
(
2n+ |x|2) f2eβ|x|2 dHn ≤ ∫
Σ
(
1
2
|x⊤|2f2 + 8|∇Σf |2
)
eβ|x|
2
dHn.
Rearranging this gives the first inequality. The second inequality follows from the same
computation but using a different version of the absorbing inequality.
To see that these estimates hold for all f ∈ W 1β (Σ) one uses the compactly supported
cutoff ψR ∈ C∞(Rn+1) with the property that 0 ≤ ψR ≤ 1, ψR = 1 in BR, spt ψR ⊂
B2R and |∇ψR| ≤ 2. The estimates hold for fR = ψRf and hence, by the dominated
convergence theorem, hold also for f . 
Proposition A.2. Let Σ ∈ ACHk,αn be a self-expander. Suppose R0 ≥ 1 is such that on
E¯R0 the estimates (2.5) hold with constant C0. There is an R1 = R1(C) ≥ R0 so that:
For β ≥ 14 , f ∈ W 1β (Σ) and R > R1 one has the estimate
ReβR
2
∫
SR
f2 dHn−1 ≤ 2
∫
E¯R
|∇Σf |2eβ|x|2 dHn.
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Proof. Suppose first that f has compact support. Let
Z =
|x|x⊤
|x⊤| =
1
2∇Σ|x|2
|∇Σ|x|| .
By (2.5), |∇Σ|x|| ≥ 12 so this vector field is well-defined. Using (2.5), one sees that, by
taking R1 sufficiently large, on E¯R1 , one has
|x⊤| ≥ |x| − C|x|3 ≥ |x| −
1
|x| and divΣZ ≥ n−
1
2
≥ 1
2
.
Hence, on E¯R,
divΣ
(
f2eβ|x|
2
Z
)
=
(
f2divΣZ+ 2f∇Σf · Z+ 2βf2x⊤ · Z
)
eβ|x|
2
≥
(
1
2
f2 + 2f∇Σf · Z+ 1
2
f2|Z| (|x| − |x|−1)) eβ|x|2
≥
(
1
2
f2 − 2|∇Σf |2 − 1
2
f2|Z|2 + 1
2
f2|Z| (|x| − |x|−1)) eβ|x|2
where the last estimate uses the absorbing inequality. As |Z| = |x| one has
divΣ
(
f2eβ|x|
2
Z
)
≥ −2|∇Σf |2eβ|x|2.
Integrating over E¯R and appealing to the divergence theorem give
ReβR
2
∫
SR
f2 dHn−1 = −
∫
SR
f2Z · −x
⊤
|x⊤| e
β|x|2 dHn−1
=
∫
E¯R
−divΣ
(
f2eβ|x|
2
Z
)
dHn ≤ 2
∫
E¯R
|∇Σf |2eβ|x|2 dHn,
which proves the claim for f of compact support. For general f ∈ W 1β (Σ) one uses cutoffs
and the dominated convergence theorem. 
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