This paper investigates the mean square error optimal timefrequency kernel for estimation of the Wigner-Ville spectrum of a certain class of nonstationary processes. The class of locally stationary processes have a simplified covariance structure which facilitates analysis. We give a formula for the optimal kernel in the ambiguity domain and conditions that are sufficient for the optimal time-frequency kernel to be a continuous function, decaying at infinity.
INTRODUCTION
Generalization of spectrum estimation from stationary to nonstationary stochastic processes is a delicate problem. First of all there is a problem of how to define the spectral density of a nonstationary process. It turns out that not all good properties of the stationary spectral density, e.g. nonnegativity and marginal properties, can be preserved for nonstationary processes. The Wigner-Ville spectrum (WVS) has however many nice properties and is a generalization of the stationaty case [I] .
The WVS of a process can be estimated from realizations of the process using Cohen's class of time-frequency (TF) representations, which are determined by a TF kernel function. The mean square error optimal solution to this problem has been obtained by Sayeed and Jones [ 2 ] .
The optimal kernel is sometimes not an ordinary function but a distribution, containing Dirac measures. If the kernel is a D i m measure at the origin (a case studied in [2] ), no time-frequency averaging is performed, and the optimal solution is to leave the time-frequency representation unaltered. We study optimal kernels for a class of locally stationary processes (LSP). By this term we mean that the covariance function has a certain sttucture (as opposed to a large number of researchers who use it to mean "almost stationary" in various senses). The covariance function of a LSP is determined by two one-dimensional functions. We derive a formula, valid for LSPs, for the optimal kernel in the ambiguity domain. We give conditions on the pair of functions constituting the covariance of a LSP, that are sufficient for the optimal TF kernel to be a continuous function, decaying at infinity. We restrict to circularly symmetric Gaussian processes.
OPTIMAL ESTIMATION OF WIGNER-VILLE SPECTRA
The autocovariance function for a zero mean stochastic pro- 
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The WVS can be estimated from process realizations using Cohen's class of time-frequency representations,
where @ is a time-frequency estimation kernel. Sayeed and Jones [2] derived the optimal kernel in the mean square error sense, i.e. minimizing the integrated expected squared error
(11)
In the ambiguity domain the Fourier transform converts the convolution (10) into a multiplication
and the optimal kernel was deduced to be, in the ambiguity domain,
The time-frequency kernel is computed from the ambiguity domain kernel by a Fourier transformation @opt = +;lFz { h p t I.
LOCALLY STATIONARY PROCESSES
A locally stationary process (LSP) [5] has, per definition, a covariance function determined by two functions q. r and has the form
r ( t , s ) = q ( T ) . r ( t -s ) . t + s
It can be shown that q can be taken to be non-negative, and r is non-negative definite (i.e. the covariance of a stationary process) [4, 
where dQ is a bounded nieasure, fhen q I ( t ) = q(f)e-2"t2 and r1 ( t ) = r(t)e-!a/')t2 dejne a covariance ~~( t . LSPs can be seen approximately as stationary processes that have a time varying power described by q. The Cauchy-
Schwartz inequality
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is necessary for a function rz to be the covariance of any stochastic process. For an LSP it is the inequality relation between q and r
(dt))' IT(T)l* 5 d t + r / 2 ) d t -./2), V t , T . (1%
The expected ambiguity function of a locally stationary process is separable (rank one), Restricting to circularly symmetric Gaussian distributed processes, the denominator of (13) 
LSPS WITH CONTINUOUS OPTIMAL TF KERNELS
Here we give sufficient conditions for the time-frequency kernel (Popt(t,w) for a LSP to be a continuous function. 
$m lr(t)I*. According to (26). @ O p t ( t r w )
E CO(W) if T E L'(R).
LSPS WITH GAUSSIAN CONSTITUENT FUNCTIONS
Here we study the case when both q and r are Gaussian functions. Assume q is the fix Gaussian q(7) = e-"/' and r(7) = e-fT2/*. r z ( t , 
&,t(B,r) E f 0 QOpt(t,w) = f J ( t , w ) .
The kernel (24) is for arbitrary c
We would like to study the influence of the parameter c, i.e. the quotient of the variances between q and T , on the TF kernel The function is almost rank-one for small c 2 1, and of slowly increasing rank for larger c (ratio of largest eigenvalue to the sum of eigenvalues is 1 0.9 for 1 5 c 5 100). Of this reason, it is reasonable to approximate qt,pt by a rank-one function. We compute the variances of these functions, i.e. the variances off and g which fulfill wminf,,lIdopt(Bi 7 ) -f(Q(7)ll2.
(30)
The variances are denoted hy U; and CT:, respectively. After From the figure we conclude that U: has a close to linear increase. The increase is natural, since increasing c corresponds to r approaching the covariance of a white process, implying that optimal estimation involves increased smoothing in the w direction. It can also be seen that U:
grows slowly for large c and seems to have an upper bound. This can be expected since the function q, which can be seen as representing the process power as a function of time, has a fixed variance = 2.
CONCLUSIONS
The covariance function of a locally stationary processes is determined by two functions q and r. Restricted to circularly symmetric Gaussian distributed processes, we have obtained (ij a formula for LSPs for the optimal spectral estimation kernel in the ambiguity domain, expressed in q and T , (ii) sufficient conditions on q and r to give a continuous TF kernel, vanishing at infinity, and (iiij various examples of combinations of q and r leading to distinct types of optimal kernels. Also, we have studied the case of Gaussian functions q and T numerically. It turned out that the resulting kernel is close to rank-one.
