Neural circuit basis of visuo-spatial working memory precision: a 1 computational and behavioral study Working-memory (WM) refers to the ability of actively retaining stimulus information over a short 55 period of time and it is thought to be a core component of cognitive functions (Baddeley 1986 , 56 Conway et al. 2003. A hallmark of WM is that the information retained is limited. Currently, a 57 significant effort is being devoted to characterizing the nature of WM capacity limitations, but their 58 additional implications of such a spatial memory map for the relation between vsWM precision, 77 capacity and stimulus similarity remain untested. We aimed here to advance our understanding of 78 the neuronal underpinnings of vsWM by explicitly testing the assumption of a topographic structure 79 of the vsWM buffer. One implication of this structure is that the efficiency with which different 80 items are memorized should depend on their relative locations, since stronger interference of 81 memory traces would be expected for nearby items. Using simulations we predicted an attractive 82 bias when remembering locations of two nearby items, for very short inter-item distances. This 83 prediction was validated in behavioral experiments in humans. We then sought to address how these 84 interferences affected the relationship between memory load and precision. In our model, the effect 85 of load on memory precision was largely accounted for by changes in inter-item distance with load. 86
the neurons in the network is maintained due to the structured connectivity of the network. 107
Excitatory neurons encoding for nearby angles have stronger than average connections, which is 108 essential for a selective group of neurons to sustain elevated spiking after stimulus cessation 109 (Compte et al. 2000 ) 110
The parameter values used were as in the IPS circuit described in Edin 
I = g s(V V ), −
gating variables were modeled as an instantaneous jump of magnitude 1 when a presynaptic action 152 potential occurred, followed by an exponential decay with time constant 2 ms for AMPA and 10 ms 153 for GABAA. The Predictions from the model were derived from simulation results. Each simulation started with 100 162 ms of baseline activity, followed by stimulus specific stimulation during 500 ms and ended with a 163 500 ms delay period ( Figure 1B,D) . The locations of the memories for each item were read out 164 using Bayesian or maximum a posteriori decoding assuming an extended Poisson model as 165 described by Zemel et al. (1998) . This encoding-decoding framework was developed to handle 166 situations where more than a single value (for example several locations) should be encoded and 167 decoded from the neural activity of a population of neurons. Using this method, from the neuronal 168 activity one determines a whole probability distribution over possible locations instead of a single 169 most likely location. This allows for the encoding and decoding of different locations. The 170 decoding distribution of items, that is the probability distribution of angular locations j φ , was 171 estimated given the activity of the excitatory neurons in the last 100 ms of the delay period. For this, 172
we used the function sqp from the software package GNU Octave (Eaton et al., 2009) local maximum of the posterior probability of item locations, with the restriction that the distance 186 had to be smaller than 35 deg. This restriction assured that in cases where the memory trace 187 vanished during the delay period the particular item was not attributed to a memory trace and 188 instead it was counted as forgotten. In these cases the read-out was taken to be a random location on 189 the circle to mimic a subject guessing a forgotten spatial location. In cases where memory traces 190 merged, the items were attributed to the same local maximum of the posterior probability. To study 191 the effect of the distance between two simultaneously presented items on WM performance, we ran 192 100 simulations for different angular distance Δθ between the two items ( Figure 2A ( Figure 1B) we defined it as a positive memory bias, corresponding to the attraction of memory 197 traces. If the bias was in the direction opposed to close-by memorized items we defined it as a 198 negative memory bias, corresponding to the repulsion of memory traces. To study the relation 199 between precision and load for different positions of the items we ran 300 simulations for each load 200 and for each stimulus distribution (far or random cases, Figure 2B ). For trials labeled random, itemswere simulated at random around a circle, with the restriction that they could not be closer than 33 202 deg. In trials labeled far, we applied the additional condition that at least one item per simulation 203 (far item) was more than 80 deg apart from all other items. The results were then calculated probing 204 these far items. In particular, we computed standard deviations of the angular distances between 205 remembered locations and corresponding item locations. We also calculated psychometric curves 206 for each load and stimulus distribution. To this end, we counted for all simulations and for a given 207 probed angular distance how many memory traces were counter-clockwise in relation to the probed 208 distance. The results are presented as proportion of memories counter-clockwise to the probed 209 location, as a function of angular distance between the probe and item. We fitted these proportions 210 using probit models with angular distance as independent variable. The probit models were 211 estimated using the Statistics Toolbox of Matlab. 212
The integration of the model equations was done using a second order Runge-Kutta algorithm. The 213 simulations were performed with code implemented in C++. 214
216

Behavioral experiments 217
We used a vsWM task where the subjects were presented with a set of dots and had to judge after a 218 blank delay period whether a re-appearing dot had been displaced clockwise or counter-clockwise. 219
The experimental paradigm is schematically illustrated in Figure 3A . The stimuli were displayed on 220 a computer screen, on gray background. Participants sat ~60 cm from the screen and were asked to 221 fixate the central black square present during the whole trial time. Participants were also asked to 222 memorize each item per se and avoid remembering the dots as a pattern. To limit the efficacy of 223 pattern encoding strategies, we introduced specific constraints for the location of the items in each 224 trial so that geometric symmetries or cardinal directions were avoided (see below). 225
Each trial started with the presentation of a central fixation cue for 1 s, followed by the presentation 226 of the visual stimulus for 1 s. The stimulus consisted of a set of three or four colored dots (items) 227 presented on an invisible circle centered on the fixation point and with a radius subtending a visual 228 angle of 12.4 deg. The items were never presented on the horizontal and vertical diameters of the 229 circle. The colors were attributed randomly to the different items for each trial. The stimulus was 230 followed by 100 ms presentation of a mask consisting of an annulus (radii in visual angle 11.5 deg 231 and 13.2 deg) of a pixelized noise pattern in a gray scale. The mask was followed by the 232 presentation of a probe (in no-delay trials) or by a delay of 1 or 3 s (delay trials) followed by 233 presentation of a probe. The probe stimulus consisted of one of the stimulus dots displaced 234 clockwise or counterclockwise on the invisible circle relative to the original stimulus location. The 235 task consisted in judging the direction of displacement and reporting it by pressing one of two 236 possible keys in a keyboard. Participants were given 5 s to respond and always did it before this 237 time had elapsed. The probe was displayed until the subjects responded. Participants were trained 238 until they showed no problems in associating the directions with the respective keys. It always took 239 less than 48 trials to automatize the association. The amount of displacement in visual angle of the 240 probe item was 0.9, 1.3 or 1.7 deg (4, 6, and 8 deg along the circle), and the probe could not be in a 241 different hemifield than the corresponding target item. In half of the trials the memory of an item 242 that was far from all other items was probed. For these trials, half showed all items far from each 243 other (minimal distance between items was 70 deg along the circle for load 3 and 50 deg for load 4). For each subject, sessions were typically acquired in different days. Some participants completed 280 fewer sessions, because they were not available for more data collection. The trials where the 281 probed item was near another item were classified into two trial types, according to the probed item 282 being clockwise or counter-clockwise relative to the nearby item. Since the interaction term was significant in both cases, the data was separated according to 296 delay and a model was fitted using trial type as predictor for test 1 and trial type, amount of probe 297 displacement and the interaction between these two variables as predictors for test 2. For the test of 298 the second prediction (see Results), trial type, delay, load and amount of probe displacement were 299 used as independent variables. The model also included interactions between these variables. Since 300 an interaction between delay, trial type and displacement was found to be significant the data was 301 separated according to the delay. A new model without the delay variable was fitted. Since for the 302 delay trials we found an interaction between displacement, load and trial type, the data was further 303 divided according to trial type. For these new data partitions, a model was fitted using amount of 304 probe displacement, load and the interaction between these two variables as predictors. 305
Behavior in the second experiment was analyzed in three ways. For testing the prediction ofattraction, the data was analyzed using a linear mixed model, with participant as a random factor 307 and trial type as a predictor. To test the dependency of memory biases on inter-item distance ( Figure  308 6) we fitted cumulative Gaussians to the cumulative fraction of error reports ( Figure 5B) , 309 collapsing clockwise and sign-inverted counterclockwise errors, and we used the fitted mean as an 310 estimate of the memory bias ( Figure 6A ). Positive biases thus reflected attraction and negative 311 biases reflected repulsion of the two memories. In Figure 6B we assessed the significance of each 312 participant's memory bias with a two-sample t-test on the error distributions of clockwise and 313 counterclockwise trials. We used a multinomial regression model to test if the relative incidence of 314 significant repulsion biases as compared with attraction biases increased with inter-item distance in 315 our subject population ( Figure 6B ). The dependent variable could take 3 possible values: attraction, 316 repulsion or no effect. For each subject, we got 3 measurements of the dependent variable, where the item location is forgotten and the subject guesses according to a uniform distribution. The 355 repulsion. However, we do know that for small angles between items we should have an attraction 403 effect while for very large angles we should have no effect. Based on this we sought to mainly test 404 our model using items very close by or in relative isolation, where we would not need to search for 405 subject-dependent angles leading to repulsion. Hence, the first prediction we aimed at testing in 406 behavioral experiments was that vsWM for adjacent locations should show biases consistent with a 407 perceived attraction between the two items. We refer to this prediction as the Prediction of 408 attraction biases. We have however also checked a posteriori our experimental data for evidence of 409 the predicted repulsive effects at intermediate inter-item distances (see "Testing repulsive biases"). 410
411
We then studied how interference affected precision in our network model when the number of 412 items to be memorized (the load) increased. We measured the standard deviation over trials of 413 report errors σ , in simulation series where different number of items (from 1 to 4) where presented 414 to the network for memorization. We considered two cases. In the first case, we minimized 415 interference by keeping distances between items large (far case). In the second case, the items were 416 located at random (random case). We found that σ depended markedly on load in the random case, 417 while it remained relatively constant as load changed in the far case ( Figure 2B ). This was because 418 when items were randomly placed, the probability of having items separated in the range of 419 interference ( Figure 2A ) increased with load. When this probability was only allowed to change 420 minimally with load, as in the far case, σ remained practically constant. 421
This effect can be demonstrated in the shape of psychometric curves. We used the same simulations 422 as above to derive psychometric curves showing the proportion of items that are judged counter-423 clockwise to a probed location (Materials and Methods), as a function of angular distance between 424 probed location and item location ( Figure 2C, D) . For the simulations where only far items were 425 probed, the psychometric curves changed minimally with load ( Figure 2C ). For the simulations 426 where items were randomly placed, the psychometric curves for loads 3 and 4 showed greater 427 difference ( Figure 2D ). The different slopes of the psychometric curves reflect different memory 428 precisions for loads 3 and 4, consistent with greater interference of neighboring bumps in load 4trials. So, our second prediction was that the previously reported loss of precision with load (Bays 430 and Husain 2008) would largely depend on the relative positioning of the items to be memorized, 431 being minimized when the minimal distances between the items in the visual stimuli are large. This 432 prediction will be referred to as the Prediction of conditional dependence of precision on load. 433
434
Testing the prediction of attraction biases 435
To test the predictions from the model we used the behavioral experiment illustrated in Figure 3A . 436
The experimental paradigm was adapted from a previously reported paradigm (Bays and Husain 437 2008) used to investigate the loss of precision with load in a vsWM task in humans. For each trial 438 the subjects were required to keep in mind the locations of 3 or 4 colored dots positioned on an 439 invisible circle (stimulus). After presentation of a visual mask, and in some trials after an additional 440 short delay period (1-3 s), one colored dot reappeared on the invisible circle (probe) and the task 441 was to judge whether it had been displaced clockwise or counter-clockwise. The average accuracy 442 on this task was of 70% correct. All subjects performed significantly above chance level, with 443 accuracies ranging from 59% to 79%. 444
We conducted two tests of the Prediction of attraction biases. For the first test we used the trial 445 types depicted in Figure 3B and labeled them as far (encircled in black) and outwards trials 446 (encircled in green). In the far trials all items were located far apart from each other. In the outwards 447 trials the probed item was presented within a visual angle of 4.2 deg from another item, and it was 448 displaced outwards (or away) from the nearby item (see Materials and Methods). In such trials, if 449 the predicted attraction between bumps of activity corresponding to neighboring items occurred 450 ( Figures 1B, 2A) , we expected the memory of any one of these two adjacent items to be biased 451 towards the middle point between them. As a result, a probe displaced outwards from the 452 corresponding target, whose memorized location has been attracted to the neighboring item, would 453 appear to have been subject to a larger displacement than the actual one. This would help the 454 subject to judge correctly the displacement as outwards as opposed to inwards. This isschematically depicted in Figure 3D . The bell-shaped curves in Figure 3D represent the probability 456 distributions of the locations stored in memory over multiple trials of two fixed cue stimulus 457 configurations, corresponding to far and outwards trial categories, respectively. One can see that the 458 distance between the mean location of the remembered item and the location of the probe is smaller 459 for far trials (distance 1) than for outwards trials (distance 2). The location of the probed item 460 defines an area under the tail of the probability function which is larger for the far trials (area 1) 461 than for the outwards trials (area 2), and this determines the probability of incorrectly judging the 462 direction of displacement of the probe. This should result in better performance for outwards trials 463 than in a control condition without interference, like in far trials. This is indeed what we observed in 464 our behavioral data set: the fraction of behavioral errors for far trials was significantly larger than 465 that for outwards trials (p = 0.01) ( Figure 3C ). However, the effect observed could have occurred 466 before the delay period, during encoding of the visual stimulus. We rejected this explanation by 467 testing for a difference between trials with and without intervening delay between visual stimulation 468 and response. We found a significant interaction between trial type (far or outwards) and delay 469 (p = 0.03) and no significant difference between trial types for no-delay trials ( Figure 3C) . 470
For the second test of the Prediction of attraction biases we used the trial types depicted in 471 Figure 3E , and labeled them as counter-clockwise (encircled in red) and clockwise (encircled in 472 blue) trials. In both trial types the probed item was located adjacent to another item. For counter-473 clockwise item trials the probed item was located counter-clockwise to the neighboring item, and 474 for clockwise item trials the opposite was verified. If attraction occurred, we expected the memory 475 to be biased and the psychometric curves of the two trial types should be horizontally displaced 476 instead of centered at zero probe displacement. The predicted displacement would be clockwise 477 (counter-clockwise) for counter-clockwise (clockwise) item trials, indicating that nearby items were 478 perceived attracted to each other. The data confirmed this prediction ( Figure 3F ). The two 479 psychometric curves were significantly different from each other (p < 0.0001) and the effect 480 appeared with delay, as verified by a significant interaction (p < 0.0001) between trial type and 481 delay. Note that the magnitude of the attractive bias was indicative of a partial attraction, not a 482 complete merge of the memories (mean distance between close by items was 3.2 ± 0.14 deg of 483 visual angle, so a complete merge would correspond to a horizontal displacement by 1.6 ± 0.14 deg 484 of visual angle in Fig. 2E) . 485
486
Testing the prediction of conditional dependence of precision on load 487
To test this prediction we used two different trial types having in common that the probed item was 488 not in close vicinity to any other item (more than 50 deg along the circle). These different trial types 489 result from the following considerations on the experimental design (for details see Materials and 490 Methods). We designed the experiment such that each load condition included a balanced number of 491 trials with probed item far from or close to neighboring items. The former trials (probed item far) 492 contained a balanced number of trials with non-probed items in a far or close configuration, giving 493 rise to the two trial types used in this section. Further, a relatively large part of the circle was 494 covered by the items in each trial by experimental design, in order to minimize possible effects of 495 focusing the attention on a restricted arc. Given these constraints, the two trial types had different 496 inter-item distance properties in relation to load, which we took advantage of to test our second 497 model prediction. In one trial type (far non-probed items) the minimal distance from the probed 498 item to other simultaneously presented items was relatively invariant with load ( Figure 4A ) and 499 therefore these trials are referred to as balanced trials. In the other trial type (close non-probed 500 items) the minimal distance between the probed item and other items varied markedly between 501 loads ( Figure 4B ) and therefore they are referred to as unbalanced trials. Note that the labels 502 balanced and unbalanced refer to the distance between probed item and the nearest item being 503 practically invariant (balanced) or varying significantly (unbalanced) across loads. This difference 504 is summarized in Figure 4C showing the mean of the minimal distances for the two loads, which is 505 the same for balanced trials but differs for unbalanced trials. With this set of trials that dissociate 506 load changes from changes in inter-item distances, we went on to test behavioral performance in the 507 task to validate the model's prediction. We found that there was a significant interaction of trial type 508 (balanced/unbalanced) and probe displacement on the fraction of correct responses (p = 0.05). 509
Further, we found no difference between the psychometric curves for load 3 and 4 for balanced 510 trials ( Figure 4D ) but a difference emerged (p = 0.03) for unbalanced trials ( Figure 4E ). The 511 difference between the psychometric curves for loads 3 and 4 in unbalanced trials corresponded to a 512 loss of precision with load ( Figure 4F ). Precision is here defined as the inverse of the standard 513 deviation of the cumulative normal curves fitted to the data (Bays and Husain 2008) , and it 514 quantifies the slope of the psychometric curve at zero probe displacement. This loss of precision 515
was not observed when the distances were balanced across loads ( Figure 4F ), thus confirming our 516 second Prediction. The observed differential loss of precision with load for unbalanced trial types 517 appeared with delay: We verified that there was a significant interaction between delay, 518 displacement and trial type (p = 0.05) and that for the cases with no delay there was no interaction 519 between trial type and displacement or load. That is, the differences in psychometric curves 520 observed in trials with delay were not present with no delay. 521 522
Testing a swap-error model 523
An alternative explanation for the results in Figure 3C and F is that, in some error trials, the subjects 524 swapped the colors and locations of the two memorized nearby items (Bays et al. 2009 , Pertzov et 525 al. 2012 , Ma et al. 2014 . Misremembering the binding between color and location would also result 526 in a reduced fraction of errors for outwards trials. Intuitively, in trials where the color and locations 527 memories are swapped, the perceived displacement of the probe would be large (the distance 528 between items plus the actual displacement) and therefore the response would be correct with 529 higher probability. Thus, we carried out another experiment to contrast this misbinding hypothesis 530 with the memory attraction hypothesis supported by our computational model. 531
To check for evidence of swap errors in our experimental context, we collected behavioral data 532 in a variant of the original paradigm ( Figure 5A and Materials and Methods). In this task, nine 533 participants had to report the remembered locations by controlling a cursor. We quantified 534 behavioral performance with the standard deviation of the error-to-target distribution, which was 535 3.6 ± 0.6 degrees of visual angle across subjects (range: 2 to 7.5 deg). If we excluded trials for 536 which the error to target exceeded 45 degrees along the circle, the error-to-target standard deviation 537 was 2.8 ± 0.4 degrees of visual angle (range: 1.5 to 5.8 deg). 538
First, we checked that the results shown in Figure 3 were also verified in the modified experimental 539 paradigm. Indeed, we found that there was a significant difference between the reported errors for 540 the counter-clockwise and clockwise trial types ( Figure 4B , p< 0.0001). Similar as in Figure 3 , this 541 data was consistent with attraction of the two memories. We were able to measure the specific 542 fraction of a perfect merge verified in the data. We did this by normalizing the mean error in each 543 trials to the distance between close stimuli. The subjects that showed a significant effect (5 out of 9) 544 presented 26% ± 8% (39% ± 6%) of the attraction expected for a total merge of the memories in 545 clockwise (counter-clockwise) trials. 546
We then fitted behavioral reports with statistical models that included Gaussian-like distributions 547 around the target memory items (Materials and Methods) using a custom expectation maximization 548 algorithm based on (Bays et al. 2009 ). For all tested models, the dispersion parameter σ estimated 549 from trials with close probed items (σ = 7.63 ± 0.88 deg along the circle, n=9) did not differ 550 significantly from that estimated from trials with far probed items (paired t-test, p> 0.05, n=9), 551 suggesting that differences in precision between isolated and clustered memory items ( Figure 3C ) 552
were not due to different memory resolutions in these two situations. Instead, we tested the 553 hypothesis that these differences occurred as a result of memory biases caused by neighboring 554 memories, and we contrasted 3 different models (Materials and Methods): an attraction model 555 where responses to the target stimulus experienced a mean bias towards the neighboring memory; a 556 swap model, in which responses to target stimuli were unbiased, but in some trials responses 557 clustered around the neighboring non-target item; and an attraction+swap model, which combined 558 the two situations: a fraction of swap responses and a mean bias toward neighboring memories 559 ( Figure 5C ). Note that for the swap model we only considered swaps between close-by items. We 560 compared the estimated maximum likelihoods of each model using differences in the Akaike 561 information criterion (AIC, Materials and Methods). We calculated this difference between all the 562 models and the best model. The best model (the one with the lowest AIC) was the attraction model 563 for all but one participant, for which the attraction+swap model had the lowest AIC (ΔAIC for the 564 swap model was 11.7, i.e. a relative likelihood < 0.0001). We excluded this subject to calculate the 565 average information loss of the swap and merge+swap models relative to the attraction model for 566 the other participants. The swap model was the worst of the three statistical models tested (Figure  567   5D ). Adding up AICs for these 8 participants, the relative likelihood of the swap model compared to 568 the attraction model was below 10 -4 . These results lead us to discard an explanation based on swap 569 errors alone for the memory attraction that we demonstrated in Figure 3 . 570 571
Testing repulsion biases 572
Our model also predicts repulsion for intermediate distances between close-by items ( Figure 1B) . 573 This is a result of the limited divergence of inhibitory connections in the network (medium-range 574 inhibitory connectivity, see Materials and Methods). We could test this prediction in our second 575 experiment. As shown in Figure 6 , the interaction between two nearby memories transitioned from 576 attraction to repulsion as the inter-item distance grew, matching qualitatively our network 577 simulations ( Figure 1B) . We computed the memory bias from the psychometric curve fit for each 578 subject (Materials and Methods) and plotted it against distance between items ( Figure 6A ). Across 579 subjects, the attractive memory bias of the psychometric curve decreased significantly (one-tailed 580 paired t-test, p = 0.02, n = 9) from very close memories (3. D   00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000  00000000   11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111  11111111 
