Male infertility is a disease which affects approximately 7% of men. Sperm morphology analysis (SMA) is one of the main diagnosis methods for this problem. Manual SMA is an inexact, subjective, non-reproducible, and hard to teach process. As a result, in this paper, we introduce a novel automatic SMA that is based on a neural architecture search algorithm called Genetic Neural Architecture Search (GeNAS). For this purpose, we used a collection of images called MHSMA dataset which contains 1, 540 sperm images that have been collected from 235 patients with infertility problems. GeNAS is a genetic algorithm that acts as a meta-controller which explores the constrained search space of plain convolutional neural network architectures. Every individual of the genetic algorithm is a convolutional neural network trained to predict morphological deformities in different segments of human sperm (head, vacuole, and acrosome), and its fitness is calculated by a novel proposed method called GeNAS-WF that is specially designed for noisy, low resolution, and imbalanced datasets. Also, a hashing method is used to save each trained neural architecture fitness, so we could reuse them during fitness evaluation and speed up the algorithm. Besides, in terms of running time and computation power, our proposed architecture search method is far more efficient than most of the other existing neural architecture search algorithms. Additionally, other proposed methods have been evaluated on balanced datasets, whereas GeNAS is built specifically for noisy, low quality, and imbalanced datasets which are common in the field of medical imaging. In our experiments, the best neural architecture found by GeNAS has reached an accuracy of 92.66%, 77.33%, and 77.66% in the vacuole, head, and acrosome abnormality detection, respectively. In comparison to other proposed algorithms for MHSMA dataset, GeNAS achieved state-of-the-art results.
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I. INTRODUCTION
Approximately 15% of couples suffer from infertility, which is in 30 to 40% of the cases due to the male sperm abnormalities [1] , [2] . One of the key methods for male infertility diagnosis is sperm morphology analysis (SMA) which consists of classifying sperm head, vacuole, and acrosome as normal or abnormal.
In this paper, we propose an automatic SMA system that is based on Convolutional Neural Networks (CNN). CNN is a natural choice for such a task for they have shown very good performances for image classification [3] , [4] , [5] . Unfortunately, CNNs usually exhibit complex architectures and need a large amount of expert knowledge and computer resources to tune. Recently, several methods have been proposed to optimize CNN architectures that go beyond brute force grid search. A large part of these methods fall into three categories: Evolutionary [6] , [7] , [8] , [9] , [10] , Reinforcement Learning * mirroshandel@guilan.ac.ir [11] , [12] , [13] , [14] , and Bayesian Optmization [15] , [16] , [17] , [18] . The success of most of the existing algorithms is based on high computational power (e.g., hundreds of GPUs) [19] , [6] . So, using them is very hard for small-sized companies or individual researchers. Besides, most of them were applied to balanced datasets such as ImageNet [20] or CIFAR-10 [21] .
The algorithm proposed in this paper, that we call Genetic Neural Architecture Search (GeNAS), is a genetic algorithm for searching through architectures of CNN . In this framework, an individual is a specific CNN architecture (its hyperparameters and structure of its layers) that is described by a string, which constitutes the genome of the individual. The initial population is made of randomly generated genomes of different lengths, which will be combined via three genetic operations: tournament selection, crossover, and mutation. The crossover operation explores the depth of neural architectures by combining the parents genomes, while mutation explores the search space of filter-size and stride-size of layers of each neural network by randomly selecting new genome values for each individual. The fitness of an individual is computed by training it on the training set and computing its accuracy on the validation set. After each iteration, utilizing the obtained validation accuracies by our proposed weighting technique, the final fitness value is computed.
Our experiments show that GeNAS can find CNN architectures which are capable of reaching state-of-the-art accuracy, precision, and f 0.5 score on the head, acrosome, and vacuole classification for MHSMA dataset [22] , with fewer parameters and layers, compared to hand-designed models. Besides, our proposed method works automatically without any human intervention.
The salient features of GeNAS are: 1) A neural architecture encoding which can explore an optimal constrained search space of CNN architectures. 2) A crossover operation for exploring the depth of neural architecture. 3) A hashing method, for saving pairs of architecture and fitness of each chromosome; and then, reusing them in the fitness evaluation stage to speed up the algorithm. 4) The ability to find the optimal architecture with just 1 Nvidia GPU in less than 10 days which is a great improvement in comparison to other proposed methods. 5) A pruning algorithm during genotype to phenotype conversion to prevent phenotype (neural architecture) from having negative output height and weight values. 6) A new fitness computation method called GeNAS-WS which is specially designed to work with noisy, low quality, and imbalanced datasets.
7)
A neural architecture search algorithm specially designed to work with a challenging dataset which is highly imbalanced; that does not have enough training examples; which images are not stained and are noisy and which details are not clear and recorded with a lowmagnification microscope. The paper is structured as follows: in section II, previous neural architecture search and sperm assessment methods are introduced. Our proposed algorithm is presented in details in section III. In the fourth section, MHSMA dataset, augmentation technique, our sampling method, and the results of our experiments both on Random Search and GeNAS are reported and compared to other results on this dataset. In the last section, the conclusion of our proposed method and its results on MHSMA dataset are summarized.
II. RELATED WORK
Existing researches in neural architecture search and automatic sperm processing are reviewed in this section. Recent research approaches in neural architecture search have produced an excessive amount of methods for automating the design of neural network architectures [19] , [23] , [18] , [24] , [25] , [2] , [8] , [9] , [10] , [5] , [26] . Most of these approaches can be divided into three groups of Reinforcement Learning, Evolutionary, and Bayesian Optimization. We will describe them in the following subsections and conclude with a discussion on automated sperm processing methods.
A. Reinforcement Learning
Our proposed method is inspired by Neural Architecture Search (NAS) [19] . NAS applies a reinforcement learning algorithm, considering accuracy on the validation set as the reward value, to train a recurrent neural network which is capable of generating a variable-length string. This variablelength string describes the structure and connectivity of neural architecture. Another line of research in this group is the MetaQNN [23] algorithm, which employs A model-free reinforcement learning algorithm, Q-learning, with -greedy exploration strategy to find the optimal convolutional neural architecture.
While these methods are searching for the whole architecture of the convolutional neural network, other methods were proposed which search for the best convolutional cell, i.e., a set of convolutional and pooling layers which have different connections with each other and arranged in a certain way [27] , [28] . For evaluating each convolutional cell, they repeated it for a specified number of times to create a convolutional neural architecture; then, they used the accuracy of this architecture on the validation set to determine its objective value. One of these methods termed BlockQNN [27] which also uses reinforcement learning and Q-learning with -greedy exploration.
One of the problems of the previous methods is that they need a high computational power (hundreds of GPUs) to work properly. Recent methods have tried to solve this problem in various ways. One of these methods tried to solve this problem by using regression models to predict the final accuracy on the validation set of partially trained models [23] . Other proposed algorithms applied new techniques such as early stopping [29] , layer-level network transformation [14] , path-level network transformation [30] , and parameter sharing [13] . In this paper, a hashing method, which saves each generated neural architecture and its corresponding accuracy, and a special pruning technique are proposed to reduce the computational power.
B. Bayesian Optimization
Bayesian optimization algorithms has also been used for neural architecture search and hyperparameter optimization [17] . For speeding up the search and minimizing the computation power, researchers proposed to use optimal transport program [18] and network morphism [31] , [24] . The main drawback of Bayesian optimization methods is that they are not scalable, and cannot search through a large number of hyperparameters; while, our proposed method could search through any number of hyperparameters.
C. Evolutionary
During the 1980s and 1990s, some researchers used Genetic algorithm for searching through neural architectures to find the optimal neural architecture and its weights [10] , [32] , [33] . But to the best of our knowledge, most of these algorithms were used to find a neural network which could , only, fit a simple function like XOR function [10] , and they failed to compete with hand-designed neural networks, back then. After a couple of years, in 2002, an evolutionary algorithm, termed NEAT, was proposed to incrementally grow a neural network and updates its weights [8] .
Recently, new evolutionary algorithms have been proposed to search through the more complex architecture of neural networks like convolutional and recurrent neural networks. Their results were competitive with respect to the state-of-the-art hand designed and generated neural architectures by reinforcement learning [9] , [7] , [6] , [11] , [12] . One of these methods called AmoebaNet-A [12] modified the tournament selection of the evolutionary algorithm with an age property, which considers younger genotypes more valuable, and sets a new state-of-the-art accuracy on ImageNet and is competitive with reinforcement learning-based methods. While most of these methods need a tremendous amount of computational power to reach the optimal neural architecture [6] , [12] , another paper proposed an efficient neural architecture search [11] , which uses less computational power to discover the near-optimal neural architecture; but, its efficiency is not comparable to the efficiency of algorithms which applied reinforcement learning.
All the introduced methods were evaluated on balanced datasets like CIFAR-10, CIFAR-100, and ImageNet. To the best of our knowledge, there is not any neural architecture search algorithm evaluated on an imbalanced dataset. As a result, our main goal, in this paper, is to propose a novel efficient genetic algorithm which is specifically designed to find the best neural architecture for imbalanced datasets, very common in the field of medicine.
D. Automatic Sperm Processing
Automatic selection of sperms has been the object of may researches. In one of these studies, [34] combined computerized karyometric image analysis (CKIA) system and DNAspecific stain (Feulgen) for evaluation of ICSI-selected epididymal sperms. They have used a high magnification (1000×) microscope.
In another research, the fraction of boar spermatozoa heads was measured and a pattern for this part was trained [35] , [36] . In this method, a deviation model is proposed and calculated for each sperm's head. After that, an optimal value is obtained for classification of each sperm. Then, sperms tails, by utilizing morphological closing, were removed and the holes in the contours of the heads were filled. At the end, by applying Otsu's method [37] , the head of each sperm is separated from background.
In [38] , sperm nuclear morphometric subpopulations of different species including goat, sheep, pig, and cattle were processed using ImageJ [39] and the results were used for multivariate cluster analyses. There is also another work in which the effects of different staining methods on human sperm head were reported [40] . In their study, stained and fresh sperms were compared together. ImageJ also used in another method in order to assess ram sperm morphology on the stained images [41] . [42] has also proposed a novel method for animal sperm morphology analysis. Different algorithms such as active contour model, K-means, thinning algorithm, and image moment have been utilized in this method.
In another research, the Bayesian classifier was applied in order to extract different parts of sperm: acrosome, nucleus, midpiece, and tail [43] . This segmentation was done using Markov random field model and the entropybased expectation-maximization algorithm on the stained human semen smear. The images were captured with a highmagnification (1000×) microscope.
[44] proposed a method for classification of sperms into normal and abnormal classes. Their method proceeds in four steps: 1) image preprocessing: RGB to grayscale conversion and noise removal by applying median filter; 2) sperm detection and extraction using Sobel edge detection algorithm; 3) segmentation of each sperm; and 4) applying classification to detect normal and abnormal sperms.
In another study, Combining learning vector quantization (LVQ) and digital image processing was used for classification of boar sperm acrosome [45] . The images were captured using a phase-contrast microscope. This method works on stained images and the experimental results have shown 6.8% of error on the classification task.
Combination of histogram statistical analysis and clustering techniques is another method that has been applied in sperm detection and segmentation [46] . In another study, principal component analysis (PCA) was also applied in order to extract features from sperm images [47] . K-nearest neighbors (KNN) was also used for classification of normal sperms. There are also some methods that focus on microscopic videos for sperms segmentation and calculation of their motilities [48] , [49] , [50] .
One of the successful methods for normal sperm selection, which is able to work with fresh human sperms, is the algorithm of [51] . This method works with images from lowmagnification microscope (400× and 600×) and the images are non-stained. One of the other advantages of this method is its real-time processing time.
To the best of our knowledge, there are only few researchers that applyed deep learning for normal sperms classification. In one of these studies, the sperms DNA integrity have been predicted from sperm images applying deep CNN [52] . They have trained CNN on a collection of about 1,000 sperm cells of known DNA quality, for prediction of DNA quality from brightfield images. A pre-trained CCN architecture (i.e., VGG16) has been used in this study and some additional layers were added after the last convolutional layer. The achieved results were acceptable in terms of DNA integrity prediction.
In another deep learning method, sperm images were classified into World Health Organization (WHO) shape-based categories (i.e., Normal, Tapered, Pyriform, Small, and Amorphous) [53] . The authors also used VGG16 in order to avoid excessive neural network computation. They have applied their method on two freely-available sperm head datasets (HuSHeM [54] and SCIAN [55] ). The achieved results on sperm classification were superior to the other existing methods on these two datasets, however, this method cannot classify different parts of each sperm.
One of the most successful deep learning algorithms in sperm classification is the work of [22] . In their method, after applying data augmentation techniques and a sampling method, a deep neural network architecture was designed and trained. This architecture is able to detect morphological abnormalities in different parts of human sperm (i.e., acrosome, head, and vacuole). This algorithm was trained and evaluated on the MHSMA dataset and the trained models were so accurate. It should be noted that GeNAS is far more precise than this method, which is discussed in more detail in section IV-F.
III. GENAS
In this section, we first present the overall algorithm of GeNAS, then we focus on the chromosome structure, and the fitness function. Finally, the primary operations of selection, crossover, and mutation are described.
A. The overall structure of GeNAS
The overall scheme of GeNAS is shown in Fig. 1 . The algorithm starts with initializing the population by generating n p number of chromosomes. Process of generating each chromosome is consist of two steps: first, we set the length of the chromosome by sampling a random value from the feasible set; then, the value of each gene of the chromosome will be selected from constrained search space, will be discussed in subsection IV-D. It should be mentioned that since every four consecutive genes encode a convolutional layer, the length of each generated chromosome should be a factor of four; and also, the length of chromosomes could be different. Each chromosome phenotype corresponds to a CNN architecture that consists of convolutional cells. Besides, every convolutional cell is made of a convolution layer followed by a max-pooling layer.
During the genotype → phenotype translation process, a pruning operation will take place if the genotype is not feasible, i.e., the output of the corresponding convolutional neural architecture has negative height and weight values. Briefly, the pruning operation will cut some of the convolutional cells in the chromosome head to make it feasible.
Next, the phenotype of each individual is trained on n b number of mini-batches , and accuracy on the validation set is evaluated and saved, after training on each mini-batch. These accuracies will be used, at a later stage, to compute the fitness of the individual. Then parents selection is performed on the population using tournament selection with a tournament size of n p 3 . At last, a special crossover operation with a probability of p c , followed by a mutation operation with a probability of p m , is applied to the selected parents to produce a new population. The crossover operation can change the length of each child and helps to explore the search space of neural architectures with different length; and also, it can help us exploit the best individuals in the population. On the other hand, the mutation operation will change genes value in genotype, so it is responsible for exploring the different number of filters and stride-size in the phenotype.
These steps will be repeated for n i number of times, then the architecture with the best fitness among all populations will be chosen, as the optimal neural architecture.
The overall structure of GeNAS is summarized as follow: 1) Randomly initialize each individual of the first generation from the constrained search space 2) Prune the genotype of each individual and translate it to the corresponding phenotype, as shown in Fig. 2 . 3) Train the individual for n b number of mini-batches, then use GeNAS-WF method to compute its fitness value. 4) If generation n i is reached, go to step 8. 5) Perform Tournament Selection with tournament size of n p 3 to select parents for crossover operation. 6) Perform special crossover with probability of p c . 7) Perform mutation with probability of p m , then go to step 2. 8) Select the individual with the maximum fitness value among all populations as the optimal individual. 9) Train the optimal individual for n b number of minibatches, and during training, save the model which has the maximum accuracy on the validation set. 10) Search for classification threshold which can maximize f 0.5 score of the trained model on the validation set. 11) Evaluate the optimal trained model with the selected threshold on the test set and report the test measures on the test set. The proposed chromosome is a linear chromosome with discrete genes values. Each chromosome consists of multiple convolutional cells with different features. A convolutional cell is composed of a convolutional layer following by a max-pooling layer. In our solution, every four genes of the chromosome represent the features of a convolutional cell. So, a chromosome of length n c , contains n c 4 number of convolutional cells. Therefore, every chromosome's length should be a factor of four. The first three genes of a convolutional cell, respectively, encode the number of filters, the filter-size (every filter has the same width and height), and the stride-size of a convolutional layer. The fourth gene represents the stridesize (stride-size and max-pool window size are both equal) of a max-pooling layer. The structure of each genotype and its translation to phenotype is shown in Fig. 2 .
Due to the definition of the chromosome, our proposed linear chromosome can describe any plain convolutional neural architecture which is constrained by our search space. For example, if we want to have consecutive max-pooling layers in our convolutional neural architecture, we could allow our search space to assign 0 value to the filter height and width size which is equal to not having a convolutional layer. Also, when we want to have consecutive convolutional layers in our convolutional neural architecture, we could allow our search space to assign value 1 to the stride-size (pooling-size) of a max-pooling layer which is equal to not having a max-pooling layer. Fig. 3 shows an example of genotype decoding. Fig. 3 . Translation of genotype to phenotype of a chromosome with 2 convolutional cells. Note that the last max-pooling layer is removed because its stride-size is 1.
C. Pruning
Before fitness evaluation step, to make sure that the chromosome is feasible, a pruning process will proceed. A chromosome considered infeasible when by stacking its corresponding convolutional cells, we get a negative output from the constructed CNN. In the process of genotype to phenotype translation, this phenomenon happens, because as we add a convolutional or a max-pooling layer in each step to the phenotype, output dimensions of phenotype is decreased, according to equations 1, 2, 3, and 4. For clarification, an example of the pruning process on a chromosome with four convolutional cells is illustrated in the Fig. 4 . In this example, the padding size employed is zero for all convolutional cells, so equations 3 and 4 are only used for calculating the output dimensions.
In simple terms, when the output of a phenotype gets negative, we cut enough convolutional cells from its head, until we get positive output. For taking this process in parallel with genotype to phenotype translation into account, before adding each convolutional or max-pooling layer, we calculate the output dimension, with the help of equations 1, 2, 3, and 4; then, if we get a negative output, the translation process will be stopped and constructed CNN will be sent for fitness evaluation; otherwise, we add the layer to the top of phenotype and repeat this process. It is good to mention that as this process reduces the number of layers, it accelerates the fitness evaluation procedure. As a result, it speeds up the whole algorithm.
Where W new and H new are the new weight and height size, W current and H current are the current weight and height size, F is the filter size, S is the stride size, and P is the padding size. These equations work both for calculating the dimension of convolutional and max-pooling layer output. The equations 1 and 2 take place when we use padding, otherwise, the equations 3 and 4 is used.
D. Fitness Evaluation
One of the indispensable components of a genetic algorithm paradigm is formulating its fitness function. In single-objective optimization problems, a good fitness function acts as an objective function that maps a feasible solution to a scalar value, which is a summarization of its closeness to a set of aims: we want to achieve. In the field of machine learning, the common scalar value, have been used to evaluate the generalization performance of a neural network, is the accuracy of the learned neural network model on the validation set. So, as we want to achieve a model with high generalization power and utilization of validation accuracy worked well for the prior researches, in the NAS domain; we have opted to employ the accuracy on the validation set, as the fitness value. For obtaining this fitness value, for each solution, first, we train it on n iter number of mini-batches. In the course of the training phase, after training on each mini-batch, accuracy of the model on the validation set will be accumulated in a vector, named B. Just to clarify, the first element of vector B carries validation accuracy after training on the first mini-batch, the second element carries validation accuracy after training on the second mini-batch; and it follows this pattern until the last element, which is n th iter element.
Our experiments revealed that validation accuracy inordinately fluctuate, during the training phase; and the root of this fluctuation is due to the training on a noisy dataset and oversampling method, which we proposed for generating balance mini-batches from the imbalanced dataset. For reducing the effects of these fluctuations, we proposed a method named GeNAS Weighting Factor (GeNAS-WF), which can level off these fluctuations, by mapping vector B to another smoother vector named G. For clarification, both vector B and G visualized in Fig. 5 , for a single training phase. In details, GeNAS-WF works as follows: first, after training the model and acquiring vector B, we decide on a customized window, named W, which is a vector of size n w ; then, the cross-correlation between B and W will be calculated. This operation will result in a smoother vector G. For illustration, the first element of G is computed by calculating the weighted mean of one to n w elements of vector B, the second element is computed by calculating the weighted mean of two to n w + 1 elements of vector B and so on, using W as the weights. At last, the maximum element of vector G assigned to the fitness value of the model. The equations are as follows:
In the equations above, characters in the square brackets refer to the specific element of their corresponding vectors. For example, in the G[i] notation, the character i indicates the i th element of vector G. It should be noted that based on our experiments, we assigned one to all elements of the vector W; but, it has the potential to get other values for improving the performance on other datasets.
For the purpose of increasing the GeNAS speed and removing the redundant evaluation of individuals, before the translation process takes place, a hashing method is also proposed to check if the fitness of the genotype has already been computed, in which case, the previously computed fitness is retrieved; otherwise, the phenotype is produced, and its fitness will be computed. It is good to mention that the timecomplexity of retrieving the fitness of previously evaluated chromosome is O(1).
E. Selection
The parent selection step is performed using tournament selection with a tournament size of n p 3 , where n p is the population size. In this selection method, first, n p 3 individuals are randomly chosen from the population, among which the individual with maximum fitness value is selected.
Tournament selection has been chosen because it allows controlling the selection pressure by means of tournament size. As tournament size gets larger, the selection pressure gets higher and vice versa. Tournament size, therefore, allow changing the degree of exploration and exploitation. Also, tournament selection is frequently applied in coincidence with noisy fitness functions [56] . Noisy fitness functions are functions which with the same input values give different output values, in subsequent evaluation steps. So, the fitness function used in this paper is noisy, as well; because there is no guarantee that training the same convolutional neural architecture, multiple times, would give us the one unified fitness value.
F. Crossover
The crossover operation combines the genotypes of two parents to form the genotype of an offspring. The main contribution of the crossover operation of our proposed algorithm is that it helps GeNAS to change the length of the chromosomes of the new population, i.e., changing the number of convolutional cells. In our case, the crossover operation combines genotypes of different sizes and produce a genotype of yet another size.
Crossover is applied on a pair of genotypes parent 1 and parent 2 selected through tournament selection. First, a number between zero and one is randomly chosen. If it is less than threshold p c , then the crossover operation is performed on parent 1 and parent 2 ; otherwise, parent 1 and parent 2 are added to the new generation, after a mutation step.
With having in mind that each number of genes in each generated child should be coefficient of four, the crossover designed as follows: a crossover point point 1 is randomly chosen for parent 1 . Next, a point point 2 is computed for parent 2 in accordance to equation 7:
Where RandomInteger function will generate a random integer between 0 and length(parent 2 ) 4 from random uniform distribution. Equation 7 will guarantee that, in the further steps, crossover generates children which their length, i.e, the number of their genes, will be coefficient of four.
Once point 1 and point 2 are defined, the lengths of the two children can be computed as follows:
If the computed lengths exceed the maximum and minimum of individuals length in constrained search space, point 2 will be calculated again, until both children length are valid. When valid values of point 1 and point 2 have been determined, each genome is cut in two with respect to its crossover point. The left part of parent 1 is concatenated to the right part of parent 2 to produce the first child and the left part of parent 2 is concatenated to the right part of parent 1 . An example of this operation is shown in Fig. 7 . 64 2 Parent 1  1  3  1  16  20  40   point 1   64  34  Parent 2  2  3   point 2   64  34  2  3  64  34  2  1   64  2  1  1   64  34  2  3  64  34  2  3  64  34  2  3  1  16  20  40 Child 1 Child 2 Fig. 7 . A crossover example which generates children with different lengths.
G. Mutation
The mutation operation allows modifying the number of filters, filter-size and stride size of the convolutional and maxpooling layers for each individual. The mutation operation will take place for each individual with mutation probability (i.e., p m ).
Considering every 4 consecutive genes represents a convolutional cell, we grouped genes to four distinct groups: number of filters, filter-size, convolutional stride-size, and pooling stride-size genes. So, if the mutation takes place for a specific chromosome, first, one of the genes from the selected chromosome will be picked randomly. Then, if the selected gene belongs to the number of filters or filter-size group, a random element will be selected from the respective feasible values associated with the group of the selected gene. Otherwise, if the selected gene match with the convolutional or pooling stride-size group, first, γ will be calculated as follows: adding current stride-size to a floating-point value, randomly selected from a normal distribution with a mean of zero and variance of one; subsequently, computing the minimum of obtained value, in previous step, and respective gene group maximum constrained value. At last, for achieving the final mutated stride-size, maximum of γ and respective gene group minimum constrained value will be calculated. The equations are as follows:
Where RandomNormal function will generate a random value with mean 0 and variance 1 from the normal distribution.
MaxConstraintStrideSize and MinConstraintStrideSize are the maximum and minimum values permitted to use as stride size, respectively.
IV. EXPERIMENTS AND RESULTS
In the following sections, the experimental part of our work is described. First, the Modified Human Sperm Morphology Analysis dataset (MHSMA), which contains annotated images of human sperm cells, is introduced. Next, the data augmentation techniques and an oversampling method, which we have designed, is illustrated. Then, constrained search space along with the modules, which we utilized in our search space, is explicated, subsequently. At last, The details of GeNAS implementation and the results of GeNAS, random search, and previous benchmarks are discussed.
A. Dataset
The MHSMA dataset [22] is composed of 1,540 grayscale images of sperms with both size of 64x64 and 128x128. This dataset is made from Human Sperm Morphology Analysis dataset (HSMA-DS) [51] , introduced in 2015. All images have been labeled by specialists, with four binary labels: tail and neck, vacuole, head, and acrosome which value can be either normal (positive), or abnormal (negative). The distribution of negative and positive values with respect to the four labels is shown in Table 1 . This table reveals that the data is highly imbalanced in favor of the positive class, which accounts for 72.86% up to 95.52% of the data, depending on the label.
We have used the split of the data proposed by [22] in three subsets: training, validation, and test which contain, respectively, 1000, 240, and 300 images. 
B. Data augmentation
In this task, each trained convolutional neural network should map an input sperm image to a 1-bit label (i.e., abnormal and normal). Most generated neural architectures, by GeNAS, have parameters in the order of millions. So, as the number of the neural architecture parameters increases, more training examples are needed to properly tune the parameters. But, the act of collecting more human sperm images is extremely costly and arduous. To the best of our knowledge, MHSMA is one of the largest datasets in the field of sperm morphology analysis.
As mentioned before, MHSMA dataset has only 1000 training examples. For solving the problem of training examples shortage, a data augmentation technique is used to prevent overfitting and virtually increasing training set size. Before feeding each training example (sperm image) to the model, a 64x64-pixel crop will be extracted from each 128x128pixel image. After crop extraction step, we apply random modifications to each training example which they are as follows:
• Flipping: Every image was flipped vertically and horizontally with the probability of 0.5. . The output of these random modifications on one training example will be a 64x64 gray-scale image. Ultimately, the image will be normalized by subtracting it from its mean and dividing the result by 255, as shown in equation 12 (x is a single sperm image):
It is good to mention that our augmentation settings is the same as the augmentation settings used in [22] work.
C. Sampling
As shown in Table 1 , MHSMA dataset is highly imbalanced. So, a special oversampling method used which was proposed by [22] , for confronting this challenge. The main goal of this oversampling method is generating balanced minibatches from an imbalanced dataset like MHSMA. In this oversampling method, negative and positive samples will be divided into two distinct shuffled lists. The process of adding one sample to each mini-batch is as follows: first, we choose one of the lists by 0.5 probability; next, the first sample at the top of the chosen list will be selected; and it will be added to mini-batch. At last, the selected sample will be moved to the end of the chosen list. For generating each mini-batch, this process will be repeated, until the mini-batch fulfilled. Also, after all of the samples in a list is used, the list will be shuffled. By using this approach, most likely, classes in every mini-batch will be balanced.
D. GeNAS Search Space
Our search space contains plain convolutional architectures (max-pooling and convolutional layers), with Scaled Exponential Linear Units (SELUs) [57] as non-linearities. SELU is employed because it will keep the neuron activations close to unit variance and zero mean; so, it let us increase the depth of our convolutional architecture without considering vanishing and exploding gradients problem.
As our search space gets bigger, finding the optimal convolutional architecture will be harder and needs more time and computational power. So, with inspiration from previous popular convolutional architectures [58] , [59] , [60] a constrained search space is designed.
For each convolutional layer, the meta-controller (Genetic Algorithm) should select a filter-size in {1, 3, 5, 7, 11}, number of filters in {4, 8, 16, 32, 64, 128 , 256}, convolutional cell stride-size in range of [1, 2] . Also, for each max-pooling layer, it should select stride-size in range of [1, 2] . In addition to these constraints, 2 up to 50 number of convolutional cells (i.e., an individual with a minimum length of 8 up to 200 genomes) is permitted. It should be noted that the same constrained search space is employed to discover a sub-optimal neural architecture for each label.
E. GeNAS Implementation Details
The initial population is consists of 30 individuals, which each of them is generated with both random length and random genes value from the constrained search space. During genotype to phenotype transformation of each individual, after input layer and convolutional cells created, one average pooling layer with stride-size of 2 followed by two fully connected layers with 1024 neurons with SELU as activation function; and then, 1 neuron with sigmoid as activation function (output layer) will be added to the end of the phenotype. SELU activation function, defined in equation 13, is an Exponential Linear Unit (ELU) activation function, defined in equation 14, which is scaled so that the variance and mean of the inputs are maintained in its original state between two consecutive layers. For GeNAS-WF, a window with a size of 5 and value of [1, 1, 1, 1, 1] is used, same as the window shown in the Fig.  6 .
Afterward, each chromosome phenotype weights will be initialized using the LeCun normal initializer [61] and its biases will be initialized to zero. In the LeCun normal initializer, the samples will be drawn from a truncated normal distribution with a standard deviation of 1 n input and zero as the center, where n input is the number of inputs to the weight matrix. Then, it will be trained for 2000 mini-batches. For optimization, ADAM optimizer [62] with a constant learningrate of 10 −4 , exponential decay rates for the moment estimates of β 2 = 0.999, and β 1 = 0.9 is employed. ADAM is an algorithm for first-order gradient-based optimization of stochastic objective functions, rooted in adaptive estimates of lower-order moments. For loss function, binary cross-entropy is applied and each mini-batch contains 32 training images. Next, the fitness of each individual by GeNAS-WF method is calculated. Then, tournament selection with tournament-size of 10 will select 30 favorable parents for the next generation. Next, the crossover and mutation operation will be applied to the selected individuals. After experimenting with various mutation and crossover probabilities for each task, the best mutation and crossover probability, which we came up to, were 0.7 (p c ) and 0.3 (p m ), respectively. These steps will be repeated for 20 iterations. The same algorithm with the same settings will be used to do all three tasks which are finding the optimal convolutional architectures that can predict abnormality in the sperm head, vacuole, and acrosome on MHSMA dataset. Our experiments were done, using Keras [63] with Tensorflow [64] backend on one Nvidia GPU.
F. Results
Before talking about GeNAS, we want to address measurements we employed to evaluate the models found by GeNAS.
In our experiments, we took accuracy, recall, precision, and f 0.5 score into account as metrics for our evaluations. The formulations of these evaluation metrics are shown in equation 15-18, where FN, FP, TN, and TP indicate false negative (i.e., regular sperms predicted wrongly), false positive (i.e., irregular sperms predicted wrongly), true negative (i.e., irregular sperms predicted correctly), and true positive (i.e., regular sperms predicted correctly), respectively. It should be mentioned that in our experiment, we consider the value of β in equation 18 equal to 0.5 (i.e., f 0.5 ) for two reasons: first, previous papers practiced this same metric for their evaluations; second, f 0.5 measure is more dependent on the precision rather than recall. So, as in sperm morpholohy, precision is more important than recall, this value is a good metric to be used. 
We have employed GeNAS to discover the best architectures, which could predict abnormality in the sperm head, vacuole, and acrosome, independently. After the meta-controller trained and evaluated on 600 architectures (i.e., 30 individuals in 20 generations), we extracted the architecture with the best fitness. The searching process for each label shown in the Fig. 9 . According to this figure, for each label, the overall fitness has gradually increased during the evolution process. For clarification, the linear regressions of all the points, for each chart in Fig. 9 , are calculated and shown. With respect to these charts, GeNAS took approximately 310, 162, and 240 hours on just one GPU to run for the head, vacuole, and acrosome, respectively. Therefore, considering that designing these architectures will take plenty of time for a human expert, it is definitely less time consuming and less arduous to use GeNAS instead of hand designing these architectures.
After the best chromosome extracted, it trained for 20,000 mini-batches. The validation accuracies, for each label over iterations of training, are illustrated in Fig. 10 . It should be noted that in Fig. 10 , curves are smoothed using a technique termed Simple Exponential Smoothing [65] .
During the training stage, after training on each mini-batch, accuracy on the validation set was computed, and the model weights checkpoint with the highest validation accuracy was saved. Then, a search for the best classification threshold in the range of [0.2, 0.8] which could maximize the f 0.5 score of the saved model on the validation set was conducted; and in result, a proper threshold was selected. It should be considered that increasing the threshold value will raise the probability of detecting sperms as abnormal and eventually reduce the recall; but, in the sperm morphology analysis main concern is increasing the precision value; so, ultimately, this will cause no harm to the robustness of our models. Also, we employed the range of [0.2, 0.8] because a broader range of values could be biased toward the precision eventually and extremely harm the recall, and a smaller range of values is not good enough to face the challenge of favoring precision over recall. The classification thresholds discovered for vacuole, head, and acrosome abnormality detection models are 0.741, 0.76, and 0.773, respectively
The best discovered architectures are shown in Fig. 11, Fig.  12 , and Fig. 13 . For head label, illustrated in Fig. 11 , the neural architecture found by GeNAS is consist of 12 convolutional and three max-pooling layers. For the vacuole label, shown in Fig. 13 , the neural architecture ascertained by GeNAS is formed of 10 convolutional and five max-pooling layers. At last, the discovered neural architectures were evaluated on the test set; The confusion matrix was generated and represented in Table 2 .
To the best of our knowledge, the only paper designed a convolutional neural network for the MHSMA dataset is [22] paper. As shown in Table 3 , in this paper, the same neural architecture composed of two max-pooling and 24 convolutional layers followed by one average-pooling layer and two fully-connected layers is proposed, for predicting the abnormality on each label. On the other hand, GeNAS identified distinct neural architectures for each label. Also, In comparison with [22] paper, the best architecture found by GeNAS consists of less than half the number of convolutional layers and three more max-pooling layers, for the vacuole label; half the number of convolutional layers and one more max-pooling layers, for the head label; and 6 less number of convolutional layers and three more max-pooling layers, for the acrosome label. At last, it is good to mention that same number of average-pooling and fully-connected layers with the same number of neurons are used in all architectures. The results of this method are shown as "Javadi et al." in the Table  4 .
Another experiment that we conducted was about running a random search to find the best architectures which can predict abnormality in the sperm head, vacuole, and acrosome. In the beginning, random search trained on 600 architectures (similar to our proposed method), randomly generated from constrained search space. Then, every trained architecture was evaluated on the validation set, and the architecture with the highest validation accuracy selected. Next, the selected architecture was trained for 20,000 mini-batches (i.e., the same as GeNAS). After training on each mini-batch, accuracy on the validation set computed and the checkpoint with the highest validation accuracy saved. Finally, the trained model evaluated on the test set and test accuracy, precision, recall, and f 0.5 score calculated. The results are shown in the Table 4 .
Another paper proposed an image processing based algorithm to predict abnormality on the human sperm morphology analysis dataset (HSMA-DS), which is the dataset that MHSMA based on [51] . Their algorithm has been assessed on two of the labels: head and vacuole. The results of this method is shown as "Ghasemian et al." in the Table 4 .
Eventually, as shown in Table 4 , GeNAS found convolutional architectures with higher accuracy, precision, and recall on the test set, for all of three labels; and furthermore, achieved better recall on acrosome label, in comparison with random search and previous methods. Besides, the discovered models, by GeNAS, in both Vacuole and Head labels, have extremely fewer parameters, in comparison with other methods. However, the number of parameters for the random search is much more inferior than GeNAS; its accuracy, recall, precision, and f 0.5 score can not compete with GeNAS accuracy. As mentioned before, it should be considered that critical measure for this dataset is precision; so, the more inferior value of recall on the head and vacuole labels will not harm the performance of our models.
Based on our experiments, inference-time of all discovered models are less than 1 second, which is a proper time for treatment purposes.
G. Visual explanation
To make sure that the best neural architectures, found by GeNAS, pay attention to the relevant parts of sperm images for making predictions, we applied a visual explanation technique named Gradient-weighted Class Activation Mapping (Grad-CAM) [66] , [67] . This visualization technique will employ class-specific gradient information to generate a heatmap, which emphasizes the areas of the input image that are important for prediction. This visual explanation will provide us with a better understanding of the function of our neural architectures. Visual explanations of models discovered by GeNAS are shown in Fig. 14, for 3 different sample images which were classified, accurately. These visual explanations illustrate, discovered models have certainly learned to consider the sperm image areas which are, in fact, important for sperm abnormality prediction task. For clarfiction, if we compare the visual explanation shown in Fig. 14 with the diagram of a sperm represented in Fig. 15 , we will be noticed that our models pay attention to the exact relevant fragments of sperm image for each classification task, i.e., parts of the head, acrosome, and vacuole of sperms. Fig. 15 . Diagram of distinct parts of a human sperm cell [22] .
H. Discussion
Not only we achieved better accuracy test on three distinct labels of MHSMA dataset but also reached an outstanding precision, in comparison with prior proposed models by [51] , [22] , and Random Search. Furthermore, GeNAS found neural architectures with extremely fewer parameters for vacuole and head labels and approximately the same number of parameters on acrosome compared with the neural architecture introduced in [22] paper. However, discovered models have reached less recall value on the head and vacuole labels compared with previous papers; but, it should be considered that precision is remarkably more important than recall on this dataset.
In the domain of sperm morphology analysis, especially in abnormality detection of different segments of sperms, precision is more significant compared with other measurements, because by finding even one normal sperm and using it in intracytoplasmic sperm injection (ISCI) process, one can say that treatment process can be completed succesfully. Therefore, as discovered models gained exceptional precision value on all three labels, they could be used to take sperm morphology analysis a step further; and with collecting more data through clinical procedures, we could use this approach to tackle real-world sperm abnormality detection problems. Furthermore, our discovered models could be utilized to work with cheaper medical tools like microscopes which could only take low-quality images; because our models are trained to work with low-quality and noisy images. Besides, we could inject GeNAS to an Automl pipeline [68] which is particularly designed for imbalanced datasets to enhance its functionality. It is good to consider imbalanced datasets are mainly found in the medical industry [69] ; so, Automl algorithm for imbalanced datasets eventually could be employed to solve medicalrelated classification problems.
In the light of known literature, there is no other neural architecture search algorithm designed and benchmarked on imbalanced datasets, specifically for sperm morphology analysis. Broadly, to the best of our knowledge, this is the first paper which introduces neural architecture search to the field of medical imaging [70] . Therefore, in future GeNAS and new neural architecture search algorithms can be utilized to tackle various problems in the medical imaging domain such as: breast cancer diagnosis [71] ; tissue classification of interstitial lung diseases [72] ; classification and detection of tumor cells [73] .
GeNAS can be employed to tackle any binary and multi class image classification problem, however, it would be better to customize the constrained search space of GeNAS concerning computational power and dataset characteristics. In details, for datasets with high-resolution images, it is recommended to expand the range of stride-size both for convolutional and max-pooling layers; and for low-resolution images, the opposite is the case. Furthermore, due to our experiments, we hypothesis that increasing the number of generations result in discovering better architectures; therefore, with more computational power and time, better neural architectures could be achieved. Besides, it should be noted that for multi-class image classification problems, the softmax function should be used instead of the sigmoid function, in the last layer.
For future works in this area, multi-objective neural architecture search algorithms could be designed to maximize both accuracy and precision on the validation set; and also, for applications in the medical industry which should be done in real-time, inference time should be one of the objectives too. Furthermore, new modules could be added to search space such as skip-connections, or new and more efficient search spaces could be designed to tackle problems concentrated in medical imaging domain. Besides, further work could be done to automate the other components of the image classification process such as data cleaning and model selection, on imbalanced datasets. Finally, in addition to classification problems, new neural architecture search algorithms could be designed to tackle medical imaging such as image segmentation.
V. CONCLUSIONS
We proposed a powerful and efficient algorithm termed Genetic Neural Architecture Search (GeNAS) for sperm abnormality detection. Besides, a novel fitness (objective) function named GeNAS weighting factor (GeNAS-WF) introduced to evaluate the appropriateness of each generated architecture by GeNAS. This objective function tends to work well with all neural architecture search algorithms designed to work with noisy, low quality, and imbalanced datasets. Furthermore, GeNAS could be employed to discover the best convolutional neural network architecture capable of ultimately tackling any image classification problem, specifically on noisy, low quality, and imbalanced datasets, which primarily appear in the medical imaging domain. Empirically, we proved that GeNAS can ascertain better state-of-the-art architectures, in terms of accuracy, precision, and f 0.5 measure, compared with prior hand-designed architectures, image processing approaches and random search with less amount of computational power and human effort, on all three acrosome, head, and vacuole labels of MHSMA dataset. Additionally, The architectures discovered by GeNAS have exceptionally fewer parameters on the head and vacuole labels. Finally, concerning the lack of Automl and neural architecture search algorithms in the field of medical imaging, we recommend that further research should be done in the emerging field of these domains.
