In this paper, stochastic automata over monoids as input sets are studied. The well-definedness of these automata requires an extension postulate that replaces the inherent universal property of free monoids. As a generalization of Turakainen's result, it will be shown that the generalized automata over monoids have the same acceptance power as their stochastic counterparts. The key to homomorphisms is a commuting property between the monoid homomorphism of input states and the monoid homomorphism of transition matrices. Closure properties of the languages accepted by stochastic automata over monoids are studied.
Introduction
The theory of discrete stochastic systems has been initiated by the work of Shannon [12] and von Neumann [7] . While Shannon has considered memoryless communication channels and their generalization by introducing states, von Neumann has studied the synthesis of reliable systems from unreliable components. The fundamental work of Rabin and Scott [9] about deterministic finite-state automata has led to two generalizations. First, the generalization of transition functions to conditional distributions studied by Carlyle [1] and Starke [13] . This in turn yields a generalization of discretetime Markov chains in which the chains are governed by more than one transition probability matrix. Second, the generalization of regular sets by introducing stochastic automata as described by Rabin [8] .
By the work of Turakainen [14] , stochastic acceptors can be viewed equivalently as generalized automata in which the "probability" is neglected. This leads to a more accessible approach to stochastic automata [3] .
On the other hand, the class of nondeterministic automata [10] can be generalized to monoidal automata, where the input alphabet corresponds to an arbitrary monoid instead of a free monoid [4, 6] . This leads to the class of monoidal automata whose languages are closed under a smaller set of operations when compared with regular languages.
In this paper, a unification of generalized automata and monoidal automata, called monoidal generalized automata, is studied. In view of the well-definedness of these automata, an extension postulate is necessary to replace the inherent universal property of free monoids. As a generalization of Turakainen's result, it will be shown that the monoidal generalized automata have the same acceptance power as their stochastic counterparts. Moreover, the key to homomorphisms is a commuting property between the monoid homomorphism of input states and the monoid homomorphism of transition matrices. Closure properties of the languages accepted by monoidal generalized automata are studied. They are in a sense parallel to the closure properties of the languages accepted by monoidal automata. The text is largely self-contained and can be read with moderate preknowledge in stochastics and formal languages.
Stochastic Automata
Stochastic finite-state automata are a generalization of the non-deterministic finite-state automata [3] .
A stochastic automaton is a quintuple A = (S, Σ, {P (x) | x ∈ Σ}, π, f ), where • S is the non-empty finite set of states,
• Σ is the alphabet of input symbols,
• P is a collection of (row-) stochastic n×n matrices P (x), x ∈ Σ, where n is the number of states,
• π is the initial distribution of the state set written as row vector,
• f is a binary column vector of length n called final state vector.
Note that if the state set is S = {s 1 , . . . , s n } and the final state vector is f = (f 1 , . . . , f n ) T , then F = {s i | f i = 1} is the final state set.
Note that Σ * is the free monoid over the alphabet Σ and so by the universal property of free monoids, there exists a unique monoid homomorphism P : Σ * → R n×n from the free monoid (Σ * , •, ǫ) to the multiplicative monoid of n × n real-valued matrices (R n×n , ·, I n ) that extends the mapping P : Σ → R n×n given by the automaton [2, 6] . Thus for each word u = x 1 . . . x k ∈ Σ * , the associated matrix is P (u) = P (x 1 ) · · · P (x k ). In particular, if u = ǫ is the empty word, then P (ǫ) = I n is the n × n unit matrix. Furthermore, the (i, j)th element p(s j | u, s i ) of the matrix P (u) is the transition probability that the automaton enters state s j when starting in state s i and reading the word u.
Let A = (S, Σ, {P (x) | x ∈ Σ}, π, f ) be a stochastic automaton and let λ be a real number with 0 ≤ λ ≤ 1. The set
is the language of the automaton A w.r.t. the cut point λ. A subset L ⊆ Σ * is a stochastic automaton language if there exists a stochastic automaton A and a cut point λ with 0 ≤ λ ≤ 1 such that L = L(A, λ).
The m-adic languages provide a class of stochastic automaton languages which contains properly the class of regular languages [3] . , x ∈ Σ, π = (1, 0), and f = 0 1 is called m-adic acceptor. A word u = x 1 . . . x k ∈ Σ * lies in L(A, λ) iff πP (u)f > λ, i.e., the (1, 2)-entry of the matrix P (u) is larger than λ. This element is the madic representation 0.x k . . . x 1 of u. Thus the language accepted by the automaton A w.r.t. the cut point λ is
In particular, the language L(A, λ) is regular iff λ is a rational number.
Furthermore, if λ = λ ′ , then L(A, λ) = L(A, λ ′ ) and so the class of stochastic automaton languages accepted by A for different cut points is nondenumerable. ♦
Generalized Automata
The definition of stochastic finite-state automata can be generalized by dropping the restrictions imposed by probability [3, 14] .
A generalized automaton is a quintuple
where • S is the non-empty finite set of states,
• Q is a collection of n × n matrices Q(x), x ∈ Σ, where n is the number of states,
• π ∈ R n is the initial vector written as row vector, and
• f ∈ R n is the final vector written as column vector.
As already noticed, Σ * is the free monoid over the alphabet Σ and so by the universal property of free monoids, there exists a unique monoid homomorphism Q : Σ * → R n×n from the free monoid (Σ * , •, ǫ) to the multiplicative monoid of n × n real-valued matrices (R n×n , ·, I n ) that extends the mapping Q : Σ → R n×n given by the automaton. Thus for each word
In particular, if u = ǫ is the empty word, then Q(ǫ) = I n is the n × n unit matrix. Let A = (S, Σ, {Q(x) | x ∈ Σ}, π, f ) be a generalized automaton and λ be a real number. The set
is the language accepted by the automaton A w.r.t. the cut point λ. A subset L of Σ * is called a generalized automaton language if there exists a generalized automaton A and a real number λ such that L = L(A, λ). This generalization of stochastic automaton languages does not lead to a larger class of languages [14] . Theorem 3.1 (Turakainen) . Each generalized automaton language is a stochastic automaton language.
The following proposition provides a characterization of stochastic automaton languages which does not use the notion of automaton [3] . This description has first been used in two seminal papers [5, 11] . Theorem 3.2 (Matrix Characterization). A subset L of Σ * is a stochastic automaton language iff there exists a collection {Q(x) | x ∈ Σ} of n × n matrices for some n ≥ 1 such that for each non-empty word u =
where (Q(u)) 1,n is the (1, n)-entry of the matrix Q(u).
Example 2.
Let ϕ be a real number. Consider the rotation matrix
.
Then for each integer n ≥ 1,
Take the alphabet Σ = {x}. Then by Prop. 3.2, the stochastic automaton language L = L ϕ ⊆ Σ * contains the non-empty words x n whenever sin(2πnϕ) > 0. For instance, if ϕ = 30 o , then L will contain the non-empty words x and x 4i , x 4i+1 for each i ≥ 1. Note that if the initial vector π and the final vector f are specified, the value of πf will determine whether the empty word lies in L. ♦ Stochastic automaton languages are closed under several set-theoretic operations [3] . Proposition 3.3 (Closure Properties). Let Σ, Ω be alphabets, let L, L 1 , L 2 be stochastic automaton languages over Σ, and let R be a regular language over Σ.
• The mirror image of L is a stochastic automaton language.
• L ∩ R, L ∪ R, and L \ R are stochastic automaton languages.
• If Σ = {x} is a singleton set, the complement L = {x} * \ L is a stochastic automaton language.
• L 1 ∩ L 2 , L 1 ∪ L 2 , L 1 • L 2 (product or concatenation) and L * (Kleene star) are generally not stochastic automaton languages.
• If φ : Σ * → Ω * is a monoid homomorphism, the image φ(L) is generally not a stochastic automaton language. However, if Σ = {x} is a singleton set, the image φ(L) is a stochastic automaton language.
Example 3. The class of stochastic automaton languages is not closed under union and intersection. To see this, consider the generalized automaton languages L ϕ from Ex. 2. Take real numbers ϕ 1 and ϕ 2 which are linearly independent over the rationals, i.e., there exist no rational numbers r, r 1 , r 2 such that r + r 1 ϕ 1 + r 2 ϕ 2 = 0. Then the set L ϕ 1 ∪ L ϕ 2 ⊆ {x} * is not a stochastic automaton language [5] . By De Morgan's law, L ϕ 1 ∪ L ϕ 2 = L ϕ 1 ∩ L ϕ 2 and by Prop. 3.3, the complement L of a stochastic language L ⊆ {x} * is stochastic. Hence, the intersection L ϕ 1 ∩ L ϕ 2 cannot be a stochastic automaton language. ♦ Stochastic automaton languages are not closed under set-theoretic complement. The opposite holds for isolated cut points [3] . A cut point λ is isolated for a stochastic or generalized automaton A if there exists a real number δ > 0 such that for all words u ∈ Σ * ,
Proposition 3.4 (Closure under Complement). Let L be a stochastic automaton language. If L is accepted by the stochastic automaton A w.r.t. the cut point λ and λ is isolated for A, the complement L = Σ * \ L is also a stochastic automaton language.
Monoidal Automata
Monoidal finite-state automata are introduced as a generalization of classical finite-state automata [4, 6] . They are defined over an arbitrary monoid as input set instead of the free monoid over an alphabet.
A monoidal automaton is a quintuple
• (M, •, e) is a finitely-generated monoid, where M is the set of input symbols,
• I ⊆ S is the set of initial states,
• F ⊆ S is the set of final states, and 
where (s j−1 , x j , s j ) ∈ ∆ for each 1 ≤ j ≤ k. The number k is the length of the path π and it is said that the path π starts in state s 0 and ends in state s k . Moreover, the element u = x 1 x 2 . . .
In particular, the null path is a proper path of the form (s, ǫ, s), where s ∈ S. A successful path is a proper path which starts in an initial state and ends in a final state. The generalized transition relation ∆ * is the smallest subset of S ×M ×S containing ∆ with the following closure properties: 
is called the language accepted by A. 
with the transition relation
is the homomorphic image of A under φ.
Classical automata are monoidal automata where the underlying monoid of input symbols is the free monoid Σ * over an alphabet Σ and the transition labels are in the set Σ ∪ {ǫ}. An monoidal automaton language accepted by a classical automaton is called classical automaton language. • As a classical automaton over the free monoid {x, y} * , the language is
• As a monoidal automaton over the commutative monoid M given by the presentation x, y | xy = yx , the language is Let (M 1 , • 1 , e 1 ) and (M 2 , • 2 , e 2 ) be monoids. Their Cartesian product M = M 1 × M 2 is also monoid, where the associative operation and the identity element are defined pairwise.
A monoidal 2-tape automaton over M is a monoidal automaton A = (S, M, I, F, ∆) over a Cartesian product of monoids M = M 1 × M 2 . A monoidal 2-tape language over M is a monoidal language over M accepted by a monoidal 2-tape automaton over M . These notions can be extended to monoidal n-tape automata and monoidal n-tape languages for n ≥ 2.
The class of monoids is closed under Cartesian products and therefore the monoidal n-tape automata are a special case of the monoidal automata. The language of the first automaton is
and the language of the second automaton is
Both languages are regular. The intersection of both languages is
and thus the projection onto the first component is
The language L ′ is not regular [10] . But as already shown, each monoidal automaton language is regular and the class of monoidal automaton languages is closed under projection. Therefore, the language L cannot be a monoidal automaton language. Thus the class of monoidal automaton languages is not closed under intersection. / / GFED @ABC f 
Monoidal Generalized Automata
Generalized finite-state automata and monoidal finite-state automata can be unified to monoidal generalized finite-state automata.
A monoidal generalized automaton is a quintuple
• S is the non-empty finite set of states,
where n is the number of states and G M is a generating set of M ,
• Extension postulate: The mapping Q : G M → R n×n can be uniquely extended to a monoid homomorphism Q : M → R n×n such that for
and particularly Q(ǫ) = I n .
The extension postulate ensures that the monoid operation is compatible with the matrix multiplication. In view of generalized or stochastic automata, this postulate is a direct consequence of the universal property of free monoids [2, 6] . Example 6. Consider the commutative monoid M given by the presentation x, y | xy = yx . Each element of M has the form x i y j for some i, j ≥ 0.
Define the matrices
Consider the commutative monoid M given by the presentation x, y | xy = yx . Each element of M has the form x i y j for some i, j ≥ 0. Define the matrices
The mapping Q : {x, y} → R 2×2 cannot be extended to a monoid-homomorphism, since xy = yx but the matrices Q(x) and Q(y) do not commute,
) be a monoidal generalized automaton and λ be a real number. The set
is the language accepted by A w.r.t. the cut point λ. A subset L of M is called a monoidal generalized automaton language if there exists a monoidal generalized automaton A and a real number λ such that L = L(A, λ). Classical generalized automata are monoidal generalized automata where the underlying monoid is the free monoid Σ * over the alphabet G M = Σ. In this case, the extension postulate follows directly from the universal property of free monoids. A monoidal generalized automaton language accepted by a classical generalized automaton is called classical generalized automaton language.
Proposition 5.1. Every monoidal automaton language is a monoidal generalized automaton language.
Proof. Let L be a monoidal automaton language. Then there is a monoidal automaton A = (S, M, I, F, ∆) such that L = L(A).
Let S = {s 1 , . . . , s n } and let G M = {x | (s, x, s ′ ) ∈ ∆} be the set of transition labels of A. We may assume that G M is a generating set of M .
Define the monoidal generalized automaton
Then by the property of matrix multiplication, the matrix Q(u) = (q (u)
Thus the extension postulate is satisfied. In particular, u ∈ L iff (s i , u, s j ) ∈ ∆ * for some s i ∈ I and s j ∈ F . This is equivalent to the condition πQ(u)f > 0. Hence, L = L(A ′ , 0).
In view of Prop. 4.1, one obtains the following consequence. Proof. Let S = {s 1 , . . . , s n } and put α = 1 − λ ′ λ . Consider the monoidal generalized automaton
Turakainen's Result
Turakainen's result (Thm. 3.1) and the matrix characterization of stochastic languages (Thm. 3.2) will be considered in the monoidal setting. In view of Turakainen's theorem, let
be a monoidal generalized automaton, λ a real number and L = L(A, λ) the language accepted by A w.r.t. the cut point λ. In the following, let S = {s 1 , . . . , s n }. The proof of the generalization of Turakainen's result (Thm. 6.7) will be broken down into several steps and will be conducted for the language L ′ = L \ {ǫ}. The empty word will be considered at the end. Note that in the following assertions, a new automaton A ′ will always be constructed from a given one, A, satisfying the extension postulate such that the monoid homomorphism Q ′ : M → R n×n in A ′ is an extension or modification of the monoid homomorphism Q : M → R n×n in A. Proposition 6.1. There exists a monoidal generalized automaton
whose matrices Q 1 (x) have column and row sums equal to 0, such that
where σ i (x) is the ith row sum of Q(x), σ ′ j (x) is the jth column sum of Q(x), and σ ′′ (x) is the sum of all entries of Q(x).
For each non-empty word u = x 1 . . . x k ∈ M , the matrix Q 1 (u) = Q 1 (x 1 ) · · · Q 1 (x k ) has the same form as that of the generators, i.e., the column and row sums of Q 1 (u) are equal to 0. It is easy to check that
Thus πQ(u)f > λ iff π 1 Q 1 (u)f 1 > λ and hence the result follows.
Proposition 6.2. There exists a monoidal generalized automaton
Proof. Let S 2 = S 1 ∪ {s n+2 } and m = n + 2. Define
where α is the product of the sum of the components of π 1 and the sum of the components of f 1 , i.e.,
Let r be a real number. Write B r for the m × m matrix whose entries are r, i.e.,
Choose r ≥ 0 such that for each x ∈ G M , the matrix Q 1 (x) + B r is nonnegative. Since the column and row sums of the matrices Q 1 (x), x ∈ G M , are zero, the matrices Q 1 (x) · B r and B r · Q 1 (x) are both zero matrices. It follows that for all x, y ∈ G M ,
Moreover, for each nonempty word u = x 1 . . . x k ∈ M , the column and row sums of the matrix Q 1 (u) are zero as well. Thus for all non-empty words u, v ∈ M ,
Then for each word u = x 1 . . . x k ∈ M of length k ≥ 1,
Thus
m j=1 π 1i rf 1j = αr for each real number r. Hence, by Prop. 6.1, the result follows. Proposition 6.3. There exists a monoidal generalized automaton
where β > 0 is a real number which is larger than the row sums of each matrix Q 2 (x), x ∈ G M , and β 0 (x), . . . , β n+2 (x) ≥ 0 are real numbers such that the matrix Q 3 (x), x ∈ G M , becomes stochastic. Then for each word u = x 1 . . . x k ∈ M of length k ≥ 1, the matrix Q 3 (u) is given by
This matrix is also stochastic; the numbers β ′ 0 (u), . . . , β ′ n+2 (u) ≥ 0 are not of interest in the sequel.
For each non-empty word u = x 1 . . . x k ∈ M ,
Hence, by Prop. 6.2, the result follows.
Proposition 6.4. There exists a monoidal generalized automaton
where the matrices Q 4 (x) are stochastic, the initial vector π 4 is a state distribution and the final vector f 4 is positive, such that for some real number λ ′ > 0,
Proof. Let m = n + 5. Put S 4 = S 3 ∪ {s m , . . . , s 2m−1 } and
Then for each word u = x 1 . . . x k ∈ M ,
The matrices Q 4 (u) are also stochastic. Let 1 m be the all-1 row vector of length m. Choose a real number r > 0 large enough such that the row vector π 3 + r · 1 m has only positive components. Then put
where R is taken such that the row sum of π 4 is equal to 1; i.e., π 4 is a state distribution of S 4 . Moreover, choose a real number t > 0 large enough such that the column vector
has only positive components. Then for each non-empty word u ∈ M ,
since by construction the vector π 4 Q 4 (u) has row sum equal to 1. Put λ ′ = t. Then L(A 3 , 0) \ {ǫ} = L(A 4 , λ ′ ) \ {ǫ} and hence the result follows from Prop. 6.3.
A monoidal generalized automaton A = (S, M, {P (x) | x ∈ G M }, π, f ) is a monoidal stochastic automaton if the matrices P (x), x ∈ G M , are stochastic, the initial vector π is a probability distribution of the state set, and the final vector f is a binary vector. A monoidal stochastic automaton language is a monoidal generalized automaton language L, which is accepted by a monoidal stochastic automaton A, i.e., L = L(A, λ) for some cut point λ with 0 ≤ λ ≤ 1. Proposition 6.5. There exists a monoidal stochastic automaton
such that for some 0 ≤ λ ′′ ≤ 1,
Proof. The automaton A 4 has k = 2n + 10 states. The new automaton A 5 has k-fold many states,
The final state vector f 5 is the binary vector defined by the final state set
and the initial state vector is
It is clear that π 5 is a state distribution of S 5 .
. . . . . . . . .
Then π 5 P (u) = 1 k (kα 1 π 4 Q 4 (u), . . . , kα k π 4 Q 4 (u)) = (α 1 π 4 Q 4 (u), . . . , α k π 4 Q 4 (u)) .
Thus by the choice of the final vector,
Put 
Proof. First, suppose ǫ ∈ L. Then put A ′ = A. Second, suppose ǫ ∈ L. First, assume that λ = 1. Then L(A, λ) = ∅ and so L = {ǫ}. Define the monoidal stochastic automaton
Then for each non-empty word u = x 1 . . . Then for each non-empty word u = x 1 . . . x k ∈ M ,
Consider the monoidal stochastic automaton
where π ′ = (0, . . . , 0, 1) and f ′ = f 1 . Then for each non-empty word u ∈ M ,
Moreover, in view of the empty word, π ′ f ′ = 1 > λ and so ǫ ∈ L(A ′ , λ).
In view of the previous results, Turakainen's theorem holds in the more general monoidal setting. Theorem 6.7 (Generalized Turakainen). Every monoidal generalized automaton language is a monoidal stochastic automaton language.
The construction in the proof reveals the following. Corollary 6.8. Let L be a monoidal generalized automaton language accepted by a monoidal generalized automaton with n states. Then there exists a monoidal stochastic automaton with at most (2n + 10) 2 + 1 states that accepts L. It follows that L(A, 0) = L\{ǫ}. By Prop. 6.6, L is also a monoidal stochastic automaton language.
Conversely, let L be a monoidal stochastic automaton language. Then there exists a monoidal generalized automaton
as given in Prop. 6.3 such that L \ {ǫ} = L(A 3 , 0) \ {ǫ}.
Let S 3 = {s 1 , . . . , s m }. Define the monoidal generalized automaton
where S ′ = S 3 ∪ {s 0 , s m+1 }, π ′ = (1, 0, . . . , 0), f ′ = (0, . . . , 0, 1) T , and
Then for each non-empty word u = x 1 . . . x k ∈ M ,
where πQ ′ (u)f is the (1, n)-entry of the matrix Q ′ (u). It follows that u ∈ L iff (Q ′ (u)) 1,n > 0 and the matrices {Q ′ (x) | x ∈ G M } have the required form.
Example 8. In view of Ex. 6, consider the commutative monoid M given by the words of the form x i y j , where i, j ≥ 0. The matrix Q(x i y j ) has the (1, 2)-entry i−j. Thus by Prop. 6.9, the corresponding monoidal generalized language L has the non-empty words x i y j , where i > j ≥ 0. This language is context-free, but not regular [10] . ♦
Homomorphisms and Closure Properties
Homomorphisms between monoidal generalized automata will be introduced and closure properties of monoidal generalized automata will be studied. First, note that each monoidal generalized automaton A = (S, M, {Q(x) | x ∈ G M }, π, f ) can be associated with the finitely generated multiplicative matrix monoid
which is a submonoid of (R n×n , ·, I n ), where n is the number of states of A. By the extension postulate,
Example 9. In view of Ex. 6, the multiplicative matrix monoid H is generated by the matrices
Thus the matrix monoid (group) is
which is isomorphic to (Z, +, 0) by the isomorphism Q → (Q) 1,2 . ♦
such that the following commuting property holds for all u ∈ M ,
i.e., the following diagram commutes
Then the extension postulate for the homomorphic image automaton A ′ is a consequence of the extension postulate for the automaton A and the commuting property.
Proof. By hypothesis, the collection of matrices The matrix homomorphism is given by squaring,
It is easy to check that the commuting property holds: Q ′ (u ′ ) = Q(u) ′ for all u ∈ M . By Prop. 6.9, the monoidal generalized automaton language has the non-empty words x ′ i y ′ j = x 2i y 2j , where i > j ≥ 0. ♦ Proposition 7.2 (Classical Generalized Languages). Each monoidal generalized automaton is a homomorphic image of a classical generalized automaton. Each monoidal generalized automaton language can be obtained as a homomorphic image of a classical generalized automaton language. In view of the extension postulates, for each word u = x 1 . . . x k ∈ Σ * ,
By the setting Q(u) ′ = Q(u), the commuting property holds. Therefore πQ(u)f = πQ ′ (u ′ )f and so L(A ′ , λ) = φ(L(A, λ)) for each cut point λ.
The reader may check Ex. 4. such that L = L(A, λ) for some cut point 0 ≤ λ ≤ 1 and R = L(A ′ ). By Prop. 5.1, it may be assumed that A ′ is a monoidal stochastic automaton 0) , where the matrices Q ′ (x) have one entry 1 in each row and the initial state distribution π ′ has a single entry 1.
Let S = {s 1 , . . . , s n } and S ′ = {s n+1 , . . . , s n+m }. Define the monoidal stochastic automaton
Then for all words u = x 1 . . . x k ∈ M ,
By the structure of Q ′ (u) and π ′ , the term π ′ Q ′ (u)f ′ is either 0 or 1. Therefore, u ∈ L ∪ R iff 1 2 πQ(u)f > 1 2 λ or 1 2 π ′ Q ′ (u)f ′ = 1 2 . If λ = 1, then L = ∅ and so L ∪ R = R. Otherwise, 1 2 > 1 2 λ. It easily follows that u ∈ L ∪ R iff π ′′ Q ′′ (u)f ′′ > 1 2 λ and hence L ∪ R = L(A ′′ , 1 2 λ). Similarly, L ∩ R = L(A ′′ , 1 2 (λ + 1)) and thus L ∩ R is also a monoidal stochastic automaton language. Moreover, L \ R = L ∩ R, where R is the set complement of R. Since R is also regular, L \ R is also a monoidal stochastic automaton language. Proposition 7.4 (Closure under Complement). The class of monoidal automaton languages corresponding to monoidal generalized automata with isolated cut points is closed under complement.
We may allow anti-homomorphisms in the definition of homomorphic images. An anti-homomorphism is a mapping φ : M → M ′ between two monoids such that φ(xy) = φ(y)φ(x) for all x, y ∈ M . The commuting property may then change accordingly. Proof. Let L be a monoidal generalized language. Then there exists a monoidal generalized automaton
and a real number λ such that L = L(A, λ).
Define the monoidal generalized automaton
which is the homomorphic image of A under the monoid anti-homomorphism given by taking the mirror image
and the matrix monoid anti-homomorphism given by transposition
Hence, L(A ′ , λ) = φ(L(A, λ)) for each cut point λ.
A monoidal generalized 2-tape automaton is a monoidal generalized automaton A = (S, M, {Q(x) | x ∈ G M }, π, f ) over the monoid M = M 1 × M 2 , which is the Cartesian product of two monoids. A monoidal generalized 2-tape automaton language is a monoidal generalized automaton language recognized by a monoidal generalized 2-tape automaton. This notion can be extended to monoidal generalized n-tape automata and monoidal generalized n-tape automata languages for n ≥ 2.
The class of monoids is closed under Cartesian products and thus the monoidal generalized n-tape automata are a special case of the monoidal generalized automata.
Let M 1 = (M 1 , • 1 , e 1 ) and M 2 = (M 2 , • 2 , e 2 ) be monoids. In view of the monoidal generalized 2-tape automaton
over the Cartesian product monoid M = M 1 × M 2 , it is assumed that the generating set G M is defined component-wise in terms of generating sets G M 1 and G M 2 for M 1 and M 2 , respectively; i.e.,
That is, the matrices Q(x), x ∈ G M , have the form Q(x 1 , e 2 ) for all x 1 ∈ G M 1 and Q(e 1 , x 2 ) for all x 2 ∈ G M 2 . Then the extension postulate for A states that for all words u = x 1 . . . x k ∈ M 1 and v = y 1 . . . y l ∈ M 2 , Q(u, v) = Q(u, e 2 )Q(e 1 , v)
= (Q(x 1 , e 2 ) · · · Q(x k , e 2 ))(Q(e 1 , y 1 ) · · · Q(e 1 , y l )).
This definition can be extended in a straightforward manner to monoidal generalized n-tape automata. By Prop. 6.9, the corresponding monoidal generalized 2-tape automaton language has the non-empty words (k, x i y j ), where i + j > k. ♦ Proposition 7.7 (Cartesian Products). The class of monoidal generalized automaton languages is closed under Cartesian products.
Proof. Let L 1 and L 2 be two monoidal generalized languages. Then there exist monoidal generalized automata A 1 = (S 1 , M 1 , {Q 1 (x) | x ∈ G M 1 }, π 1 , f 1 ) and A 2 = (S 2 , M 2 , {Q 2 (x) | x ∈ G M 2 }, π 2 , f 2 ) such that L 1 = L(A 1 , λ 1 ) and L 2 = L(A 2 , λ 2 ) for some cut points λ 1 and λ 2 . In view of the results in Sect. 5, the matrices, initial vectors, final vectors and cut points can be chosen to be non-negative. The following construction makes use of the Kronecker product of matrices. For this, consider the monoidal generalized automaton A = (S, M, {Q(y) | y ∈ G M }, π, f ), where S = S 1 × S 2 , M = M 1 × M 2 , π = π 1 ⊗ π 2 , f = f 1 ⊗ f 2 and Q(x 1 , e 2 ) = Q 1 (x 1 ) ⊗ Q 2 (e 2 ), Q(e 1 , x 2 ) = Q 1 (e 1 ) ⊗ Q 2 (x 2 ) for all x 1 ∈ G M 1 and x 2 ∈ G M 2 , and Q 1 (e 1 ) = I and Q 2 (e 2 ) = I ′ are identity matrices. Since the Kronecker product is a bilinear form, we obtain for all u ∈ M 1 and v ∈ M 2 , Q(u, v) = Q 1 (u) ⊗ Q 2 (v).
Let u = x 1 . . . x k ∈ Σ * and i ≥ 0 be an integer. The word (u, y i ) lies in L(A, λ) iff πP (u, y i )f > λ, i.e., the (1, 4)-entry of the matrix P (u, y i ) is larger than λ. By the Kronecker product, this entry is given by the product of the (1, 2)-entries of P 1 (u) and P (y i ), which is 0.x k . . . x 1 · 1 − 1 2 i . ♦
