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Exemples de Lattès et domaines faiblement
sphériques de Cn
Christophe Dupont
Résumé
Les bassins d'attration des relevés polynomiaux d'exemples de Lattès for-
ment une lasse remarquable de domaines pseudoonvexes bornés. Nous mon-
trons que leur frontière s'obtient omme quotient d'une hypersurfae sphérique
ompate, et en dérivons préisément les singularités. Ces domaines, qui sont
don naturellement apparentés à la boule eulidienne, le sont aussi au poly-
disque, en tant que bassins d'attrations d'appliations dont le ourant de
Green est régulier. Les fontions thêta jouent un rle lef dans notre approhe
et nous permettent aussi d'expliiter des exemples de Lattès en dimension 2.
2000 Mathematis Subjet Classiation : 14K25, 32S25, 32T99, 32H50
Key words and phrases : Attra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tions
1 Introdution et résultats
En 1918, Lattès déouvrit les premiers exemples de frations rationnelles dont
l'ensemble de Julia remplit toute la sphère de Riemann. Sa onstrution, généralisée
aux espaes projetifs de toute dimension, onduit à dénir un exemple de Lattès
de Pk omme un endomorphisme holomorphe f , de degré d ≥ 2, faisant ommuter
un diagramme :
Ak
D //
σ

Ak
σ

Pk
f // Pk
où Ak est un tore omplexe, D un endomorphisme holomorphe et σ un revêtement
galoisien de groupe G. Dans [BL2℄, es endomorphismes sont aratérisés par la
régularité et la strite positivité de leur ourant de Green sur un ouvert de Pk.
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L'essentiel de et artile est onsaré à la desription préise du bord du bassin
d'attration des relevés polynomiaux à Ck+1 d'exemples de Lattès. Notre prinipal
résultat est le suivant :
Théorème 1.1 Soit f un exemple de Lattès de Pk induit par un revêtement ga-
loisien σ : Ak → Pk de groupe G. Soit T le ourant de Green de f et ΩF le bassin
d'attration d'un de ses relevés polynomiaux F . Alors il existe un bré en droites
L(H,α) sur Ak de forme hermitienne H dénie négative, une hypersurfae sphérique
ompate Σ dans L(H,α) et un revêtement galoisien σ˜ : L(H,α)− → Ck+1 \ {0} in-
duisant σ sur les bases tels que σ˜(Σ) = ∂ΩF et σ
∗T = −π
2
ddcH.
Le bord de ΩF est sphérique au voisinage de z0 = σ˜{x0, u0} si le stabilisateur K
de x˙0 sous l'ation de G est trivial. Sinon, il a pour équation :
{(y, w) ∈ V0 × (C, 0),ℜ(w)−H(Φ−1(y),Φ−1(y)) = 0}
où V0 est un voisinage de l'origine dans C
k
et Φ : Ck/K → Ck est un biholomor-
phisme dont les oordonnées forment une base de l'algèbre des polynmes invariants
sous l'ation du groupe des parties linéaires de K.
D'après ette desription, ΩF est un domaine disqué dont le bord est analytique
réel (et même sphérique) en dehors d'un très petit lieu singulier. Ainsi les appli-
ations F : ΩF → ΩF sont des exemples insolites d'auto-appliations holomorphes
propres non injetives. En eet, ni les domaines bornés stritement pseudoonvexes
(f [DF℄, [Pi℄) (voire, omme on le onjeture, tous les domaines bornés lisses de
Ck+1), ni les domaines de Reinhardt dont une portion du bord est stritement pseu-
doonvexe (f [B℄) n'admettent de telles appliations.
Donnons un aperçu de la preuve du théorème. La désingularisation sphérique
s'obtient en relevant le diagramme ommutatif dénissant f aux brés en droites
O(−1)− ≃ Ck+1 \ {0} et σ∗O(−1)− ≃ L(H,α)−. Cela fait l'objet de la setion 3,
où l'on onstruit un diagramme ubique (proposition 3.2). Cette approhe, qui nous
a été suggérée par J.J. Loeb, peut reposer sur le théorème d'Appell-Humbert en
vertu duquel σ∗O(−1) est isomorphe à L(H,α). Il est ependant plus simple, teh-
niquement et oneptuellement, d'expliiter un morphisme de L(H,α) sur O(−1)
induisant σ sur les bases. On utilise pour ela le fait que les oordonnées de σ sont des
fontions thêta de même type (H,α) (f setion 2). La desription des singularités
(f setion 4) fait appel à la théorie des invariants : il s'agit d'interprêter σ˜ omme le
passage au quotient par un groupe ni d'automorphismes du bré L(H,α). Lorsque
k = 1, Ueda avait traité un as partiulier à la main dans [U1℄ et l'analogue de
notre desription avait été obtenue dans [BL1℄, par d'autres méthodes.
Dans la dernière setion de l'artile, on exhibe des exemples de Lattès en dimen-
sion 2, grâe à la liste des ouples (A2, G) vériant A2/G = P2 établie dans [KTY℄.
En partiulier, les endomorphismes étudiés par Ueda (f [U1℄, [U2℄) sont en fait des
exemples de Lattès :
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Proposition 1.2 Les endomorphismes ritiquement nis suivants sont des exem-
ples de Lattès :
P2 −→ P2
f1 : [x : y : z] 7−→ [(−x+ y + z)2 : (x− y + z)2 : (x+ y − z)2]
f2 : [x : y : z] 7−→ [(x− y + z)2 : (−x+ y + z)2 : (x+ y − z)2]
f3 : [x : y : z] 7−→ [(x+ y − z)2 : (−x+ y + z)2 : (x− y + z)2]
Ils sont semi-onjugués aux dilatations :
D1 =
√
2
(
e
ipi
4 0
0 e
ipi
4
)
, D2 =
√
2
(
1√
2
1√
2
1√
2
−1√
2
)
, D3 =
√
2
(
1√
2
1√
2
i√
2
−i√
2
)
par le revêtement galoisien Ai ×Ai → P2 de groupe 〈G(4, 2, 2), 1+i2
(
1
1
)〉.
En revanhe, l'appliation ritiquement nie suivante, étudiée par Fornaess et Sibony
([FS℄, 8), n'est pas un exemple de Lattès, bien que son ensemble de Julia soit P2 :
Proposition 1.3 L'endomorphisme ritiquement ni :
g :
P2 −→ P2
[x : y : z] 7−→ [(x− 2y)2 : (x− 2z)2 : x2]
n'est pas un exemple de Lattès.
F. Berteloot et J.J. Loeb ont manifesté de l'intérêt pour e travail. Je les en remerie.
2 Fibrés en droites sur les espaes projetifs et les
tores omplexes
2.1 Généralités
On onsultera [GH℄ ou [D℄ pour les généralités onernant les brés en droites.
Cette partie est destinée à xer les notations et rappeler des propriétés bien onnues.
Soient L, L′ deux brés en droites sur X et Y , et f : X → Y une appliation
holomorphe. Un morphisme homogène de L dans L′ de degré d, induisant f sur
les bases, est une appliation holomorphe dont l'expression au dessus d'ouverts de
trivialisation Uα, Vα′ s'érit :
Uα × C −→ Vα′ × C
(x, t) 7−→ (f(x), dαα′(x).td)
où dαα′ est une fontion holomorphe non nulle. Un morphisme de bré est un mor-
phisme homogène de degré 1. Le prinipe du maximum entraîne :
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Lemme 2.1 Soit L un bré en droites sur une variété omplexe ompate onnexe
X, et ui : L→ L, i = 1, 2, deux morphismes homogènes de même degré, induisant f
sur X. Alors il existe c ∈ C∗ tel que u2 = c.u1.
Soient f : X → Y une appliation holomorphe, L un bré en droites sur Y et
f ∗L son image réiproque. Soit fˆL : f ∗L→ L le morphisme de bré induisant f sur
la base et l'identité dans les bres. On a ĝ ◦ fL = gˆL ◦ fˆg∗L et la propriété universelle
suivante :
Lemme 2.2 Soit L un bré en droites sur X. Ave les notations préédentes, tout
morphisme de bré v : L → L′ induisant f sur les bases se fatorise par fˆL′ : il
existe un isomorphisme de brés η : L→ f ∗L′ vériant v = fˆL′ ◦ η.
Démonstration : Le morphisme v s'érit en oordonnées :
Uα × C −→ Vα′ × C
(x, t) 7−→ (f(x), dαα′(x).t)
Puisque les fontions de transition de f ∗L′ sont elles de L′ omposées par f , on
dénit un morphisme de bré η : L→ f ∗L′ en posant :
Uα × C −→ f−1(Vα′)× C
(x, t) 7−→ (x, dαα′(x).t)
C'est un isomorphisme vériant v = fˆL′ ◦ η. ✷
2.2 Fibrés en droites sur Pk
Soient π : Ck+1 \ {0} → Pk la projetion anonique et Vj := {π(z) ∈ Pk, zj 6= 0}.
On regarde le bré en droites O(n) omme la variété Ck+1 \ {0} × C quotientée
par la relation d'équivalene ∼n dont les lasses sont [z, v]n := {(λz, λnv), λ ∈ C}.
L'appliation suivante est un biholomorphisme :
Ψ :
O(−1)− −→ Ck+1 \ {0}
[z, v]−1 7−→ v · z
Son inverse est donné par Ψ−1(z) = [z, 1]−1.
Lemme 2.3 Soit f un endomorphisme holomorphe de Pk de degré d, et F un de
ses relevés polynomiaux à Ck+1. Alors
1. f ∗O(−1) est isomorphe à O(−1)⊗d, 'est à dire à O(−d).
2. Les morphismes homogènes O(−1) → O(−1) de degré d induisant f sur Pk
sont de la forme [z, v]−1 7→ [F (z), c.vd]−1, où c ∈ C∗.
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Démonstration : Commençons par le premier point. Grâe à la propriété uni-
verselle du bré image réiproque (f lemme 2.2), il sut d'exhiber un morphisme
de bré O(−d) → O(−1) induisant f sur Pk. Puisque F est homogène de degré d,
l'appliation :
Ck+1 \ {0} × C −→ Ck+1 \ {0} × C
(z, v) 7−→ (F (z), v)
passe au quotient pour ∼−d à la soure et ∼−1 au but, e qui permet de onlure.
Pour le seond point, on utilise l'homogénéité de F pour vérier que l'appliation :
Ck+1 \ {0} × C −→ Ck+1 \ {0} × C
(z, v) 7−→ (F (z), vd)
passe au quotient pour ∼−1 à la soure et au but. On utilise alors le lemme 2.1. ✷
2.3 Fibrés en droites sur un tore omplexe Ak
Soit Γ un réseau de Ck tel que Ak = Ck/Γ. On notera Π : Ck → Ck/Γ la
projetion anonique et x˙ pour Π(x). Un type est un ouple (H,α) où
- H est une forme hermitienne sur Ck, linéaire à droite, telle que ℑH(Γ,Γ) ⊂ Z
- α est une appliation de Γ dans S1, vériant α(γ1 + γ2) = α(γ1)α(γ2)(−1)ℑH(γ1,γ2)
On dénit une ation de Γ sur Ck×C par γ ·(x, u) := (x+γ, eγ(x).u), où eγ(x) :=
α(γ).eπ[H(γ,x)+
1
2
H(γ,γ)]
. On note L(H,α) le bré en droites sur Ak obtenu omme le
quotient de Ck×C par ette ation, {x, u}(H,α) ses éléments et q la métrique induite
par la fontion q(x, u) = e−
pi
2
H(x,x)|u|. Le produit L(H1, α1)⊗L(H2, α2) est isomorphe
à L(H1 + H2, α1.α2). L'espae des setions de L(H,α) est isomorphe à l'ensemble
des fontions thêta normalisées de type (H,α), auquel on ajoute la fontion nulle.
On rappelle que e sont les fontions holomorphes sur Ck, non identiquement nulles,
vériant θ(z + γ) = eγ(x).θ(z). Puisqu'une telle fontion est de type (0, 1) dès
qu'elle ne s'annule pas, on a L(H1, α1) ≃ L(H2, α2) si et seulement si (H1, α1) =
(H2, α2). Le fait lassique suivant (f [D℄, Chap IV, 3) jouera un rle essentiel dans
la démonstration :
Théorème 2.4 Toute appliation holomorphe σ : Ak → Pk est induite par une
appliation θ = (θ0, ..., θk) dont les oordonnées sont des fontions thêta normalisées
de même type.
Une preuve identique à elle du lemme 2.3 fournit :
Lemme 2.5 Soit σ : Ak → Pk induite par θ = (θ0, ..., θk), où les fontions thêta
sont de type (H,α). Les morphismes de brés φ : L(dH, αd)→ O(d) induisant σ sur
les bases sont de la forme φ{x, u}(dH,αd) = [θ(x), c.u]d, où c ∈ C∗.
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Notons qu'alors σ∗O(d) ≃ L(H,α) par le lemme 2.2. On donne maintenant l'ana-
logue du lemme 2.3. Soit ϕ = ~ϕ + τ un endomorphisme de Ak. On note τ˜ l'appli-
ation de translation de veteur τ sur Ak, de sorte que ϕ = τ˜ ◦ ~ϕ et ϕ∗L(H,α) =
~ϕ∗ τ˜ ∗ L(H,α). Etant donné un type (H,α), on dénit Hϕ et αϕ par :
Hϕ(w,w
′) := H(~ϕw, ~ϕw′)
αϕ(γ) := α(~ϕγ)e
2iπℑH(~ϕγ,τ)
Notons que αϕ est bien dénie, puisque ~ϕ (Γ) ⊂ Γ, et prend ses valeurs dans S1.
L'identité αϕ(γ1+ γ2) = αϕ(γ1)αϕ(γ2)(−1)ℑHϕ(γ1,γ2) montre que (Hϕ, αϕ) est enore
un type, dont on note (eϕγ )γ∈Γ les multipliateurs.
Lemme 2.6 Soit ϕ = ~ϕ+ τ un endomorphisme de Ak. Alors :
1. ϕ∗L(H,α) est isomorphe à L(Hϕ, αϕ)
2. Si (Hϕ, αϕ) = (dH, α
d), on a eπH(τ,~ϕγ).edγ(x) = e~ϕγ(ϕx).
3. Il existe des morphismes homogènes L(H,α) → L(H,α) de degré d induisant
ϕ sur Ak si et seulement si (Hϕ, αϕ) = (dH, α
d). Ils sont alors de la forme
{x, u}(H,α) 7→ {ϕx, c.eπH(τ,~ϕx).ud}(H,α), où c ∈ C∗.
Démonstration : Pour le premier point, on vérie que l'appliation :
χ1 :
Ck × C −→ Ck × C
(x, u) 7−→ (ϕx, eπH(τ,~ϕx).u)
induit un morphisme de bré entre L(Hϕ, αϕ) et L(H,α), puis on applique le lemme
2.2. On a :
χ1
(
x+ γ, eϕγ (x).u
)
= (ϕx+ ~ϕγ, eϕγ (x).e
πH(τ,~ϕγ).eπH(τ,~ϕx).u).
Il sut don de vérier que eϕγ (x).e
πH(τ,~ϕγ) = e~ϕγ(ϕx) :
eϕγ (x).e
πH(τ,~ϕγ) = α(~ϕγ).e2iπℑH(~ϕγ,τ).eπ[H(~ϕγ,~ϕx)+
1
2
H(~ϕγ,~ϕγ)].eπH(τ,~ϕγ)
= α(~ϕγ).eπ[H(~ϕγ,~ϕx)+
1
2
H(~ϕγ,~ϕγ)].eπH(~ϕγ,τ)
= e~ϕγ(ϕx)
Pour le deuxième point, on vérie que l'hypothèse entraîne immédiatement :
eπH(τ,~ϕγ).edγ(x) = e
πH(τ,~ϕγ).α(~ϕγ).e2iπℑH(~ϕγ,τ).eπ[H(~ϕγ,~ϕx)+
1
2
H(~ϕγ,~ϕγ)]
= α(~ϕγ).eπ[H(~ϕγ,~ϕx+τ)+
1
2
H(~ϕγ,~ϕγ)] = e~ϕγ(ϕx)
Montrons le dernier point. Lorsque d = 1, la propriété universelle du bré image ré-
iproque (f lemme 2.2), l'uniité du type et le premier point entraînent la ondition
néessaire. Lorsque d ≥ 2, on remarque que tout morphisme homogène L → L de
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degré d donne naissane à un morphisme de bré L⊗d → L lorsque l'on supprime la
puissane d dans les bres. Pour la ondition susante et les expressions annonées,
on vérie que l'appliation :
χ2 :
Ck × C −→ Ck × C
(x, u) 7−→ (ϕx, eπH(τ,~ϕx).ud)
passe au quotient pour ∼(H,α) à la soure et au but. Le deuxième point permet de
onlure puisqu'on a :
χ2 (x+ γ, eγ(x).u) =
(
ϕx+ ~ϕγ, eπH(τ,~ϕx+~ϕγ).edγ(x).u
d
)
Cela ahève la démonstration du lemme. ✷
On termine ette partie en expliitant des trivialisations du bré L(H,α). Fixons
U un ouvert de Ck, disjoint de ses translatés par l'ation de Γ (U sera dit Γ-petit).
L'appliation ΓU :
⋃
γ∈Γ (U + γ) → Γ qui à un point x assoie l'unique élément
γ ∈ Γ vériant x + γ ∈ U est alors bien dénie. Soit ǫ une fontion holomorphe ne
s'annulant pas sur U . L'appliation suivante :⋃
γ∈Γ (U + γ)× C −→ U × C
(x, u) 7−→ (x+ ΓU(x), ǫ(x+ ΓU(x)).eΓU (x)(x).u)
passe au quotient modulo ∼(H,α) et induit une trivialisation ψ(U,ǫ) de L(H,α) :
ψ(U,ǫ) :
p−1 ◦ Π(U) −→ Π(U)× C
{x, u}(H,α) 7−→
(
Π(x), ǫ(x+ ΓU(x)).eΓU (x)(x).u
)
3 Désingularisation sphérique du bord du bassin
d'attration
Soit f : Pk → Pk un exemple de Lattès de degré d ≥ 2 et F : Ck+1 → Ck+1 un
relevé polynomial de f . On note GF la fontion limp→+∞ 1dp . log ‖F p ‖, T le ourant
de Green (donné par π∗T := ddcGF ) et ΩF le bassin d'attration de F . On onsultera
[HP℄ et [S℄ pour plus de préisions. Par dénition, on dispose d'un diagramme :
Ak
D //
σ

Ak
σ

Pk
f // Pk
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où σ est une appliation de passage au quotient par un groupe G. On onfondra D et
un de ses relevés
~D+ τ à Ck. Soit (−H,α−1) le type des fontions thêta normalisées
qui induisent σ. On a alors σ∗O(−1) ≃ L(H,α). On note θ˜ le morphisme de bré :
θ˜ :
L(H,α) −→ O(−1)
{x, u}(H,α) 7−→ [θ(x), u]−1
La forme −H est dénie positive puisque σ est à bres nies (f [D℄, Chap.IV,
Cor.3.5). Ainsi, une surfae de niveau de q est loalement biholomorphe à un ou-
vert de la sphère unité de Ck+1 (on dira qu'elle est sphérique). En eet : soit
{x0, u0}(H,α) ∈ {q = c}, Ux0 un voisinage de x0 dans Ck et log une détermination du
logarithme en
u0
c
6= 0. Si v = 2
π
log(u
c
), l'équation de {q = c} s'érit :
{(x, v) ∈ Ux0 × (C, v0) , ℜ(v)−H(x, x) = 0}
On reonnaît l'équation d'un ouvert de la sphère unité de Ck+1, dans sa version
non bornée (f [R℄, Chap.2, 3). Une telle hypersurfae est ompate puisqu'elle est
brée en erles au dessus de Ak. Le lemme qui suit est ruial.
Lemme 3.1
1. (HD, αD) = (dH, α
d)
2. Pour tout g ∈ G, (Hg, αg) = (H,α).
Démonstration : Montrons le premier point. La relation σ ◦D = f ◦ σ entraîne
D∗σ∗O(−1) = σ∗f ∗O(−1). Le lemme 2.3 implique :
σ∗f ∗O(−1) ≃ σ∗O(−1)⊗d ≃ L(H,α)⊗d ≃ L(dH, αd)
D'autre part, le lemme 2.6 donne :
D∗σ∗O(−1) ≃ D∗L(H,α) ≃ L(HD, αD)
L'uniité du type permet de onlure. On montre de même le seond point. ✷
La proposition suivante désingularise ∂ΩF en une hypersurfae sphérique :
Proposition 3.2 Il existe D : L(H,α) → L(H,α) un morphisme homogène de
degré d et F un relevé polynomial de f tel que le diagramme suivant ommute :
L(H,α)− D //
σ˜

%%JJ
JJ
JJ
JJ
JJ
L(H,α)−
%%JJ
JJ
JJ
JJ
JJ
σ˜

Ak
D //
σ

Ak
σ

Ck+1 \ {0} F //
π
%%J
JJ
JJ
JJ
JJ
J
Ck+1 \ {0}
π
%%J
JJ
JJ
JJ
JJ
J
Pk
f // Pk
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où σ˜ désigne l'appliation Ψ ◦ θ˜. Quitte à normaliser la métrique q, on a eGF ◦σ˜ = q,
σ˜{q = 1} = ∂ΩF et l'égalité σ∗T = −π2ddcH.
Démonstration : Les lemmes 2.3, 2.6 et 3.1 assurent l'existene des morphismes
homogènes de degré d suivant :
D : {x, u}(H,α) 7−→ {Dx, eπH(τ, ~Dx).ud}(H,α)
F : [z, v]−1 7−→ [F (z), c.vd]−1
Nous allons montrer qu'il existe c ∈ C∗ tel que θ˜ ◦ D = F ◦ θ˜. Cela revient à établir
∃c ∈ C∗, ∀x ∈ Ck, c.F ◦ θ(x) = θ ◦D(x).eπH(τ, ~Dx) (3.1)
L'identité π ◦ θ ◦D = π ◦F ◦ θ détermine une unique fontion holomorphe non nulle
c = c(x) vériant (3.1) sur Ck. Le alul suivant, où eγ est de type (H,α), montre
que c est Γ-périodique.
c(x+ γ).F ◦ θ(x+ γ) = θ ◦D(x+ γ).eπH(τ, ~D(x+γ))
= e−1~Dγ(Dx).θ ◦D(x).eπH(τ,
~Dx).eπH(τ,
~Dγ)
= e−1~Dγ(Dx).c(x).F ◦ θ(x).eπH(τ,
~Dγ)
= e−1~Dγ(Dx).c(x).F ◦ θ(x+ γ).edγ(x).eπH(τ,
~Dγ)
= c(x).F ◦ θ(x+ γ)
La dernière égalité provient du lemme 2.6. Puisque l'une des omposantes de F
est non nulle, on a bien c(x + γ) = c(x). Cette fontion est don onstante par le
théorème de Liouville. On supposera qu'elle vaut 1 quitte à hanger F en c.F . Le
diagramme annoné provient alors de Ψ ◦ F = F ◦Ψ, où Ψ est le biholomorphisme
entre O(−1)− et Ck+1 \ {0} introduit dans la partie 2.2.
A présent, on normalise la métrique q sur L(H,α) an d'obtenir la relation
q ◦ D = qd. On notera qδ pour δ.q. L'égalité HD = dH (f lemme 3.1) entraîne :
qδ ◦ D{x, u} = δ.e−pi2H( ~Dx+τ, ~Dx+τ)|eπH(τ, ~Dx).ud|
= δ.e−
pi
2
[H( ~Dx, ~Dx)+2ℜH( ~Dx,τ)+H(τ,τ)].eπℜH(τ, ~Dx).|ud|
= δ.e−
pi
2
dH(x,x).e−
pi
2
H(τ,τ).|ud|
Cette expression oïnide ave qdδ{x, u} =
(
δ.e−
pi
2
H(x,x).|u|)d si δ vérie δ.e−pi2H(τ,τ) =
δd, 'est à dire si δ =
(
e−
pi
2
H(τ,τ)
) 1
d−1
.
Montrons l'égalité eGF ◦σ˜ = q. Soit ‖ . ‖ une norme sur Ck+1 : puisque Ak est une
variété ompate, il existe une onstante C telle que 1
C
.q 6 ‖ σ˜ ‖ 6 C.q. D'après e
qui préède, on a q ◦ Dp = qdp et σ˜ ◦ Dp = F p ◦ σ˜ pour tout p. Ainsi, GF ◦ σ˜ =
limp→+∞ 1dp . log ‖F p ◦ σ˜ ‖ = limp→+∞ 1dp . log ‖ σ˜ ◦ Dp ‖ = limp→+∞ 1dp . log q ◦ Dd
p
=
log q. L'expression de σ˜ et l'homogénéité de GF entraînent GF ◦ θ(x) = log δ −
π
2
H(x, x) et σ∗T = −π
2
ddcH se déduit de l'identité π ◦ θ = σ ◦ Π. ✷
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Remarque 3.3 L'égalité σ∗T = −π
2
ddcH permet de retrouver le aratère déni
positif de −H . En eet, −H est positive puisque T est un ourant positif. Si ette
forme était dégénérée, T aurait un potentiel loal maximal en dehors de σ(Crit σ).
La mesure de probabilité µ = T k serait alors portée par σ(Crit σ), e qui est
impossible d'après l'inégalité de Chern-Levine-Nirenberg (f [S℄, Prop.A.6.3).
4 Desription du bord du bassin d'attration
Notons C := {{x, u}(H,α), x˙ ∈ Crit(σ)} l'ensemble ritique de σ˜, et S ses valeurs
ritiques, de sorte que σ˜ : L(H,α) \ C → Ck+1 \ S soit un revêtement ni. Puisque
le bord de ΩF est égal à σ˜{q = 1}, il est sphérique en dehors de S. Sa desription
aux points de S néessite l'interprétation de θ˜ suivante :
Lemme 4.1 L'appliation θ˜ s'identie au passage au quotient par un groupe ni G˜
d'automorphismes de L(H,α) et son ation laisse invariants les niveaux de q.
Démonstration : D'après le lemme 2.2, il existe un isomorphisme η : L(H,α) →
σ∗O(−1) vériant θ˜ = σˆO(−1)◦η. Par dénition, σˆO(−1) est l'appliation de passage au
quotient de σ∗O(−1) par le groupe Gˆ := {gˆσ∗O(−1) : σ∗O(−1) → σ∗O(−1), g ∈ G}.
Ainsi, θ˜ est elle de L(H,α) par le groupe onjugué G˜ := η−1 ◦ Gˆ ◦ η. L'égalité
eGF ◦Ψ◦θ˜ = q de la proposition 3.2 montre que les surfaes de niveau de q sont
invariantes par G˜. ✷
Le bord de ΩF s'identie alors au quotient de {q = 1} par G˜ (Ψ est un biholo-
morphisme). Fixons {x0, u0}(H,α) ∈ C. On note G0 le stabilisateur de x˙0 et ~G0, G˜0,
les sous groupes de
~G, G˜ orrespondant. On suppose que ~G est un sous groupe de
Uk(C) quitte à eetuer un hangement linéaire de oordonnées. Soit Ux0 = B(x0, ν)
une boule eulidienne Γ-petite, telle que les translatées gΠ(Ux0) soient disjointes
lorsque g /∈ G0. Vérions que Π(Ux0) est invariante par G0 (on reprend les nota-
tions de la partie 2.3). Prenons g := ~g + κ ∈ G0, et γ := ΓUx0 (gx0), de sorte que
g(x0+ t) = ~gx0+~gt+κ = x0+~gt−γ, pour t ∈ B(0, ν). On a alors g(Ux0) = Ux0 −γ
(~g ∈ Uk(C)). Observons aussi que ΓUx0 (g(x0 + t)) = ΓUx0 (gx0) = γ.
Etudier le bord de ΩF en z0 := σ˜{x0, u0}(H,α) revient alors à étudier le quotient
de {q = 1} au dessus de Π(Ux0) par G˜0. Pour ela, on exhibe des trivialisations dans
lesquelles G˜0 induit l'identité dans les bres. On dit qu'elles sont G˜0-équivariantes.
Lemme 4.2 La trivialisation ψ(Ux0 ,ǫ) est G˜0-équivariante si et seulement si ǫ est de
la forme ǫ0 ·m, où ǫ0 est la fontion :
ǫ0 :
Ux0 −→ C
x0 + t 7−→ e−πH(x0,t)
et m : t 7→ m(x0 + t) est holomorphe non nulle sur B(0, ν) et ~G0-invariante.
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Démonstration : Rappelons que ψ(Ux0 ,ǫ) a pour expression (f  2.3) :
ψ(Ux0 ,ǫ) :
p−1 ◦ Π(Ux0) −→ Π(Ux0)× C
{x, u}(H,α) 7−→
(
x˙, ǫ(x+ ΓUx0 (x)).eΓUx0 (x)
(x).u
)
An d'alléger l'ériture, on remplaera ψ(Ux0 ,ǫ) par ψ. Cette trivialisation est équiv-
ariante si et seulement si on a les identités suivantes sur p−1 ◦ Π(Ux0) :
∀g ∈ G0, ψ ◦ g˜{x0 + t, u}(H,α) = (g(x˙0 + t˙), ǫ(x0 + t).u) (4.1)
Le lemme 2.6 donne l'expression de l'automorphisme g˜ du bré L(H,α), induit par
g = ~g + κ sur la base. Il existe ρ(g) ∈ C tel que :
g˜ :
L(H,α) −→ L(H,α)
{x, u}(H,α) 7−→
{
g(x), ρ(g).eπH(κ,~gx).u
}
(H,α)
Ainsi, l'équation (4.1) que l'on doit vérier devient :
ψ ◦ {g(x0 + t), ρ(g).eπH(κ,~g(x0+t)).u}(H,α) = (g(x˙0 + t˙), ǫ(x0 + t).u) (4.2)
Comme nous l'avons observé, γ = ΓUx0 (g(x0+t)) = ΓUx0 (g(x0)). Don, par dénition
de ψ, le membre de gauhe de (4.2) est égal à :(
g(x˙0 + t˙), eγ(x0 + ~gt− γ).ǫ(x0 + ~gt).ρ(g).eπH(κ,~g(x0+t)).u
)
La ondition néessaire et susante d'équivariane (4.2) s'érit alors :
∀t ∈ B(0, ν) , ∀g ∈ G0 , ǫ(x0 + t)
ǫ(x0 + ~gt)
= eγ(x0 + ~gt− γ).ρ(g).eπH(κ,~g(x0+t)) (4.3)
où γ = ΓUx0 (g(x0 + t)) = ΓUx0 (g(x0)). Remarquons aussi que :
∀g ∈ G0 , eγ(x0 − γ).ρ(g).eπH(κ,~gx0) = 1. (4.4)
En eet, puisque θ˜ = θ˜ ◦ g˜, on a : (ave eγ de type (H,α))
[θ(x0 + t), u]−1 = [θ(g(x0 + t)), ρ(g).eπH(κ,~g(x0+t)).u]−1
= [θ(x0 + ~gt− γ), ρ(g).eπH(κ,~g(x0+t)).u]−1
= [θ(x0 + ~gt), e
−1
−γ(x0 + ~gt).ρ(g).e
πH(κ,~g(x0+t)).u]−1
Comme e−γ(x0).eγ(x0 − γ) = 1, on évalue en t = 0 pour obtenir (4.4). Ainsi, le
membre de droite de (4.3) se simplie. Il est égal à :
eγ(x0 + ~gt− γ).ρ(g).eπH(κ,~g(x0+t))
eγ(x0 − γ).ρ(g).eπH(κ,~gx0)
= e
πH(γ,x0+~gt−γ)
eπH(γ,x0−γ)
.eπH(κ,~gt)
= eπH(γ+κ,~gt)
= eπH(x0−~gx0,~gt)
= e−πH(~gx0,~gt).eπH(x0,~gt)
= e−πH(x0,t).eπH(x0,~gt)
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La dernière égalité provient de l'invariane de H par ~G (f lemme 3.1). Don, ψ est
équivariante si et seulement si :
∀t ∈ B(0, ν) , ∀g ∈ G0 , ǫ(x0 + t)
ǫ(x0 + ~gt)
=
e−πH(x0,t)
e−πH(x0,~gt)
(4.5)
Pour onlure, il sut de remarquer que la fontion ǫ0(x0 + t) = e
−πH(x0,t)
vérie
ette équation et que le rapport de deux solutions est une fontion holomorphe non
nulle m : t→ m(x0 + t) sur B(0, ν), invariante par ~G0. ✷
Désormais, nous travaillons ave la trivialisation équivariante ψ donnée par ǫ0.
Quitte à identier Π(Ux0) ave Ux0 et eetuer une translation, ψ prend ses valeurs
dans B(0, ν)× C. Dans es oordonnées, {q = 1} s'érit :
{(t, v) ∈ B(0, ν)× (C, v0) , δ0.e−pi2H(t,t).|v| = 1}
où δ0 := δ.e
−pi
2
H(x0,x0)
. Cela provient du alul :
q
(
x0 + t, ǫ0(x0 + t)
−1.v
)
= δ.e−
pi
2
H(x0+t,x0+t).eπℜH(x0,t)|v| = δ.e−pi2H(x0,x0).e−pi2H(t,t)|v|
L'ation de G˜0 s'identie à elle de ~G0 sur B(0, ν). Don ∂ΩF en z0 s'érit :
∂ΩF = {(t˜, v) ∈ B(0, ν)/ ~G0 × (C, v0) , δ0.e−pi2H(t˜,t˜).|v| = 1}
où t 7→ t˜ désigne la projetion sur (Ck, 0)/ ~G0. Notons que la singularité B(0, ν)/ ~G0,
isomorphe à Π(Ux0)/G0, est lisse, puisque le quotient A
k/G est égal à Pk. Le groupe
~G0 doit don être engendré par des réexions (f [Pr℄, 4), ie des éléments laissant un
hyperplan xe. L'algèbre des polynmes invariants par
~G0 est alors engendrée par
k polynmes homogènes (P1, ..., Pk) algébriquement indépendants (f [ST℄, Th.5.1),
et l'appliation suivante est un biholomorphisme (f [C℄, Th.3) :
Φ :
B(0, ν)/ ~G0 −→ V0
t˜ 7−→ y = (P1, ..., Pk)(t˜)
L'équation de ∂ΩF en z0 = σ˜{x0, u0} devient :
∂ΩF = {(y, w) ∈ V0 × (C, v0) , δ0.e−pi2H(Φ−1(y),Φ−1(y)).|v| = 1}
Si on pose w := 2
π
(log(δ0.v)− iℑ log(δ0.v0)), ette équation s'érit :
∂ΩF = {(y, w) ∈ V0 × (C, 0) , ℜ(w)−H(Φ−1(y),Φ−1(y)) = 0}
Cela termine la desription de ∂ΩF .
On retrouve la desription de [BL1℄. En eet, en dimension 1, le stabilisateur
d'un point ritique de σ est ylique d'ordre m = 2, 3, 4 ou 6. L'appliation Φ
est alors donnée par t˜ 7→ y = t˜m et l'équation de ∂ΩF s'érit ∂ΩF = {(y, v) ∈
(C, 0)× (C, 0), |y| 2m = ℜ(v)}.
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5 Exemple de Lattès en dimension 2
5.1 Les ouples (A2, G) tels que A2/G ≃ P2
La liste de es ouples et les valeurs ritiques du passage au quotient A2 → P2
sont dus à Kaneko, Tokunaga et Yoshida (f [KTY℄) :
1. (Aω ×Aω, G(2, 1, 2)), 4 droites et une quadrique
2. (Aρ ×Aρ, G(3, 1, 2)), 3 droites et une quadrique
3. (Ai ×Ai, G(4, 1, 2)), idem
4. (Aρ ×Aρ, G(6, 1, 2)), idem
5.
(
Ai × Ai, 〈G(4, 2, 2), 1+i2
(
1
1
)〉), 6 droites
6. (Aω ×Aω,S3), la ourbe duale d'une ubique non singulière
où Aω désigne le tore assoié au réseau Z + ωZ, G(m, p, 2) le groupe engendré par
les matries : (
0 1
1 0
) (
0 e
2ipi
m
e−
2ipi
m 0
) (
e
2ippi
m 0
0 1
)
et S3 la représentation de S3 suivante :(
1 0
0 1
) ( −1 −1
0 1
) (
0 1
1 0
) (
1 0
−1 −1
) ( −1 −1
1 0
) (
0 1
−1 −1
)
Toutes es situations induisent des exemples de Lattès (prendre D = n.Id). A
titre d'exemple, donnons une équation de la singularité de ∂ΩF en z0 = σ˜{0, u0} pour
le premier ouple. D'après le théorème 3.13 de [F℄, une base de C[X, Y ]G onsiste
en la donnée de deux polynmes homogènes (P,Q) dont la jaobienne n'est pas
identiquement nulle, et tels que le produit de leur degré soit égal au ardinal du
groupe G. Les polynmes P (X, Y ) = X2 + Y 2 et Q(X, Y ) = X2Y 2 vérient es
onditions. On obtient l'expression :
Φ :
(C2, 0)/G → (C2, 0)
(X, Y ) 7→ (θ1 = X2 + Y 2, θ2 = X2Y 2)
Les relations oeients-raines d'un polynme du seond degré fournissentX2, Y 2 ∈
{−θ1±
√
θ2
1
−4θ2
2
}. La forme H est un multiple de la forme standard, puisqu'elle est in-
variante par G(2, 1, 2) (f lemme 3.1). Une équation de la singularité s'érit don
∂ΩF = {(θ, v) ∈ (C2, 0)× (C, 0),
∣∣∣∣ θ1 +
√
θ21 − 4θ2
∣∣∣∣+
∣∣∣∣ θ1 −
√
θ21 − 4θ2
∣∣∣∣ = ℜ(v)}
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5.2 Quelques exemples de Lattès
Un endomorphisme holomorphe f de Pk est dit ritiquement ni si l'orbite⋃
n≥1 f
n(Cf ) de son ensemble ritique Cf est algébrique. Un exemple de Lattès est
une appliation ritiquement nie :
Lemme 5.1 Soit f un exemple de Lattès de Pk vériant σ◦D = f ◦σ. Alors PC(f)
est ontenu dans l'ensemble algébrique des valeurs ritiques de σ.
Démonstration : Pour tout n, on a σ ◦Dn = fn ◦σ. Si x ∈ Cf , fn ◦σ branhe aux
points de σ−1{x}. Puisque Dn est un revêtement, σ branhe aux points de Dnσ−1{x}
et fn(x) est une valeur ritique de σ. ✷
Proposition 5.2 Les endomorphismes ritiquement nis suivants sont des exem-
ples de Lattès :
P2 −→ P2
f1 : [x : y : z] 7−→ [(−x+ y + z)2 : (x− y + z)2 : (x+ y − z)2]
f2 : [x : y : z] 7−→ [(x− y + z)2 : (−x+ y + z)2 : (x+ y − z)2]
f3 : [x : y : z] 7−→ [(x+ y − z)2 : (−x+ y + z)2 : (x− y + z)2]
Ils sont semi-onjugués par la situation 5 de la lassiation aux dilatations :
D1 =
√
2
(
e
ipi
4 0
0 e
ipi
4
)
, D2 =
√
2
(
1√
2
1√
2
1√
2
−1√
2
)
, D3 =
√
2
(
1√
2
1√
2
i√
2
−i√
2
)
Démonstration : On note ℘ la fontion de Weierstrass assoiée au réseau Z+ iZ
et θ[a b] les fontions thêta de Riemann pour e même réseau. Leurs diviseurs sont
respetivement 2[1+i
2
] − 2[0] et [i(a + 1
2
) + (b + 1
2
)] (f [D℄, Chap.II, 2). Soit θjk
la fontion θ[ j
2
k
2
]. Puisque θ200 et θ
2
11 sont de même type, il existe c ∈ C tel que
℘ = c.θ200.θ
−2
11 . L'appliation de passage au quotient de la situation 5 s'érit :
σ(x, y) = [(c2.θ200(x).θ
2
00(y) + α
2.θ211(x).θ
2
11(y))
2
: (c2.θ400(x)− α2.θ411(x)) .
(c2.θ400(y)− α2.θ411(y)) : (c2.θ200(x).θ200(y)− α2.θ211(x).θ211(y))2]
C'est l'appliation donnée dans [KTY℄, exprimée à l'aide de fontions thêta, et om-
posée par l'automorphisme [X : Y : Z] 7→ [X : X−α2Y : Z] de P2. La démonstration
onsiste à vérier les relations σ ◦Di = fi ◦σ. Nous aurons besoin des identités suiv-
antes :
1. ℘x.℘x+ix = − i2 . (℘2x − α2)
2. (℘x − ℘y)2.℘x+y.℘x−y = (℘x.℘y + α2)2
3. (℘x − ℘y)2. (℘x+y + ℘x−y) = 2. (℘x + ℘y) (℘x.℘y − α2)
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Elles proviennent des relations ℘′x
2 = 4.℘x.(℘
2
x −α2), ℘ix = −℘x, ℘−x = ℘x, et de la
formule d'addition :
(℘x − ℘y)2.℘x+y = 1
4
(℘′x − ℘′y)2 − (℘x + ℘y)(℘x − ℘y)2
Vérions la première. On a :
℘x.℘x+ix.(℘x − ℘ix)2 = ℘x.14(℘′x− ℘′ix)2− ℘x.(℘x + ℘ix)(℘x −℘ix)2 = ℘x. (1−i)
2
4
.℘′x
2 =
−2i.℘x2.(℘2x − α2). La onlusion vient de l'autre identité ℘x.℘x+ix.(℘x − ℘ix)2 =
℘x.℘x+ix.4.℘
2
x.
Passons à la deuxième :
(℘x − ℘y)2.℘x+y.(℘x − ℘y)2.℘x−y = (℘x − ℘y)2.℘x+y.(℘x − ℘−y)2.℘x−y =(
1
4
(℘′x − ℘′y)2 − (℘x + ℘y)(℘x − ℘y)2
) (
1
4
(℘′x − ℘′−y)2 − (℘x + ℘−y)(℘x − ℘−y)2
)
=(
1
4
(℘′x
2 + ℘′y
2)− (℘x + ℘y)(℘x − ℘y)2
)2 − (1
2
.℘′x.℘
′
y
)2
=(
℘x.(℘
2
x − α2) + ℘y.(℘2y − α2)− (℘x + ℘y)(℘x − ℘y)2
)2−4℘x.℘y.(℘2x−α2)(℘2y−α2) =(
℘3x − α2.℘x + ℘3y − α2.℘y − (℘x + ℘y)(℘2x − 2℘x.℘y + ℘2y)
)2
−4℘x.℘y.(℘2x−α2)(℘2y−α2) =(
℘x.(℘
2
y − α2) + ℘y.(℘2x − α2)
)2 − 4℘x.℘y.(℘2x − α2)(℘2y − α2) =(
℘x.(℘
2
y − α2)− ℘y.(℘2x − α2)
)2
= (℘x − ℘y)2 (℘x.℘y + α2)2
La dernière relation provient de :
(℘x − ℘y)2. (℘x+y + ℘x−y) = (℘x − ℘y)2.℘x+y + (℘x − ℘−y)2.℘x−y =
1
4
(℘′x − ℘′y)2 − (℘x + ℘y).(℘x − ℘y)2 + 14(℘′x − ℘′−y)2 − (℘x + ℘−y).(℘x − ℘−y)2 =
2.
(
1
4
.(℘′2x + ℘
′2
y)− (℘x + ℘y).(℘x − ℘y)2
)
=
2.
(
℘x.(℘
2
x − α2) + ℘y.(℘2y − α2)− (℘x + ℘y)(℘x − ℘y)2
)
On retrouve ette expression dans les aluls de la relation 2. Elle est égale à :
2.
(
℘x.(℘
2
y − α2) + ℘y.(℘2x − α2)
)2
= 2. (℘x + ℘y) (℘x.℘y − α2)
Cas de l'endomorphisme f1 :
Le diviseur des fontions thêta c.θ200((1+i).x) et c
2.θ400(x)−α2.θ411(x) vaut 2[12 ]+2[ i2 ].
Celui de θ211((1+ i)x) et c.θ
2
00(x).θ
2
11(x) vaut 2[0]+2[
1+i
2
]. Il existe don des fontions
thêta ϕj telles que :
c.θ200((1 + i)x) = ϕ0(x). (c
2.θ400(x)− α2.θ411(x))
θ211((1 + i)x) = ϕ1(x).c.θ
2
00(x).θ
2
11(x)
En divisant es deux expressions, la relation 1 donne ϕ0 = − i2 .ϕ1. Les premières et
dernières oordonnées de σ ◦D1 s'érivent alors : (ǫ vaut respetivement −1, 1)(−1
4
.ϕ1(x).ϕ1(y)
)2 {(c2.θ400(x)− α2.θ411(x))(c2.θ400(y)− α2.θ411(y))
4.ǫ.α2.c2.θ200(x).θ
2
11(x).θ
2
00(y).θ
2
11(y)}2
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et oïnident ave
(−1
4
.ϕ1(x).ϕ1(y)
)2
.(σ2 + ǫ.(σ3 − σ1))2, où σk est la k-ième oor-
donnée de σ. La deuxième oordonnée est égale à :(−1
4
.ϕ1(x).ϕ1(y)
)2
.{(c2.θ400(x)− α2.θ411(x))2 + 4.α2. (c.θ200(x).θ211(x))2}.
{(c2.θ400(y)− α2.θ411(y))2 + 4.α2. (c.θ200(y).θ211(y))2} =
(−1
4
.ϕ1(x).ϕ1(y)
)2
. ((c2.θ400(x) + α
2.θ411(x)) . (c
2.θ400(y) + α
2.θ411(y)))
2
et oïnide ave
(−1
4
.ϕ1(x).ϕ1(y)
)2
.(σ1 − σ2 + σ3)2.
Cas de l'endomorphisme f2 :
On érit σ sous la forme :
σ(x, y) = [(℘x.℘y + α
2)2 : (℘2x − α2)(℘2y − α2) : (℘x.℘y − α2)2]
Ave la relation 2, les premières et dernières oordonnées de D2 ◦ σ multipliées par
(℘x − ℘y)4 s'érivent : (ǫ vaut respetivement 1,−1)
(℘x − ℘y)4
(
℘x+y.℘x−y + ǫ.α
2
)2
=
((
℘x.℘y + α
2
)2
+ ǫ.α2. (℘x − ℘y)2
)2
et oïnident ave (σ1 + ǫ.(σ3 − σ2))2. On utilise ensuite les relations 2 et 3 pour la
deuxième oordonnée multipliée par (℘x − ℘y)4 :
(℘x − ℘y)4 .(℘x+y − α).(℘x−y − α).(℘x+y + α).(℘x−y + α) =
(℘x − ℘y)4 . ((℘x+y.℘x−y + α2)− α.(℘x+y + ℘x−y)) .
((℘x+y.℘x−y + α2) + α.(℘x+y + ℘x−y)) =
(℘x − ℘y)4 .
(
(℘x+y.℘x−y + α2)
2 − α2. (℘x+y + ℘x−y)2
)
=
((℘x.℘y + α
2)2 + α2.(℘x − ℘y)2)2 − 4α2. (℘x + ℘y)2 (℘x.℘y − α2)2 =
((℘x.℘y − α2)2 + α2.(℘x + ℘y)2)2 − 4α2. (℘x + ℘y)2 (℘x.℘y − α2)2 =
((℘x.℘y − α2)2 − α2.(℘x + ℘y)2)2 = (σ3 + (σ2 − σ1))2
Cas de l'endomorphisme f3 :
On le déduit de l'expression de f2 et de l'identité ℘i(x−y) = −℘x−y. Les premières et
dernières oordonnées sont permutées, la deuxième reste inhangée. ✷
Remarque 5.3 Des aluls analogues sont menés dans [U1℄ pour l'endomorphisme
f1. Notre apport est de traiter les endomorphismes f2, f3 et d'utiliser [KTY℄ an de
montrer que f1, f2 et f3 sont des exemples de Lattès.
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5.3 Un endomorphisme ritiquement ni qui n'est pas un ex-
emple de Lattès
Proposition 5.4 L'endomorphisme ritiquement ni :
g :
P2 → P2
[x : y : z] 7→ [(x− 2y)2 : (x− 2z)2 : x2]
n'est pas un exemple de Lattès.
Démonstration : Regardons la dynamique de l'ensemble ritique de g dont les
omposantes sont {X = 0}, {2Y = X}, {2Z = X} :
{X = 0} // {Z = 0} // {Y = Z} //

{X = Y }
{2Y = X}
OO
{X = Z}
88ppppppppppp
{2Z = X} // {Y = 0}
88qqqqqqqqqq
L'orbite post ritique ontient 6 droites. Si 'est un exemple de Lattès, il est nées-
sairement assoié à la inquième situation de la lassiation du paragraphe 5.1,
d'après le lemme 5.1. Supposons alors que g fasse ommuter :
Ai ×Ai D //
σ

Ai × Ai
σ

P2
g // P2
On a don modulo 〈G(4, 2, 2), 1+i
2
(
1
1
)〉 :
{(x, x+ 1+i
2
)} D //
σ

{(x, ix+ 1+i
2
)}
σ

{X = 0} g // {Z = 0}
Le stabilisateur de {(x, ix+ 1+i
2
)} est d'ordre 2, engendré par
(
0 −i
i 0
)
. On obtient
alors une ontradition lorsque l'on ompare les multipliités dans le diagramme
préédent : σ ◦D est génériquement d'ordre 2 au voisinage de {(x, x + 1+i
2
)}, alors
que g ◦ σ est d'ordre supérieur, ar {X = 0} est dans l'ensemble ritique de g. ✷
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