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Multiplying Modular Forms
Martin H. Weissman
Abstract
The space of elliptic modular forms of fixed weight and level can be identified with a space
of intertwining operators, from a holomorphic discrete series representation of SL2(R) to
a space of automorphic forms. Moreover, multiplying elliptic modular forms corresponds
to a branching problem involving tensor products of holomorphic discrete series represen-
tations.
In this paper, we explicitly connect the ring structure on spaces of modular forms with
branching problems in the representation theory of real semisimple Lie groups. Further-
more, we construct a family of intertwining operators from discrete series representations
into tensor products of other discrete series representations. This collection of intertwin-
ing operators provides the well-known ring structure on spaces of holomorphic modular
forms.
An analytic subtlety prevents this collection of intertwining operators from directly
yielding a ring structure on some spaces of modular forms. We discuss discrete decompos-
ability, and its role in constructing ring structures.
Introduction
One of the easiest ways to construct a cuspidal elliptic modular form is by multiplying and adding
Eisenstein series. For example, a cusp form of weight 12 is given by ∆ = g32 − 27g
2
3 , where g2 and
g3 are Eisenstein series of weights 4 and 6, respectively. The fact that elliptic modular forms can be
multiplied is practically obvious – but it relies on the fact that the product of holomorphic functions
is again holomorphic. Multiplication of modular forms extends, without difficulty, to multiplying
Siegel modular forms, and more generally, to multiplying scalar-valued holomorphic modular forms
on tube domains.
In Remarque 2.1.4 of [3], Deligne notices a connection between multiplication of elliptic modular
forms and the tensor product of two holomorphic discrete series representations. Motivated by this
observation, we approach the problem of multiplying modular forms as a branching problem for
tensor products of discrete series representations. In expanding on Deligne’s remark, we attempt to
answer two questions:
i) What is the precise connection between branching problems in representation theory and mul-
tiplication of modular forms? Specifically, what statements from representation theory allow
the construction of a ring of modular forms?
ii) How, and when, can one find a canonical embedding of one discrete series representation into
the tensor product of two other discrete series representations of a real semisimple Lie group?
It is far from clear whether one can multiply non-holomorphic modular forms. For example, one
might try to multiply those modular forms on the split group of type G2 considered by Gross, Gan,
and Savin in [4], or those on the split group of type D4 in [18]. Most generally, we are interested
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in multiplying modular forms, whose associated representation of a real semisimple group is in the
discrete series. The “algebraic modular forms” of Gross [5], where the associated real semisimple
group is compact, can be multiplied by results of Khuri-Makdisi [8]. This paper can be seen as
a generalization of his results, from finite-dimensional representations of compact Lie groups, to
holomorphic discrete series representations of semisimple Lie groups, and an attempt to generalize
to other discrete series.
One of our main results is a canonical embedding of a discrete series representation in the tensor
product of two others. The existence of an embedding follows directly from work of Vargas [15];
using the analytic results of Ørsted-Vargas [11], we are able to make such an embedding canonical.
We finish this paper by describing how our representation-theoretic multiplication corresponds
to more classical multiplication of modular forms. This expands on Deligne’s remark.
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Notation
G will always denote a connected semisimple algebraic group over Q. Then we let g denote its
complexified Lie algebra: g = Lie(G)⊗QC. Let U denote the universal enveloping algebra of g, and
Z the center of U.
We write G for G(R), viewed as a semisimple real Lie group. Note that G is connected with
finite center. Let K denote a maximal compact subgroup of G; K is then a connected compact Lie
group. Γ will denote an arithmetic subgroup of G(Q).
All vector spaces will be complex vector spaces; all representations will be on complex vector
spaces, and all tensor products will be over C. If H is a group, and V, V ′ are representations of H,
then we write V ⊠V ′ for the “external tensor product” representation of H×H. On the other hand,
we write V ⊗ V ′ for the usual tensor product of representations, i.e., the restriction of V ⊠ V ′ to
the diagonally embedded H in H ×H.
If U, V,W are (complex) vector spaces, then there are canonical isomorphisms which we name:
can:U → C⊗ U,
comm:U ⊗ V → V ⊗ U,
assoc: (U ⊗ V )⊗W → U ⊗ (V ⊗W ).
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1. Automorphic and Modular Forms
The definition of an automorphic form varies slightly from one source to another. We follow the
definition contained in the article of Borel and Jacquet [1]. Our definition of modular forms is based
on that of Gross, Gan, and Savin [4].
1.1 (g,K)-modules
The definition of a (g,K)-module is taken from Borel-Wallach [2].
Definition 1.1. A (g,K)-module is a complex vector spaceW , endowed with simultaneous actions
of g and K (meaning a Lie algebra homomorphism dπ: g → EndC(W ) and a group homomorphism
πK :K → GL(W )), satisfying the following axioms
– W is locally finite and semisimple as a K-module.
– For all X ∈ g, all k ∈ K, and all w ∈W ,
πK(k)(dπ(X)w) = dπ[Ad(k)(X)](πK (k)w).
– If W ′ ⊂ W is a K-stable finite-dimensional subspace of W , then the representation of K on
W ′ is differentiable, and the resulting action d(πK) of k agrees with the restriction (dπ)|k of
dπ.
If W is a (g,K)-module, then the Lie algebra action of g extends canonically to an action of
the universal enveloping algebra U. We say that W has an infinitesimal character if there exists a
homomorphism ω:Z→ C such that Zw = ω(Z) · w, for all Z ∈ Z, and all w ∈W .
Definition 1.2. A Harish-Chandra module is a (g,K)-moduleW , such thatW is finitely generated
as a U-module, and such that every irreducible representation of K occurs with finite multiplicity
in W .
If W is an irreducible Harish-Chandra module, then W has an infinitesimal character.
Definition 1.3. A unitary structure on a (g,K)-module W is a positive non-degenerate scalar
product 〈·, ·〉 on W , which satisfies:
– For all k ∈ K, and all v,w ∈W , 〈πK(k)v, πK(k)w〉 = 〈v,w〉.
– For all X ∈ g, and all v,w ∈W , 〈dπ(X)v,w〉 + 〈v, dπ(X)w〉 = 0.
Definition 1.4. A weight is an irreducible Harish-Chandra module W , endowed with a unitary
structure.
As tensor products of (g,K)-modules arise often, we fix a few definitions here. First, there exists
a unique associative algebra homomorphism ∆:U→ U⊗U, which satisfies ∆(X) = 1⊗X +X ⊗ 1,
for all X ∈ g. Thus, if W1 and W2 are (g,K)-modules, the tensor product W1 ⊗W2 is endowed
with a natural U action as well as a K action via this diagonal embedding. This makes the tensor
product W1 ⊗W2 a (g,K) module as well.
1.2 Automorphic and Modular Forms
Here, we recall the definition of automorphic forms given by Borel-Jacquet in [1]. Fix a finite-
dimensional complex representation σ:G → GL(E), with finite kernel and closed image. Fix a
σ(K)-invariant Hilbert space structure on E. Define, for all g ∈ G,
‖g‖ =
√
|tr(σ(g)∗σ(g))|.
Here σ(g)∗ denotes the adjoint to σ(g), with respect to the chosen Hilbert space structure.
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Definition 1.5. An automorphic form on G (with respect to Γ) is a complex-valued function
f ∈ C∞(Γ\G) such that:
i) f has moderate growth. In other words, there exists a positive integer n, and a constant C
such that:
|f(g)| 6 C · ‖g‖n , for all g ∈ G.
ii) f is K-finite on the right.
iii) f is Z-finite on the right.
We write A(Γ\G) for the complex vector space of automorphic forms on Γ\G. This space is a
(g,K)-module, by right-translation. Since it will be convenient later, we also define:
Definition 1.6. A relaxed automorphic form on G (wish respect to Γ) is a complex-valued function
f ∈ C∞(Γ\G) such that conditions (1) and (2), described above, are satisfied.
We write Arel(Γ\G) for the complex vector space of relaxed automorphic forms on Γ\G. This
space is also a (g,K)-module, by right-translation.
Modular forms arise from irreducible (g,K)-submodules of A(Γ\G). Let W be a weight, i.e., an
irreducible unitary Harish-Chandra module.
Definition 1.7. A modular form on Γ\G, of weight W , is a homomorphism F of (g,K)-modules
from W to A(Γ\G).
The space of modular forms of weight W is given by:
M(Γ\G,W ) = Hom(g,K)(W,A(Γ\G)).
We may also define relaxed modular forms:
Definition 1.8. A relaxed modular form on Γ\G, of weight W , is a homomorphism F of (g,K)-
modules from W to Arel(Γ\G).
The space of relaxed modular forms of weight W is given by:
Mrel(Γ\G,W ) = Hom(g,K)(W,Arel(Γ\G)).
However, it turns out that relaxed modular forms are no different than ordinary modular forms:
Proposition 1.9. Every relaxed modular form is a modular form. In other words, Mrel(Γ\G,W ) =
M(Γ\G,W ).
Proof. Suppose that F ∈ Mrel(Γ\G,W ). We must show that, for all w ∈ W , the relaxed automor-
phic form F (w) is Z-finite. Since W is a weight, it has an infinitesimal character ω. Since F is a
(g,K)-module homomorphism, it is Z-intertwining. Therefore, for all Z ∈ Z, we have:
ZF (w) = F (Zw) = ω(Z) · F (w).
Hence F (w) is trivially Z-finite.
2. Multiplication
Hereafter, we omit mention of Γ and G, when it does not reduce clarity.
Suppose that W1 and W2 are weights (irreducible unitary Harish-Chandra modules). We are
interested in the following question: under what circumstances does there exist a weight W , and a
natural C-bilinear operation:
M(W1)⊗M(W2)→M(W )?
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2.1 Multiplying automorphic forms
If f1, f2 ∈ A = A(Γ\G), let m(f1, f2) = f1 · f2 denote the pointwise product. This extends to a
bilinear map:
m:A⊗A→ C∞(Γ\G).
Proposition 2.1. The map m is a homomorphism of (g,K)-modules. The image of m is contained
in the space Arel of relaxed automorphic forms.
Proof. The bilinear form m is a morphism of (g,K)-modules, since multiplication is compatible
with right-translation. In other words, translation on the right by K is preserved by multiplication.
Furthermore, if X ∈ g, then we have:
X(f1 · f2) = (Xf1) · f2 + f1 · (Xf2) = m ((X ⊗ 1 + 1⊗X)(f1 ⊗ f2)) .
Now, we check that if f1, f2 ∈ A, then f = f1 · f2 ∈ Arel. Since f1, f2 have moderate growth, we
have:
|f(g)| = |f1(g)||f2(g)| 6 C1C2 · ‖g‖
n1+n2 ,
where C1, C2, n1, n2 are the appropriate constants of moderate growth for f1, f2. It follows that f
has moderate growth.
Finally, let Φ1,Φ2,Φ denote the complex vector spaces spanned by the K-translates of f1, f2,
and f , respectively. Then Φ ⊂ m(Φ1 ⊗ Φ2), and Φ1 and Φ2 are finite-dimensional. Hence Φ is
finite-dimensional.
The above proposition states that the product of two automorphic forms is almost an automor-
phic form; the only condition missing is Z-finiteness.
2.2 Multiplying modular forms
Suppose that we are given three weights W,W1,W2, and a homomorphism of (g,K)-modules:
µ1,2:W →W1 ⊗W2.
Then we may define a bilinear map:
m1,2 = Co(µ1,2):M(W1)⊗M(W2)→Mrel(W ),
by m1,2(F1, F2) = F , where
F = m ◦ [F1 ⊗ F2] ◦ µ1,2,
following the sequence of maps:
W
µ1,2 //
F
22W1 ⊗W2
F1⊗F2 // A⊗A
m // Arel
Indeed, F is a (g,K)-module homomorphism, as a composite of three (g,K)-module homomor-
phisms. Since Mrel(W ) = M(W ), we arrive at:
Proposition 2.2. If F1 ∈ M(W1), and F2 ∈M(W2), then F = m1,2(F1, F2) ∈ M(W ). In this way,
we get a linear map:
Co:Hom(g,K)(W,W1 ⊗W2)→ HomC(M(W1)⊗M(W2),M(W )).
.
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2.3 A graded ring
Suppose that C is a commutative monoid, with unit element 0. If λ1, λ2 ∈ C, we write λ1 + λ2 for
the composition. A C-graded ring (over C), is a commutative unital C-algebra R, together with an
isomorphism of vector spaces:
R =
⊕
λ∈C
Rλ,
for subspaces Rλ of R, satisfying:
∀λ1, λ2 ∈ C,Rλ1 · Rλ2 ⊂ Rλ1+λ2 .
We also assume that R0 = C. To construct such an algebra, it suffices to define the collection of
vector spaces Rλ, and the bilinear multiplication maps among them.
In order to construct a C-graded ring of modular forms, we require the following: suppose that
for every λ ∈ C, one has an weight Wλ. Suppose thatW0 = C is the trivial Harish-Chandra module.
Moreover, suppose we are given, for every pair λ1, λ2, a homomorphism of (g,K)-modules:
µλ1,λ2 :Wλ1+λ2 →Wλ1 ⊗Wλ2 .
We refer to the set {µλ1,λ2}λ1,λ2∈C as the family of comultiplications. Define the graded vector
space MC =
⊕
λ∈C M(Wλ). Then we have a set of multiplications on MC via the bilinear maps
mλ1,λ2 = Co(µλ1,λ2) on each graded piece of M. This makes MC a C-graded ring if and only if the
family of comultiplications satisfy the following axioms:
Co-identity For all λ, there is an equality of maps:
Wλ
µ0,λ --
can 11 C⊗Wλ
Co-commutativity For all λ1, λ2 ∈ C, and λ = λ1 + λ2, the following diagram commutes:
Wλ1 ⊗Wλ2OO
comm

Wλ
µλ1,λ2
66nnnnnnnn
µλ2,λ1 ((P
PP
PP
PP
P
Wλ2 ⊗Wλ1
Co-associativity For all λ1, λ2, λ3 ∈ C, the following diagram commutes:
Wλ1+λ2+λ3
µλ1,λ2+λ3 //Wλ1 ⊗Wλ2+λ3
Id⊗µλ2,λ3 //Wλ1 ⊗ (Wλ2 ⊗Wλ3)OO
assoc

Wλ1+λ2+λ3
µλ1+λ2,λ3 //Wλ1+λ2 ⊗Wλ3
µλ1,λ2⊗Id// (Wλ1 ⊗Wλ2)⊗Wλ3
3. Compact Groups
Our first task will be to consider tensor products of representations of K, a maximal compact
subgroup of G. In this section, we use the Borel-Weil realization of representations of K, in order to
construct canonical embeddings of some representations of K in tensor products of others. While
essentially contained in [8], we review these ideas thoroughly here as it will be important in what
follows.
3.1 Representations of K
Recall that G is a connected semisimple Lie group, with finite center, and K is a maximal compact
subgroup of G. In particular, K is also connected. Let T be a maximal torus in K. Assume hereafter
6
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that G has the same rank as K, so T is also a maximal torus in G.
We write Λ for the abelian group Homalg(TC,C
×). Fix a Borel subgroup QC of KC containing
TC, with unipotent racical UC. Let U
−
C denote the unipotent radical of the opposite Borel subgroup.
Let ∆+k denote the associated set of positive roots, for the adjoint action of TC on qC. Let Λ
+
k
denote the associated cone of dominant weights in Λ:
Λ+k = {λ ∈ Λ such that ∀δ ∈ ∆
+
k , 〈λ, δ〉 > 0}.
We recall the famous Borel-Weil theorem that realizes the irreducible representations of K in
the cohomology of a flag variety. This realization is particularly important, since we need some
compatibilities among different representations.
The compact quotient X = K/T may be identified with KC/QC, and may thus be considered as
a complex projective variety. Suppose that λ ∈ Λ. Extend λ to a homomorphism from QC to C
×,
by having UC sent to 1.
Let O(−λ) denote the line bundle onX associated to the character −λ. The holomorphic sections
of O(−λ) consist of those holomorphic functions h:KC → C satisfying:
h(kq) = λ(q) · h(k) for all k ∈ KC, q ∈ QC.
We write H0(X,O(−λ)) for this space of holomorphic sections.
The complex vector space H0(X,O(−λ)) is a finite-dimensional representation of K, where K
acts by left-translation τ = τλ:
[τ(k)f ](x) = f(k−1x).
We recall the following theorem, which we believe originally appeared in [14]; we refer to Knapp’s
book [9] for a treatment as well:
Theorem 3.1 (Borel-Weil). Suppose that λ ∈ Λ+k . Then Hλ = H
0(X,O(−λ)) is an irreducible
representation of K with highest weight λ.
The Borel-Weil realization of the irreducible representations of K also fixes a number of auxiliary
structures. First, the representations Hλ are endowed with natural Hilbert space structures. Namely,
if h1, h2 ∈ Hλ, then we may define:
〈h1, h2〉λ =
∫
K
h1(k)h2(k)dk.
Here we normalize Haar measure so that K has measure 1. Note that this inner product is K-
invariant.
The λ weight space of Hλ is one-dimensional. Moreover, the Borel-Weil realization yields two
natural choices of highest-weight vectors.
Proposition 3.2. There exists a unique highest-weight vector hλ ∈ Hλ, which satisfies hλ(1) = 1.
Proof. Any highest-weight vector hλ not only satisfies hλ(kq) = λ(q)h(k) for all q ∈ QC, but also
hλ(u
−k) = hλ(k), for all u
− in U−C . Thus the values of a highest-weight vector on the open Bruhat
cell U−CQC are nonzero complex multiples of the value at 1. It follows that any nonzero highest-
weight vector hλ satisfies hλ(1) 6= 0. Since the highest-weight space is one-dimensional, there is a
unique highest-weight vector hλ ∈ Hλ, which additionally satisfies hλ(1) = 1.
Proposition 3.3. There exists a unique highest-weight vector h∨λ ∈ Hλ, which satisfies 〈h
∨
λ , h〉 =
h(1), for all h ∈ Hλ.
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Proof. The map h 7→ h(1) is a linear functional on the finite-dimensional Hilbert space Hλ. Hence
there exists a unique h∨λ ∈ Hλ which satisfies:
〈h∨λ , h〉 = h(1), for all h ∈ Hλ.
Moreover, the K-invariance of the inner product yields:
〈τ(t)h∨λ , h〉 = 〈h
∨
λ , τ(t)
−1h〉 = h(t) = λ(t)h(1),
for all t ∈ T . Hence h∨λ is a highest-weight vector in Hλ.
Note that 〈h∨λ , hλ〉 = 1. We can also compute the following:
Proposition 3.4. Let dλ = dim(Hλ). Then we have:
〈hλ, hλ〉 = d
−1
λ , and 〈h
∨
λ , h
∨
λ 〉 = dλ.
Proof. We may use the Schur orthogonality relations to compute this inner product:
〈hλ, hλ〉 =
∫
K
hλ(k)hλ(k)dk,
=
∫
K
〈h∨λ , τ(k)
−1hλ〉〈h
∨
λ , τ(k)
−1hλ〉dk,
=
∫
K
〈τ(k)h∨λ , hλ〉〈τ(k)h
∨
λ , hλ〉dk,
=
1
dλ
〈h∨λ , h
∨
λ 〉〈hλ, hλ〉.
Since 〈hλ, hλ〉 is real and nonzero, we arrive at:
〈h∨λ , h
∨
λ 〉 = dλ.
Since hλ is a scalar multiple of h
∨
λ , and 〈hλ, h
∨
λ 〉 = 1, we deduce:
〈hλ, hλ〉 = d
−1
λ .
3.2 Tensor products of Borel-Weil representations
Consider the tensor product Hλ1 ⊗Hλ2 , for two dominant weights λ1, λ2. Let λ = λ1+λ2. Then we
find a natural map:
µ∗λ1,λ2 :Hλ1 ⊗Hλ2 → Hλ.
This map is defined by extending the following linearly:
µ∗λ1,λ2(h1 ⊗ h2) = h1 · h2.
This map is K-intertwining and nonzero. Moreover, evaluating at the identity yields:
µ∗λ1,λ2(hλ1 ⊗ hλ2) = hλ.
Since we have natural K-invariant Hilbert structures on every space Hλ, we may dualize µ
∗
λ1,λ2
to obtain nonzero K-intertwining maps:
µλ1,λ2 :Hλ → Hλ1 ⊗Hλ2 .
Let 〈·, ·〉λ1⊗λ2 denote the inner product on Hλ1 ⊗Hλ2 given on simple tensors by:
〈h1 ⊗ h2, h
′
1 ⊗ h
′
2〉λ1⊗λ2 = 〈h1, h
′
1〉λ1 · 〈h2, h
′
2〉λ2 .
8
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Then, for all h ∈ Hλ, µλ1,λ2(h) satisfies, for all h1 ∈ Hλ1 , and h2 ∈ Hλ2 :
〈µλ1,λ2(h), h1 ⊗ h2〉λ1⊗λ2 = 〈h, h1 · h2〉λ1+λ2 .
In particular, µλ1,λ2(h
∨
λ ) is a vector in the λ weight space of Hλ1 ⊗ Hλ2 (which has dimension 1).
Moreover, we compute:
〈µλ1,λ2(h
∨
λ ), hλ1 ⊗ hλ2〉 = 〈h
∨
λ , hλ〉 = 1.
It follows that:
µλ1,λ2(h
∨
λ ) = h
∨
λ1
⊗ h∨λ2 .
Theorem 3.5. The family of K-intertwining maps {µλ1,λ2} satisfies the axioms of co-identity, co-
commutativity, and co-associativity.
Proof. Co-Identity: Note that H0 ∼= C consists only of the constant functions, since X is a
projective variety and has no global holomorphic functions besides constants. Hence we have, for
all f ∈ Hλ, all C ∈ H0, and f
′ ∈ Hλ:
〈µ0,λ(f), C ⊗ f
′〉0⊗λ = 〈f,Cf
′〉λ,
= 〈1⊗ f,C ⊗ f ′〉0⊗λ.
Thus µ0,λ(f) = 1⊗ f .
Co-Commutatitivity: Let λ = λ1 + λ2. For all f ∈ Hλ, all f1 ∈ Hλ1 , and all f2 ∈ Hλ2 , we
have:
〈µλ1,λ2(f), f1 ⊗ f2〉λ1⊗λ2 = 〈f, f1f2〉λ,
= 〈f, f2f1〉λ,
= 〈µλ2,λ1(f), f2 ⊗ f1〉λ2⊗λ1 .
It follows that comm ◦ µλ1,λ2 = µλ2,λ1 .
Co-Associativity: Suppose that f ∈ Hλ1+λ2+λ3 , and fi ∈ Hλi for i = 1, 2, 3. Define maps:
µλ1,(λ2,λ3) = (Id⊗ µλ2,λ3) ◦ µλ1,λ2+λ3 ,
µ(λ1,λ2),λ3 = (µλ1+λ2 ⊗ Id) ◦ µλ1+λ2,λ3 .
Then we compute:
〈µλ1,(λ2,λ3)(f), f1 ⊗ (f2 ⊗ f3)〉λ1⊗(λ2⊗λ3) = 〈µλ1,λ2+λ3(f), f1 ⊗ f2f3〉λ1⊗(λ2+λ3),
= 〈f, f1f2f3〉λ1+λ2+λ3 .
A similar computation yields:
〈µ(λ1,λ2),λ3(f), (f1 ⊗ f2)⊗ f3〉(λ1⊗λ2)⊗λ3 = 〈f, f1f2f3〉λ1+λ2+λ3 .
It follows that:
assoc ◦ µλ1,(λ2,λ3) = µ(λ1,λ2),λ3 .
The above proposition immediately shows that the “algebraic modular forms”, considered by
Gross in [5], form a graded ring. This was also proven, albeit in somewhat different language, but
by similar techniques, by Khuri-Makdisi in [8].
Corollary 3.6. Suppose that G is a connected semisimple algebraic group over Q, and G = G(R)
is compact. Then for any arithmetic (and hence finite) subgroup Γ ⊂ G, the space of modular forms
M(Γ\G) of all weights, forms a ring graded by the monoid of dominant weights of G.
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4. Noncompact Groups, Discrete series
In this section we find a family of comultiplications for discrete series representations of noncompact
groups. However, these intertwining operators arise in the category of unitary representations on
Hilbert spaces. A failure of discrete decomposability prevents these operators from yielding similar
operators in the category of (g,K)-modules, except in some very special cases.
Just as the construction for compact groups relied on a geometric realization of representations,
we rely on a geometric realization of discrete series representations here.
4.1 Realization of Discrete Series
Suppose that λ ∈ Λ+k . Let Hλ denote the irreducible representation of K with highest weight λ,
as defined in the previous section. Recall that τ = τλ denotes the action of K on Hλ by left-
translation. This yields a vector bundle over the symmetric space Y = G/K in the usual way; the
smooth sections are defined by:
C∞(Y,Hλ) = {f ∈ C
∞(G,Hλ) such that ∀k ∈ K, g ∈ G, f(gk) = [τλ(k
−1)](f(g))}.
We may define the space of L2 sections similarly, using the previously-defined Hilbert space
structure on every Hλ. The Killing form yields a measure on Y = G/K, normalizing the inner
product on L2 sections. If Ω denotes the Casimir element of Z, then define the space:
J(Y,Hλ) = {f ∈ [C
∞ ∩ L2](Y,Hλ) such that Ωf = (‖λ‖
2 − ‖ρ‖2)f}.
As explained in [11], based on the original work of [7] and extended by [16], we have:
Theorem 4.1. Suppose thatHλ is isomorphic to the lowest K-type of a discrete series representation
of G. Then J(Y,Hλ) is a closed subspace of L
2(Y,Hλ). When endowed with the resulting Hilbert
space structure and the left-translation action of G, J(Y,Hλ) is a irreducible unitary representation
of G, in the discrete series, with lowest K-type isomorphic to Hλ.
Hereafter, we define Jλ to be the subspace ofK-finite vectors in J(Y,Hλ), viewed as an irreducible
unitary Harish-Chandra module.
4.2 Tensor products of discrete series
Now, suppose that λ1, λ2 ∈ Λ
+
k , and λ = λ1 + λ2. Theorem 1 of [15] implies the following:
Proposition 4.2. Suppose that Hλ1 , Hλ2 , and Hλ are all lowest K-types of discrete series repre-
sentations of G. Then there exists a nonzero G-intertwining continuous embedding:
ν1,2: J(Y,Hλ) →֒ J(Y,Hλ1)⊗ˆJ(Y,Hλ2).
Proof. The completed tensor product J(Y,Hλ1)⊠ˆJ(Y,Hλ2) is a discrete series representation of
G×G, with lowest (K ×K)-type Hλ1 ⊠Hλ2 . Moreover, Hλ occurs in the restriction of Hλ1 ⊠Hλ2
from K ×K to K, as is well-known, and realized via the map µλ1,λ2 from before. Theorem 1 of [15]
applies, and yields the proposition immediately.
Unfortunately, the results and methods in [15] do not provide an explicit embedding of these
representations. However, results of [11] suggest that such an explicit embedding is possible.
We fix some specialized notation for restriction maps and tensor products. Suppose thatH1,H2,H3
are finite-dimensional representations of K. Suppose that j1, j2, j3 are sections of the associated bun-
dles: ji ∈ C
∞(Y,Hi) for i = 1, 2, 3. Then we may take the fibrewise tensor product; we write j1⊙ j2
for the element of C∞(Y,H1 ⊗H2), given by [j1 ⊙ j2](y) = j1(y) ⊗ j2(y). We use this notation to
distinguish this operation from the “external” tensor product j1 ⊗ j2 ∈ C
∞(Y,H1)⊗ C
∞(Y,H2).
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There are canonical isomorphsims:
commY :C∞(Y,H1 ⊗H2)→ C
∞(Y,H2 ⊗H1),
assocY :C∞(Y, (H1 ⊗H2)⊗H3)→ C
∞(Y,H1 ⊗ (H2 ⊗H3)).
We have the following properties of commutativity and associativity:
commY (j1 ⊙ j2) = j2 ⊙ j1,
assocY ((j1 ⊙ j2)⊙ j3)) = j1 ⊙ (j2 ⊙ j3).
Then, Theorem 1 of [11], together with the density of the algebraic tensor product in the com-
pleted tensor product, directly implies the following:
Proposition 4.3. The map j1 ⊗ j2 7→ j1 ⊙ j2 extends uniquely to a continuous G-intertwining
linear map of Hilbert spaces:
r: J(Y,Hλ1)⊗ˆJ(Y,Hλ2)→ L
2(Y,Hλ1 ⊗Hλ2).
Proof. The map j1 ⊗ j2 7→ j1 ⊙ j2 can be seen as the restriction, to the diagonally embedded
G ⊂ G×G, of an appropriate element of the Hotta-Parthasarathy realization of the discrete series
of G×G. Thus, Theorem 1 of [11] applies.
One has a G-intertwining continuous linear map, adjoint to restriction:
r⋆:L2(Y,Hλ1 ⊗Hλ2)→ J(Y,Hλ1)⊗ˆJ(Y,Hλ2).
Recall that there are canonical K-intertwining maps:
µλ1,λ2 :Hλ → Hλ1 ⊗Hλ2 ,
µ∗λ1,λ2 :Hλ1 ⊗Hλ2 → Hλ.
Applying µλ1,λ2 or µ
∗
λ1,λ2
fibrewise, It follows that there are continuous G-intertwining maps:
µYλ1,λ2 :L
2(Y,Hλ)→ L
2(Y,Hλ1 ⊗Hλ2),
µ∗Yλ1,λ2 :L
2(Y,Hλ1 ⊗Hλ2)→ L
2(Y,Hλ).
The maps µYλ1,λ2 are co-commutative and co-associative in the natural way, following the same
properties of µλ1,λ2 .
It follows that we may define:
Definition 4.4. There is a continuous G-intertwining map:
νλ1,λ2 = r
⋆ ◦ µYλ1,λ2 : J(Y,Hλ)→ J(Y,Hλ1)⊗ˆJ(Y,Hλ2).
If j ∈ J(Y,Hλ), then νλ1,λ2(j) is the unique element of J(Y,Hλ1)⊗ˆJ(Y,Hλ2), which satisfies:
〈νλ1,λ2(j), j1 ⊗ j2〉 = 〈µ
Y
λ1,λ2
j, j1 ⊙ j2〉,
for all j1 ∈ J(Y,Hλ1) and all j2 ∈ J(Y,Hλ2).
4.3 Discrete decomposability
In the category of unitary representations of G on Hilbert spaces, we have constructed a continuous
G-intertwining map:
νλ1,λ2 : J(Y,Hλ)→ J(Y,Hλ1)⊗ˆJ(Y,Hλ2).
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However, one may not construct an intertwining map of (g,K)-modules in the na¨ıve fashion. It is
true that one may pass the the subspaces of K-finite vectors, to get a map:
νλ1,λ2 : Jλ →
(
J(Y,Hλ1)⊗ˆJ(Y,Hλ2)
)K
.
However, the target of this map rarely coincides with Jλ1 ⊗ Jλ2 ; this reflects the difference between
K-finite vectors and (K ×K)-finite vectors. We are very thankful to Gordan Savin for pointing out
this difficulty.
The seriousness of this difficulty is illustrated by the following, which easily follows from deeper
results of Kobayashi [10]:
Proposition 4.5. The following conditions are equivalent:
i) The unitary representation J(Y,Hλ1)⊗ˆJ(Y,Hλ2) of G decomposes discretely, i.e., as a Hilbert
space direct sum of irreducible unitary representations of G.
ii) The space of K-finite vectors coincides with the K ×K-finite vectors, in the sense that:(
J(Y,Hλ1)⊗ˆJ(Y,Hλ2)
)K
= Jλ1 ⊗ Jλ2 .
iii) The intertwining map νλ1,λ2 restricts to a homomorphism of (g,K)-modules:
Jλ → Jλ1 ⊗ Jλ2 .
Proof. To check that (1) ⇒ (2), we assume that J(Y,Hλ1)⊗ˆJ(Y,Hλ2) decomposes discretely. Then,
using Theorem 4.2 of [10], and the fact that we work with discrete series representations, it follows
that the restriction of J(Y,Hλ1)⊗ˆJ(Y,Hλ2) to K is admissible. From this, it follows from Proposition
1.6 of [10] that the K-finite vectors coincide with the K ×K-finite vectors as needed.
The implication (2) ⇒ (3) is obvious, following our previous comments.
For the implication (3)⇒ (1), the irreducibility of Jλ, the nonvanishing of νλ1,λ2 (to be proven in
Theorem 4.12), and Lemma 1.5 of Kobayashi [10] imply that
(
J(Y,Hλ1)⊗ˆJ(Y,Hλ2)
)K
decomposes
discretely as a g-module (see Definition 1.1 of [10]). By Lemma 1.3 of [10], this implies a direct sum
decomposition: (
J(Y,Hλ1)⊗ˆJ(Y,Hλ2)
)K
=
∞⊕
i=1
Xi,
into orthogonal irreducible g-modules. By Theorem 4.2 of [10],
(
J(Y,Hλ1)⊗ˆJ(Y,Hλ2)
)
isK-admissible,
and so the Hilbert space J(Y,Hλ1)⊗ˆJ(Y,Hλ2) can be identified with the completion of its subspace
of K-finite vectors. Thus, we may identify this Hilbert space with the Hilbert space direct sum of
completions:
J(Y,Hλ1)⊗ˆJ(Y,Hλ2) =
⊕̂∞
i=1
X̂i.
The subspaces X̂i are irreducible unitary representations of G, since their underlying (g,K)-modules
are irreducible. Thus (3) ⇒ (1).
The conditions of the previous proposition are quite restrictive. They are satisfied for holo-
morphic discrete series representations, for example. Kobayashi gives many sufficient and practical
conditions for discrete decomposability, which we do not recall here. Instead, we simply give:
Definition 4.6. The pair λ1, λ2 is discretely decomposable, if the conditions of the previous propo-
sition are satisfied.
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4.4 The comultiplication data
We now prove that the family of comultiplications, given by νλ1,λ2 is well-behaved:
Proposition 4.7. Suppose that C is a submonoid of Λ+k , containing 0, such that for every 0 6= λ ∈
C, Hλ is isomorphic to the lowest K-type of a discrete series representation of G. Suppose that every
pair λ1, λ2 ∈ C is discretely decomposable. Then the family of comultiplications {νλ1,λ2}, among the
family of Harish-Chandra modules Jλ (λ ∈ C) has the properties of co-identity, co-commutativity,
and co-associativity.
Proof. Co-Identity: We always fix J0 = C, and we define the comultiplications ν0,λ to be the
canonical maps. Thus the property of co-identity is vacuous.
Co-Commutatitivity: Let λ = λ1 + λ2, with λ1, λ2 ∈ C. Fix j ∈ Jλ, j1 ∈ Jλ1 and j2 ∈ Jλ2 .
Then we have:
〈νλ1,λ2(j), j1 ⊗ j2〉, = 〈µ
Y
λ1,λ2
j, j1 ⊙ j2〉,
= 〈commY (µYλ1,λ2j), comm
Y (j1 ⊙ j2)〉,
= 〈µYλ2,λ1j, j2 ⊙ j1〉,
= 〈νλ2,λ1(j), j2 ⊗ j1〉.
Note that the middle step essentially relies on the co-commutativity of µλ1,λ2 . It follows that the
family {νλ1,λ2} is co-commutative.
Co-Associativity: Suppose that λ1, λ2, λ3 ∈ C. Suppose that j ∈ Jλ1+λ2+λ3 , and ji ∈ Jλi for
i = 1, 2, 3. Define maps:
νλ1,(λ2,λ3) = (Id⊗ νλ2,λ3) ◦ νλ1,λ2+λ3 ,
ν(λ1,λ2),λ3 = (νλ1,λ2 ⊗ Id) ◦ νλ1+λ2,λ3 .
Then we compute:
〈νλ1,(λ2,λ3)(j), j1 ⊗ (j2 ⊗ j3)〉 =
〈[
Id⊗ µYλ2,λ3
]
(νλ1,λ2+λ3j) , j1 ⊗ (j2 ⊙ j3)
〉
,
=
〈
νλ1,λ2+λ3j, j1 ⊗ µ
∗Y
λ2,λ3
(j2 ⊙ j3)
〉
,
=
〈
µYλ1,λ2+λ3j, j1 ⊙ µ
∗Y
λ2,λ3
(j2 ⊙ j3)
〉
,
=
〈
j, µ∗Yλ1,λ2+λ3
(
j1 ⊙ µ
∗Y
λ2,λ3
(j2 ⊙ j3)
)〉
,
=
〈
j, µ∗Yλ1+λ2,λ3
(
µ∗Yλ1,λ2(j1 ⊙ j2)⊙ j3
)〉
,
= 〈ν(λ1,λ2),λ3(j), (j1 ⊗ j2)⊗ j3〉.
We are using the associativity of the bilinear operations µ∗Y , which follows from ordinary asso-
ciativity of multiplication, and the Borel-Weil realization. It follows that the family {νλ1,λ2} is
co-associative.
The above proposition yields the following:
Proposition 4.8. Let C be any submonoid of Λ+k containing 0, such that for all 0 6= λ ∈ C, the
representation Hλ is isomorphic to the lowest K-type of some discrete series representation of G.
Suppose that every pair in C is discretely decomposable. Let MC =
⊕
λ∈C M(Jλ). Then the family
of comultiplications {νλ1,λ2} endow MC with the structure of a commutative ring.
Of course, for the ring MC to be interesting, we should expect the multiplication maps to be
non-trivial. In other words, we must prove that the comultiplications νλ1,λ2 are nonzero.
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4.5 Nonvanishing of intertwining operators
In order to prove that the maps νλ1,λ2 are nonzero, we use spherical trace functions. Essentially all
of the facts we use about spherical trace functions can be found in the excellent treatment of [17].
First, we fix some notation. Let i:Hλ →֒ J(Y,Hλ) denote the unique K-equivariant inclusion,
which is adjoint to the evaluation map (at the identity) ev: J(Y,Hλ)→ Hλ. Let p: J(Y,Hλ)→ i(Hλ)
denote the orthogonal projection onto the lowest K-type.
Similarly, let
I:Hλ1 ⊠Hλ2 → J(Y × Y,Hλ1 ⊠Hλ2)
denote the K ×K-equivariant inclusion adjoint to the evaluation map. Let
P: J(Y × Y,Hλ1 ⊠Hλ2)→ I (Hλ1 ⊠Hλ2)
denote the projection onto the lowest (K ×K)-type.
There is a close relationship between projecting onto the lowest K-type (or (K ×K)-type), and
evaluating at the identity. Namely, for all j ∈ J(Y,Hλ), we have:
[i−1 ◦ p](j) =
1
d
· j(1),
where d is the formal degree of J(Y,Hλ). A corresponding formula holds for J ∈ J(Y ×Y,Hλ1⊠Hλ2):
[I−1 ◦P](J) =
1
D
· J(1).
Let l denote the left-translation action of G on J(Y,Hλ). Let L denote the left-translation action
of G×G on J(Y × Y,Hλ1 ⊠Hλ2).
Let h1, . . . , ha denote an orthonormal basis of Hλ. Let e
s = µλ1,λ2(h
s) for all 1 6 s 6 a. Let F
denote the orthogonal complement of µλ1,λ2(Hλ) in Hλ1⊗Hλ2 . Let f
1, . . . , f b denote an orthonormal
basis of F . Thus the set {e1, . . . , ea, f1, . . . , f b} is an orthogonal basis of Hλ1⊗Hλ2 . For all 1 6 s 6 a,
we have 〈es, es〉 = c, for some fixed positive number c.
With these choices, we may write the spherical trace functions quite explicitly. On G, the spher-
ical trace function for J(Y,Hλ) is given by:
φ(g) = Tr(p ◦ l(g) ◦ p),
= Tr(i−1 ◦ p ◦ l(g) ◦ p ◦ i),
=
a∑
s=1
〈i−1 ◦ p ◦ l(g) ◦ p ◦ ihs, hs〉,
=
1
d
·
a∑
s=1
〈[l(g) ◦ p ◦ ihs](1), hs〉,
=
1
d
·
a∑
s=1
〈[p ◦ ihs](g−1), hs〉,
=
1
d
·
a∑
s=1
〈[ihs](g−1), hs〉.
Similarly, on G×G, we have an explicit expresssion for the spherical trace function. Restricting to
the diagonal G ⊂ G×G yields:
Φ(g) = Tr (P ◦ L(g) ◦P) ,
=
1
cD
·
(
a∑
s=1
〈Ies(g−1), es〉+
b∑
t=1
〈If t(g−1), f t〉
)
.
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We recall Lemma 2 of [15]
Lemma 4.9. The product φ(g)·Φ(g) is an integrable function on G (with respect to a Haar measure).
Moreover,
0 <
∫
G
φ(g)Φ(g)dg ∈ R.
Proof. This is precisely the statement of Lemma 2 of [15], for the pair of groups G ⊂ G×G.
Using Schur’s orthogonality relations, we may prove:
Lemma 4.10. For all 1 6 s 6 a, and for all 1 6 t 6 b, we have:∫
G
〈[ihs](g−1), hs〉〈If t(g−1), f t〉dg = 0.
Proof. Using the decomposition G = KA+K, we can express the above integral as:∫
K
∫
A+
∆(a)
∫
K
〈[ihs](k1ak2)
−1, hs〉〈If t(k1ak2)−1, f t〉dk2dadk1.
Consider the innermost integral above:∫
K
〈[l(k2)[ih
s]](k1a)
−1, hs〉〈[L(k2)[If t]](k1a)−1, f t〉dk2.
Since ihs, and If t are lowest K-type and (K × K)-type vectors, respectively, the integral above
equals: ∫
K
〈τλ(k2)h, h
s〉〈(τλ1 ⊗ τλ2)(k2)f, f
t〉dk2,
where h = [ihs](k1a)
−1 and f is the orthogonal projection of [If t](k1a)
−1 in F ; note that h ∈ Hλ
and f ∈ F .
The first inner product is a matrix coefficient for the representation Hλ of K. The second inner
product is a matrix coefficient for the representation F of K. Since Hλ occurs with multiplicity one
in Hλ1 ⊗Hλ2 , and F is complementary to the embedding µλ1,λ2(Hλ), these matrix coefficients are
orthogonal by Schur’s orthogonality. The lemma follows immediately.
Again, using Schur’s orthogonality relations, we prove:
Lemma 4.11. For all 1 6 s, s′ 6 a, we have:∫
G
〈[ihs](g−1), hs〉〈[Ies′ ](g−1), es′〉dg = 0, if s 6= s′.
If 1 6 s 6 a, we have:∫
G
〈[ihs](g−1), hs〉〈[Ies](g−1), es〉dg =
∫
G
〈µλ1,λ2
(
[ihs](g−1)
)
, [Ies](g−1)〉.
Proof. We use the decomposition G = KA+K as before, and compute the above integral as:∫
K
∫
A+
∆(a)
∫
K
〈[ihs](k1ak2)
−1, hs〉〈[Ies′ ](k1ak2)−1, es
′〉dk2dadk1.
The innermost integral is then:∫
K
〈[l(k2)[ih
s]](k1a)
−1, hs〉〈[L(k2)[Ies
′
]](k1a)−1, es
′
〉dk2.
By Schur’s orthogonality relations, using the embedding µλ1,λ2 , the above integral equals:〈
µλ1,λ2
(
[ihs](k1a)
−1
)
, [Ies
′
](k1a)
−1
〉
〈es, es′〉.
15
Martin H. Weissman
Since the inner product is K-invariant, the above equals:
〈es, es′〉 ·
∫
K
〈µλ1,λ2
(
[ihs](k1ak2)
−1
)
, [Ies
′
](k1ak2)
−1〉dk2.
From this, we compute the whole integral:∫
G
〈[ihs](g−1), hs〉〈[Ies′ ](g−1), es′〉dg
= 〈es, es′〉 ·
∫
G
〈µλ1,λ2
(
[ihs](g−1)
)
, [Ies
′
](g−1)〉dg.
The lemma follows immediately.
The previous three lemmas allow us to prove:
Theorem 4.12. The map νλ1,λ2 is nonzero.
Proof. By Lemma 4.9, we have: ∫
G
φ(g)Φ(g)dg 6= 0.
Expanding this, and disregarding the formal degree constants, yields:
0 6=
∑
s,s′
∫
G
〈[ihs](g−1), hs〉〈[Ies′ ](g−1), es′〉
 dg
+
(∑
s,t
∫
G
〈[ihs](g−1), hs〉〈[If t](g−1), f t〉
)
dg.
The previous two lemmas imply the vanishing of all but a few terms above. We are left with:
0 6=
∑
s
∫
G
〈[ihs](g−1), hs〉〈[Ies](g−1), es〉dg.
Finally, the previous lemma implies that there exists an s such that:
0 6=
∫
G
〈µλ1,λ2
(
[ihs](g−1)
)
, [Ies](g−1)〉dg.
Hence, if j = ihs ∈ J(Y,Hλ), and J = Ie
s ∈ J(Y × Y,Hλ1 ⊠Hλ2), then:
〈νλ1,λ2j, J〉 6= 0.
In particular, νλ1,λ2(j) 6= 0.
In fact, the final steps in this proof illustrate something a bit stronger:
Corollary 4.13. Suppose that j is a nonzero lowestK-type vector in J(Y,Hλ). Then the projection
of νλ1,λ2(j) onto the lowest (K ×K)-type of J(Y × Y,Hλ1 ⊠Hλ2) is nonzero.
Proof. The proof of the previous theorem illustrates that the result is true for some element ihs of
the lowest K-type of J(Y,Hλ). Since νλ1,λ2 is K-intertwining, and Hλ is irreducible, the result is
true for every nonzero lowest K-type vector.
5. Classical Modular Forms
With G, Γ, and a discrete series Harish-Chandra module Jλ as before, we have defined a space of
modular forms M(Jλ). In this section, we discuss these modular forms in a more classical language.
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5.1 Transition to classical modular forms
Definition 5.1. The space of classical modular forms of weight Hλ, denoted Mcl(Hλ) is the sub-
space of functions f ∈ C∞(Γ\G,Hλ), satisfying the additional properties:
– f(gk) = τ(k−1)(f(g)) for all g ∈ G, k ∈ K.
– Ωf = (‖λ‖2 − ‖ρ‖2)f.
– f has moderate growth.
Then we can view our modular forms as classical modular forms:
Proposition 5.2. For all F ∈ M(Jλ), there exists a unique classical modular form f ∈ Mcl(Hλ),
which satisfies:
〈f(g), h〉 = F (i(h))(g), for all h ∈ Hλ, g ∈ G.
This yields an injective linear map M(Jλ) →֒ Mcl(Hλ).
Proof. Since Hλ is a Hilbert space, the values of f(g) are completely determined by the formula
〈f(g), h〉 = F (i(h))(g). Fixing F ∈M(Jλ), we may compute:
〈f(gk), h〉 = F (i(h))(gk),
= F (l(k)i(h))(g),
= F (i(τ(k)h))(g),
= 〈f(g), τ(k)h〉,
= 〈τ(k−1)f(g), h〉.
Next, if Z ∈ Z, and ω is the infinitesimal character of Jλ, then we compute:
〈Zf(g), h〉 = Z[F (i(h))](g) = ω(Z) · F (i(h))(g).
In particular, this holds for Ω ∈ Z, so that f is an eigenfunction of Ω with the same eigenvalue as
F (i(h)).
Finally, f has moderate growth, since fixing an orthonormal basis h1, . . . , ha of Hλ, we compute:
|f(g)|2λ =
a∑
s=1
|〈f(g), hs〉|
2,
=
a∑
s=1
|F (i(hs))(g)|
2,
6 aC‖g‖2n,
where C and n are the suprema of the constants of moderate growth for F (i(hs)).
Thus we have a linear map from M(Jλ) to Mcl(Hλ) as desired. It is injective, since the classical
modular form f determines the restriction of a modular form F to its lowest K-type, and Jλ is
generated as a U-module by its lowest K-type.
5.2 Holomorphic Modular Forms
Suppose that G/K is a Hermitian symmetric domain. In this case, multiplication of scalar-valued
holomorphic modular forms is well-understood. Representation theoretically, this multiplication can
be associated to properties of the holomorphic discrete series of G.
Let g = k ⊕ p denote the Cartan decomposition. There exists a decomposition of the roots of
(g, t) into positive and negative roots, in such a way that the sum of any two noncompact positive
roots is not a root. This yields a natural decomposition p = p+ ⊕ p−. The elements of p− are called
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the “lowering operators”. Holomorphic functions on G/K are precisely those functions which are
annihilated by all lowering operators.
The scalar-valued holomorphic discrete series is a family of discrete series representations Jw
of G, parameterized by the nonzero elements w ∈ C ⊂ N in a submonoid of N, which satisfy the
following properties:
– The lowest K-type of Jw is one-dimensional, denoted Cw. The action of K on Cw will be
denoted χw.
– Every element j ∈ Cw, the lowest K-type, is annihilated by the lowering operators.
– Every pair w1, w2 ∈ C is discretely decomposable (cf. [13]).
For consistency, we realize the holomorphic discrete series, as all discrete series representations,
as sections of a bundle over G/K, which satisfy a growth condition and the second-order differential
equation from the Casimir operator. In this realization, we have the “evaluation at the identity”
operator evw: Jw → Cw, and the adjoint inclusion iw:Cw → Jw. Define j
∨
w = iw(1); then
j∨w(1) = 〈j
∨
w, j
∨
w〉 = δw,
where δw is the formal degree of Jw. Let jw =
1
δw
j∨w, so that jw is the unique lowest K-type vector
satisfying
jw(1) = 〈jw, j
∨
w〉 = 1.
When w1 + w2 = w, and w1, w2 ∈ C, we have constructed intertwining operators
νw1,w2 : Jw → Jw1 ⊗ Jw2 .
We prove the following fact about these intertwining operators:
Lemma 5.3. Let νw1,w2 be the canonical intertwining operator from Jw to Jw1 ⊗ Jw2 . Then
ν1,2(j
∨
w) = j
∨
w1
⊗ j∨w2 .
Proof. We first note that jw1 ⊙ jw2 is a holomorphic element of C
∞(Y,Cw), since holomorphy
is preserved under products. As such, it is annihilated by the Dirac operator, and hence is an
eigenfunction of the Casimir operator, of the appropriate eigenvalue for Jw by Proposition 3.2 of
Parthasarathy [12]. It is also in L2(Y,Cw), by Proposition 4.3. Finally, (jw1 ⊙ jw2)(1) = 1, by simply
multiplying. Hence jw1 ⊙ jw2 is a normalized lowest K-type vector in Jw, and from uniqueness of
such, it follows that:
jw1 ⊙ jw2 = jw.
To prove the adjoint statement, we note that ν1,2(j
∨
w) is a lowest K-type vector in Jw1 ⊗ Jw2 ,
since the appropriate K-type has multiplicity one (as noted by Repka [13], for example). It follows
that for some nonzero constant C, we have:
ν1,2(j
∨
w) = Cj
∨
1 ⊗ j
∨
2 .
To prove that this constant equals one, we compute:
〈ν1,2(j
∨
w), jw1 ⊗ jw2〉 = 〈µ
Y (j∨w), jw1 ⊙ jw2〉,
= 〈j∨w, jw〉,
= 1.
On the other hand, we compute:
〈ν1,2(j
∨
w), jw1 ⊗ jw2〉 = 〈Cj
∨
w1
⊗ j∨w2 , jw1 ⊗ jw2〉,
= C〈j∨w1 , jw1〉〈j
∨
w2
, jw2〉,
= C.
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It follows that C = 1.
When working with holomorphic discrete series, we may consider modular forms that satisfy a
first-order differential equation, instead of a second-order equation.
Definition 5.4. The space of holomorphic modular forms of weight w, denoted Mhol(w) is the
space of smooth functions f : Γ\G→ C such that:
– f(gk) = χw(k
−1)(f(g)) for all g ∈ G, k ∈ K.
– Xf = 0, for all X ∈ p−.
– f has moderate growth.
Holomorphic modular forms form a ring. Indeed, it is a fortunate fact that if f1 ∈Mhol(w1) and
f2 ∈ Mhol(w2), then f1 · f2 ∈ Mhol(w1 + w2); not only is the pointwise product naturally a section
of the bundle Cw, but it also satisfies the appropriate differential equations for holomorphy. Thus,
multiplication of holomorphic modular forms is “easy”.
Again, by computations in [12], elements f ∈ Mhol(w) also satisfy Ωf = (‖λ‖
2 − ‖ρ‖2)f, for
some λ corresponding to w. It follows that Mhol(w) ⊂Mcl(Cw), for all w ∈ C. Moreover, we have:
Proposition 5.5. Suppose that F ∈ M(Jw) is a modular form, where Jw is the scalar-valued
holomorphic discrete series with lowest K-type Cw. Let f ∈ Mcl(Cw) be the associated classical
modular form. Then f ∈Mhol(w).
Proof. Every lowest K-type vector in Jw is annihilated by the “lowering operators” X ∈ p
−. If
F ∈ M(Jw) is a modular form, then the associated classical modular form is given by a simple
formula:
f(g) = F (i(1))(g) = F (j∨w)(g).
It follows that:
Xf(g) = XF (j∨w)(g) = F (Xj
∨
w)(g) = 0,
for every X ∈ p−.
It is not clear that “easy multiplication” of holomorphic modular forms is compatible with the
multiplication induced from the intertwining operator νw1,w2 . For w1, w2 ∈ C, and w = w1+w2, we
have two bilinear maps:
mhol:Mhol(w1)⊗Mhol(w2)→Mhol(w),
m1,2:M(Jw1)⊗M(Jw2)→M(Jw).
We also have linear maps, for all w ∈ C, given by “classicalization”:
clw:M(Jw) →֒Mhol(w).
We now prove compatibility:
Proposition 5.6. The following diagram commutes, for any pair w1, w2 ∈ C:
M(Jw1)⊗M(Jw2)
clw1⊗clw2

m1,2 //M(Jw)
clw

Mhol(w1)⊗Mhol(w2)
mhol //Mhol(w)
Proof. Suppose that F1 ∈ M(Jw1) and F2 ∈ M(Jw2). Let f1, f2 be the corresponding holomorphic
classical modular forms. Then we have:
f1(g) = F1(j
∨
w1
)(g), and f2(g) = F2(j
∨
w2
)(g).
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Hence, we have:
[f1 · f2](g) = F1(j
∨
w1
)(g) · F2(j
∨
w2
)(g).
On the other hand, let F be the product of F1 and F2 via m1,2. Let f be the corresponding
holomorphic classical modular form. Then we have:
f(g) = F (j∨w)(g),
= m([F1 ⊗ F2]νw1,w2(j
∨
w))(g),
= m([F1 ⊗ F2](j
∨
w1
⊗ j∨w2))(g),
= F1(j
∨
w1
)(g) · F2(j
∨
w2
)(g).
Therefore, our multiplication of modular forms, via intertwining operators νw1,w2 , agrees with
ordinary multiplication of holomorphic modular forms.
When G/K is a rational tube domain, the quotient Y (Γ) = Γ\G/K is a locally symmetric space.
Its Satake compactification may be defined, as a projective algebraic variety, by:
Y (Γ) = Proj(M) = Proj
∞⊕
w=0
M(Jw),
where M is the ring of scalar-valued holomorphic modular forms. Thus the Satake compactification
may be constructed completely within the framework of representation theory. We are very inter-
ested in whether the geometric properties of Y (Γ) may be recovered via representation theory as
well. For example, it can be shown that the formal degree δw of Jw satisfies δw = O(w
n), where
n = dim(G/K). Heuristically, dim(M(Jw)) = O(δw) – this is precisely true when considering cusp
forms, or L2 forms, in the limit as Γ becomes smaller. Therefore, the graded ring M has dimension
n, and so we may accurately predict that:
dim(Y (Γ)) = dim(G/K).
5.3 Multiplication of Vector-Valued Modular Forms
Consider, as previously, the case when G/K is a rational tube domain. In addition to scalar-valued
modular forms, we may consider vector-valued modular forms.
Definition 5.7. Suppose that Hλ is an irreducible unitary representation of K. The space of
holomorphic modular forms of weight Hλ, denoted Mhol(Hλ) is the space of smooth functions
f : Γ\G→ Hλ such that:
– f(gk) = τλ(k
−1)(f(g)) for all g ∈ G, k ∈ K.
– Xf = 0, for all X ∈ p−.
– f has moderate growth.
As before, if Hλ is the lowest K-type of a holomorphic discrete series representation Jλ, then
there is an injective classicalization map:
M(Jλ)→Mhol(Hλ).
As tensor products of holomorphic discrete series representations are discretely decomposable,
one arrives at a ring of modular forms using intertwining operators among the Jλ. Classically,
multiplication of vector-valued modular forms is not as well-understood as for scalar-valued modular
forms. However, our ring structure suggests (is compatible with) the following multiplication:
20
Multiplying Modular Forms
Definition 5.8. Suppose that f1 ∈ Mhol(Hλ1) and f2 ∈ Mhol(Hλ2) are two holomorphic modular
forms; thus Hλ1 , Hλ2 , and Hλ (λ = λ1 + λ2) are lowest K-types of discrete series representations.
Define the product by:
[f1 · f2](g) = µ
∗
λ1,λ2
(f1(g)⊗ f2(g)) ∈ Hλ.
Here, we recall that µλ1,λ2 is the canonical intertwining operator obtained via the Borel-Weil
realization. The resulting function is in Mhol(Hλ), since holomorphicity is preserved.
The classical ring structure, defined above to correspond with our general theory, seems to be
new. One arrives at a ring
M
vec =
⊕
λ∈Λ+
k
Mhol(Hλ),
graded by the abelian group Λk = Λ. Viewing elements λ ∈ Λ as algebraic characters TC → C
×, we
have an action of TC on the ring M. Namely, if f ∈Mhol(Hλ), and t ∈ TC, we define:
t[f ] = λ(t)f.
This action yields a geometric action. The complex algebraic torus TC acts on the C-scheme
Y vec = Spec(Mvec). It seems important to consider the following questions:
– Describe the geometry of the GIT quotient Y vec//TC. Does it provide a compactification of
the locally symmetric space Γ\G/K?
– Does this quotient have a natural model over a finite extension of Q? Does it coincide with a
toroidal compactification?
– Describe the behavior of constant terms of vector-valued modular forms under multiplication.
How does this reflect the cuspidal geometry of Y vec//TC?
We hope to approach these questions further in a future paper.
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