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Abstract
Let Mt(n) denote the minimum cardinality of a t-identifying code in the n-cube. It was conjectured that for all n2 and t1 we
have Mt(n)Mt(n + 1). We prove this inequality for t = 1.
© 2005 Elsevier B.V. All rights reserved.
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We recall that the words of length n on the binary alphabet {0, 1} are the vertices of the n-cube Qn, and that uv
is an edge of Qn if an only if u and v differ on exactly one coordinate. Hence Q1 = K2, and for all n we have the
recursive formula Qn+1 = QnK2, where  denotes the cartesian product. We recall that the vertex set of a cartesian
product GH is V (G) × V (H), and (u1, v1)(u2, v2) is an edge of GH if u1 = u2 and v1v2 ∈ E(H), or if v1 = v2
and u1u2 ∈ E(G). In other words, Qn+1 can be constructed by taking two copies Q0n and Q1n of Qn and by connecting
each u0 in Q0n with his unique neighbor u1 in Q1n.
A (t,W)-identifying code of a graphG=(V ,E) is a subset of verticesC ⊆ V such that all the setsBt(v)∩C, v ∈ W ,
are nonempty and distincts, where Bt(v) denotes the ball of radius t centered at v: u ∈ Bt(v) if and only if there exists
a path on at most t edges between u and v in G. When W = V we will talk about t-identifying codes instead of
(t, V )-identifying codes, for short.
Given a t-identifying code C of G, let us simply denote ICt (v) the set Bt(v) ∩ C. Mt(n) denotes the minimum
cardinality of a t-identifying code of Qn.
Identifying codes were deﬁned to model fault diagnosis in multiprocessor systems [4]. The problem of computing
Mt(n) has been investigated in, for instance [1–5].
In [2] it was conjectured that Mt(n)Mt(n + 1) for all n2 and t1. Here we prove this conjecture in the
case t = 1.
Theorem 1. For all n2 we have
M1(n)M1(n + 1).
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Proof. It is easy to see that M1(2) = 3, and from [2] we recall that M1(3) = 4, hence M1(2)<M1(3). Now, let us
assume that n3. Let C be a 1-identifying code of Qn+1. From C we construct a (1,Q0n)-identifying code ˜C of Qn+1
such that |˜C| |C| and |˜C ∩ Q1n| = 0. The proof works by induction on |C ∩ Q1n|. If |C ∩ Q1n| = 0 then we are done.
Else, let u1 ∈ C. We project u1 on some (u1) ∈ Q0n as follows:
(a) If IC1 (u0)\{u1} is still distinct from all other IC1 (v0), then (u1) = u0.
(b) Else there exists one (and only one) v0 = u0 such that IC1 (u0)\{u1} = IC1 (v0), and we set (u1) = w0, where w0
is any vertex chosen in
(B1(u
0)B1(v
0)) ∩ Q0n,
which is nonempty since n3 and there are no triangles in Q0n.
We claim that C′ =C ∪ {(v1)}\{v1} is a (1,Q0n)-identifying code of Qn+1. Indeed, by deﬁnition of , all the vertices
of Q0n have distinct and nonempty IC
′
1 (v). The only thing to check is that in case (b) there is only one v0 = u0 such
that IC1 (u0)\{u1} = IC1 (v0). But this is obvious because if there were another w0 such that IC1 (u0)\{u1} = IC1 (w0),
then we would have IC1 (w0) = IC1 (v0), and C would not be a 1-identifying code of Qn+1. Clearly |C′| |C|, and|C′ ∩ Q1n| = |C ∩ Q1n| − 1, so that we can apply the induction hypothesis on C′. By repeating this process we get the
desired ˜C. 
Remark. In [2] they also deﬁned Mt(n) as the minimum cardinality of a code C such that the sets ICt (v)=Bt(v)∩C
are all distinct, with possibly one of these sets being empty. They also conjectured that Mt(n)Mt(n+ 1) for all n2
and t1. The proof above also works for showing
M1(n)M1(n + 1) for all n2. (1)
Indeed, since for all n2 and t1 we have Mt(n)Mt(n)1 + Mt(n), then from M1(2) = 3 and M1(3) = 4, we
deduce M1(2)3 and M1(3)3, hence (1) is true for n=2. For the case n3 the same proof applies, since projection
 does not increase the number of vertices v such that IC1 (v) = ∅.
We wonder if we can adapt this proof for the general case t > 1.
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