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Abstract
Cloud-based small cell networks (C-SCNs) have recently been proposed as new
wireless cellular architecture. In cloud-based networks, optimisation of radio re-
sources at the base station (BSs) is moved to a cloud data centre for centralised
optimisation. In the centre, multiple processors referred to as the cloud compu-
tational unit (CCU), is used for the optimisation. As the cell size and networks
become respectively smaller and denser, the number of BSs to be optimised grows
exponentially, resulting in high computational complexity and latency at CCUs.
In this thesis, we propose belief propagation (BP) based power allocation schemes
for C-SCNs that can be used for any network optimisation objectives such as
energy consumption minimisation at the data centre and BSs; and spectral ef-
ficiency. The computation for the schemes is done in parallel, leading to very
low latency and computational complexity with increasing number of BSs. We
prove mathematically that the messages of the proposed algorithms converge to
a fixed point and show via simulation that their performances regarding spectral
and energy efficiency are close to an exhaustive search solution in finding the best
configuration.
All the proposed power optimisation above is based on the assumption that an
unconstrained system latencies between multiple remote radio head (RRH) and
the central unit (CU). The system latencies in cloud-based radio access networks
(C-RANs) depend on the number of bits that are used to quantise the uplink
signals at the RRH and the computational latency of the CU. In this thesis, we
further investigate the reduction in transmission and computational latencies that
are critical for low latency wireless communications. The former depends on the
number of bits used to quantise the received signal from terminals at the RRH.
The latter depends on the speed of resource allocation procedure at the CU. We
propose a jointly uplink spectral efficiency and a latency optimisation scheme that
compute the optimum terminal’s uplink power and number of quantisation bits for
each RRHs in parallel by using a belief propagation technique. Our simulation
results indicate a significant reduction in the transmission and computational
i
latencies as compared to other existing schemes.
The above mentioned power optimisation scheme benefits under the assigned
user to specific BS. To provide a method for which user needs to associate with
varying number of BSs, this thesis further investigates a user association to the BS
and subcarrier allocation where a BS allocates different number of subcarrier to
different users associated to it for a downlink heterogeneous cellular network. To
joint optimise the user association and subcarrier allocation we proposed a novel
utility function technique based on the Sharpe ratio. The proposed method eval-
uates the users’ achievable rates that maximises the Sharpe ratio of the mean to
the standard deviation of the user achievable rates. Moreover, to reduce the com-
putational complexity of the optimal combinatorial solution, a simplified method
by binary BP algorithm is proposed, which is able to retain satisfactory perfor-
mance. Simulation results show that the Sharpe ratio obtained by the proposed
method is more than twice as large as that of the reference schemes.
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Chapter 1
Introduction
In this chapter, we introduce the background and motivation of our research, the
principle research problems and then the summary of the main contributions of
this thesis.
1.1 Technology Background and Motivation
Cellular wireless communication networks have been projected to grow in traffic
demand by as much as a factor of forty through 2020, due to increased usage
of smart-phones [5]. As cellular services operate over limited radio resources,
demand for wireless bandwidth will soon exceed cellular network capacity. This
limited bandwidth will affect the quality of service to users, when they experience
dropped calls and poor data rates. What is needed to meet the projected traffic
growth in traffic demand is a fundamental breakthrough in wireless communica-
tion technologies with a new quality of service-based network optimisation. There
are no further available radio resources suitable for cellular transmission. More-
over, cellular network communications traffic are highly complex systems, making
the analysis and modelling of their behaviour challenging. Signal processing tech-
niques, such as modulation, coding and multiple-input multiple-output (MIMO)
antenna transmission, have delivered substantial spectral efficiency gains in cel-
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lular network communication. These advances have been implemented in recent
technology standards delivering link capacity approaching the theoretical limit,
meaning that further gains will be incremental only.
To significantly increase the cellular wireless communication network capacity
further, the small cell networks (SCN) concept, that reduces the cell size and
increases frequency reuse, has been proposed to increase the network capacity [6,
7]. The cell size is reduced by increasing the number of base stations (BS) in
a given area and thus decreasing the distance between user terminal equipment
(UE) and BS. The frequency reuse is maximised by letting all BSs transmit in
the same spectrum. The improved capacity, achieved by SCN, however, comes
at a high cost. As the networks grow denser, inter-cell interference (ICI), coming
from adjacent BSs transmissions to their respective UEs, grows considerably and
becomes more complex to manage at the BS levels [8]. Furthermore, the increase
in the number of BSs results in an exponential growth in energy consumptions,
leading to higher CO2 emissions.
In this thesis, our focus is on assessing cloud-based small cell networks (C-
SCN) to achieve capacity increases that are proportional to the number of BSs in a
cellular network, which generated from the cloud-based optimisation for the cloud
radio access networks (C-RANs) approach. C-SCN have emerged as a promis-
ing solution to manage the ICI and transmit power more efficiently [8, 9]. In
these cloud-based networks, physical BSs consists only of radio frequency units
and simple processing modules. Computation of radio resource allocation and
ICI management move to a cloud for centralised optimisation. By centralising
the optimisation of radio resources for all cells, optimal dynamic radio resource
management over a large number of cells can be achieved, leading to significantly
higher spectral and energy efficiencies [10,11]. The centralised optimisation is per-
formed by using multiple processors available at a cloud data centre [7]. Multiple
processors will significantly reduce the latency and the computational burden of
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a single processor as the computation can be distributed and performed simul-
taneously in parallel. In a conventional cloud structure, each BS is exclusively
allocated to a single processor unit in the cloud data centre. In other words, the
numbers of processors and BSs in the network are equal [12]. An optimisation
technique to share the computational resources of the processors in the cloud
data center across multiple BSs when the numbers of processors is not equal
with the number of deployed BSs is proposed in [9, 13]. This feature allows to
minimise the number of used processors and improve the data centre energy effi-
ciency. In the LTE-A standard and many published papers [9,14], the allocation
of cloud processors and BS powers are done separately, leading to an inefficient
resource utilisation. To date, there has been no research that investigates a gen-
eral distributed optimisation framework capable for joint allocation of power and
cloud processors, referred to as cloud computational units (CCUs). This lack of
optimisation is one of the main research challenges on this thesis.
There have been several published papers focusing on the distributed power
allocation schemes where each BS adjusts its transmission power to minimise ICI
in wireless cellular networks [15–21]. These schemes can be classified into two
categories. The first category focuses on non-cooperative distributed power allo-
cation [15–18]. In these schemes, an individual BS adjusts its transmit power to
maximise, the spectral [15–17], or energy [18] efficiencies. It does not take into
account the impact of its transmit power to the adjacent BSs and to the overall
network objective, leading to sub-optimal power allocation solutions. The sec-
ond category focuses on cooperative distributed power control [19–21]. In these
schemes, each BS receives interference information from adjacent BSs, indicat-
ing the impact of its transmit decision to the adjacent BSs transmissions. This
interference information is mathematically represented by Lagrange multipliers
in [19–21]. The interference information updates in a serial manner, meaning
that each BS takes a turn in updating its transmit power decision and interfer-
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ence information, leading to a significantly higher network spectral [20] or energy
efficiency [19,21] as compared to the non-cooperative schemes. The serial update
is inefficient for a network with a large number of BSs or CCUs. In a serial update
process, there can be only one active CCU at any given time, leading to a long
delay in propagating resource allocation decisions.
Recently, a distributed computation technique based on a belief propagation
(BP) method that allows the BSs cooperation and transmits power computa-
tion to be done in parallel, increasing spectral network efficiency and reducing
latency, was proposed in [2, 22–30]. With the BP method, the overall network
optimisation function that maximises the spectral [2,25,26], efficiency is first de-
composed into multiple optimisation functions, solvable in parallel at the BSs
level. The cooperation between BSs then occurs via message exchange between
the BSs. The message contains information about the marginal probability dis-
tribution of the network optimisation objective function. Each BS estimates the
value of the marginal distribution and then broadcasts it as a message to the
adjacent BSs. The estimation at each BS is done in parallel and repeated until
the values of all messages converge to a fixed point [31, 32]. In a C-SCN, there
will be a large number of BSs within a small geographical area, and thus, the
interference will come from multiple adjacent BSs. This implies a full cycle graph
where the interdependency in the transmit power decisions between BSs are very
high [33,34]. At present, only a single cycle graph, where the interference comes
from only one interfering BS, can be proven to converge [29–32, 35, 36]. Also,
the assumption in many published papers, [2, 22–24, 26, 29], has been that BSs
transmit to their respective UEs, regardless of the level of the SINR at the UE.
This results in a waste of BS transmission, which happens when the received sig-
nal is below the minimum received SINR requirements of UEs. Note that all the
optimisation schemes mentioned above and in the previous paragraphs are solely
developed for a single optimisation criterion. For a different optimisation criteria,
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new optimisation processes and solutions must be developed and derived. This
prevents optimisation process reuse for different optimisation criteria. In a large
network with different optimisation criteria for the wireless network in the dif-
ferent area, this results in a significant increase of computational resource usage
for implementing multiple optimisation processes to cater for different criteria.
Chapter 3 on this thesis will discuss the importance in designing a parallel power
optimisation framework for C-SCNs to address the research challenges previously
stated.
Another focus of this thesis is the design of a power control scheme that can
significantly increase the capacity of C- RANs while including optimisation of
latency. In the previous work, the latency has been assumed to be satisfied and
not subject to the optimisation constraints. In C-RANs, the resource allocation
procedure for all base stations is moved from a base station (BS) to a cloud
central unit (CU) and computed by CU’s processors. [7]. Here the task of the
BS, referred to as a remote radio heads (RRH) [7] is only to down-convert the
received radio frequency signal from mobile terminals into a baseband signal. The
received baseband signal is sampled and quantised at the RRH. The sample is sent
to the CU as a binary signal via fibre backhaul links [37]. At the CU, the network
switch aggregates the signals from fibre the backhaul links connected to multiple
RRHs. The network switch then de-quantised these binary signals into baseband
signal and sends them to CU. Here the delay for each baseband signal to arrive
at the CU, defined as a transmission latency, depends on the number of bits send
by RRHs which in turn depends on the number of quantisation levels used by
it, to represent the baseband samples as well as the available backhaul link and
network switch rates. Furthermore the time needed to compute the required radio
resources, such as transmit power of mobile terminals, at CU’s processors, defined
as a computational latency, depends on the number of connected RRHs. With a
large number of RRHs connected to the CU and limited available backhaul and
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switch rates, the transmission and computational latencies grow significantly. For
wireless connectivity in the emerging industrial and tactile internet applications,
such as road safety, industrial control, tele-robotic surgery and protection in smart
grids, it is critical to achieve ultra-low network latencies.
Most published papers [38,39] ignore the above latencies when optimising ra-
dio resources. Only recently in [40, 41] the authors consider jointly optimising
the uplink transmit power at mobile stations and the number of quantised bits
sent by RRHs to the CU with uplink capacity as the sole optimisation objective.
They however omit the latency of the CU’s network switch and processors. The
network switch is assumed to have an unlimited switching rate which is impos-
sible in practice. Most relevant papers [40–45] do not include both latency and
SE as the optimisation objectives. In [43, 44] where an energy efficiency optimi-
sation with an uplink power at UEs as its variable is proposed, the number of
quantisation bits for each RRHs is fixed, eliminating the potential reduction in
transmission latencies. Similarly, in [40,41] only uplink SE is used as the optimi-
sation objective with the maximum allowable transmission latency as a constraint
and power at UE as the optimisation variable. Recently the authors in [42, 45]
consider the transmission latency as an optimisation objective with the downlink
transmit power and the number of quantisation bits at RRHs as the optimisa-
tion variables. However, it neglects the negative impact of lowering latency to
the received SINR and SE at UEs. Also, the resource optimisation calculation
in [40–45] are all done in a serial fashion where RRHs take turns in optimising
their resources, leading to a high computational complexity. The latter means
CU’s processors compute the the uplink transmit powers for mobile terminals at
each RRHs one by one, leading to a high computational latency. Chapter 4 of
this thesis proposes, a jointly optimise power allocation scheme and the number
of quantisation bits that used to represent the received signal samples at RRHs
subject to the limited backhaul link and network switch rates.
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Another focus of this thesis is to design the optimal association between users
and BSs, namely user association scheme, for the C-SCNs. Our previous assump-
tions on this are each user has already been associated to the specific BS. User
association, namely associating a UE with a particular serving BS, substantially
affects the cellular network performance. In the conventional user association im-
plementation, the decision for signal transmission from the BS is made according
to the quality of service requirements. In this thesis, we consider developing a user
association scheme for Heterogeneour cellular networks (HetNets). In Heteroge-
nous cellular networks (HetNets), BSs with different high transmit power such as
macro BSs and low transmit power such pico BSs and femto BSs are deployed
in the same geographical areas [46]. For a mobile user to gain a high user rate
in HetNets, the users must be associated onto the nearest deployed low powered
BSs and the BSs must allocate a number of subcarrier to its corresponding users.
The conventional BS to user association approach, where a user is associated to
the BS with the largest received power, will result in a user to be associated with
a high powered BS. As a consequence, the low powered BS will remain idle. To
overcome this so that the users can be associated with a low powered BS, a new
criteria for a BS to user association that deals with the allocation of subcarrier
to users in HetNets is needed.
Many research effort towards developing the utility function for this criteria
in order to decide which BS a user should be associated to and how a BS to
allocate subcarrier to corresponding users, namely user association scheme, has
been proposed in [47–51]. In [47], the user is associated to the BS in a way that
their sum rates are equal and BS allocate equal subcarrier to its associated user.
This will lead to a significant reduction in the overall network sum rate as the BS
will be associated with a user regardless how bad the channel conditions between
them. In [48–51] the authors aim to maximise the network sum rates of HetNets,
causing large rates deviation between users. With this objective, the BS with
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a large transmission power is more favorable to a large number of users to be
associated with. As a consequence, the nearby low powered BS remain in the idle
state. This cause to an inefficient user association scheme and the corresponding
subcarrier allocation, where a BS can allocate different number of subcarrier to
different users associated to it. Moreover, the subcarrier allocation at the low
powered BS are less utilise while high powered BS is overloaded. As a consequent
due to the subcarrier limit at the high powered BS, many users will be out of
service. This implies large difference among the users’ achievable rate, results in
unfair network access as well as decrease in the network summation of all users
achievable rate.
To design a user association scheme that can find the optimal association
between users and BSs in a way that the network capacity can not be increased
without increasing the deviation between the user capacities, we use a Sharpe
ratio as an objective in our design [52]. The Sharpe ratio is an objective that takes
the deviation measures in the optimisation process, which is used as a portfolio
optimisation objective, in a finance area [52]. The Sharpe ratio maximises the
return per unit of the deviation (i.e. risk) by controlling the average return
of each asset in the investment portfolio. In a communication network setting,
Sharpe ratio is a ratio between the expected value of network capacity and the
deviation of capacity from its expected value. The return corresponds to the BS
transmit power. The smaller the capacity deviation, the more terminals will be
allocated to the rate closer to the expected value of the network capacity. Hence,
the maximum Sharpe ratio refers to a power configuration, where the number
of active UE cannot increase without reducing the network capacity. Thus, a
joint subcarrier and user association scheme for HetNets with an objective of
maximising network sum-rate without increasing the standard deviation of user
rates by using the Sharpe ratio as an objective is observed, which motivated
Chapter 5 of this thesis.
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In conclusion, the spectral efficiency (SE), the network traffic capacity, and
the user association data rate are the primary target resources in cloud-based
optimization for small cell networks (C-SCN). Optimising the combinations of
resources in C-SCN includes the joint optimisation of the power with user asso-
ciation or the transmission latency. In C-SCN, as the mobile data traffic increase
exponentially, most of the power consumption is consumed by the BS. To remain
in control of this power consumption evaluation, the optimisation of BS is an
essential subject in the network, which are the principal concentrating works in
Chapter 3 [53]. However, it is important to note that as traffic distribution is
more spatially diversified, a resource allocation for a BS task, referred to as re-
mote radio head (RRH), that includes the transmission latency between the RRH
and cloud oppositely without sacrificing the total system rate. Chapter 4 solves
this problem by jointly optimising the SE and latency performance of RRHs [54].
Also, we assumed that the number of quantisation bits used at RRHs is unlimited
in Chapter 3 and Chapter 5. Whereas, in Chapter 4 we exploit the relationship
between the backhaul link and the network access capacity to further reduce the
latency performance. However, the works in [53, 54] concentrated on SE and
neglected the user association aspect. The user association decision can affect
the SE in C-SCN. By jointly optimising the power and user association [55], this
achieves a fair network access. Hence, in Chapter 5 we consider designing a user
association data rate for the BS and subcarrier allocation that jointly optimised
the user association and subcarrier allocation [56].
1.2 Research Problems and Contributions
The main subjects of the thesis are a cloud-based optimisation for small cell
networks (C-SCN). The focus of this thesis is on the model system design, per-
formance analysis and resource allocation of the C-SCN. Chapter 3 presents the
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novel framework for the power optimisation problem based on BP algorithm for
C-SCN. However, the system latency is assumed to be satisfied. Chapter 4 in-
vestigate the new system model for C-SCN that incorporates the system latency
optimisation between CU and RRHs for C-RAN. However, in both studies our
assumptions are that each user has already been associated to the specific BSs.
We further investigate the new utility function that features the user association
and resource allocation for C-SCN in Chapter 5. Here, we provide the metric
performance analysis for the joint optimisation of power and user association
problem that serve as the potential solution for sophisticated user association
mechanisms in HetNets. In the sequel of this section, we elaborate the thesis
research problems and the corresponding contributions.
The first research problem that we consider is the design of a cloud-based opti-
misation framework for C-SCNs as means of providing an efficient power control
scheme to optimise any specific network objectives. In C-SCNs, the power alloca-
tion optimisation for BSs is done in the cloud by CCUs. To show the generality
of the proposed framework, three network objectives are used for power optimisa-
tion. They are the network spectral efficiency (SE), the energy efficiency (EE) in
a conventional cloud structure, where each CCU is allocated exclusively to each
BS, and the energy consumption minimisation at the cloud data centre when each
CCU is shared by multiple BSs (EEC). We decompose the network optimisation
function into multiple optimisation problems. Thus the decomposed network
objective functions with transmit powers as their variables can be computed in
parallel across multiple CCUs. We develop a factor graph representation of the de-
composed optimisation problems, based on the belief propagation concept [33,34].
We applied a BP method, based on the sum-product approach [31,32]. We then
propose a simplified BP algorithm that has a low computational complexity in
terms of the number of BSs. We decompose the SINR constraint for each BSs into
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multiple linear constraints such that the interference component in each of these
new constraints is coming from a single adjacent BS. The main contributions
regarding this research problem are summarised as follows:
• Development of new optimisation framework is based on the BP concept.
It is executed in parallel across multiple CCUs to reduce the latency in
cloud-optimisation techniques, relative to the centralised and serial convex
optimisations in [10, 11, 41, 57–62]. This is unlike many existing schemes
that can be used only for a single optimisation criterion, which is either the
spectral [2,15–17,22–30,41,57,59–62] or the energy [18–21,58] efficiency of
the BSs. This limitation prevents investigation of the performance trade-off
while using multiple optimisation objectives such as spectral and energy ef-
ficiencies at the BS and the CCU energy efficiency at the cloud data centre
or some other customised network objectives. The simulation results also
show that the network spectral and energy efficiencies, latency, and com-
putational complexity performances of the two proposed algorithms out-
perform similar schemes in the open literature [15, 19, 25]. Furthermore,
their network spectral and energy efficiencies are very close to the optimal
exhaustive search solution.
• Design on SINR constraints in the message passing by formulating a mes-
sage passing computation process at the factor nodes that discards the
messages that correspond to transmit power configurations when SINR
constraints are not satisfied, leading to 22% performance improvements
as compared to the existing BP schemes such as [2, 22, 25, 26] that do not
incorporate optimisation constraints in their message computations.
• Derivation of formal guarantee that the message values for the proposed
BP optimisation process for a loopy BP will converge. The existing BP
schemes [23,24,27–30] simply validate the message converge by simulations
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only.
• Design on a new scalable BP algorithm with quadratic computational com-
plexity on the number of BSs and the processing latency insensitive to the
number of BSs.
The second research problem considered in the thesis is the joint optimisation of
transmit power of the UEs and the number of quantisation bits used to represent
the received signal samples at RRHs. The development aims to maximise the net-
work spectral efficiency subject to the limited backhaul link and network switch
rates. The main contributions regarding to this research problem are summarised
as follows:
• Development of a joint uplink transmit power of user equipments (UE)s and
the number of quantisation bits used to represent the received signal samples
at RRHs subject to the limited backhaul link and network switch rates.
Unlike [40, 41], we simultaneously optimise the uplink spectral efficiency
and transmission latencies in C-RANs.
• Derivation of a new optimisation objective, referred to as the network effi-
ciency ratio that calculates the ratio between uplink spectral efficiency and
the number of quantisation bits. The value of this objective is maximised
when the uplink spectral efficiency cannot be improved without increasing
the number of quantisation bits. Here the number of quantisation bits used
is at the minimum and for given backhaul and switch rates, a reduction in
the number of quantisation levels implies a reduction in the transmission
latency.
• Design on parallel manner rather than serial as in [40,41], to solve this new
optimisation problem by using a belief propagation (BP) method [63] where
12
1.2. Research Problems and Contributions
the optimisation function is decomposed into multiple sub-optimisation
problems at RRH level. Hence, leading to a significant reduction in overall
resource allocation latency over [40,41]. Simulation results indicate at least
system latency reduction of N times as well as a 29% improvement in the
network efficiency ratio over the existing schemes [40, 41] where N is the
number of RRHs.
The third research problem that we consider is a utility function maximisation
technique for the design of an optimal joint user association and subcarrier allo-
cation based on the Sharpe ratio [52], which measures the average sum rate of
users over its standard deviation. The computation of the BS to user association
is performed at each BS where each BSs send message to each other. In addition,
each BSs will cooperate with user by exchanging messages containing the prob-
abilistic information of each user association state for a particular subcarrier of
an individual BS. We solve this by using a binary BP algorithm. Moreover, we
use a Sharpe ratio as an objective in our design for the user association [52]. We
consider a downlink transmission of HetNet, consisting of two tier networks. We
derive an optimisation problem with Sharpe ratio as its optimisation objective
and BS to user association as its optimisation variables. We use the mean and
the standard deviation of the achievable rates for all the users as the numerator
and denumerator, respectively, of the Sharpe ratio. The main contributions along
this research problem include:
• Development of a novel utility function based on the Sharpe that max-
imises network capacity without increasing the standard deviation of user
rates that results in a rate fairness, and without sacrificing overall network
capacity. This in unlike many existing user association scheme that can
cause unfair network access [48–51] and decrease in the network capacity
13
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[47].
• Derivation of a simplified user association scheme based on previously de-
veloped power allocation objective optimisation framework in Chapter 3
that able to significantly reduce the computational complexity of the opti-
mal Sharpe ratio solution. Note that our works here are direct extension
from [64] which we further develop a BP solver and factor graph for the
research problem. Furthermore, this proposed method provides high user
achievable rate and lower deviation of the achievable rates of all users in the
network. Simulation results show in comparison with the scheme in [48],
the proposed scheme achieved twice the mean capacity and lower capacity
deviation of user rates.
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Chapter 2
Background
This chapter is dedicated to introducing a system model we considered and the
technique we employed to solve the research problems as stated in Chapter 1. We
will discuss the fundamental concepts necessary for understanding the material
in the following chapters. Note that the power control, front-haul links and
user association problems can be formulated as an optimisation problem with an
objective function, variables and constraints. We first present a notation of the
probability and review a distributed constraint optimisation. The second part
are brief introductions on a factor graph and a message passing algorithm that
includes the sum-product and max-sum algorithm approach based on the belief
propagation (BP). Finally, we include the general system model for the C-SCN.
2.1 Distributed constraint optimisation
An ensemble for distributed constraint optimisation of a multiple agents coordi-
nation problem is a tuple < A,X ,D, F >, where A = {a1, . . . , am} is a set of
agents and X = {x1, . . . , xs} is a set of variables. The agent ai is responsible for
assigning values to the variables it owns. D = {D1, . . . , Ds} is a set of discrete
and finite variable domains, and each variable xi can take values in the domain
Di. Then, F = {F1, . . . , Fn} is a set of local factor functions that describe the
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Figure 2.1: An example of factor graph with three variables nodes and three
factor nodes
constraints among variables. Chapter 3,4 and 5 detail such specific agents and
domain with suitable variables of this thesis application.
In general, if there are N local factor functions, we can write the overall
objective function F (X) as
F (X) =
N∑
i=1
Fi(Xi) (2.1)
where Xi is the set of variables involved in the local factor function of i, denoted
as Fi(Xi). Thus, the aim for distributed constraint optimisation is then to find
the optimal value that maximises the sum of constraints (2.1) as
argmax
X
F (X). (2.2)
2.2 Factor Graphs
A factor graph is a data structure that is used to visualise and precisely define
such a distributed constraint optimisation in 2.2. See Fig. 2.1, as an example of
a basic factor graph. Factor graphs are bipartite graphs containing two types of
nodes, which are variable nodes and factor nodes, usually denoted using circles
and square, respectively. The factor nodes show how the overall objective function
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of the optimisation problem is decomposed into local optimisation problems. The
variable nodes represent the variables in the optimisation problem. An edge is
drawn between each factor node representing a local objective function, and the
variables that are involved in that local objective function. Based on the factor
graph shown in Fig. 2.1, the overall function is given by F (X) = F1(x1, x2) +
F2(x1, x2, x3)+F3(x2, x3). Chapter 3,4 and 5 of this thesis application detail that
an optimisation function decomposition is domain specific, and a suitable factor
and variable decomposition.
2.3 Message Passing Algorithms
In this section, we first provide an overview of the BP method that can be per-
formed using the message passing algorithms and its implementation over the full
cycle graph.
2.3.1 Description of Belief Propagation
Belief propagation (BP) can be applied to solve the optimisation (2.2) and adopted
an iterative algorithm consisting of a set of local message passing updates. BP is
also known as the sum-product message passing provides a fast and efficient tool
for computing either exact or approximate marginal distributions. Meanwhile,
Loopy Belief Propagation (Loopy BP) is an agent-based decentralised coordina-
tion algorithm and a distributed approximate inference scheme that involves the
application of the BP algorithm to factor graph containing cycles.
2.3.2 Sum Product Algorithm
Sum-product algorithm gives a good approximation of the factor graph with cy-
cles [31]. In the sum-product algorithm, if the message passing update rules
obtained a fixed point, and the resulting single node beliefs each has a unique
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maximum value state of that node, then the overall state obtained by combin-
ing those single node demonstrably reached a global optimum [33]. By having
the factor graph with an overall objective function F (x) as defined in (2.2), a
corresponding probability distribution over all the states can be defined as
Pr(X) = exp(−F (X))/Z, (2.3)
where Z is normalisation function, such that Z = ∑X exp(−F (X).
In the following, the overall structure of a message passing for the sum-product
algorithms, where messages are sent between nodes in the factor graph will be
presented.
2.3.3 Message and Belief Update Rules
Let xi represent the possible states of variable node i, and N(i) to be the set
of factor nodes neighbouring node i, that depends on, xi. Any set N(a) with
variable i excluded written as N(a) \ i. Let xa \ i represents the set of variables
in xa with xi excluded, such that xa \ i ≡ xa : a ∈ N(i) \ i. The sum product
algorithm will involve messages of two types passing along the edges in the factor
graph. Let ni→a(xi) and ma→i(xi) denote a message send by/to variable node i
to/from a factor node a. The belief message is written as bi(xi). The message
ni→a(xi) depends on all messages coming into variable node i from its neighbour-
ing factor nodes except for the one coming in from the target factor node a. The
message ma→i(xi) should have factor node a tell variable node i what its marginal
probability would be for being in each of its possible states. The message update
rule takes the general form.
From variable to factor:
ni→a(xi) =
∏
a¯∈N(i)\a
ma¯→i(xi). (2.4)
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From factor to variable:
ma→i(xi) =
∑
xa\i
(
Fa(xa)
∏
i¯∈N(a)\i
ni¯→a(xi)
)
. (2.5)
The belief bi(xi) at the variable node i is the multiplication of all the messages
ma→i(xi) coming into node i from neighbouring factor nodes a, given by
bi(xi) =
∏
a∈N(i)
ma→i(xi). (2.6)
Thus (2.6) yields the marginal function of xi.
Note that this review on message passing and BP algorithm is mainly adopted
from [65–68].
2.3.4 The Discrete Max-Sum Algorithm
Also, we briefly review some basic concepts of the max-sum algorithm as a variant
of Loopy BP. The algorithm is the best to find the optimal state configuration
of the objective function as a whole rather than the most likely state of any one
node. The max-sum algorithm first can be obtained by modifying the factor to
variable messages from the sum-product algorithm, which can be written as
ma→i(xi) = max
xa\i
(
Fa(xa)
∏
i¯∈N(a)\i
ni¯→a(xi)
)
. (2.7)
The max-sum algorithm is equivalent to the max-product algorithm that is in
the log domain to avoid potential messages underflow/overflow problems. In
particular, the messages are
ma→i(xi) = max
xa\i
log(Fa(xa)) +
∑
i¯∈N(a)\i
ni¯→a(xi). (2.8)
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2.4 System Model
In this section, we provide a general system model that consider a transmission
for a C-SCN with N BSs, as stipulated in 3GPP standard [3] used in this thesis.
To formulate this system model, we assume that for any downlink or uplink
transmission it involves a power adjustment between a pair of a transmitter and
receiver nodes. We assume a frequency reuse of 1 where each BS is using all the
channel available. Each BS allocates its channel orthogonally to its UEs. As a
consequence, BS j can only serve a single UE in a channel, referred to as UE j
where j ∈ N={1,..., N}, randomly located and connected to the closest BS j, j ∈
N . Thus our notations onwards are applicable for a single channel transmission
for simplicity and clarity. Suppose for the pair j, the associated transmitter i
sends packets to the associated receiver j with power pj. The data symbol for
the associated transmitter and receiver is xj, drawn from M-QAM symbols with
a symbol energy E[|xj|2] = 1. The set of adjacent transmitters to the transmitter
i is defined as Nj={i 6= j|i ∈ N}. The symbol power of transmitter i, pj is
selected from W possible transmit power values pj ∈ Wj,Wj = {pi,j|i=1,...,W}
where pi,j is when transmitter i is using the ith power values.
The general wireless channel between transmitter i and receiver j modelled
as
gi,j = hi,j100.1F(di,j ,β)/2 (2.9)
where hi,j is a complex Gaussian coefficient with a zero mean and a unit variance
that represents a short term fading, F(di,j, β) represents a large scale fading com-
ponent in dB where di,j is the distance between transmitter i and receiver j in me-
tres and β is path loss exponent [3]. The additive white Gaussian noise (AWGN)
at receiver j is represented as zj ∼ CN¯ (0, σ2j ) where σ2j is its variance. In general,
the system model for a downlink/uplink network for N receiver/transmitter i is
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given by
yj = gj,j
√
pjxj +
∑
i∈Nj
gi,j
√
pixi + zj = yIj + iy
Q
j . (2.10)
yj in (2.10) is a complex number with its real and imaginary part representing the
in-phase (I) and quadrature (Q) received samples at receiver j, ysj , s = {I,Q}.
To calculate the range of possible values for each received random I and Q
samples, denoted by [−ηsj , ηsj ], we use the three sigma rule [69]. This rule states
that if ηsj is set as the value of three times standard deviation of the random I
and Q samples, then the received samples will lie in this interval 99.75% of the
time. We use the standard deviation of the received signal ysj to calculate the
[−ηsj , ηsj ] as described in [41],
ηsj = 3
√√√√(|gj,j|2pj + ∑
i∈N , i 6=j
|gi,j|2pi + σ2j
)/
2. (2.11)
We now let y˜sj , s = {I,Q} be the quantised signal representations for the
received I and Q samples and qsj be the number of bits used to index these
representations. y˜sj is chosen by comparing the received signal ysj with 2q
s
j possible
quantised signal representation of I and Q samples where qsj is the number of
quantisation bits. We choose the I and Q representation that are the closest
to the received signals based on the Euclidean distance. These quantised signal
representations for s = {I,Q} can be written as
W sj (ksj , lsj) =
ksjη
s
j (2lsj + 1)
2qsj
, (2.12)
where ksj = −1, 1 and lsj = 0, 1, . . . , 2
qs
j
2 −1 are the variables that control the value
of the quantised signal representations. The inclusion of ηsj , ksj and lsj in (2.12)
ensures that W sj are distributed uniformly within [−ηsj , ηsj ] as in [41, 69]. The
process to select the quantised signal representations for I and Q samples are
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then given by
y˜sj = W sj (k¯sj , l¯sj), (k¯sj , l¯sj) = min
ksj ,l
s
j
||W sj (ksj , lsj)− ysj ||2. (2.13)
The selected k¯sj and l¯sj for both I and Q samples, s = {I,Q} are then sent to the
receiver as a binary signal sequence by transmitter i, referred to as bits(j), for
further signal processing. The first binary signal sequence in bits(j) represents
the direct binary conversion from k¯sj . The first bit of bits(j) is 0 if k¯sj = −1 and 1
otherwise. The remaining binary signal in bits(j) represents l¯sj . Being a positive
integer, l¯sj can be converted directly to a binary signal with a length of 2
qs
j
2 − 1.
The error between the received symbol of ysj and its quantised representation, y˜sj ,
denoted by esj , s = {I,Q}, is then given as
esj = y˜sj − ysj . (2.14)
(2.10) is assumed distributed uniformly between [−ηsj , ηsj ] with its variance, ρj,
given by
ρj
(a)=
∫ ηIj
2
qs
j
−
ηI
j
2
qs
j
(eIj )
2
deIj +
∫ ηQj
2
qs
j
−
η
Q
j
2
qs
j
(eQj )
2
deQj
ηsj21−q
s
j
,
(b)= 3
(
|gj,j|2pj +
∑
i∈N , i 6=j
|gi,j|2pi + σ2j
)
2−2qsj , (2.15)
where (a) and (b) are obtained by following the Widrow Theorem in [41] and
substituting ηsj according to (2.11).
2.4.1 Signal-to-Interference-plus-Noise ratio
Also, we briefly present a general Signal-to-Interference-plus-Noise ratio (SINR)
model used in this thesis. We let the transmitter i power denoted by pi and
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G(i, j) be the fraction function of the power pi that reaches receiver j. Also,
to any network we consider in this thesis, we assume that the receiver j also
hears some noise with power σj due to the thermal noise and the sources external
to the nodes. Thus, receiver j receives the power pjG(j, j) from the associated
transmitter, the noise power σj, the quantisation signal ρj and the interference
power from the other transmitters, ∑i 6=j piG(i, j). Hence, the general SINR for
node j, SINRj, is given as
SINRj =
pjG(j, j)
ρj +
∑
i 6=j piG(i, j) + σ2j
, (2.16)
and the corresponding Shannon rate is given by log2(1+SINRj) in bits/symbol/Hz.
SINRj in (2.16) establishes the quality of the operation of node j, that measures
the power of the signal pjG(j, j) from its transmitter divided by the sum of the
interference from the other transmitters plus that the power of noise and the
quantisation signal. Note that the transmission from one node can cause inter-
ference at the other nodes. If the transmitter node wants to increase its power
so that its receiver node gets a more powerful signal, then the transmitter node
will generate more interference for other receiver nodes. Consequently, this will
depreciate the operation between nodes. The power adjustment problem is to
find a scheme for the nodes to adjust their transmission power so that the com-
munications between nodes are successful.
Note that [56,70] are the primary sources for this review of the system model
and power adjustment problem. Later in Chapter 3, 4 and 5 of this thesis, we will
use (2.16) to derive specific instances of the system model and research problem
formulation.
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Parallel Optimisation Framework
for Cloud-Based Small Cell
Networks
In this chapter, a new general parallel optimisation framework based on the be-
lief propagation concepts is developed. This framework can be used to optimise
any specific network objectives, subject to the received SINR requirements of the
UEs with the BSs transmit power as variables. There are three network objec-
tives this thesis to show the generality of the proposed framework. They are
the network spectral efficiency (SE), the energy efficiency (EE) in a conventional
cloud structure, where each CCU is allocated exclusively to each BS, and the
energy consumption minimisation at the cloud data centre when multiple BSs
(EEC) share each CCU. We then propose a simplified BP algorithm that has a
low computational complexity on the number of BSs. Also, the messages of the
two proposed algorithms converge to a fixed point, guaranteeing their stability
are mathematically proven. Finally, simulations for the considered network ob-
jectives performances are carried out to validate the framework generality and
convergence analysis of the proposed algorithms.
24
3.1. Introduction
3.1 Introduction
In C-SCNs, the power allocation optimisation for BSs is done in the cloud by
CCUs. We consider a very dense cellular network where interference comes from
all adjacent BSs. We first derive a general optimisation framework that can be
used to optimise any specific network objectives, subject to the received SINR re-
quirements of the UEs with the BSs transmit power as variables. Three network
objectives, the network spectral efficiency (SE), the energy efficiency (EE) in a
conventional cloud structure, where each CCU is allocated exclusively to each
BS, and the energy consumption minimisation at the cloud data centre when
each CCU is shared by multiple BSs (EEC), are used in the paper to show the
generality of the proposed framework. The optimisation formulation is then de-
composed into multiple optimisation problems. Thus the decomposed network
objective functions with transmit powers as their variables can be computed in
parallel across multiple CCUs. A factor graph representation of the decomposed
optimisation problems, based on the concept described in [33, 34] is then devel-
oped. The factor graph describes the relationship between the network objectives
and their optimisation variables, represented by factor nodes and variable nodes,
respectively. As the interference comes from all adjacent BSs, each factor and
variable node are connected to all adjacent nodes, leading to a full cycle factor
graph. Each CCU has a single factor node and a single variable node and cooper-
ate with other CCUs by exchanging messages containing the marginal distribution
estimates of the network objective functions. A BP method, based on the sum-
product approach [31,32] is used over the factor graph. Each CCU computes the
marginal estimate of network objective functions in parallel and exchanges the
estimates with other CCUs. The process is repeated until the message values at
each CCU no longer change. Each CCU then computes the propagated beliefs
that represent the estimates of the network objective functions for each possible
transmit power at BS j. The transmit power that yields the maximum estimate
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is then used by BS j. We then propose a simplified BP algorithm that has a
low computational complexity with respect to the number of BSs. We decom-
pose the SINR constraint for each BSs into multiple linear constraints such that
the interference component in each of these new constraints is coming from a
single adjacent BS. In terms of a factor graph representation, each factor nodes
is now connected only with two variable nodes, resulting in a significantly lower
computational complexity. In addition, we prove both analytically and by sim-
ulation that the messages of the two proposed algorithms converge to a fixed
point, defined as the point where the difference in values between BP messages
at iteration t and t− 1 are approaching zero. That is, the values of BP messages
do not change anymore with the increasing number of iterations, guaranteeing
the stability of the proposed algorithms. The simulation results also show that
the network spectral and energy efficiencies, latency, and computational complex-
ity performances of the two proposed algorithms outperform similar schemes in
the open literature [15, 19, 25]. Furthermore, their network spectral and energy
efficiencies are very close to the optimal exhaustive search solution.
3.2 System Formulation
We consider a downlink transmission for a C-SCN with N BSs. Each BS is as-
sumed to transmit by using the same spectrum for its downlink transmissions.
The BSs connect to the cloud via high speed optical fibre cables. The compu-
tation of radio resources for each BS moves to the cloud. We first consider the
conventional cloud structure where each BS is allocated one CCU. The resource
computation is done in parallel across multiple CCUs. UEs are randomly located
and connected to the closest BS. We let UE j be the closest UE to BS j, j ∈ N ,
such that N = {1, 2, . . . , N}.We further define the set of adjacent BSs to BS j, as
Nj = {i 6= j|i ∈ N}. The transmit power for BS j is denoted as pj and selected
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from W possible transmit power values pj ∈ Wj,Wj = {pj,w|w = 1, . . . ,W}.
The wireless channel between BS j and UE i is modelled based on (2.9). The
received signal at UE j is given as
yj =
√
pjgj,jxj +
∑
i∈Nj
√
pigi,jxi + zj. (3.1)
Note that we consider an unlimited number of quantisation bits where the inputs
qj → ∞ is used in (2.15). Thus, there is no quantisation signal power at UE j
given by ρj = 0 in (2.16). Moreover, based on (2.16) also the function G(i, j)
represents the wireless channel between the power from BS j to UE i where
G(i, j) = |gi,j|2. From this information and by defining p¯j = {pi ∈ Wi ∀ i ∈ Nj}
as a set consisting of the transmit powers used by all adjacent BSs to BS j, the
received SINR at UE j, j ∈ N , γj(pj, p¯j) that based on (3.1), is given as
γj(pj, p¯j) =
pj|gj,j|2∑
i∈Nj pi|gi,j|2 + σ2j
. (3.2)
To ensure the transmissions to all users in N cells satisfy the minimum quality
of service, we develop an indicator function for BS j, where BS j transmits only
if the received SINR at UE j is above the minimum SINR required to deliver the
service, Γj.
We define two indicator functions, ISEj (pj, p¯j) and IEEj (pj, p¯j) that calculate
the network spectral and energy efficiency per channel transmission for BS j for
j = 1, 2, . . . , N . These functions have pj and p¯j as its variables. ISEj (pj, p¯j) is
defined as
ISEj (pj, p¯j) =

log2(1 + γj(pj, p¯j)), γj(pj, p¯j) ≥ Γj,
0, γj(pj, p¯j) = 0,
−M, otherwise,
(3.3)
whereM is a penalty value, imposed to BS j for selecting to transmit when the
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received SINR at UE j is below the threshold, Γj. Ideally, M should be a very
high positive number. Note that the second condition in (3.3) refers to the case
when a BS does not transmit and thus is generating zero SINR for its user. We
included this condition as we cannot penalise the BS when it is not transmitting
as some of them might decide not to transmit if the value of network objective can
increase. By defining the energy efficiency at BS j as the ratio between the sum
capacity and transmit power per channel transmission [1], IEEj (pj, p¯j) is defined
as
ISEj (pj, p¯j) =

log2(1 + γj(pj, p¯j))/(opj + qo), γj(pj, p¯j) ≥ Γj,
0, γj(pj, p¯j) = 0,
−M, otherwise,
(3.4)
The coefficient o is BS power consumption that scales with the transmit power pj
(i.e., amplifier efficiency and feeder losses). qo is a power offset that is independent
from the transmit power, derived from signal processing, battery backup [1].
If multiple BSs share the CCU, we could improve the energy consumption
at the data centre by minimising the number of used CCUs [9]. An indicator
function for each BS j, IEECj (pj, p¯j) that computes the energy efficiency at the
data centre, is defined as the ratio between the transmission rate and the number
of CCUs needed to support the transmissions of BS j. IEECj (pj, p¯j) is defined as
ISEj (pj, p¯j) =

log2(1+γj(pj ,p¯j))
ζj(pj ,p¯j)
, γj(pj, p¯j) ≥ Γj,
0, γj(pj, p¯j) = 0,
−M, otherwise,
(3.5)
where ζj(pj, p¯j) represents the portion of CCUs for processing BS j transmission,
ζj(pj, p¯j) = (ς + κ log2(1 + γj(pj, p¯j)))
/
s. (3.6)
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The numerator of (3.6) is the number of CCU processing instructions related to
the transmission rate of BS j in a single channel if BS power allocations pj and p¯j
are used. ς, κ and s represent the overhead for the required instructions for setting
up the CCU, the relationship between CCU instructions and γj(pj, p¯j), and the
amount of instructions that can be executed by a single CCU in a single channel,
respectively. Note that κ and ς are found based on a measurement [13,71].
The maximisation for the average values of the network objective functions
for N BSs with pj, j = 1, . . . , N as variables, can be written as
max
p1,... ,pN
1
N
∑
j∈N IFj (pj, p¯j),
subject to pj ∈ Wj, j ∈ N ,
(3.7)
where F ∈ {SE,EE,EEC} denotes whether the objective function used in (3.7)
is spectral efficiency or energy efficiency at the BSs or the cloud data centre,
respectively.
Here, once the pj is obtained from (3.7), we compute the total number of used
CCUs, ζ, as
ζ = d∑
j∈N
ζj(pj, p¯j)e, (3.8)
where dζe denotes an integer round up operation for ζ. Note that, the global
optimal solution for (3.7) can be obtained by exhaustively searching all possible
transmit power combinations for all BSs and selecting the one that gives the
maximum of (3.7). However, although this approach is optimal, it requires a
very high computational complexity.
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3.3 Parallel Power Optimisation
In this section, we propose a distributed power optimisation algorithm for solving
(3.7) in a parallel manner. We first write the probability distribution function
(pdf) representations for (3.7) and decompose it into multiple power optimisa-
tion problems, executed at CCUs. A BP method based on the sum-product
approach [31,32] that enables CCUs to cooperate by exchanging the estimates of
the marginal distribution of (3.7) and to optimise any network objective functions
in parallel is developed, and its convergence is proven mathematically.
3.3.1 Probability Distribution
We first let p = pj∪p¯j be the overall transmit power state of the system and Q be
the space for all possible transmit power states p in the system. The optimisation
objective function in (3.7) as a pdf is given as
Pr(p) = 1Z exp
(
µ
∑
j∈N
IFj (pj, p¯j)
)
, (3.9)
with the transmit power for BSs, pj, and j = 1, . . . , N as its states, where µ
is a positive number, and Z = ∑p∈Q exp (∑j∈N µIFj (pj, p¯j)) is a normalisation
constant that is used to ensure that the sum of all probability states in (3.9) is
1. We omit the constant 1/N in (3.7) as it has no effect on the solution of (3.7).
By using (3.9), the mean of optimisation objective is given as
E[
∑
j∈N
µIFj (pj, p¯j)] =
∑
p∈Q
∑
j∈N
µIFj (pj, p¯j)Pr(pj, p¯j). (3.10)
If we select the optimum power configuration p in (3.10), as µ → ∞, Pr(p)
in (3.9) will increase exponentially. As the consequence, the probability of choos-
ing p increases exponentially, implying the mean of (3.10) will concentrate around
its maxima. The maximum of (3.10) then corresponds to a power configuration
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p that also gives a maximum value for (3.10). Selecting this p in (3.7) will also
result in a maximum network objective value. Therefore we can write a mathe-
matical relationship between (3.7) and (3.10),
lim
µ→∞E
[ ∑
j∈N
µIFj (pj, p¯j)
]
= arg max
p1,... ,pN
∑
j∈N
µIFj (pj, p¯j). (3.11)
Note that this is in line with the analysis in [2], which has also provided detailed
explanations on the physical meaning of parameter µ and its behaviors.
3.3.2 Belief Propagation
. . .
. . .
BS 1 BS j BSN
. . .
. . .
BS a
nj→a (qa)
t
na→j (qj)
t
ma
_
 tma→j (qj)
t
mj→a (qa)
t
mj
_
 t
Figure 3.1: Factor Graphs for N -cell Cellular Networks
To compute (3.11) based on (3.7), we will apply a BP method based on a
sum-product approach [31, 32]. We will first develop a factor graph for (3.11)
that relates ICI and the BS transmit power. A factor graph consists of variable
and factor nodes. There will be N factor nodes and N variable nodes. Each
BS j, j ∈ N , consists of a variable node j and a factor node j that represent
the transmit power pj and a factor function IFj (p) = IFj (pj, p¯j), respectively.
The edges, drawn as lines, represent the ICI relationship and information flows
between the corresponding factor node and variable node. Fig. 3.1 shows the
factor graph for the N BSs. The dashed box indicates the nodes in each BS.
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Each factor and the variable node will have N edges, connecting it to all other
nodes. The estimates of the marginal pdfs of the used optimisation objective and
BSs transmit power at the factor, and variable nodes are computed by CCUs
in parallel. These estimates are sent as messages to other nodes. The messages
are then used to compute the marginal pdfs by the receiving nodes in the next
iteration.
To realise this, we use a BP sum-product approach [33] and apply it to the
factor graph representation in Fig. 3.1. We first denote ntj→a(pj) and mta→j(pj) as
the messages sent from/to the variable node j to/by the factor node a at iteration
t, respectively, for any j, a ∈ N such that pj ∈ Wj. Green and red arrows denote
this in Fig. 3.1. Note that to prevent the computation overflow at each CCU,
we normalise the value of mta→j(pj), a, j ∈ N at iteration t by the normalisation
constant that comes to the variable node, denoted as c(t). The message sent
out by variable node j to factor nodes a at iteration t, ntj→a(pj), represents the
marginal pdfs of transmitting power pj. This message is obtained by summing
all messages coming to variable node j from factor nodes in CCU j 6= a, j, a ∈ N
at iteration t− 1. ntj→a(pj) and written as [33],
ntj→a(pj) = c(t− 1)
∑
b∈Nj\a
mt−1b→j(pj). (3.12)
The message ntj→a(pj) is used as an input to calculate the message mta→j(pj)
sent by factor node a to variable nodes in iteration t. The message mta→j(pj)
represents the marginal pdfs for the value of network objectives for a selected
transmit power state pj, calculated at the factor node a. mta→j(pj) is obtained
by summing all messages coming to the factor node a from variable nodes j 6= a,
j, a ∈ N at iteration t with the marginal objective function µIFa (p) of factor node
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a. mta→j(pj) can be written as
mta→j(pj) =
∑
p\pj
µIFa (p) + IFa (p \ pj)
∑
i∈Na\j
nti→a(pi), (3.13)
where the binary indicator function IFa (p \ pj) for factor node a is defined as
IFa (p \ pj) =

0, if γj(pj, p¯j) < Γj and pj 6= 0,
1, otherwise.
(3.14)
The binary indicator IFa (p \ pj) is used to discard the messages in (3.13) corre-
sponding to p configurations when the transmit power pj is not zero, and the
received SINR for UE j, γj(pj, p¯j) is below the threshold, Γj. To compute (3.12)
and (3.13), we need to know the normalisation value, c(t), given as
c(t) = 1
/√∑
j∈N
m¯tj, (3.15)
where m¯tj =
∑
a∈N
∑
pa∈Wa(mtj→a(pa))2. To obtain this value of each variable node,
we first compute the quadratic summation of all outgoing messages from each
factor node j for BS j. In (3.15), this summation is shown by m¯tj. Factor node
j then sends m¯tj to all variable nodes so that they can calculate c(t) in (3.15) by
using these received messages. The message exchange in normalisation message
m¯tj between CCUs is shown as red arrows in Fig. 3.1. Thus, by using (3.13)
and (3.15), we can define the normalised messages from factor to variable nodes,
m˜ta→j(pj) as
m˜ta→j(pj) = c(t)mta→j(pj). (3.16)
The process above is repeated in parallel until the number of iterations t hits its
maximum, defined as tmax. The belief at CCU j, denoted by bj(pj), that represents
the likelihood estimates of the transmit power, can now be obtained. Under the
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Algorithm I BPI
1 Initialise all messages
i.e m0a→j(pj) = [0], ∀a, j ∈ N
Set iteration index t = 0.
2 For each BS j,
Compute ntj→a(pj) using (3.12), ∀a ∈ N
Compute mtj→a(pa) based on (3.13), ∀a ∈ N
Compute c(t) and m˜ta→j(pj)
based on (3.15) and (3.16) ∀a ∈ N
Increase t and return to Step 2 unless t = tmax
3 Selects pˆj based on (3.17) and (3.18)
assumption of independent messages, bj(pj) is proportional to the summation of
all messages coming to variable node j from factor nodes a, a ∈ N . bj(pj) can
be written as,
bj(pj) ∝
∑
a∈N
m˜ta→j(pj). (3.17)
The transmit power for BS j, denoted by pˆj, is then obtained by selecting the
transmit power that corresponds to the maximum bj(pj),
pˆj = max
pj∈Wj
bj(pj). (3.18)
Thus, (3.13)− (3.18) constitutes the complete optimisation process of the pro-
posed parallel power control performed by multiple CCUs in a cloud.
3.3.3 Stability
To prove the message convergence, we first write the iterative process in (3.12), (3.13)
and (3.16) as a single compact equation,
m˜ta→j(pj) = c(t)
( ∑
p\pj
µIFa (p) + IFa (p \ pj)
∑
i∈Na\j
∑
b∈Ni\a
m˜t−1b→i(pi)
)
. (3.19)
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Now, we define m˜ta→j(pj) in (3.19) for all a = j = 1, . . . , N in a matrix-vector
form. We then vectorize the messages from factor node a to variable node j,
j = 1, . . . , N , where transmit power pj is used by that factor node at time t as
fta,w =
[
m˜ta→1(p1 = p1,w) . . . m˜ta→N(pN = pN,w)
]
. (3.20)
There are W possible transmit power choices that can be selected by CCU j. By
using (3.20), we represent the messages at time t, m˜ta→j(pj), a = j = 1, . . . , N
and pj ∈ Wj as a vector m˜(t),
m˜(t) = c(t)
[
ft1,1 . . . ftN,1 . . . ft1,W . . . ftN,W
]T
. (3.21)
We will use (3.21) to show that the proposed algorithm will always converge and
propose the following theorem:
Theorem 3.1. As t→∞ andM→∞, m˜(t) = m˜(t− 1).
Proof. See Appendix A.
Based on Theorem 3.1 and (3.21), for all a, j ∈ N and pj ∈ W , we have
lim
t→∞,M→∞
‖m˜ta→j(pj)− m˜t−1a→j(pj)‖ = 0. (3.22)
(3.22) guarantees the convergence of all BP messages to a fixed point.
3.4 Low Complexity Parallel Power Optimisa-
tion
In this section, we propose a simplified BP algorithm that has a linear computa-
tional complexity on the number of BSs. The SINR constraint and the optimi-
sation objective for each BS in (3.3) decompose into multiple linear constraints
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in a way that the interference component in each of these new constraints comes
only from a single adjacent BS.
3.4.1 SINR Decomposition
Based on (3.3), at BS j, we have a SINR constraint of γj(pj, p¯j) ≥ Γj, given as
|gj,j|2pj − σ2jΓj ≥ Γj
∑
i∈Nj
|gij|2pi. (3.23)
We will decompose (3.23) into N − 1 constraints for each BS j, where each con-
straint depends only on one interfering BS i. Let us denote each BS j constraints
as γi,j(pj, pi) for i ∈ Nj. By denoting wi,j as the weight for this constraint due to
ICI from BS i, where ∑i∈Nj wi,j = 1 and applying it to (3.23), we have
(
|gj,j|2pj − σ2jΓj
) ∑
i∈Nj
wi,j ≥ Γj
∑
i∈Nj
|gij|2pi, (3.24)
for j = 1, . . . , N and i ∈ Nj. The summations of wi,j and |gij|2pi at the left
and right sides of (3.24), respectively, imply that there are N − 1 terms on both
sides. We write N − 1 inequality constraints where each inequality equation
corresponds to the expression for each
(
|gj,j|2pj − σ2jΓj
)
wi,j and Γj|gij|2pi on the
left and right sides of (3.24), respectively, without violating the original SINR
constraint in (3.24) as
γi,j(pj, pi) =
|gj,j|2pjwi,j
|gij|2pi + wi,jσ2j
≥ Γj, (3.25)
where i ∈ Nj. Based on (3.25), the second constraint in (3.3) can then be written
as γi,j(pj, pi) = 0. In this paper, we let
wi,j =
|gij|2∑
i∈Nj |gij|2
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for any j ∈ N with i ∈ Nj. The intuition here is to allow the CCU with the
best channel to satisfy the constraint with the minimum power, resulting in more
active BSs. Note the γi,j(pj, pi) in (3.25) can also be interpreted as the SINR at
each BS with respect to one specific adjacent BS.
We now redefine three indicator functions,
ISEi,j (pj, pi), IEEi,j (pj, pi), andIEECi,j (pj, pi)
computed by using new N−1 SINR definitions in (3.25) for each BS j, γi,j(pj, pi).
By replacing γj(pj, p¯j) with γi,j(pj, pi), ISEi,j (pj, pi) and IEEi,j (pj, pi) can be obtained
from (3.3). Similarly, as explained in Section 3.2, if multiple BSs share CCUs,
the indicator function for the energy efficiency at the data centre will depend
on the transmission rate that in turn depends on γi,j(pj, pi). IEECi,j (pj, pi) can
be obtained by replacing γj(pj, p¯j) and ζj(pj, p¯j) in IEECj (pj, p¯j) with γi,j(pj, pi)
and ζi,j(pj, pi), respectively, as defined in Section 3.2. ζi,j(pj, pi) is the portion
of CCUs required to process the transmission rate of γi,j(pj, pi), obtained by
replacing γj(pj, p¯j) with γi,j(pj, pi) in (3.6). Note that ς, κ and s have been
defined in Section 3.2. The network optimisation that maximises the average
value of the selected network objective functions for N BSs with pj, j = 1, . . . , N
as variables, can be written as
max
p1,... ,pN
1
N
∑
j∈N
∑
i∈Nj µI
F
i,j(pj, pi),
subject to pi ∈ Wi, i ∈ {j, k}, j ∈ N , i ∈ Nj,
(3.26)
where F ∈ {EE, SE,EEC} denotes whether the objective function used in (3.26)
is spectral efficiency or energy efficiency at the BSs or the cloud data centre.
The number of CCUs will be computed from (3.6) after solving (3.26). Note
that although the proposed constraint decomposition looks similar with the work
in [26], there is a subtle difference. In [26], the received SINR expression (3.2)
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is decomposed by factorising the interference components in the denominator
of the SINR expression. This is the same as taking a geometric mean of the
interference components. In our proposed scheme, however, we decompose the
SINR constraint expression, γj(pj, p¯j) ≥ Γj into N − 1 new constraints in a way
the decomposed constraints still satisfy the original SINR constraint, where N is
the number of BSs.
3.4.2 Probability Distribution Representations
The probability distribution representation, factor graph and BP method for
the new optimisation problem are then developed. By using a similar approach
described in Section 3.3 we rewrite (3.26) as,
Pr(p) = 1Z ′ exp
(
µ
∑
j∈N
∑
i∈Nj
IFi,j(pj, pi)
)
, (3.27)
with Z ′ = ∑p∈Q∑j∈N exp (∑i∈Nj µIFi,j(pj, pi)) as a normalising constant. By
comparing IFj (pj, p¯j) in (3.9) and IFi,j(pj, pi) in (3.27), we could see that the indi-
cator function of the latter no longer depends on p¯j. In fact, it only depends on
pi. Later, it will show how this will simplify the computation at the factor nodes
significantly. By following the approach in Section 3.3 for deriving (3.11), we can
write,
lim
µ→∞E[
∑
j∈N
∑
i∈Nj
µIFi,j(pj, pi)] = arg max
p1,... ,pN
∑
j∈N
µIFj (pj, p¯j), (3.28)
where IFj (pj, p¯j) =
∑
i∈Nj I
F
i,j(pj, pi) is further decomposed into N − 1 indicator
functions, µIFi,j(pj, pi), that depends only on two variables, pj and pi.
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Figure 3.2: Factor graph for N cell cellular network with the simplified proposed
method
3.4.3 Simplified BP Based Algorithm
To compute (3.28) we use a similar BP approach to that described in Section 3.3.
We let each µIFi,j(pj, pi) be a factor function for factor node (j, k). The variable
node remains the same as BPI. Fig. 3.2 shows the simplified factor graph for the
N BSs. Each factor node is connected only to two variable nodes. There are
N − 1 factor nodes for each BS as indicated by the dashed box. The dashed box
embraces all the nodes in each BS. Based on this new factor graph, we change
our BP notations and mathematical functions.
We let i ∈ {j, k} and Ni \ (j, k) denote all the adjacent nodes in the network
to node i except for factor node (j, k), respectively. The message to/from factor
node (j, k) from/to variable node j at iteration t are now denoted as ntj→(j,k)(pj)
and mt(j,k)→j(pj), respectively. This is written as
nti→(j,k)(pi) = c′(t− 1)
∑
a′∈Ni\(j,k)
mt−1a′→j(pj), (3.29)
mt(j,k)→i(pi) =
∑
p\pi
µIFi,j(pj, pi) + IFj,k(p \ pj)
∑
l 6=i
ntl→(j,k)(ql), (3.30)
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Algorithm II BPII
1 Initialise all messages
i.e m0(j,k)→i(pi) = [0], ∀j ∈ N , i ∈ Nj, i ∈ {j, k}
Set iteration index t = 0.
2 In each CCU j,
Compute ntj→(j,k)(pj) using (3.29) ∀i ∈ Nj
Compute mt(j,k)→i(pi) using (3.30) ∀ i ∈ {j, k} , i ∈ Nj
Compute c′(t) then normalise m˜t(j,k)→j(pj) and m˜t(k,j)→j(pj)
based on (3.33) and (3.32) ∀i ∈ Nj
Increase iteration index t and return to Step 2 unless t = tmax
3 CCU j selects pˆj based on (3.17) and (3.18)
where the binary indicator function IFj,k(p \ pj) for factor node (j, k) is given as
IFj,k(p \ pj) =

0, if γi,j(pj, pi) < Γj, and pj 6= 0,
1, otherwise.
(3.31)
Similarly, the binary indicator is used to discard the messages in (3.30) corre-
sponding to p configurations when the transmit power pj is not zero, and the
received SINR for UE j, γi,j(pj, pi) is below the threshold, Γj. The normalised
message of mt(j,k)→i(pi) at iteration t is now written as m˜ta′→j(pj) and obtained as
m˜ta′→j(pj) = c′(t)mta′→j(pj), (3.32)
where the normalisation value c′(t) at iteration t is written as
c′(t) = 1
/√∑
j∈N
∑
i∈Nj
∑
i∈{j,k}
∑
pi∈W
(mt(j,k)→j(pi))2. (3.33)
The process above is repeated in parallel for all CCUs until t = tmax. The transmit
power pˆj for each CCU j is selected by using (3.17) and (3.18). Algorithm 3.4.3
shows the BPII scheme.
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3.4.4 Stability
To prove the message convergence, we first write the iterative process in (3.29),
(3.30) and (3.32) as a single compact equation,
m˜t(j,k)→i(pi) = c′(t)
( ∑
pj ,pi\pi
µIFi,j(pj, pi) + IFj,k(p \ pj)
∑
k 6=i
∑
a′∈Nk\j,k
m˜t−1a′→k(pi)
)
.
(3.34)
We now write m˜t(j,k)→i(pi) in (3.34) as a single matrix-vector form, where i ∈ {j, k}
for all j, k = 1, . . . , N with i ∈ Nj. Note that there are W possible transmit
power choices pi = qi,1, . . . , qi,w, . . . , qi,W that can be selected by CCU i. We
first vectorise the messages from factor node j, k to variable nodes j = 1, . . . , N
where the transmit power pi is used by that factor node at iteration t as f′t(j,k),w =[
m˜t(j,k)→j(pj = pj,w) m˜t(j,k)→k(pk = pk,w)
]
.We can represent all the BPII messages
at iteration t, as a vector
m˜′(t) = c′(t)
[
f′t(1,2),1 . . . f′
t
(1,N),1 . . . f′
t
(a,j),l . . . f′
t
(N,N−1),W
]T
, (3.35)
j = a = 1, . . . N , j 6= a, l = 1, . . . ,W . We now use (3.34) to show the convergence
of BPII scheme and propose the following theorem.
Theorem 3.2. As t→∞ andM→∞, m˜′(t) = m˜′(t− 1).
Proof. See Appendix B.
3.5 Complexity and Latency Comparison with
Other Schemes
In this section, we first compare the computational complexity of BPI and BPII
with the non-cooperative (NC) scheme in [15] and sequential cooperative (SC)
scheme in [19] as well other power allocation schemes based on a BP approach
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(BPA) in [25] and an optimal exhaustive search method. The complexity is
defined as the computational burden per CCU in terms of the number of com-
binations for p that needs to be searched. We denote the optimum number of
used CCUs for BPI and BPII as ζBPI and ζBPII. From (3.19), we can see that
the computational complexity of BPI lies in the factor node computation and
is given as O(NWN−1/ζBPI), where W is the number of possible BS transmits
power levels and N is the number of BSs. On the other hand, looking at (3.34),
we can see that the computation for each factor node in BPII depends only on a
single variable, meaning that the factor node (j, k) of BS j needs to consider only
pi. This means the computational complexity of BPII is O(N(N − 1)W 2/ζBPII).
Note that ζBPI = ζBPII = N if each BS is exclusively allocated to a single CCU
as in the conventional cloud structure. If the CCUs are shared by multiple BSs,
the number of used CCUs depends on ζBPI and ζBPII.
We now compare our methods with [15,19,25], as these schemes work by de-
composing the optimisation problem into multiple functions, solvable at CCUs.
Note that in these schemes, each BS is exclusively allocated to a CCU. The opti-
misation in [15,19] are executed in a serial manner, meaning that each CCU takes
a turn in updating its transmit power decision. Therefore, their CCU computa-
tional complexities are given as O(W ) and O(WN−1), respectively. On the other
hand, the optimisation process in [25] works by first decomposing the optimisa-
tion problem into multiple functions and computing them in parallel. Its CCU
computational complexity is given as O(2WN−1). Finally, the computation re-
quirement for exhaustive search can be written as O(WN). The proposed scheme
can be used to perform a trade-off analysis between CCU energy consumption
and computational complexity by adjusting ζBPI and ζBPII, while [15,19,25] can-
not. In addition, as will be shown later, the spectral and energy efficiency for the
two proposed schemes outperform those in the above schemes.
We now compare the latency orders of the two proposed schemes with those
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in [15, 19, 25] and an exhaustive search method. The latency is defined as the
average number of iterations needed to converge and tmax is the delay due to BS
computational processing in each iteration. The tmax for BPI and BPII and the
iterative schemes in [15, 19] and [25] are denoted as tmax,BPI, tmax,BPII, tmax,NC,
tmax,SC, and tmax,BPA, respectively. We assume that the time needed to compute
one possible combination of p¯j in one iteration is the same for BPI, BPII, [15,19]
and [25]. Thus the delay in each iteration depends on the number of possible
combinations of p¯j that need to be searched. The latency order of the exhaus-
tive search method is O(tmaxWN). When the NC scheme in [15] and the SC
scheme in [19] are used, the global network optimisation problem is decomposed
and solved at each CCU, allocated exclusively for one BS. The optimisation
is then done in a serial manner where each CCU takes a turn in updating its
transmit power decision and interference information. The latency orders of [15]
and [19] both depend on the number of BSs in the networks and can be written
as O(tmax,NCNW ) and O(tmax,SCNWN−1). On the other hand, CCUs updates
its decisions on BS resource allocation in a parallel manner, when BPA in [25]
and the proposed BPI and BPII are used. As a result, the delay due to the BSs
computational processing in each iteration is reduced by N times. The latency
for [25] and BPI are order O(tmax,BPAWN−1) and O(tmax-BPIWN−1). Thus, as
the number of BSs in the network increases, the latency will grow exponentially.
When BPII is used, each factor node is connected only to two rather than N
variable nodes as in the scheme [25] and BPI. As a consequence, the latency per
iteration used in BPII is further reduced by WN−3 times as compared to [25] and
BPI, giving a latency order of O(tmax,BPIIW 2). Note that the latency orders will
also depend on tmax. Fig. 3.4 in the Section 3.6 shows that the values of tmax,BPI,
tmax,BPII and tmax,BPA remain constant as the number of BSs increases. Note that
SE and EE in Fig. 3.4 denote whether we optimise the network spectral (SE) or
energy (EE) efficiencies at the BSs. In contrast, the value of tmax,NC and tmax,SC
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are shown to increase with the number of BSs. Note that similar observations in
complexity and latency are found when we optimise the energy efficiency at the
cloud (EEC) which we do not include in the paper due to the page limitations.
3.6 Simulation Results and Discussion
In this section, we compare the latency and the convergence behaviour of BPI
and BPII for different objectives, as well its achievable total spectral and en-
ergy efficiency performance relative to the schemes in [15], [19] and [25] and
with the exhaustive search-based schemes. We let f be the average value of the
optimisation objective obtained in (3.7) and (3.26) and Nf be the achievable
total efficiency of the network objective. We denote BPI and BPII with energy
efficiency, spectral efficiency and CCU efficiency as optimisation objectives as
BPI-EE, BPI-SE, BPI-EEC, BPII-EE, BPII-SE and BPII-EEC, respectively.
In the simulations, we consider a two-dimensional urban macro-cell model
from the Long Term Evolution Advanced (LTE-A) standards [3], where 9 BSs
are positioned on a 3×3 rectangular grid, as in Chapter 4.4 of [72] that is shown
in Fig. 3.3, operating at frequency 2.14GHz and the system bandwidth is 20MHz.
A BS is placed in the centre of each grid, with a distance of 2r m between BSs.
UEs are uniformly distributed within the cell radius of r = 500m. The large-scale
fading is modelled as F(di,j, β) = 139.5 + 10β log10(di,j/1000) + X [73], where
β = 3.76 is the path loss coefficient, X is a random variable that represents a
log-normal shadowing coefficient with a standard deviation of 8dB and di,j is the
distance between BS j and UE i in metres. The thermal noise power density
is -174dBm/Hz. We follow [2] by considering 4 power levels, where W = 4,
pj = {0, pj,4/3, 2pj,4/3, pj,4}. For each radio channel, the maximum power, pj,4 is
43dBm. Based on the results in [1,13], we set s = 2GHz, ς = 7×108, κ = 35, o =
1/0.38 and po = 20dBm for CCUs. All results are evaluated over 500 independent
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Figure 3.3: Example of Simulation Environment
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Table 3.1: The Assumed Network Parameter Values [1–4]
Symbol Description Assumed Value
β path loss exponent 3.76
r cell radius 500m
X log normal shadowing 8dB
W power allocation level 4
pj,4 maximum power 43dBm
o amplifier efficiency 1/0.38
po circuit power 20dBm
M penalty value in (3.5) 100
s circuit power 2GHz
ς Constant coefficient of s 7× 108
κ Rate varying coefficient of s 35
trials. We have tested µ = 1, 2, 3, 5, 10 and found that the performances of BPI
and BPII schemes are the best when we set µ ≥ 5 and µ ≥ 1, respectively. In our
simulations, we let µ = 5 and µ = 1 for BPI and BPII schemes, respectively, which
are also in line with the values used in [26]. The assumed network parameters
are listed in Table 3.1.
3.6.1 Convergence and Latency Performance
To analyse the convergence for BPI and BPII, we compute their mean square
error (MSE), MSE(t) = ||m˜(t)− m˜(t− 1)|| and MSE′(t) = ||m˜′(t)− m˜′(t− 1)||,
respectively, for a different M, where t denotes the iteration number. We run
these algorithms until t = tmax. Table 3.2 presents these MSEs in dB and the
spectral efficiency in bits/s/Hz for BPI-SE and BPII-SE, obtained by using 2 dif-
ferent values ofM and 5 different maximum iterations tmax, respectively. From
Table 3.2, the MSE(t) for BPI-SE converges to -Inf after 4 iterations for both
M, implying the message difference at iteration tmax and tmax − 1 is zero. Simi-
larly, MSE′(t) for BPII-SE converges to -Inf after 6 iterations. This validates our
proposed Theorems 3.1 and 3.2, which guarantee message convergence. Similar
observations are made for BPI-EE and BPII-EE. We set the maximum number
of iterations tmax for BPI and BPII as 4 and 6, respectively and setM = 100 to
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Figure 3.4: Latency for various methods with Γj=5dB and W = 4
guarantee message convergence is satisfied.
Fig. 3.4 shows the average latency for tmax,BPI-SE, tmax,BPI-EE, tmax,BPI-EEC,
tmax,BPII-SE, tmax,BPII-EE, tmax,BPII-EEC, tmax,NC, tmax,SC and tmax,BPA. As the num-
ber of BSs increases, tmax,NC and tmax,SC increase exponentially with the number
of BSs. On the other hand, regardless of the network objectives, the average
tmax,BPI, tmax,BPII and tmax,BPA remain at 4, 6 and 7 iterations, respectively, as
the number of BSs increases. To illustrate the benefit of the proposed BPI and
BPII in a practical LTE-A scenario, we consider a case with 16 CCUs and 3
power level configuration. By using Fig. 3.4, we can calculate the latency order
of BPI, BPII, [15, 19] and [25] is O(57 × 106), O(54), O(25 × 102), O(56 × 108)
and O(108), respectively. Under these configurations, the latency time of BPI
is 2 and 100 times less than the latency time of the schemes in [25] and [19].
The proposed BPII scheme reduces the latency time even further as its latency
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is 106 times less than the BP-based scheme in [25] which has the lowest latency
among cooperative schemes. Furthermore, its latency time is also 48 times less
than the NC scheme in [15]. Fig. 3.4 also shows the average latency when energy
efficiency at the cloud data centre is used as the optimisation objective for BPI
and BPII schemes, referred to as tmax,BPI-EEC and tmax,BPII-EEC. As their latencies
are the same when other optimisation objectives are used, we can conclude that
the latency of the proposed BP schemes are insensitive to optimisation objectives.
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3.6.2 Optimisation Performance
We now compare the performance of BPI-SE and BPII-SE with [15] and [25]
and exhaustive search-based schemes in terms of their spectral efficiency. Note
that the optimisation objectives in [15] and [25] are the spectral efficiency. The
performance of BPI-EE and BPII-EE is compared with the scheme in [19] that
optimises the BS energy efficiency. Fig. 3.5 shows the cumulative distribution
function (CDF) of the achieved spectral efficiency for BPI-SE, BPII-SE, [15, 25]
and an exhaustive search scheme when the number of BSs is 9 and the SINR
threshold for UEs is 5dB. BPI-SE and BPII-SE outperform the schemes in [15]
and [25] by 15% and 22%, respectively. Fig. 3.6 shows the CDF of the achieved
energy efficiency for BPI-EE, BPII-EE, [19], and an exhaustive search scheme
when the number of BSs is 9 and the SINR threshold for UEs is 5 dB. BPI-EE
and BPII-EE outperform the schemes in [19] by 13% and 7%, respectively. This
demonstrates the benefit of using our BP approach for optimising any network
objectives that can be set according to a specific network requirement.
Table 3.3: CCUs consumption in C-SCNs
Method Exhaustive
Search
Scheme in [15,
19,25]
BPI-CEE BPII-CEE
ζ with Γj = 5dB 3 9 5 6
ζ with Γj = 9dB 4 9 6 7
Note that a similar trend is observed for BPI and BPII schemes when en-
ergy efficiency at the cloud data centre is used as the optimisation objective.
Table 3.3 shows that the number of used CCUs for BPI and BPII schemes with
various SINR thresholds can be reduced by 30% over the existing schemes [15], [19]
and [25]. This implies a performance trade-off between energy consumption in
the cloud data centre and achievable spectral efficiency.
Fig. 3.7 shows the network spectral efficiency for BPI and BPII schemes when
energy efficiency at the cloud data centre is used as the optimisation objective.
Comparing it to Fig. 3.5, we could see that there is a spectral efficiency degrada-
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tion of 10% and 13% for BPI and BPII schemes, respectively. Figs. 3.5, 3.6 and 3.7
show that regardless what the optimisation objectives are, the performance of the
BPII scheme is on average 10% lower than the one of the BPI schemes in term
of spectral and energy efficiencies of the BS and cloud data centre. On the other
hand, the CCU complexity and the latency orders of BPII are WN−3/(N − 1)
and WN−3 lower than the ones of BPI scheme, respectively. In our view, the
BPII scheme is more favourable in large scale networks as a 10% performance
loss results in an exponential decrease in latency and computational complexity
relative to the number of BSs.
Note that we cannot guarantee that the BPI and BPII schemes will converge
to the global optimal solution of (3.7) and (3.9). The interdependency in the
transmit power decisions between multiple BSs results in a full cycle graph, which
is loops in a factor graph or loopy in BP graph. The loopy in BP graph is based
on the Bethe approximation [36]. Note that in solving BP optimisation problem,
this BP algorithm is applied for approximate inference on the graphical models.
If the loopy in the BP graph converges, it is unclear if the results are a good
approximation of the exact marginal. This would mean that if one must influence
the loopy in BP to converge, then one can expect the results to be of low quality.
Hence, causes the BP optimisation to have a suboptimality solution. This leads
to a non-optimal transmit power configuration p as shown in Figs. 3.5, 3.6 and 3.7
where the two proposed schemes on average are shown to be within 5% (for BPI
scheme) and 10% (for BPII scheme) from an exhaustive search scheme in terms of
the spectral and energy efficiencies at the BS and cloud data centre, respectively.
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Chapter 4
Joint Uplink Spectral Efficiency
and Latency Optimisation
Scheme for Cloud-Based Radio
Access Networks
We have investigated the parallel optimisation framework that is capable to opti-
mise different network objectives in Chapter 3. However, the proposed algorithms
do not consider system latencies between RRHs and the CU. In this chapter, we
propose to jointly optimise uplink transmit power of UEs and the number of
quantisation bits used to represent the received signal samples at RRHs subject
to latency constraints; backhaul and network processing rate. We formulate a
new optimisation objective, referred to as network efficiency ratio defined as the
ratio between uplink spectral efficiency and the number of quantised bits used
at RRHs for C-RANs. The value of this objective is maximised when the uplink
spectral efficiency cannot be improved without increasing the number of quanti-
sation bits. Here the number of quantisation bits used is at the minimum and for
given backhaul and switch rates, a reduction in the number of quantisation levels
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implies a reduction in the transmission latency. Unlike [40,41], we simultaneously
optimise the uplink spectral efficiency and transmission latencies in C-RANs. We
solve this new optimisation problem by using BP method where the optimisation
function is decomposed into multiple sub-optimisation problems at RRH level.
They are then solved in parallel [63], leading to a significant reduction in sys-
tem latencies over [40, 41]. Simulation results indicate at least system latency
reduction of N times as well as 29% improvement in network efficiency ratio over
existing schemes [40,41] where N is number of RRHs.
4.1 Introduction
Cloud-based radio access networks (C-RANs) have emerged as a promising solu-
tion to improve wireless network capacity [8]. In C-RANs, the resource allocation
and computation signal processing for a base station (BS), is moved to a central
unit (CU). The task of the BS, referred to as a remote radio head (RRH) [45], is
then to down convert the received radio frequency signal from user equipments
(UE) into in-phase (I) and quadrature (Q) baseband samples. These samples
are quantised. The quantised value are indexed by using a binary sequences,
sent to the CU via fibre front-haul links [37]. At the CU, the transmitted binary
sequences from multiple RRHs are converted back to the quantised value of the
I and Q samples for decoding.
The length of the binary sequence used to represent the received I and Q
samples at RRHs will impact both the transmission latency and spectral efficiency
(SE). The transmission latency is the time needed to transfer the binary sequence
representation of I and Q samples at RRHs to CU. While reducing the number of
quantisation bits and thus the length of used binary sequence at the RRH, reduces
the transmission latency, it also reduces the accuracy of the binary sequence
representation of the I and Q samples. This reduction results in a quantisation
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error and pushes the Signal-to-Interference-plus-Noise (SINR) ratio down and
hence a low SE. Thus, there is a tradeoff between the latency and SE.
In this chapter, we propose to jointly optimise the average uplink SE and
latency of RRHs for C-RANs by adaptively adjusting the uplink power at UEs
and the number of quantisation bits used for I and Q samples. We first define
a ratio, referred to as the efficiency ratio to capture the tradeoff between the
latency and SE. The ratio compares the value of SE and SINR to the number
of quantisation bits used for each RRH. The efficiency ratio is maximised when
the uplink SE or SINR cannot be improved without increasing the number of
quantisation bits, implying simultaneously minimum transmission latency and
maximum SINR. The ratio is then used as an optimisation objective for RRHs.
We then decompose the derived optimisation problem into multiple RRH func-
tions, solvable in parallel at CU to reduce the computational complexity. A belief
propagation (BP) method [63] is then applied to solve the decomposed functions
and to obtain the uplink power and the number of quantisation bits required at
multiple RRHs. Simulation results indicate a 29% improvement in the efficiency
ratio, a transmission latency reduction by 20% and a computational complexity
reduction in proportion with an increasing number of RRHs, respectively, over
the existing schemes [40,41].
4.2 System Model
We consider an uplink transmission between N UE and N RRHs in C-RANs.
A frequency reuse of 1 where each RRH j, j ∈ N uses the same channel to
serve its respective UE j, j ∈ N = {1,. . . , N}. UE is distributed uniformly
across a geographical area and connected to the closest RRH j, j ∈ N . UE
j sends a modulated symbol xj to the RRH j. The set of adjacent RRHs to
RRH j is defined as Nj = {i 6= j|i ∈ N}. The uplink transmit power of UE
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Figure 4.1: I/Q quantisation process for RRHs (qsj = 3 bits).
j, pj ∈ Wj,Wj = {pj,i|i = 1,. . . ,W} is selected from W possible transmit
power values. The wireless channel between RRH j and UE i is modelled based
on (2.9). The uplink received baseband signal at RRHs after RF down-conversion
is based on (2.10). For an example, in Fig. 4.1, for RRH j, with qsj = 3 bits,
there will be 2qsj = 8 signal representations that consist of −7η
s
j
8 ,
−5ηsj
8 , . . . ,
7ηsj
8 for
each I and Q sample, as shown in Fig. 4.1. The (k¯sj , l¯sj), s = {I,Q} in (2.13)
are (−1, 3), . . . , (−1, 0), (1, 0), . . . , (1, 3). Their binary equivalents, bits(j) are
(011), . . . , (000), (100), . . . , (111) separated by η
s
j
4 . By using (2.13), the quantised
signal representations y˜sj , s={I,Q} are found. A total of 2q
s
j bits is used for the
binary representation of I and Q samples sent to the CU. In this paper for
simplicity, we assume that the number of quantisation bits used by RRH j for I
and Q samples is the same, qIj = q
Q
j .
58
4.3. Efficiency Optimisation Formulation
4.3 Efficiency Optimisation Formulation
In this section, we will develop the resource allocation optimisation formulation
for the efficiency ratio with uplink power pj and binary representation of I and
Q samples, qsj , j = 1, . . . , N as its variables. RRH j quantises I and Q samples
into the quantisation bits qsj and thus it transmits 2q
s
j bits to the CU. We let
vj = (pj, qsj ), s = {I,Q} be the uplink power for UE j and the number of
quantisation bits of RRH j. Based on (2.9) and (2.16) the fraction function
G(i, j) is used to represent the wireless channel gain from UE i to RRH j such
that G(i, j) = |gi,j|2. Hence, by defining v¯j = {vi, |i 6= j, i ∈ N} as a set of vi for
adjacent RRHs to RRH j, a SINR for RRH j based on (2.16) is given as
γj(vj, v¯j) =
pj|gj,j|2
ρj +
∑
i∈Nj pi|gi,j|2 + σ2j
. (4.1)
(4.1) is calculated at the CU based on the combination of short and long term
fading coefficients, sent by RRHs to CU. Based on (4.1) the uplink SE at RRH j
is
Rj =
B
N
log2(1 + γj(vj, v¯j)), (4.2)
where B is the uplink transmission bandwidth, which is subdivided into N chan-
nels and each UE is allocated one channel to transmit. The efficiency ratio
calculates the ratio between the uplink SE and the number of quantisation bits
used to represent I and Q samples at RRH j, given as
Ij(vj, v¯j) =
Rj
2qsj
. (4.3)
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The efficiency ratio optimisation for RRHs with variables vj = (pj, qsj ), s = {I,Q}
is given as
max
v1,... ,vN
∑
j∈N
Ij(vj, v¯j),
subject to vj = (pj, qsj ), pj = {pj,1, . . . , pj,W},
qsj = {qsj,1, . . . , qsj,M}, ∀j ∈ N , (4.4)
where qsj = {qsj,1, . . . , qsj,M} denotesM choices the number of quantisation bits for
RRH j to represent the received samples, ysj , s = {I,Q}. The optimal solution
for (4.4) can be obtained by exhaustively searching the optimum joint transmit
power and the number of quantisation bits combinations, vj, j = 1, . . . , N that
has very high computational complexity at the CU.
4.4 Belief Propagation based Optimisation Solver
We decompose (4.4) into multiple sub-optimisation functions corresponding to the
efficiency ratio Ij(v1, . . . , vN) for RRH j = 1, . . . , N. Each RRH’s function will
compute their resources vj in parallel and exchange the marginal estimate of (4.4)
with each other to achieve its maximum. We can write (4.4) as a decomposable
optimisation,
max
v1,... ,vN
∑
j∈N
Ij(v1, . . . , vN). (4.5)
To compute (4.4) based on (4.5), we will apply the BP method based on a max-
sum approach [63]. We will first develop a factor graph for (4.5) that relates
the RRH transmit power and the number of quantisation bits to the decomposed
optimisation functions. The factor graph for the N RRHs will both have N
factor nodes and N variable nodes. Each factor node j = a = 1, . . . , N represent
the decomposed optimisation function for RRH j, Ij(v) = Ij(vj, v¯j). Variable
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node j = a = 1, . . . , N represent an optimisation variables vj for each RRH j
where the edges show the inference relationship between all nodes. The messages
coming to variable node j, mta→j(vj) represents the estimate value of the average
efficiency ratio for a selected vj, calculated at the factor node a ∈ N . mta→j(vj)
is obtained by taking the maximum for all messages coming to the factor node
a from variable nodes j 6= a, j, a ∈ N at iteration t with the marginal objective
function Ia(v) of factor node a. A message from the factor nodes a ∈ N are
updated as,
mta→j(vj) = maxv\vj
[
Ia(v) +
∑
i∈Na\j
∑
b∈Ni\a
mt−1b→i(vi)
]
. (4.6)
The process above is repeated in parallel for all RRH until the maximum absolute
difference between any messages in iteration t and t− 1 is less than a predefined
small value. In this paper, we set this value as 10−6. The belief at RRH j, bj(vj),
that represents the estimate values of joint the transmit power and number of
quantisation bits, can now be obtained. Under the assumption of independent
messages, bj(vj) is proportional to the sum of all messages coming to variable
node j from factor nodes a,
bj(vj) ∝
∑
a∈N
mta→j(vj). (4.7)
The choice of transmit power and the number of quantisation bit used for RRH j
denoted by, vˆj, is then obtained by selecting vj that corresponds to the maximum
belief, bj(vj),
vˆj = max
v1,... ,vN
bj(vj). (4.8)
The messages (4.6)− (4.8) and and vˆj are computed in parallel at the CU. The
configuration vˆj is used by RRH j for its uplink transmissions. The process is
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Table 4.1: BP based Joint SE and Latency Optimisation Solver
Step Input : long term fading coefficients, |gj,i|2
1: Set iteration index t = 0,
Initialise all messages at nodes, ∀a, j ∈ N ,
m0a→j(vj) = [0], vj = (pj, qj).
2: For all factor nodes a ∈ N ,
Compute mta→j(vj) using (4.6) ∀j ∈ N .
3: Increase iteration index t and return to Step 2
unless ‖mt−1a→j(vj)−mta→j(vj)‖ < 10−6.
4: vˆj is selected based on (4.7) and (4.8)
Output: vˆj is sent to RRH j
summarised in Table 4.1.
4.5 Results and Discussion
In the simulations, we consider the system parameters of LTE-A and the wireless
channel parameters for our model is set as β = 3.7 and X = 10dB [3]. Cell radius
is 200m with the minimum distance between UE and its serving RRH is set at
50m. The thermal noise power density is -174dBm/Hz. We assumed that the
B = 20 MHz bandwidth of the wireless link is equally divided into N . All results
are evaluated over 500 independent trials. We assume UE has W = 2 choice of
uplink transmission power to either 0 or 23 dBm.
To analyse the impact of changing the number of quantisation bits to SE, we
first assume that each RRH has only one choice for number of quantisation bits
of each I and Q samples, qsj = {qsj,1} that results in a total of 2qj transmitted
bits. Fig. 4.2 shows that increasing the total number of bits to represent I and
Q samples per N RRHs, 2qsj , j = 1, . . . ,N beyond 14 bits does not increase SE.
This is in line with commercial hardware setups that use 16 quantisation bits for
each I and Q samples [74].
Fig. 4.3 plots that the number of iteration (tmax) required for the proposed
scheme to converge versus the number of RRHs. Here the number of iteration for
the proposed scheme saturates at 10 and beyond that the transmission latency is
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Figure 4.2: SE for different RRH’s quantisation levels.
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ods.
insensitive to the number of RRHs and quantisation bits. Thus we set tmax = 10
and the total maximum number of quantisation bits be 2qsj = 14 at RRH j for our
proposed scheme in all our subsequent simulations. Fig. 4.3 also shows the number
of iterations that is required for the serial approach in [40, 41] that increases
linearly with the number of RRHs with 2qsj = {14} for [40] and 2qsj = {2,14}
for both [41] and our proposed scheme. Note that only a single choice of the
quantisation bits is set in [40] as per iteration that need to be completed. Thus, we
conclude that the number of iterations in our scheme, unlike [40,41] is insensitive
to the increasing number of RRHs.
To analyse the average efficiency improvement by jointly optimising uplink
power and the number of quantisation bits sent by RRHs to the CU, we compare
our scheme with [40] and [41] that have fixed and dynamic allocation for the num-
65
4.5. Results and Discussion
Efficiency Ratio
0 5000 10000 15000
CD
F
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Scheme in [40]
Scheme in [41]
Exhaustive
Proposed
Figure 4.5: The average efficiency ratio performance for N = 7 of various meth-
ods.
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ber of bit used to quantise the I and Q samples for 7 and 10 RRHs, respectively.
Fig. 4.4 and 4.5 shows the cumulative distribution function of the efficiency ratio
of RRHs. The proposed algorithm outperforms the scheme in [40, 41] by 39%,
52%, respectively and it is only 9% away from the optimal exhaustive search
method, obtained by searching all possible combinations of vj.
Table 4.2 shows the transmission latency in the number of quantisation bits,∑
j 2qsj , j = {2, 14}, for 7 and 12 RRHs. The transmission latency of the proposed
scheme outperforms the schemes in [40,41] by on average 15% and 42% for N =
7, 12, respectively. Lastly, by looking at Figs. 4.2 and 4.5, we could conclude that
the latency reduction by using the proposed scheme can be achieved without
sacrificing the uplink SE much. Furthermore, this performance improvement
is achieved by using N times lower computational complexity, measured as the
number of RRH resources that can be computed by CU in one time, due to the use
of parallel rather than the serial optimisation processes that are used in [40,41].
Table 4.2: The number of quantisation bits used by RRHs
RRHs\Method Proposed Scheme in [40] Scheme in [41]
N = 7 33 38 49
N = 12 40 46 84
4.6 Conclusion
We have proposed a joint uplink SE and latency optimisation scheme that simul-
taneously optimises the average uplink rate and latency of RRHs in C-RANs. We
introduce a new optimisation objective referred to as a efficiency ratio to simul-
taneously optimise latency and SE with uplink power of UEs and the number of
quantisation bits for representing I and Q samples at RRHs as optimisation vari-
ables. The optimisation function is then decomposed into multiple functions and
solved in parallel by using BP techniques. We shows that the proposed method
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have low computational complexity and outperforms other best known schemes
by at least 20% in terms of the network efficiency ratio and transmission latency.
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Chapter 5
Sharpe Ratio for Joint User
Association and Subcarrier
Allocation
So far in this thesis, we have seen different network objective that can be solved
using parallel optimisation and presents power optimisation that incorporates the
backhaul link as well as the network switch rates at the CU for C-SCNs. But, we
always made an assumption that users has already been associated to the specific
BS and single tier networks. To provide a method for an efficient association
between users and BSs, this chapter develops a user association scheme and the
corresponding subcarrier allocation in a way that the network capacity cannot be
increased without increasing the deviation between the user rates for a transmis-
sion of HetNets, consisting of two tier networks. The computation of the BS to
user association is performed at each BS where each BSs send message to each
other. In addition, each BSs will cooperate with user by exchanging messages
containing the probabilistic information of each user association state for a par-
ticular subcarrier of an individual BS. This can be solved by using a binary Belief
Propagation (BP) algorithm. Moreover, we use a Sharpe ratio as an objective
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in our design for the user association [52]. We derive an optimisation problem
with Sharpe ratio as its optimisation objective and BS to user association as
its optimisation variables. We use the mean and the standard deviation of the
achievable rates for all the users as the numerator and denumerator, respectively,
of the Sharpe ratio. Simulation results show that the proposed method has lower
standard deviation of the users’ achievable rate, which indicates the users’ rates
are closer to each other, leading to a fair network access. Thus, the achieved ratio
of the proposed method are more than twice greater than the scheme in [48].
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5.1 System Formulation
In this section we consider a downlink HetNet consisting of two tier networks.
Each tier represents a particular type of BS as listed in 3GPP specifications [4].
The first tier represents the macrocell that covering the whole service area and
transmitting with a higher transmission power. The second tier represents the pic-
ocells transmitting with a lower transmission power, but a higher density, which
is to be deployed in a hotspot area. Each cell is allowed to use all frequencies,
resulting in a frequency reuse factor of one. We consider a single user can receive
transmission service from multiple access node, in order to strengthen the received
signal’s quality and diminish the source of the inter-cell interferences. We assume,
each subcarrier at a BS can only be allocated to a single user. Each cell consist of
one macrocell and M − 1 picocells denoted by j ∈ B, B = {1, 2, · · · ,M}, are po-
sitioned on a square area network. I users denoted by j ∈ U , U = {1, 2, · · · , I},
are distributed randomly within the network. There are total S number of sub-
carriers denoted by s ∈ S, S = {1, 2, · · · , S}, for the entire BS transmit power.
We assume that each BS assigns equal power to all of its subcarrier. We also
consider a quasi-static fading channel, where fading coefficients do not change
within each user association and the corresponding subcarrier allocation period,
but change independently from one period to another.
To integrate each BS with its subcarrier, we modified the notation used
in (2.10) and denoted as ysj , such that for the received signal at the user j at
single subcarrier s, can be written as
ysj =
∑
j∈B
asi,jg
s
i,j
√
pjxj +
∑
j∈B
∑
k∈Uj
asi,jg
s
i,j
√
pjxj + zj (5.1)
where gsi,j is the combined channel coefficients between BS i and user j for sub-
carrier s. For simplicity, assume that each BS i, j ∈ B assigns equal power to all
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of its subcarriers [47]. asi,j is an association indicator and is given by
asi,j =

1, if subcarrier s of BS i is allocated to user j
0, otherwise.
(5.2)
Since each subcarrier can only be allocated to one user, we have ∑j∈U asi,j = 1
if the subcarrier is used by the BS to provide service to the user. Otherwise,∑
j∈U asi,j = 0. Hence, based on (2.16) we modified the fraction function G(i, j) to
represent the BS i with user j for subcarrier s, which can be written as G(i, j) =
asi,j|gsi,j|2. For simplicity, we consider an unlimited number of the quantisation bits
that have a similar approach with (3.2). Hence, there is no quantisation signal
at user j where ρj = 0 based on (2.16). From this information and by using (5.1)
and (5.2), the received SINR at user j, j ∈ U calculated per subcarrier s, s ∈ S,
γsj can be written as
γsj =
∑
j∈B asi,j |gsi,j|2 pj∑
j∈B(1− asi,j) |gsi,j|2 pj + σ2j
. (5.3)
To allow a better usage of power and channel resources, BSs can only transmit to
their respective users if the minimum SINR threshold at the user j, denoted by
Γj, j ∈ U , is satisfied. To indicate this constraint, we define Rsj as the achievable
rate gained from subcarrier s for user j is given by
Rsj =

W log2(1 + γsj ) , if γsj ≥ Γj
0 , otherwise
(5.4)
where W is the bandwidth of the subcarrier. The summation of a user j, j ∈ U
achievable rate can be expressed as
RUj =
∑
s∈S
Rsj . (5.5)
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At each BS i, , j ∈ B it stores S × I matrices consist of a channel state matrix
Gj and a user association matrix Aj, where the elements is given as {gsi,j} and
{asi,j}, respectively, with s, s ∈ S and i, j ∈ U denoted the row and column in
the matrix Aj. The global optimal solution for the optimisation (5.5) is found
by performing an exhaustive search over all possible configurations and serves as
the upper bound of the design.
5.2 Sharpe Ratio Optimisation
In this section, we describe a utility function for the optimisation that is to
maximise a function of RUj , j ∈ U in (5.5) while indicating a well balanced data
rates’ performance among all the users. We formulate the utility function based
on the Sharpe ratio that measures the expected excess return per unit of the
deviation where the optimal solution obtains a high expected return and low
deviation. Borrowing this ratio concept, we compute the mean and the deviation
of the achievable rates of all the users. Based on (5.5), we define the mean R¯ and
the deviation σR as
R¯ =
∑
j∈U RUj
I
and σR =
√∑
j∈U(RUj − R¯)2
I
(5.6)
respectively. By defining A = [A1, . . . ,Aj] as the user association matrix, the
maximum ratio of the mean to the deviation optimisation for I users in the
network with A as the optimisation variables, can then be written as
max
A
F (A) = R¯
σR
. (5.7)
The ratio in (5.7) provides a suitable trade-off between obtaining higher network
capacity and reducing the network capacity deviation to avoid an unfair network
access. The optimisation process in (5.7) is a combinatorial problem that evalu-
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ates all the users’ achievable rates under certain association patterns, and chooses
the pattern which maximises the Sharpe ratio of the mean to the deviation of the
achievable rates.
5.3 Utility Function Simplification by Belief Prop-
agation Algorithm
Solving the Sharpe ratio in (5.7) through exhaustive searching by a centralised
control node will result in a highly complex cellular networks. Therefore, we first
decompose optimisation problem in (5.7) into a set of separable Sharpe ratios for
each BS so that the sum of these ratios is maximise. We simplify the Sharpe
ratio utility function into a set of separable representing as a binary factor graph
and later solve it using the BP algorithm. It shows that the simplified method
can reduce the complexity, with only slight degradation in performance. For the
simplified distributed BP algorithm, each BS makes its own decision based on
the situations of the nearby users.
To simplify the utility function in (5.7) for each BS, we first denotes Uj, j ∈ B
as the subset of users to who the BS i allocates at least one subcarrier to provide
data service where Uj ⊂ U and let Ij is a number of users in Uj. The mean
and the deviation values of the achievable rates of users attached to the BS i is
denoted as R¯sj and σRsj , respectively, for all j ∈ B and s ∈ S. By having Uj and
Ij for each BSs, we can derive R¯sj and σRsj by using (5.5) and (5.6), which is given
by
R¯sj =
∑
j∈Uj R
s
j
Ij
and σRsj =
√√√√∑j∈Uj(Rsj − R¯sj)2
Ij
. (5.8)
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By defining
A¯m =
{
Ak = {ask,j}∀ s ∈ S; j ∈ U ; j ∈ B, k 6= m
}
(5.9)
as a set consisting of a user association matrix by all adjacent BS to BS i and
using (5.8), we can write the Sharpe ratios as
F sj (Aj, A¯j) =
R¯sj
σRsj
. (5.10)
Next, by using (5.10) we can decompose (5.7) into a set of separable Sharpe
ratios for each BS,
F (A) ≈∑
j∈B
Fj(Aj, A¯j) ≈
∑
s∈S
∑
j∈B
F sj (Aj, A¯j)
and can further decompose per subcarrier basis as denoted in the right most
term. This can be done since there is no constraint related to different subcarrier
in each BS. Thus, we can maximise the sum of ratios (5.10) as
max
A
F (A) = max
A1,... ,Aj
∑
s∈S
∑
j∈B
F sj (Aj, A¯j). (5.11)
5.3.1 Probability Distribution Representations
We rewrite (5.11) as a probability distribution function (pdf) of the Sharpe ratio.
Let A is the space for all possible user association matrix states in the system.
The optimisation objective function in (5.11) as a pdf is given as
Pr(A1, . . . ,Aj) =
1
Z exp
µ∑
j∈B
∑
s∈S
F sj (Aj, A¯j)
 (5.12)
where µ is a positive number and Z = ∑A∈A exp (∑j∈B µFj(Aj, A¯j)) is a nor-
malisation constant that is used to ensure that the sum of all probability states
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in (5.12) is 1. By using (5.12), the mean of optimisation objective is given as
E
[
µ
∑
j∈B
∑
s∈S
F sj (Aj, A¯j)
]
=
∑
A∈A
µ
∑
j∈B
∑
s∈S
F sj (Aj, A¯j)Pr(Aj, A¯j). (5.13)
If we select the optimum user association Aj, j ∈ B in (5.13), as µ → ∞,
Pr(A1, . . . ,Aj) in (5.12) will increase exponentially. As the consequence, the
probability of choosing Aj, j ∈ B increases exponentially, implying the mean
of (5.13) will concentrate around its maxima. The maximum of (5.13) then cor-
responds to a user association matrices that also gives a maximum value for (5.13).
Selecting this Aj, j ∈ B in (5.11) will also result in a maximum network objec-
tive value. Therefore we can write a mathematical relationship between (5.11)
and (5.13),
lim
µ→∞E
[
µ
∑
j∈B
∑
s∈S
F sj (Aj, A¯j)
]
= arg max
A1,... ,Aj
∑
j∈B
∑
s∈S
µF sj (Aj, A¯j). (5.14)
Thus, if we can estimate the marginal expectations of the probability distri-
bution of the sharpe ratio (5.12) for large µ, we can recover a good estimate for
the Sharpe ratios maximisation of (5.11). In reality, a finite value of µ is used
considering the convergence time and the dynamic range of systems. Selecting a
proper value of µ can be very challenging and has not well studied in literatures
so far. Thus, in this paper, we select µ of 2 by a trial-and-error approach to esti-
mate the marginal probability distribution. Moreover, the state with the highest
marginal probability is likely to be the user association pattern that maximises
the utility function.
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Figure 5.1: The considered factor graph for M base stations and I users
5.3.2 Distributed Sharpe Ratio For User Association Al-
gorithm
To compute (5.14) based on (5.11), we will apply a BP method based on a sum-
product approach [34]. To solve (5.12) by using a BP method, we will first develop
a factor graph for (5.14) that represents the inter-cell interference (ICI) and the
user association states relationships between BSs as shown in Fig.5.1 (a). A factor
graph consists of factor and variable nodes, denotes by Uj and BSj, respectively,
for j ∈ Uj and j ∈ B. Each factor node Uj, represents a factor function RUj , and
each variable node BSj represents the states of the user association matrix at BS
i, Aj. We decomposed (5.12) into I factor functions. The edges, drawn as lines,
connecting the nodes, represent the ICI relationship and message information
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flows between corresponding variable node BSj, and factor node Uj. Note that
each variable nodeBSj will have Ij edges. Fig. 5.1(a) illustrates that both variable
nodes BS1 and BS2 have I1 = 3 and I2 = 2, respectively. As shown in Fig. 5.1(b),
we denoted vector vi,j as the update messages sent by factor node Uj to its
adjacent variable nodes BSj, which the elements are given by {vsi,j}j∈Uj . This
messages corresponding to the marginalisation of the other variables. We denoted
the matrix Pj and vector rj as the message send from variable nodes BSj, which
the elements are given as Pj = {P si,j}s∈S;j∈Uj and rj = {Rsj}j∈Uj , respectively,
for all j ∈ B. These messages corresponding to the production of the marginal
distribution.
For each BS j, j ∈ B with S subcarriers, the BS able to acquire the instanta-
neous channel station information to the Ij local users by channel state matrix
Gm and also obtains a probability matrix Pj. The entries of matrix Pj represent
the probability distribution that the subcarrier s, s ∈ S of BS i is allocated to
the user j and this probability is to be evaluated in the BP algorithm. Since each
subcarrier can be allocated to only one user, thus ∑j∈Uj P si,j = 1 for BS j, j ∈ B
with subcarrier s, s ∈ S. Prior to the commencement of the BP iteration, we let
BS i have no bias to allocate the subcarrier to any user, such that the probability
value, P si,j = 1/Ij is also applied to all subcarriers s, s ∈ S. Moreover, to get the
evaluation of the utility function and marginal probability distribution started,
we need a tentative user association matrix, Aj at each BS and we propose to
generate it in a fully random manner. This implies that each BS then broadcast
its tentative user association matrix through orthogonal channel and each user
receives the matrices from all its neighboring BSs. The users use the channel gain
from its neighboring BS and then calculate their initial achievable rates based on
and broadcast the rate information of individual subcarriers to the nearest BS.
The BS i selects the information of the corresponding users’ rates and produces
a rate vector rj to store the rate information for its respective subcarrier. Based
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on the Sharpe ratio in (5.10) for all s ∈ S and j ∈ Uj, we defined
R¯sk =
∑
s∈S Rsk
S
and σRs
k
=
√∑
s∈S(Rsk − R¯sk)2
S
. (5.15)
This messages contains Rsk elements that used as an input to calculate the message
vsj at each factor node Uj. This message is defined as the probabilistic information
of each user association state for a particular subcarrier of an individual BS. And
this information is exchanged between neighboring nodes by edges and propagated
across the whole network. We also defined Bsj as the subset of BSs that allocates
its subcarrier s to the user j and C represents the set of all possible combinations
that the subcarrier s of the BS i being allocated to the user j ∈ Uj. By using
these information, the message sent from factor node Uj are updated according
to the following equations,
vsj =
∑
Bsj∈C
µ R¯sk
σRs
k
∏
m∈Bsj , m 6=j
P sm,k
∏
i∈Bsj
(1− P si,k)
 (5.16)
where the index m and i in (5.16) indicates the BSs that allocates and does not
allocates its subcarrier s to the user j, respectively. The message (5.16) is used
as iterative update rules. This information representing the updated value of
the utility function by incorporating the marginal probability of the subcarrier
s of the BS i being allocated to the user j. The message (5.16) also contains
the probabilistic association that is proportional to the marginal probability that
a user requires a subcarrier of a BS to be allocated to it. This probability is
calculated by considering all the possible combinations of the subcarrier s of the
BS i being allocated to the user j, while its other neighbouring BSs may or may
not do. The elements updated for probability matrix Pj at each BS i can be
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Table 5.1: Sharpe ratio for user association by BP Algorithm
0 At every subcarrier s;
1 Given the specific Aj and Pj ∀ BS j,
2 At iteration t, each BSj;
Broadcast Pj and rj to local Uj ∀i ∈ Uj
3 Each Uj;
Compute vsj using (5.16)
Update vk for each associate BS i
Broadcasts vk to associate BS i
4 Each BSj;
Compute P si,j using (5.17)
Update Pj and Aj
5 Increment iteration index t and return to Step 2
6 At each BS i for each subcarrier s,
Produces R¯sj and σRsj
7 Sum the ratio based on (5.10)
formalised as
P si,j =
vsj∑
j∈Uj v
s
j
. (5.17)
The updated probability psi,j is proportional to the likelihood of BS i allocates
its subcarrier s to user j. The association matrix Aj updated at each BS i by
resetting asi,j = 1 which corresponds to the position of the maximum value of the
row s in Pj. All BS will continue to broadcast the updated messages Pj and Aj
to its neighbouring users and receive message (5.16) from its neighbouring users.
This completes an iterative round of the BP algorithm, and it continues until
reaching the maximum number of iteration. The complete proposed algorithm
based on distributed Sharpe Ratio for user association, is summarised in Table 5.1.
5.3.3 Complexity Comparison
Note that the high computational complexity for the optimal solution (5.7) lies in
the mean computation for I user to search with all possible combination between
M BS and S subcarrier, given as O(IS×M). However, the simplification by BP
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method able to significantly reduce the computational complexity of the mean
computation, where each BS makes the decision based on the mean from a subset
of BS that associated to its user only, which is given as O(2M × I × S).
5.4 Simulation Results
In this section, we consider a two-tier HetNet and a 1km × 1km area. There
are three BSs where one macrocell at the centre of the area and two picocells
at the corner covering a 300m × 400m hotspot area. Its transmission power is
pMacro = 46dBm and pPico = 23dBm, respectively. The propagation path loss is
given by L(di,j) = 128.1 + 37.6 log10(di,j/1000) [73], where di,j is in meters. We
assume lognormal shadowing with a standard deviation of 8dB, and the thermal
noise power σ2n = −174dBm/Hz. The bandwidth of each subcarrier is 1.5KHz.
Note that we compare the proposed method with the scheme in [48], which is
based on the application of the logarithmic function as its utility function. For
this comparison, we consider two user association scenario where each BS has
three subcarriers. In Scenario I, there are three users randomly distributed over
the 1000m × 1000m area and another two users randomly distributed over the
hotspot. In Scenario II, there are four users over the 1000m × 1000m area and
another two users over the hotspot. For both scenarios, we run Monte Carlo
simulations 200 times. Each simulation represents a time slot in the network
service period.
Fig. 5.2 show the updated probability value of P si,j in (5.17) with an increasing
number of iteration for one particular BS. Similar trend is observed for other BSs.
Based on this results, we set the maximum number of iteration for the proposed
scheme to 20.
Fig. 5.3 compare the cumulative distribution function (CDF) of the mean of
users’ achievable rates for both Scenario I and II. Fig. 5.3 shows that the mean of
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Figure 5.2: Iteration analysis
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Figure 5.3: Comparison of mean of achievable rates (in bits per second) for various
Scenario
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Figure 5.4: Comparison of standard deviation of achievable rates (in bits per
second) for various Scenario
users’ rates using Scenario I for the proposed method concentrates on 2kbps. For
the scheme in [48], the mean varies from 6kbps to 20kbps, with a median value
at 14kbps. This indicates that the users’ rates are closer to each other.
Fig. 5.4 compare the CDF of the standard deviation of users’ achievable rates
for both Scenario I and II. From Fig. 5.4 we can see that the standard deviation
of user achievable rate for the proposed method is minimal in Scenario I. For
all the network service period, the standard deviation is no larger than 0.2kbps.
While the scheme in [48] reaches as large as 28kbps. Moreover, for 50% of the
network service period, the standard deviation the scheme in [48] is larger than
18kbps, which implies some users are out of service with zero data rates. Based
from Fig. 5.3 and 5.4, it demonstrates that the proposed method offers significant
performance compared to the existing utility functions in terms of fairness among
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Figure 5.5: Comparison of Sharpe Ratio for various Scenario
users’ achievable rates.
Fig. 5.5 illustrates the CDF of the Sharpe ratio of the two methods for Scenario
I. It shows that the scheme in [48] gives a rather low level of the ratio at about
one. The proposed method is actually to pursue the maximum ratio that can be
achieved under the present network condition. For almost 99% of the network
service period, the proposed method offers a ratio more than twice greater than
the scheme in [48]. For 10% of the period, the proposed method obtains a Sharpe
ratio larger than ten. possible user association pattern that provides high average
data rate and low standard deviation. Moreover, in all Figs. 5.3, 5.4 and 5.5, the
same trends can be found for Scenario II, where more users are included in the
network and show similar results that the proposed method has lower mean and
standard deviation, but the higher Sharpe ratio. Note that compared to Scenario
85
5.4. Simulation Results
I, the Shape ratio is slightly decreased in Scenario II for both methods. This is
because that the more users to be included in the network, the harder to restrain
them from concentrating on an identical rate.
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Chapter 6
Conclusions
This thesis had presented a novel parallel optimisation framework for C-SCNs and
investigated the system model, performance analysis and resource allocation. In
the following, the key results and findings of this thesis is summarised.
In Chapter 3, “Parallel Optimisation Framework for Cloud-Based Small Cell
Networks” proposed a power allocation scheme for C-SCNs that can be used for
any network optimisation objectives and computed in parallel, resulting in low
computational complexity and latency. In the proposed scheme, we maximised
the network spectral and energy efficiency. A BP algorithm, based on the sum-
product approach is used in the optimisation process, where each BS computes
a BP belief, that represents the estimate of the network objective functions for
each possible BS transmit power. Each BS uses the transmit power given by the
maximum estimate of the network objective functions. We have also presented a
new scalable BP algorithm with very low latency and computational complexities.
The messages of the proposed schemes are proved analytically to converge to a
fixed point. The simulation results agreed very well and confirmed that the
proposed schemes significantly outperform other best known schemes in terms of
complexity, latency and spectral and energy efficiencies. The proposed algorithm
outperforms the best known existing scheme by at least 15% and 13% in terms
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of the spectral and energy efficiencies, respectively.
Next, In Chapter 4, “Joint Uplink Spectral Efficiency and Latency Optimisa-
tion Scheme for Cloud-Based Radio Access Networks” proposed a resource allo-
cation and latency optimisation scheme that maximises the ratio between uplink
spectral efficiency and the number of quantised bits used at RRHs for C-RANs,
referred as network efficiency. A BP optimisation method is used where the
optimisation function is decomposed into multiple sub-optimisation problems at
RRH level and solved in parallel. Simulation results show by jointly optimising
uplink spectral efficiency and the number of used quantisation bits at RRHs, we
could reduce the transmission latency by 30% and the computational latency by
N times where N is the number of BSs without reducing the uplink spectral
efficiency.
Finally, in Chapter 5, “Sharpe Ratio for Joint User Association and Subcarrier
Allocation” presented a novel utility function based on the Sharpe ratio to design
the user association and its corresponding subcarrier allocation for the downlink
HetNets. The proposed utility function takes into account the mean and standard
deviation of the achievable rates of all users in the network. The ratio function
provides high user achievable rate and able to achieve low standard deviation
among user’s rate that decreases the probability of users being out of service.
Moreover, to reduce the computational complexity of the optimal combinatorial
solution, a simplified method by binary BP algorithm is proposed. Simulation
results show that the proposed method outperformed the other existing scheme
with more than twice greater in term of the Sharpe ratio performance.
In addition to the key results and findings summarised above, there are still
some research problem to be investigated in the future. In will be interesting to
extend the works by finding a fair approach to compare the results in Chapter
3 and 4. Besides, more interesting results related to user association that inte-
grates Chapter 5 with Chapter 3 could be considered as well. Note that from the
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aforementioned studies in Chapter 3, 4 and 5, these cellular network optimisation
under the assumption that networks are largely static, with infrequent changes.
A design of a dynamic power control scheme for C-SCNs to address network per-
formance issues in a timely manner could be investigated. A new system model
for C-SCNs based on Collaborative Reinforcement Learning [75,76] could be ex-
plored. Having a power optimisation scheme for the dynamic channel realisation
of C-SCNs that leverages the reinforcement learning approach could be another
interesting future work.
Furthermore, the effectiveness of the low latency and computational com-
plexities of the algorithm for the optimisation problem of C-SCNs proposed
in this thesis require further investigation and research. The goal is to organ-
ise radio and computational resources to support an enormous bandwidth, an
ultra-dense deployment of radio access points, enhancing capabilities in backhaul
and aggregation of various access technologies. Note that in 5G communication
networks these investigations will bring enhanced mobile broadband services to
users by supporting extensive range requirements from context-dependent appli-
cations [55]. The key performance index of 5G systems are not only the conven-
tional spectrum efficiency and the area traffic capacity, but the network energy
efficiency and user experienced data rate as well. Thus, considering the results
from the optimisation problem of C-SCNs for 5G developments might help to re-
duce Capital Expenditure (CAPEX) and Operating Expenditure (OPEX) while
improving the user’s satisfaction ratio.
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Appendix A
Proof of Theorem 3.1 in
Chapter 3.3.3
We first define the message summation process of IFj (p) with respect to transmit
powers pj,w, flowing from factor node j, j = 1, ..., N to all N variable nodes as a
vector
hj,w =
[ ∑
p\p1=p1,w
µIFj (p) . . .
∑
p\pN=pN,w
µIFj (p)
]T
. (A.1)
Based on (A.1), we can then write the summation process for all factor nodes
j = 1, . . . , N as a vector a, a = [h1,1 . . . hN,1 . . . h1,W . . . hN,W ]T . To represent
the edges due to incoming messages m˜t−1a→j(qj) from all factor nodes to a variable
node, we define matrices B ∈ RWN2×WN2 and C ∈ RN2×N2 , given by
B =

C . . . C
...
...
C . . . C
,C =

D1,1 . . . D1,N
... . . .
...
DN,1 . . . DN,N
,Dj,k =
 0N , if j = k,1N − IN , if j 6= k. (A.2)
Note that (A.2) does not change in time as the number of adjacent BSs remains
the same during the optimisation process (i.e., in sec). Thus we omit the time
notation in (A.2). We let λ1, . . . λn,. . . λWN2 and bn, n = 1, . . . ,WN2 be the
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eigenvalues of B in (A.2) in a decreasing order and its corresponding eigenvectors,
respectively. By using the notations (3.21) and (A.2), the messages flows between
factor and variable nodes for N cells in (3.19) at time t, written as
m˜(t) = c(t)(a + Bm˜(t− 1)), (A.3)
where c(t) = 1‖a+Bm˜(t−1)‖ is as defined in (3.19) and ‖a+Bm˜(t− 1)‖ are used to
normalise the value of m(t) so that ‖m˜(t)‖ = 1. This normalisation value can be
written as
‖a + Bm˜(t− 1)‖2 = ‖a‖2 + ‖Bm˜(t− 1)‖2 + 2aTBm˜(t− 1). (A.4)
Before we prove Theorem 3.1, we need to obtain two mathematical relationships.
The first is between the normalisation value c(t) in (A.3) and the penalty value
M and the second relationship is between a, iteration number t and the penalty
valueM. To obtain the first relationship, we will derive the lower bound of ‖a‖
in the first step. We can write
‖a‖2 = ‖h1,1 . . . hN,1 . . . h1,W . . . hN,W‖2 =
∑
j∈N
hj,1hT j,1 +
∑
j∈N
∑
i 6=1
hj,ihT j,i
=
∑
j∈N
(
∑
p\(qj=0)
µIj(p))2 +
∑
j∈N
∑
k∈Nj
(
∑
p\(pk=0)
µIj(p))2 +
∑
j∈N
∑
k∈N
∑
i 6=1
(
∑
p\pk,i
µIj(p))2.
(A.5)
Based on the indicator function in (3.7), we have ∑p\(qj=0) µIj(p) = −µMWN−1.
Now, since all terms in (A.5) are positive, we can write the lower bound of ‖a‖
as
‖a‖ ≥ µMNWN−1. (A.6)
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From the term µM in (A.6), we know that the value ofM will override any values
of µ. Now looking at (A.4) and (A.6), notice that if the value of M increases,
‖a‖2 will dominate the remaining two terms on the right of (A.4). As a result,
we have
lim
M→∞
‖a‖2
‖Bm˜(t− 1)‖2 + 2aTBm˜(t− 1) = limM→∞
(µMNWN−1)2
λ21 + 2λ1µMNWN−1
=∞,
(A.7)
where we replace the values of the denominator in (A.7) with their possible max-
imum values. As a result of (A.7) we have
‖a + Bm˜(t− 1)‖ ≈ ‖a‖V c(t) = 1/‖a + Bm˜(t− 1)‖ ≈ 1/‖a‖, (A.8)
for all t. We now derive the second relationship that relates a, iteration number
t and the penalty value M. Note that from (A.7), we could see that as M
increases, ‖a‖ grows at a much faster rate than λn for n = 1, . . . ,WN2. As a
result, we could write
lim
t→∞,M→∞
λt−1n ‖a‖−(t−1) = lim
t→∞,M→∞
(
λn/µMNWN−1
)t−1
= 0, (A.9)
for all n = 1, . . . ,WN2. We will now prove Theorem 3.1 by utilising (A.7) and
(A.8) above. We set the initial message m˜(0) = 0 in our BPI algorithm.
By using (A.8), (A.3) can be rewritten as
m˜(t) = ‖a‖−1
(
I +
t−1∑
k=1
t−1∏
l=t−k
‖a‖−lBk
)
a. (A.10)
By using eigenvectors and eigenvalues of B, we can further rewrite (A.10) as
m˜(t) = ‖a‖−1a + ‖a‖−1
D∑
n=1
λnbnbHn
a
‖a‖ + · · ·+ ‖a‖
−(t−1)
D∑
n=1
λt−1n bnbHn
a
‖a‖ ,
(A.11)
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where D = WN2. By applying (A.9), we can see that the message m˜(t) in
(A.11) will become constant as the number of iteration t increases. This means
lim t→∞,
M→∞
‖m˜(t)− m˜(t− 1)‖ = 0. This concludes the proof for Theorem 3.1.
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Appendix B
Proof of Theorem 3.2 in
Chapter 3.4.3
The proof of this theorem is similar to the proof of Theorem 3.1 in Appendix A.
Now in each CCU j, we have N − 1 factor functions. Each of them is denoted as
factor (j, k), k ∈ Nj. Thus we can rewrite (A.1) as
h′(j,k),w =
 ∑
p\pj=pj,w
µIFjk(pj, pk)
∑
p\pk=pk,w
µIFjk(pj, pk)
 ,
for all w = 1, . . . ,W . The summation process for all factor nodes (j, k) can be
written as,
a′ =
[
h′(1,2),1 . . .h′(1,N),1 . . .h′(a,j),l . . .h′(N,N−1),W
]T
,
j = a = 1, . . . N , j 6= a, l = 1, . . . ,W . Note that, to represent the edges due
to the incoming messages to variable nodes j from all factor nodes m˜t−1a′→j(qj)
where a′ ∈ {(j, k), (k, j)}, we can define a matrix B′ ∈ R2W (N−1)N×2W (N−1)N
which replicates E ∈ R2(N−1)N×2(N−1)N for W rows and W columns. The matrix
B and C in (A.2) can then be defined as matrix B′ ∈ R2W (N−1)N×2W (N−1)N ,
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E ∈ R2(N−1)N×2(N−1)N and F ∈ R2(N−1)×2(N−1), where each matrix is given by
B′ =
W times︷ ︸︸ ︷
E . . . E
...
...
E . . . E

W times, E=

F1,1 . . . F1,N
... . . .
...
FN,1 . . . FN,N
, (B.1)
Fa,j=

YNa(1),Nj(1),a,j . . . YNa(1),Nj(N−1),a,j
... . . .
...
YNa(N−1),Nj(1),a,j . . . YNa(N−1),Nj(N−1),a,j
,
and
YNa(i),Nj(l),a,j =

12 − I2 , if a = j and i = l,
I2 , if a = Nj(l) and Na(i) = j,
{X}1,1 , if a 6= Nj(l) and Na(i) = j,
{X}1,2 , if a 6= j and Na(i) = Nj(l),
{X}2,1 , if a = j and Na(i) 6= Nj(l),
{X}2,2 , if a = Nj(l) and Na(i) 6= j,
02 , if a = j and Na(i) = Nj(l)
or a 6= Na(i) and j 6= Nj(l)
where {X}r,s ∈ R2×2. Its entries are all zero except the entry in row r and column
s which are equal to 1.
Similar to the notation in Appendix A, the time notation in (B.1) is omitted
since these matrices remain the same during the optimisation process. Further, we
let λ′1, . . . λ′n,. . . λ′2W (N−1)N and b′n, n = 1, . . . , 2W (N − 1)N be the eigenvalues
in decreasing order of B′ in (B.1) and its corresponding eigenvectors, respectively.
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Based on the notations (3.35), (B) and (B.1), all BPII messages flowing between
factor and variable nodes for N CCUs in (3.34) at time t can be written as
m˜′(t) = c′(t)(a′ + B′m˜′(t− 1)), (B.2)
where c′(t) = 1‖a′+B′m˜′(t−1)‖ is defined in (3.33) and ‖a
′ + B′m˜′(t− 1)‖ are used
to normalise the value of m′(t) so that ‖m˜′(t)‖ = 1. We are now ready to prove
Theorem 3.2 and obtain the two mathematical relationships between: 1)the nor-
malisation value c′(t) from (B.2), and the penalty valueM′, and 2) a′, iteration
number t and the penalty value M′. Following the approach described in Ap-
pendix A, the first and second relationships can be written as
‖a + B′m˜′(t− 1)‖ ≈ ‖a′‖Vc′(t) = 1/‖a′ + B′m˜′(t− 1)‖ ≈ 1/‖a′‖, (B.3)
lim
t→∞,
M′→∞
λ′t−1n ‖a′‖−(t−1) = limt→∞,
M′→∞
(
λ′n/µM′NW 2
)t−1
= 0, (B.4)
where ‖a′‖ ≥ µM′NW 2 for all n = 1, . . . , 2W (N − 1)N , respectively. We will
now prove Theorem 3.2 by utilising (B.3) and (B.4) above. As we set the initial
message m˜′(0) = 0, by using (B.3), (B.2) can be rewritten as
m˜′(t) = ‖a′‖−1
(
I +
t−1∑
k=1
t−1∏
l=t−k
‖a′‖−lB′k
)
a′. (B.5)
By using eigenvectors and eigenvalues of B′, we can further rewrite (B.5) as
m˜′(t) = ‖a′‖−1a′ + ‖a′‖−1
D′∑
n=1
λ′nb′nb′Hn
a′
‖a′‖ + · · ·+ ‖a
′‖−(t−1)
D∑
n=1
λ′t−1n b′nb′
H
n
a′
‖a′‖ ,
(B.6)
where D′ = 2W (N − 1)N . By applying (B.4), we can see that the message m˜′(t)
in (B.6) will become constant as the number of iteration t increases. This means
lim t→∞,
M′→∞
‖m˜′(t)− m˜′(t− 1)‖ = 0. This concludes the proof for Theorem 3.2.
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