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We identify quantum many-body scars in the transverse field quantum Ising model on a ladder.
We make explicit how the corresponding (mid spectrum, low entanglement) many-body eigenstates
can be approximated by injecting quasi-particle excitations into an exact, zero-energy eigenstate,
which is of valence bond solid type. Next, we present a systematic construction of product states
characterized, in the limit of a weak transverse field, by a sharply peaked local density of states.
We describe how the construction of these ‘peak states generalizes to arbitrary dimension and show
that on the ladder their number scales with system size as the square of the golden ratio.
Introduction. Understanding of non-equilibrium dy-
namics and thermalization is at the forefront of research
on quantum many-body systems. These developments
led to the formulation of eigenstate thermalization hy-
pothesis (ETH) [1–3], predicting fast thermalization fol-
lowing a quench from a generic many-body state. A num-
ber of exceptions to this behaviour have been identified,
namely integrable [4, 5] and many-body localized sys-
tems [6–12], which both preclude thermalization due to
a number of conserved charges. A recent observation of
non-thermalizing behaviour in a chain of Rydberg atoms
[13] described by a so-called PXP Hamiltonian [14], has
been interpreted in terms of quantum many-body scars
(QMBS) [15, 16], which have been named in analogy
to early works on single particle quantum scars [17–19].
QMBS are an example of weak ETH-breaking, i.e. lack
of thermalization for a limited set of typically weakly en-
tangled initial states. This observation led to a number
of works including further studies on the PXP-model [20–
28], constrained [29–32] and topological [33] Hamiltoni-
ans featuring non-thermal states, studies of the role of in-
tegrability [34], quantum chaos [35–41] or fragmentation
of Hilbert space [42–45]. Simultaneously, QMBS have
been described in a range of models, including the AKLT
model [46–50], spin chains [51–54] and arrays [55], bo-
son [56] and spin-boson [57, 58], and driven systems [59–
65].
Interestingly and to the best of our knowledge, the
paradigmatic model of quantum magnetism, the quan-
tum Ising model, has not been analysed from the per-
spective of QMBS beyond a chain [28]. Here we note
that Refs. [66, 67] investigated non-thermal behaviour in
the longitudinal field Ising model (cf. also [68]) following
a quench, where the dynamics have been interpreted in
terms of meson quasiparticles [69] while Ref. [70] studied
a deformed Ising Hamiltonian in one spatial dimension.
In this work we analyse the transverse field Ising model
on a ladder. We find a number of initial product states
which feature quasiperiodic revivals in the autocorrela-
tion function, signalling non-thermal behaviour. We de-
scribe a systematic construction of these states, which
in some cases extend from the ladder to higher dimen-
sions. We further provide a number of analytical results,
namely an expression for a zero energy transverse field
independent eigenstate which we identify as a valence
bond solid [71] and which serves as a starting point for a
systematic construction of scarred eigenstates [72]. Ad-
ditional analytical results are obtained for the energy
separation between the scarred eigenstates, the degen-
eracies of the zero transverse field manifolds, and the
number of ETH-breaking ‘peak’ states, which scales as
the golden ratio. These results constitute a direct exper-
imental recipe for QMBS in Ising models which have been
already realized with Rydberg quantum simulators [73–
75] including the ladder geometry [76].
Model.—We consider the transverse field Ising model
on a L× 2 ladder, with L even, and Hamiltonian
H = Hz +Hx =
∑
〈i,j〉
σzi σ
z
j + hx
∑
i
σxi , (1)
where 〈i, j〉 denotes nearest neighbours, σzi = c†i ci − ci c†i ,
σxi = c
†
i + ci are the Pauli matrices expressed in terms of
the hard-core bosonic operators with the usual commuta-
tion relations [ci, c
†
j ] = δij(1− 2c†i ci). We further assume
periodic boundary conditions c†x+L,y = c
†
x,y, c
†
x,y+2 = c
†
x,y
where we have introduced real-space coordinates of each
site i = (x, y). The many-body basis states of the Hamil-
tonian are
|b〉 =
∣∣∣∣ n0,1 n1,1 . . . nL−1,1n0,0 n1,0 . . . nL−1,0
〉
, (2)
where nx,y ∈ {0, 1} is the occupation number.
For hx = 0 the eigenvectors of H are the basis
states (2). Their energy is determined by the difference
in the number of equal and unequal neighbouring pairs.
Each pair 〈i, j〉 with ni = nj (ni 6= nj) adds E = 1
(E = −1) to the energy. Therefore, the total energy is
given by the difference in the number of equal and un-
equal neighbour pairs. This leads to all energy levels
being degenerate [77]. Flipping a single spin in a given
configuration changes the sign of the energy contribution
of all neighbouring sites, so that the energy difference
between the degenerate manifolds is |∆E| = 4 with the
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FIG. 1. (a) The entanglement entropy and (b) the LDOS|Z2〉
of the eigenvectors of H ′, Eq. (3), in the vicinity of E = 0
for L = 8, hx = 0.1 and kx = ky = 0. The numbered crosses
indicate the
∣∣vQMBS,n〉. The left (right) inset in (b) shows
the approximation |ψ′E=0〉 (
∣∣ψ′SMA,±1〉), Eq. (8) [(9)].
exception of the lowest (highest) and first (de-)excited
ones for which |∆E| = 8. The highest (lowest) energy
state of E = 4L (E = −4L) is reached when all sites
have the same nx,y (all neighbours of each site have op-
posite nx,y). Defining the potential Vi ≡ 〈bi |Hz | bi〉, the
above implies Vi = 4mi for integer |mi| ≤ L [77].
We now consider hx 6= 0. We note that 〈bi|Hx|bj〉 6= 0
only if |bi〉 and |bj〉 differ by a single spin flip. When Vi 6=
Vj , the perturbative correction to the energies Ei, Ej due
to the matrix element 〈bi|Hx|bj〉 is of order h2x so that it
is strongly suppressed when hx  1. In contrast, basis
states with Vi = Vj will hybridize under the perturbation.
Consequently, considering a perturbation up to first order
in hx is equivalent to using the projected Hamiltonian
H ′ = Hz +H ′x =
∑
〈i,j〉
σzi σ
z
j + hx
∑
i
Pσxi P, (3)
where P acting on |bi〉 projects it on all |bj〉 with Vj =
Vi [78].
Scars.—It has been argued that QMBS typically cor-
respond to low entanglement entropy (EE) states [16,
29, 47]. To this end we consider the (second Re´nyi) EE
S = − ln (Tr(ρ2A)) with ρA the density matrix of a sub-
system A, which we take to be the half-ladder Lx = L/2
unless stated otherwise. The EE spectrum for the E = 0
manifold perturbed by the transverse field shows a band
of low EE states |vQMBS,n〉 with n = −L/2, . . . , L/2,
characteristic of a QMBS [15], see the black crosses in
Fig. 1a.
Additionally, we consider the local density of states of
a state |ψ0〉,
LDOS|ψ0〉(E) =
∑
j
|〈vj |ψ0〉|2 δ(E − Ej), (4)
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FIG. 2. (a) The energies Ei and (b) energy differences ∆Ej
of
∣∣vQMBS,n〉 as function of system size for hx = 0.1. The
numbering of the states corresponds to Fig. 1. The red line
is a linear fit for ∆E0.
where |vi〉 are the eigenvectors of the Hamiltonian. Using
H ′, it can be seen from Fig. 1b, that the low EE eigen-
vectors feature high LDOS for specific product states,
namely the |Z2〉 states, a situation analogous to the PXP
model. Here LDOS|Z2〉 is identical for |Z2〉 being∣∣Zrung2 〉 = ∣∣∣ 1 0 1 0 · · ·1 0 1 0 · · · 〉 , ∣∣∣Zleg2 〉 = ∣∣∣ 1 1 1 1 · · ·0 0 0 0 · · · 〉 (5)
and their translations Tx |Zrung2 〉 and Ty
∣∣∣Zleg2 〉, where
Tx,y translates the state by one site in the x, y direc-
tion. Denoting by kx,y the eigenvalues of Tx,y, it is con-
venient to work in the kx = ky = 0 momentum sec-
tor of the Hamiltonian, and therefore we consider either
1/
√
2(1 + Tx) |Zrung2 〉 or 1/
√
2(1 + Ty)
∣∣∣Zleg2 〉.
We note from Fig. 1b that the |vQMBS,n〉 are non-
degenerate, except for the one at E = 0, and have mo-
mentum kx = ky = 0. Additionally, the energy separa-
tions between the special eigenstates are approximately
equal. In Fig. 2a we show the respective energies, which
we enumerate as E−L/2, . . . , EL/2 and the energy differ-
ences ∆Ej = Ej+1 − Ej between two consecutive ener-
gies are shown in Fig. 2b (we note that ∆E−j = ∆Ej−1
for j > 0 due to the spectral inversion symmetry).
As can be seen, the energy differences tend to become
more equal for increasing L. A linear fit to ∆E0 shows
that in the limit L → ∞ the energy difference becomes
∆E0 ≈ 3.49hx.
As a direct consequence of the approximately equal
energy difference between the peaks in LDOS|Z2〉, initial-
izing the system in |ψ0〉 = |Z2〉 leads to ETH-breaking
behaviour. To characterize the ensuing quench dynamics,
we consider the Loschmidt echo or autocorrelation [79],
A|ψ0〉(t) = |〈ψ(t)|ψ0〉|2 =
∣∣〈ψ0|e−iHt|ψ0〉∣∣2 , (6)
which is related to LDOS|ψ0〉 by a Fourier transform [17].
Because of the special properties of LDOS|Z2〉, the auto-
correlation shows revivals of the initial wave function, see
Fig. 3a,b, where the full Hamiltonian (1) was used with
hx = 0.1 and hx = 0.7. Here A|Z2〉(t) shows revivals, in
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FIG. 3. The autocorrelation Eq. (6) for a |Z2〉 (solid, blue)
and a typical (dashed, orange) states for L = 8 with (a) hx =
0.1 and (b) hx = 0.7.
contrast to the autocorrelation of a typical basis state [77]
(for simplicity, here and in the following we omit the ex-
plicit normalization unless stated otherwise)
|ψtyp〉 =
L−1∑
i=0
1∑
j=0
T ix T
j
y
∣∣∣∣ 1 1 1 0 1 1 0 01 0 1 0 1 0 0 0
〉
. (7)
To compare the response from different initial states,
we calculate the average autocorrelation 〈A〉 =
limτ→∞ τ−1
∫ τ
t0
A(t) dt [80]. We observe that 〈A|Z2〉〉
also remains significantly higher than that of a typi-
cal state for hx beyond the perturbative regime and far
from the integrable point at hx = 0, hinting towards
the robustness of the ETH-breaking in the Ising lad-
der. The numerical results up to L = 8 suggest that
limL→∞ 〈A|Z2〉〉 / 〈A|ψtyp〉〉  1, while limL→∞ 〈A|Z2〉〉 ≈
0 [77].
Analytical construction of QMBS.—We identified an
hx-independent E = 0 eigenstate
|ψ′E=0〉 =
L∏
i
si |∅〉 ≡
L∏
i
(
c†i,1 − c†i+1,0
)
|∅〉 (8)
where |∅〉 =
∣∣∣ 0 · · ·0 · · · 〉 is the vacuum state [77]. |ψ′E=0〉 is
a product state of singlets aligned diagonally in the lad-
der, see the inset in Fig. 1b, and thus corresponds to a
valence bond solid (VBS) crystalline order. The knowl-
edge of |ψ′E=0〉 allows for a systematic construction of
the descendant scarred eigenstates |vQMBS,n〉, indicated
by crosses in Fig. 1. This is achieved by repeated action of
a local operator creating quasiparticle excitations on top
of |ψ′E=0〉, a method termed the single mode approxima-
tion (SMA) and applied to the PXP model using matrix
product states [21]. Motivated by the form of |ψ′E=0〉, we
consider excitations by locally replacing a size 2× 2 pla-
quette with an exact E± = ±2
√
2hx eigenstate of H
′ (3)
with L = 2. This eigenstate is Oˆ± |∅〉 with
Oˆ± =
1
4
(1 +Q)
(
c†0,0 + c
†
0,1 + c
†
1,0 + c
†
1,1
)
(9)
± 1
2
√
2
(
c†0,0c
†
0,1 + c
†
1,0c
†
1,1 + c
†
0,0c
†
1,0 + c
†
0,1c
†
1,1
)
,
where Q is the particle-hole inversion operator (nx,y →
1−nx,y). It has an overlap of 1−h2x/32+O(h4x) with the
eigenvector of H with E± = ±2
√
2hx∓h3x/
√
32 +O(h5x).
However, in order to keep the correct energy, no sin-
glet is allowed to be broken and therefore the excita-
tion operator (9) has to be placed diagonally on the lad-
der. Consequently, we define the operator Oˆ±j as plac-
ing an excitation according to Eq. (9) on the sites at
(x, y) = (j, 1), (j + 1, 1), (j + 1, 0) and (j + 2, 0), see the
inset in Fig. 1b, such that∣∣ψ′SMA,±1〉 = ∑
j
Oˆ±j
∏
i6=j,j+1
si |∅〉 . (10)
This method can be continued to create approxima-
tions to all |vQMBS,n〉 by adding more local excitations
as ∣∣ψ′SMA,n〉 = ∑
k1...kn
Oˆ±k1 . . . Oˆ
±
kn
∏
i
si |∅〉 , (11)
where the sign in Oˆ± corresponds to the sign of n, cf.
Fig. 1b. The excitations are not allowed to overlap, so
the indices have to obey i, kj 6= km, km+1 ∀ i, j,m.
The |vQMBS,n〉 states are symmetric under the re-
flection of the x-coordinates (c†x,y → c†L−x,y), but the
states (8) and (11) are not, because both the singlets and
the excitations are placed diagonally on the ladder. In
order to symmetrize these states we take the normalized
superpositions
|ψE=0〉 =
√
1
2 + 23−L
(1 +R) |ψ′E=0〉 (12a)
|ψSMA, n〉 = Nn (1 +R)
∣∣ψ′SMA, n〉 (12b)
where R is reflection operator, R : c†x,y → c†L−x,y, and
Nn denotes the n-dependent normalization, e.g. N±1 =
1/
√
2 + 23−LL [77]. The state |ψE=0〉 has an overlap of
|〈ψE=0|Z2〉|2 = 1/(1 + 2L−2), which is high compared to
a typical state, but low compared to the special states
shown in Fig. 1b, making |ψE=0〉 a rather poor approx-
imation to the exact eigenvector. In contrast, the over-
lap |〈ψSMA,1|Z2〉|2 = L/(2L+ 2L−1) corresponds well to
that in Fig. 1b and the fidelity Fn = |〈vQMBS,n|ψSMA,n〉|2
with n = 1 and n = 2, plotted in Fig. 4 for a range of hx-
values and for two different lengths L, shows that they
are a reasonable approximation to the real eigenstates.
The quality of the approximation decreases with increas-
ing hx and L, which is expected due to the hx-dependent
reduced fidelity of the Oˆ-operator to the exact plaque-
tte eigenstates. We note a similar decrease of fidelity
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FIG. 4. Fidelity Fn of the first two SMA states vs. hx for
L = 8 (blue) and L = 6 (orange).
also appears in the SMA applied to the PXP model [21].
In [77] we present a systematic construction, using the
forward scattering approximation (FSA), of a series of
states
∣∣w(j)〉, with ∣∣w(1)〉 = ∣∣ψ′SMA,1〉, converging on an
eigenstate
∣∣v′QMBS,n〉 of H ′, where up to normalization,
|vQMBS,n〉 = (1 +R)
∣∣v′QMBS,n〉.
It follows directly from the structure of |ψ′E=0〉, Eq.
(8), that it has a constant half-ladder EE of S = 2 ln(2).
It is independent of L and of the size of the subsystem
A, because the edges of the subsystem always have to
cut through two singlet bonds, one at each edge (the leg
entanglement entropy is L ln(2), because the subsystem
cuts through all L singlets). For |ψE=0〉 the half-chain
entanglement entropy is
S|ψE=0〉 = − ln
(
c+ w(6 + w)
8(1 + w)2
)
, (13)
with w = 2L−2, and c = 4 (c = 1) for L/2 even (odd) [77].
It reaches its maximum in the thermodynamic limit,
limL→∞ S = 3 ln(2) for both L/2 odd and even. We
thus confirm the expected result, namely that, due to
the product state nature of the underlying VBS states,
both |ψ′E=0〉 and |ψE=0〉 feature area-law EE in contrast
to the typical eigenstates as reflected in Fig. 1a.
Other ETH-breaking states.—In addition to the
paradigmatic |Z2〉 states, we were able to identify a fam-
ily of ETH-breaking product states in the hx  1 limit,
which offer a distinct experimental probe. They are char-
acterized by a number of sharp peaks in the LDOS as we
now describe.
In the small hx limit, any connections between basis
states with a different potential will be strongly sup-
pressed as O(h2x). We can thus identify local spin configu-
rations such that flipping a given spin does not change the
potential, which is equivalent to requiring that flipping
the spin does not alter the number of (un)equal neigh-
bours (we recall we use periodic boundary conditions in
both directions). This is achieved by configurations of
the form ∣∣∣∣ · · · n na n · · ·· · · · 1− n · · · ·
〉
, (14)
for both n = 0, 1. Here, the underline denotes the spin
which can be flipped (na → 1 − na). The |Z2〉 states
are special, in that every site of them is as in Eq. (14).
We will now consider the other extreme, where (almost)
no site has this local configuration. Firstly, there are
basis states that do not have this pattern anywhere, for
example
|ψp〉 =
∑
i,j
T ix T
j
y
∣∣∣∣ 1 1 1 1 0 0 1 01 1 1 0 0 0 0 1
〉
, (15)
with V = 8. The action of Hx on any site of this basis
state will change the potential, so up to first order in
hx the energy will not be changed and consequently the
LDOS|ψp〉 is sharply peaked around E = V + O(h
2
x) for
small values of hx, see Fig. 5a. This will be called a peak
state. For large L the number of peak states scales as φ2L,
where φ = (1 +
√
5)/2 ≈ 1.618 is the golden ratio [77].
Secondly, consider a basis state where the configura-
tion (14) only occurs once, such as
|ψ3p〉 =
∑
i,j
T ixT
j
y
∣∣∣∣ 1 1 1 0 1 1 0 11 1 0 1 1 1 1 1
〉
. (16)
Flipping the marked site results in the basis state
|ψ2p〉 =
∑
i,j
T ixT
j
y
∣∣∣∣ 1 1 1 0 1 1 0 11 1 0 1 1 1 0 1
〉
, (17)
which has two sites that could be flipped without a
change in the potential. Flipping the lower site returns
|ψ2p〉 to state (16) while flipping the other one leads to
|ψ3p′〉 =
∑
i,j
T ixT
j
y
∣∣∣∣ 1 1 1 0 1 1 1 11 1 0 1 1 1 0 1
〉
. (18)
Here, the energy conserving flip connects again to |ψ2p〉,
such that there is an effective subspace of the states
{|ψ3p〉 ↔ |ψ2p〉 ↔ |ψ3p′〉} connected by Hx. The eigen-
values are easily found to be, to leading order in hx, V
and V ± √2hx, where V is the potential of all three
basis states, which in this example is V = 8. The
eigenvector with energy V has no overlap with the state
|ψ2p〉, resulting in LDOS|ψ2p〉 featuring only two peaks
at E = V ± √2hx + O(h2x), see Fig. 5a. The other two
basis states |ψ3p〉 and |ψ3p′〉 do have an overlap with the
E = V eigenvector and therefore their LDOS consist of
three peaks, at E = V ±√2hx +O(h2x) and V +O(h2x).
These special overlaps have consequences for the time
evolution after a quench from one of these basis states.
On one hand, for the single peak the autocorrelation (6)
will decay slowly, on a time scale T ∝ 1/O(h2x) corre-
sponding to the width of the peak. On the other hand,
the twin peak state results in a clear oscillation of the au-
tocorrelation with period given by the energy separation
between the two peaks, T ≈ 2pi/(2√2hx), see Fig. 5b.
When increasing hx, the peaks in the LDOS will broaden
and consequently 〈A〉 will decrease. In this sense, the
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FIG. 5. (a) LDOS and (b) autocorrelation for the single peak
state |ψp〉, Eq. (15), (dashed, light, orange) and a twin peaks
state |ψ2p〉, Eq. (17), (solid, dark, blue) with L = 8 and hx =
0.1.
ETH-breaking behaviour of the peak states is not robust
with respect to the increase of hx, in contrast to the |Z2〉
states.
Importantly, exploiting the constraint Eq. (14) leading
to Eqs. (15)-(18) can be generalized to the whole 2D
plane, as well as to higher dimensions. As an explicit
example, lets consider the state
|ψ4×4p 〉 =
∣∣∣∣∣∣
0 1 0 1
0 0 1 1
0 1 0 1
1 1 0 0
〉
. (19)
We observe that there is no site that is connected to two
equal and two unequal neighbours. Therefore flipping
any single spin necessarily results in the change of the
energy and, in analogy to (15), we conclude that Eq. (19)
is a peak state. Next, we note that repeating (19) in x, y
directions, such that the system size becomes 4m × 4n,
m,n ∈ N, results again in a peak state. This construc-
tion can be extended to a hypercubic lattice in higher
dimensions. One systematic way to accomplish this is
by recursively creating the d + 1 dimensional lattice by
layering 4r copies, with r ∈ N, of the d-dimensional lat-
tice, with the d = 2 “seed” lattice being for example the
state |ψ4×4p 〉 extended to 4m × 4n sites. Denoting the
i-th d-dimensional layer as Li, acting with the particle-
hole conjugate operator Q on every site of a Li with
i mod 4 = 2 or i mod 4 = 3 leads to every layer be-
ing connected to one layer with all inter-layer neighbours
equal and one with all inter-layer neighbours unequal,
such that for every site the total number of equal and
unequal neighbours is still different and therefore this is
a peak state.
Outlook.—In this work we have analyzed transverse
field Ising ladder and identified families of initial prod-
uct states resulting in ETH-violating behaviour which
can be interpreted as quantum many-body scars. The
present analysis allowed to identify scarred initial states
in higher dimensions on a square lattice. This opens a
way for generalizations to other lattice geometries, for ex-
ample the honeycomb lattice featuring frustrated ground
states [81]. It would be also interesting to consider the
action of the longitudinal field. In one dimension this
results in the meson excitations [66, 67], which are low-
variance states [82] akin to the |Z2〉 and peak states hint-
ing to their direct relation to many-body scars. While
tackling the outlined questions is theoretically challeng-
ing, they can be readily addressed with Rydberg atom
based platforms and present thus an ideal test-bed for
quantum simulations beyond simple chain geometries.
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8SUPPLEMENTARY MATERIAL
Degeneracy of the eigenstates
Direct counting
In this section we evaluate the degeneracies of the eigenstates of the Ising ladder without the transverse field.
Consider the Hamiltonian
H = Hz =
∑
〈i,j〉
σzi σ
z
j (20)
acting on the basis states (2) given in terms of local occupation numbers (|0〉 and |1〉) on each site. As noted in
the main text, two neighbouring sites with equal (unequal) occupation number will contribute energy +1 (−1). It is
convenient to introduce the following symbols for the four possible configurations of a rung, see Fig. 6, namely
A =
(
1
0
)
, A′ =
(
0
1
)
, B =
(
1
1
)
, B′ =
(
0
0
)
(21)
with respective energies -2,-2,+2,+2 due to periodic boundary conditions (PBC). Each basis state thus corresponds to
a string formed by letters from the set {A,A′, B,B′} so that we have reduced the problem of counting the degeneracies
of the state of a given energy to enumerating the number of strings yielding that energy subject to the following rules.
We denote the set {A,A′} as the A−subset and {B,B′} as the B−subset. On top of the energies associated with the
rungs, there are also energies associated to the links connecting two letters. When two letters are the same, the link
contributes E = +2 (e.g. A−A), two different letters of the same subset contribute E = −2 (e.g. A−A′) and links
between letters from different subsets contribute E = 0 (e.g. A−B).
The extremal energies take values E = ±4L and the spectrum is symmetric. Focusing on E = 4L states, they
are two-fold degenerate and, as stated in the main text, they correspond to all sites occupied by either 0 or 1 spins.
Using the letter notation, they correspond to B − B − . . . − B− and B′ − B′ − . . . − B′− respectively. Here, the
last link represents the link connecting the last and first site due to the PBC. Each basis state thus corresponds to a
one-dimensional graph, where both the vertices (the letters) and the edges (the links) carry energy. This motivates
us to introduce a symbolic two-line notation, where the lower line describes the energy of the vertices and the upper
line that of the edges. For instance, considering L = 4 we have for the E = 4L states
B −B −B −B− ∼= B′ −B′ −B′ −B′− ∼=
(
+12 +23 +34 +41
+1 +2 +3 +4
)
, (22)
where the indices i in +i label the sites and +ij denotes the energy of the link connecting sites i and j. In what
follows we drop these indices for simplicity and just use the symbols {+,−, 0} to denote an energy contribution of
respectively {+2,−2, 0}. We note that the assignment in Eq. (22) is not unique and the matrix notation represents
an equivalence class of graphs, whose energy pattern is identical up to the translations (Tx)
k. The notation (22) is
useful mainly for bookkeeping purposes. To demonstrate this, we next evaluate the degeneracies of the first de-excited
state of E = 4L− 8.
There are two different ways in which a state with E = 4L − 8 can be created starting from Eq. (22). Firstly,
replacing one B by an A and secondly by changing a string of l consecutive B-letters by a string of its complement
in the B-subset (i.e. B → B′ or B′ → B within the string of length l). Taking L = 4 as an example, the states with
E = 4L− 8 are (
0 + + 0
− + + +
)
deg = 16,
(− − + +
+ + + +
)
deg = 8,
(− + − +
+ + + +
)
deg = 4, (23)
where the numbers denote the respective degeneracies. For instance, the first class has L-fold degeneracy due to
translation and there are two possibilities to choose the A-letter and two possibilities for the string of the + vertices,
i.e. L×2×2 = 4L. Similar considerations for the two remaining classes lead to a general formula for the degeneracies
of the first (de-)excited state
degE=4L−8 = degE=−4L+8
= 2
[
2L+ L
(
L
2
− 1
)
+
L
2
]
= L2 + 3L.
(24)
9FIG. 6. Possible configurations of the rungs of the ladder with the respective energies indicated in parenthesis. The black
dot (cross) stands for 0 (1) spin, the double lines are due to the periodic boundary conditions and their colour denote the
contribution to the energy - each red (black) line contributes energy -1 (+1).
Generating function
In principle one can extend the above described direct counting to other energy manifolds, but the method becomes
quickly cumbersome with increasing system size. Here we describe a recursive construction of a generating function
(partition sum)
Z(x) =
∑
n
anx
n, (25)
where the coefficients an are the degeneracies of a manifold of energy n. Lets first consider an open chain which starts
with a letter A of energy -2. We thus attribute an element x−2 to this configuration. One can now add one of the
four possible letters to the right of A: A (0), A′ (-4), B (+2), B′ (+2) and similarly for having either A′, B or B′ at
the beginning of the chain. Here the numbers in the brackets denote the energy contribution from adding the given
letter, i.e. the power of x. This method can be continued recursively by the following prescription
Z
(L+1)
Aα =
(
1 + x−4
)
Z
(L)
Aα + 2x
−2Z(L)Aβ (26a)
Z
(L+1)
Aβ = 2x
2Z
(L)
Aα +
(
1 + x4
)
Z
(L)
Aβ , (26b)
with the seed (ZAα, ZAβ) = (x
−2, 0). Here ZAα = ZAA +ZAA′ , ZAβ = ZAB +ZAB′ and Z
(L)
Aµ is a generating function
of order L in the recursion corresponding to adding a letter µ = A,A′, B,B′ to the right of the chain. Considering
only A-letters, expressions analogous to Eqs. (26) can be obtained for the respective generating functions
Z
(L+1)
AA = Z
(L)
AA + x
−4Z(L)AA′ (27a)
Z
(L+1)
AA′ = x
−4Z(L)AA + Z
(L)
AA′ (27b)
For later convenience we define
δZ
(L)
Aα ≡ Z(L)AA − Z(L)AA′ = x−2(1− x−4)L−1. (28)
The periodic boundary condition is then implemented by the mappings
ZAA → x2ZAA, ZAA′ → x−2ZAA′ , ZAB → ZAB , ZAB′ → ZAB′ . (29)
Analogous mappings hold for A′ instead of A at the beginning of the chain. Starting with B,B′, analogous mapping
to (29) holds again, with x→ x−1, provided L is even, which is the case of our interest. This results in the expression
for the generating function of a chain of length L
Z(L) = 2
(
f(x) + f(x−1)
)
f(x) = x2Z
(L)
AA + x
−2Z(L)AA′ + Z
(L)
Aβ , (30)
which can be readily evaluated with the help of the relations (26) and (28). This result can be however further
manipulated as follows. First we note, that casting the relation (26) in the matrix form, it can be diagonalized as
~Z(L+1) = M ~Z(L) =
(
1 + x−4 2x−2
2x2 1 + x4
)
~Z(L) → v(L+1)± = λ±v(L)± , (31)
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where ~Z(L) = (Z
(L)
Aα , Z
(L)
Aβ )
T,
λ± = 2x−4
(
1 + 2x4 + x8 ± s) , s = √1 + 14x8 + x16 (32)
are the eigenvalues of M and v± the corresponding eigenvectors. Expressing ZAα, ZAβ in terms of v±, substituting to
(30) and using again (28), after some algebraic manipulations we obtain a closed-form expression for the generating
function
Z(L) =
s
2
(
λL−1+ − λL−1−
)
+
1
2
(
x−4 + 2 + x4
) (
λL−1+ + λ
L−1
−
)
+
(
x−2L + x2L
) (
x2 − x−2)L . (33)
Applying first (33) to the example of the ladder of L = 4 we find
Z(L=4) = 2
(
x−16 + 14x−8 + 24x−4 + 50 + 24x4 + 14x8 + x16
)
, (34)
which gives degE=±4L = 2 and degE=±(4L−8) = 28 as it should, cf. Eq. (24). Furthermore, we can now evaluate
the degeneracy of the E = 0 manifold, which gives degE=0 = 100 and for L = 6, 8 studied in this work we get
degE=0 = 1188, 15876.
Autocorrelation of the (a)typical states
The difference between a typical state and an atypical |Z2〉 state results in revivals of the autocorrelation A|ψ0〉(t) =
| 〈ψ0|e−iHt|ψ0〉 |2, Eq. (6), for the latter in contrast to the former. Writing the initial state as a superposition of the
eigenstates |ψ0〉 =
∑
j cj |vj〉, the autocorrelation can be expressed as
A(t)|ψ0〉 =
∑
j
|cj |4 + 2
∑
j<k
|cj |2|ck|2 cos (Ejkt) , (35)
where Ejk = Ej − Ek is the energy difference between eigenenergies of the eigenstates vj , vk. The properties of the
autocorrelation thus immediately follow from the weights wj = |cj |2 as well as the energy differences Ejk between the
states with non-zero weights. First we analyze the distribution of the weights for each basis state |ψ0〉 = |bi〉 , ∀i by
ordering them from high to low values such that wj ≥ wj+1. We can then quantify the corresponding distribution of
the weights using the variance
var|bi〉 =
∑
j
(j − n¯)2w(i)j with n¯ =
∑
j
jw
(i)
j , (36)
where |bi〉 =
∑
j c
(i)
j |vj〉. In Fig. 7 we show the ordered variances for L = 8 and for basis states with potential
|V | = | 〈bi|Hz|bi〉 | ≤ 8 as we are interested in the mid-spectrum states. As can be seen, the Z2 state and the typical
state (7) that were used in Fig. 3, have respectively a low and high variance. The basis states with the lowest variance
belong to the (twin) peak states, including the ones used in the main text [Eq. (15) and (16)]. We note that the
low variance of the weights alone is not sufficient to guarantee quasiperiodic revivals of the autocorrelation (so that
not all low-variance states would be classified as QMBS) and has to be supplemented by the quasi equidistant energy
spacings between the eigenstates with the highest weight as in the case of the |Z2〉 state.
Autocorrelation vs. L and hx
Here we study numerically the dependence of the average autocorrelation 〈A〉 = limτ→∞ τ−1
∫ τ
t0
A(t) dt on the
system size L and the transverse field hx, where we choose t0 > 0 such that the initial decay of A(t) is not included in
the average and τ large enough that 〈A〉 becomes τ -independent. In Fig. 8a we show 〈A〉 vs. hx for L = 4, 6, 8 (blue,
orange, green) for both an atypical (|Z2〉, solid lines) and a typical (|ψtyp〉, Eq. (7), dashed lines) initial state. We see
the decrease of the average autocorrelation with hx for all system sizes, which is compatible with the decrease of the
fidelity of the SMA states, describing idealized scar behaviour, with respect to the system eigenstates, cf. Fig. 4.
Comparing 〈A〉 for the |Z2〉 and the typical state, we see that 〈A|Z2〉〉 > 〈A|ψtyp〉〉 for all values of hx and L
(except for L = 4 and hx = 0.1, which is likely a finite-size effect). In Fig. 8b we plot 〈A|Z2〉〉 / 〈A|ψtyp〉〉 vs. 1/L for
hx = 0.1, 0.5, 0.9 and see a clear increase of the ratio with the system size. We have verified that the higher value
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FIG. 7. The weight variances for all basis states with V = 0,±4,±8 of the L = 8 and hx = 0.1 system. The four specific states
considered in the text are denoted by a cross. The inset shows the lowest variance states.
of 〈A|Z2〉〉 can be indeed attributed to the revivals of A|Z2〉(t). At the same time, as can be seen in Fig. 8c,
〈
A|Z2〉
〉
decreases with L, similar to results on the PXP model [21]. In conclusion, while the quantitative details depend on
the choice of the typical state, the numerical simulations suggest that the atypical behaviour of the |Z2〉 states is
robust in the sense that the ratio
〈
A|Z2〉
〉
/ 〈Atyp〉  1 for all hx and system sizes L and in fact increases with system
size. Further studies, including e.g. the use of SMA construction or Mazur inequalities [44, 83–85] are required to
assess the nature of the autocorrelations in the thermodynamic limit.
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FIG. 8. (a) The average autocorrelation for a |Z2〉 state (solid line) and the typical state |ψtyp〉 Eq. (7) (dotted line) for
L = 4, 6, 8 (blue dots, orange crosses, green triangles) as a function of hx. (b) The ratio
〈
A|Z2〉
〉
/
〈
A|ψtyp〉
〉
and (c)
〈
A|Z2〉
〉
as
a function of 1/L for hx = 0.1, 0.5, 0.9. In all three subplots the same data is used with t0 = 133 and τ = 500.
Proof of zero energy state
To show that |ψ′E=0〉, Eq. (8), is a zero energy eigenvector independent of hx, i.e. H |ψ′E=0〉 = 0, we first consider
the action of Hz by expanding it as Hz =
∑
iH
z
i with
Hzi ≡ σzi,1 σzi+1,1 + 2σzi+1,0 σzi+1,1 + σzi+1,0 σzi+2,0. (37)
Hzi is a local operator that only acts on the sites occupied by two neighbouring singlets si and si+1 such that
Hz |ψ′E=0〉 =
∑
i
Hzi |ψ′E=0〉 =
∑
i
 ∏
j 6=i,i+1
sj
Hzi sisi+1 |∅〉 . (38)
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The product of the two singlets written out in basis states is
sisi+1 |∅〉 =
(
c†i,1 − c†i+1,0
)(
c†i+1,1 − c†i+2,0
)
|∅〉
=
∣∣∣ 1 1 ·· 0 0 〉− ∣∣∣ 1 0 ·· 0 1 〉− ∣∣∣ 0 1 ·· 1 0 〉+ ∣∣∣ 0 0 ·· 1 1 〉 , (39)
where in the last line only the occupation numbers of the relevant positions (i.e. those occupied by the singlets si and
si+1) are denoted. In each of these basis states there are two neighbouring pairs with the same and two pairs with a
different occupation number, such that the action of Hzi on all these basis states is zero: H
z
i sisi+1 |∅〉 = 0. Entering
this result in Eq. (38) then shows that Hz |ψ′E=0〉 = 0. Secondly, consider the action of Hx in a similar way by using
the expansion Hx =
∑
iH
x
i with H
x
i = σ
x
i,1 + σ
x
i+1,0 that only acts on the sites of a single singlet. Then
Hx |ψ′E=0〉 = hx
∑
i
∏
j 6=i
sj
Hxi si |∅〉 (40)
and
Hxi si |∅〉 = (σxi,1 + σxi+1,0)(c†i,1 − c†i+1,0) |∅〉
= (1− 1 + c†i,1c†i+1,0 − c†i,1c†i+1,0) |∅〉
= 0.
(41)
Because of Eq. (41) it follows that Hx |ψ′E=0〉 = 0 and therefore H |ψ′E=0〉 = 0. This concludes the proof that the
state (8) is indeed a zero energy state, independent of hx.
Other hx-independent eigenstates
While the |ψ′E=0〉 state is an exact eigenstate of the Hamiltonian (1), we could identify other eigenstates, which
are independent of the transverse field even for E 6= 0. For example, for L = 4, non-degenerate eigenstates exist with
energy E = ±4, which are explicitly
|ψE=−4〉 =
∑
i,j,r,q
T ixT
j
yR
rQq(−1)r
∣∣∣∣ 1 1 1 01 0 0 1
〉
, (42)
|ψE=4〉 =
∑
i,j,r,q
T ixT
j
yR
rQq(−1)r
∣∣∣∣ 1 1 0 01 0 0 0
〉
, (43)
with Tx and Ty the translation operator, R the reflection operator (c
†
x,y → c†L−x,y) and Q the particle-hole inversion
operator (nx,y → 1 − nx,y), with r ∈ {0, 1} and q ∈ {0, 1}. Additionally, we could identify hx-independent E = ±4
(E = −4) eigenstates for a L = 3 ladder (Lx = 3, Ly = 4 system). However, analogous E = ±4 eigenstates do not
seem to exist for larger system sizes. Moreover, we do not consider these eigenstates any further, because in contrast
to the |ψE=0〉 state, single mode approximation excitations on top of these states do not lead to non-thermalizing
behaviour.
Systematics for computing energies of the SMA states
In this section we apply the forward scattering approximation to systematically construct approximate eigenstates∣∣w(j)〉, with j denoting the order of the approximation, to the exact eigenstates ∣∣v′QMBS,n〉 of H ′, Eq. (3), H ′ =∑
〈i,j〉 σ
z
i σ
z
j + hx
∑
i Pσ
x
i P. We are interested on the action of H
′ on the space that is projected onto the states with
V = 0 in order to analyze the energy difference between the SMA states on this space. For simplicity we will set
hx = 1, such that H
′ →∑i Pσxi P . It is useful to rewrite the basis states in terms of the building blocks
s− =
∣∣∣∣ 0 ·· 1
〉
−
∣∣∣∣ 1 ·· 0
〉
, s+ =
∣∣∣∣ 0 ·· 1
〉
+
∣∣∣∣ 1 ·· 0
〉
,
t− =
∣∣∣∣ 0 ·· 0
〉
−
∣∣∣∣ 1 ·· 1
〉
, t+ =
∣∣∣∣ 0 ·· 0
〉
+
∣∣∣∣ 1 ·· 1
〉
,
(44)
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where the normalization constant is omitted for clarity. The state
∣∣ψ′SMA,1〉 (11) is built up starting from the reference
state |ψ′E=0〉 (8), which is
|ψ′E=0〉 =
[
. . . s−s− . . .
]
. (45)
Acting with the O± operators on |ψ′E=0〉 in a translationally invariant way produces the first SMA states∣∣ψ′SMA,±1〉 = 1√
2
P
[
. . . s−s+s+s− . . .
]
kx=0
± 1
2
P
[
. . . s−(s+t+ + t+s+)s− . . .
]
kx=0
. (46)
This is independent of the length of the ladder L, such that the dots indicate that on all other sites is a s−. Note that
this state does not have ky = 0. In the remainder we will omit the explicit kx = 0 after each state, but all further
states in this appendix will be with kx = 0. We can make use of the lemma
P
[
s−t+s+
]
=
1
2
[
s−t+s+ + s+t+s−
]
and P
[
s−t+s−
]
=
1
2
[
s−t+s− + s+t+s+
]
(47)
to rewrite the state (46) as
∣∣ψ′SMA,±1〉 =± 14 [. . . s−(s−s+t+s− + s−s−t+s+ + s−t+s+s− + s+t+s−s−)s− . . .]+ 1√2 [. . . s−s+s+s− . . .]
=± 1
2
[
. . . s−(s+t+ + t+s+)s− . . .
]
+
1√
2
[
. . . s−s+s+s− . . .
]
.
(48)
Working out the terms results in
∣∣ψ′SMA,±1〉 = ±1√
8
[
. . . s−
(∣∣∣∣ 1 0 1 ·· 0 0 0
〉
−
∣∣∣∣ 0 1 0 ·· 1 1 1
〉
+
∣∣∣∣ 1 1 1 ·· 0 1 0
〉
−
∣∣∣∣ 0 0 0 ·· 1 0 1
〉)
s− . . .
]
+
1√
2
[
. . . s−s+s+s− . . .
]
=
1√
2
(± |wst+ts〉+ |wss〉).
(49)
This wave function is an approximation to the exact eigenstates of the Hamiltonian. In order to get the energy of
the excited state from the approximation, we will use the forward scattering approximation (FSA). We will take the
state
∣∣ψ′SMA,1〉 as the initial vector of the FSA and which we call ∣∣w(0)〉, where the index denotes the order of the
FSA. In leading order, the energy of the excited state
∣∣w(0)〉 is E(0) = ±2√2 = ±2.828.... We will now calculate the
first corrections for the vectors and energies, which are independent of L.
Finding
∣∣w(1)〉
As a first step we act on
∣∣w(0)〉 with H ′ and find H ′ ∣∣w(0)〉 = 2√2 ∣∣w(0)〉+ ∣∣w(1)〉, with
∣∣w(1)〉 = 1
2
[
. . . s−
(∣∣∣∣ 0 1 0 0 ·· 1 1 0 1
〉
+
∣∣∣∣ 1 0 1 1 ·· 0 0 1 0
〉
−
∣∣∣∣ 1 1 1 0 ·· 0 1 1 1
〉
−
∣∣∣∣ 0 0 0 1 ·· 1 0 0 0
〉)
s− . . .
]
= |wtt〉 .
(50)
The FSA matrix MFSA with matrix elements Mi,j =
〈
w(i)|H ′|w(j)
〉
becomes up to this order
M
(1)
FSA =
(
2
√
2 1
1 0
)
. (51)
It has as the largest eigenvalue E(1) =
√
2 +
√
3 = 3.146..., which is the first-order approximation of the energy of the
state |v′QMBS,1〉.
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Finding
∣∣w(2)〉
We now apply H ′ on
∣∣w(1)〉 to obtain the next order correction. Acting on the inner indices of the blocks of four
gives, after subtracting
∣∣w(0)〉,
H ′
∣∣w(1)〉− ∣∣w(0)〉 = √3
2
∣∣∣w′(0)〉− 1√
2
|wss〉
with∣∣∣w′(0)〉 = 1
4
√
3
[
. . . s−
(
3
∣∣∣∣ 0 0 0 0 1 ·· 1 1 0 1 0
〉
−
∣∣∣∣ 0 0 0 0 0 ·· 1 1 0 1 1
〉
−
∣∣∣∣ 1 0 0 0 1 ·· 0 1 0 1 0
〉
−
∣∣∣∣ 1 0 0 0 0 ·· 0 1 0 1 1
〉)
s− . . .
]
−Q− (↔ ) + (Q,↔ ),
(52)
with Q the particle-hole conjugation operator and (↔ ) denoting interchanging the diagonals. Acting on the outer
indices and projecting back to the E = 0 space adds a new irreducible combination, named |wttt〉,
H ′
∣∣w(1)〉− ∣∣w(0)〉 = √3
2
∣∣∣w′(0)〉− 1√
2
|wss〉+
√
2 |wttt〉 (53)
with
|wttt〉 =1
2
[
. . . s−
(∣∣∣∣ 1 1 1 0 0 ·· 0 1 1 0 1
〉
−
∣∣∣∣ 0 0 0 1 1 ·· 1 0 0 1 0
〉
+
∣∣∣∣ 0 1 0 0 1 ·· 1 1 0 0 0
〉
−
∣∣∣∣ 1 0 1 1 0 ·· 0 0 1 1 1
〉)
s− . . .
]
. (54)
So we obtain ∣∣w(2)〉 = 1
2
[√
3
2
∣∣∣w′(0)〉− 1√
2
|wss〉+
√
2 |wttt〉
]
(55)
and
H ′
∣∣w(1)〉− ∣∣w(0)〉 = 2 ∣∣w(2)〉 . (56)
Some further algebra shows that 〈
w(2)|H ′|w(2)
〉
= −
√
3
4
〈
w′(0)|H ′|wss
〉
= −
√
6
2
〈
w′(0)|H ′|wts+st
〉
= − 1√
2
,
(57)
where we used that
〈
w′(0)|wst+ts
〉
= 1/
√
3. To this order, the FSA matrix becomes (assuming L > 4)
M
(2)
FSA =
 2
√
2 1 0
1 0 2
0 2 −1√
2
 (58)
with largest eigenvalue E(2) = 3.270....
Finding
∣∣w(3)〉
Again, we act with H ′ on
∣∣w(2)〉 and subtract the previous vectors to determine
|u〉 = H ′ ∣∣w(2)〉− 2 ∣∣w(1)〉+ 1√
2
∣∣w(2)〉 . (59)
We collect the following terms in |u〉:
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• terms with zero t± combine into 34 |wss〉
• terms with a single t± give
√
3
16
∣∣∣w′(0)〉− |wst+ts〉 = √ 1116 |w′t〉, with
|w′t〉 =
1
4
√
11
[
. . . s−
(
−
∣∣∣∣ 0 0 0 0 1 ·· 1 1 0 1 0
〉
+ 3
∣∣∣∣ 0 0 0 0 0 ·· 1 1 0 1 1
〉
+ 3
∣∣∣∣ 1 0 0 0 1 ·· 0 1 0 1 0
〉
−5
∣∣∣∣ 1 0 0 0 0 ·· 0 1 0 1 1
〉)
s− . . .
]
− (Q)− (↔ ) + (Q,↔ ).
(60)
• terms with two adjacent t± give
√
9
8 |w′tt〉, with
|w′tt〉 =
1√
8
[
. . . s−s+
(∣∣∣∣ 0 1 0 0 ·· 1 1 0 1
〉
−
∣∣∣∣ 1 0 1 1 ·· 0 0 1 0
〉
−
∣∣∣∣ 1 1 1 0 ·· 0 1 1 1
〉
+
∣∣∣∣ 0 0 0 1 ·· 1 0 0 0
〉)
s− . . .
]
+
1√
8
[
. . . s−
(∣∣∣∣ 0 1 0 0 ·· 1 1 0 1
〉
−
∣∣∣∣ 1 0 1 1 ·· 0 0 1 0
〉
+
∣∣∣∣ 1 1 1 0 ·· 0 1 1 1
〉
−
∣∣∣∣ 0 0 0 1 ·· 1 0 0 0
〉)
s+s− . . .
]
.
(61)
• terms with two t± separated by an s± give 1√
2
|wtst〉, with
|wtst〉 =1
2
[
. . . s−
(∣∣∣∣ 0 0 0 1 0 ·· 1 0 1 1 1
〉
−
∣∣∣∣ 0 1 0 0 0 ·· 1 1 1 0 1
〉
−
∣∣∣∣ 1 1 1 0 1 ·· 0 1 0 0 0
〉
+
∣∣∣∣ 1 0 1 1 1 ·· 0 0 0 1 0
〉)
s− . . .
]
. (62)
• terms with 3 adjacent t± give 12 |wttt〉.
• terms with 4 adjacent t± give |wtttt〉, with
|wtttt〉 =1
2
[
. . . s−
(∣∣∣∣ 1 0 1 1 0 0 ·· 0 0 1 1 0 1
〉
+
∣∣∣∣ 0 1 0 0 1 1 ·· 1 1 0 0 1 0
〉
+
∣∣∣∣ 0 0 0 1 1 0 ·· 1 0 0 1 1 1
〉
+
∣∣∣∣ 1 1 1 0 0 1 ·· 0 1 1 0 0 0
〉)
s− . . .
]
.
(63)
The total result is
|u〉 =3
4
|wss〉+
√
11
16
|w′t〉+
√
9
8
|w′tt〉+
1√
2
|wtst〉+ 1
2
|wttt〉+ |wtttt〉 (64)
so that finally
H ′
∣∣w(2)〉 = 2 ∣∣w(1)〉− 1√
2
∣∣w(2)〉+√33
8
∣∣w(3)〉 (65)
with ∣∣w(3)〉 =√ 8
33
[
3
4
|wss〉+
√
11
16
|w′t〉+
√
9
8
|w′tt〉+
1√
2
|wtst〉+ 1
2
|wttt〉+ |wtttt〉
]
. (66)
It is useful to note that 〈
wst+ts|w′(0)
〉
=
1√
3
, 〈wst+ts|w′t〉 =
−3√
11
,〈
w′(0)|w′t
〉
=
−1√
33
, 〈wtt|w′tt〉 = 0.
(67)
With this one easily checks that all vectors {∣∣w(0)〉 , ∣∣w(1)〉 , ∣∣w(2)〉 , ∣∣w(3)〉} are orthonormal, as they should be.
In order to calculate
〈
w(3)|H ′|w(3)
〉
, we make use of
〈wss|H ′|w′t〉 = −
6
√
2√
11
, 〈w′t|H ′|w′tt〉 =
1√
11
, 〈wtttt|H ′|wttt〉 =
√
2,
〈w′t|H ′|wtst〉 =
2√
11
, 〈w′tt|H ′|wttt〉 = 1.
(68)
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This leads to
〈
w(3)|H ′|w(3)
〉
=
√
2
11
. (69)
To this order, the FSA matrix becomes (assuming L > 4)
M
(3)
FSA =

2
√
2 1 0 0
1 0 2 0
0 2 −1√
2
√
33
8
0 0
√
33
8
√
2
11
 (70)
with largest eigenvalue E(3) such that we got for the successive approximations (E(1), E(2), E(3)) =
(3.146 . . . , 3.270 . . . , 3.351 . . .). As can be seen the energies of the excited states keep increasing with higher
orders of the FSA and are crucially not dependent on L, except that the FSA stops after a finite number of
steps for every L. Continuing the FSA without cut off will lead to the energy of the excited state in the limit
L→∞, that was also approximated in the main text by a fit to the energies of L = 4, 6, 8 to be E ≈ 3.49hx.
Entanglement Entropy of the |ψE=0〉 state
In this section we evaluate the entanglement entropy of the horizontal half-ladder by explicitly finding the reduced
density matrix. In analogy to the left leaning singlets s−, we define the right leaning singlets as
r− =
∣∣∣∣ · 01 ·
〉
−
∣∣∣∣ · 10 ·
〉
=
∣∣∣∣ · ·
〉
, (71)
where in the last equality we have introduced a graphical notation for the singlets. In this way we can write the
density matrix of the symmetrized zero energy state as
ρ = |R〉 〈R|+ |R〉 〈S|+ |S〉 〈R|+ |S〉 〈S| . (72)
Here
|R〉 = | — . . . —〉 , (73a)
|S〉 = |— . . .— 〉 , (73b)
where the periodic boundary conditions are assumed on the last singlet, which connects sites with x-coordinate L
and 1. In the following we refer to sites simply by their x-coordinate, unless stated otherwise. Since we consider only
even lengths of the ladder, we parametrize it as L = 2l. We divide the ladder into two subsystems by breaking the
singlets between sites l, l + 1 and L, 1, such that the states (73) can be written as
|R〉 = − |00R〉 |11R′〉+ |01R〉 |01R′〉+ |10R〉 |10R′〉 − |11R〉 |00R′〉 , (74a)
|S〉 = − |00S〉 |11S′〉+ |01S〉 |01S′〉+ |10S〉 |10S′〉 − |11S〉 |00S′〉 , (74b)
where we have labeled the right subsystem with a prime and introduced a notation
|xyR〉 =
∣∣∣∣ x y. . .
〉
, (75a)
|xyS〉 =
∣∣∣∣ x y. . .
〉
. (75b)
In order to perform the trace over the primed subsystem of (72), we first need to find a suitable basis. To this end we
note, that while |xyR′〉 and |x′y′R′〉 are orthogonal for all x 6= x′, y 6= y′, |xyS′〉 and |x′y′R′〉 are not. In other words,
we are looking for a suitable decomposition of |xyS′〉 on |x′y′R′〉. To proceed, we will distinguish two cases, l even and
l odd.
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l odd
To find the decomposition of |xyS′〉 on |x′y′R′〉, we note that two sites belonging to a singlet can feature occupation
numbers (0,1) or (1,0), but never (0,0) or (1,1). Writing a specific example of
|00S′〉 =
∣∣∣∣∣ 0 0. . .
〉
, (76a)
|xyR′〉 =
∣∣∣∣ x y. . .
〉
, (76b)
we see that the state components of |xyR′〉 with non-zero overlap with |00S′〉 have to contain (0,1) on the first right
leaning singlet ∣∣∣∣ 0 1 . . .
〉
.
The presence of the occupation “1” then forces the configuration (1,0) on the first left-leaning singlet and so on, until
we reach the right end which fixes y = 0. Performing the same procedure starting from the right, which fixes x = 0,
we find that the only component of |xyR′〉 with non-vanishing overlap with |00S′〉 is the |Z2〉 state, so that we can
write
|00S′〉 = 1√
w
(|00R′〉+√w − 1 |00R′⊥〉) , (77)
where |00R′⊥〉 is the orthogonal complement of |00R′〉,
〈
00R′
∣∣ 00R′⊥〉 = 0. Importantly, while so far we have considered
unnormalized states, it is now necessary to include the proper normalization in order to get the correct structure
for the reduced density matrix. Expanding |00S′〉 in the basis states yields the coefficient of each basis state of
magnitude 1/2(l−1)/2 and similarly for |00R′〉, so that 〈00R′ ∣∣ 00S′〉 = 1/2l−1. At the same time, from (77) we have〈
00R′
∣∣ 00S′〉 = 1/√w, which implies w = 22(l−1).
Continuing the same procedure for the remaining S′ states yields
|01S′〉 = 1√
w
(|10R′〉+√w − 1 |10R′⊥〉) , (78a)
|10S′〉 = 1√
w
(|01R′〉+√w − 1 |01R′⊥〉) , (78b)
|11S′〉 = 1√
w
(|11R′〉+√w − 1 |11R′⊥〉) . (78c)
Since
〈
xyS′
∣∣∣ x′y′S′〉 = δxx′δyy′ , we conclude that the set {|00R′〉 , |01R′〉 , |10R′〉 , |11R′〉 , |00R′⊥〉 , |01R′⊥〉 , |10R′⊥〉 , |11R′⊥〉}
constitutes the necessary orthonormal basis (together with its non-primed counterpart) for the decomposition of
ρ. With the relations (77),(78) we can now perform the partial trace of (72) and after some algebra we find an
expression for the reduced density matrix of the half-ladder in the non-primed basis
ρred =

1 + 3w 0 0 0
2
√
w−1
w 0 0 0
0 1 + 3w 0 0 0
2
√
w−1
w 0 0
0 0 1 + 3w 0 0 0
2
√
w−1
w 0
0 0 0 1 + 3w 0 0 0
2
√
w−1
w
2
√
w−1
w 0 0 0
w−1
w 0 0 0
0 2
√
w−1
w 0 0 0
w−1
w 0 0
0 0 2
√
w−1
w 0 0 0
w−1
w 0
0 0 0 2
√
w−1
w 0 0 0
w−1
w

. (79)
As we are interested in the evaluation of the second Re´nyi entanglement entropy, we find (with the overall normal-
ization)
Tr
(
ρ2red
)
Tr (ρred)
2 =
1 + w(6 + w)
8(1 + w)2
. (80)
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l even
Proceeding along similar lines as in the l-odd case, we first find that
〈
00S′
∣∣ xyR′〉 = 〈11S′ ∣∣ xyR′〉 = 0 so that
|00S′〉 , |11S′〉 are part of the basis on which we seek to decompose the |ψE=0〉 state. Next, we find
|01S′〉 = 1√
w
(− |01R′〉+ |01R′〉+√w − 2 |01R′⊥〉) , (81a)
|10S′〉 = 1√
w
(|01R′〉 − |10R′〉+√w − 2 |10R′⊥〉) , (81b)
from where it follows that 〈
01R′⊥
∣∣ 10R′⊥〉 = 2w, (82)
which forces us to further decompose |01R′⊥〉 , |10R′⊥〉 as a sum of a state we denote as |δR′〉, which is common to
both, and the remainders |01∆R′〉 , |10∆R′〉. The Eqs. (81) become
|01S′〉 = 1√
w
(
− |01R′〉+ |01R′〉+
√
2 |δR′〉+√w − 4 |01∆R′〉
)
, (83a)
|10S′〉 = 1√
w
(
|01R′〉 − |10R′〉+
√
2 |δR′〉+√w − 4 |10∆R′〉
)
. (83b)
We thus have the orthonormal basis {|00R〉 , |01R〉 , |10R〉 , |11R〉 , |δR〉 , |01∆R′〉 , |10∆R′〉 , |00S〉 , |11S〉} in which the
reduced density matrix is evaluated to
ρred =

1 0 0 0 0 0 0 0 0
0 1 + 6w − 6w 0 0 − 2
√
w−4
w
2
√
w−4
w 0 0
0 − 6w 1 + 6w 0 0 2
√
w−4
w − 2
√
w−4
w 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 4w
√
2
√
w−4
w
√
2
√
w−4
w 0 0
0 − 2
√
w−4
w
2
√
w−4
w 0
√
2
√
w−4
w
w−4
w 0 0 0
0 2
√
w−4
w − 2
√
w−4
w 0
√
2
√
w−4
w 0
w−4
w 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

(84)
and
Tr
(
ρ2red
)
Tr (ρred)
2 =
4 + w(6 + w)
8(1 + w)2
. (85)
Finally, we remark that in the thermodynamic limit l → ∞, the second Re´nyi entanglement entropy evaluates to
3 ln(2) for both l even and odd.
Counting of peak states
In this section we show that the number of peak states is of the order φ2L where φ = (1 +
√
5)/2 ≈ 1.618 is the
golden ratio. A peak state on the Ising ladder is a basis state that is only connected by Hx with basis states that
have a different eigenvalue of Hz, i.e. the potential V . Since Hx only changes the value of one occupation number at
a time, this means that flipping any spin in the basis state changes the potential. The only local configuration that
conserves the potential is when the number of equal and unequal neighbours is the same and is given in Eq. (14),
which we here repeat for reader’s convenience ∣∣∣∣ · · · n na n · · ·· · · · 1− n · · · ·
〉
.
We can then raise the question: given a ladder of length L, how many basis states exist that do not have the
configuration Eq. (14) anywhere? The important quantity to look at are the sites that are diagonally placed from
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each other, i.e. the next-nearest neighbour sites. For an easier analysis we denote this chain of occupation numbers
as one string as follows ∣∣∣∣ · · · ni,1 · ni+2,1 · · ·· · · · ni+1,0 · · · ·
〉
→ · · ·ni,1 ni+1,0 ni+2,1 · · · . (86)
Each basis state consists of two non-overlapping strings, one that starts at n0,0 and one starting at n0,1. For a basis
state to lead to a peak state, both strings should not contain the substrings 101 and 010, because we want to exclude
the configurations (14). This leads to the constraint that in the string after a 10, the next site is not allowed to be a
1 and similarly after a 01 the next one is not allowed to be a 0. We can use these constraints to calculate the total
number of allowed strings by making use of a transfer matrix. This matrix shows which configuration on sites i + 1
and i+ 2 are allowed, based on the occupation of sites i and i+ 1. Taking as basis states (00, 01, 10, 11), the transfer
matrix is
T =

1 1 0 0
0 0 0 1
1 0 0 0
0 0 1 1
 . (87)
Because periodic boundary conditions are assumed, applying the transfer matrix L times should return to the initial
values of site 0 and 1. Therefore, the total number of allowed configurations of a string is Tr(TL), because the
diagonal entries are the number of possibilities that a valid string starts and ends with the same contribution. The
eigenvalues of (87) are (1 ± √5)/2, e±ipi/3 so that for large L Tr(TL) ≈ φL will be dominated by the maximum
magnitude eigenvalue, which is φ = (1 +
√
5)/2. Because every basis state consists of two of those strings, the number
of peak states scales as φ2L.
