The Hamilton-Waterloo problem asks for which s and r the complete graph K n can be decomposed into s copies of a given 2-factor F 1 and r copies of a given 2-factor F 2 (and one copy of a 1-factor if n is even). In this paper we generalize the problem to complete equipartite graphs K (n:m) and show that K (xyzw:m) can be decomposed into s copies of a 2-factor consisting of cycles of length xzm; and r copies of a 2-factor consisting of cycles of length yzm, whenever m is odd, s, r = 1, gcd(x, z) = gcd(y, z) = 1 and xyz = 0 (mod 4). We also give some more general constructions where the cycles in a given two factor may have different lengths. We use these constructions to find solutions to the Hamilton-Waterloo problem for complete graphs.
Introduction.
The Oberwolfach Problem was first posed by Ringel in 1967 during a conference in Oberwolfach. The question was whether it was possible to seat the v conference attendees at n round tables for dinner during v−1 2 nights, in such a way that every attendee sits next to every other attendee exactly once. This is equivalent to asking whether the complete graph K v can be decomposed into v−1 2 copies of a 2-factor F (in a 2-factor every component is a cycle, which represents a round table). To achieve this decomposition v needs to be odd, because the vertices (attendees) need to have even degree. Later a version with v even was studied. In this case, the attendees will never sit next to their spouses (and we are assuming that every attendee has a spouse). This is equivalent to asking for a decomposition of K v into v−2 2 copies of a 2-factor F , and one copy of a 1-factor (each attendee together with their spouse).
In [14] Liu first worked on the generalization of the Oberwolfach problem, where instead of avoiding their spouses, the attendees avoid all the other members of their delegation. The assumption was that all the delegations had the same number of people. Thus we are seeking to decompose the complete equipartite graph K (m:n) with n partite sets (delegations) of size m each (members of a delegations) into (n−1)m 2 copies of a 2-factor F . Here (n − 1)m has to be even. In [13] Hoffman and Holliday worked on the equipartite generaliztion of the Oberwolfach problem when (n − 1)m is odd, decomposing into (n−1)m−1 2 copies of a 2-factor F , and one copy of a 1-factor. The Hamilton-Waterloo problem is a generalization of the Oberwolfach problem, in which the conference is being held at two different cities. Because the table arrangements are different, we have two 2-factors, F 1 and F 2 . The Hamilton-Waterloo problem then asks whether the complete graph K v can be decomposed into r copies of the 2-factor F 1 (tables at Hamilton) and s copies of the 2-factor F 2 (tables at Waterloo), such that s + r = v−1 2 , when v is odd, and having s + r = v−2 2 and a 1-factor when v is even.
The uniform Oberwolfach problem (when all the tables have the same size, i.e. all the cycles of the 2-factor have the same size) has been completely solved by Alspach and Haagkvist [2] and Alspach, Schellenberg, Stinson and Wagner [3] . For the nonuniform Oberwolfach problem many results have been obtained, for a survey of results up to 2006 see [10] . The uniform Oberwolfach problem over equipartite graphs has been completely solved by Liu [15] and Hoffman and Holliday [13] . In the non-uniform case Bryant, Danziger and Pettersson [9] completely solved the case when the 2-factor is bipartite. For the Hamilton-Waterloo problem most of the results are uniform, see for example [1] or [11] . In particular, Burgess, Danziger and Traetta [11] proved the following theorem. Theorem 1.1. [11] If m and n are odd integers with n ≥ m ≥ 3 and t > 1, then there is a decomposition of K mnt into s C m -factors and r C n -factors if and only if t is odd, s, r ≥ 0 and s + r = (mnt − 1)/2, except possibly when r = 1 or 3, or (m, n, r) = (5, 9, 5), (5, 9, 7), (7, 9, 5) , (7, 9, 7) , (3, 13, 5) . Theorem 1.1 covers most of the odd ordered uniform cases. The authors in [11] point out that it is possible to have solutions where the number of vertices is not a multimple of mn. Thus if l = lcm(m, n) and the number of vertices is a multiple of l, but not divisible by mn, then Theorem 1.1 cannot be applied. The constructions given in this paper can be applied to cover some of these cases.
There are some results in the non-uniform case, some examples are Bryant, Danzinger [7] , Bryant, Danzinger, Dean [8] and Haggkvist [12] .
The Hamilton-Waterloo problem can be generalized for complete equipartite graphs in the same way as the Oberwolfach problem was generalized, but not much work has been done in this direction. Asplund, Kamin, Keranen, Pastine andÖzkan [1] gave some constructions for complete equipartite graphs with 3 parts. Burgess, Danziger and Traetta [11] studied the case when the graph consists of m partite sets of size n, and the cycle sizes are m and n. In both papers the constructions were done in order to get a result on the Hamilton-Waterloo problem for complete graphs. The focus of this paper is to give a generalization of the Hamilton-Waterloo problem for complete equipartite graphs with an odd number of partite sets. We obtain results both in the uniform and non-uniform cases. 
Basic Definitions and Results
Let G be a multipartite graph with k partite sets, G 0 , G 1 , . . . , G k−1 . We identify each vertex g of G as an ordered pair (g, i), where g ∈ G i . Definition 2.1. Let G and H be multipartite graphs. Then we define the partite product of G and H, G ⊗ H as follows:
• V (G ⊗ H) = {(g, h, i)|(g, i) ∈ V (G) and (h, i) ∈ V (H)}.
• E(G⊗H) = {{(g 1 , h 1 , i), (g 2 , h 2 , j)}|{(g 1 , i), (g 2 , j)} ∈ E(G) and {(h 1 , i), (h 2 , j)} ∈ E(H)}.
Notice that this definition is quite similar to that of the direct product. The main difference is that we are doing this product "just in 1 coordinate". To see that they are different it suffices to count the number of vertices in the product. If
Indeed, if the k partite sets of G and H have sizes g 0 , g 1 , . . . , g k−1 and h 0 , h 1 , . . . , h k−1 , respectively, then
Remark 2.2. The partite product depends on the multipartite representation chosen for a graph. For example, the graphs G and H in Figure 3 are isomorphic, but they H ⊗ H = Figure 3 behave differently in the product (where we understand that each column is a part of the multipartite graph).
The next result follows directly from Definition 2.1 Lemma 2.3. The product is commutative, that is,
Most of our results will be concerning complete multipartite graphs. We will denote by K (n:m) the complete multipartite graph with m parts, each of size n. Definition 2.5. The complete cyclic multipartite graph C (x:k) is the graph with k parts of size x, where two vertices (g, i) and (h, j) are neighbors if and only if i − j = ±1 (mod k), with this subtraction being done modulo k. The directed complete cyclic multipartite graph − → C (x:k) is the graph with k parts of size x, with arcs of the form
It should be noted that any decomposition of − → C (x:k) gives a decomposition of C (x:k) . Notice that C (1:k) is the cycle with k vertices and C (x:3) is isomorphic to K (x:3) . The next three results are easy to see, so the proofs are left to the reader. • Each part of G ⊗ H has
vertices.
• C (x:k) ⊗ C (y:k) is isomorphic to C (xy:k) .
•
Lemma 2.8. The complete cyclic multipartite graph is the product of the complete multipartite graph by the cycle. This is:
3 Product and Decompositions.
We can consider a decomposition of a graph as a partition of the edge set or as a union of edge disjoint subgraphs. This means that a decomposition of G into H 1 , . . . , H s is given by E(G) = ∪E(H i ) or by G = ⊕H i . We will think of ⊕ as a boolean sum, which means that
We have the following easy result.
. Furthermore, the following distributive property holds:
Proof. It is enough to prove that
where
This means that
But since E(H 1 ) ∩ E(H 2 ) = ∅, without loss of generality we may assume
and so
.
Without loss of generality we may assume
, and
and by induction we get that the product and additions in
Corollary 3.2. Let G and H be multipartite graphs with k partite sets.
• If G can be decomposed into isomorphic copies of Γ and H can be decomposed into isomorphic copies of K (1:k) = K k , then G ⊗ H can be decomposed into isomorphic copies of Γ.
• If G can be factored into isomorphic copies of Γ and H can be factored into unions of copies of K (1:k) = K k , then G ⊗ H can be factored into unions of copies of Γ.
Product of cycles.
In this section we will concern ourselves with the product of two or more cycles. Since our product depends on what kind of partition we are using, we need to ask something more from our cycles in order to get results.
Definition 4.1. Given a graph G we will say that C is a C n -factor of G if C is a 2-factor of G where each connected component is of size n. This means that C is a spanning subgraph of G and C is a union of disjoint cycles of size n. When it is understood that the graph is G, then we will just call C a C n -factor (instead of a C n -factor of G). Similarly given a directed graph − → G we will say that − → C is a − → C n -factor of G if − → C is a 2-factor of − → G where each connected component is a directed cycle of size n. When it is understood that the graph is − → G , the we will just call
The following lemmas give us an idea of how directed cycles work under the product. They also illustrate why we introduce − → C (x:k) instead of just working with C (x:k) .
Lemma 4.2. Let − → C be a directed cycle of length n of − → C (x:k) , and let
Proof. Notice that − → C has xk − n isolated vertices, because it is a subgraph of
If neither (x 0 , i) and (y 0 , i) are isolated, then they respectively have an arrow coming from (x 1 , i − 1) and (y 1 , i − 1); and an arrow going to (x 2 , i + 1) and (y 2 , i + 1), for some 0 ≤ x 1 , x 2 ≤ x − 1, 0 ≤ y 1 , y 2 ≤ y − 1. Hence (x 0 , y 0 , i) has an arrow coming from (x 1 , y 1 , i − 1) and an arrow going to (x 2 , y 2 , i + 1). So − → C ⊗ − → C ′ is composed of directed cycles and isolated vertices. Assume without loss of generality n ≤ m. Let i 0 , i 1 , . . . , i n−1 be the non-isolated vertices of − → C , in the order they appear, with i 0 ∈ − → C 0 ; and let j 0 , j 1 , . . . , j m−1 be the non-isolated vertices of − → C ′ , in the order they appear with j 0 ∈ − → C ′ 0 . Then the directed cycle starting at (i 0 , j 0 ) in − → C ⊗ − → C ′ consists of the vertices:
This directed cycle has length l = nm gcd(n,m) . Notice that
k non-isolated vertices, which means that the number of directed cycles is
Proof. Notice that neither
We know that (x 0 , i) has an arrow coming from (x 1 , i − 1) and an arrow going to (x 2 , i + 1), for exactly one pair 0 ≤ x 1 , x 2 ≤ x − 1, because − → G is a − → C n -factor. Likewise (y 0 , i) has has an arrow coming from (y 1 , i−1) and an arrow going to (y 2 , i+1), for exactly one pair 0 ≤ y 1 , y 2 ≤ y − 1. Hence (x 0 , y 0 , i) has an arrow coming from (x 1 , y 1 , i − 1) and an arrow going to (x 2 , y 2 , i + 1), so each vertex in
is a directed cycle of length n, and each − → C ′ (j) is a directed cycle of length m. Then by Theorem 3.1 we get:
But by Lemma 4.2 we know that
Definition 4.4. Given a graph G we will say that F is a [n
If e i is not listed, we will just assume that it is 1. Also, we allow n i = n j , so that the number of cycles of a certain size is just the sum of the exponents of that number in the expression [n Notice that a C n -factor of a graph on m vertices is a [n m n ]-factor.
It is advantageous to find solutions to the the Hamilton-Waterloo problem on complete multipartite graphs because they can then be used to obtain solutions to the HamiltonWaterloo problem on complete graphs:
Lemma 5.1. Let m, n, x, y and v be positive integers. Suppose the following conditions are satisfied:
• There exists a decomposition of K v into s α C xn -factors and r α C yn -factors.
• There exists a decomposition of K (v:m) into s β C xn -factors and r β C yn -factors.
Then there exists a decomposition of K vm into s = s α + s β C xn -factors and r = r α + r β C yn -factors.
Proof. Partition the vertices of K vm into m sets A 1 , . . . , A m of size v each. The graph that contains the edges between vertices belonging to a same partite set is the union of m disjoint copies of K v . We can decompose each copy of K v into s α C xn -factors and r α C yn -factors. The graph that contains the edges between vertices belonging to different parts is isomorphic to K (v:m) . We can decompose this graph into s β C xn -factors and r β C yn -factors.
Thus we have a decomposition of K vm into s = s α + s β C xn -factors and r = r α + r β C yn -factors.
One could write a version of the lemma for non-uniform solutions as follows, where by mK v we understand the graph consisting of m disconnected copies of K v .
Lemma 5.2. Let m, and v be positive integers. Let F 1 and F 2 be two 2-factors on vm vertices. Suppose the following conditions are satisfied:
• There exists a decomposition of mK v into s α copies of F 1 and r α copies of F 2 .
• There exists a decomposition of K (v:m) into s β copies of F 1 and r β copies of F 2 .
Then there exists a decomposition of K vm into s = s α + s β copies of F 1 and r = r α + r β copies of F 2 .
In order to use these lemmas we need two types of ingredients. The first one is the decomposition of the complete graph K v . In [2, 3] uniform decompositions were given:
The other ingredient is the decomposition of the complete multipartite graph K (v:m) . In [11] the authors used decompositions of C (v:m) to obtain decompositions of K (v:m) . We describe this type of construction in a formal fashion in the following lemma. • There exists a decomposition of K m into [n 1 , . . . , n p ]-factors.
• For every 1 ≤ i ≤ p, and for every
there exists a decomposition of
Then there exists a decomposition of
Proof. Using the decomposition of K m into [n 1 , n 2 , . . . , n p ]-factors, we have:
. This gives:
is a cycle of size n i . Therefore,
It is important to note that Theorem 5.3 can be used to obtain decompositions of K m into C n -factors. Thus the focus of the next three sections is to find decompositions of C (v:n) . Any decomposition of − → C (v:n) is equivalent to a decomposition of C (v:n) , by simply removing the direction of each edge. We will work with the partite product on directed graphs to find decompositions of − → C (v:n) , and thus obtain decompositions of C (v:n) .
6 Hamilton Waterloo problem on directed complete cyclic multipartite graphs.
For the entirety of this section, we assume x is odd. In this section we will decompose − → C (x:n) into − → C n -factors and − → C xn -factors (Hamilton Cycles), and − → C (4x:n) into − → C n -factors and − → C 2xn -factors. Suppose G α and G β are two parts of size x in an equipartite directed graph G. We say an arc in Figure 4: one directed cycle in T 5 (1), with n = 7.
, then we say that difference d between parts α and β is covered by G.
Let the partite sets of
Working modulo x, let T x (i) be the directed subgraph of − → C (x:n) obtained by taking differences:
• 2 e j i between G j−1 and G j for 1 ≤ j ≤ k.
• −2i between G j−1 and
• −i between G j−1 and G j for 2k ≤ j ≤ n − 1.
• −i between G n−1 and G 0 .
Example 3:
We construct T 5 (1) with n = 7. We have n − 1 = 6 = 2 2 + 2 1 , and k = 2. This means that from the first column to the second one we add 2 2 , from the second to the third we add 2; since k = 2, from the third to the forth we subtract 2, and for the rest of the arcs we just subtract 1. Figure 4 shows one directed cycle of this construction. The rest of the arcs are obtained by developing this base directed cycle modulo
Proof. It suffices to show that the construction gives a base directed cycle of length n. The directed cycle containing the vertex (0, 0) can be tracked by considering the first coordinate of each vertex that is visited while passing from G 0 to G 1 to G 2 . . . to G 0 . If we add the respective differences of the edges between G 0 and G 1 , G 1 and G 2 , . . ., G n−1 and G 0 , we must show that this total sum is 0. Because 2 e 1 + 2 e 2 + . . . + 2 e k = n − 1, we have for the sum:
Let F h (G) be the directed subgraph of the directed graph G that contains only the arcs between parts h − 1 and h. That is
In particular F n (G) contains the arcs between G n−1 and G 0 .
Let
obtained by taking the same arcs as T x (i) between G j and G j+1 for 0 ≤ j ≤ n − 2 and T x (s) between G n−1 and G 0 . Figure 5 ilustrates T 3 (0), T 3 (1), H 3 (0, 1) and H 3 (1, 0) with n = 3.
Example 4:
Proof. Because the arcs are given by differences it is clear that each vertex has indegree and out-degree both equal to 1. We need to show that all of the vertices are connected. We will first show that there is a directed path between any 2 vertices of G 0 . Without loss of generality, we will show that (0, 0) is connected to (α, 0) for any α. Because the arcs between groups G j and G j+1 are the same as the arcs in T x (i) for j = 0, . . . , n − 2 it is easy to see that there is a path from (0, 0) to (i, n − 1). Now the arc leaving from (i, n − 1) has its other end as (i − s, 0). So (0, 0) is connected to (i − s, 0). If we continue on this path, every time we arrive back in G 0 , we arrive at the vertex (α ′ (i − s), 0). Because gcd(x, i − s) = 1, the order of i − s in the cyclic group Z x is x. Thus any α modulo x can be written as α ′ (i − s). Hence (0, 0) is connected to all the vertices of G 0 .
Because we are defining arcs by differences, every vertex in G 1 is connected to a vertex in G 0 , every vertex in G 2 to a vertex in G 1 , and so on. Therefore all the vertices are connected, and the directed cycle is Hamiltonian as we wanted to prove.
Next we show how to decompose − → C (x:n) by using the H x (i, j) graphs. First we will decompose − → C (x:n) into − → C n -factors using the T x (i) graphs. Then we will show how to switch some edges in the T x (i) graphs to obtain H x (i, j) graphs. It is important to notice that H x (i, i) = T x (i). Lemma 6.3. Let x be odd, and let φ be a bijection on {0, ..., x − 1}. Then
Proof. To prove the first equality,
we need to show that any difference between consecutive parts is covered by one of the T x (i) graphs. Notice that all the differences in the T x graphs are given by a power of 2 times i, or −2i or −i. It is clear that between parts which use difference −i, we cover all the differences, with difference δ being covered in T x (x − δ). Because x is odd, gcd(x, 2 e ) = 1, so the order of 2 e in the cyclic group C x is x for any 1 ≤ e ≤ x − 1. This means that any δ ≡ 2 e j i (mod x) can be written as 2 e δ ′ . Therefore, the difference δ between the remaining pairs of consecutive groups is covered in some T x (δ ′ ). A similar calculation can be used for differences of the form −2i, because gcd(x, x − 2) = 1. Here we write δ as −2δ ′ , and the difference is covered in T x (δ ′ ).
For the second equality we have
because φ is a bijection. So:
Hence:
In some cases we have H x (i, i), notice that this is the same as T x (i). Decomposing − → C (x:n) into s directed Hamilton cycles and x−s − → C n -factors is now equivalent to finding a bijection φ with gcd(x, i − φ(i)) = 1 for s elements of {0, ..., x − 1} and φ(i) = i for the rest. We will use these functions extensively throughout the paper, so we will refer to them as "the phi-functions": Let 2 ≤ s ≤ x. Define φ s : Z x → Z x as follows:
The phi-functions
For example, if s = 7 and x = 11, then φ 7 = (01)(23)(456) (7)(8)(9)(10) Notice that φ s has x − s fixed points. For any non-fixed point we have i − φ(i) ∈ {±1, 2}, and so gcd(x, i − φ(i)) = 1 if x is odd. Proof. If s = 0 we just use the identity mapping. Otherwise we use the phi-function φ s . Hence the discussion that precedes this theorem shows that
is a decomposition of − → C (x:n) into s directed Hamiltonian cycles and x − s − → C n -factors.
Next we turn to the case of x even. We begin by considering − → C (4:n) . In [1] the graphs in Figure 6 were used to decompose K (4:3) into triangle factors and C 6 -factors.
We extend the ideas used in [1] to decompose − → C (4:n) into − → C n -factors and − → C 2n -factors. We will define directed subgraphs γ i,j and build the directed graphs Γ(j) as the sum of some of these directed subgraphs. In each of these directed subgraphs, the vertices in the top row will be said to have height 0, in the second row height 1, and so on. We begin with the base directed subgraphs from Figure 7 . In each subgraph, the rows are indexed by their height. The following result is easy to verify by inspection of the graphs γ i,j .
Lemma 6.5. For any i, j, h, the directed path beginning at height h in the first column of γ i,j finishes at height h in the last column of γ i,j . Let n = 3b + a with 0 ≤ a < 3, b ≥ 2. For 0 ≤ t ≤ b − 2, we define γ 0,j (t) as the directed graph γ 0,j on the parts G 3t−1 , G 3t , G 3t+1 , G 3t+2 , with calculations done in Z n . We define γ a,j (n) as the directed graph γ a,j on the parts
Notice that γ 0,j (0) is on the parts G −1 , G 0 , G 1 and G 2 . This means that F n (Γ(j)) is the matching between the first and second columns in γ 0,j (0).
Example 5: Let n = 7. We will construct Γ(0). Since n = 6 + 1, we have b = 2 and a = 1. This means that Γ(0) = γ 0,0 (0) ⊕ γ 1,0 (7), where γ 0,0 (0) is on the parts G −1 = G 7−1 = G 6 , G 0 , G 1 and G 2 ; and γ 1,0 (7) is on the parts G 2 , G 3 , G 4 , G 5 and G 6 . So we get the picture in Figure 8a , where the arcs from γ 0,0 (0) are dashed.
Notice that the first and last columns are both G 6 . Because the directed graph − → C (4:n) has G 0 as the first column, we connect the vertices from G 0 to the last column instead, obtaining the picture in Figure 8b ; where the dashed arcs still belong to γ 0,0 (0).
Using Lemma 6.5 we have the following result.
Proof. It is easy to verify from the pictures that for any given 0 ≤ i ≤ 2, the directed graphs γ i,0 , γ i,1 , γ i,2 and γ i,3 are arc disjoint. By Lemma 6.5, in each γ i,j the directed paths start and end at the same height. Thus when we connect all the directed paths in each factor Γ(j), we obtain four directed cycles of length n. Therefore
To construct directed cycles of size 2n, we perform switches on the edges between columns. Define Figure 8 is on the parts G n−1 , G 0 , G 1 , G 2 , and so F n (γ 0,i (0)) only consists of the edges between parts G n−1 and G 0 .
Lemma 6.7. If the directed path that starts at height h 1 in part G n−1 in λ i,j ends at height h 2 in G 2 , then the directed path that starts at height h 2 in G n−1 ends at height h 1 in G 2 . Even more, if i = j then no directed path starts and ends at the same height.
Proof. We build tables that show for each possible combination of i and j, the starting and ending heights of the directed paths λ i,j . We have one table for each i, with the rows indexed by the options for j, and the columns indexed by the options for the starting height of each directed path. The entry in the table gives the finishing height.
Notice that whenever i = j we have λ i,i = γ 0,i (0), in which case we already know that the starting and ending heights of each directed path are the same. When i = j the starting and ending heights are never the same, but if the starting height in λ i,j is h 1 and the ending height is h 2 , then the directed path with starting height h 2 has ending height h 1 . Therefore the result is proven.
Proof. Notice that
Because F n (Γ(i)) is the matching between the first and second columns in γ 0,i (0), we have F n (Γ(i)) = F n (γ 0,i (0)). Therefore,
Consider the directed cycle that contains the vertex at height h 1 in G n−1 . From Lemma 6.7 we know that in λ i,j the directed path that starts at height h 1 in G n−1 finishes at height h 2 in G 2 . By Lemma 6.5, the directed paths through all the γ i,j (l), with l ∈ {1, 2, . . . , b − 1, n} start and end at the same heights. So when we reach G n−1 again, it is at at height h 2 . We leave G 2 at height h 1 this time, and as we move through all the γ i,j (l), with l ∈ {1, 2, . . . , b−1, n}, the heights never change. Therefore, we reach G n−1 again at height h 1 , closing the directed cycle. This produces one directed cycle of size 2n. By repeating the process with the directed cycle starting at one of the vertices that we have not used yet, we get the second directed cycle. Therefore Λ(i, j) consists of two directed cycles of length 2n.
Notice that if i = j, then Λ(i, j) = Γ(i) consists of 4 directed cycles of length n. Theorem 6.9. If s ∈ {0, 2, 3, 4}, then − → C (4:n) can be decomposed into s − → C 2n -factors and 4 − s − → C n -factors.
Proof. Let π be a permutation of the set {0, 1, 2, 3} with exactly 4 − s fixed points. Then
Since Λ(j, π(j)) is a − → C 2n -factor if j = π(j) and a − → C n -factor otherwise, the theorem is proven.
Remark 6.10. Notice that if n = 5, we have b = 1 and a = 2. This means we have Γ(j) = γ a,j (5) = γ 2,j (5), which is on the parts 4 . This will actually close the directed cycle. The results given in Lemmas 6.7 and 6.8 only apply to b ≥ 2, but it can be shown that the same results are true with b = 1 by applying similar techniques on γ a,j instead of γ 0,j .
There is one more basic decomposition that we will use, based on the resolvable gregarious decomposition of K (w:n) from [4] . We make use of the constructions given in Lemma 3.1 and Corollary 3.2 of [4] , and apply them to − → C (w:n) instead of K (w:n) .
Definition 6.11. A quasigroup (Q, * ) is a set Q with a binary operation * such that for each a and b in Q, there exist unique elements x and y in Q such that:
• a * x = b;
• y * a = b.
Definition 6.12. Two quasigroups on the same set (Q, * ), (Q, •) are said to be orthogonal if i * j = i • j for every i, j in Q.
The reader may be familiar with Latin Squares, which are the multiplication tables of quasigroups, and mutually orthogonal Latin Squares, which are the multiplication tables of orthogonal quasigroups. In [5] , [6] it was shown that if |Q| ∈ {1, 2, 6} then there are at least 2 orthogonal quasigroups on Q. Again, the decomposition in the following theorem is obtained by modifying the construction from Lemma 3.2 in [4] to work with − → C (w:n) instead of K (w:n) :
Theorem 6.13. Let w ∈ {2, 6} and n odd. Then there is a decomposition of
Proof. Since w ∈ {2, 6} there exist two orthogonal quasigroups (Latin Squares) (Q, •) and (Q, * ) of order w, with Q = {0, 1, 2, . . . , w − 1}. We take directed cycles of the form:
This produces a decomposition of − → C (w:n) into w 2 directed cycles of size n. To form a − → C n -factor, given l ∈ Q we take all cycles arising from the pairs i, j with i * j = l in the second quasigroup (Q, * ). Thus we have a decomposition of − → C (w:n) into w − → C n -factors.
Multivariable functions
Definition 7.1. Let x and y be odd. We define T (xy) (i, α) to be the directed subgraph of − → C (xy:n) obtained by taking T (xy) (i, α) = T x (i) ⊗ T y (α). We also define
This means that H (xy) (i, α)(j, β) is the directed graph obtained by taking the arcs of T (xy) (i, α) between parts t and t + 1 for 0 ≤ t ≤ n − 2, and the arcs between parts n − 1 and 0 from T (xy) (j, β).
Example 6: Figure 9 illustrates the first part of Definition 7.1 by showing T x (i), T y (α) and T (xy) (i, α), for x = 3, y = 5, i = 1 and α = 2, with 3 partite sets. Figure 10 illustrates the second part of Definition 7.1 by showing H (xy) (i, α)(j, β), for x = 3, y = 5, i = 1, α = 2, j = 2, β = 4, with 3 partite sets. Figure 10 also shows H x (i, j) and H y (α, β), to illustrate Lemma 7.2. Notice that in both figures instead of giving all the coordinates in each vertex, we give the first two coordinates of all the vertices in each row (the third coordinate would specify which partite set the vertex belongs to).
Lemma 7.2. Let x, y and n be odd. Then:
Notice also that
Then we have
Proof. We know that − → C (xy:
We also have
Combining both we get:
as we wanted to prove.
If ψ(i, α) = (j, β) we will denote ψ 1 (i, α) = j and ψ 2 (i, α) = β. If gcd(x, i − j) = 1 and α = β, then H (xy) (i, α)(j, β) is a − → C xn -factor. This is because
Thus to obtain a decomposition of − → C (xy:n)
into − → C xn -factors and − → C yn -factors we need a bijection ψ that satisfies the following set of conditions Proof. We will describe a bijection ψ that satisfies conditions 7.4 with r p pairs (i, α) that satisfy i = ψ 1 (i, α). Let r α , 0 ≤ α ≤ y − 1 be such that:
Define the function φ α (i) = φ s (i), with φ s (i) as the phi-function over the set {0, 1, . . . , x− 1} with s = x − r α . Let π(i) = |{α|φ α (i) = i}|. Let σ i (α) = φ s (α), with φ s (α) as the phi-function over the set {0, 1, . . . , y − 1} with s = π(i). Notice that
is a function satisfying conditions 7.4 because if α ≤ π(i), then ψ α (i) = i and gcd(y, α− σ i (α)) = 1. If, on the other hand α ≥ π(i), then we have σ i (α) = α, and gcd(x, i − ψ α (i)) = 1. Finally, notice that there are r p pairs (i, α) that satisfy i = ϕ 1 (i, α). Therefore there is a decomposition of − → C (xy:n) into s p − → C xn -factors and r p = xy − s p − → C yn -factors.
We can work with Γ(i) and Λ(i) in a similar fashion as to what we did with T x (i).
Definition 7.6. Let x be odd. We define T (2x) (i, α) to be the directed subgraph of − → C (4x:n) obtained by taking j, β) ). This is the directed graph obtained by taking the arcs of T (2x) (i, α) between parts t and t + 1 for 0 ≤ t ≤ n − 2, and the arcs between parts n − 1 and 0 from T (2x) (j, β). Now we can apply the same techniques that we did to T (xy) and H (xy) .
Lemma 7.7. Let x and n be odd. Then:
and
Using this the result is trivial.
Lemma 7.8. Let ϕ by a bijection on the set
Proof. We know that
Next we develop the conditions needed for our decompositions. Recall that if ϕ(i, α) = (j, β) we will denote ϕ 1 (i, α) = j and ϕ 2 (i, α) = β.
• If α = β and gcd(x, i − j) = 1 then
is a − → C 2xn -factor by Lemmas 6.2, 6.8, and 4.3.
• If i = j and α = β, then H (2x) (i, α)(j, β) is a − → C 2n -factor by Lemmas 6.1, 6.8, and 4.3.
• If α = β and gcd(x, i − j) = 1, then H (2x) (i, α)(j, β) is a − → C xn -factor by Lemmas 6.2, 6.6, and 4.3.
• If i = j and α = β, then H (xy) (i, α)(j, β) is a − → C n -factor by Lemmas 6.1, 6.6, and 4.3.
So for a decomposition of − → C (4x:n) into − → C 2xn -factors and − → C n -factors we need a bijection ϕ that satisfies:
For a decomposition of − → C (4x:n) into − → C 2n -factors and − → C xn -factors we need a bijection ϕ that satisfies:
We define a new family of functions θ s : Z x × Z 4 → Z x × Z 4 . These functions will be referred as theta-functions. Let s ∈ {0, 1, . . . , 4x}, s / ∈ {1, 4x − 1}, and write s = 4k + 2a + 3b, with a, b ∈ {0, 1}, k ≤ x. We define: 
If s = 4x − 1 = 4(x − 1) + 3, we define θ s in a similar way, with a small change:
We give a visual example of θ 9 and θ 19 , for x = 5 in Figure 11 .
The following lemma is a generalization of a result given in [1] .
Lemma 7.11. Let s p ∈ {0, 2, . . . , 4x− 1, 4x}, x odd. Then there exists a decomposition of C (4x:n) into s p C 2xn -factors and r p = 4x − s p C n -factors.
Proof. The bijection ψ = θ sp satisfies Conditions 7.9. In particular if ψ(i, α) = (i, α), then α = ψ 2 (i, α) and i − ψ 1 (i, α) ∈ {±1, ±2}; and as x is odd, gcd(x, i − ψ 1 (i, α)) = 1. Furthermore, ψ has s p non-fixed points. Therefore there exists a decomposition of C (4x:n) into s p C 2xn -factors and 4x − s p C n -factors.
Lemma 7.12. Let s p ∈ {0, 2, 3, . . . , 4x − 3, 4x − 2, 4x}. Then there exists a decomposition of − → C (4x:n) into s p − → C xn -factors and r p = 4x − s p − → C 2n -factors.
Proof. We provide a bijection ϕ that satisfies Conditions 7.10 with r p pairs (i, α) that satisfy i = ϕ 1 (i, α). Let r α , 0 ≤ α ≤ 3 be such that:
The only case where such a choice of r α cannot be made is when x = 3, s = 7. This case is covered in Lemma 12.2 in the Appendix.
Define the function ψ α (i) = φ s (i), with φ s (i) as the phi-functions over the set {0, 1, . . . , x − 1} with s = x − r α . Let π(i) = |{α|ψ α (i) = i}|. Let σ i (α) be the permutation on the set {0, 1, 2, 3} that cyclically permutes the first π(i) elements and fixes the rest. Notice that
is a function satisfying conditions 7.10 because if α ≤ π(i), then ψ α (i) = i and σ i (α) = α. If, on the other hand α ≥ π(i), then we have σ i (α) = α, and gcd(x, i − ψ α (i)) = 1. Finally, notice that there are r p pairs (i, α) that satisfy i = ϕ 1 (i, α). Therefore there exists a decomposition of − → C (4x:n) into s p − → C xn -factors and r p = 4x−s p − → C 2n -factors.
We are interested in one more type of decomposition, into − → C 2xn and − → C yn factors. To do this we introduce the following: Definition 7.13. Let x and y be odd. Define T (2xy) (i, α, γ) to be the directed subgraph of − → C (4xy:n) obtained by taking T (2xy) (i, α, γ) = T (2x) (i, α) ⊗ T y (γ). We also define
This means that H (2xy) (i, α, γ)(j, β, δ) is the directed graph obtained by taking the arcs of T (2xy) (i, α, γ) between parts t and t + 1 for 0 ≤ t ≤ n − 2, and the arcs between parts n − 1 and 0 from T (2xy) (j, β, δ).
Now we have all the usual results:
Lemma 7.14. Let x, y and n be odd. Then:
Lemma 7.15. Let ϕ be a bijection on the set
We have the following properties:
• If α = β, γ = δ, and gcd(x, i − j) = 1, then
is a − → C 2xn -factor by Lemmas 6.2, 6.8, 6.1 and 4.3.
• If i = j, α = β, and gcd(y, γ − δ) = 1 then
is a − → C yn -factor by Lemmas 6.1, 6.6, 6.2, and 4.3.
To get a decomposition of − → C (4xy:n) into − → C 2xn -factors and − → C yn -factors we need a bijection ϕ that satisfies:
Now we can write our lemma: Lemma 7.17. Let x, y, and n be odd. Let s p = 1, 4xy − 1. Then there is a decomposition of C (4xy:n) into s p C 2xn -factors and r p = 4xy − s p C yn -factors.
Proof. We give a bijection ϕ that satisfies Conditions 7.16 with r p elements (i, α, γ) that satisfy i = ϕ 1 (i, α, γ). Let s p = 4xk + q, with 0 ≤ q ≤ 4x − 1. We have two cases, k ≤ y − 3, and k ≥ y − 2.
, the identity function.
Notice that the fixed point of θ 4x−1 is (x − 1, 2), the fixed points of θ 4x−2 are {(x − 1, 2), (0, 3)}, the fixed points of θ 4x−3 are {(x − 1, 2), (0, 3), (x − 1, 0)}, and the fixed points of θ 4x−4 are {(x − 1, 2), (0, 3), (x − 1, 0), (0, 1)}. This means that if 0 ≤ ǫ ≤ 4 and a ≤ 4x − ǫ, the fixed points of θ 4x−ǫ are a subset of the fixed points of θ a . Hence if ψ δ (i, α) = (i, α), then ψ γ (i, α) = (i, α) for all γ ≤ δ. Notice also that ψ 0 (i, α) = ψ 1 (i, α), hence max{δ ∈ {0, . . . , y − 1}|ψ δ (i, α) = (i, α)} = 1. Therefore we can define σ i,α (γ) = φ s (γ), the phi-function over the set {0, 1, . . . , y − 1} with s = max{δ ∈ {0, . . . , y − 1}|ψ δ (i, α) = (i, α)}. Then:
is a function satisfying conditions 7.16.
Example 7:
We provide two visual examples, with x = 3 and y = 5. To make the picture easier to understand, the points satisfying i = ϕ 1 (i, α, γ) have been boxed and underlined, and rearranged with their images at the right side.
In Figure 12 we have s p = 25 = 2·12+1 = 2·12+2−1, giving us r p = 60−25 = 35, k = 2, a = 2, ǫ = 1. In Figure 13 we have s p = 37 = 3 · 12 + 1 = 3 · 12 + 2 · 2 − 3, giving us r p = 60 − 37 = 23, k ′ = 3, a = 2, ǫ = 3. 
Product
In this section the partite product will be applied to the decompositions obtained in the previous section, to obtain decompositions of larger graphs.
Lemma 8.1. Let m = zw with z odd and w ∈ {2, 6}. Then there is a decomposition of − → C (m:n) into − → C zn -factors and a decomposition of − → C (4m:n) into − → C 2zn -factors.
− → C zn -factors, and by Lemma 6.1
We can decompose − → C (4:n) into − → C 2n -factors by Theorem 6.9 and so when multiplying
We may now use Lemma 8.1 and the decompositions obtained in Section 7 to get a decomposition of − → C (xyzw:n) into − → C xzn -factors and − → C yzn -factors: 
From the theorem hypothesis on − → C (m:n) , we have the following decompositions:
Because m 1 and m 2 are coprime with z, by Lemma 4.3 there is a decomposition into mt + u = s − → C m 1 zn -factors and r − → C m 2 zn -factors. If u = 1, we decompose as follows:
We also have the following decompositions:
• We decompose − → C (m:n) into m − 2 − → C m 1 n -factors and 2 − → C m 2 n -factors for the prod-
• We decompose − → C (m:n) into 3 − → C m 1 n -factors and m − 3 − → C m 2 n -factors for the prod-
Because m 1 and m 2 are coprime with z, this gives a decomposition into m(t − 1) + m − 2 + 3 = mt + 1 = s − → C m 1 zn -factors and r − → C m 2 zn -factors. If u = m − 1 we just change the roles of m 1 and m 2 and take the decomposition for u = 1. Therefore there is a decomposition of − → C (mzw:n) into s − → C m 1 zn factors and r − → C m 2 zn -factors for any s, r = 1, r + s = mzw. The decomposition of − → C (4mzw:n) into s ′ − → C 2m 1 zn -factors and r ′ − → C 2m 2 zn -factors works in the same way.
We can now combine this result with our decompositions from Section 7 to obtain the following result, which we write using non-directed graphs, as we are getting ready to apply the results from Section 5.
Theorem 8.3. Let x, y, z, n be odd numbers with gcd(x, z) = gcd(y, z) = 1 and w ∈ {2, 6}. Then we have the following decompositions: a) C (xyzw:n) can be decomposed into s C xzn -factors and r C yzn -factors for any s, r = 1, s + r = xyzw.
b) C (4xzw:n) can be decomposed into s C 2xzn -factors and r C 2zn -factors for any s, r = 1, s + r = 4xzw.
c) C (4xzw:n) can be decomposed into s C 2xzn -factors and r C zn -factors for any s, r = 1, s + r = 4xzw.
d) C (4xzw:n) can be decomposed into s C xzn -factors and r C 2zn -factors for any s, r = 1, s + r = 4xzw.
e) C (4xyzw:n) can be decomposed into s C 2xzn -factors and r C yzn -factors for any s, r = 1, s + r = 4xyzw.
f ) C (4xyzw:n) can be decomposed into s C 2xzn -factors and r C 2yzn -factors for any s, r = 1, s + r = 4xyzw. 
Main Result
We now to use the decompositions that we obtained for C (v:n) to obtain decompositions of K (v:m) via Lemmas 5.4 and 5.1. Theorem 9.1. Let m and n be odd, such that m ≡ 0 (mod n). Let s and r be such that s, r = 1 and s + r = v m−1 2 . Let x 1 , . . . x m/n , y 1 , . . . y m/n , z 1 , . . . , z m/n and w 1 , . . . , w m/n be such that:
• w i ∈ {2, 6},
• 2 divides at most one of x i , y i and z i , 
Therefore by Theorem 5.4 there is a decomposition of K (v:m) into s copies of the 2-factor F 1 and r copies of the 2-factor F 2 .
Applications
We can use our results to solve many cases of the Hamilton-Waterloo Problem for complete graphs. For some of them we will need the notion of resolvable group divisible design.
A resolvable group divisible design (k, l)-RGDD(h u ) is a triple (V, G, B) where V is a finite set of size v = hu, G is a partition of V into u groups each containing h elements, and B is a collection of k element subsets of V called blocks which satisfy the following properties.
• If B ∈ B, then |B| = k.
• If a pair of elements from V appear in the same group, then the pair cannot be in any block.
• Two points that are not in the same group, called a transverse pair, appear in exactly l blocks.
• |G| > 1.
• The blocks can be partitioned into parallel classes such that for each element of V there is exactly one block in each parallel class containing it.
Here we use the term group to indicate an element of G. In this context, group simply means a set of elements without any algebraic structure. If l = 1, we refer to the RGDD as a k-RGDD(h u ). In [16] the following characterization theorem was proven:
Theorem 10.1. In [1] the authors used resolvable group divisible designs together with Theorem 10.1 to decompose complete graphs into C 3 -factors and C 3x -factors.
Lemma 10.2.
[1] Let x ≥ 3, y ≥ 3 and m be positive integers such that both x and y divide 3m. Suppose the following conditions are satisfied:
• There exists a 3-RGDD(h u ),
• there exists a decomposition of K (m:3) into s p C x -factors and r p C y -factors, for p ∈ {1, 2, . . . , Then there exists a decomposition of K hum into s α + s β C x -factors and r α + r β C yfactors.
We can now apply our decompositions to extend the result from [1] . We will be concerned with prime numbers whose greatest power that divides x is the same as their greatest power that divides y. Thus we give the following definition: , with h ≡ 0 (mod 3), u ≥ 3, h(u−1) even, and (h, u) ∈ {(2, 6), (6, 3)}.
Then there exists a decomposition of K 3n into s C 3x -factors and r C 3y -factors for every pair (s, r) such that s + r = ⌊ So we may apply Theorem 9.1 to obtain a decomposition of K ( xyw z :3) into s i C 3x 1 zfactors and r i C 3y 1 z -factors for each i.
Because hxyw = hx 1 zyw = hxy 1 zw we have that 3x 1 z|(hxyw) and 3y 1 z|(hxyw). From Theorem 5.3 there is a decomposition of K hxyw z into C 3x 1 z -factors, and there is also a decomposition of K hxyw z into C 3y 1 z -factors. Thus we may apply Lemma 10.2 to obtain a decomposition of K huxyw z = K 3n into s C 3x -factors and r C 3y -factors.
We can also use Lemma 5.1 to obtain decompositions of complete graphs into C xfactors and C y -factors:
Corollary 10.5. Let m, x, and y be integers such that:
• z = s x, y , w = gcd(x,y) z ≥ 2,
• xy z divides m, • 4 does not divide x nor y.
• Neither x nor y is 3 if Notice that by asking xy z to divide m we cover some of the cases left open in [11] for the odd order case. Then we can decompose K vm into s copies of F 1 and r copies of F 2 for any s, r = 1.
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