We apply the techniques of monotone and relative rearrangements to the nonrearrangement invariant spaces L p(·) (Ω) with variable exponent. In particular, we show that the maps (0, measΩ) are locally φ-Hölderian (u * (resp. p * ) is the decreasing (resp. increasing) rearrangement of u (resp. p)). The pointwise relations for the relative rearrangement are applied to derive the Sobolev embedding with eventually discontinuous exponents. © 2007 Elsevier Masson SAS. All rights reserved.
Introduction
Our main motivation for studying the connection between rearrangements and Lebesgue spaces with variable exponent comes from the paper of Acerbi and Mingione [1] , where the authors introduce the new nonlinear operator:
where ε(u) is the symmetric part of the gradient Du and the variable growth exponent p(x) is a continuous function. A natural question is to ask whether it is possible to apply to such kind of equations the techniques based on rearrangements, widely used in the constant case p(x) = p. As a first step, it is important and also as independent interest to understand how the rearrangement operator behaves in those spaces, where the equimeasurability property is missing.
All the results we found in recent papers dealing of such spaces (see for instance [6] [7] [8] 10] ), seem to suggest that the connection we are looking for is not known, and lead us to wonder if one could apply the recent techniques developed for rearrangement invariant spaces despite of the fact that those new spaces are not rearrangement invariant in the usual sense. For our purpose, we consider (for simplicity) Ω an open bounded set and p : Ω → [1, +∞[ a measurable function. We shall denote by u * (resp. u * ) the decreasing (resp. increasing) rearrangement of a measurable function u : Ω → R that is the generalized inverse of the distribution function given by: t → {u > t} = meas u ∈ Ω: u(x) > t u * (s) = −(−u) * (s), ∀s ∈ 0, |Ω| = Ω * .
As usual, we set |E| the Lebesgue measure of a measurable set E. Setting
we consider the norm:
and L p(·) (Ω) = u : Ω → R measurable such that |u| p(·) < +∞ .
The space (L p(·) (Ω); | · | p(·)
) is a Banach function space and an equivalent norm for u is the following Amemiya norm:
which is equivalent to the norm in (1):
We set:
We recall also that if v ∈ L 1 (Ω), u ∈ L 1 (Ω) then: lim λ 0 (u+λv) * −u * λ exists in a weak sense and is called the relative rearrangement of v with respect to u : v * u .
More precisely, we have (see [5, 12, [16] [17] [18] 
where v| {u=u * (s)} is the restriction of v to {u = u * (s)}. Then one has:
(See [2, 9] for other aspects and properties.) One property that we shall use for the relative rearrangement is:
Here
There is a link between the derivative of u * and relative rearrangement of the gradient of u as it was proved in [14] [15] [16] [17] [18] . We will use only the following: 
where u * (resp. p * ) is the decreasing rearrangement of u (resp. p) and p * the increasing rearrangement of p. Moreover,
The main lemma to prove the above inequalities is: Proof. We will use the Hardy-Littlewood inequalities:
and the fact that if ψ : R → R is nondecreasing function then (ψ(u)) * = ψ(u * ) a.e. in Ω * . Define
Thus by Fatou's lemma, one has:
The same argument shows:
Proof of Theorem 3. One has, using Lemma 1,
from which, we have, for all λ > 0,
which implies:
The same argument holds for the second inequality that is:
See also Cruz-Uribe [4] for similar examples. 2
The following inequalities are the natural substitution of the rearrangement invariant property of usual Lebesgue spaces. 
Proof. The proof of the above inequalities follows the same argument as before, so we drop it.
The second statement follows from definition of the Amemiya norm. 2
In the sequel, we shall denote by c > 0 various constants or c p if we want to emphasize the dependency with respect to p.
A consequence of Theorem 3 is the following: 
Moreover, there exists a constant c > 0 such that
Proof. We recall the following result due to Kokilashvïlli and Samko [11] :
Under the same assumptions on p * , we have:
Proof of Theorem 4. Since v 0 this implies v * u 0, then one has:
and applying Proposition 1 and Lemma 2,
We conclude applying Theorem 3. 2
We can also use the Hardy-Littlewood maximal function for proving Lemma 2 and for estimating relative rearrangement in those spaces. We begin by recalling the:
The above result is still valid on bounded Ω, if we replace the maximal operator M by: 
Moreover, we have the following Hardy type inequality:
Proof. It suffices to show the Hardy inequality stated above. Let us set f = v * . Then
c f p * (·) (using Lemma 3).
We then conclude as in the proof of Theorem 4. 2
Remark. In Lemma 3 the condition on p can be replaced by a stronger one, analogous to that one given in Theorem 4 (see [3] ).
Next, we want to investigate in the continuity of u → u * . We shall need the following two easy Lemmas (see Fan and Zhao [8] ):
The following estimate will be useful later (see also Kováčik and Rákosník [10] ): 
From which we derive the result. 2
and a subsequence u σ (j) such that
By Lebesgue dominated theorem, one deduce:
Arguing by contradiction, we necessarily have for all sequence (v k ) k :
This show 
Since
(for a subsequence still denoted (v j * u ) * ). By dominated convergence theorem:
Arguing by contradiction, the above convergence is true for all the considered sequence. 2
We have seen that u * p * (·) might be infinite, but t α(t) u * might be in L p * + (Ω * ), this is our next purpose. 
Thus for all a b, one has:
The same result holds for p * .
Proof.
then one deduces the lemma. The same proof holds replacing p * by p * . 2
Lemma 9.
Under the same assumptions as for Lemma 8, one has:
Proof. It suffices to show statement 1, since the argument is the same for statement 2.
Lemma 10. Let u be in L 1 (Ω).
If u 0, then
tu * (t) |u| L 1 (Ω) .
If u is a function that changes sign, then for all t ∈ ]0, 1[:
If u * (t) 0 then u * (σ ) u * (t) for all t σ which implies:
This shows the lemma. 2 1, thus we deduce:
Proof. We have: Max
The same argument holds for the second statement. 2
Next we introduce the:
be two normed spaces and let T be an operator from X into Y . We will say that T is locally φ-Hölderian if there is a continuous map g : X × X → R + such that for all u in X there exists a neighborhood V u , open set in X such that ∀v ∈ V u , we have:
Theorem 8. Let p be as in Lemma 8. For u, v ∈ L p(·)
+ (Ω), one has:
The same inequality holds for p * .
In particular the map u ∈ L p(·)
is locally φ-Hölderian that is:
where
+ (Ω). The same conclusion holds for p * .
Proof. Let u 0, v 0 be in L p(·) (Ω).
Consider n be a large integer (n 2) and the subdivision of the interval ]0, 1[, with the nodes a j = j n , j 1 thus
2. Applying Lemma 9, we then have for j = 1, . . . , n − 1,
But one has:
This last inequality, relation (5) and u − v p m c u − v p(·)
infer that for all n 2:
This show the first statement of theorem 8 letting n → ∞. Using Lemma 4 and relation (6), we have:
which implies that
with g 0 and φ as given above.
Thus relations (10) and (12) 
Both relations (9) and (13) show that
we conclude as in Theorem 8 for having Theorem 9. 2
We will need the following Vitali's theorem for compactness results:
Theorem 10 (Vitali's theorem for normed space). Let (X(Ω), · ) be a normed space with X(Ω) ⊂ L 0 (Ω) (set of measurable functions). Assume that the norm satisfies also: if
Then for any sequence (|f n |) n 0 of X(Ω) satisfying the following two conditions (Vitali's conditions):
one has:
Proof. Follows the usual Vitali's theorem, since |Ω| < +∞ then Egoroff's theorem infers for ε > 0 ∃δ ε > 0 and a set Ω ε ⊂ Ω: |Ω\Ω ε | δ ε and sup x∈Ω ε |f n (x) − f (x)| ε for all n n ε :
Corollary 10.1 (of Vitali's theorem). Let r i
On the other hand
From Hölder inequality, one has for all E ⊂ Ω:
where we set r 12 =
From relation (15) and (16) we have 
Proof. Since the injections is continuous then for any bounded sequence
Next we want to investigate to the embedding of
Applications to Sobolev embeddings
For simplicity in this section we will assume that |Ω| = 1, and we shall consider a bounded measurable function
For a given increasing function p * , we shall denote by q * (s) = p * (s) p * (s)−1 , ∀s ∈ Ω * , the Hölder conjugate of p * . Next, we introduce the following sets:
and
We define for s ∈ Ω * , i = 0, 1, the functions b i :
Definition 2. We define the class of Sobolev-Poincaré embedding exponents for V 0 = W 
In particular, the embedding in L q(·) (Ω) is compact for all q < r a.e., r ∈ S 0p .
(Ω), without loss of generality we may assume u 0 since |u| ∈ W
1,p(·) 0
(Ω) and has the same norm as u in that space. From Theorem 2, we have for all s ∈ Ω * :
By Hölder inequality (see Lemma 5) and Theorem 3, one has:
But (|∇u| * u ) * * |∇u| * * , thus one has (via Theorem 4 or Theorem 5):
By Theorem 3, one has:
Thus, we have for all
Thus, again by Theorem 3, we have:
The right hand side is finite for r ∈ S 0p . 2
For nonvanishing boundary conditions similar arguments lead to similar results: 
From Theorem 2, one has for all s ∈ Ω * :
By Hardy-Littlewood inequality, one has:
By Hölder inequality, one deduces: 
where we denote by: 
