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Abstract
In this paper, we study the sparse nonnegative tensor factorization and completion prob-
lem from partial and noisy observations for third-order tensors. Because of sparsity and
nonnegativity, the underling tensor is decomposed into the tensor-tensor product of one
sparse nonnegative tensor and one nonnegative tensor. We propose to minimize the sum of
the maximum likelihood estimate for the observations with nonnegativity constraints and
the tensor ℓ0 norm for the sparse factor. We show that the error bounds of the estimator
of the proposed model can be established under general noise observations. The detailed
error bounds under specific noise distributions including additive Gaussian noise, additive
Laplace noise, and Poisson observations can be derived. Moreover, the minimax lower
bounds are shown to be matched with the established upper bounds up to a logarithmic
factor of the sizes of the underlying tensor. These theoretical results for tensors are better
than those obtained for matrices, and this illustrates the advantage of the use of nonnegative
sparse tensor models for completion and denoising. Numerical experiments are provided
to validate the superiority of the proposed tensor-based method compared with the matrix-
based approach.
Key Words: Sparse nonnegative tensor factorization and completion, tensor-tensor
product, maximum likelihood estimate, error bound
Mathematics Subject Classification 2020: 15A23, 15A69, 65K10, 90C25
1 Introduction
With the rapid development of computer technique, multi-dimensional data, which is also known as
tensors [23], has received much attention in various application fields, such as data mining [24, 33],
signal and image processing [6, 7, 44, 57], and neuroscience [32]. Many underlying tensor data is
nonnegative due to their physical meaning such as the pixels of images. An efficient approach to
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exploit the intrinsic structure of a nonnegative tensor is tensor factorization, which can explore its
hidden information. Moreover, the underling tensor data may also suffer from missing entries and
noisy corruptions during its acquiring process. In this paper, we focus on the sparse nonnegative tensor
factorization (NTF) and completion problem from partial and noisy observations, where the observed
entries are corrupted by general noise such as additive Gaussian noise, additive Laplace noise, and
Poisson observations.
The order of a tensor is the number of dimensions, also known as ways or modes [23]. Tensors
arise in a variety of real-world applications that can represent the multi-dimensional correlation of the
underlying tensor data, e.g., the spatial and spectral dimensions for hyperspectral images and the spatial
and time dimensions for video data. In particular, for second-order tensors, NTF reduces to nonnegative
matrix factorization (NMF), which can extract meaningful features and has a wide variety of practical
applications in scientific and engineering areas, see [9, 26, 37, 38] and references therein. It has been
demenstrated that NMF is able to learn localized features with obvious interpretation [26]. Moreover,
Gillis [13] proposed a sparse NMF model with a sparse factor, which provably led to optimal and
sparse solutions under a separability assumption. Gao et al. [12] showed that sparse NMF can improve
molecular cancer class discovery than the direct application of the basic NMF. Zhi et al. [62] also
showed that sparse NMF provided better facial representations and achieved higher recognition rates
than NMF for facial expression recognition. More applications about the advantages of sparse NMF
over NMF can be referred to [14, 20, 45]. Besides, Soni et al. [48] proposed a general class of matrix
completion tasks with noisy observations, which could reduce to sparse NMF when the underlying
factor matrices are nonnegative and all entries of the noisy matrix are observed. They showed that the
error bounds of estimators of sparse NMF are lower than those of NMF [48]. Furthermore, Sambasivan
et al. [42] derived the minimax lower bounds of the expected per-element square error under general
noise observations.
Due to exploiting the intrinsic structure of the underlying tensor data, which contains correlation in
different modes, NTF has also been widely applied in a variety of fields, see, e.g., [5, 16, 34, 39, 50].
There are some popular NTF approaches, such as nonnegative Tucker decomposition [29], nonnega-
tive CANDECOMP/PARAFAC (CP) decomposition [50], nonnegative tensor train decomposition [27],
which are derived by different application backgrounds, see also [23, 51]. For example, Xu [55] pro-
posed an alternating proximal gradient method for sparse nonnegative Tucker decomposition, while it
is only efficient for additive Gaussian noise. Qi et al. [40] utilized Tucker decomposition to establish
the redundant basis of the space of multi-linear maps with the sparsity constraint, and further proposed
multidimensional synthesis/analysis sparse models to represent multidimensional signals effectively
and efficiently. Moreover, Mørup et al. [34] proposed and studied sparse nonnegative Tucker decom-
position, and showed that sparse nonnegative Tucker decomposition yields a parts-based representation
as seen in NMF for two-way data, which is a simpler and more interpretable decomposition than the
standard nonnegative Tucker decomposition. Furthermore, they showed that sparse nonnegative Tucker
decomposition can help reduce ambiguities by imposing constraints of sparseness in the decomposition
for model selection and component identification. For nonnegative CP decomposition, Veganzones et
al. [50] proposed a novel compression-based nonnegative CP decomposition without sparse constraints
for blind spectral unmixing of hyperspectral images, which was only utilized for the observations with
additive Gaussian noise. Kim et al. [21] proposed a sparse CP decomposition model, which improved
the analysis and inference of multi-dimensional data for dimensionality reduction, feature selection as
well as signal recovery.
Another kind of NTF is based on the recently proposed tensor-tensor product [19], whose alge-
bra operators have been proposed and studied for third-order tensors [18, 19] and then generalized to
higher-order tensors [30] and transformed tensor-tensor product [47]. Besides, Kilmer et al. [19] estab-
lished the framework of tensor singular value decomposition (SVD). This kind of tensor-tensor product
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and tensor SVD has been applied in a great number of areas such as facial recognition [15], tensor
completion [36, 58–60], and image processing [43, 61]. Recently, this kind of sparse NTF models have
been proposed and applied on dictionary learning problems, e.g., tomographic image reconstruction
[46], image compression and image deblurring [35]. The sparse factor in this kind of NTF with tensor-
tensor product is due to the sparse representation of patched-dictionary elements for tensor dictionary
learning [46]. One needs to learn a nonnegative tensor patch dictionary from training data, which is
to solve a sparse NTF problem with tensor-tensor product. It was demonstrated that the tensor-based
dictionary learning algorithm exhibits better performance than the matrix-based method in terms of
approximation accuracy. However, there is no theoretical result about the error bounds of nonnegative
sparse tensor factorization models. Both different noise settings and missing values are not studied in
the literature.
In this paper, we propose a sparse NTF and completion model with tensor-tensor product from par-
tial and noisy observations for third-order tensors, where the observations are corrupted by a general
class of noise models. The proposed model consists of a data-fitting term for the observations and the
tensor ℓ0 norm for the sparse factor, where the two tensor factors operated by tensor-tensor product are
nonnegative and the data-fitting term is derived by the maximum likelihood estimate. Theoretically,
we show that the error bounds of the estimator of the proposed model can be established under gen-
eral noise observations. The detailed error bounds under specific noise distributions including additive
Gaussian noise, additive Laplace noise, and Poisson observations can be derived. Moreover, the min-
imax lower bounds are shown to be matched with the established upper bounds up to a logarithmic
factor of the sizes of the underlying tensor. These theoretical results for tensors are better than those
obtained for matrices [48], and this illustrates the advantage of the use of nonnegative sparse tensor
models for completion and denoising. Then an alternating direction method of multipliers (ADMM)
based algorithm [11, 54] is developed to solve the general noise observation models. Numerical exam-
ples are presented to show the performance of the proposed sparse NTF and completion is better than
that of the matrix-based factorization [48].
The main contributions of this paper are summarized as follows. (1) Based on tensor-tensor product,
a sparse NTF and completion model from partial and noisy observations is proposed under general
noise distributions. (2) The upper bounds of the estimators of the proposed model are established under
general noise observations. Then the upper bounds are specialized to the widely used noise observations
including additive Gaussian noise, additive Laplace noise, and Poisson observations. (3) The minimax
lower bounds are derived for the previous noise observations, which match the upper bounds with a
logarithmic factor for different noise models. (4) An ADMM based algorithm is developed to solve
the resulting model. And numerical experiments are presented to demonstrate the effectiveness of the
proposed tensor-based method compared with the matrix-based method in [48].
The rest of this paper is organized as follows. Some notation and notions are provided in Section
2. We propose a sparse NTF and completion model based on tensor-tensor product from partial and
noisy observations in Section 3, where the observations are corrupted by a general class of noise. In
Section 4, the upper bounds of estimators of the proposed model are established, which are specialized
to three commonly used noise models including additive Gaussian noise, additive Laplace noise, and
Poisson observations. Then the minimax lower bounds are also derived for the previous observation
models in Section 5. An ADMM based algorithm is developed to solve the resulting model in Section
6. Numerical experiments are reported to validate the effectiveness of the proposed method in Section
7. Finally, the conclusions and future work are given in Section 8.
3
2 Preliminaries
Throughout this paper, R represents the space with real numbers. Rn1×n2×n3+ denotes the tensor space
that all elements of the tensors are nonnegative. Scalars are represented by lowercase letters, e.g.,
x. Vectors and matrices are represented by lowercase boldface letters and uppercase boldface letters,
respectively, e.g., x and X. Tensors are denoted by capital Euler script letters, e.g., X . The (i, j, k)th
entry of a tensor X is denoted as Xijk. The ith frontal slice of a tensor X is a matrix denoted by X(i),
which is a matrix by fixing the third index and vary the first two indexes of X .
The ℓ2 norm of a vector x ∈ Rn3 , denoted by ‖ · ‖, is defined as ‖x‖ =
√∑n3
i=1 x
2
i , where xi
is the ith entry of x. The tensor ℓ∞ norm of a tensor X is defined as ‖X‖∞ = maxi,j,k |Xijk|. The
tensor ℓ0 norm of X denotes the count of all nonzero entries of X . The inner product of two tensors
X ,Y ∈ Rn1×n2×n3 is defined as 〈X ,Y〉 =∑n3i=1〈X(i),Y(i)〉, where 〈X(i),Y(i)〉 = tr((X(i))TX(i)).
Here ·T and tr(·) denote the transpose and the trace of a matrix, respectively. The tensor Frobenious
norm of X is defined as ‖X‖F =
√〈X ,X〉.
Let px1(y1) and px2(y2) be the probability density functions or probability mass functions with
respect to the random variables y1 and y2 with parameters x1 and x2, respectively. The Kullback-
Leibler (KL) divergence of px1(y1) from px2(y2) is defined as
D(px1(y1)||px2(y2)) = Epx1(y1)
[
log
px1(y1)
px2(y2)
]
.
The Hellinger affinity between px1(y1) and px2(y2) is defined as
H(px1(y1)||px2(y2)) = Epx1
[√
px2(y2)
px1(y1)
]
= Epx2
[√
px1(y1)
px2(y2)
]
.
The joint distributions of higher-order and multi-dimensional variables, denoted by pX1(Y), pX2(Y),
are the joint distributions of the vectorization of the tensors. Then the KL divergence of pX1(Y) from
pX2(Y) is defined as
D(pX1(Y)||pX2(Y)) :=
∑
i,j,k
D(pXijk(Yijk)||pYijk (Yijk)),
and its Hellinger affinity is defined as
H(pX1(Y)||pX2(Y)) :=
∏
i,j,k
H(pXijk(Yijk), pYijk(Yijk)).
Now we define the tensor-tensor product between two third-order tensors [19].
Definition 2.1 [19, Definition 3.1] Let X ∈ Rn1×n2×n3 and Y ∈ Rn2×n4×n3 . The tensor-tensor
product, denoted as X ⋄ Y , is an n1 × n4 × n3 tensor defined by
X ⋄ Y := Fold (Circ(Unfold(X )) · Unfold(Y)) ,
where
Unfold(X ) =

X
(1)
X
(2)
...
X
(n3)
 , Fold

X
(1)
X
(2)
...
X
(n3)
 = X , Circ

X
(1)
X
(2)
...
X
(n3)
 =

X
(1)
X
(n3) · · · X(2)
X
(2)
X
(1) · · · X(3)
...
...
...
X
(n3) X(n3−1) · · · X(1)
 .
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By the block circulate structure, the tensor-tensor product of two third-order tensors can be com-
puted efficiently by fast Fourier transform [19].
Definition 2.2 [19] The transpose of a tensor X ∈ Rn1×n2×n3 , is the tensor X T ∈ Rn2×n1×n3 ob-
tained by transposing each of the frontal slices and then reversing the order of transposed frontal slices
2 through n3, i.e.,
(X T )(1) = (X(1))T , (X T )(i) = (X(n3+2−i))T , i = 2, . . . , n3.
Definition 2.3 [19, Definition 3.4] An n×n×m identity tensor I is the tensor whose first frontal slice
is the n× n identity matrix, and whose other frontal slices are all zeros.
Definition 2.4 [19, Definition 3.5] A tensor A ∈ Rn×n×m is said to have an inverse, denoted by
A−1 ∈ Rn×n×m, if A ⋄ A−1 = A−1 ⋄ A = I , where I ∈ Rn×n×m is the identity tensor.
The proximal mapping of a closed proper function f : C→ (−∞,+∞] is defined as
Proxf (y) = argmin
x∈C
{
f(x) +
1
2
‖x− y‖2
}
,
where C is a finite-dimensional Euclidean space. Next we provide a brief summary of the notation used
throughout this paper.
• ⌊x⌋ is the integer part of x. ⌈x⌉ is smallest integer that is larger or equal to x.
• Denotem ∨ n = max{m,n} andm ∧ n = min{m,n}.
3 Sparse NTF and Completion via Tensor-Tensor Product
Let X ∗ ∈ Rn1×n2×n3+ be an unknown nonnegative tensor we aim to estimate, which admits a following
nonnegative factorization:
X ∗ = A∗ ⋄ B∗,
where A∗ ∈ Rn1×r×n3+ and B∗ ∈ Rr×n2×n3+ are prior unknown factor tensors with r ≤ min{n1, n2}.
We assume that each entries of X ∗,A∗,B∗ are bounded, i.e.,
0 ≤ X ∗ijk ≤
c
2
, 0 ≤ A∗ijk ≤ 1, 0 ≤ B∗ijk ≤ b, ∀ i, j, k,
where c2 is used for simplicity of subsequent analysis. We remark that the amplitude 1 of each entry
Aijk of A∗ can be arbitrary. Besides, our focus is that the factor tensor B∗ is sparse.
However, only a noisy and incompleted version of the underlying tensor X ∗ is available in practice.
Let Ω ⊆ {1, 2, . . . , n1} × {1, 2, . . . , n2} × {1, 2, . . . , n3} be a subset at which the entries of the
observations Y are collected. Denote YΩ ∈ Rm to be a vector such that the entries of Y in the index Ω
are vectorized into a vector by lexicographic order, wherem is the number of observed entries. Assume
that n1, n2, n3 ≥ 2 throughout this paper. Suppose that the location Ω set is generated according to
an independent Bernoulli model with probability γ = mn1n2n3 (denoted by Bern(γ)), i.e., each index
(i, j, k) belongs to Ω with probability γ, which is denoted as Ω ∼ Bern(γ). Mathematically, the joint
probability density function or probability mass function of observations YΩ is given by
pX ∗Ω(YΩ) :=
∏
(i,j,k)∈Ω
pX ∗ijk(Yijk). (1)
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By the maximum likelihood estimate, we propose the following sparse NTF and completion model
with nonnegative constraints:
X˜ λ ∈ arg min
X=A⋄UB∈Γ
{− log pXΩ(YΩ) + λ‖B‖0} , (2)
where λ > 0 is the regularization parameter and Γ is defined by
Γ := {X = A ⋄ B : A ∈ L, B ∈ D, 0 ≤ Xijk ≤ c}. (3)
Here Γ is a countable set of estimates constructed as follows: First, let
ϑ := 2⌈log2(n1∨n2)
β⌉ (4)
for a specified β ≥ 2, we construct L to be the set of all tensors A ∈ Rn1×r×n3+ whose entries are
discretized to one of ϑ uniformly sized bins in the range [0, 1], and D to be the set of all tensors
B ∈ Rr×n2×n3+ whose entries either take the value 0, or are discretized to one of ϑ uniformly sized bins
in the range [0, b].
Remark 3.1 When all entries of Y are observed and Y is corrupted by additive Gaussian noise, the
model (2) reduces to sparse NTF with tensor-tensor product, which has been applied in patch-based
dictionary learning for image data [35, 46].
Remark 3.2 We do not specialize the noise in model (2), and just need the joint probability density
function or probability mass function of observations in (1). In particular, our model can deal with
some widely used noise distributions, such as additive Gaussian noise, additive Laplace noise, and
Poisson observations.
4 Upper Bounds
In this section, we establish a general upper bound of the sparse NTF and completion model from
partial observations under a general class of noise, and then derive the upper bounds of the special
noise models including additive Gaussian noise, additive Laplace noise, and Poisson observations. At
the beginning, the following lemma is given.
Lemma 4.1 Let Γ be a countable collection of candidate reconstructions X ofX ∗ in (3) and its penalty
pen(X ) ≥ 1 satisfying ∑X∈Γ 2−pen(X ) ≤ 1. For any integer 4 ≤ m ≤ n1n2n3, let Ω ∼ Bern(γ).
Moreover, the corresponding observations are obtained by pX ∗Ω(YΩ) =
∏
(i,j,k)∈Ω pX ∗ijk(Yijk), which
are assumed to be conditionally independent given Ω. If
κ ≥ max
X∈Γ
max
i,j,k
D(pX ∗ijk(Yijk)||pXijk (Yijk)), (5)
then for any ξ ≥ 2 (1 + 2κ3 ) log(2), the following penalized maximum likelihood estimator
X˜ ξ ∈ argmin
X∈Γ
{− log pXΩ(YΩ) + ξ · pen(X )} , (6)
satisfies
EΩ,YΩ
[−2 logH(pX˜ ξ , pX ∗)]
n1n2n3
≤ 3 ·min
X∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
ξ +
4κ log(2)
3
)
pen(X )
m
}
+
8κ log(m)
m
,
where the expectation is with respect to the joint distribution of Ω and YΩ.
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The proof of Lemma 4.1 can be derived easily based on the matrix case [48, Lemma 8], see also
[28]. At its essence, the three steps of proof in [48, Lemma 8] are mainly in point-wise manners for the
KL divergence, logarithmic Hellinger affinity, and maximum likelihood estimate. Then we can extend
them to the tensor case easily. For the sake of brevity, we omit the details here.
Next we give a lemma with respect to the upper bound of the tensor ℓ∞ norm between a tensor and
its closest surrogate in Γ.
Lemma 4.2 Consider a candidate reconstruction of the form X˜ ∗ = A˜∗ ⋄ B˜∗, where each entry of
A˜∗ ∈ L is the closest discretized surrogates of the entries of A∗, and each entry of B˜∗ ∈ D is the
closest discretized surrogates of the nonzero entries of B∗, and zero otherwise. Then
‖X˜ ∗ − X ∗‖∞ ≤ 3rn3b
ϑ
,
where ϑ is defined as (4).
Proof. Let A˜∗ = A∗ +∆A∗ and B˜∗ = B∗ +∆B∗ . Then
X˜ ∗ − X ∗ = A˜∗ ⋄ B˜∗ −A∗ ⋄ B∗ = A∗ ⋄∆B∗ +∆A∗ ⋄ B∗ +∆A∗ ⋄∆B∗ .
By the definitions of A˜∗ and B˜∗, we know that ‖∆A∗‖∞ ≤ 1ϑ−1 and ‖∆B∗‖∞ ≤ bϑ−1 . Therefore, we
obtain that
‖A˜∗ ⋄ B˜∗ −A∗ ⋄ B∗‖∞ ≤ ‖A∗ ⋄∆B∗‖∞ + ‖∆A∗ ⋄ B∗‖∞ + ‖∆A∗ ⋄∆B∗‖∞
≤ rn3b
ϑ− 1 +
rn3b
ϑ− 1 +
rn3b
(ϑ − 1)2
≤ 3rn3b
ϑ
,
where the second inequality holds by the definition of tensor-tensor product in Definition 2.1 and the
last inequality holds by ϑ ≥ 8 in (4). The proof is completed. ✷
Remark 4.1 By the construction of B˜∗ in Lemma 4.2, we know that ‖B˜∗‖0 = ‖B∗‖0, which will be
used to establish the upper bounds in the specifical noise models.
Now we establish the main upper bound of the estimator X˜ λ in (2), whose proof follows the line
of the proof of [48, Theorem 1], see also [41, Theorem 3]. The key technique of this proof is the well-
known Kraft-McMillan inequality [25, 31]. Then we construct the penalty of the underlying tensor X
with the tensor-tensor product of two nonnegative tensors, where one tensor factor is sparse.
Theorem 4.1 Suppose that κ ≥ maxX∈Γmaxi,j,kD(pX ∗ijk ||pXijk). Let Ω ∼ Bern(γ), where γ =
m
n1n2n3
and 4 ≤ m ≤ n1n2n3. Then, for any λ ≥ 4(β+2)
(
1 + 2κ3
)
log
(
(n1 ∨ n2)√n3
)
, the estimator
X˜ λ in (2) satisfies
EΩ,YΩ [−2 logH(pX˜λ , pX ∗)]
n1n2n3
≤ 3 min
X=A⋄B∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
λ+
8κ(β + 2) log
(
(n1 ∨ n2)√n3
)
3
)
rn1n3 + ‖B‖0
m
}
+
8κ log(m)
m
.
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Proof. First, we need to define the penalty pen(X ) on the candidate reconstructions X of X ∗ in the set
Γ such that the summability condition ∑
X∈Γ
2−pen(X ) ≤ 1 (7)
holds. Notice that the condition (7) is the well-known Kraft-McMillan inequality for coding entries of Γ
with an alphabet of size 2 [25, 31], see also [8, Section 5]. If we choose the penalties to be code lengths
for some uniquely decodable binary code for the entries X ∈ Γ, then (7) is satisfied automatically [8,
Section 5], which will provide the construction of the penalties.
Next we consider the discretized tensor factors A ∈ L and B ∈ D. Fix an ordering of the indices
of entries of A and encode the amplitude of each entry using log2(ϑ) bits. Let ϑ˜ := 2⌈log2(rn2)⌉.
Similarly, we encode each nonzero entry of B using log2(ϑ˜) bits to denote its location and log2(ϑ)
bits for its amplitude. By this construction, a total of rn1n3 log2(ϑ) bits are used to encode A. Note
that B has ‖B‖0 nonzero entries. Then a total of ‖B‖0(log2(ϑ˜) + log2(ϑ)) bits are used to encode B.
Therefore, we define the penalties pen(X ) to all X ∈ Γ as the encoding lengths, i.e.,
pen(X ) = rn1n3 log2(ϑ) + ‖B‖0(log2(ϑ˜) + log2(ϑ)).
By the above construction, it is easy to see that such codes are uniquely decodable. Thus, by Kraft-
McMillan inequality [25, 31], we get that
∑
X∈Γ 2
−pen(X ) ≤ 1.
Let λ = ξ(log2(ϑ)+log2(ϑ˜)), where ξ is from (6). Note that ξ·pen(X ) = λ‖B‖0+ξrn1n3 log2(ϑ).
Then the minimizer X˜ λ in (2) is the same as the minimizer X˜ ξ in (6). Therefore, by Lemma 4.1, for
any ξ ≥ 2 (1 + 2κ3 ) log(2), we get that
EΩ,YΩ
[−2 logH(pX˜λ , pX ∗)]
n1n2n3
≤ 3min
X∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
ξ +
4κ log(2)
3
)
pen(X )
m
}
+
8κ log(m)
m
≤ 3min
X∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
ξ +
4κ log(2)
3
)(
log2(ϑ) + log2(ϑ˜)
) rn1n3 + ‖B‖0
m
}
+
8κ log(m)
m
= 3min
X∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
λ+
4κ log(2)
3
(
log2(ϑ) + log2(ϑ˜)
)) rn1n3 + ‖B‖0
m
}
+
8κ log(m)
m
.
(8)
Note that
log2(ϑ) + log2(ϑ˜) ≤ 2β log2 (n1 ∨ n2) + 2 log2(rn2) ≤
2(β + 2) log (n1 ∨ n2)
log(2)
, (9)
where the last inequality follows from rn2 ≤ (n1 ∨ n2)2. Hence, for any
λ ≥ 4(β + 2)
(
1 +
2κ
3
)
log (n1 ∨ n2) ,
which implies ξ ≥ 2 (1 + 2κ3 ) log(2), we have
EΩ,YΩ [−2 logH(pX˜λ , pX ∗)]
n1n2n3
≤ 3min
X∈Γ
{
D(pX ∗ ||pX )
n1n2n3
+
(
λ+
8κ(β + 2) log (n1 ∨ n2)
3
)
rn1n3 + ‖B‖0
m
}
+
8κ log(m)
m
,
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where the inequality follows from (8) and (9). This completes the proof. ✷
From Theorem 4.1, we can observe that the upper bound of
EΩ,YΩ [−2 logH(pX˜λ ,pX∗)]
n1n2n3
is of the or-
der of O( rn1n3+‖B‖0m log(n1 ∨ n2)) if the KL divergence D(pX ∗||pX ) is not too large in the set Γ.
The explicit upper bounds with respect to D(pX ∗ ||pX ) in Γ and κ will be given for the special noise
distributions.
In the following subsections, we establish the upper bounds of three special noise models for the
observations, including additive Gaussian noise, additive Laplace noise, and Poisson observations.
The main steps are to establish the lower bound of −2 log(H(pX ∗ , pX˜λ)) and the upper bound of
D(pX ∗ ||pX ) in Γ, respectively.
Before analyzing the upper bounds of the observations with special noise models, we fix the choices
of β and λ based on Theorem 4.1, which are defined as follows:
β = max
{
2, 1 +
log(3rn1.53 b/c)
log(n1 ∨ n2)
}
, (10)
and
λ = 4(β + 2)
(
1 +
2κ
3
)
log (n1 ∨ n2) . (11)
4.1 Additive Gaussian Noise
Assume that each entry of the underlying tensor is corrupted by independently additive zero-mean
Gaussian noise with standard deviation σ > 0, that is
Yijk = X ∗ijk + σ2ǫijk, (12)
where ǫijk obeys the independently standard normal distribution (i.e., N(0, 1)) for any (i, j, k) ∈ Ω.
Then the observation YΩ can be regarded as a vector and its joint probability density function in (1) is
given as
pX ∗Ω(YΩ) =
1
(2πσ2)|Ω|/2
exp
(
− 1
2σ2
‖YΩ − X ∗Ω‖2
)
, (13)
where |Ω| denotes the number of entries of Ω, i.e., |Ω| = m.
Now we establish the explicit upper bound of the estimator in (2) with YΩ satisfying (12).
Proposition 4.1 Let Ω ∼ Bern(γ), where γ = mn1n2n3 and 4 ≤ m ≤ n1n2n3. Assume that β and λ
are defined as (10) and (11), respectively, where κ = c
2
2σ2
. Suppose that YΩ satisfies (12). Then the
estimator X˜ λ in (2) satisfies
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 22c
2 log(m)
m
+ 16(3σ2 + 2c2)(β + 2)
(
rn1n3 + ‖B∗‖0
m
)
log(n1 ∨ n2).
Proof. By Theorem 4.1, we only need to give the lower bound of EΩ,YΩ [−2 logH(pX˜λ , pX ∗)] and
upper bound of minX∈Γ{D(pX∗ ||pX )n1n2n3 }, respectively. It follows from [52, Exercise 15.13] that the KL
divergence D(pX ∗ijk ||pXijk ) = (X ∗i,j,k − Xi,j,k)2/(2σ2), which yields
D(pX ∗||pX ) = ‖X − X
∗‖2F
2σ2
. (14)
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Note thatD(pX ∗ijk ||pXijk) ≤ c2/(2σ2) for anyX ∈ Γ and i, j, k. We can choose κ = c2/(2σ2) based on
the assumption in Theorem 4.1. Moreover, by [4, Appendix C], we get that −2 log(H(pX ∗ijk , pX˜λijk )) =
(X˜ λijk − X ∗ijk)2)/(4σ2), which yields that
−2 log(H(pX ∗ , pX˜λ)) =
‖X˜ λ −X ∗‖2F
4σ2
.
Therefore, by Theorem 4.1, we get that
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 3min
X∈Γ
{
2‖X − X ∗‖2F
n1n2n3
+ 4σ2
(
λ+
4c2(β + 2) log(n1 ∨ n2)
3σ2
)
rn1n3 + ‖B‖0
m
}
+
16c2 log(m)
m
.
(15)
Next we need to establish an upper bound of minX∈Γ ‖X − X ∗‖2F . Note that
ϑ = 2⌈log2(n1∨n2)
β⌉ ≥ 2β log2(n1∨n2)
≥ 2log2(n1∨n2) · 2log2(n1∨n2)
log(3rn1.53 b/c)
log(n1∨n2)
=
3(n1 ∨ n2)rn31.5b
c
,
(16)
where the second inequality holds by (10). Therefore, ϑ ≥ 6rn31.5bc , which implies that ‖X˜ ∗‖∞ ≤
3rn3b
ϑ +‖X ∗‖∞ ≤ c by Lemma 4.2, where X˜ ∗ is defined in Lemma 4.2. Therefore, X˜ ∗ = A˜∗⋄B˜∗ ∈ Γ.
By Lemma 4.2, we have that
min
X∈Γ
{
2‖X − X ∗‖2F
n1n2n3
}
≤ 2‖X˜
∗ − X ∗‖2F
n1n2n3
≤ 18(rn3b)
2
ϑ2
≤ 2c
2
m
, (17)
where the last inequality follows from the fact m ≤ (n1 ∨ n2)2n3 and (16). Moreover, it follows from
the construction of B˜∗ in Lemma 4.2 that ‖B˜∗‖0 = ‖B∗‖0. Therefore, combining (11), (15) with (17),
we obtain that
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 6c
2
m
+ 16(3σ2 + 2c2)(β + 2) log((n1 ∨ n2)√n3)
(
rn1n3 + ‖B∗‖0
m
)
+
16c2 log(m)
m
≤ 22c
2 log(m)
m
+ 16(3σ2 + 2c2)(β + 2)
(
rn1n3 + ‖B∗‖0
m
)
log(n1 ∨ n2).
This completes the proof. ✷
From Proposition 4.1, we can see that the upper bound of
EΩ,YΩ [‖X˜λ−X ∗‖2F ]
n1n2n3
for additive Gaussian
noise is of the order O((σ2 + c2)( rn1n3+‖B
∗‖0
m ) log(n1 ∨ n2)). Now we give a comparison with a
matrix-based method in [48, Corollary 3] if we ignore the intrinsic structure of a tensor. Note that we
can not compare with the matrix-based method directly since the underlying data is in the tensor form.
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However, we can stack these frontal slices of the underlying tensor (with size n1 × n2 × n3) into a
matrix, whose size is n1n3 × n2. In this case, the estimator X1 obtained by the matrix-based method
in [48, Corollary 3] satisfies
EΩ,YΩ
[‖X1 − X ∗‖2F ]
n1n2n3
= O
(
(σ2 + c2)
(
r˜n1n3 + ‖B∗‖0
m
)
log((n1n3) ∨ n2)
)
, (18)
where r˜ is the rank by matricizing the tensor. In particular, we choose r˜ in the matrix factorization as
same as r in the tensor factorization with tensor-tensor product. In real-world applications, n1n3 > n2
since n3 denotes the frame in video datasets or spectral dimensions in hyperspectral image datasets,
which is large in general. Therefore, if n1n3 > n2, the error bound of the matrix-based method in
(18) is larger than that of the tensor-based method in Proposition 4.1. Especially, when n1 = n2, the
logarithmic factor in Proposition 4.1 is log(n1), while it is log(n1n3) = log(n1) + log(n3) in (18).
Remark 4.2 We also compare the error bound with that of the noisy tensor completion in [53], which
did not consider the sparse factor. The upper bound of the estimator Xt in [53, Theorem 1] satisfies
‖Xt − X ∗‖2F
n1n2n3
≤ Ct(σ2 ∨ c2)
(
rmax{n1, n2}n3
m
)
log((n1 + n2)n3) (19)
with high probability, where Ct > 0 is a constant. We note that the error bound of our method can
be improved potentially when n2 > n1 and B∗ is sparse. In fact, the upper bound in Proposition 4.1
is of the order O( rn1n3m log(n2)), while the upper bound in [53] is of the order O(
rn2n3
m log((n1 +
n2)n3)). Moreover, the two upper bounds roughly coincide except for the logarithmic factor when B∗
is not sparse, i.e., ‖B∗‖0 = rn2n3. However, when n1 ≥ n2, the improvement of the upper bound of
Proposition 4.1 is mainly on the logarithmic factor, which is much smaller than that of (19).
Remark 4.3 From Proposition 4.1, we know that the upper bound is lower when the number of obser-
vations is larger. In particular, when we observe all entries of Y , i.e., m = n1n2n3, Proposition 4.1
is the upper bound of sparse NTF model with tensor-tensor product in [35, 46], which has been used
to construct a tensor patch dictionary prior for CT and facial images, respectively. This demonstrates
that the upper bound of sparse NTF with tensor-tensor product in [35, 46] is lower than that of sparse
NMF in theory, where Soltani et al. [46] just showed the performance of sparse NTF with tensor-tensor
product is better than that of sparse NMF in experiments.
4.2 Additive Laplace Noise
Suppose that each entry of the underlying tensor is corrupted by independently additive Laplace noise
with the location parameter being zero and the diversity being τ > 0 (denoted by Laplace(0, τ )), that is
Yijk = X ∗ijk + ǫijk, (20)
where ǫijk ∼ Laplace(0, τ ) for any (i, j, k) ∈ Ω. Then the joint probability density function of the
observation YΩ is given by
pX ∗Ω(YΩ) =
(
1
2τ
)|Ω|
exp
(
−‖YΩ − X
∗
Ω‖1
τ
)
. (21)
A random variable is said to have a Laplace distribution, denoted by Laplace(µ, b) with parameters
b > 0, µ, if its probability density function is f(x|µ, b) = 12b exp(− |x−µ|b ). Before deriving the upper
bound of observations with additive Laplace noise, we establish the KL divergence and logarithmic
Hellinger affinity between two distributions.
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Lemma 4.3 Let p(x) ∼ Laplace(µ1, b1) and q(x) ∼ Laplace(µ2, b2). Then
D(p(x)||q(x)) = log
(
b2
b1
)
+
|µ2 − µ1|
b2
+
b1
b2
exp
(
−|µ2 − µ1|
b1
)
.
Moreover, if b1 = b2, then
−2 log(H(p(x), q(x))) = |µ2 − µ1|
b1
− 2 log
(
1 +
|µ2 − µ1|
2b1
)
.
Proof. By the definition of the KL divergence of p(x) from q(x), we deduce
D(p(x)||q(x)) = Ep [log(p(x))− log(q(x))]
= log
(
b2
b1
)
− 1
b1
Ep[|x− µ1|] + 1
b2
Ep[|x− µ2|].
Without loss of generality, we assume that µ1 < µ2. Then
Ep[|x− µ1|] =
∫ +∞
−∞
1
2b1
exp
(
−|x− µ1|
b1
)
|x− µ1|dx
= −
∫ µ1
−∞
1
2b1
exp
(
x− µ1
b1
)
(x− µ1)dx+
∫ ∞
µ1
1
2b1
exp
(
−x− µ1
b1
)
(x− µ1)dx
=
b1
2
+
b1
2
= b1,
and
Ep[|x− µ2|] =
∫ +∞
−∞
1
2b1
exp
(
−|x− µ1|
b1
)
|x− µ2|dx
= −
∫ µ1
−∞
1
2b1
exp
(
x− µ1
b1
)
(x− µ2)dx−
∫ µ2
µ1
1
2b1
exp
(
−x− µ1
b1
)
(x− µ2)dx
+
∫ +∞
µ2
1
2b1
exp
(
−x− µ1
b1
)
(x− µ2)dx
= µ2 − µ1 + b1 exp
(
−µ2 − µ1
b1
)
.
Then, we get that D(p(x)||q(x)) = log
(
b2
b1
)
− 1 + µ2−µ1b2 +
b1 exp(−µ2−µ1b1 )
b2
. By the symmetry, for any
µ1, µ2, we have
D(p(x)||q(x)) = log
(
b2
b1
)
− 1 + |µ2 − µ1|
b2
+
b1 exp(− |µ2−µ1|b1 )
b2
.
Moreover, if b1 = b2, the Hellinger affinity is
H(p(x), q(x)) =
1
2b1
∫ +∞
−∞
exp
(
−|x− µ1|
2b1
− |x− µ2|
2b1
)
dx.
With simple manipulations, we obtain
−2 log(H(p(x), q(x))) = |µ2 − µ1|
b1
− 2 log
(
1 +
|µ2 − µ1|
2b1
)
.
The proof is completed. ✷
Now we return to establish the upper bound of estimators in (2) for the observations with additive
Laplace noise.
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Proposition 4.2 Let Ω ∼ Bern(γ), where γ = mn1n2n3 and 4 ≤ m ≤ n1n2n3. Assume that YΩ obeys
to (12). Let β and λ be defined as (10) and (11), respectively, where κ = c
2
2τ2
. Then the estimator X˜ λ
in (2) satisfies
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 3c
2(2τ + c)2 log(m)
mτ2
+ 2
(
3 +
c2
τ2
)
(2τ + c)2(β + 2)
(
rn1n3 + ‖B∗‖0
m
)
log (n1 ∨ n2) .
Proof. By Lemma 4.3, we have that
D(pX ∗ijk ||pXijk) =
|X ∗ijk − Xijk|
τ
−
(
1− exp
(
−|X
∗
ijk − Xijk|
τ
))
≤ 1
2τ2
(X ∗ijk − Xijk)2, (22)
where the inequality follows from the fact that e−x ≤ 1−x+ x22 for x > 0. Hence, we choose κ = c
2
2τ2
.
Notice that
−2 log(H(pX ∗ijk , pXijk)) =
|X ∗ijk − Xijk|
τ
− 2 log
(
1 +
|X ∗ijk − Xijk|
2τ
)
≥ 2(X
∗
ijk −Xijk)2
(2τ + c)2
,
where the last inequality follows from the Taylor’s expansion, see also the proof of Corollary 5 in [48].
Therefore, we have D(pX ∗ ||pX ) ≤ 12τ2 ‖X ∗ − X‖2F and
−2 log(A(pX ∗ , pX )) ≥ 2
(2τ + c)2
‖X ∗ − X‖2F .
It follows from Theorem 4.1 that
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 3(2τ + c)
2
2
·min
X∈Γ
{‖X ∗ − X‖2F
2τ2n1n2n3
+
(
λ+
4c2(β + 2) log(n1 ∨ n2)
3τ2
)
rn1n3 + ‖B‖0
m
}
+
2c2(2τ + c)2 log(m)
mτ2
.
(23)
For the discretitzed surrogate X˜ ∗ of X ∗, by Lemma 4.2, we get
min
X∈Γ
{‖X ∗ − X‖2F
2τ2n1n2n3
}
≤ ‖X˜
∗ − X ∗‖2F
2τ2n1n2n3
≤ (3rn3b)
2
2τ2ϑ2
≤ c
2
2τ2(n1 ∨ n2)2n3 ≤
c2
2τ2m
,
where the third inequality follows from (16) and the last inequality follows from the fact that m ≤
(n1 ∨ n2)2n3. Note that ‖B˜∗‖0 = ‖B∗‖0 by the construction of X˜ ∗ in Lemma 4.2. Combining (23)
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with (11), we obtain that
EΩ,YΩ
[
‖X˜ λ − X ∗‖2F
]
n1n2n3
≤ 3c
2(2τ + c)2
4mτ2
+ 2
(
3 +
c2
τ2
)
(2τ + c)2(β + 2) log (n1 ∨ n2)
(
rn1n3 + ‖B∗‖0
m
)
+
2c2(2τ + c)2 log(m)
mτ2
≤ 3c
2(2τ + c)2 log(m)
mτ2
+ 2
(
3 +
c2
τ2
)
(2τ + c)2(β + 2)
(
rn1n3 + ‖B∗‖0
m
)
log (n1 ∨ n2) .
This completes the proof. ✷
Similar to the case of observations with additive Gaussian noise, we compare the upper bound in
Proposition 4.2 with that of [48, Corollary 5], which satisfies
EΩ,YΩ
[‖X2 − X ∗‖2F ]
n1n2n3
= O
(
(τ + c)2τc
(
r˜n1n3 + ‖B∗‖0
m
)
log((n1n3) ∨ n2)
)
, (24)
where X2 is the estimator by the matrix-based method and r˜ is the rank of the matrix by matricizing
the underlying tensor. Therefore, the difference of the upper bounds between Proposition 4.2 and [48,
Corollary 5] is mainly on the logarithmic factor. If n1n3 > n2, which implies n1n3 > (n1 ∨ n2) and
holds in various real-world scenarios, the logarithmic factor in (24) is log(n1n3), while it is log(n1∨n2)
in Proposition 4.2. In particular, when n1 = n2, the logarithmic factor in (24) is log(n1n3), while it is
log(n1) in Proposition 4.2.
4.3 Poisson Observations
Suppose that each entry of YΩ follows a Poisson distribution, i.e.,
Yijk = Poisson(X ∗ijk), ∀ (i, j, k) ∈ Ω, (25)
where y = Poisson(x) denotes that y obeys a Poisson distribution with parameter x, each Yijk is
independent and X ∗ijk > 0. The joint probability mass function of YΩ is given as follows:
pX ∗Ω(YΩ) =
∏
(i,j,k)∈Ω
(X ∗ijk)Yijk exp(−X ∗ijk)
Yijk! . (26)
Now we establish the upper bound of estimators in (2) for the observations obeying (25), which
mainly bases on Theorem 4.1. The key step is to give the upper bound of D(pX ∗ ||pX ).
Proposition 4.3 Let Ω ∼ Bern(γ), where γ = mn1n2n3 and 4 ≤ m ≤ n1n2n3. Suppose that each entry
of X ∗ is positive, i.e., ζ := mini,j,k X ∗ijk > 0, and each entry of the candidate X ∈ Γ also satisfies
Xijk ≥ ζ . Let β and λ be defined as (10) and (11), respectively, where κ = cζ . Assume that YΩ obeys
to the distribution in (25). Then the estimator X˜ λ in (2) satisfies
EΩ,YΩ‖X˜λ − X˜∗‖2F
n1n2n3
≤ 4c
3(3 + 8 log(m))
ζm
+ 48c
(
1 +
4c2
3ζ
)
(β + 2) (rn1n3 + ‖B∗‖0) log (n1 ∨ n2)
m
.
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Proof. For the KL divergence of Poisson observations, it follows from [3, Lemma 8] that
D(pX ∗ijk ||pXijk) ≤
1
Xijk (X
∗
ijk − Xijk)2 ≤
1
ζ
(X ∗ijk − Xijk)2. (27)
Then we can choose κ = c
2
ζ . Note that
(X ∗ijk −Xijk)2 =
((√
X ∗ijk −
√Xijk)(√X ∗ijk +√Xijk))2 ≤ 4c(√X ∗ijk −√Xijk)2.
Therefore, by [41, Appendix IV], we have
−2 log(H(pX ∗ijk , pXijk )) =
(√
X ∗ijk −
√Xijk)2 ≥ 1
4c
(X ∗ijk − Xijk)2 . (28)
Therefore, D(pX ∗ ||pX ) ≤ ‖X
∗−X‖2F
ζ and −2 log(A(pX ∗ , pX )) ≥ 14c‖X ∗ − X‖2F . For the discreteized
surrogate X˜ ∗ = A˜∗ ⋄ B˜∗ of X ∗, by Lemma 4.2, we have
min
X∈Γ
{‖X − X ∗‖2F
ζn1n2n3
}
≤ ‖X˜
∗ − X ∗‖2F
ζn1n2n3
≤ 9(rn3b)
2
ζϑ2
≤ c
2
ζ(n1 ∨ n2)2n3 ≤
c2
ζm
, (29)
where the third inequality follows from (16). Notice that ‖B˜∗‖0 = ‖B∗‖0. Therefore, combining (28),
(29), and Theorem 4.1, we conclude
EΩ,YΩ‖X˜λ − X˜∗‖2F
n1n2n3
≤ 12c
3
ζm
+ 12c
(
λ+
8κ(β + 2) log (n1 ∨ n2)
3
)
rn1n3 + ‖B∗‖0
m
+
32c3 log(m)
ζm
=
4c3(3 + 8 log(m))
ζm
+ 48c
(
1 +
4c2
3ζ
)
(β + 2) (rn1n3 + ‖B∗‖0) log (n1 ∨ n2)
m
,
where the equality follows from (11). The proof is completed. ✷
Similar to the case of observations with additive Gaussian noise, we compare the upper bound in
Proposition 4.3 with that of the matrix-based method in [48, Corollary 6]. The resulting error bound of
the matrix-based method is of the order
O
(
c
(
1 +
c2
ζ
)(
r˜n1n3 + ‖B∗‖0
m
)
log ((n1n3) ∨ n2)
)
, (30)
where r˜ is the rank of the resulting matrix. The mainly difference of the upper bounds between the
tensor- and matrix-based methods is the logarithmic factor. Hence, if n1n3 > n2, which holds in
various real-world scenarios, the logarithmic factor in (30) is log(n1n3), while it is log(n1 ∨ n2) in
Proposition 4.3. In particular, the logarithmic factor in Proposition 4.3 is log(n1) when n1 = n2.
Remark 4.4 The constants of the upper bound in Proposition 4.3 have some differences compared with
the matrix-based method in [48, Corollary 6], which will also influence the recovery error in practice.
In addition, Cao et al. [3] proposed a matrix-based model for matrix completion with Poisson noise
removal and established the upper bound of the estimator, where the low-rank property is utilized by
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the upper bound of the nuclear norm of a matrix in a constrained set. The upper bound of the estimator
X3 in [3, Theorem 2] satisfies
‖X3 − X ∗‖2F
n1n2n3
≤ Cp
(
c2
√
r˜
ζ
)
n1n3 + n2
m
log
3
2 (n1n2n3) (31)
with high probability, where Cp > 0 is a given constant. Therefore, if log(n1n2n3) > r˜, the upper
bound of the tensor-based method has a great improvement on the logarithmic factor if B∗ is sparse.
Specifically, when n1 = n2 and log(n1n2n3) > r˜, the logarithmic factor of (31) is log(n1n2n3), while
it is log(n1) in Proposition 4.3.
5 Minimax Lower Bounds
In this section, we study the sparse NTF and completion problem with incomplete and noisy observa-
tions, and establish the lower bounds on the minimax risk for the candidate estimator in the following
set:
U(r, b, s) :=
{
X = A ⋄ B ∈ Rn1×n2×n3+ : A ∈ Rn1×r×n3+ , 0 ≤ Aijk ≤ 1,
B ∈ Rr×n2×n3+ , 0 ≤ Bijk ≤ b, ‖B‖0 ≤ s
}
,
(32)
which implies that the underlying tensor has a factorization with tensor-tensor product and one factor is
sparse. We only know the joint probability density function or probability mass function of observations
YΩ given by (1). Let X˜ be an estimator of X ∗. The risk of of estimators with incomplete observations
is defined as
RX˜ =
EΩ,YΩ[‖X˜ − X ∗‖2F ]
n1n2n3
. (33)
The worst-case performance of an estimator X˜ over the set U(r, k, c) is defined as
inf
X˜
sup
X ∗∈U(r,b,s)
RX˜ .
The estimator is defined to achieve the minimax risk when it is the smallest maximum risk among all
possible estimators. Denote
∆ := min
{
1,
s
n2n3
}
. (34)
Now we establish the lower bounds of the minimax risk, whose proof follows a similar line of [42,
Theorem 1] for noisy matrix completion, see also [22, Theorem 3]. The main technique is to define
suitable packing sets for two factor tensors A and B in the form of tensor-tensor product. Then we
construct binary sets for the two packing sets in the tensor form, which are subsets of (32). The line
is mainly on the general results for the risk estimate based on KL divergence [49, Theorem 2.5] and
the measures of two probability distributions. In this case, we need to establish the lower bounds of
Hamming distance between the binary sequences based on Varshamov-Gilbert bound [49, Lemma 2.9].
First we analyze the minimax lower bound with a general class of noise models in (1), whose joint
probability density function or probability mass function of observations is just given.
Theorem 5.1 Suppose that the scalar probability density function or probability mass function satisfies
D(p(x)||q(x)) ≤ 1
2ν2
(x− y)2, (35)
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where ν > 0 depends on the distribution of observations in (1). Assume that YΩ follows from (1). Let
r ≤ min{n1, n2} and r ≤ s ≤ rn2n3. Then there exist C, βc > 0 such that the minimax risk of (33)
satisfies
inf
X˜
sup
X ∗∈U(r,b,s)
EΩ,YΩ‖X˜ − X ∗‖2F
n1n2n3
≥ Cmin
{
∆b2, β2c ν
2
(
s+ rn1n3
m
)}
,
where ∆ is defined as (34).
Proof. Let X := {X = A ⋄ B : A ∈ C,B ∈ B}, where C ⊆ Rn1×r×n3 is defined as
C :=
{A ∈ Rn1×r×n3 : Aijk ∈ {0, 1, a0}} with a0 = min{1, βaν
b
√
∆
√
rn1n3
m
}
, (36)
and B is defines as
B :=
{B ∈ Rr×n2×n3 : Bijk ∈ {0, b, b0}, ‖B‖0 ≤ s} with b0 = min{b, βbν√
∆
√
s
m
}
.
Here βa, βb > 0 are two constants which will be defined later. From the construction, we get that
X ⊆ U(r, b, k).
Now we define a subset of XA ⊆ X. Denote
XA :=
{
X := A ⋄ B˜ : A ∈ C˜, B˜ = b(Ir · · · Ir 0B) ∈ B
}
,
where B˜ is a block tensor with ⌊s∧(n2n3)rn3 ⌋ blocks Ir, Ir ∈ Rr×r×n3 is the identity tensor, 0B ∈
R
r×(n2−⌊ s∧(n2n3)rn3 ⌋r)×n3 is the zero tensor with all entries being zero, and
C˜ :=
{A ∈ Rn1×r×n3 : Aijk ∈ {0, a0}, 1 ≤ i ≤ n1, 1 ≤ j ≤ r, 1 ≤ k ≤ n3} .
Note that ‖B˜‖0 = r⌊s∧(n2n3)rn3 ⌋ ≤ r
s∧(n2n3)
rn3
≤ s. By the construction of B˜ = b(Ir · · · Ir 0B), we get
that B˜ ∈ B. Therefore, XA ⊆ X. We know that, for any X ∈ XA, we have that X = b(A · · · A 0X ),
where 0X ∈ Rn1×(n2−⌊
s∧(n2n3)
rn3
⌋r)×n3
is a zero tensor. Notice that each entry ofA is 0 or a0. Therefore,
by the Varshamov-Gilbert bound [49, Lemma 2.9], we have that there exists a subset X0A ⊆ XA with
|X0A| ≥ 2rn1n3/8 + 1, such that for any Xi,Xj ∈ X0A,
‖Xi − Xj‖2F ≥
rn1n3
8
⌊
s ∧ (n2n3)
rn3
⌋
a20b
2
≥ n1n2n3
16
min
{
b2∆, β2aν
2 rn1n3
m
}
,
(37)
where the last inequality of (37) holds by ⌊x⌋ ≥ x2 for any x ≥ 1. For any X ∈ X0A, we have that
D(pXΩ(YΩ)||p0Ω(YΩ)) =
m
n1n2n3
∑
i,j,k
D(pXijk(Yijk)||p0ijk(Yijk))
≤ m
n1n2n3
∑
i,j,k
1
2ν2
|Xijk|2
≤ m
n1n2n3
1
2ν2
(rn1n3)
⌊
s ∧ (n2n3)
rn3
⌋
a20b
2
≤ m
2ν2
min
{
∆b2, β2aν
2 rn1n3
m
}
,
(38)
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where the first inequality follows from (35), the second inequality follows from |X |ijk ≤ b‖A‖∞, and
the last inequality follows from (36). Therefore, combining (36) with (38), we get that∑
X∈X0A
D(pXΩ(YΩ)||p0Ω(YΩ)) ≤
(|X0A| − 1) β2arn1n32 ≤ (|X0A| − 1) 4β2a log(|X0A| − 1)log(2) ,
where the last inequality holds by rn1n3 ≤ 8 log2(|X0A| − 1). Therefore, by choosing 0 < βa ≤√
α1 log(2)
2 with 0 < α1 <
1
8 , we have
1
|X0A| − 1
∑
X∈X0
A
D(pXΩ(YΩ)||p0Ω(YΩ)) ≤ α1 log(|X0A| − 1).
Hence, by [49, Theorem 2.5], we deduce
inf
X˜
sup
X ∗∈XA
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
32
min
{
b2∆, β2aν
2 rn1n3
m
})
≥ inf
X˜
sup
X ∗∈X0A
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
32
min
{
b2∆, β2aν
2 rn1n3
m
})
≥ θ1,
(39)
where θ1 =
√
|X0A|−1
1+
√
|X0A|−1
(
1− 2α1 −
√
2α1
log(|X0
A
|−1)
)
∈ (0, 1).
Similar to the previous discussion, we construct XB as follows.
XB :=
{
X = A˜ ⋄ B : B ∈ B˜
}
,
where A˜ is a block tensor defined as
A˜ :=

Ir′ 0
...
...
Ir′ 0
0 0
 ∈ Rn1×r×n3
and B˜ is a set defined as
B˜ :=
{
B ∈ Rr×n2×n3 : B =
(Br′
0
)
,Br′ ∈ Rr′×n2×n3 , (Br′)ijk ∈ {0, b0}, ‖Br′‖0 ≤ s
}
.
Here r′ = ⌈ sn2n3 ⌉, Ir′ ∈ Rr
′×r′×n3 is the identity tensor, there are ⌊n1r′ ⌋ block tensors Ir′ in A˜, and
0 is a zero tensor with all entries being zero whose dimention can be known from the context. Thus
XB ⊆ X. For any X ∈ XB, we have
X =

Br′
...
Br′
0
 ,
where (Br′)ijk ∈ {0, b0}, ‖Br′‖0 ≤ s, and there are ⌊n1r′ ⌋ blocks Br′ in X . By the Varshamov-Gilbert
bound [49, Lemma 2.9], there is a subset X0B ⊆ XB such that for any Xi,Xj ∈ X0B ,
|X0B| ≥ 2r
′n2n3/8 + 1 ≥ 2s/8 + 1 (40)
18
and
‖Xi − Xj‖2F ≥
r′n2n3
8
⌊n1
r′
⌋
b20 ≥
s
8
⌊n1
r′
⌋
b20
≥ sn1
16r′
b20 =
n1n2n3
16
s
n2n3⌈ sn2n3 ⌉
b20
≥ n1n2n3
16
min
{
1
2
,
s
n2n3
}
b20 ≥
n1n2n3
32
∆min
{
b2,
β2b ν
2
∆
s
m
}
=
n1n2n3
32
min
{
∆b2,
β2b ν
2s
m
}
,
where the third inequality follows from ⌊x⌋ ≥ x2 for any x ≥ 1 and the fourth inequality follows from
the fact that x⌈x⌉ ≥ min{12 , x} for any x > 0.
For any X ∈ X0B, the KL divergence of of observations with parameters XΩ from 0Ω is given by
D(pXΩ(YΩ)||p0Ω(YΩ)) =
m
n1n2n3
∑
i,j,k
D(pXijk(Yijk)||p0ijk(Yijk)) ≤
m
2ν2n1n2n3
∑
i,j,k
|Xijk|2
≤ m
2ν2n1n2n3
n1(s ∧ (n2n3))b20 =
m
2ν2
min
{
∆b2,
β2b ν
2s
m
}
≤ β
2
b s
2
≤ 4β2b
log(|X0B| − 1)
log(2)
,
where the second inequality follows from the fact that the nonzero entries of X is not larger than
s⌊n1r′ ⌋ = n1(s∧ (n2n3)), and the last inequality holds by s ≤ 8 log2(|X0B|−1). By choosing 0 < βb ≤√
α2 log(2)
2 with 0 < α2 <
1
8 , we obtain that
1
|X0B| − 1
∑
X∈X0B
D(pXΩ(YΩ)||p0Ω(YΩ)) ≤ α2 log(|X0B| − 1).
Therefore, by [49, Theorem 2.5], we have that
inf
X˜
sup
X ∗∈XB
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
32
min
{
∆b2,
β2b ν
2s
m
})
≥ inf
X˜
sup
X ∗∈X0B
P
(
‖X˜ − X ∗‖
n1n2n3
≥ 1
32
min
{
∆b2,
β2b ν
2s
m
})
≥ θ2,
(41)
where θ2 =
√
|X0B|−1
1+
√
|X0
B
|−1
(
1− 2α2 −
√
2α2
log(|X0B|−1)
)
∈ (0, 1). Let βc = min{βa, βb} and θc =
min{θ1, θ2}. Combining (39) and (41), we deduce
inf
X˜
sup
X ∗∈U(r,b,k)
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
64
min
{
∆b2, β2c ν
2
(
s+ rn1n3
m
)})
≥ θc.
By Markov’s inequality, we conclude
inf
X˜
sup
X ∗∈U(r,b,k)
EΩ,YΩ‖X˜ − X ∗‖2F
n1n2n3
≥ θc
64
min
{
∆b2, β2c ν
2
(
s+ rn1n3
m
)}
.
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This completions the proof. ✷
From Theorem 5.1, we know that the minimax lower bound matches the upper bound in Theorem
4.1 with a logarithmic factor log(n1∨n2), which implies that the upper bound in Theorem 4.1 is nearly
optimal up to a logarithmic factor log(n1 ∨ n2).
In the next subsections, we establish the lower bounds for the special noise distributions, including
additive Gaussian noise, additive Laplace noise, and Poisson observations, where the condition (35)
can be satisfied easily in each case.
5.1 Additive Gaussian Noise
In this subsection, we establish the minimax lower bound for the observations with additive Gaussian
noise, i.e., YΩ obeys to (12). By Theorem 5.1, the key point is to give the detailed ν in (35).
Proposition 5.1 Assume that YΩ follows from (12). Let r ≤ min{n1, n2} and r ≤ s ≤ rn2n3. Then
there exist C, βc > 0 such that the minimax risk of (33) satisfies
inf
X˜
sup
X ∗∈U(r,b,s)
EΩ,YΩ‖X˜ − X ∗‖2F
n1n2n3
≥ Cmin
{
∆b2, β2cσ
2
(
s+ rn1n3
m
)}
,
where ∆ is defined as (34).
Proof. By (14), we choose ν = σ. It follows from Theorem 5.1 that we can get the desired result. ✷
Remark 5.1 From Proposition 5.1, we know that the minmax lower bound matches the upper bound
in Proposition 4.1 with a logarithmic factor log(n1 ∨ n2), which implies that the upper bound in
Proposition 4.1 is nearly optimal.
Remark 5.2 When we observe all entries of Y , i.e.,m = n1n2n3, Proposition 5.1 is just the minimax
lower bound of sparse NTF with tensor-tensor product.
5.2 Additive Laplace Noise
In this subsection, we establish the minimax lower bound for the observations with additive Laplace
noise, i.e., YΩ obeys to (20). Similar to the case of additive Gaussian noise, we only need to give ν of
(35) in Theorem 5.1.
Proposition 5.2 Assume that YΩ follows from (20). Let r ≤ min{n1, n2} and r ≤ s ≤ rn2n3. Then
there exist C, βc > 0 such that the minimax risk of (33) satisfies
inf
X˜
sup
X ∗∈U(r,b,s)
EΩ,YΩ‖X˜ − X ∗‖2F
n1n2n3
≥ Cmin
{
∆b2, β2c τ
2
(
s+ rn1n3
m
)}
.
Proof. By (22), we can choose ν = τ . Then the conclusion can be obtained easily by Theorem 5.1. ✷
Remark 5.3 It follows from Proposition 5.2 that the rate attained by our estimator in Proposition 4.2
is optimal up to a logarithmic factor log(n1 ∨ n2), which is similar to the case of observations with
additive Gaussian noise.
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5.3 Poisson Observations
In this subsection, we establish the minimax lower bound for the Poisson observations, i.e., YΩ obeys
to (25). There is a slight difference compared with additive Gaussian noise and Laplace noise, we need
to assume that all entries of the underlying tensor are strictly positive, i.e., ζ := mini,j,kX ∗ijk > 0.
Being different from the candidate set (32), each entry of the candidate tensor is also strictly positive.
The candidate set is defined as follows:
U˜(r, b, s, ζ) :=
{
X = A ⋄ B ∈ Rn1×n2×n3+ : Xijk ≥ ζ, A ∈ Rn1×r×n3+ , 0 ≤ Aijk ≤ 1,
B ∈ Rr×n2×n3+ , 0 ≤ Bijk ≤ b, ‖B‖0 ≤ s
}
.
Then we know that U˜(r, b, k, ζ) ⊆ U(r, b, k).
Now the lower bound of candidate estimators for Poisson observations is given in the following
proposition, whose proof follows a similar line of the matrix case in [42, Theorem 6]. For the sake of
completeness, we give it here. Similar to Theorem 5.1, the main differences between the matrix and
tensor-based methods are the packing sets for the two factorization factors A and B. We mainly use
the results in [49, Theorem 2.5] for the constructed packing sets and the Varshamov-Gilbert bound [49,
Lemma 2.9] for the binary sets.
Proposition 5.3 Suppose that YΩ follows from (25). Let Let r ≤ min{n1, n2} and n2n3 < s ≤ rn2n3.
Then there exist 0 < β˜c < 1 and C˜ > 0 such that
inf
X˜
sup
X ∗∈U˜(r,b,s,ζ)
EΩ,YΩ‖X˜ − X ∗‖2F
n1n2n3
≥ C˜min
{
∆˜b2, β˜2c ζ
(
s− n2n3 + rn1n3
m
)}
,
where ∆˜ := min{(1− ς)2,∆1} with ς := ζb and ∆1 := min{1, s−n2n3n2n3 }.
Proof. Let X1 := {X = A ⋄ B : A ∈ C1,B ∈ B1}, where C1 ⊆ Rn1×r×n3 is defined as
C1 :=
{A ∈ Rn1×r×n3 : Aijk ∈ {0, 1, ς, a0}} with a0 = min{1− ς, βa√ζ
b
√
rn1n3
m
}
, (42)
and B is defines as
B1 :=
{B ∈ Rr×n2×n3 : Bijk ∈ {0, ζ, b, b0}, ‖B‖0 ≤ s} with b0 = min
{
b, βb
√
ζ
∆1
√
s− n2n3
m
}
.
Let
X˜A :=
{
X := (A+Aς) ⋄ B : A ∈ C˜1, B = b(Ir · · · Ir BI) ∈ B1
}
,
where Ir ∈ Rr×r×n3 is the identity tensor, there are ⌊n2r ⌋ blocks Ir in B, BI =
(IB
0
)
, IB ∈
R
(n2−r⌊n2r ⌋)×(n2−r⌊
n2
r
⌋)×n3 is the identity tensor, Aς ∈ Rn1×r×n3 with (Aς)ijk = ς , and
C˜1 :=
{A ∈ Rn1×r×n3 : Aijk ∈ {0, a0}} ⊆ C1.
From the construction of B, we know that ‖B‖0 = n2 < s. For any X ∈ X˜A, we obtain that
X = (A+Aς) ⋄ B = ζI ⋄ (Ir · · · Ir BI) +A ⋄ B, (43)
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where I ∈ Rn1×r×n3 denotes a tensor with all entries being 1. Therefore, we have X˜A ⊆ U˜(r, b, s, ζ).
By applying the Varshamov-Gilbert bound [49, Lemma 2.9] to the last term of (43), there is a subset
X˜
0
A ⊆ X˜A such that for any X1,X2 ∈ X˜0A,
‖X1 − X2‖2F ≥
rn1n3
8
⌊n2
r
⌋
a20b
2 ≥ n1n2n3
8
min
{
(1− ς)2b2, β
2
aζrn1n3
m
}
and |X˜0A| ≥ 2
rn1n3
8 + 1. Let X0 = ζI ⋄ (Ir · · · Ir BI). For any X ∈ X˜0A, the KL divergence of
pXΩ(YΩ) from p(X0)Ω(YΩ) is
D(pXΩ(YΩ)||p(X0)Ω(YΩ)) =
m
n1n2n3
∑
i,j,k
D(pXijk(Yijk)||p(X0)ijk (Yijk))
≤ m
n1n2n3
∑
i,j,k
(Xijk − ζ)2
ζ
≤ m(a0b)
2
ζ
≤ β2arn1n3,
where the first inequality follows from (27), the second inequality follows from (43), and the last
inequality follows from (42). Note that rn1n3 ≤ 8 log(|X˜
0
A|−1)
log(2) . Then, by choosing 0 < βa ≤
√
α˜1 log(2)
2
√
2
and 0 < α˜1 <
1
8 , we get that
1
|X˜0A| − 1
∑
X∈X˜0A
D(pXΩ(YΩ)||p0Ω(YΩ)) ≤ α˜1 log(|X˜0A| − 1).
Therefore, by [49, Theorem 2.5], we have that
inf
X˜
sup
X ∗∈X˜A
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
8
min
{
(1− ς)2b2, β
2
aζrn1n3
m
})
≥ inf
X˜
sup
X ∗∈X˜0A
P
(
‖X˜ − X ∗‖
n1n2n3
≥ 1
8
min
{
(1− ς)2b2, β
2
aζrn1n3
m
})
≥ θ˜1,
(44)
where θ˜1 =
√
|X˜0A|−1
1+
√
|X˜0A|−1
(
1− 2α˜1 −
√
2α˜1
log(|X˜0A|−1)
)
∈ (0, 1).
Similar to the previous discussion, we define a subset X˜B ⊆ Rn1×n2×n3 as
X˜B :=
{
X = (A0 +A1) ⋄ B : B ∈ B˜1
}
,
where
A0 := (I1 0) with I1 ∈ Rn1×1×n3 ,
and
A1 :=

0r′1 Ir′ 0
...
...
...
0r′1 Ir′ 0
0r′1 0 0
 ∈ Rn1×r×n3 ,
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where 0r′1 ∈ Rr′×1×n3 is a zero tensor, and Ir′ ∈ Rr′×r′×n3 is the identity tensor, I1 denotes that the
first frontal slice is all one and other frontal slices are zeros. B˜1 ⊆ B1 is defined as
B˜1 :=
B =
ζI1Br′
0
 , I1 ∈ R1×n2×n3 ,Br′ ∈ Rr′×n2×n3 , (Br′)ijk ∈ {0, b0}, ‖Br′‖0 ≤ s− n2n3
 ,
where r′ = ⌈ sn2n3 ⌉−1 and I1 represents a tensor with all entries being ones. For any X ∈ X˜B , we have
X = A0 ⋄ B +A1 ⋄ B = ζIn +A1 ⋄ B′, (45)
where In ∈ Rn1×n2×n3 is a tensor with all entries being 1, and
B′ =
01Br′
0

with 01 ∈ R1×n2×n3 being a zero tensor. By this construction, we have that X˜B ⊆ U˜(r, b, k, ζ).
Therefore, by applying the Varshamov-Gilbert bound [49, Lemma 2.9] to the last term of (45), for any
X1,X2 ∈ X˜0B , there exists a subset X˜0B ⊆ X˜B such that |X˜0B| ≥ 2
s−n2n3
8 + 1
‖X1 − X2‖2F ≥
(
s− n2n3
8
)⌊n1
r′
⌋
b20
≥
(
s− n2n3
16
)
· n1
r′
·min
{
b2, β2b
ζ
∆1
s− n2n3
m
}
≥ n1n2n3
32
∆1min
{
b2, β2b
ζ
∆1
s− n2n3
m
}
=
n1n2n3
32
min
{
∆1b
2, β2b ζ
s− n2n3
m
}
,
where the third inequality holds by the fact that x⌈x⌉ ≥ min{12 , x} for any x > 0. The KL divergence
of pXΩ(YΩ) from p(X0)Ω(YΩ) is
D(pXΩ(YΩ)||p(X0)Ω(YΩ)) =
m
n1n2n3
∑
i,j,k
D(pXijk(Yijk)||p(X0)ijk(Yijk))
≤ m
n1n2n3
∑
i,j,k
(Xijk − ζ)2
ζ
≤ mb
2
0
ζ
∆1 ≤ β2b (s− n2n3) ≤
8β2b log(|X0B| − 1)
log(2)
,
where the second inequality follows from ‖A1 ⋄ B′‖0 ≤ ⌊n1r′ ⌋(s − n2n3) ≤ n1n2n3∆1 and the last
inequality follows from |X˜0B| ≥ 2
s−n2n3
8 + 1. Therefore, by choosing 0 < βb ≤
√
α˜2 log(2)
2
√
2
with
0 < α˜2 < 1/8, we have
1
|X0B| − 1
∑
X∈X0B
D(pXΩ(YΩ)||p(X0)Ω(YΩ)) ≤ α˜2 log(|X0B| − 1).
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By [49, Theorem 2.5], we obtain that
inf
X˜
sup
X ∗∈X˜B
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
32
min
{
∆1b
2, β2b ζ
s− n2n3
m
})
≥ inf
X˜
sup
X ∗∈X˜0B
P
(
‖X˜ − X ∗‖
n1n2n3
≥ 1
32
min
{
∆1b
2, β2b ζ
s− n2n3
m
})
≥ θ˜2,
(46)
where θ˜2 =
√
|X˜0B|−1
1+
√
|X˜0B|−1
(
1− 2α˜2 −
√
2α˜2
log(|X˜0
B
|−1)
)
∈ (0, 1). By combining (44) and (46), we deduce
inf
X˜
sup
X ∗∈U(r,b,k)
P
(
‖X˜ − X ∗‖2F
n1n2n3
≥ 1
64
min
{
∆˜b2, β˜2c ζ
(
s− n2n3 + rn1n3
m
)})
≥ θ˜c,
where ∆˜ := min{(1 − ς)2,∆1}, β˜c := {βa, βb}, and θ˜c = min{θ˜1, θ˜2}. By Markov’s inequality, the
desired conclusion is obtained easily. ✷
Remark 5.4 From Proposition 5.3, we note that the lower bound of Poisson observations is of the
order O(s−n2n3+rn1n3m ). In particular, when s ≥ 2n2n3, the lower bound in Proposition 5.3 matches
the upper bound in Proposition 4.3 up to a logarithmic factor log(n1 ∨ n2).
6 Optimization Algorithm
In this section, we present an ADMM based algorithm [11, 54] to solve the model (2). Note that the
feasible set Γ in (3) is discrete which makes the algorithm design difficult. In order to use continuous
optimization techniques, the discrete assumption of Γ is dropped. This may be justified by choosing
a very large value of ϑ and by noting that continuous optimization algorithms use finite precision
arithmetic when executed on a computer. Now we consider to solve the following relaxation model:
min
X ,A,B
− log pXΩ(YΩ) + λ‖B‖0,
s.t. X = A ⋄ B, 0 ≤ Xijk ≤ c, 0 ≤ Aijk ≤ 1, 0 ≤ Bijk ≤ b.
(47)
Let X = {X ∈ Rn1×n2×n3+ : 0 ≤ Xijk ≤ c}, A = {A ∈ Rn1×r×n3+ : 0 ≤ Aijk ≤ 1}, B = {B ∈
R
r×n2×n3
+ : 0 ≤ Bijk ≤ b}, and Q = X ,M = A, N = B,Z = B. Then problem (47) can be
rewritten equivalently as
min
X ,A,B,Q,M,N ,Z
− log pXΩ(YΩ) + λ‖N‖0 + δX(Q) + δA(M) + δB(Z),
s.t. X = A ⋄ B,Q = X ,M = A,N = B,Z = B,
(48)
where δA(x) denotes the indicator function of A, i.e., δA(x) = 0 if x ∈ A otherwise∞. The augmented
Lagrangian function associated with (48) is defined as
L(X ,A,B,Q,M,N ,Z,Ti)
:=− log pXΩ(YΩ) + λ‖N‖0 + δX(Q) + δA(M) + δB(Z)− 〈T1,X −A ⋄ B〉
− 〈T2,Q−X〉 − 〈T3,M−A〉 − 〈T4,N −B〉 − 〈T5,Z − B〉
+
ρ
2
(
‖X − A ⋄ B‖2F + ‖Q − X‖2F + ‖M−A‖2F + ‖N − B‖2F + ‖Z − B‖2F
)
,
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where Ti are Lagrangian multipliers, i = 1, . . . , 5, and ρ > 0 is the penalty parameter. The iteration of
ADMM is given as follows:
X k+1 = argmin
X
L(X ,Ak,Bk,Qk,Mk,N k,Zk,T ki )
= Prox(− 1
2ρ
log pXΩ(YΩ))
(
1
2
(
Qk +Ak ⋄ Bk + 1
ρ
(T k1 − T k2 )
))
, (49)
Ak+1 = argmin
A
L(X k+1,A,Bk,Qk,Mk,N k,Zk,T ki )
=
(
Mk + (X k+1 − 1
ρ
T k1 ) ⋄ (Bk)T −
1
ρ
T k3
)
⋄ (Bk ⋄ (Bk)T + I)−1, (50)
Bk+1 = argmin
B
L(X k+1,Ak+1,B,Qk,Mk,N k,Zk,T ki )
=
(
(Ak+1)T ⋄ Ak+1 + 2I
)−1
⋄(
(Ak+1)T ⋄ X k+1 +N k +Zk − 1
ρ
(
(Ak+1)T ⋄ T k1 + T k4 + T k5
))
, (51)
Qk+1 = argmin
Q
L(X k+1,Ak+1,Bk+1,Q,Mk,N k,Zk,T ki ) = ΠX
(
X k+1 + 1
ρ
T k2
)
, (52)
Mk+1 = argmin
M
L(X k+1,Ak+1,Bk+1,Qk+1,M,N k,Zk+1,T ki ) = ΠA
(
Ak+1 + 1
ρ
T k3
)
, (53)
N k+1 = argmin
N
L(X k+1,Ak+1,Bk+1,Qk+1,Mk+1,N ,Zk,T ki )
= Proxλ
ρ
‖·‖0
(
Bk+1 + 1
ρ
T k4
)
, (54)
Zk+1 = argmin
Z
L(X k+1,Ak+1,Bk+1,Qk+1,Mk+1,N k+1,Z,T ki ) = ΠB
(
Bk+1 + 1
ρ
T k5
)
, (55)
T k+11 = T k1 − ρ(X k+1 −Ak+1 ⋄ Bk+1), T k+12 = T k2 − ρ(Qk+1 − X k+1), (56)
T k+13 = T k3 − ρ(Mk+1 −Ak+1), T k+14 = T k4 − ρ(N k+1 − Bk+1), (57)
T k+15 = T k5 − ρ(Zk+1 − Bk+1), (58)
whereΠX(X ),ΠA(X ), andΠB(X ) denote the projections ofX onto the sets X, A, andB, respectively.
Now the ADMM for solving (48) is stated in Algorithm 1.
Algorithm 1: Alternating Direction Method of Multipliers for Solving (48).
Input. Let ρ > 0 be a given constant. Given A0,B0,Q0,M0,N 0,Z0,T 0i , i = 1, . . . , 5. For
k = 0, 1, . . . , perform the following steps:
Step 1. Compute X k+1 via (49).
Step 2. Compute Ak+1 by (50).
Step 3. Compute Bk+1 by (51).
Step 4. Compute Qk+1,Mk+1,N k+1,Zk+1 by (52), (53), (54), and (55), respectively.
Step 5. Update T k+11 , T k+12 , T k+13 , T k+14 , T k+15 via (56), (57), and (58), respectively.
Step 6. If a termination criterion is not satisfied, set k := k + 1 and go to Step 1.
Algorithm 1 is an ADMMbased algorithm for solving nonconvex optimization problems. Although
great efforts have been made about the convergence of ADMM for nonconvex models in recent years
[17, 54], the existing ADMM based algorithm can not been applied to our model directly since both the
objective function and constraints are nonconvex. Moreover, the data-fitting term is nonsmooth when
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the observations are corrupted by additive Laplace noise, which also gives rise to the difficulty of the
convergence of ADMM for solving our model.
Remark 6.1 In Algorithm 1, one needs to compute the proximal mapping Prox(− 1
2ρ
log pXΩ(YΩ))(S).
In particular, for the additive Gaussian noise, additive Laplace noise, and Poisson observations, the
proximal mappings at S are given by
• Additive Gaussian noise: Prox(− 1
2ρ
log pXΩ(YΩ))(S) = PΩ
(
Y+2ρσ2S
1+2ρσ2
)
+ PΩ(S).
• Additive Laplace noise:
Prox(− 1
2ρ
log pXΩ (YΩ))(S) = PΩ
(
YΩ + sign(S − YΩ) ◦max
{
|S − YΩ| − 1
2ρτ
, 0
})
+PΩ(S),
where sign(·) denotes the signum function and ◦ denotes the point-wise product.
• Poisson observations: Prox(− 1
2ρ
log pXΩ(YΩ))(S) = PΩ
(
2ρS−I+
√
(2ρS−I)2+8ρY
4ρ
)
+PΩ(S), where
I denotes the tensor with all entries being 1, and the square and root are performed in point-wise
manners.
Remark 6.2 We also need to compute the proximal mapping of tensor ℓ0 norm [10]. Note that the ℓ0
norm is separable. Then we just need to derive its scalar form. For any λ > 0, the proximal mapping
of λ‖ · ‖0 is given by (see, e.g., [2, Example 6.10])
Proxλ‖·‖0(y) =

0, if |y| < √2λ,
{0, y}, if |y| = √2λ,
y, if |y| > √2λ.
Remark 6.3 The ADMM based algorithm is developed to solve the model (48). However, the problem
(48) is nonconvex, and it is difficult to obtain its global optimal solution in experiments, while the
estimators of the upper bounds in Section 4 are global optimal.
7 Numerical Results
In this section, some numerical experiments are conducted to demonstrate the effectiveness of the pro-
posed tensor-based method for sparse NTF and completion with different noise observations, including
additive Gaussian noise, additive Laplace noise, and Poisson observations. We will compare the sparse
NTF and completion method with the matrix-based method in [48].
The Karush-Kuhn-Tucker (KKT) conditions of (48) is given by
0 ∈ ∂X (− log(pXΩ(YΩ)))− T1 + T2,
T1 ⋄ BT + T3 = 0, AT ⋄ T1 + T4 + T5 = 0,
0 ∈ ∂δX(Q)− T2, 0 ∈ ∂δA(M)− T3,
0 ∈ ∂(λ‖N‖0)− T4, 0 ∈ ∂δB(Z)− T5,
X = A ⋄ B,Q = X ,M = A,N = B,Z = B,
(59)
where ∂f(x) denotes the subdifferential of f at x. Based on the KKT conditions in (59), we adopt the
following relative residual to measure the accuracy:
ηmax := max{η1, η2, η3, η4, η5, η6},
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Figure 1: Recovery performance of different noise observations: RE versus SR.
where
η1 =
‖X − Prox(− log(pXΩ (YΩ)))(T1 − T2 + X )‖F
1 + ‖X‖F + ‖T1‖F + ‖T2‖F , η2 =
‖Q −ΠX(T2 +Q)‖F
1 + ‖T2‖F + ‖Q‖F ,
η3 =
‖M−ΠA(T3 +M)‖F
1 + ‖T3‖F + ‖M‖F , η4 =
‖N − Proxλ‖·‖0(T4 +N )‖F
1 + ‖T4‖F + ‖N‖F ,
η5 =
‖Z −ΠB(T5 + Z)‖F
1 + ‖T5‖F + ‖Z‖F , η6 =
‖X − A ⋄ B‖F
1 + ‖X‖F + ‖A‖F + ‖B‖F .
Algorithm 1 is terminated if ηmax <= 10
−4 or the number of iterations researches the maximum of
300.
In order to measure the quality of the recovered tensor, the relative error (RE) is used to evaluate
the performance of different methods, which is defined as
RE =
‖X˜ − X ∗‖F
‖X ∗‖F ,
where X˜ and X ∗ are the recovered tensor and the ground-truth tensor, respectively.
We generate the nonnegative tensors A∗ ∈ Rn1×r×n3+ and B∗ ∈ Rr×n2×n3+ at random. A∗ is
generated by the MALTAB command rand(n1, r, n3) and B∗ is a nonnegative sparse tensor generated
by the tensor toolbox [1] command b · sptenrand([r, n2, n3], s), where b is the magnitude of B∗ and s is
the sparse ratio. Then X ∗ = A∗ ⋄B∗ and we choose c = 2‖X ∗‖∞. We test the third-order tensors with
size n1 = n2 = n3 = 100 in the following two experiments. The initial values will also influence the
performance of ADMM. For the initial valuesA0,B0,M0,N 0,Z0,T 03 ,T 04 ,T 05 of ADMM, we choose
them as two random tensors with the same size as that of A∗,B∗. For the initial values Q0,T 01 ,T 02 , we
choose them as the observations YΩ in Ω and zeros outside Ω.
As discussed in Section 2, we aim to estimate the ground-truth tensor X ∗. Note that the two factors
may not be unique. Therefore, we only compare the recovered tensor X˜ with the ground-truth tensor
X ∗ in the experiments. In fact, we just establish the error bounds of X˜ , and do not analyze the error
bounds of each factor tensor independently in theory.
First we analyze the recovery performance of different methods versus SRs. In Figure 1, we display
the REs of the recovered tensors with different sampling ratios and r, where the sparse ratio s = 0.3 and
the observed entries are corrupted by Gaussian noise, Laplace noise, and Poisson noise, respectively.
We set σ = 0.1 and τ = 0.1 for Gaussian noise and Laplace noise, respectively, and r = 10 and b = 2.
The SRs vary from 0.3 to 0.9 with step size 0.1. It can be seen from this figure that the relative errors
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Figure 2: Recovery performance of different noise observations: RE versus r.
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Figure 3: Recovery performance of different noise observations: RE versus size of tensors.
decrease when the sampling ratios increase for both matrix- and tensor-based methods. Moreover, the
relative errors obtained by the tensor-based method are lower than those obtained by the matrix-based
method. Compared with the matrix-based method, the improvements of the tensor-based method for
additive Gaussian noise and Laplace noise are much more than those for Poisson observations, where
the main reason is that the constants of the upper bound in Proposition 4.3 are slightly larger than those
of the matrix-based method in [48] for Poisson observations.
We also analyze the recovery performance of different methods versus r, where SR = 0.5 and r
varies from 5 to 40 with step size 5 for additive Gaussian noise and Laplace noise, and from 5 to 30
with step size 5 for Poisson observations. Again we set b = 2, and σ = 0.1 and τ = 0.1 for Gaussian
noise and Laplace noise, respectively. It can be seen from Figure 2 that the relative errors obtained by
the tensor-based method are lower than those obtained by the matrix-based method for the three noise
models. Besides, we can observe that REs increase when r increases for both matrix- and tensor-based
methods. Again the tensor-based method performs better than the matrix-based method for different
r and noise observations. Compared with Poisson observations, the improvements of the tensor-based
method are much more for the additive Gaussian noise and Laplace noise.
In Figure 3, we test different sizes n := n1 = n2 = n3 of tensors, and vary n from 50 to 500
with step size 50, where SR = 0.5, sparse ratio s = 0.3, r = 10 and b = 2. Here we set σ = 0.1 for
Gaussian noise and τ = 0.1 for Laplace noise, respectively. It can be observed from this figure that
the relative errors of the tensor-based method are smaller than those of the matrix-based method for
different noise distributions. The relative errors of both matrix- and tensor-based methods decrease as
n increases. Furthermore, for different size n of testing tensors, the improvements of relative errors of
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the tensor-based method for Gaussian noise and Laplace noise are much more than those for Poisson
observations.
8 Concluding Remarks
In this paper, we have studied the sparse NTF and completion problem based on the tensor-tensor
product from partial and noisy observations, where the observations are corrupted by general noise dis-
tributions. A maximum likelihood estimate of partial observations is derived for the data-fitting term
and the tensor ℓ0 norm is adopted to enforce the sparsity of the sparse factor. Then an upper bound
is established for a general class of noise models, and is specialized to widely used noise distribu-
tions including additive Gaussian noise, additive Laplace noise, and Poisson observations. Moreover,
the minimax lower bounds are also established for the previous noise models, which match the upper
bounds up to a logarithmic factor. An ADMM based algorithm is developed to solve the resulting
model. Preliminary numerical experiments are presented to demonstrate the effectiveness of the pro-
posed tensor-based model compared with the matrix-based method [48].
It would be of great interest to study the upper bounds of the convexification model by using tensor
ℓ1 norm to replace tensor ℓ0 norm for the sparse factor, which is easier in computations. It would also
be of great interest to establish the convergence of ADMM for our proposed model with general noise
observations, which is nonconvex and has multi-block variables. Moreover, future work may extend
the theory of sparse NTF and completion model with tensor-tensor product to that with transformed
tensor-tensor product [47], which has been demonstrated more effectively than tensor-tensor product
for robust tensor completion [36, 47] and data compression [56].
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