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Abstract
In this paper, a new feasible sequential quadratic programming (FSQP) algorithm is proposed to solve the nonlinear
programming, where a feasible descent direction is obtained by solving only one QP subproblem. In order to avoid
Maratos effect, a high-order revised direction is computed by solving a linear system with involving some “active”
constraints. The theoretical analysis shows that global and superlinear convergence can be deduced.
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1. Introduction
Consider the following inequality constrained nonlinear programming problem:
min f (x)
s.t. g(x)0, (1.1)
where f : Rn → R, g : Rn → Rm are continuously differentiable. Such problems arise in a variety of
applications in science and engineering.Themethod of feasible directions (MFD) iswidely acknowledged
to be among the most successful algorithms available for solving problem (1.1).
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MFD is originally developed by Zoutendijk [21]. Later, Topkis–Veinott [20] and Pironneau–Polak [17]
amend Zoutendijk’s method and obtain global convergence under a rather mild and standard assump-
tion. However, early feasible directions methods [1,17,20,21] were ﬁrst-order methods, i.e., only ﬁrst
derivatives were used, and no attempt was made to accumulate and use second-order information. As a
consequence, such methods have at most a linear convergence rate.
In order to quicken the convergence rate, a lot of authors present another type algorithms: Sequential
quadratic programming (SQP) algorithms [3,6,7,13,19]. The basic idea of a typical SQP method is as
follows: Given a current point x, the standard SQP search direction, denoted dQP, is obtained by solving
the following QP subproblem:
min ∇f (x)Td + 12dTHd
s.t. gj (x)+ ∇gj (x)Td0, j = 1, 2, . . . , m, (1.2)
where H is symmetric positive deﬁnite. With appropriate merit function, line search procedure, a better
point x is generated:
x = x + dQP.
With such iterates, it is well known that SQP algorithms have superlinear convergence rate. However,
such type SQP algorithms have two serious shortcomings:
(1) SQP algorithms require that the related QP subproblem (1.2) must be solvable per iteration. Obvi-
ously, this is difﬁcult.
(2) There exists Maratos effect [12], that is to say, the unit step-size cannot be accepted although the
iterate points are close enough to the optimum of (1.1).
In [14,16], another type of SQP algorithms for solving (1.1) are proposed which generate iterates lying
within the feasible set of (1.1), which is called as feasible sequential quadratic programming (FSQP)
algorithms. It is observed that the QP subproblem (1.2) is always consistent with such FSQP algorithms,
and the objective function is used directly as the merit function in the line search. However, in the
application of FSQP algorithms, in order to prevent iterates from leaving the feasible set, and avoid
Maratos effect, it needs to solve three QP subproblems like (1.2) (or two QP problems and a linear least-
squares problem) at each iteration. Even though they converge superlinearly, their computational cost per
single iteration is rather high when compared with the MFD. Clearly, as pointed out in [11], for many
problems, especially the large-scale problems, it would be desirable to reduce the number of QPs like
(1.2) at each iteration which preserving the superlinear convergence rate.
Recently, Lawrence and Tits [10,11] proposes another type of FSQP algorithm. There, the following
QP subproblem is considered:
min + 12 〈d,Hd〉
s.t. 〈∇f (x), d〉,
gj (x)+ 〈∇gj (x), d〉, j = 1, . . . , m, (1.3)
where H is a symmetric positive deﬁnite matrix, and  is nonnegative scalar. It is observed, away from
KKT points of (1.1), if  is strictly positive, the solution d will be a feasible descent direction of (1.1) at
x. So, in contrast in the traditional FSQP algorithms, it is only necessary to revise once the direction d
to overcome Maratos effect.
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In [11], it is required that = O(‖d‖2). So, at the current iteration point xk , denote
Ik{j | gj (xk)+ ∇gj (xk)Tdk = kk},
and consider the following equality constrained quadratic programming:
min ∇f (xk)Td + 12 〈d,Hkd〉
s.t. gj (xk)+ 〈∇gj (xk), d〉 = 0, j = Ik−1, (1.4)
which is equivalent to solve the following (n+ |Ik−1|)× (n+ |Ik−1|) system of linear equations(
Hk AIk−1
ATIk−1 0
)(
d

)
=−
( ∇f (xk)
gIk−1(x
k)
)
, (1.5)
where
gIk−1(x
k)= (gj (xk), j ∈ Ik−1), AIk−1 = (∇gj (xk), j ∈ Ik−1).
Let dkE be the solution. k is updated by d
k
E , i.e., k ∝ ‖dkE‖2, which guarantees that  = O(‖d‖2).
In addition, in order to obtain the unit stepsize, the Maratos correction direction is obtained by solving
another equality constrained QP subproblem
min ∇f (xk)Td + 12 〈dk + d,Hk(dk + d)〉
s.t. gj (xk + dk )+ 〈∇gj (xk), d〉 = −‖dk‖, j = Ik, (1.6)
or equivalently, by solving the following (n+ |Ik|)× (n+ |Ik|) system of linear equations(
Hk AIk
ATIk 0
)(
d

)
=−
(∇f (xk)+Hkdk
g˜Ik
)
, (1.7)
where  ∈ (2, 3), and
g˜Ik = (gj (xk + dkk )+ ‖dkk‖, j ∈ Ik), AIk = (∇gj (xk), j ∈ Ik).
So it is only necessary to solve two equality constrained QP problems to revise the main direction d,
obviously, the computational effort of this algorithm is reduced when compared with the traditional FSQP
algorithms.
Kostreva andChen [9] proposes a similar algorithm to solve problem (1.1), too. However, there, it needs
to solve two QP subproblem with inequality constraints. Moreover, it is required that = o(‖d‖), while,
there is no any method to update . Obviously, this assumption is too strong because d is dependent
on . Further, the algorithm in [2] does not have any superlinear convergence rate.
To the QP subproblem (1.3), if  is too small (like [9] and [11], it is required that  is approaching to
zero, fast enough, as ‖d‖ → 0, i.e., k = o(‖dk‖), or k = O(‖dk‖2)), the stepsize in line search may
be truncated, due to infeasibility, until a very small neighborhood of the solution is reached.
In this paper, a new algorithm is proposed for problem (1.1). The basic feasible descent direction d
is computed by solving the QP problem (1.3). But, here, unlike [11], we do not compute any auxiliary
problem to update . In order to overcome Maratos effect, a system of linear equations with smaller scale
than those in [11] is solved to revised d. Denote the “active” constraints
L= {j | gj (x)+ 〈∇gj (x), d〉 = }.
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Near the optimum x∗ of (1.1), it can be proved that
L ≡ I (x∗)= {j | gj (x∗)= 0}.
According to the nondegenerate condition, near x∗, the matrix AL = (∇gj (x), j ∈ L) is of full rank on
column. Let A1L ∈ R|L|×|L|, which is nonsingular, be the matrix whose rows are |L| linearly independent
rows of AL, and A2L ∈ R(n−|L|)×|L| be the matrix whose rows are the remaining n− |L| rows of AL, i.e.,
for some suitable index sets E = {1, . . . , n}, E1 ⊆ E,E2 = E\E1, we might as well denote that
AL
(
A1L, j ∈ E1
A2L, j ∈ E2
)
.
In order to obtain the unit stepsize, theMaratos correction direction is obtained by solving the following
|L| × |L| linear system:
(A1L)
Td =−e − gL(x), (1.8)
where
e = (1, . . . , 1)T ∈ R|L|, gL(x)= (gj (x + d), j ∈ L).
As to the choice of the positive quantity , please see the algorithm. Let d ∈ R|L| be the solution of
(1.8), and the zero vector 0= (0, . . . , 0)T ∈ Rn−|L|, then the Maratos correction direction d˜ is deﬁned as
follows:
d˜ = (d˜j , j = 1, . . . , n) ∈ Rn, d˜j =
{
dj , j ∈ E1,
0, j ∈ E2,
ie., guarantee that
ATLd˜ = (A1L)Td + (A2L)T0= (A1L)Td.
So, in order to revise the direction d, it is only necessary to solve a |L|×|L| system of linear equations.
Thereby, the computational effort of the proposed algorithm is reduced further, especially, for large scale
problems (where n?m |L|). In the end, with some suitable conditions and a suitable Armijo-type
search along an arc td+ t2d˜, the proposed algorithm is globally and one-step superlinearly convergent.
Moreover, some detail contributions of this algorithm is proposed in Section 5.
The plan of the paper is as follows: in Section 2, the algorithm is proposed. In Section 3, we show that
the algorithm is globally convergent. While the superlinear convergence rate is analyzed in Section 4.
Finally, in Section 5, preliminary numerical results are given, and some contributions of the algorithm
are offered.
2. Description of algorithm
For the sake of simplicity, we denote
X = {x ∈ Rn | g(x)0}, I = {1, . . . , m}, I (x)= {j | gj (x)= 0}.
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The following algorithm is proposed for solving problem (1):
AlgorithmA. Parameters:  ∈ (0, 12 ), ,  ∈ (0, 1),  ∈ (2, 3), 	> 0;
Data: x0 ∈ X,H0 ∈ Rn×n, 0 = 	;
Step 0: Initialization and date:
Set k = 0;
Step 1: Computation of the basic direction dk:
Compute the following QP subproblem
min z+ 12dTHkd
s.t. ∇f (xk)Tdz,
gj (x
k)+ ∇gj (xk)Tdkz, j = 1, . . . , m. (2.1)
Let (zk, dk) be a solution, and (
k, k) be the corresponding KKT multipliers. If dk = 0, STOP;
Step 2: Computation of the second-order direction d˜k:
2.1: Set
Lk = {j ∈ I | gj (xk)+ ∇gj (xk)Tdk = kzk}, Ak = (∇gj (xk), j ∈ Lk). (2.2)
2.2: If Ak is of full rank, let A1k be the matrix whose rows are |Lk| linearly independent rows of Ak ,
and A2k be the matrix whose rows are the remaining n− |Lk| rows of Ak;
2.3: Solve the following linear system:
(A1k)
Td =−ke − gk, (2.3)
where
k =max{‖dk‖,−kzk‖dk‖}, e = (1, . . . , 1)T ∈ R|Lk |, gk = (gj (xk + dk), j ∈ Lk).
(2.4)
Let dk1 be the solution.
2.4: Denote 0= (0, . . . , 0)T ∈ Rn−|Lk |. Deﬁne d˜k to be the vector formed by dk1 and 0 such that
ATk d˜
k = (A1k)Tdk1 + (A2k)T0= (A1k)Tdk1 .
2.5: If Ak is not of full rank, or ‖d˜k‖> ‖dk‖, set d˜k = 0.
Step 3: The line search:
Compute tk , the ﬁrst number t in the sequence {1, , 2, . . .} satisfying
f (xk + tdk + t2d˜k)f (xk)+ t∇f (xk)Tdk, (2.5)
gj (x
k + tdk + t2d˜k)0, j = 1, . . . , m. (2.6)
Step 4: Update:
Obtain Hk+1 by updating the positive deﬁnite matrix Hk using some quasi-Newton formula. Set
xk+1 = xk + tkdk + t2k d˜k, k+1 =min
{
	, ‖dk‖
}
.
Set k = k + 1. Go back to step 1.
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3. Global convergence of algorithm
In this section, we analyze the global convergence ofAlgorithmA. The following general assumptions
are true throughout the paper:
H3.1. The feasible set is nonempty, i.e., X = .
H3.2. The functions f, g are continuously differentiable.
H3.3. ∀x ∈ X, the vectors {∇gj (x), j ∈ I (x)} are linearly independent.
H3.4. The sequence {xk}, which is generated by AlgorithmA, is bounded.
H3.5. There exist a, b > 0, such that a‖d‖2dTHkdb‖d‖2, for all k and all d ∈ Rn.
Firstly, we show that AlgorithmA given in Section 2 is well deﬁned, which is the task of the following
results.
Lemma 3.1. (zk, dk) is the unique solution of the QP subproblem (2.1) at xk , and {zk, dk, 
k, k} is
bounded.
Proof. According to H3.3–H3.5, it is obvious that the claim holds. 
Lemma 3.2. For the QP subproblem (2.1) at xk , it holds that
(1) zk + 12 (dk)THkdk0.
(2) zk = 0⇐⇒ dk = 0⇐⇒ zk + 12 (dk)THkdk = 0⇐⇒ xk is a KKT point of (1.1).
(3) If dk = 0, then zk < 0, and dk is a feasible direction of descent at xk .
Proof. The proof of this lemma is similar to the proof of Lemma 3.4 in [4]. 
Lemma 3.3. The line search in step 3 yields a stepsize tk = j for some ﬁnite j = j (k).
Proof. According to (3) of Lemma 3.2 and assumption H3.2, it is easy to ﬁnish the proof. 
The above discussion has shown the well-deﬁniteness of AlgorithmA.
Lemma 3.4. Suppose {xk} is a sequence generated by the algorithm, and K is an inﬁnite index set such
that {xk} k∈K−→ x∗, dk k∈K−→ 0, then x∗ is a KKT point of problem (1.1).
Proof. From (2.1), we have(
1
Hkd
k
)
+ 
k
( −1
∇f (xk)
)
+
∑
j∈I
kj
( −k
∇gj (xk)
)
= 0,

k0, (gj (xk)+ ∇gj (xk)Tdk − kzk)kj = 0, kj 0, j ∈ I. (3.1)
According to (3.1), it is clear to see that {
k}k∈k is bounded. Since the set Lk ⊆ I is ﬁnite, we might as
well assume that there exists a subsequence K1 ⊆ K , such that

k → 
∗, Lk ≡ L, k → ∗, k ∈ K1. (3.2)
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Obviously, the fact dk k∈K−→ 0 and Lemma 3.2 imply that zk k∈K−→ 0. So, we have that L ⊆ I (x∗). Denote
A∗ = (∇gj (x∗), j ∈ L), ∗L = (∗j , j ∈ L).
From H3.3, it is clear that (AT∗A∗)−1 exists, thereby, for k ∈ K1, k large enough, it holds that
(ATk Ak)
−1 exists, and (ATk Ak)−1 → (AT∗A∗)−1.
So, from (3.1), we have, for k ∈ K1, k large enough, that
kL = (ATk Ak)−1ATk (Hkdk + 
k∇f (xk))→ 
∗(AT∗A∗)−1AT∗∇f (x∗) = ∗L, kj = 0, j ∈ I\L.
From (3.1), with k ∈ K1, k →∞, it holds that

∗∇f (x∗)+
∑
j∈L
∗j∇gj (x∗)= 0,

∗0, ∗j 0, j ∈ L, ∗j = 0, j ∈ I\L,
gj (x
∗)∗j = 0, j ∈ L, 
∗ + ∗
∑
j∈L
∗j = 1. (3.3)
According to H3.3, it is clear that 
∗> 0. So, from (3.3), we know that x∗ is a KKT point of
problem (1.1). 
In the sequel, we will prove the global convergence ofAlgorithmA. Since there are only ﬁnitely many
choices for set Lk ⊆ I , from H3.4, H3.5 and Lemma 3.1, we might as well assume that there exists a
subsequence K, such that
xk → x∗, Hk → H∗, dk → d∗, zk → z∗, 
k → 
∗, k → ∗, k → ∗, Lk ≡ L, k ∈ K, (3.4)
where L is a constant set.
Theorem 3.1. The algorithm either stops at the KKT point xk of problem (1.1) in ﬁnite iteration, or
generates an inﬁnite sequence {xk} any accumulation point x∗ of which is a KKT point of problem (1.1).
Proof. (The proof is analogous to that of Theorem 1 in [11].)
The ﬁrst statement is obvious, the only stopping point being in step 1. Thus, assume that the algorithm
generates an inﬁnite sequence {xk}, and (3.4) holds. The cases ∗=0, and ∗> 0 are considered separately.
A ∗ = 0. By step 4, there exists an inﬁnite index set K1 ⊆ K , such that dk−1 → 0, k ∈ K1. While,
by step 3, it holds that
‖xk − xk−1‖ tk‖dk−1‖ + t2k ‖d˜k−1‖2tk‖dk−1‖ → 0, k ∈ K1.
So, the fact that {xk} k∈K1−→ x∗ implies that {xk−1} k∈K1−→ x∗. In a word, we have that
xk−1 k∈K1−→ x∗, dk−1 k∈K1−→ 0.
So, from Lemma 3.4, it is clear that x∗ is a KKT point of (1.1).
454 Z. Zhu / Journal of Computational and Applied Mathematics 175 (2005) 447–464
B ∗> 0. Obviously, it only needs to prove that dk → 0, k ∈ K . Suppose by contradiction that
d∗ = 0. Since
∇f (xk)Tdkzk, gj (xk)+ ∇gj (xk)Tdkkzk, j ∈ I,
with k ∈ K, k →∞, we have
∇f (x∗)Td∗z∗, gj (x∗)+ ∇gj (x∗)Td∗∗z∗, j ∈ I,
So, the following corresponding QP subproblem (2.1) at x∗
min z+ 12dTH∗d
s.t. ∇f (x∗)Tdz,
gj (x
∗)+ ∇gj (x∗)Td∗z, j = 1, . . . , m (3.5)
has a nonempty feasible set. Moreover, it is not difﬁcult to show that (z∗, d∗) is the unique solution of
(3.5). So, it holds that
z∗< 0, ∇f (x∗)Td∗z∗< 0, ∇gj (x∗)Td∗∗z∗< 0, j ∈ I (x∗). (3.6)
Since xk → x∗, dk → d∗, k ∈ K , it is clear, for k ∈ K, k large enough, that
∇f (xk)Tdk 12∇f (x∗)Td∗< 0, ∇gj (xk)Tdk 12∇gj (x∗)Td∗< 0, j ∈ I (x∗). (3.7)
From (3.7), by imitating the proof of Proposition 3.2 in [14] or Lemma 3.9 in [16], we know that the
stepsize tk obtained by the line search is bounded away from zero on K, i.e.,
tk t∗ = inf{tk, k ∈ K}> 0, k ∈ K. (3.8)
In addition, from (2.5) and Lemma 3.2, it follows that {f (xk)} is monotonous decreasing. Hence,
considering {xk}K → x∗ and H3.2, there holds that
f (xk)→ f (x∗), k →∞. (3.9)
So, from (2.5) and (3.7)–(3.9), we get
0= lim
k∈K(f (x
k+1)− f (xk)) lim
k∈K tk∇f (x
k)Tdk 12t∗∇f (x∗)Td∗< 0.
It is a contradiction. So, d∗ = 0. Thereby, according to Lemma 3.2, x∗ is a KKT point of problem (1.1).

4. The rate of convergence
Now, we strengthen some regularity assumptions on the functions involved. Assumption H3.2 is re-
placed by
H4.1. The functions f, g are two-times continuously differentiable.
H4.2. Hk → H∗, k →∞.
H4.3. The second-order sufﬁciency conditions with strict complementary slackness are satisﬁed at the
KKT point x∗ and the corresponding multiplier vector u∗.
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H4.4. Let
‖Pk(Hk − ∇2xxL(x∗, u∗))dk‖ = o(‖dk‖),
where
Pk = In − Ak(ATk Ak)−1ATk ,∇2xxL(x∗, u∗)= ∇2f (xk)+
∑
j∈I
u∗j∇2gj (xk).
Lemma 4.1. The entire sequence {xk} converges to x∗, i.e., xk → x∗, k →∞.
Proof. From (2.5) and (3.9), it follows that
tkzk → 0, tk‖dk‖ → 0, k →∞.
So, we have
0‖xk+1 − xk‖ tk‖dk‖ + t2k ‖d˜k‖2tk‖dk‖ → 0.
Thereby, according to H4.3 and Proposition 4.1 in [14], we get that xk → x∗, k →∞. 
Lemma 4.2. It holds that dk → 0, zk → 0, k →∞.
Proof. Suppose by contradiction that dk does not converge to zero entirely. According to the bounded
property of {dk, zk}, and Lemma 3.2, we might as well assume that there exists a subsequence K, such
that
dk → d∗ = 0, zk → z∗< 0, k ∈ K.
Since {dk−1, 
k, k} is bounded, there must exist a subsequence K1 ⊆ K , such that

k → 
∗, kj → ∗j , j ∈ I, k → ∗, k ∈ K1.
From the analysis of Theorem 3.1, it holds that ∗ = 0. Let k ∈ K1, k →∞, from (3.1), we have(
1
H∗d∗
)
+ 
∗
( −1
∇f (x∗)
)
+
∑
j∈I
∗j
(
0
∇gj (x∗)
)
= 0,
gj (x
∗)+ ∇gj (x∗)Td∗0, j ∈ I.
thereby, it holds that

∗ = 1, ∇f (x∗)Td∗ = z∗< 0, ∇gj (x∗)Td∗0, j ∈ I (x∗). (4.1)
In addition, since (x∗, u∗) is the KKT point pair of (1.1), it holds that
∇f (x∗)+
∑
j∈I (x∗)
u∗j∇gj (x∗)= 0, u∗j 0, j ∈ I (x∗). (4.2)
Obviously, from (4.1) and (4.2), it contradicts with Farkas-Lemma, which shows that dk → 0, k →∞.
Thereby, from Lemma 3.2, it holds that zk → 0, k →∞. 
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Lemma 4.3. For k large enough, it holds that
Lk ≡ I (x∗)I∗, k → 0, 
k → 1, k → u∗, zk = O(‖dk‖).
Proof. Firstly, from Lemma 4.2, it holds that k → 0, 
k → 1. Moreover, it is clear that Lk ⊆ I (x∗).
On the other hand, if it does not hold that I (x∗) ⊆ Lk , then, there exist a constant j0 and a subsequence
K, such that(
1
Hkd
k
)
+ 
k
( −1
∇f (xk)
)
+
∑
j∈Lk
kj
( −k
∇gj (xk)
)
= 0,
(gj (x
k)+ ∇gj (xk)Tdk − kzk)kj = 0, kj 0, j ∈ Lk, kj0 = 0, j0 ∈ I∗\Lk, k ∈ K, (4.3)
and
Lk ≡ L, k ∈ K, k large enough.
Denote
kLk = (kj , j ∈ Lk), Ak = (∇gj (xk), j ∈ Lk), AL = (∇gj (x∗), j ∈ L).
The fact Lk ⊆ I∗ and H3.3 imply, for k ∈ K, k large enough, that
(ATk Ak)
−1 and (ATLAL)−1 exist, and (ATk Ak)−1 → (ATLAL)−1, k ∈ K.
So, from (4.3), it follows that
kLk = (ATk Ak)−1ATk (Hkdk + 
k∇f (xk))
→ (ATLAL)−1ATL∇f (x∗)v = (vj , j ∈ L)0, k ∈ K.
Thus, from (4.3), it is clear, with k ∈ K1, k →∞, that
∇f (x∗)+
∑
j∈L
vj∇gj (x∗)= 0,
gj (x
∗)vj = 0, vj 0, j ∈ L, kj0 = 0, k ∈ K. (4.4)
According to the uniqueness property of the KKT multipliers, we have
vj = u∗j , j ∈ L, u∗j0 = 0.
Thereby,gj0(x∗)=0, u∗j0=0,which is contradictorywith the strict complementary condition. So,Lk ≡ I∗.
Furthermore, from Lk ≡ I∗, by imitating the proof of (4.4), we can get that k → u∗.
Finally, since ∇f (xk)Tdkzk < 0, it holds that zk = O(‖dk‖). 
Lemma 4.4. For k large enough, d˜k obtained by step 2 satisﬁes that
‖d˜k‖ = O(max{‖dk‖2,−kzk})= o(‖dk‖).
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Proof. From Lk ≡ I∗, it holds, for j ∈ I∗, that
gj (x
k + dk)= gj (xk)+ ∇gj (xk)Tdk + O(‖dk‖2)= kzk + O(‖dk‖2).
In addition, from (2.4), the deﬁnitions of (> 2) and (> 0), Lemma 4.3 implies that k = o(‖dk‖2).
So, from (2.3), it is clear that
‖dk1‖ = O(max{‖dk‖2,−kzk})= o(‖dk‖).
Thereby, we have that
‖d˜k‖ = O(max{‖dk‖2,−kzk})= o(‖dk‖).
The claim holds. 
Denote
∇2xxL(xk, 
k, k)= ∇2f (xk)+
∑
j∈I∗
kj

k
∇2gj (xk).
Due to Lemma 4.3 and H4.4, it holds that
‖Pk(Hk − ∇2xxL(xk, 
k, k))dk‖ = o(‖dk‖) (4.5)
Lemma 4.5. For k large enough, the step tk ≡ 1 is accepted by the line search.
Proof. Firstly, we show that a step of 1 preserves feasibility.
For j ∈ I\I∗, this is always satisﬁed since the sequences {dk} and {d˜k} both converge zero, and
{xk} → x∗. Consider j ∈ I∗. Expanding gj (xk + dk + d˜k) around xk + dk , we obtain
gj (x
k + dk + d˜k)= gj (xk + dk)+ ∇gj (xk + dk)Td˜k + O(‖d˜k‖2)
= gj (xk + dk)+ ∇gj (xk)Td˜k + O(‖dk‖ · ‖d˜k‖).
From (2.3), we get that
ATk d˜
k = (A1k)Tdk1 =−ke − gk,
i.e.,
∇gj (xk)Td˜k =−gj (xk + dk)− k, j ∈ I∗.
Thereby, according to Lemma 4.4, it holds that
gj (x
k + dk + d˜k)=−k + O(max{‖dk‖3,−kzk‖dk‖}). (4.6)
According to < 3, < 1, it holds that gj (xk + dk + d˜k)0, j ∈ I∗.
Secondly, we show that a step of 1 brings a sufﬁcient decrease on f. Due to Lemma 4.4, we have that
sf (xk + dk + d˜k)− f (xk)− ∇f (xk)Tdk
=∇f (xk)T(dk + d˜k)+ 12 (dk)T∇2f (xk)dk − ∇f (xk)Tdk + o(‖dk‖2).
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By (4.3), it can be seen that

k∇f (xk)Tdk = − (dk)THkdk −
∑
I∗
kj∇gj (xk)Tdk
= − (dk)THkdk +
∑
I∗
kj gj (x
k)−
∑
I∗
k
k
j zk,

k∇f (xk)T(dk + d˜k)=−(dk)THkdk −
∑
I∗
kj∇gj (xk)T(dk + d˜k)+ o(‖dk‖2).
From (4.6), we get
gj (x
k)+ ∇gj (xk)T(dk + d˜k)+ 12 (dk)T∇2gj (xk)dk = o(‖dk‖2), j ∈ I∗,
i.e.,
−
∑
j∈I∗
kj∇gj (xk)T(dk + d˜k)=
∑
j∈I∗
kj gj (x
k)+ 1
2
(dk)T
∑
j∈I∗
kj∇2gj (xk)
 dk + o(‖dk‖2).
So, it is easy to get that
s = 1

k
(− 1)(dk)THkdk + 12 (d
k)T∇2xxL(xk, 
k, k)dk
+ 1

k
(1− )
∑
j∈I∗
kj gj (x
k)+ 1

k

∑
j∈I∗
k
k
j zk + o(‖dk‖2)

(
1

k
(− 1)+ 1
2
)
a‖dk‖2 + 1
2
(dk)T(∇2xxL(xk, 
k, k)−Hk)dk
+ 1

k
(1− )
∑
j∈I∗
kj gj (x
k)+ 1

k

∑
j∈I∗
k
k
j zk + o(‖dk‖2). (4.7)
Denote A∗ = (∇gj (x∗), j ∈ I∗), P∗ = En − A∗(AT∗A∗)−1AT∗ , then Pk → P∗. Let
dk = P∗dk + yk, yk = A∗(AT∗A∗)−1AT∗dk,
then, according to the fact Lk ≡ I∗, we have
yk = A∗
(
AT∗A∗
)−1
(A∗ − Ak)Tdk + A∗(AT∗A∗)−1ATk dk,
‖yk‖ = o(‖dk‖)+ O

∑
I∗
g2j (x
k)
1/2
+ O

∑
I∗
2kz
2
k
1/2
 .
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Thereby, from (4.5), it holds that
s
(
1

k
(− 1)+ 1
2
)
a‖dk‖2 + 1
2
((dk)TP∗ + yTk )(∇2xxL(xk, 
k, k)−Hk)dk
+ 1

k
(1− )
∑
j∈I∗
kj gj (x
k)+ 1

k

∑
j∈I∗
k
k
j zk + o(‖dk‖2)
=
(
1

k
(− 1)+ 1
2
)
a‖dk‖2 + o(‖dk‖2)+ o

∑
I∗
g2j (x
k)
1/2
+ o

∑
I∗
2kz
2
k
1/2

+ 1

k
(1− )
∑
j∈I∗
kj gj (x
k)+ 1

k

∑
j∈I∗
k
k
j zk.
According to
 ∈ (0, 12 ), 
k → 1, kj → u∗j > 0, j ∈ I∗,
it holds, for k large enough, that s0, i.e., a step of 1 brings a sufﬁcient decrease on f. 
Theorem 4.1. Under all above-mentioned assumptions, the algorithm is superlinearly convergent, i.e.,
the sequence {xk} generated by the algorithm satisﬁes ‖xk+1 − x∗‖ = o(‖xk − x∗‖).
Proof. The proof is analogous to that of Theorem 5.2 in [5] but with some technical differences since
the QP problem (2.1) is different from that of [5].
Denote
∇2xxL(x∗, u∗)= ∇2f (x∗)+
∑
j∈I
u∗j∇2gj (x∗)= ∇2f (x∗)+
∑
j∈I∗
u∗j∇2gj (x∗).
From (3.1), the fact Lk ≡ I∗ implies that

k∇f (xk)+Hkdk + AkkI∗ = 0,
gI∗(x
k)+ ATk dk = kzk, j ∈ I∗. (4.8)
So, from the deﬁnition of Pk (PkAk = 0) and (4.8), it holds that
PkHkd
k = − 
kPk∇f (xk)=−
kPk(∇f (xk)+ Aku∗I∗)
= − 
kPk∇2xxL(x∗, u∗)(xk − x∗)+ O(‖xk − x∗‖2),
i.e.,
Pk
(
1

k
Hk − ∇2xxL(x∗, u∗)
)
dk =−Pk∇2xxL(x∗, u∗)(xk + dk − x∗)+ O(‖xk − x∗‖2). (4.9)
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While,
gI∗(x
k)= gI∗(xk)− gI∗(x∗)= ATk (xk − x∗)+ O(‖xk − x∗‖2).
So, from (4.8), we know that
ATk (x
k + dk − x∗)= o(‖dk‖)+ O(‖xk − x∗‖2). (4.10)
Thereby, from (4.9) and (4.10), it holds that(
Pk∇2xxL(x∗, u∗)
ATk
)
(xk + dk − x∗)=
(
−Pk
(
1

k
Hk − ∇2xxL(x∗, u∗)
)
dk
o(‖dk‖)
)
+ O(‖xk − x∗‖2) (4.11)
While, it is not difﬁcult to show that the matrix
(
Pk∇2xxL(x∗, u∗)
ATk
)
is nonsingular. So, according to (4.5)
and 
k → 1, we get that
‖xk + dk − x∗‖ = o(‖dk‖)+ O(‖xk − x∗‖2).
Thereby, the fact ‖d˜k‖ = o(‖dk‖) implies that
‖xk+1 − x∗‖ = ‖xk + dk + d˜k − x∗‖ = o(‖dk‖)+ O(‖xk − x∗‖2)
= o(‖dk + d˜k‖)+ O(‖xk − x∗‖2)
= o(‖d
k + d˜k‖)
‖dk + d˜k‖ (‖(x
k+1 − x∗)− (xk − x∗)‖)+ O(‖xk − x∗‖2)

o(‖dk + d˜k‖)
‖dk + d˜k‖ (‖x
k+1 − x∗‖ + ‖xk − x∗‖)+ O(‖xk − x∗‖2)
= o(‖xk+1 − x∗‖)+ o(‖xk − x∗‖)
So, it holds that ‖xk+1 − x∗‖ = o(‖xk − x∗‖). 
5. Numerical experiments and conclusions
In this section, we carry out some limited numerical experiments based on the algorithm. The code of
the proposed algorithm is written by using c++ programming language, and run on Windows 2000.
In the implementations, = 0.5, = 0.25, = 0.4, = 2.25, 	= 1 and H0 = I , the n× n unit matrix.
Hk is updated by the BFGS formula [18] (see [11]). All QP subproblems (2.1) were solved by using the
method based on active set for deﬁnite quadratic programs, that is to say, the solution to (2.1) is obtained
by solving a series of equality constrained quadratic programs. Of course, the Hessian matrix of the object
function to (2.1) is an (n+ 1)× (n+ 1) matrix
Gk =
(
Hk 0
0 0
)
.
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Table 1
The detail information of numerical experiments
No. NIT EQPs NF NG FV ‖dk‖ CPU
012 10 23 11 15 −29.9991333494296 8.0121e-09 0
029 14 41 14 25 −22.6274167815259 3.9170e-12 0
030 12 33 18 24 1.00000000000000 9.8121e-09 0
031 12 38 13 43 6.00000057866334 3.9170e-12 0
033 15 37 18 45 −4.58578528564832 8.3754e-09 10
034 12 26 13 49 −0.83403211815896 6.1623e-09 10
043 25 71 37 56 −43.9999991952928 6.4392e-09 10
066 23 83 23 84 0.51816329460211 8.8611e-09 10
084 19 63 19 92 −5280335.12859233 6.2981e-09 30
093 29 76 36 145 135.076448436528 5.3452e-09 50
100 35 121 44 176 680.631593720158 6.7995e-09 80
113 24 87 24 132 24.3062097765333 7.1617e-09 60
117 41 143 41 435 32.3486798465223 5.3596e-09 100
Obviously, Gk is singular. For this reason, in the implementation, we deﬁne
Gk =
(
Hk 0
0 k
)
, k =max{min{k, 0.5}, 10−4},
with which the QP subproblem (2.1) is replaced by the following QP subproblem:
min z+ 12dTHkd + kz2
s.t. ∇f (xk)Tdz,
gj (x
k)+ ∇gj (xk)Tdkz, j = 1, . . . , m. (5.1)
However, according to (3.1), (4.8), and Theorem 4.1, the fact zk = O(‖dk‖) → 0 implies that this
replacement would not have an effect on the global convergence and the superlinear convergence rate of
the proposed algorithm.
In the implementation, the stopping criterion of step 1 is changed to
If ‖dk‖10−8, STOP.
Following [11], this algorithmhas been tested on some problems from [8], where no equality constraints
are present, and a feasible initial point is provided for each problem (unfortunately, we cannot obtain
the second set of numerical tests in [11]). The results are summarized in Table 1. For each test problem,
No. is the number of the test problem in [8], NIT the number of iterations, EQPs the number of the total
times solving the quadratic programming subproblem with only equality constraints, NF the number of
evaluations of the objective functions, NG the number of evaluations of scalar constraint functions, FV
the ﬁnal value of the objective function, and CPU the total time taken by the process (unit: millisecond).
A CPU-time of 0 simply means execution time below 10ms (or 0.01 s).
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The results reported in Table 1, in contrast in those in [11], show that the number of iterations and
function evaluations of the proposed algorithm is higher. While this may not be very important, since
the computational complexity in a single iteration and the CPU time are the main effort of work for
applications. In fact, in contrast in algorithms in [11,9], the algorithm of this paper has the following
contributions, some of which may show that the computation of Algorithm A in a single iteration is
simpler.
• In [11], it is necessary to solve an (n + |L|) × (n + |L|) system of linear equations (1.5) replacing
Ik−1 with L to update , such that  = O(‖d‖2). In [9], it is necessary to assume that  = o(‖d‖),
but it doesn’t provide any method to update . Obviously, this requirement is too strong. Here, we do
not compute any auxiliary problem to update , and simply set k ∝ ‖dk−1‖( ∈ (0, 1)), please see
the algorithm.
• According to (1.3), we have
∇gj (x)Td< 0, j ∈ {j | gj (x)= 0}.
If  is too small (like [9] and [11], it is required that  is approaching to zero, fast enough, as d → 0,
i.e., = o(‖d‖) or = O(‖d‖2)), the stepsize in linear search may be truncated, due to infeasibility,
until a very small neighborhood of the solution is reached. Here, it is only required that  is approaching
to zero with a suitable explicit expression.
• In [11], in order to overcome Maratos effect, it is necessary to solve another (n + |L|) × (n + |L|)
system of linear equations (1.7) to obtain the second-order revised direction d˜. In [9], it is necessary
to solve a quadratic programming problem with inequality constraints to obtain d˜. Here, it is only
necessary to solve a |L| × |L| system of linear equations to obtain d˜. Obviously, the computational
effort is reduced further, especially, for large scale optimization problems, i.e., n?m |L| ( Of course,
if n<m, from the nondegenerate condition, it is easy to see, near x∗, that n |L| to guarantee to
consistency of system of linear equations (1.8).)
• In [11], in order to prove that the entire SQP-type direction sequence converges to zero, i.e., dk →
0, k → ∞. they make a tedious and complex analysis. Here, we provide a simple method to prove
this fact.
• To most traditional SQP-type algorithm, include those in [11,9], Facchinei and Lucidi [5] pointed out,
under some suitable conditions, that algorithms are superlinearly convergent as soon as the following
condition:
∇f (xk)+HkdkQP +
∑
j∈I∗
kj∇gj (xk)= 0,
gj (x
k)+ ∇gj (xk)TdkQP = 0 (or o((‖dkQP ‖2), j ∈ I∗
is satisﬁed. Here, according to the updating of k , it only holds that

k∇f (xk)+Hkdk +
∑
j∈I∗
kj∇gj (xk)= 0,
gj (x
k)+ ∇gj (xk)Tdk = kzk = o
(‖dk‖) , j ∈ I∗.
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Fortunately,with the update of k and the choice ofk , we analyze the one-step superlinear convergence
rate in detail.
• In [9,11], it is assumed that the object and constrained functions are three times continuously differ-
entiable to guarantee the superlinear convergence rate. Here, it is only assumed that those functions
are two times continuously differentiable.
Of course, here, we only give some limited computational results, and further work remains to be done
to examine the efﬁciency of the algorithm on large scale problems.
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