ABSTRACT: Experimental statistical procedures used in almost all scientific papers are fundamental for clearer interpretation of the results of experiments conducted in agrarian sciences. However, incorrect use of these procedures can lead the researcher to incorrect or incomplete conclusions. Therefore, the aim of this study was to evaluate the characteristics of the experiments and quality of the use of statistical procedures in soil science in order to promote better use of statistical procedures. For that purpose, 200 articles, published between 2010 and 2014, involving only experimentation and studies by sampling in the soil areas of fertility, chemistry, physics, biology, use and management were randomly selected. A questionnaire containing 28 questions was used to assess the characteristics of the experiments, the statistical procedures used, and the quality of selection and use of these procedures. Most of the articles evaluated presented data from studies conducted under field conditions and 27 % of all papers involved studies by sampling. Most studies did not mention testing to verify normality and homoscedasticity, and most used the Tukey test for mean comparisons. Among studies with a factorial structure of the treatments, many had ignored this structure, and data were compared assuming the absence of factorial structure, or the decomposition of interaction was performed without showing or mentioning the significance of the interaction. Almost none of the papers that had split-block factorial designs considered the factorial structure, or they considered it as a split-plot design. Among the articles that performed regression analysis, only a few of them tested non-polynomial fit models, and none reported verification of the lack of fit in the regressions. The articles evaluated thus reflected poor generalization and, in some cases, wrong generalization in experimental design and selection of procedures for statistical analysis.
INTRODUCTION
Statistical analysis procedures are quantitative techniques used in experimental and observational science for assessing uncertainties and their effects on the interpretation of experiments and observations of natural phenomena (Steel et al., 1997; Zimmermann, 2004) . Experimental statistical procedures are fundamental for better interpretation of the experimental results of agrarian sciences, and are used in almost all current scientific papers. However, incorrect use of statistical procedures applied to experimental data analysis may lead the researcher to incomplete or erroneous conclusions. This, in turn, can hinder review of themes in the literature and consequently delay the advancement of scientific knowledge.
Despite the importance of experimental statistics in soil science, a great difficulty persists in the selection of statistical procedures (Bertoldo et al., 2007) . A few studies have assessed these difficulties from the different perspectives of agricultural sciences. For example, 35 % of the articles in the journal Horticultura Brasileira and 57 % of the articles in Pesquisa Agropecuária Brasileira were classified as "incorrect or partially correct" and "inadequate", respectively, with respect to the use of mean comparison tests (MCTs) (Santos et al., 1998; Bezerra Neto et al., 2002) .
These studies also highlight the importance of assessing and discussing other recurring difficulties, not only for better use of MCTs, but in order to support better use of statistical procedures in future papers. Therefore, more discussion is necessary on issues such as understanding the types of factors involved in research, the nature and structure of treatments, the choice of experimental design, the use of tests for detection of outliers, and the appropriate selection of regression models, among others. These and other aspects are essential theoretical decisions in experimental design that could result in articles with better methodological support.
As most academic knowledge comes from experimental data, correct interpretation of data becomes crucial. According to Alvarez V and Alvarez (2013) , the validity and reliability of scientific writing are based on correct use of statistical inference. Thus, researchers' knowledge from experimental planning to statistical analysis of the data is critical to experimental success and the credibility of findings. With this in mind, the aim of this study was to evaluate the characteristics of the experiments and the quality of the statistical procedures used in soil science as support for the correct use of statistical procedures.
MATERIALS AND METHODS
Two hundred articles, published between 2010 and 2014 in five Brazilian journals (Acta Scientiarum -Agronomy, Bioscience Journal, Ciência Rural, Pesquisa Agropecuária Brasileira, and Revista Brasileira de Ciência do Solo) were randomly selected, choosing 40 articles from each journal. They involve only experimentation and studies by sampling in the soil areas of fertility, chemistry, physics, biology, use and management. The journals selected have a Qualis-Capes B1 or higher rating and a strong tradition in publishing studies related to soil science. As the articles were chosen at random from each journal, the years of publication were not equally represented. The method followed in the evaluation was similar to that used by Lúcio et al. (2003) , Bertoldo et al. (2008a) , and Lucena et al. (2013) using a questionnaire. A questionnaire was prepared containing 28 questions, divided into queries related to the characteristics of the experiments, the statistical procedures used, and the quality of selection and use of these procedures. In studies where not all the variable responses were subjected to the same procedures of statistical analysis, only the most important variable response was considered according to the purpose of each study. After evaluation of the articles, the data were tabulated, involving calculation of the frequencies of answers to the questions.
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The questions relating to diagnosis of the experimental characteristics involving the experimental environment (field, greenhouse, or laboratory), the treatment structures (factorial designs), the experimental design (completely randomized, randomized block, studies by sampling, split-plot or split-block), the number and the nature of the treatments (qualitative or quantitative), the number of replications, the use of analytical replicates, and the duration of the experiments. In this study, the expression "design" was used in the broad sense, including completely randomized, randomized block, split-plot, splitblock, and other experimental arrangements. In addition, the expression "studies by sampling" was used to mean the same as "studies based on sampling" used by Lira or "design by sampling" used by Alvarez V and Alvarez (2013) . Analytical replicates were understand in this study as those obtained from more than one measurement for each true replication. It is therefore different from the concept of true replications. In studies with a factorial structure, the number of treatments was calculated by multiplying the number of levels of each factor under study.
Questions related to diagnosis of the statistical procedures used involved descriptions of verification of the condition of normality and homogeneity, transformation of variables, the loss of data, and performance of analysis of variance. It also involved mentioning the software used, the dispersion measures presented, the MCT applied, and the use of regression and correlation analysis.
Questions regarding diagnosis of the quality of use of the statistical procedures involved assessment of coherence in analysis of the structured treatments, presentation criteria for the deployment of factorial designs, indication of the significance level in regression analysis, evaluation of the use of MCTs, and evaluation of coherence in analysis of the experiments in split-plots and split-blocks.
RESULTS

Characteristics of the experiments
Many of the articles analyzed contained data from studies conducted under field conditions (73 %), followed by studies conducted in greenhouses and other environments (Table 1) . In most studies, the authors referred to the use of a randomized complete block design (RCB), and the majority of the field studies were conducted in blocks. In greenhouses, on the other hand, most of the experiments were conducted in a completely randomized design (CRD). In the articles analyzed, 7.5 % were conducted in a greenhouse using RCB and 17.5 % were in the field using CRD (Table 1) .
A significant number of the papers (27 %) were performed as field studies that assumed pre-existing situations as "treatments" (studies by sampling, studies by "systematic sampling", or "observational studies"), in which, therefore, no true replications of the treatments or randomization among them (Table 1) . Furthermore, most papers (60.5 %) corresponded to short-term studies in which the treatment effects were evaluated for a maximum of 12 months. Among the long-term studies (three years or more), most corresponded to studies by sampling (Table 1) .
Most of the papers evaluated included relatively small experiments, up to 12 treatments and with up to four replications (72 %). Only 6.5 % of the papers contained experiments with more than 36 treatments (Table 2) . Only 1 % of the studies conducted experiments with merely two replications, and only 4.5 % of the papers mentioned the use of more than eight replications (Table 2) . A significant number of the articles (6.5 %) did not report the number of replications used. Furthermore, only 2 % reported the use of analytical replicates for measuring one or more attributes evaluated (data not shown).
Half of the papers evaluated (50.5 %) did not have or consider the existence of a factorial structure (Table 2 ). However, in post analysis of the results presented in those papers, the frequency of unstructured treatment was observed to drop to 40.5 %. Among the structured experiments, most of them were considered double or triple factorial, without additional treatments, with a small portion of the factorial experiments having additional treatments (e.g., 3 × 5 + 1).
Statistical procedures used and the quality of selection and use of these procedures
Most of the articles reviewed mentioned the realization of analysis of variance (ANOVA) ( Table 3) , although only 19.5 % presented some ANOVA results (Table 4 ). Moreover, in most studies it was not mentioned or not conducted tests to verify the presuppositions of normality of residuals (92.5 %) and homoscedasticity of variance (93.5 %) (Table 3) . Data transformation of the variables to meet these presuppositions (assumptions for parametric tests) was mentioned in only 4 % of the papers.
In the articles reviewed, 66 % mentioned the software used, SISVAR being the most cited, followed by SAS, SAEG, and ASSISTAT (data not shown). None of the studies reviewed reported the data loss or the use of tests for outliers (Table 3) . Most studies used only (Table 3) . A few studies used contrasts involving more than two means (5 %) (data not shown). In 70 % of the cases, the use of the MCT was classified as appropriate, 9 % as partially appropriate, and 21 % as inappropriate (Table 4) . Most of the cases classified as 'inappropriate' involved the use of Duncan or Fisher LSD tests. A small number of studies involved use of an MCT in cases where regression analysis would be more appropriate (four or more quantitative levels).
In 50.5 % of the papers, the authors did not consider the experiments as factorial designs. However, in fact, about 10 % of them had some type of structure ( Table 2 ). The most common cases involved the bifactor structure, in situations where the evaluation periods, soil layers, and evaluation times were analyzed as treatments in the results, but were not described as such in the methods reported. Among the articles whose treatments had factorial structure, 12.5 % ignored the structure, and all of the treatment means were compared against each other (Table 4 ). In all these cases, the articles do not report ANOVA results, such as significance of the F values for the mean squares of the treatments or of the factors under study. In addition, 20.5 % of the articles always decomposed the interaction (unfolding of interaction) between the factors even without showing or mentioning the significance of the interaction. Divergences between nominal experimental design (which was described in the paper) and real design (which was really in the treatments) were observed. Among these differences, only 1 % of the studies are considered to have conducted experiments in a split-block design whereas 14 % of the studies showed this type of experimental design (Table 4) .
Regression and correlation analyses were used in 36.5 and 17.5 % of the studies assessed, respectively (Table 4) . Among the studies that conducted regression analysis, 11.5 % did not test the overall significance of the regression or the significance of the regression parameters, 14.5 % showed significance only in the R 2 (as an indication of overall significance of regression), and 10.5 % showed the significance of each parameter of the equation (Table 4) . None of the articles described the observance of non-significance of the regression residuals (lack of fit of the regression) as a criterion for selection of the regression models, and most of the articles tested only the fit to the linear or quadratic models. No ANOVA results were presented 80.5
Criteria for decomposition of interaction in factorial designs
There was no mention of any criterion because the structure was ignored 7.5
There was no mention of any criterion but always decomposed 20.5
There was no mention of any criterion but not always decomposed There was no regression analysis 63.5
There was, and each regression parameter was tested 10.5
There was, and the significance of the regression was indicated only in R 2 14.5
There was, but the significance of the regression parameters was not tested 11.5
There was correlation analysis between variables 17.5
Classification of the use of MCT 
DISCUSSION
Characteristics of the experiments
Many field experiments conducted using the RCB are related to the greater heterogeneity of this experimental environment, mainly connected with ground slope, which usually causes differences in soil fertility, moisture, and mineral composition, among other factors. This situation was also reported by Lúcio et al. (2003) in their assessment of the studies in crop science in the Ciência Rural journal. Researchers, however, need to know the direction of one or more sources of variation in the experimental environment to ensure that the local control principle is adopted correctly (variability from the moisture gradients, fertility, mineral composition, and historical uses). With knowledge of the effects to be controlled, a theoretical assessment is still feasible regarding the possibility of an interaction between the blocks and treatments, situation that would forbid the installation of the experiment in that place. Therefore, it is interesting that authors report what is being controlled (commonly the slope) when using RCB, and that they do not opt for its use simply because the experiment was done under field conditions. Nevertheless, it is important to consider that, in some cases, the option for the RCB experiments in the field, even on flat landscapes, may be justified by operational issues. In such cases, planting, crop, and other activities may be performed by different workers for each block or on different days for each block.
A significant number of the studies assessed were based on studies by sampling. This type of study has generated conflicting opinions between editors and reviewers in scientific journals on soil, because, despite replications being observed within each area or sampled area, these areas are not repeated, and are considered pseudo-replications Lira Júnior et al., 2012) . However, there is no consensus on the term to be used to define such study types.
Although this issue is treated as a pseudo-replication problem only (Hurlbert, 1984) , the basic principle of randomization between treatments is not respected. This failure becomes critical as there is no independence between the replications of each treatment and no prior guarantee of homogeneity among the areas where the treatments are applied. Thus, in light of these limitations, these studies clearly cannot be considered as experiments. According to Ferreira et al. (2012) , the reviewer in these situations should check only if the presuppositions of normality and homoscedasticity are satisfied and, if not, recommend nonparametric statistical analysis methods. Also, according to Ferreira et al. (2012) and Lira , such articles should not be rejected based only on this fact, although this is not consensus among reviewers. In the field of ecology, this type of study is very common, representing about 27 % of the studies conducted under field conditions (Hurlbert, 1984) . It is important, however, that a correct description of the research strategy be presented in these cases, clearly indicating that it is a study by sampling. This study type does not, in principle, present an experimental design, which does not prohibit them from being analyzed with parametric statistical procedures, such as analysis of variance, means testing, regression, etc., as long as they satisfy the requirements for such (normality, homoscedasticity, etc.). These parametric statistical procedures are also used in studies in social and ecological areas where the basic principles of experimentation also cannot be fulfilled (Hurlbert, 1984; Marôco, 2011) .
It is also important to consider that, based on the present data, most of the long-term studies conducted (three years or more) are studies by sampling. Thus, understanding the limitations of the conclusions drawn in these articles, which are restricted to specific study conditions, they may be considered as case studies. A certain number of case studies which point to the same fact may ultimately allow more generalized conclusions to be drawn on a specific topic, as is the case in medical sciences (An and Cuoghi, 2004) . According to the frequency of studies by sampling in soil use and soil management areas, there is a tendency to accept these studies in cases restricted to situations with clear technical or economic unfeasibility in performing classical experiments.
Long-term studies enable researchers to better assess the effects of treatments on response to important variables in the study and to other complementary variables, which can be useful in evaluating unexpected effects. The high frequency of short-time studies (<12 months), however, suggests that soil researchers may be giving less importance to long-term experiments. This is probably related to the higher cost involved in such studies, and also to pressure experienced by most Brazilian researchers to increase their number of publications. The predominance of small experiments (<12 treatments) may be related to time and cost reductions. Among the articles studied, only nine mention the use of more than eight replications. However, it could also be attributed to a common understanding of better quality that these experiments permit when compared to the large experiments, especially with regard to better standardization of experimental conditions and better standardization of the activities of conducting and evaluating (Vieira, 2006) .
The vast majority (72 %) included tests with up to four replications. Zimmermann (2004) argues that, in most cases, the number of replications is selected based on financial resources, the time required for the evaluations, the area available, or availability of workers. The number of replications of an experiment is extremely important because experimental errors tend to be inversely proportional to the number of replications. This relationship, however, is not linear, because the experimental error decreased increasingly smaller for each increase in the number of replications. When the researcher is required to reduce the variability of a response variable but not increase the number of replications to a great extent, one option is to make the measurements and analytical determinations with replicates of each true replication, a strategy still underused as observed in this study.
The appropriate number of replications must allow at least 15 degrees of freedom (DF) of residuals (Alvarez V and Alvarez, 2013) . According to Pimentel-Gomes (1987) , however, the minimal number was only 10. There is no theoretical basis for that number, only the understanding that the sensitivity of statistical tests is linked to the DF of residuals. The higher the DF of residuals, the lower the residual mean square (estimate of experimental error) tends to be, and the higher the power of the statistical tests applied. Thus, when conclusions are based on "similarity" among the treatments, it is very important that the DF of residuals be high, to enable sensitivity to the statistical tests, which results in a lower possible rate of type II error. However, according to Pimentel-Gomes (2009) and Dutcosky (2013) , when conclusions are based on the differences among the treatments, this requirement is not necessarily important. When the statistical tests do not indicate differences, with high DF of residuals, the inference that the treatments do not differ will be acceptable. On the other hand, when large differences are expected among the treatments, a low DF of residuals may permit sufficient sensitivity of the statistical tests. Therefore, an experiment can be planned in accordance with technical and financial limitations with the DF of residuals less than 15 and it will still be valid from the viewpoint of its conclusions long as they are based on "differences" and not on "similarities".
The extensive use of factorial design experiments in soil science (Table 2 ) must be related to the need to understand the interactions among the different factors involved in the responses to the treatments in the complex soil environment. Moreover, the structuring treatment makes it easier to discover patterns in the phenomena, evidenced by a lack of interaction between the factors studied. However, the inclusion of several factors makes the procedures of statistical analysis difficult, as well as the overview of the treatment effects and interactions among the factors; and so it is recommended not to include more than three factors in an experiment (Vieira, 2006) . This recommendation appears to be followed in the articles evaluated in this study.
Statistical procedures used and the quality of selection and use of these procedures
Most of the articles reviewed did not present ANOVA results, which could reduce the reliability of statistical inferences (Table 4) . Thus, some journals have required ANOVA
Rev Bras Cienc Solo 2016;40:e0150246 results, especially the DF of residuals, calculated F value, or the p value, in order to increase the credibility of the statistical analysis (Volpato, 2010) . These methods, however, do not ensure credibility, especially when restricted to the simple, and increasingly common, notation type "(F 4, 22 = 0.021)", which indicates the p value for F corresponding to the DF of treatments and DF of residuals. It is easy to see how this notation is unsatisfactory in factorial design experiments, for example. More important than this notation is to simply and accurately present information about the structure, experimental design, number of replications, and some estimate of experimental error (such as the coefficient of variation or the residual mean square). As a result, reviewers and readers may check the statistical differences indicated.
A significant number of studies in animal sciences comparing the marginal means of a factorial experiment without mentioning the possible interactions among the factors (Cardellino and Siewerdt, 1992 ). This situation clearly shows the importance of presenting ANOVA results. According to Bertoldo et al. (2008b) , in post evaluation of 226 scientific papers published in plant science in the Ciência Rural journal, most of the errors occurring in analysis of experiments in factorial designs were related to studies in which the authors did not consider interactions among the factors, testing only the marginal means. These results are only valid if the interactions are not significant because, otherwise, it becomes necessary to work within the levels of each factor (decomposition of interaction).
The significance of the interaction gives valuable information because it enables and validates generalizations regarding the effect of factors under study (Perecin and Cargnelutti Filho, 2008) . Such generalizations are especially useful in understanding the phenomena and are "general standards", as opposed to the concept of always looking for decomposed interaction, which makes perception of these standards difficult. Generalizations are obtained from comparisons among the marginal means. However, it is easy to understand that, in some situations, even without significant interaction at 5 %, the decomposed interaction demonstrates the differential effects of levels of factor B for each level of factor A, or vice versa. In order to avoid this problem, the criterion for considering the significance of the interaction (commonly p<0.05) can be moved to a higher value, such as 0.25, as suggested by Perecin and Cargnelutti Filho (2008) . By adopting this criterion, the decomposition of interaction will be suspended only in situations where there is a great deal of evidence for the lack of interaction, increasing the reliability of the generalizations.
The high proportion of papers that do not mention verification of the presuppositions of normality and homocedasticity is alarming because erroneous conclusions may be accepted if these conditions are not met. Often, the independence and additivity conditions are already assumed when the basic principles of experimentation are respected, which becomes critical in studies by sampling. However, there is a consensus that parametric tests are valid only when the data meet the basic presuppositions of independence of errors, additivity of effects accepted in the model, normality and homoscedasticity. In fact, when these presuppositions are not fulfilled, further tests may produce results different from those that would have been generated had the data been transformed earlier to meet such presuppositions or if the data had been subjected to non-parametric tests. According to Lucena et al. (2013) , in an evaluation of studies in dentistry, the use of nonparametric tests for data, in which residues did not follow the normal distribution but had been analyzed in the studies as normal, altered the conclusions in the articles in 19 % of the cases.
A possible explanation for the high number of papers that did not verify the presuppositions is that the statistical software tools do not test these presuppositions automatically when performing ANOVA (Vieira, 2006) . It is also important to consider that there are differences among the tests used to evaluate these presuppositions (Jarque and Bera, 1987; Lim and Loh, 1996; Santos and Ferreira, 2003) . These differences, including differences in power, robustness and adequacy of the experimental design adopted, may result in some degree of subjectivity in selection of these tests. In this context of lingering uncertainties, graphical tools for analysis of presuppositions can be useful and enable correct decisions despite the most probable levels of subjectivity.
Failure to check that ANOVA presuppositions are met may also be linked to the frequency with which outliers make it difficult for fitting the data to these conditions. The presence of outliers was not described or tested in any of the studies assessed, indicating a clear trend of omission of such information. According to Barnett and Lewis (1996) , lack of criteria for detection of outliers is relatively frequent, which may lead to a biased selection of outliers.
Although there are various tests for detection of outliers, the common recommendation is that an outlier should be deleted only when there is a known reason to do so, that is, if the cause of discrepancy can be confirmed (Vieira, 2006; Pimentel-Gomes, 2009 ). There are situations, however, where such a check is impracticable, and the use of an impartial and rigorous statistical test is a very useful, yet unexplored, tool. Notable tests for outliers are the Cook distance (most appropriate for paired data in correlation analysis), Grubbs test, Dixon test, and the Chauvenet criterion and derivations of this criterion, which highlight the ESD (generalized Extreme Studentized Deviate) criterion (Rosner, 1983) .
The Chauvenet criterion, one of the first criteria developed for this purpose, sometimes referred to as "criterion of maximum standardized standard deviation" (Vieira, 2006) , is a simple criterion with good qualities when applied, considering the standard deviation calculated with the residual mean square and not with the residue for each treatment. Its derivations, however, revised the tabulated critical values, making this a more rigorous test and enabling detection of more than one outlier in one group (Rosner, 1983) . This procedure (termed "generalized ESD"), although quite rigorous, is considered one of the best procedures for this purpose by Walfish (2006) and Manoj and Senthamarai-Kannan (2013) and can be used even in analyzing deviations from the adjusted regression models (Paul and Fung, 1991) .
Finally, it is also possible that tests for detection of outliers are underused due to the unavailability of these tests in the most popular statistical software or because of the exclusion of the outliers results in unbalanced data. Unbalanced data produce several complications in statistical analysis, especially in factorial experiments and in RCB (Wechsler, 1998) . Statistical software packages like SISVAR and ASSISTAT do not analyze unbalanced data in their routine procedures (Ferreira, 2008) , which may induce erroneous replacement of lost data for average values.
A significant number of the papers assessed cited the software used without, however, correctly describing the procedures performed. It is important to emphasize that the statistical tests used need to be mentioned and not the tools used to perform them (Volpato, 2010) . In addition, the frequent choice for SISVAR, SAEG, or ASSISTAT can be an indication of the unfriendly interface of the famous SAS and R. Most statistical applications provide an extensive list of useful procedures for many different scientific fields. This provides an overload of options and commands, which contributes to a more complex and less intuitive interface. With this array of options, specific procedures applicable to few areas blend into the general procedures and hinder access to the most common classical procedures of experimental statistics (such as normality tests, homoscedasticity, analysis of variance, multiple comparison tests, contrast and regression analysis). Additionally, procedures are often presented in language barely accessible to users from non-statistical fields (such as "PROC GLM" in SAS) and so may result in a complex interface that cannot be deduced by graduate students (Volpato, 2010) . In this regard, knowledge of the experimental characteristics of papers on soil science may be useful in development of simpler applications considering domain specific knowledge, contributing to a friendlier interface and a more accessible statistical language for users.
The extensive use of the Tukey test confirms the results presented by Santos et al. (1998) , Bezerra Neto et al. (2002) and Lúcio et al. (2003) . This is a rigorous test, but with less power (sensitivity) than the other MCT (Vieira, 2006) . In most situations, greater rigor is not advantageous because the more conservative a test is, the lower will be its sensitivity and ability to detect differences, resulting in the type II error. In fact, employing an MCT due to its popularity and not because of its ability to adapt to the kind of hypothesis to be tested can cause simplistic or incomplete analyses, thereby leading to the loss of relevant information.
The use of Duncan and Fisher's LSD tests was responsible for most cases in which the MCT was classified as inappropriate. These tests do not have minimal control over the real type I error (experiment wise) as shown by Carmer and Swanson (1973) , Perecin and Barbosa (1988) , and Sousa et al. (2012) and should be in disuse (Pimentel-Gomes, 2009 ).
The Student-Newman-Keuls test (SNK), although criticized by Einot and Gabriel (1975) for its greater complexity, balances high power with good control of the real type I error (Carmer and Swanson, 1973; Perecin and Barbosa, 1988; Borges and Ferreira, 2003) . For these reasons, its use should be encouraged (Perecin and Barbosa, 1988) , as has already occurred in other fields of science (Curran-Everett, 2000) . The popularity of the Scott-Knott grouping test (Table 3 ) may be linked to its robustness and lack of ambiguity in the results it generates, which greatly facilitates interpretation of the results (Borges and Ferreira, 2003) . Furthermore, this test has higher power than Tukey and SNK when a large number of treatments are to be compared (Silva et al., 1999) . However, few studies on this test in the literature and high type I error rates in the partial nullity condition, observed by Borges and Ferreira (2003) , still leave doubt in regard to its features.
A higher power of any MCT and with good real type I error control is achieved through the use of orthogonal contrasts, tested by the F test or t test (Gill, 1973) . These tests can be especially useful in incomplete factorial designs or when comparisons of interest are few or involve more than two means (Baker, 1980; Alvarez V and Alvarez, 2006) . Their limitations, however, involve a limited number of orthogonal comparisons among means and difficulty in manually performing the calculations because most of the software tools do not offer support to test them. In addition to these limitations, there is greater difficulty in interpreting the results, which is intensified by the lower popularity of this procedure.
A few studies classified as inappropriate correspond to quantitative factors of four or more levels to which an MCT was applied when regression analysis would have been more appropriate to compare means. These results contrasted with those presented by Cardellino and Siewerdt (1992) , Santos et al. (1998 ), Bezerra Neto et al. (2002 ), and Bertoldo et al. (2008b , in which this situation was reported as being very common. This divergence suggests an observed improvement in the use of MCTs in experiments related to quantitative treatments. This improvement can be attributed to the support given by these and other studies on the same subject to the discussion on the use of statistical procedures in agricultural experimentation. In this respect, the importance of these studies is evident not only for agricultural sciences but for other scientific fields as well, as it can contribute to improvement in the quality of selection of statistical procedures used in analysis of experiments.
A significant number (10 %) of studies, in presenting experimental techniques, described an experiment devoid of structure, although, in the results, data were compared as if they had factorial structure. In this situation, the reader is surprised to find in the results section that it is a factorial design. This outcome may be linked to the difficulty in fully understanding the factors involved in the study (uni-or multifactorial) or even the purpose of the study because the structure is designed based on the objectives proposed.
If, on the one hand, there were experiments without structure being analyzed as factorial in the results, on the other hand, there were studies that showed factorial structure but a significant percentage (7.5 %) of them ignored this structure. In these cases, the MCTs lose sensitivity since the DFs of the treatments stop being decomposed by each factor level under study. In the studies whose treatments have factorial structure, we also found evidence with little careful observation of the interaction among the factors studied, given that over 30 % of these studies decomposed the interaction without even a presentation or mention of the significance of the interaction. This situation also reveals the importance of presenting certain ANOVA results, as discussed earlier.
The differences between the nominal and real experimental designs mostly occurred in situations in which the experiment was in a split-block design, but considered by the authors as a simple factorial or as a split-plot factorial. According to various statistical manuals, factors under study such as soil layers, time, or successive years of appraisal can be analyzed as a split-plot (Cochran and Cox, 1957; Steel et al., 1997; Banzatto and Kronka, 2008; Dias and Barros, 2009; Barbin, 2013) , which are exemplified as split-plot in time and split-plot in space. Other authors, however, emphasize that the existence of restrictions on randomization of the treatments in the subplot implies the need for analysis as split-blocks (Pimentel-Gomes, 2009; Alvarez V and Alvarez, 2013) . Therefore, the inconsistencies shown in table 4 on how to analyze such experimental situations can be linked to disagreements on the subject published in the main statistical manuals.
Two common situations in soil science are notable in this regard: factors whose levels involve hours, years, or successive appraisal cycles of production; and factors whose levels involve layers, depths, or soil sampling positions (row and inter-row or near and far, for example). According to Vivaldi (1999) and Alvarez V and Alvarez (2013) , in both situations, the levels cannot be perfectly randomized to the subplots, as the first year or cycle was always preceded by the second, the second by the third, and so on. In the case of the layers evaluated by soil sampling, the situation would be quite similar, with the surface layer clearly always arranged above the subsurface layers. Furthermore, the presupposition of the independence of the errors between the levels must be ignored in these cases, because successive times and the successive layers are strongly correlated, and often evaluated in the same experimental units (Vieira, 2006) . The independence problem thus becomes even more severe when no independent experimental units are presented for the different times or different layers evaluated. Vivaldi (1999) and Alvarez V and Alvarez (2013) , however, make no reference to the rare situations in which the data are collected over time or space in independent experimental units.
The split-plot design is only suited to repeated measures on the same experimental unit over time or space where the conditions for non-sphericity are satisfied (Vivaldi, 1999) . Otherwise, multivariate techniques, less sensitive and more complex than the univariate, need to be used (Vivaldi, 1999) . Therefore, the simplest solution in these cases is exclusion of treatments of this nature in experiments, considering the successive times and the different soil layers as different response variables and not as levels of a factor under study. Comparisons among them must be restricted to descriptive statistics.
In situations where growth rate or maximum or minimum points need to be compared, which would justify inclusion of the time factor as treatments, these rates or points could simply be obtained for each replication (over time) and compared as a new variable response (Vivaldi, 1999) . In a few cases, however, depending on the objectives of the researcher, these levels may not be removed from the structure of the treatment. In such cases, a better option than using a split-plot would be, according to Alvarez V and Alvarez (2013) , an analysis by split-block. In a split-block analysis, the sensitivity of comparisons among the main treatments is reduced to levels similar to those that would be present if the variables were treated as different response variables.
Regression analysis presented in the articles reviewed reveals the lack of a standard representation of the significance of equations, with little consensus regarding how and what needs to be tested for fitting appropriate models. Regression analysis is used for several purposes; however, in experimental statistics, it involves not only a check on which mathematical models are appropriate for the data but also includes an assessment of the explanatory quality of this fit (theoretical sense), the significance of the fitted model, and the insignificance of the fraction unexplained by regression (regardless of the regression term or residual of regression or lack of fit of regression analysis) (Alvarez V and Alvarez, 2003) .
Renowned experimental statistics handbooks do not mention the need to test and indicate the significance of each parameter of the equation by the t test (Pimentel-Gomes, 1987; Zimmermann, 2004; Banzatto and Kronka, 2008; Pimentel-Gomes, 2009; Barbin, 2013) . Other authors, however, support this procedure (Nunes, 1998; Alvarez V and Alvarez, 2003) . It is important to remember that the first degree term of a polynomial equation of the second degree, for example, although it has significance only above 5 %, should not be excluded from the model (Pimentel-Gomes, 1987) . Alvarez V and Alvarez (2003) also support this recommendation, although these authors argue that the significance of this lower degree term should also be indicated, even when it is above 5 %. This creates uncertainties regarding the real need to indicate the significance of each regression parameter because the mere indication of the significance of the model as a whole and the verification of the non-significance of the lack of fit (tested by the F test in the ANOVA regression) resulted in the same decision regarding model selection.
In general, the smaller the number of parameters is, the better the balance between the simplicity and quality of the fitted model (most parsimonious model). Rarely does an explainable behavior, isolated by experimental conditions, require complex mathematical models involving more than two dependent parameters. Nevertheless, it is also important to remember that often polynomial models are not adequate for natural phenomena (Pimentel-Gomes, 2009 ). Evaluation of the fitted regression models assessed in the papers revealed that several non-linear or non-quadratic phenomena were being ignored. Exponential, Mitscherlich, sigmoidal, and other models, which are relatively simple patterns involving mathematical models with only two parameters (Pimentel-Gomes and Conagin, 1991) , are underutilized. The difficulty in performing a regression ANOVA with these models in most software may be contributing to this situation.
The studies reflect poor generalization and, in some situations, errors in both experimental planning and the choice of procedures for statistical analysis. In part, this situation is related to the lack of consensus on the use of certain procedures. In some cases, however, extremely useful statistical procedures have been poorly utilized, whereas in other cases the most popular applications do not offer certain procedures or offer them in a complex and unintuitive interface. In addition to the statistical procedures discussed in this study, several others also require further discussion, such as the issue of dispersion measures to be presented, the use of non-continuous variables responses, criteria for transforming data, nonlinear regression models, and the adequacy of the various tests for normality and homoscedasticity, among others.
CONCLUSIONS
Scientific papers in soil science involve a wide frequency of studies by sampling, and also typically small and short duration experiments.
The statistical procedures that most often compromise the quality of papers in soil science are linked to the practice of not checking the presuppositions for ANOVA, omission of ANOVA results in factorial experiments, selection of regression models and presentation of their significance, incorrect description of the experimental design of studies by sampling, and misuse of experiments in split-plot.
