Abstract-End users equipped with storage may exploit time variations in electricity prices to earn profit by doing energy arbitrage, i.e., buying energy when it is cheap and selling it when it is expensive. We propose an algorithm to find an optimal solution of the energy arbitrage problem under given time varying electricity prices. Our algorithm is based on discretization of optimal Lagrange multipliers of a convex problem and has a structure in which the optimal control decisions are independent of past or future prices beyond a certain time horizon. The proposed algorithm has a run time complexity of 0 (N 2 ) in the worst case, where N denotes the time horizon. To show the efficacy of the proposed algorithm, we compare its runtime performance with other algorithms used in MATLAB's constrained optimization solvers. Our algorithm is found to be at least ten times faster, and hence has the potential to be used for in real-time. Using the proposed algorithm, we also evaluate the benefits of doing energy arbitrage over an extended period of time for which price signals are available from some ISO's in USA and Europe.
I. INTRODUCTION Dynamic pricing of electricity in wholesale electricity markets has the potential to reduce peak demand [1] . An end user operating under such pricing has to alter its consumption pattern to reduce cost of operation by shifting its peak demand to hours of low price. However, it has been observed that consumption patterns of users do not change significantly with real time electricity price variations and hence consumers end-up paying more in their electricity bill [2] . Installing energy storage by an end user allows them to perform energy arbitrage, i.e., to buy energy when prices are low and sell it when it is expensive. The energy bought can be stored in the battery for later use when the demand arises. Hence, using the battery allows the user to keep the same consumption pattern without increasing their electricity bills under time-varying electricity prices [3] . Additionally, if the user is equipped with a renewable generation unit, then a battery also allows the user to reduce energy uncertainty by storing excess generations.
The real time optimal storage arbitrage requires an optimal control algorithm and accurate information about present and future states. Collectively these two requirements affect the end user arbitrage gains. In the present work we focus on the development of optimal energy arbitrage algorithm which allow users to perform energy arbitrage optimally and efficiently 1 under time varying electricity prices. We consider the optimal energy arbitrage problem for an end user as a convex problem and propose a solution based on finding the optimal Lagrange multipliers. The key contributions and insights in the paper are the following:
• Tuning Lagrange multipliers: Exploiting the piecewise linear cost structure of the arbitrage problem we find that the optimal Lagrange multipliers can only take a discrete set of values corresponding to buying and selling prices of electricity. This transforms the continuous optimization problem into a discrete optimization problem. We indicate how to tune the Lagrange multiplier variables to these prices to find their optimal values.
• Complexity: Using the discrete nature of the optimization, we explicitly characterize the worst case running time complexity of the proposed arbitrage algorithm. The worst case run-time complexity is found to be quadratic in the number of instants for which price values are available. Numerical simulations show that our algorithm computes the optimal solution at least ten times faster than standard MATLAB optimization solvers.
• Sub-horizon: From the structure of solution obtained using Lagrangian dual, we observe that to find optimal control decisions in a certain period within the total period it is sufficient to consider prices only within a sub-horizon much smaller than the whole duration. In the proposed algorithm, we show how to calculate these sub-horizons.
• Arbitrage: Using the proposed algorithm, we evaluate the benefits of performing energy arbitrage for an extended duration of operation (e.g. 5 years). We use real price data and also incorporate realistic losses in the battery. The problem of optimal energy arbitrage using storage has been the subject of many recent works e.g., [4] , [5] , [6] , [7] , [3] , [8] , [9] , [10] , [11] . In [4] , the demand and price of electricity are assumed to be correlated and stochastic. However, in this setting the user is not allowed to sell energy to the grid. In [5] , a closed form solution based on stochastic dynamic programming has been found for the arbitrage problem without considering the ramp constraints of the battery. The objective in [6] is to reduce operational cost of the grid, where demands arrive randomly in time. The work closest to the current paper is [7] , where the energy arbitrage problem has been considered for a single battery user incorporating ramp and capacity constraints of the battery. However, in [7] no special property of the cost function other than its convexity is assumed. As a result, characterization of the complexity for the optimal arbitrage algorithm was not possible. In the current paper, we consider a special case where the cost function is piecewise-linear which allows us to discretize the optimal where XI nin = h i 6 mi n and x ylaX= h i6m ax for all i. From (3) it is clear that C s \2rage(Xi) is a piecewise linear, continuous increasing function in Xi for all i . Hence, the objective function for the above probl em is convex. The Lagran gian of probl em (P) is given as 2 '(x , a , ;3) where C~2rage(Xi) is defined as
Hence, minimi zing L~1 C 2 (i) is equivalent to minimizing L~1 C~2rage (Xi ) as C1(i ) is a constant for every i . Therefore, the optimal arbitrage problem is given as are the minimum and the maximum ramp rates (kW).
III . O PTIM AL EN ER GY AR BITRAG E: FRAM EW ORK
The optima l arbitrage~roblem with battery is defined as the minimi zation of L i=1 C 2 (i ) subjected to the battery constraint s. We have We consider the operati on of a single hou sehold user of electricity over a fixed period of time. The user is assumed to be equipped with a renewable generation unit and a battery to store excess generation. It is also conn ected to the electricity grid from where it can buy or to which it can sell energy. Figure 1 shows the block diagram of energy flow for an end user. The obje ctive is to minimi ze the cost or maximi ze the profit of the user's operation over a fixed period of time. Qualit atively, the optimal decisions consist of buying energy from the grid when electricity prices are low and selling energy to the grid when the electricity prices are high. Our objective is to find an efficient algorithm for user to make optimal decisions over a period of varying electricity prices. We assume that the energy consumed or sold by the end user over period of constant price is too small to affect the price of the electricity in the same period. So in our case the end user acts as a price-t aker.
Lagran ge multipli er values and characterize the complexity of the optimal arbitrage algorithm.
In [8] , [9] , [12] , the authors consider application of energy storage for not only energy arbitrage but also for providing ancillary services to the grid. Authors in [13] propo se a determini stic setting of revenue maximi zation using spot market prices of electricity available one day ahead. Authors in [II] investigate control of energy storage in context of data-centers. Their model assumes that the battery is fully efficient. In [11] , [14] , [15] auth ors use Lyapunov optimization to solve the opt imal arbitrage problem.
The rest of the pape r is organized as follows. In Section II we introdu ce the system model. Section III presents a mathematical fram ework and the prop osed algorithm for solving the arbitrage probl em. Sec tion IV presents the numerical results. Sect ion V analyses financial feasibili ty of energy storage performin g arbitrage. Secti on VI concludes the work .
The total dur ation, T, of operation is divided into N steps, where in each step i E {I , ..., N} the price of electricity is assumed to be constant at Pi . The duration of step i is denoted as h i . Hence, T = L~1 h i. The time duration T of the user' s operation is typicall y chosen as one day [13] since the pattern in electricity prices repeats with a period of one day; being high during the day and low dur ing the night. We assume eac h user has a non-elastic demand of d i units of ener gy in time instant i and it generates r ; units of energy through renewabl e sources in the same time instant. We define z; = d i -r i E lit This difference between the dem and and the generation can be satisfied either by buying energy from the grid (at price Hence, the Lagrangian dual of (P) is given by subject to, 
For any pair (x*, fh*) satisfying the above conditions, x* solves the optimal arbitrage problem (P).
The proof of Therorem IlL 1 is provided in Appendix A. We note that the optimality conditions stated in Theorem IlL 1 do not depend on the particular structure of the cost function and are valid as long as Cs\~rage (Xi) is a convex function with respect to Xi for each i. Next, we characterize, for each instant i, the relationship between the optimal decision and the optimal accumulated Lagrange multiplier fh? using the particular nature of the cost function Cs\~rage(Xi). This will be useful in formulating the optimal arbitrage algorithm. (2) 
Remark 1. From condition
and B we say
for all a E A and for all b E B. 
A. Proposed Algorithm
We now propose an algorithm which finds a pair (X*,fh*) that satisfies all the conditions in Theorem IlL 1 and therefore solves (P). The pseudo code of the proposed algorithm is shown as Algorithm 1 below. Note from Theorem I1Ll con- 1For the first sub-horizon K = 1 (that includes the first time instant) the starting guess value of III is taken to be 0 and for every other sub-horizon K> 1, the starting guess value of 11K is taken to be equal to 11K-I' Note that these choices are arbitrary and the algorithm does not depend on these choices.
1, N]
are then found by using the algorithm BackwardStep, shown as in Algorithm 2 below. The proposed algorithm then terminates. The algorithm BackwardStep will be discussed in more detail later.
If condition C1 above is satisfied, then for the chosen value of {LK, the battery capacity limit is violated at the instant ibreak since the set bi"'''k ({L) lies strictly below bmin. The value of {LK is then increased to min {p > {L : P E (Pch(i),Pdis(i); iK -1 < i ::; ibreakn. Otherwise, if C2 or C3 above is satisfied, then {LK is decreased to max {p < {L : P E (Pch (i), Pdis (i); i K -1 < i ::; ibreakn. With the updated value of {L K we again repeat the same process as discussed above to obtain a new value of ibreak. Since ({LK) and b? ({LK) are monotonically non-decreasing functions in {LK, the potential effect of the update of {LK is that ibreak is pushed to a later instant. The update of {LK is repeated so long as ibreak increases (or remains the same) as compared to its old value (stored in imemory). At this point in the algorithm, {LK and ibreak are switched back to their previous values stored in {Lmemory and imemory, respectively. This value of {LK is identified to be the final value of the optimal accumulated Lagrange multiplier in the sub-horizon K. We set i K to be the latest time instant i E
[iK-1+l,ibreak] for which bmin E b?({LK) or bmax E b?({LK).
The value of b?K is chosen to be bmin in the former case and b max in the later case. backward recursion returns a set, then any arbitrary value in the set is chosen to be the optimal battery level. We note here that the optimal solution to (P) need not be unique since its objective function is not strictly convex.
Complexity Analysis: In order to derive the worst case time-complexity of the proposed algorithm, we consider the computation of ({L) for a given value of {L, in a given time step i E {I , 2, ... , N} as the basic operation. Let the length of the «» sub-horizon be denoted by W K, K E {I , 2, ... , M}.
Clearly, in sub-horizon K we may have to update the value of {LK at most 2WK times (for each instant i in the subhorizon two possible values {Pch (i), Pdis (in may be checked) to obtain the optimal Lagrange multiplier value {Lk. For each update of {LK, the optimal decisions ({LK) need to be calculated at most for all instants i in the sub-horizon K. Hence, the total number of basic operations in the forward step is Wk. Finally, for the BackwardStep the value of ({Lk) has to be computed for all i in the sub-horizon K.
Hence, the total number of operations in sub-horizon K is O(Wk). Therefore, the total time-complexity of the algorithm end if 8: end for 9: if BreakFlag = 1 and ibreak 2' : imemory then
10:
BreakFlag +-0; imemory +-ibreak; /-lmemory +-p.« 11: if br(/-lK) --< {bmin} then 12: p.« +-min {p > /-l : P E (Pch(i),pdis(i); iK-1 < i ::; ibreak)} 13: else 14: p.« +-max {p < u : P E (Pch(i),pdis(i); iK-1 < i ::; ibreak)} p.« +-/-lmemory; BreakFlag +-0; ibreak +-imemory 
IV. NUMERICAL EVALUATION
We solve the optimal arbitrage problem using the proposed algorithm decribed in Section III. The performance of the proposed algorithm is compared with Linear Programming (LP) and Matlab's Fmincon based constrained minimization (function evaluations set to 9600), in terms of run time and energy arbitrage gains. However, LP can only be evaluted for lossless battery as the objective function of (P) is linear in the lossless case.
has not violated the constraints for the battery and the results are using proposed algorithm and Matlab's Fmincon are very similar. However, the run time of the proposed algorithm is significantly lower than other methods as shown in Table I . Energy storage will act as energy buffers for future powergrid. However, energy storage being expensive its financially feasibility analysis is essential. We present an approximate methodology to consider the net average capacity of the battery over its entire life. Using this average available capacity, we calculate energy arbitrage gains in a deterministic setting for a I kWh rated capacity battery with I day as optimization horizon. into account the net average battery capacity calculated in section V-A. The discounted returns are significantly lower than the present cost of battery. CAISO, NYISO and ERCOT is relatively more profitable but still lower than the initial inverstment made by end user. For small price variations arbitrage could still be profitable if (Selling Price) > (Buying Price)/(Roundtrip Efficiency), but the revenue generated with per cycle of operation of the battery will be small. It is evident from Table IV, V that the arbitrage gains are lower than the cost of battery, therefore subsides would be required for end user participation. For battery model 3, energy arbitrage using CAISO prices tend to over use the battery, which is evident from the cycles of operation shown in [17] Real Time 1 hour PG&E [18] ToU -CAISO (Average Price) [19] Real Time 5 min PIM (Zone AEP) [19] Real Time 1 hour ERCOT (Zone LZ-Huston) [19] Real Time 1 hour ISONE (Zone .Z.SEMASS) [19] Real Time 1 hour MISO(Zone Michigan Hub) [19] Real Time 1 hour NYISO (Zone N.Y.C.) [19] Real Time 1 hour VI. CONCLUSION We formulate the the optimal arbitrage algorithm for storage operation and propose an efficient algorithm to find an optimal solution. The method transforms a continuous, convex optimization problem into a discrete one by exploiting the piecewise linear structure of the cost function. We show that optimal storage control decisions do not depend on prices modell, 2, 3 listed in Table IV , V and VI. The results take beyond a certain sub-horizon. In the proposed algorithm, we 
A. Net Average Available Capacity of Battery
The average battery capacity available over its entire life to the user will be close to 50 to 70 % of the original storage capacity when the battery is new. Oversizing is a crucial factor jeoparadizing the financial viability of energy storage. We consider following sources of discounting: Discount factors due to maintenance cost and self-discharge will further reduce the net average capacity of the battery.
B. Evaluation
The present battery cost is around $ 350 -500 per kWh. 1) x* is the primal optimal solution, 2) (00*,13*) is the dual optimal solution, and 3) the optimality gap is zero (strong duality). Since the constraints of the primal problem are all linear, weak Slater's constraint qualification conditions (which imply strong duality) follow simply from the feasibility of the primal problem. Clearly, under the assumptions bmin < b max, bmin < b max, b o E [bmin, bmaxJ, 0 E [bmin , bmaxJ a feasible solution exists (Xi = 0 for all i = 1,2, ... , N is feasible). Furthermore, since the primal objective function is continuous and the constraints define a convex compact set, its minimum must be finite and achieved at the some x* in the feasibility region.
According to the strong duality theorem, the above facts imply that the dual problem must be maximized at some (00*,13*) and the duality gap must be zero.
From the above reasoning it also follows that (x*, 00*, 13* ) must be the saddle point satisfying the KKT conditions. Hence, using RHS inequality of the Saddle Point conditions, 
