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Résumé
L’objectif de cette thèse est de réussir à utiliser des décompositions de graphes afin
de résoudre des problèmes algorithmiques sur les graphes.
Notre objet d’étude principal est la classe des graphes de Berge apprivoisés. Les
graphes de Berge sont les graphes ne possédant ni cycle de longueur impaire supérieur
à 4 ni complémentaire de cycle de longueur impaire supérieure à 4. Dans les années
60, Claude Berge a conjecturé que les graphes de Berge étaient des graphes parfaits,
c’est-à-dire que la taille de la plus grande clique est exactement le nombre minimum
de couleurs nécessaires à une coloration propre et ce pour tout sous-graphe. En 2002,
Chudnovsky, Robertson, Seymour et Thomas ont démontré cette conjecture en utilisant
un théorème de structure : les graphes de Berge sont basiques ou admettent une décom-
position. Ce résultat est très utile pour faire des preuves par induction. Cependant, une
des décompositions du théorème, la skew-partition équilibrée, est très difficile à utili-
ser algorithmiquement. Nous nous focalisons donc sur les graphes de Berge apprivoisés,
c’est-à-dire les graphes de Berge sans skew-partition équilibrée. Pour pouvoir faire des
inductions, nous devons adapter le théorème de structure de Chudnovsky et al. à notre
classe. Nous prouvons un résultat plus fort : les graphes de Berge apprivoisés sont ba-
siques ou admettent une décomposition telle qu’un côté de la décomposition soit toujours
basique. Nous avons de plus un algorithme calculant cette décomposition. Nous utilisons
ensuite notre théorème pour montrer que les graphes de Berge apprivoisés admettent la
propriété du grand biparti, de la clique-stable séparation et qu’il existe un algorithme
polynomial permettant de calculer le stable maximum.
Abstract
The goal of this thesis is to use graph’s decompositions to solve algorithmic problems
on graphs.
We will study the class of tamed Berge graphs. A Berge graph is a graph without
cycle of odd length at least 4 nor complement of cycle of odd length at least 4. In
the 60’s, Claude Berge conjectured that Berge graphs are perfect graphs. The size of
the biggest clique is exactly the number of colors required to color the graph. In 2002,
Chudnovsky, Robertson, Seymour et Thomas proved this conjecture using a theorem of
decomposition: Berge graphs are either basic or have a decomposition. This is a useful
result to do proof by induction. Unfortunately, one of the decomposition, the skew-
partition, is really hard to use. We are focusing here on tamed Berge graphs, i.e Berge
graph without balanced skew- partition. To be able to do induction, we must first adapt
the Chudnovsky et al’s theorem of structure to our class. We prove a stronger result:
tamed Berge graphs are basic or have a decomposition such that one side is always basic.
We also have an algorithm to compute this decomposition. We then use our theorem
to prove that tamed Berge graphs have the big-bipartite property, the clique-stable set
separation property and there exists a polytime algorithm to compute the maximum
stable set.
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Chapitre 1
Introduction
Les graphes permettent de modéliser de nombreux problèmes. Par exemple,
affecter un nombre minimal de salles permettant de faire cours sans que deux cours
n’aient lieu dans la même salle au même moment est un problème de coloration
du graphe d’intervalles représentant les cours.
Certains de ces problèmes sont “faciles”, c’est-à-dire qu’il existe un algorithme
en temps d’exécution polynomial pour les résoudre, d’autres sont difficiles (NP-
complet) c’est-à-dire que si l’on trouve un algorithme efficace pour les résoudre, on
résout par la même occasion tous les problèmes NP (ceux pour lesquels si l’on nous
donne une solution il est facile de la vérifier, en particulier tous les problèmes de
chiffrement). Cependant même si un problème est difficile sur les graphes généraux,
il est possible que sur certaines classes de graphes il soit facile. Le problème du
stable maximum est en général difficile, mais dans le cas des graphes bipartis (les
graphes sans cycle de longueur impaire ou de manière équivalente, les graphes
pouvant se partitionner en deux ensembles de sommets V1 et V2, tels que les seules
arêtes soient entre V1 et V2, c’est-à-dire qu’il n’y ait aucune arête dans V1 ni
dans V2) il devient facile. Notons bien que l’adjectif facile veut seulement dire ici
qu’il existe un algorithme polynomial (donc dans un certain sens efficace) pour
le résoudre et pas que cet algorithme est “facile” à trouver. Par exemple, pour
résoudre le problème du stable maximum dans les graphes bipartis, il faut utiliser
le théorème de Kőnig assurant l’égalité entre deux paramètres de graphe et un
algorithme de couplage qui est maintenant classique.
Il est donc intéressant d’étudier des classes de graphes. D’un point de vue
théorique afin de comprendre ce qui fait la difficulté d’un problème, mais également
d’un point de vue pratique. En effet en modélisant un problème il est tout à
fait possible que le graphe obtenu ait des propriétés spécifiques et qu’il soit alors
1
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Figure 1.1 – Exemple de coloration
possible d’avoir des algorithmes efficaces. De nombreuses restrictions peuvent être
obtenues, par exemple un graphe peut être obtenu à partir d’une carte routière
et donc être représenté sans que ses arêtes ne se croisent (il est alors planaire). Il
peut être obtenu à partir d’intersections d’intervalles de R (c’est alors un graphe
d’intervalles) ou de contraintes entre deux types d’objets. Nous nous intéressons
particulièrement aux classes de graphes définies par sous-graphes induits interdits,
c’est-à-dire qu’en supprimant des sommets, on est assuré de ne pas pouvoir obtenir
certains sous-graphes. De manière équivalente cela veut dire que quel que soit le
sommet que l’on supprime, le graphe reste dans notre classe, ce qui permet par
exemple de faire des inductions. Les graphes bipartis sont un exemple de classe de
graphe définie par sous-graphes induits interdits (les cycles de longueur impaire).
La question générale est celle de l’influence des propriétés locales (on interdit
localement une configuration) sur les propriétés globales : comment peut-on trouver
un ensemble de taille maximum de sommets tous deux à deux non-adjacents,
comment peut-on colorier le graphe avec seulement k couleurs ?
Le problème de coloration est le suivant : étant donné un graphe G, nous vou-
lons donner à chacun de ses sommets une couleur (classiquement on identifie les
couleurs à des entiers), telle que deux sommets adjacents n’aient pas la même
couleur. Une solution triviale est de donner à chaque sommet une couleur diffé-
rente, mais nous cherchons à minimiser le nombre de couleurs différentes utilisées.
Pour un graphe G on appelle nombre chromatique que l’on note χ(G) le nombre
minimum de couleurs nécessaire pour colorier G.
Une question naturelle à propos du problème de coloration, et c’est celle qui
2
va motiver l’introduction de notre classe de graphes, est la suivante : pourquoi un
graphe G peut-il être colorié avec c couleurs mais pas avec c − 1 ? Il est facile de
trouver des conditions nécessaires. Par exemple, si un graphe contient une arête,
c’est-à-dire deux sommets adjacents, il ne peut pas être colorié avec moins de 2
couleurs. Plus généralement s’il contient une clique de taille k (un ensemble de
sommets tous deux à deux adjacents) alors il ne pourra pas être colorié avec stric-
tement moins de k couleurs. Pour un graphe G on note ω(G) la taille de sa plus
grande clique. Ce que nous venons de voir peut se traduire avec nos notations :
Pour tout graphe G, χ(G) ≥ ω(G). Cependant la présence de clique n’est pas la
seule obstruction. Par exemple, il n’y a pas de clique de taille strictement supé-
rieure à deux dans un cycle sans corde sur 5 sommets, pourtant il est impossible
de le colorier avec strictement moins de 3 couleurs. Plus généralement, il existe de
nombreuses constructions qui pour tout entier k fournissent un graphe Gk n’ayant
pas de triangle (de clique de taille plus que 3), mais qui n’est pas coloriable avec
moins de k couleurs. Dans ce contexte, il est intéressant de regarder comment sont
construits les graphes pour lesquels avoir une clique de taille k est la seule raison
de ne pas être k coloriable. Il y a une petite subtilité technique, avec seulement
cette propriété n’importe quel graphe est, si on lui ajoute une clique suffisamment
grande, dans la classe. Pour éviter ce problème et comprendre vraiment les struc-
tures de nos graphes, Claude Berge a proposé dans les années 1960 de demander
que tous les sous-graphes induits soient également dans la classe. C’est ainsi que
sont définis les graphes parfaits : un graphe G est parfait si et seulement si pour
tout sous-graphe induit H de G, alors la taille de la plus grande clique de H est
égale au nombre de couleurs minimum permettant de colorier le graphe H. Soit
avec nos notations un graphe G est parfait si et seulement si pour tout sous-graphe
induit H de G, χ(H) = ω(H).
Une autre notion importante est celle du stable. Un stable dans un graphe est
un ensemble de sommets sans aucune arête entre eux. Pour tout graphe G on note
α(G) la taille d’un stable maximum de G. Une opération classique sur un graphe
G est de prendre son complémentaire G définit comme suit : les sommets de G
sont les même que ceux de G et deux sommets de G sont adjacents si et seulement
s’ils ne sont pas adjacents dans G. On peut alors voir qu’un stable dans G devient
une clique dans G et inversement. On a alors avec nos notations α(G) = ω(G).
D’un point de vue algorithmique, il est intéressant de noter que trouver un
algorithme de coloration dans les graphes parfaits se ramène à un algorithme de
calcul de stable et de clique maximum pondérés (on met des poids sur les sommets
et on cherche un stable ou une clique de poids maximum). C’est pourquoi cette
3
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thèse contient un chapitre sur le calcul du stable mais pas sur un algorithme
de coloration. Ce résultat classique est difficile à extraire des travaux originaux de
Gröstchel, Lovász, Schrijver mais est exposé plus clairement dans plusieurs travaux
ultérieurs [33, 36]. Afin que le problème de coloration soit également traité dans
cette thèse, le voici avec sa démonstration.
Théorème 1.1 (Gröstchel, Lovász, Schrijver, 1988). Pour toute classe C au-
tocomplémentaire de graphes parfaits, s’il existe un algorithme de complexité
O(nk) pour calculer un stable maximum pondéré d’un graphe de C, alors il
existe un algorithme de complexité O(nk+2) pour colorier les graphes de C.
Démonstration. Commençons par donner un algorithme qui étant donné un graphe
G de C et une liste de cliques maximums de G K1, . . . , Kt avec t < |V (G)| calcule
en temps O(nk) un stable de G intersectant toutes ces cliques.
Donnons à chaque sommets le poids yv = |{i; v ∈ Ki}|. Ce poids peut être nul.
Calculons alors avec notre algorithme un stable pondéré maximum S. Nous alons
montrer que S intersecte bien toutes les cliques Ki.
Considérons alors le graphe G′ obtenu à partir de G en réplicant yv fois chaque
sommet v. Observons que G′ peut ne pas être dans C mais est un graphe parfait.
En réplicant yv fois chaque sommet v de S nous obtenons S ′ un stable maximum
de G′. Par construction, G′ peut être partitionné en t cliques de taille ω(G) qui
forment un coloriage optimale de G′ car α(G′) = ω(G′) = ω(G). Puisque que le
complémentaire d’un graphe parfait est parfait, G′ est parfait, et donc |S ′| = t.
Donc dans G, S intersecte toutes les cliques Ki.
Nous allons maintenant montrer comment trouver un stable S intersectant
toutes les cliques maximum de G. Ce stable formera une couleur et nous appli-
querons ensuite cette méthode inductivement sur G \ S qui est bien χ(G) − 1
coloriable. Notons que la classe C n’a pas besoin d’être héréditaire, puisqu’on peut
émuler G\S en donnant un poids nul aux sommets de S. Commençons avec t = 0.
À chaque étape nous avons une liste de cliques maximums K1, . . . , Kt et nous cal-
culons un stable S les intersectant toutes avec la méthode décrite précédament. Si
ω(G \ S) < ω(G), alors notre stable intersecte toute les cliques maximums de G.
Dans le cas contraire, calculons une clique maximum Kt+1 de G\S. Ce qui revient
à calculer un stable maximum dans G \ S et qui est possible car notre classe est
autocomplémentaire et en donnant un poids nul aux sommets de S.
Pour prouver notre résultat nous n’avons plus qu’à montrer que t la taille de
notre liste de clique maximum est bornée par |V (G)|.
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Figure 1.2 – Trous et complémentaire de trous (C5 = C5, C7 et C7)
Soit Mt la matrice d’incidence des cliques K1, . . . Kt. C’est-à-dire que les co-
lonnes de Mt correspondent aux sommets de G et que chaque ligne est une clique.
Montrons par induction que les lignes de Mt sont indépendantes. Le cas de base
est trivial. Supposons que les lignes de Mt sont indépendantes et montrons que
celles de Mt+1 le sont.
Soit x le vecteur d’incidence x de S. On a Mtx = 1 mais pas de Mt+1x = 1.
Supposons que les lignes deMt+1 ne soient pas indépendantes. Nous avons, Kt+1 =
λ1K1 + · · ·+λtKt. En multipliant par x nous avons Kt+1x = λ1 + · · ·+λt 6= 1. En
multipliant par le vecteur colonne 1 nous avons alors ω(G) = Kt+11 = λ1ω(G) +
· · ·+ λtω. Donc λ1 + · · ·+ λt = 1, une contradiction. Par conséquent, les matrices
M1,M2, . . . ne peuvent avoir plus de |V (G)| lignes, et notre nombre d’itérations
est bien borné par |V (G)|.
Comme nous l’avons vu, contenir un cycle sans corde de longueur impaire nous
assure de ne pas être parfait. Il est facile de voir que contenir le complémentaire
d’un cycle sans corde de longueur impaire (tous les sommets non-adjacents de-
viennent adjacents et ceux adjacents deviennent non-adjacents, pour tout graphe
G on note G son complémentaire) empêche également un graphe d’être parfait.
On appelle trou un cycle sans corde, et on note Cn le trou de longueur n. On dit
qu’un graphe sans trou, ni complémentaire de trou de longueur impaire supérieure
à 4 est un graphe de Berge. La propriété d’être parfait pour un graphe est une
propriété globale et elle implique la propriété locale d’être de Berge.
Un exemple trivial d’influence de propriété locale ou d’interdiction de struc-
tures locales sur la coloration est celui d’interdire les arêtes. Dans ce cas il est
immédiat que le graphe est coloriable avec une seule couleur. Voyons un exemple
plus intéressant. On note P4 le chemin de 4 sommets, ce graphe a 3 arêtes. Un
5
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graphe G est sans P4 s’il ne contient pas P4 en tant que sous graphe induit.
Théorème 1.2. Les graphes sans P4 sont coloriables optimalement avec l’al-
gorithme suivant : Commençons par attribuer à chaque couleur un entier. Puis
tant qu’il existe un sommet non colorié le colorier avec la plus petite couleur
non utilisée par un de ses voisins.
Démonstration. Notons k le nombre de couleurs utilisées par l’algorithme. Soit i le
plus petit entier, tel qu’il existe une clique composée de k− i+ 1 sommets coloriés
de i à k. Si le graphe ne contient pas d’arête, il est clair que l’algorithme est valide,
sinon cette clique contient au moins 2 sommets. Nous allons montrer que i = 1.
Supposons que ce n’est pas le cas. Par définition de l’algorithme, tout sommet de
la clique a un voisin colorié par i − 1, notons S cet ensemble de sommets. Par
minimalité de i, S ne peut être réduit à un unique sommet. De plus, les sommets
de S ayant la même couleur, ils forment donc un stable (ils sont tous deux à deux
non-adjacents). Il existe deux sommets u et v de S, tels que u a un voisin x dans
la clique qui n’est pas un voisin de v et v a un voisin dans la clique qui n’est pas
un voisin de u. Les sommets u− x− y− v forment un P4, c’est une contradiction.
Il existe donc une clique de taille k. Comme nous l’avons vu précédemment il est
donc impossible de colorier le graphe avec strictement moins de k couleurs. Notre
algorithme est donc optimal.
Cette démonstration classique montre en fait que les graphes sans P4 sont des
graphes parfaits.
Dans les années 1960, Claude Berge a conjecturé qu’un graphe était parfait si
et seulement si il était de Berge. Comme on vient de le voir, le passage du global
(être coloriable avec exactement le même nombre de couleurs que la taille de la
plus grande clique) au local (ne pas contenir de trou ni de complémentaire de
trou de longueur impaire plus grande que 4) est clair. D’après les définitions : les
graphes parfaits sont des graphes de Berge. C’est la réciproque, le passage du local
au global qui est complexe. Cette conjecture a motivé de nombreuses recherches,
utilisant des outils très différents (polyèdre, combinatoire). Finalement c’est grâce à
un théorème de structure qu’en 2002 Chudnovsky, Robertson, Seymour et Thomas
ont pu démontrer cette conjecture.
Théorème 1.3 (Chudnovsky, Robertson, Seymour, Thomas (2002)). Les
graphes de Berge sont parfaits.
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Un théorème de structure est un théorème disant que les graphes d’une classe
sont : ou bien basiques ou bien admettent une décomposition. Par basique, on
entend qu’ils sont dans une sous-classe de graphe suffisamment simple ou étu-
diée pour qu’il soit possible de résoudre notre problème sur cette sous-classe. Par
décomposition, on entend que le graphe est obtenu en recollant de manière bien
définie deux graphes plus petits de la classe. Le sommet d’articulation (un som-
met dont la suppression déconnecte le graphe) est un exemple de décomposition.
Si l’on a deux graphes G1 et G2 on peut en former un troisième G3 plus gros
en identifiant un sommet de G1 avec un sommet de G2, ce sommet devient alors
un sommet d’articulation de G3. Il existe également une version plus forte des
théorèmes de structure : les théorèmes de structure extrême, qui énoncent qu’un
graphe est ou bien basique, ou bien admet une décomposition telle qu’un côté de la
décomposition est basique. Si l’on regarde l’arbre de décomposition d’un théorème
de structure extrême, c’est un peigne (chaque nœud interne de l’arbre a comme
fils une feuille et un nœud).
Les théorèmes de structure sont généralement très utiles pour faire des démons-
trations ou obtenir des algorithmes. Ils permettent de faire des inductions. Si une
propriété est vraie pour les graphes basiques et qu’il est possible en utilisant la
forme de la décomposition d’avoir cette propriété sur la composition de graphes,
alors la propriété est vraie pour la classe de graphes. Certaines décompositions
sont faciles à utiliser, par exemple le sommet d’articulation ou plus généralement
la clique d’articulation (une clique dont la suppression déconnecte le graphe) qui
peuvent, par exemple, être utilisées pour la coloration. D’autres sont très difficiles
à utiliser, par exemple le star-cutset (un sommet dont la suppression et la sup-
pression de certains de ses voisins déconnectent le graphe) et ses généralisations.
En effet, il est possible que le star-cutset soit constitué de la majeure partie du
graphe, dans ce cas toute tentative d’induction nécessitant de conserver le star-
cutset dans chaque partie de la décomposition (c’est ce qui est le cas classique)
conduira nécessairement à un algorithme exponentiel.
Dans cette thèse, nous allons utiliser le théorème de structure des graphes de
Berge afin de démontrer un certain nombre de propriétés et d’algorithmes. Le
théorème de Chudnovsky et al. et dont nous avons déjà parlé est le suivant.
Théorème 1.4 (Chudnovsky, Robertson, Seymour, Thomas (2002)). Les
graphes de Berge sont basiques ou décomposables par skew-partitions équili-
brées, 2-joints ou complémentaire de 2-joints.
Toutes les définitions seront données dans le chapitre 2. Nous ne savons pas
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utiliser les skew-partitions (une décomposition généralisant les star-cutset) dans
les algorithmes, nous nous focalisons donc sur les graphes de Berge sans skew-
partition. Vu que notre classe et que nos problèmes sont auto-complémentaires
notre principale décomposition est donc le 2-joint. Nous essayerons tant que pos-
sible de généraliser nos résultats à d’autres classes décomposables par k-joints.
Dans le chapitre 2, nous donnons toutes les définitions. Nous avons en fait
besoin de généraliser la définition d’arête d’un graphe. Nous aurons alors des arêtes
fortes, des non-arêtes fortes et un nouveau type d’adjacence : les arêtes optionnelles
qui encodent une adjacence floue. Ces graphes généralisés sont appelés trigraphes
et on été introduit par Chudnovsky et al. lors de la preuve du théorème fort des
graphes parfaits. Nous avons donc besoin de redéfinir toutes les notions usuelles
de graphe, ainsi que le théorème de structure des graphes de Berge.
Dans le chapitre 3, nous nous intéressons aux classes pour lesquelles il existe
pour tout graphe de la classe deux ensembles de sommets complets dans le graphe
ou dans son complément de taille linéaire. Il y a des contre-exemples de classes
de graphes de Berge sans ces ensembles, mais lorsqu’on exclut les skew-partition
ces ensembles existent toujours. Il est possible de généraliser cette propriété aux
classes construites par k-joints.
Dans le chapitre 4, nous nous intéressons à la propriété de la clique-stable sépa-
ration, c’est-à-dire à l’existence d’un nombre polynomial de partitions du graphe
en 2 ensembles tels que pour toute clique et tout stable sans intersection, il existe
une partition contenant la clique d’un côté et le stable de l’autre. Ce problème est
ouvert en général sur les graphes de Berge, mais nous pouvons le démontrer dans
le cas où on exclut les skew-partition. Ici encore cette propriété peut-être étendue
aux classes construites par k-joints.
Dans le chapitre 5, nous nous intéressons au calcul en temps polynomial du
stable maximum. Notre algorithme est constructif et donne directement les som-
mets du stable. Dans le cas général des classes héréditaires on peut reconstruire
avec un surcoût linéaire un stable maximum en sachant calculer sa valeur, ce-
pendant notre classe n’est pas héréditaire. Cet algorithme ne se généralise pas aux
classes construites par k-joints, il existe de telles classes où le calcul du stable maxi-
mum est NP-complet. À partir de l’algorithme de calcul du stable on peut déduire
un algorithme qui calcule une coloration optimale avec un surcoût de O(n2).
Dans le chapitre 6, nous montrons qu’en étendant notre ensemble de décompo-
sitions nous pouvons obtenir une version extrême du théorème de structure. Nous
donnons également des algorithmes permettant de calculer une telle décomposi-
tion.
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Chapitre 2
Trigraphes de Berge apprivoisés
Les résultats de ce chapitre ont été obtenus avec Maria Chudnovsky, Nicolas Tro-
tignon et Kristina Vušković, ils font l’objet d’un article [15] soumis à Journal of
Combinatorial Theory, Series B.
Nous introduisons dans ce chapitre une généralisation des graphes, les tri-
graphes. Il semble que cette notion de trigraphe, inventée par Chudnovsky, soit
en train de devenir un outil très utile en théorie structurelle des graphes. Les
trigraphes ont entre autre été utilisés pour éliminer la paire homogène (deux en-
sembles A et B de sommets se comportant comme deux sommets vis à vis du reste
du graphe i.e tels que le reste du graphe se décompose en quatre ensembles : les
sommets complétement adjacents aux sommets de A et de B, ceux complétement
adjacents aux sommets de A et complétement non-adjacents aux sommets de B,
ceux complétement non-adjacents aux sommets de A et complétement adjacents
aux sommets de B et ceux complétement non-adjacents aux sommets de A et de B)
de la liste des décompositions utilisées pour décomposer les graphes de Berge [9].
Ils apparaissent également dans l’étude des graphes sans griffe [14] ou dans celle
des graphes sans taureau [11, 10]. La notion de trigraphe apparait également lors
de l’étude d’homomorphismes [18, 19]. Cependant il faut bien noter que dans ce
dernier cas, même si le nom et les idées générales sont identiques, les définitions
diffèrent légèrement.
Avant de tout définir, essayons d’expliquer informellement l’intérêt des tri-
graphes. Le premier exemple de leurs utilisation est dans la démonstration de
l’amélioration du théorème de décomposition des graphes de Berge. En effet, lors
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A B
Figure 2.1 – Paire Homogène (Une double arête entre deux ensembles indique
qu’ils sont complet, une arête simple indique qu’on ne sait rien sur leur adjacence,
l’absence d’arête indique qu’il n’y a aucune arête entre les deux ensembles)
de la preuve du théorème des graphes parfaits Chudnovsky, Robertson, Seymour et
Thomas [13] parviennent à décomposer les graphes de Berge en utilisant trois types
de décompositions. Chudnovsky [9] montre alors qu’une de ces décompositions, la
paire homogène est en fait inutile. Voyons l’intérêt des trigraphes dans la démons-
tration de ce résultat. L’idée de sa preuve est de prendre le plus petit graphe
G dont la seule décomposition possible est une paire homogène et de chercher
une contradiction. L’idée naturelle est alors de contracter cette paire homogène
afin d’obtenir un graphe plus petit G′, qui par hypothèse de minimalité, admet
alors une décomposition autre que la paire homogène. On peut alors déduire de
cette décomposition une décomposition dans G. Ce qui est contradictoire puisque
par hypothèse, G n’est décomposable que par paire homogène. Cette idée est en
fait une méthode classique de démonstration en théorie structurelle de graphes.
Le principal problème (et c’est pour répondre à ce problème que les trigraphes
ont été introduit) est de savoir comment contracter la paire homogène. Une paire
homogène étant deux ensembles A et B de sommets se comportant comme deux
sommets vis à vis du reste du graphe, on peut vouloir les réduire à deux sommets a
et b tout en préservant leurs adjacences par rapport au reste du graphe. La question
est de savoir s’il faut ou non mettre une arête entre ces deux sommets contractés.
Sans donner les définitions précises, si on décide de ne pas mettre d’arête entre a
et b, dans un certain sens, a va pouvoir être séparé de b, alors que dans le graphe
de départ, séparer A de B n’a pas de sens. Nous avons le même problème dans
le complémentaire du graphe si l’on décide de mettre une arête entre a et b. En
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fait aucun de ces choix n’est le bon, en effet a priori chacun de ces choix pour-
rait créer une décomposition. Ce n’est finalement pas le cas puisque le résultat est
vrai mais toute démonstration se heurte à ce problème. L’idée est alors de mettre
une arête optionnelle. Les trigraphes sont alors définis comme des graphes mais
avec trois types d’adjacence, les arêtes, les arêtes optionnelles et les non-arêtes.
Une réalisation d’un trigraphe est alors une affectation des arêtes optionnelles en
arêtes et non-arêtes. Tout le vocabulaire et les propriétés sur les graphes se tra-
duisent alors sur les trigraphes de la manière suivante : Une propriété P est vraie
sur le trigraphe T si et seulement si elle est vraie sur toutes les réalisations G de
T . On ne crée alors plus de décomposition car on peut alors montrer que si toutes
les réalisations contiennent cette décomposition, alors cette décomposition était
présente à l’origine, ce qui mène à une contradiction. Bien entendu pour pouvoir
faire l’induction tous les résultats doivent être vrais sur les trigraphes. Comme
c’est souvent le cas lors des preuves par induction afin d’obtenir le résultat voulu
nous devons en montrer un plus fort.
Les trigraphes permettent donc de travailler naturellement sur des hypothèses
d’induction plus fortes ; pour toute réalisation la propriété doit être vraie ; ce qui
nous permet alors de contracter des ensembles de sommets tout en préservant
l’information d’adjacence entre ces sommets. Certains étaient adjacents, d’autre
non, et suivant la réalisation choisie on a ou pas cet état. Ceci nous permet, si une
décomposition existe (dans toutes les réalisations), de la trouver dans le graphe de
départ.
Ceci n’étant que de brèves explications, voyons maintenant les définitions pré-
cises. Dans ce chapitre nous allons commencer par formaliser le vocabulaire usuel
des graphes sur les trigraphes. Nous définissons ensuite plusieurs classes de tri-
graphes basiques (il s’agit des classes de base du thérorème fort des graphes par-
faits, à savoir les trigraphes bipartis, les line trigraphes et les trigraphes doublés) et
les décompositions que nous allons utiliser, là encore il s’agit des décompositions
utilisées pour la démonstration du théorème fort des graphes parfaits à savoir
les 2-joints et les skew-partitions équilibrées. Comme mentionné précédemment
les paires homogènes ne sont pas utiles et nous les définirons plus tard lorsque
nous voudrons une version “extrême” du théorème de structure, c’est à dire un
théorème de structure dans lequel à chaque étape de décomposition, un côté au
moins de la décomposition est un trigraphe basique. Nous définissons ensuite la
classe des trigraphes que nous allons étudier, les trigraphes de Berge bigames, il
s’agit d’une généralisation des trigraphes monogames utilisés dans [8]. Dans les
trigraphes monogames les arêtes optionnelles forment un couplage alors que dans
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les trigraphes bigames on autorise sous certaines conditions des composantes de
deux arêtes optionnelles. Nous devons alors étendre le théorème de décomposition
des trigraphes de Berge monogames aux trigraphes de Berge bigames. Enfin, nous
pourrons définir la sous-classe qui nous intéresse, à savoir les trigraphes de Berge
apprivoisés et montrer qu’ils se comportent bien vis à vis des décompositions du
théorème. En effet il est possible de les décomposer tout en gardant l’information
utile de l’autre partie de la décomposition et en restant dans la sous-classe.
2.1 Définitions
Pour tout ensemble X, on note
(
X
2
)
l’ensemble de tous les sous-ensembles de X
de taille 2. Pour alléger les notations, un élément {u, v} de
(
X
2
)
sera également noté
uv ou vu. Un trigraphe T est composé d’un ensemble fini V (T ), appelé l’ensemble
de sommet de T et d’une application θ :
(
V (T )
2
)
−→ {−1, 0, 1}, appelée fonction
d’adjacence.
Deux sommets distincts de T sont dit fortement adjacents si θ(uv) = 1, for-
tement antiadjacents si θ(uv) = −1 et semiadjacents si θ(uv) = 0. On dit que u
et v sont adjacents s’ils sont fortement adjacents ou semiadjacents ; et qu’ils sont
antiadjacents, s’ils sont fortement antiadjacents ou semiadjacents. Une arête (anti-
arête) est une paire de sommets adjacents (antiadjacents). Si u et v sont adjacents
(antiadjacents), on dit également que u est adjacent (antiadjacent) à v, ou que u
est un voisin (antivoisin) de v. De la même manière, si u et v sont fortement ad-
jacents (fortement antiadjacents), alors u est un voisin fort (antivoisin fort) de v.
On note E(T ), l’ensemble de toutes les paires fortement adjacentes de T , E(T ) l’en-
semble de toutes les paires fortement antiadjacentes de T et E∗(T ) l’ensemble de
toutes les paires semiadjacentes de T . Un trigraphe T peut être considèré comme
un graphe si et seulement si E∗(T ) est vide. Une paire {u, v} ⊆ V (T ) de sommets
distincts est une arête optionnelle si θ(uv) = 0, une arête forte si θ(uv) = 1 et une
antiarête forte si θ(uv) = −1. Une arête uv (antiarête, arête forte, antiarête forte,
arête optionnelle) est entre deux ensembles A ⊆ V (T ) et B ⊆ V (T ) si u ∈ A et
v ∈ B ou si u ∈ B et v ∈ A.
Soit T un trigraphe. Le complément de T est le trigraphe T avec le même
ensemble de sommet V (T ) que T , et avec la fonction d’adjacence θ = −θ. Pour
v ∈ V (T ), on note N(v) l’ensemble de tous les sommets de V (T ) \ {v} qui sont
adjacents à v. Soit A ⊂ V (T ) et b ∈ V (T ) \ A. On dit que b est fortement
complet à A si b est fortement adjacent à tous les sommets de A ; b est fortement
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anticomplet à A si b est fortement antiadjacent à tous les sommets de A ; b est
complet à A si b est adjacent à tous les sommets de A ; et b est anticomplet à A
si b est anticomplet à tous les sommets de A. Pour deux ensembles disjoints A,B
de V (T ), B est fortement complet (fortement anticomplet, complet, anticomplet)
à A si tous les sommets de B sont fortement complets (fortement anticomplets,
complets, anticomplets) à A. Un ensemble de sommets X ⊆ V (T ) domine (domine
fortement) T , si pour tout sommet v ∈ V (T ) \ X il existe u ∈ X, tel que v est
adjacent (fortement adjacent) à u.
Une clique de T est un ensemble de sommets deux à deux adjacents. Une clique
forte est un ensemble de sommets deux à deux fortement adjacents. Un stable est un
ensemble de sommets deux à deux antiadjacents. Un stable fort est un ensemble de
sommets deux à deux fortement antiadjacents. Remarquons qu’avec ces définitions
une clique et un stable peuvent s’intersecter sur plusieurs sommets, dans ce cas
l’intersection est composée uniquement d’arêtes optionnelles.
Pour X ⊆ V (T ), le trigraphe induit par T sur X (noté T |X) a X comme
ensemble de sommets et θ restreinte sur
(
X
2
)
comme fonction d’adjacence. L’iso-
morphisme entre deux trigraphes est défini de manière naturelle et pour deux
trigraphes T et H, on dit que H est un trigraphe induit de T ou que T contient H
en tant que sous-trigraphe induit, s’il existe X ⊆ V (T ), tel que H est isomorphe
à T |X. Comme la relation de sous-graphe induit est la principale relation étu-
diée dans cette thèse, on dit également que T contient H si T contient H comme
sous-trigraphe induit. On note T \X le trigraphe T |(V (T ) \X).
Soit T un trigraphe. Un chemin P de T est une suite de sommets distincts
p1, . . . , pk telle que ou bien k = 1, ou bien pour i, j ∈ {1, . . . , k}, pi est adjacent
à pj, si |i − j| = 1 et pi est antiadjacent à pj si |i − j| > 1. Dans ce cas, V (P ) =
{p1, . . . , pk} et on dit que P est un chemin de p1 à pk, son intérieur est l’ensemble
P ∗ = V (P ) \ {p1, pk}, et la taille de P est k − 1. Parfois on note P par p1- · · · -pk.
Notons que puisqu’un graphe est également un trigraphe, un chemin dans un
graphe avec notre définition est plus généralement appelé dans la littérature un
chemin sans corde.
Un trou dans un trigraphe T est un sous-trigraphe induit H de T sur un
ensemble de sommets h1, . . . , hk avec k ≥ 4, et pour i, j ∈ {1, . . . , k}, hi est
adjacent à hj si |i − j| = 1 ou si |i − j| = k − 1 ; et hi est antiadjacent à hj si
1 < |i − j| < k − 1. La taille d’un trou est égale au nombre de sommets qu’il
contient. Parfois on note H par h1- · · · -hk-h1. Un antichemin (resp. antitrou) dans
T est un sous-trigraphe induit de T dont le complément est un chemin (resp. trou)
dans T .
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Une semiréalisation d’un trigraphe T est n’importe quel trigraphe T ′ sur l’en-
semble de sommet V (T ) qui vérifie les propriétés suivantes : pour tout uv ∈
(
V (T )
2
)
,
si uv ∈ E(T ) alors uv ∈ E(T ′), et si uv ∈ E(T ) alors uv ∈ E(T ′). On peut voir
une semiréalisation de T comme une affectation des arêtes optionnelles de T avec
trois valeurs possibles : “arête forte”, “antiarête forte” ou “arête optionnelle”. Une
réalisation de T est n’importe quel graphe qui est une semiréalisation de T (c’est
à dire que toutes les arêtes optionnelles sont assignées aux valeurs “arête forte”
ou “antiarête forte”). Pour S ⊆ E∗(T ), on note par GTS la réalisation de T avec
E(T )∪S comme ensemble d’arêtes, c’est à dire que dans GTS les arêtes optionnelles
de S sont assignées à la valeur “arête” et que celles de E∗(T ) \ S sont assignées à
la valeur “antiarête”. La réalisation GTE∗(T ) est appelée réalisation complète de T .
Soit T un trigraphe. Pour X ⊆ V (T ), on dit que X et T |X sont connexes
(resp. anticonnexes) si le graphe GT |XE∗(T |X) (G
T |X
∅ ) est connexe, c’est à dire qu’en
remplaçant toute les arêtes optionnelles par des arêtes fortes (resp. antiarêtes
fortes) le graphe obtenu est connexe (resp. le complémentaire du graphe obtenu
est connexe). Une composante connexe (ou simplement une composante) de X
est un sous-ensemble connexe maximal de X, et une anticomposante connexe (ou
simplement une anticomposante) de X est un ensemble maximal anticonnexe de
X.
L’idée des ces définitions est la suivante :
— une propriété est vraie sur un trigraphe T s’il existe un graphe G réalisation
de T sur laquelle elle est vraie.
— une propriété forte est vraie sur un trigraphe T si pour tout graphe G
réalisation de T elle est vraie.
— une antipropriété est vraie sur un trigraphe T si elle est vraie sur le com-
plémentaire de T (les arêtes fortes deviennent des antiarêtes fortes et inver-
sement).
Attention dans les sections suivantes, les trigraphes basiques et les décompo-
sitions sont implicitement fortes. En effet si on a besoin de pouvoir parler de
trigraphe connexe (au sens faible), nous n’aurons jamais besoin de parler de tri-
graphe faiblement de Berge ou admettant un 2-joint faible. En effet comme men-
tionné dans lors des motivations des trigraphes, nous voulons qu’un trigraphe soit
basique ou admette une décomposition si et seulement si c’est le cas pour toutes
ses réalisations. De cette manière nous pourront transformer une obstruction dans
le trigraphe contracté en une obstruction dans le trigraphe de départ.
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2.2 Trigraphes basiques
Un trigraphe T est de Berge, s’il ne contient pas de trou impair ni d’antitrou
impair. Par conséquent, un trigraphe est de Berge si et seulement si son complé-
ment l’est. Notons également que T est de Berge si et seulement si, toutes ses
semiréalisations (réalisations) sont de Berge. Remarquons qu’un trigraphe sans
arêtes optionnelles et en particulier toutes réalisations d’un trigraphe peuvent être
vues comme un graphe, il est alors important de voir qu’être un trigraphe de Berge
pour un trigraphe sans arêtes optionnelles est exactement être un graphe de Berge.
Notre définition dans les trigraphes est bien une généralisation aux trigraphes de
la définition usuelle dans les graphes.
Un trigraphe T est biparti si on peut partitionner son ensemble de sommets en
deux stables forts. Toute réalisation d’un trigraphe biparti est un graphe biparti,
et donc tout trigraphe biparti est de Berge. De la même manière, les compléments
de trigraphes bipartis sont également de Berge. De même cette définition est bien
une généralisation de la définition de biparti dans les graphes.
Un trigraphe T est un line trigraphe, si la réalisation complète de T est le line
graphe d’un graphe biparti et que toute clique de taille au moins 3 dans T est
une clique forte. L’énoncé suivant est un résultat simple sur les lines trigraphes.
Ici encore un line trigraphe sans arêtes optionnelles est un line graphe de graphe
biparti.
Lemme 2.1. Si T est un line trigraphe, alors toute réalisation de T est le
line graphe d’un graphe biparti. Et plus, toute semiréalisation de T est un line
trigraphe.
Démonstration. Par définition, la réalisation complète G de T est le line graphe
d’un graphe biparti R. Soit S ⊆ E∗(T ). Définissons RS comme suit. Pour tout
xy ∈ E∗(T ) \ S, soit vxy l’extrémité commune de x et y dans R. Alors vxy est
de degré 2 dans R car toute clique de taille au moins 3 dans T est une clique
forte. Soit axy et bxy ses voisins. Supprimons vxy de R et remplaçons le par deux
nouveaux sommets, uxy, wxy tels que uxy est seulement adjacent à axy, et wxy est
seulement adjacent à bxy. Maintenant RS est biparti et GTS est le line graphe de
RS. On a alors la première partie du résultat, la seconde suit car la réalisation
complète d’une semiréalisation est une réalisation.
Remarquons que cela implique que les line trigraphes ainsi que leurs complé-
ments sont de Berge. Définissons maintenant les trigraphes semblables aux double
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split graphes (défini pour la première fois dans [13]), c’est à dire les trigraphes
doublés. Une bonne partition d’un trigraphe T est une partition (X, Y ) de V (T )
(les cas X = ∅ ou Y = ∅ ne sont pas exclus) telle que :
— Chaque composante de T |X a au plus deux sommets, et chaque anticom-
posante de T |Y a au plus deux sommets.
— Il n’y a pas d’arête optionnelle de T qui intersecte à la fois X et Y
— Pour toute composante Cx de T |X, toute anticomposante CY de T |Y et tout
sommet v dans CX ∪ CY , il existe au plus une arête forte et une antiarête
forte entre CX et CY qui est incidente à v.
Un trigraphe est doublé si et seulement s’il a une bonne partition. Les tri-
graphes doublés peuvent aussi être définis comme les sous-trigraphes induits des
double split trigraphes (voir [9] pour une définition des double split trigraphes
que nous n’utiliserons pas ici). Remarquons que les trigraphes doublés sont clos
par sous-trigraphes induit et par complémentation (en effet (X, Y ) est une bonne
partition d’un trigraphe T si et seulement si (Y,X) est une bonne partition de
T ). Un graphe doublé est n’importe quelle réalisation d’un trigraphe doublé. Nous
montrons maintenant le résultat suivant :
Lemme 2.2. Si T est un trigraphe doublé, alors toute réalisation de T est un
graphe doublé. De plus, toute semiréalisation de T est aussi un graphe doublé.
Démonstration. L’énoncé sur les réalisations est clair par définition. Soit T un
trigraphe doublé, et (X, Y ) une bonne partition de T . Soit T ′ une semiréalisation de
T . Il est facile de voir que (X, Y ) est aussi une bonne partition de T ′ (par exemple,
si une arête optionnelle ab de T |X est assignée à la valeur “antiarête”, alors {a} et
{b} deviennent des composantes de T ′|X, mais ils vérifient toujours la définition
d’une bonne partition). Ceci prouve le résultat sur les semiréalisations.
Remarquons que ceci implique que tout trigraphe doublé est de Berge, car tout
graphe doublé est de Berge.
Un trigraphe est basique si c’est, ou bien un trigraphe biparti, ou bien le com-
plément d’un trigraphe biparti, ou bien un line trigraphe, ou bien le complément
d’un line trigraphe ou bien un trigraphe doublé. Le résultat suivant résume les ré-
sultats de cette section et montre bien que nos classes basiques sont implicitement
fortement basiques.
Lemme 2.3. Les trigraphes basiques sont de Berge et sont clos par sous-
trigraphe induit, semiréalisation, réalisation et complémentation.
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A1
C1
B1
A2
C2
B2
X2X1
Figure 2.2 – 2-joint (Une double arête entre deux ensembles indique qu’ils sont
complet, une arête simple indique qu’on ne sait rien sur leur adjacence, l’absence
d’arête indique qu’il n’y a aucune arête entre les deux ensembles)
2.3 Décompositions
Nous pouvons maintenant décrire les décompositions dont nous aurons besoin
afin d’énoncer notre théorème de décomposition. Pour commencer, un 2-joint dans
un trigraphe T est une partition (X1, X2) de V (T ) telle qu’il existe des ensembles
disjoints A1, B1, C1, A2, B2, C2 ⊆ V (T ) vérifiant :
— X1 = A1 ∪B1 ∪ C1 et X2 = A2 ∪B2 ∪ C2 ;
— A1, A2, B1 et B2 sont non-vides ;
— il n’y a pas d’arête optionnelle qui intersecte à la fois X1 et X2 ;
— tout sommet de A1 est fortement adjacent à tous les sommets de A2, et
tout sommet de B1 est fortement adjacent à tous les sommets de B2 ;
— il n’y a pas d’autre arête forte entre X1 et X2 ;
— pour i = 1, 2 |Xi| ≥ 3 ; et
— pour i = 1, 2, si |Ai| = |Bi| = 1, alors la réalisation complète de T |Xi n’est
pas un chemin de taille deux reliant les membres de Ai et ceux de Bi.
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Remarquons bien qu’aucune arête importante (celles entre X1 et X2) pour la
définition du 2-joint ne peut être une arête optionnelle. Ici aussi et sauf cas pa-
thologique (Xi est un triangle d’arêtes optionelles ayant un sommet dans chaque
ensemble Ai, Bi et Ci), le 2-joint est implicitement fort, dans tout graphe G réalisa-
tion de T , (X1, X2) est un 2-joint. Notons bien que dans les trigraphes de Berge ce
cas pathologique ne peut pas apparaitre car il contredit le lemme 2.4 énoncé juste
après. Nous aurions pu éviter ce problème en choisissant une définition plus forte
du 2-joint, par exemple un 2-joint vérifiant par définition tous les points du théo-
rème 2.9. Ce théorème prouve que dans le cas des trigraphes de Berge apprivoisés
les 2-joints possèdent certaines conditions techniques supplémentaires que n’a pas
ce cas pathologique. Cependant l’utilisation du théorème 2.5 qui est exactement
le théorème 3.1 de [9] ne nous autorise pas à utiliser une définition adaptée aux
trigraphes de Berge apprivoisés.
Dans ces conditions, on dit que (A1, B1, C1, A2, B2, C2) est une affectation de
(X1, X2). Le 2-joint est propre si pour i = 1, 2, toute composante de T |Xi intersecte
à la fois Ai et Bi. Remarquons que le fait que le 2-joint soit propre ne dépend pas
du choix de l’affectation.
Un complément de 2-joint d’un trigraphe T est un 2-joint de T . Plus précisé-
ment, un complément de 2-joint d’un trigraphe T est une partition (X1, X2) de
V (T ) telle que (X1, X2) est un 2-joint de T ; et (A1, B1, C1, A2, B2, C2) est une
affectation de ce complément de 2-joint, si c’est une affectation du 2-joint corres-
pondant dans le complément, i.e. A1 est fortement complet à B2∪C2 et fortement
anticomplet à A2, C1 est fortement complet à X2, et B1 est fortement complet à
A2 ∪ C2 et fortement anticomplet à B2.
Lemme 2.4. Soit T un trigraphe de Berge et (A1, B1, C1, A2, B2, C2) une af-
fectation d’un 2-joint propre de T . Alors tous les chemins dont une extrémité
est dans Ai, l’autre étant dans Bi et dont l’intérieur est dans Ci, pour i = 1, 2
ont des longueurs de même parité.
Démonstration. Dans le cas contraire, pour i = 1, 2, soit Pi des chemins dont une
extrémité est dans Ai, l’autre extrémité étant dans Bi et dont l’intérieur est dans
Ci, tels que P1 et P2 ont des parités différentes. Ils forment un trou impair, c’est
une contradiction.
Notre deuxième décomposition est la skew-partition équilibrée. Soit A,B deux
ensembles disjoints de V (T ). On dit que la paire (A,B) est équilibrée s’il n’y a
pas de chemin impair de longueur strictement supérieure à 1 dont les extrémités
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A1
C1
B1
A2
C2
B2
X1 X2
Figure 2.3 – Complèment de 2-joint (Une double arête entre deux ensembles
indique qu’ils sont complet, une arête simple indique qu’on ne sait rien sur leur
adjacence, l’absence d’arête indique qu’il n’y a aucune arête entre les deux en-
sembles)
A
B
C D
Figure 2.4 – Skew-partition (Une double arête entre deux ensembles indique
qu’ils sont complet, l’absence d’arête indique qu’il n’y a aucune arête entre les
deux ensembles)
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sont dans B et dont l’intérieur est dans A et qu’il n’y a pas non plus d’antichemin
de longueur strictement supérieure à 1 dont les extrémités sont dans A et dont
l’intérieur est dans B. Une skew-partition est une partition (A,B) de V (T ) telle
que A n’est pas connexe et B n’est pas anticonnexe. Une skew-partition (A,B) est
équilibrée si la paire (A,B) l’est. Étant donné une skew-partition équilibrée (A,B),
(A1, A2, B1, B2) est une affectation de (A,B) si A1, A2, B1 et B2 sont des ensembles
disjoints et non-vide, A1 ∪ A2 = A, B1 ∪ B2 = B, A1 est fortement anticomplet à
A2, et B1 est fortement complet à B2. Remarquons que pour toute skew-partition
équilibrée, il existe au moins une affectation.
Attention, l’adjectif “équilibrée” pourrait laisser penser que les tailles des deux
parties sont comparables, ce n’est absolument pas le cas. Il est tout à fait pos-
sible qu’un des ensembles de l’affectation concentre presque tout le trigraphe, le
reste ne comportant qu’un nombre fixe négligeable de sommets. C’est le problème
majeur à l’élaboration d’algorithmes utilisant les skew-partitions équilibrées. Si
nous étions assurés que chaque ensemble de l’affectation fût composé d’au moins
une fraction du trigraphe, nos algorithmes pourraient alors s’étendre sur tous les
graphes parfaits.
Ces deux décompositions généralisent les décompositions utilisées dans [13]. De
plus toutes les arêtes et non-arêtes “importantes” dans ces décompositions doivent
respectivement être des arêtes fortes et des antiarêtes fortes du trigraphe. Nos
décompositions sont donc bien implicitement fortes. Nous pouvons maintenant
énoncer plusieurs lemmes techniques.
Un trigraphe est dit monogame si tous ses sommets appartiennent à au plus une
arête optionnelle. Nous pouvons maintenant énoncer le théorème de décomposition
pour les trigraphes monogames de Berge. C’est le théorème 3.1 de [9].
Théorème 2.5. Soit T un trigraphe monogame de Berge. Alors un des points
suivants est vrai :
— T est basique ;
— T ou T admet un 2-joint propre ; ou
— T admet une skew-partition équilibrée.
Si (A,B) est une skew-partition d’un trigraphe T , on dit que B est un star
cutset de T si au moins une anticomposante de B a taille 1. L’énoncé suivant est
le Théorème 5.9 de [8].
20
2.4. STRUCTURE DES TRIGRAPHES DE BERGE APPRIVOISÉS
Lemme 2.6. Si un trigraphe de Berge admet un star cutset, alors il admet
une skew-partition équilibrée.
On dit que X est un ensemble homogène d’un trigraphe T si 1 < |X| < |V (T )|,
et que tout sommet de V (T ) \X est ou bien fortement complet ou bien fortement
anticomplet à X.
Lemme 2.7. Soit T un trigraphe et X un ensemble homogène de T , tel qu’il
existe un sommet de V (T )\X fortement complet à X, et un sommet de V (T )\
X fortement anticomplet à X. Alors T admet une skew-partition équilibrée.
Démonstration. Soit A l’ensemble des sommets de V (T ) \ X qui sont fortement
anticomplets à X, et C l’ensemble des sommets de V (T ) \ X qui sont fortement
complets à X. Soit x ∈ X. Alors C ∪ {x} est un star cutset de T (puisque A est
X \{x} sont non-vides et fortement anticomplets entre eux), et donc T admet une
skew-partition équilibrée d’après le lemme 2.6.
Nous aurons également besoin du résultat suivant (qui est un corollaire immé-
diat du théorème 5.13 de [8]) :
Lemme 2.8. Soit T un trigraphe de Berge. Supposons qu’il y ait une partition
de V (T ) en quatre ensembles non-vides X, Y, L,R, tels que L est fortement
anticomplet à R, et X est fortement complet à Y . Si (L, Y ) est équilibrée alors
T admet une skew-partition équilibrée.
2.4 Structure des trigraphes de Berge apprivoi-
sés
Pour les besoins de nos inductions nous aurons besoin d’utiliser des trigraphes
plus généraux que les trigraphes monogame. Nous allons donc définir les trigraphes
bigame et montrer que le théorème de décomposition des trigraphes monogames de
Berge s’étend sur les trigraphes bigames de Berge. Pour se familiariser avec notre
objet d’étude principal, les trigraphes de Berge apprivoisés (définis dans la suite
de ce paragraphe), nous allons commencer par montrer que dans ces trigraphes les
2-joints vérifient plusieurs conditions techniques supplémentaires.
Soit T un trigraphe, notons par Σ(T ) le graphe ayant V (T ) comme ensemble
de sommets et E∗(T ) (les arêtes optionnelles de T ) comme ensemble d’arêtes. Les
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Figure 2.5 – Configuration possible des arêtes optionnelles dans les trigraphes
bigame (les arêtes sont représentées par des traits pleins et les arêtes optionnelles
par des pointillés)
composantes connexes de Σ(T ) sont appelées les composantes optionnelles de T .
On dit qu’un trigraphe de Berge est bigame si les propriétés suivantes sont vérifiées :
— Chaque composante optionnelle de T a au plus deux arêtes (et donc aucun
sommet n’a plus de deux voisins dans Σ(T )).
— Soit v ∈ V (T ) de degré deux dans Σ(T ), notons x et y ses voisins. Alors, ou
bien v est fortement complet à V (T ) \ {v, x, y} dans T , et x est fortement
adjacent à y dans T (dans ce cas on dit que v et la composante optionnelle
qui contient v sont lourds) ou bien v est fortement anticomplet à V (T ) \
{v, x, y} dans T , et x est fortement antiadjacent à y dans T (dans ce cas on
dit que v et la composante optionnelle qui contient v sont légers).
Remarquons qu’un trigraphe T est bigame si et seulement si T l’est aussi ; de
plus v est léger dans T si et seulement si v est lourd dans T .
On dit qu’un trigraphe de Berge est apprivoisé s’il est bigame et qu’il ne
contient pas de skew-partition équilibrée.
On dit qu’un graphe de Berge est apprivoisé s’il ne contient pas de skew-
partition équilibrée.
Théorème 2.9. Soit T un trigraphe de Berge apprivoisé et soit
(A1, B1, C1, A2, B2, C2) une affectation d’un 2-joint (X1, X2) dans T . Alors les
propriétés suivantes sont vérifiées :
(i) (X1, X2) est un 2-joint propre ;
(ii) chaque sommet de Xi a un voisin dans Xi, i = 1, 2 ;
(iii) chaque sommet de Ai a un antivoisin dans Bi, i = 1, 2 ;
(iv) chaque sommet de Bi a un antivoisin dans Ai, i = 1, 2 ;
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(v) chaque sommet de Ai a un voisin dans Ci ∪Bi, i = 1, 2 ;
(vi) chaque sommet de Bi a un voisin dans Ci ∪ Ai, i = 1, 2 ;
(vii) si Ci = ∅, alors |Ai| ≥ 2 et |Bi| ≥ 2, i = 1, 2 ;
(viii) |Xi| ≥ 4, i = 1, 2.
Démonstration. Remarquons que d’après le lemme 2.6, ni T ni T ne peuvent conte-
nir de star cutset.
Pour démontrer (i), nous devons simplement démontrer que toute composante
de T |Xi intersecte à la fois Ai et Bi, i = 1, 2. Supposons par contradiction qu’il
y ait une composante connexe C de T |X1 qui n’intersecte pas B1 (les autres cas
sont symétriques). S’il y a un sommet c ∈ C \A1 alors pour tout sommet u ∈ A2,
{u} ∪ A1 est un star cutset qui sépare c de B1, c’est une contradiction. Donc
C ⊆ A1. Si |A1| ≥ 2 alors nous pouvons choisir deux sommets c ∈ C et c′ 6= c
dans A1. Dans ce cas {c′} ∪ A2 est un star cutset qui sépare c de B1. On a alors
C = A1 = {c}. Il existe donc une composante de T |X1 qui n’intersecte pas A1 et
par le même argument on peut déduire que B1 = 1 et que l’unique sommet de
B1 n’a pas de voisin dans X1. Puisque |X1| ≥ 3, il existe un sommet u dans C1.
Maintenant, {c, a2} avec a2 ∈ A2 est un star cutset qui sépare u de B1, c’est une
contradiction.
Pour démontrer (ii), nous avons simplement à remarquer que si un sommet de
Xi n’a pas de voisin dansXi, alors il forme une composante de T |Xi qui n’intersecte
pas à la fois Ai et Bi. Ceci contredit (i).
Pour démontrer (iii) et (iv), considérons un sommet a ∈ A1 fortement complet
à B1 (les autres cas sont symétriques). Si A1 ∪ C1 6= {a} alors B1 ∪ A2 ∪ {a} est
un star cutset qui sépare (A1 ∪ C1) \ {a} de B2. Donc A1 ∪ C1 = {a} et |B1| ≥ 2
car |X1| ≥ 3. Mais alors B1 est un ensemble homogène, fortement complet à A1 et
fortement anticomplet à A2 et donc T admet une skew-partition équilibrée d’après
le lemme 2.7, c’est une contradiction.
Pour démontrer (v) et (vi), considérons un sommet a ∈ A1 fortement anticom-
plet à C1 ∪ B1 (les autres cas sont symétriques). D’après (ii), le sommet a a un
voisin dans A1, et donc A1 6= {a}. Dans ce cas {a}∪B1 ∪C1 ∪B2 ∪C2 est un star
cutset dans T . C’est une contradiction.
Pour démontrer (vii), supposons que C1 = ∅ et que |A1| = 1 (les autres cas
sont symétriques). D’après (iv) et (vi), et comme C1 = ∅, A1 est à la fois complet
et anticomplet à B1. Ceci implique que l’unique sommet de A1 soit semiadjacent
à tous les sommets de B1 et donc puisque T est apprivoisé, |B1| ≤ 2. Puisque
|X1| ≥ 3, |B1| = 2 et comme T est apprivoisé, l’unique sommet de A1 est ou bien
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fortement complet ou bien fortement anticomplet à V (T ) \ (A1 ∪ B1), c’est une
contradiction car A1 est fortement complet à A2 et fortement anticomplet à B2.
Pour démontrer (viii), nous pouvons supposer d’après (vii) que C1 6= ∅. Sup-
posons donc par contradiction que |A1| = |C1| = |B1| = 1. Soit a, b, c les sommets
de respectivement A1, B1, C1. D’après (iii), ab est une antiarête. De plus, c est
adjacent au sommet a sinon il y aurait un star cutset centré en b qui séparerait a
de c. Pour la même raison c est adjacent à b. Puisque la réalisation complète de
T |X1 n’est pas un chemin de longueur 2 allant de a à b, nous savons que ab est
une arête optionnelle. Ceci contredit le lemme 2.4.
Soit b un sommet de degré deux dans Σ(T ) et soit a, c les voisins de b dans
Σ(T ). Supposons également que b soit léger. Nous appelons un sommet w ∈ V (T )\
{a, b, c} un a-appendice de b s’il existe u, v ∈ V (T ) \ {a, b, c} tel que :
— a-u-v-w est un chemin ;
— u est fortement anticomplet à V (T ) \ {a, v} ;
— v est fortement anticomplet à V (T ) \ {u,w} ; et
— w n’a pas de voisin dans Σ(T ) à la possible exception de v (i.e. il n’y a pas
d’arête optionnelle contenant w dans T à la possible exception de vw).
Un c-appendice est défini de la même manière. Si b est un sommet lourd de T ,
alors w est un a-appendice de b dans T si et seulement si w est un a-appendice de
b dans T .
Le résultat suivant est analogue au théorème 2.5 pour les trigraphes de Berge
bigame.
Théorème 2.10. Tout trigraphe de Berge bigame est ou bien basique, ou bien
admet une skew-partition équilibrée, un 2-joint propre, ou un 2-joint propre
dans son complément.
Démonstration. Pour T un trigraphe de Berge bigame, notons τ(T ) le nombre de
sommets de degré deux dans Σ(T ). La démonstration est une induction sur τ(T ).
Si τ(T ) = 0, le résultat est direct à partir du théorème 2.5. Maintenant prenons
T un trigraphe de Berge bigame et soit b un sommet de degré deux dans Σ(T ).
Soient a, c les deux voisins de b dans Σ(T ). Quitte à passer au complément, on
peut supposer que b est léger.
Soit T ′ le trigraphe obtenu à partir de T en rendant a fortement adjacent à
b. Si b n’a pas de a-appendice, alors nous n’avons pas besoin d’effectuer plus de
modifications ; prenonsW = ∅. Dans le cas contraire, choisissons un a-appendice w
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de b, et prenons u, v comme dans la définition des a-appendices ; prenons V (T ′) =
V (T ) \ {u, v}, W = {w} et rendons a semiadjacent à w dans T ′.
SiW = ∅ alors clairement T ′ est un trigraphe de Berge bigame et τ(T ) > τ(T ′).
Supposons que W 6= ∅. Si t ∈ V (T ′) est adjacent à a et à w, alors a-u-v-w-t est un
trou impair dans T . Par conséquent aucun sommet de T ′ n’est adjacent à la fois à
a et à w. En particulier, il n’y a pas d’antitrou impair de taille au moins 7 dans T ′
qui passe par a et par w. Comme il n’y a pas de trou impair qui passe par a et par
w, T ′ est un trigraphe de Berge bigame. De plus τ(T ) > τ(T ′) (nous rappelons que
dans Σ(T ), v est l’unique voisin potentiel de w et b est l’unique voisin potentiel de
a).
Par induction, une des conséquences du théorème 2.10 est vraie pour T ′. Nous
considérons les cas suivants et montrons que pour chacun d’entre eux, une des
conséquences du théorème 2.10 est vraie pour T .
Cas 1 : T ′ est basique.
Supposons d’abord que T ′ est biparti. Nous affirmons que T est biparti. Soit
V (T ′) = X∪Y où X et Y sont des stables forts disjoints. L’affirmation est claire si
b n’a pas de a-appendice, on peut donc supposer que W = {w}. On peut supposer
que a ∈ X ; alors w ∈ Y . Dans ce cas X ∪ {v} et Y ∪ {u} sont des stables forts de
T d’union V (T ) et donc T est biparti.
Supposons que T ′ est un line trigraphe. Observons pour commencer qu’aucune
clique de taille au moins trois dans T ne contient u, v ou b. Donc si W = ∅, il
est clair que T est un line trigraphe. Nous pouvons donc supposer que W 6= ∅.
Remarquons que la réalisation complète de T est obtenue à partir de la réalisation
complète de T ′ en subdivisant deux fois l’arête aw. Puisque aucun sommet de T ′
n’est adjacent à la fois à a et à w, T est un line trigraphe (car les line graphes
sont clos par subdivision d’arêtes n’ayant pas d’extrémité commune, et que les line
graphes de graphes bipartis sont clos par double subdivision de telles arêtes).
Supposons que T ′ soit biparti et prenons X, Y une partition de V (T ) en deux
cliques fortes de T ′. On peut supposer que a ∈ X. Supposons pour commencer
que b ∈ Y . Puisque a est l’unique voisin fort de b dans T ′, Y = {b} et donc
X contient a et c, c’est une contradiction. Par conséquent on peut supposer que
b ∈ X. Puisque a est l’unique voisin fort de b dans T ′, X = {a, b} et b est fortement
anticomplet à Y \ {c}. Soit N l’ensemble des voisins forts de a dans Y \ {c} et
M l’ensemble des antivoisins forts de a dans Y \ {c}. Puisque T est un trigraphe
de Berge bigame, Y = N ∪M ∪W ∪ {c}. Si |N | > 1 ou |M | > 1, alors d’après
le lemme 2.7 T admet une skew-partition équilibrée. On peut donc supposer que
|N | ≤ 1 et que |M | ≤ 1. Puisqu’aucun sommet de T ′ n’est adjacent à la fois à a et
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à w, |N ∪W | ≤ 1. Maintenant si M = ∅ ou que N ∪W = ∅, alors T ′ est biparti et
nous pouvons procéder comme ci-dessus. Sinon N ∪W ∪ {c} est un clique cutset
de T ′ de taille 2 qui est un star cutset de T et donc d’après le lemme 2.6 T admet
une skew-partition équilibrée.
Supposons maintenant que T ′ est un line trigraphe. Puisque bc est une arête
optionnelle dans T ′ et que b est fortement anticomplet à V (T ′) \ {a, b, c}, c est
fortement complet à V (T ′) \ {a, b, c} sinon il y aurait dans T ′ une clique de taille
3 avec une arête optionnelle. Puisque T ′ est un line trigraphe, pour tout triangle
S de T ′ et tout sommet v ∈ V (T ′) \ S, v a au moins un voisin fort dans S. Si
x, y ∈ V (T ′) \ {a, b, c} sont adjacents, alors {x, y, c} est un triangle et b n’a pas
de voisin fort à l’intérieur. Par conséquent, V (T ′) \ {a, b, c} est un stable fort.
Maintenant V (T ′) \ {a, c}, {a, c} forme une partition de V (T ′) en deux stables
forts de T ′. T ′ est donc biparti et nous pouvons procéder comme ci-dessus.
Finalement, supposons que T ′ est un trigraphe doublé et prenons (X, Y ) une
bonne partition de T ′. Si T ′|Y est vide ou n’a qu’une unique anticomposante,
alors T ′ est biparti. Nous pouvons donc supposer que Y contient deux sommets
fortement adjacents x et x′. S’il existe y 6= x et y′ 6= x′, tels que {x, y} et {x′, y′}
soient des anticomposantes de T ′|Y , alors tout sommet de T ′ a au moins deux
voisins forts, c’est une contradiction à cause de b. Ceci implique que par exemple
{x} est une anticomposante de T ′|Y . Si T ′|X est connexe ou vide, alors T ′ est le
complément d’un trigraphe biparti. On peut donc supposer que T ′|X a au moins
deux composantes. Dans ce cas, Y est un star cutset de T ′ centré en x. Ce cas est
le prochain cas traité.
Cas 2 : T ′ admets une skew-partition équilibrée.
Soit (A,B) une skew-partition équilibrée de T ′. Si W 6= ∅, prenons A′ = A ∪
{u, v} ; et si W = ∅ prenons A′ = A. Dans tous les cas, T |A′ n’est pas connecté.
Nous allons montrer que si une anticomposante Y de B n’intersecte pas {a, b},
alors T admet une skew-partition équilibrée. Puisque a est complet à W dans T ′,
il existe une composante L de A qui n’intersecte pas {a, b} et donc L est aussi une
composante de A′. Sans perte de généralité, on peut supposer que Y est disjoint
de W (c’est clair dans le cas où B ∩ {a, b} 6= ∅ et si B ∩ {a, b} = ∅ on peut
sans perte de généralité supposer que Y ∩ W = ∅). Maintenant, dans T , Y est
fortement complet à B \Y , L est fortement anticomplet à A′ \L et donc A′, B′ est
une skew-partition de T et (L ∪ Y ) ∩ ({a, b} ∪W ∪ (A′ \A)) ⊆ {b}. Puisque A,B
est une skew-partition équilibrée de T ′, la paire (L, Y ) est équilibrée dans T . Par
conséquent le lemme 2.8 implique que T admet une skew-partition équilibrée.
Nous pouvons donc supposer qu’il n’y a pas de tel ensemble Y et donc T ′|B a
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exactement deux anticomposantes, B1 et B2, de plus a ∈ B1 et b ∈ B2. Puisque
a est l’unique voisin fort de b dans T ′, B1 = {a}. Puisque a est anticomplet à
W ∪ {c}, nous pouvons en déduire que W ∪ {c} ⊆ A′. Soit A1 la composante de
T |A′ contenant c et A1 = A′ \ A1. Supposons que a n’ait pas de voisin fort dans
T . Dans ce cas B2 = {b} et puisque T est un trigraphe de Berge bigame, a est
fortement anticomplet à A′. Nous pouvons supposer que T n’est pas biparti, car
sinon nous aurions déjà le résultat. T contient donc un trou impair C, qui doit être
dans A1 ou dans A2 (en effet {a, b} est fortement complet à A′). Puisque T est un
trigraphe de Berge bigame, C contient au moins une arête forte xy. Dans ce cas
{x, y} est un star cutset dans T qui sépare {a, b} d’un sommet de A2. D’après le
lemme 2.6, T a une skew-partition équilibrée. Nous pouvons donc supposer que le
sommet a a au moins un voisin fort dans T .
Soit x ∈ A2. Notons N l’ensemble des voisins forts de a dans T . Alors (N ∪
{a}) \ {x} est un star cutset dans T séparant b de x à moins que x soit l’unique
voisin fort de a. Dans ce cas {a, x} est un star cutset séparant A1 de A2 \ {x}, à
moins que A2 = {x}. Supposons alors que c ait un voisin y (dans ce cas c’est un
voisin fort car T est un trigraphe de Berge bigame). Alors {c, y} est un star cutset
séparant A1 \ {c, y} de x, à moins que A1 = {c, y} mais dans ce cas T est biparti.
Supposons donc que c n’ait pas de voisin dans A1. Si T n’est pas biparti, il contient
un trou impair, dans ce cas ce trou est dans A1 et n’importe quelle arête forte (qui
existe puisque T est un trigraphe de Berge bigame) forme un star cutset séparant
c du reste du trou. D’après le lemme 2.6, T a une skew-partition équilibrée.
Cas 3 : T ′ admet un 2-joint propre.
Soit (A1, B1, C1, A2, B2, C2) une affectation d’un 2-joint propre de T ′. Sup-
posons que a ∈ A1 ∪ B1 ∪ C1. Alors W ⊆ A1 ∪ B1 ∪ C1. Si W 6= ∅ pre-
nons C ′1 = C1 ∪ {u, v}, et sinon prenons C ′1 = C1. On peut supposer que
(A1, B1, C ′1, A2, B2, C2) n’est pas un 2-joint propre de T et donc sans perte de
généralité a ∈ A1 et b ∈ A2. Alors c ∈ B2 ∪ C2. Puisque a est l’unique voisin fort
de b dans T ′, A1 = {a}. D’après le cas 2, on peut supposer que T ′ n’admet pas de
skew-partition équilibré et donc le lemme 2.9 implique que a est anticomplet à B1.
Remarquons que puisque T est un trigraphe de Berge bigame, ab est la seule arête
optionnelle dans T contenant le sommet a. Soit N l’ensemble des voisins forts de a
dans C ′1 dans T . D’après les définitions du 2-joint propre, N 6= ∅. On peut supposer
que T n’admet pas de skew-partition équilibrée et donc d’après le lemme 2.9, tout
2-joint de T est propre. Dans ce cas, ou bien (N,B1, C ′1 \N, {a}, B2, C2 ∪ A2) est
une affectation d’un 2-joint propre de T , ou bien |N | = |B1| = 1 et la réalisation
complète de T |(C ′1 ∪ B1) est un chemin de longueur deux entres N et B1. Notons
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n-n′-b1 ce chemin avec n ∈ N et b1 ∈ B1. Puisque b1 n’a pas de voisin dans Σ(T )
à l’exception possible de n′, b1 est un a-appendice de b. En particulier, W 6= ∅.
Puisque W ⊆ B1 ∪ C1, w = b1, u = n et v = n′. Dans ce cas |A1 ∪ B1 ∪ C1| = 2,
ce qui contredit le fait que (A1, B1, C1, A2, B2, C2) soit l’affectation d’un 2-joint
propre de T ′.
Cas 4 : (T ′) admet un 2-joint propre.
Soit (A1, B1, C1, A2, B2, C2), une affectation d’un 2-joint dans T ′. Commençons
par supposer que W 6= ∅. Alors on peut supposer que a, w ∈ A1 ∪ B1 ∪ C1.
Puisqu’aucun sommet de T ′ est adjacent à la fois à a et à w, on peut supposer
sans perte de généralité que a ∈ A1, w ∈ B1 et C2 = ∅. Puisque a est l’unique
voisin fort de b dans T ′, b ∈ B2 et C1 = ∅. Dans ce cas (A1, B1, ∅, B2, A2, ∅) est une
affectation d’un 2-joint de T ′. D’après le deuxième cas, on peut supposer que T ′
n’admet pas de skew-partition équilibrée et donc ce 2-joint est propre d’après le
lemme 2.9. Nous pouvons alors procéder comme dans le cas précédent. Supposons
donc que W = ∅.
On peut supposer que (A1, B1, C1, A2, B2, C2) n’est pas une affectation d’un
2-joint propre de T , par conséquent et sans perte de généralité, a ∈ A1 ∪B1 ∪C1,
et b ∈ A2 ∪ B2 ∪ C2. Puisque a est l’unique voisin fort de b dans T ′ et puisque
A1, B1 sont tous les deux non-vides, b 6∈ C2, et on peut alors supposer que b ∈ B2.
Puisque A1 6= ∅, C1 = ∅ et A1 = {a}. Puisque |A1 ∪ B1 ∪ C1| ≥ 3, |B1| ≥ 2. De
plus c est fortement antiadjacent à a et semiadjacent à b dans T , on peut donc
en déduire que c ∈ A2. Maintenant, si le sommet a a un voisin x dans B1 dans le
trigraphe T (c’est alors un voisin fort), alors {x, a} ∪ A2 ∪ C2 est un star cutset
dans T , et si a est fortement anticomplet à B1 dans T , d’après la définition du
2-joint propre, B1 est un ensemble homogène dans T . Dans tous les cas, d’après le
lemme 2.6 ou le lemme 2.7, T admet une skew-partition équilibrée.
2.5 Blocs de décomposition
La manière d’utiliser les décompositions dans les chapitres suivantes nous de-
mande de construire des blocs de décompositions et de récursivement poser plu-
sieurs questions sur ces blocs. Pour pouvoir faire cela, nous devons nous assurer
que les blocs de décompositions sont toujours dans notre classe de graphes.
Un ensemble X ⊆ V (T ) est un fragment d’un trigraphe T si une des conditions
suivantes est vérifiée :
1. (X, V (T ) \X) est un 2-joint propre de T ;
28
2.5. BLOCS DE DÉCOMPOSITION
A2
C2
B2
X2
A2
C2
B2
X2
Figure 2.6 – Blocs de décomposition : 2-joint
2. (X, V (T ) \X) est un complément de 2-joint propre de T .
Remarquons qu’un fragment de T est un fragment de T . Nous pouvons main-
tenant définir le bloc de décomposition TX associé à un fragment X. Un 2-joint est
pair ou impair suivant la parité des longueurs des chemins décrits par le lemme 2.4.
Si (X1, X2) est un 2-joint propre impair et si X = X1, alors prenons
(A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Nous construisons alors le bloc
de décomposition TX1 = TX comme suit. Nous partons de T |(A1 ∪B1 ∪C1). Nous
ajoutons ensuite deux sommets marqués a et b, tels que a est fortement complet
à A1, b est fortement complet à B1, ab est une arête optionnelle et il n’y a au-
cune autre arête entre {a, b} et X1. Remarquons que {a, b} est une composante
optionnelle de TX . Nous l’appelons la composante marquée de TX .
Si (X1, X2) est un 2-joint propre pair et si X = X1, alors prenons
(A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Nous construisons alors le bloc
de décomposition TX1 = TX comme suit. Nous partons de T |(A1 ∪B1 ∪C1). Nous
ajoutons ensuite trois sommets marqués a, b et c, tels que a est fortement complet
à A1, b est fortement complet à B1, ac et cb sont deux arêtes optionnelles et il
n’y a aucune autre arête entre {a, b, c} et X1. À nouveau nous appelons {a, b, c}
la composante marquée de TX .
Si (X1, X2) est le complément d’un 2-joint propre impair et si X = X1,
alors prenons (A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Nous construi-
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Figure 2.7 – Blocs de décomposition : Complément de 2-joint
sons alors le bloc de décomposition TX1 = TX comme suit. Nous partons de
T |(A1 ∪ B1 ∪ C1). Nous ajoutons ensuite deux sommets marqués a et b, tels que
a est fortement complet à B1 ∪ C1, b est fortement complet à A1 ∪ C1, ab est une
arête optionnelle et il n’y a aucune autre arête entre {a, b} et X1. À nouveau nous
appelons {a, b} la composante marquée de TX .
Si (X1, X2) est le complément d’un 2-joint propre pair et si X = X1, alors pre-
nons (A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Nous construisons alors
le bloc de décomposition TX1 = TX comme suit. Nous partons de T |(A1∪B1∪C1).
Nous ajoutons ensuite trois sommets marqués a, b et c, tels que a est fortement
complet à B1 ∪ C1, b est fortement complet à A1 ∪ C1, ac et cb sont deux arêtes
optionnelles, ab est une arête forte et il n’y a aucune autre arête entre {a, b, c} et
X1. À nouveau nous appelons {a, b, c} la composante marquée de TX .
Lemme 2.11. Si X est un fragment d’un trigraphe T de Berge bigame, alors
TX est un trigraphe de Berge bigame.
Démonstration. Par définition de TX , il est clair que tout sommet de TX est ou
bien dans au plus une arête optionnelle, ou bien est lourd, ou bien est léger, TX
est donc bien un trigraphe bigame. Il reste juste à démontrer que TX est de Berge.
Soit X = X1 et (X1, X2) un 2-joint propre de T . Soit (A1, B1, C1, A2, B2, C2)
une affectation de (X1, X2).
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Commençons par supposer que TX1 a un trou impair H = h1- · · · -hk-h1. Notons
ZX1 l’ensemble des sommets marqués de TX1 . Supposons que les sommets de ZX1
soient consécutifs dans H, alors H \ ZX1 est un chemin P dont une extrémité est
dans A1, l’autre dans B1 et dont l’intérieur est dans C1. Un trou de T est obtenu
en ajoutant à P un chemin dont une extrémité est dans A2, dont l’autre extrémité
est dans B2 et dont l’intérieur est dans C2. D’après le lemme 2.4 ce trou est impair,
c’est une contradiction. Dans ce cas les sommets marqués ne sont pas consécutifs
dans H, et puisque c n’a pas de voisin dans V (T ) \ {a, b, c}, on peut en déduire
que c 6∈ V (H). Maintenant, un trou de même longueur que H peut être obtenu
dans T en remplaçant si besoin a et/ou b par des sommets a2 ∈ A2 et b2 ∈ B2,
choisi pour être antiadjacent (ce qui est possible d’après le lemme 2.9).
Supposons alors que TX1 ait un antitrou impair H = h1- · · · -hk-h1. Puisqu’un
antitrou de longueur 5 est également un trou, on peut supposer que H est de
longueur au moins 7. Donc dans H, toute paire de sommets à un voisin commun.
Il y a donc au plus un sommet parmi a, b, c qui est dans H, et à cause de son degré,
c ne peut pas être dans H. Un antitrou de même longueur que H peut être obtenu
dans T en remplaçant si besoin a ou b par un sommet a2 ∈ A2 ou b2 ∈ B2, encore
une fois c’est une contradiction.
Remarquons que les cas où T a un complément de 2-joint sont traités par
complémentation.
Lemme 2.12. Si X est un fragment d’un trigraphe T de Berge apprivoisé,
alors le bloc de décomposition TX n’a pas de skew-partition équilibrée.
Démonstration. Pour démontrer ce résultat commençons par supposer que TX ait
une skew-partition équilibrée (A′, B′) et notons (A′1, A′2, B′1, B′2) une affectation de
cette skew-partition. Cherchons maintenant une skew-partition dans T . Nous utili-
serons le lemme 2.8 pour démontrer qu’il existe alors une skew-partition équilibrée
dans T . Le résultat sera alors vrai par contradiction.
Soit X = X1 et (X1, X2) un 2-joint propre de T . Soit (A1, B1, C1, A2, B2, C2)
une affectation de (X1, X2).
Puisque les sommets marqués dans TX , a et b n’ont pas de voisin fort commun
et que c n’a pas de voisin fort, il y a, à symétrie près, deux cas : a ∈ A′1 et b ∈ A′1,
ou a ∈ A′1 et b ∈ B′1. Remarquons que lorsque (X1, X2) est pair, le sommet marqué
c doit être dans A′1 car il est adjacent au sommet a et n’a pas de voisin fort.
Commençons par supposer que les sommets a et b sont tous les deux dans
A′1. Dans ce cas (X2 ∪ A′1 \ {a, b, c}, A′2, B′1, B′2) est une affectation d’une skew-
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partition (A,B) dans T . La paire (A′2, B′1) est équilibrée dans T car elle l’est dans
TX . Donc d’après le lemme 2.8, T admets une skew-partition équilibrée, c’est une
contradiction.
Les sommets a et b ne sont donc pas tous les deux dans A′1 et donc a ∈ A′1 et
b ∈ B′1. Dans ce cas, (A2∪C2∪A′1 \{a, c}, A′2, B2∪B′1 \{b}, B′2) est une affectation
d’une skew-partition (A,B) dans T . La paire (A′2, B′2) est équilibrée dans T car elle
l’est dans TX . Donc d’après le lemme 2.8, T admet une skew-partition équilibrée,
c’est une contradiction.
Le cas où T admet un complément de 2-joint se prouve par complémentation.
Nous avons dans ce chapitre introduit toutes les notions de base qui vont nous
être utiles dans les chapitres suivants. Les résultats les plus importants sont le
théorème 2.10 et les lemmes 2.11 et 2.12 qui nous permettent de dire que les
trigraphes de Berge apprivoisés se décomposent par 2-joint et complémentaire de 2-
joint et que les blocs construits restent dans la classe. Ces résultats sont la base des
trois chapitres suivants dans lesquels nous allons pouvoir prouver divers résultats
sur la classe en décomposant nos graphes puis en appliquant une induction.
Enfin, notons que les graphes de Berge sans skew-partition forment une sous-
classe stricte des graphes de Berge. La figure 2.8 montre un graphe qui, si l’on se
restreint à notre ensemble de décomposition, n’est décomposable que par skew-
partition. Dans ce graphe, les arêtes de couleurs vont vers tous les sommets de
possédant la même couleur.
Un résultat important serait d’arriver, en étendant l’ensemble des décomposi-
tions autorisées, à se débarrasser des skew-partitions.
32
2.5. BLOCS DE DÉCOMPOSITION
Figure 2.8 – Un graphe de Berge décomposable uniquement par skew-partition
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Chapitre 3
Propriété du grand biparti
Les résultats de ce chapitre ont été obtenus avec Aurélie Lagoutte, ils font l’objet
d’un article [26] soumis à Discrete Mathematics.
Une des propriétés les plus simples à obtenir à l’aide d’une décomposition par
2-joints est celle du grand biparti. On dit qu’un graphe G d’ordre n a la c-propriété
du grand biparti, s’il existe deux ensembles de sommets V1 ⊆ V et V2 ⊆ V , tels
que |V1| ≥ cn˙, |V2| ≥ cn˙ et que V1 soit ou bien complet, ou bien anticomplet à
V2. On dit qu’une classe de graphes C a la propriété du grand biparti s’il existe
une constante c, telle que tout graphe G ∈ C d’ordre n a la c-propriété du grand
biparti. Cette propriété est appelée propriété d’Erdős Hajnal forte dans [22].
Par exemple, pour tout entier k, les graphes sans Pk, ni Pk induit ont la pro-
priété du grand biparti [5]. Cette propriété est intéressante car dans le cas des
classes de graphes définies par un unique sous-graphe induit H interdit, elle im-
plique la propriété d’Erdős-Hajnal [3, 22]. C’est à dire qu’il existe une constante
δH qui dépend de H, telle que tout graphe G de la classe contient une clique ou
un stable de taille |V (G)δH |. Nous allons montrer le résultat suivant :
Théorème 3.1. Tout graphe de Berge sans skew-partition équilibrée a la pro-
priété du (1/148)-grand biparti.
Ce résultat n’implique pas la propriété d’Erdős-Hajnal, puisque la classe des
graphes de Berge apprivoisés n’est pas close par sous-graphe induit, en effet la
suppression de sommets peut créer des skew-partitions équilibrées. Cependant,
il est facile de voir que la propriété d’Erdős-Hajnal est une conséquence directe
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du théorème fort des graphes parfaits. En effet, pour tout graphe G, |V (G)| ≤
χ(G)α(G) et par perfection des graphes de Berge χ(G) = ω(G), on sait donc
que pour tout graphe de Berge G |V (G)| ≤ ω(G)α(G) donc pour tout graphe de
Berge, ou bien ω(G) ≥
√
|V (G)| ou bien α(G) ≥
√
|V (G)|. En fait nous n’avons
même pas besoin du théorème fort des graphes parfaits, il suffit d’avoir l’inégalité
|V (G)| ≤ ω(G)α(G), prouvée dès 1972 par Lovász [28].
Le théorème 3.1 est dans un certain sens un résultat négatif, en effet les graphes
de Berge n’ont en général pas la propriété du grand biparti. Interdire les skew-
partitions donne donc une classe sensiblement plus petite. Comme l’a observé
Seymour [34], les graphes de comparabilité non triviaux (ici qui ne sont ni des
cliques, ni des graphes bipartis) ont tous une skew-partition. En fait Chvátal à
démontré [16] que les graphes parfaitement ordonables, c’est à dire une super classe
des graphes de comparabilité sont, ou bien biparti, ou bien admettent un star-
cutset dans leur complémentaire. Les graphes de comparabilité étant des graphes
de Berge, c’est une des classes les plus intéressantes à regarder pour comprendre
les restrictions posées par l’interdiction des skew-partitions équilibrées.
Le résultat suivant est le théorème 2 de [21].
Théorème 3.2. Soit ε ∈ (0, 1). Pour tout entier n suffisamment grand, il
existe un ordre partiel P sur n éléments tel qu’aucun élément de P n’est
comparable à nε autres éléments de P et pour tout A,B ⊂ P tels que
|A| = |B| > 14n
ε log2 n
, il y a un élément de A comparable à un élément de B.
En prenant les graphes de comparabilité des ordres partiels fournis par ce
théorème, nous avons une classe de graphes parfaits qui n’a pas la propriété du
grand biparti. À partir d’un ordre partiel, on construit son graphe de comparabilité
de la manière suivante, les sommets sont les éléments de l’ordre et il y un arête entre
deux sommets si et seulement si les éléments qu’ils représentent sont comparables
dans l’ordre partiel.
Le but de ce chapitre est de montrer que les graphes de Berge apprivoisés
ont la propriété du grand biparti. Pour cela nous allons généraliser le problème
aux trigraphes de Berge apprivoisés. Commençons par étendre la définition. Nous
verrons ensuite comment généraliser ce résultat aux classes construites par k-joints
généralisés.
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3.1 Grand biparti dans les trigraphes de Berge
apprivoisés
Soit une constante 0 < c < 1, un trigraphe T sur n sommet a la c-propriété du
grand biparti s’il existe V1, V2 ⊆ V (T ) tels que |V1|, |V2| ≥ cn˙ et que V1 est fortement
complet ou anticomplet à V2. Il est immédiat de voir que pour les trigraphes sans
arêtes optionnelles, la définition coïncide avec celle sur les graphes. Une autre
remarque importante est que la propriété du grand biparti est une propriété auto-
complémentaire : un trigraphe T a la propriété du grand biparti si et seulement si
son complémentaire T a aussi la propriété du grand biparti. Nous rappelons qu’être
un trigraphe de Berge apprivoisé est aussi une propriété auto-complémentaire. Lors
de nos inductions nous pouvons donc ramener le cas des complémentaires de 2-
joints au cas des 2-joints.
Nous allons démontrer le résultat suivant :
Théorème 3.3. Soit T un trigraphe de Berge apprivoisé, tel que n = |V (T )| ≥
3. Alors T a la (1/148)-propriété du grand biparti.
Pour les besoins de l’induction nous devons encore étendre notre problème
aux trigraphes de Berge apprivoisés pondérés. Dans la suite, on associe à tout
trigraphe T une fonction de poids w : V (T ) ∪ E∗(T ) → N, telle que w(v) > 0
pour v ∈ V (T ) et que toute arête optionnelle de poids non nul soit étiquetée
avec “2-joint” ou “complément 2-joint”. Pour tout sous-ensemble V ′ ⊆ V (T ), on
note w(V ′) = ∑v∈V ′ w(v) + ∑u,v∈V ′ w(uv). Avec ces notations, le poids W d’un
trigraphe T est la somme w(V (T )) de ses poids, et étant donné une constante
c < 1, on dit que T a la c-propriété du grand biparti, s’il existe V1, V2 ⊆ V (T ), tels
que w(V1), w(V2) ≥ cW˙ et V1 est fortement complet ou fortement anticomplet à
V2. Remarquons que si w est une fonction de poids telle que w(v) = 1 pour tout
sommet v ∈ V (T ) et que w(uv) = 0 pour toute arête optionnelle uv ∈ E∗(T ), nous
obtenons la notion précédente.
Remarquons également que la propriété du grand biparti est stable par réali-
sation comme le montre le lemme suivant.
Lemme 3.4. Soit CT une classe de trigraphes ayant la c-propriété du grand
biparti, alors la classe des graphes C = {G,G est une réalisation de T ∈ CT }
a la c-propriété du grand biparti.
Démonstration. Si un trigraphe T a la propriété du grand biparti, il existe une
paire d’ensembles de sommets V1, V2 ⊆ V (T ) témoins de la propriété. Dans toute
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réalisation de T , V1, V2 reste une paire de témoins de la propriété du grand biparti.
L’idée de la démonstration du théorème 3.1 est de contracter les sommets de
T , tout en préservant les poids jusqu’à obtenir un trigraphe basique. Soit T un
trigraphe avec une fonction de poids w, (X1, X2) un 2-joint propre dans T ou
dans son complément T , tel que w(X1) ≥ w(X2), et (A1, B1, C1, A2, B2, C2) une
affectation de (X1, X2). Définissons le trigraphe T ′ avec la fonction de poids w′
comme la contraction de T , noté (T,w); (T ′, w′).
T ′ est le bloc de décomposition TX1 et sa fonction de poids w′ est définie comme
suit :
— Sur les sommets de X1, on définit w′ = w.
— Sur les sommets marqués a, b, on définit w′(a) = w(A2) et w′(b) = w(B2)
— Si le sommet marqué c existe, on définit w′(c) = w(C2). Sinon, on définit
w′(ab) = w(C2) et on étiquette ab en fonction du type de (X1, X2).
On définit a (resp. b, v ∈ X1) comme étant le représentant de A2 (resp. B2, v)
et pour tout sommet v ∈ A2 (resp. B2, X1) on note v → a (resp. v → b, v → v).
Suivant l’existence de c, c ou ab est le représentant de C2 et pour tout sommet
v ∈ C2 on note v → c ou v → ab.
Si (T,w) ; (T ′, w′) et V ′ ⊆ V (T ′), on note également V → V ′ si V = {v ∈
V (T )|∃v′ ∈ V ′v → v′∨∃u′v′ ∈ V ′2v → u′v′}. On note par→∗ (resp.;∗) la clôture
transitive de → (resp. ;).
Lemme 3.5. Si T est un trigraphe avec une fonction de poids w et (T,w);∗
(T ′, w′) alors :
— w′(V (T ′)) = w(V (T ))
— Si T ′ a la c-propriété du grand biparti, alors T aussi.
Démonstration. La première partie du résultat est claire. Supposons que T ′ ait la
c-propriété du grand biparti. Alors il existe W1,W2 ⊆ V (T ), tels que W1 →∗ V1
et W2 →∗ V2. Puisque la contraction ne crée ni adjacence forte, ni antiadjacent
forte qui n’existaient pas auparavant, si V1, V2 sont fortement complets (resp. an-
ticomplets), W1,W2 sont également fortement complets (resp. anticomplets). De
plus w(W1) = w′(V1) et w(W2) = w′(V2). Donc la paire (W1,W2) prouve que T ′ a
la c-propriété du grand biparti.
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Lemme 3.6. Soit 0 < c < 1/6. Soit T un trigraphe de Berge apprivoisé, et
w sa fonction de poids telle que w(x) < cn˙ pour tout x ∈ V (T ) ∪ E∗(T ). Ou
bien T a la c-propriété du grand biparti, ou bien il existe un trigraphe basique
T ′ avec sa fonction de poids associée w′ tel que (T,w);∗ (T ′, w′) et pour tout
x ∈ V (T ′) ∪ E∗(T ′), w(x) < cn˙.
Démonstration. On prouve le résultat par induction sur T , en utilisant le résultat
de décomposition sur les trigraphes de Berge bigames (Théorème 2.10). Si T n’est
pas basique, alors il admet un 2-joint propre ou le complément d’un 2-joint propre.
Le problème étant auto-complémentaire, nous traitons uniquement le cas d’un 2-
joint (X1, X2) de T . Par symétrie, supposons que w(X1) ≥ w(X2) et donc w(X1) ≥
n/2. Soit (A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Par définition de X1,
max(w(A1), w(B1), w(C1)) ≥ n/6 ≥ cn˙. Donc si max(w(A2), w(B2), w(C2)) ≥ cn˙,
on a la c-propriété du grand biparti. Sinon, (T,w); (T ′, w′) avec w′(x) < cn˙ pour
tout x ∈ V (T ′) ∪ E∗(T ′) et T ′ est un trigraphe de Berge apprivoisé d’après 2.11.
On peut donc appliquer l’hypothèse d’induction et ; ou bien trouver un trigraphe
basique T ′′, tel que (T,w) ; (T ′, w′) ;∗ (T ′′, w′′) et w′′(x) < cn˙ pour tout x ∈
V (T ′′) ∪ E∗(T ′′) ; ou bien T ′ a la c-propriété du grand biparti, et donc T aussi
d’après le lemme 3.5.
Si T est un trigraphe basique avec une fonction de poids w, on veut transformer
T en un trigraphe ayant des poids uniquement sur ses sommets en transférant les
poids des arêtes optionnelles sur de nouveaux sommets. On définit l’extension T ′ de
T comme le trigraphe avec la fonction de poids w′ : V (T ′)→ N\{0} définie comme
suit : V (T ′) = V (T ) ∪ {vab|ab ∈ E∗(T ), w(ab) > 0}, w′(v) = w(v) pour v ∈ V (T ),
l’étiquette de ab est donnée par vab, w′(vab) = w(ab), θ(avab) = θ(bvab) = 0, et si
u ∈ V \{a, b}, alors θ(uvab) = −1 si l’étiquette de ab est “2-joint” et θ(uvab) = 1 si
l’étiquette est “complément 2-joint”. Remarquons que ab était le représentant de
C2 de l’affectation (A1, B1, C1, A2, B2, C2) du 2-joint, et que vab prend sa place en
tant que contraction de C2, puisque qu’il a le même poids et les même adjacences
et antiadjacences fortes vis à vis du reste du trigraphe. Il n’était pas possible de
garder la contraction de C2 à chaque étape et en même temps de rester apprivoisé,
ce qui est la clé du lemme 3.6. Remarquons finalement que les nouveaux sommets
ajoutés étiquetés “2-joint” forment un stable et que ceux étiquetés “complément
de 2-joint” forment une clique.
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Lemme 3.7. Soit T un trigraphe de Berge apprivoisé et w sa fonction de poids
associée, tel que w(uv) = 0 pour tout uv ∈ E∗(T ). Supposons que (T,w) ;∗
(T ′, w′) et soit T ′′ avec sa fonction de poids w′′ l’extension de T ′. Si T ′′ a la
c-propriété du grand biparti, alors T aussi.
Démonstration. Soit (V1, V2) deux sous-ensembles de T ′′ prouvant que T ′′ a la
c propriété du grand biparti. Soit X1 ⊆ V1 un sous-ensemble de sommets de V1
étiquetés. Alors V1\X1 ⊆ V (T ′) et il existeW1 ⊆ V (T ), tel queW1 →∗ V1\X1. Soit
Y1 = {v ∈ V (T )|∃vab ∈ X1, v → ab}. Alors w(W1 ∪ Y1) = w′′(V1) ≥ cn˙. On définit
de la même manière X2, W2 et Y2 et nous avons les même inégalités w(W2 ∪Y2) =
w′′(V2) ≥ cn˙. De plus,W1∪Y1 est fortement complet (resp. anticomplet) àW2∪Y2
si V1 est fortement complet (resp. anticomplet) à V2. Donc T a la c-propriété du
grand biparti.
Lemme 3.8. Si T ′ est l’extension d’un trigraphe basique T de Berge apprivoisé
et que sa fonction de poids associée w0 vérifie w0(x) < cn˙ pour tout x ∈
V (T ) ∪ E∗(T ) et si c ≤ 1/148, alors T ′ a la c-propriété du grand biparti.
Avant de pouvoir démontrer ce résultat nous avons besoin d’un lemme tech-
nique. Un graphe G a m arêtes-multiples si son ensemble d’arêtes E est un multi-
ensemble de V 2 \ {xx|x ∈ V (G)} de taille m : il peut y avoir plusieurs arêtes entre
deux sommets distincts mais pas de boucle. Une arête uv a deux extrémités u et
v. Le degré de v ∈ V (G) est d(v) = |{e ∈ E|v est une extrémité de e}|.
Lemme 3.9. Soit G un graphe biparti (A,B) avec m arêtes multiples et de
degré maximum cm˙ avec c < 1/3. Alors il existe des sous-ensembles d’arêtes
E1, E2 de G, tels que |E1|, |E2| ≥ m/48 et si e1 ∈ E1, e2 ∈ E2 alors e1 et e2
n’ont pas d’extrémité commune.
Démonstration. Si m ≤ 48, il suffit de trouver deux arêtes sans extrémité com-
mune. De telles arêtes existent toujours puisque le degré maximum est borné par
cm˙, donc aucun sommet ne peut être une extrémité commune à toutes les arêtes.
Sinon si m > 48, considérons une partition aléatoire uniforme (U,U ′) des som-
mets. Pour toute paires d’arêtes distinctes e1, e2, considérons la variable aléatoire
Xe1,e2 = 1 si (e1, e2) ∈ (U2×U ′2)∪ (U ′2×U2), et 0 sinon. Si e1 et e2 ont au moins
une extrémité commune, alors Pr(Xe1,e2 = 1) = 0, sinon Pr(Xe1,e2 = 1) = 1/8.
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Nous définissons alors :
p = |{(e1, e2) ∈ E2|e1 et e2 n’ont pas d’extrémité commune}|
pA = |{(e1, e2) ∈ E2|e1 et e2 n’ont pas d’extrémité commune dans A}|
qA = |{(e1, e2) ∈ E2|e1 6= e2 et e1 et e2 n’ont pas d’extrémité commune dans A}|
Nous définissons de la même manière pB et qB. Supposons que p ≥ 13
(
m
2
)
. Alors :
E(
∑
e1,e2∈E
e1 6=e2
Xe1,e2) =
∑
e1,e2∈E
e1 6=e2
Pr(Xe1,e2 = 1) =
p
8 ≥
1
24
(
m
2
)
.
Donc il existe une partition (U,U ′) telle que :
∑
e1,e2∈E
e1 6=e2
Xe1,e2 ≥
1
24
(
m
2
)
.
Soit E1 = E ∩ U2 et E2 = E ∩ U ′2. Alors |E1|, |E2| ≥ m/48, sinon :
∑
e1,e2∈E
e1 6=e2
Xe1,e2 = |E1| · |E2| <
m
48 ·
(
1− 148
)
m ≤ 124
(
m
2
)
,
c’est une contradiction. Donc E1 et E2 vérifient les hypothèses du lemme. Il
nous reste donc à démontrer que p ≥ 13
(
m
2
)
. Le résultat intermédiaire clé est que
pA ≥ 2qA. Numérotons les sommets de A de 1 à |A| et rappelons que d(i) est le
degré de i. Alors ∑|A|i=1 d(i) = m et :
pA = 1/2
 |A|∑
i=1
d(i)(m− d(i))
 = 1/2

 |A|∑
i=1
d(i)
2 − |A|∑
i=1
(d(i))2
 = 1/2
 |A|∑
i,j=1
i 6=j
d(i)d(j)

qA = 1/2
 |A|∑
i=1
d(i)(d(i)− 1)
 = 1/2
 |A|∑
i=1
(d(i))2 −m

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Par conséquent :
2pA − (4qA + 2m) =
|A|∑
i=1
d(i)
 |A|∑
j=1
j 6=i
d(j)− 2d(i)

=
|A|∑
i=1
d(i)
 |A|∑
j=1
d(j)− 3d(i)

=
|A|∑
i=1
d(i) (m− 3d(i))
Mais pour tout i, d(i) ≤ cm˙ ≤ m/3 donc m − 3d(i) ≥ 0. Par conséquent, 2pA −
(4qA + 2m) ≥ 0 et donc pA ≥ 2qA. Mais pA + qA =
(
m
2
)
donc qA ≤ 13
(
m
2
)
. De la
même manière, pB ≥ 2qB et qB ≤ 13
(
m
2
)
. Finalement :
p ≥
(
m
2
)
− qA − qB ≥
(
m
2
)
− 23
(
m
2
)
≥ 13
(
m
2
)
.
Démonstration du lemme 3.8. Soit w la fonction de poids associée à T ′. Puisque
le problème est auto-complémentaire, il suffit de démontrer le résultat si T est un
trigraphe biparti, un trigraphe doublé ou un line trigraphe. Si T est un trigraphe
doublé, alors T a une bonne partition (X, Y ). En fait, X est l’union de deux stables
X1, X2 et Y est l’union de deux cliques Y1 et Y2. Donc T ′ est l’union de trois stables
X1, X2, X3 (X3 est l’ensemble des sommets étiquetés “2-joint”) et de trois cliques
Y1, Y2, Y3 (Y3 est l’ensemble des sommets étiquetés “complément de 2-joint”). Il
existe un ensemble Z parmi ces six ensembles de taille au moins n/6. Puisque
chaque sommet de Z a poids au plus cn˙, on peut partitionner Z en (Z1, Z2) avec
w(Z1), w(Z2) ≥ n/12 − cn˙ ≥ cn˙ et Z1 est ou bien fortement complet à Z2 (c’est
le cas si Z est une clique forte) ou bien fortement anticomplet à Z2 (c’est le cas si
Z est un stable fort). Le même argument s’applique si T est un trigraphe biparti,
puisque c’est alors l’union de deux stables forts.
La démonstration est plus compliquée si T est un line trigraphe. Soit X le
stable fort des sommets étiquetés “2-joint” dans T , Y la clique forte des sommets
étiquetés “complément de 2-joint”, et Z = V (T ′) \ (X ∪ Y ). Par définition du line
trigraphe, la réalisation complète de T ′|Z est le line graphe d’un graphe biparti
G, et toute clique de T ′|Z de taille au moins trois est une clique forte. Si vab ∈ X,
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alors la réalisation complète de T ′|(Z ∪ {vab}) est aussi le line graphe d’un graphe
biparti : en effet, vab est semiadjacent à exactement a et b, et antiadjacent au reste
des sommets. Par hypothèse sur les cliques de taille trois de T , il ne peut y avoir de
sommet d ∈ Z adjacent à la fois à a et à b. Cela veut dire que l’extrémité commune
x de a et b dans G a degré exactement deux. Ajoutons l’arête vab entre x et un
nouveau sommet, alors la réalisation complète de T ′|(Z ∪ {vab}) est le line graphe
d’un graphe biparti. En itérant ce procédé, la réalisation complète T ′|(Z ∪X) est
également le line graphe d’un graphe biparti.
Distinguons alors deux cas : s’il existe une clique K de poids w(K) ≥ 4cn˙ dans
T ′, alors nous pouvons partitionner K en (K1, K2) avec w(K1), w(K2) ≥ 4cn˙/2−
cn˙ ≥ cn˙ etK1 est fortement complet àK2. Sinon, remarquons que dans Z∪X, toute
composante optionnelle a au plus trois sommets. Pour chaque composante prenons
le sommets de poids maximal pour obtenir un ensemble de sommets V ′ ⊆ Z ∪X
sans arête optionnelle entre eux, c’est à dire T ′|V ′ est un graphe. De plus T ′|V ′ est
un sous-graphe de la réalisation complète de T ′|(Z ∪X) et donc est le line graphe
d’un graphe biparti G. Au lieu de garder les poids strictement positifs sur les arêtes
de G, nous transformons chaque arête xy de poids m en m arêtes xy. L’inégalité
w(K) ≤ 4cn˙ pour toute clique K implique que d’une part le degré maximum d’un
sommet de G est 4cn˙, d’autre part, n′ = w(V ′) ≥ (n − w(Y ))/3 ≥ n(1 − 4c)/3,
puisque Y est une clique. Le lemme 3.9 prouve l’existence de deux sous-ensembles
d’arêtes E1, E2 de G tels que |E1|, |E2| ≥ n′/48 et si e1 ∈ E1, e2 ∈ E2 alors e1 et e2
n’ont pas d’extrémité commune. Cela correspond dans T ′ un témoin anticomplet
de la propriété du grand biparti.
Démonstration du Théorème 3.3. Soit c = 1/148. Si n < 1/c, il existe toujours
une arête forte ou une antiarête forte uv par définition des trigraphes bigames, et
nous définissons V1 = {u} et V2 = {v}. Sinon, donnons à T la fonction de poids w,
telle que w(v) = 1 pour tout v ∈ V (T ) (en particulier, w(V (T )) = n). Appliquons
le lemme 3.6 à T pour obtenir ou bien la c propriété du grand biparti, ou bien
pour contracter T : il existe un trigraphe basique T ′ tel que (T,w) ;∗ (T ′, w′).
Appliquons alors le lemme 3.8 pour avoir la c-propriété du grand biparti dans
l’extension de T ′. Grâce au lemme 3.7 nous avons bien la c-propriété du grand
biparti.
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3.2 Clôture par k-joints généralisés
Dans cette section nous allons voir comment nous pouvons utiliser une géné-
ralisation des 2-joints afin d’obtenir un résultat analogue. Les résulats 2.10, 2.11
et 2.12 montrent qu’en fait les trigraphes de Berge apprivoisés sont la clôture par
2-joints et complément de 2-joints des classes basiques (trigraphes biparti, line
trigraphes, trigraphes doublés et leurs complémentaires). Ces classes basiques ont
la propriété du grand biparti et le théorème 3.3 montre que prendre la clôture de
cette classe préserve la propriété du grand biparti.
Dans cette section nous allons voir comment à partir d’une classe de graphes
héréditaire nous pouvons obtenir une classe de trigraphes, puis comment clore cette
classe de trigraphes par des opérations similaires aux 2-joints et aux complémen-
taires de 2-joints. La clôture sera une classe de trigraphe. D’après le lemme 3.4 si
la clôture a la propriété du grand biparti alors la classe de graphes des réalisations
des trigraphes de la clôture aussi. En fait dans ce qui suit un k-joint avec k = 2
sera analogue à la fois à l’opération de 2-joint et à celle du complémentaire de
2-joint.
Dans la section suivante nous verrons que si la classe de graphes basiques a
la propriété du grand biparti, cette propriété est conservée dans la clôture par k-
joints. Il est important de remarquer que prendre la clôture des graphes basiques
du théorème de décomposition des graphes de Berge par k-joints avec k = 2 ne
donne pas exactement la classe des trigraphes de Berge apprivoisés (en particulier
les trigraphes de la clôture ne sont pas tous de Berge). De plus les constantes
obtenues pour les k-joints sont moins bonnes que celles obtenue pour les trigraphes
de Berge apprivoisés.
Soit C une classe de graphes qui doit être vue comme une classe “basique” de
graphes. Pour tout entier k ≥ 1, on construit la classe de trigraphes C≤k de la
manière suivante : un trigraphe T appartient à C≤k si et seulement s’il existe une
partition X1, . . . , Xr de V (T ) telle que :
— pour tout 1 ≤ i ≤ r, 1 ≤ |Xi| ≤ k.
— pour tout 1 ≤ i ≤ r,
(
Xi
2
)
⊆ E∗(T ).
— pour tout 1 ≤ i 6= j ≤ r, Xi ×Xj ∩ E∗(T ) = ∅.
— il existe un graphe G dans C tel que G est une réalisation de T .
En d’autre termes, on part du graphe G de C, on partitionne ses sommets en
petites parties (de taille au plus k), et on change toutes les adjacences à l’intérieur
de ces parties en arêtes optionnelles.
On définit alors le k-joint généralisé entre deux trigraphes T1 et T2, qui géné-
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ralise le 2-joint et qui est similaire au H-joint [6]. Soit T1 et T2 deux trigraphes
vérifiant les propriétés suivantes avec 1 ≤ r, s ≤ k :
— V (T1) est partitionné en (A1, . . . , Ar, B = {b1, . . . , bs}) et Aj 6= ∅ pour tout
1 ≤ j ≤ r.
— V (T2) est partitionné en (B1, . . . , Bs, A = {a1, . . . , ar}) et Bi 6= ∅ pour tout
1 ≤ i ≤ s.
—
(
B
2
)
⊆ E∗(T1) et
(
A
2
)
⊆ E∗(T2), ce qui veut dire que A et B contiennent
uniquement des arêtes optionnelles.
— Pour tout 1 ≤ i ≤ s, 1 ≤ j ≤ r, bi et aj sont ou bien fortement complets, ou
bien fortement anticomplets à respectivement Aj et Bi. En d’autre terme,
il existe un graphe biparti qui décrit les adjacences entre B et (A1, . . . , Ar),
et le même graphe biparti décrit les adjacences entre (B1, . . . , Bs) et A.
Alors le k-joint généralisé de T1 et T2 est le trigraphe T ou V (T ) = A1 ∪ . . . ∪
Ar ∪B1 ∪ . . .∪Bs. Soit θ1 et θ2 les fonctions d’adjacences de respectivement T1 et
T2. Autant que possible la fonction d’adjacence θ de T étend θ1 et θ2 (c’est à dire
θ(uv) = θ1(uv) pour uv ∈
(
V (T1)∩V (T )
2
)
et θ(uv) = θ2(uv) pour uv ∈
(
V (T2)∩V (T )
2
)
),
et pour a ∈ Aj, b ∈ Bi, θ(ab) = 1 si bi et Aj sont fortement complets dans T1 (ou
de manière équivalente, si aj et Bi) sont fortement complets dans T2), et −1 sinon.
On définit finalement C≤k comme la plus petite classe contenant C≤k et close
par k-joints généralisés.
3.3 Grand biparti dans les classes closes par k-
joints
En fait la méthode de contraction des 2-joints utilisée dans la section précédente
peut être généralisée aux k-joints. Nous avons seulement besoin que la classe C des
graphes basiques soit close par sous-graphes induits pour avoir le résultat sur C≤k.
Nous obtenons le résultat suivant :
Théorème 3.10. Soit k ∈ N\{0}, 0 < c < 1/2 et C une classe de graphes telle
que pour tout G ∈ C et pour toute fonction de poids w : V (G)→ N \ {0} telle
que w(v) < cn˙ pour tout v ∈ V (G), G a la c-propriété du grand biparti. Alors
tout trigraphe T de C≤k, avec au moins k/c sommets, a la (c/k)-propriété du
grand biparti.
Pour démontrer ce théorème, nous définissons la contraction d’un k-joint géné-
ralisé. Paradoxalement cette contraction est plus simple que dans le cas du 2-joint
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car il n’y a ni poids ni étiquette sur les arêtes optionnelles : soit T un trigraphe avec
une fonction de poids w : V (T )→ N\{0} et supposons que T est le k-joint généra-
lisé de T1 et de T2. Nous suivons les notations introduites dans la définition des k-
joints généralisés. En particulier, V (T ) est partitionné en (A1, . . . , Ar, B1, . . . , Bs).
Quitte à échanger T1 et T2, supposons que w(∪rj=1Aj) ≥ w(∪si=1Bi). Alors la
contraction de T est le trigraphe T ′ = T1 avec les poids w′ définis par w′(v) = w(v)
si v ∈ ∪rj=1Aj, et w′(bi) = w(Bi) pour 1 ≤ i ≤ s. On note cette opération de
contraction par (T,w); (T ′, w′).
Remarquons que le lemme 3.5 est toujours vrai dans ce contexte, et nous ob-
tenons le lemme suivant :
Lemme 3.11. Soit 0 < c < 1/(2k). Soit (T,w) un trigraphe pondéré de C≤k tel
que w(v) < cn˙ pour tout v ∈ V (T ). Ou bien T a la c-propriété du grand biparti,
ou bien il existe un trigraphe T ′ ∈ C≤k de poids w′ tel que (T,w) ;∗ (T ′, w′)
et pour tout v ∈ V (T ′), w(v) < cn˙.
Démonstration. La démonstration est similaire au lemme 3.6.
On prouve le résultat par induction sur T . Avec les notations précédentes, T se
partitionne en V (T ) = A1 ∪ . . . ∪ Ar ∪B1 ∪ . . . ∪Bs Par symétrie, supposons que
w(∪Aj) ≥ w(∪Bi) et donc w(∪Aj) ≥ n/2. Par définition de X1, max(w(Aj)) ≥
n/(2k) ≥ cn˙. Donc si max(w(Bj)) ≥ cn˙, on a la c-propriété du grand biparti.
Sinon, (T,w); (T ′, w′) avec w′(x) < cn˙ pour tout x ∈ V (T ′)∪E∗(T ′) et T ′ ∈ C≤‖
par construction de la classe. On peut donc appliquer l’hypothèse d’induction et ;
ou bien trouver un trigraphe basique T ′′, tel que (T,w); (T ′, w′);∗ (T ′′, w′′) et
w′′(x) < cn˙ pour tout x ∈ V (T ′′) ∪ E∗(T ′′) ; ou bien T ′ a la c-propriété du grand
biparti, et donc T aussi d’après le lemme 3.5.
Démonstration du Théorème 3.10. Soit T un trigraphe de C≤k. On définit les poids
w(v) = 1 pour tout v ∈ V (T ). En appliquant le lemme 3.11 on a, ou bien la
(c/k) propriété du grand biparti, ou bien il existe un trigraphe T ′ ∈ C≤k tel que
(T,w) ;∗ (T ′, w′) et w′(v) < (c/k).n pour tout v ∈ V (T ′). Pour chaque compo-
sante optionnelle de T ′, on choisit le sommet de plus grand poids et on supprime les
autres. On obtient un graphe G ∈ C et on définit w′′(v) = w′(v) sur ses sommets.
Remarquons que w′′(V (G)) ≥ w′(V (T ′))/k puisque toute composante optionnelle
a taille au moins k, et pour tout v ∈ V (G), w′′(v) < (c/k).w′(V (T ′)) ≤ cw˙′′(V (G)).
Alors il existe V1, V2 ⊆ V (G) tels que w′′(V1), w′′(V2) ≥ cw˙′′(V (G)) et V1 est ou
bien fortement complet ou bien fortement anticomplet à V2. Alors w′(V1), w′(V2) ≥
(c/k).w′(V (T ′)) et V1 est ou bien fortement complet ou bien fortement anticomplet
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à V2 dans T ′. Donc T ′ a la (c/k)-propriété du grand biparti. On conclut alors à
l’existence d’une paire d’ensembles témoins de la propriété du grand biparti dans
T avec le lemme 3.5.
Les résultats de ce chapitre ne sont pas spécifiques aux trigraphes de Berge
apprivoisés. En effet la partie la plus technique est la démonstration du cas ba-
sique (lemme 3.8). La partie induction, c’est à dire, la construction par joint est
finalement assez simple. En fait, si le joint est équilibré, il est normal que l’on ait
la propriété du grand biparti entre les deux côtés du joint. Cependant comme les
graphes de Berge n’ont pas tous cette propriété, c’est une autre manière de voir
que notre classe est une sous-classe stricte des graphes de Berge.
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Chapitre 4
Clique-Stable séparateur
Les résultats de ce chapitre ont été obtenus avec Aurélie Lagoutte, ils font l’objet
d’un article [26] soumis à Discrete Mathematics.
Une propriété très proche de la propriété du grand biparti est celle de la clique-
stable séparation. Commençons par définir ce qu’est un clique-stable séparateur.
Soit G un graphe, on dit qu’une partition en deux ensembles C = (U, V ) du graphe
G est une coupe. Un ensemble de coupes est un clique-stable séparateur de G si
pour toute clique K et tout stable S de G tels que K ∩ S = ∅ il existe une coupe
C = (U, V ) du graphe G telle que K ⊆ U et S ⊆ V . Bien entendu, pour tout
graphe G il existe toujours un clique-stable séparateur. La question intéressante
est de savoir s’il existe un clique-stable séparateur contenant un nombre polynomial
de coupes. On dit donc qu’une classe C graphes a la propriété de la clique-stable
séparation s’il existe un polynôme P tel que pour tout graphe G ∈ C d’ordre n, G
admette un clique-stable séparateur de taille P (n).
Dans ce chapitre nous allons montrer que les graphes de Berge apprivoisés ad-
mettent un clique-stable séparateur de taille O(n2). Nous généraliserons ce résultat
aux classes de trigraphes construites par k-joints généralisés comme défini dans le
chapitre 3.
La propriété de la clique-stable séparation a été introduite par Yannakakis [38]
dans les années 90 lorsqu’il étudiait le problème de l’existence d’une formulation
étendue pour le polytope des stables (l’enveloppe convexe des fonctions caracté-
ristiques de ses stables). C’est à dire un polytope plus simple en dimension plus
grande mais tel que sa projection soit le polytope des stables. Il s’est intéressé à
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ce problème sur les graphes parfaits car ces graphes ont des propriétés permettant
de définir plus simplement ce polytope. Cela l’a amené à définir un problème de
communication qui est équivalent à celui de la clique-stable séparation. De fait
l’existence d’un clique-stable séparateur de taille polynomial est une condition né-
cessaire à l’existence d’une formulation étendue. Il a pu démontrer l’existence à
la fois d’un clique-stable séparateur de taille polynomiale et d’une formulation
étendue pour de nombreuses sous-classes de graphes parfaits comme par exemple,
les graphes de comparabilité, les graphes triangulés (chordal graph c’est-à-dire
les graphes sans C4 induit), et les compléments de ces classes. Lovász à égale-
ment démontré ces propriétés pour les graphes t-parfaits [30]. Cependant ces deux
problèmes restent ouverts pour les graphes parfaits en général. L’existence d’une
formulation étendue n’étant pas toujours vraie pour les graphes [20], il est donc
d’autant plus intéressant de voir si ces propriétés sont vérifiées pour les graphes
parfaits. Remarquons bien que contrairement à la propriété du grand biparti qui
n’est pas vérifiée pour les graphes de comparabilité, la propriété de la clique-stable
séparation est vraie sur cette classe. Les graphes de comparabilité sont une classe
de graphes parfaits assez bien comprise dans laquelle presque tous les graphes ont
de nombreuses skew-partitions équilibrées, de ce point de vue c’est une classe bien
étudiée de graphes de Berge non apprivoisés. Peut-être est-il donc possible d’utiliser
la décomposition du théorème fort des graphes parfaits pour démontrer l’existence
de clique-stable séparateur de taille polynomiale pour les graphes parfaits.
Commençons par voir comment la propriété de la clique-stable séparation et la
propriété du grand biparti sont liées. Dans le cas des classes de graphes héréditaires,
la propriété du grand biparti implique celle de la clique-stable séparation. Comme
le montre le théorème suivant (la démonstration est la même que celle de Bousquet,
Lagoutte et Thomassé dans [4] qui à partir de la propriété du grand biparti prouvé
dans [5] montre que les graphes sans chemin induit ni complémentaire de chemin
induit de taille k ont la propriété de la clique-stable séparation)
Lemme 4.1. Soit C une classe de graphes héréditaire ayant la c-propriété du
grand biparti, alors C a la propriété de la clique-stable séparation.
Démonstration. Le but est de démontrer que tout graphe G dans C admet un
clique-stable séparateur de taille ncs avec cs = −1
log2(1−c) (pour rappel, c-est la
constante de la propriété du grand biparti). Raisonnons par l’absurde et prenons
G un contre-exemple minimal. Notons n = |V (G)|, comme G a la c-propriété du
grand biparti, il existe deux sous-ensembles de sommets disjoints V1, V2 vérifiant,
|V1| ≥ cn˙, |V2| ≥ cn˙ et V1 est ou bien complet à V2 ou bien anticomplet à V2.
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Notons V3 = V (G) \ (V1 ∪ V2). Par minimalité de G, G|(V1 ∪ V3) admet un clique-
stable séparateur F1 de taille (|V1|+ |V3|)cs et G|(V2 ∪ V3) admet un clique-stable
séparateur F2 de taille (|V2| + |V3|)cs. Construisons F un clique stable séparateur
de G. Nous devons distinguer deux cas suivant les adjacences entre V1 et V2. L’idée
est de prendre chaque coupe de F1 et F2 et de la transformer en une coupe de G en
ajoutant les sommets de V2 ou V1 du “bon” côté de la coupe suivant les adjacences
entre V1 et V2. Formellement si V1 est complet à V2, F = {(U ∪ V2,W ); (U,W ) ∈
F1} ∪ {(U ∪ V1,W ); (U,W ) ∈ F2}. Si au contraire, V1 est anticomplet à V2, F =
{(U,W ∪ V2); (U,W ) ∈ F1} ∪ {(U,W ∪ V1); (U,W ) ∈ F2}. Il est facile de voir que
F est un clique-stable séparateur de G. En effet suivant les adjacences entre V1 et
V2 une clique ou un stable de G ne peut pas intersecter à la fois V1 et V2. Pour
toute clique K et stable S ne s’intersectant pas, il existe donc une coupe dans F
qui les sépare. Enfin F a taille au plus 2((1− c)n)cs ≤ ncn.
Ce résultat ne règle pas vraiment le problème pour les graphes de Berge ap-
privoisés. En effet la classe des graphes de Berge apprivoisés n’est pas héréditaire
(la suppression de sommet peut créer des skew-partitions). D’autre part, avec la
constante obtenue dans le théorème 3.3 on obtiendrait un clique-stable séparateur
de taille O(n101) ce qui, étant donné que nous pouvons montrer qu’il existe un
clique-stable séparateur de taille quadratique, est assez mauvais.
4.1 Clique-stable séparateur dans les trigraphes
de Berge apprivoisés
Comme dans le chapitre précédent, nous allons utiliser le théorème de décom-
position et les blocs du chapitre 2. Nous devons donc étendre notre problème aux
trigraphes. Le résultat principal sera le théorème 4.5 prouvant l’existence de clique-
stable séparateur de taille quadratique pour les trigraphes de Berge apprivoisés.
Commençons par définir les notions de clique-stable séparation dans les tri-
graphes. Soit T un trigraphe. Une coupe de T est une paire (U,W ) ⊆ V (T )2, telle
que U∪W = V (T ) et U∩W = ∅. Elle sépare une clique K d’un stable S, si H ⊆ U
et S ⊆ W . Parfois on dit que U est la partie clique de la coupe etW la partie stable
de la coupe. Remarquons qu’une clique et un stable ne peuvent être séparés que
s’ils ne s’intersectent pas. Remarquons également qu’ils ne peuvent s’intersecter
que sur une composante optionnelle V (pour rappel pour tout u, v ∈ V , u = v
ou uv ∈ E∗(T )). En particulier, si T est un trigraphe bigame, une clique et un
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stable s’intersectent sur au plus un sommet ou une arête optionnelle. On dit que
la famille F de coupes est un clique-stable séparateur, si pour toute clique K et
tout stable S qui ne s’intersectent pas, il existe une coupe dans F qui sépare K
et S. Étant donnée une classe C de trigraphes, nous nous intéressons à la question
suivante : existe-t-il une constante c, telle que pour tout trigraphe T de C, T admet
un clique-stable séparateur de taille O(nc) ?
Supposons qu’il existe un clique-stable séparateur de taille m de T , alors on
construit un clique-stable séparateur de taille m de T en construisant pour chaque
coupe (U,W ) la coupe (W,U). Le problème est donc bien auto-complémentaire.
Montrons également qu’il est suffisant de considérer uniquement les cliques et les
stables maximaux.
Lemme 4.2. Si un trigraphe T bigame admet une famille F de coupes qui
sépare toutes les cliques maximales (pour l’inclusion) de tous les stables maxi-
maux, alors T admet un clique-stable séparateur de taille au plus |F |+O(n2).
Démonstration. Pour tout x ∈ V , prenons Cut1,x la coupe N [x], V \N [x] et Cut2,x
la coupe (N(x), V \N(x)). Pour toute arête optionnelle xy, prenons Cut1,xy (resp.
Cut2,xy, Cut3,xy, Cut4,xy) la coupe (U = N [x] ∪ N [y], V \ U) (resp. (U = N [x] ∪
N(y), V \ U), (U = N(x) ∪ N [y], V \ U), (U = N(x) ∪ N(y), V \ U)). Soit F ′
l’union de F avec toutes les coupes que nous venons de définir pour tout x ∈ V ,
et xy ∈ E∗(T ). Nous allons démontrer que F ′ est un clique-stable séparateur.
Soit (K,S) une paire d’une clique et d’un stable qui ne s’intersectent pas.
Étendons K et S en ajoutant des sommets jusqu’à avoir une clique maximale
K ′ et un stable maximal S ′. Nous devons traiter trois cas. Ou bien K ′ et S ′ ne
s’intersectent pas, dans ce cas il y a une coupe de F qui sépare K ′ de S ′ (et donc K
et S). Ou bien K ′ et S ′ s’intersectent sur un sommet x, dans ce cas si x ∈ K, alors
Cut1,x sépare K de S, sinon Cut2,x les sépare. Ou bien K ′ et S ′ s’intersectent sur
une arête optionnelle xy (en effet une clique et un stable ne peuvent s’intersecter
que sur au plus un sommet ou une arête optionnelle). Dans ce cas, par le même
argument que pour le cas précédent, suivant l’intersection entre {x, y} et K ′ une
des coupes Cut1,xy,. . ., Cut4,xy sépare la clique K du stable S.
En particulier, si T a au plus O(nc) cliques maximales (ou stables maximaux)
pour une constante c ≥ 2, alors il existe un clique-stable séparateur de taille
O(nc). (Il suffit de séparer toutes les cliques maximales puis d’appliquer le lemme
précédent).
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Nous prouvons maintenant que les trigraphes de Berge apprivoisés admettent
un clique-stable séparateur de taille quadratique. Commençons par traiter le cas
des trigraphes basiques.
Lemme 4.3. Il existe une constante c, telle que tout trigraphe basique admet
un clique-stable séparateur de taille cn˙2.
Démonstration. Puisque le problème est auto-complémentaire, nous traitons uni-
quement le cas des trigraphes bipartis, des line trigraphes et des trigraphes doublés.
Une clique dans un trigraphe biparti est une arête forte, une arête optionnelle ou
un sommet, il y a donc un nombre quadratique de cliques. Si T est un line tri-
graphe, alors sa réalisation complète est le line graphe d’un graphe biparti G et
donc T a au plus un nombre linéaire de cliques car chaque clique correspond à un
sommet de G. Grâce au lemme 4.2, les line trigraphes admettent un clique-stable
séparateur de taille quadratique.
Si T est un trigraphe doublé, alors soit (X, Y ) une bonne partition de T .
Ajoutons à la coupe (Y,X) les coupes suivantes : pour tout Z = {x} avec x ∈ X
ou Z = ∅, et pour tout Z ′ = {y} avec y ∈ Y ou Z ′ = ∅, prenons la coupe (Y ∪Z \
Z ′, X ∪Z ′ \Z) et pour toute paire x, y ∈ V , prenons la coupe ({x, y}, V \ {x, y}),
et (V \ {x, y}, {x, y}). Ces coupes forment un clique-stable séparateur : soit K
une clique et S un stable de T qui ne s’intersectent pas, alors |K ∩ X| ≤ 2 et
|S ∩ Y | ≤ 2. Si |K ∩X| = 2 (resp. |S ∩ Y |=2) alors K (resp. S) est seulement une
arête (resp. une antiarête), car par définition, les sommets de K ∩X n’ont pas de
voisin commun avec Y . Donc la coupe (K,V \K) (resp. V \ S, S) sépare K et S.
Sinon, |K∩X| ≤ 1 et |S∩Y | ≤ 1 et alors (Y ∪(K∩X)\(S∩Y ), X∪(S∩Y )\(K∩X))
sépare K et S.
Nous pouvons maintenant traiter le cas des 2-joints dans les trigraphes et mon-
trer comment reconstruire un clique-stable séparateur à partir des clique-stable
séparateurs des blocs de décompositions.
Lemme 4.4. Soit T un trigraphe qui admet un 2-joint propre (X1, X2). Si
les blocs de décomposition TX1 et TX2 admettent des clique-stable séparateurs
de taille respectivement k1 et k2, alors T admet un clique-stable séparateur de
taille k1 + k2.
Démonstration. Soit (A1, B1, C1, A2, B2, C2) une affectation de (X1, X2), TXi (i =
1, 2) les blocs de décomposition avec les sommets marqués ai, bi et potentiellement
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ci suivant la parité du 2-joint. Remarquons que nous n’avons pas besoin de distin-
guer le cas du 2-joint pair de celui du 2-joint impair car ci ne joue aucun rôle. Soit
F1 un clique-stable séparateur de TX1 de taille k1 et F2 un clique-stable séparateur
de TX2 de taille k2. Construisons F un clique-stable séparateur de T . Pour chaque
coupe (U,W ) ∈ F1, construisons la coupe ((U ∩ X1) ∪ U ′, (W ∩ X1) ∪W ′ ∪ C2)
avec U ′ ∪W ′ = A2 ∪ B2 et A2 ⊆ U ′ (resp. B2 ⊆ U ′) si a2 ∈ U (resp. b2 ∈ U),
et A2 ⊆ W ′ (resp. B2 ⊆ W ′) sinon. En d’autres termes, A2 va du même côté de
la coupe que a2, B2 va du même côté que b2 et C2 va toujours du côté du stable.
Pour chaque coupe dans F2, nous faisons la même construction : A1 va du côté de
a1, B1 va du côté de b1 et C1 va du côté du stable.
Montrons maintenant que F est bien un clique-stable séparateur : soit K une
clique et S un stable tels que K et S ne s’intersectent pas. Commençons par
supposer que K ⊆ X1. Soit S ′ = (S ∩ X1) ∪ Sa2,b2 avec Sa1,b2 ⊆ {a2, b2} contient
a2 (resp. b2) si et seulement si S intersecte A2 (resp. B2). S ′ est un stable de TX1 ,
donc il y a une coupe de F1 qui sépare K de S ′. La coupe correspondante dans F
sépare (K,S). Le cas K ⊆ X2 se traite de la même manière.
Supposons alors que K intersecte à la fois X1 et X2. Alors K ∩ C1 = ∅ et
K ⊆ A1 ∪ A2 ou K ⊆ B1 ∪ B2. Supposons sans perte de généralité que K ⊆
A1∪A2. Remarquons que S ne peut intersecter à la fois A1 et A2 qui sont fortement
adjacent. Supposons donc que S n’intersecte pas A2. Soit K ′ = (K ∩ A1) ∪ {a2}
et S ′ = (S ∩ X1) ∪ Sb2 avec Sb2 = {b2}, si S intersecte B2, et Sb2 = ∅ sinon. K ′
est une clique et S ′ est un stable de TX1 , donc il existe une coupe dans F1 qui les
sépare. La coupe correspondante dans F sépare bien K de S, et donc F est bien
un clique-stable séparateur.
Nous pouvons maintenant démontrer le théorème principal de cette section :
Théorème 4.5. Tout trigraphe de Berge apprivoisé admet un clique-stable
séparateur de taille O(n2).
Démonstration. Soit c′ la constante du lemme 4.3 et c = max(c′, 224). Nous allons
démontrer par induction que tout trigraphe de T admet un clique-stable séparateur
de taille cn˙2. Nous avons deux cas de base, celui des trigraphes basiques, traités
par le lemme 4.3 qui donne un clique-stable séparateur de taille c′n2, et celui des
petits trigraphes, c’est à dire celui des trigraphes d’ordre inférieur à 24. Pour ces
trigraphes on peut simplement prendre tous les sous-ensembles de sommet U et
prendre les coupes (U, V \U) qui forment trivialement un clique-stable séparateur
de taille au plus 224n2.
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Par conséquent, nous pouvons maintenant supposer que le trigraphe T n’est
pas basique et a au moins 25 sommets. D’après le théorème 2.10, T admet un
2-joint propre (X1, X2) (ou le complément d’un 2-joint propre, mais dans ce cas
comme le problème est auto-complémentaire, donc pouvons le résoudre sur T ).
Soit n1 = |X1|, d’après le lemme 2.9 nous pouvons supposer que 4 ≤ n1 ≤ n − 4.
D’après le théorème 2.11, nous pouvons appliquer l’hypothèse d’induction sur les
blocs de décomposition TX1 et TX2 afin d’obtenir un clique-stable séparateur de
taille respectivement au plus k1 = c(n1 + 3)2 et k2 = c(n − n1 + 3)2. D’après
le lemme 4.4, T admet un clique-stable séparateur de taille k1 + k2. Prouvons
maintenant que k1 + k2 ≤ cn˙2.
Soit P (n1) = c(n1 + 3)2 + c(n − n1 + 3)2 − cn˙2. P est un polynôme de degré
2 de coefficient dominant 2c > 0. De plus P (4) = P (n − 4) = −2c(n − 25) ≤ 0
donc par convexité de P , P (n1) ≤ 0 pour tout 4 ≤ n1 ≤ n − 4, ce qui termine la
démonstration.
4.2 Clique-stable séparateur dans les classes
closes par k-joints
Comme dans le chapitre 3 voyons maintenant comment étendre le résultat sur
l’existence de clique-stable séparateurs de taille polynomial dans les classes de
trigraphes closes par k-joints généralisés. Nous rappelons que nous partons d’une
classe de graphes C héréditaire ayant la propriété de la clique stable séparation.
Nous allons alors construire une classe de trigraphes C≤k à partir de ces graphes,
puis nous prenons la clôture C≤k de cette classe par k-joints généralisés. Nous
rappelons que toutes les définitions sont dans la section 3.2 du chapitre 3.
Les remarques du chapitre précédent restent vraies : même si le théorème 2.10
montre que dans un certain sens les trigraphes de Berge apprivoisés sont la clô-
ture par 2-joints et complémentaire de 2-joints des trigraphes basiques, prendre la
clôture par k-joints généralisés des trigraphes basiques avec k = 2 ne donne pas
la classe des trigraphes de Berge apprivoisés. En effet certains graphes de cette
clôture ont des skew-partitions équilibrées. De plus les constantes obtenues dans
le cas des k-joints généralisés sont moins bonnes que celles obtenues directement
sur les trigraphes de Berge apprivoisés.
Dans un premier temps montrons que la transformation des graphes en tri-
graphes (de la classe C à la classe C≤k), préserve la propriété de la clique-stable
séparation. L’explosion de la taille du clique-stable séparateur est due au fait que
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dans un trigraphe T , une clique (et de même pour un stable) contenant k arêtes
optionnelles devient une union d’au plus k cliques dans les réalisations de T .
Lemme 4.6. Si chaque graphe G de C admet un clique-stable séparateur de
taille m, alors chaque trigraphe T de C≤k admet un clique-stable séparateur de
taille mk2.
Démonstration. Commençons par démontrer que s’il existe un clique-stable sépa-
rateur F de taille m alors F ′ = {(∩ki=1Ui,∪ki=1Wi)|(U1,W1) . . . (Uk,Wk) ∈ F} est
une famille de coupes de taille mk qui sépare chaque clique de chaque union d’au
plus k stables. En effet, si K est une clique et S1 . . . Sk sont k stables, tels qu’ils
n’intersectent pas K, alors il existe dans F k partitions (U1,W1) . . . (Uk,Wk) telles
que (Ui,Wi) sépare K et Si. Maintenant (∩ki=1Ui,∪ki=1Wi) est une partition qui
sépare K de ∪ki=1Si. Avec le même argument, on peut construire une famille F ′′
de coupes de taille mk2 qui sépare chaque union d’au plus k cliques d’union d’au
plus k stables. Maintenant soit T un trigraphe de C≤k et soit G ∈ C, tel que G est
une réalisation de T . Remarquons qu’une clique K (resp. un stable S) dans T est
une union d’au plus k cliques (resp. stables) dans G. Par exemple on peut voir que
Σ(T )∩K (resp. Σ(T )∩S) est k-coloriable et chaque classe de couleur correspond
à une clique (resp. un stable) dans G. Alors il existe un clique-stable séparateur
de T de taille mk2 .
Nous pouvons maintenant montrer que le k-joint généralisé de deux trigraphes
préserve la propriété de clique-stable séparation. En fait vu la structure assez forte
du k-joint généralisé, les cliques traversantes (qui ont des sommets des deux côtés
du k-joint généralisé) sont très contraintes. On peut donc presque prendre l’union
des clique-stable séparateurs des deux trigraphes dont on est en train de prendre
le k-joint généralisé.
Lemme 4.7. Si T1 et T2 ∈ C≤k admettent des clique-stable séparateurs de
taille respectivement m1 et m2, alors le k-joint généralisé T de T1 et T2 admet
un clique-stable séparateur de taille m1 +m2.
Démonstration. La preuve est similaire à celle faite pour le lemme 4.4. On suit les
notations introduites dans les définitions du k-joint généralisé. Soit F1 (resp, F2) un
clique-stable séparateur de taille m1 (resp. m2) sur T1 (resp. T2). Construisons F
un clique-stable séparateur de T . Pour chaque coupe (U,W ) dans F1, construisons
la coupe (U ′,W ′) suivant ces deux règles : pour tout a ∈ ∪rj=0Aj (resp. b ∈ Bi),
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a ∈ U ′ (resp. b ∈ U ′) si et seulement si a ∈ U (resp. bi ∈ U). En d’autres termes,
on prend une coupe similaire à (U,W ) en mettant Bi du même côté que bi. On
fait l’opération symétrique pour chaque coupe (U,W ) dans F2 en mettant Aj du
même côté que aj.
F est bien un clique-stable séparateur : soit K une clique et S un stable
qui ne s’intersectent pas. Supposons pour commencer qu’un côté de la partition
(A1, . . . , Ar, B1, . . . , Bs) intersecte à la fois K et S. Quitte à échanger T1 et T2
et à renuméroter les Aj, on peut supposer que A1 ∩ K 6= ∅ et A1 ∩ S 6= ∅.
Puisque pour tout i, A1 est ou bien fortement complet ou bien fortement anti-
complet à Bi, Bi ne peut intersecter à la fois K et S. Considérons dans T1 la
paire (K ′ = (K ∩ V (T )) ∪Kb, S ′ = (S ∩ V (T )) ∪ Sb) avec Kb = {bi|K ∩ Bi 6= ∅}
et Sb = {bi|S ∩ Bi 6= ∅}. K ′ est une clique dans T1, S ′ est un stable dans T1.
Comme ils ne s’intersectent pas, il y a une coupe les séparant dans F1. La coupe
correspondante dans F sépare K et S.
L’autre cas est celui ou aucune partie de la partition n’intersecte à la fois K
et S. Alors pour tout i, Bi n’intersectent pas non plus à la fois la clique K et le
stable S : le même argument que ci-dessus s’applique encore.
Nous pouvons maintenant démontrer le théorème principal de cette section.
Théorème 4.8. Si tout graphe de C admet un clique-stable séparateur de
taille O(nc), alors tout trigraphe de C≤k admet un clique-stable séparateur de
taille O(nk2c). En particulier, toute réalisation d’un trigraphe de C≤k admet
un clique-stable séparateur de taille O(nk2c).
Démonstration. On prouve par induction qu’il existe un clique-stable séparateur
de taille pnk2c avec p = max(p′, 2p0) où p′ est la constante du O de la taille du
clique-stable séparateur des graphes de C et p0 est une constante définie dans la
suite. Le cas de base comporte deux cas : les trigraphes de C≤k, pour lesquels la
propriété est vérifiée d’après le lemme 4.6 et les trigraphes d’ordre au plus p0. Pour
ces derniers, on peut considérer tous les sous-ensembles U de sommets et prendre
les coupes (U, V \ U) qui forment un clique-stable séparateur trivial de taille au
plus 2p0nk2c.
Par conséquent, on peut supposer que T est le k-joint généralisé de T1 et T2 et
qu’il a au moins p0 sommets. Soit n1 = |T1| et n2 = |T2| avec n1 + n2 = n+ r + s
et r + s + 1 ≤ n1, n2,≤ n− 1. Par induction, il existe un clique-stable séparateur
de taille pnk2c1 sur T1 et un de taille pnk
2c
2 sur T2. D’après le lemme 4.7, il existe
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un clique-stable séparateur sur T de taille pnk2c1 + pnk
2c
2 . On veut démontrer que
pnk
2c
1 + pnk
2c
2 ≤ pnk2c.
Remarquons que n1+n2 = n−1+r+s+1 donc par convexité de x 7→ xc sur R+,
nk
2c
1 +nk
2c
2 ≤ (n−1)k2c+(r+s+1)k2c. De plus, r+s+1 ≤ 2k+1. Définissons alors
p0 suffisamment grand pour que pour tout n ≥ p0, nk2c − (n− 1)k2c ≥ (2k + 1)k2c.
Alors nk2c1 + nk
2c
2 ≤ nk2c, ce qui conclut la démonstration.
Dans ce chapitre également les résultats sortent du cadre des graphes de Berge
apprivoisés pour s’étendre aux graphes clos par k-joint. Le point clé est de re-
marquer que les cliques ne peuvent pas vraiment traverser un k-joint. Le seul cas
possible de traversée est entre deux ensembles complets du k-joint, mais dans ce
cas comme les ensembles sont complets, le stable ne peut pas lui aussi intersecter
ces deux ensembles.
58
Chapitre 5
Calcul du stable maximum
Les résultats de ce chapitre ont été obtenus avec Maria Chudnovsky, Nicolas Tro-
tignon et Kristina Vušković, ils font l’objet d’un article [15] soumis à Journal of
Combinatorial Theory, Series B.
Nous allons dans ce chapitre montrer comment calculer en temps polynomial
la taille du stable maximum dans les graphes de Berge apprivoisés. En toute ri-
gueur ce problème est déjà résolu dans les graphes parfaits et donc a fortiori dans
les graphes de Berge apprivoisés. Cependant la démonstration, due à Grötschel,
Lovász et Schrijver [33] n’utilise pas du tout la structure (au sens du théorème de
décomposition) des graphes parfaits (qui lui est postérieur) mais utilise principale-
ment l’égalité entre les nombre chromatique χ et la taille d’une clique maximumω.
En effet Lovász [29] introduit une quantité ϑ, résultat d’un problème d’optimisa-
tion convexe. Dans les graphes cette quantité vérifie l’inégalité α ≤ ϑ ≤ χ (χ est la
taille d’une couverture par clique minimale). Dans les graphes parfaits, ϑ est donc
égal à α la taille maximum d’un stable. Grâce à la méthode de l’ellipsoïde inventée
par Grötschel, Lovász et Schrijver [23], il est alors possible de calculer α en temps
polynomial. L’intérêt de notre résultat est qu’il est complétement combinatoire. À
partir de ce résultat il est possible de colorier les graphes de Berge apprivoisés avec
un surcout de O(n2) en utilisant la démonstration classique de Grötschel, Lovász
et Schrijver [33]. Comme dans les chapitres précédents nous allons décomposer le
graphe grâce au théorème 2.10, et faire une induction. Malheureusement contrai-
rement aux chapitres précédents notre méthode n’est pas générale vis à vis des
2-joints et donc ne se généralise pas aux classes closes par k-joints généralisées.
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En effet la structure des stables dépend de la parité du 2-joint (voir surtout le
lemme 5.3 et le lemme 5.4).
Afin de pouvoir faire l’induction nous avons besoin de travailler avec des tri-
graphes pondérés. Donc dans la suite de ce chapitre, le terme “trigraphe” signifie
un trigraphe avec des poids sur ses sommets. Les poids sont des nombres de K
avec K ou bien l’ensemble R+ des réels strictement positifs ou bien N+ l’ensemble
des entiers strictement positifs. Les théorèmes sont vrais pour K = R+ mais les
algorithmes sont implémentés avec K = N+. On voit un trigraphe sans poids sur
ses sommets comme un trigraphe pondéré avec tous ses poids égaux à 1. Remar-
quons qu’un ensemble de sommets dans un trigraphe T est un stable fort, si et
seulement si c’est un stable dans la réalisation complète de T .
5.1 Le cas des trigraphes basiques
Commençons par montrer que nous pouvons reconnaître les classes basiques et
calculer un stable pondéré maximum dans ces classes.
Théorème 5.1. Il existe un algorithme en temps O(n4) dont l’entrée est un
trigraphe et dont la sortie est ou bien “T n’est pas basique”, ou bien le nom de
la classe de base de T et le poids maximum d’un stable fort de T .
Démonstration. Pour toute classe de trigraphe basique, nous fournissons un algo-
rithme en temps O(n4) qui décide si le trigraphe appartient à la classe et si c’est
le cas, calcule le poids maximum d’un stable fort.
Pour les trigraphes bipartis, on construit la réalisation complète G de T . Il
est immédiat de voir que T est biparti si et seulement si G l’est. On peut donc
reconnaitre un trigraphe biparti en temps linéaire en utilisant un parcours. Si T
est biparti, un stable maximum de G est exactement un stable fort maximum de
T , et on peut le calculer en temps O(n3) voir [33].
Pour les compléments de trigraphes bipartis, nous procédons de manière ana-
logue : nous commençons par prendre le complément T de notre trigraphe T , et
nous reconnaissons si la réalisation complète de T est un graphe biparti. Nous
calculons ensuite le poids maximum d’une clique de GT∅ . Toutes ces opérations
peuvent clairement se faire en temps O(n2).
Pour les line trigraphes, nous calculons la réalisation complète G et testons si
G est un line graphe d’un graphe biparti par un algorithme classique comme [27]
ou [32]. Notons que ces algorithmes fournissent également le graphe R tel que
60
5.1. LE CAS DES TRIGRAPHES BASIQUES
G = L(R). En temps O(n3) nous pouvons vérifier que les cliques de taille au
moins 3 dans T sont bien des cliques fortes. On peut donc reconnaitre si T est un
line trigraphe en temps O(n3). Si c’est le cas, un stable maximum dans G peut être
calculer en temps O(n3) en calculant un couplage de poids maximum (voir [33])
dans le graphe biparti R tel que G = L(R).
Pour les compléments de line trigraphes, nous procédons de manière similaire
pour la reconnaissance en prenant la réalisation complète de T . Et le calcul du
poids maximum d’un stable fort est simple : nous calculons la réalisation complète
G de T , nous calculons ensuite le graphe biparti R tel que G = L(R) (il existe car
d’après le lemme 2.1, les line trigraphes sont clos par réalisation) et nous calculons
un stable de poids maximum de G (un tel stable est un ensemble maximal d’arête
de R toutes deux à deux adjacentes, et il y a un nombre linéaire de tels ensembles).
C’est alors un stable fort de poids maximum dans T .
Pour les trigraphes doublés, nous ne pouvons pas utiliser de résultats classiques.
Pour la reconnaissance, nous pourrions utiliser la liste des graphes non doublés mi-
nimaux décrite dans [2]. Cette liste de 44 graphes sur au plus 9 sommets donne un
algorithme de reconnaissance en temps O(n9). Plus récemment Maffray à donné
un algorithme linéaire [31] pour la reconnaissance des graphes doublés. Malheureu-
sement ce résultat ne semble pas se généraliser directement aux trigraphes. Nous
proposons ici un algorithme en O(n4) qui fonctionne également sur des trigraphes.
Si une partition (X, Y ) des sommets d’un trigraphe est donné, on peut décider si
c’est une bonne partition, par une génération exhaustive qui vérifie tous les points
de la définition en temps O(n2). Et si une arête ab de T |X est donnée, il est facile
de reconstruire la bonne partition : tous les sommets fortement antiadjacents aux
sommets a et b sont dans X et tous les sommets fortement adjacents à au moins a
ou b sont dans Y . Donc en testant toutes les arêtes uv, on peut prédire laquelle est
dans T |X, puis reconstruire (X, Y ) et donc décider en temps O(n4) si le trigraphe
T a une bonne partition (X, Y ), telle que X contient au moins une arête. De
la même manière on peut tester si le trigraphe T a une bonne partition (X, Y ),
telle que Y contient au moins une antiarête. Reste le cas de la reconnaissance
des trigraphes doublés, tels que toute bonne partition est composée d’une clique
forte et d’un stable fort. Dans ce cas le trigraphe est en fait un graphe, et ce type
de graphe est connu comme un split graphe. Ils peuvent être reconnus en temps
linéaire, voir [25] où il est prouvé qu’en regardant les degrés on peut facilement
trouver une partition en clique et stable si une telle partition existe.
Maintenant que nous savons reconnaitre si le trigraphe T est un trigraphe
doublé, regardons comment calculer le poids maximum d’un stable fort de T .
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Calculons la réalisation complète G de T . D’après 2.2, G est un graphe doublé,
et en fait (X, Y ) est une bonne partition pour G. Nous calculons alors un stable
pondéré maximum dans G|X (qui est biparti), dans G|Y (dont le complément est
biparti), et tous les stables formés d’un sommet de Y et de ses non-voisins dans
X. Un de ces stables est de poids maximum dans G et donc est un stable fort de
poids maximum dans T .
5.2 Stocker α dans les blocs
Dans cette section, nous définissons plusieurs blocs de décomposition qui vont
nous permettre de calculer le stable de poids maximum. Nous notons α(T ) le poids
maximum d’un stable fort de T .
Dans la suite, T est un trigraphe de Berge apprivoisé, X est un fragment de T
et Y = V (T )\X (donc Y est aussi un fragment de T ). Pour calculer α(T ), il n’est
pas suffisant de considérer les blocs TX et TY (comme défini dans le chapitre 2)
séparément. Nous devons élargir les blocs afin d’encoder l’information de l’autre
bloc. Dans cette section nous définissons quatre gadgets différents, TY,1, . . ., TY,4
et pour i = 1, . . . , 4, nous prouvons que α(T ) peut être calculé à partir de α(TYi).
Nous définissons parfois plusieurs gadgets pour la même situation. En effet, dans la
section 5.3 (notamment pour démontrer le lemme 5.9), nous avons besoin que nos
gadgets préservent les classes de base, et suivant ces classes de base nous utilisons
différents gadgets. Les gadgets que nous allons définir ne préservent pas la classe
(certains introduisent des skew-partitions équilibrées). Ce n’est pas un problème
dans cette section, mais il faudra y prendre garde dans la section suivante.
Dans [37], un résultat de NP-complétude est prouvé, qui suggère que les 2-
joints ne sont sans doute pas un outil utile pour calculer des stables maximum. En
effet Trotignon et Vušković exhibent une classe de graphes C avec une théorème de
décomposition du type : tout graphe de C est ou bien un line graphe, ou bien un
graphe biparti ou bien admet un 2-joint. Cependant le calcul du stable maximum
dans la classe C est NP=complet. Il semble donc que pour pouvoir utiliser les 2-
joints, nous devons vraiment utiliser le fait que nos trigraphes sont de Berge. Ceci
est fait en prouvant plusieurs inégalités.
Si (X, Y ) est un 2-joint de T alors soit X1 = X, X2 = Y et soit (A1, B1, C1,
A2, B2, C2) une affectation de (X1, X2). Nous définissons αAC = α(T |(A1 ∪ C1)),
αBC = α(T |(B1 ∪ C1)), αC = α(T |C1) et αX = α(T |X1). Soit w la fonction de
poids sur V (T ), w(H) est la somme des poids sur les sommets de H.
62
5.2. STOCKER α DANS LES BLOCS
Lemme 5.2. Soit S un stable fort de poids maximum de T . Alors exactement
un des points suivants est vérifié :
1. S∩A1 6= ∅, S∩B1 = ∅, S∩X1 est un stable fort maximum de T |(A1∪C1)
et w(S ∩X1) = αAC ;
2. S∩A1 = ∅, S∩B1 6= ∅, S∩X1 est un stable fort maximum de T |(B1∪C1)
et w(S ∩X1) = αBC ;
3. S ∩ A1 = ∅, S ∩ B1 = ∅, S ∩X1 est un stable fort maximum de T |C1 et
w(S ∩X1) = αC ;
4. S ∩A1 6= ∅, S ∩B1 6= ∅, S ∩X1 est un stable fort maximum de T |X1 et
w(S ∩X1) = αX .
Démonstration. Directe depuis la définition d’un 2-joint.
Nous avons besoin de plusieurs inégalités à propos des intersections entre les
stables forts et les 2-joints. Ces lemmes sont prouvés dans [37] pour les graphes.
Les démonstrations sont similaires pour les trigraphes mais comme ce sont ces
inégalités qui nous permettent d’utiliser le fait que les trigraphes sont de Berge
nous les incluons ici.
Lemme 5.3. 0 ≤ αC ≤ αAC , αBC ≤ αX ≤ αAC + αBC.
Démonstration. Les inégalités 0 ≤ αC ≤ αAC , αBC ≤ αX sont trivialement vraies.
Soit D un stable fort pondéré de poids maximum de T |X1. Nous avons :
αX = w(D) = w(D ∩ A1) + w(D ∩ (C1 ∪B1)) ≤ αAC + αBC .
Lemme 5.4. Si (X1, X2) est un 2-joint impair de T , alors αC + αX ≤ αAC +
αBC.
Démonstration. Soit D un stable fort de T |X1 de poids αX et C un stable fort
de T |C1 de poids αC . Dans le trigraphe biparti T |(C ∪D), on note par YA (resp.
YB) l’ensemble des sommets de C ∪ D pour lesquels il existe un chemin dans
T |(C ∪D) les reliant à des sommets de D ∩ A1 (resp. D ∩ B1). Remarquons que
par définition, D ∩A1 ⊆ YA, D ∩B1 ⊆ YB et il n’y a pas d’arêtes entre YA ∪ YB et
(C ∪D)\ (YA∪YB). Montrons que YA∩YB = ∅, et YA est fortement complet à YB.
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Supposons le contraire, alors il existe un chemin P dans T |(C ∪D) d’un sommet
de D ∩A1 à un sommet de D ∩B1. On peut supposer que P est minimal vis à vis
de cette propriété, et donc que l’intérieur de P est dans C1 ; Par conséquent, P est
de longueur paire car T |(C ∪D) est biparti. Ceci contredit l’hypothèse sur le fait
que (X1, X2) était impair. Nous définissons alors :
— ZA = (D ∩ YA) ∪ (C ∩ YB) ∪ (C \ (YA ∪ YB)) ;
— ZB = (D ∩ YB) ∪ (C ∩ YA) ∪ (D \ (YA ∪ YB).
Des définitions et des propriétés ci-dessus, ZA et ZB sont des stables forts et
ZA ⊆ A1∪C1 et ZB ⊆ B1∪C1. Donc, αC+αX = w(ZA)+w(ZB) ≤ αAC+αBC .
Lemme 5.5. Si (X1, X2) est un 2-joint pair de T , alors αAC+αBC ≤ αC+αX .
Démonstration. Soit A un stable fort de T |(A1 ∪C1) de poids αAC et B un stable
fort de T |(B1 ∪ C1) de poids αBC . Dans le trigraphe biparti T |(A ∪ B), on note
YA (resp. YB) l’ensemble des sommets de A ∪ B pour lesquels il existe un chemin
P dans T |(A∪B) les reliant à un sommet de A∩A1 (resp. B ∩B1). Remarquons
que d’après les définitions, A ∩ A1 ⊆ YA, B ∩ B1 ⊆ YB, et YA ∪ YB est fortement
anticomplet à (A ∪ B) \ (YA ∪ YB). Nous allons montrer que YA ∩ YB = ∅ et Y
est fortement anticomplet à YB. Supposons que ce ne soit pas le cas, alors il existe
un chemin P dans T |(A ∪ B) d’un sommet de A ∩ A1 à un sommet de B ∩ B1.
On peut supposer que P est minimal vis à vis de cette propriété, et donc que son
intérieur est dans C1 ; par conséquent, il est de longueur impaire car T |(A ∪ B)
est biparti. Ceci contredit l’hypothèse sur le fait que (X1, X2) était pair. Nous
définissons alors :
— ZD = (A ∩ YA) ∪ (B ∩ YB) ∪ (A \ (YA ∪ YB)) ;
— ZC = (A ∩ YB) ∪ (B ∩ YA) ∪ (B \ (YA ∪ YB)).
À partir des définitions et des propriétés ci-dessus, ZD et ZC sont des stables
forts et ZD ⊆ X1 et ZC ⊆ C1. Donc, αAC +αBC = w(ZC)+w(ZD) ≤ αC +αX .
Nous pouvons maintenant construire nos gadgets.
Si (X, Y ) est un complément de 2-joint propre de T , alors soit X1 = X, X2 = Y
et (A1, B1, C1, A2, B2, C2) une affectation de(X1, X2). Nous construisons le gadget
TY,1 comme suit. Nous partons de T |Y et nous ajoutons deux nouveaux sommets
marqués a, b, tels que a est fortement complet à B2 ∪C2, b est fortement complet
à A2 ∪ C2 et ab est une arête forte. Nous donnons les poids αA = α(T |A1) et
αB = α(T |B1) respectivement aux sommets a et b. Nous notons αX = α(T |X).
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Lemme 5.6. Si (X, Y ) est un complément de 2-joint propre de T , alors TY,1
est de Berge et α(T ) = max(α(TY,1), αX).
Démonstration. Puisque TY,1 est une semiréalisation d’un sous-trigraphe induit du
bloc TY , comme défini dans le chapitre 2, il est clairement de Berge d’après 2.11.
Soit Z un stable fort pondéré de poids maximum dans T . Si Z ∩X1 = ∅, alors
Z est aussi un stable fort dans TY,1, donc α(T ) ≤ α(TY,1) ≤ max(α(TY,1), αX). Si
Z ∩ A1 6= ∅ et Z ∩ (B1 ∪ C1) = ∅, alors {a1} ∪ (Z ∩ X2) est un stable fort dans
TY,1 de poids α(T ), donc α(T ) ≤ α(TY,1) ≤ max(α(TY,1), αX). Si Z ∩ B1 6= ∅ et
Z ∩ (A1∪C1) = ∅, alors {b1}∪ (Z ∩X2) est un stable fort dans TY,1 de poids α(T ),
donc α(T ) ≤ α(TY,1) ≤ max(α(TY,1), αX). Si Z∩(A1∪C1) 6= ∅ et Z∩(B1∪C1) 6= ∅,
alors α(T ) = αX , donc α(T ) ≤ max(α(TY,1), αX). Dans tous les cas nous avons
prouvé que α(T ) ≤ max(α(TY,1), αX).
Réciproquement, soit α = max(α(TY,1), αX). Si α = αX , alors en considérant
n’importe quel stable fort de T |X1, nous voyons que α = αX ≤ α(T ). Nous
pouvons donc supposer que α = α(TY,1) et soit Z un stable fort pondéré de poids
maximum dans TY,1. Si a /∈ Z et b /∈ Z, alors Z est aussi un stable fort dans T ,
donc α ≤ α(T ). Si a ∈ Z et b /∈ Z, alors Z ′ ∪ Z \ {a}, où Z ′ est un stable fort
pondéré de poids maximum dans T |A1, est aussi un stable fort dans T de même
poids que Z, donc α ≤ α(T ). Si a /∈ Z et b ∈ Z, alors Z ′∪Z \ {b} quand Z ′ est un
stable de poids maximum dans T |B1 est aussi un stable fort dans T de même poids
que Z, donc α ≤ α(T ). Dans tous les cas, nous avons prouvé que α ≤ α(T ).
Si (X1, X2) est un 2-joint propre impair de T , alors nous construisons le gad-
get TY,2 comme suit. Nous commençons avec T |Y . Nous ajoutons ensuite quatre
nouveaux sommets marqués a, a′, b, b′, tels que a et a′ soient fortement complets à
A2, b et b′ soient fortement complets à B2, et ab est une arête forte. Nous donnons
les poids αAC + αBC − αC − αX , αX − αBC , αAC + αBC − αC − αX et αX − αAC
à respectivement a, a′, b et b′. Remarquons que d’après 5.3 et 5.4, tous les poids
sont positifs.
Nous définissons un autre gadget de décomposition TY,3 pour la même situation,
de la manière suivante. Nous commençons avec T |Y . Nous ajoutons ensuite trois
nouveaux sommets marqués a, a′, b, tels que a et a′ sont fortement complets à A2,
b est fortement complets à B2, et a′a et ab sont des arêtes fortes. Nous donnons les
poids αAC − αC , αX − αBC et αBC − αC à respectivement a, a′ et b. Remarquons
que d’après 5.3, tous les poids sont positifs.
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Lemme 5.7. Si (X, Y ) est un 2-joint propre de T , alors TY,2 et TY,3 sont de
Berge, et α(T ) = α(TY,2) + αC = α(TY,3) + αC.
Démonstration. Supposons que TY,2 contienne un trou impair H. Puisqu’un trou
impair n’a pas de sommet fortement dominant, il contient au plus un sommet
parmi a, a′ et au plus un sommet parmi b, b′. Donc H est un trou impair d’une
semiréalisation du bloc TY (comme défini dans le chapitre 2). Ceci contredit 2.11.
De la même manière, TY,2 ne contient pas d’antitrou impair, et est donc de Berge.
La démonstration que TY,3 est de Berge est similaire.
Soit Z un stable fort dans T de poids α(T ). Nous construisons un stable fort
dans TY,2 en ajoutant à Z ∩ X2 un des ensembles suivants (en fonction de la
conclusion du lemme 5.2) : {a, a′}, {b, b′}, ∅, ou {a, a′, b′}. Dans chaque cas, nous
obtenons un stable fort de TY,2 de poids α(T ) − αC . Ce qui prouve que α(T ) ≤
α(TY,2) + αC .
Réciproquement, soit Z un stable dans TY,2 de poids α(TY,2). On peut supposer
que Z ∩{a, a′, b, b′} est un des ensembles {a, a′}, {b, b′}, ∅, ou {a, a′, b′}, et suivant
chacun de ces cas, on construit un stable fort de T en ajoutant à Z ∩X2 un stable
fort pondéré de poids maximum d’un des trigraphes suivants : T |(A1∪C1), T |(B1∪
C1), T |C1, ou T |X1. Nous obtenons un stable fort dans T de poids α(TY,2) + αC ,
prouvant que α(TY,2) + αC ≤ α(T ). Ceci complète la démonstration pour TY,2.
Prouvons maintenant l’égalité pour TY,3. Soit Z un stable fort dans T de poids
α(T ). Nous construisons un stable fort dans TY,3 en ajoutant à Z ∩ X2 un des
ensembles suivants (en fonction de la conclusion du lemme 5.2) : {a}, {b}, ∅, or
{a′, b}. Dans chaque cas, nous obtenons un stable fort de TY,3 de poids α(T )−αC .
Ceci prouve que α(T ) ≤ α(TY,3) + αC .
Réciproquement, soit Z un stable de TY,3 de poids α(TY,3). D’après 5.4, αAC −
αC ≥ αX − αBC , on peut donc supposer que Z ∩ {a, a′, b} est un des ensembles
{a}, {b}, ∅, ou {a′, b}, et suivant chacun, nous construisons un stable fort de T en
ajoutant à Z ∩X2 un stable fort pondéré de poids maximum d’un des trigraphes
suivants : T |(A1∪C1), T |(B1∪C1), T |C1, ou T |X1. Nous obtenons alors un stable
fort dans T de poids α(TY,3) + αC , ce qui prouve que α(TY,3) + αC ≤ α(T ). Ceci
termine la démonstration pour TY,3.
Si (X1, X2) est un 2-joint propre pair de T et X = X1, Y = X2, alors soit
(A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Nous construisons le gadget
TY,4 comme suit. Nous partons que T |Y . Nous ajoutons ensuite trois nouveaux
sommets marqués a, b, c, tels que a est fortement complet à A2, b est fortement
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complet à B2, et c est fortement adjacent aux sommets a et b et n’a aucun autre
voisin. Nous donnons les poids αX − αBC , αX − αAC , et αX + αC − αAC − αBC à
respectivement a, b et c. Remarquons que d’après 5.3 et 5.5, ces poids sont positifs.
Lemme 5.8. Si (X, Y ) est un 2-joint propre pair de T , alors TY,4 est de Berge
et α(T ) = α(TY,4) + αAC + αBC − αX .
Démonstration. Clairement, TY,4 est de Berge, car c’est la semiréalisation du bloc
TY comme défini dans le chapitre 2, qui est de Berge d’après 2.11.
Soit Z un stable fort dans T de poids α(T ). Nous construisons un stable fort
dans TY,4 en ajoutant à Z ∩ X2 un des ensembles suivant (suivant la conclusion
de 5.2) : {a}, {b}, {c}, ou {a, b}. Dans chaque cas, nous obtenons un stable fort
de TY,4 de poids α(T ) − (αAC + αBC − αX). ce qui prouve que α(T ) ≤ α(TY,4) +
αAC + αBC − αX .
Réciproquement, soit Z un stable fort dans TY,4 de poids α(TY,4). On peut
supposer que Z ∩ {a, b, c} est un des ensembles {a}, {b}, {c}, ou {a, b}, et suivant
ces cas, nous construisons un stable fort de T en ajoutant à Z ∩X2 un stable fort
pondéré de poids maximum d’un des trigraphes suivant : T |(A1∪C1), T |(B1∪C1),
T |C1, ou T |X1. Nous obtenons un stable fort de T de poids α(TY,4) +αAC +αBC−
αX , ce qui prouve que α(TY,4) + αAC + αBC − αX ≤ α(T ).
5.3 Calculer α
Nous sommes maintenant prêt à décrire notre algorithme de calcul d’un stable
fort pondéré de poids maximal. La difficulté principale est que les blocs de décom-
position définis dans le chapitre 2 doivent être utilisés pour rester dans la classe,
alors que les gadgets définis dans la section 5.2 doivent être utilisés pour calculer α.
Notre idée est de commencer par utiliser les blocs de décomposition dans un pre-
mier temps, puis de les remplacer par les gadgets lors d’une deuxième étape. Pour
transformer un bloc en un gadget (ce que nous appelons réaliser une expansion),
nous devons effacer une composante optionnelle, et la remplacer par un groupe de
sommets de poids bien choisi. Pour cela nous avons besoin de deux informations ;
la première est le type de décomposition utilisé originellement pour créer cette
composante optionnelle, ainsi que les poids associés ; ces informations sont enco-
dées dans ce que nous appelons un pré-label. La seconde information nécessaire est
le type de la classe basique dans laquelle cette composante optionnelle va finir (car
tous les gadgets ne préservent pas toutes les classes basiques) ; cette information
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est encodée dans ce que nous appelons un label. Remarquons que le pré-label est
connu juste après la décomposition du trigraphe, alors que le label n’est connu
qu’après, lorsque le trigraphe est complétement décomposé. Formalisons cela.
Soit S une composante optionnelle d’un trigraphe bigame T . Un pré-label de
S est défini par :
— (“Complément de 2-joint impair”, αA, αB, αX) avec αA, αB et αX des en-
tiers, si S est une arête optionnelle.
— (“2-joint impair”, αAC , αBC , αC , αX) avec αAC , αBC , αC et αX des entiers,
si S est une arête optionnelle et qu’aucun sommet de T n’est complet à S.
— (“Complément de 2-joint pair”, αA, αB, αX) avec αA, αB et αX des entiers,
si S est un composante lourde.
— (“2-joint pair”, αAC , αBC , αC , αX) avec αAC , αBC , αC et αX des entiers, si
S est une composante légère.
Remarquons que certains types de composantes optionnelles sont “éligibles” à
la fois au premier et au deuxième pré-label.
Un pré-label doit être vu comme “la décomposition à partir de laquelle la
composante optionnelle est construite”. Quand T est un trigraphe et S est un
ensemble des composantes optionnelles de T , une fonction de pré-label pour (T,S)
est une fonction qui associe à chaque S ∈ S un pré-label. Il est important de
remarquer que S est seulement un ensemble de composantes optionnelles, donc
certaines composantes optionnelles peuvent ne pas avoir de pré-label.
Notons que la définition suivante des labels est un peu ambigüe. En effet, lors-
qu’on parle de “la classe basique contenant le trigraphe” il est possible que certains
trigraphes soient contenus dans plusieurs classes basiques. C’est typiquement le cas
des petits trigraphes et des trigraphes complets par exemple. Il est important de
voir que cela n’est pas un problème ; si un trigraphe appartient à plusieurs classes
de base, notre algorithme choisi arbitrairement une de ces classes, et produit un
résultat correct. Pour ne pas compliquer les notations c’est pas n’est pas compléte-
ment formalisé dans notre algorithme. Pour les trigraphes doublés, il y a une autre
ambiguïté. Si T est un trigraphe doublé et (X, Y ) est une bonne partition de T ,
une arête optionnelle uv de T est une arête de couplage si u, v ∈ X et une anti-
arête de couplage si u, v ∈ Y . Dans certains cas dégénérés, une arête optionnelle
d’un trigraphe doublé peut être à la fois une arête de couplage et une antiarête de
couplage suivant la bonne partition choisie, cependant une fois la bonne partition
choisie il n’y a plus d’ambiguïté. Là encore ce n’est pas un problème : lorsqu’une
arête optionnelle est ambigüe, notre algorithme choisi arbitrairement une bonne
partition.
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Soit S une arête optionnelle d’un trigraphe bigame. Un label pour S est une
paire L′ = (L,N), tel que L est un pré-label et N est une des étiquettes suivantes :
“biparti”, “complément de bipartite”, “line”, “complément de line”, “couplage dou-
blé”, “anticouplage doublé”. On dit que L′ étend L. l’étiquette ajoutée au pré-label
d’une composante optionnelle S doit être pensée comme “la classe basique dans
laquelle la composante S finit une fois que le trigraphe est complétement décompo-
sé”. Quand T est un trigraphe et S est un ensemble de composantes optionnelles de
T , une fonction de label pour (T,S) est une fonction qui associe à chaque S ∈ S un
label. Dans ces conditions, on dit que T est étiqueté. Comme pour les pré-labels,
les composantes optionnelles qui ne sont pas dans S ne reçoivent pas de label.
Soit T un trigraphe étiqueté, S un ensemble de composantes optionnelles de T
et L une fonction de label pour (T,S). L’expansion de (T,S,L), est le trigraphe
obtenu à partir de T après avoir effectué pour chaque S ∈ S de label L l’opération
suivante :
1. Si L = ((“Complément de 2-joint impair”, αA, αB, αX), N) pour une éti-
quette N (donc S est une arête optionnelle ab) : transformer ab en arête
forte, donner le poids αA au sommet a et le poids αB au sommet b.
2. Si L = ((“2-joint impair”, αAC , αBC , αC , αX), N) pour une étiquette N (donc
S est une arête optionnelle ab) : transformer ab en arête forte et :
— Si N est une des étiquettes suivantes : “biparti”, “complément de line”,
ou “couplage doublé”, alors ajouter un sommet a′, un sommet b′, rendre a′
fortement complet à N(a)\{b}, rendre b fortement complet à N(b)\{a},
et donner les poids αAC+αBC−αC−αX , αX−αBC , αAC+αBC−αC−αX
et αX − αAC à respectivement a, a′, b et b′
— Si N est une des étiquettes suivantes : “complément de biparti”, “line” ou
“anticouplage doublé”, alors ajouter un sommet a′, rendre a′ fortement
complet à {a} ∪ N(a) \ {b} et donner les poids αAC − αC , αX − αBC et
αBC − αC à respectivement a, a′ et b
3. Si L = ((“Complément de 2-joint pair”, αA, αB, αX), N) pour une étiquette
N (donc S est composée de deux arêtes optionnelles ac et cb et c est lourd) :
supprimer le sommet c, et donner les poids αA au sommet a et αB au sommet
b.
4. Si L = ((“2-joint pair”, αAC , αBC , αC , αX), N) pour une étiquette N (donc S
est composée de deux arêtes optionnelles ac et cb, et c est léger) : transformer
ac et cb en arête forte, donner les poids αX − αBC , αX − αAC , et αX + αC −
αAC − αBC à respectivement a, b et c.
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L’expansion doit être vue comme “ce qui est obtenu si on utilise les gadgets
comme défini dans la section 5.2 au lieu des blocs de décomposition comme défini
dans le chapitre 2”.
Théorème 5.9. Supposons que T est un trigraphe qui est dans une classe
basique d’étiquette N , S est l’ensemble des composantes optionnelles de T et
L est une fonction de label pour T , tels que pour tout S ∈ S de label L, un des
points suivants est vérifié :
— L = (. . . , N) avec N une des étiquettes suivantes : “biparti”, “complé-
ment de biparti”, “line” ou “complément de line” ; ou
— N = “doublé”, S est une arête de couplage de T et L = (. . . , “couplage
doublé”) ; ou
— N = “doublé”, S est une antiarête de couplage de T et L = (. . . ,
“anticouplage doublé”).
Alors l’expansion de (T,S,L) est un trigraphe basique.
Démonstration. À partir de nos hypothèses, T est basique. Donc il suffit de dé-
montrer que l’expansion d’une composante optionnelle S préserve le fait d’être
basique, et le résultat suivra par induction sur S. Soit T ′ l’expansion. Dans plu-
sieurs cas (c’est à dire dans les cas 1, 3 et 4) l’expansion consiste simplement à
transformer des arêtes optionnelles en arêtes fortes et potentiellement supprimer
des sommets. D’après 2.3, ces opérations préservent le fait d’être basique. Nous
avons donc simplement à étudier le cas 2 de la définition des expansions. Nous
pouvons donc supposer que S est une arête optionnelle ab.
Il est facile de voir que l’expansion comme définie dans le cas 2 préserve les tri-
graphes bipartis et les compléments de trigraphes bipartis ; donc si N ∈ {“biparti”,
“complément de biparti”} le résultat est prouvé.
Supposons que N =“line”, et donc T est un line trigraphe. Soit G la réalisation
complète de T , et R le graphe biparti, tel que G = L(R). Donc a est une arête
xaya dans R, et b est un arête yaxb. Puisque T est un line trigraphe, toute clique
de taille au moins 3 dans T est une clique forte, et donc a et b n’ont pas de voisin
commun dans T . Donc tous les voisins de a, à l’exception de b, sont des arêtes
incidentes à xa et pas à ya. Soit R′ le graphe obtenu à partir de R en ajoutant
une arête pendante e à xa. Remarquons que L(R′) est isomorphe à la réalisation
complète de T ′ (l’arête e correspond au nouveau sommet a′), et donc T ′ est un
line trigraphe.
Supposons maintenant que N =“complément de line”, donc T est le complé-
ment d’un line trigraphe. Puisque toute clique de taille au moins 3 dans T est une
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clique forte, V (T ) = N(a) ∪N(b). Supposons qu’il existe u, v ∈ N(a) \N(b), tels
que u est adjacent à v. Puisque T est un line trigraphe, et que uv est une semiarête,
alors {u, v, b} est une clique de taille 3 dans T . Soit R le graphe biparti, tel que
la réalisation complète de T soit L(R). Alors dans R aucune arête de u, v, a ne
partage d’extrémité, cependant b partage une extrémité avec ces trois arêtes, c’est
une contradiction. Ceci prouve que N(a) \N(b) (et par symétrie que N(b) \N(a))
est un stable fort dans T . Comme N(a) ∩ N(b) = ∅, alors T est biparti, et donc
comme précédemment, T ′ est basique.
On peut donc supposer que T est un trigraphe doublé avec (X, Y ) une bonne
partition. Si S = ab est une arête de couplage de T , alors ajouter les sommets a′, b′
à X produit une bonne partition de T ′. Si S = ab est une antiarête de couplage de
T , alors ajouter le sommet a′ à Y produit une bonne partition de T ′. Dans tous
les cas T ′ est basique et le résultat est prouvé.
Soit T un trigraphe, S un ensemble de composantes optionnelles de T , L une
fonction de label de (T,S) et T ′ l’expansion de (T,S,L). Soit X ⊆ V (T ). On
définit l’expansion de X ⊆ V (T ) en X ′ comme suit. On part avec X ′ = X et on
effectue les opérations suivantes pour tout S ∈ S.
1. Si L = ((“Complément de 2-joint impair”, αA, αB, αX), N) pour une éti-
quette N (donc S est une arête optionnelle ab), ne pas modifier X ′.
2. Si L = ((“2-joint impair”, αAC , αBC , αC , αX), N) pour une étiquette N(donc
S est une arête optionnelle ab) :
— Si N est une des étiquettes suivantes : “biparti”, “complément de line”,
ou “couplage doublé”, faire : si a ∈ X alors ajouter a′ à X ′, et si b ∈ X
alors ajouter b′ à X ′.
— Si N est une des étiquettes suivantes : “complément de biparti”, “line”
ou “anticouplage doublé”, faire : si a ∈ X alors ajouter a′ à X ′.
3. Si L = ((“Complément de 2-joint pair”, αA, αB, αX), N) pour une étiquette
N (donc S est composée de deux arêtes optionnelles ac et cb et c est lourd),
faire : si c ∈ X, alors supprimer c de X ′.
4. Si L = ((“2-joint pair”, αAC , αBC , αC , αX), N) pour une étiquette N (donc
S est composée de deux arêtes optionnelles ac et cb et c est léger) ne pas
modifier X ′.
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Théorème 5.10. Avec les notations ci-dessus, si (X1, X2) est un 2-
joint propre (resp. le complément d’un 2-joint propre) de T avec
(A1, B1, C1, A2, B2, C2) une affectation de (X1, X2), alors (X ′1, X ′2) est un
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2-joint propre (resp. le complément d’un 2-joint propre) de T ′ avec
(A′1, B′1, C ′1, A′2, B′2, C ′2) une affectation de (X ′1, X ′2), de même parité que
(X1, X2). (Remarquons que la notion de parité fait sens pour T ′, puisque T ′
est de Berge d’après 5.6, 5.7 et 5.8).
Démonstration. Directe à partir des définitions.
Théorème 5.11. Il existe un algorithme avec les spécifications suivantes :
Entrée : Un triplet (T,S,L), tels que T est un trigraphe de Berge apprivoisé,
S est un ensemble de composantes optionnelles de T et L est une fonction
de pré-label pour (T,S).
Sortie : Une fonction de label L′ pour (T,S) qui étend L, et un stable fort
pondéré de poids maximum de l’expansion de (T,S,L′).
Complexité en temps : O(n5)
Démonstration. Nous décrivons un algorithme récursif. La première étape de l’al-
gorithme utilise 5.1 pour vérifier que T est basique. Remarquons que si T est un
trigraphe doublé, l’algorithme de 5.1 calcule également quelles arêtes optionnelles
sont des arêtes de couplage, et quelles arêtes optionnelles sont des antiarêtes de
couplage.
Commençons par supposer que T est dans une classe basique de nom N (c’est
en particulier le cas lorsque |V (T )| = 1). Nous étendons la fonction de pré-label
L en une fonction de label L′ comme suit : si N 6=“doublé”, alors on ajoute N
à tous les pré-labels et sinon, pour tout S ∈ S de label L, on ajoute “couplage
doublé” (resp. “anticouplage doublé”) à L si S est une arête de couplage (resp.
antiarête de couplage). La fonction de label obtenue vérifie les hypothèses de 5.9,
donc l’expansion T ′ de (T,S,L′) est basique, et en exécutant l’algorithme de 5.1
sur T ′, nous obtenons un stable fort pondéré de poids maximum de T ′ en temps
O(n4). Donc, nous pouvons bien calculer une fonction de label L′ pour T,S qui
étend L, et un stable fort pondéré de poids maximum de l’expansion de (T,S,L′).
Supposons maintenant que T n’est pas basique. Puisque T est un trigraphe
de Berge apprivoisé, d’après 2.10, nous savons que T se décompose par un 2-joint
ou le complément d’un 2-joint. Dans [7], un algorithme fonctionnant en temps
O(n4) est donné pour calculer un 2-joint dans un graphe quelconque. En fait les
2-joints comme décrit dans [7] ne sont pas exactement ceux que nous utilisons :
Le dernier point de notre définition n’a pas besoin d’être vérifié (celui qui assure
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qu’aucun côté du 2-joint n’est réduit à un chemin de longueur exactement 2). Ce-
pendant la méthode du Théorème 4.1 de [7] montre comment ajouter ce type de
contraintes sans perte de temps. Il est facile d’adapter cette méthode pour la dé-
tection de 2-joint dans un trigraphe (nous présentons d’ailleurs dans le chapitre 6
un algorithme similaire). Nous pouvons donc calculer la décomposition nécessaire
en temps O(n4). Nous calculons alors les blocs TX et TY comme défini dans le cha-
pitre 2. Remarquons que tout membre de S est une arête optionnelle de seulement
un des blocs TX ou TY . Nous appelons SX (resp. SY ) l’ensemble des éléments de
S qui sont dans TX (resp. TY ). Soit S la composante optionnelle marquée utilisée
pour créer le bloc TY . Observons que pour tout u ∈ S, il existe un sommet v ∈ X
tel que NT (v)∩Y = NTY (u)∩Y . De même pour TX . Donc, la fonction de pré-label
L pour (T,S) induit naturellement une fonction de pré-label LX pour (TX ,SX)
et une fonction de pré-label LY pour (TY ,SY ) (chaque S ∈ SX reçoit le même
pré-label que celui dans L, et de même pour SY . Dans la suite, la décomposition
réfère à la décomposition qui a été utilisée pour construire TX et TY , (c’est une
des étiquettes “complément de 2-joint pair”, “complément de 2-joint impair”, “2-
joint pair” ou “2-joint impair”) et nous utilisons nos notations habituelles pour
l’affectation de cette décomposition.
Sans perte de généralité, on peut supposer que |V (TX)| ≤ |V (TY )|.
D’après 2.11, TX , TY sont des trigraphes de Berge bigames, et d’après 2.12, ils
sont apprivoisés.
Soit S la composante optionnelle marquée qui est utilisée pour créer le bloc
TY . On définit S ′Y = SY ∪ {S}. On peut maintenant construire une fonction de
pré-label LY pour S ′Y comme suit. Toutes les composantes optionnelles dans SY
conservent le pré-label qu’elles ont dans S. La composante marquée S reçoit le
pré-label suivant :
— Si la décomposition est un complément de 2-joint impair, alors calculer
récursivement αA = α(TX |A1), αB = α(TX |B1) et αX = α(TX |X), et définir
le pré-label de S comme (“Complément de 2-joint impair”, αA, αB, αX).
Remarquons que dans ce cas |S| = 2.
— Si la décomposition est un 2-joint impair, alors calculer récursivement
αAC = α(TX |(A1 ∪ C1)), αBC = α(TX |(B1 ∪ C1)), αC = α(TX |C1) et
αX = α(TX |X) et définir le pré-label de S comme (“2-joint impair”,
αAC , αBC , αC , αX). Remarquons que dans ce cas |S| = 2 et aucun sommet
de T ′Y \ S n’est fortement complet à S.
— Si la décomposition est un complément de 2-joint pair, alors calculer récur-
sivement αA = α(TX |A1), αB = α(TX |B1) et αX = α(TX |X), et définir le
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pré-label de S comme (“Complément de 2-joint pair”, αA, αB, αX). Remar-
quons que dans ce cas, |S| = 3 et S est léger.
— Si la décomposition est un 2-joint pair, alors calculer récursivement αAC =
α(TX |(A1 ∪ C1)), αBC = α(TX |(B1∪C1)), αC = α(TX |C1) et αX = α(TX |X)
et définir le pré-label de S comme (“2-joint pair”, αAC , αBC , αC , αX). Re-
marquons que dans ce cas, |S| = 3 et S est lourd.
Maintenant TY ,S ′Y a une fonction de pré-label LY . Nous exécutons récursive-
ment notre algorithme pour (TY ,S ′Y ,LY ).
Nous obtenons une extension L′Y de LY et un stable fort pondéré de poids
maximum de l’expansion T ′Y de (TY ,S ′Y ,L′Y ).
Nous utilisons L′Y pour terminer la construction de L′, en utilisant pour tout
S ∈ SY la même extension que nous avions dans L′Y pour étendre LY . Nous avons
donc maintenant, une extension L′ de L. Soit T ′ l’extension de (T, S,L′).
Remarquons maintenant que d’après 5.10, T ′Y est exactement le gadget pour
T ′, comme défini dans la section 5.2. Donc, α(T ′) peut être calculé à partir de
α(T ′Y ), comme expliqué dans 5.6, 5.7, ou 5.8.
Donc, l’algorithme fonctionne correctement lorsqu’il renvoie L′ et le stable fort
pondéré de poids maximum que nous venons de calculer.
Analyse de complexité : Avec notre manière de construire nos blocs de dé-
composition, nous avons |V (TX)| − 3 + |V (TY )| − 3 ≤ n et d’après 2.9(viii) nous
avons 6 ≤ |V (TX)|, |V (TY )| ≤ n − 1. Rappelons que nous avons supposé que
|V (TX)| ≤ |V (TY )|.
Soit T (n) la complexité de notre algorithme. Pour chaque type de décomposi-
tion, nous effectuons au plus quatre appels récursifs sur le petit bloc, c’est à dire
TX , et un appel récursif sur le grand bloc TY . Nous avons donc T (n) ≤ dn4 lorsque
le trigraphe est basique et sinon T (n) ≤ 4T (|V (TX)|) + T (|V (TY )|) + dn4, avec d
la constante venant de la complexité de trouver un 2-joint ou un complément de
2-joint et de trouver α dans les trigraphes basiques.
Nous pouvons maintenant démontrer qu’il existe une constante c, telle que
T (n) ≤ c.n5. Notre démonstration est par induction sur n. Nous montrons qu’il
existe une constante N , telle que l’étape d’induction passe pour tout n ≥ N
(cet argument et en particulier N ne dépend pas de c). Le cas de base de notre
induction est alors sur les trigraphes basiques ou sur les trigraphes qui ont au plus
N sommets. Pour ces trigraphes, il est clair que la constante c existe.
Nous faisons la démonstration de l’induction uniquement dans le cas du 2-
joint pair (potentiellement dans le complément). La démonstration pour le 2-joint
impair est similaire. Nous définissons n1 = |V (TX)|. Nous avons T (n) ≤ 4T (n1) +
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T (n+ 6− n1) + dn4 pour tout n1 et n vérifiant bn2 c+ 3 ≥ n1 ≥ 7.
Définissons f(n1) = n5−4n51−(n+6−n1)5−dn4. Nous montrons qu’il existe une
constante N , telle que pour tout n ≥ N et pour tout n1 tel que 7 ≤ n1 ≤ bn2 c+ 3,
f(n1) ≥ 0. Par hypothèse d’induction, ceci prouve notre résultat. Un simple calcul
montre que :
f ′(n1) = −20n41 + 5(n+ 6− n1)4
f ′′(n1) = −80n31 − 20(n+ 6− n1)3
Puisque n + 6 − n1 est positif, nous avons f ′′ ≤ 0. Donc, f ′ est décroissante,
et il est facile de voir que si n est suffisamment large, f ′(n1) est positif pour
n1 = 7 et négatif pour n1 = bn2 c + 3. Maintenant f est minimum pour n1 = 7
ou n1 = bn2 c + 3. Puisque f(7) = n5 − (n − 1)5 − P (n) avec P un polynôme,
tel que deg(P ) ≤ 4, si n est suffisamment large, alors f(7) est positif. De même
f(bn2 c+ 3) ≤ n5 − 5(dn2 e+ 3)5. Là encore, si n est suffisamment large, f(bn2 c+ 3)
est positif. Donc, il existe une constante N , telle que pour tout n ≥ N , f(n1) ≥ 0.
Cela montre que notre algorithme s’exécute en temps O(n5).
Théorème 5.12. On peut calculer un stable fort pondéré de poids maximum
d’un trigraphe T de Berge apprivoisé en temps O(n5).
Démonstration. Exécuter l’algorithme de 5.11 pour (T, ∅, ∅).
Théorème 5.13. On peut calculer un stable pondéré de poids maximum d’un
graphe G de Berge apprivoisé en temps O(n5).
Démonstration. D’après 5.12 et le fait que les graphes de Berge peuvent être vu
comme des trigraphes de Berge.
Contrairement aux deux chapitres précédents, les résultats de ce chapitre ne
peuvent s’étendre aux classes closes par k-joint. La raison principale est que les
lemmes 5.3 et 5.4 qui sont nécessaires pour assurer que les poids dans les blocs
sont tous positifs ou nuls ne sont vrais que dans le cas des graphes de Berge.
Plus précisément nous avons besoin que tous les chemins entre les deux ensembles
frontières du 2-joint (avec nos notations : Ai et Bi) soient de mêmes parités (ce
qui est prouvé par le lemme 2.4 pour les graphes de Berge).
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On peut voir notre preuve comme étant en deux temps. Nous commençons par
construire l’arbre de décomposition. Lors de cette étape, nous devons n’utiliser que
les blocs qui préservent la classe pour pouvoir continuer à décomposer. Puis une
fois le trigraphe complètement décomposé nous modifions les blocs afin de pouvoir
faire remonter l’information des blocs basiques au trigraphe complet. Un point
important lors de la reconstruction est de bien choisir sur quel bloc poser le plus
de questions, en effet si l’on ne fait pas attention l’algorithme devient exponentiel.
Dans les algorithmes présentés nous nous sommes focalisé sur le calcul de la
valeur du stable maximum. Il est facile et classique de convertir un tel algorithme
en un algorithme qui explicite un stable maximum pour un surcout linéaire. Ce-
pendant comme il est possible pour les classes de base d’expliciter à chaque fois
un stable maximum, il est possible en utilisant de bonnes structures de données
de suivre les sommets du stable maximum à chaque étape de l’induction et ainsi
d’expliciter un stable maximum sans surcout.
Enfin il faut noter qu’en utilisant le théorème 1.1 nous obtenons un algorithme
de coloration en temps O(n7).
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Chapitre 6
Décompositions extrêmes
Les résultats de ce chapitre ont été obtenus avec Maria Chudnovsky, Nicolas Tro-
tignon et Kristina Vušković, ils font l’objet d’un article [15] soumis à Journal of
Combinatorial Theory, Series B.
6.1 Décompositions extrêmes
Dans cette section nous allons démontrer que les trigraphes de Berge appri-
voisés qui ne sont pas basiques, admettent des décompositions extrêmes. C’est
à dire des décompositions telles qu’un des blocs de décomposition est basique.
Ce résultat n’est pas trivial, puisque qu’il existe dans [37] un exemple montrant
que les graphes de Berge généraux n’admettent pas toujours de 2-joint extrême.
Les décompositions extrêmes sont parfois très utiles pour faire des preuves par
induction.
En fait nous ne sommes pas capable de démontrer que tous les trigraphes de
Berge apprivoisés admettent un 2-joint ou un complément de 2-joint extrême. Pour
démontrer l’existence de décompositions extrêmes nous devons inclure un nouveau
type de décomposition, la paire homogène à notre ensemble de décomposition. Il
est intéressant de remarquer que cette nouvelle décomposition est déjà utilisée dans
de nombreuses variantes du théorème 2.5. Il est intéressant de voir que nous avons
besoin d’étendre notre ensemble de décompositions afin d’obtenir un théorème de
structure extrême. Il est donc possible que les star-cutsets ou plus généralement
les skew-partitions ne soient pas des décompositions assez générales mais qu’en
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Figure 6.1 – Un exemple de graphe d’admettant pas de 2-joint extrême
les étendant il soit possible d’obtenir un théorème de décomposition extrême. Par
exemple dans [1], nous avons pu avec Aboulker, Radovanović Trotignon et Vuš-
ković, en étendant la définition du star-cutset avoir une décomposition extrême
d’une classe de graphes particulière. Grâce à cette décomposition extrême nous
avons alors pu démontrer notre hypothèse d’induction.
Une paire homogène propre d’un trigraphe T est une paire de sous-ensembles
disjoints (A,B) de V (T ), telle que si A1, A2 sont respectivement les ensembles de
tous les sommets fortement complets à A et fortement anticomplets à A et que
B1, B2 sont définis de manière similaire, alors :
— |A| > 1 et |B| > 1 ;
— A1 ∪ A2 = B1 ∪ B2 = V (T ) \ (A ∪ B) (et en particulier tout sommet de A
a un voisin et un antivoisin dans B et vice versa) ; et
— les quatre ensembles A1∩B1, A1∩B2, A2∩B1, A2∩B2 sont tous non-vides.
Dans ces circonstances, on dit que (A,B,A1 ∩ B2, A2 ∩ B1, A1 ∩ B1, A2 ∩ B2)
est une affectation de la paire homogène.
Une manière de démontrer l’existence d’une décomposition extrême est de
considérer un “côté” de la décomposition et de le minimiser, pour obtenir ce que
nous appelons une fin. Cependant pour les paires homogènes, les deux côtés (qui
sont A ∪ B et V (T ) \ (A ∪ B) avec nos notations habituelles) ne sont pas symé-
triques comme le sont les deux côtés d’un 2-joint. Nous devons donc décider quel
côté minimiser. Nous choisissons de minimiser le côté A ∪ B. Formellement nous
devons faire la distinction entre un fragment, qui est n’importe quel côté d’une
décomposition et un fragment propre qui est le côté qui va être minimisé et qui
ne peut donc pas être le côté V (T ) \ (A ∪ B) d’une paire homogène. Toutes les
définitions sont données formellement ci-dessous.
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A B
Figure 6.2 – Paire Homogène
Nous commençons par modifier la définition des fragments pour inclure les
paires homogènes. À partir de maintenant, un ensemble X ⊆ V (T ) est un fragment
d’un trigraphe T si une des propriétés suivantes est vérifiée :
1. (X, V (T ) \X) est un 2-joint propre de T ;
2. (X, V (T ) \X) est un complément de 2-joint propre de T ;
3. il existe une paire homogène propre (A,B) de T telle que X = A ∪ B ou
X = V (T ) \ (A ∪B).
Un ensemble X ⊆ V (T ) est un fragment propre d’un trigraphe T si une des
propriétés suivantes est vérifiée :
1. (X, V (T ) \X) est un 2-joint propre de T ;
2. (X, V (T ) \X) est un complément de 2-joint propre de T ;
3. il existe une paire homogène propre (A,B) de T telle que X = A ∪B.
Une fin de T est un fragment propre X de T tel qu’aucun sous-trigraphe induit
propre de X est un fragment propre de T .
Remarquons qu’un fragment propre de T est un fragment propre de T , et une
fin de T est une fin de T . De plus un fragment dans T est encore un fragment
dans T . Nous avons déjà défini les blocs de décomposition d’un 2-joint et d’un
complément de 2-joint. Nous définissons maintenant les blocs de décomposition
d’une paire homogène.
Si X = A ∪ B avec (A,B,C,D,E, F ) une affectation d’une paire homogène
propre (A,B) de T , alors nous construisons le bloc de décomposition TX en rapport
avec X de la manière suivante. Nous partons de T |(A∪B). Nous ajoutons ensuite
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deux nouveaux sommets marqués c et d tels que c est fortement complet à A, d est
fortement complet à B, cd est une arête optionnelle et il n’y a aucune autre arête
entre {c, d} et A ∪B. Ici encore, {c, d} est appelé la composante marquée de TX .
Si X = C ∪ D ∪ E ∪ F avec (A,B,C,D,E, F ) une affectation d’une paire
homogène propre (A,B) de T , alors nous construisons le bloc de décomposition
TX en rapport avec X de la manière suivante. Nous partons de T |X. Nous ajoutons
alors deux nouveaux sommets marqués a et b tels que a est fortement complet à
C ∪ E, b est fortement complet à D ∪ E, ab est une arête optionnelle et il n’y a
aucune autre arête entre {a, b} et C ∪D ∪ E ∪ F . Ici encore, {a, b} est appelé la
composante marquée de TX .
Théorème 6.1. Si X est un fragment d’un trigraphe T de Berge bigame, alors
TX est un trigraphe de Berge bigame.
Démonstration. D’après la définition de TX , il est clair que tous ses sommets sont
dans au plus une arête optionnelle ou sont lourds ou sont légers. Il ne nous reste
donc plus qu’à démontrer que TX est de Berge.
Si le fragment vient d’un 2-joint ou d’un complément de 2-joint, alors nous
avons le résultat d’après le lemme 2.11.
Si X = A ∪ B et (A,B) est une paire homogène propre de T , alors soit H
un trou ou un antitrou de TX . En passant si besoin au complémentaire, on peut
supposer que H est un trou. S’il contient les deux sommets marqués c, d, alors
c’est un trou sur quatre sommets ou il doit contenir deux voisins forts de d dans
B, donc H a longueur 6. Par conséquent, on peut supposer que H contient au plus
un sommet parmi c, d et donc un trou de longueur strictement identique peut être
obtenu dans T en remplaçant c ou d par un sommet de C ou de D. Par conséquent,
H a longueur paire.
S’il existe une paire homogène propre (A,B) de T telle que X = V (T )\(A∪B),
alors puisque pour tout sommet de A a un voisin et un antivoisin dans B, nous
pouvons remarquer que toute réalisation de TX est un sous-trigraphe induit d’une
réalisation de T . Il suit que TX reste de Berge.
Théorème 6.2. Si X est un fragment d’un trigraphe T de Berge apprivoisé,
alors le bloc de décomposition TX n’a pas de skew-partition équilibrée.
Démonstration. Pour démontrer ce résultat, supposons que TX ait une skew-
partition équilibrée (A′, B′) avec une affectation (A′1, A′2, B′1, B′2). À partir de cette
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skew-partition équilibrée, nous allons trouver une skew-partition dans T . Nous al-
lons alors utiliser le lemme 2.8 afin de démontrer l’existence d’une skew-partition
équilibrée dans T . Ceci nous fournira une contradiction, et démontrera le résultat.
Si le fragment vient d’un 2-joint ou d’un complément de 2-joint, nous avons le
résultat d’après le lemme 2.12.
Si X = A ∪ B et (A,B) est une paire homogène de T , alors soit
(A,B,C,D,E, F ) une affectation de (A,B). Puisque cd est une arête optionnelle,
les sommets marqués c et d n’ont pas de voisin commun et cd domine TX . Sans
perte de généralité il n’y a qu’un cas à traiter : c ∈ A′1 et d ∈ B′1. Puisque B′2 est
complet à d et A′2 est anticomplet à c, il suit que A′2, B′2 ⊆ B.
Maintenant (A′1\{c}∪C∪F,A′2, B′1\{d}∪D∪E,B′2) est une affectation d’une
skew-partition dans T . La paire (A′2, B′2) est équilibrée dans T car elle l’est dans
TX . Par conséquent, d’après le lemme 2.8, T admet une skew-partition équilibrée,
c’est une contradiction.
Si X = V (T )\(A∪B) et (A,B) est une paire homogène propre de T , alors soit
(A,B,C,D,E, F ) une affectation de (A,B). Puisque ab est une arête optionnelle,
on peut à symétrie et complémentation près supposer que a ∈ A′1 et b ∈ A′1 ∪ B′1.
Si b ∈ A′1 alors (A ∪ B ∪ A′1 \ {a, b}, A′2, B′1, B′2) est une affectation d’une skew-
partition dans T . Dans tous les cas, la paire (A′2, B′2) est équilibrée dans T car elle
l’est dans TX . Par conséquent, d’après le lemme 2.8, T admet une skew-partition
équilibrée, c’est une contradiction.
Théorème 6.3. Si X est une fin d’un trigraphe T de Berge apprivoisé, alors
le bloc de décomposition TX est basique.
Démonstration. Soit T un trigraphe de Berge apprivoisé etX une fin de T . D’après
le lemme 6.1, TX est un trigraphe bigame de Berge et d’après le lemme 6.2, TX
n’a pas de skew-partition équilibrée. D’après le théorème 2.10, il suffit de montrer
que TX n’a ni 2-joint propre, ni complément de 2-joint propre.
En passant au complémentaire de T si nécessaire, on peut supposer qu’une des
propriétés suivantes est vraie :
— X = A ∪B et (A,B) est une paire homogène propre de T ;
— (X, V (T ) \X) est un 2-joint pair propre de T ; ou
— (X, V (T ) \X) est un 2-joint impair propre de T .
Cas 1 : X = A ∪ B avec (A,B) une paire homogène propre de T . Soit
(A,B,C,D,E, F ) une affectation de (A,B).
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Supposons que TX admette un 2-joint propre (X1, X2). Soit
(A1, B1, C1, A2, B2, C2) une affectation de (X1, X2). Puisque cd est une arête
optionnelle, nous pouvons supposer que les deux sommets c, d sont tous les deux
dans X2. Comme {c, d} domine fortement TX , on peut supposer que c ∈ A2 et
d ∈ B2, et donc C1 = ∅. Puisque c est fortement complet à A, A1 ⊆ A et de
manière similaire, B1 ⊆ B. D’après le lemme 6.2 et le lemme 2.9, |A1| ≥ 2 et
|B1| ≥ 2 et comme C1 = ∅, tous les sommets de A1 ont un voisin et un antivoisin
dans B1 et vice versa. Maintenant (A1, B1, C ∪ A2 \ {c}, D ∪ B2 \ {d}, E, F ∪ C2)
est une affectation d’une paire homogène propre de T . Comme |X2| ≥ 3, A1 ∪ B1
est strictement inclus dans A ∪B, c’est une contradiction.
Comme A∪B est aussi une paire homogène de T , en utilisant le même argument
que ci-dessus, TX n’admet pas de complément de 2-joint propre.
Cas 2 : (X, V (T ) \ X) est un 2-joint pair propre (X1, X2) de T , avec X = X1.
Soit (A1, B1, C1, A2, B2, C2) une affectation de (X, V (T ) \X).
Supposons que TX admette un 2-joint propre (X ′1, X ′2). Soit
(A′1, B′1, C ′1, A′2, B′2, C ′2) une affectation de (X ′1, X ′2). Puisque ac et bc sont
des arêtes optionnelles, on peut supposer que a, b, c ∈ X ′2. Nous affirmons main-
tenant que (X ′1, V (T ) \ X ′1) est un 2-joint propre de T et que X ′1 est strictement
inclus dans X, ce qui est une contradiction. Remarquons que d’après la définition
d’un 2-joint et le fait que c n’ait pas de voisin fort, X ′2 ne peut pas être réduit à
{a, b, c} et par conséquent, X ′1 est strictement inclus dans X. Puisque c n’a pas
de voisin fort, c ∈ C ′2. Puisque a et b n’ont pas de voisin fort commun dans TX1 ,
il n’y a à symétrie près que trois cas : ou bien a ∈ A′2, b ∈ B′2, ou bien a ∈ A′2,
b ∈ C ′2, ou bien a, b ∈ C ′2.
Si a ∈ A′2 et b ∈ B′2, alors (A′1, B′1, C ′1, A2∪A′2 \{a}, B2∪B′2 \{b}, C2∪C ′2 \{c})
est une affectation d’un 2-joint de T .
Si a ∈ A′2 et b ∈ C ′2, alors (A′1, B′1, C ′1, A2 ∪ A′2 \ {a}, B′2, B2 ∪ C2 ∪ C ′2 \ {b, c})
est une affectation d’un 2-joint de T .
Si a ∈ C ′2 et b ∈ C ′2, alors (A′1, B′1, C ′1, A′2, B′2, X2 ∪ C ′2 \ {a, b, c}) est une
affectation d’un 2-joint de T .
D’après le lemme 6.2 et le lemme 2.9 tous ces 2-joints sont propres, et nous
avons donc une contradiction.
Supposons que TX admette un complément de 2-joint propre (X ′1, X ′2). Puisque
c n’a pas de voisin fort nous avons une contradiction.
Case 3 : (X, V (T ) \ X) est un 2-joint propre (X1, X2) de T , avec X = X1. Soit
(A1, B1, C1, A2, B2, C2) une affectation de (X, V (T ) \X).
Supposons que TX admette un 2-joint propre (X ′1, X ′2). Soit
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(A′1, B′1, C ′1, A′2, B′2, C ′2) une affectation de (X ′1, X ′2). Puisque ab est une arête
optionnelle, on peut supposer que a, b ∈ X ′2. Maintenant nous affirmons que
(X ′1, V (T )\X ′1) est un 2-joint propre de T , ce qui est une contradiction, car X ′2 ne
peut pas être réduit à seulement {a, b} (d’après la définition d’un 2-joint), donc
X ′1 est strictement inclus dans X. Comme a et b n’ont pas de voisin fort commun
dans TX1 , il y a à symétrie près seulement trois cas : ou bien a ∈ A′2, b ∈ B′2, ou
bien a ∈ A′2, b ∈ C ′2, ou bien a, b ∈ C ′2.
Si a ∈ A′2 et b ∈ B′2, alors (A′1, B′1, C ′1, A2 ∪A′2 \ {a}, B2 ∪B′2 \ {b}, C2 ∪C ′2) est
une affectation d’un 2-joint de T .
Si a ∈ A′2 et b ∈ C ′2, alors (A′1, B′1, C ′1, A2 ∪A′2 \ {a}, B′2, B2 ∪C2 ∪C ′2 \ {b}) est
une affectation d’un 2-joint de T .
Si a ∈ C ′2 et b ∈ C ′2, alors (A′1, B′1, C ′1, A′2, B′2, X2∪C ′2\{a, b}) est une affectation
d’un 2-joint de T .
D’après le lemme 6.2 et le lemme 2.9 tous ces 2-joints sont propres, et nous
avons donc une contradiction.
Supposons que TX admette un complément de 2-joint propre (X ′1, X ′2). Soit
(A′1, B′1, C ′1, A′2, B′2, C ′2) une affectation de (X ′1, X ′2). Puisque ab est une arête op-
tionnelle, on peut supposer que a, b ∈ X ′2. Puisque a et b n’ont pas de voisin fort
commun, on peut supposer que a ∈ A′2, b ∈ B′2 et C ′1 = ∅. Si C2 et C ′2 sont non-
vides, alors (A′1, B′1, B2 ∪B′2 \ {b}, A2 ∪A′2 \ {a}, C ′2, C2) est une affectation d’une
paire homogène propre de T et A′1 ∪ B′1 est strictement inclus dans X, c’est une
contradiction (remarquons que d’après le lemme 6.2 et le lemme 2.9, |A′1| ≥ 2,
|B′1| ≥ 2, et tout sommet de A′1 a un voisin et un antivoisin dans B′1 et vice versa).
Si C2 est non-vide et que C ′2 est vide, alors (A′1, B′1, ∅, B2∪B′2\{b}, A2∪A′2\{a}, C2)
est une affectation d’un 2-joint propre de T (il est propre d’après le lemme 6.2 et
le lemme 2.9). Si C2 est vide, alors (A′1, B′1, ∅, A2 ∪A′2 \ {a}, B2 ∪B′2 \ {b}, C ′2) est
une affectation d’un complément de 2-join de T (ici encore il est propre d’après le
lemme 6.2 et le lemme 2.9).
6.2 Calculer une fin
Le but de cette section est de donner un algorithme polynomial qui étant donné
un trigraphe, calcule une fin s’il en existe une. Pour résoudre ce problème nous
pourrions utiliser les algorithmes existants de détection de 2-joint et de paire ho-
mogène. Le plus rapide est dans [7] pour les 2-joints et dans [24] pour les paires
homogènes. Cependant cette approche pose plusieurs problèmes. Premièrement
ces algorithmes fonctionnent pour les graphes et non pour les trigraphes. Il est
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cependant possible de les adapter pour les faire fonctionner sur les trigraphes.
Cependant il est difficile de démontrer que cette conversion des graphes aux tri-
graphes est correcte sans rentrer dans les détails des algorithmes. Le problème plus
grave est que ces algorithmes calculent un fragment et non une fin. En fait pour
les 2-joints l’algorithme de [7] calcule un ensemble X minimal pour l’inclusion tel
que (X, V (G)\X) est un 2-joint, mais il peut toujours y avoir une paire homogène
dans X. Pour régler ces deux problèmes nous donnons ici notre propre algorithme
même si la plupart des idées de cet algorithme existaient déjà dans des travaux
précédents.
Notre algorithme cherche un fragment propre X. À cause de tous les points
techniques des définitions des 2-joints et des paires homogènes, nous introdui-
sons une nouvelle notion. Un fragment faible d’un trigraphe T est un ensemble
X ⊆ V (T ) tel qu’il existe des ensembles disjoints A1, B1, C1, D1, A2, B2, C2, D2
vérifiant :
— X = A1 ∪B1 ∪ C1 ∪D1 ;
— V (T ) \X = A2 ∪B2 ∪ C2 ∪D2 ;
— A1 est fortement complet à A2 ∪D2 et fortement anticomplet à B2 ∪ C2 ;
— B1 est fortement complet à B2 ∪D2 et fortement anticomplet à A2 ∪ C2 ;
— C1 est fortement anticomplet à A2 ∪B2 ∪ C2 ;
— D1 est fortement anticomplet à A2 ∪B2 ∪D2 ;
— |X| ≥ 4 et |V (T ) \X| ≥ 4 ;
— |Ai| ≥ 1 et |Bi| ≥ 1, i = 1, 2 ;
— et au moins une des propriétés suivantes est vérifiée :
— C1 = D1 = ∅, C2 6= ∅, et D2 6= ∅, ou
— D1 = D2 = ∅, ou
— C1 = C2 = ∅.
Dans ces circonstances, on dit que (A1, B1, C1, D1, A2, B2, C2, D2) est une affec-
tation deX. Étant donné un fragment faible, on dit qu’il est de type paire homogène
si C1 = D1 = ∅, C2 6= ∅, et D2 6= ∅, de type 2-joint si D1 = D2 = ∅ et de type com-
plément de 2-joint si C1 = C2 = ∅. Remarquons qu’un fragment peut être à la fois
de type 2-joint et de type complément de 2-joint (lorsque C1 = D1 = C2 = D2 = ∅).
Théorème 6.4. Si T est un trigraphe de Berge apprivoisé, alors X est un
fragment faible de T si et seulement si X est un fragment propre de T .
Démonstration. Si X est un fragment propre, alors c’est clairement un fragment
faible (les conditions |X| ≥ 4 et |V (T ) \X| ≥ 4 sont satisfaites lorsque X est un
côté d’un 2-joint d’après le lemme 2.9). Prouvons l’autre sens de l’équivalence. Soit
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X un fragment faible et soit (A1, B1, C1, D1, A2, B2, C2, D2) une affectation de X.
Si X est de type 2-joint ou complément de 2-joint, alors il est propre d’après le
lemme 2.9. Par conséquent nous n’avons à traiter que le cas du fragment faible de
type paire homogène et donc C1 = D1 = ∅, C2 6= ∅, et D2 6= ∅. Puisque les quatre
ensembles A1, A2, B1, B2 sont tous non-vides, il suffit de vérifier que les conditions
suivantes sont vérifiées :
(i) Tout sommet de A1(B1) a un voisin et un antivoisin dans B1(A1).
(ii) |A1| > 1 et |B1| > 1.
Supposons que la condition (i) n’est pas vérifiée. En prenant le complémentaire
de T si nécessaire, on peut supposer qu’il existe un sommet v ∈ A1 fortement
complet à B1. Puisque {v} ∪B1 ∪A2 ∪D2 n’est pas un star cutset dans T d’après
le lemme 2.6, on a que A1 = {v}. Maintenant tout sommet de B1 est fortement
complet à A1, et donc par le même argument, |B1| = 1. Ceci contredit l’hypothèse
que |X| ≥ 4. Par conséquent la propriété (i) est vérifiée.
Pour démontrer (ii) supposons que |A1| = 1. Puisque |X| ≥ 4, on a que |B1| ≥
3. D’après (i), tout sommet de B1 est semi-adjacent à un unique sommet de A1,
ce qui est impossible puisque |B1| ≥ 3 et que T est un trigraphe bigame. Par
conséquent la propriété (ii) est vérifiée.
Un quadruplet (a1, b1, a2, b2) de sommets d’un trigraphe T est propre s’il vérifie
les propriétés suivantes :
— a1, b1, a2, b2 sont deux à deux distincts ;
— a1a2, b1b2 ∈ E(T ) ;
— a1b2, b1a2 ∈ E(T ).
Un quadruplet propre (a1, b1, a2, b2) est compatible avec un fragment faible X
s’il existe une affectation (A1, B1, C1, D1, A2, B2, C2, D2) de X telle que a1 ∈ A1,
b1 ∈ B1, a2 ∈ A2 et b2 ∈ B2.
Nous utilisons les notations suivantes. Si x est un sommet d’un trigraphe T ,
N(x) désigne l’ensemble des voisins de x, N(x) l’ensemble des antivoisins de x,
E(x) l’ensemble des voisins forts de x, et E∗(x) l’ensemble des sommets v tels que
xv ∈ E∗(T ).
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Théorème 6.5. Soit T un trigraphe et Z = (a1, b1, a2, b2) un quadruplet propre
de T . Il y a un algorithme en temps O(n2) qui étant donné un ensemble R0 ⊆
V (T ) de taille au moins 4 tel que Z ∩R0 = {a1, b1}, trouve un fragment faible
X compatible avec Z et tel que R0 ⊆ X, ou renvoie la propriété vraie suivante :
“Il n’existe pas de fragment faible X compatible avec Z et tel que R0 ⊆ X”
De plus le fragment trouvé X est minimal vis à vis de ces propriétés. C’est
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à dire que X ⊂ X ′ pour tout fragment faible X ′ vérifiant ces propriétés.
Démonstration. Nous utilisons la procédure décrite dans la table 6.1. Elle essaie
de construire un fragment faible R, en commençant avec R = R0 et S = V (T ) \
R0, Ensuite plusieurs règles de forçage sont implémentées, disant que certains
ensembles de sommets doivent être déplacés de S vers R.
La variable “State” contient le type du fragment faible en train d’être considéré.
Au début de la procédure le type n’est pas connu et la variable “State” contient
“Unknown”. Il est facile de vérifier que les propriétés suivantes sont des invariants
d’exécution (c’est à dire qu’elles sont vérifiées après chaque appel à Explore) :
— R et S forment une partition de V (T ), R0 ⊆ R et a2, b2 ∈ S.
— Pour tout sommet v ∈ R non-marqué et tout sommet u ∈ S, uv n’est pas
une arête optionnelle.
— Tous les sommets non-marqués appartenant à R ∩ (E(a2) \ E(b2)) ont le
même voisinage dans S, c’est à dire A (et A est un voisinage fort).
— Tous les sommets non-marqués appartenant à R ∩ (E(b2) \ E(a2)) ont le
même voisinage dans S, c’est à dire B (et B est un voisinage fort).
— Tous les sommets non-marqués appartenant à R ∩ (E(b2) ∩ E(a2)) ont le
même voisinage dans S, c’est à dire A ∪B.
— Tous les sommets non-marqués appartenant à R et non-adjacent ni à a2 ni
à b2 sont fortement anticomplet à S.
— Pour tout fragment faible X tel que R0 ⊆ X et a2, b2 ∈ V (T ) \X, on a que
R ⊆ X et V (T ) \X ⊆ S.
D’après le dernier point, tous les déplacements de sommets de S vers R sont
nécessaires. Donc si un sommet de R est fortement adjacent à a2 et à b2, n’importe
quel fragment faible compatible avec Z qui contient R doit être un fragment faible
de type complément de 2-joint. C’est pourquoi la variable “State” est alors assignée
avec la valeur 2-joint et que tous les sommets de S \ (A ∪ B) sont déplacés vers
R. De la même manière, si un sommet de R est fortement antiadjacent à a2 et
à b2, n’importe quel fragment faible compatible avec Z qui contient R doit être
un fragment faible de type 2-joint. C’est pourquoi la variable “State” est alors
assignée à la valeur 2-joint et que tous les sommets de A∩B sont déplacés vers R.
Lorsque State = “2-joint” et qu’un sommet de R est à la fois fortement adjacent
à a2 et à b2, il y a une contradiction avec la définition du complément de 2-joint,
donc l’algorithme doit s’arrêter. Lorsque State = 2-joint et qu’un sommet de R est
à la fois fortement adjacent à a2 et à b2, il y a une contradiction avec la définition
du 2-joint donc l’algorithme doit s’arrêter. Lorsque la fonction Move essaie de
déplacer a2 ou b2 dans R (ceci peut arriver si un sommet dans R est semiadjacent
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Entrée : R0 un ensemble de sommets d’un trigraphe T et un quadruplet propre Z =
(a1, b1, a2, b2) tel que a1, b1 ∈ R0 and a2, b2 /∈ R0.
Initialisation :
R← R0 ; S ← V (T ) \R0 ; A← E(a1) ∩ S ; B ← E(b1) ∩ S ;
State← Unknown ;
Les sommets a1, b1, a2, b2 sont laissés non-marqués. Pour les autres sommets de
T :
Mark(x)← αβ pour tout sommet x ∈ E(a2) ∩ E(b2) ;
Mark(x)← α pour tout sommet x ∈ E(a2) \ E(b2) ;
Mark(x)← β pour tout sommet x ∈ E(b2) \ E(a2) ;
tous les autres sommets de T sont marqués par ε ;
Move(E∗(a1) ∩ S) ; Move(E∗(b1) ∩ S) ;
Boucle principale :
Tant que il existe un sommet x ∈ R marqué
Faire Explore(x); Unmark(x);
Fonction Explore(x) :
Si Mark(x) = αβ et State = Unknown alors
State← 2-joint, Move(S \ (A ∪B)) ;
Si Mark(x) = αβ et State = 2-joint alors Move(N(x) ∩ S) ;
Si Mark(x) = αβ et State = 2-joint alors
Sortie Pas de fragment faible trouvé, Stop ;
Si Mark(x) = α alors Move(A∆(E(x) ∩ S)), Move(E∗(x) ∩ S) ;
Si Mark(x) = β alors Move(B∆(E(x) ∩ S)), Move(E∗(x) ∩ S) ;
Si Mark(x) = ε et State = Unknown alors
State← 2-joint, Move(A ∩B) ;
Si Mark(x) = ε et State = 2-joint alors Move(N(x) ∩ S) ;
Si Mark(x) = ε et State = 2-joint alors
Sortie Pas de fragment faible trouvé, Stop ;
Fonction Move(Y) :
Cette fonction déplace simplement un sous-ensemble Y ⊂ S de S vers R.
Si Y ∩ {a2, b2} 6= ∅ alors
Sortie Pas de fragment faible trouvé, Stop ;
R← R ∪ Y ; A← A \ Y ; B ← B \ Y ; S ← S \ Y ;
Table 6.1 – La procédure utilisée dans le théorème 6.5
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à a2 et à b2), alors R ne peut pas être contenu dans un fragment compatible avec
Z.
Si le processus ne s’arrête pas pour une des raisons ci-dessus, alors tous les
sommets de R ont été explorés et donc sont non-marqués. Donc, si |S| ≥ 4 à la
fin, R est un fragment faible compatible avec Z. Plus spécifiquement, (R∩ (E(a2)\
E(b2)), R∩ (E(b2) \ E(a2)), R \ (E(a2)∪E(b2)), R∩ (E(a2)∩E(b2)), A \B,B \A, S \
(A ∪B), A ∩B) est une affectation du fragment faible R.
Puisque tous les déplacements de S vers R sont nécessaires, le fragment est
minimal comme affirmé. Cela implique également que si |S| ≤ 3, alors il n’existe
pas de fragment faible vérifiant les propriétés, dans ce cas l’algorithme renvoie qu’il
n’existe pas de fragment vérifiant les propriétés requises.
Complexité :
Le voisinage et l’antivoisinage d’un sommet de R n’est considéré qu’au plus
une fois. Donc, globalement l’algorithme utilise un temps O(n2).
Théorème 6.6. Il existe un algorithme fonctionnant en temps O(n5), qui
prend en entré un trigraphe T de Berge apprivoisé, et qui renvoie une fin X
de T (si une fin existe) et le bloc de décomposition TX .
Démonstration. Rappelons que d’après le lemme 6.4, les fragments faibles de
T sont des fragments propres. Nous commençons par décrire un algorithme de
complexité O(n8), nous expliquerons ensuite comment l’accélérer. Nous suppo-
sons que |V (T )| ≥ 8 car sinon il n’existe pas de fragment propre. Pour tout
quadruplet propre Z = (a1, a2, b1, b2) et pour toute paire de sommets u, v de
V (T ) \ {a1, a2, b1, b2}, nous appliquons le lemme 6.5 à R0 = {a1, b1, u, v}. Cette
méthode détecte pour tout Z et tout u, v un fragment propre (s’il en existe) com-
patible avec Z, contenant u, v et minimal vis à vis de ces propriétés. Parmi tous
ces fragments, nous choisissons celui de cardinalité minimum, c’est une fin. Une
fois que la fin est donnée, il est facile de connaitre le type de décomposition utilisé
et de construire le bloc correspondant (en utilisant en particulier, le lemme 2.4,
on peut simplement tester avec un chemin si le 2-joint est pair ou impair). Voyons
maintenant comment accélérer cet algorithme.
Nous traitons séparément le cas du 2-joint et de la paire homogène. Nous al-
lons décrire un algorithme en temps O(n5) qui renvoie un fragment faible de type
2-joint, un algorithme en temps O(n5) qui renvoie un fragment faible de type com-
plément de 2-joint et un algorithme en temps O(n5) qui renvoie un fragment faible
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de type paire homogène. Chacun de ces fragments sera de cardinalité minimum
parmi tous les fragments faibles du même type. Par conséquent, le fragment de
cardinalité minimum parmi ces trois fragments sera une fin.
Commençons par traiter le cas des 2-joints. Un ensemble Z de qua-
druplets propres est universel, si pour tout 2-joint propre d’affectation
(A1, B1, C1, A2, B2, C2), il existe (a1, a2, b1, b2) ∈ Z tel que a1 ∈ A1, a2 ∈ A2,
b1 ∈ B1, b2 ∈ B2. Au lieu de tester tous les quadruplets comme dans la version en
O(n8) de notre algorithme, il est clairement suffisant de restreindre notre recherche
à un ensemble universel de quadruplet. Comme prouvé dans [7], il existe un algo-
rithme qui génère en temps O(n2) un ensemble universel de quadruplet de taille
au plus O(n2) pour n’importe quel graphe. Il est facile d’obtenir un algorithme
similaire pour les trigraphes.
L’idée suivante pour les 2-joints est d’appliquer la méthode de la Table 6.1 à
R0 = {a1, b1, u} pour tout sommet u au lieu de l’appliquer pour R0 = {a1, b1, u, v}
pour tout couple de sommets u, v. Comme nous allons le voir ceci trouve un 2-
joint compatible avec Z = (a1, a2, b1, b2) s’il en existe un. Supposons que (X1, X2)
soit un tel 2-joint. Si X1 contient un sommet u dont le voisinage (dans T ) est
différent de N(a1)∪N(b1), alors d’après le lemme 2.9, u a au moins un voisin dans
X1\{a1, b1}. Donc quand la boucle considère u, la méthode de la Table 6.1 déplace
de nouveaux sommets dans R. Donc, à la fin, |R| ≥ 4 et le 2-joint est détecté. Par
conséquent, l’algorithme échoue à détecter un 2-joint uniquement dans le cas où u
a degré 2 et a1-v-b1 est un chemin alors qu’il existe un 2-joint compatible avec Z
avec u du même côté que a1 et b1. En fait, puisque tous les sommets sont essayés,
ce n’est un problème que s’il apparait pour tout choix possible de u. C’est à dire si
le 2-joint cherché a un côté fait de a1, b1, et d’un ensemble de sommets u1, . . . , uk
de degré 2 tous adjacents à la fois à a1 et à b1. Mais dans ce cas, ou bien un des
ui est fortement complet à {a1, b1} et c’est le centre d’un star cutset, ou bien tous
les ui sont adjacents à un des sommets a1 ou b1 par une arête optionnelle. Dans
ce cas tous les ui sont déplacés vers R lorsque nous appliquons les règles décrites
par la Table 6.1, et donc le 2-joint est en fait bien détecté.
Les compléments de 2-joints sont traités de la même manière dans le complé-
ment.
Considérons maintenant les paires homogènes. Il est utile de définir une paire
homogène faible exactement comme les paires homogènes propres, à l’exception
que nous demandons que “|A| ≥ 1, |B| ≥ 1 et |A ∪ B| ≥ 3” au lieu de “|A| >
1 et |B| > 1”. Un lemme similaire au lemme 6.5 existe pour lequel l’entrée de
l’algorithme est un graphe G, un triplet (a1, b1, a2) ∈ V (G)3 et un ensemble R0 ⊆
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V (G) qui contient a1, b1 mais pas a2, et dont la sortie est une paire homogène
faible (A,B) telle que R0 ⊆ A ∪ B, a1 ∈ A, b1 ∈ B et a2 /∈ A ∪ B, et telle que
a2 est complet à A et anticomplet à B, si une telle paire homogène faible existe.
Comme dans le lemme 6.5, le temps d’exécution est O(n2) et la paire homogène
faible est minimale parmi toutes les paires homogènes faibles possibles. Ce résultat
est prouvé dans [17].
Comme pour les 2-joints, nous définissons la notion d’ensemble universel de
triplets (a1, b1, a2). Comme prouvé dans [24], il existe un algorithme qui génère
en temps O(n2) un ensemble universel de triplet de taille au plus O(n2) pour
n’importe quel graphe. Ici encore il est facile d’adapter cet algorithme pour les
trigraphes. Comme dans le cas du 2-joint, nous appliquons un lemme analogue au
lemme 6.5 à tous les sommets u au lieu de tous les couples de sommets u, v. Le
seul problème est qu’après l’appel au lemme similaire au lemme 6.5, nous avons
une paire homogène faible et pas propre (donc |A ∪ B| = 3). Mais dans ce cas on
peut vérifier qu’alors le trigraphe contient un star cutset ou un star cutset dans
son complément.
Nous avons vu dans ce chapitre comment étendre notre ensemble de décom-
positions afin d’assurer l’existence d’une décomposition extrême. Nous avons éga-
lement donné un algorithme polynomial permettant d’exhiber une telle décom-
position. Nous n’avons pas eu besoin de ce type de décomposition pour prouver
le reste des résultats de cette thèse, mais savoir qu’elle existe donne une preuve
conceptuellement plus simple des résultats concernant le calcul du stable maxi-
mum. En effet, si l’on sait qu’à chaque étape de décomposition un des côtés est
basique on peut facilement calculer les valeurs qui nous intéressent dans ce coté
sans craindre d’explosion combinatoire, de fait la récursion devient presque immé-
diatement récursive terminale. Malheureusement, la preuve est techniquement plus
compliquée puisqu’il faut également traiter les cas des paires homogènes. Il n’est
pas possible de transformer automatique un théorème de décomposition en son
équivalent extrême (cf la figure 6.1). Il serait intéressant de savoir s’il est toujours
possible d’ajouter des décompositions (et comment les calculer) pour obtenir une
décomposition extrême.
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Chapitre 7
Conclusion
Dans cette thèse, nous avons démontré un certain nombre de résultats sur les
trigraphes de Berge apprivoisés et par conséquent sur les graphes de Berge sans
skew-partition. En fait, le point important dans tous ces résultats est de pouvoir
décomposer le graphe par 2-joint ou complémentaire de 2-joint. L’interdiction des
skew-partitions permet simplement d’assurer que le graphe ou son complémentaire
admet bien un 2-joint et que les blocs vont eux aussi être inductivement décompo-
sables. La classe la plus générale pour laquelle ces résultats s’appliquent est donc
celle des graphes de Berge décomposables par 2-joint ou complémentaire de 2-joint.
Malheureusement cette classe est une sous-classe stricte des graphes de Berge, le
graphe en figure 2.8 est un graphe de Berge qui (en utilisant les décompositions
mentionnées dans cette thèse) n’est décomposable que par skew-partition.
La reconnaissance des graphes de Berge apprivoisés est possible en temps po-
lynomial, mais est compliquée. En toute généralité la détection de skew-partition
équilibrée est un problème NP-complet heureusement ce problème devient poly-
nomial sur les graphes de Berge [35]. On peut donc utiliser l’algorithme de Chud-
novsky, Cornuéjols, Liu, Seymour et Vušković [12] pour s’assurer que le graphe est
bien de Berge puis on peut utiliser les résultats de Trotignon [35] pour s’assurer
que le graphe ne possède pas de skew-partition équilibrée. Avec ces résultats il est
alors possible, étant donné un graphe quelconque de le colorier en temps poly-
nomial ou d’assurer que ce n’est pas un graphe de Berge sans skew-partition. La
reconnaissance de la classe plus large des graphes de Berge totalement décompo-
sable par 2-joint et complémentaire de 2-joint est plus difficile. On peut chercher
décomposer jusqu’à arriver sur des blocs basiques, mais en cas d’échec, a priori rien
ne garantit qu’en ayant choisi un autre 2-joint nous n’aurions pas pu le décomposer
totalement.
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Notre classe est auto-complémentaire mais pas héréditaire, ce qui peut pa-
raître surprenant pour les personnes familières avec les graphes de Berge. Il est
assez difficile de trouver une classe proche qui soit héréditaire. De manière artifi-
cielle, ce serait la classe des graphes de Berge sans sous-graphe induit uniquement
décomposable par skew-partition (en utilisant comme ensemble de décompositions
celles présentées dans cette thèse), en particulier il faut interdire le graphe de la
figure 2.8. Il faudrait alors vérifier que les blocs de décompositions restent dans la
classe. Dans ce cas cette classe serait alors totalement décomposable par 2-joint et
par complémentaire de 2-joint et tous les résultats de cette thèse s’appliqueraient.
Une manière d’étendre ces résultats serait de réussir pour un graphe de Berge
donné à lui ajouter des sommets pour le rendre sans skew-partition. Dans ce cas en
affectant des poids nuls à ces sommets ajoutés il est possible d’utiliser l’algorithme
de stable maximum pondéré présenté ici pour calculer un stable maximum du
graphe de départ. Pour que cet algorithme reste un algorithme en temps polynomial
il faut que le nombre de sommets à ajouter soit polynomial en la taille du graphe
de départ. Le risque d’une telle méthode est bien sûr que les sommets ajoutés
créent de nouvelles skew-partition.
Si ces résultats ne permettent pas de résoudre le problème pour les graphe de
Berge en général, ils peuvent néanmoins fournir des outils utiles. En effet pour ces
problèmes, on peut désormais voir notre classe comme une classe basique. De futurs
algorithmes pourraient donc traiter les graphe de Berge tant qu’ils admettent des
skew-partition puis utiliser nos algorithmes.
Enfin le problème ouvert qui est sans doute le plus intéressant est celui de la re-
connaissance des trigraphes de Berge. Ce problème est résolu pour les graphes [12]
mais est toujours ouvert pour les trigraphes. Étant donné l’intérêt de l’utilisation
des trigraphes pour l’étude des graphes de Berge, il serait très intéressant de savoir
reconnaître les trigraphes de Berge. De manière plus générale, si l’on définit une
classe de trigraphe C∗ à partir de la classe de graphe C de la manière suivante :
Un trigraphe T est dans la classe C∗ si et seulement si toutes ses réalisations sont
dans la classe C, quel est le lien entre la reconnaissance de la classe C et celle de
la la classe C∗.
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