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Abstract
The Einstein equations are non-linear and the particles of which
the gravitational effect is described by these equations are lastly un-
known. If renormalizable fields are assumed, then results are obtained
only in the case of a flat space. Therefore, there is still no generally
recognized quantum theory of gravitation and electromagnetism.
In this work the solution of these quantum mechanic problems are
forced in some sense: the metric tensor is linearized, and it is required
that the entire system of equations is invariant with respect to the
symmetry group of the linearized Einstein equations. The field which
represents this symmetry group only allows a measurement within
the horizon to simulate the event horizon. It is shown that the num-
ber of quants of this field is constant. There are 4 types of solutions in
the 2-quantum space, of which one has particle-like properties. This
particular solution has a gravitational effect which can be externally
arbitrarily small, as compared to its electromagnetic effect. In con-
trast, this does not apply to the other 3 solutions. The model might
be used to explain why gravitation is so much weaker than the elec-
tromagnetic interaction in real physics. Accordingly, the Higgs boson
is possibly not necessarily be required for the mass scale. Likewise, an
explanation could be made why gravitation and electromagnetic inter-
actions had the same intensity during the early stages of the universe.
A pecularity of the model provides a mechanism for the Big Bang in
all four types of solutions, although there is no singularity.
As a consequence of the inferred change in the microstructure, a
change in the macrostructure of the cosmos is suggested, allowing
an understanding of the particular properties of the Dark Matter and
the accelerated expansion of the cosmos.
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1 Introduction
The accelerated expansion of the universe was associated with the term,
“Dark Energy”, coined by Michael S. Turner [1] soon after its discovery,
without a real elucidation of the expansion being actually made.
In this case, a model is introduced, within which this accelerated expan-
sion is possibly conceived. It’s explanation uses the fact, that the accelerated
expansion causes an event horizon [5], [6]. In the model, the interaction is
split up into a fraction inside the horizon and another fraction outside the
horizon. Since the fraction of the charge density is particularly large outside
the horizon, this must be taken into consideration. Based on quantum me-
chanical effects, it is established that the fraction of the interaction, which
falls on the domain outside the horizon, acts with inverted sign as compared
with the one expected. This means that gravitation thus has a fraction with
a repulsive effect if it is simply expected that it is an attractive force. This
fraction should, in particular, have effects at large distances.
Therefore, the accelerated expansion and the horizon would be mutually
dependent. The accelerated expansion of the universe is assigned according
to a popular explanation to the Dark Energy. The term, “Dark Energy” is,
therefore, not required to explain the accelerated expansion.
In 1933, Fritz Zwicky made a conclusion concerning the existence of Dark
Matter [2]. However, its nature could not be explained, in the meantime. The
model presented seems to deliver a structure for the Dark Matter, which does
not fit the traditional particle image so that no particles are to be measured
as its components. It should, thus, be constructed of components, which are
extremely massive, and therefore extremely difficult to measure. It had been
even recently impossible to unequivocally demonstrate components of the
Dark Matter, in conformity with this theory [3].
Naturally, this model is only of interest in large numbers of particles.
However, it contains a completely new definition of the term, “particle”.
Therefore, it is firstly necessary to introduce this definition by starting at
very small particle numbers.
What would the appearance of a world be, in which there are only a very
small number of particles? Possibly, it would have properties that are qui-
te different from those of the known world extrapolated to small numbers
of particles? Why is gravitation so much weaker than the electromagnetic
interaction? Possibly, it would first have the same strongness and, only se-
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condarily, would be attenuated.
Here, a quantum mechanical model must be presented, which addresses
these issues. Linearization of the metric tensor in the theory of general rela-
tivity is assumed, which is permissible in this relation [4]. Here, the resulting
tensor is considered as a tensor of the Minkowski space. An assumption is
made with respect to the measurement that it is only possible (cf. Section 2)
within a fixed horizon [5] to simulate an event horizon.
The existence of such an event horizon in the case of an accelerated ex-
panding universe [6] is in the meantime one of the astronomical concepts of
general knowledge. Its distance is given at approximately 16 milliard light
years at an universe age of approximately 14 milliard years. In the case of a
flat Friedmann universe that expands at an accelerated rate, it is asympto-
tically constant.
Therefore, it actually concerns a semiclassical model since the horizon is
a classical concept. Hence, for example, the Bloch-Nordsieck method [7] was
used in quantum electrodynamics to describe the photon subground and to
prevent infrared divergence.
The description is made in a representation of the relevant symmetry
group, namely that of the linearized Einstein equations [5]. The field which
represents this group is quantized and the dynamics of the interaction is
solved by using a quantized vector and tensor potential. There are 4 very
different solutions. It is common for all solutions that for a very short peri-
od, the states change significantly after a distinguished point in time. Then
the states are only moderately modified and only depend on the relative ve-
locities. From the relation given, it is, therefore, reasonable to identify the
distinguished point in time with the moment of the Big Bang, to identify the
tensor with the gravitation tensor and to consider the states as cosmologically
defined.
The states not only differ from one another by the charge signs, but also
due to the linearization of the metric tensor resulting from the mass signs.
Therefore, there are different force types. Firstly, the cases are of interest, in
which the attraction force prevails. Namely, there are very strongly bound
states, which quite obviously model particles, and for which it can be plau-
sibly explained that the measured gravitation of the particles is reduced si-
gnificantly in size, as compared to their electromagnetic influence. There are
also bound states, to which cosmic extensions can be attributed. Therefore,
tentatively, they are associated with dark matter or with physical vacuum.
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There are also other cases, in which the charge and mass combinations
lead to more or less strong repulsion of the components. They are only ad-
dressed scantily in this treatise since it must first be shown which type the
binding phenomena belong to.
The results are deduced by an exact solution of the model dynamics. The-
refore, neither a normal order nor a renormalization of the model constants
is necessary. The problem of normal order in traditional theory is associated
with the description of the physical vacuum. Therefore, in the model requires
the physical vacuum another interpretation as explained in the discussion,
Section 9.
Measurements are, however, possible only within the horizon. Therefore,
no total probability can be defined.
3
2 The Role of the Horizon
The frame of physics is not made available by the infinite space, but rather
by the event horizon. This exists in a universe that expands at an accelerated
rate [6]. It is defined for a fixed observer. It has the property that all physical
objects outside this boundary are causally uncoupled from it.
To be precise, this leads to a range of important consequences. Firstly,
the measurements of the observer are only possible within the horizon. The
photons and gravitons like all other particles outside the event horizon cannot
basically be measured.
The model described here is based on this observation. It should apply
for a fixed observer, for whom the event horizon is defined, and nobody else.
A statement, that not directly concerns the observer, however, indicates how
it might be perceived. The photons and gravitons outside the horizon are
insignificant to the observer. No physical changes are produced to him if a
change would only occur outside the horizon.
The physical laws are regular at the horizon. However, all photons and
gravitons (and particles) outside the horizon never reach the observer due
to the non-linearity of the exact theory. According to the exact theory, if
all photons and gravitons outside the horizon are deleted, then nothing will
change for the observer. This is correct, although for other observers, the
nearer they are to the event horizon of the first observer, the more changes
for the observers are measured. However, this should not be counted.
To be precise, this is simulated in the model. In fact, the Riemannian
space is approximated by the Minkowski space. The curvature of the space
is described in the linearization of the metric tensor by a tensor, Gµν , of
the Minkowski space. Quantization of this produces gravitons as described
below. However, in the model, the part of photons and gravitons outside the
horizon is annihilated.
The reduction of the associated wave function induces an effective inter-
action between the Z-quanta. The Z-quanta are the quanta of the field, which
represents the symmetry group of the linearized Einstein equations. In point
particles, a measurable influence would barely be traceable. However, since
the current densities of the model are not local, and are even particularly
large outside the horizon, then this effective interaction inside the horizon is
definitely significant.
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Because the current density can also be measured only within the hori-
zon, this leads to consequences for the definition of charges. If there would
only be one particle the observer might only measure this within the horizon.
If it leaves the horizon, it is no longer possible to measure the particle - it
is considered as being virtually dead within the horizon. A physical particle
bearing charges, however, has a finite expansion and the charges also have
distributions of finite expansion. If such a particle approaches the horizon,
then the charge density is only gradually extinguished near the horizon. To
express this otherwise: the charges are neither spatially nor temporally con-
stant when measured by the observer. The formal aspect could be stated: the
particle charge is, however, constant.
In the model, the pragmatic aspect must be stated: only the measurable
proportion counts. In a multi-particle system, most measurable particles are
wide within the horizon so that this effect is practically unobservable. Now,
they are bosons. The particles with the same charge signs and same mass
signs, therefore, have the same charges, and in a multi-particle system, the
time dependence is accordingly small. In the model, the horizon is approxi-
mated as constant. It is postulated that it can only be measured within the
so defined horizon. It is an integral element of the theory. Namely, if the ho-
rizon is approaching infinity, then due to mathematical grounds, the current
density ceases to exist (see Appendix D, Fig. D15 and what was stated the-
rein). This fact can be evaluated as one of the confirmations that the model
approximates a universe that expands at an accelerating rate.
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3 The Equations of Motion
The linearized Einstein equations resemble the Maxwell equations.
On account of this similarity, field equations are formulated, allowing the
representation of the relevant gauge transformations.
However, by means of a coordinate transformation can be achieved at a
special point, perhaps, at the location of the observer, that the metric gµν(x)
differs only slightly from the Minkowski metric:
gµν(x) = gµν +Gµν(x), (3.1)
in which gµν is the Minkowski metric. If there are only very few particles, it
is physically plausible that |Gµν(x)| is also small in a relatively large space
region,
|Gµν |  1 (3.2)
When the coordinate system is slightly modified:
xµ → x′µ = xµ − φµ(x) with |∂µφµ|  1 (3.3)
Gµν(x) undergoes the following transformation:
Gµν(x)→ G′µν(x) = Gµν(x) + ∂µφν(x) + ∂νφµ(x) (3.4)
Both the tensor fields concern the same metrics; therefore, this transforma-
tion is interpreted as a gauge, which is analogous to the gauge of the vector
potential:
Aµ(x)→ A′µ(x) = Aµ(x) + ∂µφ(x) (3.5)
Since the physical state is not changed in this process, the Dirac equation -
as an expression of this fact - remains invariant:
(i ∂µγ
µ − e Aµ(x) γµ +m) ψ(x) = 0 (3.6)
if the electron field ψ(x) also undergoes a simultaneous transformation ac-
cording to:
ψ(x)→ ψ′(x) = e−ieφ(x) ψ(x) (3.7)
The gauge of the tensor field resembles to that of the vector field significantly.
Therefore it must be argued that: if both fields are gauged, then the physical
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state does not change. Then, there should be a field equation similar to the
Dirac equation as an expression of this fact, namely:
(i ∂µΓ
µ − e Aµ(x) Γµ − λ Gµν(x) ΓµΓν +m) Z(x) = 0, (3.8)
which remains invariant in the gauge. This equation should be the basis in
the following.
In this equation, Z(x) should replace the Dirac field ψ(x), and Γµ replaces
the Dirac matrices γµ. This can only be possible if Z(x) undergoes a similar
transformation like ψ(x) in the case of the Dirac equation.
The approach
Z(x)→ Z ′(x) = e−ieφ(x)−2iλΓµφµ(x) Z(x) (3.9)
brings about this invariance if the algebra of Γµ is Abelian:
[Γµ,Γν ] = 0 (3.10)
If the Lie algebra of the homogeneous Lorentz group is added, then the Lie
algebra of the Poincare´-group is obtained. This means that in this case, 2
copies of the Lie algebra of the Poincare´-group are joined to one another
through the homogeneous Lorentz group. In this gauge, the current density
is invariant:
Iµ(x) = Z¯(x) ΓµZ(x) (3.11)
to match the result in the case of the Dirac equation. Likewise, this results
in the following local law of conservation:
∂µI
µ(x) = 0 (3.12)
Therefore, in formal consideration, the charge is conserved. In addition, in
this gauge, the tensor density:
Iµν(x) = Z¯(x) ΓµΓν Z(x) (3.13)
is invariant. Accordingly, the following local law of conservation applies in
this case:
∂µI
µν(x) = 0 (3.14)
A global quantity with the nature of a four-component vector follows out of
this local law of conservation. This four-component vector can be identified
tentatively with the four-momentum as discussed later.
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Equation (3.8) can be assigned field equations for the vector field, Aµ(x)
and the tensor field Gµν(x) if, from a standing point, is shown that equation
(3.8) has to be obtained using a Lagrange formalism. This is possible through
the approach:
L = LZ + LA + LG + LZA + LZG (3.15)
in which L is the Lagrange density of the system, with
LZ = Z¯(x) (i Γ
µ∂µ +m) Z(x) (3.15a)
LA = −1
2
∂µAν(x) ∂
µAν(x) (3.15b)
LG =
1
2
[∂ρGµν(x) ∂
ρGµν(x)− 1
2
∂ρG
µ
µ(x) ∂
ρGνν(x)] (3.15c)
LZA = −eZ¯(x) ΓµZ(x) Aµ(x) (3.15d)
LZG = −λ Z¯(x) ΓµΓνZ(x) Gµν(x) (3.15e)
Therefore, the following field equation is obtained for Aµ(x):
 Aµ(x) = e Z¯(x) ΓµZ(x) = e Iµ(x) (3.16)
and for Gµν(x), the following field equation is obtained:
 (Gµν(x)− 1
2
gµν G
κ
κ(x)) = −λ Z¯(x) ΓµΓνZ(x) = −λ Iµν(x) (3.17)
The right-hand sides of equations (3.16) and (3.17) are invariant under each
gauge of the form of equation (3.9). However, the left sides of equations (3.16)
and (3.17) are only gauge invariant within a limited context.
In the case of the vector potential, if the Lorentz gauge is accepted:
∂µA
µ(x) = 0
and in the case of the tensor potential, if the Hilbert gauge is accepted:
∂µ(G
µν(x)− g
µν
2
Gλλ(x)) = 0
then the freedom still remains to gauge by using functions φ(x) and φµ(x)
if the following applies:
 φ(x) = 0 (3.18a)
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 φµ(x) = 0 (3.18b)
Under this prerequisite conforms equation (3.16) to electrodynamics and
equation (3.17) to the linearized Einstein equation [5]. In that case, however,
unlike in this case, the canonical energy-momentum tensor is on the right-
hand side. In this case, as an essential new definition, it should be on the
right-hand side of equation (3.17), the tensor density in equation (3.13) as
the new energy-momentum tensor. The relevant Lagrange density is given
by equation (3.15).
It so far concerns c-number fields. From equation (3.15), the fields are
canonically quantized in the model. Therefore, the Lorentz and Hilbert gau-
ge of the fields must necessarily be abandoned. The resulting commutation
relations are given by equation (E1) and equation (E2). This problem is in-
vestigated deeply [8], [9]. Therefore, the result is a Hilbert space for photons
and gravitons. In order not to complicate the model-specific deliberations,
reference is made to the literature. In this treatise is only used the existence
of these solutions.
In fact, it is vacant in the definition of the model. This relationship is,
however, significant as a model for real physics.
As already said, in the linearization of the Einstein equations, it would
be on the right-hand side of equation (3.17) the canonical energy-momentum
tensor. It is, however, not gauge invariant in the model. Therefore, in the
model, Iµν(x) appears at this point. It could be argued that Iµν(x) is ap-
parently defined locally as an energy-momentum tensor by the field Z(x)
and, therefore, the uncertainty relation cannot be applied. However, since a
non-local representation is established in the selection of the representation
of Γµ in the model, then at the point of the uncertainty relation, there is a
nonlocality of current and tensor densities (see equation (4.28) and Fig. 1).
The constant m can be formally made zero by gauging, using the ap-
proach:
φµ(x) =
xµ
2λ
m (3.19)
This is, in fact, no “small” change of the coordinate system, but instead, is
rather a scale transformation of the coordinate system. However, this trans-
formation is anticipated; it can be stated that:
m = 0 (3.20)
as the sum of a chain of small scale transformations.
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4 Representations of Γµ
The most significant representation of the Poincare´ group is the momentum
representation. Another representation must be provided for the model. It
is deduced as follows. The horizon, which is assigned to a fixed observer,
destroys the Lorentz invariance in a certain sense. However, it should, first
and foremost, be assumed. In this case, irreducible representations of Γµ
must be taken into consideration. In an irreducible representation, ΓµΓ
µ has
an exact value. Since the physically relevant proportion of the current density
must be timelike, then the eigenvalue of ΓµΓµ can be assumed as positive and
is set at one by rescaling the fields:
ΓµΓµ = 1 (4.1)
In important cases, it can be shown that the eigenvectors of Γµ,
Γµχ(c) = cµχ(c) (4.2)
form a complete basis. Since Γµ vectors are not represented in a Hilbert space
in the model, this is not self-evident. However, the following applies:
cµcµ = 1 (4.3)
In the representation of the model, the vector cµ can neither be real nor exact.
Under certain prerequisites, however, it occurs otherwise, as is explained in
relation with equation (5.4). Therefore, cµsign(c0) is then the four-velocity.
In order to make these properties more readily comprehensible, three
representations of the algebra of Γµ must, therefore, be shown. If the infini-
tesimal generators of the homogeneous Lorentz group are added, then the Lie
algebra of the Poincare´ group is obtained. Its representation is characterized
in the momentum representation by the squared length of the four momen-
tum and the magnitude of the spin. In this case, the eigenvalue of ΓµΓµ of 1
appears at the place of the squared mass. In this case, a quantity
∑
, which
is set at zero throughout this work, occurs at the place of the spin.
4.1 Hermitic Representation of Γµ
In this case, it concerns the momentum representation, which is new formula-
ted as introduction. Therefore, the vectors cµ are positive or negative timelike
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unit vectors. The basis {χ(c)} of eigenvectors χ(c) may be orthonormalized:
χ¯(c) χ(c′) = δ3(c, c′) =
{
0 if c0 c
′
0 < 0
| c0 | δ3(~c− ~c ′) otherwise (4.4)
If in the equation of motion, equation (3.8) is set to be:
m = λ = e = 0 (4.5)
therefore, the following applies:
∂µΓ
µZ(x) = 0 (4.6)
The group velocity of the solution Z(x) is a vector ~v with the components
vi,
vi =
ci
c0
(4.7)
The group velocity is, therefore, less than the speed of light. The solutions
of equation (4.6) can be developed according to χ(c):
Z(x) =
∫
c pos. timelike
cy=0
d3c [Z+(c, y) χ(c) + Z−(c, y) χ(−c)] (4.8)
with
y = x⊥ = x− c (cx)
Thus, the current density is found to be:
Z¯(x) ΓµZ(x) =
∫
c pos. timelike
cy=0
d3 c cµ [N+(c, y)−N−(c, y)]y=x⊥ (4.9)
In this equation,
N+(c, y) = Z
∗
+(c, y) Z+(c, y) (4.9a)
N−(c, y) = Z∗−(c, y) Z−(c, y) (4.9b)
The invariant velocity volume is
d3c =
1
|c0| dc
1 dc2 dc3 (4.10)
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Analogously, this applies to the tensor density:
Z¯(x) ΓµΓνZ(x) =
∫
c pos. timelike
cy=0
d3 c c µ c ν [N+(c, y) +N−(c, y)]y=x⊥ (4.11)
The canonical conjugate form of Z(x) is Z¯(x) i Γ0. Therefore, the canonical
commutation relation is:
[Z(x), Z¯(x′) Γ0] = δ3(~x− ~x ′) (4.12)
If the amplitudes are replaced by operators Z±(c, y), the following is obtained
for the commutation relations:
[Z+(c
′, y′), Z++(c, y)] = δ
3(c, c′) δ3c (y, y
′) (4.13)
with
y = x⊥
as well as
[Z−(c′, y′), Z+−(c, y)] = −δ3(c, c′) δ3c (y, y′) (4.14)
with
y = x⊥
In this case, δ3c (y, y
′) is the δ-function of ~y − ~y′ in the reference system, in
which c defines the time coordinate. It is obvious that the vacuum | 0〉 can
be defined as follows:
Z+(c, y) | 0〉 = 0 (4.15)
Z+−(c, y) | 0〉 = 0
This essentially corresponds to the vacuum definition in the case of the Dirac
equation. Like these quanta with positive and negative charges are obtained
for solutions of the equation of motion, which is given by equation (4.6).
Since the spins of the Z-quanta are zero, then the anti-commutator of the
ψ-fields in the Dirac equation must be replaced by the commutator of the
Z-fields. On account of the above-mentioned vacuum definition, the current
and tensor densities must become finite by normal order:
Z¯(x) ΓµZ(x) −→: Z¯(x) ΓµZ(x) : (4.16)
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etc.
Then one has
N+(c, y) = Z
+
+(c, y) Z+(c, y)
and
N−(c, y) = Z−(c, y) Z+−(c, y)
as particle density operators, and Z++(c, y) and Z−(c, y) are the creation ope-
rators of Z-quanta.
A Hilbert space is obtained, and a superselection rule can be declared.
On account of the local definition of the momentum, no uncertainty principle
exists. The representation is 6-dimensional, which is different from the case
of the Dirac equation. In this case, it deals with 3 dimensions. Such a high
number of dimensions would be legitimate if the quanta had an expansion.
To be precise, this is the case for the representation of the model.
Per construction the Z-quanta are preserved if there is no interaction. If
an interaction was activated with another field, for example with the vector
potential,
LWW = −e Iµ(x) Aµ(x) (4.17)
then the number of Z-quanta could not be changed in any circumstance.
Since, in the case of free fields, is
: Z¯(x) ΓµZ(x) :
according to its definition in c diagonal, i.e. quanta at c of a positive timelike
value are joined with those at c of positive timelike value, and quanta at c of
negative timelike value are joined with those at c of negative timelike value.
Based on the exact solutions of the model, it is plausible that this property
is also preserved despite of the interaction, and the prerequisite is that it is
facilitated by the current and tensor densities. Therefore, if any definition
of the vacuum is chosen: Under no circumstances can the number of quanta
change. On this basis, the analog of the Dirac see cannot serve as the basis
of pair production or pair annihilation.
As in the case of the Dirac γ matrices, there is no reason to demand a
hermitic representation of Γµ. Therefore, the following representation also
exists:
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4.2 Γµ is represented as purely imaginary
Therefore, the following applies:
(
c µ
i
) (
cµ
i
) = −1 (4.18)
i.e. cµ
i
is spacelike.
The mapping of Z(x) −→ Z¯(x) should be anti-linear; however, it should
be also analytical in c µ. The following applies:
Γµχ(c) = c µχ(c) (4.19)
In the dual space, χ(c) with regard to the orthogonality relation should not
be replaced by (χ(c))∗, but rather by (χ(c∗))∗ ≡ χ¯(c), since, in particular, Γµ
must be self-adjoint.
χ¯(c) Γµ = c µχ¯(c) (4.20)
(See also the relation to equation (A2b).)
Therefore, the following applies:
χ¯(c) χ(c′) = δ3(c, c′) (4.21)
(as a covariant functional).
Therefore, the metric is indefinite.
The solutions of equation (4.6):
∂µΓ
µZ(x) = 0
also here formally have a group velocity ~v with the components
vi =
ci
c0
(4.22)
with
~v 2 > 1
Namely, these solutions of the field equations obtain, by means of compu-
tation, superluminal velocity. In this case, an attempt should not be made
to handle this representation more precisely and to interpret it in a physical
sense. It should only be indicated in this case that the representation (4.2)
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can be converted locally (but not globally) in an analytical manner into the
representation (4.1).
Z(x) can be decomposed according to the basis {χ(c)}:
Z(x) =
∫
c
i is real
d3c Z(c, y) χ(c) (4.23)
with
y = x− c(cx)
Now, c can be parameterized as follows:
i c = (sinhλ, coshλ ~n) (4.24)
~n : is a spatial unit vector, −∞ < λ < +∞
The integration volume can be formal analytical deformated:
λ = λ′ + i α (4.25)
−∞ < λ′ < +∞, 0 ≤ α ≤ pi
2
In this process, the path in the deformation must avoid potential singular
points of Z(c, y). This should be disregarded. Therefore, in this case, under no
circumstances is Z(x) depicted, but only the amplitude Z(c, y) is described.
If a displacement occurs from α = 0 to α = pi
2
, it follows:
c = (coshλ′, sinhλ′ ~n) (4.26)
The set of unit vectors of positive timelike value is, therefore, overlapped
twice:
c = (coshλ′, sinhλ′ ~n) 0 ≤ λ′ ≤ ∞ (4.26a)
c = (coshλ′, sinh(−λ′) ~n) 0 ≤ −λ′ ≤ ∞ (4.26b)
4.3 The Γµ Representation of the Model
In the case of equation 4.9, the absence of the uncertainty relation is obvious.
In the model, however, a non-locally defined representation of Γµ is con-
structed, which is discussed in detail in Appendices A-D. Here also, eigen-
states of Γµ with eigenvalues of c µ are used, which are, however, generally
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complex valued. In this case, another class of parameters y exists, which are
together with the Γµ diagonal. These variables y can be described by the
components yµ of a four-component vector, which is always orthogonal to
c µ:
0 = c µyµ = c y (4.27)
The representation of Γµ thus defined is, therefore, 6-dimensional.
The field Z(x) can be assigned the amplitudes Z+(c, y) and Z−(c, y),
which must be analytical in the c and y variables. In this process, Z+(c, y)
belongs to a basis vector, which has eigenvalues c µ of Γµ with positive timelike
values in the analytical continuation, and Z−(c, y) belongs to a basis vector,
which has eigenvalues c µ of Γµ with negative timelike values in the same
analytical continuation.
The current density is deduced in Appendix D. It is found that it decom-
poses into two parts. One part is constructed from contributions of spacelike
motion. This part is first required on account of mathematical techniques.
In the construction of a physical Hilbert space, it must be secondarily exclu-
ded. There are arguments, that this part can also not be measured due to
practical reasons.
Another part is constructed from contributions of timelike movement and
has the following form:
(Z¯(x)ΓµZ(x))t =
∫
W
c pos. timelike
cy=0
d3c d3y P (c, y − x) c µ[N+(c, y)−N−(c, y)] (4.28)
Path W is to be taken in Fig. 1.
The index “t” at the current density is required to indicate that the part of
timelike movement is involved. The index “+” at the symbol N stands for
basis vectors that have “positive timelike values c” and “−” for basis vectors
that have “negative timelike values c”. Thus, the following applies:
N±(c, y) = Z∗±(c
∗, y∗) Z±(c, y) (4.28a)
(For the accurate meaning, see also the statement related to equation (A2b))
and
P (c, y − x) = 1
(2pi)2r3
(4.28b)
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as well as
r2 = [c(y − x)]2 − (y − x)2 (4.28c)
The functions N±(c, y) are analytical functions of c and y. When c is real,
the y integration path W must be conducted complex valued on large scales
so that it bypasses the zero points of r2.
In adjusted coordinates, it looks like the following:
r2 =
1
1− v2 [∆ x‖ − (1− v
2) y‖]2 + (~y⊥ − ~x⊥)2 (4.29)
This means that:
~v =
~c
c0
, v = |~v|, (4.29a)
∆x‖ = x‖ − v x0 (4.29b)
and
x0 = x
0
is the time component of x,
x‖ = ~x
~v
|~v| is the component of ~x parallel to ~v (4.29c)
y‖ = ~y
~v
|~v| is the component of ~y parallel to ~v. (4.29d)
~x⊥, ~y⊥ are the parts of ~x and ~y, which are orthogonal to ~v. Therefore, the
following applies for the zero points of r:
r = 0 bzw. y‖ =
∆x‖
1− v2 ±
i√
1− v2 |~y⊥ − ~x⊥| (4.30)
The zero points thus define the y‖ path according to Fig. 1.
x
x r = 0
r = 0
(r pos.) (r neg.)
y‖
Fig. 1: The Integration Path in the y‖-Plane
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The details are described in Appendix D (see Fig. D14). In Fig. 1, a
path is entered as a continuous line. It is the actual integration path of the
variables of y‖. In addition, a second path section is still filled in with dashes.
It exists by continuation on a large scale by itself. It is only filled in to recall
that this complex conjugated contribution also exists. The effect is that the
total current density is real.
Since r only depends implicitly on the time over ∆x‖, the special contribu-
tion to the wave packet for fixed ~v moves at the velocity ~v. This applies both
for a real as well as for a complex ~y. If ~v could be made sharp, then it would
be the group velocity. However, the functions N±(c, y) must be analytical in
c so that this proposition applies in corresponding decrease.
It is only when a limited horizon exists, the points r = 0 result in a
limited set of singular points of the P (c, y − x) nucleus in the complex y‖
plane. Fig. D15 shows this. The y‖ path must avoid this set. In order that
the integral over y‖ does not disappear, the functions N±(c, y) must also have
singular points outside this set. If the horizon increases towards infinity, then
there is no place for these singular points. Therefore, the limited horizon is
a prerequisite for the existence of the current density.
The current density described here is obtained in this work by a complete
chain of analytical path deformations. In addition, it is not succeeded to
construct it directly and globally. This has the following reason: the current
density is an analytical functional in the c − y parametric space. It must
be selected so that the dynamic problem of the model can be solved, taking
into consideration the horizon. In the 2−Z-quantum space, there are several
possibilities, of which the simplest one is taken as the basis in this work (see
Fig. F7 and F8). This arbitrariness prevents the possibility of a direct and
global determination of the current density.
Instead of the densities, in the solution of the dynamic problem, the as-
signed potentials play a role. In order to determine special solutions of the
inhomogeneous equations of motion of the potential, the following inhomo-
geneous equation of motion must be solved:
 Q(x) = P (c, y − x) (4.31)
Here, Q should satisfy the same symmetries as P .
The following solution is found for the previously selected functional
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branch of P :
Q = Q (c, y − x) = 1
(2pi)2
1
r
ln(
r
r0
) (4.32)
(See Appendix D, equation (D163))
In this case, r0 is initially an arbitrary constant. Therefore, for the wave
equation:
Aµ(x) = e Z¯(x) Γµ Z(x) (4.33)
there is the special solution:
Aµ(x) = Bµ(x)
with
Bµ(x) =
∫
W
c pos. timelike
cy=0
d3 c d3 y e c µ [N+(c, y)−N−(c, y)] Q(c, y − x) (4.34)
Similarly, a special solution is found for the wave equation of Gµν(x)
Gµν(x) = Dµν(x)
with
Dµν(x) = −λ
∫
W
c pos. timelike
cy=0
d3 c d3 y [c µ c ν − g
µν
2
][N+(c, y) +N−(c, y)] Q(c, y − x)
(4.35)
The hitherto considerations took place based on c number fields. As in
the case 4.1 of the representation of Γµ, the Z field must be canonically
quantized. Therefore, it applies equation (4.12). Thus, commutation relations
are obtained, which agree formal with that for the representation 4.1 of Γµ,
with the property that Z+±(c, y) is replaced by Z
+
±(c
∗, y∗):
[Z+(c
′, y′), Z++(c
∗, y∗)] = δ3(c, c′) δ3c (y, y
′) (4.36)
[Z−(c′, y′), Z+−(c
∗, y∗)] = −δ3(c, c′) δ3c (y, y′) (4.37)
in which δ3c (y, y
′) is the δ function between ~y and ~y ′, where c is positive time-
like and is the normal vector of the hyperplane, in which y and y′ are defined.
19
When c is complex valued, the analytical continuation of this functional is
to define.
The derivation of equations (4.36) and (4.37) from equation (4.12) requi-
res the completeness relation with respect to the basis of the unquantized field
Z(x) characterized by c, y. For this reason, reference can be made to equa-
tion (A28). In this case, the completeness of the basis {Ψ(p, c, x)} according
to equations (A2) and (A4) is proven. “Completeness”, in this case, means
the completeness with respect to discrete series within a space of indefinite
metrics. The variable “p”, in this case, means a wave vector p. The variables
y are obtained from the variables p by means of Fourier transformation. In
these variables, y is, however, continued analytically. This continuation is
actually fairly problematic. The proof of the completeness of the so arisen
basis, which is characterized by (c, y); therefore, it cannot be obtained.
The vacuum definition, in this case, should be selected in a different way
from that in the representation 4.1 of Γµ. This is related to the fact that
the charge density, according to Appendix D in the mapping of y → −y,
has a sign rotating asymptotically and, therefore, also the energy density.
Therefore, the charge density of a Z-quant is by no means with unique sign
defined. Therefore, a vacuum definition similar to that of the solutions of
the Dirac equation does not have the advantage that, as a result, the energy
density would become positive.
Instead, the following should apply:
Z(x) | 0〉 = 0 (4.38)
Using the vacuum definition, equation (4.38) and the commutation relations
equations (4.36) and (4.37), a representation space with an indefinite metric is
obtained. This situation is comparable to that of the fields, Aµ(x) andGµν(x).
In this case, a Hilbert space is obtained by means of boundary conditions.
Here, it is more complicated as first one has to determine the analytical
relationship. This occurs in Appendix F. In the next step, according to this
concept, a Hilbert space can be gained by limitations. This occurs when it is
required that c is real and positive timelike.
Equation (4.38) has the advantage that the normal order can be omitted
to define the current and energy densities. As a consequence, Z++(c
∗, y∗) and
Z+−(c
∗, y∗) produce quanta with the same electromagnetic behavior; however,
they produce opposing gravitational behavior. It is later shown that only
quanta with opposite mass signs are bound, provided that this concerns the
20
influence of the domain outside the horizon. Quanta with the same mass signs
are repelled in this process. It is, therefore, not unreasonable in the physical
sense since the influence of the gravitons within the horizon, in this case, is
not taken into consideration. A precise explanation is given in the discussion,
Section 9. The behavior relied upon is only expected when the influence of
the gravitons inside the horizon is taken into consideration. However, this is
even averaged in this work.
Another consequence of this vacuum definition is the fact that
Z+−(c
∗, y∗) | 0〉 has a negative norm if Z++(c∗, y∗) | 0〉 has a positive norm.
As a superselection rule is postulated with regard to the mass signs, no
problems may arise by the superposition. Since the interaction preserves the
mass number, this still remains so if it is activated.
In this process, in addition to the operator:
N+(c, y) = Z
+
+(c
∗, y∗) Z+(c, y) (4.39)
which is to use for quanta with a positive mass, and
−N−(c, y) = −Z+−(c∗, y∗) Z−(c, y) (4.40)
which is to use for quanta of a negative mass, are the density operators of
the quanta. Accordingly, N+(c, y) and N−(c, y) are the density operators of
the mass number.
If quanta with opposite electrical charges are desired to be described, then
a second representation of Γµ must be added, in which the electrical coupling
constant e is replaced by its negative.
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5 The Solution of the Dynamic Problem
In section 3, equations of motion of the three participating fields are formu-
lated. If a canonical quantization based on the determined Lagrange density
is added, then a quantum mechanical dynamic problem to solve is obtained.
This occurs in several steps. Therefore, the task is also to determine the re-
sults which follow by the condition that the measurement is only possible
within the horizon.
The following is first shown:
A linear functional φ pertaining to the participating fields and the related
canonical conjugated fields, exists so that formally free states are transformed
by eiφ in those that undergo the interaction. This functional is defined in an
analytical set of the parametric space. However, this is only indicated for
a starting part, which lies far from the real domain. Continuation to this
domain is only determined later.
Thereafter the following is demonstrated:
If φ is decomposed by momentum representations of the bare photons and
gravitons, then eiφ in application to states generally suffers an infrared di-
vergence. φ is a time function in the Schro¨dinger picture:
φ = φ(x0)
Therefore has
L(x0) = e
iφ(x0)e−iφ(0)
generally no infrared divergence in the application to the states. Therefore,
L(x0) should be used to solve the dynamic problem.
In a third step, the reduction of the states is taken into consideration on
account of the horizon and the resulting analytical structure on a large scale.
As a last quality, the properties of simply defined 2− Z-quantum states
are discussed. It is indicated that in four characteristic cases, something oc-
curs which can be interpreted as a mechanism of a Big Bang. In two cases,
an attraction is observed on account of the effective interaction, which is
achieved by the state reduction; in two cases, a repulsion is observed.
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5.1 Formal Solution
Quantization of the electromagnetic field and of the gravitation field should
occur canonically (see equation (E1) and (E2)). In this work, on account
of the horizon, the properties of the photons and gravitons should only be
taken into consideration as far as they have an indirect influence on the Z-
quanta. The details for this are, therefore, only described in Appendix E
and Appendix F. The canonical commutation relations in the momentum
representation are given by equations (E5) and (E6). Like in section 3, it
suffices to know in this case that in the literature, a description [8], [9] is
given as to how these commutation relations may be represented in a Hilbert
space.
This dynamic problem is formally solved as follows:
An operator φ can be defined which eliminates the interaction between the
three defining fields by transformation.
That this is successful is quite essentially based on the fact that the
parametric space of the Z-quanta can be expanded in the complex. At first
sight, it, actually only succeeds to define the φ operator that it eliminates,
by means of transformation, the interaction between the Z-quanta and the
photons and gravitons. The result, therefore, is, firstly, a direct interaction
between the Z-quanta. The following can be formulated:
φ =
∫
d3~x [−piµBµ − AµB˙µ − piµνDµν +Gµν(D˙µν − gµν
2
D˙λλ)] (5.1)
In this case, piµ is canonically conjugated to Aµ, and piµν is canonically con-
jugated to Gµν .
It can be found that:
e−iφH eiφ = H0 + V (5.2)
H: Hamiltonian operator
H0: Hamiltonian operator for free fields with
V =
1
2
∫
d3~x (Bµ(x) e Iµ(x) +D
µν(x) λ Iµν(x)) (5.3)
In general, V is by no means zero. Only when V was to be equal to zero,
the three fields would be decoupled. However, since this is obvious the self-
interaction of the charge and mass densities, this is not expected. However,
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a domain can be found in the complex space of the parameters, in which:
V = 0
applies. Therefore, the parameters of the representation must be continued
further into this complex domain where the eigenvalues cµ of the operators,
Γµ are imaginary. In order to deduce the current density, the requirement is,
however, to choose cµ to be imaginary. In this case, the group velocities are
spacelike. This unexpected possibility of the model is based on this.
Taken two eigenvalues, c1 and c2, of Γ, then for imaginary c1, c2, there
is a limited domain, M , within which V is equal to zero (see Appendix G).
Therefore, by transformation using eiφ, the entire interaction between the
photons, gravitons and Z-quanta is eliminated there.
The limit of M (see equation G.14b) is the limit of:
|c01 c02| − ~c1 ~c2 > 1 (5.4)
for imaginary c1, c2. Appendix G provides an explanation of why this limit
exists.
Therefore, the following situation is obtained:
The solution of the dynamic problem is, firstly, embedded inside M . In this
case, c1 and c2 are imaginary.
The region of this property of the parametric space is continued analyti-
cally so that it ends in a region, at which c1 and c2 are real.
It is plausible that the analytical entity thus defined depends on its be-
ginning region. However, it is found that at the final region, where c1 and c2
are real, the topology of the analytical entity no longer relies on the origin.
This construction is described in Appendix D and Appendix F (see Fig.
F6, Fig. F7 and Fig. F8).
Therefore, a set, M˜ , is obtained, which consists of the following parts:
(a) c1, c2 is real
(
M˜(a)
)
(b1) c1 is real, c2 is imaginary
(
M˜(b1)
)
(b2) c1 is imaginary, c2 is real
(
M˜(b2)
)
(c) c1, c2 is imaginary
(
M˜(c)
)
Its characteristic is that M˜ can be defined so that the maximum expansion
of the solution domain consists of the segments, M˜(a), M˜(b1), M˜(b2), M˜(c);
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however, it has respective requirements to the asymptotic behavior of the
amplitudes.
Since the properties c is real and c is imaginary are well distinguished
over the group velocity, then the standing point can be set so that the corre-
sponding segments of the integral are physically observable, independent of
one another.
At the set M˜ :
eiφ
transforms states without any interaction between the three defining fields
in those with an interaction.
φ is a linear functional of the current and tensor densities as well as the
vector and tensor potentials. They are, however, diagonal in the variables, c
and y, so that φ and, therefore, eiφ are also diagonal in c and y. Therefore,
the transformation eiφ solves the dynamic problem for each of the subsets,
M˜(a), M˜(b) and M˜(c) separately. However, it is fairly difficult to provide a
physical interpretation of the subsets, M˜(b) and M˜(c).
Therefore, two possibilities are obtained:
(A) At the standing point, there is only the physical solution of M˜(a), and
the other two are only of technical help to construct the solution at the do-
main, M˜(a). This solution is valid by itself. This standing point is compulsory
because only the subset M˜(a) allows a Hilbert space. This confinement of the
state space resembles that in the case of photons and gravitons.
(B) Physical grounds show that the sets, M˜(b) and M˜(c), cannot be obser-
ved directly. In another process of the observation in the following sections,
arguments for this approach are propounded. This viewpoint is justified as
follows: The mass of a single Z-quantum is so great that, therefore, it can-
not even be observed. In addition, these subsets are physically interpreted
tentatively in the Discussion, Section 9.
As a working hypothesis is assumed that only the subset M˜(a) is deci-
sive for the physical interpretation of the model, while it is indicated in the
discussion that the M˜(b) and M˜(c) subsets provide something, such as the
spatial aspect of the model, which can only be taken into consideration after
the constants of the model are determined.
Under this working hypothesis, it is, therefore, found that for the subset
M˜(a), the parametric space of the 2-quantum system is the direct product of
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the parametric spaces of the 1-quantum systems; therefore, the parameters of
the quanta can be selected to be independent of one another. However, they
always are complex valued. If the subset M˜(b) and, in particular, M˜(c) are
added, then the variables of one quantum can only be selected, depending
on that of the other quantum. Therefore, the charge of one quantum mainly
can no longer be defined independently on the other quantum. In order to
determine the corresponding relationship correctly, the influence of the ho-
rizon must be taken into consideration. This is, however, first discussed in
section 5.4.
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5.2 The Infrared Divergence of the Model and its Avoi-
dance
It could be conceived that according to section 5.1, the states with interac-
tion χ can be obtained as follows from the states without interaction χ0:
χ = eiφχ0
However, this is generally not quite defined because the φ operator contains
creation and annihilation operators for photons and gravitons. Therefore,
the eiφ operator contains a colorful and infinite sequence of creation and
annihilation operators. If this is re-arranged in a straightforward manner,
then using:
iφ = φ˜+ − φ˜ (5.5)
(where φ˜+ contains the creation operators for photons and gravitons and φ˜
contains the annihilation operators) it follows:
eiφ = eφ˜
+
e−
1
2
[φ˜,φ˜+]e−φ˜
However, if the photon and graviton fields are developed according to the
momentum representation, therefore (see equation (E20) and the following
observation):
[φ˜, φ˜+]
has an infrared divergence so that this re-arrangement of eiφ is not allowed.
In order to give a precise meaning to the relationship between χ and χ0,
he following must first be provided:
The space of the photons and gravitons are limited by a lower limit of the
frequency:
If k0 is the frequency, then the following applies:
k0 > ε
In this case, the assignment now applies:
φ→ φε
χ→ χε
χ0 → χ0ε
(5.6)
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Therefore, the following is obtained:
χε = e
iφεχ0ε (5.7)
Only such wave packets of χ0ε are allowed, for which
lim
ε→0
eiφεχ0ε
exists. However, it would be highly cumbersome to determine the space of
the permissible states that are free of interactions by this indirect method.
Instead, the operator eiφε can likewise be replaced by an operator, for which
a decomposition into products of creation and annihilation operators exists
at the limit of ε→ 0. The operator φε is a time function:
φε = φε(x0) (5.8)
This precisely ensures that free states are transformed by eiφε in those con-
taining an interaction. The following obviously applies:
eiφε = [eiφε(x0)e−iφε(0)]eiφε(0) = Lε(x0)eiφε(0) (5.9)
with
Lε(x0) = e
iφε(x0)e−iφε(0) (5.10)
Unlike eiφε(x0), Lε(x0) can be split up into products of creation and annihilati-
on operators so that the limit for ε→ 0 exists. Therefore, equation (5.7) can
equivalently be replaced by:
χε = Lε(x0)χ
′
0ε (5.11)
In this process, the following applies:
χ′0ε = e
iφε(0)χ0ε
since eiφε(0) depends not on time and, therefore, free states transform into
free states, then χ′0ε is a state free of interaction and freely selectable as χ0ε.
The decomposability of Lε(x0) as described is trivial for x0 = 0 since
Lε(0) = 1 (5.12)
From equation (5.5), it follows that:
eiφε(x0) = eφ˜
+
ε (x0)e−
1
2
[φ˜ε(x0),φ˜
+
ε (x0)]e−φ˜ε(x0) (5.13)
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and, similarly,
eiφε(0) = eφ˜
+
ε (0)e−
1
2
[φ˜ε(0),φ˜
+
ε (0)]e−φ˜ε(0) (5.14)
as well as
e−φ˜ε(x0)e−φ˜
+
ε (0) = e−φ˜
+
ε (0)e−φ˜ε(x0)e[φ˜ε(x0),φ˜
+
ε (0)] (5.15)
This together gives:
Lε(x0) = e
iφε(x0)e−iφε(0)
= eφ˜
+
ε (x0)−φ˜+ε (0)e−φ˜ε(x0)+φ˜ε(0)
·e[φ˜ε(x0),φ˜+ε (0)]− 12 [φ˜ε(x0),φ˜+ε (x0)]− 12 [φ˜ε(0),φ˜+ε (0)]
(5.16)
The operators, φ˜ε(x0)− φ˜ε(0) and φ˜+ε (x0)− φ˜+ε (0), are regular for ε = 0. As
indicated in the following calculation, each commutator mentioned here has
the same singular, additive contribution in ε, whereas the respective residual
is regular. Therefore, Lε(x0) is regular.
The following can be defined within this context:
L(x0) = lim
ε→0
Lε(x0) (5.17)
χ′0 = lim
ε→0
χ′0ε
and
χ(x0) = L(x0)χ
′
0
From equation (5.12), it could be conceived that equation (5.17) provides not
only the solution of the dynamic problem, but also simultaneously solves a
initial value problem, using
χ(0) = χ′0
It is later shown that when the time onset is established at:
x0 = 0
the equations (5.10) and (5.17) simulates in the model the moment of a Big
Bang at x0 = 0. Within the vicinity of this moment, however, the lineariza-
tion is assuredly a particularly bad approximation for the gravitational field
as well as the assumption that the horizon is constant. For quantitative ob-
servations, equation (5.17) should only be collected at cosmological “large”
times. In equation (5.10), the e−iφε(0) adopted must not be faulty. Since it
only serves to compensate the infrared divergence in the operator, eiφ(x0),
while his time dependence remains unchanged. In principle, each modulation
of the “bare” state would be equally good which compensates the infrared
divergence.
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5.3 Determination of the L(x0) Transformation in the
1- and 2- Z-Quantum Spaces
According to equations (5.16) and (5.17), the following applies:
L(x0) = e
φ˜+(x0)−φ˜+(0)e−φ˜(x0)+φ˜(0)e−
γ˜
2 (5.18)
with
γ˜ = lim
ε→0
{[φ˜ε(x0), φ˜+ε (x0)] + [φ˜ε(0), φ˜+ε (0)]− 2[φ˜ε(x0), φ˜+ε (0)]} (5.19)
The operator, φ(x0), is a linear functional of Aµ(x) and Gµν(x) as well as
of the canonically conjugated operators and is defined in equation (5.1). It
applies according to equation (E20c):
φ˜ε(x0) = 2
∞∫
k0=ε
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
·e−i(x0k˜0−k˜y)[ecµAµ(~k)(N+ −N−) + λcµcνGµν(~k)(N+ +N−)]
(5.20)
In this case, k˜ is the vector k˜ = (~k ~c
c0
, ~k) and k˜2 is the square of its length
k˜2 = ~k2 − (~k ~c
c0
)2 and
φ˜ε(0) = 2
∞∫
k0=ε
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
·eik˜y[ecµAµ(~k)(N+ −N−) + λcµcνGµν(~k)(N+ +N−)]
(5.21)
Therefore, the following applies:
[φ˜ε(x0), φ˜
+
ε (x0)] = 2
∞∫
k0=ε
d3~k d3c1 d3y1 d3c2 d3y2
k0(2pi)5(c1k)(c2k)
cos(~k~a) ln(k˜1R0) ln(k˜2R0)
·{λ2(N+(1) +N−(1))(N+(2) +N−(2))[(c1c2)2 − 12 ]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2}
(5.22)
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Correspondingly,
[φ˜ε(0), φ˜
+
ε (0)] = 2
∞∫
k0=ε
d3~k d3c1 d3y1 d3c2 d3y2
k0(2pi)5(c1k)(c2k)
cos(~k~a0) ln(k˜1R0) ln(k˜2R0)
·{λ2(N+(1) +N−(1))(N+(2) +N−(2))[(c1c2)2 − 12 ]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2}
(5.23)
and, similarly,
[φ˜ε(x0), φ˜
+
ε (0)]symm =
∞∫
k0=ε
d3~k d3c1 d3y1 d3c2 d3y2
k0(2pi)5(c1k)(c2k)
[cos(~k~a1) + cos(~k~a2)]
· ln(k˜1R0) ln(k˜2R0){λ2(N+(1) +N−(1))(N+(2) +N−(2))[(c1c2)2 − 12 ]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2}
(5.24)
In this case, it is symmetrisized with respect to “Quant 1” and “Quant 2”.
In this process, the following applies:
~a = (~v1 − ~v2)x0 + ~y1 − ~v1(~v1~y1)− [~y2 − ~v2(~v2~y2)]
~a0 = ~y1 − ~v1(~v1~y1)− [~y2 − ~v2(~v2~y2)]
~a1 = ~v1x0 + ~y1 − ~v1(~v1~y1)− [~y2 − ~v2(~v2~y2)]
~a2 = −~v2x0 + ~y1 − ~v1(~v1~y1)− [~y2 − ~v2(~v2~y2)]
(5.25)
In particular, as a consequence, it follows that:
γ˜Z+δ (c
∗, y∗) | 0〉 = lim
ε→0
∞∫
ε
d3~k ln2(k˜R0)
k0(2pi)5(ck)2
(λ2 − 2e2) (5.26)
· (2− 2 cos[~k~vx0])Z+δ (c∗, y∗) | 0〉
As indicated, this integral is regular at the point of k = 0 so that the limit
ε → 0, therefore, would exist, if not the behavior of k → ∞ would be
problematic. In general, a U − V divergence would obviously be obtained.
Such divergences provide the reason that hitherto, such theories, which take
into consideration the gravitation, cannot be renormalized [10].
Here it is different. If the following is set to be:
λ2 = 2e2 (5.27)
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then the right side of equation (5.26) is zero. This ensures that the model
encounters no problem at this point and must even not be renormalized. It
is applied as follows. Firstly, the sign of λ plays no role. Therefore:
λ = e
√
2 (5.28)
should apply. According to equation (E28), it follows from equation (5.22)
that:
[φ˜ε(x0), φ˜
+
ε (x0)] = −43e2
ln(c1c2+
√
(c1c2)2−1)
(2pi)4
√
(c1c2)2−1
[ln3(εR0) + ln
3( |~a|
R0
)]
·{[2(c1c2)2 − 1][N+(1) +N−(1)][N+(2) +N−(2)]
−c1c2[N+(1)−N−(1)][N+(2)−N−(2)]}
(5.29)
From equation (5.23), it follows that:
[φ˜ε(0), φ˜
+
ε (0)] = −43e2
ln(c1c2+
√
(c1c2)2−1)
(2pi)4
√
(c1c2)2−1
[ln3(εR0) + ln
3( |~a0|
R0
)]
·{[2(c1c2)2 − 1][N+(1) +N−(1)][N+(2) +N−(2)]
−c1c2[N+(1)−N−(1)][N+(2)−N−(2)]}
(5.30)
and, accordingly, it results from equation (5.24) that:
[φ˜ε(x0), φ˜
+
ε (0)]symm = −43e2
ln(c1c2+
√
(c1c2)2−1)
(2pi)4
√
(c1c2)2−1
·[ln3(εR0) + 12 ln3( |~a1|R0 ) + 12 ln
3( |~a2|
R0
)]
·{[2(c1c2)2 − 1][N+(1) +N−(1)][N+(2) +N−(2)]
−c1c2[N+(1)−N−(1)][N+(2)−N−(2)]}
(5.31)
Therefore, overall, the following applies:
γ˜ = −4
3
e2
ln(c1c2+
√
(c1c2)2−1)
(2pi)4
√
(c1c2)2−1
·[ln3( |~a0|
R0
) + ln3( |~a|
R0
)− ln3( |~a1|
R0
)− ln3( |~a2|
R0
)]
·{[2(c1c2)2 − 1][N+(1) +N−(1)][N+(2) +N−(2)]
−c1c2[N+(1)−N−(1)][N+(2)−N−(2)]}
(5.32)
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Therefore, in the case of equal mass and charge signs, the eigenvalue γ˜ in the
2− Z-quantum space is found to be:
γ˜
(+)
+ = −43 e
2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2+
√
(c1c2)2−1)√
(c1c2)2−1
·[ln3( |~a0|
R0
) + ln3( |~a|
R0
)− ln3( |~a1|
R0
)− ln3( |~a2|
R0
)]
(5.33)
In the case of equal charge and opposite mass signs, the following applies:
γ˜
(+)
− =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2+
√
(c1c2)2−1)√
(c1c2)2−1
·[ln3( |~a0|
R0
) + ln3( |~a|
R0
)− ln3( |~a1|
R0
)− ln3( |~a2|
R0
)]
(5.34)
In order to also take into consideration electrical charges of opposite signs,
another Γµ representation must be added by replacing:
e→ −e
Therefore, the contribution of the tensor density remains the same, that of
the current density retains the inverse sign.
For the contribution of two quanta with opposite charge signs, coming
from equation (5.1), in the case of the same mass signs, it is found that:
γ˜
(−)
+ = −43 e
2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2+
√
(c1c2)2−1)√
(c1c2)2−1
·[ln3( |~a0|
R0
) + ln3( |~a|
R0
)− ln3( |~a1|
R0
)− ln3( |~a2|
R0
)]
(5.35)
Correspondingly, in the case of opposite mass signs and opposite charge signs,
it is found that:
γ˜
(−)
− =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2+
√
(c1c2)2−1)√
(c1c2)2−1
·[ln3( |~a0|
R0
) + ln3( |~a|
R0
)− ln3( |~a1|
R0
)− ln3( |~a2|
R0
)]
(5.36)
In these estimations, the prerequisite is that | ln( |~a|
R0
) | and | ln( |~ai|
R0
) | are
large. Since c1, c2 must be positive timelike, the calculation refers to the set,
M˜(a).
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5.4 Regard of the Horizon
Here it should be recalled that the existence of the horizon requires the mea-
surements to be restricted to the interior and all parts of the state concerning
the exterior to be canceled. In particular, this concerns photons and gravi-
tons. However, it cannot be simply realised since they are described by exact
~k vectors in the representation above. The uncertainty relation thus prevents
this program. However, it can be achieved by the following indirect route:
Two classes of bases for the photons and gravitons are selected. One basis
must have the internal of the horizon as its support, the second basis must
have the external of the horizon as its support. Therefore, φ decomposes into
two parts:
φ = φ
R− + φR+ (5.37)
In this case, φ
R− must have the internal of the horizon as its support, and
φ
R+
the external of the horizon. The infrared divergence only concerns the
external of the horizon.
The construction described above, therefore, must only be performed for
the external of the horizon.
The following is defined as:
LR+(x0) = lim
ε→0
eiφR+ε(x0) e−iφR+ε(0) (5.38)
Therefore, it applies in association with equations (5.37) and (5.17):
χ = LR+(x0) e
iφR− χ′0 (5.39)
According to the prerequisite, only the χ part concerning the area within the
horizon can be measured.
In order to make this explicit, PR− must be the operator, which cancels
all photons and gravitons with a support outside the horizon and retains all
others. Therefore, it now applies as a physical state:
χR− = PR−χ = e
iφR− e−
γ˜R+
2 PR− e
−φR+ (x0)+φR+ (0) χ′0 (5.40)
In this case, its concept is according to the working hypothesis that only the
Z-quanta of a timelike structure are concerned. Therefore, the calculation
takes place at the subset, M˜(a). According to this assumption, γ˜R+ , therefore,
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is to determine. Similar to equation (5.19), the following applies:
γ˜R+ = lim
ε→0
{[φ˜R+ε(x0), φ˜+R+ε(x0)] + [φ˜R+ε(0), φ˜+R+ε(0)]− 2[φ˜R+ε(x0), φ˜+R+ε(0)]}
(5.41)
From equation (F63), the first commutator gives instead of equation (5.22):
[φ˜R+ε(x0), φ˜
+
R+ε
(x0)] = 2
∞∫
k0=ε
d3~k d3c1 d3c2 d3y1 d3y2
(2pi)5k0
ln(k˜1R0) ln(k˜2R0)
· e2 cos(~k~a)
(c1k)(c2k)
{(N+(1) +N−(1))(N+(2) +N−(2))[2(c1c2)2 − 1]
−[N+(1)−N−(1)][N+(2)−N−(2)]c1c2}
(5.42)
in which: ~k~v1, ~k~v2 > 0 or ~k~v1, ~k~v2 < 0 must be applicable, which is different
from equation (5.22).
This constraint also applies for the other commutators, in which in the
case of [φ˜R+ε(0), φ˜
+
R+ε
(0)] in equation (5.42), ~a is replaced by ~a0, with which
the same constraint of the ~k integral space. Similarly, in the case of
[φ˜R+ε(x0), φ˜
+
R+ε
(0)] in equation (5.42), ~a is replaced by ~a1 or ~a2, with the
corresponding averaging.
The determination of γ˜
(δ1)
R+δ2
is, therefore, carried out almost like that of
γ˜
(δ1)
δ2
, instead of over the full ~k domain, over that in the case of equation (5.42).
If ~v1 and ~v2 are approximately equal, then the following contributions:
~k~v1 > 0, ~k~v2 < 0
and
~k~v1 < 0, ~k~v2 > 0
(5.43)
relative to the contributions, ~k~v1, ~k~v2 > 0 and ~k~v1, ~k~v2 < 0 are negligible in
the ~k integral.
Comparison with equation (5.22), under this condition, gives:
γ˜R+ ≈ γ˜ (5.44)
The more strongly bound the state is, the more reasonable estimations equa-
tion (5.44) provides. In the other cases, the point is to evaluate whether there
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is a repulsion between the Z-quanta. Even this should be most easily evalua-
ted at only relatively small velocity differences and, in fact, by comparing the
curve form at different times. Henceforth, the evaluation must be assumed
by equations (5.33) - (5.36) to provide an approximation of γ˜R+ for ~v1 ≈ ~v2.
Now however, it is possible to use equation (5.40) as approximation of the
physical state.
Since this work must take into consideration no physical photons and
gravitons, therefore, the bare state χ′0must be selected as being free of photons
and gravitons. Accordingly, the following applies:
χ′0 = χ0 (5.45)
where χ
0
is free of photons and gravitons. Therefore, it follows that:
PR−e
−φ˜R+ (x0)+φ˜R+ (0)χ′0 = χ0 (5.46)
It should be summed up over all bare photons and gravitons with supports
inside the horizon. This, in a physical sense, is probably incorrect since it
actually must be summed over all physical photons and gravitons. With
regard to this expectation value, therefore, eiφR− acts like the unit operator.
Therefore, χR− may be replaced by an effective χeff , which contains no bare
photons and gravitons:
χR− −→ χeff = e−
γ˜
2χ
0
(5.47)
As described above, this is only correct for | ~v1 − ~v2 | 1. The state, χ0,
must be described by the following wave packet:
χ
0
=
∫
g
δ1δ2
(c1, y1; c2, y2) Z
+
δ1
(c∗1, y
∗
1) Z
+
δ2
(c∗2, y
∗
2) | 0〉 d3c1 d3y1 d3c2 d3y2
(5.48)
δ1 and δ2, in this case, symbolize both charge and mass signs. Therefore, it
follows that:
χ
eff
=
∫
e−
γ˜δ1δ2
2 g
δ1δ2
(c1, y1; c2, y2) Z
+
δ1
(c∗1, y
∗
1) Z
+
δ2
(c∗2, y
∗
2) | 0〉d3c1 d3y1 d3c2 d3y2
(5.49)
Since γ˜δ1,δ2 depends on time, the norm of this state is not constant. Concerns
N(x0) this norm, then is the normalized state:
N−1(x0)χeff (5.50)
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In this case, the spectral distribution of the normalized state should be taken
into consideration. For real parameters, it is:
1
N(x0)2
| g
δ1δ2
(c1, y1; c2, y2) |2 e−γ˜δ1,δ2 (x0) (5.51)
Accordingly, e−γ˜δ1δ2 (x0) describes the relative change to the spectral distribu-
tion within the wave packet based on the interaction. Its cause is the domain
outside the horizon. The model is in a very temporary state. In particular,
there is no genuine bridge to the experimental statements and, therefore,
there is also no statement that there is a reasonably selected wave packet.
Therefore, a definition based on the modulation by e−γ˜δ1δ2 must be made.
37
5.5 Time Dependence of the γ˜δ1δ2(x0) Functions
The time dependence of the functions γ˜δ1δ2(x0) is obviously determined by
the following function:
s(x0) = ln
3
( | ~a0 |
R0
)
+ ln3
( | ~a |
R0
)
− ln3
( | ~a1 |
R0
)
− ln3
( | ~a2 |
R0
)
(5.52)
The ~a,~ai vectors are established by equation (5.25). In this process, the con-
cept is that the ~yi vectors are very small, and in the physical essential domain
ln
( | x0 |
R0
)
is very large and, in fact, so large that it practically no longer depends on x0
(see section 7). As already discussed, the following applies:
s(x0 = 0) = 0 (5.53)
The amplitudes in interaction are purely formally related to this point in
time. Since the approximation at this point in time is certainly particularly
faulty, the amplitudes must be provided with a factor so that they bear a
concrete significance for a physically related point in time.
At present, | ~y1 | and | ~y2 | must be small against | ~v1x0 | and | ~v2x0 |.
Then, it applies at a small error:
ln
( | ~a1 |
R0
)
≈ ln
( | ~a2 |
R0
)
≈ ln
(
a¯
R0
)
(5.54)
where ln
(
a¯
R0
)
is an extremely large number. ~a0 is, however, not time-dependent
and small.
Therefore,
− s¯ = 2 ln3
(
a¯
R0
)
− ln3
( | ~a0 |
R0
)
≈ ln3
( | ~a1 |
R0
)
+ ln3
( | ~a2 |
R0
)
− ln3
( | ~a0 |
R0
)
(5.55)
is an extremely large number, which no longer depends on time.
Therefore,
M s(x0) = s(x0) + 2 ln3
(
a¯
R0
)
− ln3
( | ~a0 |
R0
)
(5.56)
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contains the time dependence of s. For all physically reasonable times, the
following applies:
M s(x0) ≈ ln3
( | ~a |
R0
)
(5.57)
| ~a | is similar to the classical distance. On account of the small value of R0,
ln
(
|~a|
R0
)
is practically Poincare´ invariant with the exception of v values in the
vicinity of zero. It is otherwise in ln
(
|~a1|
R0
)
and ln
(
|~a2|
R0
)
. They are not even
Galilei invariant.
Therefore, it is obviously reasonable to write:
s(x0) = s¯+ M s(x0) (5.58)
and employs s¯ in a new definition of the amplitudes.
On account of equation (5.53), the following applies:
M s(x0 = 0) = −s¯ (5.59)
This is an extremely large number.
It is defined using γ¯ = γ |s=s¯:
g′
δ1δ2
(c1, y1; c2, y2) = e
−
γ¯
δ1δ2
2 g
δ1δ2
(c1, y1; c2, y2) (5.60)
with:
γ˜
δ1δ2
(x0) = γ¯δ1δ2 + γδ1δ2 (x0) (5.61)
and instead of equation (5.51), the spectral distribution is found to be:
1
N(x0)2
| g′
δ1δ2
(c1, y1; c2, y2) |2 e−γδ1δ2 (x0) (5.62)
As already established in the amplitudes of g
δ1δ2
(c1, y1; c2, y2), there is no
possibility to reasonably establish the amplitudes g′
δ1δ2
(c1, y1; c2, y2) from
experimental data. To determine the constants of the model, the requirement
would be to state what a velocity distribution is. Therefore, it should be
stated in a simplistic manner as follows that the velocity distribution in the
case of γ
(+)
− (x0) and γ
(−)
− (x0) is established by e
−γ(+)− (x0) and e−γ
(−)
− (x0), i.e. the
distribution is actually replaced by its modulation.
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In particular, the following applies:
γ
δ1δ2
(x0 = 0) = −γ¯δ1δ2 (5.63)
In the particular cases, it is found:
γ++(x0) = −
4
3
e2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
M s(x0)
(5.33a)
as well as:
γ
(+)
+ (x0 = 0) =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
s¯
(5.33b)
Similarly, the following applies:
γ
(+)
− (x0) =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
M s(x0)
(5.34a)
γ
(+)
− (x0 = 0) = −
4
3
e2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
s¯
(5.34b)
Likewise, it is found that:
γ
(−)
+ (x0) = −
4
3
e2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
M s(x0)
(5.35a)
γ
(−)
+ (x0 = 0) =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1 + c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
s¯
(5.35b)
as well as:
γ−−(x0) =
4
3
e2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
M s(x0)
(5.36a)
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γ−−(x0 = 0) = −
4
3
e2
(2pi)4
[2(c1c2)
2 − 1− c1c2] ln(c1c2 +
√
(c1c2)2 − 1)√
(c1c2)2 − 1
s¯
(5.36b)
In this case, s¯ is given by equation (5.55) and M s(x0) is estimated for times,
that are not too small, in equation (5.57).
If the following is written as:
~a = ~vx0 + ~a0
with:
~a0 =
~v
v
a0‖ + ~a⊥
therefore, the following applies:
| ~a |2= (vx0 + a0‖)2 + a2⊥
The functions, e−γ
(+)
− and e−γ
(−)
− , therefore, have function values to be infinite
at the points a⊥ = 0 at special times, x0, due to an essentially singular point,
if a0‖ < 0, which must be compensated by a zero point of the amplitude at the
point, a⊥ = 0. If a⊥ is continued in the complex, then it must be an essentially
singular point. For real ~a0, the support is a cylinder, with a missing kernel
a⊥ = 0. At the point a0‖ = −vx0 , the density thus forms a high-density
ring, in which the greater the density is, the flatter the support becomes.
The extension, in this case, is determined by R0 according to equation (5.57);
therefore, it is extremely small. Accordingly, it concerns very small relative
velocities, ~v. For qualitative observations, it must suffice that e−γ
(+)
− and
e−γ
(−)
− are taken into consideration for greater relative velocities. Therefore,
in this process, it is possible to take ~a0 = 0. For comparison, this should also
occur for e−γ
(+)
+ and e−γ
(−)
+ .
In this approximation, the following applies:
γ
(+)
+ (x0) = −
2e2
(2pi)4
v2rest system ln
3
( | ~a |
R0
)
for v  1 and | ~a |≈ vx0
(5.33c)
γ
(+)
− (x0) =
8
3
e2
(2pi)4
ln3
( | ~a |
R0
)
(5.34c)
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γ
(−)
+ (x0) = −
8
3
e2
(2pi)4
ln3
( | ~a |
R0
)
(5.35c)
γ
(−)
− (x0) =
2e2
(2pi)4
v2rest system ln
3
( | ~a |
R0
)
(5.36c)
Since the x0 = 0 point is particularly badly estimated by the approximation
described above, γδ1δ2(x0 = 0) should only be evaluated as a rough estimation
of the end point of a function γδ1δ2(x0). Even the time dependence of the
function γδ1δ2(x0) may not be evaluated for itself since the time dependence
of the norm must also be taken into consideration. Finally, everything may
only be taken into consideration for small values of v(=| ~v1 − ~v2 |), as based
on the selected approximation.
Already, for macroscopically very small time values x0 (cf. section 7),
M s(x0) assumes the asymptotic value according to equation (5.57). Accor-
dingly, except for v values lying in the vicinity of zero, |M s(x0) | for such
time points x0 is barely half as large as |M s(x0 = 0) |. After this time section,
M s(x0) is only very slowly modified. That is, a mechanism for the Big Bang
is obtained in this initial time span.
Fig.2 provides a rough overview of the dependence of the functions, γδ1δ2 ,
of the relative velocities, v(=| ~v1 − ~v2 |).
1
0
e−γ
(+)
+
vx0 =R0 v
x0 (not too small)
x0 = 0
Fig. 2a: Course of the Curve e−γ
(+)
+ in Dependence of v
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10
e−γ
(+)
−
vx0 =R0 v
x0 (not too small)
x0 = 0
Fig. 2b: Course of the Curve e−γ
(+)
− in Dependence of v
1
0
e−γ
(−)
+
vx0 =R0 v
x0 (not too small)
x0 = 0
Fig. 2c: Course of the Curve e−γ
(−)
+ in Dependence of v
The curve x0 = 0 is always mapped for comparison. The point vx0 = R0
has an extremely small value of the relative velocity. In fact, the curves only
apply for small v values. For large values of v, the approximation is unreliable.
According to the statements after equation (5.42), the course for large values
of v is presumably flatter, as shown in Fig. 2. Systematically, in all 4 cases,
the curve e−γδ1δ2 (x0) is flatter for large v for x0 values that are not too small
than for x0 = 0.
The consideration of the time dependence of the norm according to equa-
tion (5.51) would bring both curves to an incision. However, both curves are
also very different if this is taken in account.
Therefore, the particular statements are made: In all four solutions, the
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10
e−γ
(−)
−
vx0 =R0 v
x0 (not too small)
x0 = 0
Fig. 2d: Course of the Curve e−γ
(−)
− in Dependence of v
state is changed very strongly within the immediate vicinity of x0 = 0 for a
very small time section, but - at a later stage - only moderately. This is re-
miniscent of corresponding cosmological statements [11] concerning the time
following the Big Bang. Therefore, it is precisely legitimate to say:
x0 = 0 is the moment of the Big Bang, and the states are accordingly inter-
preted cosmologically, in contrast to the particle states in the normal particle
theory, which arbitrary time translations can be subjected. In this case, it is
not possible due to the requirement in equation (5.10) to prevent infrared di-
vergence. The behavior described here in the model is, therefore, interpreted
as a mechanism of the Big Bang. However, the approximation assumptions
of the model at this point are particularly defective so that the quantitative
statements in the calculation are unreliable.
The solutions, γ
(+)
− and γ
(−)
− , have the property that they favor small
values of v. The approximation according to equation (5.44) is, therefore, de-
finitely acceptable for it. A preference of small v values is particularly distinct
for γ
(+)
− . In this case, e
−γ(+)− even increases for v → 0 towards infinity, which,
as already discussed, must be accordingly compensated by the behavior of
the amplitude. The curve for x0 = 0 is finite. Therefore, this can be spoken
of as a strong attraction. However, also in the case of γ
(−)
− , must apparently
be spoken of attraction, if consideration is made that repulsion is present in
the two other cases.
Particularly in the case of γ
(+)
+ and γ
(−)
+ , large values of v are strongly
preferred. This statementmay, however, be only qualitatively evaluated sin-
ce the selected approximation is then assuredly bad. However, it obviously
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involves repulsion in both cases. This is namely viewed in the behavior for
smaller values of v. In particular, this is viewed in the case of γ
(−)
+ . In this
case, the function value e−γ
(−)
+ at the point v = 0 of a value greater than 1
decreases to zero for values of x0 that are not too small. However, in the case
of γ
(+)
+ , the function value of e
−γ(+)+ is reduced for x0 = 0 of values greater
than 1 to values less than 1 within the vicinity of x0 = 0. In this case, the
selected approximation is, however, reliable.
The value of s¯ and, therefore, the value of M s(x0 = 0) is not even Galilei
invariant. This defect originates once from establishment of the horizon by the
observer, although it is from the arbitrariness when selecting the wave packet,
with which the infrared divergence is avoided. As already stated above, the
calculations at the point x0 = 0, however, are physically viewed defective.
However, it appears to be legitimate to view the rapid change of the state
between x0 = 0 and “x0 values that are not too small” as objective.
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6 Weight of a Z-Quantum
According to equation (5.28), the following applies:
λ = e
√
2
That is, if the Z-quantum would be a point charge, then the force of gravity
between two such point charges would be twice as large as its induced electri-
cal force. If this is compared with the force between two electrons, then the
following situation is obtained: The force of gravity between two electrons
is smaller by a factor of 10−43 than the electromagnetically induced force.
In the next section is argued that four Z-quanta are required to simulate an
electron. If this would be so, then the force of gravity between two dot-shaped
Z-quanta would be greater by a factor of:
2
16
· 1043 ≈ 1042
than the force of gravity between two electrons. Namely: The mass of a Z-
quantum is greater than that of the electron by a factor of 1021. However,
that means: It cannot be measured physically as a single object. This should
also remain correct if it is taken into consideration that the charge of a Z-
quantum depends on the state.
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7 Estimation of the Constants in the Model
According to equations (5.33)-(5.36), the constants, R0 and e, are decisive for
the model. Therefore, it would be important for the evaluation to determine
these constants from empirical data by any manner. However, relationships
could only be obtained in a multiple quantum space, when they provide a
genuine association with the experimental data. On this account, only very
rough estimations can initially be performed. On account of the horizon, un-
der no circumstances is it clear how the wave functions should be normalized.
If it is set tentatively in the 1− Z-quantum space:
N2 =
∫
d3c d3y | Z(c, y) |2= 1 (7.1)
So according to equation (4.28), the electrical charge is:
Q = e
∫
Inside the horizon
d3c d3y
d3~x
(2pi)2r3
Z∗(c∗, y∗) Z(c, y) c0 (7.2)
in this process, the integration path at fixed x is defined in Fig. (D14) and
for all points within the horizon in Fig. (D15). As mentioned here, depending
on the position of the singular points of the amplitudes Z(c, y), the integral
can be given any value. However, the kernel of the integral was constructed
by means of an orthonormalized basis of spacelike c. A value of one would be
expected for this integral. Therefore, the following should be estimated here
as:
Qest = e
The issue is how Q could be compared with observable charges.
Therefore, it must first be assumed that in a multi-Z-quantum space,
similar entities come into existence as in a 2−Z-quantum space. In this case,
such a comparison would actually be reasonable. In the real physical world,
electrical charges only occur as an integral multiple of a smallest unit. In the
estimation of equations (5.33)-(5.36), it is indicated in section 5.5 and section
8 that, in the model, there is only one 2−Z-quantum state, which possesses
particle properties. The relevant electrical charges must have the same signs.
All other states have cosmic expansion. Therefore, in this case, it should
be assumed that this state is the building block of any particle structure
in a multiple-z-quantum state so that such a state is constructed of pairs
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of Z-quanta with the same signs of the electrical charges. Empirically, the
electrical charges are multiples of a smallest unit. It should also be assumed
that the charges of such a pair have the same value and, according to the
above-mentioned estimation, have the value of 2e. Empirically, the particles
exist as members of multiplets, of which one is electrically neutral. Therefore,
to simulate such multiplets, at least two such pairs are required; therefore,the
electrically charged members must have at least a charge 4e. Therefore,
Q = 4e (7.3)
should be estimated. Even this charge must be equated to the elementary
charge, ε.
ε = 4e (7.4)
According to the observations in section 5.5 and section 8, as well as conse-
quence of equations (5.33)-(5.36), there is yet a second bound state in the
2-Z-quantum system.
This is constructed of Z-quanta with opposite signs of the electrical char-
ges and, in this respect, has the quantum number of the vacuum. According
to equation (5.36c), it has a characteristic velocity distribution for x0 that
are not too small due to
e−γ
(−)
− = e−α v
2
(7.5)
in which:
v =| ~v1 − ~v2 | (7.6)
is the relative velocity. It applies according to equation (5.36c).
α =
e2
8pi4
ln3(
| ~a |
R0
) (7.7)
According to the observations following equation (5.33ab)-(5.36ab), it suffices
to set ~a0 = 0 for qualitative observations. Therefore, the following applies:
| ~a |= vx0 (7.8)
In sections 5.5 and 8, it is established why x0 can be construed as the time
after the Big Bang. e−γ
(−)
− , namely, indicates a short-term, very rapid ve-
locity increase for small values of x0, which apparently corresponds to the
cosmos time that occurs directly after the Big Bang. For large values of x0,
α over | ~a | only apparently depends on time. The calculation shows that
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this dependence, from a relative view, disappears. Therefore, an object with
temporal constant velocity distribution is obtained. In this process, an ex-
emplary description of the Dark Matter can be viewed. Another possibility
is a description of the physical vacuum (see later). Under no circumstances
is it clear what Dark Matter is. The direct evidence is hitherto not provi-
ded successfully [3]. However, it is apparently possible to find dwarf galaxies,
which are stabilized by a halo of Dark Matter and, thence, draw inferences
on the properties of the Dark Matter. Under no circumstances is it so cold as
it could concluded from the 3K background radiation. Originally, the group
of G. Gilmore [12] obviously even hoped to be able to specify a concrete
velocity of 9.5 km/sec for the Dark Matter. In the meantime, its estimations
are recommended with more caution. Thus, a characteristic circular velocity
of 15 km/sec is given for the light distribution of the dwarf galaxies [13]. It
could mean that this limitation would also be a measure of the velocity of the
Dark Matter. However, since it is only a matter of the order of magnitude,
in this work, it should be assumed to be 9.5 km/sec. From a thermodynamic
viewpoint, this is extremely large. In the discussion, Section 9, it is elucidated
why this is reasonable. It is clear that this velocity must change, depending
on the particle number, if it is extrapolated to small particle numbers. Howe-
ver, since it in this work only depends on the order of magnitude, it should,
therefore, be assumed that v is of the order of magnitude of:
9, 5km/sec = 3 · 10−5 · velocity of light (7.9)
To estimate α, according to equation (7.5), the following can be set at:
α v2 = 1 (7.10)
Therefore, α = ( 1
3·10−5 )
2 ≈ 109 (in all such estimations, it suffices completely
to estimate a number with an order of magnitude of one as 1).
Using:
e2 =
ε2
16
=
1
137 · 16 (7.11)
it follows from equation (7.7):
ln3(
| ~a |
R0
) = 128 · 137 · pi4 · 109 ≈ 1015 (7.12)
that is,
ln(
| ~a |
R0
) ≈ 105 (7.13)
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If 1, 4 · 1010 years are set as the age of the cosmos, then it follows that:
| ~a |= 1, 4 · 1010 · 3 · 10−5 = 4 · 105 (in light years) (7.14)
This corresponds with the order of magnitude with the dimensions of the
galaxies so that this value certainly is not quite wrong. Accordingly, the
following applies:
R0 = 4 · 105 · e−105 light years (7.15)
Therefore, R0 and e =
ε
4
are established as the model constants. It is seen
that ln( |~a|
R0
) in each reasonable selection of x0 retains the same value. R0 is
also immeasurably small. It must be recalled that the integral on the right-
hand side of equation (7.2) was estimated to be 1. If it would be greater than
1, then ln( |~a|
R0
) would be even greater. In order to shift its large value within
the vicinity of one, this integral must be changed to a tiny value of 10−7,5.
This is, however, improbable if the amplitude is not clarified as symmetrical
in y. Asymmetry with respect to y is, therefore, necessary.
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8 Properties of the Bound States in the 2−Z-
Quantum Space
According to equation (5.62), the spectral distribution of the quanta is given
by:
1
N2(x0)
| g′(c1, y1; c2, y2) |2 e−γδ1δ2 (8.1)
It was already established that bonding only occurs if the masses have oppo-
site signs. In this case, it should also be assumed that the wave packet can
be selected so that for real yi, the extension in the space of yi is negligible,
in comparison to vix0 for i = 1, 2.
This conclusion should also be applied in a simplistic manner for the
variable v =| ~v1 − ~v2 |.
8.1 The Electrical Charges Have Opposite Signs
According to equations (5.36a) and (5.36b) (and Fig. 2d), the relative velocity
beginning with x0 = 0 first increases significantly for a very short period to
undergo a subsequent decrease. During this early phase, from a quantitative
viewpoint, the calculations are unreliable. Thenceforth, it applies according
to equation (5.36c):
γ
(−)
− = 10
−6v2 ln3
(
x0v
R0
)
(8.2)
If ln(x0v
R0
) ≈ ln(x0v¯
R0
) = (1 − x)105 is written for convenient estimation, in
which x is an auxiliary parameter, then it follows that:
v¯ = 3 · 10−5(1− x)− 32 (8.3)
and
x0 = 1, 4 · 1010e−x·105(1− x)− 32 years (8.4)
For example, if the following is selected:
x = 10−3
then x0 = 1, 4 · 1010e−102 years ≈ 10−33 years applies.
At this early point in time, the average velocity is up to 1 0/00 approxima-
tely 3 · 10−5. Thereafter, it remains practically constant.
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8.2 The Electrical Charges Have the Same Signs
Equation (5.34c) is taken to be:
γ
(+)
− =
1
6
e2
pi4
ln3
( | ~a |
R0
)
(8.5)
for v =| ~v1 − ~v2 | 1 and | ~a |≈ vx0
If
γ
(+)
− = 1
then it follows for e = ε
4
and ε = elementary charge that:
ln3
( | ~a |
R0
)
= 6pi4 · 16 · 137 ≈ 106 (8.6)
or:
ln
( | ~a |
R0
)
= 102, i.e. | ~a |= R0 e102 = 4 · 105 · e100−105 light years (8.7)
and v =
| ~a |
x0
= 3 · 10−5 · e100−105
This is, however, immeasurably small and its numerical value, however, lies
below the limit of credibility. In this case, the extension in the space of ~y1, ~y2
was disregarded. It would be even reasonable if this extension played a role;
however, nothing is known of this. Regardless of the computational accuracy,
the important statement is obvious: the relative velocity is practically equal
to zero; therefore:
c1 = c2 (8.8)
If one quantum has an electrical charge of e1, then its heavy momentum is:
∼ e1c1 (8.9)
The other quantum has an opposite mass sign. If its electrical charge is e2,
then its heavy momentum is:
∼ −e2c2 = −e2c1 (8.10)
Therefore, the entire heavy momentum of this system is:
∼ (e1 − e2) c1 (8.11)
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According to equation (4.28), the charge of a single Z-quantum depends
on its state. Therefore, the charges of two different Z-quanta are usually
different. However, the Bose principle ensures that the charges are equal if
they have the same charge and mass signs. In this case, however, the mass
signs are different. In a multiple-Z-quantum system that is not discussed in
this work, (in which the juxtaposition of weak and strong interactions must
also play a role), it obviously leads to an approximation of the charges, which
also occurs in the case of opposite mass signs. If both electrical charges were
equal, then the total heavy momentum would be equal to zero. If one assumes
the state as invariant against mass inversion, then it followed that e1 = e2. In
reality, the charge inversion invariance is considered as only approximated.
As in this case, it must also apply in this model world only to elucidate the
non-disappearance of the masses.
According to section (6), the disorder of this invariance must have a
magnitude of 10−21.
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9 Discussion
As established in the introduction, the model discussed here has its actual
advantages in the characterization of multiple-particle systems. However, it
is sufficiently difficult to describe only the 2-Z-quantum systems. Therefore,
a physical world is introduced, which does not show the property described
for small particle numbers on account of special initial conditions, but rat-
her on account of the representation of the symmetry group. It consists of
maintaining the field quanta, which it represents, namely the Z-quanta.
Only the 1-Z-quantum spaces and the 2-Z-quantum spaces are taken into
consideration in detail in this work. Without photons and gravitons, 6 di-
mensions of the parametric space are required for each Z-quantum. They are,
respectively, 3 dimensions for the description of the velocity and 3 dimensi-
ons for the description of the charge distribution. Its characteristic is the fact
that its corresponding degrees of freedom are produced from the representa-
tion of the symmetry group and must not be added separately. The relevant
form is established by the state and is, to some extent, freely selectable. It
must be assumed that it is determined more precisely in multi-Z-quantum
space by the interaction. Corresponding to the constraint on few Z-quanta,
this problem cannot be considered more accurately in this work. However, its
charge distribution requires the existence of a horizon with the property that
measurements are basically possible only within this horizon. It is so strongly
unlocalized that its influence on the photons and graviton field outside the
horizon leads indirectly to forces between the Z-quanta within the horizon.
This comes into existence due to a quantum mechanic state reduction, cau-
sed by the fact that nothing outside the horizon is measurable.
When solving the dynamic problem, the Z-quanta are dressed with bare pho-
tons and gravitons if the underlying bare state has no photons and gravitons.
It would be far too complicated to take into consideration corresponding phy-
sical photons and gravitons in this work. It is suitable that the solution of
the dynamic problems is of a structure that it can be easily averaged over all
bare photons and gravitons inside the horizon. In order to obtain manageable
results, this method was pursued in this work. In this process, it is assumed
that it is equivalent to averaging over physical photons and gravitons.
It is not surprising that in this procedure, many common issues regarding
possible particle properties must remain unanswered Instead, statements are
developed that can be interpreted cosmologically. In particular, a short peri-
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od is obtained, during which the overall state changes significantly. Its onset
defines the moment of the Big Bang from the model. However, like lineari-
zation, the assumption of a constant horizon is there particularly defective.
It apparently supplements the customary particle image in the cosmological
domain. It involves effects caused by the influence of the horizon. The model
should be constructed so that the relativistic causality applies. Therefore,
this influence can only be of a cosmological structure since, by averaging
over the photons and gravitons within the horizon, significant local effects
are not more measurable. For the same reason, it is not possible to draw some
consequences from the principally free selection of the wave packet. Instead,
on account of the interaction imparted by the horizon, the modulation of
the wave packet is taken into consideration as the only source of the velocity
differences. That means that in this form of evaluation, the model provides
a “magnifying glass” for cosmological effects. However, the model concerns
the description of particles and not cosmology.
The essential basis of all inferences is the observation that the Z-quantum
mass is very large. In the example calculated, it is 1021 times the electron
mass. Therefore, the following statements are reached:
1) The 2 − Z-quantum space, in which the electrical charges have opposite
signs and the masses have opposite signs, has the following property: It has
an early phase, in which the relative velocity is rapidly increased, in order
to decrease later. This period is very short. Afterwards, the relative velocity
is virtually constant and is, particularly, established by the model constants.
If the electrical charges of these quanta were equal to this asymptotic time,
then the state would have a total charge of zero. However, this would be so
when the charge inversion invariance would be valid.
2)The 2−Z-quantum space, in which its electrical charges are equal, its mas-
ses, however, have opposite signs, has the following property: The velocity of
both quanta is completely equal. If e1 is the charge of a quantum, and e2 is
the charge of the other quantum, then the total mass is proportional to:
e1 − e2
As discussed in Section 8, there is firstly no reason to assume that e1 and
e2 would be equal. They would be zero if both charges would be equal. If
the inversion invariance also applies to the mass, then this is the case. From
a physical viewpoint, it concerns a very strong statement. In this respect,
the difference of the four-momenta is decisive. Since the quantum mass is
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extremely large, a large residue remains if the velocities also only differ in
terms of minute detail. For example, in case (1) of this list, according to
equation (7.9), the relative velocity has a value of 3 ·10−5. If the mass amount
of both quanta is considered as equal, then a spacelike four-momentum of
the entire system is obtained from a quantity that is 1016 times large as
the electron mass. To obtain, the experimental mass value observed of the
electrons, however, a mass difference with order of 10−21 is sufficient. If only
2 Z-quanta are obtained, then such a small difference would be definitely
contrived artificially. Such a statement only makes sense in a multiple-Z
quantum system, which actually cannot be taken into consideration. In the
standard model of the elementary particles, the scale of this deviation is
justified with the Higgs boson [14].
The entire calculations in section 8 are based on the fact that averaging is
carried out over all photons and gravitons within the horizon. As already
mentioned, it is assumed that this is equivalent to averaging over physical
photons and gravitons. This is actually unphysically in the sense that it is
also averaged over processes consisting of absorption and processes consisting
of emission. This approach, therefore, is only of physical interest because
nevertheless binding effects can be observed.
In this case, it must be assumed that the problems associated with equa-
tion (5.3) are also manageable in multiple-Z-quantum spaces so that it is
finally sufficient to argue with that part of states characterized by timeli-
ke eigenvalues c of the Γ matrices. Therefore, all other considerations are
speculative.
For a conventional description of particles, it is quite essential that the
particles are described against a background of a physical vacuum with va-
cuum oscillations. This must be somewhat simulated in this model.
The following procedures are provided for this purpose:
A multi-Z-quantum space must be assumed. The particles must first be
formed via the combination of strongly bound Z-quantum pairs, as described
in section 8.2. In addition, a very large number of not strongly bound Z-
quanta must be present, which generally form a type of neutral plasma.
According to the observations mentioned above, these Z-quanta cannot be
observed, because they are not bound or only weakly bound. Therefore, there
is, however, the possibility that other particles can be formed.
Here, it is firstly questioned which field in real physics might concern this
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model.
Observations have long been established that under no circumstances,
the building stones of the elementary particles, that have so far been found,
represent the lowest stage in the hierarchy of the particles, because they are
also featured somewhat like a grain size due to more fundamental building
stones. Therefore, it must concern bound particle systems according to sec-
tion 8.2.
A problem provides the multitude interactions based on the signs of elec-
trical charges and masses, which are both attractive or repulsive.
Therefore, it must be questioned whether the binding effects described in
sections 8.1 and 8.2 are primarily representative. However, in this process,
the complete binding described in section 8.2 may not apply, but rather its
fundamental interaction apply according to equation (8.5).
For this purpose, a statistical estimation can be used. For the sake of sim-
plicity in this case, the electrical charges must first be ignored. An attraction
only occurs between Z-quanta with opposite mass signs, whereas the sa-
me mass signs determine a repulsion. Therefore, the entire system must be
constructed from N Z-quanta with positive masses and N Z-quanta with
negative masses. The interactions, as expressed by γ
+
−
(+−)
must always have the
same form. Provided they are small, it thus makes sense to count the number
of interactions, which are positive in the case of attraction and negative in
the case of repulsion. Then each Z-quantum with a positive mass sustains N
attractive interactions of Z-quanta with negative masses; that are, generally
N2 attractive interactions. The Z-quanta of positive masses sustain among
themselves (N2 ) repulsive interactions; it is likewise the case of the Z-quanta
with negative masses. They are, as a whole, 2(N2 ) = N(N−1) repulsions. Sin-
ce the repulsions and attractions have the same form in this approximation;
therefore, for small values of |γ|, the following can be balanced:
A balance of N2 attractions and N(N − 1) repulsions is obtained, there
are N surplus attractions. They are computationally related to N pairs, each
with a positive and a negative mass. Therefore, there is accurately an excess
attraction per pair. However, in relation to this pair, there are other N − 1
repulsions and N − 1 attractions, which, if they are small, in the mean must
be eliminated on account of the same form.
In addition, the attraction belongs to an e−γ, which has an infinity point
for |~a| = 0. The integrals must be made finite by secondary conditions at
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the amplitudes. However, the attractions must, therefore, even dominate the
repulsions.
Accordingly, the entire system must act as if it is constructed of N more
or less strongly bound pairs of positive and a negative mass.
If this image is taken seriously, then a number of pairs is included, for
which the description in section 8.2 applies. Because the masses of these
particle systems have to be positive, it must be assumed that the negative
masses of Z-quanta are systematically smaller in quantity than the positive
masses of separate Z-quanta. Under this prerequisite, the masses of the pairs
are always positive.
This is in fact what is straightforwardly expected. According to the mo-
del, it could per accident give an accumulation of Z-quanta with negative
masses. This is obviously not the case. In the averaging of the photons and
gravitons with supports within the horizon, positive masses, however, have
mutual repulsions. That is, an expanding force acts on the entire system. As
a consequence, this should cause an accelerated expansion of the space. Ho-
wever, the Dark Energy, introduced by Michael S. Turner [1] to explain the
accelerated expansion of the space, would, therefore, not even be necessary.
In addition, if the model can explain this accelerated expansion, there is an
obvious strength of the model. If the pairs are taken as building stones of
the entire system, then it can be considered as a thermodynamic system.
Then the subsystem of the bound pairs as according to section 8.2 can be
taken as model for “normal matter”,and the particle system of the bound
pairs according to section 8.1 is taken as model for the “Dark Matter” and
the “Physical Vacuum”. As explained below, the Dark Matter is transparent
for “normal matter”, since it is constructed from weakly bound Z-quanta
with extremely large masses. If one goes back in time until the time point
that precedes before neutrons and protons are formed, as the temperature
was so high that it results in excitation energies within the range of the Z-
quanta masses. From this time, both thermodynamic subsystems developed
without heat contact. It is plausible that nowadays, the Dark Matter has a
much higher temperature than the “normal matter”. Therefore, it is under-
standable as to why a very high value of the velocity is assumed in the Dark
Matter [12]. Since the masses of the Z-quanta are state-dependent, it could
be understood why these subsystems have such different mass densities. Ho-
wever, it is obvious that at this level of understanding of the model, it is
quite unclear why the “Physical Vacuum” differs from the “Dark Matter”.
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It must obviously be assumed that there are different aggregate states of the
thermodynamic system.
In this case, an apparent defect exists, because that the interaction was
ignored on account of the photons and gravitons with supports within the
horizon. In particular, the strongly bound pairs demonstrate this.
A neutral gas is transparent for photons with small frequency. On the
same basis, a plasma of Z-quanta, which does not contain strongly bound
pairs of 2− Z-quantum space according to section 8.2, must be transparent
for photons, gravitons and even strongly bound pairs of Z-quanta on account
of the large masses of the Z-quanta. Therefore, the aggregate states, “Phy-
sical Vacuum” and “Dark Matter” postulated here would be transparent for
strongly bound pairs of Z-quanta.
The following observation can be added to the subject of “Dark Energy”:
In this model, both the normal matter, such as the Dark Matter and the
physical vacuum, bear masses as the difference in masses of the Z-quanta
with positive and negative masses. There is a popular relationship, according
to which the total energy consists of the sum of Dark Energy, the energy
of the Dark Matter and the energy of the normal matter. It is obvious to
transfer this relationship to the mass of physical vacuum, Dark Matter and
normal matter. Accordingly, the total mass of the physical vacuum is much
greater than the other two. All three contribute to the accelerated expansion
of the universe. However, it could be stated in good approximation that it
predominantly depends on the mass of the physical vacuum. One can take
as standing point that the mass of the physical vacuum replaces the Dark
Energy.
At this point, it must be recalled that the physical interpretation is made
on account of a working hypothesis. (See also the statement in relation to
equation (5.4)). Namely, the defining set M˜ of the parameters was restricted
to the subset of timelike c1, c2 values. This restriction alone was, therefo-
re, imperative since only under this condition a Hilbert space exists as a
state space. If the full set M˜ is considered to describe the 2 − Z-quantum
space, then proportions of the Z-quanta are added, which have spacelike mo-
vements. The corresponding sets are designated in section 5 as M˜(b) and
M˜(c). With respect to the measurability, the same applies, which was stated
to the Dark Matter of the model. Since they, in particular, also have extreme-
ly high inertia, then it can be assumed that they are not directly measurable.
However, such spatial contributions are always present. They are established
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by analytical continuation of the amplitudes of timelike Z-quanta. It can
be indicated that they move off the observer since only supports with this
property are used in the c space. This could be interpreted in the following
way: The Z-field serves to represent the properties of the metric tensor. The
original significance of this is to describe the Riemannian space. However, it
is an accelerated expanding universe. Therefore, it could be concluded that
the Z-field describes facets of this space. Part of it runs with superluminal
velocity off the observer, as in the accelerating expanding space. Since it is
established by the analytical structure of the particlelike components, it con-
cerns a feedback effect of the particles to space. It is suitable for this image
that the interaction intensifies this effect apparently by repulsion.
In this work, photons and gravitons were only described as dynamically con-
ditioned contributions of the Z-quanta. Their degrees of freedom are auto-
matically added if the bare state of χ0 was filled with bare photons and gravi-
tons. Then, it could be determined what physical photons and gravitons are.
With this knowledge could be determined which physical properties potential
particles have in a multi-Z-quantum space, such as its electromagnetically
induced attraction in the case of an opposite electrical charge.
The issue remains, in which directions the model can be expanded. Firstly,
the spin space of the Γµ representations was, at one point, limited to the spin
of zero.
The Γµ representation of the model can formally be expanded at each
spin. It leads to the spin 1
2
due to the relationship:
Γµ −→ Γ′µ = 1
2
Γµ (1 + Γνγν)
in which γν are the Dirac matrices.
In addition, the question is whether in the model, such issues as strong
interactions can be installed as distinct from weak interactions.
In the very preliminary understanding of the model, it can, therefore,
refer to the obvious arbitrariness when defining the integral in the velocity
space, as described implicitly in Fig. F6. This arbitrariness continues in a
2 − Z-quantum space, as described in Fig. F8. In this case, this integration
is singular in the ~y1, ~y2 variables on a “M limit” curve. This part of the
integration area is, however, not required for the physical interpretation of
the model. However, it would be meaningful, if the paths shown in Fig. F6
change their courses, so that they would traverse around the curve described
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as “M limit”. Therefore, the topology of the ~y1, ~y2 integrals changes on a large
scale in this case, also in which they are of physical interest. In particular,
the path of the integral over ~y1 would always depend on the position of the ~x2
site of the second Z-quantum, and the integral path over ~y2 always depends
on the position of the ~x1 site of the first Z-quantum. Both must consist of
some issues, such as a strong correlation regarding the variables, ~x1, ~x2. In
this case, where the velocities of both Z-quanta can physically be interpreted,
this could be interpreted as an influence of a strong interaction, as compared
with a “weak” interaction described in the model.
Therefore, the “ ~y ” variables would play an important role. Up to this
stage, they only exist as technical assistance in the representation of the
operators, Γµ.
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Appendix A: Formal Properties of the Γµ Re-
presentation of the Model
In the representation 4.1 of Γµ, the four-vector c with the components c µ,
their eigenvalues, are locally defined and, except for the factor λ, is the four-
momentum. Therefore, there exists no uncertainty relation. In a local field
theory, the momentum of free particles can be defined by the wave vector,
which automatically results in the uncertainty relation. This can be copied
in the model in an attenuated form as follows:
Firstly, a basis with the following properties is constructed:
The eigenvectors c of the Γ matrices are selected to be complex, and it is
required that the real component of the vector be parallel to the wave vector.
Therefore, one has the wave equation:
(i∂µΓ
µ +m) Z(x) = 0 (A1)
It is solved using the approach:
Z(x) = Ψ(p, c, x) = ψ(p, c) eipx (A2)
with:
Γµψ(p, c) = c µψ(p, c) (A2a)
The representation of Γµ must be self-adjoint:
Γ¯µ = Γµ
The adjunction must, in fact, be anti-linear with respect to complex numbers,
but concerning the eigenvalues c µ of Γµ it should be linear. Therefore, the
following should apply:
ψ¯(p, c) Γµ = ψ¯(p, c) c µ (A2b)
even if c is complex valued. The relationship:
ψ(p, c) −→ ψ¯(p, c)
may lead to a misunderstanding since even c may be complex valued. Its
significance is that: The relationship:
ψ(p, c) −→ ψ¯(p, c)
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should be explained for real c as an anti-linear operation:
If α is a complex number, and
ψ′(p, c) = α ψ(p, c)
therefore, the following applies:
ψ¯′(p, c) = α∗ψ¯(p, c)
where α∗ is the complex conjugated number at α. The function f(c) explained
by ψ¯(p, c) for real c µ:
f(c) = ψ¯(p, c)
is that, in the continuation to complex values of c µ, must be analytical con-
tinued in c µ. Using the approach, equation (A2), it follows from equation
(A1)
pc−m = 0 (A3)
In this case, p is real. If the real component of c must be parallel to p, then
it follows that:
cµ =
m
M2
pµ + i nµ
√
1− m
2
M2
(A4)
with:
M =
√
pµ pµ ≥ m; nµ = n∗µ
n2 = nµ n
µ = −1
np = nµ p
µ = 0
When p is fixed, the c vectors form a 2-sphere, and another sphere for another
p. In order to associate these 2-spheres, the description of Z(x) in analytical
sets in c and p is, therefore, inevitable. Therefore, the description of the
representation cannot initially be made in a Hilbert space. To handle the
convergence problems presented, representations with finite dimensions of
the homogeneous Lorentz group are used. The technique required for this is
so closely intertwined with the solution of the problem described here that
both must be described in a flowchart.
The algebra of Γµ provides natural representations of the Lorentz group
with a finite, but special dimension.
Appendix B provides a description of how the Racah algebra (cf. [15])
can be used to handle representations with finite dimension of the Lorentz
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group by decomposition to irreducible tensors. This is particularly applied
for the algebra of Γµ.
If the field Z(x) should also describe spinless particles, it is plausible that
within the representation space of the Γ matrices, a scalar vector with respect
to the Lorentz transformation:
e0
exists. If all irreducible tensors of the algebra of Γ matrices are applied to
e0, then one has a basis of representations of finite dimensions of the Lorentz
group, which also offers an irreducible representation of the Γµ matrices. This
is first demonstrated in detail. To construct the irreducible tensors, which
are obtained from Γµ, it is used that the Lorentz group is embedded in the
complex O4. The Lie algebra of the complex O4, in return, decomposes into
the direct sum of two Lie algebras of the complex rotation group. Namely, it
is defined as:
(a) J+m =
1
2
(
1
2
3∑
k,l=1
ε
klm
Skl + iS0m), m = 1, 2, 3 (A5)
(b) J−m =
1
2
(
1
2
3∑
k,l=1
ε
klm
Skl − iS0m), m = 1, 2, 3
where Sµν are the infinitesimal generators of the homogeneous Lorentz group,
then the following applies:
(a) [J+m, J
−
n ] = 0 (A6)
(b) [J+1 , J
+
2 ] = iJ
+
3 and permuted cyclically
(c) [J−1 , J
−
2 ] = iJ
−
3 and permuted cyclically
Furthermore, if the following is defined as:
( ~J+)2 =
3∑
m=1
(J+m)
2 (A7)
( ~J−)2 =
3∑
m=1
(J−m)
2
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then all irreducible representations with finite dimensions in the Lorentz
group are obtained by means of the basis vectors of the following category:
Each basis vector is simultaneously
an eigenvector of ( ~J+)2 at an eigenvalue j+(j+ + 1) (j+ is integer or half-
integer)
an eigenvector of J+3 at an eigenvalue m
+, −j+ ≤ m+ ≤ j+
an eigenvector of ( ~J−)2 at an eigenvalue j−(j− + 1) (j− is integer or half-
integer)
an eigenvector of J−3 at an eigenvalue m
−, −j− ≤ m− ≤ j−
Using the shift operators J+1 + iJ
+
2 , J
+
1 − iJ+2 as well as
J−1 + iJ
−
2 , J
−
1 − iJ−2 the basis vectors can quite be produced from one
another as in the case of the rotation group. In the case of representations
of the rotation group, conventions exist for the basis: one goes from a basis
element of eigenvalue m, from J3 to another element, by using the shift
operators so that the size is established according to the amount and phase.
This happens so that all others are normalized with an element, if a norm
is elucidated for this. This gives a (2j + 1)-tuple of elements. Each set of
(2j+1)-tuples of elements, which are similarly transformed during rotations,
forms an irreducible tensorial set, as described more precisely in [15].
In the finite dimensional irreducible representations of the Lorentz group,
similar procedures can be carried out. As if a Lorentz transformation would
be the direct product of two rotations, the irreducible representation has a
set of (2j+ + 1) · (2j−+ 1) basis elements which ought to be combined. With
respect to each set, the relative value of the basis elements should be similarly
defined over the shift operators as in the case of the normal rotation group.
The following must be assumed: A set of the elements{
T
j+m+
j−m− ; −j+ ≤ m+ ≤ j+; −j− ≤ m− ≤ j−
}
(A8)
is transformed like the set of basis elements mentioned above. Therefore, this
quantity:
T
j+
j−
should also be designated as an irreducible tensor. In the case of the irredu-
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cible tensors of Γµ algebra, the following applies:
j+ = j− = 0,
1
2
, 1, ...
This must be so like in the case of the polynomials of the space-time coor-
dinates xµ as according to (B4). If the quadruple of the components of Γµ is
denoted as:
Γ
1
2 , m
+
1
2 , m
− (−1
2
< m+, m− <
1
2
) (A9)
and this is interpreted as irreducible tensor:
Γ
1
2
1
2
Then there is in the tensor product:
(Γ
1
2
1
2 ⊗ Γ
1
2
1
2 ⊗ ...⊗ Γ
1
2
1
2 )︸ ︷︷ ︸
2j − times
an irreducible tensor, Γ
j
j , as described in Appendix B in a similar example
of the space-time vectors. If in the state space, according to the observation
given above, there is a scalar vector, e0; then the vectors:
Γ
jm+
jm− e0 = e
jm+
jm− (A10)
form the basis for an irreducible representation of Γµ, which is assigned as
irreducible tensor e
j
j . A dual vector space must exist, with an assignment:
e
jm+
jm− −→ (e
jm+
jm− ) (A11)
If this system is assigned to the irreducible tensor e¯
j
j ,then the following can
be stated:
(e
jm+
jm− ) = e¯
j−m−
j−m+ (−1)m++m− (A12)
The prerequisite is that Γµ is represented as self-adjoint. If
e¯0 e0 = 1 (A13)
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holds for the scalar basis vector, then it follows:
e¯0 Γ
j
j e0 = δ0 j (A14)
According to Appendix B, it follows from equations (B4) and (B6):
(e¯
j
j ⊗ ejj)JJ′ = δJ0 δJ ′0 (A15)
Therefore, for example, the decomposition of the unit operator with respect
to this basis is:
”1“ =
∑
j
(2j + 1)2 (e
j
j ⊗ e¯jj)00 (A16)
After introducing this algebraic method, it is possible to determine the vector
ψ(p, c) from equation (A2). Since ψ(p, c) may not depend on the coordinate
system, the following approach is, therefore, selected:
ψ(p, c) =
∑
j
(A
j
j ⊗ Γjj)00 e0 (A17)
According to equation (A2a), the vector ψ(p, c) must be the eigenvector of
Γµ with an eigenvalue c µ. As a tensor, it can be formulated accordingly as
follows:
Γ
1
2
1
2 ψ(p, c) = c
1
2
1
2 ψ(p, c) (A18)
From symmetry grounds, it follows that:
A
j
j = aj c
j
j (A19)
Analogous to Appendix B, equations (B6) and (B7) one finds:
c
1
2
1
2 ⊗ (cjj⊗Γjj)00 =
∑
µ
{j1
2
j
1
2
0
µ}2 (2µ+1) (c
µ
µ⊗Γjj)
1
2
1
2 =
j+ 1
2∑
µ=j− 1
2
(2µ+ 1)
2(2j + 1)
(c
µ
µ⊗Γjj)
1
2
1
2
(A20a)
Equation (A2a):
Γµψ(p, c) = c µψ(p, c)
is symmetrical against the commutation of Γ and c. Accordingly, if the vectors
Γ and c are commuted in equation (A20a), then it follows:
Γ
1
2
1
2 ⊗ (cjj ⊗ Γjj)00 =
j+ 1
2∑
µ=j− 1
2
(2µ+ 1)
2(2j + 1)
(Γ
µ
µ ⊗ cjj)
1
2
1
2 (A20b)
67
If it is proceeded with ψ(p, c) according to equations (A17) and (A19),
ψ(p, c) =
∑
j
aj (c
j
j ⊗ Γjj)00 e0 (A17a)
in equations (A20a) and (A20b), then it follows that:
aj
(2j + 1)2
=
aµ
(2µ+ 1)2
= a0 (A21)
Therefore, the following applies:
ψ(p, c) = a0
∑
j
(2j + 1)2 (c
j
j ⊗ Γjj)00 e0 (A22)
The constant a0 must be selected so that the basis of solutions construc-
ted by means of ψ(p, c) with respect to this metric is orthonormalized. It
is fairly difficult to determine directly this scalar product. In Appendix C,
the completeness relation is precalculated instead, as related to the basis
{ejj , j = 0, 1
2
, 1, ...}. In this case, it is shown that the basis {Ψ(p, c, x)} con-
structed from the Ψ(p, c, x) vectors is complete and orthonormalized if the
following applies (when equation (A4) is taken into consideration):
Ψ(p, c, x) =
1
4pi
5
2M
4
√
M2 −m2
∑
j
(2j + 1)2 (c
j
j ⊗ Γjj)00 e0 eipx (A23)
This solution satisfies the orthogonality relation:∫
d3~x Ψ¯(p, c, x) Γ0Ψ(p′, c′, x) = sign p0 δ4(p− p′) δ2(n, n′) (A24)
On account of the convergence problems, it is only not simple to directly ju-
stify this normalization. Instead, the completeness relation must be deduced.
Since:
Γµψ(p, c)⊗ ψ¯(p, c) = ψ(p, c)⊗ ψ¯(p, c)cµ = ψ(p, c)⊗ ψ¯(p, c)Γµ (A25)
ψ(p, c) ⊗ ψ¯(p, c) is a function of Γµ. Since in the application of Γµ, this
operator goes to his cµ fold, it is proven as in the case of equation (A22) that
ψ(p, c)⊗ ψ¯(p, c) is proportional to:
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∑
j
(2j + 1)2(c
j
j ⊗ Γjj)00
It is observed that the e0e¯0 operator in both cases can only be formed of
the contribution to j = 0, then it follows that:
ψ(p, c)⊗ ψ¯(p, c) =| a0 |2
∑
j
(2j + 1)2(c
j
j ⊗ Γjj)00 (A26a)
If c
j
j is integrated over d2n, then the result can only depend on
p
M
. If it is
defined as:
p̂µ =
pµ
M
the following applies:
1
4pi
∫
c
j
jd2n = λp̂
j
j (A26b)
If this equation is multiplied with p̂
j
j to form a scalar, it follows that:
1
4pi
∫
(c
j
j ⊗ p̂ jj)00 d2n = λ(p̂ jj ⊗ p̂ jj)00 = λ
Then it applies that (see Appendix B, equation (B13)):
(c
j
j ⊗ p̂ jj)00 = sin[(2j + 1)ϕ]
(2j + 1) sinϕ
mit cosϕ = p̂ c =
m
M
If this is employed in the previous equation, then it is found that:
λ =
sin(2j + 1)ϕ
(2j + 1) sinϕ
, (A26c)
and, therefore,∫
d2n ψ(p, c)⊗ ψ¯(p, c) = 4pi | a0 |2
∑
j
(2j + 1)
sin(2j + 1)ϕ
sinϕ
(p̂
j
j ⊗ Γjj)00
(A27)
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From equation (A23), it thus follows with a0 =
4√M2−m2
4pi
5
2 M
G(x) ≡
∫
d4p d2n sign(p0) Ψ(p, c, x) Ψ¯(p, c, o)
=
1
4pi4
∫
M≥m
d4p
M
[eipx
∑
j
(2j + 1) sin[(2j + 1)ϕ] (p̂
j
j ⊗ Γjj)00
−e−ipx
∑
j
(2j + 1)(−1)2j sin[(2j + 1)ϕ] (p̂ jj ⊗ Γjj)00 ]
(A28)
The completeness relation must, therefore, apply in the form:
Γ0G(x) |x0=0= δ3(~x) (A29)
From equation (A28), the derivation requires a simple integration, which is
shown in Appendix C.
A statement is made for this derivation. As the additional result of the
calculation in Appendix C, it must be concluded that only such states may
be allowed for which
lim
k→∞
(2k + 1)(Γ
k
k ⊗ n0 kk)00
with n0 = (1, 0, 0, 0) = unit time vector
exist and functions as zero operator. This can obviously be enforced, that
states are required which originally consist only of a finite number of finite
dimensional representations of the Lorentz group, and that after the develop-
ment out of the basis of {Ψ(p, c, x)}, the boundary transition is performed.
The next fact is that, in this case, the value of a0 is confirmed based
on the completeness relation and that it must, however, first virtually be
conjectured. However, actually in equation (A28), (A28) (d4p)/M is required
due to dimension grounds. It cannot be coupled with a factor dependent on
m, since the integral may not depend on m. Therefore, a20 is established by
the functional determinants of up to one numerical factor.
It is finally established that the derivation of the completeness relation
quite essentially depends on the fact that m is finite. Even the calculation
of the currents is based on the fact that m is finite. Only the final result is
independent of m so that the boundary transition of m→ 0 may only at the
end be performed.
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Appendix B: Calculations Using the Finite Di-
mensional Representations of the Lorentz Group
Using the technique developed in [15] in the case of “irreducible tensorial
sets”, the calculation must be formed more transparently. Here, it must be
started with the observations associated with equations (A5) - (A8). The “ir-
reducible tensor T
j+
j− ” consists of (2j++1)(2j−+1) components characterized
by the equation:
( ~J+)2 T
j+m+
j−m− = j+(j+ + 1) T
j+m+
j−m−
J+3 T
j+m+
j−m− = m+ T
j+m+
j−m−
( ~J−)2 T
j+m+
j−m− = j−(j− + 1) T
j+m+
j−m−
J−3 T
j+m+
j−m− = m− T
j+m+
j−m−
(B1)
The (2j+ + 1)(2j− + 1) components must be transformed to one another
by the shift operators assigned as ~J+ and ~J− like spherical tensors. From
the tensor products of two tensors, T
j+
j− and T
′j+
j− , using the Racah algebra,
irreducible tensors can be formed analogously to the direct product of two
rotational groups.
Firstly, all tensors, which can be obtained by the tensor product formation
from the space time vector x
1
2
1
2 , are of interest.
The following applies:
x
1
2
1
2
1
2
1
2 = x1 + ix2; x
1
2
1
2
1
2
− 1
2 = −x0 − x3
x
1
2
− 1
2
1
2
1
2 = x0 − x3; x
1
2
− 1
2
1
2
− 1
2 = −x1 + ix2
(B2)
Based on this fact, the tensor x
j
j is defined by:
x
j
j = (x
j− 12
j− 12 ⊗ x
1
2
1
2 )
j
j for j ≥ 1
2
with x
0
0 ≡ 1 (B3)
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The simplest manner is testing by direct calculation: restricted to functions,
f(x), follows:
( ~J+)2 f(x) = ( ~J−)2 f(x) (B4)
That is, the most general irreducible tensor of finite dimension, which only
depends on x, is of the type T
j
j . It is further found that equation (B1),
when applied to tensors, which only depend on x, provides three differential
equations for each component of T
j
j . Since x only has four degrees of freedom,
the components of T
j
j is established, with the exception of a common function
of:
| x |2≡ xµ xµ (B5)
This holds also for the entire tensor. That is, equation (B3) provides the most
general irreducible tensor, except a function of xµ x
µ that acts as a common
factor. In particular, the following applies:
(x
j1
j1 ⊗ xj2j2 )jj = xjj | x |2(j1+j2−j) if | j1 − j2 |≤ j ≤ j1 + j2 (B6)
Starting from equation (B3), it is proven by means of complete induction to
j1 + j2− j if j is firmly specified. For j1 + j2 = j, the claim is made from the
definition. For j1 = j2 =
1
2
, j = 0, equation (B6) is verified directly based on
equation (B2). Therefore, the claim for j1 + j2− j = 1 follows from by means
of recoupling [16] as follows:
| x |2 xjj = (x
1
2
1
2 ⊗x
1
2
1
2 )
0
0⊗xjj =
∑
µ
{1
2
1
2
0
j j µ
}2
(2µ+1) (x
1
2
1
2 ⊗ (x
1
2
1
2 ⊗xjj)µµ)jj (B7)
where equation (B4) was employed. The claim is trivial for j = 0. Therefore,
the claim for j > 0 follows by means of complete induction to 2j, if a known
orthogonality relation for 6− j symbols [16] is used.
∑
µ
{1
2
1
2
0
j j µ
}2
(2µ+ 1) = 1 (B8)
Finally, it is assumed that the claim is correct for j1 + j2 − j = n.
Therefore, from recoupling, it follows that:
x
j
j | x |2(j1+j2−j+1)= (x
1
2
1
2 ⊗ x
1
2
1
2 )
0
0 (x
j1
j1 ⊗ xj2j2 )jj (B9)
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=
∑
µ1, µ2
(2j+1) (2µ1 +1) (2µ2 +1)

1
2
1
2
0
j1 j2 j
µ1 µ2 j

2
[(x
1
2
1
2 ⊗xj1j1 )µ1µ1⊗(x
1
2
1
2 ⊗xj2j2 )µ2µ2 ]jj
According to the prerequisite, all tensors on the right-hand side of equa-
tion (B9), except the one with µ1 = j1 +
1
2
, µ2 = j2 +
1
2
agrees with the
left-hand side. Due to the orthogonality relation of the 9− j symbol [16]:
∑
µ1, µ2
(2j + 1) (2µ1 + 1) (2µ2 + 1)

1
2
1
2
0
j1 j2 j
µ1 µ2 j

2
= 1 (B10)
therefore, this last tensor on the right-hand side of equation (B9) must also
agree with the left-hand side. Accordingly, the claim also applies for:
j1 + j2 − j = n+ 1
which was to be demonstrated.
Of particular interest is the scalar that can be constructed from two tensors,
x
j
j and y
j
j :
(x
j
j⊗yjj)00 =| x |2j · | y |2j sinh[(2j + 1)χ]
(2j + 1) sinh(χ)
with | x | · | y | cosh(χ) = xµ yµ
(B11)
The proof can also be readily given by complete induction. The definition
of cosh(χ) is simply obtained for j = 1
2
. Then it follows that from recoupling
[16]:
(x
1
2
1
2 ⊗ y
1
2
1
2 )
0
0 ⊗ (xjj ⊗ yjj)00 (B12)
=
∑
1
2
1
2
0
j j 0
µ µ 0

2
(2µ+ 1)2 | x |2j+1−2µ · | y |2j+1−2µ (xµµ ⊗ yµµ)00
=
j + 1
2j + 1
(x
j+ 12
j+ 12 ⊗ y
j+ 12
j+ 12 )
0
0+ | x |2 · | y |2 j
2j + 1
(x
j− 12
j− 12 ⊗ y
j− 12
j− 12 )
0
0
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If the claim for j is correct, then the following is obtained by means of
equation (B12):
(x
j+ 12
j+ 12⊗y
j+ 12
j+ 12 )
0
0 =
| x |2j+1 | y |2j+1
2(j + 1) sinhχ
[2 coshχ sinh[(2j+1)χ]−sinh[2jχ]] (B13)
=| x |2j+1 | y |2j+1 sinh[(2j + 2)χ]
(2j + 2) sinhχ
Therefore, the statement is correct.
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Appendix C: Proof of the Completeness Rela-
tion
From equation (A28), it is found that:
G(x0 = 0) =
1
4pi4
∫
e−i ~p ~x d3~p
∫
p0>
√
m2+~p 2
dp0
∑
(2j+1)
sin[(2j + 1)ϕ]
M2j+1
[Γ
j
j⊗(pjj−p¯ jj)]00
(C1)
with cosϕ ≡ m
M
, p¯ ≡ (−p0, ~p), p ≡ (p0, ~p)
If the dependency of p0 at fixed ~p is replaced by that of ϕ, then the following
applies:
G(x0 = 0) =
1
4pi4
∫
e−i ~p ~x d3~p R (C2a)
with
R ≡
∞∫
po=
√
m2+~p2
dp0
1
M
∑
j
(2j + 1) sin[(2j + 1)ϕ] [Γ
j
j ⊗ (( p
M
)
j
j − ( p¯
M
)
j
j)]
0
0 (C2b)
=
pi
2∫
ϕ=0
tanϕ dϕ
( p0
M
)
∑
j
(2j + 1) sin[(2j + 1)ϕ] [Γ
j
j ⊗ (( p
M
)
j
j − ( p¯
M
)
j
j)]
0
0
Hence, it is written as:
p
M
=
√
1 + α2 cos2ϕ n0 + cosϕ n1 (C3)
with:
n0 = (1, 0), n1 = (0,
~p
m
), α =| ~p
m
|, p0
M
=
√
1 + α2 cos2 ϕ
then (
p
M
)
j
j is developed according to its definition by equation (B3) as a
multilinear form according to the binomial theorem. A function is formally
introduced:
75
h(s) =
pi
2∫
ϕ=0
tanϕ dϕ
( p0
M
)
∑
k
sk sin(k + 1)ϕ [(
√
1 + α2 cos2 ϕ+ cosϕn)k (C4)
− (−
√
1 + α2 cos2 ϕ+ cosϕn)k]
for
| s |< 1
then a comparison of equations (C2) and (C4) shows that:
Except the factor (2j + 1) = k + 1, the coefficient of sk nk1 in h(s) agrees
with the coefficients of:
[Γ
j
j ⊗ (n1
j1
j1 ⊗ n0
j−j1
j−j1 )
j
j ]
0
0 for k = 2j, k1 = 2j1
in R. Since the integration in the case of h(s) is more readily achieved, R
from h(s) can, therefore, be calculated. Apparently applies by summing over
k:
h(s) =
pi
2∫
ϕ=0
dϕ
tanϕ
( p0
M
)
i
2
(
1
t− s1 −
t
1− ts1 −
1
t− s2 +
t
1− ts2 ) (C5)
with:
t = eiϕ; s1 = s(
√
1 + α2 cos2 ϕ+n cosϕ); s2 = s(−
√
1 + α2 cos2 ϕ+n cosϕ)
It follows by pair-wise combination:
h(s) =
pi
2∫
ϕ=0
idϕ tanϕ s[
1
(t− s1)(t− s2) −
t2
(1− ts1)(1− ts2) ] (C6)
=
1
4
∮
dt
t
tanϕ s[
1
(t− s1)(t− s2) −
t2
(1− ts1)(1− ts2) ]
It can easily verified that the sole singularities of the integrand are poles. The
first term in the bracket has a pole inside the unit circle, while the second
term outside the unit circle. The integration path is firstly defined on the unit
circle. If it is subsequently pulled into the unit circle in such a way that it
avoids the poles inside the unit circle, then the second term inside the bracket
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can be canceled. If the integration path is finally expanded, then only the
residuals of the poles at the points t = ±i of tanϕ remain. The following is
obtained:
h(s) = − pis
(t− s1)(t− s2)
∣∣∣∣
t2=−1
=
pis
1 + s2
= pi
∑
k is odd
(−1) k−12 sk (C7)
If it is taken into consideration, what is stated in relation to equation (C4),
then this means that:
R = pi
∑
j=half−integer
(−1)j− 12 (2j + 1)(Γjj ⊗ n
j
j
0)
0
0 (C8)
in which n0 in equation (C3) is defined as a time unit vector. If it is set in
equation (B11):
x = n0, y = Γ, then it follows that
Γ0 ⊗R = (n
1
2
1
2
0 ⊗ Γ
1
2
1
2 )
0
0 ⊗R (C9)
= pi
∑
k=whole number, k≥0
(−1)k[(k + 1
2
) (Γ
k
k ⊗ nkk0)
0
0 + (k +
3
2
) (Γ
k+1
k+1 ⊗ n
k+1
k+1
0 )
0
0 ]
= pi[
1
2
+
3
2
(Γ
1
1 ⊗ n110)
0
0
− 3
2
(Γ
1
1 ⊗ n110)
0
0 − 5
2
(Γ
2
2 ⊗ n220)00
+ 5
2
(Γ
2
2 ⊗ n220)00 + ... + (−1)k−1 (k +
1
2
) (Γ
k
k ⊗ nkk0)
0
0 ...]
Apparently, the requirement must be that the state space is designed so that
for k −→∞ (−1)k−1(k+ 1
2
)(Γ
k
k⊗nkk0) exists and is equal to the zero operator.
Therefore, the following applies because of equations (C1) and (C2):
Γ0R =
pi
2
(C10)
and
Γ0G(x0 = 0) = δ
3(~x) (C11)
The condition required can be achieved if j has an upper limit in the original
space and all is initially canceled in the image space, if j exceeds this limit.
Subsequently, this limit must go to ∞.
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Appendix D: Calculating the Densities
The result given in equation (4.28) must be deduced here. It consists of the
following statements:
1) the field Z(x) is assigned an amplitude Z(c, y) with the arguments:
c µ are eigenvalues of Γµ, and
yµ are the components of a 4− vektors y so that
cy ≡ c µyµ = 0
For the current density, the following applies:
2) Z¯(x) ΓµZ(x) =
∫
W
cy=0
c is timelike
and continued
cµd3c d3y P (c, y − x)
·[Z∗+(c∗, y∗) Z+(c, y)− Z∗−(c∗, y∗) Z−(c, y)]
The path W is shown in Fig. 1.
Z+(c, y) = Z(c, y) for c is positive timelike
Z−(c, y) = Z(−c, y)for c is positive timelike
In this case, it means that Z+(c, y) and Z−(c, y) are analytical functions
of c and y, which must be selectable independently of one another.
It indicates:
P (c, y − x) = 1
(2pi)2
1
r3
r2 = [c(y − x)]2 − [(y − x)2]
The function, P (c, y − x), is both Lorentz invariant as well as an invariant
with translations in the following sense:
x −→ x′ = x+ a
y −→ y′ = y + a− c(ca)
In this sense, a representation of the translations can, therefore, be defined
by the amplitude, Z(c, y).
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Then the deduction of P (c, y − x) given below is full of pitfalls. Therefore,
it is satisfactory that its form is produced from invariance considerations.
In particular, if the calculations are examined, then the following is found:
The existence of y is based on much more stable properties than the form of
P (c, y − x). P (c, y − x) must then be embedded at the region, where c is
imaginary. However, the calculations, which provide the existence of y, are
related to this domain. Intermediate is, therefore, assumed for the calculation
of the somewhat simpler density, Z¯(x)Z(x) that
a) y exists and embedded where c is imaginary
b) Invariance under Lorentz transformations and translations
c) Independence of m
A modification of m according to equation (3.19) means a change to the
length scale, “independent of m” therefore, not only means that m does not
affect the functional dependency, but also that the dimension of P (c, y− x)
must be:
(Length)−3
in order to compensate the scale dependency of d3~x. Therefore, P (c, y − x)
can only be of the following form:
∼ δ3c (y − [x− c(cx)])
in which δ3c is the δ function in the hyperplane, which is perpendicular to c,
or even:
∼ 1
r3
A linear combination of both functionals is impossible since they are defined
in inequivalent analytical sets. In the first case, the representations, 4.1 and
4.2, of Γµ are obtained. In the second case, the representation of the model
is obtained. Even the existence of y, as a free variable, is also a consequence
of the model. Therefore, it appears risky to actually employ this property in
order to derive the current density. The derivation must, instead, be made
by detailed calculation.
Using the function Ψ(p, c, x) given by equation (A2), according to the mo-
del concept, p is not the momentum, but rather the “wave vector”. Therefore,
in the following process, the “spin” must be construed as a magnitude, which
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defines an irreducible representation of the rotation group in the resting sys-
tem of the wave vector. In this context, if the following is decomposed:
ψ(p, c) eipx
according to the spin 0, 1, 2, .. , then an enumerable basis is obtained.
Each of these basis vectors can finally be decomposed according to the re-
presentations with finite dimensions of the Lorentz group. Therefore, a basis
characterized by 3 discrete indices is obtained. In this manner, it is possible
in the product with dual vectors with respect to the variable c to calculate
the 3δ functions using absolutely convergent, discrete series [cf. equations
(D90) (D95) and equation (D113)]. This is possible, though the vectors c
originate from a complex 3-dimensional set. Firstly, the current densities are
thus clarified as 9-dimensional integrals. Suitable deformations of the path
and a Fourier transformation with respect to the portion of p perpendicular
to c give the above-mentioned current density as a 6-dimensional integral.
The matrix elements of the densities for the wave functions, as expressed
by the amplitudes that depend on the wave vectors, are calculated below.
Based on technical reasons, very stringent analytical assumptions must first
be made. In this process, the time dependency in the form of exp[−ip0 x0]
in the integrands is obstructive since it results in an essential singularity at
the point p0 = ∞. Therefore, the calculations at the fixed space-time point
x0 = ~x = 0 for an arbitrary wave packet limited only by analyticity re-
quirements must be performed. The densities at arbitrary space-time points
are produced only from the translation invariance of the theory. The density
thus obtained, equation (D144), is deduced into two stages. Firstly, it must
simply be assumed that the wave packet only contains spin-0 states. In this
case, Z¯ Γ
j
j Z are calculated from Z¯ Z over the equations of motion. Each
state of a fixed spin must be obtained by a polynomial of Γµ from a spin-0
state. Therefore, equation (D114) is eventually obtained from the result of
the spin-0 state, which is given in equation (D39).
The starting point is the spin function given by equation (A23):
ψ(p, c) = Ψ(p, c, 0)
The spin-0 portion is obtained by employing a deliberation to determine in
the rest system of p the rotational invariant proportion of:
c
j
j
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as based on equations (A26b) and (A26c). It was found for the rotational
invariant proportion ψ0(p, c) of ψ(p, c) in the resting system of p: In this
context, as expressed according to the completeness relation, firstly helds
j < jmax and the limit is, therefore, considered as jmax −→∞
ψ0(p) = a0
∑
j
(2j + 1) [(
p
M
)
j
j ⊗ Γjj ]00 sin[(2j + 1)ϕ]
sinϕ
e0 (D1)
Firstly, “wave packets” must, therefore, be investigated under the form:
ψ(a(~p)) =
∫
dp0
M
a(p)
∑
j
(2j+1) sin[(2j+1)ϕ] [(
p
M
)
j
j⊗Γjj ]00 e0 ≡
∫
dp0
M
a(p)ψ˜(p)
(D2)
Therefore, the following is assumed:
a(p) =
{
a+(p0, ~p) for p0 ≥
√
m2 + ~p 2
a−(p0, ~p) for p0 ≤ −
√
m2 + ~p 2
(D3)
In this case, a+(p0, ~p) must be an analytical function of p0 without singula-
rities for Re(p0) ≥ 0, and a−(p0, ~p) without singularities for Re(p0) ≤ 0.
An analytical function 1
M
eiϕ of p0
1
M
eiϕ =
1
M2
(m+ i
√
M2 −m2) = 1
(m− i√M2 −m2) (D4)
is defined as follows: At the points:
M2 = 0, i.e. p0 = ± | ~p |
it is finite. The root is, therefore, positively imaginary in the interval−√m2 + ~p 2 <
p0 <
√
m2 + ~p 2, positive above the section
√
m2 + ~p 2 ≤ p0,negative be-
neath this section, negative above the section of p0 ≤ −
√
m2 + ~p 2 and po-
sitive beneath this section. In the first sheet, it is otherwise analytical, as
shown in Fig. D1. Equation (D2) may be, therefore, written as path integral.
The paths W+ and W− are mapped in Fig. D1:
Therefore, the following applies:
ψ(a(~p)) =
1
2i
∫
W+
dp0 a+(p0, ~p)
∑
j
(2j + 1) (
eiϕ
M
)2j+1 (p
j
j ⊗ Γjj)00 e0
+
1
2i
∫
W−
dp0 a−(p0, ~p)
∑
j
(2j + 1) (
eiϕ
M
)2j+1 (p
j
j ⊗ Γjj)00 e0
(D5)
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W+W−
√
m2 + ~p 2−
√
m2 + ~p 2
p0
Fig. D1: Region of Analyticity of the Function e
iϕ
M
in which j < jmax as well as jmax −→∞.
Since j < jmax, therefore, depending on the prerequisite, both W+ and W−
can be shifted to the imaginary axis so that the following finally applies:
ψ(a(~p)) =
1
2i
+i∞∫
−i∞
dp0 (a+(p)+a−(p))
∑
j
(2j+1) (
eiϕ
M
)2j+1 (p
j
j⊗Γjj)00 e0 (D6)
Two new analytical functions are defined:
a˜+(p0, ~p) = a
∗
+(p
∗
0, ~p), a˜−(p0, ~p) = a
∗
−(p
∗
0, ~p) (D7)
therefore, it accordingly follows that at the point ~p ′
ψ¯(a(~p ′)) =
1
2i
+i∞∫
−i∞
dp′0 (a˜+(p
′) + a˜−(p′))
∑
j
(2j + 1) (
eiϕ
′
M ′
)2j+1 e¯0(p
′ jj ⊗ Γjj)00
(D8)
Then it applies from the invariance grounds, on account of e¯0e0 = 1, according
to equation (A14):
e¯0Γ
j
je0 = δj0 (D9)
On account of equation (B6), it therefore follows from recoupling that:
e¯0(p
′ j′j′⊗Γj
′
j′ )
0
0(p
j
j⊗Γjj)00 e0 =

j′ j′ 0
j j 0
0 0 0

2
(p′
j′
j′⊗pjj)00 = δjj
′
(2j + 1)2
(p′
j
j⊗pjj)00
(D10)
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From equations (D6), (D8), (D10) and (B11), it thus follows:
ψ¯(a(~p ′))ψ(a(~p)) = −1
4
+i∞∫
−i∞
dp0 dp
′
0 (a˜+(p
′) + a˜−(p′)) (a+(p) + a−(p))
·
∑
j
1
MM ′(2j + 1)
ei(2j+1)(ϕ+ϕ
′) sinh[(2j + 1)ϑ]
sinhϑ
(D11)
with
coshϑ =
pp′
MM ′
For purely imaginary p0, p
′
0, | eiϕ | and | eiϕ′ | are less than one and ϑ is
purely imaginary. Therefore, the following applies:
ψ¯(a(~p ′))ψ(a(~p)) =
1
4
+i∞∫
−i∞
dp0 dp
′
0 (a˜+(p
′) + a˜−(p′)) (a+(p) + a−(p))
· 1
2MM ′ sinhϑ
ln(
1− ei(ϕ+ϕ′)+ϑ
1− ei(ϕ+ϕ′)−ϑ )
(D12)
To estimate equation (D12), the analytical behavior of the function
ρ(p0, p
′
0) =
1
2MM ′ sinhϑ
ln(
1− ei(ϕ+ϕ′)+ϑ
1− ei(ϕ+ϕ′)−ϑ ) (D13)
must be identified. Therefore, the behavior of the curve
Re(ϑ) = 0
is firstly observed with p′0, being considered as the parameter. If the following
is set to be:
coshϑ =
pp′
MM ′
= α; −1 ≤ α ≤ +1 (D14)
then it follows that:
p0 (p
′
0
2 − α2M ′ 2) = p′0 ~p ~p ′ + iαM ′ [(1− α2)~p 2M ′ 2 + (~p× ~p ′)2]
1
2 (D15)
If Re(p′0) 6= 0, is accordingly p0 a continuous function of α, the curve Re(ϑ) =
0 is then connected. In the case of Re(p′0) = 0, p0 is in fact no longer a conti-
nuous function of α. For α2 −→ (p′0)2
M ′2 , approaching the points of discontinuity,
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p0 is purely imaginary. However, the straight line Re(p0) = 0 is part of the
curve Re(ϑ) = 0, as it is directly verified. Therefore, in this case, the curve
Re(ϑ) = 0 is also connected.
Based on the definition of concern in relation to equation (D4), the root on
the right-hand side of this equation has a positive imaginary part. Therefore,
in the first sheet, this applies:
| eiϕ |=
∣∣∣∣m+ i√M2 −m2m− i√M2 −m2
∣∣∣∣ 12 ≤ 1 (D16)
and the corresponding for | eiϕ′ |. Therefore, on the curve Re(ϑ) = 0, both
1− exp[i(ϕ+ ϕ′) + ϑ] and 1− exp[i(ϕ+ ϕ′)− ϑ] have positive real parts. If
p′0, is purely imaginary, as established above, then the line Re(p0) = 0 lies
on the curve Re(ϑ) = 0. In this case, the logarithm of these functions in
equation (D13) is defined by the main value according to the derivation, as
well as on the entire curve Re(ϑ) = 0. Since the real part of both functions
also remains positive in the continuation, then on the curve Re(ϑ) = 0 in
equation (D13) in the full first sheet of p0 and p
′
0 the main value of the
logarithm is to be taken. A special result is: At the point ϑ = 0, the function
ρ(p0, p
′
0) is analytical.
Accordingly, the function ρ(p0, p
′
0) once has cuts expected according to the
construction and, in addition, the logarithmic cuts with the end points
coshϑ = cos(ϕ+ ϕ′) (D17)
In order to be able to make a convenient discussion, the following parame-
trization is suitable:
p0 =
√
m2 + ~p 2 coshx p′0 =
√
m2 + ~p ′2 cosh y
cosϕ = m
M
cosϕ′ = m
M ′
sinϕ = 1
M
√
m2 + ~p 2 sinhx sinϕ′ = 1
M ′
√
m2 + ~p ′2 sinh y
0 ≤ Im(x), Im(y) ≤ pi
(D18)
The first sheet of the variable x is represented by the sector 0 ≤ Im(x) ≤ pi
as shown by Fig. D2. In addition, the integration path W+, W− and the
integration path of equation (D12) are shown in Fig. D2.
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Im(x) = pi
Im(x) = 0Im(x) = pi/2
W−
W+
Fig. D2: The Region of Analyticity of the Variable x
Equation (D17) of the end point of the logarithmic cut is written accor-
ding to an elementary transformation in the new variables as follows:
cos(
x+ y
i
) =
m2 + ~p ~p ′
[(m2 + ~p 2) (m2 + ~p ′2)]
1
2
≡ cos γ or x = −y ± iγ (D19)
The following obviously applies:
1 ≥ cos γ > − | ~p |√
m2 + ~p 2
, − | ~p
′ |√
m2 + ~p ′2
> −1 (D20)
γ is, therefore, real, and the following:
0 ≤ γ < pi (D21)
may be required.
Therefore, it is possible to evaluate both terms with the factors a˜−(p′) a+(p)
and a˜+(p
′) a−(p) starting from the integration path of equation (D12), the
integration path over dp0 and dp
′
0 is shifted from one another such that:
Im(x+ y) = pi
Since γ < pi, it is always achieved by successive displacements of p0 and p
′
0
regardless of one another, without a logarithmic cut being affected if the indi-
vidual displacements are maintained to be sufficiently small. In this manner,
the original paths W+ and W− can be achieved again.
The continuation of the logarithm on W+ and W− is clearly defined if ~p+~p ′ 6=
0. If the contributions of x, −x and y, −y are summarized, then all is eli-
minated: This is simplest viewed if ~p and ~p ′ are not parallel. Therefore, in
particular, Re(ϑ) always remains positive or negative since
pp′
MM ′
< −1 if not p ‖ p′ (D22)
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If Re(ϑ) > 0, then the following is written:
ln(
1− ei(ϕ+ϕ′)+ϑ
1− ei(ϕ+ϕ′)−ϑ ) = ϑ+ i(ϕ+ ϕ
′ + npi) + ln(
1− e−i(ϕ+ϕ′)−ϑ
1− ei(ϕ+ϕ′)−ϑ ) (D23)
where the right-hand side of equation (D23) is intended to be the main value.
In the sense of equation (D23), the following applies:
ln(
1− ei(ϕ+ϕ′)+ϑ
1− ei(ϕ+ϕ′)−ϑ ) + ln(
1− e−i(ϕ+ϕ′)+ϑ
1− e−i(ϕ+ϕ′)−ϑ )
− ln(1− e
i(ϕ−ϕ′)+ϑ
1− ei(ϕ−ϕ′)−ϑ )− ln(
1− ei(ϕ′−ϕ)+ϑ
1− ei(ϕ′−ϕ)−ϑ ) = 0
(D24)
ϑ, in this case, can only become purely imaginary if p and p′ are anti-parallel.
Therefore, the argument of the logarithm may also not disappear if M and
M ′ are not equal. Therefore, the above-mentioned claim also applies in the
case of ~p 6= −~p ′ by boundary transition. The contributions of ~p + ~p ′ = 0,
however, have the measure of zero and, therefore, require no separate consi-
deration.
Therefore, this means that the mixed terms contribute nothing to equation
(D12).
Next, the term with a˜+(p
′) a+(p) as factor in equation (D12) must be eva-
luated. If the integration path of y is shifted towards the real axis, then the
logarithmic cuts with the end points according to equation (D19) are shifted
into the defining range of x. The integration path of x must avoid these cuts
so that it cannot generally lead to the real axis as shown in Fig. D3.
−y + iγIm(x) = pi
Im(x) = 0
Fig. D3: The Integration Path of x According to the Im(y) = 0
Approximation
In particular, if γ > pi
2
, then this integration path deformation requires a
corresponding intensification of the analyticity requirement on a+(p); accor-
ding to equation (D20), the analyticity range, however, must always only be
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expanded to a finite distance on the curve Re(x) = pi. Accordingly, whether
y < 0 or y > 0 applies, the integration path deformation shown in Fig. D4 is
further performed. The contribution of W+ to the integral disappears during
this process due to similar reasons as in the case of the mixed term so that
W1 or W2 provides the entire contribution to the integral.
Even in this integration path deformation, it is important that the points
ϑ = 0 are analytical. This can be assured by analytical continuation on the
curve Re(ϑ) = 0. Therefore, it is important that the logarithmic cuts in Fig.
D4 are placed so that they neither intersects the curve Re(ϑ) = 0 nor pre-
vents that the curve can be continued further with p′0 to the imaginary axis
of p0 without intersecting the logarithmic cut.
Im(x)=pi Im(x)=pi
−y + iγ−y + iγ
(a) y < 0 (b) y > 0
W+W+
W1 W2
Fig. D4: Examples of the Deformations of the x Path
The second condition is already taken into consideration in the construc-
tion of the paths W1, W2 in Fig. D4. If perhaps Re(y) > 0, then according to
equation (D18), it holds Im(p′0) > 0 since Im(y) > 0. According to equation
(D15), there is for α = ±1 always an end point of the curve Re(ϑ) = 0 with
Im(p0) > 0. According to equation (D19), however, the end point of the cut
belonging to p′0 lies in the lower half-plane, therefore, it has Im(p0) < 0.
If the entire logarithmic cut is placed in the lower half-plane in this case,
then the (non-empty) part of the curve Re(ϑ) = 0 can be continued without
restrictions in the upper half-plane until y becomes real. This accordigly ap-
plies for Re(y) < 0. Therefore, it only remains to show that the logarithmic
cuts can be placed so that they do not intersect the curve Re(ϑ) = 0. This
statement is proven now.
One sees by equation (D15) that | Re(p0) | increases monotonously with α2
in the case of real p′0. For α = 0 holds p0 =
~p ~p ′
p′0
so that one has the behavior
of Re(ϑ) = 0 as depicted in Fig. D5.
According to equation (D19), the end points of the logarithmic cuts are
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(a) ~p ~p ′>0 (b) ~p ~p ′<0
√
m2+~p 2 −
√
m2+~p 2
Re(ϑ)=0Re(ϑ)=0
ϑ=0ϑ=0
ϑ=πiϑ=πi
p0+
p0+
p0−
p0−
00
Fig. D5: Position of the Singular Points in the p0 Plane
given by:
p0± =
m2 + ~p ~p ′
m2 + ~p ′2
p′0 ± i
(M ′2 −m2) 12 [m2(~p− ~p ′)2 + (~p× ~p ′)2] 12
m2 + ~p ′2
(D25)
To prevent misunderstanding, the points of the curve Re(ϑ) = 0 must be
denoted in the following with p0(α).
If ~p ~p ′ < 0, then the following applies:
Re(p0±) > Re(p0(1)) = p′0
~p ~p ′
~p ′2
(D26)
If there is no α so that Re(p0±) = Re(p0(α)), then the statement is trivial.
Otherwise, it is necessary that cos γ < 0 according to equation (D25) and
Fig. D5b, and by definition, α2 ≤ 1. If this point is described with α0, then
the following applies:
0 ≥M ′2(m2 + ~p ~p ′)α20 = p′20 (m2 + ~p ~p ′)− (m2 + ~p ′2)~p ~p ′ ≥M ′2(m2 + ~p ~p ′)
(D27)
Under the secondary conditions:
0 ≥ m2 + ~p ~p ′ and 0 ≥ m2p′20 + (M ′2 −m2) ~p ~p ′ (D28)
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it is found that:
Im(p0(α0)) = ± 1
m2 + ~p ′2
[M ′2−m2+m2 p
′2
0
~p ~p ′
]
1
2 [m2(~p 2−~p ~p ′)+~p 2 ~p ′2−(~p ~p ′)2] 12
(D29)
On account of equation (D28), the following also applies:
M ′2−m2 > M ′2−m2+m2 p
′2
0
~p ~p ′
and ~p 2−~p ~p ′ = (~p−~p ′)2+~p ~p ′−~p ′2 < (~p−~p ′)2
(D30)
from which it follows that:
| Im(p0±) | ≥ | Im(p0(α0)) | (D31)
Therefore, the situation is shown by Fig. D5b.
Finally, the case of ~p ~p ′ > 0 is of interest. Therefore, in any case:
Re(p0±) > Re(p0(0)) (D32)
If there is also no α so that Re(p0±) = Re(p0(α)), then the statement is also
trivial.
Otherwise, it follows from the equation analogous to equation (D27):
0 ≤M ′2(m2 +~p ~p ′)α0 2 = p′0 2(m2 +~p ~p ′)− (m2 +~p ′2)~p ~p ′ ≤M ′2(m2 +~p ~p ′)
(D33)
the secondary condition
~p ~p ′ ≥ ~p ′2 (D34)
Therefore, the following applies:
M ′2 −m2 ≤M ′2 −m2 +m2 p
′2
0
~p ~p ′
, and ~p 2 − ~p ~p ′ ≥ (~p− ~p ′)2 (D35)
Therefore, it now follows from equation (D29) that:
| Im(p0±) | < | Im(p0(α0)) | (D36)
in which the situation is depicted in Fig. 5a.
The cuts are placed according to the statements given above that they start
with p0± to avoid the curve Re(ϑ) = 0 and always move on one side of the
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real axis towards +∞. To estimate the term with the factor a˜+(p′) a+(p),
the integration paths W1 or W2 are moved against these cuts. If it is defined
as:
| eϑ |≥ 1 (D37)
then on account of | eiϕ |, | eiϕ′ |< 1, only the following discontinuity remains:
− 2pii for ln(1− ei(ϕ+ϕ′)+ϑ)
on the logarithmic cut and the corresponding contribution to the integral is:
[ψ¯(a(~p ′))ψ(a(~p))]+ = −pii
4
∫
p′0≥
√
m2+~p ′2
dp′0 a˜+(p
′)
∫
V1+V2
dp0 a+(p)
MM ′ sinhϑ
(D38)
in which V1 and V2 are the paths along the cuts, as shown in Fig. D6 in the
case of ~p ~p ′ > 0. The direction on both paths of V1 and V2 is understood as:
According to Fig. D1, V2 belonging p
′
0 above the real axis (y > 0); therefore,
it is considered as positive, and V1 belonging p
′
0, which lies beneath the real
axis (y < 0), is therefore considered as negative.
0
√
m2 + ~p 2
Re(ϑ)=0
ϑ=0
ϑ=πi
p0−
p0+ V1
V2
Fig. D6: The p0 Paths Along the Logarithmic Cuts
The integrand in equation (D38), in addition to the singularities of a+(p)
or a˜+(p
′), only has the cut, Re(ϑ) = 0, so that the paths V1 and V2 may be
joined. Finally, every matching factor applies for a˜−a−, in which p′0 is replaced
by −p′0, and p0 is replaced by −p0 so that in the case of spin-0 states, the
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following applies:
ψ¯(a(~p ′))ψ(a(~p)) = −pii
4
∞∫
p′0=
√
m2+~p ′2
dp′0 a
∗
+(p
′
0, ~p
′)
p0+∫
p0−
dp0 a+(p0, ~p)
MM ′ sinhϑ
+
pii
4
−
√
m2+~p ′2∫
p′0=−∞
dp′0 a
∗
−(p
′
0, ~p
′)
p0−∫
p0+
dp0 a−(p0, ~p)
MM ′ sinhϑ
(D39)
in which p0+ and po− are the solutions with positive or negative imaginary
part of equation (D17), which are written in the p, p′ variables as follows:
(p p′ −m2)2 = (p2 −m2) (p′2 −m2) (D40)
The following applies:
M ′M sinhϑ =
√
(p p′)2 − p2p′2 (D41)
in which this root along the real axis is defined as positive. The integration
path is to keep to the right of the curve Re(ϑ) = 0 or must be developed by
continuous deformation out of it without affecting the points ϑ = 0.
This result must also be clarified conceptually. Using the spin function defined
by equation (D2), this result can be written in short as follows:( ∫
p′0>
√
m2+~p2
a+(p′) ψ˜ (p′) dp′0 +
∫
p′0<−
√
m2+~p2
a−(p′) ψ˜ (p′) dp′0
)
·
( ∫
p0>
√
m2+~p2
a+(p) ψ˜ (p) dp0 +
∫
p0<−
√
m2+~p2
a−(p) ψ˜ (p) dp0
)
=
∫
a∗+(p
′) a+(p) (ψ˜(p′) ψ˜(p))+ dp
′
0 dp0 +
∫
a∗−(p
′) a−(p) (ψ˜(p′) ψ˜(p))− dp
′
0 dp0
(D39a)
In this case:
(ψ˜(p′) ψ˜(p))+ = −pii
4
1
MM ′ sinhϑ
(D39b)
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at the point set:
p′0 >
√
m2 + ~p ′2 and p0 runs from p0− to p0+
(ψ˜(p′) ψ˜(p))− =
pii
4
1
MM ′ sinhϑ
(D39c)
at the point set:
p′0 < −
√
m2 + ~p 2 and p0 runs from p0+ to p0−
Both “+” and “-” cases thus formally have the same result.
The result for the spin-0 states must be generalized below to arbitrary states.
The most general matrix element of the Γ
j
j tensor between the spin-0 states
of the category (cf. equation (D2)):
ψ(a) =
∫
d4p
M
a(p) ψ˜(p) (D42)
be written under the form:
ψ¯(a′) Γ
j
jψ(a) =
∫
d4p′ d4p a′∗(p′∗) a(p) T
j
j(p, p′) ψ˜(p′) ψ˜(p) (D43)
in which it is integrated over a somewhat invariant, possibly complex range of
p and p′. In this case, due to the invariance, the most general tensor function
of p and p′ is of the form:
T
j
j(p, p′) =
∑
j1
tj1, j−j1 (p
j1
j1 ⊗ p′ j−j1j−j1 )jj (D44)
in which the tj, j′ coefficients are arbitrary scalar functions of p and p
′. Thus,
by definition, the following applies:
ψ¯0(p
′) (Γp′) = ψ¯0(p′)m and (Γp) ψ0(p) = mψ0(p) (D45)
By recoupling, according to equation (B6), the following applies:
(pΓ) Γ
j
j = (p
1
2
1
2 ⊗ Γ
1
2
1
2 )
0
0 Γ
j
j =
∑
µ
{
1
2
1
2
0
j j µ
}2
(2µ+ 1) (p
1
2
1
2 ⊗ Γµµ)jj (D46)
or if written otherwise:
(Γ
j
j ⊗ p
1
2
1
2 )
j− 12
j− 12 = 4 (pΓ)
j
2j + 1
Γ
j− 12
j− 12 − 2j − 1
2j + 1
(Γ
j−1
j−1 ⊗ p
1
2
1
2 )
j− 12
j− 12 (D47)
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If a(p) is replaced by a(p) p0, a(p) p1, a(p) p2 and a(p) p3 or a
′(p′) is replaced
by a′(p′) p′0, a
′(p′) p′1, a
′(p′) p′2, a
′(p′) p′3, then it is obtained from equations
(D43), (D45) and (D47):
(T
j
j(p, p′)⊗ p
1
2
1
2 )
j− 12
j− 12 = j
2j+1
4m T
j− 12
j− 12 (p, p′)− 2j−1
2j+1
(T
j−1
j−1(p, p′)⊗ p
1
2
1
2 )
j− 12
j− 12
as well as p
1
2
1
2 and p′
1
2
1
2 are commuted
(D48)
It is shown below that equations (D48) and (D44) are sufficient to calculate
T
j
j from T
0
0 . In particular, the integration range of T
j
j agrees with that of T
0
0
and the part, which combines positive with negative frequencies, is identical
to zero.
To estimate equations (D44) and (D48), it is somewhat easier if p and p′ are
replaced by two suitable orthogonal vectors, e and e′, with:
e =
p− p′√
(p− p′)2 ; e
′ =
p [p′(p′ − p)] + p′[p (p− p′)]√−(p− p′)2 [(p p′)2 − p2p′ 2] (D49)
It obviously applies:
e2 = e′ 2 = 1; ee′ = 0 (D50)
Using e, e′, equation (D48) is written in the form of:
(T
j
j ⊗ e
1
2
1
2 )
j− 12
j− 12 = −2j − 1
2j + 1
(T
j−1
j−1 ⊗ e
1
2
1
2 )
j− 12
j− 12
(T
j
j ⊗ e′
1
2
1
2 )
j− 12
j− 12 = − 4j
2j + 1
A T
j− 12
j− 12 − 2j − 1
2j + 1
(T
j−1
j−1 ⊗ e′
1
2
1
2 )
j− 12
j− 12
with A = m
√
−(p− p′)2
(pp′)2 − p2p′ 2
(D51)
Finally, equation (D44) can obviously be written in the form of:
T
j
j =
∑
j1
(e
j1
j1 ⊗ e′ j−j1j−j1 )jj rj1, j−j1 (D52)
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For the estimation, some identities are still required, which must be derived
as follows:
By recoupling, it is found that:
0 = (e
1
2
1
2 ⊗ e′
1
2
1
2 )
0
0 (e′
j′
j′ ⊗ ejj)j+j
′
j+j′
=
∑
µµ′

1
2
1
2
0
j j′ j + j′
µ µ′ j + j′

2
(2µ+ 1) (2µ′ + 1) (2j + 2j′ + 1) (e
µ
µ ⊗ e′ µ
′
µ′ )
j+j′
j+j′
=
j′
2j′ + 1
(e
j+ 12
j+ 12 ⊗ e′
j′− 12
j′− 12 )
j+j′
j+j′ +
j
2j + 1
(e
j− 12
j− 12 ⊗ e′
j′+ 12
j′+ 12 )
j+j′
j+j′
+
j + j′ + 1
(2j + 1) (2j′ + 1)
(e
j+ 12
j+ 12 ⊗ e′
j′+ 12
j′+ 12 )
j+j′
j+j′
(D53)
Similarly, the following applies:
[e
1
2
1
2 ⊗ (ejj ⊗ e′ j
′
j′ )
j+j′
j+j′ ]
j+j′− 12
j+j′− 12
=
∑
µ
{
j′ j j + j′
1
2
j + j′ − 1
2
µ
}2
(2j + 2j′ + 1) (2µ+ 1) (e
µ
µ ⊗ e′ j
′
j′ )
j+j′− 12
j+j′− 12
=
2j + 2j′ + 1
j + j′
j
2j + 1
(e
j− 12
j− 12 ⊗ e′ j
′
j′ )
j+j′− 12
j+j′− 12 +
j′
(j + j′) (2j + 1)
(e
j+ 12
j+ 12 ⊗ e′ j
′
j′ )
j+j′− 12
j+j′− 12
(D54)
If both equations are combined, the following is obtained:
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[e
1
2
1
2 ⊗ (ejj ⊗ e′ j
′
j′ )
j+j′
j+j′ ]
j+j′− 12
j+j′− 12 =
1
(j + j′) (1 + 2j + 2j′)
·{j(1 + 2j + 4j′) (e
j− 12
j− 12 ⊗ e′ j
′
j′ )
j+j′− 12
j+j′− 12 − j′(2j′ − 1) (e
j+ 12
j+ 12 ⊗ e′ j
′−1
j′−1)
j+j′− 12
j+j′− 12 }
as well as e and e′ are commuted
(D55)
From equations (D55), (D51) and (D52), it follows by comparing the coeffi-
cients:
j(1 + 2j + 4j′) rj, j′ − (j′ + 1) (2j′ + 1) rj−1, j′+1
+(j + j′) (2j + 2j′ − 1) rj−1, j′ = 0
for j ≥ 1
2
, j′ ≥ −1
2
(D56)
and, accordingly,
j′(1 + 2j′ + 4j) rj, j′ − (j + 1) (2j + 1) rj+1, j′−1
+(j + j′) (2j + 2j′ − 1) rj, j−1 + 4 (j + j′)2 A rj, j′− 1
2
= 0
for j ≥ −1
2
, j′ ≥ 1
2
(D57)
Equations (D56) and (D57) are sufficient to calculate rj, j′ from r00. If j + 1
instead j is assumed in equation (D56) and j′−1 instead of j′, multiplies the
result with 2j+1
4j′+2j−1 times and add this to equation (D57), then the following
is obtained
j′rj, j′ + 12 (2j + 2j
′ − 1) rj, j′−1 + A2 (4j′ + 2j − 1) rj, j′− 12 = 0
for j ≥ −1
2
, j′ ≥ 1
2
(D58)
From equation (D56), it directly follows that r 1
2
, j′ = 0, and by using complete
induction:
rj, j′ = 0 falls j = is a half − integer number. (D59)
If j′ = 0 in equation (D56), then it follows that:
j(2j + 1) rj, 0 − rj−1, 1 + j(2j − 1) rj−1, 0 = 0 (D60)
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If this is combined with equation (D58) for j′ = 1
2
and j′ = 1, then the
following is obtained:
rj, 0 = −2j − 1
2j
(1− A2) rj−1, 0 (D61)
and by complete induction from equation (D61) one obtains:
rj, 0 =
(−1
2
)! (1− A2)j
j! (−1
2
− j)! r00 for j = an integer number. (D62)
If it is defined for | t |< 1:
rj(t) =
∑
j′
rj, j′ t
2j′ (D63)
then equation (D58) is written in the form of:
[t
∂
∂t
+ t2(2j + 1 + t
∂
∂t
) + tA (2t
∂
∂t
+ 2j + 1)]rj(t) = 0 (D64)
This differential equation is solved readily and the following is obtained:
rj(t) =
rj, 0
(1 + 2At+ t2)j+
1
2
(D65)
If it is defined for | s |< 1:
r(s, t) =
∑
j, j′
rj, j′ s
2j t2j
′
=
∑
j
rj(t) s
2j (D66)
By combining equations (D59), (D62) and (D66), these give:
r(s, t) =
r00√
1 + 2At+ t2 + s2(1− A2) (D67)
The coefficients rj1, j−j1 of T
j
j from equation (D52) are produced from the
homogeneous polynomial of s and t of the degree 2j, which is included in
r(s, t). T
j
j itself is also a homogeneous tensor polynomial of the vectors e, e′.
Therefore, if e and e′ are replaced according to equation (D49) in T
j
j by p
and p′ and decomposed according to the tensors of the (p
j1
j1 ⊗ p′ j−j1j−j1 )jj type,
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and the homogeneous polynomial of s and t of degree 2j is decomposed using
the substitution:
s =
pi − pi′√
(p− p′)2 ; t =
pi [p′(p′ − p)] + pi′[p (p− p′)]√−(p− p′)2[(pp′)2 − p2p′ 2] (D68)
according to pi2j1 pi′ 2(j−j1); therefore, the same coefficients are obtained.
Hence, the coefficients tj1, j−j1 in equation (D44) are calculated directly from
r(s, t) if s and t are replaced and the following applies:
r(s, t) =
∑
j1,j2
tj1,j2 pi
2j1 pi′ 2j2 (D69)
By substitution, it is found that:
tA = m
pip′(p′ − p) + pi′p (p− p′)
(pp′)2 − p2p′ 2
s2(1− A2) + t2 = −pi
2(p′2 −m2)− 2pipi′(pp′ −m2) + pi′ 2(p2 −m2)
(pp′)2 − p2p′ 2
(D70)
Using equations (D43), (D44), (D67), (D69) and (D70). the matrix elements
of the Γ
j
j tensors between spin-0 states can be calculated.
The functions ψ(p, c) must next be obtained over an operator dependent on
Γ from the spin-0 proportion. In this case, it can be assumed that equation
(A4) is written using irreducible tensors as follows:
c
1
2
1
2 =
m
M
p̂
1
2
1
2 −
√
1− m
2
M2
√
3 (p̂
1
2
1
2 ⊗ s01)
1
2
1
2 with
√
3 (s
0
1 ⊗ s01)00 = 1 (D71)
in which the reality condition for the tensor s
0
1 must not be of interest. Ac-
cordingly, Γ can be parameterized if it operates at a solution ψ(p) to the
wavevector p:
Γ
1
2
1
2ψ(p) = (
m
M
p̂
1
2
1
2 −
√
3 [p̂
1
2
1
2 ⊗ (p̂
1
2
1
2 ⊗ Γ
1
2
1
2 )
0
1 ]
1
2
1
2 ) ψ(p) (D72)
In both cases, a proof can given by simple recoupling.
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The orthogonality of the second term on the right-hand side of equation
(D71) to p̂ thus follows:
(p̂
1
2
1
2 ⊗ (p̂
1
2
1
2 ⊗ s01)
1
2
1
2 )
0
0 = ((p̂
1
2
1
2 ⊗ p̂
1
2
1
2 )
0
1 ⊗ s01)00) = 0 (D73)
where the disappearance of the right-hand side of equation (D73) from that
stated in Section B follows. The normalization condition of s
0
1 is thus produ-
ced:
1 = 3[(p̂
1
2
1
2 ⊗ s01)
1
2
1
2 ⊗ (p̂
1
2
1
2 ⊗ s01)
1
2
1
2 ]
0
0 = 6

1
2
1 1
2
1
2
1 1
2
0 0 0
 (s01 ⊗ s01)00 (D74)
Equation (D71) is simply an expression of the fact that c2 = 1, and the
component of c is parallel to p̂, is equal to m
M
. However, this precisely also
applies for Γ in the application to ψ(p). Therefore, equation (D71) in this
case, also formally applies for Γ, and for equation (D72), only the equality
of the following tensors is to prove:
(p̂
1
2
1
2 ⊗Γ
1
2
1
2 )
0
1 = −
√
3 (p̂
1
2
1
2 ⊗ [p̂
1
2
1
2 ⊗ (p̂
1
2
1
2 ⊗Γ
1
2
1
2 )
0
1 ]
1
2
1
2 )
0
1 =
√
6
{
1 1
2
1
2
1
2
1 0
}
(p̂
1
2
1
2 ⊗Γ
1
2
1
2 )
0
1
(D75)
In equation (D75), the first two vectors of p̂ are coupled together, in which the
right-hand side issued. Comparison of equations (D71) and (D72) shows that
ψ(p, c) is, therefore, an eigenvector of Γ at the eigenvalue c if the following
applies:
(p̂
1
2
1
2 ⊗ Γ
1
2
1
2 )
0
1 ψ(p, c) =
√
1− (m
M
)2 s
0
1ψ(p, c) (D76)
If the σ
0
1 operator is applied, as defined by:
σ
0
1 = (1− (m
M
)2)−
1
2 (p̂
1
2
1
2 ⊗ Γ
1
2
1
2 )
0
1 (D77)
to the spin-0 wave function φ0(p); one obtains a state function, which is
transformed in the rest system of p as a 3-dimensional vector; its components
thus form spin-1 wave functions.
Analogously to Edmonds [16], it is defined that:
iY
0
1(σ) =
√
3
4pi
σ
0
1 (D78a)
98
Y
0
l+1(σ) =
[√
3(2l + 1)
4pi
∣∣∣∣( l 1 l + 10 0 0
)∣∣∣∣
]−1
(Y
0
1(σ)⊗ Y 0l (σ))0l+1 (D78b)
Therefore, the following applies:
(Y
0
1(σ)⊗ Y 0l (σ))0l−1 = −
√
3(2l + 1)
4pi
∣∣∣∣( l 1 l − 10 0 0
)∣∣∣∣Y 0l−1(σ) (D78c)
When applied on the spin-0 wave function ψ0(p), the components of Y
0
l (σ),
produce the spin-l wave functions, since they transform in the rest system
of p as a representation of the rotational group of the angular momentum
l. By using this construction, Y
0
l (σ) is homogeneous at degree l in σ. Since
these wave functions are complete, an operator, which produces ψ(p, c) from
ψ0(p), can be developed out of the components of Y
0
l (σ). In order to make
equation (D76) valid, the following approach suffices:
ψ(p, c) =
∑
l
αl (Y
0
l (σ)⊗ Y 0l (s))00 (−1)l ψ0(p) (D79)
in which, according to equation (D78), the Y
0
1(s) tensors are defined, repla-
cing σ by s. Since:
Y
0
1(σ)⊗ (Y 0l (σ)⊗ Y 0l (s))00 =
∑
µ
{
l l 0
1 1 µ
}√
2µ+ 1
·
√
3(2l + 1)
4pi
∣∣∣∣( l 1 µ0 0 0
)∣∣∣∣ (−1)µ−l−12 (Y 0µ(σ)⊗ Y 0l (s))01
=
1√
4pi(2l + 1)
(
√
2l + 1 (Y
0
l+1(σ)⊗ Y 0l (s))01 −
√
l (Y
0
l−1(σ)⊗ Y 0l (s))01)
(D80)
and the corresponding equation by exchanging σ and s thus follows from
equations (D76) and (D79) by comparing the coefficients:
αl√
2l + 1
=
αl+1√
2(l + 1) + 1
= α0 (D81)
so that the following finally applies:
ψ(p, c) = α0
∑
l
√
2l + 1 (−1)l (Y 0l (σ)⊗ Y 0l (s))00 ψ0(p) (D82)
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By definition, ψ0(p) is the spin-0 part of ψ(p, c) so that:
α0 = 4pi (D83)
Quite analogous to equation (D82), this applies by the same construction
from the right to the left instead the left to the right:
ψ¯(p, c) = 4pi ψ¯0(p)
∑
l
√
2l + 1 (−1)l (Y 0l (σ)⊗ Y 0l (s))00 (D84)
Using equations (D82) and (D84), it is possible to derive the matrix elements
of the current between Γ eigenfunctions from those between spin-0 wave
functions.
If ψ(p, c) is normalized so that it is equal to Ψ(p, c, 0) defined by equation
(A23), then the constant a0 in equation (D1) is equal to:
a0 =
1
4pi
5
2
(
sinϕ
M
)
1
2 (D85)
If it is defined, with restriction to positive values of p0:
Z(0) =
∫
p0>0
d4p d2n f(p, c) ψ(p, c); Z¯ ′(0) =
∫
p′0>0
d4p′ d2n′ f ′∗(p′, c′∗) ψ¯(p′, c′)
(D86)
then the following applies according to equation (D84):
Z¯ ′(0) Z(0) =
∑
l′
∫
p0, p′0>0
d4p′ d4p f ′∗(p′, c′∗) f(p, c) d2n d2n′
·4pi ψ¯0(p′)
√
2l′ + 1 (−1)l′ (Y 0l′ (σ′)⊗ Y 0l′ (s′)) ψ(p, c)
(D87)
The sum over l′ was drawn forward in equation (D87) according to the physi-
cal requirement that the contributions of the separate spins must absolutely
converge. The σ′ operator, according to equation (D77), contains the Γ ope-
rator. When applied to Ψ(p, c, 0), Γ can be replaced by c. Therefore, it follows
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that:
Z¯ ′(0) Z(0) =
∑
l′
∫
p0, p′0>0
d4p′ d4p f ′∗(p′, c′∗) f(p, c) d2n d2n′
·4pi √2l′ + 1 (−1)l (Y 0l (σ′)
∣∣∣
Γ=c
⊗ Y 0l (s′))00 ψ¯0(p′) ψ(p, c)
(D88)
Equation (D87) is read in the context that the integration is first carried out,
and then the inner products are formed. Since Y
0
l (σ′)
∣∣∣
Γ=c
may be written as
a l-degree polynomial in the components of c, this requirement is transferred
analogously to the elements of this c polynomials in equation (D88).
Equation (D84) is next used in equation (D88). The following obviously ap-
plies:
ψ¯0(p
′) ψ(p, c) = 4pi
∑
l
(2l + 1) (−1)l ψ¯0(p′) (Y l0(σ)⊗ Y l0(s))00ψ0(p)
(D84a)
In this process, it is appropriate to decompose Y
l
0(σ) according to the irre-
ducible Γ
j
j tensors. From the definition, by using equations (D77) and (D78),
it follows from recoupling that:
Y
0
l (σ) = const. · (Γ
l
2
l
2 ⊗ p̂
l
2
l
2 )
0
l
and from equations (D43) and (D44),
(ψ¯0(p
′) (Γ
l
2
l
2 ⊗ p̂
l
2
l
2 )
0
0) ψ0(p) =
∑
j
tj, l
2
−j
M l
[(p
j
j ⊗ p′
l
2−j
l
2−j)
l
2
l
2 ⊗ p
l
2
l
2 ]
0
0 ψ¯0(p
′) ψ0(p)
(D43a)
It is further found that from recoupling:
[(p
j
j ⊗ p′
l
2−j
l
2−j)
l
2
l
2 ⊗ p
l
2
l
2 ]
0
l ∼ [(p
l
2
l
2 ⊗ pjj)
l
2−j
l
2−j ⊗ p′
l
2−j
l
2−j ]
0
l
Since the coupling of p
l
2
l
2 with p
j
j must lead to p
l
2−j
l
2−j , because the coupling with
p′
l
2−j
l
2−j according to the “upper” tensor stage must lead to zero. Then, it may
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only lead at most to l− j according to the lower tensor stage. However, since
it must lead to l, then it is necessary that:
j = 0 must apply, i.e.
ψ¯0(p
′) [Γ
l
2
l
2 ⊗ p̂
l
2
l
2 ]
0
l ψ0(p) = t0, l
2
[p′
l
2
l
2 ⊗ p̂
l
2
l
2 ]
0
l ψ¯0(p
′) ψ0(p) =
M ′ l t0, l
2
[Γ
l
2
l
2 ⊗ p̂
l
2
l
2 ]
0
l
∣∣∣
Γ=p̂ ′
ψ¯0(p
′) ψ0(p)
(D43b)
As a consequence, it follows that:
ψ¯0(p
′) Y
0
l (σ) ψ0(p0) = Y
0
l (σ)
∣∣∣
Γ=p̂ ′
ψ¯0(p
′) ψ0(p) M ′ l t0, l
2
(D89)
Based on equations (D84a) and (D89), it finally follows from equation (D88)
that:
Z¯ ′(0) Z(0) =
∑
l′,l
∫
p′0>0
d4p′ d4p f ′ ∗(p′, c′ ∗) f(p, c) d2n d2n′
·4pi √2l′ + 1 (−1)l′ [Y 0l (σ′)
∣∣∣
Γ=c
⊗ Y 0l (s′)]00
·4pi√2l + 1 (−1)l[Y 0l (σ)
∣∣∣
Γ=p̂ ′
⊗ Y 0l (s)]00 t0, l
2
M ′ l ψ¯0(p′) ψ0(p)
(D90)
The integration path of p0 is to select in equation (D90) according to equation
(D39), and t0, l
2
, by using equation (D69), is led back to t00 = r00. Therefore,
the following applies according to equations (D67) and (D70) :∑
j1,j2
tj1,j2 pi
2j1pi′2j2
=
r00√
1 + 2m pip
′(p′−p)+pi′p(p−p′)
(pp′)2−p2p′2 − pi
2(p′2−m2)−2pipi′(p′p−m2)+pi′2(p2−m2)
(pp′)2−p2p′2
(D67a)
It follows that:
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∑
j2
t0,j2 pi
′2j2 =
r00√
1 + 1
[(pp′)2−p2p′2] [2mp(p− p′)pi′ − (p2 −m2)pi′2]
=
r00[
1− 2i pi′
√
p2−m2√
(pp′)2−p2p′2
im(p−p′)p√
(p2−m2)((pp′)2−p2p′2) +
(
ipi′
√
p2−m2√
(pp′)2−p2p′2
)2] 12
= r00
∑
l
pi′l
(
i
√
p2 −m2√
(pp′)2 − p2p′2
)l
Pl
(
i
mp(p− p′)√
(p2 −m2)[(pp′)2 − p2p′2]
)
=
∑
l
pi′l t0 l
2
(D91)
In this case, the Pl(x) functions are Legendre polynomials of x in the l stage.
In the determination of r00, it is taken into consideration that the norm
implied by equation (D2) differs from that according to equation (D85). In
particular, it applies according to equation (A23):
ψ(p, c) = Ψ(p, c, 0) =
1
4pi
5
2
√
sinϕ
M
∑
j
(2j + 1)2 (c
j
j ⊗ Γjj)00 e0 (A23)
The rotational invariant portion in the p resting system is according to equa-
tions (A26b) and (A26c)
1
4pi
∫
ψ(p, c) d2n =
1
4pi
5
2
√
M sinϕ
∑
j
(2j + 1) sin[(2j + 1)ϕ] (p̂
j
j ⊗ Γjj)00 e0
=
1
M
1
4pi
5
2
√
M
sinϕ
∑
j
(2j + 1) sin[(2j + 1)ϕ] (p̂
j
j ⊗ Γjj)00 e0
(A23a)
If this is compared with equation (D2), then the following obviously applies:
ψ0(p) =
1
4pi
5
2
√
M
sinϕ
ψ˜(p) (D2b)
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Therefore, it also applies in equation (D90):
r00 = t00 =
1
16pi5
(
MM ′
sinϕ sinϕ′
)
1
2 (D92)
Equation (D90) must be further evaluated below. In this case, use can be
made of this that Y
0
l (σ) is a homogeneous polynomial of l degree in σ
0
1 . In
particular, it applies according to equation (D77):
iM ′
(
p2 −m2
(pp′)2 − p2p′2
) 1
2
σ
0
1
∣∣∣
Γ=p̂ ′
=
i
sinhϑ
(
p̂
1
2
1
2 ⊗ p̂ ′
1
2
1
2
)0
1
(D93a)
this is a unit vector like s
0
1 . Therefore, the following applies:
ilM ′ l
(
p2 −m2
(pp′)2 − p2p′2
) l
2
Y
0
l
(
σ
0
1
∣∣∣
Γ=p̂ ′
)
= Y
0
l
 i
sinhϑ
(
p̂
1
2
1
2 ⊗ p̂ ′
1
2
1
2
)0
1

(D93b)
In the section of equation (D90), which is characterized by the l number, the
addition theorem for the spherical functions can be used. This theorem is
formulated as follows:
4pi(Y (l)(~n1)⊗Y (l)(~n2))0 (−1)l =
√
2l + 1 Pl(~n1~n2) =
√
2l + 1 Pl(
√
3[n
(1)
1 ⊗n(1)2 ]0)
(D94a)
In this case, the spatial unit vectors, ~n1 and ~n2, were described as spherical
tensors, n
(1)
1 and n
(1)
2 . Therefore, the following applies:
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4pi(−1)l√2l + 1 t0, l
2
M ′ l
[
Y
0
l
(
σ
0
1
∣∣∣
Γ=p̂ ′
)
⊗ Y 0l (s01)
]0
0
= 4pi(−1)l√2l + 1
Y 0l
 i
sinhϑ
(
p̂
1
2
1
2 ⊗ p̂ ′
1
2
1
2
)0
1
⊗ Y 0l (s01)
00
= (2l + 1)Pl

 i√3
sinhϑ
(
p̂
1
2
1
2 ⊗ p̂ ′
1
2
1
2
)0
1
⊗ s01
00

= (2l + 1)Pl
− i√3sinhϑ
p̂ ′ 1212 ⊗(p̂ 1212 ⊗ s01)
1
2
1
2

0
0

(D94b)
It applies according to equation (D71):
−
√
3 (p̂
1
2
1
2 ⊗ s01)
1
2
1
2 =
1
sinϕ
(c
1
2
1
2 − cosϕp̂
1
2
1
2 ) (D71a)
Therefore, the argument of the last Legendre polynomial (equation (D94b))
is:
− i
√
3
sinhϑ
p̂ ′ 1212 ⊗(p̂ 1212 ⊗ s01)
1
2
1
2

0
0
= i
sinϕ sinhϑ
(p̂ ′c− cosϕp̂ ′p̂) = i
sinϕ sinhϑ
(p̂ ′c− cosϕ coshϑ)
(D94c)
The argument of the Legendre polynomial in equation (D91) is:
im
p2 − p′p√
(p2 −m2)[(pp′)2 − p2p′2] =
i
sinϕ sinhϑ
(cosϕ′− cosϕ coshϑ) (D91a)
Therefore, the sum over l in equation (D90) can be estimated using the
completeness relation for Legendre polynomials. This implies that:∑
l
(2l + 1) Pl(x) Pl(x
′) = 2δ(x− x′) for − 1 < x, x′ < 1 (D95a)
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In particular, this means that x and x′ in the [−1,+1] line segment must be
real.
If equation (D94c) is entered in equation (D94b), then the following is found
as part of equation (D90):
∑
l
4pi
√
2l + 1 (−1)l
[
Y
0
l (σ)
∣∣∣
Γ=p̂ ′
⊗ Y 0l (s)
]0
0
t0, l
2
M ′ l
= t00
∑
l
(2l + 1) Pl
[
i
sinϕ sinhϑ
(p̂ ′c− cosϕ coshϑ)
]
·Pl
[
i
sinϕ sinhϑ
(cosϕ′ − cosϕ coshϑ)
]
= 2δ
(
i(cp̂ ′ − cosϕ′)
sinϕ sinhϑ
)
t00
(D95)
In this case, the essential prerequisite is that the parametric spaces are crea-
ted to define the arguments of the Legendre polynomials as overall real.
The first of these reality conditions can simply be specified. An explicit
parameterization of equation (A4) may, particular, be written as follows:
c = cosϕ p̂+ i sinϕ (cosχ e1 + sinχ cosφ e2 + sinχ sinφ e3)
with ei p = 0; ei ek = −δik; i, k = 1, 2, 3
and − 1 ≤ cosχ ≤ 1
(D96)
Namely, it is defined as:
e1 =
1
sinhϑ
(coshϑ p̂− p̂ ′) (D97)
then it follows that:
cosχ = i
cosϕ coshϑ− p̂ ′c
sinϕ sinhϑ
(D98)
Using the construction given by equations (D96) and (D97) of c, the reality of
the argument of the one Legendre polynomial in equation (D95) is provided.
The second reality condition is apparently satisfied if the integration path in
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equation (D39) can be specified by the parametrization:
cosϕ′ = cosϕ coshϑ+ i sinϕ sinhϑ t
with − 1 ≤ t ≤ +1
(D99)
Explicitly means this for t:
it =
m (p2 − pp′)√
(p2 −m2) [ (pp′2)− p2p′2 ] (D100)
Firstly, the right-hand side of equation (D100) must be taken into conside-
ration. For real p and p′2 > 0, the following applies:
(pp′)2 − p2p′2 ≥ 0 (D101)
Therefore, t is only real for real p for M2 < m2, if it is not equal to zero, and
varies in this interval of −∞ to +∞. If equation (D100) is squared, then an
algebraic equation of the fourth degree for p0 is obtained:
t2(M2 −m2) [(pp′)2 −M2M ′2] +m2(M2 − pp′)2 = 0 (D102)
At fixed t2, ~p and p′, there are at most 4 solutions of p0, of which at real
t 6= 0, at least 2 lie in the interval
[
−√m2 + ~p 2,√m2 + ~p 2]. If t = 0, then
one obtain the both solutions:
p0 1,2 =
p′0
2
±
√
M ′ 2
4
+
(
~p− ~p
′
2
)2
(D103)
In the case of the positive root, it is easily proven that p0 is greater than√
m2 + ~p 2, and that at this point is ∂t
∂p0
negative–imaginary. Therefore, a
branch of the curve Im(t) = 0 perpendicularly intersects the real axis so
that t in the upper half-plane of p0 becomes positive.
Two cases can be conceived. It is possible that t in the interval M2 < m2
goes monotonous with p0. Therefore, for each t
2 > 0, there are exactly two
real solutions p0. The both complex conjugated solutions p0 then lie on the
branch of the curve Im(t) = 0, which runs through p01 as shown in Fig. D7a.
However, it is also possible that an extreme value lies in the M2 < m2
interval. Based on the first non-constant element of the Taylor series at this
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√
m2 + ~p 2-
√
m2 + ~p 2
p0−
p0+
p01p0
Fig. D7a: p0 Path, First Case
point, it is easily reflected that at each sufficiently small circle around this
point, the function values are at least four times real; therefore, at least two
complex conjugated branches of the curve Im(t) = 0 enter. If one starts
from p01 in the direction of increasing t values, then the curve enters at the
minimum with the largest possible p0 first. From here, it is proceeded to the
next placed maximum, and there the branch, with positive imaginary part
of p0, is selected. Would this branch once intersect the real axis, then there
must be a minimum with a greater t value than in the case given above. This
is not possible, since there are at most 4 p0 solutions for a fixed t
2. Therefore,
this branch cannot intersect the real axis once more.
Accordingly, the path in the lower half-plane is to select. Due to the same
reason, there may be no other branch of the curve Im(t) = 0, and the curve
course is obtained in Fig. D7b.
√
m2 + ~p 2
-
√
m2 + ~p 2
p0−
p0+
p01p0
Fig. D7b: p0 Path, Second Case
If in particular, t2 = 1 the complex solutions of equation (D102) fulfil as
well equation (D40). Therefore, in both cases, equation (D95) is ascertained.
It still remains to show that the path thus defined is also part of the category
of paths required for equation (D39). These are defined by Fig. D6 and are
implicit in Fig. D5. Equation (D99) is first extracted that only in the case of
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p = p′, the ϑ = 0 points lie on the curve. Therefore, choose ~p 6= ~p ′. If ~p~p ′ < 0,
then in relation to equation (D25), it was shown that the points ϑ = 0 and
ϑ = pii lie on the left of the p0± points as shown in Fig. D5b. For | ~p ′ |−→ 0,
the points ϑ = 0 and ϑ = pii increase according to their amount towards ∞
according to equation (D15), whereas the integration path remains finite so
that it is assuredly admissible. Since it is connected and cannot include the
points ϑ = 0 and ϑ = pii, it thus remains on the right of the points ϑ = 0
and ϑ = pii, if | ~p ′ | increases constantly.
If ~p~p ′ is increased over zero, then the real part of the points p0 for ϑ = 0 and
ϑ = pii may be greater than that of the p0± points. As also shown in relation
to equation (D25), however, the imaginary part of the ϑ = 0 and ϑ = pii
points when traversing and depending on the quantity, is greater than that
of the p0± points, at which the permissibility of the integration path remains
preserved. The case of ~p = ~p ′ can finally be considered as limiting value.
The final result is continuous at this point so that a separate consideration
is unnecessary. The apparent singularity at this place is caused by the fact
that the complex path defined by equation (D99) shrinks at this place to a
point p0 = p
′
0. If p0 is replaced by t, then the singularity disappears.
After equation (D95) is proven, it must be shown in the case of the sum
over l′ that by suitable selection of the integration range, the summation and
integration can be exchanged. Firstly, the δ function, equation (D95), must,
therefore, be evaluated. According to the parameterization equation (D96)
applies:
d2n = dφ d(cosχ) (D104)
Using the δ function, the integral over cosχ is estimated with the result
cosχ = 0. On account of equation (D95), the following applies:
cp′ = m (D105)
Therefore, in equation (A4), p can be substituted by p′ and defines a unit
vector, n˜, using the equation:
c = p̂ ′ cosϕ′ + i sinϕ′ n˜ with n˜2 = −1, n˜p′ = 0 (D106)
The two degrees of freedom of n˜ are parameterized by p0 and φ defined in
equation (D96). e1 is thus defined by equation (D97), and since e2 and e3
are also perpendicular to p, these three unit vectors are functions of p0. A
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common, but somewhat tedious, calculation provides for the surface element:
d2n˜ = Det (p̂ ′, n˜,
∂
∂p0
n˜) dp0 dφ =
ic0
M sinϕ′ sinhϑ
dp0 dφ (D107)
Therefore, it is obtained from equations (D90), (D92) and (D95) as well as
from equation (D39):
Z¯ ′(0) Z(0) ≡ i
8pi3
∑
l
∫
d4p′ d3~p d2n′ d2n˜ f ′∗(p′, c′∗) f(p, c)
·√2l′ + 1 (−1)l(Y 0l (σ′)∣∣
Γ=c
⊗ Y 0l (s′))00 (M sinϕ
′
sinϕ M ′
)
1
2
1
c0
(D108)
The area of integration of n˜, defined by the integration path of p0 and φ, has
the topology of a real sphere and lies in a complex sphere. However, it can
be deformed by integration path shift in a real sphere as follows:
If it is observed that the function
sinϕ sinχ =
√
1 +m2
(p− p′)2
(pp′)2 − p2p′2 (D109)
at the end of the p0 integration path is equal to zero, and is positive at the
point, at which it intersects the real axis, then a continuous deformation
of the integration path must be achieved so that this function can even be
generally positive. If the right-hand side of equation (D109) is used to define
α¯, then a quadratic equation of p0is obtained following squaring. Based on
this equation, it is easily proven that this assumption applies and that on
this path:
0 ≤ sinϕ sinχ ≤ sinϕ′ (D110)
applies. If the e3 unit vector introduced in equation (D96) is established by:
e3 =
(
0,
~p× ~p ′
| ~p× ~p ′ |
)
(D111)
then for real φ, according to equations (D110) and (D96), the component of
the unit vector n˜ introduced in equation (D106) parallel to e3, is real and
goes between -1 and +1. If it is defined as:
n˜ = e3 cos ϑ˜+ sin ϑ˜ (e˜1 sin φ˜+ e˜2 cos φ˜)
p′ e˜1 = p′ e˜2 = e3 e˜1 = e3 e˜2 = e˜1 e˜2 = 0
(D112)
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Therefore, cos ϑ˜ moves in the area of integration from −1 to +1. e˜1 and e˜2
can be assumed to be real. Since the area of integration is closed, the exp[iφ˜]
variable at fixed cos ϑ˜ describes a closed curve around the origin, which can
be deformed to a unit circle.
Therefore, both n′ and n˜ lie in a real sphere in the rest system of p′. In the
rest system, n′ essentially agree with s′
0
1 and n˜ with σ′
0
1
∣∣
Γ=c
so that it is
possible to apply the completeness relation for spherical functions :∑
l′
√
2l′ + 1 (−1)l′(Y 0l′ (σ′)∣∣
Γ=c
⊗ Y 0l′ (s′))00
=
{∑
l,m
Y lm(σ
′∣∣
Γ=c
)∗ Y lm(s
′)
}
rest system
of p′
= δ2(n′, n˜)
(D113)
If equation (D113) is inserted in equation (D108), the following is, as a con-
sequence, obtained:
Z¯ ′(0) Z(0) =
i
8pi3
∫
d4p′ d2n˜ d3~p f ′∗(p′, c′∗) f(p, c) (
M sinϕ′
M ′ sinϕ
)
1
2
1
c0
=
1
8pi3
∫
d4p′ d4p
dφ
MM ′ sinhϑ
(
MM ′
sinϕ sinϕ′
)
1
2 f ′∗(p′, c′∗) f(p, c)
(D114)
The c vector, in this case, can be defined by equations (D96), (D97) and
(D98). Starting with this, a symmetrical description, however, can be obtai-
ned from this:
c = m
p(pp′ − p′2) + p′(pp′ − p2)
(pp′)2 − p2p′2 + i
[
(pp′ −m2)2 − (p2 −m2)(p′2 −m2)
(pp′)2 − p2p′2
] 1
2
·(e2 cosφ+ e3 sinφ)
(D115)
While all is initially symmetrical in p, p′, then the integral volume is initially
unsymmetrical:
p′ is real, p′2 > m2, p′0 > 0 (D116a)
and the limits for p0 are the complex valued solutions of equation (D40):
(pp′)2 − p2p′2 +m2(p− p′)2 = 0 (D116b)
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in given p′ and ~p.
It can be shown by means of an integration path shift that this lack in
symmetry is only apparent. In addition, however, it must be taken that the
range of values of p− p′ is real in order for it to determine Z¯ ′(x)Z(x) at an
arbitrary space time point. Therefore, a parametrization is initially selected,
which facilitates this. Equation (D116b) can be specified by the following
choice of parameters.
The equation:
(pp′)2 − p2p′2 +m2(p− p′)2 t2 = 0 for t ≥ 1 (D117)
is solved by:
p0 = p
′
0
~p ~p ′ +m2t2
~p ′2 +m2t2
− i
√
p′2 −m2t2
~p 2 +m2t2
√
m2t2 (~p− ~p ′)2 + (~p× ~p ′) (D118)
It is started at t = 1 with the solution of equation (D116b), which has a
negative imaginary part, rotates positively around the point t2 = p
′2
m2
, and
approaches with decreasing t at the solution of equation (D116b), which has
a positive imaginary part.
In addition, the p′0 path can be established as follows:
p′0 = coshu
√
~p ′2 +m2t2
p0 =
1√
p′2 +m2t2
[
(~p~p ′ +m2t2) coshu+ i sinhu
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
(D119)
The (t, u) pairs are assigned the (t, p′0) pairs as follows:
In Fig. D8, the p′0 = constant curves are assigned according to increasing p
′
0.
p′0 =
√
m2 + ~p′2
p′0 = constant
t
t = 1
u
Fig. D8: The Course of the p′0 = constant Curves in the t− u Plane
When p′0 =
√
m2 + ~p ′2 is as small as possible, one has t = 1 and u = 0.
If p′0 >
√
m2 + ~p ′2 is fixed, then for p′0 =
√
~p ′2 +m2t2, the variable u is
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equal to zero.
If t becomes smaller, then two solutions are obtained until t = 1, using
coshu =
p′0√
~p ′2+m2
. Therefore, if p′0 is increased, thus the entire (t, u) plane
is finally overlapped. The p′0 = constant curve has precisely the properties
described above in relation to equation (D118).
For equation (D119), the following path directions may be prescribed:
t increases from 1 to +∞
u increases from−∞ to +∞
It is preferable for p0 − p′0, to be made real in order to derive the space-time
behavior of the densities.
It is found that:
p0 − p′0 =
1√
~p ′2 +m2t2
[
(~p~p ′ − ~p ′2) coshu+ i sinhu
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
=| ~p− ~p ′ | cosh(u+ iα)
with cosα =
1√
m2t2 + ~p ′2
~p ′
~p− ~p ′
| ~p− ~p ′ |
sinα =
1√
m2t2 + ~p ′2
√
m2t2 + (~p ′ × ~p− ~p
′
| ~p− ~p ′ |)
2
(D120)
The following obviously applies:
0 ≤ α ≤ pi
Accordingly precisely, two alternative path fixations, can p0 − p′0 make real:
If the following is set to be:
u+ iα = v (v is real)
oder u+ iα = v + ipi (v is real)
then p0 − p′0, is real, and therefore, also p− p′. In the following, one chooses
u+ iα = v. Therefore, the following applies:
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p′0 =
√
~p ′2 +m2t2 cosh(v − iα)
=
1
| ~p− ~p ′ |
[
cosh v ~p ′(~p− ~p ′)− i sinh v
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
p0 =
1
| ~p− ~p ′ |
[
cosh v ~p(~p− ~p ′)− i sinh v
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
(D121)
In this case, if p is replaced by p′, and v is replaced by −v + ipi, then the
areas of integration overlap one another.
In addition to this symmetry of the area of integration, the noticeable result
is thus obtained that p−p′ optionally is positive timelike or negative timelike.
The variable | v | is established by p0 − p′0:
cosh v =
p0 − p′0
| ~p− ~p ′ |
The sign of v remains as a variable that determines the sign of d(p0 − p′0).
The corresponding path deformations are represented more elegantly in the
z(= cosh v) plane,
+1-1
z > 1z < −1 z is imaginary
(p-p′ is negative timelike) (p-p′ is positive timelike)
Fig. D9: The Integration Path in the Variable z = cosh v
as shown in Fig. D9.
Therefore, firstly z > 1 must be defined on the two alternative paths.
It accordingly applies the following:
p0 =
1
| ~p− ~p ′ |
[
z ~p(~p− ~p ′)− i
√
z2 − 1
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
p′0 =
1
| ~p− ~p ′ |
[
z ~p ′(~p− ~p ′)− i
√
z2 − 1
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
(D122)
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In the other path deformations, it must be assumed that p− p′ remains real.
Therefore, a basis must be selected, which fits this fact.
It is stated that:
n0 = sign(z)
p− p′
| ~p− ~p ′ | √z2 − 1
n1 =
1
| ~p− ~p ′ | √z2 − 1 (| ~p− ~p
′ |, z(~p− ~p ′))
n2 = (0,
~p⊥
| ~p⊥ |) in which ~p⊥ is the part of ~p perpendicular to ~p− ~p
′
n3 = (0,
~n1
| ~n1 | ×
~p⊥
| ~p⊥ |) (with n1 = (n
0
1, ~n1))
(D123)
Therefore, it follows that:
(p− p′)2 = (z2 − 1)[~p− ~p ′]2, and therefore
sign(z) p n0 =
1
| ~p− ~p ′ | √z2 − 1
[
(z2 − 1) ~p (~p− ~p ′)− iz
√
z2 − 1
√
m2t2(~p− ~p ′)2 + (~p× ~p ′)2
]
=
√
z2 − 1 ~p ~p− ~p
′
| ~p− ~p ′ | − iz
√
m2t2 +
(
~p× ~p− ~p
′
| ~p− ~p ′ |
)2
(D124)
Furthermore, it is found that:
p n1 =
−i√
(p− p′)2 | ~p− ~p
′ |
√
z2 − 1
√
m2t2 +
(
~p× ~p− ~p
′
| ~p− ~p ′ |
)2
= −i
√
m2t2 +
(
~p× ~p− ~p
′
| ~p− ~p ′ |
)2
(D125)
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For the path deformation, it is appropriate to use the variable:
y =
1
mt
√
m2t2 +
(
~p× ~p− ~p
′
| ~p− ~p ′ |
)2
=
√
1 +
1
m2t2
~p 2⊥
Therefore, ~e⊥ is explained from the relationship:
~p⊥ = ~e⊥ mt
√
y2 − 1 (D126)
and fixes ~e⊥. Therefore, the following applies:
p = (pn0) n0 − (pn1) n1 − (pn2) n2
= n0
[
sign z
√
z2 − 1 ~p ~p− ~p
′
| ~p− ~p ′ |
]
+imtyn1 +mt
√
y2 − 1 n2
(D127)
It is accordingly written for c, which, on account of m = pc = p′c, is perpen-
dicular to n0:
c = λ1n1 + λ2n2 + λ3n3 (D128)
The vector c is a unit vector; therefore, the following applies:
−1 = λ21 + λ22 + λ23
and because pc = m
1 =
1
m
pc = −ityλ1 − t
√
y2 − 1 λ2
(D129)
or
ytλ1 = i (1 + t
√
y2 − 1 λ2) (D130)
If it is used in equation (D129), then it follows that:
− λ23 y2 t2 = (λ2t−
√
y2 − 1)2 + y2(t2 − 1) (D131)
In this case, λ2 can be parameterized as follows:
tλ2 =
√
y2 − 1 + iy√t2 − 1 cosϕ
tλ3 = i
√
t2 − 1 sinϕ (0 ≤ ϕ ≤ 2pi)
tλ1 = iy −
√
y2 − 1 √t2 − 1 cosϕ
(D132)
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In the other path deformation, the possibility must be employed to separate
the z path and to ultimately relate everything at the upper increasing z path
(Fig. D9).
It applies that:
n0 = sign z
p− p′
| ~p− ~p ′ | √z2 − 1 with p0 − p
′
0 = z | ~p− ~p ′ |
n1 =
1
| ~p− ~p ′ | √z2 − 1
(
| ~p− ~p ′ |, (p0 − p′0)
~p− ~p ′
| ~p− ~p ′ |
)
=
1√
z2 − 1
(
1, z
~p− ~p ′
| ~p− ~p ′ |
)
(D133)
When continuing z from the segment above the cut over z = 1 to beneath
the cut:
transforming
√
z2 − 1 in −
√
z2 − 1
If this range is described by the index “u”, then the following thus applies:
(n0)u = −n0 (n2)u = n2
(n1)u = −n1 (n3)u = n3
(D134)
The p vector may not be changed in this continuation program. The com-
parison of the “0” and the “1” component in equation (D127) shows that in
this case, y is thus considered as negative.
An additional requirement is that the c vector generally remains unchanged
in this case. From the comparison of the “1”components, it follows that be-
neath the z cut,
√
y2 − 1 is considered to be negative. From the comparison
of the “2”-component, it follows that n2 is replaced by its negative. It is rea-
sonable because according to equation (D126), the direction of ~p⊥ is inverted.
The combination of both effects must be identified by the “−” index:
(n0)− = −n0 (n2)− = −n2
(n1)− = −n1 (n3)− = n3
(D135)
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Therefore, the following applies:
(pn0)− = sign z
√
z2 − 1 ~p ~p− ~p
′
| ~p− ~p ′ | + i | z | mt y
(pn1)− = −i mt y
(pn2)− = −mt
√
y2 − 1
(pn3)− = 0
(tλ1)− = −iy +
√
y2 − 1
√
t2 − 1 cosϕ
(tλ2)− = −
√
y2 − 1 − iy
√
t2 − 1 cosϕ
(tλ3)− = i
√
t2 − 1 sinϕ
(D136)
From the values above the z cut, these values are met if the variable y is
continued in the following way.
In the complex y plane, the variable y is rotated from +∞ over i∞ to −∞.
Therefore, the function values of y and
√
y2 − 1 are precisely provided with
a minus sign. ~p⊥ = ~e⊥ mt
√
y2 − 1 applies, which moves in its negative.
In the original definition, the | y | path is both obtained in the integral above
and beneath the z cut according to Fig. D9 is defined as increasing, since
| y | stands for | ~p⊥ |. In this case, z is defined as increasing above the z cut,
and beneath the z cut, in this case, z in the integral is defined as decreasing.
This contribution beneath the z cut is allocated to the contribution above
the cut, which is compensated, by estimating | y | as decreasing; therefore, y
is increasing. Therefore, the y integral is estimated according to Fig. D10:
-1 +1
y
Fig. D10: Course of the y Path
According to this, on account of the following viewpoint, a path defor-
mation must be defined as:
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Both p and c are defined by a 4-tuple of coordinates:
p0 = sign z
√
z2 − 1 ~p ~p− ~p
′
| ~p− ~p ′ | − i | z | mt y
p1 = i mt y
p2 = mt
√
y2 − 1
p3 = 0
λ0 = 0
tλ1 = iy −
√
y2 − 1
√
t2 − 1 cosϕ (−pi < ϕ ≤ pi)
tλ2 =
√
y2 − 1 + iy
√
t2 − 1 cosϕ
tλ3 = i
√
t2 − 1 sinϕ
(D137)
In the y > 1 section,
√
y2 − 1 is positive, for y < −1, √y2 − 1 is negative.
The path given by Fig. D10 is closed by an infinite semicircle leading over
+i∞. Finally, the path defined is contracted to the shortest path between
+1 and −1 and Fig. D11 is obtained:
-1 +1
Fig. D11: Course of the y Path after the Path Deformation
According to this path deformation,
√
y2 − 1 obtains the function value
i
√
1− y2 (with √1− y2 > 0).
The vectors, p and c, now are described by the following 4-tuples:
p0 = sign z
√
z2 − 1 ~p ~p− ~p
′
| ~p− ~p ′ | − i z mt y
p1 = i mt y
p2 = i mt
√
1− y2 − 1 ≤ y ≤ +1
p3 = 0
λ0 = 0
tλ1 = iy − i
√
1− y2 √t2 − 1 cosϕ (−pi < ϕ ≤ pi)
tλ2 = i
√
1− y2 + iy √t2 − 1 cosϕ
tλ3 = i
√
t2 − 1 sinϕ
(D138)
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It is observed that c is, therefore, purely imaginary. It is appropriate to write
this parametrization by using rotational matrices, which are related to the
Euclidean space perpendicular to p− p′:
c = d23(α) d12(y) d23(ϕ) d12(
1
t
) · ie1
p⊥ p−p′ = d23(α) d12(y) · i mte1 with e1 =
 10
0
 (D139)
In this case, α is the angle of the vector ~e⊥ introduced in equation (D126) in
the (2,3) plane:
d23(α) =
 1 0 00 cosα − sinα
0 sinα cosα

d12(y) =
 y −
√
1− y2 0√
1− y2 y 0
0 0 1

d12(
1
t
) =

1
t
−
√
1− 1
t2
0√
1− 1
t2
1
t
0
0 0 1

(D140)
Using the definition:
D = d23(α) d12(y) d23(ϕ) d12(
1
t
) (D141)
the following applies:
c = D · ie1
p⊥ p−p′ = Dd−112 (
1
t
) · i mte1 = D im
 1−√t2 − 1
0
 (D142)
It follows:
q⊥ ≡ p⊥ p−p′ −mc = −im
√
t2 − 1 D e2 with e2 =
 01
0
 (D143)
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The D matrix is a general rotational matrix with 3 arbitrary selectable coor-
dinates. Therefore, the set of the c vectors overlaps the entire unit sphere of
the imaginary unit vectors. If c is provided, then the q⊥ vectors perpendi-
cular to c form a circle of imaginary vectors with a length of +im
√
t2 − 1.
Therefore, if c is fixed, then the q⊥ vectors overlap a full 2-dimensional plane
of imaginary vectors if t varies from 1 to ∞.
This 2-dimensional plane of imaginary vectors can be subsequently transfor-
med by constant deformation in a 2-dimensional plane of real vectors. Finally,
p0 can still be rendered real so that it describes the number line. Therefore,
the following is finally obtained:
p− p′ is positive timelike
p−mc at fixed c forms a real R(3)
c forms an imaginary sphere, which is perpendicular to p− p′
Instead of p − p′, it is selected freely as having a timelike value, instead, c
can be selected to be arbitrarily imaginary, p − p′ is positive timelike per-
pendicular to c, and p −mc is also an element of a real R(3), which is also
perpendicular to c.
Therefore, the following applies in these variables instead of equation (D114):
Z¯ ′(0) Z(0) = − i
8pi3
∫
(p−p′)2 > 0
p0−p′0 > 0 ·
c is imaginary
d3c d3p⊥c d3(p′−p) (f ′(p′∗, c∗))∗ f(p, c)
(
MM ′
sinϕ sinϕ′
) 1
2
(D144)
The factor ( MM
′
sinϕ sinϕ′ )
1
2 has its source in the transition from the volume ele-
ment d4p d2n in equation (A28) to the volume element, d3c d3p⊥ or d3c d3p′⊥,
which are related in this case on account of an implicit δ function in c, c′.
Based on this ground, it is reasonable that one defines:
f(p, c)
(
M
sinϕ
) 1
2
= g˜(p, c); f ′(p′, c)
(
M ′
sinϕ′
) 1
2
= g˜ ′(p′, c) (D145)
In equation (D144), according to equation (D86), only the part of Z¯ ′(0) Z(0)
was calculated, which is derived from positive values of p0. This viewpoint
must also be retained in the following conversion. The result obtained in
equation (D144) must be generalized to all space-time points of x, originating
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from x = 0.
Therefore, according to equation (A23):
g˜(p, c) is replaced by g˜(p, c) eipx
Therefore, it follows from equation (D144) that:
Z¯(x) Z(x) = (−i) 1
8pi3
∫
(p−p′)2 > 0
(p−p′)0 > 0
c is imaginary
d3c d3p⊥c d3(p− p′) (g˜(p′, c∗))∗ g˜(p, c) ei(p−p′)x
(D146)
In this case, it is observed that both d3p⊥ and d3(p − p′) are defined as
invariant 3-forms, which are related to the imaginary c vector in this case
according to:
(p− p′) c = 0, p⊥c c = 0
This 9-dimensional integral can be transformed by Fourier transformation
into a 6-dimensional integral.
The following is set as:
g˜(p, c) =
∫
yc=0
d3y
e−ip⊥y
(2pi)
3
2
g(y, c) (D147)
The following obviously applies:
p⊥y − p′⊥y′ = (p⊥ − p′⊥)y′ + p⊥(y − y′) = (p− p′)y′ + p⊥(y − y′) (D148)
If equation (D147) is used in equation (D146), then it is found that:
Z¯(x) Z(x) = (−i) 1
8pi3
∫
(p−p′)2 > 0
(p−p′)0 > 0
c is imaginary
d3c d3(p− p′)
∫
d3p⊥
e−ip⊥(y−y
′)
(2pi)3
d3y′ d3y
·ei(p−p′)(x−y′) (g(y′, c∗))∗g(y, c)
(D149)
In equation (D149), the integration over p⊥ at a fixed p − p′ = κ can be
performed. The following obviously applies:∫
e−ip⊥(y−y
′)d3p⊥ = δ3c (y − y′)(2pi)3 for yc = y′c = 0 (D150)
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in which also the δc function is orientated, with respect to the imaginary
vector c, and is reciprocal to the 3-form, d3(y− y′). If this is employed, then
it follows that:
Z¯(x) Z(x) = (−i) 1
8pi3
∫
c is imaginary
yc = 0
d3c d3y(g(y, c∗))∗ g(y, c)
∫
κc = 0
κ2 > 0
κ0 > 0
d3κ ei(x−y)κ (D151)
The integral over κ can now be performed at fixed y. From κc = 0, it follows
that:
κ0 =
~c ~κ
c0
, therefore∣∣∣c, ∂κ
∂κ1
,
∂κ
∂κ2
,
∂κ
∂κ3
∣∣∣ = 1
c0
, and, hence,
d3κ =
∣∣∣c, ∂κ
∂κ1
,
∂κ
∂κ2
,
∂κ
∂κ3
∣∣∣dκ1 dκ2 dκ3 = 1
c0
dκ1 dκ2 dκ3
Therefore, it follows because c0 is imaginary:
d3κ = |d3κ| i (D152)
(except for a sign ±1, which depends on the orientation of the basis vectors).
In this process, it is found that:
(−i)
∫
κc = 0
κ2 > 0
κ0 > 0
d3κ
eiκ(x−y)
(2pi)3
=
∫
κc = 0
κ2 > 0
κ0 > 0
|d3κ| e
iκ(x−y)
(2pi)3
(D153)
In this case, in the integral over |d3κ|, c
i
can be choosen as third unit
vector of a basis in the Minkowski space. In addition, in anticipation to the
problem of calculating a relevant potential, in this case, the following integral
must first be calculated:
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I(ε, A) =
∫
K2 > 0
K0 > 0
d3K eiKy
ρ(ε, A)
K2
with ρ(ε, A) = e−ε|K| − e−A|K| ε, A > 0
(D154)
In this case, K must be the vector of a 3-dimensional Minkowski space.
ρ(ε, A) has the effect that the integrand at both |K| = 0 and |K| =∞ points
is truncated. On account of the convenience, the y0 variable must be selected
as a positive imaginary number. In this case, this sign is established since K0
is positive.
Then it applies in polar coordinates that:
I(ε, A) =
∞∫
K=0
dK sinhϑ dϑ dϕ
· [e+iK(y0 coshϑ−sinhϑ y¯ sinϕ+iε) − eiK(y0 coshϑ−sinhϑ y¯ sinϕ+iA)]
= i
∞∫
ϑ=0
sinhϑ dϑ dϕ
[
1
y0 coshϑ− sinhϑ y¯ sinϕ+ iε
− 1
y0 coshϑ− sinhϑ y¯ sinϕ+ iA
]
(D155)
Using the substitution:
eiϕ = t
it follows that:
I(ε, A) = −i
∮
dt
t
sinhϑ dϑ
·
[
2t
2t(ε− iy0 coshϑ) + y¯ sinhϑ (t2 − 1)
− 2t
2t(A− iy0 coshϑ) + y¯ sinhϑ (t2 − 1)
] (D156)
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The following obviously applies:
∮
2dt
2ta+ b(t2 − 1) =
2
b
∮
dt
(t+ a
b
)2 − (a2
b2
+ 1)
=
2pii√
a2 + b2
(D157)
It follows that:
I(ε, A) = 2pi
∞∫
z=1
dz
[
1√
(ε− iy0z)2 + y¯2(z2 − 1)
− 1√
(A− iy0z)2 + y¯2(z2 − 1)
]
(D158)
If the first integrand is taken, then the substitution
z
√
y¯2 − y20−
iy0 ε√
y¯2 − y20
=
√
1− ε
2
y¯2 − y20
cosh(s) with the prefactor
2pi√
y¯2 − y20
gives the primitive function:
s = ln
[
z
√
y¯2 − y20 − i
y0 ε√
y¯2 − y20
+
√
(ε− iy0z)2 + y¯2(z2 − 1)
]
−ln
√
1− ε
2
y¯2 − y20
Finally, the following is obtained:
I(ε, A) =
2pi√
y¯2 − y20
ln z
√
y¯2 − y20 − i y0ε√y¯2−y20 +
√
(ε− iy0z)2 + y¯2 (z2 − 1)
z
√
y¯2 − y20 − i y0A√y¯2−y20 +
√
(A− iy0z)2 + y¯2 (z2 − 1)
∞
1
=
2pi
r
ln
A
r
(r − iy0) + r − iy0
ε
r
(r − iy0) + r − iy0 =
2pi
r
ln
A+ r
ε+ r
(D159)
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with:
r =
√
y¯2 − y20 =
√
y21 + y
2
2 − y20
If ρ(ε, A) is replaced by ρ(ε, A, r0), as defined by:
ρ(ε, A, r0) = e
−ε|K|− e−A|K|−
[
e−A|K| − e−A
2
r0
|K|
]
= e−ε|K|− 2eA|K| + e−A
2
r0
|K|
(D160)
Then, accordingly, it is found that:
I(ε, A, r0) =
2pi
r
[
ln
r0
r + ε
+ ln
(A+ r)2
A2 + rr0
]
(D161)
In the limit of A −→∞, the following applies:
lim
A→∞
ρ(ε, A, r0) = e
−ε|K| (D162)
as well as:
I¯(ε, r0) = lim
A→∞
I(ε, A, r0) =
2pi
r
ln
(
r0
r + ε
)
(D163)
and, finally:
I¯(r0) = lim
ε→0
I¯(ε, r0) =
2pi
r
ln
r0
r
with r =
√
y21 + y
2
2 − y20 (D164)
In this case, y0 is initially positive imaginary. The r function is taken in the
continuation of y0 to the real axis. At the y0 = ±
√
y21 + y
2
2 points, it becomes
zero and consequently, I¯(r0) is singular. Starting from the range:
r2 > 0
it is, therefore, defined in the continuation over this singular point that ac-
cording to its origin of positive imaginary values, y0 is given a small positive
imaginary part. It apparently applies according to equation (D154):
∂2
∂ε2
I(ε, A, r0) =
∫
K2 > 0
K0 > 0
d3K eiKy ρ(ε, A, r0) (D165)
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It applies according to equation (D163):
∂2
∂ε2
I¯(ε, r0) =
2pi
r(r + ε)2
(D166)
If equations (D165) and (D166) are employed analogously in equation
(D153), it is finally found that:
(−i)
∫
κc = 0
κ2 > 0
κ0 > 0
d3κ
eiκ(x−y)
(2pi)3
=
1
(2pi)2r3−
= P−(c, x− y)
with r2 = [c(x− y)]2 − (x− y)2 = r2−
(D167)
In this case, y0 in equation (D164) is accordingly replaced by (x⊥ − y)0.
Therefore, 1
r3−
is clarified thus at the r = 0 point, that the zero component of
y is given a small, negative imaginary part. Therefore, the result is:
(Z¯(x) Z(x))+ =
1
4pi2
∫
c is imaginary
cy = 0
d3c d3y (g(y∗, c∗))∗ g(y, c)
1
r3−
(D168)
In this case, in equation (D168), it only concerns the part of Z(x), which
belongs to a positive p0. In equation (D168), the magnitude Z¯(x) Z(x),
which actually must be real, is generally assigned a complex magnitude
(Z¯(x) Z(x))+. The same applies for the current and tensor densities:
(Z¯(x) ΓµZ(x))+ =
1
4pi2
∫
c is imaginary
cy = 0
d3c d3y (g(y∗, c∗))∗g(y, c)
c µ
r3− (D169a)
and
127
(Z¯(x) ΓµΓνZ(x))+ =
1
4pi2
∫
c is imaginary
cy = 0
d3c d3y (g(y∗, c∗))∗g(y, c)
c µc ν
r3−
(D169b)
This result with the definition “r−” is based on the fact that in Fig. D9,
the z path to z > 1 had been shifted. However, in Fig. D9, it is also possible
to shift the z path precisely well towards z < −1. Then, p0 − p′0, would be
defined as negative. Therefore, r− must be replaced by r+. Therefore, y0 must
be given a small negative imaginary part, and hence, (x⊥ − y)0 is given a
small positive imaginary part to fix the behavior within the vicinity of r = 0.
Therefore, in place of equation (D168), the following is obtained:
(Z¯(x) Z(x))− =
1
4pi2
∫
c is imaginary
cz⊥ = 0
d3c d3y (g(y∗, c∗))∗ g(y, c)
1
r3+
(D168∗)
On a large scale, this, in reality, gives the same function. This is because
the range of values in the construction is twice overlapped on a large scale.
To express this otherwise: The less-than-ideal solution to take from both the
average value is even correct.
Continuaton of imaginary c to real c
The following applies:
r2+ = (~x⊥ − ~y⊥)2 −
[
∆x‖ sinhλ+
y0
coshλ
]2
(D169)
y0 has a small, positive imaginary part.
Therefore, it applies asymptotically:
y0 −→ +∞, r = −i y0coshλ
y0 −→ −∞, r = −i y0coshλ
The relevant y0 path is represented in Fig. D12:
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x x
y0
r = −i y0coshλr = −i y0coshλ r = 0 r = 0
Fig. D12: The y0 Integration Path for Imaginary c
In this process, the following applies:
ic0 = sinhλ; i~c = ~e coshλ
with the continuation:
sinhλ = i coshλ′ coshλ = i sinhλ′
the following applies:
y0 −→ +∞, r = − y0
sinhλ′
y0 −→ −∞, r = − y0
sinhλ′
∣∣∣∣∣∣∣
= pos.
= neg.
(λ′ neg!)
The following applies:
r2 = (~x⊥ − ~y⊥)2 +
[
∆x‖ coshλ′ − y0
sinhλ′
]2
(with ∆x‖ = x‖ − x0 tanhλ′)
(D170)
It follows that:
r = 0 :
y0
sinhλ′
= ∆x‖ coshλ′ ± i | ~x⊥ − ~y⊥ | (D171)
Therefore, the y0 path appears as follows:
x
x
y0
r = − y0sinhλ′r = − y0sinhλ′
Fig. D13: The y0 Integration Path for Real c (λ
′ < 0)
Since:
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y0
sinhλ′
=
y‖
coshλ′
(relative sign (−1)for λ′ < 0)
this is also written as:
r = 0 :
y‖
coshλ′
= +∆x‖ coshλ′ ± i | ~x⊥ − ~y⊥ | (D172)
When written in y‖, the integration path for real c thus appears as:
x
x
y‖
r = − y‖coshλ′r = −
y‖
coshλ′
(pos.) (neg.)
Fig. D14: The y‖ Integration Path
This description is regular for
λ′ = 0
and maybe, therefore, continued over this point.
For the real section of the path, the isomorphism applies as:
y‖, x‖, λ′, r, ~e −→ −y‖, −x‖, −λ′, −r, −~e
and
dy‖ dx‖ dλ′ = −(−dy‖) (−dx‖) (−dλ′)
~e −→ −~e implies d2Ω −→ d2Ω
Since the imaginary part of y‖ is inverted, then the dashed path is obtai-
ned in Fig. D14.
In this case, the following is observed:
For the y‖ path, according to equation (D172), the respective singularity with
a negative imaginary part is significant.
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If it would be true that the current densities at all space-time points are
defined, then the following fatal result is obtained:
If it is assumed that ∆x‖ overlaps the entire number line.
If it is assumed that ~x⊥ overlaps the entire plane. Therefore, it runs at fixed
~y⊥, | ~x⊥ − ~y⊥ | from 0 to +∞.
Then the singularity equation (D172) with a negative imaginary part over-
laps the full lower number plane. Accordingly, there is no path, which avoids
this singularities:
Therefore, the current density cannot be defined.
Therefore, the horizon is conditionally required. Outside the horizon, the-
re are no measuring points so that the set of singular points according to
equation (D172) at fixed x0 is even restricted. It is defined for a negative
imaginary part. In general, this value set depends of x0 and ~y. On account
of the simplicity, it must be assumed that the velocity of Z-quanta is small
versus speed of light so that the x0 dependency can be disregarded. In this
case, this set must be described with u−(~y⊥). It is shown in Fig. D15. In this
case, a path is also mapped, which it avoids:
y‖
u−(~y⊥)
Path
Fig. D15: The Set of the r = 0, u−(~y⊥) Points
The amplitudes may only have singular points, which have a finite distan-
ce from the path. To ensure that the integral is not zero, at least one singula-
rity must lie beneath this path. These considerations concern the connected
curve in Fig. D14. As established here, the dashed curve concerns the vector
−~e in place of the points ~e, and is obtained by the substitution of x⊥‖ by
−x⊥‖. Accordingly, all establishments of interest with respect to the path are
to replace by that mirrored on the real axis.
In summary, the following is found:
1) The current density only exists if there is a horizon.
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2) The expectation values of the current density are real.
From the physical viewpoint of the problem, point 2) is in fact required, and
from the construction as an analytical functional, is, however, not taken for
granted.
In this case, it must be established that equation (D39) contains both con-
tributions of p0 > 0 as well as those of p0 < 0. Using equation (D86), only
its part of p0 > 0 is employed so that the equations for both cases must not
always be formulated. This restriction, therefore, allows an inference in the
case of p0 < 0, since the real part of c0 was established by p0.
Then the mapping
p0, c0 −→ −p0, −c0
is an isomorphism of the representation of Γµ. Therefore, all contributions of c
with negative timelike values can be written off from those for c with positive
timelike values since in the model, the vacuum under this isomorphism is also
invariant.
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Appendix E: Technical Details of the Solution
of the Dynamic Problem
In the following considerations, c is assumed as having a positive-timelike
value. Starting from the Lagrange density (3.15), it follows: the canonical
conjugate of:
Aµ ist pi
µ = −∂0Aµ
and:
Gµν is pi
µν = ∂0 (G
µν − g
µν
2
Gλλ)
with the commutation relations:
[piµ(x), Aν(x
′)] = −igµν δ3(~x− ~x′) (E1)
as well as
[piµν(x), Gλκ(x
′)] = − i
2
(gµλ gνκ + gµκ gνλ) δ
3 (~x− ~x′) (E2)
It must be proceeded from the momentum representation. Accordingly, the
following definition can be:
Aµ(~x) =
1
(2pi)
3
2
∫
d3~k√
2k0
(
Aµ(~k) + A
+
µ (−~k)
)
ei
~k~x (E3a)
piµ(~x) =
+i
(2pi)
3
2
∫
d3~k√
2k0
(
Aµ(~k)− A+µ (−~k)
)
ei
~k~x k0 (E3b)
Quite analogously, in the case of the tensor field, the following must be app-
licable:
Gµν(~x) =
1
(2pi)
3
2
∫
d3~k√
2k0
(
Gµν(~k) +G
+
µν(−~k)
)
ei
~k~x (E4a)
and, accordingly,
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piµν(~x) =
−i
(2pi)
3
2
∫
d3~k√
2k0
·
[
Gµν(~k)−G+µν(−~k)−
gµν
2
(
Gλλ(
~k)−G+λλ (−~k)
)]
ei
~k~x k0
(E4b)
It follow from equation (E1) the commutation relations:[
Aµ(~k), A
+
ν (
~k′)
]
= −gµνδ3(~k − ~k′) (E5)
as well as from equation (E2):
[
Gµν(~k), G
+
κλ(
~k′)
]
=
1
2
(gµκ gνλ + gµλ gνκ − gµν gκλ) δ3(~k − ~k′) (E6)
The commutation relation in equation (E5) is initially explained in a space of
indefinite metric. Due to secondary conditions, the space is constrained to a
physical Hilbert space [8] so that the expectation values of ∂µA
µ(x) disappear.
In the case of equation (E6), the same could be proceeded. However, it is
also customary to state secondary conditions at the algebra, which provide
a Hilbert space [9].
In addition, auxiliary fields are required (equation (4.34)):
Bµ(x) =
∫
d3c d3y e c µ [N+(c, y)−N−(c, y)] Q(c, y − x) (E7)
and equation (4.35):
Dµν(x) =
∫
d3c d3y λ(c µc ν − g
µν
2
) [N+(c, y) +N−(c, y)] Q(c, y − x) (E8)
To calculate the φ operator defined in equation (5.1), the Fourier integral
of the Q(c, y − x) function is needed. Using:
Q(c, y − x) = 1
(2pi)2r
ln
(
r
r0
)
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it follows that (see Appendix H):∫
ei
~k~x Q(c, y − x) d3~x = − 2
2pi c0 k˜2
ln(k˜R0) e
i(k˜0x0−k˜y) (E9)
In this process, the following applies:
k˜2 = ~k2 − k˜20; k˜0 = ~k~cc0 = ~k~v; k˜ = (k˜0, ~k)
lnR0 = ln r0 −
∞∫
0
ln t e−t dt
Conclusively, it follows that:
∫
ei
~k~x Bµ(~x) d3~x = −
∫
2e ln(k˜R0)
2pi c0 k˜2
ei(k˜0x0−k˜y) d3c d3y c µ(N+−N−) (E10)
and
∫
ei
~k~x B˙µ(~x) d3~x = −
∫
2e ln(k˜R0)
2pi c0 k˜2
(ik˜0) e
i(k˜0x0−k˜y) d3c d3y c µ(N+ −N−)
(E11)
as well as ∫
ei
~k~x
(
Dµν(x)− g
µν
2
Dλλ(x)
)
d3~x
=
∫
λ ln(k˜R0)
pi c0 k˜2
ei(k˜0x0−k˜y) c µc ν (N+ +N−) d3c d3y
(E12)
and
∫
ei
~k~x
(
D˙µν(x)− g
µν
2
D˙λλ(x)
)
d3x
=
∫
λ ln(k˜R0)
pi c0 k˜2
ei(k0x0−k˜y) (ik˜0) c µc ν (N+ +N−) d3c d3y
(E13)
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In this case, it follows directly from equation (E5) that:[
Aµ(~k)c
µ, A+ν (
~k′)c′ν
]
= −cc′δ3(~k − ~k′) (E14)
and from equation (E6):
[
c µc ν Gµν(~k), c
′κc′λ G+κλ(~k
′)
]
=
[
(cc′)2 − 1
2
]
δ3(~k − ~k′) (E15)
and from equation (E4b):
piµν(~x)− gµν
2
piλλ(~x) =
−i
(2pi)
3
2
∫
d3~k√
2k0
[
Gµν(~k)−G+µν(−~k)
]
k0 e
i~k~x (E16)
This together must be employed in φ.
φ =
∫
d3~x
[
−piµ︸︷︷︸Bµ − AµB˙µ
∂0A
µ
−(piµν − g
µν
2
piλλ︸ ︷︷ ︸) · (Dµν − gµν2 Dλλ) +Gµν(D˙µν − gµν2 D˙λλ)
]
∂0G
µν
(E17)
In this process, it is found that:
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φ = 2
∫
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
c0k˜2
·
{
ec µ
[
(Aµ(~k)− A+µ (−~k))ik0 + (Aµ(~k) + A+µ (−~k))ik˜0
]
(N+ −N−)
+λc µc ν
[
(Gµν(~k)−G+µν(−~k))ik0 + (Gµν(~k) +G+µν(−~k))ik˜0
]
(N+ +N−)
}
·ei(x0 k˜0−k˜y)
(E18)
In this case, it can be used that k˜2 = ~k2 − k˜20 and k˜0 = ~k~cc0 .
Therefore,
k0 + k˜0
c0k˜2
=
k0 + k˜0
c0(k20 − k˜20)
=
1
c0(k0 − k˜0)
=
1
c0k0 − ~c~k
=
1
ck
There, instead of equation (E18), the following is applicable:
φ = 2i
∫
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
·
{
ei(x0 k˜0−k˜y)
[
ec µAµ(~k)(N+ −N−) + λc µc νGµν(~k)(N+ +N−)
]
−e−i(x0 k˜0−k˜y)
[
ec µA+µ (
~k)(N+ −N−) + λc µc νG+µν(~k)(N+ +N−)
]}
(E19)
Hence, it is written as:
iφ = φ˜+ − φ˜−
therefore, the following applies:
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φ˜+ = 2
∫
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
·e−i(x0 k˜0−k˜y)
[
ec µA+µ (
~k)(N+ −N−) + λc µc νG+µν(~k)(N+ +N−)
] (E20a)
φ˜ = 2
∫
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
·ei(x0 k˜0−k˜y)
[
ec µAµ(~k)(N+ −N−) + λc µc νGµν(~k)(N+ +N−)
] (E20b)
In equation (E20), infrared divergences are concealed, as elucidated in
section 5.2. This is shown by using:
eiφ
to attempt to define a transformation in the space of photons and gravitons.
In particular, if φ˜ and φ˜+ would be well-defined operators such that their
commutator is a c number, thus a simple calculation provides:
eiφ = eφ˜
+−φ˜ = eφ˜
+
e−φ˜ e−
1
2
[φ˜,φ˜+]
It is found that:
[φ˜, φ˜+] = 2
∫
d3~k d3c1 d
3y1 d
3c2 d
3y2
k0(2pi)5(c1k)(c2k)
cos(~k~a) ln(k˜1R0) ln(k˜2R0)
·
{
λ2(N+(1) +N−(1))(N+(2) +N−(2))[(c1c2)2 − 1
2
]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2
}
This is obviously infrared divergent. In order to avoid this infrared divergence,
the Hilbert space of the photons and gravitons must first be re-defined by a
lower frequency limit of the photons and gravitons.
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Instead of equation (E20a), the following is written:
φ˜+ε (x0) = 2
∞∫
k0=ε
d3~k d3c d3y
(2pi)
5
2
√
2k0
ln(k˜R0)
ck
e−i(k˜0x0−k˜y)
·[ecµA+µ (~k)(N+ −N−) + λcµcνG+µν(~k)(N+ +N−)]
(E20c)
Therefore, the following applies:
[φ˜ε, φ˜
+
ε ] = 2
∞∫
k0=ε
d3~k d3c1 d
3y1 d
3c2 d
3y2
k0(2pi)5(c1k)(c2k)
cos(~k~a) ln(k˜1R0) ln(k˜2R0)
·
{
λ2(N+(1) +N−(1))(N+(2) +N−(2))[(c1c2)2 − 1
2
]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2
}
(E21)
In this case, “1” and “2” are mute indices; for that reason, it may be
symmetrized for these indices since the amplitudes must be symmetrical by
exchanging the Z-quanta. It indicates:
~a = (~v1 − ~v2) x0 + ~y1 − ~v1 (~v1~y1)− [y2 − ~v2 (~v2~y2)] (E22)
with
~vi =
~ci
c0i
In section 5.2, it is shown how the infrared divergence can be avoided. In
addition, it is found that there is also a U − V divergence, which is only
avoided when the following is set to be:
λ2 = 2e2 (E23)
Therefore, in equation (E21), it should be set to be:
λ = e
√
2 (E24)
Therefore, the U − V divergence is canceled.
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If the kµ vector is decomposed according to:
kµ = nµk, k =| ~k |, nµnµ = 0
then the integral over k can be readily calculated. However, a truncation
factor must first be introduced:
e−kα with α −→ +0
Therefore, it is found for ~k~a ≡ −ka that:
∞∫
ε
dk
k
cos(ka) ln(kb) ln(kc)
= −1
3
ln3(ε
√
bc) +
1
4
ln2(
b
c
) ln(ε
√
bc) + α1(
pi
2
)2 +
α1
4
ln2(
b
c
)− α3
3
−1
3
ln3(
| a |√
bc
)− α1 ln2( | a |√
bc
) +
[
(
pi
2
)2 − α2 + 1
4
ln2(
b
c
)
]
ln(
| a |√
bc
)
(E25)
In this process:
α1 = −
∞∫
0
dz e−z ln z; α2 =
∞∫
0
dz e−z ln2(z); α3 = −
∞∫
0
dz e−z ln3(z)
and
b =
√√√√1−(~v1 ~k
k0
)2
R0; c =
√√√√1−(~v2 ~k
k0
)2
R0
Since c1 and c2 are timelike, |~v1|, |~v2| < 1 applies.
The right-hand side of equation (E25) is decomposed into two qualita-
tively different contributions. The one contribution is time-independent and
diverges for ε −→ 0. It is sufficient if the dominant contribution is singled
out, in which:
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ln3(ε
√
bc) ≈ ln3(εR0)
is approximated and the residual is excluded.
The second contribution is time-dependent over | a |. The model also
takes into consideration that ln
∣∣ ~a
R0
∣∣ is a very large number. Accordingly, the
following can be approximated:
ln3
(
a√
bc
)
≈ ln3
( | ~a |
R0
)
If all residual contributions are omitted, then in the physically interesting
range of parameters, this leads to an actually absolute mere small error.
Therefore, the following approximation must be performed:
∞∫
ε
dk
k
cos(ka) ln(kb) ln(kc) ≈ −1
3
ln3(εR0)− 1
3
ln3
( | ~a |
R0
)
(E26)
Finally, an elaborate integral must be estimated. Equation (I15) gives the
result:
∫
dΩ~k
(c1
k
k0
)(c2
k
k0
)
=
2pi√
(c1c2)2 − 1
ln
(
c1c2 +
√
(c1c2)2 − 1
c1c2 −
√
(c1c2)2 − 1
)
(E27)
The details of the calculation are found in Appendix I.
If equation (E27) is applied in equation (E25), then the following is finally
obtained:
[φ˜ε, φ˜
+
ε ] = −
4
3
e2
ln(c1c2 +
√
(c1c2)2 − 1)
(2pi)4
√
(c1c2)2 − 1
[
ln3(εR0) + ln
3
( | ~a |
R0
)]
·
{
[2(c1c2)
2 − 1][N+(1) +N−(1)][N+(2) +N−(2)]
−c1c2[N+(1)−N−(1)][N+(2)−N−(2)]
}
(E28)
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Appendix F: Regard of the Horizon
The point is that the operator φ is to decompose so that one part is related
to a basis with supports within the horizon with a radius R,
φR−
and one part is related to a basis with supports lying outside the horizon:
φR+
with
φ = φR− + φR+ (F1)
The starting point is the decomposition of φ according to a momentum
representation for photons and gravitons.
Instead, an angular momentum representation could be used as the basis, in
which the resulting spherical Bessel functions describe the radial behavior.
This basis jl(kr) of spherical Bessel functions is replaced by a new basis,
which is precisely zero at the horizon, i.e.
jl(kr) −→
 Jli(r) for r < RJl(k, r) for r > R (F2)
with:
Jli(R) = 0, Jl(k,R) = 0
In this case, φR+ must be determined. Therefore, it only concerns the
r > R range. Both jl(kr) and Jl(k, r) (and Jli(r)) serve to determine the
solutions of the homogeneous wave equations for photons and gravitons. The
functions Jl(k, r) must be defined as real and are precisely, so normalizing as
the functions jl(kr). If the spherical Bessel functions are replaced by Jl(k, r)
in the plane waves ei
~k~r, then the following basis is obtained:
{E(~k, ~r)} with E(~k, ~r)∣∣
r=R
= 0 (F3)
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This basis {E(~k, ~r)} satisfies the same orthogonality relations as the plane
waves, although it is related to the r > R subspace. The relevant amplitudes
in the ~k space satisfy as result of quantization the same commutation rela-
tions. In the calculation of the φR+ operators, the plane waves e
i~k~r must be
replaced by the E(~k, ~r) functions. The Jl(k, r) functions are constructed as
follows:
Jl(k, r) =
1
2i
[h+l (kr) h
−
l (kR)− h−l (kr) h+l (kR)] (F4)
in which the functions h±l (kr) are Hankel functions; therefore,
h+0 (z) =
eiz
z
, h−0 (z) =
e−iz
z
, h±l (z) =
(
l − 1
z
− d
dz
)
h±l−1(z) (F5)
It can be readily proven that with respect to r2dr and k2dk, orthonorma-
lized spherical Bessel functions are equal:
jl norm(kr) =
1
2i
[h+l (kr)− h−l (kr)]
√
2
pi
(F6)
Physically speaking, this expresses that the outward flowing proportion
of the photons or gravitons has the same magnitude as the inward flowing
proportion. Therefore, the corresponding normalized solution for the range
outside the horizon is:
Jl norm(k, r) =
1
2i
[
h+l (kr)
h−l (kR)
| h−l (kR) |
− h−l (kr)
h+l (kR)
| h+l (kR) |
] √
2
pi
(F7)
Therefore, it differs from the spherical Bessel functions only by the scat-
tering phase.
Then, it is a matter of constructing φR+ by using this basis. The construc-
tion of φ using plane waves and, therefore, implicitly by means of spherical
Bessel functions is known according to section E. In this case, this must be
used directly to determine φR+ .
The spherical Bessel functions always form a complete basis. Therefore,
to construct φR+ with this basis one can proceed as follows: This basis is
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developed according the Bessel functions. Using the development coefficients,
it is possible to resort to conceptually known calculations, based on spherical
Bessel functions.
The following applies:
∞∫
R
dr r2 j0(k
′r) h+0 (kr) = lim
ε→+0
1
2ikk′
[
eiR(k+k
′+iε)
ε− i(k + k′) −
eiR(k−k
′+iε)
ε− i(k − k′)
]
(F8)
and:
∞∫
R
r2 dr j1(k
′r) h+1 (kr)
=
1
2iR2k2k′2
(
eiR(k+k
′+iε) − eiR(k−k′+iε)
)
− 1
2ikk′
(
eiR(k+k
′+iε)
ε− i(k + k′) +
eiR(k−k
′+iε)
ε− i(k − k′)
)
at the limit ε→ +0
(F9)
In this process, both equations are provided for the normalization with a
factor 2
pi
.
In the calculation of the corresponding integrals for l > 1, it is possible to
indicate the following by means of product integration using the recursive
formula, equation (F5):
∞∫
R
r2 dr jl(k
′r) h±l (kr)
=
(2l − 1)R
kk′
jl−1(k′R) h±l−1(kR) +
∞∫
R
r2 dr jl−2(k′r) h±l−2(kr)
(F10)
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It follows that:
∞∫
R
r2 dr jl(k
′r) Jl(k, r)
=
1
2i
[
h−l (kR)
| h−l (kR) |
R
kk′
{
(2l − 1) jl−1(k′R) h+l−1(kR) + (2l − 5) jl−3(k′R) h+l−3(kR)+
if l is even + ...+ 3j1(k
′R) h+1 (kR) +
eiR(k+k
′+iε)
2R(k + k′ + iε)
− e
iR(k−k′+iε)
2R(k − k′ + iε)
}
if l is odd + ...+ j0(k
′R) h+0 (kR)−
eiR(k+k
′+iε)
2R(k + k′ + iε)
− e
iR(k−k′+iε)
2R(k − k′ + iε)
}
− h
+
l (kR)
| h+l (kR) |
R
kk′
{
(2l − 1) jl−1(k′R) h−l−1(kR) + (2l − 5) jl−3(k′R) h−l−3(kR)+
if l is even + ...+ 3j1(k
′R) h−1 (kR) +
e−iR(k+k
′−iε)
2R(k + k′ − iε) −
e−iR(k−k
′−iε)
2R(k − k′ − iε)
}
if l is odd + ...+ j0(k
′R) h−0 (kR)−
e−iR(k+k
′−iε)
2R(k + k′ − iε) −
e−iR(k−k
′−iε)
2R(k − k′ − iε)
}]
at the limit ε→ +0
(F11)
In this case, it is a matter of developing the Jl(k, r) functions, which are
only different from zero for r > R, according to the spherical Bessel functions,
jl(k
′, r). The exponential functions, e±iRk, in equation (F11) are singled out
completely so that in this case, the functions e±i(k
′R) are virtually present
with certain algebraic functions in kR and k′R multiplied. They are usually
small with increasing R in fixed K,K ′, except for the last two contributions.
Using
h+l (kR)
| h+l (kR) |
≈ (−i)l eikR, h
−
l (kR)
| h−l (kR) |
≈ (+i)l e−ikR for large kR (F12)
it thus follows for large RK,RK ′ that:
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∞∫
R
r2 dr jl norm(k
′r) Jl norm(k, r)
=
+(−i)l
2piikk′
[
eik
′R
k − k′ − iε +
eik
′R
k + k′ + iε
− (−1)l e
−ik′R
k − k′ + iε − (−1)
l e
−ik′R
k + k′ − iε
]
+ . . .
at the limit ε→ +0
(F13)
The 3 points in the k → 0 limit stand for an adjustment, which allows this
result to remain finite in the case of uneven l if k′ approaches zero. However,
this result is multiplied for further calculation using the spherical Bessel
functions jl(k
′r), which accompany k′l so that even without this adjustment,
the E(~k, ~r) function to be calculated is always finite.
At this point, the flaws of this approximation are apparent. It would be
highly tedious to improve them for small values of k, k′. It is accepted that
all results, which particularly depend on small values of k, k′ , are defective.
If this is compared with:
∞∫
R
r2 dr jl norm(k
′r) jl norm(k, r) =
1
kk′
δ(k − k′) (F14)
(this are the orthogonality conditions), i.e.
jl norm(kr) =
∫
δ(k − k′)
kk′
k′2 dk′ jl norm(k′r) (F15)
follows from equation (F13):
146
Jl norm(k, r) = (−i)l
∫
1
2piikk′
jl norm(k
′r) k′2dk′
·
[
eik
′R
k − k′ − iε +
eik
′R
k + k′ + iε
− (−1)l e
−ik′R
k − k′ + iε − (−1)
l e
−ik′R
k + k′ − iε
]
= (−i)l [(Jl norm(k, r))+ − (−1)l (Jl norm(k, r))−]
at the limit ε→ +0
(F16)
In this process, the following applies:
(Jl norm(k, r))+ =
∫
jl norm(k
′r)
2piikk′
k′2dk′
[
eik
′R
k − k′ − iε +
eik
′R
k + k′ + iε
]
(F17)
and:
(Jl norm(k, r))− =
∫
jl norm(k
′r)
2piikk′
k′2dk′
[
e−ik
′R
k − k′ + iε +
e−ik
′R
k + k′ − iε
]
at the limit ε→ +0 (F18)
In both cases, the transformation is independent of l. The factor (−i)l
can be separated and employed for an isomorphism of the algebra:
a+ln(k) −→ a′+ln (k) = (−i)l a+ln(k) (F19)
Therefore, equation (F16) replaces the basis:{
jl norm(k, r) Y
l
m(r̂)
}
(F20)
and by the following basis:
{ [
(Jl norm(k, r))+Y
l
m(r̂)− (−1)l (Jl norm(k, r))−Y lm(r̂)
] }
=
{
(Jl norm(k, r))+Y
l
m(r̂)− (Jl norm(k, r))−Y lm(−r̂)
}
=
{
il Jl norm(k, r) Y
l
m(r̂)
} (F21)
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The original program was according to equation (F3):
ei
~k~r is developed according to the basis equation (F20),
{
jl norm(k, r) Y
l
m(r̂)
}
.
Therefore, each of these basis vectors is replaced by Jl norm(k, r) Y
l
m(r̂), and
E(~k, ~r) is obtained. Equation (F16) shows that: If the phase factor of il is also
applied, then the basis, equation (F20), is substituted by the basis, equation
(F21), then instead of E(~k, ~r), the basis vectors E ′(~k, ~r) are obtained, which
are calculated according to equations (F17) and (F18) by a simple integral
transformation from the plane waves. The orthogonality relation of E ′(~k, ~r) is
the same as that of E(~k, ~r) and, therefore, ei
~k~r. The development coefficients
of Aµ(~k) and Gµν(~k) undergo an isomorphism due to the transformation,
equation (F19):
Aµ(~k) −→ A′µ(~k), Gµν(~k) −→ G′µν(~k),
which, however, leaves the commutation relations inevitably unchanged.
The following chain is obtained:
ei
~k~r =
∑
. . . Y lm jl(kr) −→ with the same coefficients
E(~k~r) =
∑
. . . Y lm(r̂) Jl(k, r) −→
∑
. . . (+i)l Y lm(r̂) Jl(k, r)
=
∑∫
k′2 dk′
{
. . . Y lm(r̂
′) jl(k′r) + . . . Y lm(−r̂ ′) jl(k′r)
}
=
∫
k′2 dk′
{
. . . ei
~k′~r + . . . e−i
~k′~r
}
= E ′(~k, ~r)
with ~k′ =
~k
k
k′.
Therefore, if the integral transformation according to equations (F17) and
(F18) is applied, this means that the plane waves ei
~k~r transform in E ′(~k, ~r)
with:
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E ′(~k, ~r) =
∫
k′2 dk′
2piikk′
{[
eik
′R
k − k′ − iε +
eik
′R
k + k′ + iε
]
ei
~k′~r
−
[
e−ik
′R
k − k′ + iε +
e−ik
′R
k + k′ − iε
]
e−i
~k′~r
}
with ~k′ =
~k
k
k′ at the limit ε→ +0.
(F22)
All together applies for the operators:
Aµ(~r) =
1
(2pi)
3
2
∫
d3~k√
2k0
E ′(~k, ~r) (A′µ(~k) + A
′+
µ (
~k)) (F23)
and
piµ(~r) =
i
(2pi)
3
2
∫
d3~k√
2k0
k0 E
′(~k, ~r) (A′µ(~k)− A′+µ (~k)) (F24)
etc., since E ′(~k, ~r) is real. It applies as completeness relation:
∫
d3~k E ′(~k, ~r) E ′(~k, ~r ′) = (2pi)3 δ3 (~r − ~r ′) for |~r|, |~r ′| > R (F25)
in which the commutation relations equations (E5) and (E6) still apply, only
with the substitution:
Aµ(~k) −→ A′µ(~k) and Gµν(~k) −→ G′µν(~k) (according to equation (F19))
(F26)
If κ =
~k
k
~r is defined, then this can be written in a compact form:
E ′(~k, ~r) =
∫
k′2 dk′
2piikk′
[
eik
′(R+κ)
k − k′ − iε +
eik
′(R+κ)
k + k′ + iε
− e
−ik′(R+κ)
k − k′ + iε −
e−ik
′(R+κ)
k + k′ − iε
]
(F27)
Since:
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k′ = k − iε− [k − k′ − iε]
= k + k′ + iε− (k + iε)
= −[k − k′ + iε− (k + iε)]
= −[k − iε− [k + k′ − iε]]
(F28)
obviously applies:
E ′(~k, ~r) =
∫
dk′
2pii
[
eik
′(R+κ)
k − k′ − iε −
eik
′(R+κ)
k + k′ + iε
− e
−ik′(R+κ)
k − k′ + iε +
e−ik
′(R+κ)
k + k′ − iε
]
(F29)
The {E ′(~k, ~r)} basis is, however, essentially the basis expressed by equati-
on (F3) on account of the isomorphism of equation (F19) with a modified
phase in the l space. The orthogonality relations of the functions E ′(~k, ~r)
are the same as that of the plane waves, ei
~k~r; however, they are limited to
the subspace, | ~r |> R, and the operators A+µ (~k) or G+µν(~k) differ from those
discussed in section E by isomorphisms. Therefore, the commutators of the
fields can be directly written off, taking into consideration the integral repre-
sentation equation (F29). Even this representation, equation (F29), can be
formulated as path integral:
E ′(~k, ~r) = −
∞∫
−k
dz
2pii
ei(z+k)(R+κ)
z + iε
−
∞∫
k
dz
2pii
ei(z−k)(R+κ)
z + iε
+
∞∫
−k
dz
2pii
e−i(z+k)(R+κ)
z − iε +
∞∫
k
dz
2pii
e−i(z−k)(R+κ)
z − iε
(F30)
The paths of the 4 partial integrals in this variable z can initially be
charactarized as “W1” for the first partial integral, etc., “W4” for the fourth
partial integral. It is shown in Fig. F1.
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−k−k k
0
0
0
W1 W2 =W4 W3
z
Fig. F1: The z Integration Paths of the Partial Integrals in the Case of
Equation (F30)
If R + κ > 0, then in the case of paths (1) and (2), the path must be
rotated positively towards the positive imaginary axis; in the case of paths (3)
and (4), the path must be rotated negatively towards the negative imaginary
axis. in the first two cases, the following is set:
t = −iz(R + κ)
in the other two cases, it is set as:
t = iz(R + κ)
Therefore, the following applies:
E ′(~k, ~r) = −ei(R+κ)k
∞∫
i(R+κ)k
(W1)
dt
2pii
e−t
t
− e−i(R+κ)k
∞∫
−i(R+κ)k
(W2)
dt
2pii
e−t
t
+e−i(R+κ)k
∞∫
−i(R+κ)k
(W3)
dt
2pii
e−t
t
+ ei(R+κ)k
∞∫
i(R+κ)k
(W4)
dt
2pii
e−t
t
(F31)
The starting points of these integrals are mapped together with the paths
in Fig. F2a and Fig. F2b. As shown above, R + κ > 0 applies.
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xx
(a) (b)
00
i(R+ κ)k
−i(R+ κ)k
W1,W4 W2,W3
Fig. F2a, F2b: The Course of the Paths in the t Plane in the Case of
Equation (F31) for R + κ > 0
Accordingly, all is removed.
Otherwise, this appears for R + κ < 0:
In the case of W1 and W2, the k
′ path and, therefore, the z path, must be
rotated negatively; in the case of W3 and W4, the k
′ path and, therefore, the
z path must be rotated positively. When recorded in the t plane, this appears
as shown in Fig. F3:
x
x
x
x
0 0 0 0
i(R+ κ)k i(R+ κ)k
−i(R+ κ)k −i(R+ κ)k
W1 W2 W3 W4
Fig. F3: The Course of the Paths in the t Plane in the Case of Equation
(F31) for R + κ < 0
Therefore, E ′(~k, ~r) is determined.
Based on Fig. F2, this is read as:
It applies as established above:
E ′(~k, ~r) = 0 for R + κ > 0 (F32)
In the case of R + κ < 0, the following is extracted from Fig. F3:
The W1 path can be deformed into a circle and a path, which resembles W4
and which has a contribution, is thus removed. The W3 path can be deformed
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into a circle and a path, which resembles W2 and which has a contribution,
which is thus removed. Therefore, it follows from the residue theorem:
E ′(~k, ~r) = ei(R+κ)k + e−i(R+κ)k for R + κ < 0
with κ = ~r
~k
k
(F33)
Therefore, according to Fig. F4, the following situation is obtained:
E′(~k,~r) = ei(R+κ)k + e−i(R+κ)k
E′(~k,~r)=0
E′(~k,~r)=0
Area tangential to the
horizon
~k
k
Horizon
~r
~k
k > 0~r
~k
k < 0
Fig. F4: Spatial Arrangement of the Function E ′(~k, ~r)
Beginning with the mapped area tangential to the horizon, it is observed
that E ′(~k, ~r), in the direction of ~k
k
, is equal to is zero. Inside the horizon, it
is always zero as expected.
At the area
R + κ = 0
it is singular. In order to take this into consideration correctly, the path
integral according to Fig. F1 must be used as the basis.
It is a matter of imparting the program sketched in relation to equation
(F3). In order to define φR+ , the fields Aµ(~x), piµ(~x), Gµν(x) and piµν(x) in
equation (E3) and (E4) are newly defined for | ~x |> R by using the basis
{E ′(~k, ~x)} instead of the basis {ei~k~x}. They are zero from the construction
in the horizon, even in the approximation selected. φR− is defined within
the horison, and is constructed with an adjusted basis inside the horison. Its
investigation leads to detailed questions, which must not be investigated in
this work.
Since the exact functions E ′(~k, ~x) suffice the same orthogonality conditions as
the functions ei
~k~x, the operators A′µ(~k), A
′+
µ (
~k), G′µν(~k) and G
′+
µν(
~k) satisfy the
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commutation relations equations (E5) and (E6) if the unmarked operators
are replaced by the marked operators in this case. In order to better take
into consideration the behavior of the integral, which provides approximately
E ′(~k, ~x), for small k′, it must be assumed equation (F27). Therefore, the
following applies:
∫
E ′(~k, ~x) Q(c, y − x) d3~x =
∫
k′2 dk′
2piikk′
∫
Q(c, y − x) d3~x
·
[
eik
′(R+κ)
k − k′ − iε +
eik
′(R+κ)
k + k′ + iε
− e
−ik′(R+κ)
k − k′ + iε −
e−ik
′(R+κ)
k + k′ − iε
]
at the limit ε→ +0.
(F34)
In this case, equation (E9) can be used and the following is obtained:
∫
E ′(~k, ~x) Q(c, y − x) d3~x = − 1
2pi2ic0
∫
k′2 dk′
kk′ k˜′2
ln(k˜′R0)
·
[
eik
′(R+µ)
k − k′ − iε +
eik
′(R+µ)
k + k′ + iε
− e
−ik′(R+µ)
k − k′ + iε −
e−ik
′(R+µ)
k + k′ − iε
]
at the limit ε→ +0
(F35)
with k˜′2 = k′2
1−( ~k~c
kc0
)2 ; µ = [(x0 − y0) ~c
c0
+ ~y
] ~k
k
(F36)
The following obviously applies:
1
k′(k − k′ − iε) =
1
k − iε (
1
k′
+
1
k − k′ − iε)
1
k′(k + k′ + iε)
=
1
k + iε
(
1
k′
− 1
k + k′ + iε
)
1
k′(k − k′ + iε) =
1
k + iε
(
1
k′
+
1
k − k′ + iε)
1
k′(k − k′ + iε) =
1
k − iε (
1
k′
− 1
k + k′ − iε)
(F37)
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If this is summed up, the following is obtained:
∫
E ′(~k, ~x) Q(c, y − x) d3~x = − 1
2pi2ic0k˜2
∫
dk′ ln(k˜′R0)
·
[
4i
sin k′(R + µ)
k′
+
ei(R+µ)k
′
k − k′ − iε −
ei(R+µ)k
′
k + k′ + iε
− e
−i(R+µ)k′
k − k′ + iε +
e−i(R+µ)k
′
k + k′ − iε
]
at the limit ε→ +0
(F38)
This result is written so that it is observed that for k′ → 0, there is only a
logarithmic singularity and nothing worse , which can be integrated at any
time.
The contribution ∼ 1
k′ sin[k
′(R + µ)] must be estimated as small. This
is, therefore, necessary by itself, since it consists of a dependency of the end
result of R and this precisely must be small from physical grounds.
In this representation, it is apparent that the main contribution originates
from the | k′ |≈| k | environment so that:
ln(k˜′R0) ≈ ln(k˜R0) (F39)
Therefore, the following approximation must be used as the basis:
∫
E ′(~k, ~x) Q(c, y − x) d3~x ≈ − ln(k˜R0)
2pi2ic0k˜2
∫
dk′
·
[
ei(R+µ)k
′
k − k′ − iε −
ei(R+µ)k
′
k + k′ + iε
− e
−i(R+µ)k′
k − k′ + iε +
e−i(R+µ)k
′
k + k′ − iε
]
at the limit ε→ +0
(F40)
A look at equations (F29), (F32) and (F33) shows that the result is:
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∫
E ′(k, ~x) Q(c, y − x) d3x =

0 for R + µ > 0
− ln(k˜R0)
pic0k˜2
(ei(R+µ)k + e−i(R+µ)k) for R + µ < 0
(F41)
The preceding deliberations apply for a constant, imaginary c. In addition,
it must be integrated over c, even where it is not imaginary. Therefore, the
following parametrization is appropriate:
c0 = −i sinhλ; ~c = −i~e coshλ (F42)
If the definition of µ is taken into consideration according to equation
(F36), then the following applies because of cy = 0:
µ =
~k
k
[
~c
c0
(x0 − ~c
c0
~y) + ~y
]
=
~k
k
[
~e (x0 cothλ− y‖
sinh2 λ
) + ~y⊥
]
with ~c=−i coshλ ~e, c0=−i sinhλ
y‖: component of ~y parallel to ~cc0
~y⊥: part of ~y⊥~c
(F43)
On account of convenience, one defines y˜ =
y‖
(sinhλ coshλ)
, and thus the following
is obtained:
µ =
~k
k
[~e cothλ (x0 − y˜) + ~y⊥] (F44)
In addition, y˜ and | ~y⊥ | must be estimated to be very small compared to
x0. In addition, x0 can be assumed to be less than R.
In the case of ~e
~k
k
< 0, it then applies for λ < 0:
R + µ > 0
In the case of ~e
~k
k
> 0, it then applies for λ < 0 and | λ |≈ 0:
R + µ < 0
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With increasing | λ |, λ < 0, the point is reached when:
R + µ = 0
and for still larger | λ |, R + µ > 0 also applies.
The λ integration path is thus shown in Fig. F5 according to equation (F41):
λ
λ = 0
R+ µ = 0
(R+ µ) < 0
Fig. F5: The Beginning Section of the λ Integration Path
In this case, it is to be recalled that the current densities in Appendix D
could not be generally constructed. Therefore, Fig. F5 must be employed as
the basis for further development of the entire theory. Using analytical con-
tinuation, it must be assumed that the analytical structure can be obtained
on a large scale. The assumption that this is possible is a basis of the model,
because it originates from an approximation for the Aµ(x) and Gµν(x) fields.
In addition, in Appendix D, the current density can only be obtained in a
subarea not containing the λ = 0 point so that, therefore, only the path
between R + µ = 0 and λ beneath λ = 0 is available.
Such an analytical expansion of the defining range and a concatenated
deformation of the integration path can be carried out as Fig. F6 shows:
λ
λ = 0
−∞
}
pi
2 i
k˜2 = 0
R+ µ = 0
Fig. F6: Selecting the λ Integration Path W on a Large Scale
At the λ = −∞ point, µ is finite so that the amplitudes must not suffice
particular requirements. In this case, as a consequence of equation (F41), the
following applies:
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∫
W
E ′(~k, ~x) Q(c, y − x) d3~x = − ln(k˜R0)
pic0k˜2
(ei(R+µ)k + e−i(R+µ)k) (F45)
The path begins at the R+µ = 0 point and moves towards λ = −∞ above
k˜2 = 0 according to Fig. F6. The integrand is apparently singular in equation
(F45) at the k˜2 = 0 point. For physical interpretation, the amplitudes at the
λ = −∞ point must disappear at the site, where | ~v | is equal to the speed
of light. Therefore, the reason is because the other λ path must overlap the
range of | ~v |< 1.
Thus, it applies to the path identified by Fig. F6, instead of by equation
(E18):
φR+ = 2
∫
W
d3~k d3c d3y ln(k˜R0)
(2pi)
5
2
√
2k0 c0 k˜2
{
ec µ
[(
Aµ(~k)− A+µ (~k)
)
ik0
(
ei(R+µ)k + e−i(R+µ)k
)
+
(
Aµ(~k) + A
+
µ (
~k)
)
ik˜0
(
ei(R+µ)k − e−i(R+µ)k) (N+(c, y)−N−(c, y))]
+λc µc ν
[[
Gµν(~k)−G+µν(~k)
]
ik0
(
ei(R+µ)k + e−i(R+µ)k
)
+
(
Gµν(~k) +G
+
µν(
~k)
)
·ik˜0
(
ei(R+µ)k − e−i(R+µ)k) (N+(c, y) +N−(c, y))]}
if ~e ~k>0
in which ~e is defined by Glg. (F43)
(F46)
In this case it means that:
kµ = ~k
[ ~c
c0
(x0 − y0) + ~y
]
, k˜2 =
[
~k2 −
(~k~c
c0
)2]
, k˜0 =
~k~c
c0
(F47)
and, consequently:
k0 + k˜0
c0k˜2
=
1
c0
k0 + k˜0
(k20 − k˜20)
=
1
c0k0 − ~k~c
=
1
ck
(F48)
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and
k0 − k˜0
c0k˜2
=
1
c0k0 + ~c~k
(F49)
Therefore, it is found that:
iφR+ = φ˜
+
R+
− φ˜R+ (F50)
with:
φ˜+R+ = 2
∫
W
d3~k d3c d3y ln(k˜R0)
(2pi)
5
2
√
2k0
·
{
ec µA+µ (
~k)
(
e−i(R+µ)k
c0k0 − ~c~k
+
ei(R+µ)k
c0k0 + ~c~k
) (
N+(c, y)−N−(c, y)
)
+λc µc νG+µν(
~k)
(
e−i(R+µ)k
c0k0 − ~c~k
+
ei(R+µ)k
c0k0 + ~c~k
)(
N+(c, y) +N−(c, y)
)}
(F51)
and
φ˜R+ = 2
∫
W
d3~k d3c d3y ln(k˜R0)
(2pi)
5
2
√
2k0
·
{
ec µAµ(~k)
(
ei(R+µ)k
c0k0 − ~c~k
+
e−i(R+µ)k
c0k0 + ~c~k
) (
N+(c, y)−N−(c, y)
)
+λc µc νGµν(~k)
(
ei(R+µ)k
c0k0 − ~c~k
+
ei(R+µ)k
c0k0 + ~c~k
)(
N+(c, y) +N−(c, y)
)}
if ~e~k > 0
(F52)
In the case of ~e~k < 0, the contribution to the integral is equal to zero.
In this case, the commutator:
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[
φ˜R+ , φ˜
+
R+
]
is of particular interest. This is infrared-divergent quite as in the case of
Appendix E. As in this case, the k range of values must be limited by k0 ≥ ε.
Then, φR+ becomes φR+ε, etc.
For each operator, the integration path is initially defined by Fig. F6. The
eigenvalues of Γµ must be described for quantum 1 with cµ1 , the eigenvalues
for quantum 2 with cµ2 . It is observed that factors of the category:
e±2iRk
give zero in the integration over d3~k for large R , thus only contributions of
the following category remain:
ei(R+µ1)k e−i(R+µ2)k = ei(µ1−µ2)k = ei~a
~k (F53)
or
e−i(R+µ1)k ei(R+µ2)k = e−i(µ1−µ2)k = e−i~a
~k (F54)
in which ~a is defined by equation (E22).
If this is taken into consideration, then the following is obtained:
[
φ˜R+ε, φ˜
+
R+ε
]
= 2
k0=∞∫
k0=ε
d3~k
(2pi)5k0
d3c1 d
3c2 d
3y1 d
3y2 ln(k˜1R0) ln(k˜2R0)
· cos(~k~a)
(
1
c01k0 − ~c1~k
1
c02k0 − ~c2~k
+
1
c01k0 + ~c1
~k
1
c02k0 + ~c2
~k
)
{
λ2
(
N+(1) +N−(1)
) · (N+(2) +N−(2))[(c1c2)2 − 1
2
]
−e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2}
(F55)
In this case, the secondary condition applies:
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~k~v1 > 0, ~k~v2 > 0 in which ~vi =
~ci
c0i
(F56)
The second contribution:
1
(c01k0 + ~c1
~k)(c02k0 + ~c2
~k)
arises from the first contribution:
1
(c01k0 − ~c1~k)(c02k0 − ~c2~k)
by the substitution, ~k → −~k. This second contribution can be substituted,
in which it is deleted and, instead, the integration set is expanded; therefore,
~k~v1 > 0, ~k~v2 > 0 is substituted by ~k~v1 > 0, ~k~v2 > 0 and ~k~v1 < 0, ~k~v2 < 0.
With good reason, the volume of integration is not specified in equation
(F55). The direct product of the quantity described in Fig. F6 would be
expected for each of the two participating quanta.
However, it primarily involves the solution of the dynamic problem as
discussed in section 5. Therefore, it must be ascertained that in the parame-
tric space, the magnitude V described by equation (5.3) is equal to zero. It
may be achieved that this property can be met by deformation of the above-
mentioned set. First and foremost, this set contains the following sections:
(a) c1, c2 are real
(b1) c1 is real, c2 is imaginary (ic20 < 0)
(b2) c1 is imaginary, c2 is real (ic10 < 0)
(c) c1, c2 is imaginary (ic10, ic20 < 0)
In Appendix G, a set M is determined, in which:
V = 0
applies. It is explained for a purely imaginary c1, c2. According to Appendix
G, the following must apply (cf. equation (G14b)):
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∣∣c01 c02∣∣+ ~c1~c2 ∣∣c01 c02∣∣c01 c02 > 1 (F57)
If it is selected to fix the variables:
~n =
~k
k0
, ~e1 =
~c1
c01∣∣∣~c1c01 ∣∣∣ , ~e2 =
~c 2
c02∣∣∣~c 2c02 ∣∣∣ (F58)
then equation (F57) is written in relation to the intermediate angle ϑ, with:
cosϑ = ~e1~e2
as follows:
− c01c02 − ~c1~c2 = cos2
ϑ
2
cosh(λ1 + λ2)− sin2 ϑ
2
cosh(λ1 − λ2) > 1 (F59)
For small |λ1|, |λ2|, this is equivalent to:
|λ1 + λ2| > ϑ
(λ1, λ2 < 0)
(F60)
Therefore, it is found in the case of:
~n(~e1 + ~e2)
x0
R
> ϑ (F61)
the area of integration sketched in Fig. F7:
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λ1
λ2
λ1 = −~n ~e1 x0R
(R+ µ1 = 0)
λ2 = −~n ~e2 x0R
(R+ µ2 = 0)
Limit of M
Limit of MArea of integration
Fig. F7: Starting Section of the λ1, λ2 Area of Integration
in the Case of ~n(~e1 + ~e2)
x0
R
> ϑ = ^(~e1, ~e2)
The λ1, λ2 variables move inside the shaded area of Fig. F7 towards −∞
and go within the environment of −∞ to pi
2
i+ λ′1,
pi
2
i+ λ′2 (λ
′
1, λ
′
2 are real).
However, if ~n (~e1 +~e2)
x0
R
= ϑ; therefore, the vertex of the area of integration
touches the limiting curve. To avoid this, it is necessary to withdraw λ1 and
λ2 in the complex. Due to coherence grounds, a small positive imaginary
part must be given to them. The limiting curve to V = 0 then moves into
another course, (ϑ is increasing), increasing |λ1|, |λ2| under the λ1, λ2 area
of integration according to Fig. F8:
λ1
λ2
R + µ1 = 0
R + µ2 = 0
Limit of M
Area of integration
Fig. F8: Starting Section of the λ1, λ2 Area of Integration in the Case of
~n(~e1 + ~e2)
x0
R
< ϑ
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At the limit of M the density-density functional with the kernel:
P (c1, y1 − x) P (c2, y2 − x)
is asymptotically singular. With the above-defined continuation, the y1 − y2
paths are deformed on a large scale. However, this only applies for the trian-
gle between the R + µ1 = 0 and R + µ2 = 0 lines and the limiting curve of
M . The description of the topology in these y1 − y2 paths is fairly elabora-
te. Since this part of the integral, which determines
[
φ˜R+ , φ˜
+
R+
]
must not be
precalculated in this work, then this topology may also not be demonstrated.
However, one is of fundamental significance: the parameters of both quanta
cannot basically be established independently of one another. It is impossi-
ble, accordingly, to determine the current densities of both Z-quanta inde-
pendently of one another. However, this only concerns the subset, in which
c1 and c2 are imaginary.
This construction thus serves the purpose that the direct product of the
quantity described in Fig. F6 is generally deformed with the described defor-
mation of the (λ1, λ2) path integral in the section (c), (imaginary c1, c2) so
that, as a consequence, the condition “V equal to zero” applies in the entire
parametric space.
In this set, the integral described in equation (F55) is clarified. A view of
Fig. F7 and Fig. F8 shows that in the sets:
(c) c1, c2 are imaginary
(b1) c1 is real, c2 is imaginary
(b2) c1 is imaginary, c2 is real
the limits of the λ1, λ2 integral is complicated depend from the parameters
on the ~k integral, in addition to the condition of equation (F56). However,
in the case of the set:
(a) c1, c2 are real
is only to take into consideration as restriction condition equation (F56).
Precisely, according to the working hypothesis, this contribution is, however,
the physically significant proportion of equation (F55). In this case, this
contribution must, therefore, be written once again as:
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[
φ˜R+ε, φ˜
+
R+ε
]
“a”
= 2
k0=∞∫
k0=ε
c1,c2 are real
d3~k
(2pi)5k0
d3c1 d
3c2 d
3y1 d
3y2 ln(k˜1R0) ln(k˜2R0)
· cos(~k~a)
(c1k)(c2k)
{
λ2
(
N+(1) +N−(1)
)(
N+(2) +N−(2)
)
·
[
(c1c2)
2 − 1
2
]
− e2(N+(1)−N−(1))(N+(2)−N−(2))c1c2}
(F62)
with the secondary condition:
~k~v1 > 0, ~k~v2 > 0 and ~k~v1 < 0, ~k~v2 < 0 (F63)
This integral differs from equation (E21) due to the absence of
~k~v1 > 0, ~k~v2 < 0
and:
~k~v1 < 0, ~k~v2 > 0
In the case of the bound states, |~v1−~v2| is small towards |~v1|, |~v2| so that
the absence of these contributions plays no role and the result of equation
(F62) agrees with that of equation (E21). In the other, the unbound states,
it suffices to establish that a repulsion results if it is initially assumed that
~v1 ≈ ~v2. Therefore, in these cases, equation (F62) must also be estimated by
equation (E21). More precisely, it must also not be determined in this work.
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Appendix G: The V=0 Condition
In equation (5.3), a potential energy, V is defined. This must always be zero
for a solution of the dynamic problem. The starting point is a representation
of P (c, y − x) or Q(c, y − x) by Fourier integrals for an imaginary c.
It applies according to equation (D160):
P (c, y − x) = −i
(2pi)3
∫
κc = 0
κ2 > 0
κ0 > 0
d3κ eiκ(x−y) ρ(ε, A, r0) (G1)
and:
Q(c, y − x) = −i
(2pi)3
∫
κc = 0
κ2 > 0
κ0 > 0
d3κ
κ2
eiκ(x−y) ρ(ε, A, r0) (G2)
with:
ρ(ε, A, r0) = e
−ε|κ| − 2e−A|κ| + e−A
2
r0
|κ|
(G3)
at the limit ε→ +0, A→ +∞.
In the relationship taken into consideration in this case, it is essential that
the κ vectors lie completely inside the cone defined by:
κ2 > 0, κ0 > 0
In the calculation of equation (5.3), following the separation of the amplitu-
des, the following integral is reached:
I(c1, c2, y1, y2) =
∫
d3~x P (c1, y1 − x) Q(c2, y2 − x)
= − 1
(2pi)6
∫
d3κ1 d
3κ2
(
eiκ1(x−y1) eiκ2(x−y2)
)
ρ1(ε, A1, r0)
ρ2(ε, A2, r0)
κ22
d3~x
(G4)
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In this process, the following applies:
κ1(x− y1) + κ2(x− y2) = x0(κ01 + κ02)− κ1y1 − κ2y2 − ~x(~κ1 + ~κ2) (G5)
The following applies:∫
d3~x e−i~x(~κ1+~κ2) = (2pi)3 δ3(~κ1 + ~κ2) (G6)
Therefore, the support of the integral is empty as defined by the integration
limits of equation (G4), for each of the variable pairs of (κ1, c1), (κ2, c2) if the
set is: 
κ1c1 = 0 κ2c2 = 0
κ21 > 0 κ
2
2 > 0
κ01 > 0 κ
0
2 > 0
 ~κ1 + ~κ2 = 0 (G7)
is empty. Under this prerequisite, however,
I(c1, c2, y1, y2) = 0 (G8)
The point {κ1} set must initially be determined. Since κ1c1 = 0, the zero
component κ01 is, respectively, established by ~κ1:
κ01 = ~κ1
~c1
c01
(G9)
Therefore from κ21 > 0, the condition follows that:(
~κ1
~c1
c01
)2
− ~κ21 > 0 (G10)
and from κ01 > 0 the condition follows that:
~κ1
~c1
c01
> 0 (G11)
This is a semi-cone in the direction of:
~c1
c01
∣∣∣c01
~c1
∣∣∣ = ~e1
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If κ1 is described using the coordinates:
(κ1)‖ = ~e1 ~κ1, (~κ1)⊥ = part of ~κ1 perpendicular to ~e1,
then the κ21 > 0 condition is written as:
1
|c01|2
(κ1)
2
‖ − (~κ1)2⊥ > 0 (G12)
The cone has the opening angle 2α1 with:
tanα1 =
1
|c01|
, cosα1 =
|c01|
|~c1| , sinα1 =
1
|~c1| (G13)
Accordingly, it applies for the second cone in the c2 vector. On account of the
δ3-function in equation (G6), ~κ2 = −~κ1 applies so that there is a semi-cone
in the direction of:
~e2 = −~c2
c0
|c02|
|~c2|
which is related to the ~κ1 space. If the angle between ~e1 and ~e2 is greater
than α1 + α2, then the intersection of both semi-cones is empty. This is the
case if:
cos(α1 + α2) > ~e1~e2, or even (G14)
|c01c02| − 1
|~c1||~c2| > −
~c1~c2
c01c
0
2
|c01c02|
|~c1||~c2| bzw. (G14a)
or
|c01c02|+ ~c1~c2
|c01c02|
c01c
0
2
> 1 (G14b)
If the inequality (G14b) is valid, then I(c1, c2, y1, y2) is equal to zero. In
these estimations, it is necessary that c01 6= 0. If in particular, c1 = c2 applies;
therefore, this inequality is always satisfied.
It is clear that the (G14b) inequality remains unchanged if in equation (G1),
κ0 > 0 is substituted by κ0 < 0.
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It must be questioned how the limits in the position space are realized, which
are given by the (G14b) inequality. This can be found as follows:
The P (c, y − x) and Q(c, y − x) functions are explicitly given by equations
(4.28b) and (4.32). They are, respectively, singular at the r = 0 points.
Therefore, the integrand in equation (G4) has singular points at the r1 = 0
and r2 = 0 points. The following applies:
r21 = −(x− y1)2 + [(x− y1)c1]2 c1 is imaginary (G15a)
r22 = [(x− y2)c2]2 − (x− y2)2 c2 is imaginary (G15b)
These points are avoided, if y1 and y2 are given a small imaginary part
with a timelike value. However, this is of no help in the asymptotic range of
~x. For:
|~x|  x0, |~y1|, |~y2|
the following applies:
r21 = ~x
2 − (i~c1~x)2 = (~x⊥1)2 − |c01|2 x2‖1 (G16a)
r22 = ~x
2 − (i~c2~x)2 = (~x⊥2)2 − |c02|2 x2‖2 (G16b)
Its zero points are cones with the ± i~c1|~c1| , ± i~c2|~c2| axes. For their half-opening
angle width α′1, α
′
2, the following applies:
tanα′1 = |c01|, cosα′1 =
1
|~c1| , sinα
′
1 =
|c01|
|~c1| (G17a)
tanα′2 = |c02|, cosα′2 =
1
|~c2| , sinα
′
2 =
|c02|
|~c2| (G17b)
where both cones come into contact from the outside, constrictions of the ~x
path may arise.
This is at the points
cos(α′1 + α
′
2) = ±
~c1~c2
|~c1||~c2| (G18)
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the case. This means that the points
1 = |c01c02| ± ~c1~c2 (G19)
may signify asymptotic constrictions of the ~x integration path. The detailed
study shows that this effect considerably accounts for the limits given by
the (G14b) inequality. If this limit is desired to be exceeded, then c1 and c2
must be given small timelike real parts. Accordingly, it is observed that in
the other analytical continuation, the y1 and y2 variables must turn aside in
the complex on a large scale.
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Appendix H: Calculating the Fourier Transfor-
mation of Q(c, y − x) in the Position Space
In this matter, it concerns the calculation of
∫
ei
~k~x Q(c, y − x) d3~x , with
Q(c, y − x) = 1
(2pi)2r
ln
(
r
r0
)
r =
√
[c(x− y)]2 − (x− y)2
(H1)
for real c.
It is appropriate to initially set y = 0 and the coordinates in the plane
perpendicular to c must be parameterized:
x′ = x− c(xc) = x− λc with λ = x
0 − x′0
c0
(H2)
If
kˆ =

0
k1
k2
k3

and 
1
0
0
0
 = e
is set as the zero unit vector, then it follows that:
x = x′ + λc = x′ +
x0 − x′0
c0
c =
x0
c0
c+ x′ − c
c0
(x′e) (H3a)
−~k~x = kˆx = x
0
c0
kˆc+ kˆx′− (x′e)
( kˆc
c0
)
=
x0
c0
kc+x′
(
kˆ − e
( kˆc
c0
))
(H3b)
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If it is also set here that:
k˜ = kˆ − e
(
kˆc
c0
)
Therefore, the following applies: x′ and k˜ are perpendicular to c and are
vectors of an Euclidean space. x is parameterized by x′ as follows:
x′ =
3∑
i=1
λiei (H4a)
{ei} is the orthonormal basis ⊥ c.
x =
x0
c0
c+ x′ − c
c0
(x′e) =
x0
c0
c+
∑
i
λi (ei − c
c0
e0i ) (H4b)
The following obviously applies:
d3~x = dλ1 ∧ dλ2 ∧ dλ3 Det
(
e, e1 − c
c0
(e1e), e2 − c
c0
(e2e), e3 − c
c0
(e3e)
)
(H5)
The determinant value is:∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
e0, −e
0
1
c0
, −e
0
2
c0
, −e
0
3
c0
−e01, 1, 0, 0
−e02, 0, 1, 0
−e03, 0, 0, 1
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
c0
(H6)
Therefore, the following applies:
d3~x =
1
c0
dλ1 ∧ dλ2 ∧ dλ3 (H7)
It is written for the length square of k˜ to avoid problems concerning the signs
that:
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k˜2 = −
(
k − e
(ck
c0
))2
= −k2 + 2 (ek) ck
c0
−
(kc
c0
)2
= ~k2 −
(~k~c
c0
)2
(H8)
x′ 2 = −r2 applies. It is found for the scalar product of ~x and ~k that:
~k~x =
x0
c0
~k~c− x′ k˜ = x
0
c0
~k~c+ k˜r cos θ (H9)
For the volume element, this applies:
dλ1 ∧ dλ2 ∧ dλ3 = r2 dr dΩ; dΩ = dϕ sin θ dθ
Therefore, the integral is calculated as:
I =
∫
ei
~k~x 1
r
ln
( r
r0
)
d3~x =
1
c0
e
i
x0
c0
(~k~c)
∞∫
0
eik˜r cos θ
1
r
ln
( r
r0
)
r2 dr d(cos θ) dϕ
=
4pi
c0k˜2
e
i
x0
c0
(~k~c)
∞∫
0
sin(k˜r) ln
( k˜r
k˜r0
)
k˜ dr =
4pi
c0k˜2
e
i
x0
c0
(~k~c)
∞∫
0
sin t ln
( t
k˜r0
)
dt
=
2pi
ic0k˜2
e
i
x0
c0
(~k~c)
∞∫
0
(eit − e−it) ln
( t
k˜r0
)
dt
=
2pi
c0k˜2
e
i
x0
c0
(~k~c)
∞∫
s=0
e−s
[
ln
( is
k˜r0
)
+ ln
(−is
k˜r0
)]
ds
(H10)
Thus, it can be found that:
I =
4pi
c0k˜2
e
i
x0
c0
(~k~c)
 ∞∫
s=0
ln s e−s ds− ln(k˜r0)
 = − 4pi
c0k˜2
e
i
x0
c0
(~k~c)
ln(k˜R0)
(H11)
with:
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lnR0 = ln r0 −
∞∫
s=0
ln s e−s ds
Conclusively, the y → 0 simplification must be canceled:
ei
~k~x = ei
~k~y ei
~k(~x−~y) (H12)
The following obviously applies:
ei
~k(~x−~y) Q(c, y − x)
is the Fourier transformation of Q(c,−x) at the x0 point, but x0 is substituted
by x0 − y0.
Together:∫
ei
~k~x Q(c, y − x) d3x = − 1
(2pi)2
4pi
c0k˜2
ei
~k~y
[
e
i
x0−y0
c0
~k~c
ln(k˜R0)
]
= − 1
pic0k˜2
ei[(x0−y0)~v+~y]
~k ln(k˜R0)
(H13)
with ~v = ~c
c0
and lnR0 = ln r0 −
∞∫
s=0
ln s e−s ds
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Appendix I: Calculating the Integral
∫ dΩ~k(
c1
k
k0
)(
c2
k
k0
)
In order to make the integral more comprehensible, the following parametri-
zation is appropriate:
c10 = cosϑ10; c20 = cosϑ20
c1 = (cosϑ10, i sinϑ10 ~n1); c2 = (cosϑ20, i sinϑ20 ~n2)
~n1 = ~f1 cosµ+ ~f2 sinµ
~n2 = ~f1 cosµ− ~f2 sinµ
}
~k
k0
= ~n cosϑ+ sinϑ (~f1 cosϕ+ ~f2 sinϕ)
with ~n = ~f1 × ~f2 = − ~n1 × ~n2|~n1 × ~n2|
Therefore, the following is obtained:
c1
k
k0
= cosϑ10 − i sinϑ10 sinϑ cos(µ− ϕ)
c2
k
k0
= cosϑ20 − i sinϑ20 sinϑ cos(µ+ ϕ)
and, consequently: ∫
dΩ~k
(c1
k
k0
)(c2
k
k0
)
=
1
cosϑ10 cosϑ20
I (I1)
with:
I =
∫
dϕ sinϑ dϑ
[1− i tanϑ10 sinϑ cos(ϕ− µ)] [1− i tanϑ20 sinϑ cos(ϕ+ µ)] (I2)
If it is written here that:
a = tanϑ10 cos(ϕ− µ), b = tanϑ20 cos(ϕ+ µ),
then it is initially found that:
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pi∫
0
sinϑ dϑ
(1− ia sinϑ) (1− ib sinϑ) =
1
(b− a)
·
{
1√
1 + b2
[
2 ln (
√
b2 + 1 + b)− pii
]
− 1√
1 + a2
[
2 ln (
√
a2 + 1 + a)− pii
]}
(I3)
This intermediate result must be integrated over dϕ. In this process, the
two contributions of ∼ 1√
a2+1
and ∼ 1√
b2+1
cannot initially be integrated
separately, since they, when taken for themselves, and due to the 1
(b−a) factor,
have a singular point at the a = b point.
a = b is equivalent with
α1 cos(ϕ− µ) = α2 cos(ϕ+ µ) with α1 = tanϑ10, α2 = tanϑ20
With eiϕ = t, it is found that:
t2 =
(α1 − α2) cosµ+ i(α1 + α2) sinµ
(α2 − α1) cosµ+ i(α1 + α2) sinµ
It follows that |t| = 1.
This means that these points lie on the unit circle of the t variable. The other
singular points, however, do not lie on the unit circle if c10 6= 0, c20 6= 0.
It is found that:
1) An apparent singularity at the a = i and b = i points
2) A genuine singularity at the a = −i and b = −i points
3) A logarithmic singularity at the t = 0 and t =∞ points of the t ln t type
The genuine singularities are at the points of:
a = −i = α1 cos(ϕ− µ), i.e. e2i(ϕ−µ) + 2i
α1
ei(ϕ−µ) + 1 = 0
or:
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ei(ϕ−µ) = i
(
±
√
1 +
1
α21
− 1
α1
)
if α1 > 0
and
b = −i, ei(ϕ+µ) = i
(
±
√
1 +
1
α22
− 1
α2
)
Therefore, if c10, c20 6= 0, then the ϕ integration path can be drawn inside
the unit circle, and both contributions of equation (I3) can be considered
separately. If the portion pertaining to a is singled out, then Fig. I1 depicts
the situation of the ϕ integration path.
x
x
ψ = pi2 i
Unit circle
ψ = −pi2 i
ψ = ln(a+
√
a2 + 1)
(0 < c10 < 1)
t
Fig. I1: The Position of the Singular Points of the t Integration Path for
the Part Concerning “a”
At the a = −i point, applies ln(a+√a2 + 1) = −pi
2
i. If the path moves in
a positive direction around this point, then ln(a +
√
a2 + 1) transforms into
ln(a − √a2 + 1). On account of the 1√
a2+1
prefactor, both contributions are
added in the ϕ integral and ln(a+
√
a2 + 1)+ln(a−√a2 + 1) =“ln(−1)”= −pii
applies up to the point t = 0. In this case, the logarithm makes a leap and
the following applies:
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ln(a+
√
a2 + 1) + ln(a−
√
a2 + 1) = +pii
In the “upper” part of the path:
t = eiϕ = +ieiµλ from λ = 0 to λ =
(√
1 +
1
α21
− 1
α1
)
therefore, 2 ln(a+
√
a2 + 1)− pii may be replaced by −2pii
on both sides of the path.
In the “lower” part of the path,
t = eiϕ = +ieiµλ from λ = −
(√
1 +
1
α21
− 1
α1
)
to λ = 0
therefore
2 ln(a+
√
a2 + 1)− pii
must be substituted by zero on both sides of the path. Thus, the following
applies:
a = i
α1
2
(
λ− 1
λ
)
b = i
α2
2
(
λe2iµ − 1
λ
e−2iµ
)
Therefore, it is found for the Ia proportion of I that:
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Ia = −4pi
√
1+ 1
α21
− 1
α1∫
λ=0
2λ dλ
[α1(λ2 − 1)− α2(λ2e2iµ − e−2iµ)]
√
[a1
2
(λ2 − 1)]2 − λ2
= −4pi
(√
1+ 1
α21
− 1
α1
)2∫
z=0
dz
[α1(z − 1)− α2(ze2iµ − e−2iµ)]
√
[a1
2
(z − 1)]2 − z
(I4)
This integral can be easily calculated using standard methods.
It follows that:
Ia =
4pi
iN
{
ln
[
A
√
1 + α21 +B − iα1N
A
√
1 + α21 +B + iα1N
]
− ln
(
A+B − iα1N
A+B + iα1N
)}
(I5)
with:
N2 = α21 + α
2
2 − 2α1α2 cos2 µ+ α21α22 sin2(2µ)
A =
√
1 + α21 (α1 − α2 e2iµ)
B = iα21α2 sin(2µ)− (α1 − α2 e2iµ)
(I5a)
Analogous applies:
Ib =
4pi
iN
{
ln
[
A′
√
1 + α22 +B
′ − iα2N
A′
√
1 + α22 +B
′ + iα2N
]
− ln
(
A′ +B′ − iα2N
A′ +B′ + iα2N
)}
(I6)
with:
A′ =
√
1 + α22 (α2 − α1 e−2iµ)
B′ = −iα22α1 sin(2µ)− (α2 − α1 e−2iµ)
(I7)
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The product of the cornered brackets in equations (I5) and (I6) is named
as “Factor P”; therefore, it is found that:
P =
(α21 + α
2
2 − 2α1α2 cos 2µ) (1 + α1α2 cos 2µ− iN)
(α21 + α
2
2 − 2α1α2 cos 2µ) (1 + α1α2 cos 2µ+ iN)
=
1 + α1α2 cos 2µ− iN
1 + α1α2 cos 2µ+ iN
(I8)
The product of the “round” brackets in equations (I5) and (I6) is named as
“Factor Q”; therefore, it is found that:
Q =
(β1e
iµ − β2e−iµ) [β21β22 + 2β1β2 cos 2µ+ 1− iN2 (1− β21) (1− β22)]
(β1eiµ − β2e−iµ) [β21β22 + 2β1β2 cos 2µ+ 1 + iN2 (1− β21) (1− β22)]
=
β21β
2
2 + 2β1β2 cos 2µ+ 1− iN2 (1− β21) (1− β22)
β21β
2
2 + 2β1β2 cos 2µ+ 1 + i
N
2
(1− β21) (1− β22)
(I9)
with:
β1 =
1− cosϑ10
sinϑ10
= tan
ϑ10
2
β2 =
1− cosϑ20
sinϑ20
= tan
ϑ20
2
(I9a)
and the following now applies:
I =
4pi
iN
[
ln(P )− ln(Q)] (I10)
Whilst numerator and denominator in Q are multiplied with cos2 ϑ10
2
cos2 ϑ20
2
,
it is found that:
Q =
1 + cosϑ10 cosϑ20 + sinϑ10 sinϑ20 cos 2µ− iN cosϑ10 cosϑ20
1 + cosϑ10 cosϑ20 + sinϑ10 sinϑ20 cos 2µ+ iN cosϑ10 cosϑ20
(I11)
The following applies:
N2 cos2 ϑ10 cos
2 ϑ20 = 1−
[
cosϑ10 cosϑ20 + sinϑ10 sinϑ20 cos 2µ
]2
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It is possible to interpret:
c1 = (cosϑ10, i sinϑ10 ~n1) and c2 = (cosϑ20, i sinϑ20 ~n2)
as points.
(cosϑ10, sinϑ10 ~n1) = e1 and (cosϑ20, sinϑ20 ~n2) = e2
in a 3-sphere. Therefore,
c1c2 = cosϑ10 cosϑ20 + sinϑ10 sinϑ20 cos 2µ = cos
[
^(e1, e2)
]
and
N cosϑ10 cosϑ20 = sin
[
^(e1, e2)
]
and, therefore:
Q =
1 + cos
[
^(e1, e2)
]− i sin [^(e1, e2)]
1 + cos
[
^(e1, e2)
]
+ i sin
[
^(e1, e2)
]
=
cos
[
1
2
^(e1, e2)
]− i sin [1
2
^(e1, e2)
]
cos
[
1
2
^(e1, e2)
]
+ i sin
[
1
2
^(e1, e2)
] = e−i[^(e1,e2)]
(I12)
Accordingly, it is found that:
P =
cos
[
^(e1, e2)
]− i sin [^(e1, e2)]
cos
[
^(e1, e2)
]
+ i sin
[
^(e1, e2)
] = e−2i[^(e1,e2)] = Q2 (I13)
This gives:
I = 4pic10c20
[^(e1, e2)]
sin[^(e1, e2)]
=
2pic10c20
i
√
1− (c1c2)2
ln
c1c2 + i
√
1− (c1c2)2
c1c2 − i
√
1− (c1c2)2
=
2pic10c20√
(c1c2)2 − 1
ln
c1c2 +
√
(c1c2)2 − 1
c1c2 −
√
(c1c2)2 − 1
(I14)
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This last conversion is permitted since I is analytical at the point of c1c2 = 1.
The final result, conclusively, is:∫
d2Ω~k
(c1
k
k0
)(c2
k
k0
)
=
2pi√
(c1c2)2 − 1
ln
c1c2 +
√
(c1c2)2 − 1
c1c2 −
√
(c1c2)2 − 1
(I15)
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