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Abstract
Our goal is to compare two unequivalent definitions of the Gell-Mann channels. It turns
out that both definitions coincide for qubits and qutrits. In higher dimensions, there exist
some constraints under which the channels describe the same dynamics. Finally, we find the
GKSL time-local generators for a class of the Gell-Mann channels.
1 Introduction
There are two methods of describing the time-evolution of open quantum systems: in the lan-
guage of quantum channels and quantum master equations. Quantum channels Λ are completely
positive, trace-preserving maps, where we know that a map is completely positive if and only if
it can be written in the Kraus form [7],
Λ[X] =
∑
α
K†αXKα. (1)
The time-dependent quantum channel, also known as the dynamical map, is the solution of the
master equation
d
d t
Λ(t) = LΛ(t) (2)
with the condition Λ(0) = 1l, where L is the (usually time-dependent) generator of evolution. If
L does not depend on time, then it is the generator of the quantum dynamical semigroup and
can be written in the GKSL form [5, 6],
L[X] =
∑
α
(
V †αXVα −
1
2
{VαV †α ,X}
)
, (3)
where we skipped the Hamiltonian part − i[H,X].
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As an example of the evolution that has been well-analyzed in both approaches, one can
consider the dynamics of a qubit. The corresponding quantum channel is defined by
ΛP (t)[σα] = λασα, (4)
where σα are the Pauli matrices. It is well-known that (4) is completely positive if and only if
its eigenvalues satisfy the Fujiwara-Algoet condition [13],
|λ0 ± λ3| ≥ |λ1 ± λ2|, (5)
and (4) is trace-preserving for λ0 = 1. The Pauli channel is often defined by its Kraus form,
ΛP (t)[X] =
∑
α
pα(t)σαXσα, (6)
with pα(t) ≥ 0 and
∑
α pα(t) = 1. The time-local generator of the Pauli channel can be written
in the GKSL form as
LP (t)[X] =
∑
α
γα(t) (σαXσα −X) . (7)
There are many generalizations of the Pauli channel to higher dimensions, like the generalized
Pauli channels or the Weyl channels (for recent reviews see [8, 9, 10], and also [11, 12]).
In the present paper, we are analysing the Hermitian generalization of the Pauli channel
with the (generalized) Gell-Mann matrices. Let us recall that the Gell-Mann matrices σij are
given by
∀0≤i<j≤n−1 σij := eij + eji, (8)
∀0≤i<j≤n−1 σji := − i(eij − eji), (9)
∀0≤j≤n−1 σjj :=
√
2
j(j + 1)

∑
i<j
eii − jejj

 , (10)
σ00 :=
n−1∑
j=0
ejj . (11)
In the next section, we are going to show that the higher-dimensional analogues of definitions
(4) and (6) are equivalent only for n ≤ 3. Our main goal is to analyze and compare the two
definitions and find the Fujiwara-Algoet conditions for n ≥ 2. For a subclass of channels, we
would also like to check when the time-local generator of evolution has the GKSL form. Where
time-dependence of coefficients is not explicitly stated, it it assumed that they all depend on
the same t ≥ 0. The proofs to all the theorems are presented in the appendices.
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2 Two channels
There are two natural ways in which one could introduce the Hermitian generalization of the
Pauli channel (4). The first idea that comes to mind is to use the Kraus representation. Let us
introduce the mapping ΛKF (t) : B(Hn) → B(Hn), where the Kraus operators are given by the
(generalized) Gell-Mann matrices,
ΛKF (t)[X] :=
n−1∑
i,j=0
pij(t)σijXσij . (12)
ΛKF (t) is a quantum channel if it is a completely positive, trace-preserving (CPT) map. Com-
plete positivity is equivalent to the requirement that the time-dependent coefficients are non-
negative, i.e. pij(t) ≥ 0, and being trace-preserving imposes the additional condition TrΛKF [X] =
TrX.
The set {ΛKF (t) | t ≥ 0} is a one-parameter family of dynamical maps if for every t ≥ 0,
ΛKF (t) is a quantum channel and, additionally, ΛKF (0) = 1l. By 1l, we understand the identity
mapping, 1l[X] = X. The last condition is guaranteed by taking p00(0) = 1 as the only non-
vanishing coefficient at t = 0.
Although it may seem counterintuitive, the condition for the map ΛKF (t) to be trace-
preserving is, in fact, a set of equations for the time-dependent coefficients. This matter is
discussed in more details in Theorem 1.
Theorem 1. The map ΛKF (t) is trace-preserving if and only if the time-dependent coefficients
pij(t) satisfy the following set of n equations:
p00 = 1−
∑
0<l<n
p˜0l − 2
∑
0<l<n
1
l(l + 1)
pll, (13)
∑
1<l<n
(p˜1l − p˜0l) = 0, (14)
p22 = p11 + p˜01 − p˜12 +
∑
2<l<n
(p˜0l − p˜2l), (15)
pkk = p22 +
∑
1<j<k
j + 1
2j

 ∑
0≤l<j
(p˜lj − p˜l,j+1) +
∑
j+1<l<n
(p˜jl − p˜j+1,l)

 ∀2<k<n, (16)
where p˜ij := pij + pji for all i < j.
Finally, we arrive at the following definition.
Definition 1. The mapping ΛKF (t) given by the Kraus form (12), with non-negative coefficients
pij(t) satisfying the requirements (13-15) together with p00(0) = 1 and pij(0) = 0, defines the
dynamical map called the KF Gell-Mann channel.
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Although nothing is wrong with Definition 1, there is a major drawback in defining a channel
by its Kraus representation. While it is easy to determine whether the map in the Kraus form
is CPT, there is no effective procedure of finding the Kraus operators. Moreover, the Kraus
representation for a given channel is not unique.
Now is the moment to talk about the other natural Hermitian generalization – with the
eigenvalue equations. Assume that the Gell-Mann matrices are the eigenvectors of the mapping
ΛEV (t) : B(Hn) → B(Hn). Then, this map is fully and uniquely determined by the following
equations:
ΛEV (t)[σαβ ] = λαβ(t)σαβ , (17)
where λij(t) are the eigenvalues of ΛEV (t). To find the necessary and sufficient requirements for
ΛEV (t) to describe a completely positive map, we use the method presented in [4]. It allows us
to formulate the following theorem.
Theorem 2. The map ΛEV (t) is CP if and only if its eigenvalues λij(t) satisfy these n(n− 1)/2 + 1
conditions:
|λij − λji| ≤
∣∣∣∣∣∣λD00 −
2
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk
∣∣∣∣∣∣ , (18)
detA ≥ 0, (19)
where the matrix elements Aij of A are defined by
Aij := λij + λji, (20)
Ajj := λ00 +
j
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk. (21)
Being trace-preserving is much easier to verify, as the Gell-Mann matrices – minus the
identity – are traceless. Therefore, we see that ΛEV (t) is TP if and only if λ00(t) = 1, and it is
a dynamical map if, in addition, λij(0) = 1 for all i, j.
Now, let us introduce the proper definition.
Definition 2. The mapping ΛEV given by the eigenvalue equations (17) and whose eigenvalues
λij(t) satisfy the requirements (18, 19), together with λ00(t) = 1 and λij(0) = 1, defines the
dynamical map called the EV Gell-Mann channel.
Definitions 1 and 2 are not equivalent. The question that poses itself is, which one should
be treated as the proper definition of the Gell-Mann channel? Do we have any references to the
Gell-Mann channels in the literature that would direct us in our choice?
The answer to the second question is in the affirmative. There are, indeed, two recent articles
by Hu and Fan [1, 2] dealing with 3-dimensional Gell-Mann channels. They are defined with the
use of the Kraus operators, and then it is assumed that their eigenvectors are the Gell-Mann
matrices. In other words, the authors use the channels that satisfy both our definitions. It is
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worth noting that for n = 2, 3, Definitions 1 and 2 are equivalent, as we will see in Theorems
3 and 4. Therefore, from now on, we treat ΛKF (t) and ΛEV (t) as two types of the Gell-Mann
channels.
One could formulate the following problem: under what circumstances do ΛKF (t) and ΛEV (t)
describe the same dynamics? The answer to this question is given in Theorems 3 and 4.
Theorem 3. The KF Gell-Mann channel is the EV Gell-Mann channel if and only if its coef-
ficients pij(t) fulfil the following (n− 1)(n − 2)/2 conditions:
∀0≤j,k<l≤n−1 p˜jl = p˜kl =: p˜l, (22)
where p˜kl := pkl+plk for k < l. One can find the eigenvalues λij(t) by using the formulas below,
λkl = pkl − plk + 1− 2p11 − p˜1 −
∑
j 6=l
p˜j, (23)
λkk = 1− (k + 1)p˜k −
∑
k<j<n
p˜j . (24)
Theorem 4. The EV Gell-Mann channel is the KF Gell-Mann channel if and only if its eigen-
values λij(t) meet the following n(n− 1)/2 requirements:
∀0≤j,k<l≤n−1 λ˜jl = λ˜kl =: λ˜l, (25)
∀1≤k≤n−1 λkk = λ11 + 1
2

λ˜1 + ∑
0<j<k
λ˜j − kλ˜k

 , (26)
where λ˜kl := λkl + λlk. The coefficients pij(t) are given by
pkl =
1
2

 1
n
− 1
l + 1
λll +
∑
l<j<n
1
j(j + 1)
λjj

− 1
4
[λkl − λlk] , (27)
pkk =
1
2n

1− λ11 + nλkk − 1
2

λ˜1 + ∑
0<j<n
λ˜j



 , (28)
p00 =
1
n2

1 + n− 1
2

2λ11 + λ˜1 + ∑
0<j<n
λ˜j



 . (29)
At this point, we think it beneficial for future understanding of the topic to present a simple
example of the Gell-Mann channel that is KF but not EV. The lowest dimension where this is
possible is n = 4.
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Example 1. Recall that the KF map is a quantum channel if and only if
p˜12 − p˜02 = p˜13 − p˜03, (30)
p22 = p11 + p˜01 − p˜12 + p˜03 − p˜23, (31)
p33 = p11 + p˜01 − p˜23 + 1
2
(3p˜02 − 2p˜12 − p˜03), (32)
p00 = 1 +
1
2
(p˜12 + p˜23)− 3
2
(p11 + p˜01)− 5
4
(p˜02 + p˜03), (33)
and it is, in addition, the EV channel as long as
p˜02 = p˜12, p˜03 = p˜13 = p˜23. (34)
Let us take the channel ΛKF (t) with
p˜02 = p˜12, p˜03 = p˜13 6= p˜23. (35)
Clearly, (35) satisfy (30) but not (34). Now, we check how such ΛKF (t) acts on the Gell-Mann
matrices:
ΛKF (t)[σ00] = σ00,
ΛKF (t)[σ11] = (1− 2p˜01 − p˜02 − p˜03)σ11,
ΛKF (t)[σ22] = (1− 3p˜02 − p˜03)σ22 + 2
√
3
3
(p˜03 − p˜23)(e33 − e22),
ΛKF (t)[σ33] = (1− 4p˜03)σ33 − 2
√
6
3
(p˜03 − p˜23)(e33 − e22).
This way, we showed that σ22 and σ33 are not the eigenvectors of ΛKF (t), and hence ΛKF (t) is
not the EV Gell-Mann channel.
3 Time-local generators
Analogously to the previous case, there are two natural ways to generalize the time-local genera-
tor of the Pauli channel (7). The most well-known form of the time-local generator is the GKSL
form. Let us consider the generator LLF (t) : B(Hn)→ B(Hn) with time-dependent decoherence
rates γij(t) and the noise operators given by the Gell-Mann matrices,
LLF (t)[X] =
n−1∑
i,j=0
γij(t)
(
σijXσij − 1
2
{σ2ij,X}
)
. (36)
The solution of (36) is always a trace-preserving map. The condition for complete positivity is
generally non-trivial and very hard to verify.
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Definition 3. The generator LLF given by the GKSL form (36) and whose decoherence rates
γij(t) are chosen in such a way that it generates a CPT map is called the LF Gell-Mann gener-
ator.
Problems with generator LLF (t) arise when we want to compare its solution to the Gell-
Mann channels. Fortunately, there is another generator – let us denote it by LEV (t) – for which
this task is much easier. We define the generator by its eigenvalue equations,
LEV (t)[σij ] = ηij(t)σij . (37)
The eigenvalues ηij(t) of LEV (t) are in one-to-one correspondence with the eigenvalues λij(t) of
ΛEV (t). The master equation (2) helps us to determine the one-to-one correspondence between
ηkl(t) and λkl(t),
ηkl(t) =
d
d t
[lnλkl(t)], (38)
as well as the inverse transformation,
λkl(t) = exp
[∫ t
0
ηkl(τ) d τ
]
. (39)
Note that LEV (t) describes a quantum evolution if and only if ηkl(t) satisfy the conditions (18,
19) with λkl(t) given by (39).
Definition 4. The generator LEV given by the eigenvalue equations (37) and for whose eigen-
values ηij(t) the conditions in (18, 19, 39) hold is called the EV Gell-Mann generator.
In the previous section, we showed that, under certain circumstances, the EV Gell-Mann
channel has the corresponding Kraus form with the Gell-Mann matrices as its Kraus operators.
Now, we would like to ask an analogical question for the generators: When do LLF and LEV
generate the same dynamics? We answer this question in the following theorems.
Theorem 5. The LF Gell-Mann generator LLF is the EV Gell-Mann generator if and only if
for its decoherence rates γij(t) the following (n− 1)(n − 2)/2 conditions hold:
∀0≤j,k<l≤n−1 γ˜jl = γ˜kl =: γ˜l, (40)
where γ˜kl := γkl + γlk for k < l. Its eigenvalues can be found using the formulas listed below:
ηkl = −2γlk − 1
2

kγ˜k + (l − 1)γ˜l + ∑
k<j<l
γ˜j + 2
∑
l<j<n
γ˜j

− ∑
k<j<l
1
j(j + 1)
γjj − k
k + 1
γkk − l + 1
l
γll,
(41)
ηkk = −(k + 1)γ˜k −
∑
k<j<n
γ˜j . (42)
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Theorem 6. The EV Gell-Mann generator LEV is the LF Gell-Mann generator if and only if
(n− 1)(n − 2)/2 constraints listed below are satisfied:
∀2≤l≤n−1 η˜0l = η˜1l, (43)
∀2≤k≤n−2 ηkk = η11 + ∑
0<j<k
j + 1
2
[
−j + 2
j
(η˜j,j+2 − η˜j+1,j+2) + η˜j−1,j − η˜j−1,j+1
]
, (44)
∀1≤k<l<m≤n−1 η˜kl − η˜k−1,l = η˜km − η˜k−1,m, (45)
where η˜kl := ηkl+ηlk for k < l. We can find the generator’s decoherence rates from the following
equations:
γkl =
1
2

− 1
l + 1
ηll +
∑
l<j<n
1
j(j + 1)
ηjj

+ 1
4
(ηkl − ηlk), (46)
γkk =− 1
4

η˜k−1,k − ∑
k<j<n
2
j(j + 1)
ηjj − 2
k(k + 1)
ηkk

+ 1
4
k − 1
k + 1
[η˜0,k−1 − η˜0k + 2ηkk]
+
1
2k
k − 1
k + 1
ηk−1,k−1. (47)
Again, it would be wise to provide a simple example of the Gell-Mann generator that is
LF but not EV. This time, the lowest dimension where we can find such generators is n = 3.
Therefore, if the EV Gell-Mann channel is KF, it does not necessarily mean that its (EV) Gell-
Mann generator is LF – and vice versa. In short – having the Kraus form (12) or the GKSL
generator (36) does not guarantee having the other.
Example 2. For n = 3, the LF Gell-Mann generator is EV if and only if
γ˜02 = γ˜12 or γ02 + γ20 = γ12 + γ21. (48)
Now, let us take LLF (t), which guarantees that the underlying quantum map is TP by definition,
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and arbitrary decoherence rates γij(t). Check the action of LLF (t) on the Gell-Mann matrices:
LLF [σ00] = 0,
LLF [σ01] = −1
2
(4γ10 + 4γ11 + γ˜02 + γ˜12)σ01,
LLF [σ10] = −1
2
(4γ01 + 4γ11 + γ˜02 + γ˜12)σ10,
LLF [σ02] = −1
2
(γ˜01 + γ11 + 4γ20 + γ˜12 + 3γ22)σ02,
LLF [σ20] = −1
2
(γ˜01 + γ11 + 4γ02 + γ˜12 + 3γ22)σ20,
LLF [σ12] = −1
2
(γ˜01 + γ11 + γ˜02 + 4γ21 + 3γ22)σ12,
LLF [σ21] = −1
2
(γ˜01 + γ11 + γ˜02 + 4γ12 + 3γ22)σ21,
LLF [σ11] = −1
2
[
(4γ˜01 + γ˜02 + γ˜12)σ11 +
√
3(γ˜02 − γ˜12)σ22
]
,
LLF [σ22] = −1
2
[√
3(γ˜02 − γ˜12)σ11 + 3(γ˜02 + γ˜12)σ22
]
.
Clearly, σ11 and σ22 are not the eigenvectors of LLF (t), and therefore LLF (t) is not the EV
Gell-Mann generator.
4 Applications and final thoughts
In summary, we compared two possible definitions of the Gell-Mann channel: with the eigenvalue
equations and the Kraus form. We derived the conditions for complete positivity and preserving
the trace for these channels. We also showed when both channels describe the same dynamics
and how to switch between the two forms. For the Gell-Mann channel given by its eigenvalue
equations, we found its time-local generator together with the conditions under which this
generator has the corresponding GKSL form.
The EV Gell-Mann channels can be used in the theory of quantum coherences and quantum
correlation measures [1, 2]. It was shown that, under certain circumstances, the evolution
equations of coherences and correlation measures obey the factorization relation. One of the
conditions states that the eigenvectors of the quantum channel have to form an orthonormal
basis. The three-dimensional Gell-Mann channel is listed as one of the examples, but it is obvious
that the same theorems will hold for higher-dimensional EV Gell-Mann channels.
There are still some open questions which we failed to answer. The full comparative analysis
of the EV and KF Gell-Mann channels won’t be possible without deriving the eigenvalues of
the general KF channel and LF generator. It would be interesting to check whether or not they
describe the same dynamics, and – if they don’t, in general – what are the conditions under
which they do.
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5 Appendices
A Trace-preserving map - Proof of Theorem 1
First, let us calculate the trace of ΛKF [X],
ΛKF [X] =
∑
0<j<n
∑
i<j
p˜ij Tr[X(eii+ejj)]+
∑
0<j<n
2
j(j + 1)
pjj Tr

X

∑
i<j
eii + j
2ejj



+p00Tr[X],
(49)
with p˜ij := pij + pji for i < j. We want to have TrΛKF [X] = Tr[X] for all X, from which it
follows that
∑
0<j<n
∑
i<j
p˜ij(eii + ejj) +
∑
0<j<n
2
j(j + 1)
pjj

∑
i<j
eii + j
2ejj

+ (p00 − 1) ∑
0≤j<n
ejj = 0. (50)
If we shuffle the indices and use the fact that eij form an orthonormal basis, we arrive at
p00 − 1 +
∑
0≤i<j
p˜ij +
2j
j + 1
pjj +
∑
j<i<n
(
p˜ji +
2
i(i+ 1)
pii
)
= 0. (51)
For j = 0, equation (51) simplifies to (13),
p00 = 1−
∑
0<l<n
p˜0l − 2
∑
0<l<n
1
l(l + 1)
pll.
For j = 1, it gives (14), ∑
1<l<n
(p˜1l − p˜0l) = 0.
For j = 2, one arrives at (15),
p22 = p11 + p˜01 − p˜12 +
∑
2<l<n
(p˜0l − p˜2l).
And, finally, for j ≥ 2, we get
pjj =
j
2(j − 1)

2 ∑
0<l<j
1
l(l + 1)
pll −
∑
l<j
p˜lj −
∑
j<l<n
p˜jl +
∑
0<l<n
p˜0l

 ∀1<j<n. (52)
If we subtract the equation for pjj from the equality for pj+1,j+1, then we obtain the recurrence
relation,
pj+1,j+1 = pjj − j + 1
2j

 ∑
0≤l<j
(p˜l,j+1 − p˜lj) +
∑
j+1<l<n
(p˜j+1,l − p˜jl)

 ∀1<j<n. (53)
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Now, summing from 2 to k results in
k∑
j=2
(pj+1,j+1 − pjj) = pk+1,k+1 − p22
= −
k∑
j=2
j + 1
2j

 ∑
0≤l<j
(p˜l,j+1 − p˜lj) +
∑
j+1<l<n
(p˜j+1,l − p˜jl)

 ∀2<k<n,
(54)
which leads to (16),
pkk = p22 +
∑
1<j<k
j + 1
2j

 ∑
0≤l<j
(p˜lj − p˜l,j+1) +
∑
j+1<l<n
(p˜jl − p˜j+1,l)

 ∀2<k<n.
B Completely positive map - Proof of Theorem 2
From Choi’s theorem [3], it follows that a Hermitian map Λ(t) with real eigenvalues λα(t) and
eigenvectors vα is completely positive if and only if [4]∑
α
λαv¯α ⊗ vα ≥ 0, (55)
where v¯α denotes the complex conjugation of vα. In our case, the above condition reads
n−1∑
i,j=0
λij(t)σ¯ij ⊗ σij ≥ 0, (56)
which can be written as
∑
0<j<n
∑
0≤i<j
[
(λij + λji)(eij ⊗ eij + eji ⊗ eji) + (λij − λji)(eij ⊗ eji + eji ⊗ eij)
+

λ00 − 2
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk

 (eii ⊗ ejj + ejj ⊗ eii) + 2
j(j + 1)
λjjeii ⊗ eii
]
+
∑
0≤j<n
(
λ00 +
j
j + 1
λjj
)
ejj ⊗ ejj ≥ 0
(57)
after applying the definitions of the Gell-Mann matrices (8). Let us introduce a new basis by
fin+k,jn+l := eij ⊗ ekl. The matrix in (56) splits into blocks formed by the basis vectors fkl
sharing the k’th or l’th position. Our problem simplifies to checking the positivity of these
blocks. The first block A is a matrix n× n in the basis {fj(n+1),j(n+1)}0≤j<n, constructed from∑
0≤j<n
(
λ00 +
j
j + 1
λjj
)
fj(n+1),j(n+1) +
∑
0<j<n
∑
0≤i<j
(
λij + λji +
2
j(j + 1)
λjj
)
fi(n+1),i(n+1).
(58)
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The other n(n − 1)/2 blocks Bij , 0 ≤ i < j < n, are 2 × 2 matrices in the respective bases
{fin+j,in+j, fin+j,jn+i, fjn+i,in+j, fjn+i,jn+i}, and they can be constructed from
(λij+λji)(fin+j,jn+i+fjn+i,in+j)+

λ00 − 2
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk

 (fin+j,in+j+fjn+i,jn+i).
(59)
Using equations (58, 59), it is easy to find the matrix elements Aij of A (20, 21) and the form
of Bij ,
Aij = λij + λji, Ajj = λ00 +
j
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk,
Bij =
[
λ00 − 2j+1λjj +
∑
j<k<n
2
k(k+1)λkk λij − λji
λij − λji λ00 − 2j+1λjj +
∑
j<k<n
2
k(k+1)λkk
]
.
The condition Bij ≥ 0 implies (18),
|λij − λji| ≤ |λD00 −
2
j + 1
λjj +
∑
j<k<n
2
k(k + 1)
λkk|.
C KF channel that is EV - Proof of Theorem 3
We start with the KF mapping; that is, we are given an arbitrary set of coefficients pij(t).
Through simple calculations, we show that only the Gell-Mann matrices σkl with k 6= l are the
eigenvectors of ΛKF (t). The additional requirement for σkk to be the eigenvectors of ΛKF (t)
results in the following set of equations:
−kλkk =
∑
0≤j<k
p˜jk − 2k

 ∑
k<j<n
1
j(j + 1)
pjj +
k
k + 1
pkk

 , (60)
λkk =
∑
l<j<n
2
j(j + 1)
pjj +
2l
l + 1
pll +
∑
l 6=j<k
p˜jl − kp˜kl ∀ l<k, (61)
kp˜kl =
∑
0≤j<k
p˜jl ∀ l>k. (62)
For various values of k, equation (62) leads to
k = 1 : γ1i = γ0i,
k = 2 : 2γ2i = γ0i + γ1i,
k = 3 : 3γ3i = γ0i + γ1i + γ2i,
and so on, which implies (22),
∀0≤j,k<l≤n−1 p˜jl = p˜kl =: p˜l,
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Now, ΛKF (t) is a quantum channel if its coefficients pij(t) satisfy
pij(t) ≥ 0, p00(0) = 1, pij(0) = 0,
together with the TP conditions (13-16). Note that the requirements for pij(t) (22) guarantee
that the second TP condition (14) holds. Also, using (22) allows us to rewrite the rest of the
TP conditions (14-16) in the following form,
pkk = p11 +
1
2

p˜1 + ∑
0<j<k
p˜j − kp˜k

 , (63)
p00 = 1− n− 1
n

p11 + p˜1 + ∑
0<j<n
p˜j

 . (64)
Straighforward calculations lead to λ00 = 1 and λij(t) given in (23-24).
D EV channel that is KF - Proof of Theorem 4
The equation for λij (23) allows us to find
λkl + λlk = 2

1− 2p11 − p˜1 −∑
j 6=l
p˜j

 , (65)
from which follows the first condition for the eigenvalues (25),
∀0≤j,k<l≤n−1 λ˜jl = λ˜kl =: λ˜l.
Now, let us take a look at the formula for λkk (24);
k = n− 1 : λn−1,n−1 − 1 = −np˜n−1 =⇒ p˜n−1 = − 1
n
(λn−1,n−1 − 1),
k = n− 2 : λn−2,n−2 − 1 = −(n− 1)p˜n−2 − p˜n−1
=⇒ p˜n−2 = − 1
n− 1(λn−2,n−2 − 1) +
1
n(n− 1)(λn−1,n−1 − 1),
k = n− 3 : λn−3,n−3 − 1 = −(n− 2)p˜n−3 − p˜n−2 − p˜n−1
=⇒ p˜n−3 = − 1
n− 2(λn−3,n−3 − 1) +
1
(n− 1)(n − 2)(λn−2,n−2 − 1) +
1
n(n− 1)(λn−1,n−1 − 1).
Hence, one obtains the equation for p˜k,
p˜k =
1
n
− 1
k + 1
λkk +
∑
k<j<n
1
j(j + 1)
λjj. (66)
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Using (66) and the eigenvalue condition (25) in equation (65), we rewrite p11 in the following
form:
p11 =
1
2n
− 1
4
λ˜l − 1
2

 1
l + 1
λll − λ11 −
∑
l<j<n
1
j(j + 1)
λjj

 ∀0<l<n. (67)
Comparing the formulas for p11 for l and l − 1, we get the second eigenvalue condition (26),
∀1≤k≤n−1 λkk = λ11 + 1
2

λ˜1 + ∑
0<j<k
λ˜j − kλ˜k

 .
Equation for p˜k (66), along with
pkl − plk = 1
2
(λkl − λlk) (68)
derived from λkl (23), gives us the formula for pkl (27). We obtain pkk and p00 (28, 29) from
(63, 64).
E LF generator that is EV - Proof of Theorem 5
Let us start with the LF Gell-Mann generator LLF (t). Simple calculations show that σkl are the
eigenvectors of LLF (t), whereas σkk are not. The requirements for σkk to be the eigenvectors of
the LF Gell-Mann generator lead to the following set of equations:
− kηkk = (k + 1)
∑
0≤j<k
γ˜jk + k
∑
k<j<n
γ˜kj, (69)
ηkk = −(k + 1)γ˜lk −
∑
k<j<n
γ˜lj ∀ l<k, (70)
kγ˜ki =
∑
0≤j<k
γ˜ji ∀ i>k. (71)
For various values of k, equation (71) simplifies to
k = 1 : γ˜1i = γ˜0i,
k = 2 : 2γ˜2i = γ˜0i + γ˜1i,
k = 3 : 3γ˜3i = γ˜0i + γ˜1i + γ˜2i,
which leads to (40),
∀0≤j,k<l≤n−1 γ˜jl = γ˜kl =: γ˜l.
Equations (69) and (70) can be combined together to give
(k + 1)(γ˜jk − γ˜lk) = −
∑
k<i<n
(γ˜ji − γ˜li), (72)
which, after applying condition (40), is always satisfied and yields to no additional constraints.
Now, we can easily obtain the formulas for ηij (41) and ηjj (42).
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F EV generator that is LF - Proof of Theorem 6
First, we would like to analyze the formula for ηkk (42);
k = n− 1 : ηn−1,n−1 = −nγ˜n−1 =⇒ γ˜n−1 = − 1
n
ηn−1,n−1,
k = n− 2 : ηn−2,n−2 = −(n− 1)γ˜n−2 − γ˜n−1
=⇒ γ˜n−2 = − 1
n− 1ηn−2,n−2 +
1
n(n− 1)ηn−1,n−1,
k = n− 3 : ηn−3,n−3 = −(n− 2)γ˜n−3 − γ˜n−2 − γ˜n−1
=⇒ γ˜n−3 = − 1
n− 2ηn−3,n−3 +
1
(n− 1)(n − 2)ηn−2,n−2 +
1
n(n− 1)ηn−1,n−1.
From the above, we conclude that
γ˜l = − 1
l + 1
ηll +
∑
l<j<n
1
j(j + 1)
ηjj. (73)
Moreover, the equation for ηij(41) implies
γkl − γlk = 1
2
(ηkl − ηlk) . (74)
By adding and subtracting (73) and (74), we get the formula for γkl (46).
Now, we are going to further analyze ηkl (41). Observe that for k < l
η˜kl : = ηkl + ηlk
= −

kγ˜k + (l + 1)γ˜l + ∑
k<j<l
γ˜j + 2
∑
j>l
γ˜j +
∑
k<j<l
2
j(j + 1)
γjj +
2k
k + 1
γkk +
2(l + 1)
l
γll

 .
(75)
Introduce a new symbol
αkl : = −2

 ∑
k<j<l
1
j(j + 1)
γjj +
k
k + 1
γkk +
l + 1
l
γll


= η˜kl + kγ˜k + (l + 1)γ˜l +
∑
k<j<l
γ˜j + 2
∑
l<j<n
γ˜j.
(76)
From definition, we calculate
α0,k+1 = −2

 ∑
0<j<k
1
j(j + 1)
γjj +
1
k(k + 1)
γkk +
k + 2
k + 1
γk+1,k+1

 , (77)
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αk,k+1 = −2
[
k
k + 1
γkk +
k + 2
k + 1
γk+1,k+1
]
, (78)
α0k = −2

k + 1
k
γkk +
∑
0<j<k
1
j(j + 1)
γjj

 . (79)
We can express γkk in terms of αkl,
γkk = −1
4
(αk,k+1 + α0k − α0,k+1) . (80)
Using the r.h.s. of (76) together with (73), we find the formula for γjj (47).
To get the constraints for the eigenvalues ηkl (43, 44), we express αkl in terms of η˜kl,
αkl = η˜kl − k
k + 1
ηkk − l
2 + 1
l(l + 1)
ηll − 2
∑
l<j<n
1
j(j + 1)
ηjj −
∑
k<j<l
1
j(j + 1)
ηjj. (81)
Different values of k lead to
k = 0 : (82)
α0l := −2 l + 1
l
γll − 2
∑
0<j<l
1
j(j + 1)
γjj
= η˜0l − l
2 + 1
l(l + 1)
ηll − 2
∑
l<j<n
1
j(j + 1)
ηjj −
∑
0<j<l
1
j(j + 1)
ηjj, (83)
k = 1 : (84)
α1l := −γ11 − 2 l + 1
l
γll − 2
∑
1<j<l
1
j(j + 1)
γjj
= η˜1l − 1
2
η11 − l
2 + 1
l(l + 1)
ηll − 2
∑
l<j<n
1
j(j + 1)
ηjj −
∑
1<j<l
1
j(j + 1)
ηjj, (85)
k = l − 1 : (86)
αl−1,l := −2 l − 1
l
γl−1,l−1 − 2 l + 1
l
γll
= η˜l−1,l − l − 1
l
ηl−1,l−1 − l
2 + 1
l(l + 1)
ηll − 2
∑
l<j<n
1
j(j + 1)
ηjj, (87)
k = l − 2 : (88)
αl−2,l := −2 l − 2
l − 1γl−2,l−2 − 2
l + 1
l
γll − 2 1
l(l − 1)γl−1,l−1
= η˜l−2,l − l − 2
l − 1ηl−2,l−2 −
l2 + 1
l(l + 1)
ηll − 2
∑
l<j<n
1
j(j + 1)
ηjj − 1
l(l − 1)ηl−1,l−1, (89)
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where – in each line – the first equality comes from the definition of αkl (76), and the second
one follows from (81). Subtracting the respective sides of equations (83) and (85), we get the
first constraint for the eigenvalues (43),
∀2≤l≤n−1 η˜0l = η˜1l.
After subtracting the respective sides of equations (87) and (89), as well as rearranging the
indices, we obtain
2(γkk − γk−1,k−1) = k
k − 1(η˜k−1,k+1 − η˜k,k+1) + ηkk − ηk−1,k−1 ∀1<k<n−1. (90)
On the other hand, different values of l give us
l = k + 1 : (91)
αk,k+1 := −2 k
k + 1
γkk − 2k + 2
k + 1
γk+1,k+1
= η˜k,k+1 − k
k + 1
ηkk − (k + 1)
2 + 1
(k + 1)(k + 2)
ηk+1,k+1 − 2
∑
k+1<j<n
1
j(j + 1)
ηjj, (92)
l = k + 2 : (93)
αk,k+2 := −2 k
k + 1
γkk − 2k + 3
k + 2
γk+2,k+2 − 2 1
(k + 1)(k + 2)
γk+1,k+1
= η˜k,k+2 − k
k + 1
ηkk − (k + 2)
2 + 1
(k + 2)(k + 3)
ηk+2,k+2
− 2
∑
k+2<j<n
1
j(j + 1)
ηjj − 1
(k + 1)(k + 2)
ηk+1,k+1, (94)
where again the first equality comes from the definition of αkl (76), and the second one follows
from (81). Subtracting the respective sides of equations (92) and (94), as well as rearranging
the indices, results in
2(γkk − γk−1,k−1) = k
k + 1
(η˜k−2,k−1 − η˜k−2,k) + k − 1
k + 1
(ηkk − ηk−1,k−1) ∀1<k<n−1. (95)
If we compare (90) with (95), we arrive at the second condition for the eigenvalues (44),
∀2≤k≤n−2 ηkk = η11 + ∑
0<j<k
j + 1
2
[
−j + 2
j
(η˜j,j+2 − η˜j+1,j+2) + η˜j−1,j − η˜j−1,j+1
]
.
The last requirement for ηkl(t) (45) can be obtained by calculating αkl−αk−1,l using equation
(81). This way, we get
η˜kl − η˜k−1,l = 2k − 1
k
[
1
2
(η˜kk − η˜k−1,k−1)− γkk + γk−1,k−1
]
, (96)
where the r.h.s. depends only on the index k. Therefore, one arrives at (45),
∀1≤k<l<m≤n−1 η˜kl − η˜k−1,l = η˜km − η˜k−1,m.
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