Purpose: To propose an efficient algorithm to perform dual input compartment modeling for generating perfusion maps in the liver. Methods: We implemented whole field-of-view linear least squares (LLS) to fit a delay-compensated dual-input singlecompartment model to very high temporal resolution (four frames per second) contrast-enhanced 3D liver data, to calculate kinetic parameter maps. Using simulated data and experimental data in healthy subjects and patients, whole-field LLS was compared with the conventional voxel-wise nonlinear least-squares (NLLS) approach in terms of accuracy, performance, and computation time. Results: Simulations showed good agreement between LLS and NLLS for a range of kinetic parameters. The whole-field LLS method allowed generating liver perfusion maps approximately 160-fold faster than voxel-wise NLLS, while obtaining similar perfusion parameters. Conclusions: Delay-compensated dual-input liver perfusion analysis using whole-field LLS allows generating perfusion maps with a considerable speedup compared with conventional voxel-wise NLLS fitting. Magn Reson Med 79:2415-2421, 2018. V C 2017 International Society for Magnetic Resonance in Medicine.
INTRODUCTION
In dynamic contrast-enhanced (DCE) MRI, a differential equation based on conservation of mass relates the temporal dynamics of contrast-agent concentration to perfusion parameters that describe the transport processes within the tissue. Nonlinear least squares (NLLS) techniques are used to derive perfusion parameters by fitting enhancement curves to the integral solution of the differential equation (1) . This approach is computationally expensive and requires a good initial guess or multiple starting points to avoid convergence to local minima. An alternative to this nonlinear method is to fit the differential equation directly in a linear least-squares (LLS) sense. Solving the differential equation directly instead of working with the integral solution has been applied to positron emission tomography (2-6), demonstrating efficient performance for data acquired with high temporal resolution. Implementation and comparison of LLS and NLLS techniques have similarly been investigated in DCE MRI (7) (8) (9) (10) (11) (12) , again demonstrating increased efficiency while maintaining accuracy.
Estimating and correcting the input function delay is important, as ignoring it can introduce large errors in the true value of perfusion parameters, such as up to 35% underestimation of flow, and up to 60% of overestimation of mean transit time (13) . Materne et al implemented a delay-compensated dual-input model using nonlinear fitting. In this approach, the nonlinear fit is repeated for several time-shifted input functions, and the delay that minimizes the residual error is selected (14) . Accurate liver perfusion quantification requires correction for both arterial input function (AIF) and portal venous input function (PVIF) delays (15) . This, however, considerably increases the computational cost for the current NLLS fitting approach because of the many combinations of delays for which a NLLS fit needs to be carried out. Therefore, a dual delay correction is performed only on a region-of-interest (ROI) basis, and not for whole-liver perfusion mapping (16) .
The current work proposes a whole-field LLS method that uses efficient large-scale solvers to fit the perfusion parameters for all voxels within the field of view simultaneously (17) . Additionally, a method is proposed to efficiently combine this with dual-input function delay compensation. This method is demonstrated for high spatial and temporal 4D liver contrast-enhanced data (18) (19) (20) . Compared with NLLS, LLS is shown to drastically decrease computational cost, making delay correction practical.
METHODS
Signal intensity was converted to relative enhancement, assuming a linear relationship between relaxation rate and concentration. Conversion from signal intensity (S) to enhancement (N) for a spoiled gradient-echo sequence is given by (21) N ¼ SðtÞ post À SðtÞ pre SðtÞ pre ; [1] where SðtÞ pre and SðtÞ post denote signal intensity before and after the arrival of contrast agent. Signal enhancement was further converted from blood to plasma, assuming a hematocrit of 45% (22) . Routine clinical image data acquired for seven liver donors and seven patients with liver lesions including metastasis (1), adenoma (1), focal nodular hyperplasia (1), and hepatocellular carcinoma (4) were included in this study after removing all patient identifiers. T 1 -weighted images using 3D stack-of-spiral sequence (18) were acquired at 1.5 T (GE Healthcare, Little Chalfont, United Kingdom) before and after the injection of contrast agent (10 mL gadoxetate at 1 mL/s). Whole-liver 4D images with 5-mm slice thickness at a temporal frame rate of 0.23 s, and duration of 67 s were reconstructed using the patchbased reconstruction of undersampled data algorithm (20) for enhanced signal-to-noise ratio and high temporal frame rate. Image parameters included 15 flip angle, 1.56 Â 1.56 Â 5 mm 3 voxel size, 6-ms repetition time, and 0.6-ms echo time. Slices with the most prominent tumors (size and enhancement) were selected by a radiologist with 4 years of experience (S.C.).
In this liver perfusion study, we incorporated a dualinput single-compartment model with both AIF and PVIF delays (t a ; t p ) to account for input functions transit time:
where changes of contrast agent concentration CðtÞ during the time course equals ingoing contrast agent concentration from the aorta C a ðtÞ and portal vein C p ðtÞ multiplied by the corresponding flow rate constants ðk a ; k p Þ minus the outgoing concentration multiplied by the outflow rate constant ðk 2 Þ. We minimized the cost function as follows: argmin ka;kp;k2;ta;tp eðk; sÞ ¼ argmin ka;kp;k2;ta;tp
in which _ C ðtÞ denotes the time derivative of CðtÞ. Here, the spatial dimension is implied in the L2 norm. Equation [2] is a function of both perfusion parameters k ¼ ðk a ; k p ; k 2 Þ and delays s ¼ ðt a ; t p Þ. We minimize the cost function by setting its gradient to zero with respect to k (perfusion parameters) for known delays (s) as follows: r k eðk; sÞ ¼ 0: [4] This forms an overdetermined linear inverse problem that was solved numerically by taking the integral of both sides in Equation [2] and forming matrices consisting of enhancement profile time series with n time points. A matrix representation of the problem is
where A denotes the system matrix that relates measurements (b) to model parameters (x), and overbar indicates numerical integration. Although previous approaches have solved the linear system in Equation [5] in a voxelby-voxel basis, a conjugate gradient method is used to solve Equation [5] for the whole field of view simultaneously. This formulation is referred to for the remainder of the text as whole-field LLS. This method has the advantage of allowing additional regularizations, such as spatial smoothing. In this work, however, we use Tikhonov regularization with a small regularization parameter l as follows:
Use of a small regularization parameter was empirically found to accelerate convergence while obtaining a solution that was nearly identical to the l ¼ 0 case. Once rate constants (k a ; k p ; k 2 ) were calculated, maps of the arterial fraction
, and mean transit time (MTT ¼ 1=k 2 ) were computed as
The second part of this problem consists of finding optimum delays. Minimizing the cost function (Eq. [3] ) with respect to delays is nonconvex and forms a nonlinear inverse problem that is dependent on the initial guess and may suffer from convergence to local minima. To overcome this, a discrete set of physiological delays for both AIF and PVIF ranging between 0 to 20 s with 1.15-s intervals (a multiple of the temporal frame rate) was considered (16) . For a pair of input function delays (one for AIF and one for PVIF), a whole-field LLS problem was solved, assuming that each voxel had the same given pair of input function delays. The L2 norm between the measured and the calculated enhancement curves was used to compute a residual for each voxel for this particular pair of delays. After repeating this whole field-ofview calculation for all considered pairs of delays, the smallest residual and corresponding delays were selected for each voxel separately across all obtained solutions.
To compare the performance of voxel-wise LLS and voxel-wise NLLS methods, synthetic data were generated under different scenarios including variation of temporal resolution and contrast-to-noise ratio (CNR) for two typical cases. The first case represented a hypervascular tumor, such as hepatocellular carcinoma, and assumed arterial fraction (AF) ¼ 90%, extracellular volume (ECV) ¼ 80 mL/100 mL, and mean transit time (MTT) ¼ 10 s. The second case represented healthy liver with AF ¼ 30%, ECV ¼ 30 mL/100 mL, and MTT ¼ 30 s. The curves were reconstructed at 4 frames per second and 67-s duration to mimic acquisition protocol in the experimental data. Input (AIF, PVIF) curves and corresponding tissue-enhancement curves are shown in Supporting Figure S6 . Next, noise was simulated by adding complex Gaussian noise to these curves and taking the absolute value. The CNR was defined as the peak of tissue enhancement curve divided by the standard deviation of the added Gaussian noise. The CNR was varied between 10 to 100, and fitting was repeated 100 times for each CNR. Relative error for each perfusion parameters was recorded and averaged over the repetitions. Next, this simulation was repeated by introducing a pair of delays for the tumor case (AIF delay ¼ 0 s, PVIF delay ¼ 12 s) and for the healthy liver case (AIF delay ¼ 12 s, PVIF delay ¼ 0 s). Finally, noiseless data were down-sampled to study the effect of temporal resolution, which ranged from 0.23 to 4 s.
To investigate the effect of input function delays on the estimated perfusion parameters, noisy synthetic curves (CNR ¼ 50) were generated, now using various combinations of delays ranging from 0 to 16 s with 2-s intervals for both AIF and PVIF. The average error for each perfusion parameter across 100 repetitions was recorded for each pair of delays and compared between voxel-wise LLS and voxel-wise NLLS.
To compare voxel-wise LLS to whole-field LLS, noisy synthetic tissue curves were generated with variable CNR, ranging from 10 to 100 for various combinations of delays ranging from 0 to 16 s (for both AIF and PVIF), similar to the simulations explained previously. For each of the 100 repetitions, a single image was constructed containing all possible combinations of delays and solved using both whole-field LLS and voxel-wise LLS. The estimation error for each perfusion parameter was then averaged across all delays and all 100 repetitions for both methods.
To compare voxel-wise LLS and voxel-wise NLLS fitting in experimental data, ROI-based analysis was performed on the images acquired in the seven healthy subjects and seven patients described previously. In each subject, three masks including the lesion (patient) or liver (healthy subject), hepatic artery, and portal vein were drawn (S.C.), and the corresponding enhancement curves were obtained. These curves were selected to calculate perfusion parameters and delays. Finally, for one healthy subject (liver donor) and one metastasis patient, perfusion parametric maps were generated using both whole-field LLS and voxel-wise NLLS fitting. All algorithms (https://github.com/RaminJafari/DCEMRI) were implemented in MATLAB (The MathWorks, Natick, MA) and calculations were performed on a 64-bit Windows machine with 6 cores (Intel i7-3.3 GHz) and 64 GB of RAM.
RESULTS
The computation time in estimating delays and perfusion mapping for a slice with 256 Â 256 voxels and 288 time frames, was 146 h for voxel-wise NLLS, 8.5 h for voxelwise LLS (resulting in a 17-fold speed-up), and 0.88 h for whole-field LLS (resulting in a 166-fold speed-up). Figure 1 compares the performance of voxel-wise LLS and voxel-wise NLLS as a function of CNR for a simulated tumor enhancement curve without AIF or PVIF delays (Fig. 1a) and with delays (Fig. 1b) . Supporting Figure S1 shows the corresponding results for a healthy liver. These figures show that for high enough CNR ( > 30), the relative error in the estimated perfusion parameters is small and similar for both methods. The AF and MTT generally have higher relative error compared with ECV. Adding delay in Figure 1b increases uncertainty in parameter estimation by introducing additional unknowns to Equation [2] . For high CNR ( > 30), the AIF delay error is smaller compared with PVIF delay error, as the tissue is mostly arterially supplied (AF ¼ 90%). The dependency of voxel-wise LLS and voxel-wise NLLS methods on temporal resolution is shown in Supporting Figure S5 . Higher temporal resolution is associated with perfusion parameter estimation accuracy. Among the perfusion parameters, ECV is the least susceptible to changes in temporal resolution and fitting method. (Fig. 2a) and voxelwise NLLS (Fig. 2b) for a simulated tumor for various pairs of true AIF and PVIF delays. Although there is no error in AIF delay maps, the larger PVIF delay error has a limited effect on perfusion estimation, as with AF ¼ 90%, the portal vein minimally supplies the tissue. Overall, voxel-wise LLS and voxel-wise NLLS agree well with the ECV yielding the lowest error. Supporting Figure S2 shows the corresponding results for the simulated healthy liver case. Errors in the estimated delays for both AIF and PVIF are below 3 s in absolute terms, whereas the error in estimated AF is slightly larger compared with the tumor case. Again, the overall performance was very similar between voxelwise LLS and voxel-wise NLLS. Figure 3 shows a comparison between whole-field LLS and voxel-wise LLS for the simulated tumor case as a function of CNR. Extracellular volume is the most robust in low CNR, followed by MTT and AF. For each CNR, the results are averaged over the range of AIF and PVIF delays. Supporting Figure S3 shows the corresponding results for the simulated healthy liver case. Overall, estimation performance is nearly identical between wholefield LLS and voxel-wise LLS. Table 1 provides a comparison of voxel-wise LLS and voxel-wise NLLS applied on the single curves obtained after ROI averaging. Good agreement is observed in the estimated perfusion parameters between voxel-wise LLS and voxel-wise NLLS fitting. Although delays change from one subject to another within each category, AIF delays tend to be larger in healthy liver compared with lesions, whereas the opposite trend is observed for the PVIF delays. A Wilcoxon signed-rank test fails to reject the hypothesis that the difference between NLLS and LLS perfusion parameters comes from a distribution with zero median for each perfusion parameter, with the P values given in Table 1 .
FIG. 2. Comparison of voxel-wise LLS (a) and voxel-wise NLLS (b) methods for a simulated tumor case (AF ¼
Figures 4a and 4b show a comparison of perfusion parametric maps superimposed on the first frame of the dynamic DCE MRI acquisition for the metastasis patient using whole-field LLS and voxel-wise NLLS. Overall, a good agreement between the two methods is observed across the liver. The AIF delay in the lesion (arrows) is lower ($5 s) compared with the surrounding liver ($15 s). The opposite trend is observed in the PVIF delay maps. The metastasis, compared with the surrounding liver, had an average ECV that was approximately three times larger, an average AF that was approximately four times higher (ranging between 45 and 80% and indicating that the tumor was supplied by the hepatic artery (23)), and a MTT that was two times higher. The NLLS fitting was limited to the voxels within the liver ROI and 
FIG. 4.
Comparison of perfusion parameters using whole-field LLS (a) and voxel-wise NLLS (b) methods in the metastasis subject (see Table 1 ). Perfusion parameters in metastasis (white arrows in (a)) reveal increased ECV (mL/100 mL), AF (%), and MTT (s) in the tumor compared with the surrounding liver. The AIF delay (s) is smaller in the metastasis compared with the liver, and an opposite trend is observed in the PVIF delay (s). Good agreement was found between whole-field LLS and voxel-wise NLLS in perfusion parametric maps.
required 32 h of computation time. Whole-field LLS required 55 min of computation time, but only the results within the liver ROI are shown in Figure 4 . The corresponding result for a healthy subject is shown in Supporting Figure S4 with the obtained perfusion parameters in agreement with normal values reported in the literature. Again, good agreement was observed across the liver between whole-field LLS and voxel-wise NLLS.
DISCUSSION
The results of this work demonstrate the feasibility of significantly accelerating the fitting of DCE MRI of the liver to a delay-compensated dual-input singlecompartment model. The proposed whole-field LLS method uses conjugate gradient to reduce computation time by a factor of approximately 160 as compared with voxel-wise NLLS fitting. The estimates obtained using the whole-field LLS method are similar to the ones obtained using the current NLLS method. The wholefield LLS method enables liver perfusion mapping with corrected dual arterial and portal venous delays, going beyond limited ROI analysis in practice, and allowing the investigation of heterogeneity of the perfusion parameters within liver lesions. The speed-up in computation has two factors. First, the use of linear fitting is shown to be more efficient for the dual-input model compared with nonlinear fitting, confirming similar results in the literature (7, 9, 24) . The second factor in this speed-up lies in the fitting for all voxels, simultaneously exploiting efficient large-scale numerical solvers, such as the conjugate gradient method used in this work. While estimation of input function delay is critical for the accuracy of perfusion quantification (13, 15, 25, 26 ), yet consumes a significant amount of time. The proposed method provides a method to efficiently account for input delays for whole-field fitting.
Perfusion quantification using whole-field LLS is an efficient method to generate perfusion maps. The significant increase of computation time when using NLLS fitting limits its use to ROI-based analysis in practice. Despite effectiveness in suppressing noise and motion artifacts by averaging enhancement curves within the ROI, this approach produces one set of perfusion parameters for the whole region. However, lesions tend to be heterogeneous, and this ROI-based method inhibits clinicians from observing details of tissue structure and anatomy within the perfusion parameter maps. Galban et al quantified local hemodynamic changes of brain tumors before and after radiation therapy treatment using a voxel-wise approach that maintains spatial information with successful prediction of survival in patients with high-grade glioma (27) . Conversely, the same analysis using an ROI-based technique did not provide voxelwise sensitivity in mapping perfusion changes in response to treatment. Model-free analysis is another common technique that is used in DCE MRI to generate perfusion maps, in which a deconvolution problem is formed that involves estimation of tissue residue function. Performing deconvolution between a known input function (blood supply) and a tissue enhancement curve estimates the kernel, which is the tissue residue function (7) (8) (9) . However, because the liver has dual inputs, the unknown arterial fraction of input functions combined with the unknown tissue residue function forms a blind deconvolution problem that is challenging to solve, as it involves the simultaneous estimation of both unknowns.
There are a number of limitations to this study. First, estimating the input function delays remains a challenge. Initially, we defined delay as a nonconvex optimization problem and solved for it using the Gauss Newton method. However, depending on the initial guess, perfusion results were different and there was no guarantee for finding a global minimum despite reducing the computation time by another order of magnitude (data not shown here). In this study, a voxel-dependent optimal delay is found by repeating the whole-field LLS for a set of delay pairs (fixed across the field of view) and selecting the smallest residual for each voxel across this set. It is desirable to make the delay search interval as small as possible to ensure finding the global minimum. However, the cost associated with the computation time makes the choice of search interval a trade-off between accuracy and efficiency. This tradeoff is identical to the one faced by current nonlinear fitting techniques. Second, computation time remains a challenge to be addressed for clinical applications. Further reduction from the approximately 50 min reported in this study may be achieved through implementing the algorithm in a compiled programming language, using parallel processing and/or graphics processing units. Third, although in this study the input function delay induced by the traveling of the bolus from hepatic artery and/or portal vein to the tissue of interest was estimated, the corresponding dispersion remains ignored. Furthermore, in compartmental modeling, the input function is assumed to have the same shape across voxels, which ignores the spatial dynamics of the input function and communication between voxels: The output of one voxel is part of the input to a neighboring voxel.
CONCLUSIONS
A delay-compensated whole-field LLS perfusion quantification method is shown to be significantly faster compared with the conventional voxel-wise NLLS approach, while obtaining similar perfusion parameters. This method enables liver perfusion mapping with corrected dual arterial and portal venous delays.
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. Fig. S4 . Comparison of perfusion parameters using whole-field LLS (a) and voxel-wise NLLS (b) methods in the liver donor subject (see Table 1 ). Perfusion parameters in both methods are similar to that of a normal liver and consistent with reported values in the literature (1) including an average of 20 ml/100ml in extracellular volume, an arterial fraction, ranging between 15%-25% and an average of 20 s for mean transit time. Good agreement was found between whole-field LLS and voxel-wise NLLS in perfusion and delay maps. Fig. S5 . Dependency of voxel-wise LLS and voxel-wise NLLS on temporal resolution in calculating perfusion parameters for a simulated healthy liver (AF530%, ECV530 ml/100ml, MTT530 s) shown in (a) and a simulated tumor (AF590%, ECV580 ml/100ml, MTT510 s) shown in (b). Original noiseless enhancement curves were generated with 4 frames per second temporal resolution and duration of 67 seconds and downsampled to simulated lower temporal resolution. Fig. S6 . Input curves (aorta and portal vein) used in dual-input single compartment model to generate synthetic tissues including a healthy liver (AF530%, ECV530 ml/100ml, MTT530 s) and a hypervascular tumor (AF590%, ECV580 ml/100ml, MTT510 s) and corresponding tissue enhancement curves.
