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Abstract
Floating offshore wind turbines exhibit unique near-wake characteristics due to ocean wave-
induced rigid body motion of their rotor. The unique near-wake properties of this wind
turbine are studied numerically as a coupled fluid-structure interaction (aeroelastic) phe-
nomenon. The near-wake aerodynamics are modeleld in a Lagrangian sense by the lifting-
line free-vortex wake method, and the dynamic rotor-blade structural deformations are
described by the beam theory of spinning structures. The aerodynamic and structural do-
mains are strongly coupled using a relaxation and subiteration scheme at each time step.
This aeroelastic framework is believed to be the first of its kind with regards to its appli-
cations in studying floating offshore wind turbines. A linear eigenvalue stability analysis
is used to evaluate the near-wake dynamics and the stability of the wake generated by
the aeroelastic simulations. The stability analysis serves as a quantification tool of vortex
reactions (divergence rates) and dynamics due to arbitrary disturbances, such as gusts, in-
coming turbulence, and blade deformation.
The aeroelastic framework is validated against below-rated, rated, and above-rated on-
shore aeroelastic operational conditions of the NREL 5MW reference wind turbine and
is compared against rigid rotor simulations. The numerical result highlight qualitatively
the difference between wakes generated by rigid and flexible rotors, and indicate the flexible
rotors tend to generate more unstable wakes, which lead to earlier wake breakdowns. Aeroe-
lastic simulations indicated that rotor performance metrics, such as rotor power, torque,
1
and thrust, are impacted by the dynamic rotor-blade structural deformations due to the
effect blade dynamics have on pressure and velocity deficits across the rotor plane. Simu-
lations of the floating offshore wind turbine operational cases highlight the level of impact
that the offshore environment has on the rotor blade dynamics, rotor thrust, rotor power,
and rotor torque. Specifically, results show that the offshore environment at below-rated
cases provides quasi-static wave-induced motions of the rotor that marginally affect the
rotor performance metrics. Rated and above-rated offshore conditions, however, show clear
and notable impact on rotor performance, such that performance metrics fluctuate at the
frequency of the wave-induced rotor motion.
The stability analyses conducted on wakes generated by onshore (fixed) rotors show that
divergence-rates of near-wakes fluctuate in time at a rate inversely proportional to the rotor
rotation frequency. It is found that the wave-induced motion of the offshore environment
breaks this stability trend and causes periodic divergence-rate fluctuations that oscillate
under the influence of the wave-induced motion of the turbine. Finally, it is found that
blade vibrations introduce higher frequency content in the divergence rate fluctuation in
time. However, the dynamic blade deformations dampen the divergence rate fluctuation
amplitudes.
2
Chapter 1
Dissertation Overview and
Contributions
The offshore environment located far off the coastline provides strong, continuous, and rel-
atively uniform wind conditions that constitute a rich and robust energy resource. Floating
offshore wind turbines (FOWT) constitute an innovative solution to harness this immense
wind resource. However, there are several challenges that remain open in the development
and commercialization of these machines, particularly with regards to rotor-wake dynam-
ics as an aeroelastic phenomenon. This dissertation seeks to support the development of
FOWTs by addressing the following open questions regarding rotor-wake dynamics as an
aeroelastic phenomenon.
• How does blade flexibility impact near-wake dynamics and stability of traditional
fixed-tower wind turbines? Is there a quantifiable relationship?
• How do blade flexibility and wave-induced motions of floating offshore wind turbines
impact altogether the near-wake dynamics and its stability?
In efforts to address these open questions, there are additional contributions made to
3
the field of both helical vortex dynamics and aeroelastic modeling. These contributions are
as follows:
• This investigation is the first to look into helical vortex stability generated from a
flexible rotor under rigid body motions.
• The aeroelastic framework developed here is one of, if not the first, documented
strongly-coupled beam-theory to free-vortex wake frameworks used to study floating
offshore wind turbines.
4
Chapter 2
An Introduction to Rotor
Near-Wake Dynamics
The wake generated by rotor systems such as wind turbines, hydro-turbines, propellers, and
helicopters share similar characteristics dominated by the helical structure formed by their
tip vortices. The generation of this helical structure is a main source for adverse operational
conditions, such as large rotor vibrations and excessive noise emission during helicopter
flight, and undesirable inflow recovery time of wind turbine farms. Thus, quantifying the
origin and mechanisms that generate these adverse effects to mitigate their performance
impact has been of great interest to researchers for almost a century [1]. To this end,
several works have advanced the frontier in understanding the near-wake aerodynamics
generated by rotor operation [1, 2, 3, 4, 5, 6]. However, a quantitative understanding of
the dynamics and stability of helical vortex structures in engineering applications remains
a prominent and ongoing challenge in the research community.
The dissertation at hand aims to build upon research that has worked toward identifying
dynamic and stability properties of helical vortex structures. Specifically, the research
presented here is concerned with quantitatively and qualitatively identifying stability and
5
2.1. CHAPTER OUTLINE
dynamic properties of a class of helical vortex structures generated by floating offshore
wind turbines rotors. Shedding light on these vortex properties may generate directions for
research ventures interested in active and passive wake control for a wide range of rotor
applications, especially wind energy. To contextualize the present investigation of helical
vortex structures this chapter reviews the basics of rotor-wakes, surveys key advancements
relevant to the topic at hand, and presents the application of helical vortex dynamics and
stability with respect to the floating offshore wind turbine. An outline of this chapter is
now presented.
2.1 Chapter Outline
• Section 2.2 reviews classical and recent advancements in helical vortex dynamics. The
sections also reviews challenges currently facing researchers.
• Section 2.3 presents the state-of-the-art of floating offshore wind turbines, and the
turbine’s operational aerodynamic stages.
• Section 2.4 connects the voids in the knowledge of helical vortex dynamics to potential
issues that may challenge operation and deployment of floating offshore wind turbines.
The section will then list the objectives of the dissertation, how they aim to support
the development of next generation floating offshore wind turbines, and how they aim
to simultaneously fill voids in the current knowledge-base of helical vortex dynamics.
2.2 Overview of Rotor Wakes
Unlike the vortices shed from fixed-wing aircraft, a rotor generates a coherent helical vortex
structure that persists within proximity of the wings (rotor blades). This helical vortex
structure is a byproduct of the lift distribution across the span of the rotor-blade and the
mutual interaction of the vortex elements that roll-up and generate strong tip vortices, as
6
2.2. OVERVIEW OF ROTOR WAKES
shown in Fig. 2.1. As this helical structure convects downstream, one can identify two
stages of unique dynamics: 1) the near-wake and 2) the far-wake. A schematic of these
rotor-wake stages can be seen in Fig. 2.2. Though the first stage of the rotor-wake has
different aerodynamic structures present, the structures with most impact on blade loading
and performance are the tip vortices due to their proximity and strong induced-velocity.
As these coherent structures age in the wake they begin to break apart in a transition
region eventually leading into the far-wake, where turbulence dominates the flow field and
no large-scale coherent vortex structures persist.
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Figure 2.1: Rotor near-wake aerodynamic vortex structures
These wake stages have been extensively studied for decades for a variety of applications
that range from coaxial rotorcraft to wind farms [7, 8, 9, 10, 11, 12]. Most investigations can
be grouped by the wake region of interest. For instance, research concerned with the near-
wake generally involves efforts aimed toward understanding the impact of near-by vortex
7
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structures on rotor performance and the vortex interactions with rotor blades [6, 12, 13, 14,
15, 16]. These near-wake investigations are mainly motivated by the need to control and
minimize adverse operational impact, such as excessive blade-vortex interaction noise, blade
fatigue, poor rotor maneuverability, etc. Applications concerned with the transition/far-
wake region mainly involve investigating the turbulent mixing and near-wake dissipation
for the purposes of optimizing the performance of a collection of rotors, such as turbines
operating in the wake of others (i.e. wind farms) [9, 17, 18, 19]. Exploring the complexities
of rotor-wakes and their dynamics have generated a plethora of active research fields and
problems that aim to improve rotor technology, such as: near-wake modeling, far-wake
modeling, rotor-to-rotor near-wake interaction, rotor-wake instabilities, wake meandering,
wake stability, turbulent rotor inflow modeling, and plenty more [1, 9, 12, 17, 20].
Figure 2.2: Example of wake stages generated by the operation of a wind turbine
The current study is concerned with a subset of the near-wake research field. Specifically,
the investigation at hand focuses on helical vortex dynamics and stability. This research
field entails quantifying the inherent behaviors of the coherent helical vortex structures as
influenced by two types of arbitrary disturbances: short-wave and long-wave perturbations
[3]. Short-wave perturbations are able to disturb vortex cores and are generally a byproduct
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of external strain fields, or curvature and torsion of the vortex itself [3]. Long-wave pertur-
bations are generated by external disturbances much larger than the vortex core, such as
gusts and atmospheric turbulence [3]. This dissertation focuses on long-wave disturbances
of the near-wake region.
The ability to quantify aspects of vortex dynamics and their stability has practical ben-
efits in engineering applications. One benefit is the potential of flow control. For instance,
understanding the triggers of most unstable modes of the near wake can lead to the de-
sign/manipulation of early or prolonged wake breakdown. A possible application of this flow
control is wind turbine wake manipulation. For instance, controlling the wake breakdown
of a leading wind turbine can lead to the design of improve steady inflow recovery time to
optimize performance of trailing wind turbines. Another benefit of understanding helical
vortex dynamics and stability is the ability to anticipate unstable and catastrophic wake
behaviors in rotor operations, such as vortex-ring state in helicopter flight [21].
The benefits associated with understanding helical vortex dynamics and stability have
generated research activity for almost a century. The earliest recorded effort was conducted
by Levy and Forsdyke in 1928 [22], in which the stability of a helical vortex filament sub-
jected to long-wave sinusoidal perturbations was investigated. However, their investigation
erroneously treated the singularities associated with the vortex filament’s governing induced
velocity equation, the Biot-Savart law. Widnall [4] later rectified and extended the works
Levy and Fordsyke [22], and treated the Biot-Savart law singularity through the cuttoff
method. Widnall’s investigation led to prominent findings widely known in the field of
vortex dynamics. These findings reported that the helical vortex filament contains three
modes of instability: short-wave, long-wave, and mutual-inductance modes. Gupta and
Loewy [5] later extended the work of Widnall by investigating the stability of multiple
vortex filaments, and found that stability trends (divergence rates as a function of pertur-
bation wavenumber) depend on the number of filaments. Specifically, an increase in the
number of filaments will result in an increase of divergence rates. It was also found that
9
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the divergence rates decreased as the perturbation wavenumbers increased. Decades later,
with the advances in numerical and computational methods, Bhagwat and Leishman con-
ducted a stability analysis of numerically generate tip vortices under a helicopter rotor [6].
In addition to confirming the works of Gupta and Loewy, Bhagwat and Leishman specu-
lated that tip vortices are most unstable to perturbation wavenumbers equal to half-integer
multiples of the number of helical vortex filaments, i.e. ω = N(k − 1/2), where N is the
number of vortex filaments and k = 1, 2, . . ., denotes the perturbation wavenumber. Similar
findings reported by Bhagwat and Leishman were also found by Ivanell et al. [23] in an
LES simulation and stability study of a wind turbine wake. As the field of helical vortex
dynamics and stability has matured, more theoretical and numerical investigations have
been conducted since the first developments of Levy and Forsdyke [2, 24, 25, 26]. From
an overhead perspective, these investigations have generally led to similar findings of the
stability trends and conclusions that peak divergence occurs at half-integer multiples of the
number of vortices and the near-wake is unconditionally unstable.
Experimental research over the past few decades, however, has lagged in progress of
helical vortex dynamics and stability. This is mainly attributed to technological limitations
in capturing the three-dimensional velocity field of these structures. Recently, though, due
to great leaps in instrumentation advancements, such as flow visualization and tracking,
experimental investigations have reached a state where they can study the validity of the
conclusions postulated by theoretical and numerical studies. One of the most recent works
that marked a step forward in experimental helical vortex dynamics and stability is the
work conducted by Felli, Camuss, and Di Felice in 2011 [27]. Their work tracked the gen-
eration of the helical vortex structure of a two-blade, three-blade, and four-blade propeller
through velocity measurements and high-speed visualizations. Their work was the first to
capture the onsets of vortex instabilities, in which traces of the short-wave, long-wave, and
mutual-inductance instabilities reported by Widnall [4] were found. Another recent study
by Quaranta, Bolnot, and Lewek in 2015 [3] sought to conduct long-wave instability ex-
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periments of helical vortices for the purposes of comparing their results against classical
theoretical works. The helix under consideration was generated by a one-bladed rotor, the
velocity field and vorticity distributions were captured via PIV measurements, and visual-
ization of the vortex was captured by applying fluorescent dye to the rotor-blade tip, which
washed away as the tip-vortex was generated. Their works showed consistent agreement
with classical stability analyses, such that experimental helical vortex growth-rates caused
by long-wave perturbations agreed well with the theoretical results of Widnall [4] and Gupta
and Loewy [5]. It was also observed that helical vortices are extremely receptive to slight
perturbations, which further reinforces theoretical findings that helical vortices are uncon-
ditionally unstable. For more recent experimental works on experimental helical vortex
stability the reader is reffered to Ref. [1, 3, 27, 28, 29, 30].
Though open questions remain in the collective theoretical, numerical, and experimental
efforts, recent developments of helical-vortex dynamics and stability have begun to converge,
in a fundamental sense, on properties of simple, uniform, constant-pitch, and steady helical
vortex structures. However, it is obvious that near-wakes in real engineering applications
are not so forgiving and are generally complex in nature. This dissertation aims to present
a step forward in the development of fundamental knowledge of helical vortex dynamics
and stability of more complex helical vortex structures. Specifically, the investigation at
hand aims to investigate the properties of transient tip vortices that are non-uniform in
geometry (variable helical pitch-rate) and that are shed from flexible tapered rotor blades.
These types of vortices are often seen in applications where the rotor undergoes rigid body
motions, such as the hover-to-forward flight transition of helicopter rotors, or the wave-
induced pitching motions of floating offshore wind turbine rotors, where the latter case
is the application of focus in this dissertation. The efforts of the investigation presented
here aim to march forward fundamental knowledge of near-dynamics, in efforts to improve
rotor-wake applications and technology. ‘
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2.3 Floating Offshore Wind Turbines
Offshore wind energy has become a subject of great interest in the development of next
generation alternative energy [31]. This interest stems mainly from several benefits that
the offshore wind energy has over the traditional onshore technology. Specifically, the
offshore environment provides strong, continuous, and relatively uniform wind conditions
that constitute a rich and robust energy resource. Current offshore turbine technology
focuses on the designs for shallow water (less than 30 m) or transitional water (between
30 m and 60 m) scenarios. Wind turbines in the shallow or transitional water are fixed to
the bedrock with monopiles or truss-like foundations. Although these designs are a proven
technology, there has been recent interest in the wind energy community to move further
offshore, in deep waters, to exploit stronger winds [32]. The U.S. National Renewable Energy
Laboratory (NREL) reported [32] recently that there is a 10 GW offshore wind energy
resource capacity in the United States, where a large contribution comes from locations
where ocean depths are greater than 60 m. Similar attractive wind energy resources lie off
of European and Asian coasts at similar ocean depths [33]. Thus, deep-water designs have
become globally attractive to harvest wind energy at far distances offshore in deep water.
However, at present, deep water designs remain under conceptual design and prototype
development.
A main candidate for a cost-effective solution to moving out into deep waters is the
floating offshore wind turbine (FOWT). The U.S. National Renewable Energy Laboratory
(NREL) has provided deep water design concepts of a tower and rotor mounted on different
types of floating platforms, which are attached to a mooring/tension line station-keeping
system [34], as shown in Fig. 2.3. Despite the progress made on these conceptual designs,
there still exist many engineering challenges associated with the employment and commer-
cialization of these FOWTs. For instance, even though station-keeping systems are used
to keep wind turbines from drifting away, FOWTs are free to move about six degrees-of-
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freedom. It is anticipated that offshore waves will strongly force surge and pitch motions.
These motions allow the rotor to move back into its downwash, thereby expanding and
compressing the near-wake during operation. Fixed-foundation onshore and offshore tur-
bines do not encounter these rotor wake interactions (RWIs) that are particular to FOWTs.
Thus, most fundamental knowledge of rotor-flow and dynamics gained from the develop-
ment of onshore, shallow, and transitional turbines cannot be applied to FOWT design
directly. Hence, there exists a limited knowledge base of RWIs that significantly challenges
the employment, design standardization, and commercialization of FOWTs.
Figure 2.3: NREL conceptual designs of floating offshore wind turbines [35]
Furthermore, it can also be anticipated that wave-induced motions will impose relatively
large inertial loading conditions on rotor blades. Though rotor blades are designed from
light-weight materials, wind turbine blades are inherently very large structures (conceptual
designs: 60-100 m blade length [36, 37]) and are therefore heavy and flexible. Therefore,
under the acceleration induced by waves and inflow conditions, blades may exhibit large
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dynamic behavior that further impacts near-wake dynamics, and can also have adverse
performance impact and potentially catastrophic structural behavior.
It is important in FOWT design to account for lessons learned in traditional onshore
wind turbine designs. However, these lessons provide limited scope to fully grasp the
complex interactions between the FOWT rotor and its wake. This limited scope has
led researchers to find other sources of inspiration to comprehend RWIs, such as ascend-
ing/descending rotorcraft aerodynamics. Bhagwat and Leishman [6, 21] were among the
first to look into RWIs of rotorcraft under ascending/descending maneuvers. Their efforts
mainly focused on developing a moderate fidelity aerodynamic numerical framework that
captured the complexities of rotorcraft aerodynamics during flight maneuvers while main-
taining relatively low computational cost. Their framework, the free-vortex wake method,
essentially models predominant aerodynamic structures of the rotorcraft’s wake (tip vorti-
cies) and the lifting-line of rotor blades. Using the free-vortex wake method, Bhagwat and
Leishman captured faithfully rotor-wake interactions and related instabilities, such as the
vortex ring state. It is anticipated that FOWTs will encounter similar conditions observed
in rotorcraft operation. Thus, implementing tools and lessons learned in the rotorcraft in-
dustry to evaluate FOWT aerodynamics would reinforce the progression of FOWT design.
However, several leading wind energy institutions developing conceptual FOWT designs
still rely on simplistic aerodynamic tools used for onshore wind turbine development [38],
which require correction factors and empirical data to capture basic results. Thus, not only
has there been a void in the comprehension of FOWT aerodynamics, but in development
of appropriate engineering tools that capture complexities of RWIs at an attractive compu-
tational cost. Recently, there has been strong effort to address both the need to improve
the comprehension of FOWT aerodynamics and the lack of appropriate engineering tools to
capture the complexities of FOWT rotor flow [24, 25, 26, 39, 40, 41, 42, 43, 44]. Sebastian
and Lackner [44] addressed both of these needs by conducting a comprehensive investigation
of FOWT aerodynamic states and evaluating the applicability of conventional aerodynamic
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tools. Sebastian and Lackner first identified four aerodynamic states that FOWTs will
encounter, which were found to be similar to those experienced by rotorcraft, shown in
Fig. 2.4: (1) axial inflow; (2) initial rotorwake interaction; (3) vortex ring state; and (4)
reversed axial inflow [12].
Figure 2.4: Aerodynamic states of a floating offshore wind turbine (left to right): (1) axial
inflow (2) initial rotor-wake interaction (3) vortex-ring state (4) reversed axial inflow [12, 44],
where T is the rotor thrust
Sebastian and Lackner noted that the theoretical assumptions employed in conventional
aerodynamic methods used by leading wind energy institutions are violated during initial
rotorwake interactions and during the vortex ring state. For instance, the blade element
momentum (BEM) method and the generalized dynamic wake (GDW) theory, both widely
used for onshore and offshore wind turbine aerodynamic analysis, rely on the stability of
slipstreams to capture the momentum flux through an idealized control volume surrounding
the rotor-flow. However, state (2) may encounter slipstream instabilities, and state (3) is
inherently unstable. As a result, both scenarios disqualify the use of BEM and GDW to
quantify the FOWT rotor flow. It was concluded that improved aerodynamic engineering
tools are necessary to capture faithfully the complexities of FOWT aerodynamics. With this
in mind, Sebastian and Lackner revisited the works of Leishman et al. [12, 45] and extended
the free-vortex wake method to include the complete aerodynamic structure of the wake
(tip vortices, trailing vortex sheet, and root vortices) and accounted for wake self-induction
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[40]. The improved framework of the free-vortex wake method (called the wake-induced dy-
namic simulator: WInDS) allowed Sebastian and Lackner to capture blade loads, the wake
evolution over time, and the complex RWIs due to wave induced motion of the rotor, while
maintaining relatively low computational costs compared to conventional computational
fluid dynamic tools. The capability of WInDS allowed Sebastian and Lackner to identify
key aerodynamic behavior of conceptual FOWT designs that would aid the progression of
FOWTs [42]. WInDS has recently been improved by Gaertner and Lackner [46, 47], where
the Leishman-Beddoes unsteady aerodynamic model was implemented to include dynamic
stall effects. The addition of this unsteady aerodynamic model has strengthen the capabil-
ities of WInDS to further understand the aerodynamics of FOWTs. The development of
WInDS, its improvements, and corresponding investigations have made great contributions
in the efforts to faithfully capture the complex behavior of FOWT flow physics. However,
the efforts of Lackner et al. [40, 46, 47] have not accounted for blade elasticity, which is a
significant component to understanding the development of the near-wake under transient
behavior. Furthermore, though Sebastian and Lackner unveiled significant aerodynamic and
wake characteristics of FOWTs [40, 41, 42], there is still a need to quantitatively identify
and characterize wake dynamics and stability properties. Therefore, although great progress
has been made in development of a knowledge-base of FOWT rotor-flow, there still exists
several unanswered questions vital to the progression and optimization of FOWTs. The
next section poses some of these questions and the present approach to address them.
2.4 Potential Aeroelastic Challenges and Research Objec-
tives
The progression of floating offshore wind turbines, is intertwined with the advancement in
knowledge of near-wake dynamics, specifically helical vortex dynamics and stability. For
instance, the rotor-wake interactions anticipated to occur during the operation of FOWTs
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generate complex helical vortex structures that cannot be fully understood from the classical
studies and recent advancements discussed in Section 2.2. The main reason why conven-
tional knowledge does not suffice lies within the source that generates RWIs: wave-induced
motion and blade flexibility. There are no investigations to date, with the exception of
the recent works of Rodriguez and Jaworski [24, 25, 26, 39], that have looked into the dy-
namics and stability properties of helical vortex structures generated by both flexible and
moving rotors. Thus, as mentioned in Section 2.2, the main focus of this dissertation is to
take a step forward in the development of fundamental near-wake dynamics, by increasing
marginally the complexity of the near-wake. Doing so, will present to the community the
need to begin exploring complex helical vortex properties, and will simultaneously present
solutions in which to address the complexities of rotor-wake interactions of floating offshore
wind turbine design.
Recall the list of open questions in Chapter 1 that this dissertation aims to address,
which are listed again below for convenience. These open question are elaborated here and
related to the discussions presented in Section 2.2 and 2.3, such that objectives will be
listed per open question. These objectives will highlight ways in which the dissertation at
hand aims to advance the field of helical vortex dynamics and stability and support the
progression of floating offshore wind turbines.
• How does blade flexibility impact near-wake dynamics and stability of traditional
fixed-tower wind turbines? Is there a quantifiable relationship?
To address this question, it is necessary to first develop capabilities of faith-
fully generating and simulating helical vortex structures shed from flexible wind
turbine rotors. Thus, a large of portion of this dissertation is focused on de-
veloping an aeroelastic (aerodynamic-elastic) computational framework. Details
of the framework are discussed in the next chapter. The main purpose for ad-
dressing this open question, as mentioned before, is to begin investigating new
17
2.4. POTENTIAL AEROELASTIC CHALLENGES AND RESEARCH OBJECTIVES
vortex complexities and non-uniformities, and introduce this aspect to the re-
search community. Specifically, the work presented here introduces rotor flexi-
bility which can skew geometry and impact aerodynamic properties of the helical
vortex structures shed by rotors, which have not been considered in classical and
recent near-wake stability investigations. As a first step forward in addressing
this open question this dissertation will generate a set simulations to capture
the near-wake of rigid/flexible rotors. Then, stability analyses of the helical vor-
tex structures generated by the simulated near-wakes will be conducted. These
analyses will bring to light important differences in the characteristics of helical
vortices shed from rigid and flexible rotors. The specific objectives necessary to
address this open question are as follows:
∗ Develop an aeroelastic computational framework capable of faithfully simu-
lating the near-wake generated by flexible rotors
∗ Conduct comparative qualitative studies and stability analyses of the near
wake regions of rigid and flexible rotors
• How do blade flexibility and wave-induced motions of floating offshore wind turbines
impact, altogether, the near-wake dynamics and its stability?
To address this question, it is important to isolate features of external factors
at play. In other words, first it is necessary to establish the impact that wave-
induced motions have on rigid rotors, and then it is necessary to look into the
coupled affect of wave-induced motions and blade flexibility on near-wake dy-
namics and stability. Addressing this question also introduces more complexities
into helical vortex structures under consideration. Specifically, wave-induced mo-
tions can either compress or expand the wake due to rotor-wake interactions. In
other words, from a purely geometric perspective, wave-induced motions intro-
duce non-uniformities in helical pitch-rates, i.e. variable pitch pitch-rates. Thus,
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one can anticipate considerable differences between the stability properties of
traditional helical vortex structures and those considered here. The following
objectives must be completed to address the question presented above:
∗ Extend the aeroelastic computational framework to include rotor-blade in-
ertial loading due to wave-induced motions
∗ Conduct comparative qualitative studies and stability analyses of FOWT
near wake regions generated by rigid and flexible rotors that are considerably
impacted by wave-induced motions
It is important to note that this work, though applied to FOWTs, is aimed at ex-
posing and generalizing near-wake dynamics and stability properties of rotors that exhibit
rigid-body motions during operation or in-flight maneuvers. Finally, addressing these open
questions will highlight important near-wake features of FOWTs that can be leveraged to
reinforce the progression of deep-water offshore wind energy.
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Chapter 3
Aeroelastic Model
It is necessary to investigate a range of operational cases numerically to examine the dy-
namic and stability properties of near-wakes shed from floating offshore wind turbines. This
examination requires a computational framework that can faithfully capture the near-wake
at low-computational costs. As discussed in Section 2.3, traditional engineering-level com-
putational tools, such as the blade element momentum theory or the generalized dynamic
wake theory, are rapid engineering-level tools but are not capable of capturing the com-
plexities of rotor-wake interactions inherent to floating offshore wind turbine operation. As
discussed by Sebastian and Lackner [40, 44], the free-vortex wake method provides a frame-
work capable of faithfully capturing the complexities of floating offshore wind turbines at a
respectable computational cost.
Thus, the work presented here has chosen to modify the aerodynamic computational
framework developed by Sebastian and Lackner into a partitioned aeroelastic solver for
floating offshore wind turbine rotors. Since the investigation at hand is interested only on
how the flexibility of rotor blades impacts helical vortex dynamics, the aeroelastic solver has
adopted a beam-theory approach to model the rotor blades. In addition, the aerodynamic
and structural domain are strongly coupled through iterative communication that satisfy
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the dynamics and kinematic fluid-structure interaction conditions.
This chapter outlines in detail the development of the aerodynamic model, structural
model, and the coupling scheme. In addition, the design of the floating offshore wind
turbine rotor considered in this investigation, the NREL 5MW reference wind turbine, is
reviewed. The chapter concludes by presenting aeroelastic simulation results of the NREL
5MW reference wind turbine in below-rated, rated, and above-rated operational conditions,
which are used as validation cases for the aeroelatic framework presented.
3.1 Chapter Outline
• Section 3.2 presents the aerodynamic model used in the present aeroelastic solver, the
lifting-line free vortex wake method. This section includes the development of the
underlying theory and the numerical approach.
• Section 3.3 presents first-principles derivations and the numerical implementation of
beam theory used to emulate the floating offshore wind turbine rotor blades.
• Section 3.4 presents the coupling scheme used to perform iterative communication
between the aerodynamic and structural domain to satisfy the kinematic and dynamic
fluid-structure interaction conditions.
• Section 3.5 presents the NREL 5MW reference wind turbine design. Floating offshore
wind turbine configurations are also presented, in which the approach to modeling
wave-induced motion is discussed.
• Section 3.6 will present the validation of the aeroelastic framework, where operation
of the NREL 5MW reference wind turbine is simulated.
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3.2 Aerodynamic Model
The aerodynamic model employed to capture near-wakes in this work is the lifting-line free-
vortex wake method (FVM) [12, 40]. This method quantifies the aerodynamic field from
a Lagrangian perspective, and its foundation is based on the vorticity transport equation.
A major benefit of this approach, and one of the reasons why this method was chosen to
study FOWT near-wakes, is that the wake evolution can be tracked as a structure, making
it qualitatively simpler than an Eulerian approach to visualize inherent dynamics in the
near-wake. The lifting-line free-vortex wake method can be categorized as a moderate
fidelity framework [12], which is an attractive property given the computational resources
and requirements needed to execute simulations.
It is important to note that casting the vorticity transport equation into a Lagrangian
framework has given rise to an active field of meshless computational fluid dynamic methods,
also known as vortex methods. These methods, have been popular for rotor applications
[6, 40, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. A first-principles derivation and an overhead
review of these methods is given by Refs. [12, 56].
The FVM framework employed for the investigation at hand was originally developed
by Sebastian and Lackner [40]. Their framework was the first attempt to capture the
aerodynamic field of floating offshore wind turbines using FVM. Their succesful efforts
inspired several groups to investigate the aerodynamic field produced by floating offshore
wind turbines [25, 26, 46, 47, 57, 58, 59]. The prominent works of Sebastian et al. [40, 41,
42, 44] have been leveraged here to further advance the current knowledge-base of FOWT
aerodynamics, specifically in identifying the dynamic and stability properties of floating
offshore wind turbine near-wakes. A detailed description of the lifting-line free-vortex wake
method is now provided.
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3.2.1 Lifting-Line Free-Vortex Wake Method
The free vortex wake method assumes that the predominant aerodynamic features of FOWTs
can be modeled by inviscid potential flow. This assumption allows the aerodynamic field to
be described by the linear superposition of elementary fluid structures, such as uniform flow
profiles to model the free stream velocity, and filaments structures to capture the induced
velocity of the wake. The convection of the induced velocity field is captured by keeping
track of discrete filament end points, or Lagrangian markers, with position vector r. The
velocity of Lagrangian markers is tracked by
dr
dt
= Vpl + Vinduced,i + V∞, (3.1)
where Vpl consists of the velocity imposed on the FOWT by the offshore environment,
Vinduced,i is the induced velocity of the i
th filament structure on the Lagrangian marker,
and V∞ is the free stream velocity. Note that Vpl and V∞ are uniform flow profiles.
However, we know that the induced velocity is governed by the Biot-Savart law,
Vinduced =
∫
l12
Γv
4pi
dl12 × h
h3
, (3.2)
or for each ith straight segment filament,
Vinduced,i =
1
4pi
{
Γv
h
(cos θ1 − cos θ2)
}
i

ex
ey
ez
 , (3.3)
as illustrated in Figure 3.1.
Note that there exists a singularity as the point of interest, P , approaches the filament
core. This singularity can be regularized using methods discussed in [12]. The aerodynamic
framework employed herein uses the cutoff method discussed in [12, 40], which expresses
23
3.2. AERODYNAMIC MODEL
Figure 3.1: Illustration of a straight finite filament used in the Biot-Savart integral
the following final form of the induced velocity field:
Vinduced,i =
1
4pi
{
Γv
h
(r2nc + h
2n)1/n
(cos θ1 − cos θ2)
}
i

ex
ey
ez
 . (3.4)
As n → 0 the Rankine velocity model is obtained, for n = 1, Eq. 3.4 represents the Scully
model, and at n = 2 the induced velocity is very similar to that of the Lamb-Oseen model
[12]. Our analysis employs n = 2. The parameters of Eq. 3.4 are defined as
r1 = rp − rA, r2 = rp − rB, l12 = rB − rA,
h = r1 sin θ1 = r2 sin θ2, h = r1 sin θ1 = r2 sin θ2,
cos θ1 =
l12 · r1
l12r1
, cos θ2 =
l12 · r2
l12r2
, e =
l12 × r1
|l12 × r1| ,
sin θ1 =
|l12 × r1|
l12r1
, sin θ2 =
|l12 × r2|
l12r2
,
where rc is the core radius and is defined semi-empirically through methods described in [12].
Now, the term on the left hand side of Eq. 3.1 keeps track of the local velocity of Lagrangian
markers, which can be described in terms of rotor parameters: azimuthal position, ψ = Ωt,
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and wake age, ζ = Ω(t− t0):
dr
dt
=
∂ψ
∂t
∂r
∂ψ
+
∂ζ
∂t
∂r
∂ζ
= Ω
(
∂r
∂ψ
+
∂r
∂ζ
)
, (3.5)
where the parameters ψ and ζ are illustrated in Figure 3.2, where for simplicity only the
tip vortices are shown. Thus, the governing FVM equation, Eq. 3.1, can also be written as:
∂r
∂ψ
+
∂r
∂ζ
=
1
Ω
(Vpl + Vinduced,i + V∞) . (3.6)
FVM can be used in conjunction with lifting-line theory to compute the blade loads,
which concentrates the circulation related to forces generated by a lifting body onto a
single bound (lifting-line) filament. Applying thin airfoil theory places this lifting-line on
the quarter-chord of the turbine blade. This lifting-line generates and releases the trailing
and shed vortex filaments which make up the wake that describe its spatial and temporal
features. A visual representation of the generation of this vortex lattice shed from a flexible
blade is shown in Fig. 3.3.
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Figure 3.2: Inertial coordinate system of FOWT and tip-vortex geometry
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Figure 3.3: Vortex lattice generation and interaction with the lifting-line of a flexible rotor
blade
The circulation of the trailing and shed vortex filaments is mathematically interpreted
by
Γshed =
∂Γbound
∂t
∆t, Γtrail =
∂Γbound
∂y
∆y, (3.7)
and the bound circulation can be related to the blade loads (lift-coefficient) via the Kutta-
Joukowski theorem
Cl =
1
2
Γbound
V∞c∆y
. (3.8)
In addition, the FVM framework must reinforce Kelvin’s theorem over the wake lattice,
which states that the overall circulation in the wake must be constant,
DΓ
Dt
= 0. (3.9)
This concludes the basic theory of FVM. The implementation of FVM into a numerical
framework is discussed next.
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3.2.2 The Wake Induced Dynamic Simulator (WInDS)
The current investigation employs an open-source lifting-line free-vortex wake method code,
WInDS, developed by Sebastian and Lackner [40], to simulate the rotor wake, capture
its induced velocity field, and compute rotor-blade aerodynamic loads. This aerodynamic
framework has been validated against PIV measurements of the MEXICO rotor [60], against
rotor tip-vortex trajectory measurements and experiments conducted at the Delft Univesity
of Technology, and analytic lift distribution of a static and pitch-change elliptical wing. The
numerical methods and procedures that are used in WInDS to simulate the evolution of a
wind turbine rotor wake are reviewed in this section.
To cast the free-vortex wake method into a numerical framework Eq. 3.1 must be dis-
cretized. This requires tracking and convecting the Lagrangian markers and their velocities,
and solving the straight-segment Biot-Savart law to compute the induced velocities of the
corresponding Lagrangian filaments.
To track and convect the position and velocities of Lagrangian markers, a numerical
integration scheme must be used to solve the left hand side of Eq. 3.1. WInDS employs a
predictor-corrector scheme to numerically convect these markers. Specifically, the forward-
Euler integration scheme is used to predict to marker location, and then the prediction is
corrected via a central-difference integration scheme. Algorithm 1 outlines the integration
procedure to solve for the Lagrangian marker position and velocity.
Algorithm 1 Lagrangian Marker Convection [40]
Data:Positions and velocities at current time step, t
Result: Position and velocities at next time step, t+ ∆t
1: Use forward Euler as predictor: xt+∆t + Ut∆t;
2: Compute velocities at newly-predicted locations via the Biot-Savart law: Ut+∆t =
f (xt + ∆t)
3: Correct prediction via central difference scheme: xt+∆t = xt +
∆t
2 (Ut+∆t + Ut)
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In Algorithm 1, the variable x denotes the Lagrangian marker position, U is the marker’s
velocity, and f denotes the procedure in WInDS used to execute the Biot-Savart law, update
the velocity field, compute filaments strength, execute proper vortex stretching, and vortex
core size. An exhaustive overview of these procedures and a discussion on the numerical
stability properties of this numerical procedure is discussed in Ref. [42]. The algorithm
presented here for the convection of Lagrangian markers is neutrally stable for a sufficiently
small vortex shedding frequency. A convergence study will be presented later in this chapter
in Section 3.6.
To compute the rotor-blade aerodynamic loads requires solving for the bound circulation
of the lifting-line. Executing this computation is an iterative process solved by Algorithm
2, which is a fixed-point iteration algorithm. Alternatives to this algorithm are outlined in
greater detail by Sebastian and Lackner [40], but the present work employs the fixed-point
algorithm for simplicity and better stability, as discussed by Sebastian, for the rotor-wake
cases of interest. Upon obtaining the bound circulation and lift coefficient one can recover
loads applied to the blades for aeroelastic simulations through NREL airfoil data, readily
available in Appendix B, as shown in Eq. 3.10, where L, D, and M are the distributed lift,
drag, and moment across spanwise stations, respectively:
D =
1
2
ρacV∞Cd, L =
1
2
ρacV∞Cl, and M =
1
2
ρacV∞SCm. (3.10)
Here ρa, V∞, c, and S, are the air density, free-stream velocities, rotor-blade chord length,
and wing surface area, respectively.
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Algorithm 2 Fixed-point Iteration Used to Solve Bound Circulation [40]
Data:Turbine geometry and wake properties
Result:Updated bound circulation strength
1: while ∆Γbound ≥ tol do
2: Compute vortex lattice induced velocities on the lifting-line via Eq. 3.4;
3: Compute spanwise angles of attack from induced velocities;
4: Compute/table look-up Cl and Cd
5: Compute new Γbound via Eq. 3.8;
6: Incorporate relaxation factor in the Γbound update to a prevent a solution overshoot;
7: Update lattice to satisfy Eq. 3.9;
8: end while
This concludes the presentation of FVM and its numerical implementation. A global
algorithm of WInDS in an aeroelastic framework will be presented in Section 3.6. FVM
provides a powerful engineering-level and moderate fidelity computational tool to capture
the rotor-wake as a structure. Capturing the wake in a Lagrangian sense brings about many
benefits as we can explicitly identify the location of vortex structures and their inherent
aerodynamic properties. This benefit allows the present investigation to readily explore the
dynamics and stability properties of the near-wake of floating offshore wind turbines, which
will be discussed in Chapter 5.
3.3 Structural Model
Perhaps the most important components on a wind turbine is its rotor blades. It is an-
ticipated that the pursuit of greater wind energy offshore in deeper waters wind turbines,
specifically the span length of rotor blades, will continue to scale up. Conceptual floating
offshore wind turbine designs have even reported 60-100 meter-long blades. Even though,
these turbines are manufactured from lightweight materials, their sheer size makes them
30
3.3. STRUCTURAL MODEL
inherently massive. Due to their immense lengths and anticipated wind loads, conceptual
wind turbine blade designs have attracted significant interest within the structural mechan-
ics community to improve the fidelity of engineering-level structural mechanics tools to aid
optimal design of FOWT blades [61, 62, 63]. Towards this effort, Rodriguez and Jaworski
have also extended the classical Hodges-Dowell equations to include potential geometric
nonlinearities present during FOWT operation [39].
However, for the applications and the investigations at hand, the structural model incor-
porated into the aeroelastic framework here has remained simplistic in terms of kinematics.
Here, a linear first-order beam theory approach is employed to model the blade dynamics.
The reason for this structural simplicity is that the current investigation is interested in
the impact that blade flexibility, as a phenomenon, has on the near-wake dynamics and
stability. Higher-order structural phenomena, though important for FOWT design, are not
considered in this investigation as a main contributor to the near-wake generation. Fur-
thermore, this assumption with regard to the structural mechanics helps keep the study
from becoming over complicated and detracting from the near-wake investigations of an
aeroelastic phenomenon.
It is important to note that while the aerodynamic model used in this investigation
depends on a previously-developed open-source code, the structural dynamics have been
developed in-house, i.e. the rotor-blade dynamics have been derived from first-principles
and then cast into a numerical framework. This section presents the derivation of the
rotor-blade equations of motion based on classical beam theory for spinning beams, via
Hamilton’s principle, and their numerical implementation into a finite element framework.
3.3.1 Classical Beam Theory for Spinning Structures
To begin the derivation of the rotor-blade equations of motion the reference frames used to
track the location of the blade must first be established. Two reference frames are employed
here: the blade (local) and rotor (global) coordinate systems. The local coordinate system
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is shown in Figure 3.4. This frame of reference tracks the blade deflections, velocities, and
accelerations about the blade’s local equilibrium position. The global coordinate system,
shown in Figure 3.5, tracks the location of the blade as it moves about its rotational axis,
where x,~i is the blade axis under deflection, and xp is the undeflected blade axis. The y,~j
and xp axis describe the rotating plane about the z,~k and Z, ~K axes. It is important to
note that rotor-blade precone and blade pretwist are not accounted for in the structural
equations for simplicity.
Figure 3.4: Blade local coordinate system and reference to blade deflections u, v, w, φ
To establish the equations of motion, consider Hamilton’s principle:
∫ t2
t1
(δ (U − T )− δW ) dt = 0, (3.11)
where δU , δT , and δW are the variational potential and kinetic energy, and the virtual
work done by external forces, respectively. The potential and kinetic energy variational,
and the virtual work done by external forces are defined as,
δU =
∫ R
0
∫∫
A
(σxxδεxx + σxηδεxη + σxζδεxζ + PΩ (δεv + δεw)) dζdηdx (3.12)
δT =
∫
R
∫∫
A
(ρV · δV) dη dζ dx (3.13)
δW =
∫
R
(Luδu+ Lvδv + Lwδw + Lφδφ) dx (3.14)
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Figure 3.5: Global coordinate system and reference to blade deflections about the rotating
system
The potential energy variational, Eq. 3.12, is defined by the stress-strain relations where σij
and δεij are the elastic stresses and variational strains on the i
th face in the jth direction.
The term PΩ (δεv + δεw) is the virtual work done by the centrifugal forces of the system,
which will be discussed later, when the kinematic relationships are introduced. The kinetic
energy variational, Eq. 3.13, is defined by the velocity, V, of the system as measured by the
global coordinate system. Finally, the virtual work, Eq. 3.14, is defined by external forces,
Lk, which act on the blade in the local coordinate system in the k
th direction.
Kinematic Relationships
The kinematics are now defined to establish the stress-strain relations and the velocities
that define the potential and kinetic energy variationals. First, the axial and transverse
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deflections of the blade in the local coordinate system are defined as,
x1 = x+ u, (3.15)
y1 = v + η cosφ− ζ sinφ, (3.16)
z1 = w + η sinφ+ ζ cosφ. (3.17)
One can arrive at the blade velocity equations by taking the time derivatives of Eqs. 3.15-
3.17, which yield
x˙1 = u˙, (3.18)
y˙1 = v˙ − ηφ˙ sinφ− ζφ˙ cosφ, (3.19)
z˙1 = w˙ + ηφ˙ cosφ− ζφ˙ sinφ. (3.20)
Finally, taking the time derivative of the velocity equations, Eqs. 3.18-3.20, yields the blade
acceleration in the local reference frame. The equations are
x¨1 = u¨, (3.21)
y¨1 = v¨ − ηφ¨ sinφ− ζφ¨ cosφ, (3.22)
z¨1 = w¨ + ηφ¨ cosφ− ζφ¨ sinφ. (3.23)
Table 3.1: Linear Beam Theory Ordering Scheme [64]
u/R = O(ε2) η/R = O(ε)
v/R = O(ε) ζ/R = O(ε)
w/R = O(ε) φ = O(ε)
x/R = O(1)
Next, the stress-strain relations that will be used to obtain the potential energy employed
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in Hamilton’s principle are defined. The derivation of the strain tensor is not covered here
but can be obtained through conventional procedures and methods, such as those taken by
Hodges and Dowell [64]. By invoking linear and first-order kinematics consistent with the
ordering scheme in Table 3.1, we arrive at the current stress and strain tensors, which are
defined as
σxx = Eεxx, (3.24)
σxη = Gεxη, (3.25)
σxζ = Gεxζ , (3.26)
εxx = u
′ − v′′ (η cosφ− ζ sinφ)− w′′ (η sinφ+ ζ cosφ) , (3.27)
εxη = −ζφ′, (3.28)
εxζ = ηφ
′, (3.29)
where E and G are the Young’s modulus and shear modulus.
Equation 3.12 contains virtual work done by the potential energy of centrifugal stresses,
PΩ. The byproduct of this centrifugal stress is an effective stiffening potential energy com-
ponent that stems from the tension and transverse deflection relations during the spinning
action of the rotor blade, which is not captured by the classical beam stress-strain relation.
To establish this relationship consider an infinitesimal length of the beam, dx, which has
not be deflected, and the infinitesimal length of the beam after deflection, ds, where the
infinitesimal deflection is defined by dw, as illustrated in Figure 3.6.
By geometric definition, the strain is defined as (ds−dx)/dx, where ds−dx = (dx2 + dw2) 12−
dx which can be approximated by binomial expansion as ds−ds ≈ (12w′)2 dx. The resulting
strain is (ds− dx)/dx ≈ (12w′)2. This strain is a result of the axial cetrifugal stress, defined
as
PΩ =
∫ R
x
ρΩ2sds, (3.30)
35
3.3. STRUCTURAL MODEL
Figure 3.6: Effective stiffening acting on a deflected spinning beam. Equilibrium (dotted
line); Deflected (solid line).
where ρ is the material density, Ω is the angular velocity of the spinning structure, x is the
axial location of the infinitesimal component under consideration, and R is the total blade
length. The strain defined above is applicable to both the edgewise and flapwise transverse
deflections, v and w, shown in Figure 3.4. These resulting strains are defined as,
εv =
1
2
v′2 and εw =
1
2
w′2. (3.31)
Kinetic Energy Derivations
Based on the kinematic relationships established above, the inertial components of the
equations of motion for the spinning beam are derived. First, the blade velocity as measured
from the global coordinate system can be expressed by
V = r˙ + Ω× r = [x˙1 − Ωy1, y˙1 + Ωx1, z˙1], (3.32)
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where the vectors r and r˙ are the position and velocity vectors defined as
r = [x1, y1, z1], r˙ = [x˙1, y˙1, z˙1], Ω = [0, 0, Ω]. (3.33)
With this interpretation of the system’s dynamics, (i.e. the spinning beam velocity) and
walking through the variational calculus, the integrand of the kinetic energy variational
becomes
V · δV =[ x˙1 − Ωy1, y˙1 + Ωx1, z˙1] · [ δx˙1 − Ω1, δy˙1 + Ω1, δz˙1]
=− (x¨1 − 2Ωy˙1 − Ω2x1)δx1 − (y¨1 + 2Ωx˙1 − Ω2y1)− z¨1δz1.
(3.34)
Substituting Eqs.3.15-3.23 and Eq. 3.34 into Eq. 3.13, employing the ordering scheme, and
then assuming any cross-sectional asymmetry (airfoil camber) has negligible influence on
the location between the center of mass, centroid, and elastic neutral axis, the following
expression is determined
δT =
∫
R
∫∫
A
(ρV · δV) dη dζ dx
=
∫
R
∫∫
A
ρ
(−(x¨1 − 2Ωy˙1 − Ω2x1)δx1 − (y¨1 + 2Ωx˙1 − Ω2y1)− z¨1δz1) dη dζ dx
=
∫
R
(
m
(
2Ωv˙ + Ω2x
)
δu−m (v¨ + 2Ωu˙− Ω2v) δv
−mw¨δw −m
(
(Iy + Iz) φ¨+ Ω
2(Iy − Iz)φ
)
δφdx
(3.35)
See Eq. 3.3.2 and 3.3.2 for the cross-sectional properties listed in the kinetic energy
variational.
Potential Energy Derivations
The kinematic relations are now used to arrive at the potential energy variational. Here
Eqs. 3.24-3.31 are substituted into Eq. 3.12. The variational expressions are taken employing
the following assumptions: consider only first-order and linear kinematics, assume negligible
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asymmetry, and assume small torsional deflections such that sinφ ≈ φ and cosφ ≈ 1. This
effort results in the variational potential energy expression
δU =
∫
R
∫∫
A
(σxxδεxx + σxηδεxη + σxζδεxζ + PΩ (δεv + δεw)) dηdζdx
=
∫
R
∫∫
A
(
E
(
u′ − v′′ (η cosφ− ζ sinφ)− w′′ (η sinφ+ ζ cosφ))
(
δu′ − (η sinφ+ ζ cosφ) (δw′′ + v′′δφ)− (η cosφ− ζ sinφ) (δv′′ + w′′δφ))
−G (ζφ′δφ′)+G (ηφ′δφ′)+ (PΩv)′ δv′ + (PΩw)′ δw′)dηdζdx
=
∫
R
((−EAu′′) δu+ (EIyv′′′′ − PΩv′′) δv + (EIzw′′′′ − PΩw′′) δw − (GJφ′′) δφ) dx.
(3.36)
See Eq. 3.3.2 and 3.3.2 for the cross-sectional properties listed in the potential energy
variational.
Work Done by External Forces
There are two types of external forces accounted for in this work: 1) aerodynamic forces and
2) inertial forces imposed on the rotor-blade due to wave-induced motion. The work done
by aerodynamic forces is straight forward. In this work we consider the external distributed
loads to be the drag, D, the lift, L, and the aerodynamic moment loads, M . Note that there
are no aerodynamic axial loads that do work on the system. The drag, lift, and moment
loads have defined in Eq. 3.10.
The inertial forces accounted in this study stem from wave-induced pitching modes of
the FOWT rotor. Here it is said that the pitching motion acts on the rotor blades in the
flapwise direction, w. The rotor pitching motion is an angular displacement dependent on
time, Prbm, and it is assumed that the pitching is about the tower base. To quantify the
inertial loading of this type of motion, a small rotor-blade pre-cone angle is assumed, and
the tangential acceleration of the pitching motion, which is normal to the blade, is assumed
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to be the dominating inertial component. The resulting inertial load is thus defined by
Lpitch =
∫ R
0
mP¨rbmhtwrdx, (3.37)
where htwr is the lever arm distance from the tower base to the rotor hub. A schematic of
this pitching rigid body motion and its inertial components are shown in Figure 3.7, where
P¨rbmhtwr is the tangential acceleration. The explicit expressions of these rigid body motions
will be presented when the reference floating offshore wind turbine is discussed in Section
5.2.
Figure 3.7: Wave-induced pitching inertial load diagram
The final expression, in compact form, of the virtual work done by external loads is
defined by
δW =
∫
R
(Lvδv + Lwδw + Lφδφ) dx, (3.38)
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where
Lv =
1
2
ρacV∞Cd, Lw =
1
2
ρacV∞Cl + Lrbm, and Lφ =
1
2
ρacV∞SCm. (3.39)
3.3.2 Equations of Motion
Substituting the final expressions of the kinetic energy variational, potential energy varia-
tional, and virtual work done by external forces, Eqs. 3.35, 3.36, and 3.38, into Hamilton’s
principle, Eq. 3.11, we finally arrive at the governing differential equations of motion for a
spinning beam,
Axial equation of motion - δu
−m (2Ωv˙ + Ω2)− EAu′′ = 0, (3.40)
Edgewise equation of motion - δv
m
(
v¨ + 2Ωu˙− Ω2v)+ EIyv′′′′ − PΩv′′ = Lv, (3.41)
Flapwise equation of motion - δw
mw¨ + EIzw
′′′′ − PΩw′′ = Lw, (3.42)
Torsional equation of motion - δφ
m
(
(Iy + Iz) φ¨+ Ω
2(Iy − Iz)φ
)
−GJφ′′ = Lφ, (3.43)
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Cross-sectional Integrals
m =
∫∫
A
ρdηdζ, A =
∫∫
A
dηdζ, J =
∫∫
A
(
ηˆ2 + ζˆ2
)
dηdζ, (3.44)
Iy′ =
∫∫
A
ζ2 dηdζ, Iz′ =
∫∫
A
η2 dηdζ. (3.45)
3.3.3 Numerical Framework
In this study the equations of motion presented above are discretized into a linear finite-
element framework, where a Galerkin finite-element approach is taken, as is presented in
Ref. [65]. To introduce the discretized system of equations we first begin by presenting the
interpolation functions that approximate the spatial solution of the system of equations and
the derivation of the element matrices. Then the approach to solving the temporal solution
is discussed.
Spatial Discretization
The finite element framework incorporated here to describe the blade dynamics employs
beam elements where each element node has six degrees-of-freedom. Cubic shape functions
are used to approximate the transverse displacements, and linear shape functions approxi-
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mate the axial and torsional displacements. Transverse shape functions are defined by,
N1 =1− 3x
2
L2
+
2x3
L3
, (3.46)
N2 =x− 2x
2
L2
+
x3
L2
, (3.47)
N3 =
3x2
L2
− 2x
3
L3
, (3.48)
N4 =− x
2
L
+
x3
L2
, (3.49)
where N1 and N3 approximate transverse deflection, and N2 and N4 approximate curvature
resulting from deflections. Axial and torsional interpolation functions are defined by N5
and N6
N5 =
L− x
L
, (3.50)
N6 =
x
L
. (3.51)
The shape functions presented above are scaled by values of the beam displacements. In
other words, the kinematics of a beam are defined by shape functions and their amplitudes,
such that
u = [Nu]{du}, v = [Nv]{dv}, w = [Nw]{dw}, φ = [Nφ]{dφ}, (3.52)
where
[Nu] = [N5, N6], [Nv] = [N1, N2, N3, N4],
[Nw] = [N1, N2, N3, N4], [Nφ] = [N5, N6],
(3.53)
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{du} = {u1, u2}, {dv} = {v1, vθ,1, v2, vθ,2},
{dw} = {w1, wθ,1, w2, wθ,2}, {dφ} = {φ1, φ2}.
(3.54)
Eqs. 3.53 and 3.54 can be substituted in the the equations of motion, where spatial
derivatives act on the shape functions alone and time derivatives act on the scalars in
Eqs. 3.54.
Let us now implement the shape functions and scales into the governing equations. Ac-
cording to the Galerkin weighted residual method, the residual (or the governing equation)
must be pre-multiplied by a weight function, which in our case is the shape function. Thus,
by first implementing the Galerkin finite element method into the equations of motion,
then substituting Eqs. 3.53 and 3.54, then finally satisfying natural boundary conditions
via integration by parts, we arrive at:
Discrete axial equation of motion - δu
Nels∑
j=1
∫ L
0
[Nu]
T
(−m (2Ωv˙ + Ω2)− EAu′′ = 0) dx, (3.55)
→
Nels∑
j=1
∫ L
0
[Nu]
T
(
−m
(
2Ω[Nv]{d˙v}+ Ω2
)
− EA[N′′u]{du} = 0
)
dx, (3.56)
→
Nels∑
j=1
{∫ L
0
−2mΩ[Nu]T[Nv]dx {d˙v} −
∫ L
0
EA[Nu]
T[N′′u]dx {du} =
∫ L
0
mΩ2[Nu]
Tdx
}
(3.57)
→
Nels∑
j=1
{∫ L
0
−2mΩ[Nu]T[Nv]dx︸ ︷︷ ︸
cele
{d˙v}+
∫ L
0
EA[N′u]
T[N′u]dx︸ ︷︷ ︸
kele
{du} (3.58)
=
∫ L
0
mΩ2[Nu]
Tdx︸ ︷︷ ︸
fu
+EA[Nu]
T[N′u]
∣∣∣L
0︸ ︷︷ ︸
B.C.
}
(3.59)
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Discrete edgewise equation of motion - δv
Nels∑
j=1
∫ L
0
[Nv]
T
(
m
(
v¨ + 2Ωu˙− Ω2v)+ EIyv′′′′ − PΩv′′ = Lv) dx, (3.60)
→
Nels∑
j=1
∫ L
0
[Nv]
T
(
m[Nv]{d¨v}+ 2mΩ[Nv]{d˙v} −mΩ2[Nv]{dv}
+ EIy[N
′′′′
v ]{dv} − PΩ[N′′v ]{dv} = Lv
)
dx,
(3.61)
→
Nels∑
j=1
{∫ L
0
m[Nv]
T[Nv]dx {d¨v}+
∫ L
0
2mΩ[Nv]
T[Nu]dx {d˙u}
−
∫ L
0
(
mΩ2[Nv]
T[Nv]− EIy[Nv]T[N′′′′v ]
+ PΩ[Nv]
T[N′′v ]dx {dv} =
∫ L
0
[Nv]
TLvdx
}
,
(3.62)
→
Nels∑
j=1
{∫ L
0
m[Nv]
T[Nv]dx︸ ︷︷ ︸
mv
{d¨v}+
∫ L
0
2mΩ[Nv]
T[Nu]dx︸ ︷︷ ︸
cv
{d˙u}+
∫ L
0
EIy[N
′′
v ]
T[N′′v ]dx︸ ︷︷ ︸
kv
{dv}
+
∫ L
0
PΩ[N
′
v]
T[N′v]dx︸ ︷︷ ︸
kg,v
{dv} −
∫ L
0
mΩ2[Nv]
T[Nv]dx︸ ︷︷ ︸
kΩ,v
{dv}
=
∫ L
0
[Nv]
TLvdx︸ ︷︷ ︸
fv
+PΩ[Nv]
T[N′v]
∣∣∣L
0︸ ︷︷ ︸
B.C. 1
−EIy[Nv]T[N′′′v ]
∣∣∣L
0︸ ︷︷ ︸
B.C. 2
+EIy[N
′
v]
T[N′′v ]
∣∣∣L
0︸ ︷︷ ︸
B.C. 3
}
(3.63)
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Discrete flapwise equation of motion - δw
Nels∑
j=1
∫ L
0
[Nw]
T
(
mv¨ + EIzw
′′′′ − PΩw′′ = Lw
)
dx, (3.64)
→
Nels∑
j=1
∫ L
0
[Nw]
T
(
m[Nw]{d¨w}+ EIz[N′′′′w ]{dw} − PΩ[N′′w]{dw} = Lw
)
dx, (3.65)
→
Nels∑
j=1
{∫ L
0
m[Nw]
T[Nw]dx {d¨w}
+
(∫ L
0
EIz[Nw]
T[N′′′′w ] + PΩ[Nw]
T[N′′w]
)
dx {dw} =
∫ L
0
[Nw]
TLwdx
}
,
(3.66)
→
Nels∑
j=1
{∫ L
0
m[Nw]
T[Nw]dx︸ ︷︷ ︸
mw
{d¨w}+
∫ L
0
EIz[N
′′
w]
T[N′′w]dx︸ ︷︷ ︸
kw
{dw}
+
∫ L
0
PΩ[N
′
w}]T[N′w]dx︸ ︷︷ ︸
kg,w
{dw} =
∫ L
0
[Nw]
TLwdx︸ ︷︷ ︸
fw
+PΩ[Nw]
T[N′w]
∣∣∣L
0︸ ︷︷ ︸
B.C. 1
− EIz[Nw]T[N′′′w ]
∣∣∣L
0︸ ︷︷ ︸
B.C. 2
+EIz[N
′
w]
T[N′′w]
∣∣∣L
0︸ ︷︷ ︸
B.C. 3
}}
,
(3.67)
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Discrete torsional equation of motion - δφ
Nels∑
j=1
∫ L
0
[Nφ]
T
(
m
(
(Iy + Iz) φ¨+ Ω
2(Iy − Iz)φ
)
−GJφ′′ = Lφ
)
dx, (3.68)
→
Nels∑
j=1
∫ L
0
[Nφ]
T
((
m (Iy + Iz) [Nφ]{d¨φ}+ Ω2(Iy − Iz)[Nφ]{d¨φ}
)
−GJ [N′′φ]{d¨φ} = Lφdx,
(3.69)
→
Nels∑
j=1
{∫ L
0
m (Iy + Iz) [Nφ]
T[Nφ]dx {d¨φ}
+
∫ L
0
(
mΩ2(Iy − Iz)[Nφ]T[Nφ] +GJ [Nφ]T[N′′φ]
)
dx {dφ} =
∫ L
0
[Nφ]
TLφdx
}
,
(3.70)
→
Nels∑
j=1
{∫ L
0
m (Iy + Iz) [Nφ]
T[Nφ]dx︸ ︷︷ ︸
mele
{d¨φ}+
∫ L
0
mΩ2(Iy − Iz)[Nφ]T[Nφ]dx︸ ︷︷ ︸
kΩ,φ
{dφ}
−
∫ L
0
GJ [N′φ]
T[N′φ]dx︸ ︷︷ ︸
kφ
{dφ} =
∫ L
0
[Nφ]
TLφdx︸ ︷︷ ︸
fφ
+GJ [Nφ]
T[N′φ]
∣∣∣L
0︸ ︷︷ ︸
B.C.
}
,
(3.71)
Collecting the final form of the discrete equations of motion, Eqs. 3.59, 3.63, 3.67, and
3.71, generate mass, damping, stiffening, and external forcing matrices and vectors which
are defined and M, C, Ke, Kg, KΩ and F, respectively. These matrices and vectors generate
the element-wise equations of motion defined as,
[M]d¨ + [C]d˙ + ([Ke] + [Kg]− [KΩ])︸ ︷︷ ︸
K
d = F, (3.72)
46
3.3. STRUCTURAL MODEL
where
d = [{du}, {dv}, {dw}, {dφ}]T (3.73)
d˙ =
[
{d˙u}, {d˙v}, {d˙w}, {d˙φ}
]T
(3.74)
d¨ =
[
{d¨u}, {d¨v}, {d¨w}, {d¨φ}
]T
. (3.75)
The explicit form of these element matrices is provided in Appendix A. The element-
wise equations of motion can be collected in a global sense, with procedures presented in
Refs. [65, 66, 67]. The global equation of motion is expressed as
[M]U¨ + [C]U˙ + [K]U = F, (3.76)
where U, U˙, U¨ represent the global vectors containing displacements, velocities, and ac-
celerations. The global matrices M, C, K, are the traditional mass, damping, and stiffness
matrices, as presented in Refs. [65, 66, 67]. The vector, F, represents external forces, such
as the aerodynamic or the wave-induced inertial forces of an FOWT,
F = Faerodynamic + Finertial. (3.77)
Before moving forward, special attention is brought to the damping matrix, [C]. Re-
call, that the variational kinetic energy components gave rise to damping matrices that
depend on the angular velocity of the spinning beam. These damping components are the
gyroscopic damping terms, which in a global matrix sense are represented by 2[G]. In ad-
dition to gyroscopic damping, there is structural damping. However, structural damping is
a non-conservative energy component and thus, does not appear in the potential or kinetic
energy variational. Thus, the inherent structural damping, [S], must be added to the global
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damping matrix, such that
[C] = 2[G] + [S]. (3.78)
In the present work Rayleigh damping is considered, which expresses damping as a linear
combination of the stiffness and mass matrices, and is dependent of the natural frequencies
of the structure. The resulting matrix is expressed as,
[S] = γ[M] + τ [K], (3.79)
where γ and τ are defined by
γ = 2ω1ωnξ
(ωn − ω1)
ω2n − ω21
and τ = 2ξ
(ωn − ω1)
ω2n − ω21
, (3.80)
and ξ is the damping ratio, ωi, where i = 1, . . . , n, are the i
th natural frequencies of the
beam. The parameters γ and τ are based on selecting an appropriate design spectrum,
identified as the frequency range of interest. For instance, for the low frequency content of
the FOWT rotor-blade operational dynamics, the first five modes should suffice in capturing
an adequate structural damping matrix. The present damping model has been validated
against the analytic decay rate of a beam, where the beam in this case is the NREL 5MW
Reference Wind Turbine, which will be presented in further detail later in this chapter.
The validation for this beam is shown in Figure 3.8. Now that we’ve establish a spatially
discretized form of the equations of motion, we can proceed with discussing the solution of
the equations with respect to time.
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Figure 3.8: First mode NREL blade-tip deflection
Temporal Discretization
The current study employs the Newmark time integration scheme as presented in Ref. [67].
To begin, let us express the spatially discretized equation of motion, at time t+ ∆t, as
[M]U¨t+∆t + [C]U˙t+∆t + [K]Ut+∆t = Ft+∆t. (3.81)
Next, based on the Newmark method assumptions we say,
U˙t+∆t = U˙t +
[
(1− δ) U¨t + δU¨t+∆t
]
∆t (3.82)
Ut+∆t = Ut + U˙t∆t+
[
(1/2− α) U¨t + αU¨t+∆t
]
∆t2, (3.83)
where δ and α are time integration parameters defined below in Eq. 3.87. These equations
can be rearranged, in terms of Ut+∆t, U˙t, and U¨t, and substituted into equation Eq. 3.81
49
3.3. STRUCTURAL MODEL
to arrive at the following linear system
[A]Ut+∆t = Bt+∆t, (3.84)
where
[A] = [K] + a0[M] + a1[C], (3.85)
and
Bt+∆t = Ft+∆t + [M]
(
a0U
t + a2U˙
t + a3U¨
t
)
+ [C]
(
a1U
t + a4U˙
t + a5U¨
t
)
, (3.86)
and where the following time integration parameters are used:
δ = 12 , α =
1
4 , a0 =
1
α∆t2
,
a1 =
δ
α∆t , a2 =
1
α∆t , a3 =
1
2α − 1,
a4 =
δ
α − 1, a5 = ∆t2
(
δ
α − 2
)
, a6 = ∆t (1− δ) ,
a7 = δ∆t.
(3.87)
Blade accelerations and velocities at time t+ ∆t are updated by
U¨t+∆t = a0
(
Ut+∆t −Ut)− a2U˙t − a3U¨t (3.88)
and
U˙t+∆t = U˙t + a6U¨
t + a7U¨
t+∆t. (3.89)
The final spatially and temporally discretized equation of motion is expressed by Eq. 3.84,
where in this study we have LDL-decomposed the matrix, [A], and have used the built-in
MATLAB backslash operator to solve the linear system. This now concludes the derivation
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and numerical implementation of the equations of motion for a rotor blade, emulated as a
spinning cantilver beam.
3.4 Fluid-Structure Coupling
There exist few works that have attempted to investigate the generation of wind turbine
wakes as a fluid-structure interaction phenomenon [36, 59, 68]. Most of these attempts
have employed either low-fidelity methods or high-fidelity methods to conduct aeroelas-
tic simulations [36, 59, 68]. However, little to no attempts have been made to provide a
middle-ground of moderate-fidelity fluid-structural interaction frameworks that can be used
as engineering tools and to study flow-physics, such as helical vortex stability. The fluid-
structure interaction framework presented here is one of the few, if not the first, to attempt
the development of a moderate fidelity fluid-structure interaction framework based on the
free-vortex wake method and classical beam theory. At this point, both the separate aero-
dynamic and structural theories with their computational frameworks have been presented
in previous sections of this chapter. Now it is necessary to establish how the fluid-structure
interaction is achieved between the frameworks.
3.4.1 The Aitken ∆2 Method
Two approaches to fluid-structure interaction exist: monolithic and partitioned schemes.
Monolithic approaches solve both the aerodynamic and structural equations simultaneously
to arrive at a solution. Partitioned schemes solve the aerodynamic and structural equations
separately and enforce communication between each domain to achieve a solution. Since the
framework presented here is based on individual aerodynamic and structural frameworks,
attention is now turned to a partitioned approach for the fluid-structure interaction. For an
overview of classical, conventional, and advanced partitioned coupling schemes, the reader
is referred to Refs. [69, 70, 71]. From an overhead perspective, partitioned schemes ensure
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proper fluid-structure interaction through communication between both domains to satisfy
kinematic and dynamic continuity conditions. Kinematic continuity conditions ensure that
the fluid and structural interface lie on each other and operate in accord. The dynamic
continuity condition requires equal and opposite tractions between the fluid and structural
interface. Achieving kinematic and continuity conditions usually require iterative schemes
that work toward finding solutions.
The method used here to properly capture the fluid-structure interaction and satisfy
kinematic and dynamics continuity conditions is the Aitken ∆2 method [72, 73]. To sat-
isfy the kinematic continuity conditions at each time step, the Aitken scheme enforces
an under-prediction of solutions by computing weights based on minimizing the L2-norm
of the residual. This under-prediction of the solutions (the structural (blade) and fluid
(lifting-line) deflections) is used to avoid over-shooting the location of the interface. The
under-relaxation method iterates until the convergence of the interface location is achieved.
Further iteration can be used to satisfy the dynamic continuity condition, such that the fluid
forces imposed on the structure have converged. A basic overview of this coupling scheme is
as follows: 1) compute the aerodynamic blade loads via Kutta-Joukowski theorem, 2) load
blades to compute blade deflections, 3) update the position of the lifting-line, 4) iterate
steps 1-3 until the interface (structural and aerodynamic mesh locations) and the aerody-
namic and structural forces have converged. Illustration of the fluid-structure coupling is
shown in Fig. 3.9. A pseudo-code of the aeroelastic FVM is provided in Algorithm 3 to
give an overview of the entire aeroelastic solver. Finally, details of the Aitken ∆2 method
are outlined in Algorithm 4. Validation of the coupling scheme will be presented later in
Section 3.5.
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Figure 3.9: Illustration of the communication between the aerodynamic model (Kutta-
Joukowski theorem (KJ)) and the structural model (S) in the Aitken coupling scheme
Algorithm 3 Aeroelastic FVM Framework in Terms of Theory
Data: Turbine geometry, load conditions, and tolerance values
Result: Turbine loads and wake geometry
1: Import turbine geometry and load conditions;
2: Perform coordinate transformations;
3: Compute velocity of blade nodes;
4: Determine initial values for spanwise Cl and Γbound using BEM theory;
5: Determine initial blade displacements at first time step t = ∆t using FEM;
6: for all time steps do
7: Compute the wake lattice
8: Compute vortex core size
9: Compute induction at all wake nodes
10: Numerically advect wake nodes;
11: while εkfsi and ε
k
Cl
> εktol do
12: Compute new Γbound via K.J. theorem, satisfy Kelvin’s theorem, and include
blade deformation velocities)
13: Compute blade deflections via FEM
14: Relay blade deflections to Aitken’s ∆2-method
15: end while
16: end for
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Algorithm 4 Aitken’s ∆2 - method
Data: Blade deflection, lifting-line geometry, fixed relaxation factor (θ0), and lift coefficient
Result: Relaxed deflections and lifting line geometry
k=iteration counter
n=time
r=residual
L=lifting line geometry
U=structural deflection
Cl=lift coefficient
1: if k=1 then
2: U1n = U
0
n + θ
0U0n
3: L1n = L
0
n + θ
0U0n
4: else
5: rk = Ukn − Uk−1n and rkCl = Ckl,n − Ck−1l,n
6: θk = θk−1 (r
k−1)(rk−rk−1)
||rk−rk−1||2
7: Ukn = U
k−1
n + θ
kUk−1n and Lkn = Lk−1n + θkLk−1n
8: εkfsi = | r
k−rk−1
rk
| and εkCl = |
rkCl
−rk−1Cl
rkCl
|
9: end if
3.5 NREL 5-MW Reference Wind Turbine Rotor
To validate the current aeroelastic framework, the NREL 5-MW reference wind turbine
rotor is employed [36]. The NREL 5-MW reference wind turbine has been used extensively
by the wind energy community to investigate several disciplines relevant to wind turbine
technology. The documentation of the original report includes a wide range of performance
metrics and detailed design parameters, from structural blade properties to drivetrain prop-
erties [36]. Gross properties of the wind turbine are presented below in Table 3.2. More
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detailed properties can be found in Ref. [36].
Table 3.2: Gross Properties of the NREL 5 MW Baseline Wind Turbine [36]
Rating: 5 MW
Rotor Orientation, Configuration: Upwind, 3 Blades
Control Variable Speed, Collective Pitch
Drivetrain High Speed, Multiple-Stage Gearbox
Rotor, Hub Diameter: 126 m, 3 m
Hub Height: 90 m
Cut-in, Rated, Cut-Out Wind Speed: 3 m/s, 11.4 m/s, 25 m/s
Cut-in, Rated Rotor Speed 6.9 rpm, 12.1 rpm
Rated Tip Speed 80 m/s
Overhang, Shaft Tilt, Precone 5 m, 5◦, 2.5◦
Rotor Mass 110,000 kg
Nacelle Mass 240,000 kg
Tower Mass 347,460 kg
Coordinate Location of Overall CM (-0.2m, 0.0 m 64.0 m)
The reference wind turbine geometry and design is also shown from a top view in
Fig. 3.10. It can be seen that the blade design is tapered blade and composed of eight
airfoil cross-sections. Details of these airfoils and their corresponding properties are made
readily available on the internet by NREL’s Wind Energy Technology Center [74].
The rotor blade structural properties as reported by Jonkman et al. [36] have been
divided into forty-nine spanwise cross-sections. All forty-nine cross-sectional structural
properties are used in the structural beam model of the current aeroelastic framework. In
addition, the blade is divided into seventeen aerodynamic stations, which have also been
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Figure 3.10: 5-MW NREL spanwise and cross-sectional rotor-blade design
used in the current framework. Rotor blade aerodynamic properties, such as lift, drag, and
moment coefficients are presented in Appendix B. Structural properties of these airfoils are
presented in detail in reference [36].
3.6 Results
The validation cases used to measure the accuracy of the framework presented here are based
on below-rate, rated, and above-rated conditions as defined by Sebastian et al. [41, 42] and
Jonkman et al. [36], and listed in Table 3.3. The parameters listed in Table 3.3 are defined
as
λ =
Vtip
V∞
and ReD =
ρV∞D
µ
, (3.90)
where Vtip is the blade tip, V∞ is the free-stream velocity, ρ is the density of air, µ is
kinematic viscosity, and D is the rotor diameter. These three operational conditions will
be tested using the aeroelastic framework presented in this work and measured against the
simulated performance metrics reported by Jonkman et al. [36] and can be seen in Fig. 3.11.
Before moving forward, however, it is important to discuss how the performance metrics
reported by Jonkman et al. [36] were obtained. The NREL 5-MW reference wind turbine
performance metrics were obtained using NREL’s in-house and open-source code, FAST
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Table 3.3: NREL 5-MW Reference Wind Turbine Operational Parameters [38]
Below-rated Rated Above-rated
Inflow, V∞ (m/s): 6 11.4 18
Reynolds No. ,ReD: 5.14 ×107 9.76 ×107 15.4 ×107
Blade Pitch, θbl (deg.): 0 0 15
Tip-speed Ratio, λ: 9.63 7 4.43
(Fatigue, Aerodynamics, Structures, and Turbulence). A series of simulations were executed
to arrive at the steady-state solutions that are seen in Fig. 3.11. It is of utmost importance
to highlight that there are modeling difference between the aeroelastic framework presented
in this dissertation and FAST.
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Figure 3.11: Range of NREL Wind Turbine Steady-State Operation. Stars indicate opera-
tional states used for validation (Figure obtained from [36] and modified).
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Perhaps the most important difference is the difference in aerodynamic modeling. While
the current investigation uses the lifting-line free-vortex wake method to characterize blade
loads and capture wake aerodynamics, Jonkman et al. employed the blade element momen-
tum (BEM) theory in conjunction with the generalized dynamic wake (GDW) theory, and
correction factors to account for aerodynamic losses not inherently captured by BEM or
GDW [75, 76, 77]. The limitations associated with BEM and GDW were addressed and
discussed by Sebastian et al. [40, 44], in which was found that BEM and GDW would be
unsatisfactory to capture the aerodynamic field of floating offshore wind turbines, which is
one of the reason this dissertation has adopted the free-vortex wake method. Thus, inher-
ently, it can be anticipated that aerodynamic performance metrics, such as rotor thrust,
rotor-torque, and rotor-power, reported by Jonkman et al. and results obtained through
the aeroelastic framework at hand, will be marginally different in values but consistent in
trends.
Another important difference between FAST and the aeroelastic framework at hand is
the difference in level of rotor-blade structural detail captured by each framework. FAST’s
aim is to provide high-level structural behavior necessary for fatigue analysis, airfoil struc-
tural optimization, and other structural blade design considerations. On the other hand, the
aim of the current work is to employ simple beam-theory to emulate rotor-blade behavior
impact on the near-wake dynamics and stability. Thus, in the development of the struc-
tural model of the current framework there have been some idealizations, such as neglecting
precone, structural pre-twist, and mode-coupling, that may generate marginal differences
in the rotor-blade structural performance, but remain consistent with trends.
3.6.1 Convergence Study
Before conducting the validation cases it is also important to present a convergence study of
the aeroelastic framework, with regard vortex shedding frequency (1/∆t) of the free-vortex
wake method to faithfully capture the fluid and structural dynamics at hand. Structural
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convergence with regard to the number of structural spanwise-stations is not considered
here, since each of the forty-nine cross-sectional stations reported by Jonkman et al. [36]
have been used for to capture beam dynamics, and it the number of stations used is thought
to provide more than enough spatial resolution for beam theory.
The limiting base-case for the current time-step convergence study is based on the
aeroelastic above-rated operation. We have chosen the aeroelastic above-rated operation
because the rotor exhibits the highest blade-tip velocities, and thus require the greatest
temporal resolution to faithfully capture blade dynamics and near-wake dynamics.
It is important to note that rigid-rotor temporal convergence studies were not conducted
here, since the limiting baseline case for the investigation at hand is based on flexible blades.
However, Sebastian et al. [40, 42], have reported that for the aerodynamic model used in this
investigation a minimum of 5 Hz vortex shedding frequency provides adequate resolution for
performance metrics and near-wake dynamics, which they adopted in their floating offshore
wind turbine simulations. Though this 5 Hz requirement is adequate for rigid cases, for
consistency, this investigation will use the same temporal discretization of the aeroelastic
simulations on the rigid rotor simulations that will later be used for the helical vortex
stability analyses.
Set-up and Convergence Results
To investigate the convergence of the aeroelastic framework, a series of ten-second simu-
lations of the NREL 5-MW reference wind turbine rotor at above-rated conditions were
conducted. These simulations employed vortex shedding frequencies of ∆t−1 = 4, 6, 8, 10,
12, 14, and 16 Hz with a fluid-structure coupling error bound of εktol = 10
−9. To evaluate
adequate vortex shedding frequencies that capture adequate convergent behavior we eval-
uate the shedding frequency versus time-averaged deflection trends shown in Fig. 3.12a,
where w, v, φ, are the time-averages of the flapwise, edgewise, and torsional deflection, and
lblade is the rotor blade length.
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Figure 3.12: Fluid-structural coupling convergence studies
Figure 3.12a shows that at 10 Hz the above-rated simulations have reached adequate
convergence with respect to deflection values. To highlight the convergence of the kinematic
and dynamic continuity conditions (fsi-coupling error), the error per iteration was evaluated
at simulation times t =2, 6, and 10 s, for simulations with shedding frequency ∆t−1 = 10,
12, 14, and 16 Hz. These results are shown in Figs. 3.12b and 3.12c. It can be seen that
it takes the dynamic continuity condition is the limiting factor with respect to error per
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iteration. In other words, the dynamic continuity condition requires more iterations the
error tolerance. Furthermore, it is seen that vortex shedding frequencies of ∆t−1 = 10 Hz
require more iterations to reach error tolerance. However, as Fig. 3.12d shows, the 10 s
simulation at a shedding frequency ∆t−1 = 10 Hz takes less time to run than the higher
shedding frequencies, despite higher iteration counts. It is also important to keep in mind
that as longer simulation run times are conducted higher shedding frequency runtimes will
grow exponentially. Thus, based on the data from Fig. 3.12, it is anticipated that a shedding
frequency of ∆t−1 = 10 Hz will provided the minimum temporal discretization required to
keep converged blade deflection error. Thus, for the remainder of this investigation, unless
otherwise stated, the temporal discretization for rigid-rotor and flexible rotor, simulations
will operate with shedding frequency of ∆t−1 = 10 Hz. In addition, the fluid-structure
coupling error bound is set to εktol = 10
−6, which is sufficient for the dynamics at hand.
3.6.2 Onshore Wind Turbine Results
Simulation results of the onshore wind turbine simulations using the framework presented
here are compared against Fig. 3.11, where the overlaid stars are the metrics being used
as benchmark. Rigid and flexible rotor below-rated, rated, and above rated wakes are
first presented followed by their performance metrics. Wake simulations, aerodynamic load
time-histories, and performance metrics are discussed and presented.
Before presenting the results it is important to review the quantitative descriptions
used to visualize the wake. All wake figures presented here illustrate the magnitude of
the induced velocity field that has been multiplied by the sign of the downwind induced
velocity component, which is then normalized by the mean inflow velocity. This description
is expressed as:
V ind
V∞
= sgn (Vind,x)
√
V 2ind,x + V
2
ind,y + V
2
ind,z√
V 2∞,x + V 2∞,y + V 2∞,z
. (3.91)
In addition, the most outboard shed filament per rotor-blade is tracked as the wake ages
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with red, green, and blue highlights: blade 1=green, blade 2=red, blade 3=blue.
Below-rated Operation
Wake simulations of the below-rated wind turbine rotor are shown below, where the oper-
ation is simulated for 80 seconds.
Figure 3.13: Wake simulation shed from a rigid rotor at below-rated operational conditions
Figure 3.14: Wake simulation shed from a flexible rotor at below-rated operational condi-
tions
Wake simulations from above, shown in Figs. 3.13 and 3.14, highlight important differ-
ence between the wake generated from a rigid versus a flexible rotor. The main difference
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that is shown is that the wake generated by a rigid rotor maintains a coherent helical vortex
structure, as highlight by the red, green, and blue Lagrangian trackers, longer than the wake
shed from a flexible turbine. The earlier wake break down of the flexible rotor generates
a more chaotic wake breakdown. With regard to the near-wake of both rigid and flexible
cases, it can be seen that there is strong upwash generated near the rotor plane, which is
highlighted by the dark blue. As the wake begins to break down, the upwash gets weaker
and eventually begins to convect downstream.
The time histories of the aerodynamic loads of rotor-blade 1 are shown next in Fig. 5.53.
Time history of the lift and drag coefficient show minor difference between rigid and flexible
rotors. However, as should be anticipated, rigid results provide smoother aerodynamic
loading than flexible cases, especially for outboard stations. In addition, time-histories of
the lift and drag coefficients show periodic behavior, which could also be anticipated because
of the rotor design configuration: 5◦ rotor-plane tilt. This rotor-plane tilt causes a periodic
fluctuation in the angle of attack related to the rotation rate of the rotor, and thus generates
a blade-loading fluctuation in both drag and lift.
Based on the aerodynamic loading of the flexible wind turbine, one can anticipate the
rotor-blade deflection behavior, as show in Fig. 3.16. It can be clearly seen in all degrees-
of-freedom that there is periodic behavior that persists through the operation of the rotor.
The flawise direction exhibits strong out-of-phase behavior, due to the velocity changes in
the local coordinate system (flapwise-direction) of the blade caused by the out-of-plane tilt.
Individual blades all experience the same velocity change but at different times, which causes
this out-of-phase behavior. The edgewise deflection, however, does not exhibit out-of-phase
behavior. This is mainly because the rotor-tilt only imposes periodic changes out of the
rotor plane (flapwise-direction) and not in the rotor plane, where the edgewise components
exist. The torsional deflection of the rotor-blade does not experience out-of-phase behavior
as quickly as the flapwise degree-of-freedom. However, out of phase torsional vibration
begins to take place in the last 20-30 seconds of the simulated operation. The out-of-phase
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behavior for torsional vibrations is anticipated as well, since aerodynamic moment loads
also depend on flapwise velocities.
The rotor thrust, power, and torque all exhibit fluctuations for the flexible rotor sim-
ulation but not in the rigid rotor simulations, as show in Fig. 3.17 This fluctuation is as
expected since rotor thrust, power, and torque all depend on the pressure drop over the
rotor or the velocity drop due to the rotor operation [78]. Hence, due to the vibration of
the blades, especially in the flapwise direction, it can be anticipated that thrust, power,
and torque fluctuations will exist. Finally, good agreement between performance metrics of
rigid and flexible rotors is seen, despite the fluctuations in values of the performance metrics
due to blade vibrations.
(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 3.15: Below-rated time history of rotor-blade loads per spanwise station
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Figure 3.16: Time history of rotor-blade tip deflections at below-rated operational condi-
tions
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Figure 3.17: Rigid and flexible time history of rotor operational performance at below-rated
operational conditions
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Rated Operation
Wake simulations of the rated wind turbine rotor are shown below, where the operation is
simulated for 80 seconds.
Figure 3.18: Wake simulation shed from a rigid rotor at rated operational conditions
Figure 3.19: Wake simulation shed from a flexible rotor at rated operational conditions
The main difference between the wake generated by the rated operational conditions and
below rated conditions is the length of the wake and the longevity of the coherent helical
vortex structure, as shown in Figs. 5.9 and 3.19. Recall that the tip speed ratio of the rated
operational conditions is smaller than the below rated case. In addition, the free-stream
velocity is higher in the rated case, which convects the wake much further downstream.
The combination of both lower tip-speed ratio and increased free-stream velocity allow
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the rotor to generate more coherent helical vortex structures that last longer in the wake.
This is mainly because the pitch-rate (or the proximity between vortices) has increased,
which reduces the level of interaction between vortex structures, which prolongs the wake
breakdown.
As in the below-rated case, the wake generated by the flexible rotor at rated conditions
seems to break down at an earlier time than the wake generated by a rigid rotor. This
earlier onset of the wake breakdown has again generated a more chaotic wake downstream
of the rotor. Another key difference is that the wake by the rigid rotor seems to be more
compact downstream than the wake of the flexible rotor. The wake expansion generated
by the flexible rotor is likely caused by the ejection of the tip vortices during the periodic
flapwise deflections. In addition, as in the below-rated case, there seems to be strong upwash
near the rotor plane, as illustrated by the dark blue regions. After the wake breakdown the
upwash is much weaker and the wake begins to blend in with the free-stream velocity.
The time histories of the aerodynamic loading conditions exhibit much stronger periodic
behavior in all cases, except the moment loading of the rigid case, than the below-rated
case, as shown in Fig. 3.20. This is in line with the operational conditions, since the inflow
velocity and blade tip-speed are higher, which would amplify the loading conditions and
cause a more pronounced periodic loading than the below-rated case.
Based on loading conditions and the operational condition of the rated case, the blade
behavior can be anticipated. Since loads are much more amplified in the rated case, one
can expect larger blade deflections in which the periodic behavior is more pronounced,
which is the case as shown in Fig. 3.21. An important observation to make is that the
blade deflections in the flapwise direction seem to reach steady-state (but periodic) much
quicker than the below-rate case. However, edgewise and torsional blade deflections seem
to show transient behavior that persists. The quick convergence of the flapwise deflections
(degree-of-freedom which is in the direction of the free-stream velocity) are thought to be
a byproduct of the increase of free-stream velocity, which effectively force the blade to its
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steady state solution quicker than the below-rate case. However, since the edgewise and
torsional modes do not operate in the direction of the free-stream velocity, the increase
of the inflow conditions have little to no impact on the transient behavior of the blade
vibrations. Thus, with the higher loading conditions of the rated operational case the
edgewise and torsional degrees-of-freedom experience “ringing” longer than the below-rated
case. Another important observation in the blade behavior is the secondary frequencies
observed in the flapwise deflections. These frequencies are due to the torsional vibrations
which impact the angle of attack and, in turn, impact the amplitudes of the lift-coefficient,
causing the secondary frequencies to appear clearly.
In the performance metrics, Fig. 3.22, the amplitudes of the periodic behavior are more
pronounced than the below-rated case, due to larger pressure and velocity fluctuations of
the rotor blades. In addition, the performance metrics converge to a steady-state condition
at a quicker pace than the below-rated case for both rigid and flexible rotors. This rapid
approach to steady-state is again attributed to the increased free-stream velocity, which
allow the transient effects to drift away quicker than the below-rated case. Finally, good
agreement between performance metrics of rigid and flexible rotors is seen, despite the
fluctuations in values of the performance metrics due to blade vibrations.
70
3.6. RESULTS
(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 3.20: Time history of rotor-blade loads per spanwise station at rated operational
conditions
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Figure 3.21: Time history of rotor-blade tip deflections at rated operational conditions
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Figure 3.22: Rigid and flexible time history of rotor operational performance at rated
operational conditions
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Above-rated Operation
Wake simulations of the above-rated wind turbine rotor are shown below, where the oper-
ation is simulated for 80 seconds.
Figure 3.23: Wake simulation shed from a rigid rotor at above-rated operational conditions
Figure 3.24: Wake simulation shed from a flexible rotor at above-rated operational condi-
tions
There are striking differences between the above-rated operational conditions and the
rated and below-rated conditions. Of course, the most obvious difference is the distance
the wake has traveled in the above-rated case, as shown in Fig. 3.23 and 3.24. The length
of the wake is much longer than both prior operational conditions due to the high free-
stream velocity which has carried the wake far downstream. Another obvious difference
is that there is no wake breakdown any where near the rotor. In fact, even after an 80
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second simulation the wake has begun to break apart around 10 D and 9 D for the rigid
and flexible cases, respectively. The coherence of the helical vortex structure is thought to
be a byproduct of the low tip-speed ratio, which is lower than both below-rated and rated
operational conditions, and the very high free-stream velocity, which is also higher than both
prior cases. The above-rated tip speed ratio and high free-stream velocity provide a large
pitch-rate of the helical structure, in which the vortex structures are far enough to avoid
causing early interactions that lead to an eventual wake breakdown. One other difference
between the current operational case and the prior cases is the difference in the normalized
induced velocity field. While both the below-rated and rated operational condition had
strong upwash near the rotor, the upwash in the near-wake of the current above-rated
condition is very weak. This is a byproduct of the 15◦ nose-down blade-pitch configuration
during the above-rated design configurations of the NREL 5MW turbine. This blade-pitch
is built in to reduce excessive blade loading that can be caused by high inflow velocities
during operation. Thus by setting a 15◦ nose-down blade-pitch the aerodynamic loads are
decreased, as can be seen by the aerodynamic coefficients in Appendix B. However, notable
upwash still exists towards the root of the turbine, at which the blade-pitch has had minimal
impact due to the cylindrical airfoil shapes of the root.
The differences between the rigid and flexible above-rated cases are subtle. Perhaps the
only notable difference between cases is the breakdown at the ends of the wake. This is
to be expected since the ends of the wake are a byproduct of the initial transients of the
simulations, which are obviously different between rigid and flexible rotor simulations. A
subtle difference between these wakes is the onset of the wake breakdown around 7-10 D
downstream. Here it can be seen that the tip vortices between rigid and flexible cases have
evolved differently. The flexible case seems to exihibit more unstable behavior, as should be
expected, than the rigid case in the 7-10 D region. However, a deeper assessment is needed
to conclusively identify the origin of the unstable behavior in this region. This assesment
will be discussed in the next chapter.
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The time histories of the aerodynamic loading are again periodic due to the rotor-plane
tilt of the turbine design configuration, as shown in Fig. 3.27. However, the amplitude of
the loads are much lower than the rated operational case. This is, as mentioned earlier, a
byproduct of the nose-down 15◦ blade-pitch. An important feature to bring to light among
the aerodynamic loads is the similarities between the rigid and flexible case. These loading
conditions reflect very well the similarities in the wake generation of the rigid and flexible
cases.
As was seen in the prior operational cases and increase in inflow velocity promotes a rapid
transition into steady-state behavior. This is made most obvious for the current above-rated
operational case, in which the flapwise blade deflections have reached the periodic steady-
state as early as 20 seconds into the simulation, as show in Fig. 3.26. In the prior below-
rated and rated operational states, it was observed that the flapwise deflections impact the
performance and the wake generation the most. Therefore, it is thought that the quick
transition into the periodic steady state of the flapwise deflections is responsible for the
similarities between rigid and flexible wake generation and aerodynamic loading conditions
discussed in the paragraph above.
Although the flapwise deflections quickly reach a periodic steady state, the edgewise and
torsional degrees-of-freedom seem to carry the transients even after the simulated opera-
tional state, show in Fig. 3.26. Based on the discussion presented in the rated operational
case, it is thought that the transients in the edgewise and torsional deflections take longer
to die off since the free-stream velocities can not effectively expedite their transition into
steady-state, as seen in the flapwise deflections.
The similarities between wake generation and aerodynamic loading are carried through
to the performance metrics of the rotor, as shown in Fig. 3.27. It can be seen in the
performance metrics of all operational cases in Figs. 3.17, 3.22, and Fig. 3.27, though
subtle, that the above-rated case provides the best agreement between rigid and flexible
rotors. Between all operational cases the performance metrics of the above-rated operation
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reach steady-state the quickest.
(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 3.25: Time history of rotor-blade loads per spanwise station at above-rated opera-
tional conditions
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Figure 3.26: Time history of rotor-blade tip deflections at above-rated operational condi-
tions
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Figure 3.27: Rigid and flexible time history of rotor operational performance at above-rated
operational conditions
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Validation
Now that an assessment has been presented of the simulation results using the aeroelastic
framework presented in this dissertation, the validity of the framework can now be discussed
by comparing results against NREL’s FAST simulation tool kit. In this validation we are
comparing the following steady-state performance metrics: rotor thrust (kN), power (kW),
torque (kN-m), denoted as T , P , Q, respectively. In addition, we use the time averaged
steady-state blade-tip deflection results: flapwise deflection (m) and edgewise deflection (m),
w and v, respectively. Unfortunately, the NREL documentation does not provide torsional
deflection results, so these results are omitted in the current validation. To refrain from
including artificial transient results, all results from 30-80 seconds of the simulations are
time-averaged.
Table 3.4: Benchmark Results for Steady State Simulations
Below-rated Rated Above-rated
T P Q w v T P Q w v T P Q w v
FAST 3100 850 980 2.25 -0.2 750 5300 4200 5.40 -0.60 375 5300 4200 1.7 -0.2
Current 2560 896 977 2.09 0 738 5695 4496 5.03 -0.01 297 4397 3474 1.18 -0.01
Before moving forward it is necessary to point out that while Fig. 3.11 was provided by
NREL [36], the data provided are difficult to visually interpret. The best effort was put
forth in attempting to interpret and list the results provided.
As can be seen in the Table 3.4, results using the current framework are consistent with
most performance metrics provide by the NREL documentation, as shown in Fig. 3.11.
However, there are a few notable discrepancies in the performance of the rotor. In the below-
rated case there is marginal discrepancy between rotor thrust values, in the above-rated case
there is notable discrepancy between rotor thrust, power, and torque. It is important to note
that the largest discrepancies have occurred at the above-rated condition. As mentioned
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in the introduction of Section 3.6, both aeroelastic frameworks share a few differences in
aerodynamic methodologies. While the current framework has implemented the moderate
fidelity free-vortex wake method to solve the aerodynamic field, NREL’s FAST simulation
tool has employed the blade element momentum (BEM) theory and the generalized dynamic
wake (GDW) theory, which are both engineering-level aerodynamic methodologies that
require empirical correction factors. Therefore, it is important to bring to light that as
the diameter-based Reynolds number increases, the FAST simulation tool becomes more
susceptible to the misinterpretation of the aerodynamic field and rotor performance. Thus,
it is not surprising that good agreement between methodologies exist in below-rated and
rated operational conditions, while notable differences exist at above-rated conditions. Due
to the low-level engineering aerodynamic methodology adopted by NREL’s FAST and the
moderate fidelity aerodynamic methodology adopted in this dissertation, the discrepancies
presented in Table 3.4 are deemed acceptable.
With regard to the structural dynamics of the rotor blades, it is important to note
that NREL’s FAST toolkit has adopted a methodology with higher fidelity than the clas-
sical beam theory presented here. The structural dynamic framework presented here has
adopted several idealizations to simplify the main effort of the dissertation, which is to
study the stability of helical vortex structures as an aeroelastic phenomena. Some of these
idealizations are as follows: structural pretwist is not accounted for, precone is neglected,
mode coupling is neglected, aerodynamic lift acts only on the rotor-blade in the flapwise
direction, and drag only acts in the edgewise direction. NREL’s FAST has accounted for
most of the idealizations considered in this structural framework. Such as a mode coupling,
precone, and structural twist [75]. Based on these modeling differences it can be antici-
pated that the rotor-blade structural dynamics will have marginal differences. Thus, these
marginal discrepancies are also deemed acceptable for the goal of this dissertation.
It is concluded that the structural framework presented here retains the essence of flex-
ible rotor-blade dynamics needed to investigate helical vortex dynamics and stability as
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an aeroelastic phenomenon. The aerodynamic framework adopted in this investigation is
thought to provide a more detailed and accurate representation of the rotor-wake aero-
dynamics than the methodology adopted by NREL’s FAST simulation toolkit. Thus, it
is important to keep in mind that while there exist minor discrepancies in below-rated
and rated operation, and notable discrepancies between the above-rated conditions, these
frameworks provide results that are in line with anticipated behavior from the foundation
of their methodology. In other words, it was anticipated that FAST’s results would provide
consistent rotor-performance with the free-vortex wake method at below-rated and rated
conditions, and provide results within the realm of reason for above-rated conditions. In
addition, it was anticipated that the beam theory derived and employed to emulate rotor-
blade dynamics in this dissertation would provide consistent results with NREL’s FAST
simulation, but that there would be marginal discrepancies. These conclusions, have estab-
lished a level of confidence with the aeroelastic framework to move forward and simulate
floating offshore wind turbine rotor-wakes.
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Chapter 4
Vortex Stability and Dynamics
Quantification
This chapter introduces a linear eigenvalue stability analysis that will be used later to
quantify the stability and dynamic properties of the helical vortex structures. An overview
of the derivation of the framework, the validation, and application of the stability analysis
is presented here.
The stability analysis was first introduced by Bhagwat and Leishman [6], where it was
employed to investigate the steady-state solutions of the helical vortex structure generated
by a helicopter rotor in hovering conditions, which was symmetric and constant. As men-
tioned earlier, one of the goals of this dissertation is to investigate transient helical vortex
generation, such as the near-wake generated by floating offshore wind turbines. Thus, the
stability analysis presented by Bhagwat and Leishman [6] will be later applied to floating
offshore wind turbines.
The main purpose of this chapter is two fold: to introduce the analysis by deriving it
from first principles and to showcase its application on very simple helical vortex structures.
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4.1 Chapter Outline
• Section 4.2 presents a discussion about the difference in application between the orig-
inal works of Bhagwat and Leishman [6] and this dissertation. In addition, a detailed
derivation of the linear eigenvalue stability analysis is presented from first principles.
• Section 4.3 presents the application of the stability analysis on a helical vortex struc-
ture generated by a symmetric configuration of the NREL 5MW rotor for the purpose
of validating the stability analysis.
4.2 Tip-Vortex Stability Analysis
When evaluating the stability of helical vortex structures generated by rotor systems two
types of perturbations are typically considered: short-wave perturbations and long-wave
perturbations [3]. Short-wave perturbations disturb the vortex core structure, which may
be generated by strain or torsion induced by a neighboring vortex. Long-wave perturbations
consider the disturbance of the local helical geometry as a whole, without perturbing the
vortex core. Long-wave perturbations may arise from atmospheric turbulence or any wave
disturbance much larger than the vortex core radius.
The current investigation considers long-wave perturbations on the rotor wake of fixed-
platform wind turbines and floating offshore wind turbines. The analysis used in this work
was originally developed by Bhagwat and Leishman [6] to perturb the helicopter wake
geometries harmonically, in space and time. The investigation conducted by Bhagwat and
Leishman [6] evaluated the tip-vortex stability of a hovering rotor, in which the tip-vortex
geometry was generated by an FVM aerodynamic model. As presented in Chapter 3.2,
the work presented in this dissertation also employs FVM to capture wake aerodynamics.
However, a major difference between the Bhagwat and Leishman FVM and the FVM used
in this investigation is that the framework presented here takes consideration of the impact
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that the trailing vortex sheet and its temporal changes has on the production of the tip
vortex and roll-up effects. Hence, the wake geometries presented by this work may produce
additional layers of physical insight in the stability analysis.
It is also important to note that Bhagwat and Leishman investigated the perturbation of
only the tip vortices, neglected blade elasticity, and modeled a simple canonical rectangular
rotor blade geometry. The work presented here will look into the stability of wakes gen-
erated by the flexible, non-uniform, and tapered rotor-blade geometry of the NREL rotor
blade. However, the current stability analysis of the wake, like Bhagwat and Leishman,
will only consider perturbing the tip vortices in isolation, even though the wake geometry
was generated by accounting for the presence of the trailing vortex sheet. This tip vortex
isolation ensures that only the inherent properties of the tip vortices are highlighted.
Due to the different modeling approach taken in this study to investigate tip-vortex sta-
bility, it can be anticipated that our study will recover similar trends reported by Bhagwhat
and Leishman, but will also bring to light additional insight of stability trends that may
depend of the aeroelasticity of the rotor. The derivation of the stability analysis is now
presented.
4.2.1 Perturbed Induced Velocity Formulation
As explained in Chapter 3.2.1, FVM depends on computing the local velocity of Lagrangian
markers cast into the wake via Eq. 3.1. Hence, the induced velocity field is perturbed by
displacing the wake geometry by a small quantity, δr. To evaluate the stability of the
system, we can perturb the governing equation as follows:
d(r + δr)
dt
= Vinduced,i(r + δr) → dr
dt
+
d (δr)
dt
= Vinduced,i(r + δr) (4.1)
δr˙ = Vinduced,i(r + δr)−Vinduced,i(r). (4.2)
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We can express the perturbed velocity as an ordered series in δr and neglect higher order
terms,
Vinduced,i(r + δr) = Vinduced,i(r) + δVinduced,i(δr) +O((δr)
2). (4.3)
Substituting Eq. 4.3 into Eq. 4.2, we arrive at the governing perturbed equation:
δr˙ = δVinduced,i(δr). (4.4)
The unperturbed velocity field is governed by the Biot Savart law. Thus, substituting
δf = ∂f∂xδx, where f is the function of interest being perturbed that is dependent on a
variable x, into the Biot-Savart law for straight filaments (Eq. 3.4) will yield the perturbed
induced velocity field:
(4.5)

V ′x
V ′y
V ′z
 = Γv4pi 1(r2nc + h2n)1/n
h (cos θ1 − cos θ2)

ex
ey
ez
+ h (δ cos θ1 − δ cos θ2)

ex
ey
ez

+ hfδh (cos θ1 − cos θ2)

ex
ey
ez
+ h (cos θ1 − cos θ2)

δex
δey
δez

 ,
where
hf = 1− 2h
2n
r2nc + h
2n
. (4.6)
Note that V′ = Vinduced,i + δVinduced,i , and the spatial parameters, cos θ1, cos θ2, h, and e
must all be perturbed to arrive at the governing perturbed induced velocity. Also note that
the perturbed spatial parameters are functions of the position vectors of points A, B and
P (i.e. h(rA, rB, rP )). Recall that the parameters of Eq. 4.5 were defined in Section 3.2.
The final expression for the perturbed induced velocity field requires further simplification
of the perturbed parameters δh, δ (cos θ1), δ (cos θ2), and δe. Executing this simplification
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will give the final form of the perturbed induced velocity on the point of interest, P ,
δVinduced, i = Γ¯
{
[M]δrTA + [N]δr
T
B + [O]δr
T
P
}
, (4.7)
where
Γ¯ =
Γv
4pi
1
(r2nc + h
2n)1/n
,
δrA = [δrAx, δrAy, δrAz], δrB = [δrBx, δrBy, δrBz], δrP = [δrPx, δrPy, δrPz].
Let us now define the coefficient matrices [M], [N], and [O]. First, let us begin by consid-
ering the second term in Eq. 4.5 as
h (δ cos θ1 − δ cos θ2)

ex
ey
ez
 = h ¯[A]1eTδrTA + h ¯[B]1eTδrTB + h ¯[P]1eTδrTP . (4.8)
where
(4.9)¯[A]1 =
(
∂(cos θ1)
∂rAx
− ∂(cos θ2)
∂rAx
,
∂(cos θ1)
∂rAy
− ∂(cos θ2)
∂rAy
,
∂(cos θ1)
∂rAz
− ∂(cos θ2)
∂rAz
)
,
(4.10)¯[B]1 =
(
∂(cos θ1)
∂rBx
− ∂(cos θ2)
∂rBx
,
∂(cos θ1)
∂rBy
− ∂(cos θ2)
∂rBy
,
∂(cos θ1)
∂rBz
− ∂(cos θ2)
∂rBz
)
,
(4.11)¯[P]1 =
(
∂(cos θ1)
∂rPx
− ∂(cos θ2)
∂rPx
,
∂(cos θ1)
∂rPy
− ∂(cos θ2)
∂rPy
,
∂(cos θ1)
∂rPz
− ∂(cos θ2)
∂rPz
)
.
We then collect the coefficient matrices as
[M1] = h ¯[A]1e
T,
[N1] = h ¯[B]1e
T,
[O1] = h ¯[P]1e
T.
(4.12)
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Next, the third term in Eq. 4.5 is defined as
hfδh (cos θ1 − cos θ2)

ex
ey
ez
 = hf (cos θ1 − cos θ2) ( ¯[A]2eTδrTA + ¯[B]2eTδrB + ¯[P]2eTδrTP ) ,
(4.13)
where we collect the coefficient matrices and define them as
[M2] = hf (cos θ1 − cos θ2) ¯[A]2eT,
[N2] = hf (cos θ1 − cos θ2) ¯[B]2eT,
[P2] = hf (cos θ1 − cos θ2) ¯[A]2eT,
(4.14)
here we have,
(4.15)¯[A]
T
2 =
(
∂h
∂rAx
,
∂h
∂rAy
,
∂h
∂rAz
)T
,
(4.16)¯[B]
T
2 =
(
∂h
∂rBx
,
∂h
∂rBy
,
∂h
∂rBz
)T
,
(4.17)¯[P]
T
2 =
(
∂h
∂rPx
,
∂h
∂rPy
,
∂h
∂rPz
)T
.
Finally, the fourth term in Eq. 4.5 is defined as
(4.18)h (cos θ1 − cos θ2)

δex
δey
δez
 = h (cos θ1 − cos θ2) ¯[A]3δrTA +
h (cos θ1 − cos θ2) ¯[B]3δrTB + h (cos θ1 − cos θ2) ¯[P]3δrTP .
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where
¯[A]3 =

∂ex
∂rAx
∂ex
∂rAy
∂ex
∂rAz
∂ey
∂rAx
∂ey
∂rAy
∂ey
∂rAz
∂ez
∂rAx
∂ez
∂rAy
∂ez
∂rAz
 , ¯[B]3 =

∂ex
∂rBx
∂ex
∂rBy
∂ex
∂rBz
∂ey
∂rBx
∂ey
∂rBy
∂ey
∂rBz
∂ez
∂rBx
∂ez
∂rBy
∂ez
∂rBz
 , ¯[P]3 =

∂ex
∂rPx
∂ex
∂rPy
∂ex
∂rPz
∂ey
∂rPx
∂ey
∂rPy
∂ey
∂rPz
∂ez
∂rPx
∂ez
∂rPy
∂ez
∂rPz
 .
(4.19)
We define the coefficient matrices as
[M3] = h (cos θ1 − cos θ2) ¯[A]3,
[N3] = h (cos θ1 − cos θ2) ¯[B]3,
[O3] = h (cos θ1 − cos θ2) ¯[P]3.
(4.20)
Finally, we collect all matrices to define the global coefficient matrices of Eq. 4.7:
[M] = [M1] + [M2] + [M3], [N] = [N1] + [N2] + [N3], [O] = [O1] + [O2] + [O3]. (4.21)
Substituting Eq. 4.21 into Eq. 4.7, completely defines the perturbed induced velocity field.
4.2.2 Long-wave Harmonic Perturbation
Now that the perturbed induced velocity is expressed by its independent parameters, we
must define the type of perturbation to be used on the Lagrangian marker velocity, i.e. the
left hand side of Eq. 4.4. For this analysis we have chosen to perturb the wake in a harmonic
fashion. In other words, the form of the perturbation is assumed to be a travelling wave
such that a series of normal mode perturbations could describe any arbitrary disturbance [6].
These perturbations are set in cylindrical coordinates for convenience, and their amplitudes
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are denoted by δ0. The harmonic perturbation is defined by the following expression:
δpk =

δx0
δr0
δθ0
 eαt+iωζk = δ0eαt+iωζk , (4.22)
where k = A ,B , or P . It is important to note here that i =
√−1 and is not the filament
index. Unidirectional perturbations are illustrated below in Figures 4.1-4.3 for a helical
vortex, at an arbitrary time, age, divergence rate, and a fixed frequency.
=1.5 =1.5
Figure 4.1: Radial perturbation at ω = 1.5 rad−1
The cylindrical coordinate transformation matrix is defined by
[T] =

1 0 0
0 cos θ −r sin θ
0 sin θ r cos θ
 , (4.23)
where, for instance,
δrTA = [T]δpA, δr
T
B = [T]δpB, δr
T
P = [T]δpP . (4.24)
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=3=3
Figure 4.2: Axial perturbation at ω = 3 rad−1
=1.5
=1.5
Figure 4.3: Azimuthal perturbation at ω = 3 rad−1
Also note the corresponding transformation matrix expressions:
r˙k = [T]p˙k, (4.25)
δr˙k = [T]δp˙k + [T2]δpk, (4.26)
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[T2] =

0 0 0
0 −θ˙ sin θ −z˙
0 θ˙ cos θ y˙
 , (4.27)
cos θ =
y√
y2 + z2
, sin θ =
z√
y2 + z2
, θ˙ =
yz˙ − zy˙
y2 + z2
. (4.28)
4.2.3 Linear Eigenvalue Stability Analysis
We now have a complete set of equations (Eqs. 4.7, 4.26) necessary to formulate an eigen-
value stability analysis. First, let us substitute Eq. 4.26 into the left hand side of the
governing perturbed equation, Eq. 4.4,
δr˙k = [T]δp˙k + [T2]δpk = (α[T] + [T2]) δ0e
αt+iωζk . (4.29)
Next, substituting Eq. 4.24 into Eq. 4.7 will give us
(4.30)
δVinduced,i = Γ¯
(
[M]δrTA + [N]δr
T
B + [O]δr
T
P
)
= Γ¯
(
[M][T]δ0e
αt+iωζA + [N][T]δ0e
αt+iωζB + [O][T]δ0e
αt+iωζP
)
= Γ¯
(
[M]eiω(ζA−ζP ) + [N]eiω(ζB−ζP ) + [O]
)
[T]δ0e
αt+iωζP
= [Vi][T]δpP ,
where, if we only consider the real contribution of eiω(ζA−ζP ) and eiω(ζB−ζP ), then
[Vi] = Γ¯ (cosω(ζA − ζP )[M] + cosω(ζB − ζP )[N] + [O]) . (4.31)
The subscript i in δVinduced,i denotes the i
th filament (the segment between rB and rA).
The superposition of each individual filament’s perturbed induced velocity field on a point
of interest is expressed as δV =
∑
i δVinduced,i . Likewise, the expression [V] =
∑
i Vi is
the total perturbed induced velocity field in cylindrical coordinates on the point of interest.
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Substituting Eqs. 4.29 and 4.30 into Eq. 4.4 will give
(α[T] + [T2]) δpP = [V][T]δpP . (4.32)
After further rearrangement we arrive at
αδrP =
(
[V]− [T2][T]−1
)
δrP . (4.33)
Setting [W] =
(
[V]− [T2][T]−1
)
and rearranging Eq. 4.33 gives us the final form of the
eigenvalue problem for each point of interest :
([W]− α[I]) δrP = 0, (4.34)
where solving for the maximum α along the age of the tip vortex, at a specified radial wave
number ω and time t, will give us the stability trend of the wake.
4.3 Validation of the Stability Analysis
To validate the stability analysis employed for our wind turbine wake investigations, a sym-
metric rotor configuration is considered, with similar. A stability analysis will be conducted
on the wake generated by this rotor and the stability trends will be compared with those
reported by Bhagwat and Leishman. However, it is important to keep in mind that the
FVM employed in this study has only been validated for wind turbine applications and
not for helicopter rotors. Thus, the FVM employed here cannot readily generate the exact
performance features considered by Bhagwat and Leishman, such as helicopter-rated blade
tip-speeds and thrust production, etc. Nevertheless, features most important to tip-vortex
generation can be considered in our FVM, such as blade geometry and rotor-plane tilt.
Thus, due to the inability of generating the helicopter rotor performance metrics and the
93
4.3. VALIDATION OF THE STABILITY ANALYSIS
differences between FVM models, the current validation of the analysis relies on qualitative
agreement of the stability trends that were generalized by Bhagwat and Leishman.
The rotor configuration considered in this validation is the NREL 5MW reference wind
turbine rotor that has been tilted forward five degrees from its original design configuration.
Disregarding the rotor-plane tilt ensures the wake of the rotor is generated symmetrically
about the normal axis of the rotor plane, and that stability properties of the tip vortices are
symmetric, which reduces the complexity of the wake and is helpful in the current validation
efforts. The same below-rated, rated, and above-rated operational conditions of the NREL
5MW rotor used for validation in Chapter 3.6 are considered for the stability analysis at
hand.
To ensure proper validation of the stability analysis as applied to the current FVM
framework there are two qualitative properties that must be identified:
1. Peak divergence rates occur at ω ≈ Nb (k − 1/2), where k = 1, 2, 3 . . . , n, is any
natural number.
2. Stability trends (ω vs. α) of tip vortices must be identical for wakes generated by
symmetric rotor configurations.
4.3.1 Considerations of Numerical Stability
As shown in Chapter 3.6, the FVM aeroelastic framework presented here is more than ca-
pable of reproducing accurate, stable, and robust, rotor-blade and rotor-wake performance
metrics, such as blade forces, blade deflection, rotor-thrust, etc. In addition, as mentioned
before, in Chapter 3.2, the capabilities of faithfully generating the near-wake geometry of
rotor-wakes has been validated by Sebastian and Lackner [42]. However, it can be seen
in the wake simulations in Chapter 3.6 that the convection of Lagrangian markers become
numerically unstable a few rotor-diameters downstream. This issue is associated with time-
marching numerical instabilities that have been studied by Leishman et al. [6, 49, 50]. One
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can avoid these numerical issues by avoiding transient wake geometry altogether and fo-
cusing on solving the FVM equations for a steady-state (periodic) wake geometry solution.
This approach was taken by Bhagwat and Leishman [6], in which the vortex stability prop-
erties of steady-state helicopter rotor-wakes were investigated. However, this approach is
not applicable for the purposes of the investigation at hand, since the focus here is to study
the stability properties of transient wake geometry of floating offshore wind turbines.
To ensure that the stability analysis presented in this chapter is unaffected by the
artificial numerical effects of the far-wake, the near-wake regions are sought in which the
analysis remains valid. To find these valid near-wake regions the behavior of the divergence
rates under long-wave perturbations is evaluated for truncated wakes. In other words, we
seek for wake ages in which divergence rates are unaffected by the numerical wake-break
down by truncating the ends of the wake - where the artificially unstable numerical markers
exist. To identify regions in which the analysis is valid we seek for the following divergence
rate behavior: 1) divergence rates should not show erratic behavior, and 2) divergence
rates should not be appreciably impacted by minimal truncation. Furthermore, for the
current analysis, recall that we have chosen a rotor that generates symmetrical conditions,
thus divergence values shed from individual rotor blades should be similar or equal under
different perturbation wave numbers and as they evolve in time.
4.3.2 Wake Solutions for the Validation Case
As mentioned already, the wakes generated for the validation of the stability analysis are
symmetric and share the same inflow, tip-speed ratio, blade-pitch angle, of the below-rated,
rated, and above-rated conditions. Since we are mostly concerned with the wake geometry
and its dynamics for the validation of this analysis, aerodynamic loads are not presented
here. Since the analysis is carried through only on the tip vortices of the rotor, the illustra-
tions of the wake geometry below have omitted the trailing vortex sheet for convenience.
Each of the wakes used for the validation of the analysis are 60 second simulations.
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Below-rated wake
From purely qualitative perspective, it can be expected that the below-rated case, shown
in Figs. 4.4 and 4.4, will show the most unstable characteristics when seeking the region of
validity due to its short helical pitch-rate, low inflow velocity, and low-tip speed ratio. The
combination of its operational parameters essentially promotes vortex-vortex interaction
which may inherently lead to a more unstable wake when compared to the other operational
conditions, and might make it more susceptible to the artificial instabilities. Before moving
forward it is important to highlight where the initial transient have cause highly unstable
vortex behavior. It seems that at the end of the 60 second simulation in the below-rated
case, shown in Figs. 4.4 and 4.5, the initial transients have generated a wake breakdown
starting around 1.5 D down stream, which is about 6 revolutions, i.e. a wake age around
11-12pi.
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Figure 4.4: Side view of the below-rated symmetric tip vortices from the NREL 5MW wind
turbine
Rated wake
The wake generated at operational conditions shows qualitatively a more pronounced and
coherent helical vortex structure than the below-rated wake. This change is to be expected
due to an increase in inflow velocity increase and decrease in tip-speed ratio decrease. The
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Figure 4.5: Angled view of the below-rated symmetric tip vortices from the NREL 5MW
wind turbine
combination of higher inflow velocity and lower tip-speed ratio promote a larger distance
between neighboring vortices than the below-rated case. Thus, it can be anticipated that
the divergence rates, when seeking for the regions of validity for the stability analysis, will
behave in a more coherent and ordered fashion. As in the below-rated case it is important
to highlight where the initial transients of the simulation have generated a wake breakdown.
From the 60 second simulation, show in Figs. 4.6 and 4.7, the wake breakdown seemingly
begins at about 2.75 D downstream, or a 7-8 revolution wake age, i.e. 14-16pi.
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Figure 4.6: Side view of the rated symmetric tip vortices from the NREL 5MW wind turbine
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Figure 4.7: Angled view of the rated symmetric tip vortices from the NREL 5MW wind
turbine
Above-rated wake
The above-rated case, as expected, provides the most coherent helical vortex structure, as
seen in Figs. 4.8 and 4.9. Due to the very low tip-speed ratio, high inflow conditions, and
blade-pitch, the helical pitch-rate is long, which makes it very difficult for near-by helical
vortices to interact and generate artificial wake-break down or premature instabilities, as
seen in the below-rated and rated cases. Because of the coherence of the wake generated by
the above-rated conditions, it can be anticipated that the region of validity would be easier
to find than the below-rated and rated cases. In addition, unlike the below-rated and rated
simulations, identifying the regions in the above-rated simulation where instabilities may
lie is more difficult. However, it seems that the helical vortices begin to breakdown right
after 8 D down-stream, which corresponds to a 11-12 revolution or 22-24pi wake age.
4.3.3 Regions of Validity
As mentioned before, it is necessary to identify regions where the stability analysis is valid.
Recall that regions of validity are identified as follows: 1) divergence rates should not show
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Figure 4.8: Side view of the above-rated symmetric tip vortices from the NREL 5MW wind
turbine
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Figure 4.9: Angled view of the above-rated symmetric tip vortices from the NREL 5MW
wind turbine
erratic behavior; and 2) divergence rates should not be appreciably impacted by minimal
truncation. To execute the search for the region of validity we conduct the stability analysis
and track the growth-rates generated by three perturbations wavenumbers instead of an
overly-exhaustive sweep of perturbations, i.e. ω = 0, . . . , n, as n → ∞. The wavenum-
bers chosen to search for the region of validity are ω = 1.5, 10.5, and19.5 rad−1. These
perturbation wavenumbers were chosen according to the well-known stability trend: peak
divergence values occur at ω = Nb(k− 1/2) [6]. In addition, the range of wavenumbers was
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chosen according to the works of Bhagwat and Leishman [6], which found that growth-rate
values converged to a value between perturbations of 0 ≤ ω ≤ 20 rad−1.
The search for the regions of validity begins by tracking the eigenvalues perturbed by
the distinct wavenumbers at different instances of the wake simulations. Specifically, we
perturb the wake at t = 20s, t = 40s, and t = 60s. The stability analysis is conducted
over “windows”, which are defined as wake ages corresponding to multiples of pi, i.e. npi.
In other words, a series of stability analyses of the wake at a specified time are conducted
over a range of wake ages starting from an age of pi and ending at npi, where npi is the
nearest multiple of pi of the full wake. This is best described by Fig. 4.10. Conducting this
“window” analysis highlights what regions of the wake are artifacts of numerics or artificat
of the wake breakdown that do not provide useful information about the stability properties
of the near-wake. Once the window analysis is complete a range of window ages will be
chosen to track the temporal evolution of the eigenvalues that are perturbed by the distinct
wavenumbers mentioned above. It is important to note that from here on out we refer to
the region of validity as R and ζ as the fixed window age.
Figure 4.10: Illustration of window analysis
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Below-rated wake regions of validity
We first begin with the below-rated case. At t = 20s the maximum wake age is 5pi. Thus,
we conduct the stability analysis for age windows of pi ≤ ζ ≤ 5pi. Results for the analysis
are shown in Fig. 4.11a. Due to the young wake age divergence rates have not been fully
developed and show smooth behavior, which is likely due to strong coherence of the helical
vortex structure during the early wake stages. The criteria we are using to define the region
of validity are satisfied throughout all the windows. Thus, a region of validity at this stage
exists anywhere between pi ≤ R ≤ 5pi.
At t = 40s the wake has aged to a maximum of 11pi. Thus, we conduct a stability
analysis of the wake with age windows between pi ≤ ζ ≤ 11pi, where the results are shown
in Fig. 4.11b. At t = 40s the divergence rates seem to begin converging to a value over the
pi ≤ ζ ≤ 9pi age windows. However, a spike in divergence rates is seen immediately after
ζ = 9pi. This spike is thought to be where the beginning of the wake breakdown occurs.
At ζ = 9pi the criteria we use to find the regions of validity are violated. For instance,
for a region of validity according to criterion 1) the divergence rates must not show erratic
behavior, which is clearly violated at ζ = 9pi. According to criterion 2) divergence rates
must not be appreciably sensitive to minor truncation, which is also violated at ζ = 9pi
because a truncation of ± pi shows radically different behavior in divergence rates. Hence,
the region of validity for the stability analysis at t = 40s is between an age window of
pi ≤ R ≤ 8pi.
Finally, the wake at t = 60s has aged to a maximum of 17pi. Thus, we conduct a
stability analysis of the wake with age windows between pi ≤ ζ ≤ 17pi, where the results
are shown in Fig. 4.11c. In this analysis we see very consistent and smooth behavior of the
divergence values between pi ≤ ζ ≤ 12pi. However, immediately after 12pi there is a rapid
and large increase in divergence rates. This rapid and large increase is thought to be the
location of the wake breakdown, which is verified qualitatively by Figs. 4.4 and 4.5. Thus,
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the criteria used to find a valid region for the stability analysis are violated at age windows
between 11pi-12pi. Thus, for the t = 60s simulation the region of validity exists between
pi ≤ R ≤ 10pi.
Since identifying the region of validity would be a tedious task for all time-steps of the
simulation, we can leverage the information acquired from the snapshots, from before, of
the wake at t = 20s, 40s, and 60s, to track the evolution of eigenvalues in time at different
age windows, which continuously lie within the range of validity.
For example, for all the validation cases presented here, let us arbitrarily choose a
simulation time-range between t = 30s and t = 60s for the stability analysis. To conduct
the stability analysis of the wake between t = 30 − 60s, we must remain in the minimum
age window and region of validity of the shortest wake age, which belongs to t = 30s and
corresponds to pi ≤ R ≤ 8pi. Thus, we conduct the stability analysis for windows in the
range of ≤ ζ ≤ 8pi, and track the eigenvalue behavior in time under perturbations with
wave numbers ω = 1.5, 10.5 and 19.5 rad−1, as shown in Fig. 4.12.
It can be seen in Fig. 4.12 that there is erratic behavior in divergence values on the
upper hand corners, i.e. the window age from 7pi ≤ R ≤ 8pi and between 30 s ≤ t ≤ 35 s.
This erratic behavior is a residue from the proximity of the wake breakdown at t = 30s. In
other words, the stability analysis conducted on the region on the top left-hand corner is
too close to the wake breakdown, in which the stability analysis has captured the residue
of its erratic behavior. If we are interested in the tracking the evolution of the stability and
dynamic properties of the near-wake it is necessary to stay away from this wake breakdown
and remain in the near-wake region, which is identified here as any region not experiencing
rapid changes in divergence rates.
The information gathered from Figs. 4.11 and 4.12 will be used to extract the stability
trends in Section 4.3.4, which is needed to validate the stability analysis at hand for the
below-rated operational wake.
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(a) t = 20s (b) t = 40s
(c) t = 60s
Figure 4.11: Window analysis of the symmetric tip vortex wake of the below-rated opera-
tional case
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(a) ω = 1.5 rad−1 (b) ω = 10.5 rad−1
(c) ω = 19.5 rad−1
Figure 4.12: Time history analysis of eigenvalues of the below-rated tip vortices
Rated wake regions of validity
The same procedure employed in the below-rated operational case is repeated to search for
the regions of validity in the rated operational case. The age-window stability analysis of
the wake is first perturbed at t = 20s, 40s, and 60s, and then the corresponding eigenvalues
perturbed by wavenumbers ω = 1.5, 10.5 and 19.5 rad−1 are evaluated.
First, at t = 20s the maximum wake age is 8pi. Thus, we conduct the stability analysis
for age windows of pi ≤ ζ ≤ 8pi. Results for the analysis are shown in Fig. 4.13a. The rated
wake divergence rates exhibit behavior that violate the criteria used to identify the region of
validate at an age window of about ζ = 6pi. This is likely due to stronger initial transients,
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inherent to the increase of inflow velocity and increase in blade-tip speed. Thus, based
on the data presented in Fig. 4.13a and the criteria used to define the region of validity,
we define the region of validity for the rated case at t = 20s to be anywhere between
pi ≤ R ≤ 5pi.
At t = 40s the wake has aged to a maximum nearest multiple of pi equal to 16pi. Thus,
we conduct a stability analysis of the wake with age windows between pi ≤ ζ ≤ 16pi, where
the results are shown in Fig. 4.13b. At t = 40s the divergence rates seem to be converging
over the pi ≤ ζ ≤ 12pi age windows. However, a noteable change begins to occur around
ζ = 9pi and steep increase follows. So, at t = 40s we have identified the region of validity
to fall between pi ≤ R ≤ 12pi.
Finally, the wake at t = 60s has aged to a maximum of 24pi. Thus, we conduct a stability
analysis of the wake with age windows between pi ≤ ζ ≤ 24pi, where the results are shown
in Fig. 4.13c. In this analysis we see very consistent and smooth behavior of the divergence
values between pi ≤ ζ ≤ 17pi. Immediately after ζ = 17pi divergence rates begin to steadily
increase until they hit a very erratic and steep increase. This steady and then rapid increase
is thought to be the location of the onset of the wake breakdown and then the breakdown
itself, which is verified qualitatively by Figs. 4.4 and 4.5. Thus, based on the criteria used
to find a valid region for the stability analysis we set pi ≤ R ≤ 16pi for the wake simulation
at t = 60s.
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(a) t = 20s (b) t = 40s
(c) t = 60s
Figure 4.13: Window analysis of the symmetric tip vortex wake of the rated operational
case
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(a) ω = 1.5 rad−1 (b) ω = 10.5 rad−1
(c) ω = 19.5 rad−1
Figure 4.14: Time history analysis of eigenvalues of the rated tip vortices
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The same temporal tracking of the eigenvalue evolution is also conducted between t =
30s and t = 60s, as conducted for the below-rated case. Due to the higher tip-speed of
the blade the maximum wake age covered by the rotor operation is now 12pi and thus the
stability analysis has been conducted over larger age-windows.
It can be seen in Fig. 4.14 that there is erratic behavior in divergence values on the
upper hand corners, i.e. the window age from 10pi ≤ R ≤ 12pi and between 30 s ≤ t ≤ 35
s. This erratic behavior is a residue from the proximity of the wake breakdown at t = 30s.
In other words, the stability analysis conducted on the region on the top left-hand corner
is too close to the wake breakdown, in which the stability analysis has captured the residue
of its erratic behavior. If we are interested in the tracking the evolution of the stability and
dynamic properties of the near-wake it is necessary to stay away from this wake breakdown
and remain in the near-wake region, which is identified here as any region not experiencing
rapid changes in divergence rates.
The information gathered from Figs. 4.13 and 4.14 will be used to extract the stability
trends in Section 4.3.4, which is needed to validate the stability analysis at hand for the
rated operational wake.
Above-rated wake regions of validity
The same procedure employed in the below-rated and rated operational case is used to
search for the regions of validity in the above-rated operational case. First, the age-window
stability analysis of the wake is performed at t = 20s, 40s, and 60s, and the corresponding
eigenvalues perturbed by wavenumbers ω = 1.5, 10.5 and 19.5 rad−1 are evaluated.
It can be seen qualitatively that the data for the above-rated case is significantly more
behaved and controlled than both below-rated and rated cases. This again is thought to
be a byproduct of the high free-stream velocity and low tip-speed ratio, which generate a
wake with fairly large helical pitch-rate.
At t = 20s the maximum wake age achieved by the above-rated operational condition
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is 8pi. Thus, we conduct the stability analysis for age windows of pi ≤ ζ ≤ 8pi. Results for
the analysis are shown in Fig. 4.15a. The above-rated wake divergence rates seem to satisfy
the regions of validity between 3pi ≤ ζ ≤ 8pi. However, unlike the below-rated case and
the rated case, the region is defined after ζ = pi. This is likely due to the impact that the
blade-pitch has on the aerodynamics of the immediate near-wake. In addition, the stability
analysis has not detected any considerable wake breakdown at t = 20s. Thus, based on the
data presented in Fig. 4.15a and the criteria used to define the region of validity, we define
the region of validity for the rated case at t = 20s to be anywhere between 3pi ≤ R ≤ 8pi.
At t = 40s the wake has aged to a maximum nearest multiple of pi equal to 16pi. Thus, we
conduct a stability analysis of the wake with age windows between pi ≤ ζ ≤ 16pi, where the
results are shown in Fig. 4.15b. At t = 40s the divergence rates seem to be converging over
the 4pi ≤ ζ ≤ 11pi age windows. Immediately after ζ = 11pi there seems to be fluctuation
of the divergence rates, which then transitions into a moderately steep increase of the
divergence rate. This moderately steep increase is likely the stability analysis detecting
a destabilization, but not the complete breakdown, of the tip vortices downstream. This
detection is in line with qualitative evaluation of the tip vortices in Figs. 4.8 and 4.9, which
show no complete breakdown of the wake. Thus, for the above-rated wake we define the
region of validity to be at 4pi ≤ ζ ≤ 10pi
Finally, the wake at t = 60s has aged to a maximum of 24pi. Thus, we conduct a
stability analysis of the wake with age windows between pi ≤ ζ ≤ 24pi, where the results
are shown in Fig. 4.15c. In this analysis we see very consistent and smooth behavior of
the divergence values between 3pi ≤ ζ ≤ 20pi. However, there is a slight and negligible
increase in divergence rate values at ζ = 12pi. The stability analysis again detects a the
onset of destabilization of the tip vortices starting roughly at ζ = 20pi and reaching a more
pronounced destabilization at ζ = 24pi, which is qualitatively verified in Figs. 4.8 and 4.9.
Thus, for the wake at t = 60s we define the region of validity to be between 3pi ≤ ζ ≤ 19pi.
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(a) t = 20s (b) t = 40s
(c) t = 60s
Figure 4.15: Window analysis of the symmetric tip vortex wake of the above-rated opera-
tional case
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The same temporal tracking of the eigenvalue evolution is also conducted between t =
30s and t = 60s, as conducted for the below-rated and rated case. The above-rated blade
tip-speed is similar to the rated blade tip-speed operation. Thus, the maximum wake age
covered by the above-rated rotor operation is also 12pi and thus the stability analysis has
been conducted over larger age-windows than seen in the below-rated operational case as
well.
It can be seen in Fig. 4.16, for all divergence rates, that there is moderately erratic
behavior in divergence values through out the 11pi ≤ R ≤ 12pi regions that leak from
t = 30s to about t = 45s. As the wake begins to convect away moderately erratic behavior
dissipates. This moderate erratic behavior is perhaps a byproduct of initial and artificial
transients. In addition, we see that short age windows provide moderately erratic behavior,
but instead of moderately erratic increases we have moderately erratic decreases, which
was identified in the windowing analysis from above. If we are interested in tracking the
evolution of the stability and dynamic properties of the near-wake of the above-rated case
it is necessary to conduct stability analyses away from both of these erratic behaviors.
The information gathered from Figs. 4.13 and 4.14 will be used to extract the stability
trends in Section 4.3.4, which is needed to validate the stability analysis at hand for the
rated operational wake.
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(a) ω = 1.5 rad−1 (b) ω = 10.5 rad−1
(c) ω = 19.5 rad−1
Figure 4.16: Time history analysis of eigenvalues of the above-rated tip vortices
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4.3.4 Stability Trends
Based on the regions of validity presented in Section 4.3.3 the stability trends of the below-
rated, rated, and above-rated cases of the symmetric NREL rotor configuration are now val-
idated. To reiterate, the analysis at hand must satisfy the stability trend, ω = Nb (k − 1/2),
which has been widely identified in theoretical and numerical studies [1, 5, 6], and to a lesser
extent in experimental studies [3], of symmetric helical vortex structures. Stability trends
should also decay as the wavenumber frequency increases [1, 5, 6]. If the stability trends of
the below-rated, rated, and above-rated cases satisfy the classical trend then the stability
analysis has been validated, and stability analyses on FOWT near-wakes can be studied
with a degree of confidence.
The stability trends of each rotor operation was acquired by taking a snapshot in time of
the rotor wake, perturbing the wake with a specific age-window at wave numbers between
0.1 ≤ ω ≤ 20 (rad−1) and evaluating the growth-rate behavior. For convinience, plots
include grids placed at frequencies that match the stability trend, ω = Nb (k − 1/2), for
three blades, i.e. 1.5, 4.5, . . . , 19.5 (rad−1).
For convenience the snapshot parameters of the stability trends for each rotor operational
configuration are listed in Table 4.1.
Table 4.1: Window parameters employed in wake stability analysis
Below-rated Rated Above-rated
t = 20s t = 40s t = 60s t = 20s t = 40s t = 60s t = 20s t = 40s t = 60s
ζ1 1pi 2pi 2pi 2pi 2pi 2pi 3pi 3pi 4pi
ζ2 3pi 4pi 4pi 4pi 6pi 4pi 4pi 6pi 6pi
ζ3 5pi 6pi 6pi N/A 10pi 8pi N/A 10pi 12pi
ζ4 N/A 8pi 8pi N/A 12pi 12pi N/A 12pi 15pi
ζ5 N/A N/A 10pi N/A N/A 16pi N/A N/A 18pi
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Below-rated Stability Trends
The analysis begins with the stability trend snapshots captured in the below-rated case,
as presented in Fig. 4.17. It can be seen that at t = 20s the age-windows agree very well
with the expected stability trends reported by [1, 3, 5, 6]. In other words, all divergence-
rate values at t = 20s, with all age-windows, occur at half integer multiples of the number
of helical vortex structures (one vortex per blade). In addition, all stability trends shed
from individual helical vortices shed from individual rotor blades are identical, which is the
expected behavior of a symmetric wake. Though the stability trends match well one can see
that peak divergence rates seem to drift away from the expected perturbation wavenumber
at higher wavenumber perturbations. Nevertheless, the stability trends provide a good
indicator that the approach to the stability analysis lines up with classical results at t = 20s,
despite the difficulties associated with a time-marching approach of the free-vortex method
that has been taken [6, 49, 50].
At t = 40s, we see in Fig. 4.18 that the stability trends at higher wavenumber perturba-
tions do no match well with classical results, with regard to the decay of divergence-rates
as wavenumbers increase. It is thought that the vulnerability of the wake at these higher
perturbation wavenumbers is the onset of the transient effects that lead to the numerical
wake breakdown. Nevertheless, the snapshots taken at all age-windows show very good
agreement with classical stability trends at lower modes, specifically the first four modes,
i.e. ω = 1.5, 4.5, 7.5, 10.5 (rad−1). It believed that the coherence of the vortex struc-
tures dominates the wake dynamics and stability properties at lower modes, while the wake
is more susceptible to the higher wavenumber disturbances introduced by the numerical
method. It is also important to note that at t = 40s the stability trends of individual tip
vortices still exhibit identical behavior.
The notion that the wake is more susceptible to higher wavenumber disturbances in-
troduced by the numerics is further reinforced by the stability trend snapshots taken at
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t = 60s, Fig. 4.19. This notion is concluded from the observation that the influence of
higher perturbation wave numbers is more pronounced and steeper at all age-windows at
t = 60s. It can also be seen that at ζ = 6pi, 8pi, 10pi rads the stability analysis has identified
the onset of the wake breakdown as the trends for individual helical vortices are no longer
identical and the stability trends have become more erratic. However, it is interesting to
note that despite the onset of the wake breakdown and the sensitivity of the wake to high
wavenumber disturbances, lower order modes (i.e. ω = 1.5, 4.5, 7.5 rad−1) remain intact
with the classical stability trends.
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Figure 4.17: Stability trends at t = 20s
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Figure 4.18: Stability trends at t = 40s
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Figure 4.19: Stability trends at t = 60s
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Rated Stability Trends
The stability trends for the rated operational conditions for a symmetric configuration of
the NREL 5-MW turbine are now discussed. It can be see in Fig. 4.20 that the stability
trends for the rated wake at time t = 20s closely satisfy the classical stability trend criterion,
ω = Nb (k − 1/2), for both age-windows. However, there is a slight deviation in location of
the peak divergence rates from the half-integer wavenumber perturbations.
At t = 40s, shown in Fig. 4.21, the wake has become susceptible to the higher wavenum-
bers, similar to the below-rated case. However, it can be seen that the lower modes remain
intact with the classical stability trends. As the age-window increases the peak divergence
rates satisfy the classical stability trend with better accuracy. However, if the age-window
is too large the stability analysis identifies the onsets of wake breakdown as the trends for
individual helical vortices are no longer identical and behave erratically.
At t = 60s, shown in Fig. 4.22, the wake is the most susceptible to higher wavenumbers
compared to all other snapshots. However, as has been the case the for all other snapshots,
the lower mode wavenumbers, i.e. at ω = 1.5, 4.5, 7.5 (rad−1), satisfy the classical stability
trends very well.
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Figure 4.20: Stability trends at t = 20s
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Figure 4.21: Stability trends at t = 40s
121
4.3. VALIDATION OF THE STABILITY ANALYSIS
1.5 4.5 7.5 10.5 13.5 16.5 19.5
! (1/rad)
0
0.02
0.04
0.06
0.08
0.1
0.12
, 
(1/
s)
Blade 3
Blade 2
Blade 1
(a) ζ = 2pi
1.5 4.5 7.5 10.5 13.5 16.5 19.5
! (1/rad)
0.02
0.04
0.06
0.08
0.1
0.12
0.14
, 
(1/
s)
Blade 3
Blade 2
Blade 1
(b) ζ = 6pi
1.5 4.5 7.5 10.5 13.5 16.5 19.5
! (1/rad)
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
, 
(1/
s)
Blade 3
Blade 2
Blade 1
(c) ζ = 8pi
1.5 4.5 7.5 10.5 13.5 16.5 19.5
! (1/rad)
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
, 
(1/
s)
Blade 3
Blade 2
Blade 1
(d) ζ = 12pi
1.5 4.5 7.5 10.5 13.5 16.5 19.5
! (1/rad)
0.04
0.06
0.08
0.1
0.12
0.14
0.16
, 
(1/
s)
Blade 3
Blade 2
Blade 1
(e) ζ = 16pi
Figure 4.22: Stability trends at t = 60s
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Above-rated Stability Trends
Finally, we review the stability trends of the above-rated case of the symmetric NREL
rotor configuration. By qualitative observation the above-rated wake has exhibited very
coherent numerical behavior, as was shown in Fig. 4.8 and 4.8. This behavior is highlighted
by the stability analysis for all snapshots taken, show in Figs. 4.23-4.25. It can be seen
in all snapshots and trends that regardless of the age-window or time of the snapshot, the
stability is not appreciably sensitive to higher wavenumber perturbations.
At t = 20s we observe different behavior at each age-window. At an age window of
ζ = 3pi the divergence rates are observed to oscillate, in which the amplitudes decay and
flat-line at higher perturbation modes with divergence rates that are higher than most lower
modes. On the other hand, at ζ = 4pi, lower modes contain the highest divergence rates and
decay as the perturbation modes increase. In both cases, however, the classical stability
trend is not satisfied as the peak divergence rates are shifted. It is important to note that
the above-rated operation provides a very unique case that has not been investigated in
classical helical vortex stability studies. This uniqueness stems from the 15◦ blade pitch,
which alters the immediate induced velocity field of the wake and it is speculated to alter the
stability trends of the helical vortices shed from the above-rated operation of the rotor. The
alteration of the immediate induced velocity is thought to be the reason why the location
shift of the peak divergence rates occurs.
Again, as in t = 20s, it can be seen that at t = 40s and t = 60s divergence rates do
not satisfy the classical stability trends with regard to location of peak divergence rates
with respect to perturbation wavenumber, i.e. ω = Nb (k − 1/2). However, these trends do
exhibit the decaying of divergence rates as perturbation wavenumbers increase, which is
also part of the classical stability criteria.
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Figure 4.23: Stability trends at t = 20s
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Figure 4.24: Stability trends at t = 40s
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Figure 4.25: Stability trends at t = 60s
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4.4 Discussion of Validation Studies
The stability analysis presented in Chapter 4.2 was applied to wakes generated by three
operational cases of the symmetric configuration of the NREL 5 MW reference wind turbine
rotor. To account for inherent numerical stability issues with the time-marching free-vortex
wake method schemes, as discussed by Leishman et al. [6, 49, 50], a window analysis is
used to identify artificial wake breakdown. This window analysis is essentially a truncation
analysis which identifies the regions in a wake in which Lagrangian markers have not been
artificially impacted by the numerical error and its perturbations. By employing this window
analysis an informed truncation of the wake was performed.
By employing the regions of validity identified by the window analysis, snapshots in time
of the stability trends (divergence rate over perturbation wavenumber) for below-rated,
rated, and above-rated operational cases were taken for a range of windowed (i.e. fixed
truncated wakes).
Results from the below-rated case at early times of the simulation showed very consistent
results with the classical stability trends of helical vortices, ω = Nb (k − 1/2), with decaying
divergence rates as perturbation wavenumber increases, shown in Fig. 4.17. However, as the
simulation time progressed, Fig. 4.18 and 4.19, it was made clear that the wake was most
susceptible to high wavenumber perturbation, which is not a behavior identified by classical
stability analyses. This susceptibility to high wavenumbers is thought to be a byproduct of
numerical stability issues associated with the time-marching numerical scheme implemented
in the free-vortex wake method presented here. These issues are discussed in more detail
by Leishman et al. [6, 49, 50]. Although the classical stability trends were not met for
high wavenumber modes, the classical trends are indeed satisfied for lower wavenumbers,
specifically at 0 ≤ ω ≤ 7.5 (rad −1).
Stability trend results from the rated-operational case exhibit similar results as the
below-rated case. Rated stability trends also exhibit very good agreement with classical
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results at snapshots taken early in the simulation, t = 20s shown in Fig. 4.20. Again,
at later times the wake showed to be more sensitive to higher wavenumber perturbations,
shown in Fig. 4.21 and 4.22. Nevertheless, these stability trends at t = 40s and t = 60s also
satisfied the classical trends at lower wavenumber perturbations, specifically, at 0 ≤ ω ≤ 7.5
(rad −1).
The above-rated stability trends showed very unique behavior take at all snapshots. As
was observed in the wake simulations, the helical vortex structure generated by the above-
rated conditions showed to be the most coherent structure in which, qualitatively speaking,
did not show any significant numerical issues. The stability trends quantitatively high-
lighted and reinforced the qualitative observations of the above-rated wakes. The stability
trend snapshots at all times showed that the wake was not sensitive to larger wavenumber
perturbations. In fact, as perturbation wavenumbers increased divergence rate oscillations
decayed, which satisfy the classical stability trends. However, though the decay in diver-
gence rates for an increase in wavenumbers is a trend observed in classical studies, the
peak-frequencies in the analysis of above-rated wakes did not satisfy the classical trend,
ω = Nb (k − 1/2). In fact, a shift in divergence rate peak locations was observed in the
data. This shift is thought to be a byproduct of the blade pitch configuration of the above-
rated case, which impacts significantly the induced velocity field in the immediate vicinity
of the blades where the helical tip vortices of the wake are strongest. This impact on the
induced velocity field is thought to be the reason for the shift in peak divergence rate lo-
cation with respect to perturbation wavenumber. It is important to note that this type of
configuration, i.e. noteable blade-pitch impact on near-wakes, has not been investigated by
classical studies.
In conclusion, it is believed that the stability analysis is validated for lower perturba-
tion wavenumbers, specifically at values 0 ≤ ω ≤ 10.5 rad −1 for all cases. However, future
studies are needed to conclusively identify regions of improved numerical stability to im-
prove the fidelity of the analysis at higher perturbation wavenumbers. Because the current
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investigation is only concerned with how aeroelastic phenomena impacts the near-wake of
floating offshore wind turbines, the stability analysis is only concerned with perturbations
in the order of magnitude of blade deflections. Thus, the current fidelity of the stability
analysis allows us to stay in the range of perturbation wavenumbers between 0 ≤ ω ≤ 10.5
rad −1.
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Chapter 5
Tip-Vortex Dynamics and Stability
of Floating Offshore Wind Turbines
This chapter introduces the configuration, aeroelastic operational simulations, and results
of the floating offshore wind turbine rotor under consideration. This includes presenting
the floating platform designs under consideration as well as the operational cases. In ad-
dition, the dynamic and stability properties of the tip vortices generated by these floating
offshore wind turbine rotor configurations are presented. From an overview, this chapter
puts together the simulation capabilities of the aeroelastic framework developed in Chapter
3 and the analysis tools developed in Chapter 4.
The purpose of this chapter is to investigate and present, for the first time, the dynamic
and stability properties of the non-uniform helical vortex structures generated by the floating
offshore wind turbines. Furthermore, this study will also be the first to study stability and
dynamic properties of helical vortex structures shed from flexible rotors. To accomplish
these feats a series of tasks must be accomplished, which are all outlined next in the chapter
outline.
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5.1 Chapter Outline
• Section 5.2 introduces the floating offshore wind turbine configuration of the NREL
5MW reference wind turbine rotor. Specifically, the approach to emulating rotor
motion caused by the offshore wave-induced forces imposed on the turbine presented.
In addition, the aeroelastic versus rigid rotor simulation results for below-rated, rated,
and above-rated conditions are presented in a similar fashion that was used in Chapter
3.
• Section 5.3 presents the helical structures generated by the tip vortices of the below-
rated, rated, and above-rated floating offshore wind turbine simulations. The stability
analysis of these helical vortex structures is conducted using the procedures introduced
in Chapter 4.
5.2 The NREL 5MW Floating Offshore Wind Turbine
The aeroelastic framework presented in Chapter 3 was validated against onshore conditions
of the NREL 5MW reference turbine. However, benchmark cases do not yet exist for floating
offshore wind turbine concepts. Nevertheless, based on the validation of the framework
we can move forward to simulating the floating offshore wind turbine operation with an
acceptable degree of confidence in the results. Therefore, we now present design concepts
of the NREL 5MW floating offshore wind turbine, as presented by NREL [32, 34, 35, 38].
The designs chosen for this investigation are illustrated in Fig. 5.1. The left floating
platform is a spar-buoy concept where the center of mass is below sea-level, which helps
stabilize the wind turbine during operation. One can anticipate that the spar-buoy will
exhibit noteable dynamics during rotor operations when wave forcing is considerable. The
middle platform is a tension-line FOWT, where taut lines embedded into the bed-rock of the
ocean keep the wind turbine stable. One can anticipate that this platform would provide
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the most stable configuration. However, considerable tension-line fatigue may occur during
above-rated conditions that force periodic motion on the wind turbine. Finally, the right
platform is a barge platform concept, which employs a wide base to balance the turbine.
This barge platform operates much like an oil rig and is attached to a mooring-line system
to keep the turbine from floating away. This barge concept has recently been adapted into a
semi-submersible platform concept, which can be seen as the middle in Fig. 2.3 of Chapter
2.3.
Figure 5.1: Floating offshore wind turbine concepts: spar buoy (left), tension-line platform
(middle), and barge (right) [79]
The platforms shown in Fig. 5.1, were chosen for this investigation due to considerable
information on their operation made available by Sebastian et al. [41, 42]. In their work,
Sebastian et al. emulated FOWT operational conditions by fitting platform-simulated re-
sponse data using FAST to a two-peak frequency harmonic function, which for pitching
rigid body motion, in radians, is expressed by Eq. 5.1. This rigid body motion was then
imposed on the operating wind turbine rotor to emulate operation in offshore conditions.
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For more detail the reader is directed to Ref. [41, 42].
Prbm =
2pi
180◦
(X0 +A1 sin (2pif1t+ φ1) +A2 sin (2pif2t+ φ2)) . (5.1)
However, the works conducted by Sebastian et al. [41, 42] did not consider blade elasticity.
Thus, part of this dissertation aims to extend the works of Sebastian et al. by simulating
the aeroelastic behavior of the FOWT rotor.
The approach taken to model the aeroelasic behavior of the FOWT rotor is to cast the
rigid body motions, expressed by Eq. 5.1 into inertial forces felt by the rotor blades during
operation. To achieve emulating these inertial forces it necessary to take the time derivatives
of the pitching motion to obtain the velocity and acceleration. The resulting expressions are
angular velocity and accelerations. However, to emulate the forces felt by the rotor-blade
we use the rotor tower height as the lever arm, as reviewed in Section 3.3.1, to obtain the
tangential velocities and accelerations of the rotor-blade. The resulting equations are shown
in Eqs. 5.2 and 5.3.
P˙rbm =
2pi
180◦
(2pif1A1 cos (2pif1t+ φ1) + 2pif2A2 cos (2pif2t+ φ2)) , (5.2)
P¨rbm = − 2pi
180◦
(
(2pif1)
2A1 sin (2pif1t+ φ1) + (2pif2)
2A2 sin (2pif2t+ φ2)
)
. (5.3)
To emulate the operational cases of different platform configurations at below-rated, rated,
and above-rated conditions, the fitting parameters of the synthetic time series, Eqs. 5.1-5.3,
are presented in Table 5.1.
The emulated pitching motion, velocity, and acceleration caused by the offshore condi-
tions, for the cases considered here, are shown in Fig. 5.2, where the rotor pitch displace-
ment, velocity, and acceleration have been non-dimensionalized by 180◦, the free-stream
velocity, and gravitational acceleration. For the simulations conducted here, we have em-
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Table 5.1: FOWT Operational Parameters [41, 42]
Platform V∞ A1 f1 p1 A2 f2 p2 X0 tlag
OC3-Hywind Spar-Bouy 6 -0.084 0.066 1.930 -0.116 0.077 3.133 1.58 30
ITI Energy Barge 11.4 -0.637 0.065 -0.381 1.677 0.077 1.835 1.722 30
ITI Energy Barge 18 1.518 0.066 2.132 2.979 0.078 6.863 0.939 30
ployed a 30 second time-lag so that the initial and artificial transients of the simulations do
not get caught in the rigid-body motions of the rotor.
5.2.1 Floating Offshore Wind Turbine Results
The aeroelastic simulations of the floating offshore wind turbines are presented here. First,
discussions on the wakes generated by the floating offshore wind turbines are presented.
Then, the time series of aerodynamic loads, and the performance metrics generated by rigid
and flexible rotors are presented and discussed.
Below-rated Operation
We begin by presenting the below-rated operation. The wake generated by the below-rated
operational conditions of the floating offshore wind turbine. The wakes generated by rigid
and flexible rotors minor differences in the near-wake and clear differences in the far-wake.
The main difference between the near-wake of rigid and flexible rotors, as shown in
Fig. 5.3 and 5.4, operating in below-rated conditions is the coherence of the helical vortex
structure that is generated. For instance, it can be seen from the red, blue, and green tip
vortex highlights that rigid rotors generate helical vortex structures that last an additional
rotation longer than flexible rotors. It is believed that the additional rotation of the tip
vortices in the rigid rotor case is due to the absence of blade vibration perturbations.
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Figure 5.2: Below-rated, rated, and above-rated time histories of wave-induced motions,
velocities, and accelerations
The most notable difference between wakes generated by rigid and flexible rotors is the
far-wake. The wake generated by the rigid rotor case seems to contract as it ages, while the
wake generated by the flexible rotor seems to expand. It is believed that the initial blade
deflection transients cause the expansion of the rotor wake. The initial blade dynamics which
vibrate in and out of the rotor plane are believed to generate numerical vortex filaments
that interact with newly shed filaments, which generate a cluster of interactions, rather
135
5.2. THE NREL 5MW FLOATING OFFSHORE WIND TURBINE
than having filaments quickly convect away as seen in the rigid rotor case.
Figure 5.3: Wake simulation shed from rigid rotor at below-rated operational conditions
Figure 5.4: Wake simulation shed from a flexible rotor at below-rated operational conditions
The time histories of the rigid and flexible rotor aerodynamic loads of the below-rated
case, shown in Fig. 5.5, show the expected periodic loading due to the out-of-plan rotor
tilt. However, the time histories show hardly any differences between rigid and flexible
cases, and distinct behavior caused by the wave-induced motions is not seen. The lack of
distinct behavior cause by blade flexibility and the offshore environment is to be expected
since the below-rated offshore conditions provide minimal wave-induced loading and the low
wind-speeds cause low-rate blade dynamics and deflections, shown in Fig. 5.6.
The lack of distinct behavior is further highlighted by the rotor performance metrics
shown in Fig. 5.7. All performance metrics, i.e. power, torque, and thrust, behave almost
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identically to the performance metrics of its onshore counterpart presented in Fig. 3.17.
In fact, the presence of the offshore environment is not appreciable notable by the rotor
performance.
(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 5.5: Time history of FOWT rotor-blade loads per spanwise station at below-rated
operational conditions
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Figure 5.6: Time history of rotor-blade tip deflections at below-rated operational conditions
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Figure 5.7: Rigid and flexible time history of rotor operational performance at below-rated
operational conditions
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Rated Operation
Now, we discuss the wake generated by rated operational conditions of the floating offshore
wind turbine. The wakes generated by rigid and flexible rotors have clear differences in the
near-wake and in the far-wake.
In the near-wake it can be seen that the rigid rotor generates a coherent helical vortex
structure that lasts longer than the flexible rotor. Specifically, the rigid rotor generates a
wake where the onset of the breakdown is located about 2D downstream, while the wake
generated by the flexible rotor has a breakdown onset at about 1.5D downstream. Perhaps
the most notable difference between the rigid and flexible rotor simulations is the structure
of the far-wakes. The far wake in the rigid rotor case seems to have a created a cluster
of Lagrangian markers at about 4D downstream that is generated by the wave-induced
motions. However, the far-wake structure generated by the flexible rotor does not show the
cluster observed in the rigid case. It is possible that blade-dynamics of the flexible rotor
have dispersed any coherence generated by the wave-induced motions in the wake. This
is probably why the wake generated by the flexible case appears less coherent and mostly
broken-down.
Figure 5.8: Wake simulation shed from rigid rotor at rated operational conditions
The time history of the aerodynamic loads of the rated case show periodic loading of
the blades and highlight the impact wave-induced motion has had on the loads, shown in
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Figure 5.9: Wake simulation shed from a flexible rotor at rated operational conditions
Fig. 5.10. For instance, consistent periodic loading seen in the time histories of both lift and
drag coefficients in both rigid and flexible rotors is broken around 30 seconds into simulation,
which is when the rigid-body motions are activated in the simulations. The impact of the
wave-induced motions on the operation of the flexible below-rated floating offshore wind
turbine rotor is highlighted by the time history of the blade deflections Fig. 5.11. Recall,
it has been idealized that the wave-induced motions generate inertial forces in the flapwise
direction only. Thus, both the edgewise and torsional deflections are unaffacted by the wave-
induced motion. The impact that the wave-induced motion has on the blade dynamics in
the flapwise direction is made apparent by the blade deflections shown in Fig. 5.11a, which
shows the flapwise deflection amplification and the frequency content that goes with the
wave-induced motion, show in Fig. 5.2b.
Figure 5.12 highlights the impact wave-induced motions have on the rotor performance
metrics. It appears that the performance metrics, i.e. power, torque, and thrust, oscillate
at the same frequencies of the wave-induced motions
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(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 5.10: Time history of FOWT rotor-blade loads per spanwise station at rated opera-
tional conditions
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Figure 5.11: Time history of rotor-blade tip deflections at rated operational conditions
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Figure 5.12: Rigid and flexible time history of rotor operational performance at rated
operational conditions
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Above-rated Operation
Finally, we discuss the wake generated by above-rated operational conditions of the floating
offshore wind turbine. The wakes generated by the above-rated conditions of rigid and
flexible rotors, shown in 5.13 and 5.14 have minor differences in the near-wake and in the
far-wake.
Perhaps the most notable differences between wakes generated by rigid and flexible
rotors occur in the far-wake starting at about 6D downstream. At 6D downstream the
wake generated by the flexible rotor seems to begin its break down, while the wake of the
rigid rotor still seems coherent. The difference in the wake is likely caused by the wave-
induced blade loading which perturbed the generation of the wake. One other difference
between wakes generated by rigid and flexible rotor is the mark of the initial transients at
12D downstream. It can be clearly seen that the transient effects of blade deflections cause
the wake to disperse while the rigid case generates initial transients that cause the wake
to contract. Though these transient effects observed here do not impact appreciably the
above-rated wake, they do reinforce the hypothesis made in the below-rated and rated wakes,
which stated that contraction and expansion of the rigid and flexible wakes, respectively,
were a byproduct of the initial transients.
Figure 5.13: Wake simulation shed from a rigid rotor at above-rated operational conditions
The time history of the aerodynamic loads of the above-rated case, shown in Fig. 5.15
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Figure 5.14: Wake simulation shed from a flexible rotor at above-rated operational condi-
tions
also show the expected periodic loading of the blades and highlight the impact of the wave-
induced motion more than the below-rated and rated conditions. An appreciable presence
of the wave-induced motions of the rotor are to be expected in blade loading since they
generate the highest amplitudes and velocities of all operational cases. The wave-induced
motions impact the aerodynamic loading around 30 seconds into the rigid and flexible rotor
simulations, which is when the wave-induced motions were activated. The wave-induced
impact on aerodynamic loads is mainly highlighted by the break in consistent periodic
behavior in both lift and drag.
The blade dynamics and performance metrics shown in Figs. 5.16 and 5.17 highlight
the wave-induced impacts. As mentioned before, the wave-induced motions have been
idealized to only impact the flapwise degree-of-freedom, which is evident in Fig. 5.16. The
performance metrics of the rotor show in Fig. 5.17 are by far the most impacted rotor
operational quantities, which exhibit periodic behavior that follow the frequency of the
wave-induced motion. The rotor performance metrics are impacted the most due to their
direct dependence on pressure and velocity changes at the rotor face, which are obviously
impacted highly by the combination of the inflow velocity and the wave-induced motion.
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(a) Rigid rotor lift coefficient (b) Flexible rotor lift coefficient
(c) Rigid rotor drag coefficient (d) Flexible rotor drag coefficient
Figure 5.15: Time history of FOWT rotor-blade loads per spanwise station at above-rated
operational conditions
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Figure 5.16: Time history of rotor-blade tip deflections at above-rated operational condi-
tions
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Figure 5.17: Rigid and flexible time history of rotor operational performance at above-rated
operational conditions
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5.2.2 Overview and Final Remarks of the FOWT Aeroelastic Results
The aeroelastic results of the floating offshore wind turbine at different operational condi-
tions highlighted very important dependencies between the rotor operation and its offshore
environment. It is found that below-rated operational case of the OC3-Hywind spar buoy
FOWT has no visible impact on blade dynamics, rotor power, rotor torque, or rotor thrust.
This is to be expected as the below-rated offshore conditions did not provide appreciable
wave-induced motion. The rated-operational condition of the ITI-Energy barge FOWT
generated notable impact on blade dynamics, where blade vibrations oscillated with the
frequency content of the wave-induced motions and rotational frequencies. Performance
metrics, such as rotor power, rotor torque, and rotor power were influenced by the wave-
induced motion of the rated operational conditions. The performance metrics fluctuated
with the frequency content of the wave-induced motions. The above-rated case generated
notable impact on blade dynamics but not on the level of severity, with regard to vibration
amplitude, of the rated operational case. However, performance metrics of the rotor oper-
ation were heavily impacted. The impact of these performance metrics are to be expected
since the wave-induced motions at high Reynolds numbers will provide large pressure and
velocity difference across the rotor plane which drive the rotor power, rotor torque, and
rotor thrust.
It is important to keep in mind the FOWT aeroelastic results going into the stability
analyses of the respective wakes. The aeroelastic simulations provide intuitive insight to help
understand how each dynamical input affects the stability of the near-wake. Furthermore,
recall that the stability analysis presented in the previous chapter is based on perturbing the
Lagrangian marker position and induced velocity field. Also keeping this in mind with the
aeroelastic simulations further reinforces ones intuition needed to understand and interpret
stability and dynamic properties of the near-wake.
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5.3 Dynamic and Stability Properties of Floating Offshore
Wind Turbine Rotor Tip Vortices
The dynamics and stability properties of the non-uniform helical vortex structure of the
near-wake are now investigated. A similar procedure will be adopted as in the validation
study of the stability analysis presented in Chapter 4.3. Specifically, regions of validity for
the stability analyses will be found, and the stability trends based on these regions of va-
lidity will be obtained. However, before obtaining these stability trends, to understand the
propagation of stability properties in time the growth rates corresponding to the lowest and
most sensitive mode of the helical wake, which occurs at lowest perturbation wavenumber
(ω = 12Nb), will be tracked in time. This eigenvaluae time-tracking is intended to highlight
the operational dynamics (rotational rate, wave-induced motion, blade flexibility) that di-
rectly impact the near-wake stability. Furthermore, to highlight the impact of wave-induced
motion and blade flexibility on the stability of these non-uniform helical vortex structures,
the onshore wake counterparts of the floating offshore wind turbine, presented in Chapter
3, will also undergo the same eigenvalue time-tracking stability analyses.
5.3.1 Non-uniform helical vortex structures
First, let us begin by presenting the helical vortex structures generated by the floating
offshore wind turbines. The helical vortices presented here are taken from the tip vortices
of the wakes presented in the previous section.
Below-rated Operation
The below-rated FOWT tip vortices highlight the unstable nature of the below-rated case.
It can be seen in Figs. 5.18-5.21 that tip vortices generate a “cluster” that is slow to convect
away due to the low inflow velocities. It is seen in Figs. 5.19 and 5.21 that rotor flexibility
has generated further clustering of the wake. The onset of the rigid-rotor wake breakdown
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occurs at about 0.8D downstream, while the onset of the wake breakdown of flexible rotors
occurs earlier - at about 0.75D downstream. Based on the tip vortex structures shown in
these figures, it be qualitatively observed that the largest window of validity for the stability
analysis may be somewhere between a 2pi−3pi. It is important to note, there are no notable
traces of wave-induced motions on the generation of the tip vortices, which is in line with
blade dynamics and the performance metrics of the rotor in below-rated operation.
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Figure 5.18: Side view of the below-rated tip vortices from the rigid FOWT rotor
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Figure 5.19: Side view of the below-rated tip vortices from the flexible FOWT rotor
Rated Operation
The tip vortices shed from the rated operational case generate a longer coherent vortex
structure, as show in Figs. 5.22-5.25. Traces of the wave-induced motion are clearly seen in
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Figure 5.20: Angled view of the below-rated tip vortices generated tip vortices from the
rigid FOWT rotor rotor
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Figure 5.21: Angled view of the below-rated tip vortices from the flexible FOWT rotor
both rigid and flexible cases. However, what is most interesting to see is that traces of the
wave-induced motions are more notable in the rigid rotor case. For instance, remnants of the
wave-induced motion are clearly seen at 2D, 3D, and 4D, where the wave-induced motion
have stretched and pitched the helical vortex structure. However, at these downstream
locations of the flexible rotor, the remnants of the wave-induced motions are not as coherent
as in the rigid rotor case. It is believed that the rotor flexibility has dampened the impact
of wave-induced motions, thereby reducing the coherence of remnants left downstream. It
can be observed qualitatively that the largest window of validity for the wake generated by
rated conditions may exist between 4pi − 5pi.
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Figure 5.22: Side view of the rated tip vortices from the rigid FOWT rotor
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Figure 5.23: Side view of the rated tip vortices from the flexible FOWT rotor
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Figure 5.24: Angled view of the rated tip vortices from the rigid FOWT rotor
Above-rated Operation
The tip vortices from the above-rated operational cases exhibit, once again, the most co-
herent structures, as shown in Figs. 5.26-5.27. The impact of the wave-induced motion is
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Figure 5.25: Angled view of the rated tip vortices from the flexible FOWT rotor
clearly seen throughout the convection of the wake, such that pitching in the rotor plane of
the helical vortices is observed. Recall that the activation of the wave-induced motion begins
30 s into the simulation, which has left its mark 6D downstream. The wave-induced motion
remnants are then seen more consistently for younger wake ages, i.e. 0D-6D downstream.
Qualitatively the differences between wakes generated from rigid and flexible structures is
not appreciable. However, there are clear differences between the numerical transients of
the rigid and flexible rotor at the start-up located 11D downstream. It is important to note
that although the helical vortex structures generated by the above-rated conditions are the
most coherent, due to the wave-induced motion, it is qualitatively observed that the stabil-
ity of the vortices is compromised around 2.5-3D downstream. Thus, it can be anticipated
that the largest window of validity for the wake generated by above-rated conditions may
exist between 4pi − 8pi.
5.3.2 Regions of Validity
Snapshots of the rigid and flexible rotor below-rated, rated, and above-rated FOWT simula-
tions were taken at t = 20, 40, 60 and 80 s. At these snapshots the wakes were perturbed with
wavenumbers of ω = 1.5, 10.5 and 19.5 (rad−1) and their divergence rates were recorded.
This stability analysis was conducted for a range of windows at each snapshot. After the
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Figure 5.26: Side view of the above-rated tip vortices from the rigid FOWT rotor
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Figure 5.27: Side view of the above-rated tip vortices from the flexible FOWT rotor
region of validity is examined the eigenvalues resulting from the wavenumbers ω = 1.5, 10.5
and 19.5 (rad−1) were tracked in time for further examination of the regions of validity.
The criteria for identifying a region of validity are restated here for convenience:
1. divergence rates should not show erratic behavior
2. divergence rates should not be appreciably impacted by minimal truncation
Recall that the window analysis could be used to identify the location of the wake
breakdown, as was presented in Chapter 4.3. However, here we are only concerned in
finding the regions of validity in which the stability analysis could be used to highlight the
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Figure 5.28: Angled view of the above-rated tip vortices from the rigid FOWT rotor
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Figure 5.29: Angled view of the above-rated tip vortices from the flexible FOWT rotor
dynamic impact that wave-induced rigid body motions and blade flexibility have on the
stability and dynamic properties of the near-wakes. Thus, identifying the wake-break down
will not be included here.
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Below-rated Regions of Validity
Based on the criteria listed above for the regions of validity, Fig. 5.30 and 5.31 indicate
that the regions of validity are quite narrow for the below-rated case as they were in the
validation case in Chapter 4.3. Based on the qualitative results of the wakes presented
above we employ the wake generated by the flexible rotor as the limiting case. So using
the data presented in Fig. 5.31d as the limiting case defines a region of validity between
2pi ≤ ζ ≤ 6pi.
Now we examine the eigenvalue time histories for a range of age-windows, as presented
in Figs. 5.32 and Figs. 5.33 for rigid and flexible rotors, respectively. It can be seen from the
time history data that resulting eigenvalues due to perturbation wavenumbers of ω = 1.5,
and 10.5 (rad−1), are well-behaved as time progresses between age windows of pi ≤ ζ ≤ 5pi,
shown in Figs. 5.32a, 5.32b and in Figs. 5.33a, 5.33b. As time progresses it seems that
the transient impact of the numerical wake dissipates, especially at large age-window sizes
between 4pi ≤ ζ ≤ 5pi. However, as was observed in the validation cases, as time progresses
the wake seems to be most sensitive to higher perturbation wavenumbers as divergence rates
increase rapidly as time progresses, especially for large age-windows, Fig. 5.32c and 5.33c..
This high sensitivity to high-wave number perturbations was deemed a numerical feature,
and thus the stability trends for the below-rated FOWT will include only perturbation
wavenumbers between 0 ≤ ω ≤ 10.5pi.
Finally, based on the regions of validity and the time histories of the eigenvalues, a
window size of ζ = 2pi is chosen to record stability trends that are later presented in this
chapter. This age window is chosen due to the highly unstable nature of the below-rated
tip vortices. Furthermore, ζ = 2pi is chosen to at least capture the stability trends of a full
rotation of the helical vortex structure generated by the tip vortices.
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Figure 5.30: Stability analysis regions of validity for the rigid rotor FOWT operating in the
below-rated case
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Figure 5.31: Stability analysis regions of validity for the flexible rotor FOWT operating in
the below-rated case
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.32: Time history analysis of eigenvalues of the below-rated rigid FOWT tip vortices
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.33: Time history analysis of eigenvalues of the below-rated flexible FOWT tip
vortices
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Rated Regions of Validity
Based on the criteria used to identify regions of validity for the stability analysis, Fig. 5.35
and 5.35 indicate that the regions of validity are quite narrow relative to the full wake at
t = 80s. Here, based on the qualitative results of the wakes presented earlier we employ
the wake generated by the flexible rotor as the limiting case. So using the data presented
in Fig. 5.35d as the limiting case defines a region of validity between 2pi ≤ ζ ≤ 8pi.
Now we examine the eigenvalue time histories for a range of age-windows, as presented
in Figs. 5.36 and Figs. 5.37 for rigid and flexible rotors, respectively. It can be seen from the
time history data that resulting eigenvalues due to perturbation wavenumbers of ω = 1.5,
and 10.5 (rad−1), are well-behaved as time progresses between age windows of pi ≤ ζ ≤ 8pi,
shown in Figs. 5.36a, 5.36b and in Figs. 5.37a, 5.37b. However, there is a slight region on
the upper hand left corners of Figs. 5.36 and 5.37, between 7pi ≤ ζ ≤ 8pi and 20s ≤ t ≤ 25s
that displays divergent behavior that has leaked into the time histories the eigenvalues of
the stability analyses. This divergent behavior is the onset of the wake breakdown that the
stability analysis has identified. In the flexible case, shown in Fig. 5.37, the eigenvalues of
the wake breakdown are extremely high compared to the rest of the eigenvalue time history,
which give the illusion that time history seems relatively constant and uniform (based on
the value color scale), when in fact the time histories of the eigenvalues of the flexible case
behave similar to those of the rigid case, as shown in Figs. 5.36.
As was observed in the validation cases, an in the below rated case, the rated the wake
seems to be most sensitive to higher perturbation wavenumbers as divergence rates increase
rapidly as time progresses, especially for large age-windows, which is shown in Fig. 5.36c
and, to a lesser extent, can be seen in Fig. 5.37c. This high sensitivity to high-wave number
perturbations was deemed a numerical feature, and thus the stability trends for the rated
FOWT will include only perturbation wavenumbers between 0 ≤ ω ≤ 10.5pi.
Finally, based on the qualitative information gained from the wake presented in Fig. 5.22-
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5.25, and the quantitative data gained from the regions of validity and the time histories of
the eigenvalues, a window size of ζ = 4pi is chosen to record stability trends that are later
presented in this chapter.
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Figure 5.34: Stability analysis regions of validity for the rigid rotor FOWT operating in the
rated case
165
5.3. DYNAMICS AND STABILITY OF FOWT TIP VORTICES
2: 4: 6: 8:
1 (rad.)
0
0.5
1
1.5
2
, 
(1/
s)
!=1.5
!=10.5
!=19.5
(a) t = 20s
2: 4: 6: 8: 10 : 12 : 14 : 16 :
1 (rad.)
0
2
4
6
8
10
, 
(1/
s)
!=1.5
!=10.5
!=19.5
(b) t = 40s
3: 6: 9: 12 : 15 : 18 : 21 : 24 :
1 (rad.)
0
2
4
6
8
, 
(1/
s)
!=1.5
!=10.5
!=19.5
(c) t = 60s
2: 8: 14 : 20 : 26 : 32 :
1 (rad.)
0
2
4
6
8
10
, 
(1/
s)
!=1.5
!=10.5
!=19.5
(d) t = 80s
Figure 5.35: Stability analysis regions of validity for the flexible rotor FOWT operating in
the rated case
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.36: Time history analysis of eigenvalues of the rated rigid FOWT tip vortices
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.37: Time history analysis of eigenvalues of the rated flexible FOWT tip vortices
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Above-rated Regions of Validity
Based on the criteria used to identify regions of validity for the stability analysis, Fig. 5.38
and 5.39 indicate that the regions of validity are quite narrow relative to the full wake at
t = 80s. Here, based on the window results shown in Fig. 5.39, the wake generated by the
flexible rotor is used as the limiting case. Based on the criteria of regions of validity and using
the data presented in the limiting case, the region of validity falls between 3pi ≤ ζ ≤ 8pi.
Now we examine the eigenvalue time histories for a range of age-windows, as presented
in Figs. 5.40 and Figs. 5.41 for rigid and flexible rotors, respectively. The eigenvalue time
history for a range of age-window provides very interesting results. From the time series
of the above-rated wave-induced motions in Fig. 5.2c, it can be seen that the rigid body
motions have four acceleration peaks that occur roughly at t = 38, 52, 64, and 77 s into the
simulation. It is interesting to note that Figs. 5.40 and Figs. 5.41 show peaks in eigenvalues
at these instances in time. It is possible that the peak accelerations of the wave-induced
motions generate a peak in eigenvalues from the stability analyses.
As was the case for the validation of the stability analysis, the above-rated case does
not show sensitivity to high wavenumber perturbations. However, to remain consistent
with the collection of the stability trends of the below-rated and rated case, the stability
trends for the above-rated FOWT wake will include only perturbation wavenumbers between
0 ≤ ω ≤ 10.5pi.
Finally, based on the qualitative information gained from the wake presented in Fig. 5.26-
5.29, and the quantitative data gained from the regions of validity and the time histories of
the eigenvalues, a window size of ζ = 4pi is also chosen to record stability trends that are
later presented in this chapter.
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Figure 5.38: Time history of rotor-blade tip deflections at below-rated operational condi-
tions
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Figure 5.39: Time history of rotor-blade tip deflections at below-rated operational condi-
tions
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.40: Time history analysis of eigenvalues of the above-rated rigid FOWT tip vortices
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(a) ω = 1.5 (rad−1) (b) ω = 10.5 (rad−1)
(c) ω = 19.5 (rad−1)
Figure 5.41: Time history analysis of eigenvalues of the above-rated flexible FOWT tip
vortices
173
5.3. DYNAMICS AND STABILITY OF FOWT TIP VORTICES
5.3.3 Stability Trends of Non-uniform Helical Vortices
We now present the stability trends of the non-uniform helical vortices generated by FOWTs.
For convenience we have listed the age-windows employed for each operational case in Ta-
ble 5.2. Two types of stability trends are listed herein: 1) t vs. α at ω = 1.5 (rad−1) and
2) the traditional ω vs. α stability trends. The first stability trends, as explained in the
introduction of this section, are intended to highlight the propagation of stability properties
in time and to highlight the operational dynamics (rotational rate, wave-induced motion,
blade flexibility) that directly impact the near-wake stability. To highlight the impact of
operational dynamic on stability trends a comparative analysis will be conducted between
wakes generated by the following rotors: 1) onshore rigid vs. onshore flexible, 2) onshore
rigid vs. offshore rigid, and 3) offshore rigid vs. offshore flexible. Finally, the second set of
trends, the traditional stability trends, ω vs. α, will be presented at times corresponding to
the peak pitching motion of the respective operational cases of the FOWTs.
Table 5.2: Age-window truncation used to collect stability trends of FOWTs
FOWT Window Length
ζ (rad.)
a) B.R. OC3-Hywind Spar-Buoy 2pi
b) R. ITI Energy Barge 4pi
c) A.R. ITI Energy Barge 4pi
Below-rated stability trends
First, the divergence rates are tracked in time which result from an ω = 12Nb perturbation
wave-length from the onshore rigid and flexible rotors, as shown in Fig. 5.42, to highlight the
impact blade flexibility has on the stability of the near-wake without wave-induced motions.
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The most obvious behavior shown in the time history of the divergence-rate is its out-of-
phase periodicity. The divergence rate fluctuation occurs at a period of Λ = 2piΩ , where Ω
is the rotational frequency of the rotor. This trend was first observed by Rodriguez and
Jaworski [26] in 2017. The out-of-phase behavior per blade is caused by the blade passing
frequency in the pitched rotor-plane inherent to the design of the rotor. Another important
behavior observed in Fig. 5.42, is the initial differences between divergence rates of rigid
and flexible rotors between time t = 15 − 35s. It can be seen that the divergence rates of
flexible rotors are initially higher and more noisy. This is the manifestation of the start-up
transients of the flexible rotor that generates a more chaotic wake breakdown and unstable
wake than those shed by rigid rotors. As time progresses divergence rates shed from rigid
and flexible begin to fluctuate with similar amplitudes and frequencies. However, the wake
shed from flexible rotors seem to have higher frequency content than the rigid case, which
is a byproduct of blade vibrations.
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Figure 5.42: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible onshore rotors at below-rated
conditions
Next, the time tracking of divergence rates of wakes shed from rigid onshore and offshore
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rotors, shown in Fig. 5.43 are evaluated,. Before moving forward, it is important to note that
the initial positions of the rotor-plane are different, i.e. the onshore rotor-plane remains at
a backward 5◦ pitch and the offshore rotor has an initial backward pitch of 1.58◦ in addition
to the backward 5◦ pitch. These parameters are listed in Table as listed in the operational
parameters for floating offshore wind turbines, Table 5.1. It can be seen that difference in
amplitudes exist between offshore and onshore divergence rates. This is attributed to the
differences in rotor-plane pitch that were just highlighted. In other words, the additional
backward pitch of the rotor-plane causes an increase in divergence-rate amplitude due to
the additional distance traveled out of plane by the rotor-blade. This additional distance
traveled causes an increase in adverse blade velocity during its rotation, which further
destabilized the wake and causes an increase in divergence rates. Although the amplitudes
of the divergence rates are different, the mean and frequencies of the onshore and offshore
divergence rates are very similar. Leading to the conclusion that the below-rated wave-
induced motions do not appreciably impact the stability of the near-wake.
Figure 5.43: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid onshore and FOWT rotors at below-rated
conditions
Finally, the time tracking of divergence rates of wakes shed from rigid and flexible off-
shore rotors, shown in Fig. 5.44, is discussed. As was seen in the onshore cases, the offshore
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flexible rotor seems to generate larger and more noisy divergence rate trends initially. How-
ever, as time progresses the noise levels die down but higher frequency content is still seen,
which is a byproduct of the the blade vibrations.
Figure 5.44: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible FOWT rotors at below-rated
conditions
Based on the data presented in Figs. 5.42-5.44, it is concluded that the below-rated off-
shore conditions provide quasi-static conditions that minimally impact tip vortex dynamics
and stability. Snapshots of the stability trends (ω vs. α), at the peaks of the wave-induced
rotor pitching motion, are presented in Fig. 5.45. The trends show alternating behavior,
which is part of the out-of-phase periodic behavior discussed above, caused by the design
of the pitched rotor-plane configuration of the rotor. The stability trends seem to satisfy
the classical stability trend, ω = Nb (k − 1/2), to a degree.
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(a) t = 33.6s (b) t = 41.1s
(c) t = 47.1s (d) t = 53.4s
(e) t = 59.4s (f) t = 65.4s
(g) t = 71.5s (h) t = 77.9s
Figure 5.45: Snapshots of stability trends at peaks of wave-induced motion in below-rated
operational conditions
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Rated stability trends
Stability trends of the rated offshore operational conditions are now discussed. First, the
divergence rate time-tracking trends between rigid and flexible onshore configurations are
presented, which are shown in Fig. 5.46. As was the case in the below-rated case, blade
flexibility has initially generated very noisy and high-amplitude divergence rate behavior,
which is responsible for earlier wake breakdown when compared to rigid rotor simulations.
However, as time progresses, it is seen that the flexible rotor generates a wake with lower
divergence rate amplitudes than the rigid case. In other words, it seems that due to the
large blade deflections and vibrations, the rotor-blade dynamics generate a damping effect
on which reduces the levels of divergence rates. This damping behavior was not seen in the
below-rated case due to the relatively low blade deflection and dynamics. Furthermore, as
was the case in the below-rated operation, the flexible rotor still generates higher frequency
content in stability trend than the rigid rotor, which is again thought to be a byproduct
of blade vibrations. Despite the differences in divergence rate amplitudes and frequency
content, divergence rates in both rigid and flexible rotor cases fluctuate with the same
frequency period, i.e. Λ = 2piΩ .
Next the time history of divergence rates between rigid onshore and rigid offshore rotors
is compared. However, before moving forward, it is important to note that initial rotor
configurations have different rotor-plane pitch angles, as was seen in the below-rated case.
For instance, the onshore configuration has the same 5◦ rotor-plane tilt, while the offshore
rotor has an additional 1.722◦ backward tilt, as listed in the operational parameters for
floating offshore wind turbines in Table 5.1. As shown in Fig. 5.47, the differences in rotor-
plane pitch are manifested by the amplitude in the divergence rate fluctuations, as was
the case for the below-rated operation, where the offshore configuration shows the higher
amplitude fluctuation. This higher amplitude fluctuation is to be expected as the higher
rotor-plane tilt generates higher out-plane blade passing velocities during the rotation of the
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Figure 5.46: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible onshore rotors at rated condi-
tions
blade. In other words, as the blade reaches it’s peak position out of plane and against the
incoming wind, the tip vortices are further destabilized, which cause the amplification in
divergence rates. Aside from the differences in divergence rate fluctuation amplitudes, the
time history of the divergence rates, shed from onshore and offshore rotors, share essentially
the same characteristics until the wave-induced motions are activated at t = 30s. It is seen
that the divergence rates of the onshore rotor continue a steady trend, while the offshore
time history begins to exhibit the low frequency content of the wave-induced motions. Thus,
unlike the below-rated conditions, the wave-induced motion caused by the rated operational
conditions significantly impact the time history of stability trends.
Finally, the time tracking of divergence rates of wakes shed from rigid and flexible
offshore rotors, shown in Fig. 5.48, is discussed. As was seen in the onshore cases, the
offshore flexible rotor seems to generate larger and more noisy divergence rate trends at
early times. As time progresses the noise levels die down. Higher frequency content is seen
in the stability trends, which is believed to be a byproduct of the the blade vibrations. The
damping of the divergence rate fluctuations that was seen in Fig. 5.46 is also seen for the
flexible offshore case as well.
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Figure 5.47: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid onshore and FOWT rotors at rated condi-
tions
Figure 5.48: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible FOWT rotors at rated conditions
Snapshots of the stability trends (ω vs. α), at the peaks of the wave-induced rotor
pitching motion, are presented in Fig. 5.49. The trends show alternating behavior, which is
part of the out-of-phase periodic behavior discussed above that is caused by the design of
the pitched rotor-plane configuration of the rotor. The stability trends satisfy the classical
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stability trend, ω = Nb (k − 1/2), to a degree.
182
5.3. DYNAMICS AND STABILITY OF FOWT TIP VORTICES
(a) t = 30.0s (b) t = 35.8s
(c) t = 42.5s (d) t = 49.2s
(e) t = 56.0s (f) t = 62.8s
(g) t = 69.0s (h) t = 75.3s
Figure 5.49: Snapshots of stability trends at peaks of wave-induced motion in rated opera-
tional conditions
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Above-rated stability trends
Stability trends of the above-rated offshore operational conditions are now discussed. First,
the divergence rate time-tracking trends between rigid and flexible onshore configurations
are presented, which are shown in Fig. 5.51. As was the case in the below-rated and rated
case, blade flexibility has initially generated very noisy and high-amplitude divergence rate
behavior, which is responsible for the relatively more unstable wake when compared to the
rigid rotor simulation. As time progresses, it is seen that the flexible rotor generates a
wake with divergence rates that match the frequency content and maximum peaks of the
rigid rotor case. However, the time history troughs of the rigid case are not matched by
the flexible rotor time history. This is attributed to similar damping behavior that was
observed in the rated case. What is interesting is that the divergence rate trends in time do
not generate higher frequency content as was seen in not the below-rated and rated cases.
This is likely due to the high inflow velocities which damp-out the higher frequency content
from the blade vibrations. Finally it is clearly seen here that the divergence rates fluctuate
at a period of Λ = 2piΩ .
Next the time history of divergence rates between rigid onshore and rigid offshore rotors
is compared, as shown in Fig. 5.51. Recall that in the below-rated and rated operational
cases the divergence rate amplitudes generated by the wakes of onshore and offshore rotors
were notably different due to the initial positions of the rotor. However, the above-rated
offshore rotor has an initial condition closer to the starting position of the onshore config-
uration. Thus, the divergence rate trends,before the wave-induced motions are activated,
match closely in amplitude and frequency. Once the wave-induced motions are activated
in the offshore simulations the divergence rate time history exhibits a large increase in di-
vergence rates. From the data seen in Fig. 5.51, there seems to be signs of low frequency
content that is directly influenced by the wave-induced motion. However, it is unclear of
these large divergence rate changes have been influenced by numerical error due to the large
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Figure 5.50: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible onshore rotors at above-rated
conditions
rigid body motion assigned to the rotor in the simulations.
Figure 5.51: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid onshore and FOWT rotors at above-rated
conditions
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Finally, the time tracking of divergence rates of wakes shed from rigid and flexible
offshore rotors, shown in Fig. 5.52, is discussed. As was seen in the onshore cases, the
offshore flexible rotor seems to generate larger and more noisy divergence rate trends at
early times. As time progresses, though the noise levels die down, but it seems that the
initial position of the offshore rotor has impact the blade dynamics differently than the
onshore case, which in turn alter the stability trends. However, the fluctuation period
of the flexible offshore rotor remains at Λ = 2piΩ . When the wave-induced motions are
activated both rigid and flexible rotor wakes generate similar divergence rate time histories.
However, as expected the flexible rotor generates higher frequency content during the rigid
body motions, due to blade vibrations.
Figure 5.52: Time history of tip-vortex divergence rates, resulting from perturbation
wavenumber ω = 1.5 (rad−1), shed by rigid and flexible FOWT rotors at above-rated
conditions
Snapshots of the stability trends (ω vs. α), at the peaks of the wave-induced rotor
pitching motion, are presented in Fig. 5.49. The trends show very notable out-of-phase
behavior, as discussed before. However, as expected stability trends do not satisfy the
classical stability trend, ω = Nb (k − 1/2), as it seems that there has been a shift in peak
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divergence rate locations. As mentioned earlier in Chapter 4.3, this shift is attributed to
the blade-pitch configuration at above-rated operational states, which highly impacts the
induced velocity field and the helical vortex stability properties. More work is needed to
conclusively identify this shift in peak divergence rates.
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(a) t = 31.4s (b) t = 38.1s
(c) t = 44.2s (d) t = 51.6s
(e) t = 57.7s (f) t = 64.9s
(g) t = 71.2s (h) t = 77.5s
Figure 5.53: Snapshots of stability trends at peaks of wave-induced motion in above-rated
operational conditions
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Chapter 6
Conclusions
Floating offshore wind turbines (FOWTs) provide an innovative engineering design solu-
tion aimed toward capturing the strong, continuous, and relatively uniform wind conditions
that exist far from coastlines in deep ocean waters. However, the anticipated operational
characteristics of these wind turbine rotors present unique near-wake dynamics that re-
main relatively unexplored. This dissertation presents a step forward in the development
of fundamental knowledge of these unique operational characteristics. Specifically, this dis-
sertation has focused the modeling and numerical assesment of near-wake dynamics and
stability properties of floating offshore wind turbines rotors. This chapter outlines the pri-
mary findings and conclusions of this investigation and identifies opportunities for future
research investigations.
6.1 Primary Conclusions and Findings
Conclusions regarding the development of the aeroelastic framework presented in Chapter
3:
• The aeroelastic framework based on the wake-induced dynamic simulator (WInDS)
and the classical beam theory for spinning structures agreed favorably with results re-
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ported NREL’s FAST toolkit for below-rated and rated operational conditions. How-
ever, there were notable differences in performance and blade dynamics between the
framework presented here and FAST. On one hand, these differences were to be ex-
pected at high Reynolds numbers of the above-rated conditions, as each aerodynamic
framework provides different levels of aerodynamic fidelity, i.e. FAST, based on the
blade element momentum theory and the generalized dynamic wake theory, provides
engineering-level fidelity and requires correction factors for aerodynamic losses, and
WInDS, based on the lifting-line free-vortex wake method, provides moderate mod-
eling fidelity capable and requires no correction factors. On the other hand, the
structural framework presented here is thought to be of lower-fidelity than structural
framework employed by FAST. However, the focus of this investigation was to study
the dynamics of helical vortex dynamics and stability as an aeroelastic phenomenon.
Thus, for the purposes of this study, employing high-fidelity structural mechanics was
deemed unnecessary for the near-wake dynamics studies.
Conclusions regarding the development and testing of the linear eigenvalue stability
analysis in Chapter 4:
• The linear eigenvalue stability analysis presented provided agreeable results with clas-
sical studies at lower perturbation wave numbers, i.e. ω = 1.5, 4.5, 7.5, 10.5 rad−1.
However, it is believed that due to inherent numerical error generated by the time-
marching algorithm employed in the free-vortex wake method, the numerical wake is
more susceptible to higher perturbation wavenumbers not reported in the literature,
and which are made apparent in the stability trends of the 5MW NREL reference
wind turbine rotor wake. This high wavenumber susceptibility required a truncation
analysis to find regions in which the stability analysis was applicable and least sus-
ceptible to artificial numerical instabilities. Despite these numerical limitations, the
current stability analysis is deemed applicable and valid for perturbations on the scale
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of blade deflections and wave-induced motions. This allows the current investigation
to focus on, and highlight, how the blade dynamics and wave-induced motions impact
stability trends of the near-wake helical vortex structure.
• As mentioned above, the stability analysis employed here provides agreeable results
with classical stability studies and trends at lower perturbation wavenumbers. This
agreement was consistently seen in the below-rated and rated operational conditions.
However, the above-rated wake displayed a shift in stability trends, which has not
been encountered or reported previously in the literature. It is thought that this
shift is a byproduct of the blade-pitch, which skews the induced velocity field in the
immediate vicinity of the trailing edge and origins of the helical vortex structure
stability properties.
Conclusions regarding the aeroelastic operation of the FOWT presented in Chapter 5:
• Though no validation cases exist for the NREL 5MW FOWT operational cases, the
aeroelastic rotor results at below-rated, rated, and above-rated conditions provided
intuitive results that line up well with lessons learned from rigid floating offshore wind
turbine studies [41, 42] and the flexible onshore configurations. Thus, aeroelastic
simulations of FOWTs in the present framework ca be conducted with a degree of
confidence.
• The below-rated conditions of the OC3-Hywind Spar Buoy FOWT did not appreciably
impact aerodynamic loading, blade deflections, or rotor performance metrics (power,
torque, and thrust).
• Rated conditions of the ITI Energy Barge FOWT notably impacted the aerodynamic
loads, blade dynamics, and performance metrics, in which their behavior fluctuated
with the frequency of the wave-induced motion.
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• The above-rated conditions of the ITI Energy Barge FOWT impacted the aerody-
namic loads, blade dynamics, and rotor performance. However, because the above-
rated configuration incorporates a 15◦ blade-pitch to reduce overloading blades during
operation, aerodynamic loads where not appreciably impacted but the impact of the
wave-induced motion is apparent and notable. In turn, impact on blade dynamics is
apparent but not to a severe degree as seen in the rated operation. Rotor performance
metrics, though, were appreciably impacted, which is intuitive due to the dependence
of rotor power, torque, and thrust on the pressure and velocity drop at the rotor plane
that is directly impacted by the wave-induced motion.
Conclusions and findings of tip-vortex dynamics and stability properties of FOWT rotors
presented in Chapter 5:
• Wave-induced motions generated by the below-rated operational conditions did not
significantly impact the near-wake stability trends in both flexible and rigid cases.
• Wave-induced motions generated by rated operational conditions further destabilized
the near-wake helical vortex dynamics and structures for flexible and rigid rotors.
• Wave-induced motions generated by above-rated operational conditions also further
destabilized the near-wake helical vortex dynamics and structures for flexible and rigid
rotors.
• Stability trends for all onshore configurations fluctuate at a rate that goes like Λ = 2piΩ ,
where Ω is the rotor rotation frequency, as reported by [26]. This trend is to the best of
my knowledge the first time reported in the literature. Floating offshore wind turbines
do not exhibit this trend at rated and above-rated condition due to destabilization
of the wake caused by the wave-induced motion. However, quasi-static conditions as
seen in the below-rated FOWT do not impact the fluctuation rate of the stability
trends.
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• Blade flexibility adds higher frequency content to the time-history of low wavenumber
perturbation stability trends (i.e. fluctuation of divegence rates in time, tvs. α at ω =
1.5). This higher frequency content is not observed in the stability trends of wakes shed
by rigid rotors. Stability trends of near-wakes shed from rigid and flexible rotors seem
to share similar divergence-rate amplitudes at low perturbation wavenumbers. It is
believed that the higher frequency content of flexible rotors, though, is the mechanism
responsible for earlier wake breakdowns observed in the wake simulations.
6.2 Future Investigation
The current investigation motivates several opportunities for subsequent research ventures
both in the improvement of the aeroelastic framework and further investigations of helical
vortex dynamics and stability.
Further Development of the Aeroelastic Framework
There exist several places where the aeroelastic framework could be improved. Perhaps the
most obvious component to improve is the fidelity of the structural framework. For instance,
the framework presented here was developed to provide adequate fidelity to study the helical
vortex dynamics of near-wakes. Thus, most of the detail inherent to wind turbine structural
blade design, such as precone, pretwist, was neglected. These features could be added to
the framework to improve structural fidelity. Furthermore, structural dynamic features
important to multi-degree-of-freedom wave-induced rigid body motions (pitch-sway, sway-
roll, etc.) could be added to the structural theory, such as mode coupling, and nonlinear
kinematics. An improved representation of the wave-induced rigid body motion inertial
loading could also be improved. For instance, features such as gyroscopic loads from the
simultaneous rotation and wave-induced pitch were neglected here.
It is also important to note that the aeroelastic framework presented here employed the
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first version of the open-source WInDS [80] developed by Sebastian and Lackner. Newer
versions of this open-source code are available, in which improvements to the aerodynamic
fidelity have been made. Similar aeroelastic frameworks, as the one presented here, can be
developed with the newly developed WInDS.
Future Helical Vortex Dynamics and Stability Investigation
This dissertation has highlighted physical insight into the the helical vortex dynamics and
stability properties of near-wakes shed from flexible FOWT rotors. However, because this
study is the first of its kind, it perhaps has raised more questions than were answered.
Many of these open questions stem from the numerical limitations of the time-marching
approach of free-vortex wake method employed herein. For instance, the current investiga-
tion remained within the confines of the numerical method, such that higher wavenumber
perturbations of the near-wake were not investigated for FOWTs. As discussed by Bagai
and Leishman and Bhagwat and Leishman [6, 49, 50], this numerical stability issue is well
known in the application of the free-vortex wake method. An approach taken by Bagai
and Leishman [49, 50] and Bhagwat and Leishman [6] to bypass these numerical instabili-
ties, was to bypass a time-marching solution itself by solving for the steady-state (periodic)
solutions of the free-vortex wake method. To faithfully explore higher wavenumber pertur-
bations of wakes generated by flexible rotors, one can adopt a similar approach taken by
Bagai and Leishman and Bhagwat and Leishman [6, 49, 50], where the steady state solu-
tions (periodic) of the structural equations are implemented into the steady state (periodic)
solutions of the free-vortex wake method. However, this approach would not be adequate
to investigate the impact of the transient wave-induced motions of floating offshore wind
turbines. Thus, an approach to studying the stability of FOWT near-wakes under high
wavenumber perturbations using the free-vortex wake method remains an open challenge.
The reported stability trend fluctuation, Λ = 2piΩ , is believed to be the first time it
has been reported in the literature. Thus, future investigations whether experimental,
194
6.2. FUTURE INVESTIGATION
theoretical, or numerical could be conducted to further validate this trend and to more
conclusively identify when the trends break down.
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Finite Element-Wise Matrices
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A.1. ELEMENT MATRICES
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Appendix B
NREL 5MW Airfoil Aerodynamic
Properties
The following airfoil properties are used in the current aeroelastic framework to read off
aerodynamic loading on the NREL 5MW rotor blade. Structural properties such as element
stiffness and mass are available in [36].
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Figure B.1: Aerodynamic coefficients of the DU40 A17 airfoil
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Figure B.2: Aerodynamic coefficients of the DU3 5A17 airfoil
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Figure B.3: Aerodynamic coefficients of the DU30 A17 airfoil
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Figure B.4: Aerodynamic coefficients of the DU25 A17 airfoil
212
-200 -150 -100 -50 0 50 100 150 200
Angle of Attack
-1
-0.5
0
0.5
1
1.5
2
DU21_A17 Airfoil
Cl
Cd
C
m
Figure B.5: Aerodynamic coefficients of the DU21 A17 airfoil
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Figure B.6: Aerodynamic coefficients of the NACA64 A17 airfoil
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