Abstract. AES block cipher is an important cryptographic primitive with many applications. In this work, we describe how to efficiently implement the AES-128 block cipher in the multiparty setting where the key and the plaintext are both in a secret-shared form. In particular, we study several approaches for AES S-box substitution based on oblivious table lookup and circuit evaluation. Given this secure AES implementation, we build a universally composable database join operation for secret shared tables. The resulting protocol scales almost linearly with the database size and can join medium sized databases with 100, 000 rows in few minutes, which makes many privacy-preserving data mining algorithms feasible in practice. All the practical implementations and performance measurements are done on the Sharemind secure multiparty computation platform.
Introduction
Many information systems need to store and process private data. Encryption is one of the best ways to assure confidentiality, as it is impossible to learn anything from encrypted data without knowledge of the private key. However, the number of processing steps one can carry out on encrypted data is rather limited unless we use fully homomorphic encryption. Unfortunately, such encryption schemes are far from being practical even for moderate-sized data sets [21] .
Another compelling alternative is share-computing, since it assures data confidentiality and provides a way to compute on secret shared data, which is several magnitudes more efficient than fully homomorphic encryption. In this setting, data is securely shared among several parties so that individual parties learn
The current Sharemind implementation is guaranteed to be secure only if the adversary can observe the internal state of a single miner node. Thus, we report performance results only for the semi-honest setting. Additionally, we show how to generalise our approach to malicious setting. The latter is rather straightforward, as all protocols are based only on secure addition and multiplication protocols. Although the bitwise sharing alone is not secure against malicious corruption, shared message authentication codes can be used to guarantee integrity of secret sharings throughout the computations [19, 32] .
Security definitions and proofs. We use standard security definitions based on ideal versus real world paradigm. In brief, security is defined by comparing a real protocol with an ideal implementation where a trusted third party privately collects all inputs, does all computations and distributes outputs to corresponding parties. We say that a protocol is secure if any plausible attack against real protocol can be converted to an attack against ideal protocol such that both attacks have comparable resource consumption and roughly the same success rate, see standard treatments [22, 14, 15] for further details.
A canonical security proof uses a wrapper (simulator ) to link a real world adversary with the ideal world execution model. More precisely, the simulator has to correctly fake missing protocol messages and communicate with the trusted party. As most protocols are modularly built from sub-protocols, security proofs can be further compacted. Namely, if all sub-protocols are universally composable, then we can prove the security in the hybrid model where executions of all sub-protocols are replaced with ideal implementations [15] .
Since almost all share-computing platforms including Sharemind provide universally composable data manipulation operations, we use this composability theorem to omit unnecessary details from security proofs (see also [8] ).
Efficiency metrics in protocol design. Real-life efficiency of a protocol execution depends on the number of rounds and the total amount of messages sent over communication channels. The actual dependency is too complicated to analyse directly. Hence, we consider two important sub-cases. When the total communication is small compared to channel bandwidths, then the running time depends linearly on the number of rounds. If the opposite holds, then running time depends linearly on the communication complexity.
Share-computing protocol for AES block cipher
The overall structure of our protocol follows the standard AES algorithm specification [31] . However, there are some important differences stemming from the fact that the secret key and the message is bitwise secret shared and we have to use share-computing techniques. Fortunately, three out of four sub-operations are linear and thus can be implemented by doing local share manipulations. The efficiency of the AES protocol implementation is determined by SubWord() and SubBytes() operations that evaluate the S-box on secret-shared data. The SubWord() function used in key expansion applies the S-box independently to each byte of its input word. Similarly, the SubBytes() function uses the S-box independently on each byte of the 4-word state given as the argument.
S-box evaluation protocol based on oblivious selection
As the AES S-box is a non-linear one-to-one mapping of byte values, it can be implemented as 256 element lookup table. In our setting, the input of the S-box is secret shared and we need oblivious array selection to get the shares of the right table entry. The latter can be achieved by using various techniques from [29] . First, we must convert the input x into a zero-one index vector z where all entries, except one, are zeros. The non-zero vector element z x corresponds to the entry in the S-box array that we want to pick as the output. More precisely, let x 7 x 6 . . . x 0 be the bit-representation of the input x and i 7 i 6 . . . i 0 be the bitrepresentation of an index i.
and the shares of index vector z can be computed by evaluating multinomials
For example, the first entry can be computed as
and the second entry as
Note that each multinomial z i is of of degree 8 and thus 1792 secure multiplications over F 2 are needed. To reduce the number of communication rounds, we gather terms b ij = x j ⊕ i j ⊕ 1 into eight 256 element vectors:
and use vectorised bitwise multiplications to multiply all eight terms in the same row. If we do them sequentially, then the computation of index vector requires seven multiplication rounds. With tree-style evaluation strategy we can reduce the number of multiplication rounds to three. For that, we must evaluate same level brackets in parallel for z = ((
The multiplicative complexity of this step can be further decreased by utilising the underlying recursive structure of the index vector, as proposed by Launchbury et al. [28] . For comparison, we also reimplemented their solution.
As the second step, we must compute scalar product between the indicator vector z and 256-element output table y of the S-box. As elements of y are 8-bit long whereas elements of z are from F 2 , we must select output bits one by one. Let y j = (y 0,j , . . . , y 255,j ) denote the vector of jth bits in the output table y. Then the jth output bit f j of the S-box can be computed as
over F 2 . Since the output table y is public, all operations can be done locally and the second step does not contribute to the communication complexity.
S-box evaluation protocol based on circuit evaluation
The oblivious indexing as a generic approach is bound to provide a protocol with sub-optimal multiplication complexity, as the two stage evaluation of output bits f j forces us to compute terms z i that are dropped in the equation (2) .
We can address this issue by secure computation techniques based on branching programs [26] . For that, we must convert the expression for f j into a binary decision diagram B with minimal number of decision nodes. After that we must build a corresponding arithmetic circuit that evaluates B in bottom-up manner. As each decision node introduces two secure multiplications, the efficiency of the resulting protocol is determined by the shape of B. Let c denote the total number of decision nodes and d denote the longest path in B. Then the resulting protocol consists of 2c secure multiplication operations over F 2 , which can be arranged into d rounds of parallel multiplications.
Although this approach produces significant gains, we can use recent findings in hardware optimisation to boost efficiency further. Circuit minimisation for the AES S-box is a widely studied problem in the hardware design with many known results. In this work, we use the designs by Boyar and Peralta [11, 12] . Note that their aim was to minimise the total number of gates and the overall circuit depth, while we need a circuit with minimal number of multiplication gates (AND operations) and with paths that contain as few multiplications as possible, i.e., have a low multiplicative depth. Hence, their best design with 128 gates is not the best for our purposes, as it contains 34 multiplications and its multiplicative depth is 4, while their older design [11] contains 32 multiplication and has a multiplicative circuit depth 6. Of course, the multiplicative depth plays also important role in the protocol, when the bandwidth is high, hence, the newer design might have advantages when only a few AES evaluations are performed.
As extended versions of both articles contain straight-line C-like programs for their circuits, it is straightforward to implement the corresponding secure evaluation protocol with a minor technical tweak. As byte is the smallest data unit supported by network communication libraries, entire byte is used to send elements of F 2 over the network during a secure multiplication protocol. We can eliminate this bloat by doing eight multiplications in parallel, since eight individual values can be packed into the same byte.
It is straightforward to achieve this grouping for the SubBytes() function, as it evaluates 16 S-boxes in parallel. Consequently, if we treat original variables as 16-element bit-vectors, we can evaluate all 16 copies of the original circuit in parallel without altering the straight-line program. For the SubWord() function, additional regrouping is necessary, as it evaluates only four S-boxes in parallel. It is sufficient if we must split all multiplications into pairs that can be executed simultaneously so that we can do eight multiplications in parallel.
Security analysis for the entire protocol
Note that all three versions of the AES S-box evaluation algorithms are arithmetic circuits consisting of addition and multiplication gates. Hence, it is straightforward to prove the following result.
Theorem 1. If a share-computing framework provides universally composable protocols for bitwise addition, bitwise multiplication and bit decomposition, then all three AES S-box implementations are universally composable. Any universally composable AES S-box implementation gives a rise to a universally composable share-computing protocol for the AES block cipher.
Proof. The proof follows directly from the universal composability theorem as we use share-computing protocols to evaluate arithmetic circuits.
Note that this result holds for any corruption model including the Sharemind framework, which provides security against one-out-three static passive corruption. To get security against active corruption, the underlying secret sharing scheme must support both bitwise addition and multiplication while being verifiable. There are two principal ways to achieve this.
First, we can embed elements of F 2 into some larger finite field F 2 t with extension element α and then use standard verifiable secret sharing schemes which support secure multiplication over F 2 t . On top of that it is rather straightforward to implement universally composable bit decomposition [17] , which splits a secret x ∈ F 2 t into a vector of shared secrets x t−1 , . . . , x 0 such that x = x t−1 α t−1 + · · · x 1 α + x 0 . As a consequence, all three assumptions of Theorem 1 are satisfied and we get a secure protocol for evaluating AES. However, there is a significant slowdown in the communication due to prolonged shares.
Alternatively, we can use oblivious message authentication [19] to protect individual bits without extending shares. However, this step attaches a long secret shared authentication code to each bit. To avoid slowdown, we can authenticate long bit vectors with a singe authentication code. The latter fits nicely into the picture, as we have to evaluate 16 circuits in parallel.
Further tweaks of the AES evaluation protocol
Block ciphers are often used to encrypt many messages under the same secret key. In such settings, it is advantageous to encrypt several messages in parallel in order to reduce the number of communication rounds. The latter is straightforward in the Sharemind platform, as it naturally supports parallel operations with vectors. The corresponding vectorised AES protocol takes in a vector of plaintext shares and a vector of shared keys and outputs a vector of cipher text shares. As another efficiency tweak note that we need to execute that key scheduling only once if the secret key is fixed during the encryption. Hence,we can run the key scheduling protocol separately and store the resulting shares of all 128-bit round keys for later use. The corresponding separation of pre-processing and online phases decreases amortised complexity by a fair margin. 
Efficiency metrics and real-life performance
Having established essentially four methods with very different complexity parameters, we need to compare their real-life performance. For that we have implemented four versions of SubBytes() routines on the Sharemind platform and measured the actual performance. The tests were done on a cluster where each of the three Sharemind miners was deployed in a separate machine. The computers in the cluster were connected by an ethernet local area network with link speed of 1 Gbps. Each computer in the cluster had 48 GB of RAM and a 12-core 3 GHz CPU with Hyper Threading. The channels between the computers were also encrypted using 256-bit elliptic curve key agreement and the ChaCha stream cipher [7] provided by the underlying RakNet networking library [1] . While the choice of ChaCha is not standard, the best known attacks against it are still infeasible in practice [5] . We considered algorithms in two different settings. First, we measured the time needed to complete a single evaluation of SubBytes() function. Second, we measured how much time does it take to evaluate 4096 SubBytes() calls in parallel. The first setting corresponds to the case where various delays have dominant impact on the running-time, whereas the effect of communication complexity dominates in the second case. Table 1 compares theoretical indicators   4 and practical performance for all four protocols. The ObSel protocol is based on oblivious selection vector and Lddam is the same protocol with reduced number of multiplications [28] . Protocols based on Boolean circuits designed by Boyar and Peralta are denoted by BCirc-1, BCirc-2.
The results clearly show that multiplicative depth and complexity are good theoretical performance measures for optimising the structure of arithmetic circuits, as they allow us to predict the running times with 10 − 20% precision. Each communication round costs 10 − 12 ms in single operation mode and each multiplication operation adds 3.5 − 5.1 ms to amortised running-time.
Secondly, we measured amortised cost of the AES evaluation protocol with precomputed round keys, see Figure 1 . As expected, various algorithms have different saturation points where further parallelisation does not decrease the amortised cost any more. In particular, note that for few blocks the amortised costs of Lddam and circuit evaluation algorithms BCirc-1 and BCirc-2 is comparable, i.e., the advantage of circuit evaluation manifests only if we encrypt around 80 plaintexts in parallel. Also, note that the newer design BCirc-2 with smaller multiplicative depth performs better when the number of encryption calls is between 100 − 10, 000. After that the impact of communication complexity becomes more prevalent and the BCirc-1 protocols becomes more efficient.
As the final test, we measured the running time of the AES protocol with and without key scheduling. Table 2 depicts the corresponding results. As before, we give the running times for a single encryption operation and limiting cost of a single operation if many encryptions are done in parallel. Mode I denotes encryption with key expansion and mode II denotes encryption with pre-expanded secret key. Again, the results are in good correspondence. The cost of a single operation is roughly two times slower with the key expansion 5 , since computing a shared round key requires one parallel invocation of S-boxes. For the amortised cost, the theoretical speedup should be 1.25 as there are 20 S-box invocation per round in the mode I and 16 invocations per round in the mode II. The difference in actual speedup factors suggest existence of some additional bottlenecks in our key-expansion algorithms. Table 3 compares our results with the state of the art in oblivious AES-128 evaluation protocols. To make results comparable, the table contains results only for the semi-honest setting. In most cases, authors report the performance of AES with pre-shared keys (mode II). More than tenfold difference between twoparty and three-party implementations is expected, as two-party computations require costly asymmetric primitives. Note that the cost of single operation for our implementation in Table 3 uses the approach of Launchbury et al., whereas the amortized time is obtained using the circuit-based approach. 
Secure database join
As mentioned in the introduction, secure database join is a way to combine several data sources in privacy-preserving manner. In this work, we consider the most commonly used equi-join 6 operation, which merges tables according to one of few key columns using the equality comparison in the join predicate. In many cases, the key value is unique, such as social security number or name and postal code combined. The uniqueness assumption significantly simplifies our task. The need to deal with the colliding keys significantly increases the complexity of the protocols, and this case is handled in Section 4.3.
An ideal secure inner join protocol takes two or more secret-shared database tables and produces a new randomly ordered secret-shared table that contains the combined rows where the join predicate holds. The parties should learn nothing except for the number of rows in the new database. The random reordering of the output table is necessary to avoid unexpected information propagation when some entries are published either for input or for the output table.
Let m 1 and m 2 denote the number of rows and n 1 and n 2 the number of columns in the input tables. Then it is straightforward to come up with a solution that uses Θ(m 1 m 2 ) oblivious comparison operations by mimicking a naïve database join algorithm. We can obliviously compare all the possible key pairs, shuffle the whole database, open the comparison column and remove all the rows with the equality bit set to 0. It is straightforward to prove that this protocol is secure, since it mimics the actions of ideal implementation in verbatim. We will refer to this algorithm as NaiveJoin and treat it as a baseline solution.
Theorem 2. If a share-computing framework provides universally composable protocols for database shuffle and oblivious comparison, then the NaiveJoin protocol is universally composable in the information theoretical model. Proof (Sketch). The formal proof hinges on three facts. First, the oblivious comparison leaks no information and the extra column can be simulated without problems. Second, the shuffle completely hides the order of the database rows. Third, the number of rows can be deduced from the ideal output and it coincides with the number of ones in the publishing phase.
In the simulation construction, we fake all shares until the shuffle phase without any knowledge of the true output. Next, we use share shuffle protocol to extract input shares of all malicious parties and submit them to the trusted third party who outputs the corresponding output shares. The simulator assigns them to random rows for m 1 m 2 shuffle outputs and sets the corresponding comparison column to 1. Remaining rows are filled with shares of zeroes. After that the simulator continues with the shuffle simulation with this shuffle output table. Publishing of shares is done according to the shuffle output table.
Secure inner join based on unique key column
As the first step towards a more efficient algorithm, consider a setting where the computing parties (miners) obliviously apply pseudorandom permutation π s to encrypt the key column. As π s is a pseudorandom permutation (a block cipher depending on an unknown key s) and all the values in the key column are unique, the resulting values look completely random if none of the miners knows π s . Hence, it is secure to publish all the encryptions of key columns. Moreover, the tables can be correctly joined using the encryptions instead of key values.
However, such a join still leaks some information -miners learn which database rows in the first table correspond to the database rows in the second table. By shuffling the rows of initial tables, this linking information is destroyed. The resulting algorithm is depicted as Protocol 1. We emphasise that in each step all the tables are in secret-shared form. In particular, each miner carries out step 4 with its local shares and thus the table T * is created in a secret-shared form. Note that we have also added step 5 to deal with the case of colliding keys. This case will be discussed in Section 4.3.
As the actual join operation is performed on public (encrypted) values, the construction works also for the left and right outer joins, where either the left or Optional post-processing phase for colliding keys 5. If there are some non-unique keys in some key column πs(k * i ), miners should perform additional oblivious shuffle on the secret-shared table T * Protocol 1: Secure implementation of PrpJoin operation right table retains all its rows, whether a row with a matching key exists in the other table or not. These outer joins are common in data analysis. For instance, given access to supermarket purchases and demographic data, we can use outer join to add person's wealth and his/her home region to each transaction, given that both tables contain social security number. As the data about some persons might be missing from the demographic database, miners must agree on predefined constants to use instead of real shares if the encrypted key is missing. In this case, optional post-processing step is needed to hide rows with dummy values. However, the post-processing phase does not hide the number of missing data entries. We discuss this issue in Section 4.3.
Theorem 3. Let P = (π s ) be a pseudorandom permutation family. If a sharecomputing framework provides universally composable protocols for database shuffle and oblivious evaluation of π s (x) from secret shared values of x and s, and there are no duplicate key values in any of the input tables, then the PrpJoin protocol is universally composable in the computational model. Proof (Sketch). For clarity, let us analyse the security in the modified setting where P is the set of all permutations and Steps 1-4 are performed by trusted third party. Let m be the number of rows in the final database table and y 1 and y 2 the vectors of encrypted values published during PrpJoin protocol. For obvious reasons, |y 1 ∩ y 2 | = m and the set y 1 ∪ y 2 consists of m 1 + m 2 − m values, which are chosen randomly from the input domain without replacement. As Step 1 guarantees that the elements in y 1 and y 2 are in random order, it is straightforward to simulate y 1 and y 2 given only the number of rows m.
Hence, the simulation of the protocol is straightforward. First, the simulator forwards all input shares and gets back the final output shares and thus learns m. After that it generates shares for the shuffled databases by creating the correct number of valid shares of zero. As the adversarial coalition is small enough, the adversary cannot distinguish them from valid shares. Next, it generates y 1 and y 2 according to the specification given above and forwards the values to the adversary together with properly aligned output shares such that a semihonest adversary would assemble the database of output shares in the correct way.
It is easy to see that the simulation is perfect in the semihonest model. The same is true for the malicious model with honest majority, since honest parties can always carry out all the computations without the help from the adversarial coalition. In case of dishonest majority, the adversarial coalition is allowed to learn its output and then terminate the protocol. In our case, the simulator must terminate the execution when the adversarial coalition decides to stop after learning the encrypted vectors y 1 and y 2 .
We can use the same simulation strategy for the original protocol where the trusted third party uses a pseudorandom permutation family. As the key s is unknown to all parties, the joint output distributions of the real and hybrid worlds are computationally indistinguishable. The latter is sufficient, as security in the hybrid model carries over to the real world through universal composability of share shuffling and oblivious function evaluation protocols.
Efficiency. By combining the secure oblivious AES evaluation and the oblivious shuffle from [29] , we get an efficient instantiation of the PrpJoin protocol. For all database sizes, the resulting protocol does Θ(m 1 + m 2 ) share-computing operations and Θ(m 1 log m 1 + m 2 log m 2 ) public computation operations. 
Secure inner join based on unique multi-column key values
Let us now consider the case when database tables are joined based on several columns, such as name and birth date. We can reduce this kind of secure join to the previous case by using oblivious hashing. An ε-almost universal hash function is a function h : K × M → T that compresses message into shorter tags so that the following inequality holds:
Such a function can be used to reduce the length of the unique key that spans over several columns. However, this function must support efficient oblivious evaluation. The Carter-Wegman construction [16] 
is a good candidate for our application as it consist of a few simple operations and it is 2 − almost universal when computations are done over the field F 2 . Another compelling alternative is to use several independent Carter-Wegman functions over F 2 . For independently chosen keys, the collision probability is still 2 − . In the semihonest model, the communication complexity of the resulting Offline phase 1. Generate shared random keys (kij) for the Carter-Wegman construction.
Online hashing phase 2. Treat each key tuple as a long bit string x = (xs, . . . , x1).
3. Use secure scalar product algorithm to compute the secret shared hash code:
Protocol 2: Oblivious hashing Ohash oblivious hashing protocols is the same, as the amount of communication scales linearly wrt the bit length. For the malicious models, the trade-offs depend on exact implementation details of multiplication protocol. The resulting algorithm for oblivious hashing is depicted as Protocol 2.
Theorem 4. If a share-computing framework provides universally composable protocols for addition and multiplication over F 2 , the Ohash protocol is universally composable in the information theoretical model. For ε-almost universal hash function and m invocations of Ohash the probability that two different inputs lead to the same output is upper bounded by
Proof (Sketch). The claim about security is evident as multiplication together with addition is sufficient to implement scalar product over F 2 . The collision probability follows from the union bound Pr
Efficiency. A collision in the same key column invalidates the assumptions of Theorem 3, whereas a collision between keys of different tables introduces fraudulent entry in the resulting table. Hence, the size of Carter-Wegman construction must be chosen so that the probability of a collision event is negligible. By using 2 −80 as the failure probability, we get that 128 bit Carter-Wegman construction allows us to operate up to 33.5 million table entries, which is clearly more than a secure database join protocol can handle in feasible time. To handle around million entries with the same failure probability it is sufficient to use 119-bit Carter-Wegman construction. However, note that the standard implementation of Ohash that computes each bit of the MAC separately and thus duplicates the data vector for each bit, has a larger communication complexity than oblivious AES. Experiments show that for 288 bit input and 128-bit output the complexity of a single Ohash is around 25 ms while the amortised complexity is around 5.7 ms. The corresponding numbers are 11 ms and 0.012 ms for the optimised Ohash protocol detailed in Appendix A. To put the results into context, note that unoptimised Ohash is over 10 times slower than oblivious AES, while the optimised Ohash has almost no impact to performance of the equi-join protocol as its running time is around 5%.
Secure inner join based on non-unique key columns
It is straightforward to see that PrpJoin protocol leaks the number of coinciding keys in the database tables. Without the additional shuffle round at the end of PrpJoin, miners can also find out how many key collisions occur for a particular row in the final database. In certain settings, this might be enough to deduce private information. For instance, the number of purchases might identify some supermarket clients. The extra shuffle step destroys a direct link between database rows and number of collisions. However, collision events are still observable. More formally, let the occurrence signature for a key be the number of occurrences in each table. Then we can state the following security claim. Proof (Sketch). The proof hinges on the fact that the full knowledge of occurrence signatures is sufficient for simulating the outcome of the encryption and join phase and the database shares provided by the trusted third party can be used to correctly align the output of the post-processing phase with the outputs of honest parties. The properties of oblivious shuffle assure that the correspondence between occurrence signatures and keys is not required in simulation.
Unfortunately, the occurrence signature itself might cause privacy breaches. For instance, if we know how many times a person visited a doctor, then we can detect (with certain probability) whether the person is in the database table or not. If the database table contains cancer patients with bad prognosis, the resulting privacy breach may be significant. Similarly, the mere amount of purchase transactions with the same identity might give valuable business insight.
In many cases, the number of rows with the same key value is small, say, less than 10. Moreover, the upper bound on the number of rows corresponding to the same key might be public, e.g., the maximal number of purchases one can do might be limited. In such cases, we can solve the problem by adding fake rows to the database so that each key occurs exactly times. The corresponding unification protocol is depicted as Protocol 3.
The mask-and-mix phase can be implemented with standard share-computing operations. The secret-shared binary columns b and c are used to keep track of fake rows. The former is used only inside the protocol while the latter is added to the output table. In the protocol output table the value c i is 0 for original rows and 1 for added fake rows. After performing the actual join operation on two such tables, we can filter out rows that contain fake entries (c i = 1 for either one or both tables). The oblivious sorting step can be performed in Θ(m log m) steps using the AKS sorting network [4] and the ordering predicate
Mask-and-mix phase 1. Add two secret-shared bit columns b and c for marking fake rows. 2. For each row add − 1 fake rows with the same key and flags bi = 1 and ci = 1. 3. Apply oblivious shuffle to the database to hide the content.
Sort-and-filtering phase 4. Sort all rows according to the key value and the flag pairs so that fake entries with same keys are always after the non-faked ones. 5. Linearly scan key-flag pairs (ki, bi) and set flag bi to zero if less than rows with the same key precede the current row. Delete all rows, which are still marked as fake, i.e., bi = 1.
Protocol 3: Size unification protocol Sunif
For the fifth step we need a secret-shared counter n and the update rule:
Theorem 6. Assume that a share-computing framework provides universally composable protocols for arithmetic operations and protocols for oblivious sort and shuffle and the maximal number of keys with the same value is below . Then the Sunif protocol produces a database where each key appears exactly times and leaks only the number of distinct keys.
Proof (Sketch). For the proof note that the third and sixth step destroy all information about the location of fake rows and the number of ones revealed at the last step is determined only by the database size and the number of distinct keys. The simulation construction is analogous to the previous proofs.
Instead of opening the unused fake rows, we can assign them non-used keys so that all keys occur exactly times. For instance, we can treat the pair (k i , b i ) as a new key and use a global counter d for generating new key values in a row. That is, we set k i = d when n ≥ and increment d after assignments. As a result, we get an new database where each key (k i , b i ) occurs times. Let us denote this protocol as Sunif + .
Corollary 1. Let the number of key occurrences be bounded by a public constant . Then by combining Sunif + and PrpJoin protocol we get an equi-join protocol that leaks no information besides the number of rows in the output table.
Proof (Sketch). The PrpJoin protocol leaks no information as each key occurs exactly times. However, the resulting join after the join phase contains rows that consist partly of fake entries. Then, we can use all fake flags c i to compute whether the row is valid or not in the post processing step and eliminate invalid database entries. Again, this leaks no information as the number of invalid entries is determined by the number of rows in the output table. Note that the resulting protocol has complexity which is roughly Θ( m log m) and thus is much faster than the plain NaiveJoin algorithm with quadratic complexity described in Section 4.
Missing values. The simplest way to handle missing key values is to use a dedicated key value. However, this might increase the maximal number of colliding keys in the table. To circumvent this, we can add a dedicated unique key for each missing value and add dummy rows with corresponding keys to the other database. Note that this addition does not change the maximal number of colliding keys. Since we do not want to leak which values are missing, we must add an extra row for each row in the first database and the same amount of dummy rows with matching fake keys to the second database. To get rid of extra dummy rows when the key is not missing from the second database, we can use the analogous filtering technique to the Sunif protocol.
Benchmarking results
We measured the performance of two secure database join protocols with the same setup as we used for timing the oblivious AES evaluation. For the experiment, we measured how much time it takes to join two database tables consisting of five 32-bit columns including the single column key. Both databases were of the same size and each key in one table had exactly one matching key in the other table. For AES, we used the BCirc-1 version of the protocol as it has the lowest amortized cost for tables with thousands of rows.
Results depicted in Figure 2 clearly indicate that PrpJoin protocols is much more efficient even for modest database sizes and it scales nearly linearly. More precisely, the only non-linear performance component is public database join operation, which is known to take Θ(m log m) operations. The exact balance between oblivious AES evaluation and database shuffle depends on the number of columns. As the oblivious database shuffle scales linearly with the number of columns, the fraction of time spent on shuffling increases linearly with the number of columns. However, the slope is rather small.
For instance, consider two database tables with 10, 000 rows each. Then the amount of time spent on oblivious shuffle becomes comparable with oblivious AES evaluation only if the number of columns per table exceeds 180 for our experimental setting. Hence, we can safely conclude that the oblivious database join is feasible in practical applications.
The NaiveJoin algorithm spends most of its time doing oblivious database shuffle. The shuffle operation itself is efficient, but the share size of the database is big. Even for two tables consisting of 1000 rows we must shuffle a database with million rows. Hence, it is affordable only for small databases.
To show the tradeoff between both algorithms, Figure 2 contains the runningtime of secure database join with Sunif preprocessing that can handle up to 8 coinciding keys. Although the initial running-time is much worse than NaiveJoin due to expensive oblivious sorting step, the algorithm scales near-linearly and quickly becomes faster. The exact tradeoff point depends heavily on the value of -the larger it is, the bigger the initial slowdown.
For comparison, we also benchmarked the case with non-unique keys. As Sunif/Sunif + protocols are independent of the actual join operation (PrpJoin) and can be viewed as pre-processing of the database table, we measured the performance of Sunif separately. As with testing PrpJoin, the input table of Sunif has five 32-bit columns, including one key column and varying number of rows. In addition, we have an extra parameter showing the maximal number of equal keys in the table. To get good scalability, we used oblivious radix sort in the sort-and-filter phase. As the right pane in Figure 3 clearly shows the sorting algorithm indeed scales near-linearly with the data and is thus a good candidate for processing large databases. The figure also shows that there is room for further optimisation -by reducing the complexity of oblivious sorting one can speed-up the algorithm more than ten times before other algorithms start to impact the total working time. The left pane in Figure 3 clearly shows that Sunif scales linearly with the number of rows in database table as expected.
Comparison with related work
Protocols for privacy-preserving database join have been proposed before. However, none of them are applicable in our model where input and output tables are secret shared. One of the first articles on privacy-preserving datamining showed how exponentiation can be used to compute equi-join in two-party case [3] . However, their protocol reveals the resulting database.
Freedman et al. showed how oblivious polynomial evaluation and balanced hashing can be used to implement secure set intersection [20] . The resulting two-party protocol is based on additively homomorphic encryption and has complexity Θ(m 1 m 2 ) without balanced hashing. The latter significantly reduces the amount of computations by splitting the elements into small distinct groups. The same idea is not directly applicable in our setting, since our data is secret shared, while their protocol assumes that key columns are local inputs.
Oblivious polynomial evaluation is not very useful in our context, as it is shorthand for the test x ∈ {b 1 , . . . , b k } which requires Θ(k) multiplications, while the PrpJoin protocol does all such comparisons publicly.
Hazay and Lindell [23] have also proposed a similar solution that uses pseudorandom permutation to hide initial data values and performs secure set intersection on ciphertexts. However, they are working in a two-party setting where one of the parties learns the intersection.
Conclusion
In this paper we showed that there are several compelling ways to implement oblivious AES evaluation in a multi-party setting where the plaintext and the ciphertext are shared between the parties. As the second important contribution, we described and benchmarked efficient protocols for joining secret-shared databases.
Our benchmarking results showed that it is possible to get throughputs around 3500 blocks per second for the oblivious AES, which is the fastest threeparty MPC implementation known to the authors. In general, any block cipher based on substitution permutation networks (SPN) is a good candidate for oblivious evaluation as long as the Sbox has low multiplicative complexity and the rest of the cipher is linear over F 2 k . Experimental results allow us to conclude that throughput around 350 blocks per second is achievable for any comparable SPN cipher, as the evaluation method of [28] is applicable for any Sbox.
Note that the AES key schedule is appropriate for oblivious evaluation, as all the round keys can be computed on demand. Consequently, the usage of preshared round keys reduces the running time for a single operation only by 25%. The only way to get more efficient oblivious evaluation protocols is to use Sbox constructions with smaller multiplicative complexity than 32. However, these Sboxes are also more likely to be weaker against linear cryptanalysis and algebraic attacks. Thus, it would be really difficult to come up with more compelling block cipher for multi-party setting -any secure block cipher designed for the oblivious evaluation, is also a good ordinary block cipher.
For the database join, we showed how to combine oblivious evaluation of almost universal hashing and pseudorandom functions to get a collision resistant pseudorandom function, which can handle arbitrary sized database keys. The resulting PrpJoin protocol works under the assumption that all key column entries are unique. Although we can always fall back to NaiveJoin and preserve security without this restriction, the performance penalty is excessive. A better solution was also proposed in the paper for the case when the number of nonunique occurrences of keys is upper bounded by some predefined quantity .
From a truly theoretical viewpoint, the question whether sub-quadratic complexity for oblivious database join is achievable depends on existence of pseudorandom functions with low multiplicative complexity. The latter is an interesting open question. Another practically more important open question is to find new almost universal hash function constructions with lower multiplicative complexity or to prove that current constructions are optimal. The circuit complexity of universal hash functions has been studied in the context of energy efficiency [27] , the main goal has been minimisation of total circuit complexity which is a considerably different minimisation goal.
