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Let the dependence polynomial of a graph G be 1 - c,z + czzz - c+? + . where ck is the 
number of k-complete subgraphs of G. The dependence polynomial arises in the problem of 
counting words formed from an alphabet on which some commutativity conditions are placed. 
The key result is that the reciprocal of the dependence polynomial is the generating function 
for this problem. We compute dependence polynomials for several classes of graphs and explore 
their behavior under graph operations. We show the smallest (in absolute value) root of the 
dependence polynomial is real and positive. This gives a new lower bound on the number of 
triangles in a &free graph: 
c3 2 
9c,c, - 24 - 2(4 - 3c$ 
27 
improving a previous bound of Bollobas. 
1. Introduction 
Fisher [4] studied the following problem: How many IZ letter words can be 
made from an m letter alphabet if certain pairs of letters commute? To solve this 
problem, we form a graph G with a node for each letter of the alphabet and edges 
between commuting letters. Let T’(G) be the number of words of length n. Kim 
et al. [6] call the set of all such words the graph monoid generated by G. 
Definition. Let ck be the number of complete subgraphs of size k in a graph, G. 
Then the dependence polynomial of G is 
fc(z) = 1 - ciz + c2z2 - c3z3 + * . . + (-l)wcwzw. 
Note that the degree of fc(z), w, is the clique number of the graph G. Also note 
that ck is the number of independent sets of nodes of size k in G, the complement 
of G. See [7] for standard graph theory terms. 
The dependence polynomial differs from previously studied graph polynomials 
such as the chromatic polynomial and the homomorphism polynomial. Like them, 
the dependence polynomial compresses information about the structure of the 
graph. Also like the other polynomials, the dependence polynomial does not 
classify graphs. For example, all m node trees have the same dependence 
polynomial. 
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Fig. 1. The graph monoid generated by this graph consist of all words formed out of {a, b, c, d} with 
ab = ba, bc = cb, bd = db and cd = dc. Since this graph has 4 nodes, 4 edges, a triangle and no larger 
complete subgraphs, &(z) = 1 - 42 + 4z2 - z3. For this graph, the left side in Theorem 1 is 
l/( 1 - a - b - c - d + ab + bd + bc + cd - bed), and the right side is: 
l+(a+b+c+d)+(aa+ab+uc+cu+ud+du+bb+bc+bd+cc+cd+dd) 
+(uuu+uub+...)+... 
So T,(G) = 1, T,(G) = 4, T,(G) = 12, T,(G) = 33, T,(G) = 88, etc. 
Although Cartier and Foata [2] and Kim et al. [6] worked with graph monoids, 
they never used their results to find T,(G). However, the relation given in 
Corollary 1 between the word problem stated above and the dependence 
polynomial can be derived from a theorem of Cartier and Foata. 
Theorem 1 (Cartier and Foata [2]). 
[ 
C i I,..., i, (-l)ra,...a,, -l=.C, aj;..ajS, 1 /I.....h 
where the ai are the letters of the alphabet. The left sum is taken over all distinct 
words formed from distinct letters which are all pairwise commutative and the right 
sum is taken over all the distinct words that can be formed. 
Proof. This result is stated in the Introduction of [2]. It is found by applying the 
results of Theorem 2.4 to Mobius inversion. Cl 
Corollary 1. l/fG(z) = T,(G) + T,(G)z + T2(G)z2 +. . . 
Proof. This result follows from Theorem 1 by replacing all letters ai by the 
variable z and grouping similar terms together. 0 
Fisher [4] attacked the counting problem in a different fashion to obtain 
directly the difference equation in Corollary 2a. This result is then used to give an 
alternate proof of our Corollary 1. Also, the difference equation is solved in [4] to 
give Corollary 2b. Corollary 2c is proved by applying Taylor’s Theorem to 
Corollary 1. 
Corollary 2 (Fisher [4]). (a) For all n > 0, T,(G) = C;=l (-l)“+‘~kT~-k(G) with 
T,(G) = 1 and T_,(G) = 0. 
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(b) Vzl, 22, . . . , z, are the roots of fc(z) with multiplicities 11, 12, . . . , lh, then: 
d’,-l 
Z”(G) = -2 lim - 
(Z - Zj)” 
j-1 Z-Z,dzG-’ (1, - l)! zn+tfc(z) ’ 
2. Dependence polynomials and T,(G) for various graphs 
Edgeless graph. The m node edgeless graph has fG(z) = 1 - mz. This gives 
T,(G) = m”, which is the well-known elementary result that the number of ways 
of forming an 12 letter word out of m non-commuting letters is m”. Since adding 
edges to a graph can only decrease T,(G), this also shows that for all m node 
graphs, T,(G) urn”. 
Complete graph. The m node clique, K,,,, has (T) k-complete subgraphs. So 
f&(Z) = kzO (- I)*( ;)zk = (1 - zY. 
Since l/(1 -z)” = C (m+~-l)~n, we have T,(K,) = (“‘lP1). Also for all m 
node graphs, T,(G) 2 (” ‘,” - ‘). 
Complete graph with one edge missing. The graph with m nodes and (T) - 1 
edges has (7) - (7-i) k-complete subgraphs. Thus, 
So, by Corollary 1, 
T,(G) = 2 2”*( m ‘k” - ‘j. 
k=O 
Thus T,(G) grow exponentially unless G is a complete graph. 
Complete k-partite graph. The complete k-partite graph on ml, m2, . . . , mk 
nodes has 
fc(z) = fi (1 - miz). 
i=l 
If for all i #j, rn; # mj, then by Corollary 2b, 
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For a balanced k-partite graph with km nodes, 
T,(G) = in ‘,” - ‘)mti. 
Trees. If G is an m node tree, then fo(z.) = 1 - mz + (m - 1)~~. The roots of 
fG(z) are 1 and l/(m - 1). Therefore for m 2 3, 
T,(G) = cm -,“; - ‘. 
Cycles. If G is an m node cycle with m 2 4, then fc(z) = 1 - mz + mz2. The roots 
of fo(z) are z, = (m + vn)/2rn and z2 = (m - ds)/2m, which are 
distinct if m B 5. Using Corollary 2b, we get 
mn(z;+’ - zz+l) 
T,(G) = 
ifms5 
21 - 22 
2”(n + 1) ifm=4 
Triangulated planar graphs. For a triangulated planar graph with c, > 5, it can be 
shownthatc,=3c,-6, c3=2c,-4+cqandcs=0. Thus 
f<;(z) = 1 - c,z + (3c, - 6)z2 - (2c, - 4 + cz,)z3 + cz,z4. 
3. Dependence polynomial under graphical transforms 
Disjoint unions. Let G, U G,, the disjoint union of G, and G2, have V(G, U 
(32) = V(G) U V(G2) and E(G, U G2) = E(G,) U E(G,). Then fc,uc;,(z) = 
fG,(Z) +f&) - 1. 
Joins. Let G, + G2, the join of G, and G2, have V(G, +GJ = V(G,)U V(G,) 
and E(G, + GJ = E(G,) U E(G,) U {(u, v) 1 u E V(G,) and 21 E V(G2)}. Since a 
k-complete subgraph in G, + G2 must come from a j-complete subgraph of G, and 
a (k - j)-complete subgraph of G2, for some j with 0 <j s k, we have fc,+&z) = 
fc,(z)f&). Th en f rom Corollary 1, T,(G, + G2) = Ci=, T,(G,)T,_,(G,). 
Compositions. Let H be a graph with nodes labeled from 1, 2, . . . , k. Let 
G,, . , G, be k given graphs. Then [G,, . . . , GklH, the composition of 
G,, . . . , Gk according to H, has V([G,, . . . , GklH) = I._J==, V(Gi) and 
E([G,, . . . 1 GA,) 
-[,+WJ]‘J((u,~)~ u E V(G,), v E V(G,) where (i, j) E E(H)}. 
Let CN be the set of all subsets of nodes of H that correspond to complete 
subgraphs of H. Then 
fit; I,... m/(z) = Az,, (-VA’ n (1 - fq(z)). 
icA 
(1) 
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Fig. 2. H and [G,, , Gklf,: Here G, = A, G*=E, G,= and G~=L. Then 
fp,,c~.G,.c&) = 1 - (1 %,I - (1 -fGJ - (1 -f:,, - (1 -fc,) + (1 -fG,W -fGJ 
+ (1 -f&l -fGJ + (1 -fGJU -fGJ + (1 -fcs,)(l -.fr?J 
- (1 - fcqN - fGJU - fG.J. 
Note if H is complete, then [G1, . . . , GklH = G, + . . . + Gk, while if H is 
edgeless, then [G,, . . . , G& = G1 U . . . U Gk. Also, if the G;‘s are equal, then 
&x3 ,_.. C],,(Z) =f*(l -k(z)). 
Proof of Equation 1. The proof follows by induction on the number of nodes in 
H. If H is a single node, then [GIH = G and Eq. (1) gives 1 -t (-l)(l --f(;(z)) = 
fG(Zb 
Let X=[G,, . . . , G,],. Let R’ = X - V(G,) (removal of V(G,) and all edges 
adjacent to them). Let X;, be the subgraph of 2C induced on the nodes adjacent to 
Gk. Note Xk is a composition according to the subgraph of H induced on the 
nodes adjacent to k. 
Every complete subgraph in X either is a subgraph of X’ or has at least one 
node in Gk, in which case the complete subgraph is in Gk + X, but not strictly in 
&. Thus, 
f%(Z) =f&) +fr;,+&) -f&) =f;&) - (1 -fGk(z))fxk(z). 
Applying the induction hypothesis to both fxc(z) and fxk(z), we have 
fx(z) = ,,z_ (-WI (1 -f&)) - (1 -f&)) 
x ,,z,:,, (-l)‘“-rn_ (1 -f&)) 
= & wrr (1 -f&)) 
+ ,,z,,, wrr (1 -fG,(z)) 
= Ax& (-l)‘A’ rI& (1 -fdz)), ‘2 
Cartesian Product. Let G, x G2, the Cartesian product of G, and G2, have 
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V(G1 x GJ = V(G,) x V(G2) and 
E(Gi x GA = (((~1, UZ), (~1, Q)) ) (ul = u1 and (e, 4 E E(G)) 
or (u2 = v2 and (ui, vi) E E(G,))}. 
Then 
f G,xG(z) = 1 +f b(Wfdz) - 11 +f ;,,(O)[fdz) - 11. 
4. The roots of the dependence polynomial 
The most fascinating and far-reaching property of dependence polynomials 
follows almost trivially from their derivation. 
Theorem 2. The smallest root (in absolute value) of fG(z) is real. 
Proof. Let s be the absolute value of the smallest root. From Corollary 1: 
1 
- = T,(G) + T,(G)zs + T,(G)(zs)~ + T,(G)(z~)~ + . * * 
fc(zs) 
Since the smallest root of f is se’” for some 6, the radius of convergence of 
l/fc(zs) is 1. Since q(G)sj > 0 for each j, we have by Pringshiem’s Theorem 
(Markushevich [S]) that z = 1 is a singular point of l/fc(zs) and hence 
fc(s) =o. cl 
Since the coefficients of the dependence polynomial alternate in sign, all real 
roots are positive. However, dependence polynomials can have complex roots. 
For example, the four node graph consisting of a triangle and an isolated node 
has fc(z) = (1 - z)’ - z. Since f k(z) is negative for all z, fG(z) has one real and 
two complex roots. 
The sequence ci, c2, . . . , c, is not necessarily unimodal. For example, 
Schwenk [93 showed that the sixteen node graph consisting of a six clique with ten 
isolated nodes has cg > c, > c2. In fact, he has proven that given any permutation 
of 1,2,..., o, there exists a graph whose cls are in the order given by the 
permutation. 
Theorem 3. Let G be a graph with clique number w, and let r(G) denote the 
reciprocal of the smallest root of fG(z). Then 
(a)r(G) 2: and (b)r(G) 2 
Proof. Let g(z) = z”fc(z-‘) = zw - clzwel + c2zop2 - . . . + (-1)“‘~~. (Note that 
g(z) is the characteristic polynomial of the recurrence relation given in Corollary 
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2a.) Let x1, x2, . . . , x, be the (not necessarily distinct) roots of g(z). Since the 
roots of g(z) are the reciprocal of the roots of fc(z), r(G) is the largest root of g. 
(a) Since g(Z) = flz, (Z -Xi), 
cl= ~ xi ~ ~ lxil~ or(G). 
i=l i=l 
Solving for r(G) gives part (a). 
(b) Similarly, 
Solving for r(G) gives part (b). 0 
Only part (a) of Theorem 3 is needed to prove Theorem 4. However, part (b) 
is a better bound, because from Turan’s Theorem (see for example [3]) we have 
cz s (0 - 1)&20. 
5. Lower bounds on the number of triangles 
Bollobas showed that for any graph: 
c3 2 
4c*c, - c: 
9 . 
Theorem 4 supercedes this bound for graphs with clique number of at most 3. 
Theorem 4. Zf a graph has cd = 0, then: 
9c,c, - 2c: - 
cg 2 
- 2(cf 344 
27 
Moreover, this bound in better than the one given above by Bollobas. (From 
Turan’s Theorem, if cq = 0, then c2 c CT/~. Also, if c3 = 0, then cz s c:/4. So this 
theorem is only intersting for cf/4 s c2 s CT/~.) 
Proof. By Theorem 3a, the largest root of g(z) is r(G) acJ3. So 
minr_,3g(z) c 0. Since g(z) is concave up for z 3 cJ3 and since g’(z) = 0 at 
c,+jlm 
Z,i" ~ 
3 ’ 
we have 
!&Cl - 24 - 2(Cf - 3C2)’ _ c 
27 
3. 
Solving for c3 gives the desired inequality. 
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To show that this is an improved bound, let F(Q) = c1(4c, - cf)/9 and 
G(Q) = [9czcI - 2c: - 2(c: - 3~$]/27. Then, F(c:/4) = G(c:/4) = 0 and 
F(&3) = G(ct/3) = ~$27. Since in the interval of interest, c2 E [c:/4, ~$31, the 
function F is linear and G is concave down, we have F s G. 0 
Theorem 4 is strict for any “isosceles” 3-partite graph, i.e., a complete 3-partite 
graph on m, m, n nodes, with m 2 n. Here cr = 2m + n, c2 = m2 + 2mn, cg = m2m 
and c4 = 0. 
Theorem 4 compliments Fisher [5] which shows that if a graph has c4 = 0, then 
c3 - < ci’*/fl. Also, Fisher [5] graphically compares these two results to earlier 
results on the number of triangles in a graph. 
Notes added in proof. Fisher (J. Graph Theory 13 (1989) 505-512) has shown 
that the conclusion to Theorem 4 is valid without the hypothesis that c4 = 0. 
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