Abstract-Search engine technology plays an important role in Web information retrieval. However, with Internet information explosion, traditional searching techniques cannot provide satisfactory result due to problems such as huge number of result Web pages, unintuitive ranking, etc. Therefore, the reorganization and post-processing of Web search results have been extensively studied to help user effectively obtain useful information. Previous studies mainly focused on Web page clustering, document summary, visualization of search results, etc, which are applied separately to either text or image search. In this paper, we propose a demo to illustrate a new Web search result summary system -PictureBook, which combines text and image retrieval using techniques of multiple document summarization and image semantics analysis. Particularly, audience can interactively investigate the effect of the combined text and image summary in Web information searching and knowledge acquisition. We also introduce our new image semantic analysis method based on generalized discriminant analysis(GDA). In addition to traditional text information retrieval, Web multimedia information retrieval also attracted a lot of interest. Well-known commercial systems include Google Image Search and Yahoo Image Search. For searching images, most of the search engines rely on context textual descriptions of images found in the Web pages containing the images. Jin et al. [10] proposed a new Web image clustering system IGroup, which uses key phrase extraction algorithm to assign the images to the corresponding clusters of Web pages. However, images without clear context descriptions will either be a false positive return or be totally discarded during the retrieval. Image auto-annotation techniques provide an attainable way to relate the "visuality"of the images with their semantics [7] . However, due to the complex structure and diversity of Web pages, it is difficult to get sufficient training images with clear semantic labels. The training set is usually more noisy than what is required for traditional annotation problems, which results in a great challenge for Web image annotation.
With rapid development of Internet technologies and Web explosion, searching useful information from huge amount of Web pages becomes an extremely difficult task. Currently, Internet search engines are the most important tools for Web information acquisition. Based on techniques such as Web page content analysis, linkage analysis, etc., search engines locate a collection of related Web pages with relevance rankings according to user's query. However, current search results usually contain large amount of Web pages, or are with unintuitive rankings, which makes it inconvenient for users to find the information they need. Therefore, techniques for improving the organization and presentation of the search results have recently attracted a lot of research interest [1] , [2] , [4] , [3] .
The typical techniques for reorganizing search results include Web page clustering, document summarization, relevant information extraction, search result visualization, etc. Zamir et al. [1] proposed a method for dynamic clustering of the search result of Web pages. In their approach, the clusters are labeled by relevant short sentences. Zeng et al. [2] presented a novel Web result clustering algorithm. They solved the clustering problem by sorting the salient phrases. Woodruff et al. [4] presented their system which returns image icons together with the Web pages to help the user locate their information more easily. Multi-document summarization technique is often used as the post-processing stage for search engines, and it provides more succinct and integrated information to the user. Representative multi-document summary systems include MEAD [5] proposed by Radev, etc. In addition to traditional text information retrieval, Web multimedia information retrieval also attracted a lot of interest. Well-known commercial systems include Google Image Search and Yahoo Image Search. For searching images, most of the search engines rely on context textual descriptions of images found in the Web pages containing the images. Jin et al. [10] proposed a new Web image clustering system IGroup, which uses key phrase extraction algorithm to assign the images to the corresponding clusters of Web pages. However, images without clear context descriptions will either be a false positive return or be totally discarded during the retrieval. Image auto-annotation techniques provide an attainable way to relate the "visuality"of the images with their semantics [7] . However, due to the complex structure and diversity of Web pages, it is difficult to get sufficient training images with clear semantic labels. The training set is usually more noisy than what is required for traditional annotation problems, which results in a great challenge for Web image annotation.
Compared with text, image is more intuitive and contains richer information. Therefore, a combination of text and image would be a more friendly form of presentation for the users to explore the search result. However, most of the current search engines provide separate text and image search functions, and neither one is able to generate an integrated text-andimage search result. For example, if we run a query such as "ancient Egypt Pyramid"using Google, only a few images can be found in the Web pages linked by the first several returned URLs. Actually, there are only 20 images in the first 10 returned Web pages. At the same time, if we use the image search for the same query, a large number of images will be returned, but none of them is returned with enough descriptive texts. In order to provide more intuitive, comprehensive, and integrated search results for the users, image and text retrieval should be combined together to avoid the burden of browsing a large number of Web pages. In this paper, we propose a novel Web search result summary system: PictureBook. Our PictureBook Interface Fig. 1 . The framework of the system system combines traditional Web page clustering and multidocument summarization techniques with statistical image semantic labeling models. It compresses and integrates multiple documents to generate text summaries, and then relates the summaries with images using a new generalized discriminant analysis (GDA) based image semantic analysis method. The final result provided to the user is actually a "picture book"with the queried information described in both text and images. This type of system can provide more informative and enjoyable searching experience for users to learn knowledge through Web exploration.
11. HIGHLIGHTS OF PICTUREBOOK We propose a novel Web search result summary system: PictureBook, which combines text retrieval techniques and image retrieval techniques, and provide text-plus-image result for the users. Fig. 1 illustrates the framework of the system. Three major components of PictureBook are: Web data processing, Web image semantic analysis, and system interface.
A. Web Data Processing
As an experimental system, we obtain the Web pages and contained images using existing search engines. For example, we feed the query keywords into Yahoo, and get a collection of result Web pages, denoted as Web page set P.
Web document clustering and analysis: The first step of Web data processing is to perform search result clustering and get the labels of each sub-topics. We applied the Lingo clustering approach for the clustering process [9] . The difference of Lingo compared with other algorithms is that it first determines the sub-topics by "frequent phrase extraction"and Singular Value Decomposition(SVD) and then assigns the labels of subtopic to documents.
Web page content extraction: We use a "lightweight" tool HTMLParser [6] to transform html documents into DOM tree, and then extract the text and images by scanning through the DOM tree. During this process, we also obtain the correlation information between text and images if the correlation is clearly shown in the Web page.
First, a DOM tree is generated for each Web page containing the Web images. Fig.2 shows a simple example. The left part of Fig.2 illustrates a web page which contains two paragraphs and one image about "Pyramid". The right part of Fig.2 illustrates part of the DOM tree parsed from this Web page. Second, we extract the semantic text information for the images. The ALT text in a Web page is used for displaying to replace the associated image in a text-based browser. Hence, it usually represents the semantics of the image concisely, and can be obtained from ALT tag directly. Title is another important resource to exploit the semantic of images. For example, Fig.2 shows that there is a clear semantic relationship between the image and the "nearest" title "Pyramid". It also indicates that the relevant title and the image are in the same <TABLE> tag in the Web page. So we evaluate the confidence of a title being the label of an image by measuring the "distance" between them. The details are as follows:
From the After Web data processing, we obtain two set of images: training set L, where the correlation between the semantic keywords and the images is already "known"; the remaining set of images U, where the correlation is unknown. We exploit the image semantic annotation technique to assign the semantic textual labels to the images in U.
Taking each semantic label as a class label, image annotation could be implemented by classification techniques. Linear Discriminant Analysis (LDA) [8] is a traditional statistical method that has proved successful on classification problems. The basic idea of LDA is to find a common subspace for every class which contains the most significant discriminant information. The new sample is assigned to the class whose centroid is closest to the sample in the obtained subspace. However, LDA fails for nonlinear problems. Some attempts have been made to overcome the limitation of linear decision function of LDA. In this paper, we propose a new image semantic annotation method based on generalized discriminant analysis using kernel function to eliminate the problems resulting from explicit mappings [8] . The basic idea of kernelbased generalized discriminant analysis is to map the training samples from the input space to a high-dimensional feature space F, where different classes of objects are supposed to be linearly separable, and then perform a classic LDA in the feature space F. The details of our method are as follows: 1) Extract the global feature of the images according to MPEG7 standard to get the original input space (528 dimensional color and texture features used in our experiment). 
where aTJSO a is the between-class variance and agTSxa is the within-class variance in the optimal subspace. So and So are the between-class covariance matrix and the within-class covariance matrix in the space F. The subspace can be found by using the eigenvectors decomposition. Using the kernel trick, we can avoid direct calculation in the high-dimensional space F. In the following, we will explain how our system works using an example query "Egypt". We choose the first 40 pages from "Google"search results. After document clustering, we choose three sub-topics: "Egypt", "Pyramid", and "Sphinx". The image data set I is obtained by HTML parsing and meaningless small icons are filtered out. The size of the I is 106, and the number of training images is 14, 15 and 2 for the corresponding sub-topics respectively. The remaining 73 images are treated as unlabeled images and added into the unlabeled set U, since their "distance"to the sub-topic keywords exceed the predefined threshold.
Note that the challenge of Web image annotation is that there exists incorrect information in both the training set and the unlabeled set. Some training images have incorrect labels, and some unlabeled images do not belong to any sub-topics. Incorrect labels are usually introduced when correlation is set up for an image where the title or surrounding text of it is not related to its semantic meaning. We call these images as "noise"images. In our experiments, 4000 images are obtained from Web pages by using the previous mentioned Web data processing method, which include 1600 training images, less than 50 percent of the whole data. 340 images are identified manually as noise images in the training set.
Relevance Model (RM) [7] and the kernel-based generalized discriminant analysis (KGDA) [8] 
C. System Interface
The text summary is automatically generated using MEAD [5] algorithm for each sub-topic. The images related to (or labeled by) the keywords of sub-topic are combined with the corresponding summary to make the final result and returned to users.
The interface of PictureBook system mainly contains two Web pages. The fist is shown in Fig.3 , where the sub-topics of the query results are displayed. When user click on a subtopic, its details will be shown in a new Web page as stated in Fig.4 , where the text description (summary) for the selected sub-topic and a list of images related to it are displayed.
III. DEMO PLAN
We plan to present a search result summary system in the demo. Particularly, we shall focus on the following aspects:
First, we will demonstrate our Web search result summary system PictureBook using a real data set. By showing interactively how a query can be performed, the audience can understand the effectiveness of the text-image type of summary in the Web information acquisition process. Audience can also play with the system to test their own searches.
Second, we will describe our GDA-based image semantic analysis method, and show how it can improve the Web image semantic analysis by examples. Audience are encouraged to use various training set to inspect the corresponding changes on the result of the image semantic annotation.
Third, to illustrate the problems existing in the current Web search techniques, we will compare the PictureBook with other search engines. When audience perform a query, the distribution of text and image information in Web search results will be computed and visualized. Through comparison, audience can gain the insight of the challenges and the opportunities of text-and-image approach for Web information and knowledge acquisition, and how image can be utilized to provide more pleasing result for the users. ACKNOWLEDGMENT This work was partially supported by the NSF of China Grant 60403018 and 60773077, 973-Plan Grant 2005CB321905.
