Halftoning is the core algorithm governing most digital printing or imaging devices, by which images of continuous tones are converted to ensembles of discrete or quantum dots. It is through the human vision system (HVS) that such fields of quantum dots can be perceived almost identical to the original continuous images. In the current work, we propose a leastsquare based halftoning model with a substantial contribution from the HVS model, and design a robust computational algorithm based on Markov random walks. Furthermore, we discuss and quantify the important role of spatial mixing by the HVS, and rigorously prove the gradientdescent property of the Markov-stochastic algorithm. Computational results on typical test images further confirm the performance of the new approach. The proposed algorithm and its mathematical analysis are generically applicable to the discrete or nonlinear programming for similar tasks.
Introduction
Halftoning is the key algorithm built into most binary (with the black ink) or ternary (with the CMY inks) printers, as well as pixel-based digital imaging devices such as CCD arrays based on Bayer tricolor filtering. To halftone an image u with continuous tones (or contones) is to find a suitable binary or ternary image b which can be perceived by the human vision system (HVS) almost identical to the original contone image u. The current work proposes a novel halftoning method for gray-scale images based on the least-square principle and Markov random walks, and also develops its mathematical analysis.
For real printers, halftoning must take into account the overlapping physical effects of adjacent ink droplets (i.e., the printer model [2, 50] ). On the other hand, the growing interest in pure halftoning algorithms, i.e., the mathematical and computational study of contone-halftone conversions without considering the hardware issues, has been nourished by several novel applications in contemporary information technologies, including for example, digital watermarking, information 1 hiding, and the sigma-delta model for Analog/Digital (A/D) conversion [1, 14, 15, 20, 25] . The current work also focuses only on the algorithmic development and analysis, and does not address any practical issues concerning hardware implementations.
The literature on halftoning is wealthy and highly diversified. There are mainly three leading classes of halftoning techniques, thanks to the collective efforts of many researchers: [1] dot dithering or screening based on direct thresholding [3, 27, 49] , one of the oldest halftoning approaches with the lowest computational complexities; [2] error diffusion initiated by the classic work of Floyd and Steinberg [18] in 1976, and many of its improved versions [16, 17, 26, 48, 51, 52] ; and [3] dot diffusion based on domain tiling and class-matrix guided ranking [26, 30] .
On top of these three major categories, there also exist several other techniques including for example, look-up tables, least-square minimization, Markov random fields, direct binary search (DBS), fuzzy algorithms, as well as the most recent model proposed by the author based on Pernoa-Malik's error diffusion and stochastic flipping [2, 21, 27, 32, 34, 39, 41, 47] . The references enumerated above are almost representative but by no means complete. We further refer the reader to the vast bibliographies therein. Within the mathematics community, fresh interest in halftoning has been primarily driven by the innate quest for more rigorous analysis of halftoning algorithms. The main challenge of halftoning analysis is characteristically distinct from perhaps any other known class of image processing tasks, e.g., denoising, deblurring, dejittering, inpainting, or segmentation [5, 6, 7, 8, 22, 31, 35, 36, 37, 38, 40, 42] . By definition, halftoning lies on the gray buffer between the continuum and discrete realms. Mathematically, there have been no well developed tools for this frontier area of research, and analytical results have to be derived from multiple tools including probability theory, number theory, functional and harmonic analysis, linear programming, approximation theory, and stochastic analysis. The recent wave of mathematical interest has been mainly stimulated by the remarkable works of Daubechies, DeVore, Güntürk, and their colleagues [13, 14, 15, 24, 25] , especially on the coarse quantization and A/D conversion of analog signals.
The present work attempts to make the following contributions (throughout the six sections).
[1] We propose a novel halftoning algorithm based on the principle of least-square optimization and a stochastic marching strategy called Markov Gradient Descent (LS-MGD halftoning) (Sections 2, 3, 4). The principle of least-square optimization for halftoning has also been explored in some earlier works (see, e.g., Neuhoff, Pappas, and Seshadri [32] for one-dimensional halftoning). The principal novel contribution here is the MGD marching scheme, which amounts to a Markov random walk within the ensemble of all halftone images.
[2] We quantify and analyze the significant role of the Human Vision System (HVS) for halftoning design. HVS modeling has been an important component in the halftoning literature [30, 47, 53] (also see Section 2). However, it has never been made clear in the vast literature as to which property of the HVS significantly influences halftoning design and how. In the current work, we explicitly reveal the significance of the spatial mixing property of an HVS model (Section 5).
[3] We develop the analytical results for the proposed LS-MGD algorithm (Section 6). The main theoretical results are written into the major theorem in Section 6, which is expressed in two different versions: one is semi-heuristic but much easier to comprehend (Theorem 3), while the other is rigorous but more involved (Theorem 5). Such analytical results are rare in the halftoning literature, and also shed important light on the robust computational performance in Section 7.
As in our earlier work on Perona-Malik's error diffusion and stochastic halftoning [39, 41] , the LS-MGD algorithm proposed herein is also stochastic since the iterative marching amounts to a Markov random walk within the ensemble of all halftone images. As a result, the final halftone outputs are always some random fields in stochastic equilibrium, instead of deterministic binary fields produced by most deterministic algorithms in existence.
Finally, in this relatively new area of halftoning or 2-D Analog/Digital conversion, the current work by no means has been perfected. Many intriguing aspects in terms of algorithm design or analysis still await to be developed. Together with all the remarkable works aforementioned, we hope that an interesting class of mathematical problems with important digital applications has been faithfully formulated and stimulated for the mathematics community.
Modeling the Human Vision System (HVS)
We first briefly discuss one of the most important ingredients of halftoning design -the modeling of the HVS. More detailed analysis is developed further in Section 5.
Let u be a contone image defined on a uniform Cartesian lattice Ω. After scaling normalization, one could assume that Ω = [1 : n] × [1 : m]. In this paper, occasionally we also consider the infinite lattice Z 2 to facilitate rigorous mathematical formulation or analysis.
Let the HVS be modelled by a linear operator K : v → K[v], for any image v on Ω whose grayscale range is [0, 1] (whether being contone or halftone). We shall call K[v] the perceived image of v. Throughout the present work, the HSV K shall always be assumed weakly lowpass in the sense of K[1] ≡ 1, which is also called the direct-current (DC) condition in signal processing [29, 33, 46] .
Empirically, it appears rational to assume that human visual perception is independent of, or at least remains stable with respect to eyeball motion or head turning, which implies that the HVS operator K should be shift invariant when the domain is ideally Z 2 . As well known in digital signal processing [33] , such an HVS must be specified by a point spread function (PSF) k i,j and the convolution operator:
For convenience, we shall use α, β, . . . to denote the pixels. For instance, let α = (i, j) and β = (s, t) ∈ Z 2 . Then one can simply write
The weak lowpass condition requires that α k α = 1. One may also impose the positivity condition: k α ≥ 0 for any pixel α, in order to be consistent with the range assumption u ∈ [0, 1], so that v = k * u also falls into the same canonical range of [0, 1].
Then the weak lowpass condition can be concisely expressed via the l 1 -norm:
Furthermore, one can assume that the PSF k is symmetric: k −α = k α , which implies that the HSV K is a symmetric linear operator in l 2 (Ω):
Hereafter, ·, · always denotes the canonical inner product in l 2 (Ω). Classical Gaussian and Cauchy kernels k g and k c , for instance, are indeed both positive and symmetric [19] :
where b, c > 0 are two controlling parameters, and Z b and Z c are the associated normalization constants to meet the weak lowpass condition (or, the so-called partition functions in statistical mechanics [10, 7, 23] ).
Halftoning Error Field and Least Square Formulation
Let |Ω| = N = n × m denote the number of pixels on the image domain. A halftone image b is a binary map or field:
and the ensemble of all halftone images can be represented by {0, 1} Ω . As a result, the total number of halftone images is 2 |Ω| , which is astronomical for any domain of even a moderate size, e.g., 256 by 256. Given a contone image u and a halftone image b, we define the perceived error field e to be:
under a given HVS K. The goal of least-square halftoning is to find the optimal halftone image which minimizes the total squared errors:
As in some earlier works [47, 53] , it is possible to even apply the HVS to the contone image u, and thus investigate the minimization of K[u − b] 2 2 . This, however, can still be handled by the formulation (3) after the simple change of variables:
The least square formulation (3) reminds one of the deblurring problem in image processing [7] . For deblurring, u represents the blurred image, and b the original clear (contone) image. When both u and b are contone images, the above least-square formulation usually has to incorporate the information of the hypothesis space B (or the model space) [12, 43] for b and bears the form of
where t > 0 is a regularity weight, and · B denotes the norm or semi-norm of B. We refer the reader to our most recent work [9] for a comprehensive review on model-based variational deblurring.
We emphasize that the halftoning problem could be treated as a deblurring problem in a unconventional sense. The perceived contone image u indeed results from the blurring effect of the human vision system, which is the foundation of the entire halftoning machinery. To any artificial vision system whose resolution is as fine as the grain size of the image domain, a binary halftone image b would remain a turbulent field of quantum dots, and thus is useless for faithfully representing continuous image patterns.
For halftoning, the model space is B = {0, 1} Ω , which is discrete and does not have any obvious regularity measure b B . One natural metric is motivated by the celebrated Ising model for ferromagnets in statistical mechanics [10] . Define the spin transform {0,
Then the Ising regularity is given by:
where J and H are two positive parameters (representing internal and external field strengths), and α ∼ β means that α and β are neighbors (under a designated graph structure). However, this regulatory "energy" encourages the formation of chunky clusters, or red noises, which are undesirable for halftoning [48, 49] . Halftoning goes after the very opposite, i.e., neighboring tones should differ from each other whenever it is feasible.
Another plausible measure could be imposed to reduce the expenditure of customers. We identify b α = 0 with commanding a printer to deposit a black-ink droplet at a location α. Then the ink consumption for implementing a halftone image b is given by:
By taking into consideration the cost of ink cartridges, therefore, one may study the following cost modulated least-square model:
for some t > 0.
In the current work, we focus on the design and analysis of a novel algorithm for solving the least square model (3) directly and stochastically. The most surprising discovery is that the algorithm does not demand extra regularity terms for the quality control of halftoning.
Halftoning via Least Squares and Markov Gradient Descent

Motivation from the Classical Gradient Descent Scheme
We now study the halftoning model based on the least-square principle:
for any given contone image u in the canonical range of [0, 1]. If b were also a contone image and allowed a continuum deformation: b → b+δb with δb 2 1, the first variation would then be given by
is the perceived error field, and K T the adjoint or transpose of the linear HSV K. As a result, the classical gradient descent method would be given by
where t is the artificial marching time, and b(t) = (b α (t) | α ∈ Ω) the approximation at time t.
With an infinitesimal numerical marching step τ = ∆t, b n = b(nτ ), and ∆b n = b n+1 − b n , one has
started with some suitable initial guess. As well known in linear algebra [44, 45] , in the limit the time marching solves the normal equation K T [e] = 0. Except for extremely lucky scenarios, however, this marching scheme dooms to fail for halftoning due to the discreteness of the admissible space {0, 1} Ω . For halftoning, only quantum leaps are allowed at each pixel, i.e., either keeping the current value b n α or flipping it to the opposite. Continuous and infinitesimal marching as in (5) or (6) is thus prohibited.
Randomized Gradient Descent
Instead of the deterministic marching scheme (6), we propose to explore it in the spirit of stochastic evolution. Let b n be the current halftone approximation of a given contone image u. Then at each pixel α ∈ Ω, the flipping amount ∆b n
This implies that either ∆b n α ∈ {0, 1}, when b n α = 0; or ∆b n α ∈ {0, −1} when b n α = 1.
As a result, one can treat ∆b n α as a binary random variable, and either ∆b n α or −∆b n α must be Bernoulli. Then the classical marching formula ∆b n α = τ K T [e] α can be understood stochastically as:
where E[X] denotes the expectation operator for a random variable X.
Recall that for a Bernoulli random variable X ∼ Bernoulli(p), suppose p = Prob(X = 1), and q = 1 − p = Prob(X = 0).
Then the mean and variance are given by E[X] = p, and var(X) = pq = p(1 − p).
As a result, (8) implies that
In order for these stochastic flipping rules to be feasible, one has to make sure that p = τ K T [e] α ≤ 1, which is investigated by the following theorem. 
Then for any given canonical contone image u and halftone image b, one must have K T [e] α ≤ 1 for any α ∈ Ω. In particular, the probability identities in (10) are realizable for any marching step size τ ∈ (0, 1]. Finally, if K is shift invariant, the symmetry condition can be removed.
Proof. Let χ denote the white image on Ω so that χ α ≡ 1 for any α ∈ Ω (in order to avoid the confusion between 1 as a scalar and 1 as an image). Then
By applying the positivity condition (which implies monotonicity), one has
By the weak lowpass condition discussed earlier,
For any contone image u ∈ [0, 1] and halftone image b ∈ {0, 1}, one has as a result,
where the leftmost inequality is also due to the positivity condition. Consequently,
Since K is symmetric, one has
This completes the proof for a general HSV K that is symmetric and positive. Finally, if K is shift invariant with PSF k, then the symmetry condition (which is equivalent to k −α ≡ k α ) can be removed since the positivity of k immediately implies the positivity of k −• , which is the PSF of K T . Then the last equation line still holds due to K T [e] ∞ ≤ e ∞ .
The above theorem guarantees the stochastic realizability of the randomized gradient descent:
However, not all samples from such random distributions are permissible due to the constraint 
For example, if K is the identity operator, then b and e are compatible at any pixel.
Theorem 2 (Bernoulli Formulae for Stochastic Gradient Descent) Suppose b n and e n are compatible at a pixel α. Then the stochastic gradient descent (10) leads to a Bernoulli distribution
provided that K is positive and symmetric and τ ∈ (0, 1], as established in the preceding theorem.
Notice that due to the compatibility condition and Theorem 1, p α defined in (13) 
By the stochastic gradient descent formula (8) , one has
which is precisely (13).
The Algorithm and Its Markov Interpretation
To summarize the above developments, we propose the new algorithm in the form of a pseudo code.
The Algorithm of Least-Square Based Markov Gradient Descent (LS-MGD):
(i) input the contone image u and marching step size τ ∈ (0, 1];
(ii) initialize the halftone b 0 , e.g., b 0 α ∼ Bernoulli(u α ) at any pixel α;
(iii) for n = 0, 1, · · · (iii-1) compute the perceived error field e n = u − K[b n ];
(iii-2) compute the probability field p = b n + τ K T [e n ], and copy b n+1 from b n ; end End of the Algorithm.
We make the following important remarks about LS-MGD halftoning.
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[1] By Theorem 2 and the algorithm lines (iii-2) and (iii-3), b n+1 and b n can only potentially differ on compatible pixels.
[2] Approaching stochastic convergence (as discussed in detail in the coming sections), the perceived error fields e n 's have very small magnitudes. As a result, the chance for b n+1 α to differ from b n α even at a compatible pixel α will become very slim since
following the proof of Theorem 1.
[3] Automatic exit for the algorithm could be based on, for example, the monitoring of the total squared errors D(b n | u) = e n 2 2 . More quantitative discussion will be developed in the coming sections.
[4] In practice, the last line (iii-3) can be easily implemented via the simple random sampling (also see Shen [41] ): take any random number f from the uniform distribution U [0, 1], and set b n+1 α to 1 if f ≤ p α , and to 0, otherwise.
[5] The major flipping step in (iii-3) is readily implementable in parallel machines.
It is also the ideal spot to explain why the above randomized algorithm has been entitled "Markovian." In fact, what the algorithm produces, is precisely a chain of random walks through the halftone image space {0, 1} Ω :
It is indeed a Markov chain since
This is plain to see from the above algorithm since the distribution of b n+1 has been completely determined by b n (including the perceived error field e n = u − K[b n ]). In particular, unlike most conventional halftoning algorithms whose deterministic structures lead invariably to fixed final outputs, the LS-MGD algorithm instead seeks for optimal random fields. Pixelwise, the algorithm may produce distinct halftone images under different runs, which are however always similar, or typical in the stochastic or information-theoretic sense (see, e.g., Cover and Thomas [11] ).
Next we investigate whether the LS-MGD algorithm indeed faithfully inherits the gradient descent feature from its deterministic counterparts (5) or (6) . The two major theorems will crucially depend upon the spatial mixing property of the HVS, which is first to be addressed.
Mixing Degrees of the HVS: Entropy and Beyond
To expose most efficiently the very essence herein, assume for the moment that the HVS K is shift invariant and positive, with PSF k.
Earlier in Section 2, we have discussed that an HVS must be weakly lowpass:
This, however, should only be considered as a minimum requirement. For instance, if K = Id is the identity operator, or equivalently, k α = δ α is the delta sequence, this minimum requirement is satisfied but obviously insufficient for modeling the HVS. The HVS must mix nearby information in order for a binary halftone image to be perceived as a continuum. There are several alternatives for characterizing the degree of spatial mixing. The classical approach turns to the spectral domain, and requires that the Fourier transform of k = (k α ) vanishes fast enough at high frequencies [33, 46] . A more direct characterization of spatial mixing is inspired by the entropy measure in information theory and statistical mechanics [10, 11] . One can treat the positive PSF k = (k α ) as a probability distribution, and define its entropy by
For instance, suppose k is supported on a local set I of |I| pixels. Then
The lower bound is reached if and only if when k is supported on a single pixel (i.e., a delta measure), while the maximum upper bound is reached if and only if when k is equally distributed over all the pixels in I. Thus entropy provides a natural metric for measuring the degree of mixing, which is precisely its innate physical meaning in statistical mechanics [10, 23] . Another simpler measure for characterizing spatial mixing of a discrete probability sequence is the l 2 norm:
As for the entropy measure, assume that k is supported on a subset I ⊆ Ω. Then one has
since k is positive and satisfies the weak lowpass condition α k α = 1. The upper bound is reached if and only if k is a delta-point source, while the lower bound is reached if and only k is equally distributed k α ≡ |I| −1 . Therefore, 1 d is proportional to the mixing degree of the HVS. The inverse proportion between S(k) and d(k) is also partially manifest in the following inequality:
Thus, a smaller d necessarily implies a larger S, while both reflect good mixing of the HVS. As an example, suppose that the support I of k is a 16 by 16 window, and k is equally distributed. Then
which is accordance with the ideal spatial mixing. Finally, for a general HSV K which is not necessarily shift invariant, we then define the following mixing measure:
It is consistent with and thus generalizes the shift-invariant case. Moreover, we have the following.
Proposition 1 Consider K as a linear operator from l ∞ (Ω) to l 2 (Ω). Then the above mixing measure d is in fact a squared operator norm:
Proof. By the definition of operator norm, one has
For each pixel α,
Therefore, for any v with v 2 ≤ 1,
. On the other hand, suppose at a pixel β ∈ Ω:
Define w = K ·,β / K ·,β 2 . Then,
and both inequalities become equalities when α = β. Thus K T [w] 2 ∞ = d(K), implying that d(K) ≤ K T 2 l 2 →l ∞ . This completes the proof. As a result, a small d(K) implies that K T : l 2 → l ∞ tends to suppress isolated spikes in its output since they alone can increase the l ∞ -norm, and as a result, to encourage equal spreading or good spatial mixing. The important role of smaller d in LS-MGD halftoning will be manifest in the following analysis.
At each time step n, we first define the conditional expectation operator E n :
for any random variable X. (20) Due to the stochastic nature of the LS-MGD algorithm, gradient descent is most naturally explored in the sense of such conditional expectations. Suppose that the HSV is shift invariant with PSF k, and is sufficiently mixing (as characterized by d(k) 1 just discussed above). Then the Law of Large Numbers (LLN) leads to the following approximate identity [4] :
The heuristic nature of this substitution lies in the assumptions that k is sufficiently mixing, and that ∆b n α 's are independent and identically distributed (i.i.d.), in order to successfully invoke the LLN. (The next subsection shows more rigorously that the error of such substitution is controllable by the mixing rate d(k).) Consider the scenario given in (18) Here var(∆b n α ) ≤ 1/4 since ±∆b n α ∈ {0, 1} is Bernoulli (see Eqn. (9)). Thus in practice, such small variances make the heuristic substitution (21) sufficiently accurate.
Theorem 3 (Semi-Heuristic Gradient Descent) At each step n of the LS-MGD algorithm, define e n = u − k * b n to be the perceived error field, and D(b n | u) = e n 2 2 the total squared errors, as in (3) . Suppose the HSV k is positive and sufficiently mixing so that the heuristic substitution (21) yields good approximation. Then the LS-MGD algorithm is gradient descent in the following stochastic sense:
where k T α = k −α denotes the transpose, and τ ∈ (0, 1] is the marching size in the LS-MGD algorithm.
Proof. As before, we shall use the notation v, w = α∈Ω v α w α to denote the inner product in l 2 (Ω). Since b n+1 = b n + ∆b n , one has
k * ∆b n = −2 k * ∆b n , e n + k * ∆b n , k * ∆b n −2 ∆b n , k T * e n + E n [∆b n ], E n [∆b n ] ,
where only for the second part of the last equation the heuristic substitution (21) has bee invoked. Since e n is deterministic with respect to the conditional expectation E n [·] = E[· | b n ], after the application of E n , the last line continues:
This completes the proof. Before proceeding to the next subsection for the removal of the heuristics, we first explore the possible consequence of the established result in terms of convergence analysis.
If one removes the expectation operator E n , as well as adopts the asymptotic limit (for the Law of Large Numbers), then the above theorem suggests to investigate the decay behavior of a sequence of error fields (e n | n) that ideally satisfy:
or more generally, in the inequality format,
Suppose the lattice image domain Ω is finite. Then the linear HVS operator K is a finite matrix.
Theorem 4 (Convergence under Ideal Iteration) Suppose the HVS K is positive, weakly lowpass K[1] ≡ 1, and non-singular so that its minimum singular value σ = σ min is positive. Define for τ ∈ (0, 1], ρ = τ (2 − τ )σ 2 > 0.
Then the ideal iteration formula (24) implies the power decay of the error fields: e n 2 2 ≤ (1 − ρ) n e 0 2 2 , n = 0, 1, · · · .
Proof. By the definition of singular values, for any w ∈ l 2 (Ω), one has,
(Notice that K and K T share the same set of singular values.) Then the ideal iteration formula (24) implies that e n+1 2 2 ≤ e n 2 2 − τ (2 − τ )σ 2 e n 2 2 = (1 − ρ) e n 2 2 . Iterating this formula leads to e n 2 2 ≤ (1 − ρ) n e 0 2 2 . Finally we point out that ρ indeed falls into the range of (0, 1] for any marching step τ ∈ (0, 1] so that 1 − ρ ∈ [0, 1). Let K F denote the Fröbenius norm trace(KK T ), and N = |Ω|. Since K is positive and satisfies the weakly lowpass condition K[1] ≡ 1, one has
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Thus one must have σ 2 ≤ 1 and ρ = τ (2 − τ )σ 2 ∈ (0, 1] when τ ∈ (0, 1], since τ (2 − τ ) reaches its peak value 1 at τ = 1.
As an example, consider a 1-dimensional image array with only 4 pixels. Suppose the human vision system is specified by the following 4 by 4 matrix:
Then the smallest singular value σ = σ min = 0.2185... is indeed positive. Notice that Theorem 4 would imply the absolute convergence e n → 0 as n → ∞, which of course could only be true under the idealistic control formula (24) . In reality, the stochastic nature of the algorithm can never yield such simple and clean error control, and the expectation operator must be included as in Theorem 3, and the error due to the heuristic LLN substitution also must be investigated. Through the analysis of such idealistic error control, however, the above theorem does effectively provide a simple mechanism for explaining the robust iterative behavior of the LS-MGD algorithm, as observed in all the computational examples later on (esp. Figure 3 ).
Mathematically Rigorous Version of Stochastic Gradient Descent
In this subsection, we will treat the above heuristic LLN substitution with mathematical rigor, which however leads to a much more technical theorem. To allow finite lattice domains, we shall assume that the HSV K is linear, but unnecessarily shift invariant.
Following the LS-MGD algorithm, at each step, define the mean flip field F by:
Theorem 5 (Stochastic Gradient Descent) Let N = |Ω| be the number of pixels of the image lattice Ω, and d = d(K) be defined in (19) for measuring the mixing degree of the HVS. Assume that the HVS K is positive (i.e., K αβ ≥ 0 for any α, β ∈ Ω) and symmetric: K T = K, and satisfies the weak lowpass condition K[1] ≡ 1. Then at each step n of the LS-MGD marching, one has
In particular, stochastic gradient descent E n [D(b n+1 | u)] < D(b n | u) is achieved for any ε > 0 and any marching step size τ with
as long as the mean flip field at step n still remains large with respect to ε: F 2 > ε.
Proof. As in the first half of the proof for Theorem 3, one has
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The second term on the right can be rewritten as:
Since the LS-MGD algorithm is carried out pixelwise via:
∆b n α and ∆b n β must be independent for any two distinct pixels α and β, and as a result,
Thus after the application of E n , the last equation in (27) continues as follows:
α =β
where F = E n [∆b n ] = τ K T [e n ] is the mean flip field defined earlier, and
is the variance scalar field for the flip random field ∆b n . By the definition of the mixing measure d (19) , one has
On the other hand, by the discrete Young's inequality [28] , one has for any w ∈ l 2 (Ω),
Since K has been assumed to be positive, symmetric, and satisfies K[1] = 1, the two square root factors on the right hand side are both 1. Then K[w] 2 ≤ w 2 . Thus the last equation of (28) leads to:
Therefore, combined with (26) , this leads to
We now work on the variance scalar field V . Generally suppose X ∼ Bernoulli(p), then
As a result, more generally if ±X ∼ Bernoulli(p), one must have
Applying this to X = ∆b n α pixelwise, one has
Then following (30) , one has
By Schwarz's inequality, one has,
As a result,
The expression for the critical τ ε in (25) is then obtained by setting
and by noticing that τ ≤ 1 as established in Theorem 1. This completes the proof. Notice that the much simpler semi-heuristic theorem in the preceding subsection corresponds precisely to the asymptotic limit of the current theorem when the mixing measure d → 0 and the upper bound τ ε → 1, which is independent of ε or F 2 .
Computational Examples and Performance Monitoring
In this section, through typical test images, we discuss the computational performance and convergence behavior of the proposed LS-MGD halftoning algorithm. In all the examples, the marching step size τ is either τ = 1 or τ = 1/2 (see Theorem 1), and the HVS K is modelled by the canonical isotropic Gaussian (see Eqn. (2)).
First displayed in Figure 1 are the halftone outputs from three different methods for a stair-ramp test image u(x, y) given by:
The three halftone images are produced separately by Floyd and Steinberg's classic error diffusion, Perona-Malik's error diffusion and stochastic flipping (PM-SF) [41, 39] , and the LS-MGD algorithm proposed in the present work. Notice the most striking difference between the first method and the other two: the first is a deterministic process, while the other two are both stochastic and output random fields eventually in stochastic equilibrium. It is well known that Floyd and Steinberg's algorithm may produce visible deterministic artifacts (e.g., "worms" or "tearing") for certain class of images, while the latter two have both avoided such deficiency due to the stochastic nature. Figure 2 shows the LS-MGD output of the Barbara test image. It has been displayed at about 100 dots per inch (dpi). (Most commercial printers have about O(10 3 ) dpi's.) Notice that the line textures on the scarf and the table cloth have been resolved sufficiently well even at such a low dpi rate.
To further objectively monitor the random walk of LS-MGD halftoning, we introduce two key quantities frpp(n) and psepp(n) at each step n.
The flip rate per pixel frpp was first introduced in the earlier work [41] to quantify the flipping activity at each step, and is defined by
That is, |Ω|frpp(n) denotes the total number of pixels at which the halftones are flipped to their opposites at step n. Thus statistically, frpp(n) could be understood as the likelihood at step n that any single pixel will be flipped to its opposite. Since the algorithm is in essence a Markov random walk, absolute convergence with frpp(n) = 0 on a large domain is very unlikely, and statistical convergence or equilibrium must be understood in the sense of a small and stable frpp(n). Plotted on the middle panel of Figure 3 is the frpp curve for LS-MGD halftoning of the pepper image on the left. The second quantity psepp(n), the perceived square error per pixel at each step n, has been motivated by Theorem 5, and is defined by
Halftone Barbara Image via MGD
Since (b n | n = 0, 1, · · · ) is a random walk, psepp(n) strictly speaking must be a random sequence as well. As theoretically predicted by both Theorems 3 and 5, one can expect that psepp(n) should decrease on average, at least in terms of conditional expectations. The most striking observation, as shown on the right panel of Figure 3 , is that the sequence psepp(n) actually monotonically decreases without any stochastic fluctuation! To better visualize the random walk during LS-MGD halftoning, in Figure 4 , we have displayed the intermediate halftone images b n for n = 0, 6, 12, and 18. The differences among n = 0, 6, and 12 can be easily perceived. The perceptual difference between n = 12 and n = 18 is much less patent, but can be readily discerned from the monitoring curves like those in the preceding figure.
Finally, recall in signal processing [33] that a white noise is a random signal or image v whose power spectral density [33] [−π, π] or [−π, π] 2 . A blue noise is, on the other hand, a random signal or image v whose spectral powers P vv (ω) are concentrated on the blue band or high frequencies.
As discovered in the classic work by Ulichney [48, 49] , a perceptually satisfactory halftone image must demonstrate the character of a blue-noise field. In Figure 5 , we have plotted the normalized power spectral densities P vv (Ω) for the halftone images b corresponding to a constant image u ≡ 0.35, obtained separately by Floyd and Steinberg's error diffusion (left panel) and by the LS-MGD proposed in the present work (right panel). Here the normalization shifts the mean to zero: v = b − 0.35, so that the sharp δ-spike at the zero-frequency center has been tamed.
As manifest in Figure 5 , compared with the power spectra of Floyd-Steinberg halftoning, those of the LS-MGD are more uniformly distributed in the blue (or high-frequency) band, and the distribution is almost rotationally invariant. Also notice that the power spectra from Floyd-Steinberg halftoning carry visible line structures and hence introduce undesirable biases favoring special directions. 
