One of the solutions to the lifetime problem of a wireless sensor network (WSN) is to select a sensor as the cluster head (CH) to reduce the transmission cost of the other sensors in a cluster. However, the high computation load will quickly run out of its energy. The most well-known method for selecting the CHs of a WSN is the so-called low energy adaptive clustering hierarchy (LEACH), but it is far from optimal in terms of the energy consumed. On the other hand, some recent studies showed that the quantum-inspired evolutionary algorithm (QEA) can provide a better result than rule-based and metaheuristic algorithms. This paper is, therefore, aimed at applying QEA to the lifetime problem of a WSN. Simulation results show that the proposed algorithm can provide a better result than LEACH and genetic algorithm in terms of the overall energy consumed, especially for complex and large lifetime problems.
Introduction
Wireless sensor network (WSN) can be considered as a research on 'possibilities' because it will be the foundation of forthcoming information systems and environments. From the technical perspective, 'wireless sensors' can be used as eyes to gather environmental status while 'network' can be used as a brain to integrate the information gathered. The technologies relevant to WSN will not only be used in several innovative applications, it will also become part of them, e.g., internet of things (IoT), big data analytics, smart grid, and smart city . This is why both academia and industry have invested a lot of resources over the years trying to make them easily realised in new applications (Lundquist et al., 2003; Heinzelman et al., 2004; Han and Lim, 2010; Lee et al., 2009) . From the financial perspective, several reports on technologies indicate that WSN is a promising area of research. As observed by Smith (2015) , the global market of wireless sensor devices had just reached about $1.2 billion in 2013 and was expected to reach $1.5 billion in 2014 and grow to $4.3 billion in 2019. Another observation by MarketsandMarkets (2014) shows that it is expected that the market of global industrial WSN will grow from $401.2 million in 2013 to $944.9 million by 2020. From the technical development and marketing perspective, it is easily seen that WSN will play an important role in many 'things' in our daily life.
However, a difficult problem that needs to be solved is the limited battery energy of wireless sensors. Several studies (Yun and Xia, 2010; Kim et al., 2010; Basagni et al., 2008; Tsai et al., 2016; Kumar et al., 2016) attempted to formulate these WSN lifetime problems as optimisation problems based on different considerations and assumptions. As long as we can define the lifetime problem of a WSN as an optimisation problem, we can then seek an existing method to solve it. For example, if a lifetime problem is formulated as a routing optimisation problem, the minimum spanning tree or other greedy algorithms might be able to find the possible solutions to prolong its lifetime.
According to our observation (Tsai et al., 2016) , recent studies on the lifetime problem of a WSN can be divided into five different types: number of alive nodes problem, cluster head election problem (CHEP), deployment coverage problem, set-cover problem, and data routing problem. To find out a good solution for the lifetime problem, the focus of this paper is on the CHEP. Generally speaking, the basic idea of CHEP is to select a set of suitable cluster heads (CHs) from all the sensors of a WSN that would maximise the lifetime of the WSN. The low energy adaptive clustering hierarchy (LEACH) (Heinzelman et al., 2000) is one of the well-known methods for the CHEP because it is simple and easy to implement. The basic idea of LEACH is that each sensor has a certain probability of being elected as the CH to avoid the problem of having some sensors as the CHs for a long time to run out of their energy. This means that more than one sensor will be used to reduce the energy consumption of a CH so that it will not run out of the energy quickly (i.e., overloaded). In other words, the lifespan of a particular CH is the sum of the lifespans of all the sensors playing the same role (i.e., as the CH).
Since LEACH may waste energy on data transformation between a sensor and its CH if an unsuitable sensor is elected as the CH, several recent studies (Aslam et al., 2012) have attempted to modify the LEACH or develop a new method to solve this problem. It leverages the strength of LEACH and quantum-inspired evolutionary algorithm (QEA) (Han and Kim, 2002) to prolong the lifetime of a WSN. The main contributions of the paper can be summarised as follows:
• A QEA-based clustering method is proposed to solve the CHEP of a WSN.
• The simulation results show that the proposed algorithm out performs LEACH in saving the energy of a WSN.
The remainder of the paper is organised as follows. Section 2 gives a brief introduction to the CHEP and LEACH to describe the problem we aim to solve in this paper and the conventional methods for this problem. Section 4 will then turn to the discussion of the QEA and related works because part of the proposed algorithm is based on QEA. The basic idea, a detailed description, and a simple example of the proposed algorithm will be given in Section 5. Section 6 begins with the description of the simulation environment, followed by the simulation results that compare the performance of the proposed algorithm and the other algorithms. Conclusions and future works are drawn in Section 7.
Cluster head election problem
In this section, we begin with the discussion of the lifetime problem (i.e., CHEP) that will be investigated in this paper, followed by a brief introduction to the LEACH. To simplify our discussion that follows, the notations given in Table 1 will be used throughout this paper. 
Problem definition
In recent years, a number of methods have been developed to prolong the lifetime of a WSN. Among them, the CHEP (Heinzelman et al., 2000; Tsai et al., 2016 ) is one of the most well-known research topics. The basic idea of CHEP is to partition the wireless sensors into a certain number of clusters so that sensors in a cluster will then transmit their data to the base station (BS) via their CH. As shown in Figure 1 , instead of transmitting the data of a sensor to the BS directly, using the CH to forward the data from the sensor to the BS will reduce the distance of data transmission of each sensor. The energy consumption of each sensor can then be significantly reduced; thus, the lifetime of a network is prolonged. In brief, the aim of the CHEP is to partition the sensors (i.e., the input data) of a WSN in such a way that it would minimise the energy consumption of the sensors transmitting data to the BS and thus can be defined in Table 1 . Given a set of sensors X = {x 1 , x 2 , …, x s }, the output are an optimal partition π = {π 1 , π 2 , …, π k } of X and a set of CHs CH = {c 1 , c 2 , …, c k } associated with π such that π i = {x ∈ X | ||x -c i || ≤ ||x -c j ||, ∀j ≠ i}, c j is the centroid and CH of π j (that is, for the CHEP, the centroid is the CH instead of mean as in a traditional clustering algorithm) and the energy consumption of the sensors transmitting data to the BS, denoted E(π, CH), is minimised.
To evaluate the clustering result, a general metric (Heinzelman et al., 2000; Latiff et al., 2007; Tsai et al., 2016) for calculating the energy consumption in transmitting and receiving an l-bit data over a distance d is defined as 2 ( , ) ,
where T(l, d) is the energy consumption in transmitting the data, R(l) is the energy consumption in receiving the data, T e is the energy dissipated per bit to run the transmitter, and ε is the energy dissipation by the amplifier of the transmitter.
In this study, the metric of Liu and Ravishankar (2011) is used to more accurately measure the energy consumption between sensors and CH and that between CH and BS, which is defined as
where x encodes the information available in both π and CH. This means that the solution x contains the information on how to divide the sensors into different clusters (π) and their CHs, 1 ( ) E x denotes the energy consumed by the normal sensors for transmitting data to the CHs, which is defined by
E x is the energy consumed by the CHs for aggregating and transmitting data to the BS, which is defined by
where x c = 1 if it is a cluster-head, and 0 otherwise; k is the number of cluster-heads; q c is the number of sensors in cluster c; l 1 is the size of packets from a sensor that is not a CH to CH; E t is the energy for transferring a bit; d is the distance between two locations;
E r is the energy for receiving a bit; E a is the energy for aggregating a bit; and l 2 is the size of packets from CH to BS.
The LEACH-based solutions
Since the CHEP is a well-known lifetime problem of WSNs, it has attracted the attention of several researchers from different disciplines in recent years. Nowadays, a large number of clustering methods for the CHEP have been presented. In the study of Habibzadeh-Sharif and Bidaki (2013) , the clustering methods for the CHEP are divided into two different types:
• Variable convergence time algorithm: The clustering algorithms of this type typically set the convergence rate based on the scale of a WSN. The representative clustering methods are random competition-based clustering (RCC) (Xu and Gerla, 2002) and clubs algorithm (Nagpal and Coore, 1998).
• Constant convergence time algorithm: The clustering algorithms of this type usually set the convergence rate as a fixed number of iterations to find out the clustering results. The representative clustering methods are LEACH (Heinzelman et al., 2000) , fast local cluster service (FLOC) (Demirbas et al., 2004) , algorithm for cluster establishment (ACE) (Chan and Perrig, 2004) , hybrid energy-efficient distributed clustering (HEED) (Younis and Fahmy, 2004) , and distributed weight-based energy-efficient hierarchical clustering (DWEHC) (Ding et al., 2005) .
Since the constant convergence time clustering algorithms will not increase much of the computation time when the lifetime problem becomes much larger, several recent studies have been focused on this direction. Among them, LEACH (Heinzelman et al., 2000) is the most popular clustering algorithm for the CHEP not just because it is easy to implement, but also it is very effective in finding out a good clustering result for the CHEP. Although LEACH, just like the other clustering methods for the CHEP, also uses the CH nodes to collect and transmit the data of neighbour sensors to the BS and each sensor will typically choose the nearest CH to transmit its data, an important reason is that the basic idea of LEACH is to employ a 'random strategy' to decide which sensor will be elected as a CH for a period of time to avoid a particular sensor from exhausting its energy very quickly. This means that LEACH might be able to balance the load of all the sensors to prolong the lifetime of a WSN. Each sensor can be elected as the CH based on a probability model. Therefore, this mechanism can be used to avoid overloading, and thus over consuming the energy of some particular nodes. More precisely, for LEACH (Heinzelman et al., 2000) , every sensor can be elected as the CH and is assumed to have the same amount of energy at the beginning of the first iteration. LEACH consists of two phases -the setup phase and the steady-state phasethat are repeated for each iteration. At the beginning of an iteration in the setup phase, each sensor decides independently whether it will become the CH or not, by randomly choosing a number in the range of 0 to 1. If the chosen number is less than the threshold T(n), the sensor will become the CH for this iteration. The threshold T(n) is given by
where P is a predefined percentage of sensors that will be elected as the CHs, r the current iteration number, and G the set of sensors which have not been chosen as the CH over the last 1 / P iterations. For example, if P = 0.05, G is the set of sensors that have not been chosen as the CH over the last 20 iterations. For the very first iteration, G is the set of all the sensors. For the second iteration, G is the set of sensors that were not chosen as the CH in the first iteration. For the third iteration, G is the set of sensors that were not chosen as the CH in the first and second iterations. This procedure will be repeated for 20 iterations. After that, G will be the set of all the sensors again so that for the 21st iteration, every sensor can be elected again as a CH. At the beginning of every iteration, each sensor elected as the CH will broadcast an advertisement message. In this phase, all the CHs use the carrier sense multiple access (CSMA) media access control (MAC) protocol to broadcast and assume the amounts of the energy are the same initially. After a non-CH sensor receives all the advertisement messages from all CHs, it will choose the nearest CH as its CH to transmit the data in this iteration. Non-CH sensors transmit messages with their IDs to the CH using CSMA. When the CH receives all the messages from the non-CH sensors, the CH will create a time division multiple access (TDMA) schedule table and broadcast it to all the members of its cluster. After that, all the non-CH sensors know their idle slots and move on to the steady-state phase.
In the steady-state phase, each non-CH sensor will fall asleep until its corresponding time slot is available. In this way, LEACH may save more energy. When the CH receives all the data from the cluster members, it will aggregate all the data and then transmit the aggregated data to the BS. However, if the sensors were deployed in a large region, the distance between sensors and CH plus the distance between CH and BS may be longer than the distance between sensors and BS in some cases; thus, the sensors and CH may run out their energy very quickly. To solve this kind of dilemmas of LEACH for a large region, a two-level hierarchy for low energy adaptive clustering hierarchy (TL-LEACH) (Loscri et al., 2005) and a multihop routing with low energy adaptive clustering hierarchy (MR-LEACH) (Farooq et al., 2010) are presented. For example, Loscri et al. (2005) presented a TL-LEACH by randomly rotating the local CHs, i.e., the primary and secondary CHs. The primary CHs, just like the CHs of LEACH, will collect data from all the member sensors and transmit them to the secondary CHs, which play the role of aggregating data and transmitting them to the BS. Bouyer et al. (2015) combined the LEACH and fuzzy C-means algorithm (FCM) to balance the loading of each node. Instead of using a random selection, FCM can facilitate LEACH to select a set of suitable nodes as the CHs. The experimental results show that the combination of FCM and LEACH can eventually provide a better result than the original LEACH.
Summaries of CHEP and its solutions
As we mentioned before, LEACH is not particularly useful for a WSN that covers a large region because the overall energy consumed by sensors to CH and CH to BS is significantly more than the energy consumed by the sensors to BS directly in this case. In the study of Hoang et al. (2010) , Hoang et al. also pointed out that LEACH may not find the optimal solution in the selection of clusters. An example is that LEACH may choose a CH, but no sensors will transmit their data via it. Because the CHEP is an optimisation problem, how to find a good solution in a reasonable time is an important research topic. However, because LEACH is essentially a rule-based algorithm, it may not be able to find the optimal solution or even an approximate solution for the CHEP. In brief, a sensor randomly selected by LEACH as the CH may not be the best. This implies that the solution provided by LEACH in this case is not optimal; thus, it may waste some energy in the transmission of data. To find out a 'good solution' for the CHEP, a promising solution is to use metaheuristic algorithms (Hoang et al., 2010; Liu and Ravishankar, 2011; Kulkarni and Venayagamoorthy, 2011; Kumar, 2014; Tsai et al., 2016) to solve the CHEP or to improve the performance of LEACH-based methods. Because the basic idea of metaheuristic algorithms -such as tabu search (TS), simulated annealing (SA), genetic algorithm (GA), particle swarm optimisation (PSO) and ant colony optimisation (ACO) -is 'guessing' the right directions to find out the good solution at the solution space, they are able to find out an approximate solution in a reasonable time. Also, because the results of the above studies show that metaheuristic algorithms are able to find a better solution for the lifetime optimisation problem in a reasonable time than LEACH does, several recent studies (Hoang et al., 2010; Liu and Ravishankar, 2011; Kulkarni and Venayagamoorthy, 2011; Kumar, 2014) have attempted to integrate metaheuristic algorithms and LEACH (i.e., a hybrid clustering method for the CHEP) to enhance the performance of LEACH alone. A simple example can be found in the study of Liu and Ravishankar (2011) in which Liu and Ravishankar employed the GA and LEACH to decide the optimal probability of CHs.
The evolutionary algorithms
There is no doubt that most researchers who are engaged in solving complex optimisation problems noticed that evolutionary algorithm (EA) (Eiben and Smith, 2015a, 2015b; Jong, 2012; Yang, 2015; Hu et al., 2015) is a set of powerful methods to find out an approximate solution within a reasonable time. Among them, GA (Holland, 1975; Jong, 1975; Goldberg, 1989; Mitchell, 1996; Michalewicz, 1996) is certainly one of the most well-known EAs. Inspired by natural (biological) evolution, the basic idea of GA is to heuristically search possible solutions in an extremely large solution space. As shown in Figure 2 , in addition to the initialisation operator, GA contains four operators -namely, selection, crossover, mutation, and reproduction -that will be performed at each iteration. Each of these operators plays a particular role to make the GA capable of finding out a better solution than other traditional search algorithms, such as rule based or deterministic algorithms (Tsai and Rodrigues, 2014) . More precisely, the selection operator is responsible for keeping the better search directions by filtering out the worse search directions. The crossover and mutation operators are responsible for exchanging the information among different search directions and mutating some of the search directions so as to avoid falling into local minima at early iterations, respectively. The reproduction operator is responsible for updating the search directions of the search process. Since GA uses multiple search directions at a time in the search process, it has a better chance to find solutions that are better than those found by heuristic algorithm, which only one search direction and runs for the same number of iterations. As for some complex or large-scale optimisation problems, compared to heuristic algorithms that use only a single search direction (e.g., SA or TS), GA is able to find out better solutions. Therefore, GA has been applied to many optimisation problems in engineering and science, such as astronomy, earth science, bioinformatics, and engineering (Goldberg, 1989; Mitchell, 1996; Michalewicz, 1996) . Following the GA came two EAs presented in the 1990s; namely, ACO (Dorigo and Stützle, 2004) and PSO (Kennedy and Eberhart, 1995) . Since these two algorithms were inspired by the behaviour of ant and bird flocking, they are also referred to as swarm intelligence by some researchers. Until now, they exists no definitive definition of EA, but we typically believe that an EA should have the following characteristics: generic, population-based, stochastic, and bio-inspired (Yang, 2015) . 'Generic' means that an EA should be able to be applied to as many problems as it can, not just a single problem while 'population-based' means that an EA should be able to search multiple candidate solutions at a time (i.e., at each iteration). EA decides the search direction of each solution probabilistically. This implies that each run of an EA is very likely to lead to different solutions. For example, the design of a selection operator may be based on the idea of retaining only the fittest solutions for later generations (i.e., iterations).
The underlying idea of EA is quite similar to that of simple GA (Yang, 2015; Eiben and Smith, 2015a) . First, it will initialise the population and set the parameters. Then, it will enter the main procedure, which contains three operators -namely, evaluation, selection, variation -that will be executed repeatedly at each iteration to search for better solutions. The evaluation operator will compute a value for each solution, which is referred to as a fitness or objective value, the purpose of which is to evaluate the fitness of that solution. After the fitnesses are computed, the EA will then select some of the solutions and pass them on to the next iteration. The selection process is typically stochastic. This means that the EA may not always select the best solution; rather, it is the strategy of selection that will guide the EA to select solutions, even solutions that have a worse fitness value. This is how EA works; that is, how it provides a diverse set of solutions to avoid falling into local optima at early iterations. The variation operator is responsible for mutating solutions and exchanging information among solutions in the population. The main procedure will be executed repeatedly until the terminating criteria are reached. Then, the best solution in the population is output as the final result.
Our observation shows that EA can be easily applied to different kinds of problems. More important, it provides a better result than traditional rule-based or deterministic algorithms. Unlike the traditional search algorithms, the stochastic search strategy makes it possible for the EA to increase the search diversity so that it will not focus on particular regions in the solution space. On the other hand, EA is normally much faster than exhaustive search for complex optimisation problems. Because of several successful applications of EA to complex and large-scale optimisation problems, nowadays, EA and its variants have become the prominent methods for solving optimisation problems. More recently, some studies (Han and Kim, 2002; Zhang, 2011) have shown that the so-called QEA, a branch of EA, can provide a high-performance search tool for complex optimisation problems that have attracted the attention of researchers from different disciplines; therefore, we will turn our discussion to the basic idea of QEA and QEA-based algorithms in the next section.
Quantum-inspired evolutionary algorithm

The basic idea of QEA
As we mentioned in Section 2.3, metaheuristic algorithms (Blum and Roli, 2003; Glover and Kochenberger, 2003) provide an alternative solution to optimisation problems, including the CHEP. One of the important advantages of metaheuristic algorithms is that they can find better results than rule-based algorithms for the CHEP in terms of the quality of the solution. This means that the solutions found by metaheuristic algorithms should be able to save more of the energy consumed by a WSN. Since QEA (Han and Kim, 2002; Zhang, 2011 ) is capable of providing better results than traditional metaheuristic algorithms for solving many complex optimisation problems, we expect that it will find a better result for the CHEP, too. Because the computer technology today has its limitations, although quantum computing provides a possible solution to enhancing the performance of a search algorithm for optimisation problems, commercially available quantum computers are still under development. A tentative solution is the so-called QEA presented in Han and Kim (2002) which combined the concepts of quantum computing and EA, by using Q-bits and Q-gates to encode and manipulate information. Q-bit differs from the traditional binary bit in that the traditional binary bit takes two possible values, either 0 or 1, but Q-bit can take either 0 or 1 or the superposition of these two values, as given below:
where α and β are complex numbers the square of which represent, respectively, the probability of being in the 0 state and the probability of being in the 1 state; i.e., |α| 2 + |β| 2 = 1. In other words, |α| 2 is the probability of being in the 0 state while |β| 2 is the probability of being in the 1 state. A Q-bit individual consists of a sequence of Q-bits, as shown below:
where |α i | 2 + |β i | 2 = 1, i = 1, 2, …, m. As shown in Figure 3 , QEA typically consists of three operators: initialisation, observation, and update. The initialisation operator will first generate the population Q(t) for t = 1; that is, a set of n Q-bit individuals each of which have m Q-bits where n is the population size and m the size of each Q-bit individual. Then, the states of Q(t) are observed to generate the set of solutions P(t). For instance, one of the possible solutions may look like this {0, 1, 0, …, 0}. Finally, QEA will calculate the fitness values of all the solutions P(t) and save the best solution of a Q-bit individual in B(t).
The observation operator is responsible for generating the new solutions P(t) by observing the states of Q(t) and then calculating the fitness values of all the solutions P(t). Each Q-bit individual will save the best solution among P(t) and B(t -1) in B(t).
The update operator uses the Q-gate operator to update Q(t) based on P(t) and B(t) and then save the best solution among B(t) in b. Figure 4 shows how the Q-gate operator works by rotating the parameters α and β graphically while equation (9) gives the same information mathematically. 
A simple example of QEA
A simple example is shown in Figure 5 to illustrate how the QEA works. As noted previously, the QEA will first generate the population Q(t); that is, a set of candidate solutions for the optimisation problem in question, as
Step 1 of Figure 5 shows.
Step 2 of Figure 5 shows that the QEA will then observe all the Q-bits of each Q-bit individual to decide their values. Only after that will each solution be created in P(t). The QEA will also compare the fitness values of P(t) and B(t -1) to save the best in B(t). This step ensures that the better candidate solutions will be kept for later iterations of QEA to guide its search directions to the regions in the search space that have a higher potential to find a better solution.
Step 3 of Figure 5 will then use the best solution in B(t) and quantum gate to update each Q-bit to create new candidate solutions. These three steps complete an iteration of QEA. In brief, this step-by-step example and the discussions given in Section 4.1 make it easy to understand how the QEA works.
The QEA-based algorithms
After the studies of Han and Kim (2002) and Zhang (2011) showed the successful application of QEA to different optimisation problems, several researchers (Layeb, 2011; Meng et al., 2010; Xiao et al., 2010) have been working hard trying to enhance the performance of QEA. For example, Narayanan and Moore (1996) attempted to apply the GA to QEA, called quantum-inspired genetic algorithm (QGA). In the later study, Xiao et al. (2010) not only used QGA but also attempted to combine k-means for the data clustering problem, called k-means quantum-inspired genetic algorithm (KMQGA). In addition to finding out the suitable number of clusters at early iterations, KMQGA also uses a dynamic length of Q-bits to enhance the performance of QGA for the data clustering problem. Different from the QGA that tried to combine the QEA and GA, another research trend is to integrate QEA with PSO (Mikki and Kishk, 2006) for solving the optimisation problem in electromagnetic applications, called quantum particle swarm optimisation (QPSO). Of course, the later study (Meng et al., 2010 ) also used this kind of QEA-based algorithm for solving another kind of optimisation problem for valve point economic load dispatch. Until now, researchers are still seeking a high performance method to enhance the search performance of QEA. For example, Layeb (2011) attempted to combine the cuckoo search and QEA for the knapsack problem, called quantum-inspired cuckoo search algorithm (QICSA). The simulation results showed that QICSA can provide better results than harmony search algorithm and PSO-based algorithm in most cases. This means that it is a high potential search algorithm for optimisation problems. Patvardhan et al. (2015) also provide a solution to the knapsack problem, by using heuristic information to adjust the Q-bits to find a better result. They also present a method to reduce the size of a problem so as to shorten the computation time. 
Summaries of QEA
Since metaheuristic algorithms can provide an efficient and effective way for solving optimisation problem, from the 1960s to the 2000s, several modern metaheuristic algorithms (Blum and Roli, 2003; Glover and Kochenberger, 2003) have been developed to provide a high performance search method for finding out a good solution in a short time. Each one of them has its pros and cons; therefore, no one can fully replace another one for solving all kinds of optimisation problems. QEA is a relatively young but effective metaheuristic algorithm, for its capability is not limited by the current computer technology. Several successful results show that the performance of QEA is better than the rule-based and other metaheuristic algorithms. For this reason, this section will first give a brief introduction to the QEA and some simple examples to show how it works. To further enhance the performance of QEA, several recent studies (Layeb, 2011; Meng et al., 2010; Xiao et al., 2010) have attempted to combine QEA with other metaheuristic or deterministic algorithms. According to our observations, although these hybrid QEA-based algorithms can provide better solutions than other search algorithms, but there is still plenty of room for improvement. For example, the design of QEA might not be suitable for any kind of optimisation problem; thus, how to use domain knowledge to modify QEA or to combine QEA with other useful methods for specific optimisation problems is particularly important. 
The proposed algorithm
In this section, we turn the discussion to the proposed algorithm called the quantum-inspired evolutionary clustering algorithm (QECA), by beginning with the basic idea and describing how it works with a simple example.
The basic idea of QECA
As we mentioned previously, using CHEP will confront some dilemmas. An example is that it is normally not suitable for the CHEP to cover a large-scale region. In addition to the ineffectiveness for a large-scale region, we also observe three other dilemmas that might be caused by the clustering methods for CHEP:
• Value of P: As shown in equation (4), because the value of P will affect the decision of LEACH in the selection of CHs, the performance of LEACH will be affected by the value of P.
• Unbalanced loading: As shown in Figure 6 , being a CH, a sensor will consume more energy than the others (i.e., non-CHs). Moreover, if some sensors are elected more often than the others, the load of a WSN environment will become unbalanced. For example, as Figure 6 shows, a sensor will run out of its energy soon if it is elected as a CH more often than the others.
• Redundant CH: As shown in Figure 7 , if a CH does not receive data from other sensors, then the energy of this CH will simply be wasted. Moreover, this means that the energy of the whole WSN cannot be effectively used.
To solve these dilemmas, QECA will first encode each sensor in a Q-bit, and then it will find out the number of clusters and the sensors that will be elected as the CHs to mitigate the impact of P. To avoid some sensors from being elected as the CHs too often because they are located in a better spot than the others, the proposed algorithm uses a mechanism to balance the energy consumption of all the sensors. Also, to ensure all the CHs will receive data, the proposed algorithm adds the mechanism to check the status of each CH. This means that whether a CH can receive data from other sensors will be detected. Based on these observations, we then develop an effective QEA-based algorithm for solving the CHEP the details of which will be discussed in the following subsections. 
How QECA works
In this section, we present a novel algorithm for clustering the sensor nodes based on QEA. As shown in Figure 8 , this algorithm consists of four operators -namely, initialisation, clustering, broadcasting, and transmitting. The last three operators will be performed for each round of QECA as long as the termination condition is not met; that is, the maximum number of rounds has not been reached. The details of these four operators are discussed below.
Initialisation
Just like the other metaheuristic algorithms, the initialisation operator is responsible for creating the initial value of each solution. However, the very first thing is to determine how the solutions are represented (i.e., encoded). For the QECA, every sensor will send a message regarding its location and energy to the BS. The number of Q-bits in a population is thus proportional to the number of sensors in the WSN times the number of Q-bit individuals in the population and is referred to as a Q-vector as far as this paper is concerned. This means that P × N s Q-bits will be used to encode a population of QECA where P and N s are the population size and the number of sensors, respectively. After that, all the Q-vectors will be randomly initialised. 
Clustering
In this subsection, we present a new clustering method based on the observation of QEA. Figure 9 shows how the clustering based on the BS works. In Figure 9 , M denotes the number of iterations.
• Observation: Each Q-bit is assigned a value R k that is uniformly distributed in the range [0, 1] . When a Q-bit is observed, a binary bit A is obtained, which is defined as
To prevent QECA from creating solutions with a CH that does not receive any data from the other sensors in the same cluster, the proposed algorithm will randomly observe each subsolution (Q-bit) for a certain number of times. A candidate solution is produced by observing all the Q-bits in a Q-vector. After that, QECA will check all the CHs of the created candidate solutions to make sure that every CH will be receiving data from the other sensors in the same cluster. By using this check procedure, the proposed algorithm cannot avoid creating illegal candidate solutions. In case the candidate solution has some illegal CHs, QECA has to observe all the Q-bits again until the candidate solution does not have any illegal CHs, i.e., subsolutions.
• Load balance: If it is not the first round, the candidate solution has to be checked for balancing the energy of each sensor; otherwise, the sensor may consume too much energy, thus it will run out quickly if it becomes the CH for too many times. To avoid such a situation, the best solutions in the previous rounds will be saved in a list called Q-list. When a new candidate solution is observed, it will be compared with each solution in the Q-list. If the new candidate solution is too similar to a solution in the Q-list, i.e., the similarity is larger than a predefined threshold, then the new candidate solution will be discarded and a new candidate solution will be generated using equation (10). This process will be repeated until the new candidate solution matches the Q-list rule defined above where Q s denotes the size of Q-list; r c the current round number; and r q the round number of each solution in the Q-list (i.e., r c -1, r c -2, …, r c -Q s ). In other words, the threshold T is designed in such a way that the solution found in the current round and the solutions found in the previous rounds will diverge by a certain number of subsolutions; that is, the solutions of rounds r c and r q will differ by at least a T% of subsolutions.
• Evaluation: Once all the candidate solutions pass the check procedure of load balance detection of QECA, the proposed algorithm will then evaluate their fitness values by using equations (3), (4), and (5), and only the best-so-far candidate solution will be kept for the later iterations. The basic idea behind this evaluation operator is to take into account the energy consumption between sensors and CH and between CH and BS. This kind of evaluation has been adopted by several studies for more accurately measuring the results of the clustering methods for WSN. The detail discussions are given in Section 2.1.
• Update: The best solution of each iteration will be compared with the global best solution, and the better one will be saved for the update operator. The update strategy is essentially like that described in Figure 4 , which uses rotation to update the subsolutions so that the constraint α 2 + β 2 = 1 will be always true. However, unlike the update operator of QEA, every Q-bit in each Q-vector will be rotated close to the global best Q-vector in QECA, as shown in Figure 10 .
Broadcasting
Before invoking the broadcasting operator, QECA will save the best solution found at this round to the Q-list. To prevent the clustering algorithm from selecting the same sensors as the CHs too often, the proposed algorithm will try to avoid this situation from happening when the solutions (each of which represent sensors elected as the CHs for a round) for the current and next rounds found by QECA are too similar to each other. The details of the implementation will be discussed in Section 5.3. For this operator, the BS will get the best solution and transmit the information about which sensors will be the CHs and which CHs should be used by all the non-CH sensors to transmit the data to avoid any sensor from being the CH too many times. This is one of the main concerns with which the proposed algorithm is aimed to deal; i.e., to balance the energy consumption of the sensors, especially for the CHs.
Transmitting
This operator is the same as the steady-state phase of LEACH. When all the CHs received the data from the BS, each CH will create and broadcast the schedule using the TDMA protocol, just like the transmitting stage of LEACH, so that each sensor can fall asleep until its corresponding time slot is ready for transmitting the data. When a sensor transmits data to its CH, the data will include the residual energy of itself. Each CH first aggregates and then transmits the data to the BS so that it can decide the CH for the next round.
A simple example of QECA
In this section, a simple example is given to illustrate how QECA works, which includes the initialisation, observation, load balance, and update operators of QECA for solving the CHEP. The example, as shown in Figure 11 , has 20 sensors. The population size is set to 5, and the size of the Q-list is set to 2. The threshold T is computed using equation (11). For this example, Q s = 2, meaning that the Q-list will only keep solutions of the latest two rounds; r q = r c -1 for the first entry in the Q-list; r q = r c -2 for the second entry. Based on the values of r c -r q , the proposed algorithm can compute the thresholds T; i.e., the percentages of subsolutions in the solution of the current round that have to differ from those in the previous rounds, as shown in Figure 12 , and then use them to create the initial Q-lists. In this example, the solution of the current round has to be 75% 
After that, the observation is performed. It will create 20 values in the range from -1 to 1, each of which will be compared with α 2 . If it is less than α 2 , the value of observation is 1; otherwise, the value is 0. The candidate solution created would look like the following:
where a value of 1 indicates that the corresponding sensor will be elected as the CH. For the first round, QECA does not need to perform the load balance operator, but each solution has to be evaluated. The best solution of the current solution will be compared to the best-so-far solution to determine if it is to be kept and used along equation (9) to update all the values of each Q-vector. Moreover, the rotation angle of QECA is determined by the best solution, as Figure 10 shows. If the Q-vector of the best solution is on the counterclockwise direction, Δθ will be a positive value; otherwise, it will be a negative value. These procedures will be repeated until the maximum number of iterations is reached. Then, QECA will store the best-so-far solution in the Q-list. Now, if the CHs of the candidate solution are 3, 10, 13, and 17, the routing path for data transmission at first round will look like that shown in Figure 13 .
Figure 14
The Q-list at second round
Figure 15
The Q-list at third round QECA will also observe the candidate solution at second round. If the CHs of the candidate solution are 1, 5, 10, 13, and 17 at this round, and the status of Q-list will look just like that given in Figure 14 . Since the similarity between this candidate solution and the candidate solution in Q-list (i.e., 3, 10, 13, and 17) is larger than 75%, QECA has to observe again to obtain a new candidate solution. This procedure will be repeated until this new candidate solution meets the threshold. QECA will then compute the fitness value of the candidate solution to find out the best solution of this and update the best-so-far solution, which will in turn be used to update the solutions of all the Q-vectors. If QECA gets the best solution 5, 9, 14 at second round, the Q-list will look like that depicted in Figure 15 at the very beginning of the third round. These procedures ensure that the Q-list will contain only the two latest solutions. If a new candidate solution is to be saved in a full Q-list, the proposed algorithm will first remove the oldest solution from the Q-list and then add this new candidate solution. In summary, this update method for Q-list ensures that the solutions (i.e., CHs) in the Q-list are too similar to each other so that the sensors elected to be the CHs will not be the same too often. This makes the energy consumption of the CHs tend to be more balanced (i.e., not repeatedly using some particular sensors to be the CHs) than LEACH.
Experimental results
Experimental environment and parameter settings
The experiments are conducted on a PC with 2.93 GHz Intel Core i7 CPU and 8 GB of memory running Ubuntu 12.04 with Linux 3.2.0-77-generic.x86_64, and the programs are written in C++ and compiled using g++. The parameter settings of LEACH (Heinzelman et al., 2000) , GA-LEACH (Liu and Ravishankar, 2011) , PSO-LEACH (Raina and Bansal, 2014) , and the proposed algorithm for the CHEP are as described in Table 2 . The upper part of this table gives the parameter settings of the simulation environment of the WSN, which are based on the settings of Liu and Ravishankar (2011) . The bottom part of this table summarises the parameter settings of the clustering algorithms, which are based on the settings of Heinzelman et al. (2000) , Liu and Ravishankar (2011) and Raina and Bansal (2014) . Note that for these algorithms, 0 .
fs mp d ε ε = Moreover, each experiment is carried out for 30 runs, and the number of iterations each run is set equal to 100. All the experimental results shown are the average of 30 runs.
For a variety of studies on the CHEP, where the BS is located is an important issue, and it normally can be divided into two cases:
1 The BS is set to be the centroid of all the sensors, as shown in Figure 16 (a). Attea and Khalil (2012) and Peng et al. (2011) used this kind of datasets to evaluate the performance of a clustering algorithm.
2 The BS is set to the outside of the area with sensors. Studies using this kind of simulation environments can be found in Hoang et al. (2010) and Katiyar et al. (2011) . 
Results
Figure 17 compares the performance of the proposed algorithm and the other clustering methods evaluated in this study for a region of size 100 × 100 in which 100 sensors are deployed and the BS is located at both the centre and far away for all the sensors. The results show that the proposed algorithm consumes less energy than the other clustering algorithms in both cases; that is, no matter where the BS is located. The simulation results show that PSO is beaten by LEACH and the proposed algorithm because the strategy used by PSO makes it possible for certain nodes to always be selected as the CH, thus having their energy consumed quickly. The simulation results further show that although GA beats PSO, it is still outperformed by LEACH and the proposed algorithm. The strategy used by GA gives GA more of a chance to select different nodes as the CH; however, the selection is still not diverse enough. According to our observation, the results of simulation of LEACH are similar to those of the proposed algorithm in this case because the P value of LEACH we used is very suitable for this environment; therefore, it can provide a better result than PSO-LEACH and GA-LEACH. Figure 18 shows that for a region of size 1,000 m × 1,000 m, the proposed algorithm still outperforms the other clustering algorithms for the CHEP in terms of the energy consumed. However, the performance of LEACH in this WSN environment is worse than GA when the BS is located at the centre of all the sensors. These results illustrate that the P value will have a strong impact on the performance of LEACH. Therefore, P = 0.05 may not be suitable for this environment. This also implies that if P of LEACH cannot be determined by the clustering algorithm itself, LEACH may not be suitable for most of the WSN environments. In this case, for the same reason, the results of PSO are also worse than those of LEACH and the proposed algorithm. But the results of GA are close to those of LEACH. The results also show that GA can provide solutions with a certain level of quality regardless of the size of the region, i.e., be it large or small. To better understand the performance of these clustering algorithms, Figure 19 uses 500 sensors for a region of size 1,000 m × 1,000 m as an example to show the number of sensor nodes that run out of energy for a certain period of time. From these results, it can be easily seen that the proposed algorithm can effectively prolong the lifetime of all the sensors in this environment, especially when the number of sensors is increased. This means that the proposed algorithm can provide a better result for saving the energy of all the sensors when the lifetime problem becomes large and complex. An interesting result shown in Figure 19 is that for PSO-LEACH, the energy consumed and the number of dead sensors (i.e., sensors running out of energy) is not increasing smoothly. According to our observation, one of the major reasons is that for PSO-LEACH, almost all the sensors will become a CH in different rounds. Although it will effectively save the energy, all the sensors will run out of the energy at about the same time because every sensor has a good chance to be elected as the CH. To evaluate the performance of the proposed algorithm, we apply it along with the other clustering algorithms compared in this paper to several regions of different sizes with BS at both the centre and far away from all the sensors. The region sizes in square meters and the numbers of sensors are as follows: 100 × 100 -100, 100 × 100 -500, 500 × 500 -100, 500 × 500 -500, 1,000 × 1,000 -100, 1,000 × 1,000 -500, 10,000 × 10,000 -100, and 10,000 × 10,000 -1,000. As shown in Table 3 , the proposed algorithm can provide a better result in most cases in terms of overall remaining energy of all the sensors for different WSN environments and different BS positions. However, the results of the proposed algorithm will be worse for a WSN environment with a small region but large number of sensors. According to our observations, for a small region with a lot of sensors, which sensors are elected as the CHs will not strongly affect the energy consumption because the distances between sensors are very small. In other cases, if the distances between sensors are large, electing an unsuitable CH will just waste much more energy; therefore, the impact in this case will be very strong. As shown in Table 4 , we use another way to compare the performance of these clustering algorithms. These results also show the proposed algorithm outperform the other clustering algorithms in terms of energy consumption of all sensors in most cases.
Although the results of proposed algorithm will worse than LEACH in a few cases, the good news is that these results are very close. It means that the proposed algorithm can provide better results than all the clustering algorithms in most CHEPs we tested and provide similar results for the CHEPs with too many sensors in the same region. 
Conclusions
To solve the CHEPs more effectively and efficiently, a hybrid clustering algorithm was presented in this paper which attempted integrated LEACH and QEA. In other words, the basic idea is that by leveraging the strength of LEACH and QEA for solving complex and large CHEPs. The experimental results, of course, showed that the proposed algorithm outperforms the other clustering methods for CHEP in most case which can be further used to prolong the lifetime of the whole WSN. More precisely, the proposed algorithm can be used to reduce the total energy consumption of all the sensors (i.e., to increase the overall remaining energy of all the sensors), thus extending the lifetime of the sensors. The experimental results also showed that the proposed algorithm is independent of the size of the area covered; that is, in both cases, it can always get a better result that the other state-of-the-art algorithms. In summary, the proposed algorithm a scalable clustering algorithms to save the energy of all sensors while delay the time of sensors run out for different regions, different number of sensors, and different positions of BS. In the future, our goal is to combine other metaheuristics with the proposed algorithm and use this algorithm in a real environment.
