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Аннотация 
Введение. Существующая в настоящее время необходимость получения актуальной, полной и досто-
верной информации о воздушных объектах определяет постоянное совершенствование современных 
систем радиолокационного распознавания (СРЛР), входящих в состав систем управления. Развитие со-
временных СРЛР создает объективные предпосылки для использования прогрессивных и разработки 
новых методов и алгоритмов обработки сигналов с помощью нейронных сетей. Применение искус-
ственных нейронных сетей, обладающих свойством обучаемости, позволяет расширить множество при-
знаков распознавания за счет использования полученной в процессе контроля воздушного простран-
ства информации.  
Цель работы. Формулировка задачи и разработка предложений по использованию апостериорной ин-
формации для контроля воздушного пространства в системах радиолокационного распознавания при 
применении нейросетевых технологий.  
Материалы и методы. На основе анализа структуры единого информационного пространства сформули-
рован подход к развитию СРЛР на основе обучающих технологий. С применением метода синтеза пред-
ложены примеры технических решений, позволяющие использовать современные методы и алгоритмы 
обработки сигналов на основе апостериорной информации, формируемой системой управления.  
Результаты. Сформулированы принципы обучения нейронной сети при решении задачи распознава-
ния в процессе функционирования радиоэлектронных средств (РЭС). Предложены технические реше-
ния, учитывающие функционирование интегрированной радиолокационной системы и позволяющие в 
едином информационном поле получать требуемые для обучения СРЛР информационные параметры. 
Показано, что снятие ограничений, связанных с автономностью функционирования РЭС, позволяет ис-
пользовать апостериорную информацию при реализации систем радиолокационного распознавания. 
Этот факт дает возможность увеличить количество используемых в алгоритмах признаков распознава-
ния и пополнить базы портретов.  
Заключение. СРЛР может развиваться посредством обучения за счёт снятия ограничений, связанных с 
автономностью функционирования РЭС. Это позволяет повысить адекватность оценки обстановки и 
оптимизировать принимаемые управленческие решения.  
Ключевые слова: радиолокационное распознавание, апостериорная информация, нейросеть, обуче-
ние, радиолокационное средство, информационное пространство 
Для цитирования: Использование апостериорной информации при реализации систем радиолокационного 
распознавания с применением нейросетевых технологий / Д. Ф. Бескостый, С. Г. Боровиков, Ю. В. Ястребов, И. А. Со-
зонтов // Изв. вузов России. Радиоэлектроника. 2019. Т. 22, № 5. С. 52–60. doi: 10.32603/1993-8985-2019-22-5-52-60 
Конфликт интересов. Авторы заявляют об отсутствии конфликта интересов. 
Статья поступила в редакцию 01.07.2019; принята к публикации после рецензирования 16.09.2019;  
опубликована онлайн 29.11.2019 
© Бескостый Д. Ф., Боровиков С. Г., Ястребов Ю. В., Созонтов И. А., 2019 
Контент доступен по лиценз и Creative Commons Attribution 4.0 License 
This work is licensed under a Creative Commons Attribution 4.0 License 
Известия вузов России. Радиоэлектроника. 2019. Т. 22, № 5. С. 52–60 
Journal of the Russian Universities. Radioelectronics. 2019, vol. 22, no. 5, pp. 52–60 
 
53 Использование апостериорной информации при реализации систем  
радиолокационного распознавания с применением нейросетевых технологий 
Use of Aposteriori Information in the Implementation of Radar Recognition Systems  
Using Neural Network Technologies 
Radar and Navigation 
Original article 
Use of Aposteriori Information in the Implementation of Radar Recognition Systems 
Using Neural Network Technologies 
Dmitrii F. Beskostyi1, Sergei G. Borovikov1, Yurii V. Yastrebov1, Ilya A. Sozontov2 
1Central Research Institute of the Air Force  
of the Russian Ministry of Defense, St. Petersburg, Russia 
2 Military Aerospace Defense Academy, Tver-22, Russia 
 ilya.sozontov@gmail.com 
Abstract 
Introduction. The current need to obtain relevant, complete and reliable information about airborne objects 
has led to the continuous improvement of modern radar recognition systems (MRRS) as part of control sys-
tems. The development of modern MRRS has created objective prerequisites for the use of progressive and 
new methods and algorithms for the processing of signals using neural networks. The use of artificial neural 
networks with learning ability permits expansion to include many signs of recognition by using information ob-
tained in the process of monitoring airspace. 
Aim. To formulate the problem and develop proposals for the use of posterior information for airspace control 
in radar recognition systems using neural network technologies. 
Materials and methods. Based on an analysis of the structure of a unified information network, an approach 
was formulated to facilitate the development of MRRS based on training technologies. Using the synthesis 
method, examples of technical solutions were proposed, which will allow the use of modern methods and sig-
nal processing algorithms using a posteriori information generated by the control system. 
Results. The study identified the principles of neural network training in solving the recognition problem in the 
process of functioning of radio electronic equipment (REE). The technical solutions pro-posed take the function-
ing of the integrated radar system into account, allowing the information parameters required for training 
MRRS in a single information field to be obtained. It is shown that the removal of restrictions associated with 
the functional autonomy of REE, allows the use of posterior information in the implementation of radar recog-
nition systems. This also allows for an increase in the number of recognition signs used in the algorithms and 
for the database of portraits to be replenished. 
Conclusion. MRRS can be developed via training by removing the restrictions associated with the autonomous 
functioning of RES. This allows for the situational assessment to be enhanced and management decisions to be 
optimised. 
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Введение. Значимость систем управления (СУ) в 
современном обществе постоянно растет. Они при-
меняются как в гражданских, так и в военных сферах 
деятельности. Для выработки решений (управляю-
щих воздействий) в СУ необходимы достоверные и 
максимально полные исходные данные. 
Одним из основных направлений создания и 
совершенствования воздушно-космической обо-
роны (ВКО) в соответствии с концепцией ВКО 
Российской Федерации [1] являются полномас-
штабное развертывание федеральной системы раз-
ведки и контроля воздушного пространства (ФСР и 
КВП) и формирование единого информационного 
пространства (ЕИП) о состоянии воздушной обста-
новки. Элементами технической составляющей 
ФСР и КВП являются радиолокационные средства 
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(РЛС) (в общем случае радиоэлектронные средства 
(РЭС)), формирующие первичные исходные данные 
для принятия решений. 
В настоящее время вызывает повышенный 
интерес распознавание воздушных объектов, по-
скольку оно обеспечивает бо́льшую полноту ра-
диолокационной информации о реально склады-
вающейся обстановке и, как следствие, оптими-
зацию и повышение адекватности формируемых 
на пунктах управления различной степени иерар-
хии решений. 
В связи с этим в состав информации, выдава-
емой РЛС потребителям, стремятся включить 
даные о принадлежности радиолокационной цели 
к тому или иному классу (типу). Подобную ин-
формационную составляющую формирует вхо-
дящая в состав РЛС система радиолокационного 
распознавания на основе информационных пара-
метров сигналов, принимаемых при обзоре воз-
душного пространства. 
Процесс распознавания основан на отождеств-
лении с эталонами содержащихся в принимаемых 
сигналах определенных признаков (в общем слу-
чае наличие признака – достаточное условие для 
принадлежности объекта некоторому классу). 
Формируемые при построении систем радио-
локационного распознавания (СРЛР) из призна-
кового пространства словари признаков пред-
ставляют из себя априорную информацию для 
конкретного РЭС. Она создается посредством 
моделирования и проведения экспериментальных 
исследований [2–4]. 
Полученная в результате функционирования 
СУ, включающей РЭС с СРЛР, апостериорная ин-
формация, несмотря на наличие достаточно широко 
представленного математического аппарата [4–6], в 
настоящее время применяется в основном для 
обеспечения потребителей и оценки работоспособ-
ности алгоритмов распознавания. 
В то же время ввиду необходимости актуаль-
ной, полной и достоверной информации о воз-
душных объектах для контроля воздушного про-
странства и принятия адекватных мер можно ис-
пользовать апостериорную информацию, форми-
руемую СУ, включающей РЭС с СРЛР, при при-
менении нейросетевых технологий, в том числе 
для обеспечения алгоритмов распознавания ис-
ходными данными и для корректировки алгорит-
мов первичной и вторичной обработки сигналов. 
Методы. Формально радиолокационное рас-
познавание (РЛР) – задача отнесения обнаружен-
ного объекта к одному из элементов множества 
 ,iA  представляющего собой алфавит классов, –
при ограничении на общие затраты, ассигнован-
ные на создание всех устройств, решающих зада-
чу РЛР, сводится к отысканию экстремума функ-
ционала [2] 
nt lt rt q,  ,  ,  ,  ,  ,t S X H H Z B  Э  
где  Э K  – выбранный критерий оценки эффек-
тивности; t – количество средств, привлекаемых к 
решению задачи распознавания; ntS  – множество 
типов радиолокационных сигналов; ltX  – множест-
во описаний признаков; rtH  – множество правил 
принятия решений о классе радиолокационной 
цели; qH  – множество правил использования 
данных о классе объекта;  jB b  – множество 
объектов различных типов; Z – множество парамет-
ров объектов, которые могут быть получены РЛС. 
При решении задачи распознавания реализу-
ются различные алгоритмы, обусловленные осо-
бенностями технической реализации применяе-
мых методов, в свою очередь основанные на ис-
пользовании определенного(ых) признака(ов). 
Представляя алгоритм распознавания инфор-
мационных портретов как абстрактную функцио-
нальную систему, состоящую из алфавита клас-
сов, словаря признаков, множества R правил (ал-
горитмов) принятия решения о принадлежности 
объекта к определенному классу, получим зави-
симость решения задачи распознавания от реали-
зуемого алгоритма: 
 nt,  ,  ,  .t S R Z B  Э  
Процесс развития СРЛР можно представить 
как процесс модификации алгоритма(ов) распо-
знавания при условии постоянства множества 
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где 1R  и 2R  – множество алгоритмов распознава-
ния, реализуемых РЭС до и после обучения соответ-
ственно  1 2 1 2 2 1, , ,  ;R R R R R R R R        
1Q  и 2Q  – множество условий, в которых функцио-
нируют реализующие алгоритмы распознавания РЭС. 
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При этом 1 2, ,Q Q Q Q   где Q – множество 
возможных условий функционирования РЭС. 
Выполнение условия (1) основано на способ-
ности системы к обучению [3], т. е. к изменению 
своих параметров и (или) структуры в зависимо-
сти от экспериментальных данных. Конечное 
множество таких данных называется обучающей 
выборкой. Обучение является множеством правил 
использования данных о классе объекта qH  и 
описаний признаков lt .X  
Признаки радиолокационного распознавания 
разделяют по их физической природе [4]. 
Принципиальное отличие обучаемых класси-
фикаторов состоит в том, что границы между 
классами образов (портретов) определяются не 
непосредственным вычислением соответствую-
щих коэффициентов в разделяющих функциях, а 
итеративно. 
Типичными для рассматриваемой категории 
классификаторов являются искусственные ней-
ронные сети (НС) [7–10], для которых свойство 
обучаемости естественно и неотъемлемо. Их 
применение дает хорошие результаты даже при 
использовании одного признака распознавания 
[11–13]. Применение в СРЛР совокупности при-
знаков в настоящее время вызывает определен-
ные трудности, связанные не только с усложне-
нием аппаратуры главного тракта приема РЭС, но 
и с наличием априорной неопределенности при 
использовании отдельных признаков. Устранение 
априорной неопределенности [14] достигается 
комплексированием и обучением. 
Для обучения нейроподобной системы необ-
ходима база данных (БД) обучающих примеров. 
Чем полнее БД и чем точнее примеры соответ-
ствуют рабочим режимам системы, тем точнее 
впоследствии система будет работать. Одним из 
направлений обучения с учетом применения струк-
туры нейросети является корректировка весов (сте-
пени важности конкретного признака) для РЭС. 
Универсального алгоритма обучения, подхо-
дящего для всех архитектур НС, не существует. 
Известен лишь набор средств, представленный 
множеством алгоритмов обучения, каждый из 
которых имеет свои достоинства. Алгоритмы 
обучения отличаются друг от друга способом 
настройки синаптических весов нейронов. Еще 
одной отличительной характеристикой является 
способ связи обучаемой нейросети с внешним 
миром. В этом контексте говорят о парадигме 
обучения (learning paradigm), связанной с моде-
лью окружающей среды, в которой функциониру-
ет данная НС. В НС поступают стимулы из внеш-
ней среды, определяемые компонентами t, nt ,S  
lt ,X   .Z B  В результате этого изменяются па-
раметры НС, после чего она отвечает на возбуж-
дения уже иным образом. 
В настоящее время применительно к НС рас-
сматривают 5 основных моделей обучения: 
– на основе коррекции ошибок; 
– с использованием памяти; 
– хеббовское обучение; 
– конкурентное обучение; 
– метод Больцмана. 
Обучение, основанное на коррекции ошибок, 
реализует метод оптимальной фильтрации. Обуче-
ние на основе памяти предполагает явное использо-
вание обучающих данных. Метод Хебба и конку-
рентный подход к обучению основаны на нейро-
биологических принципах. В основу метода Больц-
мана положены идеи статистической механики. 
Реализация алгоритмов обучения предполага-
ет наличие достоверной информации о типе 
(классе) объектов распознавания после их обна-
ружения и отождествления. 
В случае формирования ЕИП о состоянии 
воздушной обстановки путем сбора и обработки 
информации, добываемой различными источни-
ками (включая собственные унифицированные 
для Минобороны, Росавиации и других мини-
стерств и ведомств радиолокационные комплек-
сы), и наличия доступа к этому пространству раз-
личных потребителей с учетом разграничений их 
полномочий при решении стоящих перед ними 
задач указанная информация может быть получе-
на непосредственно либо от средств автоматиза-
ции (в том числе от единой системы организации 
воздушного движения (ЕС ОВД)), а также от опе-
раторов, прошедших специальную подготовку. 
Кроме того, пополнять базы данных, а в ряде 
случаев и формировать их целесообразно после 
распознавания при наличии подтверждения пра-
вильности решения. Возможна корректировка 
степени важности отдельных признаков на этапе 
ввода техники в эксплуатацию в конкретных по-
зиционных районах. 
Таким образом, при реализации аппаратуры 
распознавания с использованием глубокой (со-
держащей несколько многослойных фильтров) 
НС понятие эталонного портрета объекта приоб-
Известия вузов России. Радиоэлектроника. 2019. Т. 22, № 5. С. 52–60 
Journal of the Russian Universities. Radioelectronics. 2019, vol. 22, no. 5, pp. 52–60 
 
56 Использование апостериорной информации при реализации систем  
радиолокационного распознавания с применением нейросетевых технологий 
Use of Aposteriori Information in the Implementation of Radar Recognition Systems  
Using Neural Network Technologies 
ретает более широкое значение. В этом случае 
эталонный портрет не только должен включать 
множество описаний признаков lt ,X  но и учиты-
вать реализуемый алгоритм R, входящий во мно-
жество правил принятия решений о классе ра-
диолокационной цели rt .H  
Согласно руководящим документам Мини-
стерства обороны РФ обучение стоящих на во-
оружении РЭС является противоречивой задачей. 
С одной стороны, производитель, обеспечивая 
заданные характеристики средств, реализует кон-
кретные алгоритмы, с другой – эти алгоритмы в 
процессе эксплуатации могут быть подвергнуты 
коррекции. Без применения дополнительных мер 
корректировка в ряде случаев может снизить ка-
чественные показатели, поэтому необходимо раз-
делить процессы выполнения боевых задач и 
обучения. С этой целью предусматривается 
включение в состав РЭС дополнительных эле-
ментов, обеспечивающих независимость процес-
са обучения. 
Применительно к НС реализуемые ею алго-
ритмы распознавания могут отличаться весовыми 
коэффициентами связей с ассоциативными и реа-
гирующими элементами. Весовые коэффициенты 
могут быть представлены матрицей 1,M  при тех-
нической реализации хранящейся в памяти. 
В процессе обучения может приниматься реше-
ние о необходимости коррекции отдельных эле-
ментов матрицы, однако окончательное решение 
об изменении этих значений необходимо прини-
мать лишь после накопления достаточной стати-
стики. Для этого в составе системы предусматрива-
ется дополнительная матрица весовых коэффици-
ентов 2 ,M  в исходном состоянии полностью иден-
тичная 1,M  значения элементов которой в про-
цессе обучения изменяются. После принятия ре-
шения об адекватности измененных значений 
матрица 1M  изменяется. Этот процесс осуществ-
ляется устройством управления весовыми коэф-
фициентами. 
Параметры указанной процедуры должны 
быть определены и регламентированы. 
Результаты. Структурная схема устройства 
распознавания при использовании глубокой НС с 
дополнительной матрицей весовых коэффициен-
тов для реализации задач обучения представлена 
на рис. 1. Устройство согласования в составе 
тракта обработки радиолокационной информации 
обеспечивает нормировку в группе сигналов, со-
держащих один признак из общей совокупности 
lt ,X  для последующей обработки с целью фор-
мирования решения .iA  Иными словами, устрой-
ство согласования совместно с аппаратурой пер-
вичной обработки информации ПОИ и вторичной 
обработки информации ВОИ решает задачу кла-
стеризации [15]. 
В обучении при распознавании можно выде-
лить 4 основных направления: 
1. Стартовое обучение (запись портретов на 
этапе создания системы из базы, полученной ли-
бо экспериментально, либо в процессе имитаци-
онного моделирования с использованием инфор-
мационных технологий). 
2. Формирование базы портретов в процессе 
функционирования системы при подтверждении 
результатов распознавания и достаточно простой 
сигнальной обстановке. 
3. Пополнение базы портретов в процессе 
функционирования системы при подтверждении 
 
Рис. 1. Структурная схема устройства распознавания при 
использовании глубокой НС с дополнительной матрицей 
весовых коэффициентов для реализации задач обучения 
Fig. 1. Block diagram of a recognition device using a deep 
neural network with an additional matrix of weights 
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результатов распознавания и достаточно простой 
сигнальной обстановке. 
4. Корректировка портретов для конкретной по-
зиции с учетом особенностей позиционного района. 
Для обеспечения стартового обучения преду-
смотрено несколько этапов [16]. На первом в ка-
честве обучающих примеров используют цифро-
вые, полученные моделированием фоноцелевой 
обстановки или оцифровкой подходящих реаль-
ных фрагментов. Данные хранятся на жестком 
диске компьютера. Для оценки адекватности воз-
действий, поступающих на вход системы, при-
влекаются эксперты. На этом этапе происходит 
отработка алгоритмов в псевдореальном времени. 
Второй этап отличается от первого тем, что ис-
пользуются аналоговые входные сигналы – те же 
фрагменты, но хранящиеся на иных носителях. 
Оцифровка выполняется непосредственно во время 
работы. Данные поступают с заданной периодично-
стью, обработка производится в реальном времени. 
Третий этап – окончательная проверка и до-
обучение системы – проводится на основе реаль-
ной фоноцелевой обстановки в условиях, макси-
мально приближенных к боевым. 
Портреты могут делиться на базовые (фунда-
ментальные) и на индивидуальные для конкретной 
позиции. Например, для РЭС, размещенных в горной 
местности, результаты измерения высот целей при 
распознавании необходимо корректировать (учиты-
вать высоту позиции) для адекватного сравнения с 
портретом, содержащим информацию о возможно-
стях цели по набору высоты. Коррекцию целесооб-
разно проводить на третьем этапе. 
Устройство контроля и управления парамет-
рами распознавания, включающее средства визу-
ализации и ввода информации (рис. 2), обеспечи-
вает реализацию стартового обучения. 
Подтверждение достоверности полученных ре-
зультатов возможно при взаимодействии с РЭС, 
комплексом средств автоматизации (КСА) Росавиа-
ции и получении информации от диспетчерских 
пунктов и районных центров ЕС ОВД. 
При работе РЭС в составе группировки целе-
сообразно предусмотреть возможность обмена 
портретными базами (без учета сформированных 
особенностей местности) между однотипными 
РЭС (рис. 3). 
Широкие возможности реализации автоматиче-
ских алгоритмов обучения НС, применяемых при 
распознавании, открываются при использовании в 
радиолокационной системе принципов ЕИП о со-
стоянии воздушной обстановки, когда элементы 
системы связаны между собой интегрированной 
цифровой телекоммуникационной сетью. 
Принципы ЕИП позволяют при обучении НС 
использовать достоверную информацию о типах 
сопровождаемых воздушных судов, поступаю-
щую от взаимодействующих средств Миноборо-
ны России и Росавиации (рис. 4): модулей про-
 
Рис. 2. СРЛР с элементами, обеспечивающими ее обучение 
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Рис. 3. Внешние связи РЭС при обучении системы 
распознавания в составе группировки 
Fig. 3. External communications of radio-electronic 
equipment during the training of the recognition system 
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граммно-технических средств автоматизации 
контроля использования воздушного простран-
ства МПТС АКИВП, размещаемых на командных 
пунктах КП радиотехнических полков РТП, и 
модулей программно-технических средств систе-
мы информационно-технического взаимодействия 
МПТС СИТВ с автоматизированными системами 
управления АСУ УВД, а также КСА планирования 
использования воздушного пространства ПИВП, 
размещаемых в центрах ЕС ОВД. 
В такой схеме взаимодействия могут быть за-
действованы территориальные центры совместной 
обработки информации ТЦСОИ радиотехнических 
средств РТС радиотехнических полков, обеспечи-
вающие централизованный сбор, обработку ин-
формации о воздушной обстановке и управление. 
При этом, однако, следует учитывать, что та-
кая организация взаимодействия (в интересах 
обучения НС и построения интеллектуальных 
систем распознавания) потребует существенного 
изменения принципов взаимодействия элементов 
радиолокационной системы и, как следствие, пе-
ресмотра существующих протоколов информаци-
онно-технического взаимодействия. 
Заключение. Таким образом, СРЛР, решаю-
щая актуальную в настоящее время задачу распо-
знавания, которая в сложной фоноцелевой обста-
новке позволяет повысить адекватность оценки 
обстановки и оптимизировать принимаемые 
управленческие решения, может развиваться по-
средством обучения за счет снятия ограничений, 
связанных с автономностью функционирования 
РЭС применительно к решению задачи распозна-
вания, а также увеличения количества признаков 
при применении нейросетевых технологий. 
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