The sufficient condition for a blindly interferencealigned 2-user 2 × 1 broadcast channel (BC) in homogeneous block fading to achieve its maximal 4/3 degree-of-freedom (DoF) is well understood. However, the condition for the general case, i.e., a homogeneous K-user 2×1 BC, to achieve the corresponding optimal 2K 2+K−1 DoF remains unsolved and is, thus, the focus of this paper. Here, a K-user 2×1 BC is said to be BIA-feasible if it achieves the optimal DoF via blind interference alignment (BIA). In this paper, we cast this general BIA-feasibility problem in the framework of finding solutions for a system of linear Diophantine equations. Then by studying the solvability of the Diophantine system, we derive the necessary and sufficient conditions on the K users' fading block offsets to ensure the BIA feasibility of the K-user BC.
I. INTRODUCTION
D EGREE-OF-FREEDOM (DoF), as a more tractable performance measure than capacity region, has been widely studied and applied to characterize lots of communication channels such as Gaussian interference channel. Briefly speaking, DoF is a measure equivalent to multiplexing gain, geometrically representing the slope of the asymptotic achievable rate as the signal-to-noise ratio (SNR) approaches infinity. In the context of multi-input multi-output (MIMO) channels, it signifies the available signal dimensions free of interference. A powerful means to exploit the maximal DoF of interference channels is interference alignment (IA) [1] , [2] , [3] , [4] , as demonstrated in [5] , [6] for X channels and in [7] for compound multi-input single-output (MISO) broadcast channels Manuscript (BCs). The most surprising result of IA [1] is that, by careful signaling design on the transmitters, the total DoF achievable at a K-user interference channel reaches K/2. This DoF result is remarkably better than the belief that the maximal DoF is equal to unity and is achieved by orthogonal interference scheduling.
Based on the amount of channel state information available at the transmitter (CSIT), the IA implementation can be broadly categorized into three types, namely IA with perfect CSIT, IA with delayed CSIT and IA without CSIT. Implementations of IA with perfect CSIT can be further sub-divided into the signal-vector-space method [1] , [8] , [9] and the signalscaling method [10] , [11] . However, in practical systems, instantaneous and perfect CSIT is beyond reality. Technically speaking, the DoF region obtained by IA with perfect CSIT only serves as an outer bound of the achievable DoF.
Fortunately, when only imperfect CSIT is available, IA can still be implemented and provide DoF gain. It is shown that in the context of a compound 2-user 2×1 BC (also known as the simplest MISO BC), the 4/3 DoF outer bound is achievable by IA with delayed (outdated/stale) CSIT [12] . In contrast, the optimal DoF for the MISO BC is only unity if IA is not applied. This IA with delayed CSIT technique is also proved applicable to systems with distributed transmitters [13] , [14] , [15] . Surprisingly, for the 2-user 2 × 1 BC mentioned above, it has been shown that the 4/3 DoF can be achieved by IA even without any CSIT knowledge [2] , [4] . However, this result is true only for a BC under two constraintsthe BC has only a finite number of timeslots and the finite-timeslot BC has a certain staggered channel state matrix. The special structured channel state matrix over finite timeslots is either generated artificially [2] or found in certain heterogeneous block fading cases produced by time-frequency extension [4] . Researchers usually refer to this IA implementation without CSIT as blind interference alignment (BIA). Suppose we use h and g to denote channel coefficients. The essential idea of BIA is that a symbol x that is destined for user j is transmitted twice and due to the special structure of the staggered channel matrix, the intended user receives two signals h j x and g j x; while an unintended user, say user i, receives the same signal h i x twice. By subtracting the second received signal from the first one, the interfering signal x is removed (h i x − h i x = 0) from the unintended user, while (h j − g j )x is used by the intended user to detect x. It has been recently shown that BIA also provides significant DoF gain for the cellular network [16] , [17] , [18] , which can be viewed as an interference network with partial 0733-8716/13/$31.00 c 2013 IEEE connectivity. More information-theoretical study on the DoF gain concerning the BIA method can be found in [19] , [20] , [21] and the references therein.
Unlike the IA implementations that require perfect CSIT or delayed CSIT, BIA does not need any receiver's overhead to feedback CSI to the transmitters. Since BIA incurs no delay or complexity, it can be easily incorporated into existing communication systems and is of practical interest in the advancement of modern communication. However, the cost for the relaxed requirement on CSIT is that the channel state matrix of a BC must satisfy a special structure condition. In previous study, such a special channel is either generated by mounting an extra antenna to each single-antenna receiver [2] , or is artificially constructed by using joint time and frequency extension and assuming heterogeneous block fading [4] . Not only complicated, these methods are also difficult to apply in a BC spanning a large number of timeslots.
In [22] , we have investigated a homogeneous 2-user 2 × 1 BC, which by default spans infinite number of timeslots. By homogeneous block fading, we mean that the links connecting the transmitter and the users undergo independent block fading with identical coherence times. We have shown that BIA can be easily and naturally implemented in this type of BC. We first form channel blocks, each of which contains three times slots (symbol durations). Then, we identify all channel-block patterns such that 4 symbols can be delivered within each block by using BIA. Hence the optimal 4/3 DoF is achieved for each block. Based on the knowledge on these channel patterns, we have further proved that if the relative offset of the two users' fading blocks falls in the range [ N 3 , 2N 3 ] , where N is the coherence time, a homogenous 2-user 2×1 BC can be completely decomposed into BIA-feasible 3-symbol channel blocks and thus the optimal 4/3 DoF can be obtained. Our work also encompasses the special cases presented in [3] , [4] , where N = 2 and two users' fading blocks are staggered. It is difficult, however, to extend the above method to study a general homogeneous K-user 2 × 1 BC. The reason is that for a K-user 2 × 1 BC, the representative matrix used in the method will have a size of K × KN , indicating that the complexity increases polynomially with K and N . Moreover, the method cannot be used to prove whether the sufficient condition derived is also the necessary one.
In this paper, we propose a new methodology to address the BIA-feasibility problem for a general K-user 2 × 1 BC under homogeneous fading. We describe such a MISO BC as BIAfeasible if, by using BIA, the optimal 2K 2+K−1 DoF [3] , [4] can be achieved over the infinite-timeslot channel. To characterize the homogeneous MISO BC, we denote the coherence time by N and the fading block offsets by (n δ,1 , . . . , n δ,K ). When perfect CSIT is available, the implementation of IA essentially becomes seeking valid solutions for a system of linear equations. When CSIT is NOT available, more constraints will be imposed on the system of equations. In the homogeneous MISO, the additional parameters, i.e., the integer block offsets {n δ,k }, have to satisfy certain constraints. Thus, the BIAfeasibility problem is equivalent to finding solutions for a system of linear equations with certain integer constraints. Now, we highlight the methodology used to address the BIA-feasibility problem. Instead of using the complicated method in [22] , we exploit a simpler method, which uses a 12 × 12 representative matrix for K = 3. Moreover, the size of the representative matrix is independent of the value of N . We then cast the BIA-feasibility problem into the solvability problem of a system of linear integer equations, mathematically known as a system of linear Diophantine equations [23] . While it is usually difficulty to determine the solvability of the general linear Diophantine system Ax = b by only examining the algebraic structure of b [23] , [24] , the solvability problem of the Diophantine system described in this paper can be completely determined by the structure of {n δ,k }. Then, we extend the method to a BC with K > 3. This paper presents three main contributions. Firstly, for a homogeneous 3-user 2 × 1 BC, we provide the necessary and sufficient condition on n δ,k 's such that the BC is BIAfeasible. Secondly, we generalize and derive the necessary and sufficient BIA-feasible condition for a K-user BC where K ≥ 2. Thirdly, our simulation results suggest that from a network with M homogeneous users and for any given m, there is a 99% success rate of forming a BIA-feasible m-user 2 × 1 BC provided that M is large enough. As m increases, the m-user 2 × 1 BC asymptotically forms a virtual m× 2 MIMO channel and achieves the maximum DoF of 2.
In summary, we will show that BIA can be naturally achieved in a homogeneous K-user 2 × 1 BC even without (i) the joint time and frequency extension as in [4] , or (ii) one extra antenna mounted on each receiver as in [2] . Compared to the downlink transmission schemes in [25] , [26] , our proposed BIA scheme for a K-user 2 × 1 BC can be viewed as a virtual MIMO transmission that (i) does not require the collaborations among the single-antenna receivers and (ii) needs very little feedback on the block offsets information.
II. SYSTEM MODEL
We consider a K-user 2×1 BC, in which a transmitter with 2 antennas broadcasts K independent signals to K singleantenna users through the corresponding 2 × 1 MISO array of antennas. As shown in Fig. 1 , the transmitter employs two antennas, Tx 1 and Tx 2 , to broadcast K parallel information streams, respectively, to the K users denoted by Rx k , n 0 · · · n δ,2 − 1 n δ,2 · · · n δ,3 − 1 n δ,3 · · · N − 1 N · · · n δ,2 + N − 1n δ,2 + N · · · n δ,3 + N − 1n δ,3 + N · · · H 1 (n) k ∈ {1, . . . , K}. Let h kj (n) denote the channel gain, in baseband form, for the link from Tx j to Rx k at time n. We denote H k (n) = [h k1 (n), h k2 (n)] T as the channel coefficients linking the transmit antennas to Rx k in vector form. The MISO BC also spans infinite number of timeslots by default (i.e., n = 0, 1, . . .) and is always referred to as a 2 × 1 BC, unless explicitly stated otherwise. We assume that the BC is a homogeneous K-user 2 × 1 BC, in which the K MISO links experience independent and identical block fading with coherence time N . This homogeneous K-user 2 × 1 BC can be used to model the transmission from a 2-antenna base station to K mobile users traveling in the same bus or train. Since the users are randomly distributed inside the vehicle, it is justified to assume that each individual user channel undergoes independent block fading with the same coherence time. The homogeneous BC can also be used to model the transmission from a 2-antenna base station to K vehicles, which are traveling in the same direction and with similar speeds on a highway. Denote N k as the coherence time for H k (n) seen at the user Rx k and n δ,k as the initial time offset. Then we have N k = N for all k = 1, 2, . . . , K. Further, we assume n δ,k ∈ {0, 1, . . . , N −1}.
For the aforementioned BC, if no CSIT is available, it has been shown that the optimal sum DoF is 2K 2+K−1 or equivalently, 2 K+1 DoF for each user [2] . As a comparison, the maximum sum DoF is 2 and is achievable by using beamforming when perfect CSIT is available. In the following, we will analyze the necessary and sufficient conditions on the time offsets {n δ,k } such that a general homogeneous K-user 2 × 1 BC can achieve the optimal 2K 2+K−1 DoF by using BIA, i.e., IA without CSIT. Recall that such a homogeneous BC is said to be BIA-feasible.
FINITE NUMBER OF TIMESLOTS
We start with the examination of a homogeneous 3-user 2 × 1 BC. Without loss of generality, we assume n δ,1 = 0. 
First we review the finite-symbol BC block [2] in which the channel state matrix has certain structured pattern suitable for BIA to achieve the optimal 3 2 DoF. We refer to such a channel block as a BIA-feasible channel block, and the structured pattern as a BIA-feasible channel pattern. Then, we present BIA-feasible channel patterns which can appear in a 3-user BC. H v 12 1 H u 11 2 H v 12 2 H u 11 3 H v 12 3 H u H u 21 2 H v 21 1 H v 22 1 H u 21 3 H v 22 Fig. 3 . Interference alignment of a 3-user 2 × 1 BC. Note that the symbol streams s ji are omitted for simplicity. Fig. 3 shows how BIA achieves the maximum 3 2 DoF for a 3-user 2 × 1 BC block with 4 symbol durations (timeslots), say n 1 , n 2 , n 3 , and n 4 , which are not necessarily consecutive. From antenna Tx 1 , the transmitter broadcasts three independent symbols s 1k , k = 1, 2, 3, to the target user Rx k through the signaling vector
A. Review of Blind Interference Alignment (BIA)
From antenna Tx 2 , the transmitter broadcasts three other independent symbols s 2k , k = 1, 2, 3, in a similar manner with the signaling vec-
where z k denotes the additive white Gaussian noise (AWGN) vector at Rx k . Here, we assume that the magnitude of h kj (n i ) is lower bounded by a non-zero value. To achieve the optimal 3 2 DoF, the IA implementation shown in Fig. 3 has to satisfy the following requirements. At user Rx 1 , H 12 u 3 is aligned with H 11 v 3 and H 12 u 2 is aligned with H 11 v 2 such that u 1 and v 1 can be detected with no interference. The alignment condition can be mathematically represented as
Similar alignment conditions at Rx 2 and Rx 3 are illustrated in Fig. 3 . In this implementation, Rx k decodes the symbols delivered by v k and u k , i.e., the symbols s 1k and s 2k from Tx 1 and Tx 2 , respectively. As six symbols are delivered over four timeslots (or channel uses), a 3 2 DoF is achieved. The alignment conditions at Rx 1 , Rx 2 and Rx 3 can be further written as
where v → u means that v = cu for a non-zero scalar c. If the channel vectors H k (n) over (n 1 , n 2 , n 3 , n 4 ), k = 1, 2, 3, possess certain structures, the choice of v i and u i can be made independent of the values of h kj (n i ). Then CSIT is not needed when implementing interference alignment, forming a BIA implementation. The above BIA requirements, though derived from a particular example, are true for the general case, as will be analyzed below.
B. BIA-feasible super-symbol channel blocks
According to previous works [2] , [4] , a super-symbol channel block containing four timeslots n i (i = 1, 2, 3, 4) is BIAfeasible if it forms the channel pattern shown in Fig. 4 . Such a BIA-feasible channel pattern is generated artificially [2] and does not naturally occur in any homogeneous 3-user 2 × 1 BC. It can be seen that the channel state sequence at user Rx 1 -H 1 (β), H 1 (α), H 1 (β), H 1 (β) -contradicts the block fading model. Fortunately, a homogeneous 3-user BC may contain BIA-feasible 4-symbol channel patterns, such as the one shown in Fig. 5 . To check its feasibility, we substitute the channel state into (3) and obtain the explicit alignment conditions shown in (4) . It can be easily seen that the conditions in (3) are satisfied if we choose v 1 
Next we derive the number of BIA-feasible 4-symbol channel patterns which can be found in a homogeneous 3-user 2×1 BC with the following two lemmas. Lemma 1. In a 4-symbol BC block, the alignment conditions in (3) are necessary for BIA to achieve a DoF of 3 2 . Proof: Please refer to Appendix A for the detailed proof.
This lemma shows that the alignment conditions for BIA are stricter than the IA conditions with perfect CSIT because the latter only require span{H k1 v i : i = k, i ∈ {1, 2, 3}} = span{H k2 u i : i = k, i ∈ {1, 2, 3}} for k = 1, 2, 3. In other words, relaxing the CSIT requirement causes more constraints on the alignment conditions. Lemma 2. In a homogeneous 3-user 2×1 BC, there are 3! = 6 BIA-feasible 4-symbol channel patterns. Proof: For a 4-symbol channel pattern, we can construct a 3 × 3 pattern matrix A by defining
(5) From this definition, the pattern matrix of the exemplary channel pattern shown in Fig. 5 is given by
By using the necessary condition shown in (3), it can be easily proved that a 4-symbol channel pattern is BIA-feasible if and only if each row of its pattern matrix contains a unique 1 and each column of the matrix contains a unique 1; or equivalently its pattern matrix is a 3 × 3 permutation matrix. Since there are 3!(= 6) different 3 × 3 permutation matrices, there are 6 BIA-feasible 4-symbol channel patterns. The aforementioned bijective mapping between the permutation matrices and the BIA-feasible channel patterns can be extended to analyze a homogeneous K-user 2 × 1 BC. It can be readily shown that the K × K identity (pattern) matrix corresponds to a BIA-feasible channel pattern. If the users corresponding to the K × K identity matrix are relabeled, the rows of the identity matrix will be re-arranged and different permutation matrices are formed. Since the relabeling of the users does not affect the BIA-feasibility of the channel pattern, each permutation (pattern) matrix implies a BIA-feasible channel pattern.
IV. HOMOGENEOUS 3-USER 2 × 1 BC In the previous section, we have shown that there are 6 BIA-feasible 4-symbol channel patterns in a homogeneous 3user 2 × 1 BC. For a general homogeneous 3-user 2 × 1 BC (spanning infinite number of timeslots by default), its BIAfeasibility is determined by the coherence time N and the fading block offsets n δ,1 , n δ,2 , n δ, 3 . To see this, we give a simple example. Example 1. We assume a BC with N = 7, n δ,1 = 0, n δ,2 = 2 and n δ,3 = 4. Its channel states over time are shown in Fig. 6 , in which identical channel states are represented by the same symbols. We consider the channel fragment from timeslot n = 6 to timeslot n = 33. The fragment contains 4N = 28 consecutive timeslots. We decompose these slots into N = 7 BIA-feasible 4-symbol channel patterns, as shown in Fig. 7 . Note that every subsequent channel fragment containing 4N consecutive symbols possesses the same pattern as the one from timeslot n = 6 to timeslot n = 33, and thus can be decomposed in the same way. Therefore, this homogeneous 3-user 2 × 1 BC spanning infinite number of timeslots can achieve the optimal 3 2 DoF by using BIA, and is said to be BIA-feasible. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
pattern π 0 π 0 π 1 π 1 π 2 π 2 π 2 π 3 π 3 π 4 π 4 π 5 π 5 π 5 π 6 π 6 π 7 π 7 π 8 π 8 π 8 π 9 π 9 π 10 π 10 π 11 π 11 π 11 π 0 π 0 π 1 π 1 π 2 π 2 Fig. 6 . A homogeneous 3-user MISO BC with N = 7, n δ,1 = 0, n δ,2 = 2 and n δ,3 = 4.
13 15 16 18 • ♦ π 5 π 6 π 7 π 8 17 19 21 23
♦ ♦ ♦ π 8 π 9 π 10 π 11 20 22 24 25 ♦ ♦ ♦ π 8 π 9 π 10 π 11 26 28 30 32 In this section, we investigate the conditions on the coherence time N and the offsets {n δ,k } such that a general homogeneous 3-user 2 × 1 BC is BIA-feasible. We start with a lemma. Lemma 3. If any two among n δ,1 , n δ,2 and n δ,3 are equal, the homogeneous 3-user BC is not BIA-feasible.
Proof: Please refer to Appendix B for the detailed proof.
Remark 1. This lemma shows that for a homogeneous 3-user BC to be BIA-feasible, the fading blocks of the users should have different offsets. Since the users can be labeled arbitrarily, we can always assume 0 = n δ,1 < n δ,2 < n δ,3 ≤ N − 1 for a BIA-feasible BC.
A. Two-dimensional pattern diagram
For a given set of {n δ,k }, when N is large, it is difficult to determine whether a homogeneous 3-user BC is BIA-feasible by using the decomposition method shown in Fig. 7 . To simplify the description of the channel pattern for a homogeneous BC and consequently the decomposition algorithm, we cast the channel fragment containing 4N consecutive timeslots (i.e., n = 0, 1, . . . , 4N − 1) into a 2-dimensional pattern diagram.
From Example 1, we notice that from timeslot n = n 1 to timeslot n = n 1 +1, the channel state {H 1 (n), H 2 (n), H 3 (n)} may or may not remain unchanged. For instance, the channel state remains { , ♠, ♣} from n = 0 to n = 1 in Fig. 6 , but changes to { , ∇, ♣} when n = 2. We collect consecutive timeslots having identical channel states into a group, and assign the timeslots in the same group with the same label (π). In the example, the 0th group contains n = 0, 1, and is given the label π 0 . Similarly, the ith group is given the label π i . The process continues until the last timeslot in the fragment, i.e., n = 4N − 1 = 27 has been considered. For every consecutive block of 4N timeslots, we repeat the grouping process and start labeling groups from π 0 again. Next we generalize the π 0 π 0 π 1 π 1 π 2 π 2 π 2 π 3 π 3 π 4 π 4 π 5 π 5 π 5 π 6 π 6 π 7 π 7 π 8 π 8 π 8 π 9 π 9 π 10 π 10 π 11 π 11 π 11 grouping and labeling idea to an arbitrary integer N and define the 2-dimensional pattern diagram as follows. Definition 1. We divide the channel fragment containing 4N consecutive timeslots into K(K + 1) = 12 groups. Elements (timeslots) in the same group have the same channel state {H 1 (n), H 2 (n), H 3 (n)} but elements in different groups have different channel states. We assign elements in the ith group with the same label π i , i = 0, 1, . . . , 11. We denote s i as the size of the ith group, i.e., the number of π i 's (or timeslots) in the group. A 2-dimensional pattern diagram is then formed with 12 columns, the ith column of which is filled with s i copies of π i 's.
To show the way to form a pattern diagram, we use the BIA-feasible BC described in Fig. 6 as an example.
Example 2. As shown in Fig. 8 , we fill the 0th column of the 2-D pattern diagram of the BC with s 0 = n δ,2 − n δ,1 = 2 copies of π 0 . We then fill the 1st column of the pattern diagram with s 1 = n δ,3 − n δ,2 = 2 copies of π 1 , and the 2nd column with s 2 = N − n δ,3 = 3 copies of π 2 . The same construction process is repeated until the 11th column is filled.
It can be easily seen that
Furthermore, the same channel pattern repeats every N symbols. Therefore, we have s j = s i if i ≡ j mod 3 for i ∈ {0, . . . , 11} and j ∈ {0, 1, 2}. In summary, we have the following straightforward lemma.
Lemma 4. Given a homogeneous 3-user BC with n δ,1 = 0 < n δ,2 < n δ,3 < N, the ith column of the corresponding 2-D pattern diagram contains s i copies of π i where
with i ∈ Z 12 and Z 12 representing the integer ring on the base of 12.
Remark 2. Note that s 0 denotes the relative time offset between the second user and the first user; s 1 denotes the relative time offset between the third user and the second user; and s 2 denotes the relative time offset between the first user and the third user.
Furthermore, we can observe that each BIA-feasible 4symbol channel pattern shown in Fig. 7 is formed by a 4-
For example, the first 4-symbol channel pattern is composed of the 4-tuple (π 2 , π 3 , π 4 , π 5 ) while the second one is made up of (π 3 , π 4 , π 5 , π 6 ). Thus, for each of these 4-tuples, we can use a thread to connect the corresponding 4 elements in the 2-D pattern diagram in Fig. 8 . We can observe that each element in the 2-D pattern diagram is connected by one and only one thread, and we describe the pattern diagram as being completely decomposed.
Definition 2. Given a 2-D pattern diagram of a homogeneous 3-user 2 × 1 BC, we connect the elements π i by threads. Each thread connects one π i from each of four consecutive columns and forms a 4-tuple (π i , π i+1 , π i+2 , π i+3 ) with i, i+1, i+2, i+ 3 ∈ Z 12 . We describe the pattern diagram being completely decomposed if every π i in the pattern diagram is connected by one and only one thread.
B. Casting of BIA-feasibility problem
Using the concept of complete decomposition, the BIAfeasibility problem of the homogeneous 3-user BC can be formulated as follows. Theorem 1. A homogenous 3-user BC with offsets 0 = n δ,1 < n δ,2 < n δ,3 ≤ N − 1 is BIA-feasible iff (i) the corresponding pattern diagram can be completely decomposed into N 4-tuples (π i , π i+1 , π i+2 , π i+3 ) where i, i + 1, i + 2, i + 3 ∈ Z 12 ; or equivalently, (ii) the following system of linear integer equations, also known as a system of linear Diophantine equations [23] ,
has a solution {λ i : i ∈ Z 12 , λ i ∈ N 0 = {0, 1, 2, · · · }}.
Proof: Please refer to Appendix C for the detailed proof.
Remark 3. When a 2-D pattern diagram contains a complete decomposition solution, the parameter λ i represents the number of the threads that connect the 4-tuples (π i , π i+1 , π i+2 , π i+3 ) in the decomposition. For instance, in Fig. 8 , λ 2 = λ 3 = λ 5 = λ 7 = λ 8 = 1, λ 11 = 2 and other λ i 's equal zero. Theorem 1 essentially shows that when no CSIT is available, the BIA-feasibility problem is equivalent to finding solutions for a system of integer linear equations. Note that when perfect CSIT is available, the implementation of IA is equivalent to seeking valid solutions for a system of linear equations.
C. BIA-feasible region
In the previous section, we showed that the BIA-feasibility condition is equivalent to the solvability of a system of linear Diophantine equations. Here, we determine the region of s i such that the system of equations is solvable. We call such a region of s i as a BIA-feasible region and we will express the region in terms of the block offsets {n δ,k }. Theorem 2. If a pattern diagram is BIA-feasible, i.e., the system of equations (9) has solutions, the inequality max(s 0 , s 1 , s 2 ) ≤ 2 min(s 0 , s 1 , s 2 ) must be satisfied.
Proof: Please refer to Appendix D for the detailed proof.
Recall from (8) that s i (i = 0, 1, 2) represents the relative time offset between the consecutive users when the users are ordered according to their absolute time offsets. Theorem 2 therefore indicates that a pattern diagram will not be BIAfeasible if, among the three relative time offsets {s i : i = 0, 1, 2}, the largest relative offset exceeds twice the smallest one. The theorem provides a simple mechanism to check whether a given pattern diagram can possibly be BIA-feasible or not. In addition, combining Theorem 2 and (7), we have
In other words, the relative offsets are upper-bounded by half of the coherence time. If any of the offsets is larger than N/2, the pattern diagram is not BIA-feasible.
Theorem 3. If a pattern diagram is BIA-feasible, i.e., the system of equations (9) has solutions, the following conditions must be satisfied.
(i) If s l ≤ s j ≤ s i with (l, j, i) being a permutation of {0, 1, 2}, there exist x, y ∈ N 0 = {0, 1, 2, . . .} such that
Proof: Please refer to Appendix E for the detailed proof.
Remark 4. Theorem 3 indicates that a pattern diagram will not be BIA-feasible if, among the three relative time offsets {s i : i = 0, 1, 2}, the smallest relative offset is less than onefourth of the coherence time N . In other words, the relative offsets are lower-bounded by N/4. Note also that Theorem 3 implies Theorem 2 (see (34)). Thus, the necessary condition given by Theorem 3 is stronger than the one provided by Theorem 2. Consequently, Theorem 3 indicates that the relative offsets of a BIA-feasible pattern diagram are both upperbounded (≤ N/2) and lower-bounded (by ≥ N/4) .
In the following, we prove that the condition given in Theorem 3 is also a sufficient condition. Proof: We let s 0 ≤ s 1 ≤ s 2 . We further define x = s 1 −s 0 and y = s 0 − x. When N 4 ≤ min(s 0 , s 1 , s 2 ) is satisfied, the last part of Appendix E shows that s 1 + s 2 ≤ 3s 0 , s 1 ≤ 2s 0 , s 2 ≤ 2s 0 , x ≥ 0 and y ≥ 0. Then, we can easily prove that
is one feasible solution for (9) . Based on Theorem 1, the corresponding pattern diagram is therefore BIA-feasible.
Remark 5. Theorem 4 shows that a pattern diagram is BIAfeasible if, among the three relative time offsets {s i : i = 0, 1, 2}, the smallest relative offset is no less than one-fourth of the coherence time N . In other words, if all relative offsets are no less than N/4, the corresponding 3-user BC is BIAfeasible. Consequently, if all the time offsets {n δ,k : k = 1, 2, 3} are equally spaced, the relative time offsets {s i : i = 0, 1, 2} will become identical, i.e, N/3, and will form a BIAfeasible channel pattern. It is also worth pointing out that the feasible solution given in (12) is not unique. As shown in Fig.  9 , two different solutions are feasible for the homogeneous BC with N = 11, n δ,1 = 0, n δ,2 = 3 and n δ,3 = 6. In Fig. 9(a) , the number of 4-tuples (π 2 , π 3 , π 4 , π 5 ) equals λ 2 = 3 while in Fig. 9(b) , it equals λ 2 = 2.
The BIA-feasible region characterized by the parameters N and {n δ,k } is given by the following theorem.
Theorem 5. Given 0 = n δ,1 < n δ,2 < n δ,3 ≤ N − 1, a homogeneous 3-user BC is BIA-feasible iff the corresponding π 0 π 0 π 0 π 1 π 1 π 1 π 2 π 2 π 2 π 2 π 2 π 3 π 3 π 3 π 4 π 4 π 4 π 5 π 5 π 5 π 5 π 5 π 6 π 6 π 6 π 7 π 7 π 7 π 8 π 8 π 8 π 8 π 8 π 9 π 9 π 9 π 10 π 10 π 10 π 11 π 11 π 11 π 11 π 11 (a) BIA with λ 2 = 3. π 0 π 0 π 0 π 1 π 1 π 1 π 2 π 2 π 2 π 2 π 2 π 3 π 3 π 3 π 4 π 4 π 4 π 5 π 5 π 5 π 5 π 5 π 6 π 6 π 6 π 7 π 7 π 7 π 8 π 8 π 8 π 8 π 8 π 9 π 9 π 9 π 10 π 10 π 10 π 11 π 11 π 11 π 11 π 11 (b) BIA with λ 2 = 2. Fig. 9 . Different BIA implementations for a homogeneous BC with N = 11, n δ,1 = 0, n δ,2 = 3 and n δ,3 = 6.
2-tuple
Proof: The theorem can be easily proved by substituting s i in Lemma 4 into the necessary and sufficient condition Fig. 10 shows the BIA-feasible regions formed by the (n δ,2 , n δ,3 ) feasible points when N = 20 and N = 21, respectively. For the case of N = 20, there are 42 feasible points out of the total 20 2 = 400 points, giving a feasibility ratio of 42/400 = 0.105; for the case of N = 21, there are 20 feasible points out of 21 2 = 441 points and thus the feasibility ratio is 20/441 = 0.0454. This comparison shows that the feasibility ratio is not a monotonically increasing function of N . In fact, it can be shown that the feasibility ratio forms a Cauchy sequence over N [27] .
In Section IV, we derived the necessary and sufficient offsets condition for a homogeneous 3-user BC to be BIAfeasible. In this section, we extend the investigation to a general homogeneous K-user BC with K ≥ 2. Since the users can be arbitrarily labeled, we always assume 0 = n δ,1 < n δ,2 < · · · < n δ,K ≤ N − 1.
Theorem 6. For a homogeneous K-user 2×1 BC with K ≥ 2 and offsets satisfying 0 = n δ,1 < n δ,2 < · · · < n δ,K ≤ N − 1, the necessary and sufficient BIA-feasible condition is where s i = n δ,i+2 − n δ,i+1 with n δ,K+1 = N , or equivalently
Proof: Please refer to Appendix F for the detailed proof.
Remark 6. Theorem 6 indicates that a homogeneous K-user BC is BIA-feasible if and only if the smallest relative offset between any two users is no less than 1/(K + 1) of the coherence time N . Again, for the special case when all the time offsets {n δ,k : k = 1, 2, . . . , K} are equally spaced, the relative time offsets {s i : i = 0, 1, . . . , K − 1} will become identical, i.e, N/K, and will form a BIA-feasible channel pattern. Fig. 11 . A BIA-feasible 3-tuple (n δ,1 , n δ,2 , n δ,3 ).
For a fixed coherence time N , the probability of forming a BIA-feasible K-user 2 × 1 BC decreases with K because the constraint becomes more and more difficult to fulfill. Furthermore, when K = N −1, the only BIA-feasible scenario occurs when the difference between consecutive time offsets are all equal to unity, i.e., s i = n δ,i+2 − n δ,i+1 = 1 for all i ∈ Z K . In a practical environment, when it is not possible to form a K-users BIA-feasible BC, we can try to form a (K −1)-user BIA-feasible BC by selecting K −1 out of the K users. Note that K different combinations are then available. We can further reduce the number of users until a k-user BIAfeasible BC can be formed where K − 1 ≥ k ≥ 2. In [22] , it has been shown that when K = 7 and N ≥ 12, the probability of successfully forming a 2-user BIA-feasible channel is over 99%.
In the next section, we further study the probability of forming a 3-user BIA-feasible 2 × 1 BC out of multiple homogeneous users.
VI. FORMING A BIA-FEASIBLE 3-USER BC FROM M

USERS
In this section, we consider a network consisting of M homogeneous users with offsets {n δ,m : m = 1, 2, . . . , M}. Based on the necessary and sufficient condition for a 3-user BIA-feasible BC, we study the probability of finding a 3-tuple (n δ,i , n δ,j , n δ,k ) that can form a 3-user BIA-feasible 2×1 BC. Proof: We can visualize the condition using Fig. 11 , in which any pair of n δ,i and n δ,j is separated by at least N 4 . The corollary can then be proved by setting one offset as the benchmark and applying Theorem 5.
Suppose, in the network with M homogeneous users, the offsets {n δ,m : m = 1, 2, . . . , M} are independently and uniformly distributed over {0, 1, . . . , N − 1}. We denote P (N, M, m) as the probability that m users, among the M users, can be found to form a BIA-feasible m-user BC where m = 2, 3. Here, we apply Corollary 1 to determine whether three selected users are able to form a BIA-feasible 3-user BC. When m = 2, the sufficient condition becomes the relative time offset between the two users being no less than N 3 . By simulations, we show how the BIA-feasibility condition can help to improve the achievable DoF for a 2 × 1 broadcast network with M homogeneous users. Figure 12 plots the success probability of finding, from the M users, a BIAfeasible 2-user BC or a BIA-feasible 3-user BC. As shown in the figure, the success probability decreases as the coherence time N increases. However, the rate of reduction becomes very small when N is large. We can see that the change of the success probability is quite small when N increases from 60 to 30000 for both 2-user and 3-user settings. This observation indicates that when m = 2, 3, the success probability of finding a BIA-feasible m-user BC converges very fast over N and P (30000, M, m) can be regarded as the asymptotic/limiting probability of P (∞, M, m). The simulation results also show that the success probability increases monotonically with M . Furthermore, to achieve a 95% probability of finding a BIAfeasible 2-user BC and a BIA-feasible 3-user BC, respectively, the value of M should be 5 and 11. This implies that a homogeneous 2 × 1 broadcast network can achieve 4/3 DoF with probability larger than 95% when 5 ≤ M and can achieve 3/2 DoF (by finding a BIA-feasible 3-user BC) with probability larger than 95% when 11 ≤ M .
From Fig. 12 , we can also roughly estimate, for a particular M , the expected DoF achieved by finding a BIA-feasible 3user or 2-user BC. For instance, when M = 3 and N = 60, the success probabilities of finding a BIA-feasible 3-user BC (which provides 3 2 DoF) and 2-user BC (which provides 4 3 DoF) are 8% and 68%, respectively. Thus, the expected DoF is given by
In the above equation, we have applied the fact that for the same set of time offsets, if a 3-user BIA-feasible BC can be found, a 2-user BIA-feasible BC can also be found. Similarly, when M = 6 and N = 60, the success probability of finding a BIA-feasible 3-user BC is around 55% while the probability of finding a BIA-feasible 2-user BC is about 96%. So, the expected DoF is given by
The simulation results also suggest that for any given m, there is a 99% success rate of forming a BIA-feasible m-user 2×1 BC if the total number of users in the network M is large enough. Since the achievable DoF for such a BIA-feasible BC equals 2m 2+m−1 , it is evident that the asymptotic expected DoF is 2 as m increases. Incidentally, the maximal DoF available by a m × 2 MIMO channel is also 2. Therefore the broadcast network with M users asymptotically forms a virtual m × 2 MIMO channel from the DoF perspective, even without CSIT.
VII. CONCLUSION
In this paper we examined the blind-interference-alignment (BIA)-feasibility problem in a K-user 2 × 1 broadcast channel (BC) with homogeneous block fading. By casting the problem into the solvability problem of a system of linear Diophantine equations, we derived the necessary and sufficient condition on the block offsets (n δ,1 , . . . , n δ,K ) such that BIA can achieve the optimal 2K 2+K−1 DoF. We also provided solutions to achieve the optimal DoF. The analysis method proposed in this paper offers a potential tool to study the BIA-feasibility problem for a multiple-input single-output (MISO) BC with more general heterogeneous block fading, which is one of our ongoing works.
We further studied the probability of finding a BIA-feasible 3-user 2 × 1 BC in a broadcast network with M homogeneous users, whose fading block offsets are independently and uniformly distributed. Simulation results show that there is more than 95% chance to find such a BIA-feasible 3-user BC if M ≥ 11. It is also evident that even without CSIT, a 2 × 1 broadcast network with a very large number of homogenous users M achieves the optimal 2m 2+m−1 ≈ 2 DoF asymptotically by using BIA, forming a virtual m × 2 MIMO channel. The analytical success probability of finding a BIA-feasible 3-user BC out of M homogenous users is an open question. One may refer to the discussion about the question in [28] , in which a tight upper bound is derived.
On the other hand, whether it is possible to naturally form a BIA-feasible channel pattern in a homogeneous K-user L × 1 BC -thus achieving L DoF -is still an open question. Such a K-user L × 1 BC, if implemented, is likely to be very complicated. Alternatively, if the transmitter is equipped with a large number of antennas, i.e., L >> 0, we can consider forming L/2 2 × 1 BCs instead of a single L × 1 BC. Then, each pair of antennas, using a separate frequency band, can find K i users to form a BIA-feasible K i -user 2 × 1 BC (i = 1, 2, . . . , L/2. Although this scheme can achieve only up to 2 DoF, it is much easier to implement.
Finally, our study assumes that the time offsets {n δ,k } of all users are known. The estimation/measurement of the time offsets, however, is beyond the scope of our study. If the offset conditions are totally unknown, we may not be able to apply the results derived here. Future investigations can include finding out other ways of improving the DoF when only approximated time offsets n δ,k are known.
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APPENDIX A PROOF OF LEMMA 1
To achieve a DoF of 3 2 , the transmitter must broadcast 6 symbols over the 4 timeslots. It is clear that the symbols must be equally assigned to the two antennas. Thus each antenna should have three signaling vectors, as shown in Fig. 3 . We now prove the lemma by contradiction. Unlike what is shown at Rx 1 in Fig. 3 , we assume that H 12 u 3 falls in the subspace spanned by H 11 v 2 and H 11 v 3 , but does not align with either of them. We can express this assumption by
where a = 0 and b = 0 are scalars. Since u 3 , v 2 and v 3 are channel independent, we can rewrite (16) as
Similarly, at Rx 2 the following condition must be satisfied.
In (18), d must be non-zero, i.e., d = 0; otherwise {v 1 , v 2 , v 3 } will form a dependent set, which contradicts the independent signaling vector design at Tx 2 . Further, c must be non-zero, i.e., c = 0; otherwise u 3 is aligned with v 3 , which contradicts the assumption that a = 0 and b = 0. Thus, we have to conclude that c = 0 and d = 0. However, this leads to the result that {v 1 , v 2 , v 3 } is a dependent set, which is impossible. Therefore, based on the contradictions above, the lemma is proved.
APPENDIX B PROOF OF LEMMA 3
Without loss of generality, we assume n δ,1 = n δ,2 . We further assume that given an arbitrary time index n 1 , there exists a 4-tuple (n 1 , n 2 , n 3 , n 4 ) that forms a BIA-feasible channel block. Suppose n 1 and n 2 belong to two distinct coherence blocks of H 1 (n) (and also H 2 (n)). Then, the first column (which compares H k (n 1 ) and H k (n 2 )) in the 3 × 3 pattern matrix will contain two 1's, one for H 1 (n) and another for H 2 (n). This contradicts the BIA-feasible condition in Lemma 2, which requires each column having a unique 1. Thus n 1 and n 2 should belong to the same coherence block of H 1 (n). Repeating the same argument, we can show that n 1 , n 2 , n 3 and n 4 should fall in the same coherence block of H 1 (n) (and also H 2 (n)). Such a choice implies that the first row (and also the second row) of the pattern matrix contains no 1's. Again, this contradicts the BIA-feasible condition in Lemma 2, which requires each row having a unique 1. As a result, our assumption that the 4-tuple (n 1 , n 2 , n 3 , n 4 ) that forms a BIA-feasible channel block is not justified and the proof is completed.
APPENDIX C PROOF OF THEOREM 1
We consider Condition (i) and also a 4-symbol channel block (n 1 , n 2 , n 3 , n 4 ) displaying the pattern (π i , π i+1 , π i+2 , π i+3 ) (cf. Fig. 7 ). Since all n δ,k 's are distinct, each column of the block's pattern matrix (cf. (6)), which is generated by characterizing the transition from π i to π i+1 for ∀i ∈ Z 12 , has a unique 1. On the other hand, according to Lemma 4, for any 4-tuple (π i , π i+1 , π i+2 , π i+3 ), we have
The inequality indicates that during the time period spanning from π i to π i+3 (cf. Fig. 6 ), H k (n) will change its channel coefficients once and only once during n 1 to n 4 for k = 1, 2, 3, i.e., H k (n 1 ) = H k (n 4 ) for k = 1, 2, 3. Therefore, each row of the pattern matrix has a unique 1. Then, by referring to the pattern matrix defined in Lemma 2, we conclude that any 4-tuple (π i , π i+1 , π i+2 , π i+3 ) in the BC being considered generates a BIA-feasible 4-symbol channel pattern. Clearly, the homogeneous BC being considered is BIA-feasible if the channel fragment containing 4N consecutive symbols can be completely decomposed into N 4-tuple (π i , π i+1 , π i+2 , π i+3 ) because 4N is the period of the BC. Secondly, the necessity of Condition (i) can be proved by showing that if a 4-tuple (π i1 , π i2 , π i3 , π i4 ) = (π i , π i+1 , π i+2 , π i+3 ) for some i ∈ Z 12 , the generated channel pattern is not BIA-feasible. Since the proof is relatively trivial, we skip it here. Next, we show the equivalence of Condition (i) and Condition (ii). We suppose Condition (i) is met and let λ i ≥ 0 be the number of 4-tuples starting with π i (i.e., (π i , π i+1 , π i+2 , π i+3 )) formed in the complete decomposition. Since π i is involved in the 4-tuples (π i−3 , π i−2 , π i−1 , π i ), (π i−2 , π i−1 , π i , π i+1 ), (π i−1 , π i , π i+1 , π i+2 ) and (π i , π i+1 , π i+2 , π i+3 ), the total number of π i 's involved equals λ i−3 + λ i−2 + λ i−1 + λ i . Moreover, the number of π i 's is denoted by s i . Consequently, we have
and therefore (9) has a solution. Given Condition (ii) is met, it can be easily shown that Condition (i) is satisfied and hence the corresponding proof is omitted here.
APPENDIX D PROOF OF THEOREM 2
Without loss of generality, we let s 0 ≤ s 1 ≤ s 2 . We prove the theorem by contradiction. Assume that s 2 > 2s 0 and the corresponding system (9) has solutions. Since the system is solvable, we have s 0 = λ 9 + λ 10 + λ 11 + λ 0 ≥ λ 11 + λ 0 (21)
Making use of s 2 = λ 11 + λ 0 + λ 1 + λ 2 , s 3 = s 0 from Lemma 4 and the above inequalities, we have s 2 = λ 11 + λ 0 + λ 1 + λ 2 ≤ s 0 + s 3 = s 0 + s 0 = 2s 0 , (23) which contradicts the previous assumption that s 2 > 2s 0 . Thus a BIA-feasible pattern diagram gives max(s 0 , s 1 , s 2 ) ≤ 2 min(s 0 , s 1 , s 2 ).
APPENDIX E PROOF OF THEOREM 3
Summing the inequalities in Condition (i) show that
Proving Condition (i) is therefore equivalent to showing that s i + s j > 3s l implies the pattern diagram being not BIAfeasible. Again, we let s 0 ≤ s 1 ≤ s 2 . Now, given s 2 +s 1 > 3s 0 when the system (9) has a solution {λ i ∈ N 0 : i ∈ Z 12 }, we can form the following equations using (9) and Lemma 4. 
However, (33) contradicts (30). The result therefore indicates that if s i + s j > 3s l , the system (9) does not have a solution. Now we prove the equivalence between Condition (i) and Condition (ii). Firstly, adding the three inequalities in Condition (i) produces (24) , which is equivalent to Condition (ii). Hence Condition (i) implies Condition (ii). Secondly, we assume that s 0 ≤ s 1 ≤ s 2 . Then, Condition (ii) gives 
We further let x = s 1 − s 0 ≥ 0 and y = s 0 − x = 2s 0 − s 1 ≥ 0. It can be easily seen that both x and y are non-negative integers that satisfy Condition (i). Thus, Condition (ii) implies Condition (i) and their equivalence is proved.
APPENDIX F PROOF OF THEOREM 6
Necessary condition: We start with proving the condition being necessary. Using a similar approach as in the proof of Theorem 1, we can show that the BIA-feasibility of a Kuser 2 × 1 BC channel is equivalent to the solvability of the following system of linear Diophantine equations 
Now suppose that the system has a valid solution {λ i ∈ N 0 : i ∈ Z K(K+1) }. Without loss of generality, we assume s 0 = min{s k : k ∈ Z K }. To be more illustrative, we rewrite (35) into the matrix form shown in (38). From this illustrative form, we obtain the following equations.
λ K 2 + λ K 2 +1 + · · · + λ K(K+1)−1 + λ 0 = s 0 (39) λ K 2 +1 + · · · + λ K(K+1)−1 + λ 0 + λ 1 = s 1 (40) λ 0 + λ 1 + · · · + λ K = s K = s 0 (41) λ 1 + λ 2 + · · · + λ K+1 = s K+1 = s 1 (42) λ 2 + · · · + λ K+1 + λ K+2 = s K+2 = s 2 (43) Subtracting (39) from (40) gives
Then (43)−(42)+(40)−(39) gives
Repeating the same process, we can readily obtain
Due to the cyclic property of the linear system of equations (cf. (37)), it can be shown that λ i has the same property as λ (i−1)K+i . Therefore, we have
Finally applying (47) to (41) gives
or equivalently
The condition given by (14) is therefore a necessary condition. Sufficient condition: We prove that the condition is a sufficient one by showing a valid solution for the system of linear Diophantine equations (35). As before, we assume s 0 = min{s i : i ∈ Z K }. A valid solution is therefore given by 
