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Abstract
Monte-Carlo Simulations of Magnetic Resonance Relaxation in Quasi-Two Dimensional
Pores
b y  Nicholas C. H o w lett
In this thesis the Monte Carlo translational diffusion simulation method is used to calculate 
(water) nuclear magnetic resonance [NMR] spin relaxation rates in model cement pores. The 
simulation results are used to gain insight into the validity of analytical models of water NMR 
relaxation, and hence water dynamics, in cement pastes.
A series of simulated systems of increasing complexity are studied beginning with pure two- and 
three-dimensional bulk water for validation of the numerical algorithms against known results, 
through a study of bulk water confined to a quasi two-dimensional planar pore and onto a study 
of water in quasi-two dimensional pores of varying size with restricted surface dynamics and/or 
surface paramagnetic interactions. This last system mimics the widely applied Korb modeP of 
relaxation in cements and allows a novel means to study underlying assumptions of averaging 
in the biphasic model of relaxation in porous systems^.
Throughout the work, simulations are parameterised using the results of molecular dynamics 
simulations obtained in a parallel study by J. S. Bhatt (University of Surrey). The Monte Carlo 
simulations are carried out over microsecond durations allowing for the determination of the 
NMR relaxation rates at experimentally used low frequencies of the order of 1-20 MHz. The 
NMR relaxation rates are calculated from the spin-pair dipolar autocorrelation functions, G*{t), 
evaluated from the molecular trajectory records from the Monte Carlo simulations. The G*{t) 
are described in terms of characteristic times associated with the dynamical processes performed 
by the ^H nuclei in the quasi-two dimensional pores, and are compared with new analytic forms 
calculated by D. A. Faux (University of Surrey). The displacement of the paramagnetic impurities 
from the surface adsorbed layer of water is demonstrated to be an important parameter.
In conclusion, this work demonstrates the validity of Faux's analytical results that in turn demon­
strate the limitations of Korb's model of relaxation in cements and in particular Korb's erroneous 
conclusion of a long surface residence time for water adsorbed to cement pore surfaces.
T P  Korb, M Whaley-Hodges, and RG Bryant. Physical Review E, 56(2):1934,1997 
^K.R. Brownstein and CE Tarr. Physical Review A, 19(6):2446,1979.
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1. Introduction & Aims
1.1 Background
This work investigates water dynamics in porous media with quasi-two dimensional planar pores 
using Monte Carlo simulation methods, and focuses on how these dynamics aid the interpretation 
of nuclear magnetic resonance [NMR] relaxation data measured experimentally This is a 
topic that has been receiving increasing attention in recent years due to the application of NMR 
relaxometry to a large number of systems, for example; clays, rocks, porous glass, zeolites, and 
polymers. NMR relaxometry can be used to probe the dynamics of fluids bearing resonant nuclei, 
such as hydrogen or carbon, which can be of interest for a variety of reasons. The fluid dynamics 
may relate to material functionality, for example in molecular sieves, or in biological macro­
molecules. Alternatively, the extraction of fluid from porous media may be of interest for the 
recovery of oil from rocks, the drying of coatings, and food processing. Fluid dynamics in porous 
media can also be used as a probe to investigate the morphology of the confining matrix. For 
all of these reasons the study of fluid dynamics in porous media is relevant to cement sciences, 
a field of particular interest due to the industrial significance of cements. Cements are the most 
produced material in the world at circa 1 tonne produced per person annually worldwide and 
with the cement industry accounting for 5-8% of the global CO2 footprint
The porosity of cement paste plays a large role in its mechanical properties while the transport 
of water through the porous matrix plays a leading role in the degradation of cement over time. 
The binder phase of cement is calcium-silicate-hydrate [C-S-H]. The precise morphology of the 
nanoporous structure of C-S-H pastes is still a topic of debate and NMR relaxation analysis is 
playing an increasingly central role in its investigation. The influence of the water dynamics on
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the measured NMR signal is complex and the experimental data can only be interpreted by fitting 
to theoretical models.
An NMR relaxation experiment measures the relaxation times, T\ and T2  known as the spin- 
lattice and spin-spin relaxation times respectively, which are exquisitely sensitive to the nature 
of the dynamics of the resonant nuclei. Essentially, NMR relaxation of mobile nuclei (such as 
in fluids) is governed by modulations of the local magnetic field experienced by the resonant 
nuclei caused by molecular motion. The confinement of the fluid inside porous media affects the 
dynamics, and hence the relaxation times. This chapter briefly outlines the relevant work on the 
NMR relaxation of fluids and the effect of confinement in porous media.
1.1.1 NMR experiments in porous media and cementitious materials
NMR relaxation is the most powerful technique for probing the dynamics of fluid bearing hydro­
gen in porous media and the analysis of the fluid dynamics provides insight into the morphology 
of the porous media. An NMR relaxation experiment can be performed with ‘bench top kits’ 
with relatively uncomplicated sample preparations which involve no drying, meaning that an 
NMR measurement is non-invasive, non-destructive, and technically straightforward. This puts 
NMR at an advantage over small-angle x-ray [SAX] [^ .3.4,5] neutron scattering [SANS] 
experiments as a technique for exploring the morphology of the nanostructure of cement pastes 
since the sample preparation and experimental requirements for SANS and SAXS measurements 
are far more complex. The NMR relaxation measurement does not affect the fluid dynamics in 
the system under investigation, and can be repeated rapidly enough to observe the change of the 
fluid dynamics in porous media which are evolving with time such as hydrating cement pastes. 
The fluid dynamics inferred from NMR relaxation data can be used to calculate properties of the 
porous media such as the pore surface to volume ratio, rates of pore filling and emptying, and 
pore-size distribution.
The first application of NMR on cement pastes was performed by Blinc et al.^^b Halperin 
et al.f^ ®^  were the first group to interpret NMR data of water in cement pastes using the fast- 
exchange model to infer the C-S-H pore-size distribution. The fast-exchange model for NMR re­
laxation for fluids in porous media describes the measured relaxation rate in terms of a weighted 
average of two exchanging populations of water, corresponding to water in the bulk and water
2
Introduction 1.1. Background
absorbed to the pore surface, and was first proposed by Brownstein and Tarr^^^  ^ and D'Orazio 
et ald^^b The fast-exchange model is often invoked in the interpretation of NMR relaxation data 
in cement pastes, and is described in more detail later in section 2.2.3. Holly et al. also in­
vestigated the pore-size distribution of C-S-H using experimental NMR relaxation data. Jehng 
et al. used NMR in combination with freezing the pore water to demonstrate that cement 
pastes have two principal pore size components corresponding to the gel and capillary pores. 
Barberon et al. used NMR relaxation to measure the surface area fraction of pores in hydrated 
mortar and also the surface diffusion coefficient of water. Monteilhet et al.^ ^^  ^ and McDonald 
et al.[^^] deduced from 2D NMR relaxation maps that, on an average cycle, a water molecule in 
a cement paste will spend a large time in bulk, adsorb to the pore surface, execute surface hops, 
taking of the order of a nanosecond for each hop, for a time of the order of a microsecond after 
which the molecule desorbs and returns to bulk. The analysis carried out by McDonald et al. 
utilises an analytical theory of the diffusion of water in C-S-H nanopores which was produced by 
Korb^^^ .^ This model is commonly referred to as the “Korb model”. Essentially, the Korb model 
produces the NMR relaxation rates as a function of NMR frequency, Ri  (w) and i?2 (w), associated 
with the interaction of the surface-bound water and paramagnetic iron impurities embedded in 
the pore surface, which can then be used in combination with the fast-exchange model to ex­
plain the observed relaxation rates for water contained in C-S-H nanopores. The Korb model is 
central to the interpretation of this work, and will described in greater detail later in section 6.1. 
The inter-pore exchange has been measured using 2D NMR relaxation maps by Valori et al. 
and was found to be of the order of ms. Recently Muller et al. have used NMR relaxation 
experiments to explore the composition, morphology, and density of C-S-H.
1.1.2 Modelling NMR relaxation
The use of NMR relaxation data to infer structural properties of porous media can only be achieved 
via fitting of experimental data to a proposed theory of the fluid dynamics which can be used to 
produce expressions for the NMR relaxation rates for that fluid. The relaxation rates are very 
sensitive to spin dynamics in the system being measured which allows for the frequency depen­
dence of the rates to be fitted to the frequency dependence of relaxation models. Over the last 60 
years models of NMR relaxation of proton bearing fluids have advanced in complexity and have 
provided good fits to experiment.
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The first successful theoretical description of the dependence of the relaxation rates of a fluid and 
its dynamics was given by Bloembergen, Purcell and Pound and is commonly referred to as 
BPP theory. BPP theory was first applied to explain the experimentally observed Ti minimum in 
glycerin as a function of temperature. The theory utilises an auto-correlation function [ACF] for 
the spin-pair dipolar interactions. These ACFs encode the mobility of the resonant spin dipoles 
relative to each other. Relaxation rates can be calculated from the associated spectral density 
functions, obtained via a Fourier transform of the ACF.
Originally Bloembergen et al. assumed that the ACFs were proportional to an exponential 
decay function, with a time constant Tc, refered to as the correlation time. The power of BPP 
theory is limited by the ability to analytically define the ACFs for the system being examined. The 
approximation that the ACF is proportional to an exponential decay is valid in pure substances, 
but not for systems where the molecular dynamics are more complex. For instance, fluid inside 
pores can experience multiple dynamical processes associated with interactions with the pore 
surface and inter-pore exchange.
To simplify the problem of fluid dynamics in porous media the Korb model recognises the dom­
inant relaxation mechanism as the paramagnetic interaction of the surface-adsorbed phase of 
water with Fe^ "^  ion impurities embedded in the crystal surface. The paramagnetic interaction 
between water spins. I, and the electronic Fe^+ spins, S, is far stronger than the homonuclear 
I- I  interaction between water spins. This is because the gyromagnetic ratio of the electron is 
much greater than that of the proton, 7^  % 658 .217/. The relative interaction strength, proxim­
ity, and enhanced probability of re-encounter between water performing 2D random walks on 
the crystal surface and stationary Fe '^^ on the surface lead to much higher relaxation rates than 
those for bulk water. The Korb model describes the water dynamics on the surface of the pore as 
a 2D random walk in plane with stationary S  spins with an areal density of erg. The 2D random 
walks along the crystal surface are described by two parameters, Tm and 17, the surface diffusion 
correlation time and surface residence time respectively. Using this dynamical model, analytical 
expressions for the spectral density functions for the interaction between surface-layer waters 
and Fe^ "^  were produced. The resultant spin-lattice relaxation rates generated from the model 
were fit to a large range of experimental frequencies This fit returned Tm with a value of 
the order of 1 ns. To determine 17 the low-frequency ratio of the relaxation times, T2 /T 1 , was 
fit to the Korb model, where values for 17 were found to be of the order of 10 ps. The returned
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values of Tm and Tg imply seemingly unphysical surface dynamics where water remains strongly 
adsorbed to the surface, but is not nearly as restricted when moving laterally inside the surface 
plane. Moreover the value for 77 puts the assumption of fast-exchange between the surface and 
bulk phases into doubt, which is supported by the experimental observation of a single relaxation 
rate for the surface and bulk spins in cements.
An alternative method to using analytical models to generate the ACF is to simulate the system 
and numerically calculate the ACF directly from this simulation, Torrey^^^  ^ was the first to do 
this by implementing the so-called translational diffusion [TD] method and combined it with 
BPP theory. The TD method employs a Monte Carlo [MC] technique of randomly hopping spins 
on a lattice with a defined hopping rate. Sholl derived analytical solutions for the spectral- 
density functions for the translational diffusion of like spins in 1, 2, and 3 dimensional systems 
in the low- and high-frequency limits. Building on this Faux et al. produced the ACFs from 
numerical simulations of spins diffusing in cubic crystals and addressed the limitations inher­
ent in the MC TD method by employing the analytical solutions produced previously by Sholl. 
The main limitation of this study was the computational power available to allow simulations of 
sufficient length to generate statistically viable ACFs over time scales corresponding to realistic 
experimental NMR frequencies. As the power of computers has advanced, more and more com­
plex systems have been successfully modelled using the same MC TD method. For example, Luo 
and Sholl used MC TD to study diffusing molecules in face-centred cubic metal lattices with 
inequivalent sites and also in disordered lattices The work of Luo and Shold^^^ differed 
from previous studies in that it utilised an activation energy for spin hopping as opposed to using 
hopping rates as input parameters. The energy of spins was sampled randomly from a probabil­
ity distribution and, if this energy surpassed the activation energy required to hop, the hop was 
attempted. This approach allows, for example, the study of temperature dependence of the fluid 
dynamics.
MC TD methods have more recently been applied to NMR relaxation of molecules in porous 
media. Toumelin et al. used the MC TD method to study NMR relaxation in general porous 
media. However this work did not utilise BPP theory and instead used random walkers in con­
junction with Bloch theory The spins were given an individual magnetisation which relaxed 
depending on where in the pore they resided, namely bulk or surface. The overall magnetisation
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was then analysed. Valfouskaya et al. undertook similar studies in unconsolidated and consol­
idated porous media, first investigating the effect of the porous media on the diffusion coefficient 
and NMR rates later extending this for two-phase fluids followed by an investigation of 
faster NMR relaxation at the surface The versatility of the MC TD method has been shown by 
replicating NMR relaxation data in porous media (Echo amplitudes and 2D NMR maps for 
example) for both homogeneous and inhomogeneous permanent magnetic fields. However, the 
approach of Toumelin et al. and Valfouskaya et al. requires the bulk and surface relaxation 
rates as input parameters whereas the work here aims to generate these rates by coupling the 
MC TD method for modelling fluids in porous media with BPP theory. Chiccoli et al. and 
Grinberg utilised a MC TD method to simulate ordering of nematic molecules in polymer- 
dispersed liquid crystals and then used BPP theory to generate the NMR spectra from simulated 
coordinate trajectories. Kimmich^^^^ used MC techniques to model different anomalous trans­
port processes in porous media, incorporating surface orientation effects and single-file diffusion, 
and studied their effect on the NMR relaxation rates.
The TD method is limited by the accuracy to which the computer model replicates the system 
in question. It is advantageous therefore if the dynamics and morphology of the system are 
well understood, which is not the case for water inside cement nano-pores. Insight into the spin 
dynamics of fluids in porous media can be investigated using the molecular dynamics [MD] mod­
elling technique, which solves the equations of motion for the n-body system of molecules based 
on the input of the molecular configuration and the potentials for each interatomic interaction 
in the system. These realistic simulations come at great computational expense however, which 
limits the simulated time domain and physical size of the system. The MC simulations developed 
in this work have been parameterised using MD simulation, carried out in parallel projects by J. 
S. Bhatt and S-H. Cachia (University of Surrey).
1.2 The Nanostructure o f Cement Pastes
The role of cement as a binder in concretes and the cement chemistry involved in the curing 
process are complex topics and a full description of the production and subsequent chemical 
processes of cements are beyond the scope of this work. It is important to understand the basics 
however, and what is of particular relevance is the highly amorphous nano-crystaline gel that is
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formed when cements are hydrated and allowed to cure. The following discussion will focus on 
the hydration of Portland cements.
Portland cements are composed of a mixture of oxides of calcium, silicon, aluminium, iron, and 
sulphate The oxides form four phases during the production process known in the industry
as; alite, belite, aluminate, and ferrite. When cement powder is mixed with water the anhydrous 
phases dissolve and a series of hydration reactions ensue between the solution and grains of 
cement powder. Hydration products grow from the surface of the grains in the form of an amor­
phous nano-crystaline gel, eventually filling the gaps between the grains. The most important 
hydration reaction for the strength of the cement paste is the reaction of alite and belite into 
C-S-H. The morphology of the C-S-H gel formed during cement hydration is the subject of active 
debate In general terms, C-S-H grows outwards from the cement grains in a series of micro­
scopic needles comprising of nanoscopic sheet-like material. As the hydrates interlock, the gel 
strengthens gradually, forming an amorphous mass in which pores are embedded. The volume 
of the hydrates is less than the constituent components, which results in chemical shrinkage and 
larger pores are created in the voids. Water not used in reactions fills the pore spaces between, 
and within, the hydrate gel.
1.2.1 C-S-H Crystallite Morphology
C-S-H comprises of disordered layers of calcium and oxygen atoms and sheets of attached silicate 
tetrahedra that are separated by nanoscopic layers of water. When the planar regions of locally 
aggregated sheets are randomly packed they form two quasi-2D [Q2D] pore types; small (order 1 
run) interlayer sheet pores, and larger (5-10 nm) gel pores. This structure is schematically shown 
in fig 1 . 1 In this matrix water is generally considered to be in two environments; namely 
between the closely stacked sheets (squares) or gel-pore water (circles) in the larger gel pores. 
Even larger capillary pores also exist (not shown in fig 1.1) but are far beyond the length
scale of this work.
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Figure 1.1: A schematic for the C-S-H sheet stacking, and two associated water phases. Black 
lines indicate C-S-H sheets, squares representing interlayer water, and circles for gel-pore water
(from^ ^^ l).
1.3 Aims
The aims of this work were to explore dynamics of water in the Q2D pore spaces between sheets 
of C-S-H using the MC TD technique, and to generate NMR relaxation data for comparison with 
other theoretical models and literature. In particular the Korb model was of interest, due to its 
success at fitting to experiment. The role of the surface residence time, Tg, of molecules absorbed 
to the C-S-H surface was of particular interest due to the large value predicted for it by the 
Korb model. Korb argues that water which has desorbed into the bulk decorrelates quickly, and 
incorporates desorption into the model via an exponential decay term, , which features as a
product in the correlation function for the 2D random walk which is of the form At~^. As a result, 
spins which desorb from the pore surface cease to contribute to the correlation function thereafter. 
This treatment of spin desorption is a requirement for the Korb theory, as it allows the correlation 
function to be analytically Fourier transformed (a necessary step for the determination of NMR 
relaxation times Ti and T2), something not possible for correlation functions associated with 
pure 2D random walks. Another feature of the Korb model which is brought into question was 
the placement of the S  spins corresponding to the Fe^’’. Korb places these spins in plane with 
the water performing 2D random walks. In reality the water will always be displaced from the 
crystal surface by some amount. Moreover the Fe^ "^  may be deeper in the crystal structure as 
well as on the surface. Using numerical simulation techniques the role of the Fe^ "^  placement 
and surface desorption can be investigated.
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The MC TD method was chosen to allow for spin dynamics to be simulated on time scales that 
range from ps to ps, corresponding to MHz NMR frequencies. These simulations would allow the 
interactions between the surface water and iron impurities to be studied and compared to the 
Korb model. Moreover, the other relaxation mechanisms not included in the Korb formulation, 
the homonuclear interactions between water spins in the exchanging phases of bulk and surface, 
can also be studied. The homonuclear components contribute very little in cements due to the 
dominance of the paramagnetic interactions at the surface, but as the simulation calculates them 
explicitly, the functions will be of interest for systems in which there are no paramagnetic surface 
interactions such as synthesised silicates.
2. Theory
2.1 Basic NMR Theory
Angular Momentum
Magnetic resonance is a phenomenon exhibited by nuclei which possess net angular momentum, 
denoted by an angular momentum vector J.  Angular momentum is described quantum mechan­
ically by two quantum numbers, J  and m. J  is the angular momentum quantum number, which 
defines the magnitude of the angular momentum vector in units of h and can be either full or 
half-integer. The magnitude of J  is given by: \J\ = J{J  -f 1). Angular momentum is a vec­
tor and different alignments, or states, are distinguished with the magnetic quantum number, m, 
which is permitted to take any value between — J  and J  in integer steps. A schematic diagram 
of the alignment states for a J  =  1 system is shown in fig 2.1.
Intrinsic Spin and the Nuclear Dipole Moment
Fundamental particles can possess a certain type of angular momentum called intrinsic spin. 
Intrinsic spin follows the same formalism as above with corresponding spin quantum numbers s 
and rUs (note not to be confused with the upper-case S  used to denote electronic spins associated 
with paramagnetic impurities in cement-science literature). Protons and neutrons both carry 
s =  1/2, so that the possible values of mg are ±  ~ 1/2. Nuclei have net spin from having uncoupled 
spin contributions from their component nucleons. Such nuclei and spin-bearing particles are 
often referred to as ‘spins’. A nucleus with net spin will also have a magnetic dipole moment /i.
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h m = +1
0
y m  =  -1■n
Figure 2.1: A schematic representation o f the alignment o f the angular momentum vector J  for
J  =  1.
which is always parallel and proportional to the spin vector s, with a constant of proportionality, 
7 , called the gyromagnetic ratio, giving
IJL -- 7s; (2.1)
7  is specific to each spin species and for the proton it takes the value 7^ =  27tx42.576 M HzT-i. 
Spin States and Precession
In the absence of a magnetic field, the nuclear spin energy eigenstates are degenerate. When 
a static external magnetic field B q is applied, the degeneracy is lifted and the allowed energy 
eigenstates shift by rris'yhBQ. These are the so-called spin states described by rris. For a spin-1/2 
nucleus the energy level diagram is as shown in fig. 2.2.
In quantum mechanics, these states are described by spinors,
1 0
x+ = , X- =w w
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E
B = 0
-  m s  = +E2 
r h B ^
B = B.0
Figure 2.2: Energy level scheme for a spin-1/2 nucleus in an external field, Bq. Application of 
the magnetic field lifts the degeneracy. The energy gap is shown where 7  is the gyromagnetic
ratio of nucleus.
and the spin operators are written in terms of the Pauli spin matrices, s  =  |(T, where:
O’rr —
y l Oy
, O'y — 5 O 'z  —
1 0
0 - 1
The general state for a spin-1/2 particle can be written as:
% =  a%+-f-6x_.
The interaction energy of a dipole in a magnetic field is —fj, • B q. The Hamiltonian for this system, 
with B q pointing along the z-axis, is
H  = —Sz^ B q = i B qH
1 0
0 - 1
(2.2)
The energy eigenvalues for these two states are: E± = ^ ^ B qIi/2.
If H  is constant in time, we can write a general solution for the energy eigenvector from the 
time-dependent Schrodinger equation as
X(^) =
h e~ ^ E -t lh 5 g - î7 -B o t /2
(2.3)
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The expectation value for the x  component of s is:
0 1 
y l Oy
= hob ■ cos(7 ^ 0^). (2.4a)
Similarly for {sy) we have:
(sy) = —hah • sin(7 Bo^). (2.4b)
The expectation values for the spin components given in (2.4a) and (2.4b) are satisfied by a model 
in which the spin vector s  rotates about the z-axis with an angular frequency of -jBo. This is 
interpreted classically as a precession of the dipole, much in the same manner of a gyroscope 
precessing in a gravitational field. This is called Larmor precession and the frequency is called 
the Larmor frequency, cjq, and is the resonant frequency of the nucleus for the given field strength 
given by
UJQ = j B q. (2.5)
Excitation of this system can be achieved via spectral absorption of photons and corresponds to 
exciting transitions between spin states (notice the photons required for exciting the energy gap 
between the energy eigenstates would have frequency cuq) or, in a classical sense, altering the 
alignment of fi with the external field. This is the basic phenomenon of NMR.
Equilibrium state and the magnetisation vector M
The signal observed in an NMR experiment is due to the superposition of an ensemble of spins. In 
an ensemble spins will, on average, experience the same magnetic environment. The behaviour of 
spins inside the ensemble affects the observed NMR relaxation rates. Systems may also comprise
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different ensembles of spins in different environments which contribute differently to observed 
relaxation rates.
The Boltzmann factors for a collection of spin-1/2 nuclei at thermal equilibrium are
jY± _  ^ ± j h Bo / 2 k B T^
hence one can write the population ratio of spin states as
^  (2.6a)N~
where /cg is the Boltzmann constant, T  is the temperature of the system, and N ^  and N  are 
the number of spins in the - f |  and — ^  states respectively.
As an example, the ratio given by Eq.(2.6) for protons at room temperature in a field of strength
IT is % 1.00001. In other words the thermal energy dominates. However, due to temperature and 
magnetic field strength being experimentally controllable and, with the enormous populations 
present in any macro-ensemble, it is possible to observe the preponderance of the low-energy 
state in the form of the magnetisation vector, M ,  of the ensemble, which is the sum of all the 
individual magnetic moments, {i (see fig. 2.3);
M  =  (2.7)
2=1
where nspm is the total number of spins in the ensemble. The equilibrium value for the magneti­
sation of the ensemble of spins in the applied magnetic field is called M q.
Application of an oscillatory magnetic field, B i  {t), can disturb this equilibrium due to absorption 
of photons by the dipoles. The absorption of energy from the pulsed field is greatest when B i  {t) 
is perpendicular to B q and on resonance with the dipoles i.e. oscillating at cjq. M  will oscillate 
about the effective magnetic field jBgff ( )^ which is the addition of both the static and rotating field
14
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Figure 2.3: The magnetisation vector M  due to the orientation o f magnetic dipole moments to 
an external magnetic field. The higher number of dipoles aligned in the lower energy orientation 
gives an overall magnetisation to the system, quantified by the magnetisation vector M .
Bcff(t) = B ok + B i [cos(cuot)i + sin(wot)i], (2.8)
where Î, j, and k  are the unit vectors for the x, y, and z directions in the laboratory frame 
respectively, and B\ is the magnitude of the oscillatory field.
Adopting a frame of reference which rotates with B \  simplifies the description of the resultant 
dynamics of M .  In this frame B \  and M  are stationary. As M  does not process about B q in 
this frame B q must be zero, hence inside the rotating reference frame M  will process about B± 
only, with a frequency ui — jB i .  The precession will be about the axis of B i  and hence changes 
the alignment of M  to B q in the lab frame, which alters the energy of the system. The use of 
short-duration oscillatory magnetic fields, called pulsed-fields, is crucial to NMR relaxometry as 
it can be used to precisely alter the alignment of M  with B q and the subsequent behaviour of 
M  can be observed. The pulsed field required to rotate M  into the x-y plane is referred to as a 
'^/2-pulse, as it is the duration required to rotate JVT by 7^ /2.
The orientation of JVT after a ' /^2-pulse is not an energy minimum and hence JVT will relax towards 
the equilibrium orientation JVTq as energy dissipates. This is known as NMR relaxation and is the 
underlying phenomena in NMR relaxometry.
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2.2 Relaxation
The relaxation of spins in the system after excitation is dependent on the interaction of the spins 
and their local magnetic field which originates from the other magnetic sources in the system. 
These interactions and the modulations of the interactions due to spin dynamics are affected 
by the morphology and chemical composition of the matrix the spins are occupying. It is for 
this reason that NMR relaxometry is such a powerful investigative tool. Analysis affords the 
experimenter the ability to non-invasively probe the dynamics of spins. However, due to the 
multiplicity and complexity of relaxation processes, the analysis of spin dynamics or morphology 
from NMR relaxometry experiments is usually only achievable via comparison and fitting to a 
proposed theory. Usually these theories decouple the system into components with separate 
relaxation mechanisms. For instance relaxation theories for a fluid confined in a porous media are 
often decomposed into the bulk and surface-adsorbed environments. In this way relaxation rates 
can be determined for a fluid in the bulk and surface environments separately, and the relative 
quantities of fluid in each environment can then be deduced by fitting the observed relaxation 
rates to those proposed by the relaxation theory.
2.2.1 General Relaxation
The relaxation of the net magnetisation vector M  can be split into two components; that which 
is parallel to the external field B q and that which is perpendicular to it.
Longitudinal Relaxation: Relaxation parallel to B q, or in the longitudinal direction, is asso­
ciated with energy exchange between the spin system and the other degrees of freedom in the 
system (commonly called the ‘lattice’) and is often called spin-lattice relaxation. As spins in 
the system come into equilibrium with their surroundings, the magnetisation relaxes back to its 
equilibrium pointing along B q. Spin-lattice relaxation is characterised by a time constant Ti.
Transverse Relaxation: Relaxation perpendicular to B q, or in the transverse plane, is associated
with dephasing (i.e. loss of quantum coherence) within the spin system but does not involve 
energy exchange outside of it. Each spin experiences a slightly different local magnetic field. This
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in turn leads to a distribution of Larmor frequencies and hence a de-phasing of the spins in the 
transverse plane. Transverse relaxation is often called spin-spin relaxation and is characterised 
by a time constant T2.
Both transverse and longitudinal relaxation are driven by the nature of the local magnetic field, 
jBioc, experienced by each spin. Broadly, the distribution of the magnitude of J5ioc at low fre­
quency drives transverse relaxation and the fluctuation of ^loc at the Larmor frequency drives 
longitudinal relaxation.
2.2.2 BPP Relaxation Theory
This theory was first proposed by Bloembergen, Purcell and Pound and is commonly referred 
to as BBP theory. BPP theory is well established, and has been explained in detail in a variety 
of texts; However, since BPP theory is so critical to this work a brief overview of the
theory is presented here, with extra detail given to the parts of particular relevance to the results 
and analysis discussed later. Any readers looking for more thorough derivations of formulae and 
results could start with the sources referenced above.
BPP theory describes relaxation by examining the nature of .Bioc, which is the field a spin expe­
riences due to the configuration and motion of all other magnetic sources in the system. Fluctu­
ations of .Bloc perpendicular to Bq at the resonant frequency can cause transitions between the 
energy states for the dipole moment. All the relevant details of the system, in terms of relax­
ation, are encoded into the spectral density function, (cu), where m  is the order of coherence
(spin-flip index) describing the difference between the magnetic quantum numbers, mg, for the 
transition being stimulated and u  is the experimental NMR frequency. The spectral density 
function describes the average energy of the dipolar interaction of spins coupled to their local 
magnetic field B\oc{t) as a function of frequency. Relaxation rates in BPP theory are expressed 
as sums of J^‘^ \uS). is defined as the Fourier transform of the dipolar auto-correlation
function {t).
/ oo
(2.9)
-00
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( )^ measures the correlation of the average dipole-dipole interaction energy for an ensemble 
of spin pairs. (i) can be calculated either via analytical solution using a diffusion model, 
or by numerical simulation. A spectral density function for the system is then calculated and 
relaxation times can then be expressed over a frequency range relating to the time domain of
The work presented here is predominately involved in the calculation of G'*”! (t) from numerical 
simulations of spins in quasi-2D pores.
The Dipolar Auto-Correlation Function (t)
To calculate (i) each spin is paired with every other spin in the ensemble and the dipolar 
couplings are summed. The sum is then averaged over each starting spin. The Hamiltonian for 
the dipole-dipole interaction expresses the total energy of a spin pair due to their relative distance 
and orientation to the permanent field, B q. The Hamiltonian for the dipolar interaction between 
spins i and j  can be written as
.3
ij-5- rS '
where Yp{6,(f)) are the spherical harmonics of order two, Vij is the magnitude of the vector 
separating the and j *  spin, 9ij, and (f)ij, are the polar angles of that vector to the perma­
nent magnetic field which is assumed to act in the z direction, i.e. B q =  B qz, and 7 ^^ - are the 
gyromagnetic ratios associated with spins i and j  respectively.
The dipolar auto-correlation function is then obtained from the spin-pair ensemble average of 
the dipolar interaction Hamiltonian giving
5 ^  ,.3 (0 ) /
Z=l...nspin U   ^  ^ /
J —l-"^ spin
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where the over-bar accent indicates the complex conjugate. For convenience the ensemble aver­
age (the double summation and factor in Eq.(2.11)) will hereafter be notated with angular 
parentheses; (...). The ensemble average makes the magnitude of scaled to a per-spin
basis, which makes the (t) produced for different ensembles more comparable during anal­
ysis. Note that the gyromagnetic ratios 7  ^ and 7  ^ cannot vary throughout the summation as 
the ensemble must only consider one interaction type, hence 7% and j j  are taken outside the 
summation as constants referring to gyromagnetic ratios for spins of type i and j.
Presented in fig 2.4 is a schematic of the spin-pair separation vector rij at times 0 and t, shown 
in both (a) the laboratory frame and (b) the reference frame of spin i. The angular arguments of 
Eq.(2.11) are shown in (b).
(a) (b)
J
Laboratory frame Frame o f spin i
F ig u r e  2.4: The spin-pair separation vector Vij at times 0 and t in (a) the laboratory frame and 
(b) the frame of reference for spin i. The polar angles to the permanent magnetic field B q are 
shown in (b). These are the key inputs from the system required to calculate (t).
Some useful reductions to Eq.(2.11) can be made if the ensemble of spins can be said to be time 
reversal invariant and at equilibrium. Making use of these criteria and the conjugation properties 
of the spherical harmonics, (t) is found to be real and also has the property
G M (() =
meaning m  takes only three values; 0, 1, and 2. In fact, the dependence of G^^) (t) on m  can now 
be simplified via the introduction of a new variable where
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15 15 15
giving,
'* T i7 ,a  r%(0) r%(t) / '
Note in this convention also absorbs the factor ^  in Eq.(2.11).
The powder average of (t)
A  further reduction of the expression for G "^ )^ (t) can be made by taking a powder average over 
magnetic field orientations. This average is justified when the model being used is rotationally 
invariant and is highly relevant to the study of amorphous nano-crystalline or powdered samples, 
all of which apply to NMR of cements. SholF'^ ^  ^ derived an expression for the powder-averaged 
correlation function for the simple case of 3D fluid diffusion. Later, Faux et al. showed this 
function to be valid in 2D and Quasi-2D systems. This expression can only be used if it can 
be physically justified for the system being modelled. For the case of NMR relaxation experi­
ments in cements the samples usually contain powdered material where pores are assumed to 
be aligned randomly with respect to the applied magnetic field. The NMR experiment measures 
the magnetisation decay averaged over all pores, that is each pore supplies its own contribution 
to the magnetisation and the overall decay profile of the magnetisation is measured. In other 
words, NMR relaxation rates obtained from experiments in randomly orientated porous media 
and the simulated powder-averaged rates differ only in that the experiments average over all the 
magnetisations, whereas the models average over the magnetic field orientations. The difference 
between the two is acceptably smalF^^’^ ^f For instance, Korb et al. [4?] demonstrated that the re­
laxation rates, and determined by averaging over the magnetisations and applied
magnetic field directions differ only by 3%. The powder-average correlation function, notated 
is given by,
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_  / i ( 3 c o s ^ W - l ) \
\  4 ( o ) 4 w  / ’
where P2  is a Legendre polynomial, and its argument 0 , is defined as the angle between the two 
spin-pair separation vectors, î’ÿ(O) and The powder average correlation, G*{t) is related
to {t) by
which is independent of m. This notation is consistent with Sholl where the units of G* {t) 
are [m~^] and the constants present in Eq.(2.11) are included later on in the ex­
pressions for the relaxation rates, and Expression (2.13) is used throughout this work.
Multiple magnetic environments and heteronuclear interactions
The previous discussion has assumed that all nuclei, on average, experience the same environ­
ment. The correlation functions and associated spectral densities are defined in terms of the 
interaction of a single nucleus with the other spins in the ensemble. If the system under investi­
gation has separate regions with different molecular dynamics, where isolated groups of nuclei 
experience different magnetic conditions, then it is invalid to perform the ensemble average in 
Eq.(2.13) over all the spins in the entire system. It is also invalid to include dipolar couplings 
between more than one type of interacting spin pairs in the same ensemble average, that is 7* 
and 7j  must remain fixed. In other words, with two types of spins, i and j ,  homo and heteronu­
clear contributions to the relaxation rate must be considered separately, with separate correlation 
functions.
For example, in the case of water confined in porous media, the water spins can be divided into 
two populations; the bulk phase far from the pore surface and the surface adsorbed phase. Far 
away from the pore surface the liquid molecules act similarly to those in bulk whereas those
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adsorbed to the surface will often show preferential orientations and adopt layered structures, 
perform reduced-dimensionality walks and may also be in the vicinity of interacting spins of a 
different species combined in the crystal structure. In this circumstance where multiple environ­
ments exist, separate correlation functions must be generated, corresponding to each environ­
ment and interaction type (homo or heteronuclear), and the relaxation rates for each correlation 
function component can then be explored. In the most general case this means that G*{t), and 
hence Ti and T2, would be evaluated for every spin separately, which removes any ambiguity on 
the validity of the selection of a spin ensemble.
In cements for instance, the interaction of structured water spins. I, performing 2D random 
walks in the vicinity of electronic spins, S, associated with Fe^ "'" impurities embedded in the 
C-S-H nanostructure, provides the dominant relaxation mechanism over the homonuclear (/- /)  
interactions between the water spins. This is because the gyromagnetic ratio of the electronic 
spins, 7 5 , is equal to 658.217/, which reflects the difference in interaction strength between I - I  
and I S  spin pairs. So even though the spatial arguments involved in calculating G* (t) for I - I  
and I S  spin pairs may not differ much from each other, the associated relaxation rates for I S  
interactions are far higher.
2.2.3 Relaxation in Systems of Chemical Exchange
Another consideration concerning the distribution of NMR relaxation rates in cases where mul­
tiple relaxation modes exist is when spins exchange between environments. The NMR measure­
ment measures the decay of the magnetisation of the system which is a complex function of the 
dipolar relaxation of all the spins in the system. The dipolar relaxation in turn is governed by the 
environment which it is experiencing. For instance, Gutowsky and Holm [^ l^ showed evidence 
of the effect of chemical exchange on the NMR spectra for dimethylamides. The resolution of the 
proton doublet associated with the N-methyl group was dependent on the temperature, where 
increasing temperature brought about a coalescence of the separate peaks in the NMR spectra. 
These results were interpreted as a manifestation of the higher rate of molecular reorientation 
with increasing temperature. If the molecule has a fixed orientation, then the inequivalent methyl 
groups have resolved peaks but, if the molecule changes its orientation sufficiently quickly, the
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two peaks converge. Further studies have shown similar behaviour in other systems, for in­
stance Fauconnier et al. studied the exchange effect on the methyl groups in azapropazone as 
a function of temperature.
The concept of chemical exchange and its effect on measured NMR relaxation rates is well under­
stood in two limits. If two or more isolated and non-exchanging modes of dipolar relaxation are 
occurring in the system, then the measured magnetisation decay will be a sum of the decay pro­
files associated with each environment (slow-exchange regime). If instead, the multiple relaxation 
modes are not isolated, and spins from each environment exchange with each other sufficiently 
quickly, then the NMR experiment measures a single decay in the magnetisation, where their 
decay rate is a weighted average of all relaxation rates (fast-exchange regime) The weight­
ing depends on the relative populations of spins in each environment. The fast-exchange limit 
is used often in interpreting NMR relaxation data for water in porous media. For instance, in 
cements, if the bulk and surface phases of water are exchanging sufficiently fast in terms of the 
NMR timescale (the difference between the NMR rates in the exchanging regions), then NMR 
rates measured are the weighted average of the two phases interacting with the paramagnetic 
species on the pore surface This phenomena is exploited often in the study of cements as it 
can be used to infer the pore surface-volume ratio. In general terms for the case of fast exchange 
between two environments, A  and B, with associated populations, Na and N b , and relaxation 
rates, Ti :A and Ti :b , the observed rate is given by
(2,15)
^ i.ob s(^ ) N A +  N b  T i .a{oj) N a N b  T i-:q(cü)
The first application of the model in cements was by Blinc et al. and the fast-exchange model 
has been successfully used since, for instance by D’Orazio et al. t^ l^
Exchange behaviour between the slow and fast exchange regimes is known as intermediate- 
exchange, and is usually modelled in terms of coupled differential equations, where the main 
limitation is the determination of the exact values of the individual relaxation rates T i :A,b - Ex­
change phenomena have been explored via simulation for phenomenological NMR systems [54,55]^  
and analytical models of exchange in porous media have been supported via numerical simula­
tions However, to the best of the authors knowledge, exchange effects on the NMR rates of
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fluid in porous media have not been simulated directly, i.e. via direct calculation of the rates for 
each spin in a simulated porous media system undergoing varying degrees of exchange. Such 
simulations of systems of spins exhanging between separate magnetic environments could prove 
to be a useful tool in understanding the role of exchange in porous media.
The spectral density function, J*(w), and relaxation r a t e s , a n d
G* (t) describes the correlation of the average dipolar coupling energy a spin experiences as a 
function of time. Transforming this function into the frequency domain gives us the spectral 
density function of the average local magnetic field fluctuations as a function of frequency,
/ oo (2.16)
- O O
Averaged relaxation rates for the homo and heteronuclear interactions of an ensemble of spins, I  
and S, are given by combinations of the spectral density functions, and Jjg{uS), associated
with the spin-pair correlation functions, Gjj{t) and G}g(t), obtained via the ensemble average 
over spin pairs of type I - I  and I S  respectively, and may be expressed as
Homonuclear interaction(/-J):
= -G / /  +  4J|/(2o;/)] , (2.17a)
=  YgC'// [3J//(0) 4- 5Jjj{uJi) -t- 2Jjj(2u)j)], (2.17b)
Heteronuclear interaction(T-A') :
{^ i,/5 (^ t)^  =  gC'/s ~  +  3J/g(w/) -t- 6Jjs(ujj -j- (ug)], (2.17c)
~ ‘^ s)  +  +  ^s)
(2.17d)
where ujj and wg are the Larmor frequencies of the spins I  and S  in the applied magnetic field 
respectively, and
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G*(0) =
General features of G*(t), J*(w), T± and T2
A l t  = 0 the angle between the spin-pair separation vectors, $, equals zero, and hence Eq.(2.13) 
becomes
(2.19)
which takes a real, positive, value depending on the configuration of the spin ensemble. As the 
spins diffuse throughout the system, G*{t) decays as the ensemble decorrelates reflecting the 
increasing separation or rotational decoherence of the spins as time increases.
G*{t) can be decomposed into its translational and rotational components, G*^^{t) and G*Q^ {t). 
This decomposition is of particular relevance to molecules bearing more than one uncoupled 
spin, such as water. This is because in this case the translational and rotational components 
correspond to the inter and intramolecular components of G*{t). The intramolecular dipolar 
coupling decorrelation is associated with the rotation of the molecule. The separation vectors, 
Tij, between intramolecular spins vary only slightly due to thermal vibrations on sub ps time- 
scales, whereas the orientation of Vij with B q varies as the molecule tumbles randomly in the 
fluid. The decorrelation of intermolecular spin pairs is associated with the translational diffusion 
throughout the fluid of the individual spins. See fig 2.5 for an illustration of this decomposition 
for water molecules.
To solve for G* (t) analytically a propagator is required, which is the probability that a variable(s) 
takes a certain value at time, t, given that it took a known value at the origin of time. G* (t) is 
governed by the ^-dependence of the propagator which in turn is dependent on the nature of the 
system. The propagator can then be input into Eq.(2.13), where the summations become integrals
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F ig u r e  2.5: The spin pair decomposition into rotational and translational components, and how  
they relate to the inter and intramolecular spin pairs for a system of HgO molecules. The evo­
lution of the spin-pair separation vectors, Trot, î’trans. can be seen between f =  0 (top left) and
some time t  later (bottom right).
over the variables rij{t), Oij{t), and 4>ij{t). The task then becomes to solve for the translational 
and rotational propagators; P{rij{t).,t\rij{^)) and P(9{t), t\6{0), 4>{0)) respectively.
Translational Component: Consider a collection of uncorrelated spins of the same species,
which are diffusing in k dimensions from a delta-function source. Call this model the corre- 
lationless fluid model.
P{rij{t),t\rij{0)) can be found as a standard solution to the diffusion equation giving
(2.20)
where D is the diffusion coefficient for the fluid.
This propagator varies from the fundamental solution of diffusion by a factor two wherever D 
features. This is because a pair of uncorrelated spins will diffuse away from each other twice as 
far on average than a single spin would diffuse away from its origin. In the long-time limit the 
translational spin-pair propagator is proportional to where B = —kj2, so that the number of 
degrees of freedom in the system is reflected in the steepness of the decay of G*rans( )^ times 
t Z$> where is the so-called diffusion correlation time which is given by
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2
(2.21)
where rmin is the distance of closet approach between two spins.
Rotational Component: A similar approach can be taken to solve for A pair of spins
are fixed on the surface of a sphere which is assumed to be tumbling in a random and isotropic 
manner. This rotation can then be described by a diffusion equation with a rotational diffusion 
coefficient given by
A ct =  (2.22)QTrar}
where &gis the Boltzmann constant, T  is temperature, a is the radius of the sphere, and rj is the 
shear viscosity of the fluid.
The solution of the diffusion equation gives
p(e(t), 4>(t), t |g (o ), ÿ (o ))  =  J2 r r ( « y  (0) , M o w r ( 0ij{t), M*))  (2.23)
where is the rotational correlation time, which is the time taken for the dipole to rotate 
through one radian, given by
rf*  =  (2.24)
6Drot
Hence for a simple diffusion model of rotation is proportional to an exponential decay
function exp
Correlation times define the rate of decorrelation in the system. A short correlation time is indica­
tive of a system with fast molecular motion, such as gases, whereas a long correlation time would 
be found in rigid structures of molecules such as metals and crystals. Generally G* (t) remains 
approximately constant for time Tc, after which G* {t) decays towards 0 as t —>■ cx> reflecting the 
decorrelation of the ensemble.
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(t) = 6
F ig u r e  2.6: The sp in -pair  d ipolar au toco rre la tio n  fu n ctio n  G*{t) =  e
The early studies using BPP theory assumed that the dipolar correlation function, G*{t), decayed 
exponentially (as with for simple isotropic rotation). This approximation has proven to
be valid for a variety of systems and is still used today. The Fourier transform of an exponential 
decay is a Lorentzian function;
2 r .
1 + 2^2 ' (2.25)
Fig 2.6 and Fig 2.7 sketch G*{t) and J*{uj) respectively. J*(0) =  2tc, given by the area under 
G*{t), and J*{co) remains approximately at this magnitude when uj <C after which the 
function decays towards zero. Therefore increasing Tq increases the magnitude of but
decreases the cut-off of the frequency where it tends to zero. Interpreting these characteristics in 
terms of the dipolar interactions in the ensemble indicates that as the correlation time decreases 
(faster motion) the frequency range of interactions increases while the interaction intensity for 
any one frequency is reduced.
The behaviour of the relaxation times, Ti and T2, for systems with similar spectral densities can 
be explored by substituting Eq.(2.25) into Eq.(2.17a) and (2.17b). The two important variables are
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A c j )
1 +  0)2  TgZ
F ig u r e  2.7: The spectral density functions J* (w) associated with exponential-decay type corre­
lation functions with correlation time, Tc. The function remains constant until a cut-off frequency 
corresponding to at which point it decays towards zero.
the experimental frequency, which is the Larmor frequency set by the strength of the permanent 
field, ujQ =  jBo,  and the correlation time, Tc, which describes the molecular motion in the system. 
At a fixed NMR frequency, loq, the behaviour of Ti and T2 as a function of Tc can be split into 
two regimes; those sufficiently far above and below the point oJqT^  — 1. The behaviour when 
<C 1 is called the fast motion regime, and behaviour when cjqT  ^ )$> 1 is called the slow 
motion regime. In general terms, in the the fast motion regime both Ti and T2  decrease with 
increasing Tc, and in the slow motion regime T\ increases whilst T2 decreases with Tc, giving 
a minimum of Ti(tc) in the vicinity of Tc =  When the motion becomes slow compared
to a time associated with the spread of the local magnetic field given by that is
7 AB10CTc ~  1> BPP theory breaks down as the dipolar interactions do not average to zero over 
time , this is known as the rigid lattice limit. This behaviour is summarised in fig 2.8.
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Slow motion 
regime .
Fast motion 
regime
Rigid lattice limit
- ObservedBPP prediction \  j '
1 1 1 1 1  I I I I 1 1 1^  ^ I I
F ig u r e  2.8: The behaviour of the relaxation times Ti and T2 as a function of the correlation time 
for correlation functions exhibiting simple exponential decay.
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3. Methods
The chosen approach in this study was to use two companion simulations, building in complexity, 
towards the goal of reproducing NMR relaxation data of water in a C-S-H nano-pore analogue. 
The MD simulation technique was chosen in order to explore the water dynamics in a series of 
C-S-H analogues. Using this, the importance of the crystal surface on the behaviour of the water 
such as its density, rotational correlation, and diffusion, could be analysed in terms of its chemical 
composition and structure. Alongside the MD simulation, a MC TD model was also built. This 
simulation was designed to take important input parameters from the MD simulations and model 
the same water behaviour using a cruder more efficient algorithm in order to increase the time 
domain for the data, equivalent to decreasing the lower-bound of the frequency domain of J* (w). 
This would allow for greater comparison between simulation and experiment as it allows for the 
determination of the NMR relaxation rates at lower frequencies. Further to the two simulations, 
it was also required to use a series of analytical solutions for water relaxation in 3D, 2D and 
Quasi-2D.
The MC TD model presented in this thesis is the work of the author, whereas the MD simulations 
were performed by J. S. Bhatt. The analytic solutions were derived and calculated by D. A. Faux. 
The data presented later in the results section can only be interpreted using contributions from 
all three of the models. Not all data presented later are results from the author but, unless stated 
otherwise in the text, all results from MC simulations are the work of the author, all results from 
the MD simulations are the work of J. S. Bhatt and the results from the analytical solutions are 
the work of D. A. Faux.
The numerical routines developed in this work rely on the generation of random numbers. A 
third party random-number generator FORTRAN subroutine called 'RAN2 ' was used to perform
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this task and can be found here
This section mainly addresses the methods used in the MC TD model, but wül briefly put into 
context the methods underlying the other two models.
The MC TD model
A summary of the requirements of the simulation is provided below:
• A lattice structure that represents Q2D pores, with surface and bulk water sites.
• Pore dimensions that can be adjustable.
• Adjustable water dynamics such as; bulk and surface diffusion, and bulk-surface exchange.
• Chemically combined components, such as Fe^ '*’, can be added into the confining crystal.
• A spin-hopping algorithm efficient enough to simulate hops of order ps, whilst allowing 
for exploration of dynamics that span over ps. The efficiency should also allow for a high 
enough spin number to preserve statistical accuracy.
A schematic slice of the lattice representation of a Q2D pore with surface and bulk water regions 
is shown in fig 3.1. This slice shows the system in the x-z  plane. Note periodic boundaries apply 
also in the y direction.
3.1 Simulation Design and Parameterisation
The MC method was developed in the late 1940s in order to investigate problems with large 
numbers of degrees of freedom which are notoriously hard to solve analytically. The applications 
of the MC method are broad, however all MC algorithms utilise random sampling to return some 
numerical result about a given system. One of the earliest applications of the MC method was by 
Metropolis et al.^ ^^ ,^ where the so-called Metropolis algorithm was presented and used in order 
to perform state of matter calculations for large (hundreds) configurations of molecules. The
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Periodic
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Hard boundary 
2D-Surface layer
' Q2D-Bulk region
2D-Surface layer 
Hard boundary
Figure 3.1: A slice taken through the structure of the model o f Q2D planar pore. A bulk region 
lies in between two surface planes separated by a distance h, these surface layers are in turn 
between two hard boundaries. Periodic boundaries are present in the x  and y  directions. Spins
execute hops in the resulting Q2D lattice.
likelihood of any particular configuration follows the Boltzmann distribution given the energy 
of the configuration, E, and the temperature of the system, T, writen as
P{y) — exp I — =  exp E (3.1)
where H[p) is the Hamiltonian for the system in configuration v.
Often in statistical physics the problem is to determine an expectation value of a macro-observable 
of the system, which in the Metropolis case would involve an integration over configuration 
space. Such integrals are difficult to approach analytically due to the large number of degrees of 
freedom (here for instance the overwhelming number of possible configurations). The Metropo­
lis algorithm approximates the outcome of such calculations by sampling a subset of all possible 
configurations of the system. Considering that if a large number of random configurations are 
generated and the likelihood of each is computed, then this sampled subset of all possible config­
urations can be used in a summation to provide a reasonable approximation to the full integral 
in question. This subset can be drawn in many ways, one way called simple-sampling involves 
randomly picking samples from the full set, however this is inefficient in comparison to a faster 
method employed by the Metropolis algorithm called importance-sampling.
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The way the Metropolis algorithm performs importance-sampling is to connect configurations 
of the system in a Markov-chain, meaning that transitions to new molecular configurations can 
be proposed by defining a proposal distribution, Q{u'\iy), for the probability to move from to 
configuration u' given that it is currently in configuration, z/. The proposal distribution only has 
to propose the probability for an atom to move by a fixed length from its current position and 
does not need to be complex as proposed configurations are subsequently weighted towards the 
equilibrium distribution f  (z/) by defining an acceptance probability for the new configuration, 
which for the more modern Metropolis-Hastings algorithm is defined as
(3.2)
In other words any new configurations lower in energy than the previous configuration are al­
ways accepted, and new configurations that increase the energy of the system are accepted with 
a probability P{iy')/P{u) = exp where A E  is the difference of energy between con­
figurations u and This acceptance criteria follows from the equilibrium condition of detailed 
balance which can be stated (remembering that the probability of a transition from configuration 
u to u' equals the product of the probabilities to propose and accept such a transition) as,
Q{i/\i'')a(i'\u')P(jy') = Q{i''\i/)a{i''\i')P{i'). (3.3)
Which is satisfied by Eq.(3.2) given that the acceptance term for the configuration transition 
which brings the system into lower energy will equal T ’.
So the Metropolis algorithm samples the system by moving from one configuration to another 
by connecting each configuration in Markov chain, and by biasing the acceptance of new higher 
energy configurations based on their likelihood of occurrence. This guarantees that the distribu­
tion of samples in the subset of configurations generated by iterative application of the Metropo­
lis algorithm will be in accordance with the probability distribution P(z^), this is the essence of 
importance-sampling.
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The algorithm designed here is based on the Metropolis algorithm. Configurations of water 
molecules inside a nanopore are connected in a Markov chain, where the user inputs the proba­
bilities for each molecule to ‘hop’ a fixed length. In this case the integration being approximated 
via sampling is that which evaluates G*{t) (Eq.(2.13)), where the algorithm samples from the 
diffusion propagator of the system. The propagator is obtained by parametrising the molecular 
hops such that the self-diffusion coefficient, D, for water in the surface and bulk regions of the 
pore are reproduced along with the exchange rate, Rex, between them.
The undertaken approach was to develop the model in a series of systems increasing in complex­
ity as the algorithm was being improved and validated with known systems such as bulk water 
diffusing in pure 3D and 2D. In order to compare the simulated results with the MD simulations 
and literature, the model needed to be parameterised. This can be achieved via scaling of the sim­
ulation parameters; the lattice site-occupancy, c, the lattice parameter, b, and the hopping times 
for spin hops, r . There are many ways of choosing these parameters. The approach taken here 
is to choose parameters which give the best agreement with the companion MD simulations. In 
particular the magnitude and functional form of G* (t) produced from MD and MC simulations 
was used to optimise the chosen MC parameters. It was chosen to parameterise the MC simula­
tion from the MD simulation because the MD simulation currently provides the best insight into 
the dynamics of the water and extracting parameters from MD is straightforward.
A cubic lattice of sites separated by a lattice spacing, 6, is populated with ngpin spins to a desired 
site-occupancy, c, and the system evolves through time by performing hops of the spins from 
one site to a neighbouring site that is currently free. Diagonal hops are not allowed. These 
'hop events' are chosen at random from a probability distribution, P{(S), where ^  is the type of 
event. A mean time between hops, r , is added to the simulation-clock after each hop. P{^)  is 
updated after each hop to reflect the new system configuration. This process is repeated until the 
simulation-clock has reached the desired time, ttot-
The relative probability of different hop events in P (^), and selection of b, c, and r , parameterise 
the system to simulate the properties and dynamics of a desired fluid. Moreover, dynamical 
processes of interest, for example surface diffusion and desorbtion, can be encoded into the sim­
ulation and the effect of these processes on the NMR relaxation can be explored.
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System size
System size is always an issue for computational modelling. As the system size increases, so 
does the number of molecules and hence the number of computations required. There exists a 
competition of interests between good statistical accuracy and reasonable simulation run-time. 
System size also affects the computational time required for the determination of the correlation 
function, which involves a summation over spin pairs that scales as nspin(zzspin — 1). This model 
utilizes a combination of hard and periodic boundaries to control the physical space the model 
represents. For instance, referring to fig 3.1, there are periodic boundaries in both x  and y- 
directions, meaning that lattice sites on opposing sides of the simulation cell in those directions 
are considered neighbours, and hops are permitted between them. In the z-direction, the spins 
are only allowed to diffuse within a certain region of thickness, h, between two hard boundaries. 
Hops are not permitted into hard boundaries. By imposing periodic boundary conditions [PBC] 
in the x  and ^/-direction, and hard boundaries in the z-direction, the spins have an effectively 
infinite space to diffuse across in a Q2D planar pore. This results in a series of image cells of the 
same size and molecular configuration replicated on all faces of the simulation cell with PBC, 
giving an infinite grid of identical cells. We refer to spins starting in the simulation cell as real 
spins, and those in the image cells as image spins. PBCs also ensure translational invariance; each 
molecule having the same local environment (for example those near the edge of the simulation 
cell). The downside to using PBCs is the potential for correlated motion to manifest in the data, 
due to the motion of spins and their image counter-parts in a neighbouring cell. Hence, the 
system size needs to be adequately large enough. In addition, a correction factor to G* {t) is 
added according to the analysis described in section 3.3.
Diffusion via a random-walk
Consider the simple system of the simple cubic lattice, with PBC in all directions, populated by 
nspin spins. Once a site is occupied by a spin, it may not be occupied by another. This is called 
'site blocking'. The simple hopping model for diffusion reduces to a simple algorithm;
1. A spin is chosen at random by selecting an integer at random from 1 .. n.spin 5
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2. A  direction for an attempted hop is chosen by selecting another random integer from 1 .. 
6 ,
3. The chosen spin moves to the target site if the target site is vacant, if not the move is 
rejected,
4. The simulation-clock is incremented by where tq is the time after which, on average, 
every particle has made one attempted hop,
5. Repeat steps 1 -4 .
The spins execute what is known as a random walk, which can be defined by a tracer diffusion 
coefficient, Dt, which in k dimensions is given by the Einstein diffusion equation,
where r  is the distance moved by the spin in time, t. Eq.(3.4) can be rewritten in terms of the 
parameters b and r  as:
where r  is the mean time between actual hops, which is related to the mean attempted hop time 
of a spin, tq by
T -  — (3.6) 
1 — c
The attempted hop time, Tq, gets shorter the higher the site-occupancy becomes, which accounts 
for the fraction of jumps which are attempted but fail due to site blocking, so that on average the 
mean hop time r  has passed when rispin successful hops have been made.
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Tracer Correlation
Another consequence of a lattice site occupancy c > 0 and site blocking is a phenomena known 
as tracer correlation. It is no longer true that any one spin (tracer) has purely random motion, 
the spin's motion will be correlated with its previous jump.
o 0 - 0-0 o
o - -1 - - o - - ! - - o 
o #
o
• -i-o
I 1 Io - - - - o o
o
0 - 0-0
o e o o
- o - -1—t - - o - -
I I I
Q  : O
0-0 o 0-0 o
(a) (b)
Figure 3.2: Tracer Correlation: The dashed grid represents the lattice nodes, the filled circle is 
the tracer, and the open circles indicate sites filled with other spins. The state (a) before and (b) 
after hopping. The spin that has moved shows an enchanced  probability of the spin returning
its position in (a).
This can be explained with an example. Refer to Fig 3.2 which shows a square lattice populated 
to c =  0.5. Consider the spin indicated by the solid-circle, called the tracer. The tracer makes a 
successful hop from its original location in (a) to a new position in (b). However, upon attempting 
a second hop, from state (b), all directions are not equally likely to be blocked; three directions 
have a probability of c of being blocked but the direction from which the tracer has just come has 
zero probability of being filled. This means, given a random choice of directions, the tracer has 
an enhanced probability of hopping back to where it had previously been.
This manifests itself as a reduction of the diffusion coefficient. The amount of reduction is a 
function of c. The higher the blocking probability, the more likely a return hop is made. This 
effect was characterised by Tahir-Kheli and Elliott and modifies Eq.(3.5) to
D -  c)2kro
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where ft{c) is the tracer correlation factor which is approximately given by
1 -
2c9 "
( 2 - c ) ( l  +  4)J
(3.8)
where 0 is a constant dependent on the nature of the lattice and takes the values ^sd =  —0.2098 
and 02D =  —0.3634 for simple cubic and square lattices respectively
It is worth mentioning the limitations of this simple hopping random walk model. Momentum 
is not conserved locally as a spin may move in any direction regardless of its past movement. 
Globally momentum is conserved as the collection of spins travel equally in all directions. This 
limitation isn't very concerning in this instance because the objective of the simulation is to pro­
vide realistic trajectories of spin pairs (not single spins) over time scales greater than ps, the 
random walk model insures that spin pairs wiU diffuse apart from each other with a given dif­
fusion coefficient on these time scales. This does however mean that any resulting NMR data 
produced by this model is questionable at high frequencies (of the order of GHz).
Parameterisation of the lattice
The particle density is related to the lattice parameter, b, and site-occupancy, c, of the lattice. For 
a fluid of density, p, and molar mass, M, this relation is.
"  ( ...)
where Na  is Avogadro's number.
It was desired, however, to have a free choice over the site-occupancy of the lattice. A larger 
value of c provides better statistical averaging for a given size of simulation and simulation time, 
but this comes at the cost of increased computation time due to the larger number of particles and 
tracer correlation effects described earlier. In order to allow for the freedom to balance these two 
demands a spin scaling parameter, s, was introduced. One MC particle represents a collection of 
s spins, and the effective spin concentration becomes sc. Therefore c can be chosen on the basis
39
Methods 3.1. Simulation Design and Parameterisation
of computational constraints. The scaling factor s and lattice spacing b are then chosen to obtain 
the correct spin density and G*(0), which can be expressed as,
c?*(0) =  (3.10)
where Sq = 1/r^ , and =  8.4019 for a simple cubic lattice with a lattice constant of 1 unit.
The water-water radial density function obtained from MD simulation is non-uniform, containing 
a peak at about 2.7Â, the radial density function for the MC simulation is, however, uniform with 
spin density = sc/b^. The MC parameters b, c, and s are chosen appropriately to ensure 
^Mc(O) — ^md(O) — 40900 nm“ ® (for bulk water) B^ l.
Parametrising G^c(O) in this way compensates for the unavoidable uniform density approxima­
tion of bulk water present in the MC simulations.
Encoding Multiple Processes
The previous discussion considered a simple fluid diffusing in 3D where all events, were given 
the same probability. It is possible to create separate regions on the lattice with different dynamics 
by altering P{f )  to bias the selection of certain events over others. For example, the diffusion of 
water at a pore surface can be defined by a different diffusion coefficient to that in the bulk.
Each hop event, with hop time Tg has an associated hop rate The probability of a
hop event of a particular type occurring is proportional to the rate at which that event occurs. 
For instance if a spin has a different probability to hop in the x  direction than in the y, the ratio 
of the hop rates in x  and y equal the ratio of the probabilities, namely.
The mean hop time for each attempted hop event of type (3 can then be expressed as
(3.12)
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where is the rate for the z* spin to attempt hop of type {3.
P{P) can be thought of as a 'rate line'. All available hop rates, R^,  are stacked end-to-end on a 
line. The rate R ^  divided by the total length of the rate line R  is equal to the probability of the 
event f3 being executed by spin i. This is shown schematically in fig 3.3 for a simple example of 
a two spin system, i and i p l ,  where the length of the rectangles for each element correspond 
to the rate for that hop event. The rates for hops for spin i are greater than those for spin i + 1, 
meaning, on average, hop events for i will be selected more often.
R r RT R \y R 7 R Y R'i R Y i R Z i R \Y R'Yi
Rate-line elements for fth spin for 
hops in the 6 directions, +x, -x, +y, 
-y, +z, -z
Rate-line elements for (i+ l)th spin for 
hops in the 6 directions, +x, -x, +y, 
-y, +z, -z
F ig u r e  3.3: A schematic representation of the rate line P(/3) for two spins, i and i  + 1, where 
the width of the rectangles for each element correspond to the rate for that hop event. The hop 
events for spin i are biased for a greater selection than i -f 1.
Multiple dynamic processes can be simulated by first generating a rate line for all events and 
then choosing events by generating a random number between 0 and R, where R  =  -Rz,
and Ri is the total rate for all available hops events for spin i, i.e. all /3 such that Ri = R^.
Events will then be chosen based on their relative probability of occurring. The chosen hop-event 
is attempted and the procedure is repeated with the rate line being updated to reflect the new 
configuration until the desired time has been simulated.
In the present work, the hop events characterised by R^  correspond to a particular spin hopping 
in a particular direction. There are four distinct hop event types available to spins in the Q2D 
pore system; bulk to bulk [BB] hops, bulk to surface [BS] hops, surface to bulk [SB] hops, and 
surface to surface [SS] hops. Hence four rates need to be supplied as inputs to the simulation 
where the rate for hops into hard boundaries is implicitly zero.
The time that should be added to the simulation clock after each attempted hop, which will fluc­
tuate depending on the make up of P{P) can be expressed in terms of the length of the rate line 
R. This can be explained with an example; consider a simple system of spins which can only
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possess two rates, one for short events and one for long events, and consider two different states: 
(a) one where the P ( f )  contains more short events than long and (6) one where P ( f )  contains 
more long events than short. The total length of the rate line in case (a) will be shorter than in 
case (6), reflecting that the average rate of hops chosen at random from (a) would be shorter than 
those chosen from (6). If the rate line is scaled correctly, then the inverse of the length of the 
rate line equals the average hop time for an event chosen from it. Hence the time added to the 
simulation clock for each MC step, r^c, can be written as
7-mc =  A ' ' .  (3.13)
Using this rate line implementation multiple dynamical environments, defined using parameters 
calculated from the expressions presented earlier, can be encoded and random hop events are 
then sampled from the rate line.
3.1.1 Maintaining equilibrium
Equilibrium can be maintained via a detailed balance expression. Suppose environment (1) con­
tains Ni  particles and environment (2) contains N 2  particles. The rate at which a particle in (1) 
hops to (2) is and the rate at which a particle in (2) hops to (1) is In order for the
two environments to remain at equilibrium with each other for each spin moving from (1) to (2) 
there must on average be another spin moving from (2) to (1). The corresponding rate, 
must be balanced,
(3.14)
3.2 Implementation of the MC TD model
This section will now detail briefly how these methods were incorporated into the simulation 
written in FORTRAN and how the data is output and processed in the subsequent calculation 
routines used to explore the NMR relaxation behaviour in the modelled system.
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The computational routines designed here are split into three separate modules; the MC TD sim­
ulation, 'MCSIM', written in FORTRAN, a routine (also FORTRAN) to generate G*{t) from atom­
istic trajectories stored in coordinate data-hles, ' GSUB ', and a MATLAB script, ' INTERPFFT ' to 
perform the Fourier transforms on G*{t) and subsequently to evaluate T i( /)  and T2 {f).  The 
function of each module is discussed here but the computational details are explained in detail 
in the appendices, along with the source code. The key inputs and outputs for the three modules 
are summarised in fig 3.4.
'GSUB'
INPUTS: Coordinate trajectory 
data files 
OUTPUTS: Data files for all 
spin-pair correlation functions, 
G'(f)
'MCSIM'
INPUTS: Structure of model, 
hopping rates 
OUTPUTS: Coordinate files con­
taining molecular trajectories
'IN T E R PFF T '
INPUTS: Correlation function 
data files 
OUTPUTS: Data files for associat­
ed spectral densities and 
relaxation rates
F ig u r e  3.4: A  flow diagram outlining the function o f the three numerical routines used to sim­
ulate a system o f spins and subsequently calculate relaxation rates for the system.
3.2.1 Design of'MCSIM'
A flow diagram of the essential routine performed by ' MCSIM ' is presented in fig 3.5.
The simulation, 'MCSIM', is designed to run from essentially two inputs; the structure of the 
model, which describes regions in the simulation with unique dynamics, and the rates associated 
with hopping between sites of each region. The structure of the simulation is defined using a data 
file ' s t r u c tu r e . d a t ' which is a simple representation of a slice through the system which acts 
as a schematic to construct the model inside ' MCSIM '. The datafile uses integers '0,1, 2' to define 
the structural identity of each lattice site where 'O' represents bulk sites, '!' represents surface 
sites, and '2' represents disallowed sites in the hard-boundaries of the simulation.
The lattice sites are populated randomly with spins to the concentrations associated with the 
region of the lattice the site belongs to. A rate line is generated for this initial spin configuration, 
which is a line containing the rates of all available hop events stacked end-to-end, using the rates 
supplied by the user for hops between sites of all types. The simulation then proceeds by choosing 
hop events at random from the rate line and attempting to perform the hop. A random number, 
between 'O' and 'R' is chosen, where 'R' is the length of the rate line. Where this random number
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‘MCSIM'
START
GENERATE
RANDOM
ENSEMBLE
( LOOP: ^OVER HOP A TTEM PTS
GENERATE RATE-LINE 
FOR CURRENT SPIN 
CONFIGURATION
GENERATE RANDOM 
NUMBER ‘RAN’ BETWEEN
0..R
(WHERE R IS TOTAL 
LENGTH OF RATE-LINE)
LOCATE AND ATTEMPT 
HOP-EVENTAT 
LOCATION ‘RAN’ ON 
RATE-LINE
TO SIMULATION-CLOCK
OUTPUT COORDINATE 
SNAPSHOT IF SIMULA- 
TION-CLOCKISATA 
CHOSEN VALUE
Fig u r e  3.5: A flow diagram outlining the essential parts of the numerical routine implemented 
by ' MCSIM ' to simulate the spins using the MC TD method.
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lies on the rate line chooses the hop event to attempt. After each attempted hop, r ^ c  is added 
to the simulation clock (from Eq.(3.13)), and after each successful hop the rate line is updated to 
reflect the new configuration of the system.
The coordinate data for the system is output in snapshots in two representations; periodic and 
expanded. The periodic representation is the coordinates of the spins as they appear in the sim­
ulation cell, and the expanded coordinates represent the location of the spins as they diffuse 
throughout the image cells. The system configuration snapshots are output at constant intervals
oflog^oW-
Averaging and data handling: The MC TD simulation routine, ' MCSIM ', outputs the molecular 
trajectories from the simulation in a series of coordinate files. These files can then be used to 
calculate G*{t) and afterwards relaxation rates. It was most convenient to output the data in 
MC units'; distances were scaled to one lattice unit, b, and times were scaled to one attempted 
bulk-to-bulk hop. In this way the output data is in dimensionless units which can be rescaled 
later.
To increase the statistical reliability of the results multiple coordinate files were generated for 
averaging. These coordinate files were for both nsim unique simulations and for ^origin different 
time origins for each unique simulation. These origins were evenly spaced in the first quarter of 
the total simulation time. New coordinate trajectory data are generated for each time origin by 
considering the current, periodic, representation of the system as the initial spin configuration 
for that origin and all further displacements made by the spins in the simulation are applied to 
these coordinates.
The coordinate files output by ' MCSIM ' are then input into a numerical routine designed to cal­
culate G*{t) from them, ' GSUB ', and the snapshots of G*{t) can then be averaged via
G U t ) =  E  +  (3.15)
. 1 '^ ave '^ aveZ—J-...7Zave
where nave =  ?^ sim X 7%origin, and G^ave(z-1)(^) t^e running average of G*{t) including the 
contributions from the previous i — 1 simulated data files.
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Computational details: The implementation used for ' MCSIM ' was able to be run on a desktop 
PC and could produce 10 sets data for 1000 spin trajectories over 0.5ps simulated time in 2-5 days.
3.2.2 Design o f 'GSUB'
'GSUB'
START
Q
LOOP:
OVER SIMULATIONS, 
TIME-ORIGINS, AND DATA 
SNAPSHOTS
FULLY POPULATE HARD 
BOUNDARIES WITH Fe3+ 
IMPURITIES FOR IS 
CALCULATION
I
READ COORDINATES, 
CALCULATE AND STORE 
SPIN-PAIR SEPARATIONS 
FOR CURRENT SNAPSHOT
I
CALCULATE G (t) FOR 
EACH SPIN-PAIR, STORE 
CONTRIBUTION FOR 
EACH SPIN-PAIR CLASS
AVERAGE G (t) VALUE OVER 
EACH SIMULATION AND 
TIME ORGIN, AND WRITE 
EACH COMPONENT TO FILE
Fig u r e  3.6: A  flow diagram outlining the essential parts o f the numerical routine implemented 
by ' GSUB ' to calculate G*(t) from the coordinate data output from ' MCSIM '.
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' GSUB ' starts by organising all spins pairs into an array and storing their initial spin-pair class, 
i.e if the initial spin pair separation vector points from a spin in bulk to another in bulk that 
spin pair is classed BB and Ggg(f) calculated thereafter from all BB spin pairs, the same applies 
for BS, SB, and SS spin pairs. After this ' GSUB ' calculates the correlation functions for each 
component G ^{ t )  using Eq.(2.13), where XX = BB, BS, SS, SB. The values for the correlation 
function components are written to data files for each snapshot, and the process is iterated over 
the number of simulations and time-origins for averaging.
3.3 Evaluation of (7*(t):
When considering the evaluation of G*(t), which involves pairing spins, it is important that the 
algorithm searches across the periodic boundaries of the simulation cell when searching for pairs. 
Near the boundaries of the simulation cell, spins are often closer to image spins over a periodic 
boundary than their real counterpart in the simulation cell. However, in doing this care must 
be taken not to pair any spin with both a real and image counterpart of another spin. This is 
because the motion of an image spin is perfectly correlated with its real counterpart. To avoid 
these contributions a cut-off must be defined which can be no larger than half the simulation cell 
length; d < ^.  For all simulations d is set to its maximum value in order to have the highest 
accuracy.
The spin-pair separations can be separated into two regimes, near and far. Near pairs are those 
that have a separation r < d, and conversely far pairs are those with r > d. Only spin-pair 
contributions that are in the near regime at  ^ =  0 are monitored by ' GSUB ' and their contribu­
tions are included in the calculation no matter how separated they become at later times. The 
correlation function has four components that may be written as
G*{t) = G ^ { t )  -t- G^{t)  -f -f GJfWj (3.16)
where the subscripts represent the spin-pair separation regime (near[N] or far[F]) att = 0 and at 
time t respectively. For instance, NF signifies a situation where two spins are in the near regime 
att = 0 and in the far regime at a later time t.
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Fig u r e  3.7: A schematic diagram of a 2D system of spins at t  =  0 (a) and some time t  later (b). 
The cell in the center is the simulation cell, bounded with periodic boundaries (black-lines) in 
all directions, the cells on all faces of the simulation cell are image cells, which are identical in 
size and spin configuration to the simulation cell. Real spins are represented by filled circles, 
and the unfilled circles represent the image spins. At f  =  0 (a) all spin pairs inside the circle 
indicated by the dashed line, such as those labelled ro,i and ro,2 , are included in the calculation 
of G*{t).  In (b) the spins have diffused for some time t, the pair labelled r \  is the pair labelled 
ro,i in (a), and is referred to as a 'NN' pair, as it is in the near regime at both t  — 0 and t. The 
other labelled pair r 2 is a 'NF', as at time t  the spin-pair separation is greater than the cut-off d. 
Another contribution can be seen in (b) labelled as 'FN', which is the time reversal equivalent of 
r 2 (involving the spin pair between the source and the image spin o f rz).
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A  2D schematic representation of a typical simulation is shown in Fig 3.7, where real spins are 
filled circles and image spins are unfilled. The dashed circle shows the cut-off distance for a single 
spin, which forms a circle of radius d in two dimensions (the cut-off is described by sphere in 3D, 
and cylinder in Q2D), where d is equal to half the cell dimension. An example of a spin pairing 
with an image spin being closer than that of the real spin is spin pair labelled ro,2- A snapshot of 
the system at a later time can be seen in fig 3.7b, where rz now has a magnitude greater than d, 
meaning this contribution is NF.
The evaluation of G* (t) from the simulated coordinates only considers near pairs at t  =  0, and 
as the system evolves, G ^ { t )  and G^{t)  can be evaluated. As Eq.(2.13) is time-reversible the 
FN component can accounted for by simply doubling the NF contribution. This can be pictured 
by considering Fig 3.7 and noticing that the instant a particular spin pair leaves the near regime, 
then the image pair, which was previously in the far regime wül cross over into the near regime. 
So, from the simulation, it is possible to calculate G ^{t ) ,  G^{t) ,  and G^{t),  but not G^(t),  as 
summarised in table 3.1.
Table 3.1: Near/Far regime
Label Initial separation Separation at time t Calculation method
NN To < d r < d Calculated explicitly
NF To < d r > d Calculated explicitly
FN ro> d r < d Approximately equal to NF
FF ro> d r > d Not included
An expression for the far-far contribution in 3D and 2D, G^.  3^  20 (Z), was derived by Faux et al. , 
which follows a procedure used by Abragam^'^^F The method involves substituting the transla­
tional diffusion propagator for an ideal non-interacting uniform fluid, Eq.(2.20), into Eq.(2.11).
The expressions for 3D and 2D are [46]
^FF:3d(0 =
Jo
_  AttNs f
^FF:2D(^1 — g
kd^
j :
J 2( M dr dk, (3.17b)
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where Js/2 {x) and Jo,2(^) are the half and full integer Bessel functions, D  and Ny are the self 
diffusion coefficient and spin density for the uniform fluid, and k is the Fourier variable which 
appears when the diffusion propagator, Eq.(2.20), is expressed as a Fourier integral More 
details of the calculation of G^ ff:3D,2d(^) can be found in the appendix of Faux et alJ^^F Both 
integrals were evaluated numerically by D. A. Faux.
As well as the FF correction terms, the above expressions can be used to generate the dipolar 
correlation function, the uniform fluid model, where d may be set to the distance of
closest approach of pairs of spins. This is only an approximation because, for a uniform fluid, the 
radial function, g{r), is 1 for r  >  d and 0 for r  <  d, whereas a real fluid shows a non-uniform g{r) 
with a peak in spin concentration in the region of closest approach of spins. A better approach 
is to adjust d such that G*(0), given by equations Eq.(3.17a) and (3.17b), is equal to Gmd(O)-
Computational details: The implementation used for ' GSUB ' was able to be run on a desktop 
PC and could process 10 sets data for 1000 spin trajectories over O.Sps simulated time in 1-2 hours.
3.4 Evaluation of J*(w) and the Relaxation Times
For the calculation of the relaxation rates the correlation functions, generated by ' GSUB '
need to be Fourier transformed into the associated spectral densities, J*{uS). These spectral den­
sities may be input into the equations for and Eq.(2.17). The data points for G*{t) in 
the files output by 'GSUB' are spaced at constant intervals of log^^(^), which was chosen due 
to file-size concerns. As most FFT routines expect linearly spaced data it was desired that the 
data be linearly interpolated before performing the Fourier transform. Linearly interpolating the 
geometric dataset whilst still preserving the short-time resolution of data would involve gener­
ating approximately a million data points (ps interval, [is range). MATLAB was chosen to do these 
calculations due to the FFT and data interpolation routines provided in its libraries. MATLAB is 
known for its speed and proficiency at handling large datasets and could also be used to do the 
necessary calculations for and
The data interpolation and Fourier transform was undertaken using a program ' INTERPFFT '. A 
flow-diagram for the essential functions of ' INTERPFFT ' is presented in fig 3.8.
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' I N T E R P F F T '
START
END
LINEARLY INTERPOLATE 
G*{t) DATA
CALCULATE
FROM G*(0 AND WRITE 
TO FILE
SYMMETERISE THE 
INTERPOLATED DATA SET 
FOR G*{t)
Figure 3.8: A flow diagram outlining the essential functions of 'INTERPFFT' to calculate 
the spectral density, J*(w), and associated relaxation rates, and
T f f s  (^) hom  the G* {t) data flies output from ' GSUB '.
The data for G* (f) are imported into MATLAB and are then linearly interpolated. To do this the 
script first calculates an acceptable value for the number of points to interpolate, ninterp» so that 
the resolution of the data is preserved as much as possible as this affects the frequency domain 
for the FFT. This is achieved by finding the nearest power of two, njnterp =  2” ,^ which gives 
an interval, 5t, for the interpolated data points that matches the interval between the first two 
data points output by 'GSUB'. However if Up is larger than some limit (usually 18 or 19), the 
value is capped to prevent the datasets becoming too large. The author notes here that this im­
plementation of the discrete Fourier transform is inefficient due to the interpolation of the data. 
The speed gained by using a FFT algorithm (which scales as 0 ( # l n  [N)) versus 0{N^)  for a
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standard discrete Fourier transform [DFT]) is lost due to the large number of points needed to 
be interpolated for a linear data set. A simpler, more efficient, routine was subsequently writ­
ten to perform the cosine Fourier transform on the data utilising a trapezium rule integration 
algorithm. Using the trapezium rule to integrate the data set circumvents the need to linearly 
interpolate the data which provides far better scaling than the FFT implementation. Specifically 
the trapezium integration implementation performs operations and the FFT implementation 
performs ninterpIn(ninterp) operations where ninterp >  ^dat- However, 'INTERPFFT' still had 
acceptable runtimes of maximum two minutes, so both Fourier transform algorithms were used 
to cross-validate the results.
Before the FFT is performed the G* {t) dataset is symmetrised about the origin of time. This is 
valid under the assumption that G*(t) = G*{—t) which is true for ensembles at equilibrium. 
The symmetrisation ensures that the FFT is performed explicitly between —t and t, as the data 
points in the negative time domain are not included in the data files output by ' GSUB '. The 
symmetrisation is achieved by making three components of the desired symmetric data set from 
the linearly interpolated data set. The original data (forward dataset, ' B ' in fig 3.9) are shifted by 
total simulation duration t^ot- From 0 to t^ot — the linearly interpolated data are inverted such 
that the first point in time is last and vice versa, and the last point (was the first) is not included 
(backward dataset, ' A ' in fig 3.9). Finally, in order to ensure the symmetric dataset is a power of 
two, which is often needed for FFT algorithms, a single point is interpolated at the end of dataset,
i.e. at t^ot ' C ' in fig 3.9). This symmetrisation procedure is illustrated in fig 3.9, where the
forward dataset is represented as blue crosses, the backward dataset is represented as red crosses, 
and the extra interpolated point is shown as a green cross. Hence this symmetrisation procedure 
will shift the time-domain of the data by -TUot, which will not effect the magnitude of the FFT, 
only shift its phase in the complex plane due to the time-shift property. This phase shift is of no 
consequence here as G* (t) is real and symmetric, and so its Fourier transform is real also. The 
symmeterisation was found to reduce aliasing artifacts on the high-frequency data of J*(w).
' INTERPFFT ' then performs the FFT on the data, which returns the amplitudes of the FFT of 
each interpolated data point of G*{t). The frequency values are calculated separately, by first 
caclulating the sampling frequency, fs = 1/St, and then generating a linear array of frequency 
values between 0 and /§. The FTT and frequency data points are then placed into an array which 
represents J*{oS).
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Figure 3.9: Schematic of the data symmetrisation procedure in the MATLAB script on the corre­
lation function data before performing the FFT.
The last part of ' INTERPFTT' evaluates the relaxation rates, T^jj{u),
foi" the I - I  and I -S  interactions by using Eq.(2.17). For homonuclear interactions, the 
equations for the relaxation rates are dependant on both a;/ and 2a;/, and for heteronuclear in­
teractions the rates are dependent on los and the combinations a;/ — us  and coj 4- cug. This in 
turn affects the total frequency domain the relaxation rates can be determined over.
After the relaxation rates are generated the data are written to file for plotting and analysis.
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water
This chapter discusses results obtained during the initial validation of the methodology. A simple 
system of 3D bulk water was used as it is well understood. Simulations were executed using the 
MC TD code written by the author, and the companion MD simulations were undertaken by J. 
S. Bhatt. Results from both are presented and discussed. The aim was to calculate the relaxation 
times T\ (w) and by comparison with theory MD simulation, and experiment, seek to identify 
any inherent shortcomings with the methodology.
One of the primary concerns with this initial set of simulations were size-effects. Simulation size- 
effects are artifacts in the simulated data resulting from the limited size of the simulation cell. For 
instance when using the MD technique, it is possible for the simulation cell to be small enough 
for particles to be affected by their own force fields across the PBC. For the MC TD technique, 
if the cell is too small correlated motion can appear due to the infinite grid of small cells which 
are identical. To reduce size-effects in the MC simulation, a large lattice of 30 x 30 x 30 sites was 
chosen. The MC was parametrised using the method described in section 3.1 to give =
^md(O)’ Dbuik =  2.2 X 10“ ^m 2s-i. The resultant correlation functions G^mc,md( )^ can 
provide insight via comparison of how the representation of the dynamics of the same system in 
the MC and MD simulations effects the relaxation rates.
A summary of the simulation parameters is given in table 4.1
54
3D Bulk Water 4.1. Reproduction of diffusion coefficient in the MC simulation
Table 4.1: Summary of MC 3D Bulk water parameters
MC Simulation Parameter Value Associated Physical Observable
Lattice constant 
b 0.239 nm
Spin density 
Ny = 66.6 spins/nm3
Attempted jump time per spin
To 3.13 ps
Self-diffusion coefficient 
Dt -  -  0.0022 nm2 s - i
Lattice concentration, c 
Spin concentration scaling factor, s
0.45
4.0
MD Correlation function at t =  0
^ 3D:Md(0 ) =  =  40900 nm ®
Simulation cell dimensions; lx,ly, h  
Physical dimensions; lx,ly, L 
Near-regime cut-off, d 
Number of spins, ngpin 
Total simulation runtime, ttot
30, 30, 30 
7.17 nm, 7.17 nm, 7.17 nm 
3.59 nm 
6125 
0.05 ps
N/A
MD Simulation Parameter Value N/A
Physical dimensions; Ix, ly, h  
Near-regime cut-off, d 
Number of spins, nspm 
Total simulation runtime, itot
4.95 nm, 4.95 nm, 4.95 nm 
2.48 nm 
4062 
1 ns
100
S
A
V
2000 4000 6000
f [ps]
Figure 4.1: The 3D bulk diffusion curve generated from MC simulation.
4.1 Reproduction of diffusion coefficient in tfie MC simulation
The diffusion coefficient was found by calculating (r^), where r  is distance the spin travels from
its origin, and plotting as a function of t. Recalling equation Eq.(3.4) the diffusion coefficient is
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given by
A = y ,  (4.1)
and hence is related to the gradient of the diffusion curve, A, by
A  =  (4.2)
The gradient was extracted from the data via linear regression and the diffusion coefficient was 
measured to be, Dt^3T> Bulk =  (2.2632 ±  0.0003) x 10“  ^m2 s-i, in good agreement with the value 
expected from the parameterisation. The diffusion curve is presented in fig 4.1.
4.2 The dipolar correlation functions for 3D bulk water
4.2.1 The intermolecular dipolar correlation function, G*{t), for MC & MD simu­
lated bulk water
The dipolar correlation functions were determined using Eq.(2.13) for the MC and MD 3D bulk 
water systems for all intermolecular spin pairs. The MD is able to produce both the inter and 
intramolecular components of G*{t), whereas the MC can only produce the intermolecular com­
ponent as it only models single spins instead of two spins located on a single molecule of H2O.
The 3D Far-Far correction terms, G^(f),  that accounts for spin pairs with a separation r > d
at i =  0 where d is half the simulation cell size, were also calculated via numerical integration 
of Eq.(3.17a). Additionally an 'ideal' correlation function was obtained via the same integration 
except that the cut-off d was chosen to give G^ fdeai(^ ) — G ^{0) ,  which gave d = 0.189 nm. The 
ideal fluid model demonstrates how G* {t) behaves for an uncorrelated ensemble of spins which 
may pass through each other. Hence G*^ ,^ {^t) provides a useful comparison for the correlation 
functions produced from the MC and MD models, where spins have more interactions with each 
other. All correction terms and ideal solutions were calculated by D. A. Faux.
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The 3D bulk correlation functions generated from MD simulation, 30» and MC simulation, 
G jy  3D, are presented in fig 4.2(a) and fig 4.2(b) respectively. The functions are plotted as gen­
erated from simulation (red line), and with the Far-Far correction term for the 3D bulk MD sim­
ulation (dashed black line). The result of the addition of the correction term to the correlation 
function is also plotted (purple line) along with the result for the ideal fluid (solid black line).
All functions were parametrised to give G^^(O) =  G^ mc(O) — %eal(^) ^ general agreement
between the three models over the full time domain can be seen. Deviations of both the MC 
and MD methods from the ideal fluid model can be explained in terms of the limitations of the 
methods. Both are affected by system size, although the effect is most noticeable in the MD 
data due to the smaller system size. The lack of the FF component of G* (t) due to the system 
size leads to an underestimation of G* {t) at later times. The MC data do not show this because 
the simulation cell was large enough that the contribution from pairs outside of the cut-off was 
negligible throughout the timespan of the simulation. However, the expected long-time power 
law decay, /fit(i) =  At^,  differs from the ideal slightly with Bmc = —1.65 and Bideal =  —1.5, 
measured via fitting /fit in the range 10^-10^ ps. The quality of the fit was was measured in this 
range by calculating the average deviation from the fit of the data and dividing by the value of 
the fit, which gave a 'fit-to-noise' ratio of 0.21.
The MC data also begin to show significant scatter beyond ^ 10  ^ ps, beyond which the value 
of the correlation function is similar in magnitude to the statistical uncertainty in the results. 
The RMS value for the noise in was measured to be 0.18 nm“ ®. This puts a limit on
the determination of G*{t) near zero, which wül restrict the time domain for data reliabUity 
depending on how fast G* {t) decays to zero at long times.
The MD shows excellent agreement with the G*deal(^ ) early times, unlike the MC data which 
shows a significant correlation persistence for t < 50 ps, where Gmc(^) can be double that of 
i^*deal( )^’ indicating that spin pairs remain correlated for longer than predicted for a ideal fluid. 
It is believed this persistence is a consequence of the spin pairs behaving in a more correlated 
manner over short times when their movement is restricted to hops on a discrete lattice.
Intuitively, the FF contribution to the total correlation function varies with time. As the system 
decorrelates, the dipolar interactions become increasingly dominated by spin pairs with a large 
separation and so the FF contribution becomes dominant. For the MD simulation, a t t  < 10 ps
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Figure 4.2: The 3D bulk correlation functions generated from (a) MD simulation, (from J.
S. Bhatt) and (b) MC simulation. The functions are plotted as generated from simulation (dashed 
red line) and with the FF correction added (dashed purple line). Also shown is the Far-Far correc­
tion term for Ggg(f) (dashed black line), and the ideal fluid correlation function, G^g^j(f), (solid
black line) from D. A. Faux.
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the FF contribution is less than 1% of the is ^10% at 45 ps, and begins to exceed
at t > 140 ps. This time corresponds to the time it takes for RMS spin-pair displacement to 
become approximately equal to half the simulation cell dimensions (the near regime cut-off, d); 
^RMs(145ps) % 2.6nm with dMo =  2.48 nm.
This establishes that, for MD simulation of 3D bulk water, determination of the correlation func­
tion can be improved substantially via the addition of the correction term. This also lessens the 
need for a large simulation cell, although it is important to appreciate the relative contribution 
of the correction term to the total correlation function for a given simulation cell size. The ideal 
fluid model used to generate the correction term is an assumption regarding the movement of the 
spin pairs at long times. A plot of the time at which the FF contribution becomes more than 50% 
of the Gjjggj (t) versus the square of the spin-pair cut-off distance, (equal to half the simulation
cell size), is shown in fig 4.3.
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Fig u r e  4.3: The time for which Gpp (f ) makes up more than 50% of the correlation function for 
a ideal fluid Gj^g .^gp,(f) plotted as a function of the spin-pair cut-off distance squared d .^
For the MC simulation, due to the larger cut-off, d =  3.59 nm, the relative contribution of the 
correction term is far less than that in the MD case for all times. In fact, the correlation function
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produced from the MC simulation managed to remain within 10% of the ideal curve, until ^  10  ^
ps where the magnitude of is similar to the statistical uncertainty.
4.2.2 The intramolecular dipolar correlation function, G* (t), for MD simulated bulk 
water
t [ps]
Figure 4.4: The intramolecular, or rotational, spin-pair dipolar auto-correlation function, 
G t^ra( )^> generated from the MD simulation of 3D bulk water (from J. S. Bhatt).
The intramolecular, or rotational, component of the total spin-pair dipolar auto-correlation func­
tion, was generated from the MD simulation by only considering intramolecular spin
pairs in the summation. The spin-pair separation remains effectively constant in this case, and the 
decorrelation occurs as the alignment of the separation vector changes as the molecules tumble 
in the fluid. This function is presented in fig 4.4.
The noise at long times is noticeably different between the rotational component and the trans­
lational components presented earlier. An unavoidable drop in statistical accuracy is associated 
with the generation of due to the drop in the total number of spin pairs included in
the calculation. For the translational component, Gfg^^{t), the number scaled as nspin(^spin — 1)
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compared to only Uspm intramolecular spin pairs included in The RMS deviation from
the mean at long times was measured to be 26.7 nm“ ®. This restricts the time domain for analysis 
of the data to the range 0-20 ps. was fit to an exponential-decay function of the form
in the range 0-20 ps and the rotational correlation time was measured to be = 2.2 
ps, in broad agreement with the literature value of 3 ps'^ '^^ .^
4.3 Evaluation of relaxation times
The intermolecular dipolar correlation functions, G J^d:MD,mc(0» were generated for the 3D bulk 
water systems from the MC and MD models. For the MD data, the FF correction term was added 
allowing for the determination of T\ over the same range of frequency as the MC, namely 100 
MHz-100 GHz. The MC data at long times was fitted to fat{t) = in the range 10^-10^ ps,
and was used to extend the range of where the statistics are reliable by replacing the
noisy MC data beyond 5x10^ ps so that the relaxation rates could be determined at reasonable 
experimental frequencies of about GHz.
GgDiMD MC were Fourier transformed to generate J* (w) following the procedure detailed in sec­
tion 3.4. These transforms were then used to evaluate the spin-lattice relaxation dispersions, 
T i(/) , using Eq.(2.17a). The dispersions are presented in fig 4.5; with the MD (blue line) and MC 
(red line) plotted together for comparison.
The intermolecular spin-lattice relaxation dispersion at low frequencies (^150 MHz) is found 
to be a weak function of frequency. The high-frequency dependence of the relaxation times 
was found to be very close to the expected result for a Lorentzian spectral density function, 
Eq.(2.25); Ti,BPP, Loretnz oc [43,65] compared to Ti;mc oc T i  is approximately constant
below lOGHz, with Ti;mc = 4.7 s, and Ti;md = H.7 s at ^  IGHz. The low-frequency values for 
Ti differ appreciably between the MC and MD simulations. This is a result of the short-time 
persistence in correlation observed in the MC correlation function. The low-frequency value of 
J* (w) is essentially the area under the curve which is overestimated in the MC simulation. This 
in turn leads to an underestimation of the relaxation time.
The relaxation rates for the intramolecular interactions can be determined from the MD simual- 
tion but are harder to determine at low frequencies due to the limited time-scale of the statistical
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reliability of Gj^tra(^)- Gfntra(0  data become unreliable at shorter times than the intermolec­
ular correlation function because the intramolecular spin-pair summation contains less spin pair 
terms. Extrapolating %tra(^) a exponential decay suggests that Ti intra(lGHz) % 10.0 ±  1.0 
s. This suggests a total spin-lattice relaxation rate for the MD simulation of 4.3 ±  0.4 s (using
the relation +  ^üntra) broad agreement with the experimental value of 3.8 s at
300K[^^l
100
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Figure 4.5: The spin-lattice relaxation dispersion generated from the MD (blue line) and MC 
(red line) simulations o f 3D bulk water. Inset is the same plot on a log-log scale.
4.4 Conclusions for 3D bulk water simulations
The simulations of 3D bulk water via the MC and MD techniques have been used to successfully 
determine the spin-pair correlation functions associated with the dipolar interactions. These 
correlation functions have been used to calculate the Ti relaxation dispersion. This simple sys­
tem has allowed for examination of the two simulation techniques and provided insight into their 
strengths and weaknesses. The MC simulation was successfully parametrised to align with the 
molecular configuration and dynamics observed in the MD. The MC system was then simulated 
for a time of order ps compared to ns for the MD simulation. However, limitations with the MC
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method were found in both the short and long time-scales with the correlation function show­
ing significant persistence at short-times and the statistical accuracy of the calculation limiting 
the time-domain for reliable analysis to about 1 ns. It is thought that the short-time persistence 
seen in the MC data is associated with correlated motion of spin pairs occurring when the aver­
age number of attempted hops is low. The persistence occurs until approximately 20 ps which 
corresponds to about 4 actual hops per spin.
The long-time limitation of the reliability of G3Q. j^ ( t )  and restricts the low frequency
limit for the generated relaxation dispersions. The determination of relaxation times at lower fre­
quencies can be estimated via addition of a FF correction term for i^^d ^ sdimcC^ )- Also,
the long-time data can be fitted to reduce the effect of the noise on the Fourier transforms. Using 
a FF correction term to extrapolate G* {t) is, in essence, making assumptions about the behaviour 
of spin pairs at long times, specifically that they behave as an ideal fluid characterised by a diffu­
sion coefficient, D. It is expected that the increased confinement present in all subsequent studies 
looking at water in Q2D pores will result in a slower decay of G* (t) at long times and therefore 
lead to an increased time domain for reliable data available from simulation, reducing the need 
for FF correction terms.
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confinement
5.1 Introduction
An investigation into the impact of confining bulk water into lower dimensions was undertaken. 
A large component of the water measured by NMR in cements is confined in the inter-sheet and 
gel pore regions with pore thicknesses of order nm. The affect of confinement on the correlation 
functions for bulk water was of interest as it will directly effect the NMR relaxation rates measured 
in the system.
A simulation for bulk water in 2D confinement was run using the MC code. Here the system 
comprises of a square lattice. The reduction in degrees of freedom should aid the understanding 
of the shortcomings of the MC model. Of particular interest is the behaviour of the correlation 
function at short times which was noted to deviate from the MD simulation and ideal solutions 
presented for 3D bulk water previously. This deviation is expected to be more pronounced in a 
2D system as motion on a square lattice, which has a coordination number of 4, will be more 
correlated than that on a simple cubic lattice, which has a coordination number of 6. The time 
dependence of the correlation function at long times is a power-law decay, At^,  as with 3D, but 
with a smaller negative value of B zd =  —1 compared with Bgo =  —3/2. This is due to the 
reduction of the dimensionality as seen in Eq.(2.20). The time-domain where the MC provides 
reliable statistics is expected to improve from 3D as the correlation function will remain at a 
magnitude above the statistical uncertainty for a longer time due to the slower decay.
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A  series of simulations of water in Q2D confinement were undertaken with both MC and MD. 
The water in the MD system was confined between facets of alpha-quartz whereas the MC Q2D 
model confines the water between two non-interacting hard-boundary surfaces. The MC and 
MD Q2D models differ fundamentally in that, in the MC model, there are no interactions with the 
crystal surface other than as hard boundaries whereas in the MD simulations, surface interactions 
are present and their effect on the correlation functions should manifest both in the inter- and 
intramolecular components. This difference in system representation was an intentional choice 
made so that the simplest Q2D case could be examined via MC providing the closest comparison 
to the previous 3D and 2D bulk water results, whereas the MD could be used to investigate the 
effect of the surface interactions. In both systems the separation of the surfaces, h, was varied in 
order to observe the trend of increased confinement on the relaxation times in the system. Once 
again, all MD results presented in this chapter were produced by J. S. Bhatt.
5.2 MC results for 2D bulk water
A summary of the simulation parameters for 2D bulk water can be found in table 5.1. To provide 
the best comparison the simulation parameters, b, Tq, and c were set to be identical to the 3D bulk 
water simulation.
Table 5.1: Summary of MC 2D bulk water parameters
2D MC Simulation Parameters Value
Lattice constant, h 0.239 nm
Attempted jump time per spin, Tq 3.13 ps
Lattice concentration, c 0.45
Spin concentration scaling factor, s 4.0
Simulation cell dimensions 606 X 606 : (14.34 x 14.34) nm^
Near-regime cut-off, d 3.59 nm
Number of spins, nspm 800
Total simulation runtime, ttot 0.05 ps
The inter-molecular dipolar autocorrelation function for the 2D bulk water simulation, gD ( )^
(red line) is presented in fig 5.1. The simulation cell has dimensions of (14.34 x 14.34) nm, 
meaning the cut-off distance for Near interactions is much larger than in the previous 3D bulk 
simulations, negating the need for any FF correction term. The solution for the 2D ideal fluid
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Fig u r e  5.1: The 2D spin-pair dipolar autocorrelation functions plotted as a function o f time for 
the MC and ideal fluid models; G'mc,2d(0 line), and (black line, from D. A. Faux).
Also presented are the diffusion curves measured from the 2D MC simulation shown at ps and
ns timescales.
model, GgQ ideal ( )^ (solid black line) and two inset graphs showing the mean squared displacement 
of water molecules as a function of time at different scales are also shown in fig 5.1.
A reduction in magnitude of the correlation function at i =  0 is found when comparing this 
function with those generated from the MC 3D bulk water. This is due to the smaller lattice 
summation resulting from the lower coordination number of a square lattice compared to a simple 
cubic one. It is also observed that decays slower than 3D (4- dhis is expected due
to the restricted geometry; the 2D diffusion propagator decays as instead of for 3D. As 
expected the data remains reliable, in terms of statistical fluctuations, for a greater range of time 
with the correlation function still meaningfully resolved at ^0.05 ps, compared with the value of 
^1 ns found in 3D.
The short time persistence in correlation that was noticed in the 3D bulk water correlation func­
tion is found to also be present and more pronounced in the 2D data. A subsequent series of 
simulations (not presented) was run with decreasing simulation cell size (306x306 and 156x156)
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to investigate if this persistence, and the change in gradient at ^15 ps, were associated with sys­
tem size. However, this feature was found to be present at the same simulation time for all tested 
cell sizes indicating that it derives from the nature of the model itself and not size-effects. Single 
molecule diffusion was found to be consistent across short and long timescales producing similar 
diffusion curves, as shown in the inserts on fig 5.1. The persistence is believed to be associated 
to the discrete site hopping representation of spin-pair diffusion at very short times.
The FF correction term for the 2D simulation (not presented) was generated but found to be 
negligible on the timescale of the simulation; G|p(100 ns) % %(ioo ns)yiooo. This is due to the 
slower decay of the correlation function in 2D.
5.3 MC & MD results for Q2D bulk water
A summary of the simulation parameters for Q2D bulk water can be found in table 5.2. Also a 
schematic for the MC system and a snapshot from the MD system are presented in fig 5.2. As with 
the 3D bulk results in the previous chapter, the MC and MD simulations can only be compared 
with their intermolecular correlation functions and even then comparison is limited due to the 
different treatment of the crystal surface in both.
5.4 The G^mc-q2D, buik(^)  ^function of pore thickness, h
In the previous sections the dipolar correlation functions for bulk water in 3D and 2D have been 
analysed and compared in terms of the confinement of the water molecules. It was observed 
that the long-time dependence of the correlation function changes when the dimensionality is 
reduced in the system. The long-time behaviour of the correlation functions produced via the 
MC simulation show a power-law decay which is expected from an ideal correlationless fluid 
diffusing in three and two dimensions respectively.
The case where bulk water is confined in Q2D between hard boundaries separated by a pore 
thickness, h, and in the absence of surface interactions was then investigated. The aim was to 
understand and explain the functional form of G m c -Q 2D b u lk (^ ) the short and long timescales.
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Fig u r e  5.2: (a) A schematic slice through the x - z  plane of the MC system for Q2D-bulk water. 
The blue region indicates bulk water with equal rates for hops to nearest neighbours in all di­
rections, and the black sites represent the hard-boundaries (non-interacting) of the crystal; hops 
with a destination into the boundary are disallowed by the code, (b) A snapshot from the MD 
simulation of Q2D water confined between (100) facets o f alpha-quartz with a surface separation 
of /i =  1.0 nm. The water molecule are shown as sticks, while the crystal molecules are shown  
as spheres; with yellow for Si, red for O2 and grey for the surface hydroxls (from J. S. Bhatt).
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Table 5.2: Summary of MC and MD Q2D Bulk water parameters
MC Q2D Simulation Parameters Value
Lattice constant, b
Attempted jump time per spin. To
Lattice concentration, c
Spin concentration scaling factor, s
Simulation cell dimensions
Near-regime cut-off, d 
Number of spins, nspm 
Total simulation runtime, ttot
0.239 nm 
3.13 ps 
0.45 
4.0
306 X 306 X h : (7.17 x 7.17) nm^ x h 
h = 3b, 5b, 10b, 17b, 25b
h = 0.72 nm, 1.20 nm, 1.67 nm, 2.39 nm 4.01 nm, 5.98 nm 
3.59 nm
619, 1039,1474, 2054, 5043 
0.05 ps
MD Q2D Simulation Parameters Value
Simulation cell dimensions
Near-regime cut-off, d 
Number of spins, nspm 
Total simulation runtime, ftot
(5.5 X 5.2)nm^ x h 
h = 1.0 nm, 1.5 nm, 2.0 nm, 5.0 nm 
3.78 nm
886,1367, 1797, 4339 
1 ns
which will be affected by the Q2D confinement, and how the behaviour differs from the con­
finement in purely three and two dimensional systems. This should aid in understanding how 
the behaviour of the buUc-phase of water inside Q2D nanopores affects the NMR relaxation rates 
measured in them.
Fig 5.3 presents the intermolecular spin-pair dipolar correlation functions, without FF corrections, 
for different values of h. Also presented for comparison are the 3D bulk water correlation func­
tion obtained from the MC simulation (solid black line) and the expected long-time correlation 
function for 2D, (dashed black line).
Comparing all the curves to the 3D bulk result (solid black line) reveals that on short timescales 
the correlation functions are effectively identical regardless of the value of h indicating that spin 
pairs are behaving as they would have in 3D. An interesting transition then occurs in the be­
haviour of the functions at some later time, where the decay of the correlation functions is spread. 
The functions have been replotted in fig 5.4 on a smaller scale, with the h = 4.01 nm and 5.98 
nm results omitted for clarity as they differed negligibly from 3D bulk water for times before the 
statistics become unreliable.
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Figure 5.3: G^c-Q2D bulk plotted as a function of time for multiple simulations of varying thick­
ness; h = (0.72,1.20,1.67,2.39,4.01,5.98) nm. Also presented are the results from 3D bulk 
(solid black line) and the ideal correlation function for 2D, 2d(0 long times.
A clear departure from the short-time 3D behaviour towards the expected behaviour for the pure 
2D system can be seen. This transition time is a function of h, increasing as the pore gets thicker. 
These 'transition times' are plotted as a function of h in log-log scale in fig 5.5. An apparent 
linear relationship can be seen with a gradient of roughly 2. This is consistent with the intuition 
that the transition time should depend on the square of the distance by which the spin pairs are 
restricted to in the z-direction. The black line shows the average time taken for a spin-pair to 
separate by h in the z-direction based on the diffusion coefficient of the spins. Physically this can 
be interpreted in that spin-pairs do not observe the confinement before their RMS displacement 
of in the z-direction has approached that of h, after which the rate decorrelation decreases due 
to the effect of confinement.
5.5 G'md q2d(^)  ^function of pore thickness, h
Presented in fig 5.6 are the intramolecular, and intermolecular correlation functions generated 
in the Q2D Si02 MD system. Also presented is the result for 3D bulk water (black-line.) The
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Figure 5.4: A reproduction of fig 5.3 with a reduced scale and the results for h =4.01 & 5.18 nm 
omitted for clarity. At this scale the transition of the curves away from that of 3D bulk water
(solid black-line) can be seen.
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Figure 5.5: Estimation of the the transition time from 3D to 2D behaviour plotted as a function 
of Q2D-bulk pore thickness, h. Also plotted is the average time for spin-pairs to separate by a
distance h in the z-direction.
functions are all presented in the absence of any FF correction factor. Both the inter and in­
tramolecular correlation functions show a trend away from bulk with increased confinement,
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Fig u r e  5.6: The intermolecular and intramolecular correlation functions generated from the MD 
simulation of Q2D water in a SiÛ2 pore system with varying thickness (from J. S. Bhatt); 1.0 nm 
(open square), 2.0 nm (open circle), 5.0 nm (open triangle). Also presented are the corresponding 
components measured in the 3D bulk water (solid black line) and the ideal long time correlation 
function behaviour for 2D bulk water (dashed black line).
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with G* {t) decaying slower as the pore size decreases. In other words the confinement increases 
both correlation times for the system. The surface interactions with the water in the MD sim­
ulation causes structuring, which restricts both translational and rotational motion. Due to the 
shorter timescale of the MD simulations, no transition is observed from 3D to 2D behaviour.
5.6 Spin-lattice relaxation data for MD Q2D systems
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Figure 5.7: The T \ relaxation times generated for (a) the intermolecular and (b) the intramolecu­
lar spin-pair interactions in the Q2D MD systems with varying pore thickness h (from J. S. Bhatt).
Also presented for comparison are the results from the MC and MD 3D bulk water systems.
Presented in fig 5.7 are the spin-lattice relaxation dispersions for the series of MD Q2D sys­
tems. The results from h =  1.5 nm are omitted for clarity and the results for 3D bulk water for 
MD and MC are included for comparison. For all pore sizes, the relaxation times are shortened 
from the times measured in bulk, a reflection of the increased correlation of the system result­
ing from the Q2D confinement and surface interactions. Due to the longer rotational correlation 
in Q2D, intramolecular relaxation times could be evaluated over the same frequency range as 
the intermolecular correlation functions. For both the inter and intramolecular interactions the 
spin-lattice relaxation dispersions converge for high frequencies, /  >  10 GHz. A splitting of
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the dispersions is seen at frequencies lower than this with Ti decreasing with pore thickness 
h. This results from the increase of the correlation time associated with the reduction in pore 
size. The spin-lattice relaxation times measured in Q2D were higher than those in 3D bulk for all 
frequencies.
5.7 Conclusions for 2D and Q2D bulk water simulations
The effect of 2D and Q2D nano-porous confinement on the bulk water relaxation properties for 
MC and MD simulated water was investigated. For the case of pure 2D bulk water in the MC 
system, the expected reduction in the decay of G* (t) associated with the confinement is observed. 
As a result, the time-domain for the reliability of the data is increased. When water is confined 
in Q2D between hard-boundaries separated by h, a transition of behaviour of the correlation 
functions between 3D at short-times and 2D at longer times is found. This transition time was 
measured and found to be consistent with the time taken for spin-pairs to sample the confinement 
of the system. With the long-time behaviour obeying that of a 2D system, the time-domain 
that can be analysed using the MC data was found to be almost 0.01 ps for the smallest pore 
width, h = 0.7 nm, an improvement upon 3D bulk results presented earlier. Also, the need for 
FF correction terms in Q2D is reduced due to the increased reliability of statistics. Although 
the effect of increasing confinement was observed in the correlation functions, the associated 
relaxation dispersions (not presented) were found to be independent of h. This is because the 
difference of the Fourier transforms for each varies negligibly as the divergence of the correlation 
functions is only apparent at long times, where the area under the curve is vanishingly small.
For the MD Q2D Si02 pore system, the variation of the inter and intra molecular components of 
Ti with pore thickness, h were studied. The presence of the Si02 surfaces affects the configura­
tion, orientation, and dynamics of the water. Due to the time-domain constraints associated with 
the MD technique, only the high frequency dependence of the relaxation times can be accessed.
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6. Incorporating surface-adsorbed layers 
of water into the MC model
6.1 The Korb model
The model devised by Korb and co-workers currently provides the most successful fit of 
experimental data of NMR relaxation of water inside cements. A uniform correlationless fluid 
containing I  spins undergoes 2D diffusion on the crystal surface. On this surface (in plane with 
the I  spins) is an areal density of static S  spins, (7$, which represent Fe^ "*" ions embedded in the 
crystal surface. The distance of closest approach between I  and S  spins is 5. The motion of 
the I  spins is defined by two parameters, a surface diffusion correlation time, Tm, and a surface 
residency time, Tg. Tm is the time for a hop of length 5 along the surface, and Tg is the time for 
the number of surface spins still residing on the surface (given they were there at f =  0) to drop
by a factor e“ .^ The ratio —  is then the average number of hops along the surface I  spins make
Ts
before desorbing into bulk. A schematic of the the Korb model is presented in fig 6.1
A requirement for this model is that spin-pair contributions between I  and S  spins are omitted 
from the calculation after the I  spin has desorbed from the surface. This is required in order 
to solve for the spectral density from this model analytically because the pure 2D diffusion of I  
spins in-plane with S  leads to a dependence of at long times, which is impossible to
Fourier transform analytically. The desorption allows the introduction of a factor where
Tg is the desorption correlation time, which makes it possible to Fourier transform G* {t) to obtain 
J*{üü). The omission of spin-pair contributions can be justified physically as these contributions 
are expected to decorrelate very quickly in bulk, meaning their contributions become negligible.
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Figure 6.1: Schematic representation of the Korb model, I  spins (HgO) perform a 2D random 
walk on the surface with a characteristic hop-time, Tm, in the vicinity of fixed paramagnetic 
S spins (Fe^+ ions), and desorb from the surface with a characteristic time Tg. The distance of 
closest approach between the I  and S spins is Ô, and the areal density of S  spins on the surface
is as.
However, this also means that the model excludes the possibility of a desorbed spin returning to 
a surface.
The spectral density obtained from the Korb model, for the I-S  interaction of surface adsorbed 
water molecules, at high-frequency is^ ^^ ^
-  2Ô1Ï" ”
1 + 2_2
(6 .1)
Eq.(6.1) was fit to the frequency dependence of T ijs  measured experimentally in a hydrated 
nrortar^^^ returning Tm ~  1.3 ns for the sample after hydration. This fit also invokes the biphasic 
fast-exchange model, which incorporates the contribution to the relaxation from the bulk water 
via a weighted average with the surface rate. The weighting depends on the spin populations in 
the bulk and surface, and can be expressed in terms of the pore surface area to volume ratio, S /V  
as
(6.2)
where e is the thickness of the surface layer of water.
The fit of Eq.(6.1) to experiment also assumes that Tg Z$> Tm which simplifies the equation but also 
means Tg can not be recovered from the fit. Tg was calculated from the T2 /T 1 ratio using data 
from experiments in hydrated cement pastes and was found to be Tg % 13 ps. The ratio T2 /T 1
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can be thought of as a ratio of the molecular motions at low-frequency and at the experimental 
frequency, and is often used in the investigation and characterisation of fluid dynamics in porous 
media
Although the fit of the Korb model to experiment was successful, the returned values of Tm and Ts 
have been hard to justify given that they imply that surface spins perform roughly 10,000 surface 
hops before desorbing, meaning lateral motion is seemingly unrestricted whilst motion off the 
surface is hindered. The large value of Tg is also very slow from the perspective of invoking 
the fast-exchange model which is required to explain the observed spin-spin relaxation time in 
cements, T2; obs, which is of order 100 ps.
The Korb model also neglects all I - I  spin-pair interactions; surface-surface, bulk-bulk, and surface- 
bulk. Again this is physically justifiable because 75  =  658 .217/, meaning the I - S  spin-pair in­
teraction dominates at least for small pores. This argument is less valid in synthetic materials, 
such as synthetic C-S-H where as is very low. The I - I  interaction component to the relaxation 
times for bulk water may be included later as a frequency-independent contribution when fitting 
the Korb model to experimental data^^^ .^
6.2 Lattice representation o f a C-S-H planar pore
The MC lattice model was adapted from the Q2D-bulk model to include two layers of slow 2D 
surface diffusion adjacent to the two hard boundaries. In between the surface layers is a Q2D 
bulk region as illustrated in fig 3.1. The lattice sites in the hard boundaries are populated with 
fixed S  spins, which represent Fe^ "** impurities. To increase statistics the hard boundaries were 
fully populated where the appropriate surface density, a$, can be scaled later in the calculations. 
This model resembles that of Korb's, where the key differences are that;
(i) the surface spins are displaced one lattice unit in the z-direction to the fixed Fe^ "^  (whereas 
the Korb model considers them both in the same plane),
(ii) as the spins desorb from the surface they are still considered in the following calculations.
A schematic slice of the lattice representation is shown in fig 6.2. This slice shows the system in 
the x-z plane, note periodic boundaries apply also in the y direction.
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Figure 6.2: A slice taken through the structure of the model of a C-S-Fl slab pore. A bulk region 
lies in between two surface planes separated by a distance, d. These surface layers are in turn 
between two hard boundaries. Periodic boundaries are present in the x and y directions. Spins
execute hops in the resulting Q2D grid.
6.3 Re-parameterisation of MC model
The MC parameters were changed from the previous values used to simulate 3D, 2D, and Q2D 
bulk water. The bulk MC particle concentration, Cbuik> was increased to 0.45 for bulk water and 
the lattice spacing was reduced to 0.189 nm. This meant that the spin concentration scaling 
factor s was reduced to 0.49 to maintain the spin density Ny = 66.6 spins/nm^, and the bulk- 
to-bulk attempted hop time was decreased to 1.23 ps to maintain Dbuik =  0.0022 nm2 s-i. The 
consequence of these new parameters is that the system was more finely discretised both spatially 
and temporally. These new parameters should improve the accuracy of the representation of the 
Q2D + surface pore system with pore thicknesses of order 1 nm being represented by ^10 layers 
of lattice.
It was also considered that the previous lattice spacing, which was set to that of the equilibrium 
separation of water molecules, ignored important short range interactions as it implies that the 
radial density function, g{r), is zero for r  <  0.239nm. In reality molecules come closer to each 
other and due to the extreme r-dependence of G* (t) this lower limit on r  was concerning. The 
new value for the lattice spacing was chosen as it is the required cut-off to give agreement between 
the MD and ideal fluid model at t =  0 (G'fdeai(*^ ) ^  ^md(O))-
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Another concern with the previous parameters was the spin scaling factor, s. Initially our con­
cerns were with the system size, as a consequence the lattice size was increased and the concen­
tration decreased to keep the ensemble size reasonable. This led to the need for the spin concen­
tration to be scaled by a factor of four, effectively placing four spins on each MC molecule. It 
is possible that this large spin scaling was problematic. Previously it was noted that the corre­
lation functions produced via the MC simulation showed a significant persistence in correlation 
at short times. It was suspected that this might be due to spin pair correlation effects due to the 
lattice representation of the system. Whilst this seems plausible, no significant manifestation 
of correlated motion at short times was found when investigating the relative diffusion of spin 
pairs, even at high concentrations. However, bulk( )^ pi’oduced using the new parameters 
gave much better agreement to the MD and ideal functions, see fig 6.3, where the persistence 
of Gmc(^) is no longer apparent. It is now believed that the short-time persistence effect was 
actually a result of over discretisation of the system coupled with the large spin scaling.
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Figure 6.3: Comparison of the 3D bulk correlation functions for MC (blue line) and MD (red 
line, from J. S. Bhatt) with the new MC parameters: Cbuik =  0.45, b — 0.189 nm, tbb =  1.23 ps
and s = 0.49.
These simulations also introduced a new spin environment, the surface, and this environment 
also required parameterising. The lattice constant, b, and spin scaling factor, s, are fixed from the 
bulk parameters. The free parameters are the concentration on the surface, Cg, and the attempted
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surface-surface hop time, rss- This allows for free choice over the surface diffusion coefficient, 
Dsurf, and surface spin-density, Ny.^ smf-
These parameters can be explored using MD simulations. This starts by producing axial density 
profiles, achieved by dividing the system up into slices along one axis and then averaging the 
number of molecules in those slices over numerous time-origins. By choosing the axis normal to 
the crystal surface the effect of the interactions between the water and surface can be explored. 
The axial density profile for the Si02 MD system is shown in fig 6.4.
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Figure 6.4: Axial density profile for axis normal to the Si02 crystal surface, generated from the 
MD simulation. The hydrogen and oxygen components are plotted for the water-molecules (W) 
and fixed hydroxl groups(OH) (from J. S. Bhatt).
Clear evidence of structured water can be seen in fig 6.4, where the flat bulk region of water in 
the middle of the system is flanked by two peaks of higher concentration on either side. These 
peaks correspond to surface-adsorbed layers. Although the concentration of atoms is greater at 
the surface, the density obtained via integration over fixed areas remains similar to that of the 
bulk water. The structural difference of the surface-adsorbed water is that many more atoms 
are found in a thin layer with sparse regions on either side. The surface diffusion coefficient 
for water adsorbed to silica surfaces has been quoted in l i t e r a t u r e a s  ^  1 x 10“ ^^  ms-2.
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This value was also supported via investigation of the mean-squared-displacements of surface 
adsorbed molecules in the MD SiOg model (not presented), which were identified using the axial 
density plots.
The surface concentration of the MC simulations was set to approximately twice that of bulk; 
Cg =  0.96, and the attempted hop-time for surface to surface hops was set to 17.34 ps, chosen to 
give Dsurf =  1 X 10“ ^^  m2 s-i.
6.4 Varying surface residency time, Tg
The surface residency time of spins on the surface was varied in a set of six simulations. This 
also meant that the bulk to surface hopping rate, % s, was varied to maintain equilibrium in 
accordance with Eq.(3.14). Equivalently the rate of exchange between surface and bulk varies 
across the set of simulations. It was decided to set the fastest exchange level by setting equal 
rates of a bulk to bulk hop as a bulk to surface hop, R^s = R bb> meaning that a surface adjacent 
spin would have an equal probability of attempting a jump onto the surface as it would to travel 
to a neighbouring bulk site. This rate was then decreased to give a range of residency times such 
that the dependence of the relaxation data on the surface residency time could be explored. The 
upper limit on residency time was to be of order ps, which matches values suggested from the 
Korb-model.
The residency times were calculated from the coordinates by counting the spins on the surface 
at  ^=  0 and plotting the number still on the surface later as a function of time. These data were 
then fit to an exponential decay function, , to yield the surface residency time, T g. The
data for these are shown in fig 6.5.
The measured rates agree with the relation between the input rates and the residency time mea­
sured from the MC simulation estimated by constructing an expected rate line for the system. 
This is achieved by considering the structure of the model, the surface and bulk concentrations, 
and the rates for all events. From the expected rate line the probability that a surface to bulk hop 
is made per hop cycle, Psb, can be estimated by comparing the relative lengths of SB hops to all 
others in the system and then adjusting by the fraction of hops which fail due to site blocking.
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Fig u r e  6.5: log-log plot o f the number o f initial surface spins stiU residing on the surface as a 
function o f t for the series of simulations, also included are the fits o f the data to (black
lines). The residency times were found to be: Tg = (a) 0.5 ns (dark red circles) (b) 3.8 ns (blue 
circles) (c) 18.5 ns (red circles) (d) 54.5 ns (green circles) (a) 178.2 ns (purple circles). Not presented 
is the decay curve for the slowest exchanging system, which decays negligibly over the time- 
domain o f the simulation. The value of Tg was estimated from the rates o f this simulation to be
over 60 |is.
Psb  = . (1 -  e,), (6.3)
where ngurf is the average number of surface-adsorbed water molecules, and R  is the total length 
of the rate line.
The number of molecules adsorbed to the crystal surface, Ns{i), for a given MC hop cycle, i, is 
then related to the number for the next cycle, A^ s(* +  1), by
N s { i  +  1) =  N s { i )  • Psb- 
The number of cycles, idecay, for A^ s(O) to reduce to ^s(0)/e is then
(6.4)
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^decay —
- 1
In(PsB)
(6.5)
This is a useful expression for estimating the residency time for the given input rates and system 
configuration. However, it does not consider the re-adsorbtion probabilities which are highly 
correlated with the previous SB hop due to the vacancy it leaves behind.
A summary of the simulation parameters for the Q2D + surface simulations with varying resi­
dency time can be found in table.(6.1).
Table 6.1: Summary of MC and MD Q2D + surface parameters
MC Q2D + surface Simulation Parameters Value
Lattice constant, b 0.189 nm
Attempted/Actual Bulk-Bulk hop time per spin, TgB/TBg-act 1.23 ps / 2.23 ps
Attempted/Actual Surface-Surface hop time per spin, TsslTBB-act 17.34 ps / 433.5 ps
Bulk lattice concentration, Cb 0.45
Surface lattice concentration, Cg 0.96
Spin concentration scaling factor, s 0.49
Physical cell dimensions; 3.78 nm x 3.78 nm x 1.89 nm
Near-regime cut-off, d 1.89 nm
Number of spins, nspm % 2200
Surface residency time, Tg (a) 0.5 ns (b) 3.8 ns (c) 18.5 ns
(d) 54.5 ns (e) 178.2 ns (f) 60+ ps
Total simulation runtime, ttot 0.5 ps
6.5 Reproduction of Dbuik and Dsurf-
The mean squared displacements for spins originating in the bulk and surface regions of the 
system were calculated and are presented in Fig 6.6. From these curves linear regression fits 
were made, and the diffusion coefficients were found to be Dbuik =  2.31 x 10~^ m2 s - i and 
Dsurf =  9.17 X 10“ ^^  m2 s -i, where 3D diffusion i{r^) oc (6^)“ )^ was assumed in bulk, and 2D 
((r^) oc on the surface. These values are in agreement with the values expected from the
parameterisation and prove that the implementation of the rate line to produce multiple diffusion 
coefficients is working.
83
Incorporating surface-adsorbed water 6.5. Reproduction o/Db^ik and Dsurf-
Bulk Surface
6000
5000
4000
1
3000
2000
1000
0 200000 400000
10
0
0 200000 400000
f [ps] l[p s ]
F i g u r e  6.6: The mean squared displacements for spins in the bulk and surface regions o f the
simulation as a function of time.
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6.6 relaxation rates for Q2D pore + surface model.
In general terms there are two types of dipolar interactions which cause relaxation in this 
system; I - I  spin interactions between hydrogen nuclei and I - S  interactions between the mobile 
hydrogen nuclei and the electronic spins associated with the Fe "^ .^ In cements literature the latter 
is usually only considered due to the large gyromagnetic ratio for S  spins. However, with the 
increase of the production of synthetic C-S-H 71,72]^  future NMR relaxation studies of water 
dynamics in C-S-H could have negligible paramagnetic contributions to the relaxation, in which 
case the I - I  interaction would be the only available relaxation mechanism. The details of the 
I - I  interaction may also be of interest for any porous media containing planar pores with no 
paramagnetic impurities.
The different types of spin-pair classes must be identified for this Q2D pore + surface model. For 
the I - I  interaction there are the intra and intermolecular components, or G*ot( )^ ^nd Gfrans( )^* 
before, the MC simulations only consider the translational component. The rotational component 
of G*{t) for the Si02 MD system was presented earlier in fig 5.6, and Bhatt et al.^ ^^  ^ presents 
more results on the translational and rotational components for water inside an anomalous 11 A 
tobermorite MD model.
For the intermolecular components there are four distinct classes of spin-pairs, leading to four 
separate correlation function components; Ggg, Ggg, Ggg, Ggg, where G^y corresponds to a spin 
in region 'X' paired to all (other) spins in region 'Y'. Explicitly, the actual relaxation rates for spins 
in the bulk or surface regions will be associated with the correlation functions;
^bulk(^) — ^ bbW +  ^Bs(^) (6.6a)
and
G;„rf(i) =  Gs*s(t) +  G|B(i)- (6.6b)
Eqs.(6.6a, b) are the corresponding expressions, in terms of the dipolar correlation functions, of 
the averaging expression for relaxation rates
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+  — , (6.7a)
^l:bulk T i : m  ?1:BS '
= + 7 ^ '  (6.7b)
7l:surf 7i:SS i  1:SB
^bulk ^snvf the correlation functions which include the full ensemble average of all 
homonuclear interactions for spins in the bulk and surface regions respectively. Although 
and are both homonuclear correlation functions, it would be incorrect to combine them into 
a total correlation function, because the bulk and surface regions must be treated as sepa­
rate spin ensembles as the magnetic environment differs between them. Hence, in the absence of 
exchange between surface and bulk, the separate ensembles will have different relaxation rates 
associated with them.
However, it is informative to keep the individual G*{t) components of BB, BS, SB, SS separate 
for analysis. Hence, for the I - I  interaction, there are six sets of four components (one for each 
residency time), each with an associated G*(t), J*{f),  and relaxation times T i( /)  and T2(/) .
For the interaction between hydrogen protons and the electronic spins associated with the Fe^ "^  
ions, I-S,  there are two components; Gb-Fc ^s-Fe’ which are generated by pairing every 
bulk/surface spin to Fe^+ spins in the crystal.
An important convention used in the definition of the correlation functions presented here is 
that the spin-pair class is identified at t  = 0 and all contributions are included in the calculation 
of G* {t) regardless of where the spin pairs reside at later times. This is in contrast to the Korb 
model which does not include contributions to the I - S  interaction of surface water molecules 
after they have desorbed from the pore surface.
6.7 I - I  Interaction of water in the surface and bulk phase
I - I  correlation functions, for BB spin pairs, (7bb(0
The most straightforward correlation function to compare with previous results is Gbb(^) • The 
plots of the correlation functions, G^^{t), and corresponding spectral densities, Jb b (/)’ ibr the
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series; (a) Tg = 0.5 ns, (b) Tg =  3.8 ns, (c) Tg =  18.5 ns, (d) Tg =  54.5 ns, (e) Tg =  178.2 ns, (f) Tg =  
60+ ps, can be found in fig 6.7 and fig 6.8.
Included on all following plots for reference are dashed lines corresponding to characteristic times 
for the system;
(i) the actual BB hop time, TBB-act = 2.23 ps (green line). Only included on plots when one or 
both spins in the spin-pair summation originates from the bulk.
(ii) the actual SS hop time, Tss-act = 433 ps (black line). Only included on plots when one or both 
spins in the spin-pair summation originates from the surface.
(iii) the mean time taken for a pair of spins to diffuse across the thickness of the pore (where the 
pore thickness does not include the two surface layers), = 0.26 ns (blue line).
(iv) the surface residence time, Tg (red line), which varies across the set.
(v) the average time taken for a spin to desorb and subsequently re-adsorb, fgtep =  Tg -f tads> 
where fads is the adsorption time (dark-red line).
The average time it takes for a surface adsorption to occur, fads, was estimated by considering the 
equilibrium condition that for every surface spin that desorbs it is replaced by one in the bulk; 
fads =  b^uik/jV;urf Tg, where iVbuik and Ngurf are the populations in the bulk/surface. This expression 
for the absorption time is an approximation ignoring the correlated resorption of surface spins 
which have previously desorbed leaving a vacancy, but it serves as a guideline to describe the 
behaviour of the correlation functions later.
The results presented in fig 6.7 agree with those presented earlier for the simpler Q2D pure bulk 
system, see fig 5.3. The correlation functions, C7bb( )^’ decay as they would in 3D until such time 
that the mean displacement between spin pairs has approached that of the pore thickness, at 
which point the behaviour transitions from 3D to 2D. This change of behaviour is expressed in 
the change of slope in G bb seen at the blue line. As the pore thickness is constant across the set 
(a)-(f) all G b b (^) i^"e seen to behave in the same manner.
The behaviour of G |b (f) is found to be independent of Tg as the time taken to cross the pore is 
much shorter than characteristic times relating to the interactions with the surface. The shortest
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adsorption time is found to be fads =  0.93 ns, over four times longer than t.^. Hence, so long as 
fabs is shorter than f. -^, the interactions between bulk and surface will have will have no effect on 
the relaxation dispersions for bulk spins.
As the correlation functions, Ggg(f), do not vary with residence time they were averaged over 
the series of simulations (a)-(f) to reduce the statistical noise. A least squares regression fit was 
performed on the average for a power-law decay function, /fit(f) =  A t^, over the range
f % 10^-10^ ps, chosen as it was far away from the transition point whilst still in a region of 
reliable statistics. The fit returned the values A = 927.1 nm“ ® and B  = —0.86, the latter being 
close to the value of —1 expected for 2D diffusion.
I - I  correlation functions, for BS and SB spin-pairs, Ggg(f) and Ggg(f)
The other component responsible for the I - I  relaxation rate in bulk is the interactions of the bulk 
spins with spins on the surface, i.e. BS spin pairs. The plots Ggg(f); (a) Tg =  0.5 ns, (b) Tg =  3.8 
ns, (c) Tg =  18.5 ns, (d) Tg =  54.5 ns, (e) Tg =  178.2 ns, (f) Tg =  60+ ps, can be found in fig 6.9.The 
correlation functions for SB spin pairs are also discussed in this section and are shown in fig 6.10. 
The functional forms of Ggg and Ggg are identical as expected because the computation involves 
identical spin-pair contributions (the i and j  terms are swapped in Eq.(2.13)). The magnitudes 
differ due to the differing number of spins in the bulk and surface phases, which means that the 
ensemble average over the spin pairs is scaled by a different number of spins. For this reason 
both sets of correlation functions, Ggg and Ggg, are discussed in this section.
Ggg(O) is about one order of magnitude smaller than (7gg(0) which is a result of the larger mean 
separation of BS spin pairs compared to BB pairs. Ggg (0) is approximately twice the magnitude of 
Ggg(O) resulting from approximately twice the number of bulk spins considered in the ensemble 
average versus surface spins. G^^{t) and Ggg(^) shows rapid decorrelation where the function 
can become negative. The time where the function drops sharply is seen to have some dependence 
on the residency time, Tg (red line), as shown in fig 6.9. G*{t) can only be negative due to the 
angular arguments in Eq.(2.13). Examination of Eq.(2.13) indicates the correlation function goes 
negative if the angle between the separation vectors at f =  0 and some later time is in the range of 
^55-125 degrees. The initial separation vectors between bulk and surface spins can be thought 
of as approximately parallel with the normal to the pore surface. This approximation is valid
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when considering the dominant contributions to and which are the nearest spin
pairs, those which are one lattice unit adjacent to each other. Hence there are two mechanisms 
by which the spin-pair separation vectors can have an angle between them that is in the range 
55-125 degrees; bulk spins diffusing far away from surface spins which are comparatively slow- 
diffusing in the x-y-plane, or via surface desorption. It is believed that a combination of both of 
these mechanisms play a role in the rapid decorrelation of G^^{t) and Ggg(f).
I - I  relaxation rates, i^ubuik and i?2:buik, for the bulk phase
Plots for the spectral density functions for BB spin pairs, Jb b (/)’ can be found in fig 6.8 and the 
relaxation rates, i^ Rbuik and i?2:bulk, for the bulk water, evaluated using the correlation function 
from Eq.(6.6a) and Eq.(6.6b), are presented in fig 6.11 and fig 6.12. The characteristic times 
included in the previous plots (e.g. fig 6.9) have been converted to the associated frequencies (and 
use the same colour scheme), etc. The relaxation rate data remain statistically reliable
for a frequency-range of '^lO MHz-1000 GHz, which compares weU to experimental frequencies 
which typically fall in the range 1-100 MHz. Lower frequency values of J*{f )  can be estimated 
by fitting the long-time dependence of G*{t). The data is presented here in the absence of fitting 
so that the statistical reliability of the simulation over the frequency domain can be seen.
The bulk relaxation rates, i?i;bulk and %:bulk, at high-frequencies (above 500 MHz) are found to 
behave similarly regardless of the residence time, Tg. The low frequency behaviour of i^ubulk and 
-^2:bulk varies between with the different values of Tg which is due to the aforementioned rapid 
decay to negative values of Ggs(^) which affects the determination of the spectral densities at 
low frequency.
The relaxation times, Ti;buik and T2;buik, at low frequency (^  10 MHz) were found to be approxi­
mately 8 s for all values of Tg. This value corresponds well with the expectation that the Q2D-bulk 
relaxation rate will be similar to that in 3D bulk water (^^10 s for intermolecular interactions) but 
reduced due to the confinement.
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I - I  correlation functions, for SS spin pairs, Ggg(t)
The correlation of surface spins to other surface spins was explored. These spins are more highly 
concentrated than those in bulk and perform much slower 2D diffusion across the pore surface. 
Both of these factors are expected to lead to enhanced I - I  relaxation rates. The surface spins 
may desorb from the surface making excursions into the bulk, where fast Q2D diffusion occurs. 
After some time in the bulk these spins may resorb to the surface at a location such that the mean 
squared displacement for the spin is greater than that expected from pure 2D surface walks alone. 
This desorption/bulk excursion/resorption cycle is described by a Levy walk^ ^^ ^^  and is referred 
to as bulk mediated surface diffusion [BMSD]
The SS spin-pair correlation functions for the series of simulations of varying surface residency 
time are presented in fig 6.13.
A clear variation in the function form of Ggg over the entire time domain can be seen as the 
surface residency time increases. For the shortest surface residency time, (a), the correlation 
function behaves in a manner qualitatively similar to those seen for the BB components. The 
surface residency time in this case is comparable to the surface hopping time, so the surface spins 
remain in the vicinity of their origin until they desorb into the bulk and decorrelate quickly. At 
a time later, which is approximately tstep> the correlation function shows a distinct transition of 
slope. A least-squares fit of f^t{t) = A t^  to at long t returned the values A = 9737.2
nm~® and B  = —0.91, again close to the expected decay associated with 2D diffusion. This fit 
could not be reliably performed on the rest of the series (b)-(f). However visual inspection of the 
functions suggest that the other correlation functions will follow the same long-t behaviour.
The transition to 2D behaviour of Ggg appears to be dependent on the spin being resorbed onto 
the surface and not on the time taken to cross the pore, as seen previously with the C?mc,Q2D ( )^ 
and Ggg (t) . This is evidenced by the trend of this transition point with increasing BMSD step 
time, fgtep, seen across the series of simulations. In other words, the long time 2D behaviour of 
SS spin pairs is governed by BMSD cycles, and only related to the pore thickness insomuch as 
the size of the bulk region affects the readsorbtion time.
The correlation function Ggg(^) can be split into three regions;
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1. short-time 2D behaviour of spins performing 2D walks across the surface,
2. fast decorrelation after desorption from the surface into bulk,
3. long-time 2D behaviour governed by BMSD cycles.
Regions (1) and (2), are only resolved as separate regions if the surface residency time, Tg(red line), 
is sufficiently larger than the SS actual hopping time, Tss-act(black line), which can be seen in plots 
(c)-(e) where the red line clearly coincides with the transition between 2D surface walk behaviour 
and the rapid desorption in bulk. This is due simply to the rapid desorption interrupting the slow 
2D surface walks before their effect can manifest in Ggg. These three regions are summarised in 
fig 6.14 which shows Ggg(^) for Tg = 54.5 ns, with additional lines added showing the regions (1) 
and (3).
I - I  relaxation rates, i?i:surf and i?2:surf for the surface phase
As with the bulk, the surface contributions to the correlation function, Ggg and Ggg, were added 
to give Ggurf which was subsequently Fourier transformed and the surface relaxation rates cal­
culated. The spectral densities, J*^^(f), are presented in fig 6.15 and the relaxation rates, Ri-.suif 
and i?2:surf. are presented in fig 6.16 and fig 6.17.
A trend in the functional form of with increasing Tg is apparent. At low frequencies
Jg* r^f(/) plateaus, the frequency at which this occurs is roughly /step =  t^ep- Tho desorption 
of surface molecules has the effect of convoluting the correlation function, with an ex­
ponential decay, where the correlation time is Tc =  Tg. Hence the spectral densities
behave similarly to the Lorentzian functions discussed in section (2.2.3), where the correlation 
time directly affects the low-frequency value and the position of the cut-off where J* ( /)  decays 
to zero. As Tg varies across the series, so too does the magnitude of J^rf(Zstep) where it plateaus. 
This in turn leads to a trend of the relaxation rates, i7i;surf and i?2:surf> with residency time, Tg, 
where the ^  5 MHz value for Ri-.smf is found to be: (a) 9.2 s -i, (b) 29.1 s -i, (c) 58.8 s -i, (c) 74.6 
s-i, (d) 75.8 s -i, (e) 75.2 s-i. The values for (c)-(e) differ only slightly because the function has 
not completely plateaued at the lowest frequencies available. The same trend can be seen for the 
-R2:surf(5 MHz), where at low frequencies the ratio ? 2:surf/^:surf ~  1-
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(l): 2D Surface 
\  walk
(2); Rapid d ecorrelation  
in Q2D bulkI
to
(3): 2D BMSD 
S t e p
10"^
10^
t[ps]
F ig u r e  6.14: G gg(t) for  Tg =  54.5 ns, in c lu d ed  o n  th e  graph are tw o  s lo p es  o f  w h ic h  illu strate  
th e  2D beh a v io u r  in  reg io n s (1) and (2), w h ic h  or ig in a te  from  (1): 2D surface w a lk s, and  (2):
BMSD steps.
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6.8 Interaction of bulk/surface water with stationary Fe^ .^
It is known that the dominant NMR relaxation mechanism for spins confined in many porous sil­
icates is paramagnetic interactions with iron impurities which have replaced silicon atoms inside 
the crystal structure. The interactions between the water spins, I,  and fixed S  spins embedded 
in the crystal surface were explored. The S  spins correspond to the Fe^ "^  impurities known to 
be present to some degree in cements of all types. This information is exploited in the interpre­
tation of the observed relaxation rates in cements. The analysis assumes biphasic fast exchange 
between the surface and bulk phases which leads to one averaged relaxation rate
/b u lk  _ ( 6 . 8 )
l^:obs l^:bulk ^:surf
where /b u lk /su r f are the volume fractions of the bulk and surface water, T ^ b u lk /su rf are the spin- 
lattice relaxation times for bulk and surface water in the absence of exchange between them, and 
is the observed spin-Iattice relaxation rate. With the presence of Fe^ "^  in the crystal surface 
the surface relaxation rate becomes much higher than that of the bulk due to the much stronger 
interaction between I  and S  spins compared to I  and I.  In the case where Fe^ "^  impurities are 
present Eq.(6.8) simplifies to
(6.9)
Tl:ohs ^  ^:surf
Where e is the thickenss of the surface layer and Sp/Vp is the pore surface to volume ratio.
Eq.(6.9) allows the surface to volume ratio of cement pores to be measured indirectly via NMR 
relaxation experiments. Where the surface relaxation rate is evaluated using the Korb
model.
The exact quantity and distribution of Fe^ "^  in the C-S-H nanostructure is still a topic of de­
bate. Values of the areal surface density of iron range over 3 orders of magnitude in the litera­
ture from about 10^  ^ to 10^  ^Fe^+/cm2. A key difference in how the MC model presented
here differs from the Korb model is that the MC model displaces the 2D surface layer of water 
from the Fe3+ spins by one lattice unit. This should provide a more accurate representation of
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dynamics between water and iron spins because the water forms a structured layer at a fixed 
distance above the crystal surface,
I-S  correlation functions
There are two classes of I-S  interaction in the MC model, bulk-Fe [B-Fe] and surface-Fe [S-Fe]. As 
mentioned previously, the Korb model only produces the S-Fe component for the I-S  interaction. 
However, the MC simulation can produce both and hence, both are presented here.
The correlation functions for the I-S  spin pairs were evaluated. To do this, the hard boundaries 
were fully populated with Fe spins. This ensures that the statistics are as good as possible but also 
means that the surface density is highly overestimated. The correlation functions are therefore 
scaled so that they correspond with the literature value of the areal surface density, as % 10^  ^
cm-2 [15]. The correlation functions for B-Fe and S-Fe are presented in fig 6.18 and fig 6.19.
The correlation functions for B-Fe spin pairs, are independent of the surface residency
time at short-times, t < to(blue line). At long-times there is evidence of a persistence of the 
correlation function as a function of residency time, Tg (red line). This is due to the associated 
change in adsorbtion time which is necessary to maintain equilibrium between the surface and 
bulk phases when the desorption time is varied. The functional dependence will be non linear as 
increasing the exchange rate from zero will increase the time bulk spins remain correlated to iron 
spins, as the average time spent on the surface of the surface will be increased. As the exchange 
rate is increased further the time on the surface compared to bulk will tend towards a fraction 
which reflects the ratio of the populations of the two phases, hence the correlation functions will 
also tend towards a convolution of those found in the bulk and surface in the absence of exchange.
A distinct change in the gradient of C?B-Fe(^ ) occurring at Tg can be seen in plots (a) through (c), 
where 2D behaviour characterised by a power-law decay, A t^, of 5  ^  —1 is seen prior to Tg and 
B  ^  —2 afterwards. This transition is counter-intuitive. It would be expected that the adsorbtion 
of bulk spins onto the surface would increase the correlation between bulk and iron spins, not 
decrease it as indicated by the steeper slope. A possible cause for this transition is correlated 
cycles of adsorbtion/desorption where the spins perform several hops on and off the surface due
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to the vacancies left behind when the spin hops, in a similar manner to the tracer correlation 
phenomena described earlier in section (3.1).
The correlation functions for S-Fe spin pairs, Gg.pg(^), are also independent of the surface res­
idency time at short-times, t  < t.^. The correlation functions begin to decay after the actual 
surface hop time, rss-act (black line). The rate of this decay appears to be a function of Tg, where 
the slope of log^Q(G|.pg(t)) versus log^g(^) is becoming increasingly negative with decreasing Tg. 
This is believed to be due to two reasons. One is that the correlation functions are convoluted 
by an exponential decay due to surface desorption, and the other being the angular phenomena 
described earlier for the BS/SB I - I  spin-pair correlation functions. The S  spins are always fixed 
and so, as the I  spins diffuse laterally in 2D along the surface at times before Tg and in the Q2D 
space after, the angles between the separation vectors tend towards 180 degrees. Hence as time 
increases the spin-pair contributions to Gg_pg have a larger probability of being negative which 
leads to the fast decay.
Korb et al. present an expression for the S-Fe correlation function as follows
^S-Fe,Korb(^) “  f
,—t/Ts _  p—tfrm
Ts  ^ -  Tm
(6 .10)
Presented in fig 6 .2 0  is G s-Fe, Korb(^) Ts =  6 0  ps and t ^  =  1 ns, as well as the data from the MC 
simulation for Tg =  6 0  -f ps. A clear difference in the long time frequency behaviour of (js-Fe(^) 
is apparent between the two models, with the slope of the power-law decay being steeper for the 
MC model. There are two crucial differences between the modelled dynamics in the two models 
which are the continued inclusion of spin-pair contributions in the MC after surface desorption, 
and the displacement of the surface layer one lattice unit in the z-direction from the fixed S  spins. 
On the timescale of the simulation, the surface desorption effect on the correlation function can 
be ignored for the presented C ? s-F e(0  for Tg =  6 0  ps as the number of molecules which desorb in 
^0.5 ps is negligible.
Faux has produced an analytical expression for from a spin diffusion model which con­
siders the I  spins to diffuse in a 2D layer displaced by b from the S  spins, which are defined by 
an areal density, as, such that, in a layer of thickness, dpe, there are Ape =  o's/dpe S  spins. The 2D 
diffusion of I  spins is characterised by a hop time and hop distance, Tm and ôm respectively. The
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separation of I  and S  spins, r, needed to compute G*{t) is now given by =  6^  -f p^, where 
p is the projection of r  onto the 2D layer in which the I  spins diffuse. This new model does not 
consider any desorption process however, hence the I  spins are fixed in the surface layer.
The expression for Gl_p^{t) for this analytical model is as follows
%Fe;Faux(4 =  0^3 ^  K{t,Tm) , K{t,Tm) = [  K^e 2nh/5m (6.11)
Jo
where n = kôm and A; is a Fourier-variable. More details on the derivation of Gs-Fe: Faux(^ ) can 
be found in Faux et al.
The Korb and Faux expressions for G s^-Fe(0 were fit to give agreement with <^ s-Fe:Mc( )^- ^^lese 
fits used values % 1 ns and Tg % 60 ps (note the Faux expression is independent of Tg and the 
Korb function is relatively insensitive to Tg in comparison to T^).
The correlation functions produced from the three models (MC and the analytical models of Korb 
and Faux), G^ s-Fe:Mc(^ )’ ^s-Fe:Korb( )^’ ^s-Fe:Faux(0 are presented in fig 6.20. A clear difference in 
the functional dependence of G* {t) with t is apparent at long-times between the Korb model and 
the MC and Faux models. The MC and Faux models show excellent agreement on the long-time 
behaviour of Gs-Fe(^) which has a long-time power-law decay of the form At~ ‘^. This differs 
from the Korb model which decays as At~^. The small difference in the long-time decay slopes 
produced by the MC and Faux models is attributed to the lack of an analytical FF correction term 
which would account for the spin pairs not included in the MC model due to the system size.
The difference between long-time behaviour of the correlation functions produced by the MC/- 
Faux models and the Korb model is surprising. The only difference between the MC/Faux models 
and the Korb model is the displacement of the surface layer from the S  spins. The water spins 
perform 2D random walks in each model and intuitively one might expect the correlation func­
tions of all three models to have the same long-time behaviour of At~^, characteristic of a system 
undergoing 2D diffusion. It is encouraging to have demonstrated the difference in the long-time 
decay of Gg_pg(A) in both a simulated and analytical model, as it offers stronger evidence to the
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validity of the difference between the long-time behaviour of a displaced layer of surface-water 
to one in plane with the S  spins.
The difference in the decay of Gs-Fe(^) long times wül alter the S-Fe relaxation dispersions. 
The low-frequency S-Fe relaxation rates will be reduced, resulting from the reduction in the area 
underneath involved calculating Also, i?i:s-Fe(^) and i?2:S-Fe( )^ will decay
faster with increasing frequency above Wc than that which is predicted from the Korb model. The 
frequency dependence of i?i:s-Fe(^) is used in the determination of Tm from experimental data, 
hence fitting the new model which displaces the surface layer of water from the S  spins should 
provide a better agreement with the data.
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Figure 6.20: Comparison of the S-Fe correlation functions generated from the Korb (red line), 
Faux (blue line), and MC (black line) model. A clear difference is seen in the long-time behaviour 
of the correlation functions produced from the Faux and MC models from that produced using
the Korb model.
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I -S  relaxation rates
The I -S  correlation functions were subsequently Fourier transformed and the relaxation rates 
were calculated using the heteronuclear expressions Eq.(2.17c), Eq.(2.17d). The frequency range 
of the relaxation rates is decreased for the heteronuclear interactions because of the dependence 
on the terms; lus, +  wg, u i — us, where u s  = 658.2 • uj. The calculated relaxation rates, 
Ri:B-Fe, RhS-¥e, R 2:B-Fe, and i?2:S-Fe are presented in fig 6.21, fig 6.22, fig 6.23 and fig 6.24.
The relaxation rates in the bulk, i^ uB-Fe and R 2 :B-¥e, are found to be in the range 10^-10^ s-i. This 
is due to the confinement of the bulk water to the 1 nm pore thickness. C-S-H intersheet and gel 
nanopores range up to 5 nm, in which case the rates would be expected to be much closer to 3D 
water due to the increased average separation of bulk and Fe spins.
A small enhancement of the B-Fe relaxation rate is apparent at low-frequency as the residency 
time is decreased. This is due to the enhanced interaction between bulk water spins and the iron 
occurring when the exchange rate between the bulk and surface is increased.
The relaxation rates in the surface, i?i:S-Fe and i?2:S-Fe> are found to be in the range 10®-10  ^s -i. A 
clear trend on increasing residency time and increasing S-Fe relaxation rates can be seen at low 
frequencies, where the rates at ^2MHz are found to increase by a factor 4 when the residency 
time decreases by a factor 100 ((a) =  0.5 ns versus (d) Tg =  54.5 ns), although this relationship
is evidently not linear. This trend of increasing relaxation rate with increasing residency time is 
a result of the surface spins remaining more localised to the S  spins, with a higher probability of 
re-encounter.
There is therefore evidence of the exchange averaging as decsribed by the biphasic fast-exchange 
model, with the low-frequency B-Fe relaxation rates increasing with increasing exchange rate and 
the S-Fe relaxation rates decreasing with increasing exchange rate. The fast-exchange regime isn't 
demonstrated across the series of simulations; the S-Fe and B-Fe relaxation rates are, at the least, 
two orders of magnitude apart from each other over all frequencies and values of Tg. This is due 
to the large surface concentration, which both enhances the difference in magnetic environments 
in the surface and bulk phases and limits the rate of exchange which can be reasonably simulated 
using the MC implementation. The requirement for equilibrium means that, as the desorption 
rate increases, so does the adsorbtion rate. Hence, in order to increase the exchange rate the MC
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simulation has to consider events with smaller and smaller associated hopping times which leads 
to increased simulation run times.
Although there is clear evidence that the simulated system is not in the fast-exchange regime 
it is still informative to perform a similar calculation to that of Korb et al in order to see if the 
magnitude of the relaxation rates is in agreement with experiment.
A calculation for the observed relaxation rate i?i;obs can be performed under the assumption of
(i) fast exchange between the bulk and surface,
(ii) the bulk region is large enough that the interaction with Fe^ "'" is negligible and hence the 
relaxation rate is equal to that of 3D bulk water [^10 s at 10 MHz]. This assumption is 
explored further in chapter.7.
Due to the much larger surface relaxation rate, Eq.(6.8) is modified under these assumptions to
R l,obs «  ^ R l , s u r f -  (6 .1 2 )
/bulk
The surface water longitudinal relaxation rate calculated from the MC simulation, and scaled to 
the surface areal density of iron impurities given by Korb et al. is i?i:surf =  39 ps at 20 MHz. 
The volume fractions of bulk and surface water are usually considered to be /bulk//surf ~  10 for 
cement gel pores of the order of 3 nm thickness Considering this leads to a prediction for 
the observed relaxation rate in the MC system of order 390 ps. Hence the MC model provides 
good agreement with the experimentally observed rates of which are reported to be 420 ps for 
gel-pores and 126 ps for interlayer water at 20 MHz^ ^®’^ ^/
Presented in fig 6.25 are the longitudinal relaxation dispersions, i?i:S-Fe( )^> for the S-Fe interac­
tion for the MC, Faux and Korb models. The importance of the role of displacing the surface layer 
from the S  spins is clear, where the low-frequency longitudinal relaxation rates are seen to differ 
by a factor of two between the MC and Korb model at MHz NMR frequencies. The frequency 
dependence of R\., s-Fe(^ )^ differs across the models at frequencies below 10 MHz,.
The ratio of T2 /T 1 is often used to characterise and constrain the limits of model of NMR re­
laxation in porous media The T2 /T 1 ratio generated from the MC model ranges between
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0.86-0.67 across the series of varying residence times which is broadly consistent with experi­
ment where the ratio is found to be of order 0.25
Conclusions
The I - I  and I -S  interactions of water inside Q2D pores were studied in a series of simulations 
with varying surface residency time. The MC TD model was capable of calculating relaxation 
rates at MHz NMR frequencies and these rates compare well to experimental values for water 
relaxation inside C-S-H pores, given the assumption of fast-exchange. The role of exchange be­
tween the bulk and surface regions of water was investigated and the I -S  relaxation rates for the 
bulk and surface regions were found to approach each other with increasing exchange rate. This 
trend supports the concept of chemical exchange averaging between the bulk and surface phases 
in porous media.
The correlation functions for I - I  interactions were found to be sensitive to Tg for the surface 
water, but not for the bulk. The bulk water decorrelates too quickly for exchange phenomena 
with the surface to manifest in hence the bulk relaxation rates were also found to be
independent of Tg. The I - I  correlation functions associated with the surface water, were
found to exhibit numerous behavioural regions which were characterised in terms of time scales 
associated with dynamical processes in the system. The time it takes on average for a surface 
molecule to desorb and re-adsorb, s^tep> was found to correspond to a transition point at which 
the correlation function tends towards a long-time power-law decay of the form At~^ expected 
for 2D diffusion. This is in contrast to the case for bulk water in pure Q2D confinement (i.e. 
without surface interactions) which shows the transition to occur at the time it takes for a pair 
of spins to diffuse the pore width At intermediate times 2D behaviour is also found, but this 
behaviour is associated with the 2D surface walk and not the Q2D confinement. The intermediate 
2D behaviour is only apparent in Ggg(f) in the case where the residency time was larger than the 
surface hopping time; Tg > T ss-act-
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Figure 6.25: Comparison of the S-Fe relaxation rates generated from the Korb (red line), Faux
(blue line) and MC(black line) model.
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7. Investigation of the biphasic 
fast-exchange model
7.1 Introduction
The previous chapter presented results for a series of simulations of water in a Q2D pore with 
interactions between water and the pore surface, with various surface residence times Tg. The 
surface residence time is an important dynamical parameter for describing the NMR relaxation 
in porous media. Often data from NMR relaxation experiments in porous media are interpreted 
using the biphasic fast-exchange model which has been described earlier. Essentially if two spin 
ensembles (a) and (b) have relaxation rates and and spin populations Na,h and they are 
exchanging with a rate faster than either of the NMR rates, i f f  or i f f  )$> T~^, then the
NMR experiment will measure a single relaxation rate which is the weighted average of the two. 
Recalling Eq.(2.15),
1 . (7.1)
^,obs((^) +-^6 îl:a(^) -^a +-^6 2\:b(^)
In essence Eq.(2.15) is stating that if two ensembles are exchanging with each other on a timescale 
which is less than the acquisition time for the NMR relaxation rate, then the two ensembles are 
seen as one with a single averaged rate.
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The biphasic fast-exchange is used ubiquitously today in the interpretation of NMR relaxation 
rates for porous media. Typically, observed relaxation rates are expressed in terms of the surface- 
to-volume ratio of the pore in which the spins are confined, see for instance [15,17,47,67] 
reason, the fast-exchange model was investigated further using the MC TD technique.
Evidence supporting the exchange averaging effects in the simulated Q2D pore systems were 
seen previously in chapter 6 where the relaxation rates in the bulk and surface tended towards 
each other with increasing exchange rate. However, the limit of fast-exchange, where one overall 
relaxation rate is measured for the system, was not fully reached. This was due to the large surface 
spin concentration which made simulating surface residence times lower than 0.1 ns challenging. 
Maintaining equilibrium with the bulk which has a lower spin concentration means that bulk to 
surface hops must be shorter in time than surface to bulk hops. Hence the real-time required to 
simulate the system increases with decreasing residence time because the average hop time for 
the system is shorter. The large surface spin-concentration also increases the surface relaxation 
rates, which contributes to the difference in the NMR rates between bulk and surface, which 
increases the rate of exchange required to observe the fast-exchange limit.
In order to get a clearer picture of how the exchange was affecting the relaxation rates of the spins 
the data was analysed using a novel technique. Previously correlation functions were produced in 
a set of components for different spin ensembles (such as bulk or surface), if instead, a correlation 
function is produced for each spin in the system then a relaxation rate for each spin can be 
generated. In this way the distribution of NMR rates for spins in the system can be observed, 
instead of ensemble averaged relaxation rates for bulk and surface. In practice this what an 
NMR experiment does: every spin contributes its own magnetization decay to the total, and an 
inverse Laplace transformation of the total decay profile identifies the corresponding distribution 
of individual relaxation rates.
The distribution of the NMR rates across all spins can then be used to identify spin ensembles 
as they would manifest as separate peaks in the NMR rate distribution. Previously the spins 
were defined to be in an ensemble as an a priori assumption based on their initial location in the 
system. Moreover the effect of exchange between ensembles can be observed in terms of how 
the distribution of relaxation rates is affected instead of how the averaged rate for each ensemble 
changes. This would allow for verification of the biphasic fast-exchange model via simulation.
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which predicts the peaks to merge together in the fast-exchange limit. The behaviour of the NMR 
relaxation rate distribution is shown in fig 7.1 for a simple fictitious pore system containing equal 
populations of bulk and surface spins which are (a) not exchanging and (b) in the limit of fast 
exchange.
Spin 
count (a) (b)
Surface Bulk
No exchange Fast exchange
Figure 7.1: Schematic of the NMR relaxation rate distribution for a fictitious pore system con­
taining an equal number of bulk and surface spins for (a) no exchange and (b) fast exchange.
7.2 Modification o f numerical procedures
In order to produce the NMR relaxation distributions the numerical routines going from molec­
ular trajectories to relaxation rates were modified.
Firstly, the code used to generate G*{t) from the simulated molecular trajectories was modified 
such that n correlation functions were output for a random sample of n spins in the system. In 
doing so there is a increase of the statistical uncertainty of the data for each correlation function. 
However, the statistics can be improved by then generating an NMR rate at a fixed frequency for 
each spin and binning these rates in order to produce a histogram. The relaxation histogram data 
is also binned with the relaxation rates produced over non time origins.
The procedure to generate the relaxation rates from the individual G*{t) is mathematically the 
same as before. However a simpler cosine Fourier transform program was written in ' FORTRAN '
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to produce the individual spectral densities for each spin. This program was originally written 
by D. A. Faux, and was modified by the author to produce n x non sets of relaxation rates at a 
given frequency. From the individual relaxation rates a histogram can then be plotted by binning 
the data.
7.3 Results
A (3 X 3 X 3) nm3 pore was used in an effort to increase the size of the bulk region. The aim was 
to minimise the interactions between the bulk and the S  spins, this is because the fast exchange 
model assumes that I - I  interacations are dominant in bulk.
The MC parameters were modified from those presented in chapter 6 so that the exchange rate 
could be increased. It was noted that the high surface concentration used previously was prob­
lematic for investigating exchange effects. Hence for this study the surface concentration was set 
to equal that of the bulk, Cgurf =  Qjulk- With these parameters two simulations were run; one in the 
case of ‘no exchange’ where the hoping rates on/off the surface are set to zero, % s  =  R sb = 0, 
and one in the case of ‘fast exchange’ where the hopping rates on/off the surface are equal to 
that for a bulk-to-bulk hop, Rbs = R sb = Rbb-
Presented in fig 7.2(a) is the relaxation time distribution generated for the system in the case of 
no exchange, where the blue line shows the distribution for the I - I  interaction and the green 
line shows the I-S  distribution. Presented in fig 7.2(b) is the corresponding plot for the case of 
fast exchange. The relaxation times were evaluated at 2 MHz and with as  ~  30 nm -2  which 
corresponds to one S  spin per surface lattice site. Both curves in fig 7.2(a) show two distinct 
peaks as expected. These two separate peaks in (a) were identified as being the bulk and surface 
ensembles by generating the relaxation time distributions for each layer of water and plotting 
these resultant curves in order to see which layers contributed to the overall distributions. The 
distributions for each layer are prestented in fig 7.3, where the curves coloured black represent 
surface layers, and the curves coloured purple represent bulk layers.
From fig 7.3 it is clear that the smaller, broader peak in fig 7.2(a) corresponds to the bulk water 
ensemble, and the larger peak corresponds to bulk.
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Figure 7.2: Relaxation time distribution histograms for a simple ( 3 x 3 x 3 )  nm  ^ pore with 
slow surface diffusion and (a) no exchange between the bulk and surface and (b) fast exchange 
between the bulk and the surface. The blue line corresponds to the distribution of I-I relaxation 
times, and the green line corresponds to I-S.
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F i g u r e  7 .3 : Relaxation time distribution histograms for a simple ( 3 x 3 x 3 )  nm^ pore with slow  
surface diffusion and no exchange between the bulk and the surface. The purple curves represent 
layers of water in the bulk, and the black curves represent layers of water in the surface.
The ^ 6  orders of magnitude difference between the features on the green and blue lines in fig 
7.2(a) is a result of the difference between the constants, C n  and Cis, used in calculating T\-ii 
and T i j s  from Eqs.(2.17a, b, c, d) where C is jC n  % 1 x 10®.
The two peaks present on fig 7.2(a) are seen to merge into one peak in fig 7.2(b), as expected 
from the model of fast exchange. The separate ensembles of bulk and surface become one ensem­
ble when the two regions exchange rapidly, with each spin on average experiencing the same 
environment.
The 11 and I S  curves were then combined into one, overall, relaxation distribution for (a) and 
(b) via the expression
7 - '— 1 __  7-1— 1 I r p — l
^V.II+IS — -‘-V.II +
The resulting combined curves are presented in fig 7.4(a) and (b).
(7.2)
124
Investigation of the biphasic fast-exchange model 7.3. Results
Spin
Count
1800
1600
1400
1200
1000
800
600
400
200
0 2-6 - 4 - 2- 1 2 -1 0 •8 4 6
logio(^l)
(a)
Spin
Count
1800
1600
1400
1200
1000
800
600
400
200
0
0 26 - 4 2 4- 1 2 - 1 0 8 6
logio(^i)
(b)
F i g u r e  7.4: Relaxation time distribution histograms for a simple ( 3 x 3 x 3 )  nm  ^ pore with 
slow surface diffusion and (a) no exchange between the bulk and surface and (b) fast exchange 
between the bulk and the surface. The blue line corresponds to the distribution of I-I relaxation 
times, and the green line corresponds to I-S.
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The combined relaxation curves were fit using Gaussian functions in order to determine the lo­
cation of the peaks. From this the relaxation times corresponding to the two peaks in fig 7.4(a) 
were calculated to be Ti;surf =  0.01 ps and Ti;buik =  2.51 ps. The single peak in fig 7.4(b) was 
measured to give a total relaxation time of Ti;tot =  2.50 ps, very close to the bulk value in fig 
7.4(a). So although the simulations are demonstrating a qualitative agreement with the biphasic 
fast-exchange model, the numerical values measured do not agree with Eq.(7.1) which makes a 
prediction for the total relaxation time of Ti;tot =  0.08 ps. This is believed to be a result of the 
small pore size. It is clear from the combined relaxation curve in fig 7.4(a) that the bulk wa­
ter spin relaxation is dominated by I -S  interactions and not I - I  interactions as required by the 
fast-exchange model. Notwithstanding however, if the total relaxation time is scaled to the ap­
propriate iron density given by Korb et al. the result that Ti;tot ~  250 ps again agrees well 
values reported from experiment.
An estimate can be made for the minimum average separation of bulk I  spins and S  spins, {rjs), 
in order for I- I  interactions to dominate in the bulk. Considering Eqs.(2.17a, b, c, d) and the r 
dependence of Eq.(2.11), this relation can be written in terms of the average separation between 
bulk spins (r//) as
(73)
( r h )  { r h Y   ^ '
Eq.(7.3) leads to an estimate for the smallest average separation of bulk I  spins to S  spins of 
i^i-s) = 14 nm, much larger than the dimensions of the model used here. It has not been 
practical in the course of this work to simulate pores of the order of 14 nm size due the limitations 
of computing resources.
The conclusion that the pore needs to be circa 14 nm size in order for the biphasic model to be 
sensibly applied for the measurement of pore size shows the limitation of using this model in 
cement pastes where gel pore sizes of the order of 3-5 nm have been reported. The observed 
relaxation depends on pore size and exchange rate but not in the simple manner implied by 
Eq.(6.9).
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Presented in this thesis are studies into the effect of the dynamics of nuclei confined in Q2D 
porous media on the measured NMR relaxation rates using a monte carlo translational diffusion 
model which functions by hopping the nuclei across sites on a simple cubic lattice. The model 
has been parameterised using molecular dynamics simulation and literature. The studies focused 
on the effect of confinement of the water in quasi-two dimensions.
Firstly the monte carlo model was used to study the NMR relaxation characteristics for pure bulk 
water in 3D and 2D and Q2D. Agreement with theoretical predictions were found for the case of 
simple 3D and 2D bulk water. It was found that in Q2D confinement and in the absence of surface 
interactions (aside from as hard boundaries) the spin-pair dipolar autocorreletaion functions, 
for the interaction between water spins in the ensemble display 3D bulk behaviour at 
short times and 2D at long times, where the time characterising the transition between these two 
behaviour profiles was consistent with the time taken for a spin pair to diffuse the thickness of 
the pore.
The Q2D model was modified to include interactions with the surface of the pore. The water 
adjacent to the pore surface was parametrised to have a higher spin concentration than bulk and 
perform slow 2D random walks on the surface. The exchange rate between the bulk and surface 
water was varied in a set of simulations. It was seen that the spin-pair correlation functions 
associated with spins originating in the bulk Ggg(f) were not altered significantly by the inter­
actions with the surface, again showing a transition from 3D to 2D behaviour at the time it takes 
for a spin pair to diffuse the pore thickness. Spin-pair correlation functions associated with spin 
pairs which originated on the surface of the pore were shown to be more complicated, where 
multiple regions of Ggg(f) can be identified as manifestations of the surface spin dynamics. It 
was found that at long times a 2D transition also occurs in Ggg(f), but this transition point was
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characterised by the time for a desorbtion/bulk excursion/readsorbtion cycle. At short times it 
was seen that the 2D random walk on the surface was visible in Ggg(f) provided that the surface 
diffusion hopping time Tm was shorter than the surface residence time Tg.
The interactions between water spins and electronic spins embedded in the pore surface were also 
studied. These paramagnetic interactions are of particular relevance to silicate based materials 
such as cement due to the presence of iron impurities often found within them. The interaction 
between surface water spins and Fe^ "^  spins has been studied previously, and a theoretical model 
for Gjg{t) was produced by Korb^^^ .^ The Korb model provides a good fit to experimental data 
but the fit implies a unreasonably long value for Tg. Studies into Tg using molecular dynamics 
have shown Tg to be 2-4 orders of magnitude smaller that that predicted by the Korb model. One 
of the differences between the model presented here and that produced by Korb is the placement 
of Fe^ "^  spins relative to the water spins. The Korb model places the Fe^ "^  in plane with the 2D 
layer of surface water whereas the model presented here displaces the surface layer from the 
Fe^ "^ . This simple change has a significant result on G}g{t), changing the long time behaviour 
of Gjg{t) from being proportional to (characteristic of 2D diffusion models) to t~‘^. This 
result was backed up by an analytical diffusion model, produced by D. A. Faux. Also the Korb 
model focuses on calculation of i?i:surf and i?2:surf with the assumption that when spins leave 
the surface they no long contribute to relaxation. However the parallel MD study by J. S. Bhatt 
has shown desorbtion is rapid and resorbtion is also rapid. This work includes the contributions 
from the desorbed and resorbed spins and shows that these make a significant contribution to the 
relaxation. Moreover the MC simulations have supported the conclusions of an analytic model 
based two surface layers developed by Faux et al.
The Monte Carlo model could be advanced in further studies by incorporating a transition layer 
adjacent to the surface layer, which acts as a buffer between surface water and bulk. Such a 
layer has been identified in MD studies carried out by S-H. Cachia (University of Surrey). In this 
case the surface layer is water trapped behind near surface calcium ions, and the transition layer 
is water associated with and on the other side of the calcium layer. This new model including 
this transition layer and the surface layer (displaced from the Fe '^*') has provided a better fit 
to experiment and also returned surface desorbtion correlation times in much better agreement 
with MD^ ^^ ]^. This new model could be studied further using the MC TD technique, specifically 
by increasing the simulated time-domain.
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The MC model currently ignores the intramolecular component of the spin relaxation associ­
ated with molecular rotation. Abragam shows the rotational component to be equal to that of 
the translation component in bulk water. A rotational component could be introduced into the 
MC model at moderate computational cost, by again sourcing input parameters from companion 
molecular dynamics simulations. If the rotational dynamics of the spins were incorporated into 
the model, phenomena such as dipolar reorientations of spins performing hops along the crystal 
surface via excursions in the bulk could be studied.
The technique of generating individual spin relaxation rates and then generating the NMR relx- 
ation rate distributions described in chapter 7 shows promise. It is the author's speculation that 
using this technique with coordinate trajectories produced from molecular dynamics simulations 
could provide a great deal of insight into the role of fluid dynamics in complex systems on the 
observed NMR relaxation rates. For instance the reorientation phenomena of spins to the surface 
after performing a bulk excursion, known as ‘reorientation mediated by translational displace­
ments ’ could be studied in terms of the chemical composition of the pore surface.
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Design of MC TD simulation FORTRAN 
routine, 'MCSIM'
A flow diagram outlining the design of the FORTRAN program for the MC TD model simulation 
can be found in Fig A.I.
The program starts with array and parameter declarations and initialisations. The user is asked 
to provide the total simulation time, ' t _ t o t  ' (in terms of MC hops), the number of unique sim­
ulations for averaging, ' n_sim ', and the number of time-origins to average over for each unique 
simulation, ' n_or '. Three arrays are initialised to store the coordinate information of spins in 
the system; ' c o o rd (n ,3 ,3 ) ', ' coo rdpbc(n ,3 ,3 ) ' and ' L attice(Ix ,Z y  ,lz )  ' • The first two 
allow quick access to the z* spin's location for each representation of the cell 'expanded' or 'pe­
riodic', and one which mirrors the configuration of the simulation cell, for quick determination 
of a site's occupancy at any given time.
A loop is opened over the number of simulations, 'n_ sim ', such that all subsequent steps are 
repeated to generate multiple coordinate files for averaging. Directly after the start of this loop 
an array is generated to store all the information necessary to generate ' n_or ' time origins from 
each simulation; ' o r r s to re  (uor ,4) '. This array stores the information pertinent to the output 
of the coordinate data for each time origin. Each origin has it's own simulation clock, and in 
order to output snapshots logarithmically each has it's own counter for the number of snapshots 
it has output.
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A random initial molecular ensemble is then generated. Three loops are opened over the dimen­
sions of the simulation cell, such that every site is considered for population in turn. For each 
cycle a random number, ' RAN ', is generated, the structural identity of the site is asked, and the 
site is populated if ' RAN ' is larger than the associated concentration of that site.
The loop over time is now opened, this can also be thought of as the MC hopping loop, each 
cycle represents one attempted hop. The lines of code contained inside this loop are executed 
numerous times, hence efforts were made to make the hopping routine as efficient as possible.
Firstly, the code asks if this is the initial time step, in which case the rate-line needs to be generated 
from scratch, otherwise the rate-line can be updated from the previous step instead. This method 
is more efficient as only the rate-line elements corresponding to the spin which had previously 
hopped have the possibility of changing between cycles. Both the initialisation and updating of 
the rate-line utilise a subroutine, 'MCDIR(Rate^(7) , RATE^ ^^ , x%, X f , j i ,  j f ,  Zi, zy, 
R##, Rb s  , RsB, R5 5 ) ', where 'Rate* (7) ' is the rate-line element for the spin, 'RATEy '^ is 
a holder for the current rate-line value, 'xy, y*, yy , z*, zy ' are the initial and final coordinates 
defining the hop event, and ' R gg, Rb s > ^SB> R55 ' are the rates for the separate hop types.
The ' MCDIR ' routine generates the rate-line element for one spin; the rates for hops in 6 direc­
tions for the spin are stored into an array. Rate*, each spin element is then stored cumulatively 
into the total rate-line array outside of the subroutine. The routine functions by modifying the 
initial coordinates, ' x*, y*, z* ', into all available final coordinates, ' xy, yy, zy ', for all directions 
and assigning the rate for that hop based on the structural identity of the lattice at the start and 
end site.
When the rate line is initialised, a loop is opened over all spins; for each cycle the spin coordinates 
are passed to ' MCDIR ' and the rate line is constructed from the elements passed back. If the rate 
line is being updated from the previous step, only the coordinates of the spin which attempted the 
previous hop, ' s e l  ', are passed to ' MCDIR '. The other elements of the rate-line will not change 
size, however their values may change due to the change of the element for ' s e l  '. Hence, the 
difference between the rate-line element for ' s e l  ', between the current and previous state, is 
calculated, ' dR =  Rate ( s e l , 7) — Rate* (7) ', and the difference is subtracted from all rate-line 
elements after ' s e l  '.
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After either the rate-line is initialised or updated a hop is chosen at random. Another random 
number is generated and scaled to the length of the rate line; 'RAN =  RAN • Rate (end, 7) '. 
Where this number lies on the rate-line decides the chosen hop event to be attempted. First the 
correct spin is found; a loop is opened over all spins, ' i  = 1, n_spin  ', and the code asks if ' RAN ' 
is less than ' R a te d ,  7) '. If this condition is satisfied a loop over hop directions is opened and 
the appropriate hop direction is found in a similar manner.
Once the spin and hop direction are chosen, the code then attempts the hop. Firstly, the hop is 
checked to see if it goes over any periodic boundaries, in which case the coordinates are wrapped 
to give the correct end point in the periodic representation of the system. This is necessary so 
the destination site can be checked for occupancy. If the site is free then the hop is executed, and 
the coordinate arrays are updated.
Before the MC hop loop cycles when the hop has been attempted, ' tmc ' is added to the simulation 
clock which is then checked to see if the coordinates need to be outputted for any of the time 
origins. When the simulation clock reaches ' t _ to t  ' the current simulation is ended, and the 
loop over simulations cycles until ' n_sim ' is reached, where the program closes.
A .l Source code for ' MCSIM '
M o n t e - C a r l o  s p i n  h o p p i n g  s i m u l a t i o n  
A u t h o r  N ic k  H e w l e t t
P r o g r a m  g e n e r a t e s  r a n d o m  b o x  o f  ' 1 x 1 x 1 '  s i t e s  
p o p u l a t e d  b y  ' n '  p a r t i c l e s  a n d  t h e y  h o p  p s e u d o - r a n d o m l y ; 
i n t e r a c t i n g  d i f f e r e n t l y  w i t h  a  b o u n d a r y  o v e r  ' t _ t o t '  t i m e s t e p s  
PROGRAM MCSIM 
IM P L IC IT  NONE
IN T EG E R , PARAMETER 
IN T EG E R , PARAMETER 
L O G IC A L, D IM EN SIO N ( 
IN T EG E R , D IM EN SIO N ( 
IN T EG E R , D IM EN SIO N ( 
IN T EG E R , D IM ENSION (
: r k  = S E L E C T E D _R E A L _K IN D (P = 12, R = 1 0 0 )  
: i k  = S E L E C T E D _IN T _K IN D (R = 10)
) ,  ALLOCATABLE 
, ; ) ,  ALLOCATABLE 
: ) ,  ALLOCATABLE 
: ) ,  ALLOCATABLE 
I N T E G E R ( k in d = ik ) , D IM EN SIO N ( ; ALLOCATABLE 
R E A L ( k i n d = r k ) ,  D I M E N S I O N , ALLOCATABLE 
I N T E G E R ( k in d = ik )
I N T E G E R ( k in d = ik )
I N T E G E R ( k in d = ik )
: s t r u c t b u l k , s t r u c t s u r f , s t r u c t d i s  
: s p i n l a t , c o o r d s p i n  
: i n i t s p i n  
: s i t e v a l
; o r r s t o r e
I N T E G E R ( k in d = ik )  
I N T E G E R ( k in d = ik )  
R E A L ( k i n d = r k )  : 
R E A L ( k i n d = r k )  : 
R E A L ( k i n d - r k )  :
B B , B S , S B , S S , j , t , i , k , n , m , h , l , n _ s i m , j j  
s i t e t o t = 0 , x a d = 0 , y a d = 0 , z a d = 0 , i o r r = l , h o l d e r = 0 , m i = l , p r e v = 0  
x i , y i , z i , x f , y f , z f , p r e r a t e , d e l t a , n o r r , d t o r r , t _ t o t , o r r m i
s e l , s e l d i r , x m o d , y m o d , z m o d , id u m , i d u m s , I x , l y , I z , f e i  
n s p i n , n v a c
t a u = 0 . O dO , t a u s t e p = 0 . O dO , r a t e s e l = 0 . O dO , lo w b , s e l r e = 0 . OdO 
c , r a n 2 , t a u w r i t e , t a u t e s t , r e a l n , r a t e r e , b u l k t o t , s u r f t o t  
a l p h a , r u n t  i m e , b u l k c o n c , s u r  f c o n e , n b u l k , n s u r f , p o p , t  f  i n
133
Appendix A A.I. Source code for 'MCSIM'
LOGICAL : : ISOSURFACE
r e a l  : : e l a p s e d ( 2 )
C H A R A C T E R (len= 2) : :  S U F F IX l.S U F F IX 2  
s a v e  id u m
ISOSURFACE =  .T R U E .
B B = 1 0 0 0 0
B S = 1 0 0 0 0
S B = 1 0 0 0 0
SS-10000
! O p e n s  f i l e  c o n t a i n i n g  s t r u c t u r a l  d a t a
O PEN( 7 ,  F IL E  = ' s t r u c t u r e . d a t ' )
O P E N C ll,  F IL E  =  ' d u n _ s i m y f i l e . d a t ' )
'R e a d  v a l u e s  f o r  ' 1 ' ,  ' n '  a n d  ' t ' a n d  i n i t i a l i s i n g  a r r a y  
w r i t e ( 6 , * ) 'P l e a s e  e n t e r  n u m b e r  s i m u l a t i o n s  t o  a v e r a g e  o v e r '  
r e a d ( 5 , * ) n _ s i m
w r i t e ( 6 , * ) 'P l e a s e  e n t e r  t h e  n u m b e r  o f  a t t e m p t e d  h o p s  p e r  s p i n '  
r e a d ( 5 , * ) t
w r i t e ( 6 , * ) ' P l e a s e  e n t e r  n u m b e r  p o i n t s  f o r  c o r r e l a t i o n  f u n c t i o n '  
r e a d ( 5 , * ) m
u r i t e ( 6 , * ) ' P l e a s e  e n t e r  n u m b e r  o f  t i m e  o r i g i n s  f o r  a v e r a g i n g '  
r e a d ( 5 , * ) n o r r
[ R e a d s  s t r u c t u r e  p a r a m e t e r s  f r o m  s t r u c t u r e . d a t
r e a d ( 7 , * ) l x
r e a d ( 7 , * ) l y
r e a d ( 7 , * ) l z
r e a d ( 7 , * ) s i t e t o t
r e a d ( 7 , * ) b u l k t o t
r e a d ( 7 , * ) s u r f t o t
n b u l k  = 0  
n s u r f  = 0
a l l o c a t e ( s p i n l a t ( I x , l y , I z , 2 ) )  
s p i n l a t = 0
a l l o c a t e ( s t r u c t b u l k ( l x + 2 , l y + 2 , l z + 2 ) )  
a l l o c a t e ( s t r u c t s u r f ( l x + 2 , l y + 2 , l z + 2 ) ) 
a l l o c a t e ( s t r u c t d i s ( 0  : l x + 1 , 0  ; l y + 1 , 0  : l z + 1 ) ) 
a l l o c a t e ( s i t e v a l ( l x + 2 ) )
s t r u c t b u l k = . f a l s e . 
s t r u c t s u r f = . f a l s e . 
s t r u c t d i s = . f a l s e . 
s i t e v a l = 0
Do k = l , l z + 2
r e a d ( 7 , ' (3 0 0 1 2 )') s i t e v a l (1  : l x + 2 )
Do i = l , l x + 2
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i f ( s i t e v a l ( i ) . e q . O ) t h e n  
s t r u c t b u l k ( i , 1 , k ) = . t r u e . 
e l s e i f  ( s i t e v a l  ( i )  . e q .  D t h e n  
s t r u c t  s u r f ( i , l , k )  =  . t r u e .  
e l s e i f ( s i t e v a l ( i ) . e q . 2 ) t h e n  
s t r u c t d i s ( i - l , 0 , k - l ) = . t r u e .
d o  i = l , l y + 2
s t r u c t b u l k ( : , i . : ) = s t r u c t b u l k ( : , 1 ,  
s t r u c t s u r f ( : , i , : ) = s t r u c t s u r f ( : , 1 ,  
s t r u c t d i s ( : , i - l , : ) = s t r u c t d i s ( : . 0 ,  
e n d d o
b u l k c o n c = 0 . 4 5 _ r k  
s u r f  c o n c = 0 . 4 5 _ r k
c = ( b u l k c o n c * b u l k t o t + s u r f c o n c * s u r f t o t ) / ( s i t e t o t )
n = N IN T ( ( ( b u l k c o n c ) * b u l k t o t )  + ( ( s u r f  c o n e ) *  s u r f  t o t ) )
r e a l n = r e a l ( n )
n s p i n = 0
a l p h a = ( ( t + 1 ) / I . 0 ) * * ( 1 / r e a l ( m ) )
t f i n = r e a l ( t )
t _ t o t = t * s i t e t o t
a l l o c a t e ( i n i t s p i n ( s i t e t o t , 3 , 2 ) )  
i n i t s p i n = 0
a l l o c a t e ( c o o r d s p i n ( s i t e t o t , 3 , 2 , n o r r ) ) 
c o o r d s p i n = 0
! L o o p  o v e r  t h e  n u m b e r  o f  s i m u l a t i o n s  t o  b e  a v e r a g e d  
d o  l = l , n _ s i m
[ S e t t i n g  u p  f i l e s  f o r  s a v i n g  a v e r a g e s / t i m e - o r i g i n s
a l l o c a t e ( o r r s t o r e ( n o r r , 4 ) )
o r r s t o r e = 0 . OdO
o r r s t o r e ( 1 , 1 ) = 0 . OdO
o r r s t o r e ( 1 , 2 ) = 1 . OdO
o r r s t o r e ( : , 4 ) = 1 . OdO
j=l
d o  k = 3 0 , 2 8 + 2 » n o r r , 2
W R IT E (S U F F I X l , ' ( 1 2 . 2 ) ' )  1 
W R IT E (S U F F IX 2 , ' ( 1 2 . 2 ) ' )  j
O P E N (k ,F IL E = ' c o o r d - ' / / S U F F I X l / / ' - ' / / S U F F I X 2 / / ’ . x y z ' )
O P E N (k + 1 , F I L E = ' c o o r d p b c - ' / / S U F F I X l / / ' - ' / / S U F F I X 2 / / ' . x y z ' )  
o r r s t o r e ( j , 3 ) = k
j = j + l
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END DO
o p e n ( 1 0 ,  F IL E  = ' d u n _ s i m y . d a t ' )
n b u l k  = 0
n s u r f  = 0
t a u = 0 . OdO
t a u w r i t e = 0 . OdO
id u m s  = 7 6 5 4 3 2 1
id u m s  = 1 +  I N T (S E C N D S ( 0 .0 ) )
id u m  = id u m s
s p i n l a t = 0
m i = l
f e i = 0
! L o o p  t o  r a n d o m l y  a l l o c a t e  ' n '  s p i n s  t o  s i t e s  o n  a r r a y  
h = l
d o  k = l , l z  
d o  j = l , l y  
d o  i = l , l x  
p o p = r a n 2 ( id u m )
i f ( s t r u c t b u l k ( i + l , j + l , k + 1 ) ) t h e n
i f ( p o p . l e . ( b u l k c o n c ) ) t h e n
s p i n l a t ( i , j , k , l ) = h
i n i t s p i n ( h , l , l ) = i
i n i t  s p i n ( h , 2 , 1 ) = j
i n i t  s p i n ( h , 3 , 1 ) = k
h = h + l
n s p i n = n s p i n + l  
n b u l k = n b u l k + 1
e l s e i f ( s t r u c t s u r f ( i + 1 , j + l , k + 1 ) ) t h e n
i f ( p o p . l e . ( s u r f c o n e ) ) t h e n
s p i n l a t ( i , j , k , l ) = h
i n i t s p i n ( h , l , l ) = i
i n i t s p i n ( h , 2 , l ) = j
i n i t  s p i n ( h , 3 , 1 ) = k
h = h + l
n s u r f = n s u r f + l  
n s p i n = n s p i n + l
e n d d o
e n d d o
w r i t e ( 6 , * ) ' n b u l k ' , n b u l k  
w r i t e ( 6 , * ) ' n s u r f ' , n s u r f  
w r i t e ( 6 , * ) ' n s p i n ' , n s p i n  
a l l o c a t e ( r a t e ( n s p i n , 7 ) )
c o o r d s p i n ( : , : , : , l ) = i n i t s p i n ( ; , : , : )
d t o r r  = N I N T ( r e a l ( t / 4 . 0 ) * r e a l ( n s p i n ) / r e a l ( n o r r ) )
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! S p i n  h o p p i n g  p r o c e d u r e  
d o
i f ( i . e q . 2 ) t h e n
[ W r i t e s  t h e  T a u = 0  v a l u e  o f  a l l  c o o r d i n a t e s  t o  c o o r d . x y z  f i l e .
w r i t e ( 3 0 , ' ( i l O ) ' ) n s p i n
w r i t e ( 3 1 , ' ( i l O ) ' ) n s p i n
w r i t e ( 3 0 , ' ( f 2 0 . 6 ) ’ ) 0 . OdO
w r i t e ( 3 1 , ' ( f 2 0 . 6 ) ' )O .O d O
d o  k = l , n s p i n
w r i t e ( 3 0 , F M T = 9 0 0 2 ) 'a ' , c o o r d s p i n ( k , 1 , 1 , 1 ) , c o o r d s p i n ( k , 2 , 1 , 1 ) , c o o r d s p i n ( k , 3 , 1 , 1 )  
w r i t e ( 3 1 , F M T - 9 0 0 2 ) 'a ' , i n i t s p i n ( k , 1 , 1 ) , i n i t s p i n ( k , 2 , 1 ) , i n i t s p i n ( k , 3 , 1 )
i f ( m o d ( i , d t o r r ) . e q . 0 . a n d . i o r r . I t . n o r r ) t h e n  
i o r r = i o r r + l
c o o r d s p i n ( : , : , 1 , i o r r ) = i n i t s p i n ( : , : , 2 )
c o o r d s p i n ( : , : , 2 , i o r r ) = c o o r d s p i n ( : , : , 1 , i o r r )
o r r s t o r e ( i o r r , l ) = t a u
o r r s t o r e ( i o r r , 2 ) = 1 . 0
j  = o r r s t o r e ( i o r r , 3 )
w r i t e ( j , ' ( i l O ) ' ) n s p i n
w r i t e ( j + l , ' ( i l O ) ' ) n s p i n
w r i t e ( j , ' ( f 2 0 . 6 ) ' ) O . O d O
w r i t e ( j + 1 , ' ( f 2 0 . 6 ) ' ) O . O d O
d o  k = l , n s p i n
w r i t e ( j , F M T = 9 0 0 2 ) ' a ' , c o o r d s p i n ( k , 1 , 2 , i o r r ) , c o o r d s p i n ( k , 2 , 2 , i o r r ) , c o o r d s p i n ( k , 3 , 2 , i o r r )  
w r i t e ( j + 1 , F M T = 9 0 0 2 ) 'a ' , i n i t s p i n ( k , 1 , 2 ) , i n i t s p i n ( k , 2 , 2 ) , i n i t s p i n ( k , 3 , 2 )
lo w b = 0 . OdO 
t a u s t e p = O .O d O
s p i n l a t ( ; , : , : , 2 ) = s p i n l a t ( : , : , : , 1 )  
i n i t s p i n ( : , : , 2 ) = i n i t s p i n ( : , : , 1 )  
c o o r d s p i n ( : , : , 2 , : ) = c o o r d s p i n ( : , : , 1 , : )
[SE T T IN G  UP RATE L IN E  
i f ( i . e q . 2 ) t h e n  
d o  h = l , n s p i n
i f ( i n i t s p i n ( h , 1 , 2 ) . n e . 0 . a n d . i n i t s p i n ( h , 2 , 2 ) . n e . 0 . a n d . i n i t s p i n ( h , 3 , 2 ) . n e . 0 ) t h e n
r a t e ( h , l ) = h
x i = i n i t s p i n ( h , 1 , 2 ) + l
y i = i n i t s p i n ( h , 2 , 2 ) + l
z i = i n i t s p i n ( h , 3 , 2 ) + l
d o  j j = 2 , 7
SELECT C A S E ( j j )
C ASE( 2 )  
x f = x i + l  
y f = y i
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C ASE( 3 )
yf=yi
CASE ( 4 )  
x f = x i  
y f = y i + l  
z f = z i  
C ASE( 5 )  
x f = x i  
y f = y i - l  
z f  = z i  
C A SE ( 6 )
y f = y i
C A SE ( 7 )
y f = y i
END SELECT
c a l l  m c d i r  ( h o l d e r , x i , y i , z i , x f , y f , z f , ISO SU R FA C E , B B , B S , S B , S S ) 
r a t e ( h , j  j ) « h o l d e r
e n d i f
i f  ( s e l .  n e .  D t h e n  
h o l d e r = r a t e ( s e l - 1 , 7 )
h o l d e r = 0
p r e r a t e = r a t e ( s e l , 7 )  
r a t e ( s e l , l ) = s e l
[ T h i s  w o r k s  o u t  t h e  n ew  r a t e  c o m p o n e n t s  f o r  t h e  h o p p e r  t h a t  m o v e d  p r e v i o u s l y
x i = i n i t s p i n ( s e l , l , 2 ) + l  
y i = i n i t s p i n ( s e l , 2 , 2 ) + 1  
z i = i n i t s p i n ( s e l , 3 , 2 ) + l  
d o  j j = 2 , 7  
SELECT C A S E ( j j )
C A SE ( 2 )  
x f = x i + l  
y f = y i
C A S E (3 )
y f = y i
C A SE( 4 )
x f = x i
y f = y i + l
z f = z i
C A S E (5 )
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y f = y i - l
C A SE( 6 )
y f = y i
z f = z i + l
C A S E (7 )
x f = x i
y f = y i
END SELECT
c a l l  m c d i r ( h o l d e r , x i , y i , z i , x f , y f , z f , ISO SU R FA C E, B B , B S , S B , S S )
r a t e ( s e l , j j ) = h o l d e r
d e l t a = p r e r a t e - h o l d e r
e n d d o
i f ( s e l . n e . n s p i n . a n d . d e l t a . n e . 0 ) t h e n
d o  h = s e l + l , n s p i n  
r a t e ( h , l ) = h
r a t e ( h , 2 ) « r a t e ( h , 2 ) - d e l t a  
r a t e ( h . 3 ) « r a t e ( h , 3 ) - d e l t a  
r a t e ( h , 4 ) « r a t e ( h , 4 ) - d e l t a  
r a t e ( h , 5 ) « r a t e ( h , 5 ) - d e l t a  
r a t e ( h , 6 ) « r a t e ( h , 6 ) - d e l t a  
r a t e ( h , 7 ) « r a t e ( h , 7 ) - d e l t a
[L o o p  t o  p i c k  a  r a n d o m  p a r t i c l e  a n d  d i r e c t i o n  f r o m  t h e  r a t e  l i n e  a r r a y .
h o l d e r = r a t e ( n s p i n , 7 )
r a t e s e l = r a n 2 ( i d u m )
r a t e s e l = ( r e a l ( r a t e s e l ) * r e a l ( h o l d e r ) ) 
lo w b = 0 . OdO
d o  h = l , n s p i n
i f ( r a t e s e l . I t . r a t e ( h , 7 ) ) t h e n  
d o  j j = 2 , 7
r a t e r e = r e a l ( r a t e ( h , j j ) )
i f ( r a t e s e l . g e . l o w b  . a n d .  r a t e s e l . l t . r a t e r e ) t h e n
s e l « r a t e ( h , l )
s e l d i r = j j
! S c a l i n g  o f  t a n  t o  c o m p e n s a t e  f o r  a t t e m p t e d  h o p s  a n d  s p i n  n u m b e r  ' n '
t a u s t e p  = ( 1 . 0 _ r k / r e a l ( r a t e ( n s p i n , 7 ) ) ) * ( r e a l ( B B ) * 6 . OdO) 
t a u = t a u + t a u s t e p
g o t o  3 0
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l o w b = r e a l ( r a t e ( h , j  j ) )  
e n d i f
3 0  c o n t i n u e
[ w r i t e ( 3 0 , * ) ' S p i n ' , s e l , ' a t t e m p t i n g  t o
r a t e s e l = 0 . OdO
[ S e l e c t i n g  d i r e c t i o n
i f  ( s e l d i r . e q . 2 ) t h e n
x a d = l
e l s e i f ( s e l d i r . e q . 3 ) t h e n
e l s e i f ( s e l d i r . e q . 4 ) t h e n  
y a d = l
e l s e i f ( s e l d i r . e q . 5 ) t h e n  
y a d = - l
e l s e i f ( s e l d i r . e q . 6 ) t h e n  
e l s e i f ( s e l d i r . e q . 7 ) t h e n
[ B o u n d a r y  c o n d i t i o n s ,  b e f o r e  h o p  i s  m a d e
x m o d = ( i n i t s p i n ( s e l , 1 , 2 ) + x a d )
y m o d = ( i n i t s p i n ( s e l , 2 , 2 ) + y a d )
z m o d = ( i n i t s p i n ( s e l , 3 , 2 ) + z a d )
i f ( y m o d . g t . l y ) t h e n
y m o d = l
e l s e  i f  ( y m o d . l t .  D t h e n  
y m o d = ly
i f ( x m o d . g t . l x ) t h e n  
xm od  =  1
e l s e  i f  ( x m o d . l t .  D t h e n  
x m od  = I x
i f ( z m o d . g t . l z ) t h e n  
zm o d  =  1
e l s e  i f ( z m o d . I t . D t h e n  
zm o d  =  I z
[H o p  a t t e m p t ,  c h e c k s  i f  s i t e  i s n ' t  f i l l e d ,  
i f ( s p i n l a t ( ( x m o d ) , ( y m o d ) , ( z m o d ) , 2 ) . e q . O ) t h e n
s p i n l a t ( ( x m o d ) , ( y m o d ) , ( z m o d ) , 2 ) = s e l
s p i n l a t ( ( i n i t s p i n ( s e l , 1 , 2 ) ) , ( i n i t s p i n ( s e l , 2 , 2 ) ) , ( i n i t s p i n ( s e l , 3 , 2 ) ) , 2 ) = 0
c o o r d s p i n ( s e l , l , 2 ,  D “ c o o r d s p i n ( s e l , 1 , 2 ,  D + x a d
c o o r d s p i n  ( s e l  , 2 , 2 ,  D = c o o r d s p i n ( s e l , 2 , 2 ,  D + y a d
c o o r d s p i n ( s e l , 3 , 2 , : ) « c o o r d s p i n ( s e l , 3 , 2 , ; ) + z a d
i n i t s p i n ( s e l , l , 2 ) = x m o d
i n i t s p i n ( s e l , 2 , 2 ) « y m o d
i n i t s p i n ( s e l , 3 , 2 ) « zm o d
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[ w r i t i n g  s i m u l a t e d  c o o r d i n a t e s  i n  XYZ f o r m a t  t o  f i l e  g e o m e t r i c a l l y ,  
d o  j j = l , i o r r
t a u t e s t  = t a u  + l .O d O  -  o r r s t o r e C j j , 1 )  
j = o r r s t o r e ( j j , 3 )  
o r r m i = o r r s t o r e ( j j , 4 )
i f ( t a u t e s t . g e . ( a l p h a * * ( ( o r r m i ) ) ) . a n d . o r r m i . l e . m . o r . t a u . g e . t f i n . a n d . o r r s t o r e ( i o r r , 2 ) . e q . 1 . 0 ) t h e n
w r i t e ( j , ' ( i l O ) ' ) n s p i n
w r i t e ( j + l , ' ( i l O ) ' ) n s p i n
w r i t e ( j , ' ( 2 f 2 0 . 6 ) ' ) t a u t e s t - l . 0 _ r k
w r i t e ( j + 1 , ' ( 2 f 2 0 . 6 ) ' ) t a u t e s t - 1 . 0 _ r k
d o  k = l , n s p i n
w r i t e ( j , F K T = 9 0 0 2 ) ' a ' , c o o r d s p i n ( k , 1 , 2 , j  j ) , c o o r d s p i n ( k , 2 , 2 , j j ) , c o o r d s p i n ( k , 3 , 2 , j j )
w r i t e ( j + l , F M T = 9 0 0 2 ) 'a ' , i n i t s p i n ( k , 1 , 2 ) , i n i t s p i n ( k , 2 , 2 ) , i n i t s p i n ( k , 3 , 2 )
e n d d o
o r r s t o r e ( j j , 4 ) = o r r s t o r e ( j j , 4 ) + l .0  
e n d i f
i f ( m o d ( N I N T ( t a u ) , 5 0 0 0 ) . e q . O ) t h e n  
w r i t e ( 1 0 , * ) t a u
[ U p d a t i n g  a r r a y s  a f t e r  h o p  h a s  b e e n  m a d e
c o o r d s p i n ( ; , ; , 1 , ; ) « c o o r d s p i n ( : , : , 2 , : )  
i n i t s p i n ( : , : , l ) « i n i t s p i n ( : , : , 2 )  
s p i n l a t ( : , : , : , 1 ) « s p i n l a t ( : , : , : , 2 )
[ R e s e t  e v e r y t h i n g  i n  p r e p a r a t i o n  f o r  n e x t  s i m u l a t i o n
xm o d = 0
ym o d = 0
zm o d « 0
s e l d i r = 0
s e l r e « 0 . 0
i f ( t a u . g e . t f i n ) e x i t
e n d d o [ e n d  o f  t i m e  l o o p
n s p i n  «  0
w r i t e ( 8 , * )
c l o s e ( 8 )
c l o s e ( 7 )
9 0 0 2  FO R M A T (A 5,1 6 , 2 x , 1 6 , 2 x , i 6 )
w r i t e ( 6 , * ) i
r u n t i m e  = e t i m e ( e l a p s e d )  
w r i t e  ( 6 , * ) ' r u n t i m e « ' , r u n t i m e  
r u n t i m e  «  0 . 0 _ r k
h = l
d e a l l o c a t e ( r a t e )  
d e a l l o c a t e ( o r r s t o r e )
141
Appendix A A.I. Source code for 'MCSIM'
e n d d o l E n d s  l o o p  o v e r  n u m b e r  o f  s i m u l a t i o n s  t o  a v e r a g e  o v e r
c l o s e ( 9 )  
c l o s e ( l l )
d e a l l o c a t e ( s p i n l a t )  
d e a l l o c a t e ( i n i t s p i n )  
d e a l l o c a t e ( s i t e v a l )  
d e a l l o c a t e ( s t r u c t b u l k )  
d e a l l o c a t e ( s t r u c t s u r f ) 
d e a l l o c a t e ( s t r u c t d i s )  
d e a l l o c a t e ( c o o r d s p i n )
c o n t a i n s
s u b r o u t i n e  m c d i r ( h o l d e r , x i , y i , z i , x f , y f , z f , ISO SU R F A C E ,B B , B S , S B , S S )  
IM P L IC IT  n o n e
: r k  = S E L E C T ED _R EA L _K IN D (6)
: i k  =  S E L E C T E D _IN T _K IN D (R = 10)
: x i , y i , z i , x f , y f , z f  
i n t e g e r ( k i n d = i k ) , i n t e n t ( i n o u t )  h o l d e r , B B , B S , S B , SS
l o g i c a l  : : ISOSURFACE
IN T EG E R , PARAMETER 
IN T EG E R , PARAMETER 
i n t e g e r ( k i n d = i k )
o p e n  ( 1 1 ,  f i l e  = ' d u n _ s i m y 2 . d a t ' )  
i f  ( IS O S U R F A C E )th e n
i f ( s t r u c t b u l k ( x i , y i , z i ) ) t h e n  ! ! ! ! I f  i n  b u l k
i f ( . n o t . s t r u c t d i s ( x f - l , y f - l , z f - l ) ) t h e n  ! ! ! ! I f  n o t  m o v in g  o u t  o f  b o u n d s
i f ( s t r u c t b u l k ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  b u l k
h o ld e r = h o l d e r + B B
e l s e  i f ( s t r u c t s u r f ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  s u r f a c e
h o l d e r = h o l d e r + B S
e l s e  i f ( s t r u c t d i s ( x f - 1 , y f - l , z f - 1 ) ) t h e n  ! ! ! ! I f  m o v in g  o u t  o f  b o u n d s
h o l d e r = h o l d e r
e l s e i f ( s t r u c t s u r f ( x i , y i , z i ) ) t h e n ! ! ! ! I f  o n  s u r f a c e
i f ( . n o t . s t r u c t d i s ( x f - 1 , y f - l , z f - 1 ) ) t h e n  ! ! ! ! I f  n o t  m o v i n g  o u t  o f  b o u n d s
i f ( s t r u c t b u l k ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v i n g  t o  b u l k
h o l d e r = h o l d e r + S B
e l s e  i f ( s t r u c t s u r f ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  s u r f a c e
h o l d e r = h o l d e r + S S
e l s e  i f ( s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  m o v in g  o u t  o f  b o u n d s
h o l d e r = h o l d e r
i f ( s t r u c t b u l k ( x i , y i , z i ) ) t h e n  ! ! ! ! I f  i n  b u l k
i f ( . n o t . s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  n o t  m o v in g  o u t  o f  b o u n d s
i f ( s t r u c t b u l k ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  b u l k
h o l d e r = h o l d e r + B B
e l s e  i f ( s t r u c t s u r f ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  s u r f a c e
h o l d e r = h o l d e r + B S
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e l s e  i f ( s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  m o v i n g  o u t  o f  b o u n d s
h o l d e r = h o l d e r
e l s e i f ( s t r u c t s u r f ( x i , y i , z i ) ) t h e n  ! ! ! ! I f  o n  s u r f a c e
i f ( y f . n e . y i ) t h e n
i f ( . n o t . s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  n o t  m o v in g  o u t  o f  b o u n d s
i f ( s t r u c t b u l k ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  b u l k
h o l d e r = h o l d e r + S B
e l s e  i f  ( s t r u c t s u r f  ( x f  , y f , z f ) ) t h e n  ! ! ! .' I f  m o v in g  t o  s u r f a c e
h o l d e r = h o l d e r + N I N T ( r e a l ( S S ) / 1 0 0 . 0 )
e n d i f
e l s e  i f ( s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  m o v in g  o u t  o f  b o u n d s
h o l d e r = h o l d e r
i f ( . n o t . s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  n o t  m o v in g  o u t  o f  b o u n d s
i f ( s t r u c t b u l k ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  b u l k
h o l d e r = h o l d e r + S B
e l s e  i f ( s t r u c t s u r f ( x f , y f , z f ) ) t h e n  ! ! ! ! I f  m o v in g  t o  s u r f a c e
h o l d e r = h o l d e r + S S
e l s e  i f ( s t r u c t d i s ( x f - 1 , y f - 1 , z f - 1 ) ) t h e n  ! ! ! ! I f  m o v in g  o u t  o f  b o u n d s
h o l d e r = h o l d e r
e n d  s u b r o u t i n e
END PROGRAM MCSIM
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B. 
Design of the G*(t) FORTRAN routine, 
'GSUB'
A flow diagram outlining the design of the FORTRAN routine for the G* {t) calculation, ' GSUB ', 
is presented in fig B.l.
The routine starts with parameter declarations and initialisations. The number of simulations and 
origins is declared, along with the number of snapshots output from ' MCSIM ' and the dimensions 
of the simulation cell. The ' s t r u c t u r e . d a t ' file is shared from the ' MCSIM ' routine, and the 
same structural arrays, ' s t r u c tb u lk ', ' s t r u c t s u r f  ', and ' s t r u c td i s  ', are constructed in 
' GSUB '. This is so that separate components of G* (t) can be calculated for spins pairs in different 
regions of the simulation. With two regions, bulk and surface, and two spin-pair interaction 
types, H-H and H-Fe^+, there are six correlation function components generated; G^^{t), G^^{t), 
Ggg(f), Ggg((), Gbc(^)’ ^sc(^)’ where the notation refers to spins of type X being paired to 
spins of type Y with; B = Bulk, S = Surface, C = Chemical combined [Fe^+j. Also note that these 
identities are defined att  = 0 and are carried through the calculations regardless of where spins 
reside later.
The coordinates for the Fe^ "^  are then generated by fully populating the disallowed structural 
regions, which correspond to the hard-boundaries adjacent to each surface. As the Fe^ "^  are sta­
tionary, fully populating the surface increases the statistics of the H-Fe^"  ^interaction calculation 
without affecting any dynamics in simulation. The interaction strength can be scaled later for 
any given surface-density of Fe^ "*".
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The code opens two loops 'nn  = l,n _ s in i' and '11 = l ,n _ o r ' to allow for the data to be 
averaged over all unique simulations and their separate time-origins.
Another loop over the number of snapshots, ' n_dat ' is opened. This loop contains the cal­
culation ensemble average spin-pair dipolar autocorrelation function for each snapshot. The 
coordinate data for current snapshot is read and stored into two coordinate arrays, coord and 
coordpbc following the convention of 'MCSIM', also counted and stored at this stage are the 
populations of each type, ' Bn ', ' Sn ', or ' Cn '. The arrays coord and coordpbc need to store 
the coordinate data for the current and previous snapshots so that pair-displacement vectors are 
tracked later.
The code opens two loops, 'h  = l ,n _ s p in ',  ' j  = 1 ,n_ s p in ', and using the condition 'h ^ j  ' 
the statements inside these loops go over all spin-pairs. Strictly, these iterations could be halved 
by recognising symmetries in the data set for the spin-pair interactions. However, as the runtime 
of the code was short either way the full iteration over every spin pair was performed.
Inside the loop over spin pairs the code is directed to initialise or update a pair-displacement array 
' p a i rd is  (n _ p a irs  ,6 ,3 )  ' which keeps track of all the spin-pair displacements in 3 dimensions 
for the initial and current snapshot. Similarly to ' MCSIM ' where the rate-line was initialised 
for the first MC hop, and updated for subsequent hops, 'p a i r d i s '  is initialised for the first 
snapshot, and updated for those after. In the initialisation routine, the pair displacements are 
calculated from the elements of ' coord(h , : ,  1) ' and ' coo rd (j These displacements
vectors are then checked with image-vectors for the associated spin-pairs over the PBCs. This 
check is done over how many dimensions the cell is periodic; i.e. 3 for 3D bulk water, and 2 for 
2D and Q2D simulations. When the smallest separation vector for ' h ' and ' j  ' spins is found, 
the displacements in 3 dimensions are stored in ' p a i rd i s  ', along with an identifier ' i d i n t e r  ' 
which stores the structural locations of each spin ' h ' and ' j  ' for that given pair interaction. 
This identifier is used later to output the multiple components of G* {t) for separate analysis.
On subsequent snapshots, after 'p a i r d i s '  is initialised, the previous spin-pair displacement 
data is updated to the current by evaluating the separations between the spins ' h ' and ' j  ' in 
the coordinate arrays for the current and previous snapshot, 'x d , yd, z d ' . Using these the 
spin-pair displacements for ' h ' and ' j  ' can be modified to reflect the new configuration.
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A loop over ' j j = l ,n _ p a i r s ' (note the previous loop over 'h ' and ' j '  and another is opened 
here over one loop index) is opened. Inside this loop initial and current spin-pair vectors, ' aO ' 
and ' a t  ', are created from the pair displacement data stored at ' p a i rd is  ( j j , these vec­
tors are passed to a subroutine ' GSHOLL (aO, a t , rO , r t , gsh) ' which calculates the contribution 
to G*{t) for the pair, via evaluation of Eq.(2.13). This contribution 'g sh ' is then added to the 
relevant component of G^{t) ,  'gshollX X ', using the structural identifier ' i d i n t e r '  for the 
current snapshot. The loop over 'n _ p a irs ' now closes.
The remainder of the code involves writing each value of G ^{ t )  for the current snapshot to 
file, ' g c o r r . d a t '. These components are averaged sequentially over the loops for ' n_sim ' and 
' n_or ' by writing to alternate files and averaging between them.
B.l Source code for ' GSUB '
MODULE c o m d e c  
IM P L IC IT  NONE
IN T EG E R , PARAMETER 
IN T EG E R , PARAMETER 
R E A L ( k i n d = r k ) , PARAMETER 
COMPLEX, PARAMETER 
END MODULE
i k  = S E L E C T E D _IN T _K IN D (R = 10) 
r k  = S E L E C T E D _R E A L _K IN D (P = 12, R = 1 0 0 ) 
p i  =  3 .1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 2 3 8 4 6  
C i  = ( 0 , 1 )
PROGRAM GSUB 
USE c o m d e c  
IM P L IC IT  n o n e
IN T EG E R , D IM E N S IO N (: , : , : ) ,  ALLOCATABLE : :  p a i r d i s , c o o r d , c o o r d p b c  
L O G IC A L, D IM EN SIO N ( ; , : , : ) ,  ALLOCATABLE : :  s t r u c t b u l k ,  s t r u c t s u r f ,  s t r u c t d i s
IN T EG E R , D IH E N S IO N (;, : ) ,  ALLOCATABLE : :  i n i t , f e s t o r e  
IN T EG E R , D IM E N S IO N (:) , ALLOCATABLE ; ;  s i t e v a l
R E A L ( k i n d = r k ) ,  D IM EN SIO N ( 3 )  : : a t , a O ,B O
R E A L ( k in d = r k )  
R E A L ( k in d = r k )  
R E A L ( k in d = r k )  
R E A L ( k in d = r k )  
R E A L ( k in d = r k )  
R E A L ( k in d = r k )  
R E A L ( k in d = r k )
t _ o l d , t , r O , r t , c o s i j , r m a x , r t e s t , r p r i m e  
g s h o l l B B , g s h o l l B S , g s h o l l B C , g s h o l l S S , g s h o l l S B  
g s h o l l S C , g s h o l l C C , g s h o l l C B , g s h o l l C S , g s h o l l N F  
g s h o l l T O T , g s h o l l B B a v , g s h o l l B S a v , g s h o l l B C a v  
g s h o l l S S a v , g s h o l l N F a v , g s h o l l T O T a v , g s h o l l S B a v  
g s h o l l S C a v , g s h o l l C C a v , g s h o l l C B a v , g s h o l l C S a v  
c , g s b , c b , c s , c c , x , y , z , r a n 2
IN T E G E R ( k in d = ik )  
IN T E G E R ( k in d = ik )  
IN T E G E R ( k in d = ik )
h , i ,  j  , k , k k = l , j j , i i , x d , y d , z d , n p a i r , s i t e t o t , n f e
i d i n t e r , g , B n , S n , C n , s u r f t o t , b u l k t o t , n a v = l , i d u m , i d u m s , s i , s j
n , n _ p t s , l x , l y , l z , n n , m m , l l , n o r r , x i , y i , z i , f e i , x f e , y f e , z f e
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f a r i n i t . t e s t
CHARACTER( l e n = 5 )  
CHARACTER( l e n = 2 )  
C H A R A C T E R (len= 80)
ATMNAM, h e a D E r  
S U F F IX 1 ,S U F F IX 2
F I L E 1 ,F I L E 2 ,F I L E 3 ,F I L E 4 ,F I L E 5 ,F I L E 6 ,F I L E 7 ,F I L E 8
O PEN( 7 ,  F IL E  = ' s t r u c t u r e . d a t ' )
OPEN ( 2 5 ,  f i l e  =  ' d u m m y f i l e . d a t  ' , s t a t u s =  ' u iL know n ' ) 
O PEN( 2 6 ,  f i l e  =  ' d u m n y f i l e 2 . d a t ' ,  s t a t u s = ' u n k u o w n ' )
t e s t - . F A L S E .
R E A D ( 7 ,* ) l x  
R E A D ( 7 ,* ) l y  
R E A D ( 7 ,* ) l z  
R E A D ( 7 , * ) s i t e t o t  
READ( 7 , * ) b u l k t  o t  
READ( 7 , * ) s u r f t ô t
n f e  = 2 * l x « l y  
f e i  = 0  
n _ p t s  = 2 5 8
id u m s  = 7 6 5 4 3 2 1
id u m s  =  1 + I N T (S E C N D S ( 0 .0 ) )
id u m  - id u m s
ALLOCATE( s t r u c t b u l k ( l x + 2 , l y + 2 , l z + 2 ) ) 
ALLOCATE( s t r u c t s u r f ( l x + 2 , l y + 2 , l z + 2 ) ) 
ALLOCATE( s t r u c t d i s ( 0  : l x + 1 ,0  : l y + 1 , 0  ; l z + 1 ) ) 
ALLOCATE( s i t e v a l ( l x + 2 ) )
s t r u c t b u l k = . f a l s e . 
s t r u c t s u r f = . f a l s e . 
s t r u c t d i s = . f a l s e . 
s i t e v a l =0
DO k = l , l z + 2
READ( 7 , ' ( 2 5 0 1 2 ) ' ) s i t e v a l ( 1 : l x + 2 )  
DO i = l , l x + 2
I F ( s i t e v a l ( i ) . E Q . 0)TH EN
s t r u c t b u l k ( i , l , k ) = . t r u e . ! ! ! !  END o f  s a m e  s p i n  p a i r i n g  t e s t  
E L S E I F ( s i t e v a l ( i ) . E Q . l ) T H E N  
s t r u c t s u r f ( i , l , k ) = . t r u e .
E L S E I F ( s i t e v a K i )  .E Q . 2)TH EN  
s t r u c t d i s ( i - l , 0 , k - l ) = . t r u e .
END IF
ENDDO
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DO i = l , l y + 2
s t r u c t b u l k ( : , i , : ) = s t r u c t b u l k ( : , 1 ,  
s t r u c t s u r f ( : , i , : ) = s t r u c t s u r f ( : , 1 ,  
s t r u c t d i s ( : , i - l , : ) = s t r u c t d i s ( : , 0 ,  
ENDDO
A L L O C A T E ( f e s t o r e ( n f e ,3 ) )
DO n n = i,m m  ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !  L o o p  o v e r  a l l  s i m u l a t i o n s  
DO 1 1 = 1 ,n o r r  ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !  L o o p  o v e r  a l l  t i m e  o r i g i n s  
! OPENS c o o r d  f i l e s  b a s e d  o n  s i m u l a t i o n  n u m b e r
W R IT E (S U F F IX 1 ,' ( i 2 . 2 ) ' )  n n  
W R IT E (S U F F IX 2 ,' ( i 2 . 2 ) ' )  1 1
OPEN( 9 ,F I L E = ' c o o r d - ' / / S U F F I X l / / ' - ' / / S U F F I X 2 / / ' . x y z ' )
OPEN (  1 0  ,F IL E =  ' c o o r d p b c -  ' / / S U F F I X l / /  ' -  ' / / S U F F I X 2 / /  ' . x y z ' )
! S e t s  u p  f i l e s  t o  b e  a v e r a g e d  b e t w e e n  
I F  ( H 0 D ( n a v ,2 ) .E Q .O )  THEN
F IL E S = ' g s h o l l 2 . d a t '
F IL E 7 = ' g s h o l l l . d a t '
F IL E 6 = ' g 0 c o r r 2 . d a t '
F IL E S = ' g O c o r r l . d a t '
F IL E 4 = ' g l c o r r 2 . d a t '
F IL E S = ' g l c o r r l . d a t '
F IL E 2 = ' g 2 c o r r 2 . d a t '
F I L E l = ' g 2 c o r r l . d a t '
E L S E I F ( m o d ( n a v , 2 ) .N E .0 ) THEN
F I L E l = ' g 2 c o r r 2 . d a t '
F IL E 2 = ' g 2 c o r r l . d a t '
F IL E S = ' g l c o r r 2 . d a t '
F IL E 4 = ' g l c o r r l . d a t '
F IL E S = ' g 0 c o r r 2 . d a t '
F IL E S = ' g O c o r r l . d a t '
F IL E 7 = ' g s h o l l 2 . d a t '
F IL E S = ' g s h o l l l . d a t '
E N D IF
OPEN( 1 3 , F IL E = F I L E 1 , ST A T U S= ' OLD' )
OPEN( 1 4 , F IL E = F I L E 2 , ST A T U S= ' UNKNOWN' )  
OPEN( 1 5 , F IL E = F I L E 3 , ST A T U S= ' OLD' )
OPEN( 1 6 , F IL E = F I L E 4 , ST A T U S= ' UNKNOWN' )  
OPEN (  1 7 ,  F IL E = F I L E 5 , STATUS= ' OLD ' )
OPEN( 1 8 , F IL E = F I L E 6 , ST A T U S= ' UNKNOWN' )  
OPEN( 1 9 ,F IL E = F IL E 7 ,S T A T U S = 'OLD')
OPEN( 2 0 , F IL E = F I L E 8 , ST A T U S= ' UNKNOWN' )  
! R E A D (1 9 , ' ( a 5 ) ' ) b e a D E r
W R IT E ( 1 4 , ' ( a , 1 3 , a , 1 3 , a , 1 3 ) ' ) ' #  P a i r  C o r r e l a t i o n  F u n c t i o n  o f  s i m u l a t i o n  o f  d i m e n s i o n ' , l x , ' X ' , l y , ' X ' , l z  
W R IT E ( 1 4 , ' ( a , 1 6 ) ' ) ' #  n  = ' , n
W R I T E ( 1 4 , ' ( a ) ' ) ' #  T im e  t  I G* TOT I G* BB I G* BS &
&l G* BC I G* SS  I G* SB I G* SC &
&| G* CC I G* CB I G» CS I G» NF I '
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W R ITE( 1 6 , ' ( a , 1 3 , a , 1 3 . a , 1 3 ) ' ) ' #  P a i r  C o r r e l a t i o n  F u n c t i o n  o f  s i m u l a t i o n  o f  d i m e n s i o n ' , I x , ' X ' , l y , ' X ' , l z  
W R I T E ( 1 6 , ' ( a , i 6 ) ' ) ' #  n  = ' , n
W R I T E ( 1 6 , ' ( a ) ' ) ' #  T im e  t  I G* TOT I G* BB I G* BS &
&l G* BC I G* SS  I G* SB I G* SC &
& I G* CC I G* CB I G* CS I G* NF I ’
W R ITE( 1 8 , ' ( a , 1 3 , a , 1 3 , a , 1 3 ) ' ) ' #  P a i r  C o r r e l a t i o n  F u n c t i o n  o f  s i m u l a t i o n  o f  d i m e n s i o n ' , l x , ' X ' , l y , ' X ' , l z  
W R ITE( 1 8 , ' ( a , 1 6 ) ' ) ' #  n  = ' , n
W R I T E ( 1 8 , ' ( a ) ' ) ' #  T im e  t  I G* TOT I G* BB I G* BS k
&l G* BC I G* SS  I G* SB I G* SC k
&l G* CC I G* CB I G* CS I G* NF I '
W R IT E ( 2 0 , ' ( a , 1 3 , a , 1 3 , a , 1 3 ) ' ) ' #  P a i r  C o r r e l a t i o n  F u n c t i o n  o f  s i m u l a t i o n  o f  d i m e n s i o n ' , l x , ' X ' , l y , ' X ' , l z  
W R IT E ( 2 0 , ' ( a , 1 6 ) ' ) ' #  n  = ' , n
W R I T E ( 2 0 , ' ( a ) ' ) ' #  T im e  t  I G* TOT I G* BB I G* BS k
&l G* BC I G* SS  I G* SB I G* SC k
k\  G* CC I G* CB I G* CS I G* NF I '
! D E a l o c a t e s  a r r a y s  a n d  s e t s  u p  s t r u c t u a l  a r r a y s  f r o m  . d a t  f i l e s
IF ( n a v .G T . l ) T H E N  
DO k = l , 3
R E A D ( 1 3 , ' ( a S ) ' ) h e a D E r  
READ( 1 5 , ' ( a 5 ) ' ) h e a D E r  
READ( 1 7 , ' ( a 5 ) ' ) h e a D E r  
READ( 1 9 , ' ( a 5 ) ' ) h e a D E r  
ENDDO
D E A L L O C A T E (p a ird i s )
D E A L L O C A T E (in i t)
D E A L L O C A T E (coo rd )
D E A L L O C A T E (co o rd p b c )
EN D IF
! READS i n  n  f r o m  c o o r d . d a t , a n d  ALLOCATES a r r a y s  f o r  s p i n  s t o r a g e
R E A D (9 ,* ,E N D = 1 0 )n
rm a x  = ( r e a l ( l x / 2 . 0 ) )
n p a i r  = ( r e a l ( n + n f e ) - l . 0 ) * r e a l ( n + n f e )  ! ! ! ! ! T h i s  n e e d s  t o  b e  h a l v e d  I F  u s i n g  e f f i c i e n t  l o o p s  ( D O u b le  c o u n t i n g )
A L L O C A T E ( p a i r d i s ( n p a i r , 6 , 3 ) )
ALLOCATE( i n i t ( n + n f e , 3 ) )
A L L O C A T E (c o o rd (n + n f  e , 3 , 3 ) )
A L L O C A T E ( c o o rd p b c (n + n fe , 3 , 3 ) )
c o o r d  = 0
p a i r d i s  = 0
! ! S e t i n g  P e r m a n e n t  m a g n e t i c  f i e l d  d i r e c t i o n  
B 0 = ( / 0 , 0 , 1 / )
F u l l y  p o p u l a t e  h a r d  b o u n d a r i e s  w i t h  F e  i n p u r i t e s  
f e i = l
DO j  = l , l x
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DD k  = l , l y
I F ( f e i . l e . n fe /2 ) T H E N
f e s t o r e ( f e i , l ) = j
f e s t o r e ( f e i , 2 ) = k
f e s t o r e ( f  e i , 3 ) = 0
f e i = f e i + 1
END IF
ENDDO
ENDDO
T o p  s u r f a c e  i s  c o p i e d  f r o m  b o t t o m  
DO i = l , n f e / 2
f e s t o r e ( n f e / 2 + i , 1 : 2 ) = f e s t o r e ( i , 1 : 2 )
f e s t o r e ( n f e / 2 + i , 3 ) = l z + l
ENDDO
DO i = l , n _ p t s L o o p  o v e r  t i m e  s t e p s
W RITE( 6 , ' ( a , i 3 , a , i 3 , a , i 3 , a , i 3 ) ' ) ' i t e r a t i o n ; ' , n n , ' t i m e  o r i g i n ' . 1 1 , 'g s u b  s t e p ; ' , i , ' o f ' , t
I F ( i . g e . 2 ) T H E N
R E A D O , ' ( i 2 0 )  ' , E N D = 1 0 )n
EN D IF
R E A D d O , ' ( 1 2 0 )  ' , E N D = 1 0 )n  
R E A D O , ' ( g 3 0 . 8 )  ' , E N D = 1 0 ) t 
R E A D d O , ' ( g 3 0 . 8 ) ' ,  E N D = 1 0 ) t 
DO i i = l , n  
I F d .N E .D T H E N
R E A D (9 ,F M T = 9 0 0 2 , E N D =10) A T M N A M ,c o o rd ( i i ,  1 , 3 )  , c o o r d ( i i , 2 , 3 )  , c o o r d d i , 3 , 3 )
READ d o , F M T = 9 0 0 2 , E N D =10) ATMNAM, c o o r d p b c ( i i , 1 , 3 ) , c o o r d p b c ( i i , 2 , 3 ) , c o o r d p b c ( i i , 3 , 3 )  
ELSE
READ ( 9 ,  F M T = 9 0 0 2 , E N D =10) ATMNAM, c o o r d  ( i i , 1 , 1 ) , c o o r d  ( i i , 2 , 1 ) ,  c o o r d d i ,  3 , 1 )  
R E A D (1 0 ,F M T = 9 0 0 2 ,E N D = 1 0 ) A T M N A M ,c o o rd p b c ( i i , 1 , 1 ) , c o o r d p b c ( i i , 2 , 1 ) , c o o r d p b c ( i i , 3 , 1 )  
EN D IF
DO j = l , n f e
c o o r d ( n + j , 1 , l ) = f e s t o r e ( j , 1 )  
c o o r d ( n + j , 2 , l ) = f e s t o r e ( j , 2 )  
c o o r d ( n + j , 3 , l ) = f e s t o r e ( j , 3 )  
c o o r d p b c ( n + j , 1 , l ) = f e s t o r e ( j , 1 )  
c o o r d p b c ( n + j , 2 , l ) = f e s t o r e ( j , 2 )  
c o o r d p b c ( n + j , 3 , l ) = f e s t o r e ( j , 3 )  
c o o r d ( n + j , 1 , 3 ) = f e s t o r e ( j , 1 )  
c o o r d ( n + j , 2 , 3 ) = f e s t o r e ( j , 2 )  
c o o r d ( n + j , 3 , 3 ) = f e s t o r e ( j , 3 )  
c o o r d p b c ( n + j , l , 3 ) = f e s t o r e ( j , 1 )  
c o o r d p b c ( n + j , 2 , 3 ) = f e s t o r e ( j , 2 )  
c o o r d p b c ( n + j , 3 , 3 ) = f e s t o r e ( j , 3 )
ENDDO
B n=0
S n = 0
C n=0
! ! !New l o o p s  f o r  a l l  i n t e r a c t i o n s  
DO j = l , n + n f e  
! C o u n t s  s p e c i e s  t y p e s
I F ( s t r u c t b u l k ( c o o r d p b c ( j , 1 , 1 ) + 1 , c o o r d p b c ( j , 2 , 1 ) + 1 . c o o r d p b c ( j , 3 , 1 )+ 1 ))T H E N  
B n = B n + l
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E L S E I F ( s t r u c t s u r f ( c o o r d p b c ( j , 1 , 1 ) + 1 , c o o r d p b c ( j , 2 , 1 ) + 1 , c o o r d p b c ( j , 3 , 1 )+ 1 ))T H E N  
S n = S n + l
E L S E I F ( s t r u c t d i s ( c o o r d p b c ( j , 1 , 1 ) , c o o r d p b c ( j , 2 , 1 ) , c o o r d p b c ( j , 3 , 1 ) ) ) THEN 
C n = C n + l
DO h = l , n + n f e
I F ( h /= j ) T H E N  ! ! ! !  M a k e s  s u r e  n o t  t o  p a i r  w i t h  t h e  s a m e  s p i n
I F ( i . E Q . D TH E N  ! ! ! ! I F  t h i s  i s  t h e  f i r s t  t i m e  s t e p ,  a  d I F f e r e n t  p r o c e d u r e  i s  im p l e m e n t e d
! I n i t i a l  d i s p l a c m e n t s
c o o r d p b c ( : , : , 3 ) = c o o r d p b c ( : , ; , 1 )
c o o r d ( : , : , 3 )  = c o o r d ( : , : , 1 )
x d =  ( c o o r d ( j , 1 , 1 ) ) - ( c o o r d ( h , 1 , 1 ) )
y d =  ( c o o r d ( j  , 2 , l ) ) - ( c o o r d ( h , 2 , D )
z d =  ( c o o r d ( j , 3 , 1 ) ) - ( c o o r d ( h , 3 , 1 ) )
! C h e c k i n g  f o r  s m a l l  d i s p l a c m e n t s  a c r o s s  P B C s 
! THREE DIMENSIONS
r t e s t = s q r t ( r e a l ( x d ) * * 2 . 0 + r e a l ( y d ) * * 2 . 0 + r e a l ( z d ) * * 2 . 0 )
!D 0 g = - l , 1 
!D 0 k = - l , l  
!D 0 1 = - 1 , 1
! r p r i m e  = s q r t ( r e a l ( x d + r e a l ( g * l x ) ) * * 2 . 0 + r e a l ( y d + r e a l ( k * l y ) ) * * 2 . 0 + r e a l ( z d + r e a l ( l * l z ) ) * * 2 . 0 )  
! I F ( r p r i m e . L T . r t e s t ) THEN 
! r t e s t = r p r i m e  
! x d = x d + r e a l ( g * l x )
! y d = y d + r e a l ( k * l y )
! EN D IF 
! ENDDO 
! ENDDO 
!ENDDO
!TWO DIMENSIONS 
DO g = - l , l  
DO k = - l , l
r p r i m e  = s q r t ( r e a l ( x d + r e a l ( g * l x ) ) * * 2 . 0 + r e a l ( y d + r e a l ( k * l y ) ) * * 2 . 0 + r e a l ( z d ) * * 2 . 0 )
I F ( r p r i m e . L T . r t e s t ) T H E N
r t e s t = r p r i m e
x d = x d + r e a l ( g * l x )
y d = y d + r e a l ( k * l y )
END IF
ENDDO
ENDDO
!S om e p a i r s  m ay b e  i n  t h e  FAR r e g i m e  a t  t = 0 ,  t h i s  p e i c e  
I F ( r t e s t .G T . r m a x ) T H E N  
f a r i n i t = . T RU E.
ELSE
f  a r i n i t = . F A L S E .
END IF
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! T h i s  s e t  o f  c o n d i t i o n s  a l l o c a t s  a n  i n t e r a c t i o n  ID  D E pE N D ing  o n  t h e  p a i r  t y p e  ( s u r f a c e  t o  b u l k  e t c )  
I F ( f a r i n i t ) T H E N
i d i n t e r = 1 0 2 4  ! ! ID  f o r  f a r  r e g i m e  a t  t = 0
E L S E I F ( s t r u c t b u l k ( c o o r d p b c ( j , l , 3 ) + l , c o o r d p b c ( j , 2 , 3 ) + l , c o o r d p b c ( j , 3 , 3 ) + l ) . A N D . &  
s t r u c t b u l k ( c o o r d p b c ( h , 1 , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + 1 ) ) THEN 
i d i n t e r = 2  ! ! ID  f o r  B u l k - B u l k  I n t e r a c t i o n
E L S E I F ( s t r u c t s u r f ( c o o r d p b c ( j , 1 , 3 ) + 1 , c o o r d p b c ( j , 2 , 3 ) + 1 , c o o r d p b c ( j , 3 , 3 ) + l ) . A N D . &  
s t r u c t s u r f ( c o o r d p b c ( h , 1 , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + 1 ) ) THEN 
i d i n t e r = 4  ! ! ID  f o r  S u r f a c e - S u r f a c e  I n t e r a c t i o n
E L S E I F ( s t r u c t b u l k ( c o o r d p b c ( j , 1 , 3 ) + 1 , c o o r d p b c ( j , 2 , 3 ) + l , c o o r d p b c ( j , 3 , 3 ) + l ) . A N D . &  
s t r u c t s u r f ( c o o r d p b c ( h , 1 , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + l ) ) T H E N  
i d i n t e r = 8  ! ! ID  f o r  C r o s s  B u l k - S u r f a c e  I n t e r a c t i o n
E L S E I F ( s t r u c t s u r f ( c o o r d p b c ( j , 1 , 3 ) + 1 , c o o r d p b c ( j , 2 , 3 ) + 1 , c o o r d p b c ( j , 3 , 3 ) + l ) . AND.& 
s t r u c t b u l k ( c o o r d p b c ( h , 1 , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + l ) ) T H E N  
i d i n t e r = 1 6  ! ! ID  f o r  C r o s s  S u r f a c e - B u l k  I n t e r a c t i o n
E L S E I F ( s t r u c t b u l k ( c o o r d p b c ( j , 1 , 3 ) + l , c o o r d p b c ( j , 2 , 3 ) + l , c o o r d p b c ( j , 3 , 3 ) + l ) . AND.& 
s t r u c t d i s ( c o o r d p b c ( h , 1 , 3 ) , c o o r d p b c ( h , 2 , 3 ) , c o o r d p b c ( h , 3 , 3 ) ) ) THEN 
i d i n t e r = 3 2  ! ! ID  f o r  B u lk - C o m b in e d
E L S E I F ( s t r u c t s u r f ( c o o r d p b c ( j , 1 , 3 ) + 1 , c o o r d p b c ( j , 2 , 3 ) + 1 , c o o r d p b c ( j , 3 , 3 ) + l ) . AND.& 
s t r u c t d i s ( c o o r d p b c ( h , 1 , 3 ) , c o o r d p b c ( h , 2 , 3 ) , c o o r d p b c ( h , 3 , 3 ) ) )THEN 
i d i n t e r = 6 4  ! ! ID  f o r  S u r f a c e - C o m b i n e d
E L S E I F ( s t r u c t d i s ( c o o r d p b c ( j , 1 , 3 ) , c o o r d p b c ( j , 2 , 3 ) , c o o r d p b c ( j , 3 , 3 ) ) .AND.& 
s t r u c t d i s ( c o o r d p b c ( h , 1 , 3 ) , c o o r d p b c ( h , 2 , 3 ) , c o o r d p b c ( h , 3 , 3 ) ))T H E N  
i d i n t e r = 1 2 8  ! ! ID  f o r  C o m b in e d -C o m b in e d
E L S E I F ( s t r u c t d i s ( c o o r d p b c ( j , 1 , 3 ) , c o o r d p b c ( j , 2 , 3 ) , c o o r d p b c ( j , 3 , 3 ) ) . AND.& 
s t r u c t b u l k ( c o o r d p b c ( h , l , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + 1 ) ) THEN 
i d i n t e r = 2 5 6  ! ! ID  f o r  C o m b i n e d - B u lk
E L S E I F ( s t r u c t d i s ( c o o r d p b c ( j , 1 , 3 ) , c o o r d p b c ( j , 2 , 3 ) , c o o r d p b c ( j , 3 , 3 ) ) . AND.& 
s t r u c t s u r f ( c o o r d p b c ( h , 1 , 3 ) + 1 , c o o r d p b c ( h , 2 , 3 ) + 1 , c o o r d p b c ( h , 3 , 3 ) + 1 ) )THEN 
i d i n t e r = 5 1 2  ! ! ID  f o r  C o m b i n e d - S u r f a c e
p a i r d i s ( k k , l , l ) = j  
p a i r d i s ( k k , 2 , 1 ) = h  
p a i r d i s ( k k , 3 , l ) = x d  
p a i r d i s ( k k , 4 , 1 ) = y d  
p a i r d i s ( k k , 5 , 1 ) = z d  
p a i r d i s ( k k , 6 , l ) = i d i n t e r
'T h i s  s e t  o f  s t a t e m e n t s  u p d a t e s  t h e  p a i r d i s  a r r a y  w i t h  t h e  new  s e p a r a t i o n  v e c t o r s  a t  l a t e r  t i m e s  ( t = / = 0 )  
ELSE
x d =  ( c o o r d ( j , 1 , 3 ) - c o o r d ( j , 1 , 2 ) ) - ( c o o r d ( h , 1 , 3 ) - c o o r d ( h , 1 , 2 ) )  
y d =  ( c o o r d ( j , 2 , 3 ) - c o o r d ( j , 2 , 2 ) ) - ( c o o r d ( h , 2 , 3 ) - c o o r d ( h , 2 , 2 ) )  
z d =  ( c o o r d ( j , 3 , 3 ) - c o o r d ( j , 3 , 2 ) ) - ( c o o r d ( h , 3 , 3 ) - c o o r d ( h , 3 , 2 ) )
I F ( p a i r d i s ( k k , 1 , 3 ) .E Q .j)T H E N  
p a i r d i s ( k k , 3 , 3 ) = p a i r d i s ( k k , 3 , 2 ) + x d
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p a i r d i s ( k k , 4 , 3 ) = p a i r d i s ( k k , 4 , 2 ) + y d  
p a i r d i s ( k k , 5 , 3 ) = p a i r d i s ( k k , 5 , 2 ) + z d
E L S E I F ( p a i r d i s ( k k . 1 , 3 ) . E Q . h)T H EN  
p a i r d i  s ( k k , 3 , 3 ) = p a i r d i  s ( k k , 3 , 2 ) - x d  
p a i r d i s ( k k , 4 , 3 ) = p a i r d i s ( k k , 4 , 2 ) - y d  
p a i r d i s ( k k , 5 , 3 ) = p a i r d i s ( k k , 5 , 2 ) - z d  
END IF
END o f  i n i t i a l  a n d  l a t e r  p a i r  d i s p l a c e m e n t  t e s t  
! ! ! I n c r e a s e s  p a i r  c o u n t  b y  1 
END o f  s a m e  s p i n  p a i r i n g  t e s t
! ! ! ! END l o o p s  o v e r  s p i n s  
! ! ! ! END l o o p s  o v e r  s p i n s
ENDDO 
ENDDO
! C a l c u l a t i n g  c o n c e n t r a t i o n s
I F  ( i . E Q .  D TH E N
c b  =  r e a l ( B n ) / r e a l ( B u l k t o t )
CS =  r e a l ( S n ) / r e a l ( S u r f t o t )
CC =  r e a l ( C n ) / r e a l ( l x * l y )
I F ( i s n a n ( c b ) ) c b = 0 . 0 _ r k  
I F ( i s n a n ( c s ) ) c s = 0 . 0 _ r k  
I F ( i s n a n ( c c ) ) c c = 0 . 0 _ r k
c  =  c b * ( r e a l ( b u l k t o t ) / r e a l ( s i t e t o t ) )  + c s * ( r e a l ( s u r f t o t ) / r e a l ( s i t e t o t ) ) 
E N D IF
'U p d a t e s  a r r a y s  f o r  t h e  p r o c e d i n g  t i m e s t e p s  
I F  ( i . E Q .  D TH EN
p a i r d i s ( : , : , 2 ) = p a i r d i s ( : , ; , 1 )  
p a i r d i s ( ; , : , 3 ) = p a i r d i s ( : , : , 2 )  
c o o r d ( : , : , 2 ) = c o o r d ( : , ; , 1 )  
c o o r d p b c ( : , : , 2 ) = c o o r d p b c ( : , : , 1 )
ELSE
c o o r d ( : , : , 2 ) = c o o r d ( : , : , 3 )  
c o o r d p b c ( : , : , 2 ) = c o o r d p b c ( : , : , 3 )  
p a i r d i s ( : , : , 2 ) = p a i r d i s ( : , : , 3 )
E ND IF
DO j j = l , n p a i r
I F ( p a i r d i s ( j  j , 1 , 3 ) . N E . 0 . AND. p a i r d i s ( j  j , 2 , 3 ) . N E .0)TH EN
a O = ( / ( p a i r d i s ( j  j , 3 , 1 ) ) , ( p a i r d i s ( j j , 4 , D ) , ( p a i r d i s ( j j , 5 , 1 ) ) / )
a t = ( / ( p a i r d i s ( j j , 3 , 3 ) ) , ( p a i r d i s ( j j , 4 , 3 ) ) . ( p a i r d i s ( j j , 5 , 3 ) ) / )
I F ( p a i r d i s ( j  j , 6 , 3 ) . N E . 1 0 2 4 ) THEN
c a l l  g s h o l l ( a O , a t , r O , r t , g s h )  
s i = p a i r d i s ( j j , 1 , 3 )  
s j = p a i r d i s ( j j , 2 , 3 )
I F ( i s n a n ( g s h ) ) g s h = 0 . OdO
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I F ( r O . G T . r m a x . O R. p a i r d i s ( j j , 6 , 3 ) . E Q . 1 0 2 4 ) THEN 
ELSE
I F ( r t . G T . r m a x ) g s h = g s h * 2 .0
I F ( - n o t . p a i r d i s ( j j , 6 , 3 ) .E Q . 1 2 8 . A N D . . n o t . p a i r d i s ( j j , 6 , 3 ) .E Q . 2 5 6 . .A N D .. n o t . p a i r d i s ( j  j , 6 , 3 ) .E Q .5 1 2 ) THEN
g s h o l lT O T = g s h o l lT O T + g s h
EN D IF
I F ( p a i r d i s ( j j , 6 , 3 ) . E Q . 2 ) THEN
g s h o l l B B = g s h o l l B B + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) . E Q . 4 ) THEN
I F ( s t r u c t s u r f ( c o o r d p b c ( s i , 1 , 3 ) + 1 , c o o r d p b c ( s i , 2 , 3 ) + 1 , c o o r d p b c ( s i , 3 , 3 ) + 1 )&
. A N D . s t r u c t s u r f ( c o o r d p b c ( s j , 1 . 3 ) + 1 , c o o r d p b c ( s j , 2 , 3 ) + 1 , c o o r d p b c ( s j , 3 , 3 ) + l ) ) T H E N  
g s h o l l S S = g s h o l l S S + g s h  
ELSE 
E N D IF
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) . E Q . 8)T H EN
g s h o l l B S = g s h o l l B S + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) . E Q . 1 6 ) THEN
g s h o l l S B = g s h o l l S B + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) .E Q .3 2 )T H E N
g s h o l l B C = g s h o l l B C + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) . E Q . 6 4 ) THEN
I F ( s t r u c t s u r f ( c o o r d p b c ( s i , 1 , 3 ) + 1 , c o o r d p b c ( s i , 2 , 3 ) + 1 , c o o r d p b c ( s i , 3 , 3 ) + 1 ) ) THEN
g s h o l l S C = g s h o l l S C + g s h
E N D IF
E L S E I F ( p a i r d i  s ( j  j , 6 , 3 ) . E Q . 1 2 8 ) THEN
g s h o l l C C = g s h o l l C C + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) . E Q . 2 5 6 ) THEN
g s h o l l C B = g s h o l l C B + g s h
E L S E I F ( p a i r d i s ( j  j , 6 , 3 ) .E Q .5 1 2 ) THEN
g s h o l l C S = g s h o l l C S + g s h
EN D IF
EN D IF
EN D IF
EN D IF
ENDDO
g s h o l l T O T = g s b o l l T O T / r e a l ( n )
! I F ( i s n a n ( r e a l ( g s h o l l T O T ) ) ) g s h o l l T D T = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
4 1 0  READ( 1 9 , ' ( 1 2 g 2 0 . 1 0 ) ' , E N D = 3 4 3 4 ) t _ o l d , g s h o l l T O T a v , g s h o l l B B a v , g s h o l l B S a v , g s h o l l B C a v ,
g s h o l l S S a v , g s h o l l S B a v , g s h o l l S C a v , g s h o l l C C a v , g s h o l l C B a v , g s h o l l C S a v , g s h o l l N F a v  
W R IT E ( 2 5 , ' ( 1 2 g 2 0 . 1 0 ) ' ) t _ o l d , g s h o l l T O T a v , g s h o l l B B a v , g s h o l l B S a v , g s h o l l B C a v , & 
g s h o l l S S a v , g s h o l l S B a v , g s h o l l S C a v , g s h o l l C C a v , g s h o l l C B a v , g s h o l l C S a v , g s h o l l N F a v  
GOTO 4 2 0  
4 1 5  GOTO 4 1 0
4 2 0  g s h o l l T O T = ( g s h o l l T O T a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l T O T / r e a l ( n a v ) )
GOTO 1 1 1 1
1 1 1 1  CONTINUE
ELSE
t _ o l d = 0 . OdO 
END IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 , g 2 0 . 1 0 ) ' , a d v a n c e ^ ' n o ' ) t , r e a l ( g s h o l l T O T )
I F ( i s n a n ( g s h o l l B B ) ) g s h o l l B B = 0 . OdO 
g s h o l l B B = g s h o l l B B / r e a l ( B n )
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I F ( B n .E Q .O ) g s h o l l B B = 0 . 0 _ r k  
I F  ( n a v .G T .  D TH E N
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' ) gO B B av
g s h o l l B B = ( g s h o l l B B a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l B B / r e a l ( n a v ) ) 
E N D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B B )
I F ( i s n a n ( g s h o l l B S ) ) g s h o l l B S = 0 . O d O  
g s h o l l B S = g s h o l l B S / r e a l ( B n )
I F ( i s n a n ( r e a l ( g s h o l l B S ) ) ) g s h o l l B S = 0 . 0 _ r k
I F  ( n a v .  G T . D TH E N
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = ' n o ' ) gO B S av
g s h o l l B S = ( g s h o l l B S a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l B S / r e a l ( n a v ) ) 
EN D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B S )
I F ( i s n a n ( g s h o l l B C ) ) g s h o l l B C = 0 . OdO 
g s h o l l B C = g s h o l l B C / r e a l ( B n )
I F ( B n . E Q . 0 ) g s h o l l B C = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e ^ ' n o ' ) gO BC av
g s h o l l B C = ( g s h o l l B C a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l B C / r e a l ( n a v ) ) 
EN D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B C )
I F ( i s n a n ( g s h o l l S S ) ) g s h o l l S S = 0 . OdO 
g s h o l l S S = g s h o l l S S / r e a l ( S n )
I F ( S n . E Q . O ) g s h o l l S S = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' )g O S S a v
g s h o l l S S = ( g s h o l l S S a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l S S / r e a l ( n a v ) ) 
END IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S S )
I F ( i s n a n ( g s h o l l S B ) ) g s h o l l S B = 0 . OdO 
g s h o l l S B = g s h o l l S B / r e a l ( S n )
I F ( S n . E Q . O ) g s h o l l S B = 0 . 0 _ r k
I F  ( n a v .G T .  D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e ^ ' n o ' ) gO S B av
g s h o l l S B = ( g s h o l l S B a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l S B / r e a l ( n a v ) ) 
EN D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S B )
I F ( i s n a n ( g s h o l l S C ) ) g s h o l l S C = 0 . OdO 
g s h o l l S C = g s h o l l S C / r e a l ( S n )
I F ( S n . E Q . O ) g s h o l l S C = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' )g O S C a v
g s h o l l S C = ( g s h o l l S C a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l S C / r e a l ( n a v ) ) 
END IF
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W R ITE( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S C )
I F ( i s n a n ( g s h o l l C C ) ) g s h o l l C C = 0 . OdO 
g s h o l l C C = g s h o l l C C / r e a l ( C n )
I F ( C n .E Q .O ) g s h o l l C C = 0 . 0 _ r k
I F  ( n a v .  G T. D TH E N
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' ) gO C C av
g s h o l l C C = ( g s h o l l C C a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l C C / r e a l ( n a v ) )  
E N D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l C C )
I F ( i s n a n ( g s h o l l C B ) ) g s h o l l C B = 0 . OdO 
g s h o l l C B = g s h o l l C B / r e a l ( C n )
I F ( C n . E Q . 0 ) g s h o l l C B = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = ' n o ' ) gO C B av
g s h o l l C B = ( g s h o l l C B a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l C B / r e a l ( n a v ) ) 
EN D IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l C B )
I F ( i s n a n ( g s h o l l C S ) ) g s h o l l C S = 0 . OdO 
g s h o l l C S = g s h o l l C S / r e a l ( C n )
I F ( C n . E Q . 0 ) g s h o l l C S = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
! READ( 1 7 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' ) gO C Sav
g s h o l l C S = ( g s h o l l C S a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l C S / r e a l ( n a v ) ) 
E ND IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l C S )
g s h o l l N F = g s h o l l N F / r e a l ( n )
I F ( i s n a n ( r e a l ( g s h o l l N F ) ) ) g s h o l l N F = 0 . 0 _ r k
I F  ( n a v .  G T. D TH EN
'R EA D ( 1 7 , ' ( g 2 0 .1 0 ) ') g O N F a v
g s h o l l N F = ( g s h o l l N F a v * ( r e a l ( n a v - 1 ) / n a v ) ) + ( g s h o l l N F / r e a l ( n a v ) ) 
END IF
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' ) r e a l ( g s h o l l N F )
k k  =  1
9 0 0 2  F D R M A T ( A 5 , 2 x , i 6 , 2 x , i 6 , 2 x , i 6 )
ENDDO
GOTO 3 4 3 4
10  CONTINUE ! T h i s  s e c t i o n  i n s u r e s  t h a t  I F  t h e r e  i s  n o  d a t a  t o  b e  a v e r g a g e d , d u e  t o  t i m e  o r i g i n s ,  t h a t  t h e  s e r i e s  s t a y s  t h e  s a m e  
l e n g t h
W R IT E ( 6 , * ) ' c o o r d s  E N D Ed'
I F  ( n a v .  GT. D TH EN  
DO
R E A D (1 9 , ' ( 1 2 g 2 0 . 1 0 ) ' , E N D = 3 4 3 4 ) t , g s h o l l T O T , g s h o l l B B , g s h o l l B S , g s h o l l B C , & 
g s h o l l S S , g s h o l l S B , g s h o l l S C , g s h o l l C C , g s h o l l C B , g s h o l l C S , g s h o l l N F
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W R IT E ( 2 0 , ' ( g 2 0 . 1 0 , g 2 0 . 1 0 ) ' , a d v a n c e = 'n o ' ) t , r e a l ( g s h o l l T O T )  
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B B )
W R I T E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B S )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l B C )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S S )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S B )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l S C )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l C C )
W R IT E ( 2 0 , ' ( g 2 0 . 1 0 ) ' , a d v a n c e = " n o " ) r e a l ( g s h o l l C B )
W R IT E ( 2 0 ,  ' ( g 2 0 . 1 0 )  ' , a d v a n c e = ' ' n o " ) r e a l ( g s h o l l C S )
WRITE ( 2 0 , ' ( g 2 0 . 1 0 ) ' ) r e a l ( g s h o l l N F )
ENDDO
END IF
3 4 3 4  CONTINUE
W R I T E ( 6 ,* ) ’ d a t s f l l e  EN D E d'
CLO SE ( 1 3 )  
CLO SE ( 1 4 )  
CLO SE ( 1 5 )  
CLO SE ( 1 6 )  
CLO SE ( 1 7 )  
C L O S E (IS )  
C L 0 S E (1 9 )  
CLO SE ( 2 0 )  
n a v = n a v + l  
k k  = 1 
ENDDO ! ! ! ! END l o o p  o v e r  t i m e  o r i g i n s  
! ! ! ! END l o o p  o v e r  s i m u l a t i o n s
SUBROUTINE g s h o l l ( a O , a t , r O , r t , g s )
IM P L IC IT  NONE
IN T E G E R , PARAMETER : ; i k  = S E L E C T E D _IN T _K IN D (R = 10)
IN T E G E R , PARAMETER : : r k  = S E L E C T E D _R E A L _K IN D (P = 12, R = 1 0 0 )  
R E A L ( k i n d = r k ) ,  D IM EN SIO N ( 3 )  : :  a t , a O
R E A L ( k i n d = r k ) , i n t e n t ( i n o u t )  : :  r O , r t , g s
r 0 = ( a 0 ( l ) » » 2 + a 0 ( 2 ) * * 2 + a 0 ( 3 ) * * 2 )  
r O = s q r t ( r O )
r t = ( a t ( 1 ) * * 2 + a t ( 2 ) * * 2 + a t ( 3 ) * * 2 )  
r t = s q r t ( r t )
c o s i j = ( D O t _ p r o d u c t ( a O , a t ) ) / ( r O * r t )
g s = ( 0 . 5 _ r k » ( ( 3 . 0 _ r k * ( c o s i j * » 2 ) - l . 0 _ r k ) / ( r 0 * * 3 * r t * * 3 ) ) )
END SUBROUTINE
END PROGRAM
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c.
Design of MATLAB script, ' INTERPFFT '
A flow-diagram for the MATLAB script is presented in fig C.l.
The G*{t) datasets are imported using the import wizard in MATLAB, and are assigned to the 
matrix ' d a ta  ', where ' d a ta  ( 1 , : ) ' are the time values and ' d a ta  (2  : end, : ) ' are the various 
components of G*{t).
The necessary constants for the following calculations are initialised; C n = +1),
and Gis = { ^ Ÿ  + 1 ), where 7 /  =  2.675 x 10® rad s-i T -i, 75  =  658 .217/, I
and S  = ^ . The correlation function data stored in ' d a ta  ' are then scaled to [m“ ®] and [s] 
units. The scaled data sets are then entered into arrays, 'G data ' and ' ta u  ', which are rank-1 
arrays meaning only one component of G* (t) is processed each time the script is run.
The data are then linearly interpolated, which first involves creating a linearly spaced matrix of 
^-points, ' ta u in te rp  ', using the ' 1 inspace ' function, and then interpolating the G*{t) data 
from 'G data ' onto those t-points using the ' i n t e r p lq ' function into a matrix 'G in te rp '.  
To do this the script first calculates an acceptable value for the number of points to interpolate, 
T/interp, SO that the resolution of the data is preserved as much as possible. This is achieved by 
finding the nearest power of two, ninterp =  2” ,^ which gives an interval for the interpolated data- 
points that matches the interval between the first two data points output by GSUB, however if Up 
is larger than some limit (usually 18 or 19), the value is capped to prevent the datasets becoming 
too large.
159
Appendix C
Before the FFT is performed the datasets are symmetrised. This is valid under the assumption that 
G* (t) = G*{—t) which is true for ensembles at equilibrium. The symmetrisation ensures that the 
FFT is performed explicitly between —t and t, as the data points in the negative time-axis are not 
included in the data files output by ' GSUB '. The symmetrisation is achieved by creating a matrix,
' Gsym ', twice the size of ' G in terp  ' and then three components of the symmetric data set are 
then generated; 'B = G in terp  (1 : end) ' (complete'forwards'data set), 'C = 2 * G in te rp (l)
-  G in te rp (2) ' (Interpolated end value between 'forward' and 'backward' datasets), and 'A 
= f  l i p l r  (G in terp  (2 : end) ) ' (backwards dataset without first value). These components are 
then put together, ' Gsym = [A,B,C] '. This symmetrisation procedure is illustrated in fig C.2.
Hence this symmetrisation procedure will shift the time-domain of the data by + t, which will 
not effect the magnitude of the FFT due to the time-shift property.
' INTERPFFT ' then performs the FFT on the data, ' GstarFFT=f f  t  (Gsym) ', which returns the 
amplitudes of the FFT of each data point in ' Gsym ' into the rank-1 array ' GstarFFT '. The fre­
quency values are calculated separately, by first calculating the sampling frequency, ' f  s = l / ta u in te r p  (2) ' 
and then generating the rank-1 array 'Omega = (0:N FFT-l)*(fs/N FFT)', where 'NFFT = 
numel(GstarFFT) '. 'Omega' is then converted to radians due to the convention of the FFT 
function in 'MATLAB'. The FFT is scaled by the sampling frequency, 'G s ta rF F T /.f s ',  and 
the size of the transform ' GstarFFT/ .NFFT ', which was found to be correct by transforming 
standard functions and comparing to the known Fourier pairs. A rank-2 array is then made,
' jomega( : , l)=Omega(: ) '  and ' jomega( : ,2)=G starFFT (: ) ' .
The last part of ' INTERPFTT ' evaluates the relaxation rates for the I - I  and I S  interactions 
by using Eq.(2.17). Essentially the script performs loops over the elements in ' j  omega' and 
calculates the relaxation rates for each one, which corresponds to each frequency value generated 
by the FFT. For homonuclear interactions, the equations for the relaxation rates are dependant 
on both coj and 2w/, and for heteronuclear interactions the rates are dependant on cos and the 
combinations w/ — wg and u j  4- cug. These frequencies all refer to different elements in ' j  omega ' 
and so these elements are calculated for each iteration of the loop and the limits of the loop- 
indices must be scaled for each calculation(jT-/ and I S )  to avoid the script attempting to lookup 
elements outside of ' j  omega '. For the I - I  calculations, the loop index runs to ' NFFT/2 ', as the 
frequency 2uj serves to halve the frequencies available to calculate the relaxation rates. For the
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I - I  calculations, the loop index runs to ' NFFT/400 ', which was found to work by trial and error. 
At a;/ =  0 all other frequencies are also zero, so this element is calculated outside of the loop.
After the relaxation rates are generated the data are written to file ' FM TrelaxII. d a t ', 
'F M T re lax II2 .d a t', 'F M T relaxIS .dat', 'FM T relaxIS2.dat', ' FMTjomega.dat' for plot­
ting and analysis.
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F i g u r e  C.2: Schematic o f the data symmetrisation procedure in the MATLAB script on the corre­
lation function data before performing the FFT.
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C.l Source code for ' INTERPFFT '
% R e a d s  d a t a  f r o m  D a t a f i l e  im p u t  f r o m  ' f i l e  =>  i m p o r t  d a t a '  ( N o te  r e m e m b e r  
■/. t o  r e n a m e  t h e  a r r a y  t o  ' d a t a ' )
t a u  =  d a t a ( l : e n d , l ) ;  % S e t s  a  v e c t o r  c o n t a i n i n g  v a l u e s  o f  t a u
G d a t a  = d a t a C l : e n d , 2 ) ;  % G * ( t )  d a t a
’/. G l o b a l  c o n s t a n t s  a n d  s c a l i n g  
% CONSTANTS
g H = 2 .6 7 5 2 2 1 E 8  ; 7 .4 2 .5 7 6 E 6  ;
g F e = 6 5 8 .2 1 * g H ;
h b a r = l . 0 5 4 5 7 1 4 8 E - 3 4 ;
S f a c t o r  = ( 5 / 2 ) * ( 7 / 2 ) ;
I f a c t o r  = ( 1 / 2 ) * ( 3 / 2 ) ;
m u = l E - 7 ;  % m u_0  /  4  p i
C _ IS  =  2  * g H '2  * g P e - 2  *  h b a r ' 2  * m u " 2  * S f  a c t o r / 9 ;  7 . I - S  p r e f a c t o r  T1
C _ IS 2  = 4  * g H "2  * g F e “ 2  *  h b a r ~ 2  *  m u*2  * S f  a c t o r / 9 ;  7 . I - S  p r e f a c t o r  T1
C _ I I  = 3  * g H " 4  * h b a r ' 2  * m u“ 2  *  I f a c t o r / 2 ;  7 . I - I  p r e f a c t o r  T1
C _ I I 2  = 3  * gH “ 4  *  h b a r ~ 2  * m u“ 2  * I f  a c t o r / 8 ;  7 . I - I  p r e f a c t o r  T1
% D ATAFILE PARAMTERS
t a u M C = l . O E - 1 2 ; % 1. 9 8 E - 12  ; % S e t s  t h e  c o n s t a n t  o f  p r o p o r t i o n a l i t y  f o r  t a u
d  = l E - 9 ;  % L e n g t h  c o n v e r s i o n  f a c t o r
g s t a r p r e f  =  l / ( d ' 6 ) ; % P r e f a c t o r  t o  p a r a m e t e r i s e  u n i t l e s s  G* d a t a
G d a t a = G d a t a * g s t a r p r e f ;
% I n t e r p o l a t i o n  r o u t i n e ,  c r e a t e s  l i n e a r l y  s p a c e d  t a u  & G* s e r i e s ,  a l o n g  
% w i t h  s y m m e t r i c  c o u n t e r p a r t s
d t a u = t a u ( 2 ) - t a u ( l ) ;
N i n t  = t a u ( e n d ) / d t a u ;  
n p o w  = n e x t p o w 2 ( N i n t ) - l ;
i f  n p o w  > 19  
n p o w - 1 9
N = 2“ n p o w ; % F i n d s  n e a r e s t  p o w e r  o f  tw o  t o  m a i n t a i n  s m a l l  t i m e  r e s o l u t i o n
t a u i n t e r p = l i n s p a c e ( 0 , d a t a ( e n d , l ) , N ) ; % C o lu m n  o f  i n t e r p o l a t e d  t a u  v a l u e s
t a u i n t e r p - t a u i n t e r p ' ;
t a u 2 i n t e r p = l i n s p a c e ( 0 , d a t a ( e n d , 1 ) , 2 * N ) ; % C o lu m n  o f  i n t e r p o l a t e d  t a u  v a l u e s  
t a u 2 i n t e r p = t a u 2 i n t e r p ' ;
G i n t e r p  = i n t e r p l q ( t a u , G d a t a , t a u i n t e r p ) ; 
n d a t a = s i z e ( G i n t e r p ) ; 
i d a t a = n u m e l ( G i n t e r p ) ;
% S y m m e t e r i s i n g  t h e  d a t a s e t  
G s y m = z e r o s ( 2 * i d a t a , l )  ;
A = G i n t e r p d r e n d )  ' ; % O r i g i n a l  d a t a s e t
B = ( 2 * G i n t e r p ( e n d ) - G i n t e r p ( e n d - 1  ) )  ; '/, I n t e r p o l a t e  m i d d l e  v a l u e
C = f l i p l r ( G i n t e r p ( 2 : e n d ) ' ) ;  % F l i p p e d  d a t a s e t  w i t h o u t  f i r s t  v a l u e
G sym  = [A ,B ,C ]  ' ; 7. S y m m e t e r i s e  t h e  d a t a  ( t  = =>  0 : 2 t )
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'/, F o u r i e r  t r a n s f o r m s  f o r  S p e c t r a l  d e n s i t i e s ,  t h e n  p a r a m e t e r i s n g  f r e q u e n c y  
% s e r i e s
f s  = l / ( t a u i n t e r p ( 2 ) * t a u M C ) ; % S a m p l in g  f r e q u e n c y
G s t a r F F T = f f t ( G s y m ) ; % FFT c a l c u l a t e d
N F F T = n u m e l ( G s ta r F F T ) ;
O m ega = ( 0 : N F F T - l ) * ( f s / N F F T ) ; % G e n e r a t e  a r r a y  o f  f r e q u e n c i e s
G s t a r F F T = G s t a r F F T . / d o m e g a ;  % S c a l i n g  o f  F FT
G s ta r F F T = G s ta r F F T . / N F F T ;  7, S c a l i n g  o f  F FT
j o m e g a = z e r o s ( 2 * N , 2 ) ;
O m ega =  O m e g a * ( 2 * p i ) ; % C o n v e r s i o n  t o  r a d s  f o r  r a t e  c a l c u l a t i o n
d o m e g a r a d s = 0 m e g a ( 2 ) - O m e g a ( 1 ) ;
j o m e g a ( :  , l ) = O m e g a ( ; )  ; 7. A r r a y  m a d e  f o r  s p e c t r a l  d e n s i t y  f u n c t i o n
j o m e g a ( :  , 2 ) = G s t a r F F T ( : )  ; 7. A r r a y  m a d e  f o r  s p e c t r a l  d e n s i t y  f u n c t i o n
f i g u r e ( 1 )
s e m i l o g x  ( ( j o m e g a d :  e n d / 2 , 1 ) )  , a b s ( j o m e g a ( l  ; e n d / 2 , 2 ) ) )  ;
7. R e l a x a t i o n  T im e  C a l c u l a t i o n s  
%T_1
% H o m o - N u c le a r  R e l a x a t i o n  T im e s ;  I n v o l v e s  f r e q u e n c y  o m e g a  a n d  2 * o m e g a  
7. Z e r o  f r e q u e n c y  v a l u e  c a l c u l a t e d  o u t s i d e  o f  L o o p  ( r e f r e n c e s  s a m e  a r r a y  
7. e n t r y )
r e l a x l l ( l , l ) =  O m eg a ( 1 ) ;
r e l a x l l d , 2 )  = ( ( 2 / 1 5 ) * C _ I I * ( a b s ( j o m e g a d , 2 ) )  + 4 * a b s ( j o m e g a ( l , 2 ) ) ) ) ~ ( - l )  ; 
f o r  i = 2 : ( N / 2 )
d i = n e a r e s t  ( 2 * 0 m e g a ( i ) / d o m e g a r a d s ) ; / .A r r a y  e n t r y  f o r  f r e q u e n c y  d o u b l e  o f  t h a t  a t  ' i  ' 
r e l a x l l ( i , l ) =  O m e g a d ) ;
r e l a x l l ( i , 2 )  =  ( ( 2 / 1 5 ) * C _ I I * ( a b s ( j o m e g a d , 2 ) )  +  4 * a b s ( j o m e g a ( d i , 2 ) ) ) ) " ( - 1 )  ;
%T_2
% H o m o - N u c le a r  R e l a x a t i o n  T im e s  ; I n v o l v e s  f r e q u e n c y  o m e g a  a n d  2 * o m e g a  
7. Z e r o  f r e q u e n c y  v a l u e  c a l c u l a t e d  o u t s i d e  o f  L o o p  ( r e f r e n c e s  s a m e  a r r a y  
7. e n t r y )
r e l a x I I 2 ( l , 1 ) =  O m eg a ( 1 ) ;
r e l a x I I 2 ( l , 2 )  = ( ( 4 / 1 5 ) * C _ I I 2 * ( 3 * a b s ( j o m e g a d , 2 ) )  +  5 * a b s ( j o m e g a d , 2 ) )  + 2 * a b s ( j o m e g a d , 2 ) ) ) ) " ( - 1 )  ; 
f o r  1 = 2 : ( N /2 )
d i = n e a r e s t  ( 2 * 0 m e g a ( i ) / d o m e g a r a d s )  ; / .A r r a y  e n t r y  f o r  f r e q u e n c y  d o u b l e  o f  t h a t  a t  ' i  ' 
r e l a x I I 2 ( i , 1 ) =  O m e g a ( i ) ;
r e l a x I I 2 ( i  , 2 )  = ( ( 4 / 1 5 ) * C _ I I 2 * ( 3 * a b s ( j o m e g a d , 2 ) )  + 5 * a b s ( j o m e g a ( i , 2 ) )  +  2 * a b s ( j o m e g a ( d i , 2 )  ) ) ) “ ( - 1 )  ;
7. H e t e r o - N u c l e a r  R e l a x a t i o n  T im e s  ; M o re  c o m p le x  f r e q u e n c y  r e q u i r e m e n t s  
% Z e r o  f r e q u e n c y  v a l u e  c a l c u l a t e d  o u t s i d e  o f  L o o p  ( r e f r e n c e s  s a m e  a r r a y  
7. e n t r y )
7.T1
r e l a x I S ( l , l ) =  O m eg a ( 1 ) ;
r e l a x I S ( l , 2 )  = ( C _ I S * ( 3 / 2 ) * ( a b s ( j o m e g a d , 2 ) )  +  3 * a b s ( j o m e g a d , 2 ) ) + 6 * a b s ( j o m e g a d , 2 ) ) ) ) “ ( - 1 )  ;
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f o r  i = 2 : ( N / 4 0 0 ) - l  
o m e g a l = 0 m e g a ( i ) ; 
o m e g aS =  6 5 8 .2 1 * o m e g a I ;  
o m e g a I p l = ( o m e g a S ) + o m e g a I ; 
o m e g a I m i = a b s ( ( o m e g a S ) - o m e g a l ) ; 
j p l = n e a r e s t ( o m e g a I p l / d o m e g a r a d s ) ; 
j m i = n e a r e s t ( o m e g a l m i / d o m e g a r a d s ) ; 
r e l a x I S ( i , l ) =  O m e g a ( i ) ;
r e l a x I S ( i , 2 )  =  ( C _ I S * ( 3 / 2 ) * ( a b s ( j o m e g a ( j m i , 2 ) )  +  3 * a b s ( j o m e g a ( i , 2 ) ) + 6 * a b s ( j o m e g a C j p l , 2 ) ) ) ) ~ ( - 1 ) ;
7. T 2
r e l a x I S 2 ( l , l ) =  O m eg a ( 1 ) ;
r e l a x I S 2 ( l , 2 )  = (C _ I S 2 *  ( 3 / 2 )  * ( a b s  ( j o m e g a C l  , 2 )  ) + ( 1 / 4 )  * a b s (  j o m e g a d ,  2 ) )  +  ( 3 / 4 )  * a b s  (  j  o m e g a d , 2 )  )  +  ( 3 / 2 )  * a b s  ( j o m e g a d  , 2 )  ) + 
( 3 / 2 ) * a b s ( j o m e g a d , 2 ) ) ) ) " ( - l )  ; 
f o r  i = 2 ; ( N / 4 0 0 ) - l
o m e g a l= O m e g a ( i )  ; 
o m e g a S =  6 5 8 . 2 1 * o m e g a I ; 
o m e g a I p l= ( o m e g a S ) + o m e g a I ; 
o m e g a I m i = a b s ( ( o m e g a S ) - o m e g a l ) ;  
j w l  =  i ;
j w S = n e a r e s t ( o m e g a S / d o m e g a r a d s ) ; 
j p l = n e a r e s t ( o m e g a I p l / d o m e g a r a d s ) ; 
j m i = n e a r e s t ( o m e g a I m i / d o m e g a r a d s ) ; 
r e l a x I S 2 ( i , l ) =  O m e g a d )  ;
r e l a x I S 2 d , 2 )  = (C _ I S 2 *  ( 3 / 2 )  *  ( a b s  ( j o m e g a d , 2 )  )  + ( l / 4 ) * a b s ( j o m e g a ( j m i , 2 ) )  + ( 3 / 4 )  « a b s  ( j  o m e g a  ( j w l ,  2 ) )  +  ( 3 / 2 )  * a b s  ( j o m e g a (  jw S  , 2 )  ) 
( 3 / 2 ) * a b s ( j o m e g a ( j p l , 2 ) ) ) ) - ( - l ) ;
j  o m e g a o u t= z e r o s ( N F F T : 2 ) ;  
j o m e g a o u t ( : , l ) = j o m e g a ( l : e n d / 2 , 1 ) , / ( 2 * p i ) ; 
j o m e g a o u t ( : , 2 ) = jo m e g a (1  : e n d / 2 , 2 ) ;  
r e l a x l K  : ,  l ) = r e l a x l l (  : , 1 )  , / ( 2 * p i )  ; 
r e l a x I I 2 ( : , l ) = r e l a x I I 2 ( : , 1 ) . / ( 2 * p i ) ; 
r e l a x i s ( : , l ) = r e l a x I S ( : , 1 ) , / ( 2 * p i ) ; 
r e l a x I S 2 ( : , l ) = r e l a x I S 2 ( : , 1 ) , / ( 2 * p i ) ;
d l m w r i t e C F M T r e l a x I I . d a t ' ,  r e l a x l l  ( 1  : e n d ,  : )  , ' d e l i m i t e r ' ,  ' \ t  ' ,  ' p r e c i s i o n ' ,  6 ) ;  
d l m w r i t e C F M T r e l a x I S . d a t ' ,  r e l a x I S d  ; e n d ,  : )  , ' d e l i m i t e r ' ,  ' \ t  ' ,  ' p r e c i s i o n ' ,  6 ) ;  
d l m w r i t e ( ' F H T r e l a x I I 2 . d a t ' ,  r e l a x I I 2 ( l ; e n d , : ) ,  ' d e l i m i t e r ' ,  ' \ t ' ,  ' p r e c i s i o n ' ,  6 ) ;  
d l m w r i t e C F M T r e l a x I S 2 . d a t ' ,  r e l a x I S 2 ( l  ; e n d ,  ; )  , ' d e l i m i t e r ' ,  ' \ t  ' , ' p r e c i s i o n ' ,  6 ) ;  
d l m w r i t e ( ' FMTj o m e g a . d a t ' ,  a b s ( j  o m e g a o n t ( 1 :  e n d , : ) ) ,  ' d e l i m i t e r ' ,  ' \ t ' ,  ' p r e c i s i o n ' ,  6 ) ;
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