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Magnetic line defects have played an important role in gauge theories since their original
introduction by ’t Hooft nearly 40 years ago [5]. They were originally introduced as
probes for differentiating between the different phases of non-abelian gauge theories, but
have since seen a vast resurgence in interest in recent years due to the programme of
generalised symmetries, where they have found their natural setting as the operators
transforming under a magnetic 1-form symmetry [6, 7]. The magnetic, and more generally
dyonic line operators in supersymmetric gauge theories have also found success in refining
our understanding of the action of various dualities such as S-duality in N = 4 SYM,
which in turn has illuminated subtle differences between these theories that had previously
gone unnoticed [8].
This thesis is devoted to understanding such operators in chiral gauge theories,
which can be defined as gauge theories in which the fermionic matter sits in a complex
representation of the gauge group. As we shall see shortly, simple topological reasons
conspire to make this a highly nontrivial problem, which to the best of my knowledge
remains unsolved. This situation is made all the more unfortunate given that chiral
gauge theories constitute one of the most challenging classes of gauge theories one can
study. Due to the inapplicability of most familiar tools, such as supersymmetry and
numerical Monte-Carlo methods, many of the simplest chiral gauge theories remain
without a satisfactory dynamical understanding since their introduction in the 1980s (for
a review, see [9]). Perhaps, if the available defect operators in these theories were better
understood, including their magnetic line operators, then one could finally open a (small)
window into their dynamics.
2 Introduction
Two Problems with Monopoles
The problems mentioned above are well illustrated by a d=3+1 dimensional Weyl fermion
moving in the background of Dirac monopole of strength m, for m a nonzero integer.
Without loss of generality, we can consider a left-handed Weyl fermion. When written in
spherical coordinates (t, r, θ, ϕ), with r = 0 corresponding to the location of the monopole,
the fermion field decomposes into an infinite collection of fields that are either in-movers
ψ(t + r) or out-movers ψ(t − r). These partial waves, along with their in-mover or
out-mover status, are completely determined by the spectrum of the Dirac operator
/DS2,m on a copy of S2 with a uniform magnetic field carrying m units of magnetic flux.
As is well-known [10, 11], the spectrum of this Dirac operator takes the following form:
• For an infinite set of values λ > 0, there are pairs of eigenvalues (λ,−λ). Each
pair gives rise to a pair of partial waves, an in-mover ψλ(t+ r) and an out-mover




which grows strong near the core of the monopole. This causes an in-moving
particle to scatter into an out-moving particle, at a distance of roughly λ/E from
the monopole, where E is a characteristic energy scale.







When m > 0, it turns out there are exactly m zero modes of positive chirality.
Each of these gives rise to a partial wave ψ0,i(t+ r) that is strictly in-moving, for
i = 1, . . . ,m. (A similar statement holds for m negative, except with the chirality
and in/out status flipped.) In contrast to the situation for non-zero modes, however,
there is no accompanying outgoing mode, and so we refer to them as chiral lowest
partial waves. Such incoming particles simply travel into the core of the monopole
and vanish, violating both charge and energy conservation.
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fλ(θ, ϕ)ψλ(t+ r) + f−λ(θ, ϕ)ψ−λ(t− r)
) (1.1)
where the f0,i and f±λ are profile functions known as spinor monopole harmonics, and
the ψ0,i and ψ±λ are dynamical quantum fields.
When the U(1) gauge field is made dynamical, the existence of the chiral lowest partial
wave ψ0,i causes problems. As we have seen, it necessarily leads to gauge charge leaking
into the monopole. In a gauge theory, the violation of gauge charge is unacceptable, and
leads to the same unphysical symptoms (for example, one perturbative manifestation
would be a failure of the decoupling of negative-norm states) as would happen if one
tried to gauge an anomalous symmetry. But this is of course exactly what we are doing:
a single Weyl fermion indeed has an ’t Hooft anomaly for [U(1)3]. The bad behaviour of
the chiral lowest partial wave is simply a manifestation of this anomaly.
Although the above illustration was doomed from the outset by the anomaly, it did
serve to highlight two ingredients that will be crucial in what follows. First is the partial
wave reduction (1.1), and second is the existence of a chiral lowest partial wave ψ0,i,
consisting of m in-moving fields lacking a suitable boundary condition at r = 0. (For
negative m there is a similar statement, but with −m out-moving fields instead.)
The First Problem
We now turn to a more realistic 4d chiral gauge theory in which all the relevant anomalies
cancel. (We will explain in more detail later which anomalies these are.) Such a gauge
theory is given by a collection of Weyl fermions, which we take to all have left-handed
chirality, with U(1) charge assignments
1 , 5 , −7 , −8 , 9 (1.2)
As before, we place at the origin a Dirac monopole, which for simplicity we take to have
charge 1. Each fermion now experiences a magnetic charge proportional to the charge
assignment of that fermion. We perform the partial wave decomposition (1.1), and keep
only the lowest chiral partial waves, as these are the only fields lacking an automatically
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generated boundary condition at r = 0. The result is a d=1+1 dimensional effective field







Each positively charged 4d fermion of charge q has given rise to q left-moving 2d fermions
of charge q, while for negative charges q the result is instead |q| right-movers of charge
q. Each chiral lowest partial wave also transforms as a single multiplet under the group
SU(2)rot of spatial rotations that preserve the monopole; this is shown in the last column.
Our goal is to define a suitable boundary condition for these fields that conserves energy,
charge, and angular momentum.
There is a general expectation that one can impose boundary conditions preserving
any continuous symmetry that does not suffer an ’t Hooft anomaly. (See for example
[12, 13], where various versions of this statement were shown. Later, in Section 1.2, we
will also review evidence for this statement in any number of dimensions.) We should
therefore check whether all relevant 2d anomalies vanish before searching for boundary
conditions. They are
[Grav2]2d [U(1)2Q]2d [SU(2)2rot]2d
These 2d anomalies descend from the 4d anomalies in a straightforward way. If m is the




















6 [U(1)Q · Grav
2]4d
All the above anomalies therefore vanish if the two 4d anomalies
[U(1)3Q]4d [U(1)Q · Grav2]4d
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do too. The vanishing of the first is guaranteed in any chiral U(1) gauge theory, hence
automatically satisfied. The second is only guaranteed if the gauge theory can be put on
a curved background. If not, then the theory still makes sense in flat space, but there are
now limitations on what kind of magnetic line operators can be inserted. For a general
gauge group G, magnetic lines can only be defined by inserting Dirac monopoles into
U(1) subgroups for which the mixed U(1)-gravitational anomaly vanishes. (During the
completion of this project, similar observations were also made in Maldacena’s work on
magnetically charged black holes [14].) From now on will assume that both anomalies
vanish.
The chiral gauge theory (1.2) is an example of a theory where this condition is met,
by virtue of the equations 1 + 5 + 9 = 7 + 8 and 13 + 53 + 93 = 855 = 73 + 83, and in fact
is one of the simplest theories of this kind. We therefore expect it should be possible
to write down a symmetry-preserving boundary condition for the effective 2d theory.
However, because the anomaly cancels in an interesting way, it is far from obvious how
to do this. In particular, linear boundary conditions of the kind ψL = ψR fail to do the
job, since these preserve vector-like rather than chiral symmetries. This difficulty is the
first problem alluded to above, and is in fact generic among all chiral gauge theories:
Problem 1 Given a chiral gauge theory with gauge group G, and a choice
of U(1)Q ⊆ G with vanishing [U(1)3Q] and [U(1)Q · Grav2] anomalies, there is
generically no known boundary condition for the effective 2d theory preserving
U(1)Q, SU(2)rot and satisfying energy conservation.
There is a slight refinement of this problem which also takes into account any other
global symmetries the theory might have. If there is a subgroup H ⊆ G which commutes
with U(1)Q, then H also descends to a global symmetry of the 2d effective theory. If
furthermore all relevant 4d anomalies vanish, namely [H2 · U(1)Q]4d and [H · U(1)2Q]4d,
then H is also free of ’t Hooft anomalies in 2d: [H2]2d = [H · U(1)Q]2d = 0, and we
therefore expect that it should be possible to preserve at the boundary. Again, we
generically do not know how to construct such boundary conditions, even for theories
which evade Problem 1.
Before going on we address a number of comments arising from this discussion:
Q: Should we demand that the global symmetry H in the refined version of Problem 1
also has a vanishing [H3]4d anomaly?
A: There is reason to be cautious. As we have said, any non-anomalous symmetry
should be possible to preserve at a boundary, and the converse is also expected to be
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true, which means that we should be cautious in demanding H be preserved if it has a
[H3] anomaly. But in four dimensions, what we have is not a boundary, but a line defect.
There is no reason to expect the same conditions on ’t Hooft anomalies to be necessary
for a symmetry to be preserved at a boundary versus at a line defect. In the current
situation, the most natural condition is that all 2d anomalies involving H vanish, and
[H3]4d has no effect on these anomalies. We therefore make no restriction on [H3]4d.
Q: Is it reasonable to demand conservation of charge and angular momentum, when
these quantum numbers could be soaked up by degrees of freedom living on the monopole
worldline?
A: Yes, since such degrees of freedom are automatically incorporated into the definition
of a boundary condition by the formalism we review in Section 1.1. This includes the rigid
rotor “dyon” degree of freedom that arises on the worldline of a solitonic ’t Hooft-Polyakov
monopole [15, 16]. One can also ask about Jackiw-Rebbi zero modes [17]. These are
not true localised degrees of freedom on the monopole, but are instead localised to an
arbitrarily large distance 1/m where m is a fermion mass, so technically are not captured
by integrating out the monopole core to get an effective boundary condition. Nonetheless,
we will see in Section 2.3.2 that these modes are also captured by the boundary states
analysis, albeit in a different way.
The Second Problem
Although the first problem above will be our main motivation in what follows, there is a
second closely related problem that is worth mentioning alongside. To illustrate it, we
start from the non-chiral theory
U(1) + N Weyls of charge +1 + N Weyls of charge −1 (1.3)
where both Weyls are left-handed, and again consider a monopole of unit charge. The




where we have included a column for the non-anomalous SU(N) global symmetry that
rotates both sets of N Weyls. (While there is technically a [SU(N)3]4d anomaly, as
we have argued this can be ignored.) The problem then manifests in the scattering of
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particles off the boundary. When n left-moving excitations scatter from the boundary,
they must bounce back as −n right-moving excitations, on U(1)Q conservation grounds.
(Here, negative numbers mean antiparticles.) But this is incompatible with the SU(N)
global symmetry, in particular its center ZN , as in general n ̸= −n mod N . The
non-existence of asymptotic states carrying the right quantum numbers to describe the
outcomes of scattering events has been noted in [15, 18–20], and is referred to as the
“unitarity paradox”, or scattering paradox.
Viewed on its own this result is not terribly unsettling. Perhaps it is simply telling us
that the magnetic line operator for this U(1) does not exist, with the scattering paradox
simply one manifestation of this fact. But our example (1.3) was carefully chosen to
show that this is not the case. Our gauge theory can be extended in the UV to
SU(2) + N Weyls in the fundamental representation + adjoint Higgs
while the Dirac monopole is realised by a solitonic ’t Hooft Polyakov monopole. (At
least for N even, to cancel the Witten anomaly.) Because the latter is a dynamical
object of the theory, not a static probe that is inserted by hand, all the information as
to boundary conditions and scattering is automatically generated by the theory. The
boundary condition is also known, and is referred to as the “dyon” state [21]. The
scattering paradox is then the statement that despite all this, the answer to such simple
physical questions as the scattering of fermions still remains a mystery:
Problem 2 Even in chiral gauge theories that evade Problem 1 (i.e. a
satisfactory boundary condition is known), the scattering of fermions off
the monopole generically exhibits a “unitary paradox” where there exists no
asymptotic state that can carry off the quantum numbers of the incoming
state.
The scattering paradox has a long history, but perhaps the first serious investigation was
undertaken by Callan in the 1980s. Since then the problem has been attacked either
directly or in passing by work of Sen, Polchinski, Maldacena, Witten, and many others.
At first, Callan proposed that the final state was a superposition of states which
conserved quantum numbers “on average” [19]. This violates the basic axioms of symmetry
in quantum mechanics, and so was quickly replaced with the suggestion that the outgoing
state consisted of particles with fractional quantum numbers that were dubbed ‘semitons’.
(This terminology arose from an abelian bosonisation approach in which the outgoing
state consists of fractional kinks, hence the name semi-solitons.) Now the problem had a
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name, but not a solution. Still, the picture at least clarified that the paradox is related
to infra-red divergences in the scattering of massless particles: upon the addition of a
fermion mass m, the semitons decay back to regular solitons in a time ∼ 1/m [22, 23].
Maldacena claimed to have solved the puzzle in the special case of N = 4 flavours,
using triality of SO(8) [20]. The claim was that incoming states, which could be thought
of as transforming in the 8v representation, scattered into solitonic states transforming
in the 8s representation. However no four-dimensional explanation of these solitons was
given, and neither was the generalisation to other values of N . The author’s interpretation
is that this is simply a version of the semitons story with more symmetry. Nevertheless,
the key insights of the paper, namely the existence of an enhanced SO(8) symmetry and
the importance of triality, have undergone a surprising resurgence in more recent years
in the context of Symmetry-Protected Topological phases [24, 25]. Because of this, the
dyon boundary state at N = 4 has a special name: the Maldacena-Ludwig state. We
will return to the ML state in Chapter 4, where we will have much more to say about it.
During the completion of this project, two more recent papers appeared on the
same subject. The first [26] made an examination of the multi-fermion condensates
that surround the ’t Hooft-Polyakov monopole [27], in particular how they respond to a
fermion scattering off the monopole into its mysterious final state. The authors found
ripples in these condensates, generalising to four dimensions the semitons picture found
in two dimensions, and furthermore these were found to carry the desired fractional
quantum numbers. Their findings suggest that care must be taken in defining asymptotic
states in theories in which there are fermion condensates with long (power-law) tails.
The second series of papers [28, 29] introduced a totally different perspective on the
problem. Their fundamental insight is that as representations of the Lorentz group, both
the asymptotic states and the S-matrix must be modified when one considers scattering
of both electrically and magnetically charged particles. Although this approach has not
yet resolved the puzzle, it suggests that doing so will require looking more carefully at
the kinematics of asymptotic states in the presence of magnetic monopoles.
In this work, we will focus only on the first problem, since it is a concrete question
about the existence of certain symmetric fermion boundary conditions, and turns out
to have a richer set of connections to contemporary physics. The second problem is
less well-posed, and requires dealing with thorny issues of asymptotic states in theories
with massless particles, slowly-decaying condensates, and magnetic charges, all at the
same time. Nevertheless, aspects of the second problem will resurface at several points
throughout the following analysis. For now we turn to the construction of chirally
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symmetric boundary conditions for Dirac fermions. Since the bulk theory is conformal,
the correct framework for doing so is boundary conformal field theory. In the next section
we give a brief review of this field.
1.1 Review of Boundary Conformal Field Theory
Boundary conformal field theory is the study of boundary conditions in two-dimensional
conformal field theories. The framework was originally introduced by Cardy [30, 31]
to describe boundary critical phenomena of statistical systems, but has since found
applications in diverse areas such as critical percolation, string theory [32–35], where
it forms the natural worldsheet description of D-branes, and later condensed matter
[36, 37], where it is closely related to the entanglement structure of topological phases.
(We will review the latter connection further in Section 1.2.)
Given an arbitrary 2d CFT, BCFT purports to solve the following problems:
• It provides a systematic description of all possible boundary conditions that can be
imposed on a theory.
• It tells us how to compute in the presence of such boundary conditions. This
includes partition functions and correlation functions of local operators on Riemann
surfaces with arbitrary boundary components.
• It provides constraints on the possible boundary conditions a theory may admit. In
some cases, most notably bosonic rational CFTs, these constraints are sufficiently
stringent to allow all boundary conditions to be determined.
Our motivation lies especially in the third option; to solve the first fermion-monopole
problem, we need to determine all boundary conditions for a given set of 2d Dirac
fermions preserving a given chiral symmetry. Reviews of this topic can be found, for
example, in [38–40], which we follow below.
The key idea is that thanks to the basic axioms of Euclidean field theory, a boundary
condition can be viewed as a state living in the Hilbert space of the theory associated
to the boundary. By cutting the theory on a manifold that infinitesimally surrounds
the boundary, depicted in Figure 1.1 as a dotted line, and integrating out all degrees of
freedom between it and the boundary, one obtains a corresponding boundary state that
describes the same physics.
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Figure 1.1: Integrating out a neighbourhood of a boundary
When presented with an arbitrary CFT, we generally know neither the allowed
boundary conditions nor boundary states. Fortunately, the boundary states must obey a
number of consistency conditions that we derive below. There is a general expectation
that, like the constraints of crossing symmetry and unitarity in the conformal bootstrap
programme, these constraints are sufficient to determine all boundary conditions, at least
in principle. In the cases we study, this will also be the case.
1.1.1 Conformal Symmetry
At a timelike boundary, as in Figure 1.1, a key physical requirement is that there is no
flux of energy into the boundary. (Momentum conservation, however, is explicitly broken
by the presence of the boundary, so we do not impose it.) This condition is expressed by
Ttx|x=0 = 0 (1.4)
where Tµν is the stress-energy tensor of the theory, and x = 0 is the boundary.
This condition is useful in constraining the boundary state |B⟩. To derive the
constraints, it is simplest to perform a conformal transformation to map the boundary
to the unit circle, with the bulk living in the region |z| > 1, as in Figure 1.2. This is
because the boundary state now lives in the Hilbert space of radial quantisation, where
the action of the Virasoro symmetry is more transparent. The condition (1.4) becomes
(
z2 T (z) − z̄2 T̄ (z)
)
|B⟩ = 0 (1.5)
at every |z| = 1. Or, employing the expansions
1.1 Review of Boundary Conformal Field Theory 11









of the stress-tensor into Virasoro modes in radial quantisation, it becomes
(Ln − L̄−n) |B⟩ = 0 (1.6)
for all n ∈ Z. The solutions of this equation have a very simple form. Recall that in





where I is an indexing multiset, and Vh and Vh̄ label irreducible representations of the
left and right Virasoro algebras. The constraint (1.6) is linear, so can be solved separately
in each sector Vh ⊗ V̄h̄. As was first shown by Ishibashi [41], the result is that
• If h ̸= h̄, there are no non-zero solutions.
• If h = h̄, all solutions are a multiple of a certain solution ∥h⟩⟩, known as an Ishibashi
state.
The most general solution is therefore
|B⟩ ∈ span
{
∥h⟩⟩ : (h, h̄) ∈ I , h = h̄
}
The above result is essentially the generalisation to the Virasoro algebra of Schur’s lemma
in representation theory.
The second place that condition (1.4) is useful is in demonstrating the properties of
correlation functions near the boundary. For this, we use a conformal transformation
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Figure 1.3: The analytic continuation of T (z) is equal to T̄ (z̄).
to map the theory to the upper half-plane, as in Figure 1.3. The condition (1.4) of no
energy flux now takes the form
T (z) = T̄ (z) for z ∈ R (1.7)
Since T (z) is holomorphic in the upper-half-plane, and T̄ (z̄) is holomorphic in z for z in
the lower-half-plane, and by the above condition the two are equal on the real line, they
are therefore analytic continuations of each other inside correlation functions. We can
therefore define a single holomorphic stress tensor
T (z) :=
T (z) Im(z) > 0T̄ (z̄) Im(z) < 0
in the whole of the complex plane. This observation will come in useful later when we
consider the spectrum in the open sector.
Spin-1 Currents
The whole of the above discussion takes on an analogous form when we consider boundary
states preserving an enlarged chiral algebra. For example, let us suppose that our CFT
has a spin-1 conserved current Jµ. We may additionally ask that this be preserved at
a boundary. (For example, Jµ could be the U(1)Q current in the fermion-monopole
problem.) The analogous versions of equations (1.4)-(1.7) are then
Jx = 0 (at boundary x = 0)(
z J(z) + z̄ J̄(z)
)
|B⟩ = 0 (on unit circle)
(Jn + J̄−n)|B⟩ = 0 (in terms of modes)
J(z) = J̄(z) (on real axis)
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The notion of Ishibashi state must also be defined relative to the new chiral algebra,
generated by T (z) and J(z). We will make use of these facts in Chapter 2 to construct
boundary states.
1.1.2 The Cardy Condition
We have seen that boundary states live in the Hilbert space of radial quantisation, and
that symmetries force them to be sums of Ishibashi states. The coefficients of these
Ishibashi states however remain undetermined. To derive constraints on them, the key
idea is to use modular covariance or, what string theorists refer to as open/closed string
duality.
We begin by supposing that |α⟩ and |β⟩ are two candidate boundary states, and
placing the theory on an interval with boundary conditions α and β at the two ends. We
calculate the thermal trace in Euclidean time T , meaning that fermion fields are taken
to be antiperiodic in the time direction:
The partition function can be calculated in two different ways, either in the closed sector
or in the open sector Hαβ, via
(1.8)
While the closed sector Hilbert space HP is known, the open sector Hilbert space Hαβ
depends on the boundary conditions, and is unknown. To make use of the machinery
of 2d CFT, we rewrite both sides of this equation by conformally mapping them into a
geometry where we can make use of radial quantisation. To deal with the closed-sector
term, we map it to an annulus using the following transformation:
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An important feature of this transformation is that it takes the originally antiperiodic
fermions to be periodic around the origin, which justifies our choice of name HP for the
Hilbert space. The Hamiltonian HP maps to the generator of dilations, plus a central
charge term arising from the Schwarzian term in the transformation of T (z):
HP = 2πT (L0 + L̄0 −
c
12)
For the open-sector term, we instead transform to an antiperiodic half-annulus via









[dz z T (z) − dz̄ z̄ T̄ (z)] − c24
)
The above integration takes places on a semi-circular contour. But using the analytic




dz z T (z)
where the contour is now closed, and encircles the origin counter-clockwise. The above





dz zn+1 T (z)
which defines a set of Virasoro mode operators acting on the open-sector Hilbert space
Hαβ. These are distinct from the modes Ln and L̄n acting on HP , and turn the space
Hαβ into a representation of the Virasoro algebra in its own right. (If both α and β
preserve any other common symmetries, such as a spin-1 current Jµ, then Hαβ will
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also furnish a representation of a corresponding current algebra Jn.) In terms of these
operators, the Hamiltonian finally becomes
Hαβ = πL(L0 −
c
24)
The open-closed duality (1.8) now takes the form
(1.9)
All we shall need from (1.9) can be expressed in a succinct, easy-to-use form as follows.
First we define the partition functions
open-sector: Zαβ(q) = TrHαβ (qL0−
c
24 ) (1.10)





The arguments of the partition functions in the equality (1.9) are not the same; rather,
they are related by a modular transformation. In general we define the standard modular
parameters q ≡ e2πiτ and q̃ ≡ e2πiτ̃ , where the modular S-transformation relates τ̃ = −1/τ .
We will denote this transformation by S(q) = q̃. The equality (1.9) can then be written
as
ZAB(q) = ZP (S(q)) (1.12)
This is Cardy’s condition. It allows the content of the ‘mystery’ Hilbert space HAB to be
read off from the right-hand side, which involves a matrix element between two states in
the known Hilbert space HP , namely that of the periodic or Neveu-Schwarz sector in the
plane. Equally, the requirement that ZAB(q) defines a sensible partition function places
constraints on the allowed boundary states one can impose.
1.1.3 The Cardy-Lewellen Sewing Conditions
The Cardy conditions give only weak information on a single boundary state, since
demanding consistency of the B–B open-sector spectrum falls short of determining |B⟩.
Stronger information can be gained by imposing consistency between all possible pairs
of boundary states, but this may be infeasible in practice, and may also not provide
enough information. In this situation, more information can be gained by considering
the Cardy-Lewellen sewing conditions [42]. These conditions encode the requirement of
cluster decomposition in the presence of the boundary. In the upper-half-plane geometry,
16 Introduction
this is the statement that correlators obey
⟨O1(z) O2(w)⟩B → ⟨O1(z)⟩B ⟨O2(w)⟩B (1.13)
as |Re(z−w)| → ∞ with Im(z) and Im(w) fixed, for all local operators O1, O2. (Strictly,
we mean that the ratio of the two sides tends to one, assuming both sides are nonzero.)
Not all boundary states in fact obey (1.13). It is easy to see that if |A⟩ and |B⟩ are
both valid boundary states (obeying the conditions of the previous two sections), then
so is |A⟩ + |B⟩. However even if |A⟩ and |B⟩ obey clustering, this need not be true of
|A⟩ + |B⟩. The condition (1.13) therefore singles out a privileged subclass of boundary
states, the so-called fundamental boundary states, which obey clustering. If |Bi⟩ is a
set of fundamental boundary states, then there is an expectation that the full set of
boundary states is given by
{ ∑
i
ni|Bi⟩ : ni ∈ Z, ni ≥ 0
}
Typically it is also found that the open-sector spectrum of Bi–Bj contains the identity
operator with multiplicity δij . Whether this follows from the other consistency conditions
in general is unknown, and we shall simply impose it by hand. Often, the Cardy-Lewellen
sewing conditions also determine information that could have been determined from the
Cardy condition; again, the precise overlap between these conditions is unknown.
In bosonic RCFT, the Cardy-Lewellen sewing conditions are particularly powerful.
They lead to the construction of a ‘classifying algebra’ whose representations are in
one-to-one correspondence with fundamental boundary states [43]. This has allowed a
full classification of the fundamental boundary states to be carried out, for example in
the bosonic rational minimal models [44].
Unfortunately these techniques prove much weaker in the irrational theories that are
our main interest. For the monopole-fermion problem, we are interested in the CFT
of N Dirac fermions. This is irrational with respect to the Virasoro algebra, meaning
HP decomposes into an infinite number of irreducible representations of Vir × Vir.
Even after we impose a chiral symmetry G, leading to an enlarged chiral algebra, the
theory still remains irrational with respect to the new chiral algebra. The classifying
algebra approach also only applies to bosonic theories. (The fermionic generalisation
only appeared recently, during completion of the project [45].) For these reasons, we will
not make use of classifying algebras in this work, and instead impose clustering by hand.
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1.2 Review of SPT Phases
A relatively recent development within the condensed matter community is the notion of
Symmetry-Protected Topological, or Trivial phase (SPT). As we shall review, there are
close connections between boundaries, SPT phases and anomalies [36, 37, 46, 47]. This
means that any study of boundary states would be incomplete without commenting on
their relationship with SPTs, and we will see that many of our results indeed have clear
interpretations on the SPT side. In this section we give a brief review of SPT phases,
strongly influenced by Witten’s exposition of the subject [48], and give examples of the
important such phases that will play a role in this project.
1.2.1 What is an SPT Phase?
An SPT phase is a d-dimensional quantum field theory, with a global symmetry G, that
is gapped and trivially gapped (meaning the theory has a unique gapped ground state on
any manifold), but which cannot be deformed to the trivial phase (the empty quantum
field theory with Z = 1) without either breaking G or passing through a gapless point.
Meanwhile, if two SPTs can be deformed to each other without breaking G or closing
the gap, they are said to be the same SPT.
SPT phases are intimately connected to anomalies. To see this, we consider deforming
the SPT to the trivial phase while preserving G. By definition, a phase transition must
occur somewhere on this path. We now suppose that the deformation is performed along
a direction in space, by setting the couplings in the Lagrangian to position-dependent
profile functions. The phase transition now manifests itself as an interface on which
there typically live localised gapless modes. The interface theory is a (d− 1)-dimensional
quantum field theory, with a global symmetry G, carrying an ’t Hooft anomaly for G.
Said another way, when a d-dimensional SPT is placed on a manifold with boundary,
the (d− 1)-dimensional boundary theory exhibits an anomaly for G. In fact, this is a
one-to-one correspondence: every anomalous theory can be realised at the boundary of a
unique SPT phase.
The above fact is at the heart of the modern classification of anomalies by cobordism
[49, 50]. Given an SPT phase, the theory can be deformed by taking the mass gap to
infinity (relative to any metric on the manifold). The resulting theory is a unitary TQFT,
and has the property that its Hilbert space on any manifold consists of a single state, all
other excited states having now decoupled, a property called invertibility. Deformation
classes of such theories have been shown to be classified by the cobordism group Ωd(BG)
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[51]. (As we explain later, this statement must be generalised slightly in fermionic
theories, or theories with other nontrivial tangent-space structure.) The above group
therefore gives a characterisation of all possible anomalies a symmetry G can exhibit.
1.2.2 SPTs and Boundaries
For us, SPT phases will be related to boundaries in two crucial ways:
• A d-dimensional CFT admits boundary conditions preserving G if and only if its
corresponding bulk (d+ 1)-dimensional SPT phase is trivial.
• If a d-dimensional CFT admits boundary conditions preserving G, then each
boundary condition is associated to a d-dimensional G-symmetric SPT phase.
Below we explain both of these points in more detail, and illustrate them with examples.
These examples will also play an important role in all later chapters.
Existence of Boundaries
As stressed in [37], there is a close correspondence between ways to put a theory on a
manifold with boundary, and ways to gap a theory preserving certain symmetries. The
intuitive correspondence is that, given any interaction that gaps the system, one can turn
it on in the Lagrangian with a spatial, step-function profile. At low energies, then this
then looks like a boundary condition for the massless fields. If the gapping interaction
preserves symmetry G, then so too do the boundary conditions. Thus
gappable preserving G =⇒ boundaryable preserving G (1.14)
In dimension d ≥ 3, it is known [52] that any theory with vanishing anomaly for G can
be gapped by turning on interactions preserving G. (In dimension d=2 there is also an
expectation that this is possible, though the method of [52] can no longer be applied
directly, due to infra-red issues specific to two dimensions such as the Coleman-Mermin-
Wagner theorem.) This subtlety aside, we have
vanishing anomaly for G =⇒ gappable preserving G
Finally, if a theory has non-vanishing ’t Hooft anomaly for G, then it necessarily resides
on the boundary of a (d+ 1)-dimensional bulk SPT phase for symmetry G. The simple
identity ∂2 = 0 then suggests that such a system cannot itself admit a boundary, as
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argued in [37]. Taking the contrapositive of this statement gives the implication
boundaryable preserving G =⇒ vanishing anomaly for G
This closes the circle of implications, showing that the three properties are equivalent.
Note that for the above claims to be true, we must be careful about exactly what
we mean by ‘gapping’, and exactly what boundary states are allowed. For the former,
we additionally require that the resulting gapped ground state be nondegenerate when
placed on any manifold. The issue is that certain discrete anomalies can be saturated
by TQFTs, as shown in [53], so simply having a gap in the spectrum is not enough to
guarantee vanishing anomaly. For the latter, we also require the boundary states to be
fundamental boundary states in the sense of Section 1.1.3.
Example: Fidkowski-Kitaev and the Z8 Anomaly
The paradigmatic example of the above ideas is the symmetric gapping of 8 1+1d
Majorana fermions preserving (−1)FL × (−1)FR symmetry. Fidkowski and Kitaev showed







it is possible to write down an interaction that symmetrically gaps the system, with a





This gaps the system with a trivial ground state, but explicitly breaks the symmetry.






This now preserves the symmetry, and gaps the system, but not trivially: the symmetry
is spontaneously broken by the formation of a fermion condensate. However, making use








where α is the triality automorphism of so(8) that swaps the vector and spinor repre-
sentations, leaving the conjugate spinor fixed. Fidkowski and Kitaev showed that this
interaction succeeds in symmetrically gapping the system with a unique ground state.
These results illustrate our earlier, more general story in the following way. A single
2d Majorana fermion has an anomaly for (−1)FL × (−1)FR . The corresponding 3d SPT
phase is a pair of massive 3d Dirac fermions of opposite masses ±M , on which (−1)FL
and (−1)FR act separately. As we take M → ∞, in a suitable regularisation one obtains
the partition function ZSPT3d = e
iπ
2 (η(DL)−η(DR)), where η(DL,R) is the eta invariant for
the 3d Dirac operator DL,R coupled to the spin structure for (−1)FL,R . This partition is
known to take values that are eighth roots of unity. This means that for eight copies of
the system, the corresponding 3d SPT phase (ZSPT3d )8 is now trivial, hence the theory has
no anomaly. And indeed, in this case, we have seen above that the theory is gappable.
To complete our story, we need to exhibit the boundary condition corresponding to
the Fidkowski-Kitaev gapped phase. This is none other than the Maldacena-Ludwig
state we described in the introduction. This identification was first made in [37], and
follows essentially because the symmetry preserved by (1.15) uniquely specifies the
boundary state. We will make a detailed investigation of the symmetry preserved by
more general boundary states in Chapter 4, where the Maldacena-Ludwig state will
return as a prominent example. We will also classify the most general boundary state
preserving (−1)FL × (−1)FR ; in accordance with the above analysis, such states will be
found to exist only for the number of Majorana fermions a multiple of 8.
Classification of Boundaries
The second way in which SPT phases will feature in BCFT is more straightforward.
Typically we expect that each boundary condition of a d-dimensional CFT should be
realisable by a wall to a gapped phase. Such a phase is in particular a d-dimensional
SPT phase, and so we have a mapping from boundary states to SPT phases.
As explained in detail in [37], this leads to an important connection between the
open-sector spectrum of states in BCFT and properties of SPT phases. Suppose that
A and B are two distinct SPT phases, each obtained from the same CFT by turning
on some relevant interaction. Then if A and B are placed in contact with each other,
their interface realises an ’t Hooft anomaly for G. Now we deform the set-up so that A
and B are separated by a length L of CFT. Because anomalies are robust, the spectrum
of states on L still carries the same anomaly for G. As L is taken larger than all other
scales, the spectrum of these modes becomes the open-sector BCFT spectrum between
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boundary states |A⟩ and |B⟩. Thus we can expect to see an imprint of the anomaly in
the structure of the open-sector Hilbert space HAB.
The correspondence between gapped phases and boundaries also features in another
result. In [36], it was shown that the entanglement spectrum of a gapped phase, in a
certain limit, is exactly given by the CFT spectrum on an interval with suitable boundary
conditions, determined from the gapped phase in the way we have described above. This
result however will not play any role in our work.
Example: Arf and the Z2 Anomaly
The most important example for us will be the Z2 anomaly of (−1)F fermion parity in
two dimensions. The corresponding 2d SPT phase in this case is the theory Z = (−1)Arf,
whose boundary theory consists of a single quantum-mechanical Majorana fermion, as
we now review.
A single Majorana fermion in quantum mechanics, with action
S[χ(τ)] = i2
∫
dτ χ(τ) ∂τχ(τ) (1.16)
provides what is arguably the simplest system suffering an anomaly. To see this, as
explained in [54], we can place the above system on a periodic circle (of length 1). The
Dirac operator ∂τ then has a single zero mode. This means that the partition function
vanishes, and to get a nonzero result one must instead consider
⟨χ(τ)⟩ = 1
The fact that a correlator of a fermionic quantity is non-vanishing reflects that (−1)F
has been broken by an anomaly.
The anomaly in (−1)F also manifests directly in the partition function. We can see
this by taking two copies of a Majorana fermion, λ1 and λ2. Canonical quantisation gives
rise to a 2d Clifford algebra {λi, λj} = δij which acts irreducibly on a Hilbert space of
dimension 2. This means that a single Majorana fermion would act on a Hilbert space
of dimension
√
2, which is nonsensical. Indeed, the dimension of the Hilbert space is
counted by the path integral for a single Majorana mode, with anti-periodic boundary
conditions in the temporal direction. This can be computed from the action (1.16), and
is given by




This reflects the fact that there is no way to consistently quantise a single Majorana
mode in d=0+1 dimensions. This simple fact is the essence of the mod 2 anomaly, and
the telltale factor of
√
2 will be a recurring motif throughout this project.
To make the connection to 2d SPT phases, we proceed as follows. As shown by Jackiw
and Rebbi [17], when a 2d dimensional Majorana fermion is given a spatially-varying
mass that varies from negative as x → −∞ to positive as x → +∞, the interface localises
a single copy of the quantum-mechanical Majorana fermion system. In other words,
when the positive- and negative-mass phases are placed in contact with each other, the
interface realises an anomalous system under (−1)F . This is the hallmark property for
the two phases to be distinct SPT phases.
For reasons described earlier, the existence of two SPT phases for (−1)F should have
a reflection in the boundary states for fermions in two dimensions. Investigating this will
form much of the subject of Chapter 2. We will also come back to this point in more
detail in Section 5.1.1.
To complete the illustration, we need to describe the corresponding invertible TQFT
for this anomaly, i.e. a system whose boundary realises the quantum-mechanical Majorana
fermion. This is almost what is accomplished by the previous paragraph. The only
change needed to make the leap from theories on R2 to arbitrary Riemann surfaces Σ
is the addition of a Pauli-Villars regulator. We take this to be a Majorana fermion
of positive mass +M . Once a regulator is chosen, the positive mass phase +M then
becomes trivial, while the negative mass phase −M becomes the nontrivial SPT phase.
Its partition function is
Zmaj[Σ; −M ]
Zmaj[Σ; +M ]
As we take the limit M → +∞ relative to the metric on Σ, we finally obtain the
topological theory
ZSPT2d [Σ] = (−1)Arf[Σ]
where the Arf invariant is defined to be 0 or 1 according to whether the spin structure
on Σ is even or odd. (An even spin structure is one for which /D has an even number of
zero modes, a property which remains invariant as the metric is changed thanks to the
mod 2 index theorem.) The Arf theory is better known in condensed matter physics as
the low-energy limit of the Kitaev chain [55]. Recent applications of this topological field
theory can be found in [12, 56–66].
Chapter 2
Chiral Boundary States
Motivated by the fermion-monopole problem, our goal in this chapter is to construct
interesting boundary states for Dirac fermions in d=1+1 dimensions. Specifically, a set
of N Dirac fermions is equivalent to a set of 2N Majorana fermions, the latter having
a manifest SO(2N)L × SO(2N)R symmetry, and we wish to construct boundary states
preserving an interesting (i.e. chiral), but non-anomalous subgroup G. Although these
symmetries do not suffer from ’t Hooft anomalies, the anomaly cancels in an nontrivial
way which means that it’s not obvious how to impose boundary conditions that are
consistent with the symmetry. Even though the theory is free in the bulk, this does not
help in the construction of boundary states, as these may include strongly interacting
degrees of freedom on the boundary. In fact the construction of all such boundary
conditions is an unsolved problem, except in the case N = 1 [67, 68].
There are two approaches one can take to this problem, a bottom-up and a top-down
approach. In the top-down approach, one imposes the symmetry G from the start.
One then writes down the most general Ansatz for a family of boundary states obeying
symmetry G, and attempts to constrain the unknown data using the machinery of
boundary conformal field theory. While this approach is ideal, it has a serious drawback:
it is intractable. Namely, the above programme fails when the rank of rank(G) falls
below c = N due to an explosion in the amount of unknown data to be determined. To
the best of my knowledge, analytic progress in constructing boundary states has only
ever been made in the case rank(G) ≥ c. We will term such theories as ‘quasi-rational’,
since although they still remain irrational with respect to the chiral algebra formed from
T (z) and the generators of G, the problem of constructing boundary states remains
manageable.
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Our best hope therefore lies in the second, bottom-up approach. Here one simply
constructs as many boundary states for N Dirac fermions as possible. One can then
check which ones preserve the desired chiral symmetry G. In view of the limitations
discussed above, as a necessary crutch in constructing the boundary states, we need to
impose a symmetry of rank N . The simplest possibility, and in fact the most general
possibility we need to consider, is an abelian symmetry U(1)N .
Our goal in this chapter is therefore to construct boundary states for abelian chiral
symmetries. We will derive simple expressions, in terms of the fermion charge assignments,
for the boundary central charge and for the ground state degeneracy of the system when
two different boundary conditions are imposed at either end of an interval. Following the
discussion in Section 1.2.2, we will show that all such boundary states fall into one of
two classes, related to SPT phases supported by (−1)F , which are characterised by the
existence of an unpaired Majorana zero mode. We will explain our main results later in
this introduction, but first it will prove useful to give a simple example to set the scene.
A Simple Example: A Single Fermion
We can illustrate some of the issues involved in constructing boundary states by looking
at a single Dirac fermion in d=1+1 dimensions. A single Dirac fermion exhibits a
U(1)V ×U(1)A symmetry. Neither the vector nor axial symmetry has a ’t Hooft anomaly,
but there is a mixed anomaly between them. This suggests that we should be able to
impose boundary conditions that preserve either U(1)V or U(1)A, but not both.
Indeed, it is not difficult to write down classes of boundary conditions that relate the
left-moving fermion ψL to the right-moving fermion ψR and do the job. We could, for
example, consider the boundary condition
V [θ] : ψL = eiθψR (2.1)
This preserves the vector symmetry U(1)V at the expense of the axial symmetry U(1)A.
The boundary condition depends on a phase eiθ, whose existence can be traced to the
broken U(1)A.
Alternatively, we could impose the boundary condition
A[θ] : ψL = eiθψ†R (2.2)
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This now preserves the axial symmetry but breaks the vector. In the context of con-
densed matter physics, this axial boundary condition is referred to as Andreev reflection.
Physically, an electron bounces off the boundary and returns as a hole, a phenomenon
that is seen when a wire is attached to a superconductor. Again, the boundary condition
is parametrised by a phase.
Compatibility of Boundary Conditions
Our primary interest is in theories that live on an interval. If we attempt to impose
different boundary conditions on each end, there are a number of questions that arise.
Most importantly, we can ask: is the resulting theory consistent? If it is, we can also ask:
how many ground states does the theory have?
The essential physics can already be seen in the single Dirac fermion. At each end, we
get a choice of vector (2.1) or axial (2.2) boundary condition, each specified by a phase,
θ1 at one end and θ2 at the other. There are two possibilities for the resulting physics:
• V [θ1] − V [θ2] or A[θ1] − A[θ2]: With V V or AA boundary conditions, the system
generically has a single ground state. However, in the special case that θ1 = θ2, the
Dirac fermion has a single complex zero mode. This increases the ground state
degeneracy to 2.
• A[θ1] − V [θ2] or V [θ1] − A[θ2]: With mixed AV or VA boundary conditions, there
is a single Majorana zero mode1 for all θ1 and θ2.
A single, quantum mechanical Majorana mode is a particularly simple example of
an anomalous quantum system. Perhaps the quickest way to see this is to note
that a single Majorana zero mode contributes
√
2 to the counting of states in the
partition function [94]. We learn that while both V and A boundary conditions
are possible, they are not mutually compatible.
1To see this, it is simplest to split each Weyl fermion into its Majorana-Weyl components: ψL =
χ1L + iχ2L and ψR = χ1R + iχ2R. A constant spinor is compatible with the two boundary conditions (2.1)














where R[θ] is the 2 × 2 matrix that implements a rotation by θ. But the combination of these three
matrices is a reflection about some axis and so always has a real eigenvector with eigenvalue +1. The
same argument applied to the V V and AA case gives a rotation matrix R[θ2 − θ1] which has eigenvalue
+1 only when θ1 = θ2.
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Summary of Results
The story described above becomes more complicated when we have two or more fermions.
This is because there are now non-anomalous chiral symmetries where it is less obvious
how to implement the boundary condition.
For example, consider two free Dirac fermions. We may wish to place the theory on a
manifold with boundary, now preserving the U(1) global symmetry under which the two
left-moving fermions have charges +3 and +4, and the two right-moving fermions have
charges +5 and 0. This symmetry does not suffer a ’t Hooft anomaly, by virtue of the
fact that
32 + 42 = 52 + 02 (2.3)
Yet any linear boundary condition, like (2.1) or (2.2), relating left- and right-moving
fermions will not respect this symmetry.
In such situations, there are a number of ways to proceed. One could incorporate
additional degrees of freedom on the boundary such that it is possible to write down
boundary conditions that are linear in the fermions but continue to respect the symmetry.
The fermion-rotor model of [18] provides an example of this kind.
Alternatively, one could attempt to quantise the theory by imposing the non-linear
boundary condition nµJµ = 0 where Jµ is the current and nµ is normal to the boundary.
Although it is not known how to do this in higher dimensions, in d=1+1, the formalism
of boundary conformal field theory allows one to proceed exactly in this manner. The
purpose of this chapter is to understand some of the properties of boundaries that preserve
chiral symmetries like (2.3).
Specifically, as explained in the introduction, we will consider N Dirac fermions and,
on a given boundary, insist that a U(1)N subgroup of the chiral symmetry is preserved.
Below we will give a preview of the two main results that follow. For this, we first need
to introduce a little notation.
We assign the left-moving fermions charges Qα,i and the right-moving fermions charges
Q̄αi, where α = 1, . . . , N labels the U(1) symmetry, and i = 1, . . . , N labels the fermion.
Typically, these charges differ so that we are dealing with a chiral symmetry. We insist
that these symmetries do not suffer from mixed ’t Hooft anomalies, which means that
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our charge matrices must obey the constraints
QαiQβi = Q̄αiQ̄βi (2.4)
From these charge matrices, we can build a rational orthogonal matrix
Rij = (Q̄−1)iαQαj
The choice of such a matrix specifies the U(1)N symmetry that is preserved by the
boundary. A general boundary state is then characterised by a choice of R, together with
a bunch of phases that are analogous to the eiθ factors that we met in (2.1) and (2.2).
One final piece of notation: to each charge matrix R we can associate a lattice
Λ[R] ⊆ ZN . This lattice consists of all integer-valued vectors, λi ∈ Z which satisfy
Λ[R] =
{
λ ∈ ZN : Rλ ∈ ZN
}
Now we are in a position to describe our results. The first is a simple expression for the




where Vol(Λ[R]) is the volume of the primitive unit cell of the lattice Λ. The same result,
in a rather different context, can be found in [33].
If each fermion is given a simple boundary condition (2.1) or (2.2), it is simple to
check that gR = 1. More complicated, chiral boundary conditions have gR > 1. Typically
gR is not an integer, although its square always is.
Our second result is concerned with the situation in which we place the fermions on
an interval, with different symmetries R and R′ preserved at the two ends. In this case,
we derive an elegant formula for the number of ground states G[R,R′] of the system.






det′(1 − RT R′) (2.6)
where the intersection lattice Λ[R,R′] is defined to be those integer vectors λ which obey
Rλ = R′λ ∈ ZN . For special values of the phases, the ground state degeneracy can be
enhanced in way that we detail later in the text.
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It is not at all obvious that the expression for ground state degeneracy G[R,R′] is an
integer. In fact, we claim that G[R,R′] is either an integer, or is
√
2 times an integer,





2Z is telling us that the system has an unpaired Majorana zero mode, and
hence the two boundary conditions are mutually anomalous.
Furthermore, we show that all symmetries R fall into one of two classes which,
following the discussion of a single fermion above, we denote as class V and class A. Any
choice of boundary conditions R and R′ from within the same class results in an integer
ground state degeneracy. In contrast, if R and R′ are chosen from different classes, then
there is an unpaired Majorana zero mode.
The Relationship to Gapped Systems
For the d=1+1 chiral symmetries considered in this chapter, there is a long literature
devoted to the question of when these systems can be gapped, starting with the influential
work of Haldane [70]. (See, for example, [71–73] for further developments.) It was shown
in [37] that the possible boundary states that one can build are entirely equivalent to
Haldane’s so-called “null vector condition”2.
When the boundary condition is viewed as a gapped phase, the two classes V and A
that we described above translate into the Z2 classification of SPT phases protected by
(−1)F from in Section 1.2.2. The question of whether there is an SPT interpretation of
the full ground state degeneracy (2.6) remains open.
Our calculation also provides a good example of how a difficult interacting problem
can be solved by mapping it to a simpler proxy problem in boundary conformal field
theory. The Haldane gapped phases underlying our boundary states are in general
interacting, non-integrable systems. It would have been hard to directly determine
whether the low-lying spectrum between two such gapped phases supports an anomaly.
But as we have seen, this information is not lost upon mapping to BCFT, where things
become simpler.
2Since we are dealing with Dirac fermions, viewed as edge modes they have a trivial K-matrix,
K = diag(1N ,−1N ). Applied to this case, Haldane’s criterion simply states that it’s possible to find
a gapping potential provided that the charge vectors lαi = (Qαi,−Q̄αi) obey lαiKij lβj = 0, which is
simply the anomaly condition (2.4). In the continuum, the gapping process can be described by first
performing an exactly marginal deformation that shifts the Narain moduli, then performing a relevant
deformation by a sum of N independent multi-fermion operators.
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In Section 2.1 we construct the boundary states preserving a given U(1)N symmetry.
We give a partial proof that the boundary central charge is given by (2.5). This proof
is completed in Section 2.2 where we consider theories on an interval, with different
boundary conditions imposed at each end.
We also derive the formula (2.6) in Section 2.2. Most of the effort is taken up with
the showing that, for large classes of examples, the ground state degeneracy obeys (2.7),
with all states falling into one of two classes. (This is far from trivial and there remain
a number of special cases where we have been unable to prove the result, but have
compelling numerical evidence.)
Finally, in Section 2.3, we give a number of examples of boundary conditions. We
also include several appendices which detail technical results that are omitted from the
main text.
2.1 Construction of Boundary States
In this section we construct all possible boundary conditions that one can impose on N
Dirac fermions in d=1+1 dimensions, subject to the requirement that there is vanishing
flux of both energy and of a chosen U(1)N current flowing into the boundary.
2.1.1 Ishibashi States for Free Fermions
We start with the theory of N Dirac fermions in d=2 dimensions. Our convention for the
action and currents can be found in Appendix 2.A. In the absence of a boundary, these
fermions enjoy a SO(2N)L × SO(2N)R chiral symmetry. Our aim is to study boundaries
that preserve some choice of subgroup
U(1)N ⊂ U(1)NL × U(1)NR ⊆ SO(2N)L × SO(2N)R (2.8)
Each U(1)α, with α = 1, . . . , N , is specified by the charges Qαi for each of the i = 1, . . . , N
left-moving fermions and, independently, charges Q̄αi for each of the i = 1, . . . , N right-
moving fermions.
We begin by working in the closed sector, with Hilbert space HP . We will apply the
strategy described in Section 1.1. The u(1)N current algebra consists of holomorphic and
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anti-holomorphic currents Ji and J̄i, with i = 1, . . . , N , whose mode expansion is
[Ji,n, Jj,m] = [J̄i,n, J̄j,m] = nδijδn+m,0
The preserved U(1)α symmetries have currents
Jα,n = QαiJi,n and J̄α,n = Q̄αiJ̄i,n (2.9)
The requirement that no U(1)α current flows into the boundary amounts to saying that
(Jα,n + J̄α,−n) |A⟩ = 0 (2.10)
For solutions to exist, we must have the vanishing commutator
[Jα,n + J̄α,−n,Jβ,m + J̄β,−m] = nδn+m,0(QαiQβi − Q̄αiQ̄βi)
This tells us that the charges of the left- and right-movers must satisfy the N2 constraints
QαiQβi = Q̄αiQ̄βi (2.11)
This is precisely the requirement that there is no mixed ’t Hooft anomaly between the
U(1)α and U(1)β symmetries. From now on, we assume that all such anomalies vanish.
Our description of a U(1)N subgroup in terms of charges may be intuitive, but suffers
from an inherent redundancy: any redefinition of the charges by
Qαi → UαβQβi Q̄αi → UαβQ̄βi
with Uαβ unimodular does not change the U(1)N subgroup they describe. One way of
eliminating this redundancy is to introduce the matrix
Rij = (Q̄−1)iαQαj (2.12)
which is rational and orthogonal. The possible anomaly-free U(1)N subgroups of U(1)NL ×
U(1)NR ⊂ SO(2N)L ×SO(2N)R are then in one-to-one correspondence with such matrices.
For these reasons, we will use both (Q, Q̄) and R in what follows when specifying the
U(1)N symmetry.
The construction of the boundary states requires further knowledge about the structure
of HP . Under the current algebra generated by Ji,n and J̄i,n, the Hilbert space decomposes
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into charge sectors. In each sector, there is a ground state |λ, λ̄⟩ with charges
Ji,0|λ, λ̄⟩ = λi|λ, λ̄⟩ , J̄i,0|λ, λ̄⟩ = λ̄i|λ, λ̄⟩ (2.13)
where λi, λ̄i ∈ Z.3 These ground states obey Ji,n|λ, λ̄⟩ = J̄i,n|λ, λ̄⟩ = 0 for n ≥ 1.
Excitations above the ground state are then constructed by acting with Ji,−n and J̄i,−n
for n ≥ 1. The condition (2.10) that U(1)α is preserved can be imposed as separate
condition on each charge sector (λ, λ̄), and reads
(RijJj,n + J̄i,−n) |A⟩ = 0 (2.14)
Importantly, not all charge sectors (λ, λ̄) admit solutions to (2.14). The n = 0 equation
tells us that we must restrict to those charge sectors that obey
λ̄i = −Rijλj (2.15)
Not all λ will give rise to integer-valued solutions of this equation. Instead, λ must lie in
a certain sub-lattice of ZN , defined by
Λ[R] =
{
λ ∈ ZN : Rλ ∈ ZN
}
(2.16)
The allowed charge sectors are then (λ, λ̄) = (λ,−Rλ) for λ ∈ Λ[R]. In each such sector,
the condition (2.14) is solved by Ishibashi states which take the form [41]










We can now write down the most general boundary state preserving the symmetry. It




aλ ∥λ,−Rλ; R⟩⟩ (2.18)
The Sugawara construction then ensures that since the state preserves each U(1)α, it
also has no net energy inflow. Ishibashi states of the form (2.17) were also considered in
[36, 37, 46, 47]. It remains only to determine the complex coefficients aλ.
3Our phase convention for the |λ, λ̄⟩ is detailed in Appendix 2.A. However, in almost all of what
follows, this choice will play no role.
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2.1.2 Clustering and the Cardy Condition
The coefficients aλ in (2.18) are constrained by two sets of consistency conditions. The
first of these conditions is the requirement that correlation functions obey clustering.
In this context, these are known as the Cardy-Lewellen sewing conditions [31, 42]. A
nice review can be found in [39], with applications in [68, 74]. As imposing these sewing
conditions is somewhat intricate, we relegate the details to Appendix 2.B where we show
that the ratios of the coefficients aλ must obey
aλ
a0
= eiγR(λ) eiθ·λ (2.19)
This ratio is a phase, but with various parameters that we are free to choose. In particular,
there are N phases θi. These are the generalisation of the phases that we met in (2.1)
and (2.2).
The ratio (2.19) also includes the factor eiγR(λ). The definition of this phase is
explained in Appendix 2.B. It does not play a role in many of the physical results that
we derive below. For this reason, we do not elaborate on it any further in the main text.
While clustering imposes constraints on the ratios of the coefficients aλ, it does not
determine the overall normalisation. The upshot is that we are left with a family of
boundary states, depending on the phases θi, which preserve the symmetry R and take
the form
|θ; R⟩ = gR
∑
λ∈Λ[R]
eiγR(λ) eiθ·λ ∥λ,−Rλ; R⟩⟩ (2.20)
We have taken the opportunity to rebrand the overall normalisation as gR ≡ a0. This is
appropriate, for gR can be identified as the Affleck-Ludwig central charge of our boundary
states [69],
gR = ⟨0, 0|θ; R⟩
This boundary central charge has a number of avatars; it can be thought of as the
boundary contribution to the free energy ZAB(q) or, relatedly, to the boundary entropy.
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where Vol(Λ[R]) is the volume of the primitive unit cell of the lattice Λ. The boundary
central charge has the property that gR ≥ 1 but, as is to be expected, gR need not be an
integer. The same result for the central charge, albeit in a rather different setting, was
previously derived in [33] where it appeared as the tension of a D-brane.
The normalisation gR is fixed by the Cardy condition (1.12). This states that
the matrix element ZP (q) computed between any two boundary states must have the
interpretation of a partition function on an interval. For a general conformal field theory,
this is the requirement that the partition function ZAB(q) can be written as the sum of
Virasoro characters in the open-string picture, weighted by positive integers.
For us, there are two parts to the story. In this section, we will consider the Cardy
condition with the same symmetry R imposed at the two ends of the interval. In this
case the whole system has an unbroken U(1)N symmetry and the Virasoro characters
should be replaced by those of the appropriate chiral algebra. We will show that the
normalisation (2.21) is the minimal choice that satisfies the Cardy condition. Applications
of this condition can be found, for example, in [21, 32].
Ultimately, however, the Cardy condition is a statement about different boundary
conditions A and B on each end of the interval, so we should study the system with two
different symmetries R and R′. We will turn to this in Section 2.2 and show that the
result (2.21) continues to hold.

















The matrix element between two states, |θ; R⟩ and |θ′; R⟩, each of which preserves the
same symmetry, is
ZP (q) = ⟨θ′; R|(−1)F q
1
2 (L0+L̄0−c/12)|θ; R⟩
where, for us, the bulk central charge is c = N . The factor of (−1)F is present because,
if |A⟩ describes some boundary condition, then the same boundary condition at the
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other end is described by ⟨A| (−1)F rather than ⟨A|4. Here F is the holomorphic fermion
number and should not be confused with the total fermion number F + F̄ .
It might seem odd that we had to single out F over F̄ . But there is actually no
arbitrariness, as F = F̄ holds for any valid boundary state. To see that this holds for
our states |θ; R⟩, note that acting on the ground state (2.13) in each charge sector (λ, λ̄),
the holomorphic fermion parity is given by
(−1)F |λ, λ̄⟩ = (−1)
∑
i
λi |λ, λ̄⟩ = (−1)λ2|λ, λ̄⟩
where λ2 = ∑i λ2i . Similarly, the antiholomorphic fermion number is (−1)F̄ = (−1)λ̄2 .
But since we restrict to charge sectors obeying λ̄ = −Rλ, we necessarily have λ2 = λ̄2
and so F = F̄ , as is necessary for a fermion in the presence of a boundary.
With the same matrices R specifying both boundary states, the R-dependence in
the exponent of (2.17) cancels when taking the inner product. (This uses the fact that
RT R = 1.) Instead, the R-dependence manifests itself only in the choice of lattice Λ[R]
that we sum over, with the matrix element given by


















where, in the Dedekind eta function, we’ve reverted to the argument τ , related to q via








 q 12 x2
η(τ)N (2.23)
In order that (2.23) can be interpreted as an interval partition function of the form
TrHAB (qL0−
c
24 ), it must be a sum of Virasoro characters weighted by positive-integer
coefficients. Actually, since both boundary conditions preserve the same U(1)N symmetry,
these characters must fit together into representations of the corresponding chiral algebra,
[Jα,n,Jβ,m] = nδn+m,0Mαβ
4This can be seen, for example, by computing the partition function of a single Dirac fermion. If
|A⟩ corresponds to the vector-like boundary condition (2.1) given by ψ = eiθψ̄, then ⟨A| corresponds to
ψ = −eiθψ̄. The need for this minus sign was also discussed in [37] (see footnote 69).
2.2 Boundaries Preserving Different Symmetries 35
where we’ve introduced Mαβ = QαiQβi = Q̄αiQ̄βi. Irreducible representations of this
algebra are labelled by common eigenvalues of Jα,0. We denote these eigenvalues as λα,
by analogy with (2.13). The Sugawara construction (2.22) tells us that the Virasoro






Since M is positive-definite, the power of q is ≥ 0. This means that the partition function
(2.23) must be the sum of terms qh η(τ)−N with h ≥ 0, weighted by positive integers.
Note that any real numbers h are acceptable, because in general, the λα need not obey
any quantisation condition in the open sector.
The above requirement is easily seen to hold. First write (−1)λ2 = eiπ
∑N
i=1 λi = eiπ·λ







where Λ[R]⋆ is the dual lattice, defined by the condition that µ · λ ∈ Z for all µ ∈ Λ[R]⋆
and λ ∈ Λ[R]. The choice of gR in (2.21) was designed to cancel the 1/Vol(Λ[R]) factor












which is of the form promised.
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The consistency conditions of the previous section resulted in a natural guess for a large






eiγR(λ) eiθ·λ ∥λ,−Rλ; R⟩⟩ (2.24)
However, the argument of the previous section does not fix the normalisation completely.
For example, one could pick a positive integer nR for each R, and multiply each state by√
nR, and they would continue to satisfy all the conditions we have imposed so far.
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One can demonstrate that for simple boundary conditions like those considered in
the introduction, no such rescaling is necessary: the boundary states |θ; R⟩ already
reproduce the correct partition functions, computed via canonical quantisation. However,
for more general boundary states which cannot be realised as linear boundary conditions
on fermion fields, checking the normalisation this way is not an option.
The first goal of this section is to show that the whole family of boundary states
|θ; R⟩ are, in fact, correctly normalised. To do this, we will check Cardy’s condition
between boundary states preserving different symmetries. We find that the partition
function ZAB is indeed always sensible, and that this comes about in a non-trivial way.
The simplest interpretation is that all the integers nR should be chosen to be 1. This
normalisation is also consistent with the states (2.24) being fundamental boundary states
in the sense of Section 1.1.3; it is reassuring that our calculation independently recovers
this property.
To start, we consider an interval in which different U(1)N symmetries are preserved
at each end. The associated symmetries are those described by R and R′ respectively,
and the matrix element is
ZP (q) = ⟨θ′; R′|(−1)F q
1
2 (L0+L̄0−c/12)|θ; R⟩ (2.25)
This time, the R matrices in the exponent (2.17) of the two states do not cancel. A
direct evaluation gives
















det(1 − qnRT R′)
Here we have introduced a new lattice Λ[R,R′], which arises from the need to sum over
only those charge sectors (λ, λ̄) compatible with both symmetries—that is, satisfying
both λ̄ = −Rλ and λ̄ = −R′λ. For these reasons, we shall call it the ‘intersection lattice’.
It is defined by
Λ[R,R′] =
{
λ ∈ ZN : Rλ = R′λ ∈ ZN
}
(2.26)
We would like to compute the transformation of the partition function ZP (q) under the
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where the product ∏r is over the N eigenvalues of RT R′. Since this is an orthogonal
matrix, its eigenvalues are either ±1 or occur in complex-conjugate pairs of phases. To
establish notation for this, we introduce
n± = Number of ±1 eigenvalues
We then write the remainder as e±2πit, where t ranges over some multiset T ⊂ (0, 12).





















where we’ve adopted the theta-function conventions of [40]. For each of these, the



















Next, we deal with the factor in ZP (q) involving the sum over lattice sites. We need
to write the factor of ei(γR(λ)−γR′ (λ)) as an exponential linear in λ. For this, we appeal to
a fact from Appendix 2.B, which states that for all λ ∈ Λ[R,R′],
ei(γR(λ)−γR′ (λ)) = (−1)s·λ
for some vector s ∈ Λ[R,R′]⋆. The exact expression for s won’t concern us here, especially
since its value is actually convention-dependent. With the sum now in the form of a
















38 Chiral Boundary States
where Π(y) denotes the orthogonal projection of the vector y onto the subspace spanned































−iτ appear in two places: there are dim(Λ[R,R′]) factors from
the lattice factor, and −n+ from the +1 eigenvalues of RT R′. If we are to interpret
this as the partition function of a theory on the interval, these must cancel meaning
that we must have dim(Λ[R,R′]) = n+. Happily this is the case, as can be seen from
the definition (2.26), which says that λ is constrained to obey RT R′λ = λ. Another








det′(1 − RT R′)
where det′ denotes the product over non-zero eigenvalues.































We have separated the terms into three groups, each of which will play its own distinct
role in what follows.
2.2.1 Ground State Degeneracy
The partition function (2.27) describes the fermions on the interval, with different
boundary conditions on the left and right, corresponding to |θ′; R′⟩ and |θ; R⟩ respectively.
We would like to compute the number of ground states of this system.
Consider first the final term 1/η(τ)n+ . The integer n+ has yet a third interpretation:
the intersection of the two U(1)N symmetry groups preserved by the two boundaries R
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and R′ is U(1)n+ . To see this, note that a common U(1) symmetry corresponds to a
pair of vectors sα ∈ ZN and s′α ∈ ZN such that (Qiα, Q̄iα)sα = (Q′iα, Q̄′iα)s′α. In terms
of the vector Qiαsα, these conditions again reduce to the requirement that Qiαsα is an
eigenvector of RT R′ with eigenvalue +1.
We can then run a similar argument to what we saw in Section 2.1.2: because
the boundary conditions preserve a common U(1)n+ , the Hilbert space must furnish
a representation of the u(1)n+ current algebra. The structure of such representations
forces the partition function to contain a factor of 1/η(τ)n+ . Thus, the final term of
(2.27) is necessarily present in order that the partition function be valid, but as far as
the degeneracy is concerned, it can be discarded.
Other terms of (2.27) have no bearing on either the validity of the partition function

















as both are power series with positive integer coefficients and leading coefficient unity.5
Using these expressions, one can also check that all powers of q occurring in (2.27) have
exponent ≥ −N/24. That is, all Virasoro weights in the open sector are ≥ 0, as is











is more interesting. For generic values of the phases, parameterised by θ and θ′, this
power series has leading coefficient unity. However, at certain symmetrical values of the
phases, the coefficient of the leading term may jump from 1 to a higher value. This
corresponds to the kind of behaviour we saw in the introduction, where the ground state
degeneracy of a single Dirac fermion on an interval is typically 1, but may jump to 2
when the boundary state phases align.







(n+1/2)2/4. For the second, such a representation is also possible, although not in
simple closed form. So (2.27) actually contains many more than n+ copies of 1η(τ) .
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Not all the phases affect the physics. Rather, only the orthogonal projection of θ − θ′
onto Λ[R,R′], which can naturally be thought of as living in Hom(Λ[R,R′], U(1)) ∼=
U(1)n+ , enters into the exponent of (2.28). This implies that the less compatible the
boundary conditions, the fewer means we have to affect them. This mirrors what we saw
in the introduction for a single Dirac fermion.
In what follows, we first assume generic values of the phases so that (2.28) has no
degeneracy. Later, when we discuss specific examples, we will explore how the ground
state degeneracy jumps at specific values of the phases.
After stripping off all of the terms discussed so far, what’s left of the partition function






det′(1 − RT R′) (2.29)
As a sanity check, note that if we put the same boundary conditions on each end, then
we generically have a unique ground state: G[R,R] = 1. We will give a number of
more intricate examples in Section 2.3. This formula bears a tantalising similarity to
a result by Kapustin on the ground state degeneracy of Abelian quantum Hall states
with topological order on the boundary [75]; it would be interesting to understand this
relation better.
The number of ground states of the system should be an integer. Indeed, this is one
of the key requirements of the boundary conformal field theory approach. It is not at all
obvious that G[R,R′], defined in (2.29), is integer-valued. We claim that it almost is.
Specifically, we show that – under certain circumstances that we detail below – the
matrices R fall into two separate classes which, following the introduction, we call
vector-like V and axial-like A. When R and R′ are both taken from the same class, the
ground state degeneracy is indeed an integer as it should be. However, if R ∈ V and
R′ ∈ A, we find G[R,R′] ∈
√
2Z. The interpretation of this is that the two classes of
ground states are mutually incompatible since they give rise to a Majorana zero mode.
2.2.2 The Two Classes of Boundary States
We conjecture that G[R,R′] takes values in Z∪
√
2Z. Further, we conjecture the existence
of two classes V and A such that the presence of a
√
2 is dictated by whether R and R′
lie in different classes.
2.2 Boundaries Preserving Different Symmetries 41
These conjectures do not seem easy to prove in full generality. We have been able to
demonstrate that they hold in large classes of examples. In this section, we will show the
following.
• Task 1: For a large class of examples, we prove the above conjectures, and, in the
process, extract a criterion that determines which of the two classes V and A a
given symmetry R falls into.
• Task 2: For an even larger class of examples, we prove a weaker version with
Z ∪
√
2Z replaced with Q ∪
√
2Q, again extracting a criterion for the classes V
and A.
• Task 3: By assuming the conjecture holds, we obtain a concrete criterion for the
classes V and A in the general case.
Furthermore, in randomised numerical experiments, it is found that in all cases, the
classes V ,A derived in the third line correctly predict whether G[R,R′] lies in Z or
√
2Z,
with no other values possible. We feel that this is convincing evidence in favour of the
conjectures.
Task 1
In this section, we limit ourselves to choices of R and R′ obeying the following two
properties:
i) Λ[R,R′] = {0} or, equivalently, n+ = 0. This ensures that R − R′ is non-singular.
Under this assumption, the number of ground states (2.29) takes the simplified form
G[R,R′] =
√
Vol(Λ[R]) Vol(Λ[R′]) |det(R − R′)| (2.30)
ii) Neither R nor R′ have eigenvalue −1. This allows the Cayley parametrisations
R = 1 − A
1 + A and R
′ = 1 − A
′
1 + A′
This gives a one-to-one correspondence between the rational orthogonal matrix R
with no −1 eigenvalues, and the rational anti-symmetric matrix A. The ground
state degeneracy can then be written as
G[R,R′] = 2N/2 |Pf(A− A′)|
√√√√ Vol(Λ[R]) Vol(Λ[R′])
det(1 + A) det(1 + A′)
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Note that the combined requirements of i) and ii) mean that this proof holds only for
rotation matrices with N even, but other than that, these assumptions are generic.
A simple warm-up
To begin with, we add one more assumption, namely that A, A′ are integer-valued rather
than merely rational-valued. This is straightforward to relax, and we will do so shortly.
With these assumptions in place, we now associate an integer n ∈ {0, . . . , N} to the
matrix R,
n = nullityF2(1 + A)
That is, n is the dimension of the kernel of the N × N matrix 1 + A, regarded over
the finite field F2. (Equivalently, n is the number of linearly independent vectors, with
integer elements defined mod 2, which map to even-integer vectors under 1 + A.) We
then have, as shown in Appendix 2.C,
Vol(Λ[R]) = 2−n det(1 + A)
Similarly, we can define the integer n′ associated to R′. The ground state degeneracy
can then be written as
G[R,R′] = |Pf(A− A′)| (
√
2 )N−n−n′
This is sufficient to prove the result we want, provided that N ≥ n + n′. However, if
N < n + n′ then we seemingly have a negative power of
√
2 and have to work a little
harder. In fact, this situation has a nice linear-algebraic interpretation, since it guarantees
that the two kernels intersect,
dim F2
(
kerF2(1 + A) ∩ kerF2(1 + A′)
)
≥ n+ n′ −N
That certainly implies
nullityF2(A− A
′) ≥ n+ n′ −N (2.31)
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where U is unimodular and the νi are integers. The nullity in equation (2.31) is then
given in terms of this data by
nullityF2(A− A
′) = 2 · #(even νi)





it follows that the pfaffian is divisible by 2⌈
1
2 (n+n
′−N)⌉, which is just enough to offset the
dangerous negative power of (
√
2 ) 12 (N−n−n′). This ensures that, in all cases, G[R,R′] is
an integer, or an integer times
√
2, as promised.
The derivation above also provides the criterion for whether a given boundary condition
sits in class V or class A. Since N is even, the irrational part of G[R,R′] is given by
(
√
2 )n+n′ . The ground state degeneracy fails to be an integer if n ̸= n′ mod 2. In other
words, the class of boundary condition R is determined by n mod 2.
The rational case
With a little extra work, we can re-run the arguments of the last section in the case
where A,A′ are rational-valued. Once again, we start from
G[R,R′] = 2N/2 |Pf(A− A′)|
√√√√ Vol(Λ[R]) Vol(Λ[R′])
det(1 + A) det(1 + A′)
The difference now is that the pfaffian may only be rational, and therefore its denominator
has to emerge out of the second expression in order to cancel it. To see how this works,
we first need to construct a bunch of auxiliary data associated to R:
• Write A = Ã/g where Ã is an integer matrix.
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• Compute the Smith-like decomposition of Ã,






where by ‘ddiag(ν1, ν2, . . . )’ we mean the diagonal matrix with each entry repeated
twice, that is diag(ν1, ν1, ν2, ν2, . . . ).
• Define integers gi = gcd(g, νi).
• Define an integer matrix
X = UT,−1ddiag(g/gi) + UJ ddiag(νi/gi)
The analog of the integer n from the previous section is then defined to be
n = nullityF2(X)
It is shown in Appendix 2.C that




The new part of this expression is the product on the right. This will turn out to be
precisely the integer required to cancel the denominator of the pfaffian. To see this, we






























Since the matrix involved on the right is an integer-valued one, the right side is manifestly
the square root of an integer. Unfortunately, it’s no longer manifestly rational. However,
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the left side is, so putting the two pieces of information together shows that the whole
thing is indeed an integer.
The final piece of the argument is to show that the power of
√
2 in (2.32), if it
ever goes negative, is compensated for by (2.33) becoming divisible by a power of 2.
In the previous section, this went via an argument involving the intersection of two
kernels. Similarly, here it follows from the linear-algebraic fact that for N ×N matrices
A,B,A′, B′,
nullity(ATB′ −BTA′) ≥ nullity(A−B) + nullity(A′ −B′) −N
Applied to our situation, this says that the matrix on the right hand side of (2.33) has
F2-nullity at least n+ n′ −N , and therefore that its determinant is divisible by 2n+n
′−N .




establishes the claimed integrality property of G[R,R′].
Task 2
In this section we will concern ourselves purely with the irrational part of G[R,R′]. By
freeing us of the burden of having to show that the rational part is actually an integer,
we will be able to establish the rest of the conjecture in greater generality.
This time we will only rely on the assumption that R and R′ have a Cayley parametri-
sation. This assumption restricts us to rotation matrices, but is otherwise generic. We






det′(1 − RT R′)
The new ingredients are the volume of the intersection lattice, and the replacement of
det with det′. As we shall see, these complications cancel one another. Let us deal with
the latter complication first. Substituting in the Cayley parametrisations, we have
det′(1 − RT R′) = det′
(
(−2) 1(1 − A)(1 + A′)(A− A
′)
)




determinant. However, for det′, this is no longer an allowed operation. Instead, we must
46 Chiral Boundary States
invoke the Smith-like decomposition of A− A′,








where U is unimodular, the νi are nonzero rationals, and k is the nullity of A − A′.
Inserting this decomposition into the previous expression, we may then separate it into
two factors as follows:
det′(1 − RT R′) = 2N−k det′
(
1









Here, the symbol in front of the matrix in the second line instructs us to restrict to the
top-left (N − k) × (N − k) block of that matrix. For the identity we have just used to be
valid, this block must be invertible; one can check that this is indeed the case.
We now shift our attention to the term Vol(Λ[R,R′]). To deal with this, we need to
find a parametrisation of the lattice Λ[R,R′]. Recalling definition (2.26),
Λ[R,R′] =
{
λ ∈ ZN : Rλ = R′λ ∈ ZN
}
we see that λ is necessarily an element of ker(R − R′). All elements of this kernel can be
parametrised as (1 + A′)UTv, where v is a vector of the form v = (0, . . . , 0, v1, . . . , vk),
i.e. only its last k components are nonzero. We will use Rk to denote such vectors. On
top of this, v is constrained by the fact that both λ and R′λ must be integer vectors,
which forces v to lie in the sublattice
Λv =
{
v ∈ Rk : (1 + A′)UTv ∈ ZN , (1 − A′)UTv ∈ ZN
}
(2.34)
It follows that the lattice volume we are interested in is
Vol(Λ[R,R′]) = det
(
U(1 − A)(1 + A′)UT
∣∣∣∣ )1/2 Vol(Λv)
where this time, the symbol in front of the matrix instructs us to restrict to its lower-right
k × k block.
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U(1 − A)(1 + A′)UT |
) √det′(D)
As remarked at the start, we shall be content to focus only on the irrational part of this
expression. To this end, we may immediately drop certain factors. For example, the term
2(N−k)/2
is rational, since N − k is an even number. So also is the term
Vol(Λv)
as Λv is a rank-k sublattice of Rk, whose elements v are defined by the conditions (2.34)






where each of the νi is rational. Finally, we may invoke the linear-algebraic fact that√√√√√det
(




U(1 − A)(1 + A′)UT |
) = 1√
det(1 + A) det(1 + A′)
to rewrite the remaining irrational part as
G[R,R′]irrational =
√√√√ Vol(Λ[R]) Vol(Λ[R′])
det(1 + A) det(1 + A′)
This is something we have calculated before. Indeed, when N is even, we have already
seen how to associate to a matrix R integers n, g, gi such that




Here we need the extension of this result to matrices with odd N . As before, one first
constructs a set of auxiliary data:
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• Write A = Ã/g where Ã is an integer matrix.
• Compute the Smith-like decomposition of Ã,






• Define integers gi = gcd(g, νi).
• Define an integer matrix
X = UT,−1[ddiag(g/gi) ⊕ (1)] + UJ [ddiag(νi/gi) ⊕ (0)]
The integer n associated to R is then n = nullityF2(X). The analogous result for the
lattice volume is









We thus conclude, as before, that the class of R is dictated by the value of n mod 2.
Task 3
In the last section, we saw how to associate an integer n ∈ {0, . . . , N} to any matrix R
that admits a Cayley parametrisation, such that the two classes of boundary states are
labelled by n mod 2.
Here, we would like to cast away the final crutch of the existence of a Cayley
parametrisation. To do this, we appeal to a classical result of Liebeck-Osborne [76],
which states that any rational orthogonal matrix R can be written as
R = DR0
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where D = diag(±1, . . . ,±1), and R0 admits a Cayley parametrisation. It is not hard to




where n− is the number of negative eigenvalues of D. This suggests the following definition
of the integer n(R) for a general matrix R. First write R = DR0 in the form above.
Then set
n(R) = n(R0) + n− mod 2 (2.35)
where n(R0) is calculated as in the previous section. As discussed at the start, numerical
experiments then suggest that the conjecture
G[R,R′] ∈




2 n(R) ̸= n(R′)
(2.36)
continues to hold even in the cases that remain unaddressed by our proof.
Properties of n(R)
It is natural to ask whether the map that we have defined,
n : O(N,Q) −→ Z2
is a group homomorphism. Or perhaps the opposite quantity, 1 − n? It turns out that
for general N , both statements are false. However, as we shall see in the next section, in
the special case of N = 2, n is a homomorphism. Indeed, in that case it is possible to
define a mod-2 reduction map
O(2,Q) F2−→ O(2,F2) ∼= Z2
which, when multiplied by
O(2,Q) det−→ {±1} ∼= Z2
gives a homomorphism that coincides with our n. (We thank Holly Krieger for this
observation.) However, a clean interpretation of n(R) for N > 2 is not so obvious.
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2.3 Examples
In this section, we describe a number of different examples of boundary states and the
resulting ground state degeneracy.
2.3.1 Simple Boundary States
The two simplest boundary conditions are the generalisations of the vector and axial
conditions described in the introduction, now imposed independently on each of the N
fermions. These are given by
• Vector: Q = Q̄ = 1. This gives R = 1 and Vol(Λ) = 1.
• Axial: Q = 1 and Q̄ = −1. This gives R = −1 and Vol(Λ) = 1.
If we impose the same boundary conditions at both ends, the generic ground state
degeneracy is G[R,R] = 1. (As we have seen, this can be enhanced for special values of
the phases.)
In contrast, if we impose vector boundary conditions at one end and axial boundary
conditions at the other, we have Λ[R,R′] = {0}. In this case RT R′ = −1 and the
formula (2.29) gives
Vector-Axial: G[R,R′] = 2N/2
This is the expected answer since, as explained in the introduction, this system has N
Majorana zero modes. This means that the vector and axial boundary conditions sit in
the same class for N even, but different classes for N odd.
There is a third interesting boundary condition which arises in the study of fermions
scattering off monopoles [15, 18]. Following [21], we refer to it as the dyon boundary
condition. It is given by
• Dyon: It is simplest to specify the boundary condition in terms of the orthogonal
matrix R = Q̄−1Q, which is given by




The charge lattice has Vol(Λ) = N/2 for N even and Vol(Λ) = N for N odd. The
corresponding charge matrices contain only ±1. For N = 4 they are given by
Qαi =





 and Q̄αi =






with the obvious extension to general N .
We now have two further pairings to consider:
The case of vector-dyon boundary conditions was considered in [21]. Here the matrix
RT R′ acts as a reflection along 1√
N
(1 . . . 1), which means that we have n− = 1. The
intersection of the charge lattices has Vol(Λ[R,R′]) =
√
N . The degeneracy of ground
states is then
Vector-Dyon : G[R,R′] =
1 N even√2 N odd
For axial-dyon boundary conditions, we again have Vol(Λ[R,R′]) =
√
N . Now, however,
RT R′ differs by a minus sign from the vector-dyon case which means that n− = N − 1.
This time, the ground state degeneracy is always an integer
Axial-Dyon : G[R,R′] = 2⌈N/2⌉−1
We learn that the axial and dyon boundary condition lie in the same class.
2.3.2 Monopole Zero-Mode Counting
The examples above already allow us to make contact with monopole physics in four
dimensions, in particular the counting of Jackiw-Rebbi zero modes. We will show that
these are captured by the dyon boundary state.
To study monopoles, we return to the “second problem” of the Introduction, which
featured the gauge theory
SU(2) + N Weyls in the fundamental representation + adjoint Higgs
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monopole
Figure 2.1: Effective boundary conditions generated by the monopole and Yukawa mass.





results in the appearance of N Jackiw-Rebbi zero modes [17]. These are real zero modes,
so generate a Hilbert space of dimension 2N/2. Under the SO(N) flavour symmetry left
unbroken by the mass, the zero mode Hilbert space splits into the spinor and conjugate
spinor of SO(N), of equal dimension.
We would like to reproduce this zero-mode counting from boundary state calculations.
To do this, we follow the ideas of [37], and deform the Higgs field ϕ so that it vanishes
within some radius L of the monopole, then quickly ramps up to its asymptotic value
outside of L. If L is taken large compared to the monopole core size, then the inner region
is described by an effective 2d theory of N free Dirac fermions propagating between
the dyon boundary state at r = 0 and an effective boundary state at r = L set by the
Yukawa mass term, shown in Figure 2.1. We expect the zero modes to be robust against
this deformation, and therefore that the ground-state degeneracy G[R,R′] should count
the number of zero modes. Below we will see that these expectations are borne out.
First we need to determine the relevant boundary states. As already explained, the
dyon boundary state is known from [21] to be
(Rdyon)ij = δij −
2
N
Meanwhile, to determine the Yukawa mass boundary state, while this is possible by a
detailed 4d to 2d translation of the mass term, it is equally valid to simply read it off
from the symmetries preserved by LYuk. We see that LYuk gives a mass to each flavour
ψi separately, preserving U(1)A. This uniquely fixes the boundary state to be
(RYuk)ij = −δij
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In other words, it is the same as the axial state of the previous section. Note that
both boundary states preserve the U(1)A symmetry, as is necessary since U(1)A is the
surviving gauge symmetry in the infra-red.
We have already seen that the ground state degeneracy between the dyon and Yukawa
boundary states is given by 2N/2−1. (Here we restrict to N even to avoid a Witten
anomaly in the 4d gauge theory.) At first sight, this does not agree with the answer 2N/2
expected on Jackiw-Rebbi zero mode grounds. However as we now show, the missing
factor of two is supplied by the theta-angle dependent part of the degeneracy (2.28).
The dyon boundary state actually depends upon the SU(2) theta-angle Θ of the 4d
gauge theory, as emphasized in [18, 21]. We would like to determine how Θ manifests
itself in the set of N phases θi appearing in the dyon boundary state. First, we recall
that a shift in Θ is equivalent to a U(1)V transformation by angle eiΘ/N , where the factor
of 1/N arises because there are N flavours. We apply this transformation to the dyon
boundary state. Since the dyon boundary state preserves U(1)A, we can equivalently
rotate only the holomorphic fermions by twice the phase, e2iΘ/N . We therefore find
θi = 2Θ/N .
Next we need to determine the orthogonal projection of the vector θ onto Λ[R,R′]∗.
Since Λ[R,R′] is one-dimensional and generated by λ = (1, . . . , 1), no projection is
necessary. The generator of the dual lattice is µ = 1
N
(1, . . . , 1). Putting these facts





Generically, the degeneracy of the lowest power of q in this expression is one. However,




N/2 Θ = 0, π
2N/2−1 Θ ̸= 0, π
This is entirely consistent with the fact that the Hilbert space of Jackiw-Rebbi zero
modes splits into SO(N) representations as s ⊕ c, with dim(s) = dim(c) = 2N/2−1. For
6The formula (2.28) also includes other terms involving θ′i and s, the latter being convention-dependent.
Here we have simply used our freedom to shift the origin of Θ to eliminate these terms. The location of
Θ = 0 is then defined to be the location such that formula (2.37) takes the above form. As we shall see,
this gives agreement with the 4d gauge theory.
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generic Θ the energies of these representations are split, but cross at Θ = 0, π where the
theory enjoys an additional CP symmetry.
2.3.3 Two Dirac Fermions
We now turn to the case of N = 2 fermions, where we can simply enumerate all possible
boundary conditions and determine their class. This extends and completes the proof in
Section 2.2.2, but only for this special case.
These boundary conditions include the example given in the introduction, where left-
movers have charges (3, 4) and right-movers have charges (5, 0). However, our boundary
state formalism require that a U(1)2 symmetry is imposed on the boundary, which
means that we must supplement the charges above with a second U(1) symmetry. It is
straightforward to find such symmetries: for example, we can take the left-movers to have
charges (−4, 3) and right-movers have charges (0, 5). Alternatively, we could take the
left-movers to have charges (4,−3) and the right-movers to have charges (0, 5). In what
follows, we will see that all such boundary conditions can be associated to Pythagorean
triples in this way. However, rather surprisingly, the choice of the minus signs in the
second U(1) can dramatically change the resulting physics.
We specify the boundary condition using the rational orthogonal matrix R defined in











where a, b, c are co-prime integers with a2 + b2 = c2 and c > 0.
It will be useful to first compute Vol(Λ) for such boundary conditions. We have
Claim: Vol(Λ) = c
Proof: Consider rotation matrices. The charge lattice Λ consists of all integer-valued
vectors ( xy ) such that R ( xy ) is also integer-valued. In other words, we’re looking for all
integer solutions to
ax+ by = cz and − bx+ ay = cw
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Since a, b are coprime, there exist integers λ, µ such that
aλ+ bµ = 1
Therefore any value of z can be attained by some (x, y), and for fixed z, the possible
values of (x, y) are
(x, y) = cz(λ, µ) + n(−b, a)
where n is a free integer. Plugging this into the second equation, we then find that w is
automatically also an integer,
w = z(−bλ+ aµ) + cn




 = c(λa+ µb) = c (2.39)
The proof for reflection matrices proceeds in an identical fashion. □
Our next goal is to compute the ground state degeneracy (2.29) for an interval
sandwiched between two boundaries R and R′. As always, when R = R′, the ground
state degeneracy is G[R,R] = 1. The remaining cases are less trivial.





 p2 − q2 2pq







with p, q co-prime.
Usually in applications of Euclid’s formula, one further assumes that p and q are not
both odd, which gives rise to a primitive Pythagorean triple. We do not insist on this
condition here since it allows us to construct rotation matrices (2.38) with b odd. For
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example,












Nonetheless, as we go on, we will see that the distinction between p and q both odd, or




2 + q2 if either p or q is even
1
2(p
2 + q2) if p and q are both odd
(2.42)




Rotation matrices Rrot(p, q) with either p or q even.




Rotation matrices Rrot(p, q) with p and q both odd.
Reflection matrices Rref(p, q) with either p or q even.
To see this, we first consider two separate cases.
• Case 1: det(RT R′) = +1 with R ≠ R′.
Here R and R′ describe two different rotations or two different reflections. Either
way, RT R′ has no +1 eigenvalue and so Λ[R,R′] = {0}. We can then use the
simplified expression (2.30) for the ground state degeneracy. A direct evaluation,
using the form of the matrices (2.38) gives
G[R,R′] =
√
2(cc′ − aa′ − bb′)
It is not at immediately obvious that this is an integer or
√
2 times an integer.
However, invoking the Euclid form of the matrix (2.40) or (2.41), it is not hard to
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show that the ground state degeneracy can be written as
G[R,R′] =
2|pq
′ − qp′| if (p, q) and (p′, q′) lie in the same class
√
2 |pq′ − qp′| if (p, q) and (p′, q′) lie in different classes
(2.43)
This confirms our classification if both matrices are rotations or both are reflections.







 R3 = 15
 3 4
−4 3




From the discussion above, R1, R2 and R3 all lie in class V while R4 lies in class A. The
number of ground states in an interval with one of these boundary conditions imposed
on each end is
R1 R2 R3 R4
R1 1 2 2
√
2
R2 2 1 4 3
√
2










Although the number of ground states in class V in these examples have the form 2n, as
is familiar from quantising complex fermionic zero modes, it is clear from the general
form (2.43) that we can get any even number of ground states in this class of examples.
The second case corresponds to one of the special cases not handled by the proof in
Section 2.2.2, and requires a little more work. This is
• Case 2: det(RT R′) = −1
Here one of R and R′ describes a rotation and the other a reflection. This means
that the eigenvalues of RT R′ are +1 and −1, and so det′(1 − RT R′) = +2.
The single +1 eigenvalue of RT R′ implies that Λ[R,R′] is one-dimensional. We
must compute the volume of the unit cell of this lattice and this is a little involved.
Without loss of generality, we take Rrot[p, q] and R′ref(p′, q′). The unique +1
eigenvector of RT R′ is, up to proportionality,
v =
 pp′ − qq′
pq′ + qp′
 ⇒ Rrot(p, q)v = Rref(p′, q′)v =
 pp′ + qq′
pq′ − qp′

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Clearly, both v and Rrotv = R′refv are integer vectors. The trouble lies in the caveat
of proportionality: it may be possible to divide v by some integer d so that the
conclusion that we have an integer-valued eigenvector remains true. In fact, such a
d is simply the greatest common divisor of the four components of v and Rrotv,
d = gcd(pp′ − qq′ ; pq′ + qp′ ; pp′ + qq′ ; pq′ − qp′)
We have d = 2 if p, q, p′, q′ are all odd; otherwise d = 1. The one-dimensional lattice





(p2 + q2)(p′2 + q′2)
d
We now have all the information we need to compute the ground state degeneracy
(2.29). Using the expression (2.42) for the volume of the unit cells, we have
G[Rrot,R′ref] =
1 if Rrot and R
′
ref belong to the same class√
2 if Rrot and R′ref belong to different classes
These results can be summarised in the following table, which shows the ground state
degeneracy between all pairs of boundary states, with the red line reminding us that on
the diagonal, the table should be ignored and the result taken to be one:
2.A Fermion Conventions 59
Appendix 2.A Fermion Conventions
Our convention for a Majorana fermion in 1+1D is
S = i4π
∫
dxdt (χ+∂+χ+ + χ−∂−χ−)







where z = x+ iτ , provided we define the new fermions by
χ = e−iπ/4 χ+ and χ̄ = e+iπ/4 χ−
The N Dirac fermions are built from 2N Majorana fermions via ψi = 1√2(χ2i−1 + iχ2i).
The corresponding U(1) currents are
Ji = iχ2i−1χ2i
Appendix 2.B Clustering and the Cardy-Lewellen
Sewing Conditions
In the rest of this appendix we describe a few subtleties that we felt were best avoided in
the main text.
In Section 2.1.1, a set of ground states |λ, λ̄⟩ was introduced, but at the time we did
not specify their phases. The easiest way to do this is via the bosonisation formula,7
















Here, Fi is a ladder operator which moves between ground states as Fi|λ, λ̄⟩ = |λ− êi, λ̄⟩,
and ti is a cocycle arising from Fermi statistics which acts by a phase on each ground state.
The precise form of ti (and its barred cousin t̄i) will depend on the phase convention
7Our handling of Klein factors takes inspiration from (though slightly differs from) [77].
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chosen for the |λ, λ̄⟩. We stipulate them to be
ti = (−1)
∑i−1





and this then implicitly fixes the relative phases of the |λ, λ̄⟩.
In Section 2.1.2, it was claimed that the requirement of cluster decomposition in the
presence of the boundary state |a; R⟩ dictates the form of the coefficients aλ. Here we
give more details.
To formulate the requirement of clustering, we start by placing the theory on the
planar region |z| ≥ 1, and impose the boundary condition |a; R⟩ at |z| = 1. Let Oi(z) be
a list of all composite local operators built out of the fermions.8 Then we demand that






where the limit is taken with arg(z) and arg(w) fixed.
The Oi(z) must have non-vanishing vev in the presence of the boundary. This
condition will be met if our operator has compatible U(1)N charges (q, q̄), in the sense
that q̄ = −Rq. In particular, we are forced to take q ∈ Λ[R]. To build an operator
with these charges, we can take |qi| copies of each ψi(z), and |q̄i| copies of each ψ̄i(z),
and combine them into a composite operator Oq(z) using a suitable point-splitting
regularisation. (If any of the charges qi are negative, we should replace ψi with its
complex conjugate, 1√2(χ2i−1 − iχ2i).) The clustering requirement for Oq and Op is then
lim
|z|,|w|→1+
⟨0, 0|Oq(z)Op(w)|a; R⟩ ⟨0, 0|a; R⟩
⟨0, 0|Oq(z)|a; R⟩ ⟨0, 0|Op(w)|a; R⟩
= 1
It turns out that the only interesting contribution to this expression comes from the Fi ti








8Here and throughout, we eschew the convention that operators should be written O(z, z̄), and
instead prefer O(z) to emphasize the locality of the operator at z. (The latter convention is more helpful
in the presence of boundaries.) Hence the Oi(z) are not implied to be holomorphic operators.
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whereupon the clustering condition reduces to
aq+p a0
aq ap
⟨q, q̄|Op|q + p, q̄ + p̄⟩
⟨0, 0|Op|p, p̄⟩
= 1




















This is a symmetric bilinear form on Λ[R] taking values mod 2, whose corresponding
quadratic form is fermion parity: fR(λ, λ) = λ2 mod 2. The clustering condition now








To solve it, let f̂R(q, p) be an arbitrary choice of lift of fR(q, p) from a mod-2 to a mod-4
valued symmetric bilinear form. Then the general solution to (2.46) is
aλ
a0
= eiγR(λ)eiθ·λ where eiγR(λ) := if̂R(λ,λ) (2.47)
Due to the freedom of choice in the lift f̂R(q, p), the reference solution eiγR(λ) is actually
ambiguous up to multiplication by (−1)s·λ for any s ∈ Λ[R]⋆. The ambiguity is equivalent
to that of choosing a quadratic refinement of (−1)fR(q,p), and there is no canonical way
to fix it. As a result, the origin of θ is also ambiguous up to shifts by πΛ[R]⋆. On
the other hand, the square of the reference solution is well-defined, and is equal to
(eiγR(λ))2 = (−1)fR(λ,λ) = (−1)λ2 .
For completeness, we outline the proofs of the above properties of fR. We start by
rewriting (no modulo)
fR(q, p) + fR(p, q) = (|p| + |Rp|)(|q| + |Rq|) − 2p · q
where we temporarily introduce |p| to mean ∑Ni=1 pi. Because |p| = p2 mod 2, the first
term on the RHS is a multiple of 4, hence
fR(q, p) + fR(p, q) = 2p · q mod 4
From this it follows both that fR(q, p) = fR(p, q) mod 2 and fR(q, q) = q2 mod 2.
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Finally, in Section 2.2, we needed the fact that if R and R′ are two different symmetries,




for some s ∈ Λ[R,R′]⋆. (The precise value of s is actually ambiguous, for the reasons










and that fR(q, p) = fR′(q, p) for q, p ∈ Λ[R,R′]. This forces e
iγR(λ)
eiγR′ (λ)
to take the form eiθ·λ.
Since it also squares to (−1)
λ2
(−1)λ2 = 1, we must have θ ∈ πΛ[R,R
′]⋆.
Appendix 2.C Lattice Calculations
We record here a technical calculation of lattice volumes that we used several times in
Section 2.2.2. Let N be an even number, let A be a rational N × N antisymmetric
matrix, and let R = 1−A
1+A . Then we claim that




where the integers n, g, gi are constructed along the way during the proof.
Proof: To describe Λ[R], we need to find all integer solutions to
Rv = w
In terms of new variables x = v − w and y = v + w, this reads
x = Ay
9One might hope that the ambiguities in γR could be chosen in such a way that s is always zero, but
sadly this turns out not to be possible.
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Let us pull out a common denominator from A by writing it as A = Ã/g with Ã an
integer matrix. We also invoke the Smith-like decomposition of Ã,






with U unimodular and νi integers. Then in terms of further new variables x̃ = U−1x
and ỹ = UTy, which are still integer vectors, our equation becomes
gx̃ = Dỹ
which is now diagonal, hence trivial to solve. The set of all solutions can be parametrised,
in terms of an integer vector z, via
x̃ = J ddiag(νi/gi)z ỹ = ddiag(g/gi)z
with gi = gcd(g, νi). Returning to the original variable v, we have
2v = Xz X = UT,−1ddiag(g/gi) + UJ ddiag(di/gi)
We are almost done, except for the requirement that v be integral, which places a
constraint on the allowed values of z:
Xz = 0 mod 2
By considering the SNF of X, one can show that this constraint forces z to lie in a certain
sublattice Λz ⊆ ZN , whose volume is
Vol(Λz) = 2N−n
where n = nullityF2(X). With z and v now integer vectors, w automatically is too, and
so we have parametrised all integer solutions to Rv = w. The lattice Λ[R] is then the set
of allowed values of v. To calculate its volume, we simply chain together several earlier
equations, namely v = 12(1 + A)y, y = U



















which gives the formula stated at the beginning. An entirely analogous result also holds




In the previous chapter, we explored a large family of ways to place Dirac fermions on a
manifold with boundary. Next, as further exploration of this family of boundary states,
we work out the structure of boundary RG flows that connect different states. While
this question has little to do with monopole physics, it does however form a natural and
logical next question from the BCFT perspective.
The theory of RG for the d=0+1 dimensional boundary behaves, in many ways, the
same as in any other quantum field theory. There are operators restricted to the boundary
and these can be classified as relevant, irrelevant or marginal. Operators that are exactly
marginal move among a continuous family of boundary conditions. Meanwhile, boundary
operators that are relevant initiate an RG flow within the space of boundary conditions
without endangering the gapless nature of the bulk modes. As in higher dimensional
situations, the number of boundary degrees of freedom g necessarily decreases under RG
flow [78, 79].
The purpose of this chapter is to study such RG flows between different boundary
conditions for massless fermions. We will find a simple, and elegant story in which,
with some reasonable assumptions, one can follow boundary RG flows from one fixed
point to another. There are a number of parts to this story, not least the Z2 SPT
classification of boundary states that emerged in the last chapter; here it plays a crucial
role in ensuring the consistency of our story. The current chapter therefore serves as a
nontrivial consistency check of our results in the last chapter.
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Summary of Results
Our goal is to take a boundary state preserving a U(1)N symmetry, and perturb by a
relevant bosonic boundary operator. Any such perturbation necessarily breaks one or
more of the U(1)N symmetries. However, we propose that, while the RG flow breaks the
symmetry, a new emergent U(1)N symmetry is restored at the end of the RG flow. It
is not obvious that this is the case: one might have anticipated that, by flowing away
from states preserving a full U(1)N symmetry, we would leave them for good. Instead we
argue that, like the famous hotel, you can check out from these states, but you can never
leave.
Assuming that a full U(1)N emerges in the infra-red allows us to track the RG flow.
There are a number of interesting features that emerge from our analysis. First, one
can ask: is it possible to flow from one class of boundary states to the other? Say, from
vector-like boundary conditions to axial-like boundary conditions? Given the anomaly
restrictions described above, one might have thought that such flows are forbidden.
Instead, we find that they are very much allowed. However, whenever such a flow occurs,
the resulting boundary state comes equipped with an extra Majorana mode λ, needed to
cancel the anomaly.
Secondly, we find the following surprising and simple formula: if we initiate an RG
flow by turning on a single, relevant boundary operator O with dimension dim(O), then




Since a relevant boundary operator necessarily has dim(O) < 1, this relation is consistent
with the g-theorem [69, 78, 79], which states that the boundary central charge g must
decrease.
Plan
We start in Section 3.1 with a recap of the most important properties of the chiral
boundary states that we will need. We also introduce some examples of such states,
which we will use as a running illustration. In Section 3.2 we determine the spectrum of
boundary operators for a given boundary state and, in particular, extract the ones that
are relevant and bosonic.
3.1 Some Examples 67
The RG analysis is given in Section 3.3. We explain how, for each relevant bosonic
boundary operator, there is a unique candidate for the endpoint of the flow, and elaborate
on a number of subtleties that arise including the emergence of Majorana bound states
and what string theorists refer to as Chan-Paton factors. The statements of the results
are more straightforward than the proofs; these statements are placed front and centre,
and we refrain as long as possible from wallowing in the glorious technicalities. The
wallowing finally occurs in Section 3.4.
An Application to D-Branes
As far as we are aware, the kinds of chiral boundary conditions that we discuss do not
have application to the fermions on the superstring worldsheet. However, there is a
more indirect connection. We could consider bosonising our fermions so that the chiral
boundary conditions now describe the end-point of a string moving on a torus TN , with
radius of order the string length.
In this context, the chiral boundary conditions are nothing more than D-branes in
bosonic string theory, wrapping TN with fluxes. Even translated to this familiar context,
our results appear novel. Things are simplest for N = 2 fermions, corresponding to
a D2-brane wrapping T2. After a T-duality, the general chiral boundary state simply
translates to a D-string wrapped (p, q) times around the two cycles of T2. We describe
this in Appendix 3.C.
3.1 Some Examples
In this section we will introduce a useful set of examples of the chiral boundary states
(2.24). We will pay particular attention to the values of their normalisation factor gR. In




where Vol(Λ[R]) is the volume of the primitive unit cell of the lattice Λ[R] defined in
(2.16), which always takes integer values. The normalisation factor is important because
it coincides with the Affleck-Ludwig central charge, defined by
gR = ⟨0 | θ; R⟩
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Hence, gR should be thought of as a count of the number of boundary degrees of freedom.
This number must strictly decrease in any boundary RG flow.
The trivial boundary conditions, corresponding to R = ±1 (or, indeed, to any
diagonal R with entries ±1) has gR = 1. This is the smallest value of the central charge.
Any chiral boundary condition necessarily has gR > 1. We now turn to some examples
and their corresponding gR values.
3.1.1 The Pythagorean States
With N = 2 Dirac fermions, there is a rather simple classification of boundary states, as
shown in Section 2.3.3. A large class of these arise from taking co-prime integers (p, q)




 , Q̄αi =
 p −q
q p





Here a, b and c form a Pythagorean triple a2 + b2 = c2 with the Euclid parametrisation
a = p2 − q2 , b = 2pq , c = p2 + q2
The boundary central charge of these states is simply gR =
√
c.
The state (3.3) always lies in the vector class of boundary conditions. However, for
any choice of central charge, it is not hard to find states that lie in either class. For
example, after the trivial states, the simplest states have gR =
√
5. If we take p = 2 and














As we proceed, many of the key ideas will be illustrated by this gR =
√
5 state. For now,
there are a couple of points worth highlighting.
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First, the fact that sign-flipping a row or column of R changes the topological class is
a property of all boundary states. Meanwhile, permuting rows or columns leaves the class
unchanged. In general, one can transform R → PRRPL where PL and PR are signed
permutation matrices. This transformation corresponds to acting with a Weyl group
element (WL,WR) ∈ O(2N)L ×O(2N)R on the boundary state; the class then changes if
det(WL) det(WR) = −1, while gR always stays the same. This illustrates the fact that,
for any given choice of gR, there are boundary states that lie in both classes.
Secondly, a number of different charges Q and Q̄ share the same boundary state,




 , Q̄αi =
 5 0
0 5




In contrast to the charge matrices in (3.3), here the U(1)2 symmetry does not act
faithfully on the bulk fermions. The fermions are untouched by a discrete Z5 which acts
on the left-movers as ψi → eiβαQαiψi and on the right-movers as ψ̄i → eiβαQ̄αiψ̄i, with
β = (2π5 ,
4π
5 ).
In what follows, the key physics will depend only on R; for example, the collection
of relevant boundary operators and their dimensions depend only on R. Nonetheless,
we will see that the labelling of the charges of these operators is inherited from Q and
Q̄ and so requires extra information beyond a knowledge of R. This extra information
corresponds to choosing a different basis U(1)α=1...N for the same group U(1)N .
3.1.2 The Maldacena-Ludwig State
Our second example involves N = 4 Dirac fermions. The boundary conditions are, per-
haps, most simply described by requiring an SU(4) ×U(1) global symmetry under which
the left-movers transform in the 4+1 representation, while the right-movers transform as
4−1. There is no linear boundary condition on the fermions that reflects one into another,
a fact first noted in the context of monopole physics [18, 19]. Instead, the boundary
condition is implemented by the boundary state with
Qαi =





 , Q̄αi =





 ⇒ Rij = δij −
1
2 (3.4)
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Figure 3.1: The various conformal identifications used, including those which correspond
to an S transformation of the argument of the partition function.
This boundary state was previously introduced by Maldacena and Ludwig [20]. It
manifestly implements the symmetry of the Cartan subalgebra U(1)4 ⊂ SU(4) × U(1).
Less manifestly, it also preserves the full SU(4) × U(1). Remarkably, in this special
four-fermion case, it preserves yet a larger Spin(8) symmetry group, whose existence can
be traced to triality. In Section 2.3.1 we showed this state has boundary central charge
gR =
√
2. Once again, by acting with Weyl group transformations we have such states of
either Z2 SPT class.
3.2 The Partition Function
Our goal in this section is to determine the relevant boundary operators, and their
charges, for each choice of boundary condition R. To do this, we compute the partition
function of the theory on an interval, with boundary conditions R imposed on each end.
We extend the computation of Section 2.2 by now including U(1)N symmetry defects.
The partition function now encodes information about the charges of states in the Hilbert
space on the interval. We then use the state-operator map to determine the spectrum of
boundary operators.
3.2.1 Adding Fugacities
Recall that the partition function ZAB, for two distinct boundary conditions A and B
at either end of the interval is defined as the trace over the Hilbert space, HAB. After
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implementing a conformal transformation to the half-annulus, as shown in Figure 3.1





Via the usual Cardy trick, this is related to the closed sector partition function of free





The two partition functions are then related by a modular S-transformation of q.
For two boundary states A = |θ,R⟩ and B = |θ′,R⟩, sharing the same R matrix but
differing in the theta angles, we already showed in Section 2.2 that the closed string








where q = e2πiτ . The partition function for the theory on the interval is then found by













with Λ[R]⋆ the dual lattice, defined by ρ · λ ∈ Z for all λ ∈ Λ[R] and ρ ∈ Λ[R]⋆.
Here we wish to extend this computation to include fugacities for the U(1)N symmetry,
providing information about the charges of the states. This means that we weight the







dz Jα(z) − dz̄ J̄α(z̄)
where the contour C is the counter-clockwise semi-circle shown in Figure 3.2a, and the
U(1)α current Jα was defined in (2.9). The partition function now depends both on the
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(a) Contour C used to define Qα. (b) Corresponding defect operator.
Figure 3.2





Again, this object is simplest to compute in the closed-string picture. The operator
eiµαQα is now a defect, oriented along the “temporal” or “thermal” direction, as shown in
Figure 3.2b. Its role is to shift each fermion by a phase as we move around the spatial
circle. The left-moving fermion ψi picks up a phase eiµαQαi , while the right-moving
fermion ψ̄i picks up eiµαQ̄αi .
This, in turn, affects the quantisation of the charges λi and λ̄i defined in (2.13).
Rather than living in the integer lattice ZN , we instead have
λi ∈ Z +
µαQαi
2π and λ̄i ∈ Z −
µαQ̄αi
2π (3.7)
Note that left- and right-moving charges are shifted in opposite directions. (This
computation leaves an ambiguity in the overall sign of the shifts, which is unimportant
for what follows.)
The boundary condition (2.10) still requires that left- and right-moving charges are
related by (2.15)
Qαiλi + Q̄αiλ̄i = 0
which is only possible for all choices of µ if
µβ(QαiQβi − Q̄αiQ̄βi) = 0
Happily this follows from the condition for vanishing ’t Hooft anomalies (2.11).
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The closed string partition function is now easily computed by implementing the shift
(3.7) in our previous result (3.5). The contribution from the ei(θ−θ′+π)·λ term gives an










We can now invoke the usual modular transformation to compute the open-string partition
function of interest. We pull back the function Zclosed under a modular S-transformation



















The difference from our previous result (3.6) lies in both the explicit µ dependent factor
eiµαQαiρi , and in the sum which now runs over the shifted dual lattice
Λ[R; ∆θ]⋆ := Λ[R]⋆ + θ
′ − θ + π
2π
The highest weight states are labelled by vectors ρ ∈ Λ[R; ∆θ]⋆. From (3.8), we can read
off their charges





2 = 12Qα M
−1
αβ Qβ (3.10)
where we have introduced the matrix Mαβ = QαiQβi = Q̄αiQ̄βi. This latter equality,
relating the charges to the energy, is consistent with the Sugawara construction.
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3.2.2 Boundary Operators
The state-operator map means that the partition function also contains information
about the spectrum of boundary operators. To extract this information, we set θ = θ′
and drop the contribution of π from the (−1)F factor. The boundary operators are then
labelled by ρ ∈ Λ[R]⋆. Like the states, the operators have charges Qα and dimension L0,
again given by (3.9) and (3.10).
Boundary operators also come in one of two classes: they are fermionic or bosonic.
This fermion parity will play a key role in Section 3.3 where we discuss RG flows initiated
by such operators. We pause here to discuss how to classify operators. As we now explain,
it is possible to assign a fermion parity to the lattice vectors ρ ∈ Λ[R]⋆.
First, recall that by definition, under a U(1)NL × U(1)NR transformation
(eiµαQαi , eiµαQ̄αi)
belonging to the preserved U(1)N subgroup, the boundary operator labelled by ρ picks
up a phase eiµαQα = eiµαQαiρi . Importantly, the bulk fermion parity operator (−1)F +F̄ is
of the above form, as a special case of the result we prove in Section 4.2.1. That is, there
exists a choice of µα for which the above transformation is
(eiµαQαi , eiµαQ̄αi) = (−1, . . . ,−1,−1, . . . ,−1)
It will be more convenient to work not with µα, but with the vector fi = µαQαi/π. We
shall refer to this as the “fermion vector”. The above condition can then be written
(eiπf , eiπRf ) = (−1, . . . ,−1,−1, . . . ,−1)
which shows that f is characterised by the requirement that both f and Rf are odd-
integer vectors. It therefore naturally lives in Λ[R]/2Λ[R]. With this notation in hand,
the key point is then that since fermion parity lies within U(1)N , the charge ρ dictates
the fermion parity (−1)F of the boundary operator1, through
(−1)F = eiµαQαiρi = (−1)f ·ρ (3.11)
1Just as for the Virasoro generators Ln, the notation (−1)F is ambiguous, and means something
different depending on whether one is working in the open or closed sector.
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We therefore classify vectors ρ ∈ Λ[R]⋆ as bosonic or fermionic depending on whether
ρ · f is even or odd, respectively.
Relevant boundary operators are associated to lattice vectors ρ ∈ Λ[R]⋆ with ρ2 < 2
and can be either bosonic or fermionic. These will be our primary focus in Section 3.3
where we discuss RG flows initiated by such operators. Here we describe the relevant
operators in the two examples introduced in Section 3.1.
The First Example: g =
√
5







5. One possible choice of the fermion vector in this case is f = (5, 5).
As we explained in Section 3.1, there are many choices of Qαi and Q̄αi that give rise
to this boundary state. The dimension of boundary operators depends only on Rij while,
as we see from (3.9), the charges of these operators depend on the choice of Q. The
operators are further distinguished by fermion number (−1)F . The operators with L0 ≤ 1
are associated to the following lattice sites ρ,
L0 (−1)F ρ ∈ Λ[R]⋆
0 + (0, 0)



























5), ±(1, 0), ±(0, 1)




















5), ±(1, 1), ±(1,−1)
As we proceed, we’ll see the interpretation of a number of these operators.
The Other Example: The Maldacena-Ludwig State
The relevant boundary operators for the Maldacena-Ludwig state (3.4) are
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L0 (−1)F ρ ∈ Λ[R]⋆
0 + (0, 0)














2) (and all permutations)






2) (and all permutations)
1 + (±1,±1, 0, 0) (and all permutations)
As we briefly mentioned previously, the Maldacena-Ludwig state represents the gapped
Fidkowski-Kitaev state. This has the property that it preserves both left and right
fermion parity (−1)F and (−1)F̄ . Furthermore, it is the state with the smallest gR with
this property. This latter statement is reflected in the fact that the dimension L0 = 12
bosonic operators are charged under both of the two fermionic parities. We will return
to these aspects of the boundary states in Chapter 4.
Marginal Operators
Marginal boundary operators have L0 = 1. If such operators are exactly marginal, they
give rise to continuous families of boundary states. As we now explain, marginal operators
fall into a number of different categories.
First, we can take the vacuum module, ρ = 0, and form a level-1 descendent under the
current algebra. From the perspective of the interval Hilbert space, these correspond to
states Jα,−1|0⟩. Similarly, the existence of the boundary operators follows on symmetry
grounds: they are associated to the symmetries broken by the boundary in the reduction
U(1)NL × U(1)NR → U(1)N . Acting with these operators changes the θ-angles that, as we
saw in (2.24), are needed to characterise the boundary state.
The second class of marginal operators are highest weight states associated to lattice
vectors ρ ∈ Λ[R]⋆ with ρ2 = 2. We have listed these operators in the table above for
the simple examples. Many of these operators also have an interpretation in terms of
symmetries. But not all.
To understand this, first recall that the symmetry breaking pattern, as shown in (2.8),
is generically
so(2N)L × so(2N)R → u(1)N
The broken, off-diagonal elements of so(2N)L × so(2N)R will also give rise to marginal
operators. Acting with them simply rotates the unbroken Cartan sub-algebra.
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It is straightforward to identify these states. The off-diagonal elements of so(2N)L
arise from vectors with ρ2 = 2 that sit in ρ ∈ ZN . The off-diagonal elements of so(2N)R
arise from vectors with ρ2 = 2 that sit in ρ ∈ R−1ZN .
This pattern can be clearly seen in the two fermion boundary state with gR =
√
5.
The final line of the table shows the 8 boundary operators that are associated to the
off-diagonal elements of SO(4)L × SO(4)R.
However, in other examples things may not be so straightforward. First, it may be
that there is an overlap between the operators associated to so(2N)L and those associated
to so(2N)R. This occurs if there are lattice sites with ρ2 = 2 that sit in ρ ∈ ZN ∩ R−1ZN .
But the intersection of the latter two lattices is simply
Λ[R] = ZN ∩ R−1ZN
This overlap has a very natural interpretation. As we explain later in Chapter 4, vectors
ρ ∈ Λ[R] with ρ2 = 2 correspond to enhanced symmetries of the boundary state. As
expected, the presence of such hidden symmetries reduces the number of marginal
boundary operators. For example, in the table for the Maldacena-Ludwig boundary
state shown above, there are 24 marginal operators. This is lower than the number 48 of
off-diagonal generators of SO(8)L × SO(8)R. The difference can be accounted for by the
enhanced Spin(8) symmetry, which eliminates 24 generators.
Finally, some boundary states have marginal operators that do not correspond to
symmetries. These are lattice vectors with ρ2 = 2 that sit in ρ ∈ Λ[R]⋆ but with
ρ /∈ ZN ∪ R−1ZN . In such cases, one must work harder to determine whether the
boundary operator is exactly marginal, or marginally relevant or irrelevant. We do not
explore this issue further here.
3.2.3 An Aside: The Unitarity “Paradox”
There is an interesting structure to the charges carried by states in the Hilbert space
HAB. To illustrate our point, it’s simplest if we ignore the shift of the lattice by the
theta angles for now, so ρ ∈ Λ[R]⋆. In this case, the states of the Hilbert space carry
charges in the lattice (3.9)
Q ∈ QΛ[R]⋆
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We can compare this to the charges of states that we get by acting with left- and
right-moving operators. Acting with the holomorphic fermions ψi produce states with
charges in QZN , while acting with anti-holomorphic fermions ψ̄i produce states with
charges in Q̄ZN . It is not hard to show that this accounts for the full charge lattice
QΛ[R]⋆ = QZN + Q̄ZN
However, there’s a twist. It’s not true that one can reach states of all charges by acting
only with, say, holomorphic operators. This is, at heart, what it means for our boundary









This means that, while one cannot access states of any charge by acting on the vacuum
with only holomorphic operators, we can do so by acting on an appropriate choice of
g2R = Vol(Λ[R]) states (one of which is the ground state). These can be viewed as
holomorphic superselection sectors.
Similarly, there are a different set of g2R states in the Hilbert space, from which we
can access states of any charge by acting with anti-holomorphic operators.
In the context of scattering off a single boundary, this leads to a seeming “unitarity
paradox”. It is not hard to set up situations in which a single left-moving fermion scatters
off the boundary, but cannot return as any combination of right-moving fermions. This
is captured by the vanishing correlation functions
⟨0|ψi(z)ψ̄j1(z̄1) . . . ψ̄jN (z̄N)|0⟩ = 0 for all N
Such behaviour was seen, for example, in [18–21]. Our general discussion above shows
that the right-moving fermions are not excitations above the ground state, but instead
above one of the other Vol(Λ[R]) superselection sectors.
The above discussion highlights the problem of IR divergences in the unitarity paradox.
First, our resolution in terms of superselection sectors only applies when both boundaries
are taken to be the same. Yet the unitarity paradox is a statement about scattering off a
single boundary R, so whether the other boundary is taken to be R or something entirely
different should not matter. Second, the superselection sectors become degenerate as the
length of the interval tends to infinity. It is therefore unclear what becomes of them in
the infinite half-line limit.
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3.3 RG Flows: Statements
We now turn to the main results of this chapter. We will follow the RG flow between
different boundary states.
We start with a given UV boundary state, preserving the U(1)N symmetry charac-
terised by the charge matrix RUV . As we have seen, relevant boundary operators are
labelled by a vector ρ ∈ Λ[RUV ]⋆ and carry charge
Qα = Qαiρi
We turn on a single, relevant, bosonic boundary operator of definite charge to initiate an
RG flow. Along the flow, the symmetry is broken to
U(1)N → U(1)N−1
In what follows, we make the following, important assumption: At the end of the flow,
an emergent U(1)N symmetry is again restored. This means that, in the infra-red, the
physics is again described by a boundary state of the form (2.24), now with a different
charge matrix RIR.
There is, in fact, a unique choice for RIR for each relevant operator labelled by ρ.
This follows because of the U(1)N−1 symmetry that exists along the RG flow. This
symmetry must be preserved by the IR boundary state, a condition which translates into








or in other words, that the two matrices must agree on the orthogonal complement of ρ.
But for orthogonal matrices, this condition is highly constraining. In particular, there
are only two options for RIR. One is RUV itself, but this is quickly ruled out by the fact
that gIR = gUV , in contravention of the g-theorem which states that the central charge
must strictly decrease under relevant perturbations. This only leaves the second option,
which is that the matrices differ by a reflection along the vector ρ:








The second factor is the matrix implementing the reflection along ρ.
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And, for some of the RG flows, where no subtleties arise, this indeed the correct answer.
However, it is not true in general. There are two rather interesting effects that may
occur, both of which leave us with an infra-red central charge larger than (3.14). First,
certain RG flows necessarily result in a Majorana zero mode stuck on the boundary.
This phenomenon, which is explained in Section 3.3.1, increases the normalisation of
the boundary state and its central charge by a factor of
√
2. Secondly, some RG flows
result in a superposition of primitive boundary states, and larger central charge. This
phenomenon is explained in Section 3.3.2.
Furthermore, we will see that the infra-red central always obeys the g-theorem, which
states that the boundary central charge must always decrease [69, 78, 79]. This fact
arises in a mathematically non-trivial manner for our boundary states, and presents a
stringent test of the assumption a full U(1)N symmetry emerges in the infra-red.
3.3.1 Majorana Zero Modes
As we explained in Section 1.2, boundary conditions fall into two distinct topological
classes, characterised by a mod 2 anomaly. One might have thought that RG flows would
remain within a given class. However, as we now describe, our conjecture (3.13) does not
have this property. It is not difficult to find RG flows that go from one class to another,
and we present examples below. We will explain why this is not problematic.
First, we review the earlier result that determines the topological class in which a
given boundary state, labelled by R, sits. Given a CFT on an interval, we can impose
different boundary conditions R and R′ on either end. In Chapter 2, we found the






det′(1 − RT R′) (3.15)
Here the intersection lattice Λ[R,R′] is defined to be those integer vectors λ for which
Rλ = R′λ ∈ ZN . The notation det′ denotes the product over non-vanishing eigenvalues.
The ground state degeneracy has an interesting property. If the two boundary states
R and R′ lie in the same class (i.e. either both vector, or both axial) then the number of
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ground states is integer as expected
G[R,R′] ∈ Z






2 factor reflects the existence of a bulk Majorana zero mode. This is telling us
that it is not consistent to put boundary conditions from different classes at the two ends
of an interval.
What to make of the fact that RG flows take us from one class to another? Clearly, a
consistent quantum system, with compatible boundary conditions on each end, cannot
flow to an inconsistent quantum system. It must be that the bulk Majorana mode that
appears in the infra-red is accompanied by a second, boundary Majorana mode. This
boundary Majorana mode contributes a further factor of
√
2 to the partition function,
as in (1.17), and hence to the boundary central charge. This means that, if there’s no




The condition for the appearance of a boundary Majorana mode is encoded in a
simple property of ρ. First, we recall that although ρ ∈ Λ[RUV ]⋆, it need not be primitive
within this lattice. Instead, it may be possible to write it as some multiple n ≥ 1 of an
underlying primitive vector, which we denote as ρ̂:
ρ = nρ̂ (3.17)
Since we must perturb by a bosonic relevant operator, ρ is always required to be bosonic.
But there is no such condition on ρ̂. In particular, it is perfectly acceptable for ρ̂ to be
fermionic provided that n is even. The property of ρ which determines the existence of a
boundary mode is then the fermionic/bosonic nature of ρ̂. This follows by computing
the ground state degeneracy (3.15) between RIR and RUV ; as we show in Section 3.4, is
given by
G[RUV ,RIR] =
 1 if ρ̂ is bosonic√2 if ρ̂ is fermionic (3.18)
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In other words, there is a bulk Majorana zero mode only if the relevant operator is
associated to a lattice vector ρ = nρ̂ built on a fermionic primitive vector ρ̂.
In Appendix 3.B, we give more details illustrating the coupling between the boundary
mode and the bulk fermions using a simple model.
An Example






The boundary central charge is gUV =
√
5.
We listed the relevant and marginal operators for this boundary state in Section 3.2.2.
Here we are interested only in the relevant, bosonic operators. For each of these, we
can determine the infra-red charge matrix and whether or not there exists a boundary
Majorana zero mode at the end of the flow.
























































while the remaining rows are built on bosonic vectors. Note that the ρ-vectors for the
operators with dimension 45 are proportional to those with dimension
1
5 . We’ll see the
difference between these two RG flows in the next section.
An analogous table, for a more complicated example, is given in Appendix 3.A.
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Flows with Fermionic Operators
RG flows are always initiated by bosonic, relevant operators. As we’ve seen, at the end
of an RG flow we may end up with a localised Majorana fermion. We could also ask:
what happens if we start from a boundary condition with such a Majorana mode?
The boundary state including such a Majorana mode is simply given by2
√
2 |θ; RUV ⟩,




Starting with such a state opens up a new possibility, because we could dress boundary
fermionic operators with the Majorana mode to give a bosonic boundary operator, and
then use this to initiate the RG flow.
Such fermionic boundary operators are characterised by ρ = nρ̂, as in (3.17), with
ρ̂ fermionic, n odd. Because ρ̂ is fermionic, this means that such flows always flip the
SPT class, and the Majorana mode is absorbed along the flow. The absorption of the
Majorana mode means that the infra-red central charge is reduced by an extra factor of√
2.
The Maldacena-Ludwig state serves as a good example of fermionic flows. Recall that
this state has boundary central charge g =
√
2. If we further add a Majorana mode, the
central charge is gUV = 2. We can now perturb this state by relevant fermionic operators.
These operators were listed in the table in Section 3.2.2: there are two kinds, with
charge given by permutations of







These are primitive vectors, and both have dimension L0 = 12 . Deforming by any of these
operators gives us back the Maldacena-Ludwig state, up to a Weyl group transformation
of O(8)L ×O(8)R. In other words, the sole effect of the flow is to eliminate the Majorana
mode from the boundary.
In fact, this kind of flow, in which a Majorana mode is absorbed is possible for all
boundary states. All such states have a boundary fermionic operator of dimension 12 ,
since this is simply the bulk fermion brought to the boundary. Deforming by this operator
2This normalisation for the axial boundary state was recently advocated in [45] to ensure compatibility
with the vector-like boundary conditions, although the connection to the mod 2 anomaly was not made.
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initiates an RG flow from
√
2 |R⟩ to |R′⟩, where R′ differs from R only by the sign flip
of a row or column.
A particularly simple example of such a flow occurs for a single Dirac fermion. In
Appendix 3.B, we show explicitly how the absorption of a boundary Majorana mode
exchanges the vector and axial boundary conditions (2.1) and (2.2).
3.3.2 Non-Primitive Boundary States
We now turn to the second subtlety in the RG flows. We have seen that turning on a
single, relevant operator in the UV breaks U(1)N → U(1)N−1. However, this is not the
full story. There is also a remnant discrete symmetry, so that
U(1)N → U(1)N−1 × Zn
Here, the integer n is the same one introduced in (3.17), which measures the failure of ρ
to be a primitive vector.
This discrete symmetry Zn is preserved along the RG flow. However, one finds that
the naïve IR boundary state is not invariant under the full Zn symmetry. To rectify
this, the infra-red boundary state must be a linear sum of states of the form (2.24) such
that the overall sum is Zn invariant. The different states in this sum have the same
RIR charge matrix, but differ in their theta angles. This then shows up in the infra-red
central charge, with each state in the sum contributing a factor of
√
Vol(Λ[RIR]). We’ll
discuss this further in Section 3.3.3.
To put some flesh on these ideas, we will need to understand how the Zn symmetry
acts on our candidate infra-red boundary state,
|θ; RIR⟩ = gR
∑
λ∈Λ[RIR]
eiγ(λ) eiθ·λ∥λ,−RIRλ ⟩⟩ (3.19)
Under a transformation by k ∈ Zn, the sole effect on the infra-red boundary state is to








The unbroken subgroup of Zn will consist of those k for which this shift has no effect on
the boundary state. To determine when this is the case, we note that the theta angles in
(3.19) appear in the phase eiθ·λ, which means that θ/2π is naturally defined mod Λ[RIR]⋆.
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(a) ρ̂ bosonic (b) ρ̂ fermionic, n even (c) ρ̂ fermionic, n odd
Figure 3.3: How (−1)F +F̄ sits in U(1)N−1 × Zn ⊂ U(1)N .
Therefore, the above shift is trivial whenever (2k/ρ2)ρ ∈ Λ[RIR]⋆. We introduce the
integer m ≥ 1, defined as the least integer such that
2m
ρ2
ρ ∈ Λ[RIR]⋆ (3.20)
Then m divides n, and in the infra-red, the Zn symmetry is spontaneously broken by the
boundary state (3.19) to
Zn → Zn/m (3.21)
Just like the criterion for whether a boundary Majorana mode appears, the integer
m can also be read off from ρ in a simple way. It is given by
m =
 n if ρ̂ is bosonicn/ gcd(n, 2) if ρ̂ is fermionic (3.22)
The upshot is that there are only two possibilities for the residual discrete symmetry:
Zn → 1 or Z2
The presence or absence of the unbroken Z2 has a simple physical explanation: it remains
unbroken due to fermion parity. This is illustrated in Figure 3.3. Here the blue torus
represents the whole U(1)N symmetry group preserved in the UV, while the black
submanifold represents the U(1)N−1 × Zn subgroup left unbroken by the perturbation.
It splits into a number n of disconnected components, or cosets, each of which is either
fully preserved or fully broken by the naïve IR boundary state |θ; RIR⟩.
We have also labelled the location of fermion parity: it belongs to the coset k = 0
in case (a), to k = n/2 in case (b), and to no coset in case (c). But fermion parity
86 Boundary RG Flows
is automatically preserved by any boundary state, and in particular by |θ; RIR⟩. This
means that any coset containing fermion parity is automatically unbroken. The upshot
is that aside from the trivial coset k = 0, only the coset k = n/2 in the case (b) is forced
to be unbroken. The rest, as we have seen, are broken.
Finally, we should ask: what is the infra-red boundary state? Clearly the boundary
state must be invariant under the Zn symmetry. The obvious choice is to take a non-







This captures the symmetry breaking (3.21) in a minimal way, with the least possible
number of fundamental boundary states in the sum. The boundary central charge picks
up a contribution from each term in (3.23). Furthermore, it turns out that, in some
examples, any attempt to add further boundary states to this sum results in a violation
of the g-theorem. This gives credence to this minimalist conjecture. The result is that, if
there is no emergent Majorana zero mode, then the infra-red central charge is given by
gIR = mVol(Λ[RIR]) (3.24)
If, in addition, there is an emergent Majorana mode then we have an additional factor of√
2, as in (3.16).
An Example
The simplest example of a non-primitive boundary state can be found in the two fermion
theory with gR =
√
5.
A glance at the table in Section 3.3.1 shows that there are two operators with













Deforming by either of these operators breaks U(1)2 → U(1).
There are also two operators with dimension L0 = 45 , which have ρa = 2ρ̂a, with
a = 1, 2. Deforming by either of these operators breaks U(1)2 → U(1) × Z2.
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From the previous table, we see that deforming by either ρ̂a or ρa = 2ρ̂a results in the
same infra-red charge matrix RIR. This is a trivial, non-chiral state with Vol(RIR) = 1.
However, when we deform by the non-primitive vector, we must sum over two infra-red
boundary states to preserve the Z2. The net result is that the two deformations give
different infra-red central charges
ρ̂a ⇒ gIR = 1
ρa = 2ρ̂a ⇒ gIR = 2
3.3.3 The Boundary Central Charge
All the ingredients are now in place to determine the boundary state in the infra-red and




where ΛUV = Λ[RUV ]. We deform by a relevant, bosonic, boundary operator characterised
by ρ ∈ Λ⋆UV . The IR boundary state is then determined by several factors:
• The infra-red charge matrix RIR, given by (3.13). It contributes a factor of√
Vol(ΛIR) to the central charge, where ΛIR = Λ[RIR].
• If the boundary state changes SPT class, as determined by (3.18), there is an




• If ρ = nρ̂ is not primitive, there is naïvely a discrete symmetry breaking pattern in
which Zn → Zn/m with m determined by (3.22). To avoid spontaneous breaking of
this symmetry, we must sum over m boundary states. This increases the central
charge by m.
To compute the IR central charge, we need the relation between the volumes of the
IR and UV charge lattices. This will be computed in Section 3.4: it turns out to be
Vol(ΛIR) = ρ̂2 Vol(ΛUV ) ×

1
2 if ρ̂ is bosonic
1 if ρ̂ is fermionic
(3.25)
We can now consider the following three types of flows.
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• Bosonic flows that preserve the SPT class
Flows that leave the SPT class unchanged are initiated by operators with charge
ρ = nρ̂ with ρ̂ bosonic, and n any integer. The discrete symmetry breaking pattern
is Zn → 1, and the boundary state takes the form















• Bosonic flows that change the class
Flows that flip the SPT class are initiated by operators with charge ρ = nρ̂ with
ρ̂ fermionic. If this operator is bosonic then n is even. This time the discrete
symmetry breaking is Zn → Z2, and





















Finally, if we start in the UV with an extra Majorana mode then we can perturb by
a fermionic operator with charge ρ = nρ̂ with ρ̂ fermionic and n odd. The discrete
symmetry breaking is Zn → 1. We also know that the flow flips the SPT class,
since ρ̂ is fermionic. The flow of boundary states is now
√
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The Central Charge Relation
Importantly, we find the same ratio of central charges for each of the three types of RG
flows described above. Moreover, we recognise L0 = ρ2/2 as the dimension of the UV




This is the formula (3.1) advertised in the introduction. Since the UV operator is
necessarily relevant, we have ρ2 < 2. This ensures that gIR < gUV , and the g-theorem is
obeyed.
More General RG Flows
In our discussion above, we have restricted attention to RG flows initiated by operators
with a definite charge under U(1)N . This ensures that the original symmetry is broken
to U(1)N−1, which allowed us to identify the infra-red state (3.13).
More generally, we could deform by turning on superpositions of such operators with
different ρ. The resulting RG flows can be understood by following first one deformation,
then the other. For certain UV boundary states, we can reach IR states this way which
cannot be reached by turning on one operator alone.

























Deformations by charge eigenstates will take us to IR states with g2 = 9, 6, 3. However,
they will not take us the trivial state with g = 1. This can be reached by a more general
perturbation, such as by chaining together the flows 9 → 3 → 1.
We address one final point before moving on. Our analysis did not fix the theta-angle
mapping from the UV to the IR boundary states. Yet in the above flows, we have used the
same θ in both. Here we give justification. In fact, our picture of deforming by a single
operator ρ is a little oversimplified. The requirement that the boundary perturbation
must be real forces us to deform by a real combination of boundary operators with
charges ρ and −ρ. This present no issue to our analysis, as both preserve the same
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symmetries. However, there is now the possibility of a relative phase between the two
operators. This manifests itself as a shift in the theta-angles of the IR boundary state,
and hence renders the question moot.
3.4 RG Flows: Proofs
In Section 3.3 we stated a number of results without proof. Here we give the proofs.
3.4.1 The UV Symmetry
Given the charge matrix RUV , the U(1)N symmetry group preserved in the UV is
U(1)N =
{
(e2πitαQαi , e2πitαQ̄αi) : t ∈ RN
}
where Qαi and Q̄αi are the UV charge assignments. Using the definition RUV = Q̄−1Q,
this group can be parametrised in the more useful form
U(1)N =
{
(e2πix, e2πiRUV x) : x ∈ RN
}
The symmetry parameter x is naturally valued in RN/ΛUV .
Given the boundary operator charge ρ ∈ Λ⋆UV , we first wish to determine how much
of U(1)N remains unbroken by the perturbation. Under the U(1)N transformation
with parameter x, the boundary operator picks up a phase of e2πix·ρ. This means that
perturbing operator is invariant when
x · ρ ∈ Z
Let us write ρ = nρ̂ with n ≥ 1 and ρ̂ primitive in Λ⋆UV . Because ρ̂ is primitive, we can
introduce a special basis for ΛUV with
ΛUV = span {λ1, . . . , λN}
λ1 · ρ̂ = 1
{λ2, . . . , λN} · ρ̂ = 0
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Writing x in components with respect to this basis, the above condition for invariance
becomes
x1 ∈ 1nZ x2, . . . , xN ∈ R
Since the variables xi are defined mod 1, we see that the first variable x1 parametrises
a discrete Zn, while the remaining variables x2, . . . xN parametrise a U(1)N−1. In other
words, the U(1)N is broken to U(1)N−1 × Zn, with the coset corresponding to k ∈ Zn
being all those transformations with parameter x obeying
x · ρ = k
This puts us in a position to justify the form of the IR charge matrix. The U(1)N−1
corresponds to those transformations with
x ∈ ρ⊥
The statement that these are also preserved by the IR boundary state is that
RIRx = RUV x
This immediately leads to (3.12).
3.4.2 The IR Lattice
Given that the IR charge matrix takes the form
RIR = RUV Refρ
where Refρ denotes reflection along ρ, it follows immediately that both ΛIR and ΛUV
share the same intersection with ρ⊥, the hyperplane perpendicular to ρ:
ΛIR ∩ ρ⊥ = ΛUV ∩ ρ⊥ = span {λ2, . . . , λN}
It follows that there is a basis for ΛIR consisting of
ΛIR = span
{
λ̃1, λ2, . . . , λN
}
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Here λ̃1 is the single, remaining basis vector of ΛIR, which remains to be determined. In
fact, all we shall need to know about it is provided by the following claim:




2 if ρ̂ is bosonic
1 if ρ̂ is fermionic
 ρ̂ mod ρ⊥
Proof: A general vector λ ∈ RN can be written in the form
λ = aρ̂+ η with a ∈ R and η ∈ ρ⊥
We wish to determine the constraints on a and η that arise from insisting λ ∈ ΛIR. In
particular, we are particularly interested in the quantisation condition on a. The first
constraint is that λ must be an integer vector, which we call x:
aρ̂+ η = x (3.26)
The second constraint is that (RUV Refρ)λ must be an integer vector, which we call y.
Using the fact that Refρ flips ρ̂ while leaving η unaffected, we have
RUV (aρ̂− η) = y ⇒ aρ̂− η = R−1UV y (3.27)
To proceed, we take the sum and difference of (3.26) and (3.27). First, the sum tells us
that
2aρ̂ = x+ R−1UV y with x, y ∈ ZN (3.28)
We take the inner product with the basis vector λ1 ∈ ΛUV , which obeys λ1 · ρ̂ = 1. On
the right-hand side, we have λ1 · x ∈ Z since both λ1 and x are integral. Furthermore,
λ1 · R−1UV y ∈ Z since this is equal to RUV λ1 · y and RUV λ1 is integral by definition of
ΛUV . We learn that
2a ∈ Z
Next we invoke the fact that ρ̂ lies in Λ⋆UV = ZN + R−1UV ZN . This means that ρ̂ can be
written in the form ρ = v + R−1UVw for two further integer vectors v and w. The equation
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(3.28) then becomes
2a(v + R−1UVw) = x+ R−1UV y (3.29)
It is obvious that one solution to this equation for (x, y) is x = 2av and y = 2aw.
However, this is not the unique solution since we still have the freedom to shift by any
integer solution to x+ R−1UV y = 0. These are precisely (x, y) = (ζ,−RUV ζ) for ζ ∈ ΛUV .
The general solution to (3.29) is then
x = 2av + ζ and y = 2aw − RUV ζ
The above equations were derived by taking the sum of (3.26) and (3.27). Next we take
the difference. This gives
2η = x− R−1UV y ⇒ η = a(v − R−1UVw) + ζ
The variables a ∈ 12Z and ζ ∈ ΛUV are further constrained by the requirement that
η ∈ ρ⊥. Taking the inner product with ρ̂ and setting this to zero gives
ζ · ρ̂ = −a
[
(v − R−1UV ) · ρ̂
]
= −a(v2 − w2)
The left-hand side is an integer. But a can be either integer of half-integer. Clearly
the half-integer values can only occur when v2 − w2 is even which, in turn, requires∑N
i=1(vi + wi) to be even. But this is precisely the fermionic parity of ρ̂.
To see this, note that Λ[R]⋆ = ZN + R−1ZN has a simple physical interpretation: all
boundary operators can be made by taking suitably regularised products of holomorphic
and antiholomorphic fermion fields as they approach the boundary. A product of ni
copies of ψi(z) and mi copies of ψ̄i(z) would give rise to a boundary operator with charge
ρ = n+ R−1m. It’s clear that the fermion parity of this operator is
(−1)n1+···+nN +m1+···+mN (3.30)
Using the properties of the fermion vector f , defined in (3.11), this can easily be shown





2Z if ρ̂ is bosonic
Z if ρ̂ is fermionic
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The conditions derived above are necessary for λ = aρ̂ + η to lie in ΛIR. The same
derivation can also be followed backwards to show they are sufficient. All of which means




2 if ρ̂ is bosonic
1 if ρ̂ is fermionic
 ρ̂+ η (3.31)
for some η ∈ ρ⊥ whose value is unimportant. This completes the proof of the claim.
We are now in a position to compute the volume of ΛIR. This is
Vol(ΛIR) = Vol(λ̃1, λ2, . . . , λN) = Vol((ρ̂ · λ̃1)λ1, λ2, . . . , λN)
We therefore find
Vol(ΛIR) = ρ̂ · λ̃1 Vol(ΛUV ) =

1
2 if ρ̂ is bosonic
1 if ρ̂ is fermionic
 ρ̂2 Vol(ΛUV ) (3.32)
This provides the justification for (3.25).
The above result also allows us to determine the integer m which governs the amount
of discrete symmetry breaking. Under a general U(1)N transformation with parameter x,
we have
|θ; RIR⟩ 7→ gR
∑
λ∈Λ[RIR]
eiγ(λ) eθ·λe2πix·λe2πi(RUV x)·(−RIRλ)∥λ,−RIRλ ⟩⟩







1 − R−1UV RIR
)




where, in the second equality, we have used the expression (3.13) for RIR. We see explicitly
that the theta angles are invariant under the preserved U(1)N−1 symmetry defined by
those x with x · ρ = 0. But what of the discrete Zn symmetry? A transformation by
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The theta angles in (3.19) appear in the phase eiθ·λ, which means that they are naturally





The above condition will be satisfied if the LHS gives an integer when dotted with
every basis vector of ΛIR. Of these, the last N − 1 vectors λ2, . . . , λN give zero. Thus a
constraint only arises by dotting with λ̃1. Recalling the definition (3.31) of λ̃1, this gives
1
2 if ρ̂ is bosonic
1 if ρ̂ is fermionic
 · 1n · 2k ∈ Z
It is now straightforward to read off the quantisation condition on k. It must be a
multiple of m, where m is defined by
m =
 n if ρ̂ is bosonicn/ gcd(n, 2) if ρ̂ is fermionic
This is the statement of (3.22).
3.4.3 The Emergent Majorana Mode
The final missing ingredient is to determine when a boundary Majorana mode arises.
As explained in Section 3.3, this happens when the UV and IR charge matrices lie in







where the factor of
√
2 comes from the truncated determinant in (3.15), using the




λ ∈ ZN : RUV λ = RIRλ ∈ ZN
}
First, we can write
Λ[RUV ,RIR] =
{
λ ∈ ZN : λ · ρ = 0 and RUV λ ∈ ZN
}
= ΛUV ∩ ρ⊥
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But using the basis of ΛUV , the intersection lattice takes the particularly simple form
Λ[RUV ,RIR] = span {λ2, . . . , λN}
To determine the volume of this intersection lattice, we need to take the above basis and
add a unit vector orthogonal to them all. This vector is ρ̂/
√
ρ̂2, so




ρ̂2, λ2, . . . , λN
)
But we could equally well shift the first basis vector by any element in ρ⊥. Using the
property λ1 · ρ̂ = 1, we then have
Vol(Λ[RUV ,RIR]) = Vol
(√





If we now put this together with our expression (3.32) for the volume of ΛIR, we have
the simple result
G[RUV ,RIR] =
 1 if ρ̂ is bosonic√2 if ρ̂ is fermionic
which establishes (3.18).
Appendix 3.A A Higher Pythagorean Triple
ForN = 2 Dirac fermions, the chiral boundary conditions are in one-to-one correspondence
with Pythagorean triples, from Section 2.3.3. With the Euclid parametrisation (3.3) with







This boundary state has g2UV = 17. Various RG flows initiated by bosonic operators are
summarised in the following table:
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This table lists relevant, bosonic operators and their end points under RG. For simplicity,
we restrict to primitive ρ, so that there are no discrete symmetries and the infra-red
central charge gIR is determined solely by RIR and the existence of a boundary Majorana
fermion.
Note that the dimensions of the relevant operators take the form
L0 =
m2 + n2
p2 + q2 p, q,m, n ∈ Z
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where, for us, p = 4 and q = 1. Turning on an operator with this dimension takes us to a
new state with primitive charges m,n in (3.3). This same property holds for all boundary
states with N = 2 fermions. We do not know of such a simple pattern for N ≥ 4.
Appendix 3.B The Boundary Majorana Mode
In this appendix, we explain how a boundary Majorana mode interacts with the bulk
fermions. Very similar calculations can be found in [64, 79] and related analysis in
[80, 81].
A Fermion on a Half Line
We start with a single Majorana fermion ξ on a half-line, interacting with a quantum
mechanical Majorana fermion χ sitting on the boundary. It is simplest if we unfold
the system, leaving us with a single right-moving Majorana-Weyl fermion on a line,










The coupling between bulk and boundary is simply a quadratic term, set by a mass scale
m. As we will see, only modes with momentum k ≪ m are significantly affected by the
impurity.
To proceed, it is useful to temporarily smooth out the delta-function coupling. We










where f(x) is some function localised around the origin, with support in x ∈ [−ϵ,+ϵ],
and with
∫









Modes with energy k have time dependence e−ikt. (All fermions are subject to a reality
condition, but the equations of motion are linear so we can work with complex objects
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−ikξ + ∂xξ = −
√
2mfχ
We are interested in modes with k ≪ 1/ϵ, which ensures that they don’t probe the
microscopic details of the function f(x). Near the origin, |x| ≤ ϵ, the second equation
can then be replaced by ∂xξ = −
√
2mfχ. We integrate the second equation in the
asymptotic regions, and join them up to find
ξ(x) =







2mχ)eikx x > ϵ
(3.33)
where F (x) is a step function that goes smoothly from 0 to 1, with F ′(x) = f(x).














Inserting this back into (3.33) gives the required expression for a chiral Weyl fermion
passing through a Majorana impurity. Taking the limit ϵ → 0, we find that ψ jumps by
a phase as it passes through the origin
ξ(x) = eikx
 1 x < 0ik+m
ik−m x > 0
High energy modes, with k ≫ m, are unaffected by the impurity. Low energy modes,
with k ≪ m, suffer a sign flip.
The Spectrum on a Circle
To further understand the role played by the Majorana impurity, let us now consider a
right-moving Majorana-Weyl fermion on a spatial circle, which we take to have length L.
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We will impose periodic boundary conditions on this fermion, which means that it has
a single Majorana zero mode. Such a system is anomalous and to rectify the situation
we must add an odd number of extra Majorana modes. We do this by including 2n− 1
Majorana impurities, at locations xi with couplings mi. Periodicity of ξ then imposes a








= kL mod 2π
When mi ≪ 1/L, the impurities pair up with the bulk zero mode to form n independent
complex zero modes. This results in a ground state degeneracy of 2n. Further modes are
then quantised as ∼ 2π/L.
Now consider increasing the interaction of a single impurity, say m1 ≫ 1/L. All bulk
modes with k < m1, including the bulk zero mode, undergo a sign flip, which means that
their energy increases by π/L, corresponding to a spectral flow of +1/2. There are n− 1
remaining complex zero modes, and 2n−1 degenerate ground states.
Something a little different happens when we increase a second impurity coupling, say
m2 ≫ 1/L. Once again, there is a spectral flow of +1/2. But instead of an impurity zero
mode being lifted, it now mixes with a new bulk zero mode. Once again there are 2n−1
degenerate ground states. Clearly this pattern now repeats as further impurity couplings
are increased.
Absorbing Majorana Fermions into the Boundary State
The ideas described above help build intuition for how Majorana boundary modes can
be incorporated in a boundary state. To illustrate this, consider a single Dirac fermion ψ
on an interval of length L. We impose vector boundary conditions at one end
ψL = ψR at x = 0 (3.34)
and axial boundary conditions at the other,
ψL = ψ†R at x = L (3.35)
As explained in detail in Chapter 2, these two boundary conditions are mutually incon-
sistent in the sense that they result in a single Majorana zero mode in the bulk. Indeed,
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if we write
ψ = ξ1 + iξ2
Then ξ1 has a zero mode, while ξ2 does not.
We now invoke the doubling trick, and view both fermions as chiral, living on a circle
of length 2L. The boundary conditions mean that ξ1 is periodic, while ξ2 is anti-periodic.
To make the theory consistent, we add a single Majorana impurity, χ, at x = 0. Now we
have two options:
• We could couple χ to ξ1. As we’ve seen above, the resulting spectral flow renders
ξ1 anti-periodic. The net effect is that the right-most boundary condition (3.34) is
shifted from axial, to vector, but with a theta angle θ = π, so that ψL = −ψR at
x = L. In this case, the ground state is non-degenerate. This shift of the theta
angle due to a boundary fermion was also found in [79].
• If, instead, we couple χ to ξ2, then the spectral flow renders ξ2 periodic, with
vanishing theta angle, so that ψL = ψR at x = L. Now both ξ1 and ξ2 admit a
Majorana zero mode, and there are two ground states.
Appendix 3.C A D-Brane Perspective
The chiral boundary conditions have a more familiar interpretation in terms of boundary
states for D-branes. Details of such states can be found, for example, in [34] or the
textbook [35].
The geometric viewpoint arises after bosonisation. This relates the N Dirac fermions
to N periodic scalars, ϕi with the currents mapped as
∂+ϕi = ψ†iψi , ∂−ϕi = ψ̄
†
i ψ̄i
where ∂± = 12(∂t ± ∂x). The chiral boundary conditions require that there is no net flow
of the left- and right-moving currents Jα and J̄α, defined in (2.9), into the boundary. In
the bosonic picture, these become simple, linear boundary conditions on the periodic
scalars
(Qαi + Q̄αi)∂xϕi = (Qαi − Q̄αi)∂tϕi (3.36)
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The trivial boundary condition R = 1 gives Neumann boundary conditions ∂xϕi = 0 in
each direction, corresponding to a D-brane that wraps the full torus TN . Meanwhile, the
other trivial boundary condition R = −1 gives a D0-brane, with ϕi = constant. Clearly
by taking R = diag(+1, . . . ,−1, . . . ) we have any Dp-brane for p = 0, . . . , N .
A general boundary state can be interpreted as a D-brane with flux, whose boundary
conditions are written as
gµν∂xϕ
ν = Bµν∂tϕν
with g the metric and B the NS-NS 2-form.
The D-brane interpretation is particularly straightforward when N = 2 and we can
consider the charge matrices (3.3) labelled by co-prime integers p and q. The boundary
conditions (3.36) are then
pϕ1 = qϕ̇2 and pϕ′2 = −qϕ̇1
This is simpler to interpret if we perform a T-duality on ϕ2, introducing ∂µϕ̃2 = ϵµν∂νϕ2.
The boundary conditions then become
pϕ′1 = qϕ̃′2 and qϕ̇1 = −p
˙̃ϕ2
This describes a D-string wrapping (p, q) times around the two cycles of the torus T2.
Aspects of the boundary states for such a D-string, including the boundary central charge,
were previously discussed in [82].
As described in Appendix 3.A, the relevant boundary operators have dimension
L0 = (m2 +n2)/(p2 + q2) for pairs of integers m,n. The associated RG flow describes the
decay of a D-brane wrapping (p, q) times around the torus to one wrapping (m,n) times.
Chapter 4
Symmetries and SPTs
Having defined and explored the chiral boundary states (2.24), the question we would
like to answer now is: given a chiral boundary state specified by some choice of charges
Q, Q̄, what symmetries does it preserve, both continuous and discrete?
The first of these questions has obvious motivations from the problem of defining
magnetic line operators, the ‘first problem’ discussed in the Introduction. There, our goal
was to determine boundary states preserving interesting chiral subgroups of SO(2N)L ×
SO(2N)R. This goal therefore motivates a careful study of the continuous symmetry
preserved by a generic boundary state |R; θ⟩. If we can determine a criterion for the
unbroken subgroup of SO(2N)L × SO(2N)R, then it will allow us to determine whether
the boundary state |R; θ⟩ is suitable for defining a given magnetic line operator. Our
first objective in this chapter is to derive such a criterion.
Secondly, it is natural to also ask about the discrete symmetries preserved by |R; θ⟩.
If a boundary state preserving certain discrete symmetries exists, then this implies the
vanishing of the corresponding anomaly and triviality of the 3d SPT phase. We can
therefore make contact with known facts about 3d SPT phases from the perspective of
boundary states.
We will focus particularly on the discrete symmetry (−1)FL ×(−1)FR , or chiral fermion
parity. Usually, a left-moving fermion reflects off a boundary to become a right-moving
fermion, so that while overall fermion parity (−1)F is conserved, chiral fermion parity
for left- and right-movers individually is not. Remarkably, there are boundary conditions
that do preserve chiral fermion parity, but only when the number of Majorana fermions is
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a multiple of 8. This fact is reproduced by the chiral boundary states, where it translates
to an interesting property of charge lattices.
Summary of Results
The answers to our questions above are straightforward to state, and somewhat fiddly to
prove. The enhanced symmetries are determined by the rational, orthogonal matrix,
Rij = (Q̄−1)iαQαj
and the associated charge lattice, defined by
Λ[R] := ZN ∩ R−1ZN (4.1)
Lattices of this kind, which are the intersection of a lattice with a rotated version of
itself, are sometimes referred to as coincidence site lattices [83]. In the present context,
the lattice Λ[R] captures the difference between the charges carried by the left- and
right-moving fermions. For example, when the charges are equal, with Q = Q̄ so R = 1,
the lattice is simply Λ[R] = ZN . For boundary states in which the left- and right-moving
charges differ, the associated lattice Λ[R] becomes sparser.
As advertised above, we would like to understand the enhanced non-abelian symmetry.
We will show that any such symmetry can be observed by its root system ∆[R] nestled
inside Λ[R] such that
∆[R] :=
{
λ ∈ Λ[R] : |λ|2 = 2
}
(4.2)
The simplest, trivial example occurs for a non-chiral boundary condition, which has Q = Q̄
and so R = 1. In this case, the enhanced symmetry is SO(2N)V ⊂ SO(2N)L ×SO(2N)R.
There are, however, a number of less trivial examples. For example the Maldacena-
Ludwig boundary state, which preserves Z2 ×Z2, has R ≠ 1 but also preserves a Spin(8).
(Indeed, the state was originally constructed to have this property using triality of so(8).)
Our other goal is to determine the choices of Q and Q̄ that preserve Z2 × Z2 chiral
fermion number. We first show that the boundary condition has such a property if and
only if Λ[R] is an even lattice, i.e. the length-squared of any lattice vector is an even
integer.
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We further show that coincidence site lattices (4.1) can be even only when N is
divisible by 4. In this way, we reproduce the Z8 classification of interacting SPT phases
in d=2+1 dimensions [24, 84–86], albeit from a rather unconventional perspective.
The simplest boundary state that preserves Z2 × Z2 chiral symmetry has 2N = 8
Majorana fermions and was constructed long ago by Maldacena and Ludwig to describe
the scattering of fermions off a monopole. We show how to construct all boundary states
R with this property, and provide a general formula for them in the special case N = 4.
This shows that although triality originally played an important role in the symmetric
gapping of fermions preserving Z2 × Z2 [24], it is not essential.
Finally, we determine how Z2 × Z2 invariance restricts the spectrum of the Affleck-
Ludwig central charge g. While essentially all possible values of g can be attained by
generic boundary states, we find that those preserving chiral fermion parity form a strict
subset defined by certain algebraic constraints.
Plan
We start in Section 4.1 by deriving the criterion (4.2) for the emergence of non-abelian
symmetries preserved by the boundary state. In Section 4.2, we turn to the question
of Z2 × Z2 chiral fermion parity. We will first show that this is only a symmetry if it is
already a subgroup of the original U(1)N preserved by the boundary state. Using this
result, we then deduce that N must be divisible by 4, and construct all sets of charges
Q, Q̄ with this property. We then determine the spectrum of allowed central charges g.
4.1 Continuous Symmetries
In this section we derive the criterion (4.2) for the emergence of a larger non-abelian








written down in Appendix 2.A. All of our work will be done in the closed sector, where
we consider a single boundary state |B⟩ living on the unit circle |z| = 1, as in Figure 4.1.
For us the boundary state |B⟩ will be one of the states |θ; R⟩.
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Figure 4.1: The bulk region |z| ≥ 1, and boundary state |B⟩ at |z| = 1.
4.1.1 Enhanced Continuous Symmetries
To say that an infinitesimal symmetry is unbroken at a boundary is to say that its corre-
sponding Noether current has vanishing flux into the boundary. We start by considering
a single symmetry (A, Ā) ∈ so(2N)L × so(2N)R. The condition for preservation reads(
zJA(z) + z̄J̄Ā(z̄)
)
|θ; R⟩ = 0 for all |z| = 1 (4.3)
where the JA(z) is the so(2N)L current associated to the generator A, and J̄Ā(z̄) is the
so(2N)R current associated to the generator Ā.1 Note that these non-abelian currents
are distinguished from their Cartan counterparts Ji and J̄i only by their index.
Our goal is to find all solutions (A, Ā) to the above equation. However, doing this
directly by computing the action of the currents on the boundary state turns out to be
a bit of a pain. Instead, we will take a slightly different approach. We will first show,
using algebraic arguments and anomalies, that the problem of checking (4.3) for general
(A, Ā) can be reduced to checking it for a certain finite set of special generators. Then
we carry out the check for these special generators directly.
There is one other simplification that is important to make before we start. Instead
of looking for solutions with A, Ā in so(2N), we will take them to lie in so(2N)C. Solving
the complexified problem turns out to be technically easier, and besides, we can always
recover the answer to the original question by imposing a reality condition on A, Ā.
1The currents are defined by JA(z) := 12Aijχi(z)χj(z), where the generator A is regarded as a real,
2N × 2N antisymmetric matrix Aij .
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Anomalies
Our first job is to show that the set of solutions (A, Ā) to (4.3) forms an anomaly-free





|θ; R⟩ = 0 for all n ∈ Z (4.4)
Suppose that we have two solutions (A, Ā) and (B, B̄). Clearly, we have
[JA,n + J̄Ā,−n, JB,m + J̄B̄,−m] |θ; R⟩ = 0 for all n,m ∈ Z
Using the fact that the modes obey the ŝo(2N)1 algebra
[JA,n, JB,m] = J[A,B],n+m + nδn+m,0 K(A,B)
with K(A,B) = 12Tr(AB) the correctly-normalised Killing form, we can simplify the
previous equation to(
J[A,B],n+m + J̄[Ā,B̄],−(n+m) + nδn+m,0(K(A,B) −K(Ā, B̄))
)
|θ; R⟩ = 0
Since this must hold for all n,m, both underlined terms must vanish separately. The
first shows that the solutions close into an algebra, while the second forces the vanishing
of the mixed ’t Hooft anomaly between any two solutions
K(A,B) −K(Ā, B̄) = 0
which is what we wanted to show.
Next, we show that the set of solutions to (4.3), or the unbroken subalgebra, has a
second important property: whenever (A, Ā) is a solution, so is its complex conjugate
(A∗, Ā∗). To see this, we cook up a judicious choice of antilinear operation T defined by
the stipulations
T |λ, λ̄⟩ = (−1)λ2|−λ,−λ̄⟩
T Ji,nT −1 = −Ji,n
T J̄i,nT −1 = −J̄i,n
108 Symmetries and SPTs
Under this operation, the boundary states are invariant,
T |θ; R⟩ = |θ; R⟩
while the non-abelian currents transform as
T JA(z)T −1 = JA∗(z∗) and T J̄A(z̄)T −1 = J̄A∗(z̄∗)
Acting on (4.3) with T , this then establishes the claim2.
The previous two results place strong constraints on the structure of the unbroken
subalgebra, and ultimately force it to take the form
{ (A, Ā = ϕ(A)) : A ∈ g } (4.5)
Here g is some subalgebra of so(2N)C, describing the allowed holomorphic parts A of
the symmetries, while ϕ is a map g → so(2N)C which sends them to their corresponding
antiholomorphic parts Ā. The map ϕ must be both a homomorphism of Lie algebras,
and an isometry with respect to the Killing form K, in order that (4.5) describe an
anomaly-free subalgebra.
To demonstrate the assertion of the last paragraph, note that the unbroken subalgebra
cannot contain any purely chiral elements (A, 0). For if it did, then it would also contain
(A∗, 0), and then the anomaly condition K(A,A∗) = 0 would force A = 0, since the
Killing form is negative definite. Therefore, for every generator A ∈ so(2N)C, there can
be at most a single Ā ∈ so(2N)C such that (A, Ā) is in the unbroken subalgebra. This
forces the algebra to take the form (4.5), as claimed.
The Existing Abelian Symmetry
Until now, we haven’t actually used any properties of the boundary state |θ; R⟩ itself.
Here we take into account the property that it preserves a U(1)N symmetry. This is
encoded by the identity
(RijJj,n + J̄i,−n) |θ; R⟩ = 0
2To give more details, the first transformation uses (2.24) and the identities e−iγR(−λ) = e−iγR(λ) =
(−1)λ2eiγR(λ) which follow from (2.47). The last two transformations follow from the bosonised form of
the currents, both diagonal (4.6) and off-diagonal (4.7).
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as can easily be verified starting from the definition (2.24). Our goal is to determine
the resulting constraints that this imposes on the algebra (4.5). To do this, we use the
relation
Ji(z) = JHi(z) (4.6)
between the u(1)N and so(2N) currents, where the generators Hi are the following choice












The existence of the U(1)N symmetry can then be recast as
(RijJHj ,n + J̄Hi,−n) |θ; R⟩ = 0
This equation now takes the same form as (4.4), and states that the symmetry (A, Ā) =
(RijHj, Hi) is preserved for each i, or equivalently, that (Hi,RjiHj) is. We can now read
off the constraints on the algebra (4.5) that we were looking for:
1. g contains the Cartan subalgebra: Hi ∈ g for all i.
2. ϕ is uniquely determined on the Cartan subalgebra: ϕ(Hi) = RjiHj.
Algebraic Constraints
The above two constraints allow us to reduce the task of solving (4.3) for (A, Ā) to
checking a finite list of candidates. The candidates are
(A, Ā) = (Eα, eiχERα)
where α ranges over the finite set ∆[R] introduced in (4.2), and χ is a phase to be
determined as part of the test. The enhanced symmetry is then given by the linear span
of all the generators of the above kind that pass the test3.
3This statement makes free use of the identification between the roots of so(2N) and the vectors in
ZN of length-squared 2. Indeed, given a root α, its components (α1, . . . , αN ) with respect to the Cartan
generators Hi are exactly a vector of this form. The subset ∆[R] ⊂ ZN has the property that, for any
member α, both α and Rα are roots; this ensures the expression for (A, Ā) makes sense.
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where ∆ is the set of roots of so(2N), and the xi and xα are sets of complex coefficients.
For any α such that xα ̸= 0, we can repeatedly take commutators with Hi and form
linear combinations to project A onto the single generator Eα. Because these operations
do not take us outside g, the result Eα must lie in g. We learn that g is fully determined
by asking whether it contains Eα for each α ∈ ∆, and is given by the span of all such
generators.
Next we restrict the possible α that can occur to the set ∆[R]. Suppose that Eα ∈ g.
Using the homomorphism property [ϕ(Hi), ϕ(Eα)] = ϕ([Hi, Eα]) together with the action
on the Cartan generators ϕ(Hi) = RjiHj, we deduce that
[Hi, ϕ(Eα)] = Rijαj ϕ(Eα)
This states that ϕ(Eα) is proportional to ERα. For this to be possible at all, both α and
Rα must be roots. To see what this says about α, first note that since both α and Rα
are integer vectors, α must lie in Λ[R]. The additional requirement they be roots is that
|α|2 = 2, which further restricts α to lie in ∆[R], as we wanted to show.
Finally, given α ∈ ∆[R], the proportionality constant in ϕ(Eα) ∝ ERα must actually
be a phase. This follows because ϕ is an isometry with respect to the Killing form.
Denoting this phase by eiχ, we recover the result claimed at the start.
Explicitly Checking the Generators
The only remaining task is to test the generators identified at the start of the last section
to see whether they satisfy (4.3). We will find that in fact they all do. That is, there are
no further obstructions to the existence of enhanced symmetries beyond those we have
already identified.
This section is necessarily slightly more technical than the rest. Before proceeding,
we first need to describe the root system ∆ of so(2N) a little more explicitly. Each root
of so(2N) is labelled by a pair of integers 1 ≤ i < j ≤ N and a pair of signs s, t = ±1,
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and is represented by the N -component vector
αi,j,s,t = (0, . . . , 0,
i
↓
s, 0, . . . , 0,
j
↓
t , 0, . . . , 0)




. . . 2i− 1 2i . . . 2j − 1 2j . . .

...
1 it 2i− 1
is −st 2i
...
−1 −is 2j − 1
−it st 2j
...
and the corresponding bosonised currents are



















with a similar expression for the antiholomorphic currents J̄i,j,s,t(z̄).
We now proceed to carry out the check. Let α be any root in ∆[R]. Since α and Rα
are both roots, they can be written in the form
α = αi,j,s,t Rα = αi′,j′,s′,t′
for some choices of the various indices. The condition (4.3) for our candidate generator
(Eα, eiχERα) to be preserved then takes the form(
Ji,j,s,t(z) + eiχz−2J̄i′,j′,s′,t′(z̄)
)
|θ; R⟩ ?= 0
where |z| = 1. Next, we plug in the definition of the boundary state (2.24) and bosonised






























































|λ,−R(λ+ α)⟩ ?= 0
A short calculation shows that the oscillator parts of the above two sums are equal.
This means that the exponentials of oscillators can be dropped. We can also shift the
argument of the second sum by λ → λ− α to make the sums look more alike. This is
allowed because α ∈ Λ[R]. After the dust has settled, we are left with
(titj|λ,−Rλ) eiγR(λ) + ei(χ−θ·α) (t̄i′ t̄j′ |λ−α,−R(λ−α)) eiγR(λ−α) ?= 0
This equation is required to hold for each λ ∈ Λ[R].
Verifying that it actually holds is the part unique to fermionic CFTs. It is possible
that the presence of the cocycles ti might render the list of symmetries smaller than what
is naïvely expected. We will show that this does not happen. To do this, we appeal to a
bunch of identities satisfied by the various objects that arise:
• From definition (2.44), and the fact Rα = αi′,j′,s′,t′ ,
(t̄i′ t̄j′|λ−α,−R(λ−α)) = −(t̄i′ t̄j′|λ,−Rλ)
• From definition (2.47), bilinearity of f̂ , and the fact f̂R = fR mod 2,
eiγR(λ−α) = eiγR(λ)eiγR(α)(−1)fR(λ,α)
• From definitions (2.44) and (2.45),
(−1)fR(λ,α) = (titj|λ,−Rλ)(t̄i′ t̄j′|λ,−Rλ)
Combining the above three identities shows that the condition is satisfied, with the
phase χ given by eiχ = eiθ·αe−iγR(α). The factor eiγR(α) can be set to one using the
multiplicative ambiguity by (−1)s·λ inherent in its definition. To see this, first note
that (eiγR(α))2 = (−1)|α|2=2 = 1, so eiγR(α) is a sign. It can be argued that these signs
fit together in a consistent way, in the sense that eiγR(α) = (−1)s·α for some s. This is
precisely of the form that can be absorbed by a redefinition. So without loss of generality,
eiχ = eiθ·α. This shows how changing the theta-angles rotates the preserved subalgebra
within so(2N)L × so(2N)R.
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Summary
The upshot of this section is that the unbroken subalgebra for |θ; R⟩ is spanned by
the abelian generators, (Hi,RijHj), with i = 1, . . . , N , together with the off-diagonal
enhanced generators
(Eα, eiθ·αERα) : α ∈ ∆[R] (4.8)
with ∆[R] consisting of the points α ∈ Λ[R] with length-squared α2 = 2.
4.1.2 Some Examples
In this section we give a few examples of the criterion. First, we show how it can be used
to classify all states with maximal symmetry (i.e. with a preserved subalgebra isomorphic
to so(2N)). Second, we explore a family of states which previously arose in the context
of fermions scattering off monopoles and, for that reason, are called dyon states. These
will go on to play a starring role in Section 4.2.
To begin, suppose that |θ; R⟩ has unbroken subalgebra isomorphic to so(2N). By the
criterion, this happens whenever
R∆ = ∆
where ∆ is the root system of so(2N). We will classify such matrices R up to the
freedom to shift R → WRRWL where WL,WR are N ×N signed permutation matrices.
(Transforming R in this way corresponds to acting on the boundary state with an
O(2N)L × O(2N)R Weyl group transformation.) Using this freedom, we may assume
that R maps the simple roots to a permutation of themselves. We can then classify R
by considering its induced Dynkin diagram automorphism:
• For N ≠ 4, the Dynkin diagram has a Z2 automorphism group, whose generator
exchanges the two spinor representations. But this automorphism can be undone
by acting with a O(2N) Weyl transformation WR that is not a SO(2N) Weyl
transformation. Therefore, the only possibility in this case is the trivial state
R = 1 with gR = 1
• For N = 4, the Dynkin diagram of so(8) exhibits a famous triality, and the
automorphism group is S3. In addition to the Z2 above there are 4 nontrivial
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+1 −1 −1 −1
−1 +1 −1 −1
−1 −1 +1 −1
−1 −1 −1 +1
 with gR =
√
2 (4.9)
This state was first constructed by Maldacena and Ludwig [20] in the context of
fermion-monopole scattering.
The Maldacena-Ludwig state lies in a sequence of so called dyon states that exist for
general N . They have preserved charges and boundary central charge given by







For most values of N , the enhanced symmetry of the dyon state is SU(N)V ×U(1)A and
no larger. This symmetry is chiral: the left-moving fermions transform in N+1, while the
right-movers transform in N−1.
There are three exceptions to the statement above. When N = 1 and N = 2, the
dyon states are trivial and preserve the subgroup SO(2N)V . When N = 4, the dyon
state coincides with the Maldacena-Ludwig state, which preserves a Spin(8) subgroup
nontrivially embedded within SO(8) × SO(8).
4.2 Discrete Symmetries
In this section we turn to our second goal: to determine which charges Q and Q̄ admit a
Z2 × Z2 preserving boundary condition.
It is easy to derive a criterion for when this symmetry is preserved. The Z2 × Z2
symmetry acts via left and right fermion parity which, in Euclidean space, we continue
to denote as (−1)FL and (−1)FR . Under these symmetries, the ground states transform
with charges
(−1)FL|λ, λ̄⟩ = (−1)λ1+···+λN |λ, λ̄⟩ = (−1)λ2 |λ, λ̄⟩
(−1)FR |λ, λ̄⟩ = (−1)λ̄1+···+λ̄N |λ, λ̄⟩ = (−1)λ̄2 |λ, λ̄⟩
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while the abelian currents are uncharged. The condition for a boundary state |θ; R⟩ to
be neutral under both symmetries is simply the requirement that the allowed charge
sectors |λ,−Rλ⟩, with λ ∈ Λ[R], are all neutral. This in turn will hold if the lattice
Λ[R] contains only vectors of even length-squared. We can equivalently write this as
Λ[R] ⊆ DN
with DN the root lattice of so(2N). Our goal is to investigate the set of all R for which
this condition holds.
4.2.1 Discrete Symmetries are Continuous
Our starting point is the following lemma, which applies to the global structure of the
symmetry group of the boundary state. We restrict attention to the U(1)N × U(1)N
maximal torus of SO(2N)L × SO(2N)R, which we parametrise as
U(1)N × U(1)N =
{
(e2πix, e2πix̄) : x, x̄ ∈ RN/ZN
}
Of this, the boundary state |θ; R⟩ was designed to preserve the subgroup
U(1)NR :=
{
(e2πix, e2πiRx) : x ∈ RN/Λ[R]
}
In principle, it could be the case that the boundary state also preserves some extra
discrete symmetries that lie in U(1)N × U(1)N but not in U(1)NR. We will show that this
does not happen.
Claim: Any element of U(1)N × U(1)N that leaves |θ; R⟩ invariant lies in U(1)NR.
Proof: We begin with the obvious exact sequence of abelian groups
0 −→ RN −−−→
( 1R )
RN ⊕ RN −−−−−−→
(1 −R−1 )
RN −→ 0
This contains the sub-exact-sequence
0 −→ ZN ∩ R−1ZN −→ ZN ⊕ ZN −→ ZN + R−1ZN −→ 0
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ZN + R−1ZN −→ 0
In the denominator of the left term, we see the definition ZN ∩ R−1ZN = Λ[R]. Fur-
thermore, taking the dual of this definition yields ZN + RTZN = Λ[R]⋆. Because R is
orthogonal, we can replace in this equation RT = R−1. The above exact sequence then











Λ[R]⋆ −→ 0 (4.11)
This exact sequence also appeared in a different guise in [87]. The various groups
appearing in this sequence all have simple interpretations:
• The middle group is the group of all U(1)N × U(1)N transformations.
• The left group is the preserved U(1)NR subgroup, with the map into U(1)N ×U(1)N
simply corresponding to the inclusion map.
• The right group is the obstruction of a U(1)N × U(1)N transformation to be a
symmetry of |θ; R⟩. To see this, we recall the fact that such a transformation acts
on the ground states as
(e2πix, e2πix̄) : |λ, λ̄⟩ → e2πi(x·λ+x̄·λ̄)|λ, λ̄⟩
In order for |θ; R⟩ to be invariant, all the ground states that occur in it must be
neutral. These ground states are |λ,−Rλ⟩ for λ ∈ Λ[R]. Therefore, we require
(x− RT x̄) · λ ∈ Z for all λ ∈ Λ[R]
This failure of the quantity x−RT x̄ to lie in Λ[R]⋆ therefore measures the obstruction
for the transformation to be a symmetry, as claimed.
Exactness of (4.11) at the middle group then gives the desired conclusion, that a
U(1)N × U(1)N transformation is a symmetry if and only if it lives in U(1)NR.
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4.2.2 The Z2 × Z2 symmetry
From now on, we specialise to the Z2 × Z2 symmetry. As we already have seen, the
condition for this to be preserved is
λ2 = 0 mod 2 for all λ ∈ Λ[R] (4.12)
Applying the result of the previous section, we see that this is equivalent to either of the
following two stronger statements:
∃ λ ∈ Λ[R] s.t.
λi = 1 mod 2
(Rλ)i = 0 mod 2
and
∃ λ ∈ Λ[R] s.t.
λi = 0 mod 2
(Rλ)i = 1 mod 2
These are respectively the statements that (−1)FL and (−1)FR lie within the U(1)NR group.
For example, if λ is a solution to the first condition, then (−1)FL is given by the U(1)NR
symmetry transformation with parameter x = λ/2.
Recovering the Z8 Index
Using the first of the conditions above, we can easily show that a boundary state
preserving Z2 × Z2 can only exist when the number of Dirac fermions N is a multiple
of 4. Since each Dirac fermion comprises two Majorana fermions, we recover the result
stated in the introduction that the number of Majorana fermions must be a multiple of 8.
For the proof, we need only to examine the length-squared of λ. Since R is orthogonal,
we have
λ2 = (Rλ)2
The vector λ on the left is an N -component vector with odd components, so its length-
squared is N mod 8. Meanwhile, on the right hand side, Rλ has even components, hence
has length-squared 0 mod 4. Equating the two, we learn that
N = 0 mod 4
as claimed.
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4.2.3 The Minimal Case: 4 Dirac Fermions
We now turn to some examples. We start by constructing all Z2 × Z2 preserving states
with N = 4 Dirac fermions. We then discuss how to construct such states for higher N ,
their allowed values of g, and characterise the states that attain the lowest values of g.
For the case of N = 4 Dirac fermions, a parametrisation of the chiral-parity preserving
boundary states can be given using the results of [83, 88].
First, we briefly recount how a 4 × 4 rational orthogonal matrix can be parametrised
in terms of a pair of integer quaternions, based on the isomorphism SO(4) = (SU(2) ×
SU(2))/Z2, following [83]. To each pair of integer quaternions (p,q), we associate an




where on the left x is regarded as a 4-component vector, acted on by the matrix R, while
on the right it is regarded as a quaternion. In order that R be rational, we must impose
the constraint |pq| ∈ Z. Without loss of generality, we may also assume that p and
q are primitive, meaning their four components are coprime. Then the set of all such
pairs (p,q) gives a parametrisation of all 4 × 4 rational, special-orthogonal matrices R,
uniquely up to an overall sign redundancy (p,q) → (−p,−q). (The remaining matrices
with det(R) = −1 can be parametrised in an identical way, simply by multiplying the
above expression by a reflection in the first coordinate.)
Next, we turn to the conditions on p and q for the Z2 ×Z2 symmetry to be preserved.
This question is addressed in [88], but to connect with their work we need to recast the
condition for Z2 ×Z2 invariance in a slightly different form. It is straightforward to show
that the following ratio of indexes can only take on the two possible values
[ZN : ZN ∩ R−1ZN ]
[DN : DN ∩ R−1DN ]
= 1 or 2
and that the value 2 is attained precisely when the Z2 × Z2 symmetry is preserved.
Proposition 11 of [88] then tells us that this happens if and only if
• Exactly one of |p|2, |q|2 is a multiple of 4.
• Both |p|2 and |q|2 are 0 mod 4, and p · q ̸= 0 mod 4.
• Both |p|2 and |q|2 are 2 mod 4, and p · q is odd.
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In Section 4.1.2, we first met the 4-fermion dyon state, whose importance was first
emphasised by Maldacena and Ludwig [20] as an example of a particularly symmetric
boundary state. It is also the simplest example of a Z2 ×Z2-preserving boundary state, a
connection that was first made in [36]. To see how it sits within the above parametrisation,
we choose p = (1, 1, 1, 1) and q = (1,−1,−1,−1), and apply a reflection in the first
coordinate to account for the fact that the dyon has determinant −1. This then gives us





+1 −1 −1 −1
−1 +1 −1 −1
−1 −1 +1 −1
−1 −1 −1 +1

The dyon is actually the simplest of an infinite tower of Z2 × Z2-preserving boundary
states, in the sense that it has the lowest Affleck-Ludwig central charge gR. The full
spectrum of allowed gR values of all such states, together with the number of matrices
supporting each one, reads:
(gR)2 2 6 10 14 18 22 26 30 34 38 . . .
#R / 254! 1 16 36 64 168 144 196 576 324 400 . . .
The first entry corresponds to the venerable dyon state. Along the top, we see that the
possible (gR)2 values are 2 + 4k for k ≥ 0, with their multiplicities in the bottom row
given by sequence A031360 in OEIS [89]. In particular this sequence never vanishes,
showing that all values (gR)2 = 2 + 4k are actually attained.
4.2.4 The Higher Cases: 4k Dirac Fermions
We have seen that for 4 Dirac fermions, demanding Z2 × Z2 invariance restricts the
possible values of gR, and the lowest value of gR is attained by the dyon4 state. Here we
explore how this story generalises for higher numbers of fermions.
For a larger number N = 4k of Dirac fermions, our options for boundary states are
considerably increased. For example, it is always possible simply to group the fermions
into bunches of 4, and write down the dyon state for each one. This corresponds to
choosing the matrix
R = dyon4 ⊕ · · · ⊕ dyon4︸ ︷︷ ︸
k
with (gR)2 = 2k
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On the other hand, we also have the option of writing down a dyon state for all 4k
fermions. This is also a Z2 × Z2 preserving boundary state4, and has central charge
R = dyon4k with (gR)2 = 2k
For all k, the central charge of the dyon is always at least as low as that of the first
state. We conjecture that more generally, the dyon has the lowest central charge among
all Z2 × Z2 preserving boundary states. If true, then the dyon would be the maximally
stable state under boundary RG flow by perturbations that preserve chiral fermion parity,
and would therefore be the generic boundary state realised in the infra-red if all one
demands of the boundary is Z2 × Z2 invariance.
To give evidence for this conjecture, we will devise a suitable numerical experiment.
The most obvious such experiment is simply to generate as many R matrices as possible,
reject those which violate condition (4.12), and calculate their central charges gR. We
would then hope to find a spectrum of allowed values of (gR)2 that extends all the
way down to 2k, corresponding to the dyon, but no further. In practice, however, this
approach runs into a problem. As k increases, the probability of generating a matrix
R that obeys conditions (4.12) becomes vanishingly small. This means we need an
alternative way to generate matrices that obey the condition directly.
Such a method can be found in the “null-vector construction” of [70] which, as more
recently emphasised in [87], can be exploited for generating sets of charges Qαi and Q̄αi
that are free of anomalies. Using our result in Section 4.2.2, we will show that this
construction can be modified so as to produce only charges for which the corresponding
R matrix obeys (4.12).
In the original null-vector construction of [87], one constructs the charges Qαi and







Then one chooses the charges for α = 2 to obey a similar equation, as well as a further
linear equation expressing the fact they have no mixed anomaly with the charges for
α = 1. It turns out there is an efficient way to generate all such solutions; one then picks
4This is because Λ[R] consists of all integer vectors with component-sum a multiple of 2k. As 2k is
even, the boundary state satisfies the condition for Z2 × Z2 invariance.
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a random one. This process continues iteratively until the charges for all α = 1 . . . N
have been chosen.
To modify this construction to produce only the desired boundary states, we recall
the result of Section 4.2.2 which states that such boundary states admit a choice of Qαi
and Q̄αi for which the first vector α = 1 obeys
Qαi = odd Q̄αi = even (4.14)
for all i. Therefore, we can simply ensure our solution to (4.13) also obeys (4.14), and
randomly choosing the remaining charges will eventually produce every chiral parity
preserving boundary state.
We used the above recipe to explore boundary states for N = 8, 12, 16, . . . Dirac
fermions. We combined them with the analytic results for N = 4 Dirac fermions that we
saw in Section 4.2.3, and came to the following conclusions:
• When N = 4 or N = 8, 16, 24, . . . , the possible central charges are
(gR)2 ∈ {N/2 + 4r : r ≥ 0 }
• When N = 12, 20, 28, . . . , the possible central charges are
(gR)2 ∈ {N/2 + 2r : r ≥ 0 }
Not only did we find no values of (gR)2 inconsistent with these statements, all values
consistent with them also occurred many times. In both cases the minimum allowed
(gR)2 is N/2. This is the central charge of the dyon state. The above results therefore
support our conjecture, as well as showing additional algebraic structure of the spectrum






In this final chapter, we would like to extend the results we have found for fermionic
boundary states in a different direction. So far, we have focused on N Dirac fermions, or
2N copies of the Majorana fermion. But rather than increasing the number of copies of
the system to find richer behaviour, there is a different knob we can tun. The Majorana
fermion lives at the start of an infinite sequence of models called the fermionic minimal
models [45, 63, 90–92], and we can instead choose to move along this family while keeping
the number of copies the same. We would like to ask how much of our story remains
intact under this extension.
The above questions are made more interesting by the fact that the fermionic CFTs
remain far less well explored than their bosonic cousins. Despite this, they can exhibit new
fermionic phenomena that are not seen in the ordinary bosonic minimal models. First,
as we saw in Chapters 2 and 3, the fact that ΩSO2 (pt) = 0 is trivial while Ω
Spin
2 (pt) = Z2
is not [49, 50] means that boundary states in fermionic theories fall into one of two SPT
classes characterised by the appearance of Majorana zero modes.
Second, there is also the possibility of supporting symmetries with nontrivial ’t Hooft
anomalies. For the bosonic minimal models, this is not an option: all global symmetries
are necessarily non-anomalous [93]. But for fermionic theories, it is a possibility. We will
limit ourselves to Z2 global symmetries. In fermionic theories, such symmetries can carry
a mod-8 valued anomaly. As was explained in [84, 85], this anomaly is related to SPT
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phases in three dimensions, and the fact it arises only for fermionic theories is encoded
in the facts ΩSO3 (BZ2) = 0 while Ω
Spin
3 (BZ2) = Z8.
The above two phenomena are easy to exhibit for the simplest fermionic minimal
model, the Majorana fermion. Here, one can simply use free-field techniques to explicitly
show everything one could possibly want to show. But for the other fermionic minimal
models, which are all interacting, things are not so transparent. Our goal is to extend the
analysis of boundary conditions and anomalous symmetries to these remaining fermionic
minimal models. We would like to see which features of the Majorana fermion generalise
to the family as a whole, and which are artefacts of a free theory. Therefore, to set the
scene, it will be useful to first review the basic facts about the Majorana fermion we
want to generalise. A summary of our results follows, and after that the organisation of
the remaining sections.
5.1.1 A Simple Illustration
We begin by reviewing our earlier discussion of SPT phases from Section 1.2, now in
the setting of Virasoro minimal models. This will allow us to introduce various RCFT
conventions we will use later on. We will also need to make the mapping of boundary
states to SPT phases from Section 1.2.2 slightly more precise.
A Majorana fermion of mass m in d=1+1 dimensions has action
S = i2
∫
dtdxχ+∂+χ+ + χ−∂−χ− +mχ+χ−
Recall that the two possible gapped phases with m > 0 and m < 0 provide an example
of two distinct SPT phases. When placed side by side, the interface hosts an unpaired
Majorana zero mode which exhibits an anomaly for (−1)F , as discussed in Section 1.2.2.
As stressed in [36, 37, 46, 47], this story has an alternative guise in the language of
boundary conditions. Recall that for a massless Majorana fermion there are two possible
boundary conditions, which we denote as
+ : χ+ = +χ−
− : χ+ = −χ−
Consider a mass profile m(x) that interpolates from 0 to ±M . On the left side lives a
massless Majorana fermion, while the right side is gapped at a scale M . At low energies,
the massless fermion experiences this set-up as a boundary condition. Pictorially, the
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map from gapped phases to boundary conditions is
Similarly when the gapped phase sits on the left, one obtains a left boundary condition.
However, due to an annoying technicality, the outcome is now reversed:
(⋆)
The analog of the previous story is now that on a spatial interval with ++ boundary
conditions at both ends, the spectrum again includes an unpaired Majorana zero mode.
A lattice version of this mechanism also exists, and was the subject of [55]. We note that
the sign flip in (⋆) is also the reason we had to insert the (−1)F factor in Chapter 2,
when we wished to find the dual boundary state representing a given boundary condition.
The above story changes, but only slightly, when mapped into the language of
boundary states. To each right boundary condition, there is an associated boundary
state, which lives in the NS sector of the theory:
χ+ = ±χ− on right → |±⟩
Meanwhile, boundary conditions on the left are described by dual states. One might
have thought that the correct dual state that describes boundary condition A on the left
is simply the dual of the state that describes boundary condition A on the right. But
this isn’t quite right. Annoyingly, there is an extra sign flip, and the correct mapping of
boundary conditions to dual states is actually
χ+ = ±χ− on left → ⟨∓|
Because of the similar sign flip in (⋆), however, a gapped phase m = ±M corresponds
to the same boundary state ⟨±| or |±⟩ regardless of whether we sit at a left or a right
boundary. It is for this reason that boundary states more precisely correspond to SPT
phases than boundary conditions. In any case, once the boundary states are known, we
can use the procedure of Section 1.1 to calculate the partition function for states on an
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where χ1/16(τ) is a Virasoro character. The most important feature of this partition
function is the overall factor of
√
2 which, as is now familiar, signals the unpaired
Majorana mode and hence the distinctness of the SPT phases underlying ⟨−| and |+⟩.
For the second half of our story, we will be interested in the Z2 global symmetry
known as chiral fermion parity. It acts by flipping the sign of only one of the fermions,
which without loss of generality we can take to be the left-movers:
Z2 : χ+ → χ+ χ− → −χ−
Under this symmetry, the mass parameter m is odd. The symmetry therefore exchanges
the two SPT phases. One can check that the symmetry also exchanges the corresponding
boundary states
Z2 : |±⟩ → |∓⟩
as expected.
Importantly, the symmetry also carries an anomaly whose strength is 1 mod 8. To
see this, one places the theory on a background with a defect line for the Z2 symmetry.
It will be sufficient for us to consider a torus. We will denote the partition function on







where τ is the modular parameter describing a choice of flat metric on the torus, the
diagram labels the spin structure, and the dashed line, if present, labels the defect. Under













The presence of the phase e2πi/8 indicates the anomaly. In general, it could be any eighth
root of unity e2πik/8; the fact that for the Majorana fermion k = 1 indicates that the
strength of the anomaly is 1 mod 8, as claimed [48, 95]. The anomaly also manifests
itself in a far more obvious way, which becomes clear if we look at the partition function.









2 (χ0 + χ1/2)(τ)χ1/16(τ)
Once again we find a notorious factor of
√
2 in the partition function. This time it
is telling us that the R sector, when frustrated by a Z2 symmetry defect, contains an
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Figure 5.1: The classification of fermionic minimal models. Both the infinite series and
exceptionals are labelled by a choice of integer m.
unpaired Majorana zero mode. (This statement would also have been true of the NS
sector.)
5.1.2 Summary of Results
We now consider generalising these facts to the other models in the family. Each model
should have a complete set of conformal boundary states. We expect that all of these
states will arise from a deformation to a gapped phase. If so, then each boundary state
will fall into one of two distinct classes depending on which SPT class its gapped phase
sits in.
Our first main claim is that this expectation is borne out. We determine, for each
fermionic minimal model, the complete list of conformal boundary states. We show how
these naturally fall into two classes. When boundary conditions a and b are taken from





where KT denotes the Kac table, as we review in Section 5.2. The coefficients niab are
non-negative integers, so this is a manifestly sensible partition function. In contrast,







which contains a factor of
√
2, signalling an unpaired Majorana mode, but other than
that the partition function is perfectly sensible, with the coefficients niab again given by
non-negative integers, generalising what we saw in Chapter 2. All partition functions are
explicitly presented in Section 5.3.
To describe these results in a little more detail, we recall that there are two kinds
of fermionic minimal models: an infinite series, and two exceptionals. Both kinds are
labelled by an integer m; for the infinite series, this integer takes the values m ≥ 3,
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m = 3 m = 4 m = 5 m = 6
Figure 5.2: Boundary states for the infinite series of models are labelled by points in the
bottom-left quadrant of the Kac table. The two classes are shown in blue and red. Note
that for m = 3, 4 but no other values, the classes have equal sizes.
while for the exceptionals, it takes the values m = 11, 12. This situation is depicted in
Figure 5.1. We explain our results for each kind of model in turn.
Infinite series
Here the boundary states are labelled by pairs (r, s) in the bottom-left quadrant of the
Kac table, defined by the inequalities
r ≤ m/2 and s ≤ (m+ 1)/2
These states are shown in Figure 5.2 for the first four models in the series. The states fall
into two classes, with class 1 consisting of the points in the interior of the region defined
by the above inequalities, and class 2 consisting of the border. It is straightforward to
count the number of states in the two classes. They have sizes
class 1: ⌊(m− 1)2/4⌋
class 2: ⌊m/2⌋
Exceptionals
In this case the labelling of the boundary states is a little more complicated and will be
left to Section 5.3. However, the counting is straightforward. Now both classes have the
same size. For the m = 11 exceptional, both classes have size 10, while for the m = 12
exceptional, both have size 12.
Our second main result is a classification of which fermionic minimal models have a
global Z2 symmetry, modulo (−1)F . We find that the first two models in the infinite
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Figure 5.3: The models with an extra Z2 global symmetry, shown in red. Note that these
are the same models which had matching class sizes earlier, as well as the models with
vanishing RR sector.
series and both exceptionals have a unique such symmetry, generalising the chiral fermion
parity of the Majorana fermion, while the remaining models have none. This situation is
depicted in Figure 5.3.
In the four models where the symmetry exists, we also find that the strength of the
anomaly takes the same value 1 mod 8 for all models; that the twisted-sector partition
functions contain a Majorana zero mode whenever there is a symmetry defect crossing
the equal-time contour; and that the symmetry exchanges the two classes of boundary
states. This forces them to have equal sizes, which is indeed what we found earlier. We
also notice that these models are the same as the ones that have a vanishing RR sector
partition function.
In view of the above results, the four special models form a close generalisation of
the Majorana fermion, with all the facts we saw in Section 5.1.1 continuing to hold. The
remaining models, on the other hand, do not form such a close generalisation, and the
only fact that survives is the existence of two incompatible classes of boundary states.
Finally we mention earlier related research. The ‘chiral fermion parity’ in the m = 3, 4
models is already well known. The paper [45] also obtains some of our results on boundary
states for a subset of the infinite series, with a different choice of normalisation. The
main novelties of our approach are: a uniform treatment of all fermionic minimal models,
the normalisation, the interplay between boundary states and symmetries, and the
perspective of SPT phases and discrete anomalies. As was only very recently pointed
out, the paper [91] also derives the same partition functions as in Section 5.4 by a totally
different means. Our approach however is novel; rather than proceeding via an analysis of
submodular partition functions, we pay attention to the transformation of the partition
function under the whole modular (or metaplectic) group.
Plan
In Section 5.2 we review a handful of facts about the minimal models and their fermionic
counterparts that we will need to use, for the purposes of self-containment. In Section 5.3,
130 Fermionic Minimal Models
we write down the two classes of boundary states, and explicitly compute all interval
partition functions. In Section 5.4, we determine all Z2 global symmetries, and in doing
so compute their anomalies and all twisted-sector partition functions. We also compute
their action on the boundary states found earlier. Finally, in Section 5.5, we argue various
implications between our results.
5.2 Review of Fermionic Minimal Models
In this section we review the barest essentials from the theory of minimal models that we
will have need to use. We will not review this material from scratch; instead, for reviews
of minimal models see for example [96], whose conventions we have strived to match,
while for those of the fermionic ones see [63, 92].
The fermionic minimal models are defined to be the set of all unitary spin-CFTs that
are rational with respect to the Virasoro algebra. Their classification has been carried
out, and the results are as in Figure 5.1. The classification consists of
• An infinite series, with m ≥ 3.
• Two exceptionals, with m = 11, 12.
The integer m dictates the chiral data of the theory. For example, the central charge is
determined via
c = 1 − 6
m(m+ 1)
Of special importance is the Kac table, which is defined as a set of pairs of integers
modulo an equivalence relation,
KT =
{
(r, s) : 1 ≤ r ≤ m− 1, 1 ≤ s ≤ m
}
(r, s) ∼ (m− r,m+ 1 − s)
The relevance of the Kac table is that it labels the available Virasoro characters at this
central charge. We will denote them by χr,s(τ), and their conformal dimensions by hr,s.
Sometimes, we will find it economical to compress an element of KT down to a single
composite index, which we will denote by a letter such as i, j, k, . . . .
For the special values m = 11, 12, one also faces a dichotomy between the infinite
series and the exceptionals. This choice affects the way the characters are combined in
the partition function. We will follow the presentation of [63]. We arrange the states of
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even/odd fermion parity on an antiperiodic/periodic1 circle into a 2 × 2 table. For the
infinite series, this table is2
even odd
AP ∑(m+1)r+ms odd1≤s≤r<m |χr,s|2 ∑(m+1)r+ms+m(m+1)/2 odd1≤s≤r<m χm−r,sχr,s
P ∑(m+1)r+ms+m(m+1)/2 even1≤s≤r<m χm−r,sχr,s ∑(m+1)r+ms even1≤s≤r<m |χr,s|2
For the m = 11 exceptional, it is
even odd
AP ∑9r=1,odd |χr,1 + χr,7|2 + |χr,5 + χr,11|2 ∑9r=1,odd(χr,1 + χr,7)(χr,5 + χr,11) + c.c.
P ∑9r=1,odd |χr,4 + χr,8|2 ∑9r=1,odd |χr,4 + χr,8|2
while for the m = 12 exceptional, it is
even odd
AP ∑11s=1,odd |χ1,s + χ7,s|2 + |χ5,s + χ11,s|2 ∑11s=1,odd(χ1,s + χ7,s)(χ5,s + χ11,s) + c.c.
P ∑11s=1,odd |χ4,s + χ8,s|2 ∑11s=1,odd |χ4,s + χ8,s|2
5.3 Boundary States
In this section we write down complete sets of boundary states for the fermionic minimal
models. We compute their interval partition functions to confirm their consistency, and
use them to show which states lie in which class.
First we review the general formalism that we will use. For our purposes, boundary
states live in the AP sector of the theory. As they preserve the conformal symmetry,
and this includes (−1)F , they in fact belong to the AP-even sector. This Hilbert space





where the multiplicities Mij can be read off from the partition function tables listed in
Section 5.2. To preserve the conformal symmetry, boundary states can only contain
1Some alternative common synonyms are AP/P, NS/R, and bounding/non-bounding.
2Here we regard Z and (−1)ArfZ as equivalent theories, so we only show a single table for both of
them. We revisit their distinction more carefully in Section 5.5.
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where in the last step, we’ve taken advantage of the fact that Mii = 0 or 1 to simplify
our answer. In each Vi ⊗ Vi, there is a unique conformally-invariant state ∥i⟩⟩ whose
inner product with the vacuum state is 1, called an Ishibashi state [41]. Any boundary






for some set of coefficients ai, which we assume to be real.3
When we impose boundary states ⟨a| and |b⟩ on an interval, the partition function














occurring in this expression are either positive integers or
√
2 times positive integers.
This is a weakened version of Cardy’s condition [30], motivated by Chapter 2, that allows
for the presence of unpaired Majorana modes. Finally, we will look for a basis of such
solutions, known as fundamental boundary states [44], defined by imposing the additional
requirement that
n0ab = δab
Here i = 0 ∈ KT denotes the identity module, (r, s) = (1, 1). All other solutions can then
be expressed as a linear combination of the fundamental ones with nonnegative-integer
coefficients.
3The phases of the ∥i⟩⟩ are actually ambiguous. We assume that these choices of phase have been
fixed to make the ai real. As we will see, this can always be consistently done.
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Our goal in what follows will be to simply write down a complete set of fundamental
boundary states consistent with all of the above properties. We do this for the infinite
series and the exceptionals in turn.
5.3.1 Infinite Series
For these models, the quickest way to get the boundary states is to start with those of the
underlying diagonal bosonic minimal model, and project onto their even part under the
model’s unique Z2 global symmetry. After discarding duplicates, and suitably adjusting
the normalisation, we will have our answer.
We begin by recalling that the boundary states of the mth diagonal bosonic minimal







where i ∈ KT labels the states, and the ‘B’ stands for bosonic. As it stands, these are
not valid boundary states of the fermionic theory, because the sum includes all states
∥j⟩⟩, whereas it should only include those with Mjj = 1. Looking back at the partition
function tables in Section 5.2, we see the latter condition is equivalent to
(m+ 1)r +ms = 1 mod 2
where j = (r, s). But this is the same as the condition for ∥j⟩⟩ to be even under the Z2
global symmetry of the bosonic model [96]. Indeed, this symmetry acts as
U∥j⟩⟩ = (−1)(m+1)r+ms+1∥j⟩⟩
It follows that if we simply define our fermionic boundary states to be the Z2-even
projections of the bosonic ones, then the undesirable states ∥j⟩⟩ disappear from the sum,










which, for each i ∈ KT, defines a valid fermionic boundary state.
Next, we discard duplicates. Currently the states |i⟩F are overcomplete. We wish to
restrict the range of i to eliminate this redundancy. This can be done by considering the
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action of the Z2 symmetry on the bosonic boundary states (5.2), which is
U |i⟩B = |i′⟩B
Here i → i′ is the involution of the Kac Table defined by
(r, s) → (r, s)′ = (m− r, s) (5.4)
which corresponds to fusion with the special primary (m− 1, 1). From (5.3), we see that
|i⟩F = |i′⟩F . It follows that we can eliminate the redundancy by restricting i to lie in a
set of representatives for the equivalence classes of KT/(i ∼ i′). One possible choice of a
set of representatives, which we will use, is to take the bottom-left quadrant of the Kac
Table, defined by the inequalities
r ≤ m/2 and s ≤ (m+ 1)/2
This is because the involution (5.4) acts as a horizontal reflection of the Kac Table, while
the Kac Table is itself defined modulo a combined horizontal + vertical reflection.
Finally we adjust the normalisation to ensure n0ab = δab between all pairs of states.




This makes it easy to calculate the coefficients nkij between the fermionic boundary states
F ⟨i| and |j⟩F using known results for the bosonic boundary states [30]. We find
nkij =




From this we can extract the multiplicity of the identity module,
n0ij = δij
1 i = i
′
1/2 i ̸= i′
This is telling us that in order to achieve n0ij = δij, we must rescale the boundary states
corresponding to the second case by
√
2. After performing this rescaling, we arrive at
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our final result
|i⟩F =
|i⟩B i = i
′
|i⟩B+|i′⟩B√
2 i ̸= i
′
Not surprisingly, the two cases will turn out to correspond to the two classes of boundary
states. We also take the opportunity to remark that the two cases have a very simple
graphical interpretation: the first corresponds to the border of the quadrant, the second
to the interior.
We are now in a position where we can list the two classes of boundary states, and
demonstrate the consistency of their interval partition functions.
• Class 1 consists of the points (r, s) in the interior of the bottom-left quadrant of
the Kac Table, defined by the inequalities 1 ≤ r < m/2 and 1 ≤ s < (m + 1)/2.










• Class 2 consists of the points (r, s) on the border of the bottom-left quadrant of
the Kac Table, defined by the inequalities 1 ≤ r ≤ m/2 and 1 ≤ s ≤ (m + 1)/2
with one of the upper bounds saturated. The states take an almost identical form,








On an interval with boundary states i and j, the answer for the coefficients nkij depends
on the classes of i and j. There are three possible combinations to consider. From our
earlier results, they are
1–1: nkij = Nijk + Nijk′
1–2 or 2–1: nkij =
√
2 Nijk
2–2: nkij = Nijk
As promised, we see that since the fusion numbers Nijk are nonnegative integers (in fact
0 or 1), these answers have the desired integrality or
√
2-integrality properties.
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5.3.2 Exceptionals
For the exceptional models, instead of starting from the underlying bosonic model, it is
perhaps simplest to write down the boundary states directly. We do this by choosing a
pair of seed boundary states and applying fusion to generate the rest. Most of the details
will be the same between the m = 11 and the m = 12 models, so we show the details
only for the m = 11 model.
We start by consulting the table in Section 5.2 to see when Mii = 1. We see that
this is true when i = (r, s) with s = 1, 5, 7, 11 and r odd. It follows that the admissible
boundary states of the fermionic model must lie in the span
|a⟩ ∈ span
{
∥(r, 1)⟩⟩, ∥(r, 5)⟩⟩, ∥(r, 7)⟩⟩, ∥(r, 11)⟩⟩ : r odd
}
(5.5)
Our first goal will be to write down the simplest consistent boundary state obeying this
property. To do this, we assume that we already know in advance what the coefficients




For most choices of the coefficients niaa, the resulting boundary state |a⟩ will not be
allowed, due to containing extra states ∥i⟩⟩ not in the span (5.5). We would like to make
the simplest choice of niaa such that it is allowed. Our claim is that this choice is
niaa = δi,(1,1) + δi,(1,5) + δi,(1,7) + δi,(1,11)
Proof To demonstrate the above assertion, we need to show that
S(r,s),(1,1) + S(r,s),(1,5) + S(r,s),(1,7) + S(r,s),(1,11) = 0 for s ̸∈ {1, 5, 7, 11}


























6 s ∈ {1, 5, 7, 11}
0 otherwise
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Putting these together gives the promised result. □
So far we have obtained a single consistent seed state |a⟩ with coefficients
ai =
√
Si,(1,1) + Si,(1,5) + Si,(1,7) + Si,(1,11)
Next we cook up a second seed state |b⟩ by making a different set of sign choices in the
coefficients. We choose
b(r,s) = a(r,s)
+1 s = 1, 7−1 s = 5, 11
where we recall when we discuss the coefficients of a fermionic boundary state, r is odd
and s = 1, 5, 7, 11. Our next claim is that the state |b⟩ gives rise to the interval partition
functions
nibb = niaa and niab =
√
2 (δi,(1,4) + δi,(1,8)) (5.6)
This is telling us that the two seed states |a⟩, |b⟩ lie in different SPT classes, but are
otherwise consistent.
Proof The first equation in (5.6) is trivial since ai and bi differ only by signs. The





























By (5.1) the claimed result for niab immediately follows. □
With the two seed states in hand, all remaining boundary states can now be generated
by fusion [43, 97]. This is a recipe which takes as input a boundary state, which for
us will be either |a⟩ or |b⟩, as well as a primary operator i ∈ KT, and produces a new
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which reduce back to the seed states when i = 0. Our final claim is that to obtain a
complete basis of fundamental boundary states, we should let i range over
i = (r, s) where r = 1, 3, 5, 7, 9 and s = 1, 2
This assertion will become evident in a moment when we list the interval partition
functions between all pairs of boundary states. For now, we simply note that the
counting works out: the above family contains 2 · 5 · 2 = 20 states, which coincides
with the number of allowed Ishibashi states ∥j⟩⟩, as these correspond to j = (r, s) with
r = 1, 3, 5, 7, 9 and s = 1, 5, 7, 11.
We are now in a position to list the states for the m = 11 exceptional model, and
their interval partition functions:
• Both classes are labelled by pairs (r, s) with r = 1, 3, 5, 7, 9 and s = 1, 2. Regarded
as elements of the Kac Table, these are all distinct elements. The two classes of

































• The interval partition functions are
1–1 or 2–2: nkij = N xij [ N kx,(1,1) + N kx,(1,5) + N kx,(1,7) + N kx,(1,11) ]
1–2 or 2–1: nkij =
√
2 N xij [ N kx,(1,4) + N kx,(1,8) ]
where the appearance of the fusion numbers is from Verlinde’s formula [98].
Before we go on, we return to an earlier point and verify the completeness of the states.
Using the above formulas, the multiplicity of the identity module is







1–2 or 2–1: n0ij =
√
2 [ N (1,4)ij + N
(1,8)
ij ]
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One can show that for the range of values of i and j allowed, all the fusion numbers in
the above expression vanish identically, and only the δij term survives. This shows that
n0ab = δab between all pairs of states a and b, establishing completeness.
We now briefly turn to the m = 12 exceptional. Here, the results are virtually
identical, except with the roles of r and s swapped around:
• Both classes are labelled by pairs (r, s) with r = 1, 2 and s = 1, 3, 5, 7, 9, 11.























 S(r,s),(r′,s′)√S(1,1),(r′,s′) ∥(r′, s′)⟩⟩
with the same constants α and β as before.
• The interval partition functions are
1–1 or 2–2: nkij = N xij [ N kx,(1,1) + N kx,(5,1) + N kx,(7,1) + N kx,(11,1) ]
1–2 or 2–1: nkij =
√
2 N xij [ N kx,(4,1) + N kx,(8,1) ]
5.4 Anomalous Symmetries
Here we turn to our second main goal, which is to list all Z2 global symmetries of the
fermionic minimal models – including potentially those with an anomaly. The motivation
for performing this task comes from looking at the boundary states of the four special
models for which the classes have equal sizes. In Section 5.3, we found these states to be
• Infinite series, m = 3:
∥0⟩⟩ ± ∥12⟩⟩
(Here and in the next example, we label Ishibashi states by conformal dimensions
rather than elements of the Kac Table.)
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 S(r,s),(r′,s′)√S(1,1),(r′,s′) ∥(r′, s′)⟩⟩









 S(r,s),(r′,s′)√S(1,1),(r′,s′) ∥(r′, s′)⟩⟩
where, in all cases, the upper choice of sign for the ± corresponds to the first class and
the lower choice to the second. The above formulas give rise to an important observation:
the two classes differ only by flipping the sign of a certain subset of the Ishibashi states.
This strongly suggests that the classes are related by the action of a Z2 global symmetry.
Our goal in this section will be to show that these models do indeed have a unique Z2
symmetry that exchanges the classes, while the remaining models have no such symmetry.
Anomalous Z2 Symmetries
We start by reviewing some basic formalism about Z2 symmetries. Our perspective is
similar to that described in [99]. The Hilbert space in the AP sector is
HAP = HevenAP ⊕ HoddAP =
⊕
i,j∈KT





where the multiplicities Nij can be read off from the partition function tables in Section 5.2.
Again, these only take the values Nij = 0, 1, allowing us to make the final step. A Z2
symmetry must act on each Vi ⊗ Vj by a sign, which we will denote as sij = ±1. These
signs determine the partition function on a background with an AP-AP spin structure
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Knowledge of this one partition function then allows further partition functions to be
determined. This is because the partition functions on various backgrounds are related
among each other by acting on τ with modular transformations S(τ) = −1/τ and








































which allows all partition functions to be determined from the one on the top-left. A
consistent Z2 symmetry is one for which all these partition functions admit a sensible














the partition function is untwisted by any symmetries, and so we impose the stronger
constraint that the weights be nonnegative integers.
Actually, what we have described is not quite correct for anomalous symmetries. In
this case we must weaken the above requirements in several ways. First, the diagram
need only hold projectively, meaning some of the relationships expressed by the edges are
violated by a phase. Second, the partition functions themselves are ambiguously defined
up to a phase. By adjusting these phases if necessary, which amounts to making a choice
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S T = e+πik/8
S
S T = e−πik/8
(5.7)
where the phase violations are expressed by the notation Z[τ ;A]
T =eiθ
−−−−− Z[τ ;B], which
means that Z[τ + 1;A] = eiθZ[τ ;B] and vice-versa.4 The integer k is the strength of the
anomaly, and is valued mod 8.5
To use the diagram, we start with the top-left partition function, and determine the
other partition functions and the integer k by insisting that the diagram commutes. If
no such integer k can be found, we do not have a consistent symmetry. Otherwise we
demand that the partition functions are sensible, as before. But because we may have
needed to adjust their phases to gauge-fix the diagram, it only makes sense to demand
that they have a sensible expansion into characters up to an overall phase.
There is one final consequence of the anomaly, and that is the possible appearance










with a symmetry defect that wraps vertically, we should allow a possible overall factor
of
√
2 in the partition function. We previously saw an example of this phenomenon in
Section 5.1.1.
4The argument for why this pattern of phases is universal is that the holonomy of a closed loop in
the diagram is the value of exp(− iπ2 η(D))
k on a suitable mapping torus, where D is a certain 3d Dirac
operator. Then because the phases are universal, they can be read off from the Majorana fermion. For
more details, see [48], and for this particular example, also [95]. Another, more concrete way to see
the pattern of phases is to use the identities S2 = (ST )3 = 1, and the fact that the top-left partition
function is invariant under T 2 – though with this approach the quantisation of k is less obvious.
5Although k appears as the exponent of a 16th root of unity, the shift k → k + 8 is a gauge
transformation, so k is valued mod 8 not mod 16. We could have made k manifestly mod-8 valued by
making a different gauge choice. But the one we have chosen is more convenient in the long run.
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Solving the Constraints
We turn now to the task of solving the above constraints. To do this, we will recast a
subset of the constraints as a set of matrix equations, solve them, and then check that
the resulting solutions satisfy the remaining constraints.
We begin by deriving the set of matrix equations. The partition function on
AP
AP is
encoded by the matrix
Aij = Nijsij
where we recall that Nij is a known matrix of 0s and 1s encoding the partition function
on
AP
AP , and the sij are a set of unknown signs – unknown except for that of the identity
operator, which we set to be s11 = +1. Meanwhile, the corresponding matrix for the
AP




where B is an unknown matrix of nonnegative integers, the phase θ is arbitrary, and the√












A second equation arises by considering a T 2 transformation of
AP
AP . Such a transforma-
tion preserves the background, but contributes an anomalous phase of e2πik/8. This fact
is expressed by
T −2B T 2 = e2πik/8B (5.9)
Equations (5.8) and (5.9) will be all we need to determine the symmetries. We shall
analyse them separately depending on whether the
√
2 is present or absent from (5.8).
5.4.1 The Case of No Majorana Mode
If (5.8) contains no
√
2, then we can easily show that the only solutions are the trivial
symmetry and fermion parity. To do this, we will make use of various Galois-theoretic
results that were used extensively to solve the bosonic version of this problem [96]. As
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these results will play an important role both in this section and the next, we begin with
a brief review of these ideas.
The entries of the modular S-matrix belong to the cyclotomic field Q(ζn) where
n = 2m(m+ 1), and ζn = e2πi/n is an nth root of unity. This field is acted on by Galois
transformations σh, labelled by elements h ∈ Z∗n, via
σh(ζn) = ζhn
The action of σh on the modular S-matrix is [100]
σh(Sij) = ϵh(i) Sσh(i)j
where ϵh(i) is a sign given by
ϵh(r, s) = ηh ϵm(hr) ϵm+1(hs)





n, a computable but irrelevant sign, as well as another sign





known as an su(2) affine parity, defined for all x ̸= 0 mod m.
We can use these facts to derive a useful constraint on Bij. Starting from (5.8),
applying σh, and comparing the result back to (5.8) gives
Bij = ϵh(i) ϵh(j)Bσh(i)σh(j)
Crucially, all the entries of Bij are nonnegative. This means that if ever the product of
signs ϵh(i)ϵh(j) equals −1 for any h, then both sides must be zero. We learn that Bij
obeys the parity rule
Bij ̸= 0 only if ϵh(i) = ϵh(j) ∀h (5.10)
The set of all pairs (i, j) obeying this condition was determined in [96], and by Result 4
of that paper, they have conformal dimensions satisfying
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Now we recall (5.9), whose (i, j)th component reads
e4πi(hj−hi)Bij = e2πik/8Bij
The phase on the left hand side can never be a nontrivial power of an eighth root of
unity. We learn that k = 0, or in other words, that the symmetry is non-anomalous.
The existence of a non-anomalous symmetry is a powerful statement. It implies that
if we perform a GSO projection, then the symmetry survives in the resulting bosonic
theory [58, 101–103]. Let us call the original symmetry α, and denote by ι(α) its image in
the bosonic theory. Then ι(α) commutes with ι((−1)F ). In the bosonic minimal models,
the only such symmetry is ι((−1)F ) itself, hence ι(α) = ι((−1)F ), which in turn forces
α = (−1)F . We therefore learn that the original symmetry must have been either trivial
or fermion parity, as claimed.
We note that it would have also been possible to derive this conclusion directly from
equations (5.8) and (5.9), using technical arguments entirely parallel to those in [96].
However the above argument, similar to those used in [66], is more transparent.
5.4.2 The Case of a Majorana Mode
In the more novel case that (5.8) contains a
√
2, we show that solutions exist only for
m = 3, 4 in the infinite series and m = 11, 12 in the exceptionals.
As a first step we show that m = 3, 4 mod 8. Our starting point is (5.8), from which
we can immediately deduce √
2 ∈ Q(ζn)
This is true if and only if n is a multiple of 8, which in turn requires
m = 0, 3 mod 4
Assuming from now on that this is the case, we can return to (5.8) and repeat our earlier
derivation of the parity rule (5.10) obeyed by Bij. We find that it is modified by the
presence of the
√
2, and now takes the form
Bij ̸= 0 only if ϵh(i) = f(h) ϵh(j) ∀h (5.11)
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2 is a sign which comes from the Galois transformation of the
factor of
√
2, and takes the explicit form
f(h) =
+1 h = 1, 7 mod 8−1 h = 3, 5 mod 8
To solve condition (5.11) for (i, j), we write it in terms of affine parities as
ϵm(hri) ϵm+1(hsi) = f(h) ϵm(hrj) ϵm+1(hsj) ∀h ∈ Z∗2n
Let us assume that m = 0 mod 4, since the case m = 3 mod 4 can be treated almost
identically. Then the above condition is equivalent to
ϵm(hri) = f(h) ϵm(hrj) ∀h ∈ Z∗2m
ϵm+1(hsi) = ϵm+1(hsj) ∀h ∈ Z∗2(m+1)
The solutions to the second equation were determined in [96], where Result 3 states that
si = sj or si = m+ 1 − sj . Meanwhile, the solutions to the first equation are determined
by the following conjecture:
Conjecture Suppose n is a multiple of 4, 1 ≤ x, y ≤ n− 1, and ϵn(hx) = f(h) ϵn(hy)
for all h ∈ Z∗2n. Then the only solutions are
• n = 4 and (x, y) = (1, 2),
• n = 8 and (x, y) = (1, 3),
• n = 12 and (x, y) = (1, 4), (2, 3), (4, 5),
• n = 24 and (x, y) = (1, 7), (5, 11),
and those that can be obtained from them by the solution-preserving transformations
(n, x, y) → (n, y, x), (n, n− x, y), (n, x, n− y), (kn, kx, ky) (5.12)
It is computationally trivial to verify this conjecture up to n = 1000, and we expect, but
have not proved, that it holds for all n.
We now know all solutions to (5.11). Without loss of generality, si = sj. (This uses
the equivalence (r, s) ∼ (m− r,m+ 1 − s) of the Kac Table.) The values of ri and rj are
given by
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• if m = 4a, (ri, rj) = (a, 2a),
• if m = 8a, (ri, rj) = (a, 3a),
• if m = 12a, (ri, rj) = (a, 4a), (2a, 3a), (4a, 5a),
• if m = 24a, (ri, rj) = (a, 7a), (5a, 11a),
and those related to them under (ri, rj) → (rj, ri), (m− ri, rj), (ri,m− rj).
Next, we use this result to compute the possible values of the phase e4πi(hi−hj) among




2m mod 1, we find the following
contributions to the set of values taken by e4πi(hi−hj):
• m = 4a → ζ±a8
• m = 8a → (−1)a
• m = 12a → ζ±a8 , ζ±7a24
• m = 24a → 1
The payoff of these computations comes from considering the identity (5.9), which in
components takes the form
e4πi(hj−hi)Bij = e2πik/8Bij
In view of the possible phases that can arise on the left hand side when Bij ̸= 0, it is
easy to see that the anomaly k must satisfy
m = 4 mod 8 =⇒ k = odd
m = 0 mod 8 =⇒ k = even
All of the above analysis also goes through unchanged if instead m = 3 mod 4. Combining
the results from the two cases, we conclude that
m = 3, 4 mod 8 =⇒ k = odd
m = 0, 7 mod 8 =⇒ k = even
An even value of k is incompatible with our assumption of a
√
2 in the frustrated partition
function [94]. Indeed, if k were even, then we could stack with an even number 8 − k of
copies of the Majorana fermion, obtaining a system with no anomaly yet still with an
unpaired Majorana zero in the frustrated sector. This gives a contradiction, since the
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presence of an unpaired zero mode is an exclusive feature of anomalous theories. The
only way to avoid this contradiction is if
m = 3, 4 mod 8
which is what we wanted to show.
While we have just ruled out m = 0, 7 mod 8 by a physical argument, one can also
ask how the mathematical requirements (5.8) and (5.9) fail in this case. The answer
is that (5.8) is generically violated, with Bij failing to be a nonnegative-integer matrix.
The only exceptions are m = 7, 8, where there is a single solution for Bij, but this then
goes on to fail (5.9).
To make further progress with the remaining cases, we deal with the infinite series
and the exceptional models in turn.
Infinite Series








This notation requires a little explanation. To each weight i = (r, s) ∈ KT there is an
associated sign
ξi = (−1)(m+1)r+ms+1
One can show that ξi = ξi′ , and that ξi = +1 =⇒ i ̸= i′. (Here (r, s)′ = (m − r, s) is
the involution (5.4) introduced in Section 5.3.) These facts are necessary to ensure the
above block decomposition makes sense.
First we use the consistency conditions to constrain the form of Aij, the matrix
of unknown signs corresponding to
AP
AP , using arguments analogous to [96]. Because
SNS = N , which follows from S-invariance of
AP
AP , Nij obeys the parity rule (5.10).
Since Aij = Nijsij, so too does Aij. By acting on (5.8) with a Galois transformation,
comparing it back to (5.8) and invoking the previous fact, we find that Aij obeys a
modified permutation rule
Aσh(i)σh(j) = f(h)Aij
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This states that the many unknown signs in Aij are in fact related. Rather than
using the full power of this equation, though, we shall only use it for the special case
h = m(m+ 1) − 1. In this case σh(i) = i′ and f(h) = −1, so we obtain
Ai′j′ = −Aij
This states that the unknown signs within each 2 × 2 block of Aij are related, and that









where ϵi and ηi are a set of unknown signs associated to the elements of KT/′, and the
sign corresponding to the identity operator is ϵ1 = +1.
We are now in a position to rule out all but a finite number of models as having no
symmetries. Recall that Bij obeys the modified parity rule (5.11). By the conjecture,
this implies that unless m ∈ {3, 4, 11, 12}, we have
B1i = B1i = 0
By (5.8) this tells us that A annihilates the vector S1i from both sides. Using (5.13) and
the fact S1i = S1i′ > 0, we obtain the contradictory equations
ϵi = ±ηi
showing immediately there are no solutions.
Finally we return to the special cases m ∈ {3, 4, 11, 12} that were exempt from the
above no-go analysis. Listing the solutions for these cases is a purely finite problem,
which can easily be done manually. We find the following results:
• m = 3 The m = 3 model has two symmetries. We specify them by writing out
the partition function diagram (5.7) explicitly. For the first one, we have
(χ0 + χ 1
2













(χ0 − χ 1
2












(χ0 − χ 1
2
)
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with anomaly k = 1. The other symmetry is given by flipping the diagram upside
down, an operation which corresponds to composing with (−1)F , and has the
opposite anomaly k = −1. These symmetries are of course simply left and right
chiral fermion parity of the Majorana fermion.
• m = 4 The m = 4 model has a similar structure, with two symmetries related by
(−1)F and opposite anomalies. We shall therefore only give details of the first one.
The partition function diagram (5.7) in this case takes the form
(χ0 + χ 3
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(χ0 − χ 3
2






































and the anomaly is k = −1.
• m = 11, 12 The models with m = 11, 12 turn out to have no symmetries.
Exceptionals
The above analysis can also be carried out for the two exceptional models at m = 11, 12.
The results have the same structure as for m = 3, 4 earlier: there are two symmetries,
related to each other by (−1)F , with opposite anomalies. Below we list the symmetries





as all others are related to these by the same pattern as in previous cases.






















(χr,1 + χr,7 + χr,5 + χr,11)(χr,4 + χr,8)
with anomaly k = −1.
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(χ1,s + χ7,s + χ5,s + χ11,s)(χ4,s + χ8,s)
and anomaly k = 1.
Before going on, we pause to note that the earlier results for the infinite series can also















































We conclude with some comments on our results. First we return to the earlier claim that
the anomalous symmetries, where they exist, exchange the two classes of boundary states.
This follows at a glance from the
AP
AP partition functions of Section 5.4.2. Indeed the
coefficient of |χi|2 in this partition function determines the sign with which the symmetry
acts on the Ishibashi state ∥i⟩⟩. For example, in the m = 11 exceptional, the charges of
Ishibashi states are
∥(r, 1)⟩⟩ ∥(r, 5)⟩⟩ ∥(r, 7)⟩⟩ ∥(r, 11)⟩⟩
+1 −1 +1 −1
These are precisely the charges needed to exchange the boundary states we wrote down
in Section 5.3. The same conclusion also holds in the other models.
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Independently of the details of any particular model, the fact the symmetry exchanges
the classes can also be understood from the anomaly k being odd. This follows by a
stacking argument. Suppose a theory has a boundary state |a⟩ and a symmetry U with
odd anomaly k. Then if we stack the theory with −k mod 8 copies of the Majorana
fermion, the resulting theory has a boundary state |a⟩ ⊗ |+⟩−k and a non-anomalous
symmetry U ⊗ (−1)FL . Acting on the state with the symmetry gives a new state
U |a⟩ ⊗ |−⟩−k, which must lie in the same class since the symmetry is non-anomalous.
From Section 5.1.1, we know that |+⟩−k and |−⟩−k are in different classes when k is odd.
Therefore so too must |a⟩ and U |a⟩, as claimed.
We would also like to return to a subtlety we felt was best left unaddressed in
Section 5.4, but are now in a position to close. A theory with a Z2 symmetry actually has
six more partition functions that we did not consider. These fit into an orbit diagram,











































In the models with an anomalous symmetry, all these partition functions are zero. This
is because when k = ±1, the diagram violates the relations S2 = (ST )3 = 1 that must
be satisfied by any minimal model partition functions, so there are no nonzero solutions.
With these partition functions now in hand, one might ask why we did not demand the
















which counts bosonic states on a periodic circle frustrated by a symmetry defect. The




which is inconsistent even for a fermionic theory. The issue is of course that with an
unpaired Majorana mode, there is no separation into fermionic and bosonic states, and
such symmetry-projected traces are meaningless. We conclude that there is no need
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to demand consistency of the symmetry-projected traces, and the constraints we have
imposed on our symmetries are all that there are.
Next we attempt to shed some light on the observation that, from our results, the




2. existence of an
anomalous symmetry
⇐⇒
3. vanishing of the PP
sector partition function
Indeed, all three conditions are satisfied by m = 3, 4 from the infinite series and m = 11, 12
from the exceptionals. It is natural to ask whether the above superficial equivalences are
in fact honest equivalences. Below we will outline some arguments that show that for
some for them at least, the equivalences are indeed honest.
2 ⇒ 1
As we have seen, when an anomalous symmetry is present it exchanges the two
classes of boundary states. This trivially implies they have equal sizes.
3 ⇒ 1
Here we can argue the contrapositive as follows. SPT classes form an affine space:
they can be compared, but there is no preferred choice of one phase as trivial. If
however a model has boundary state classes of different sizes, then we seemingly
have a way to distinguish one class over the other. But this is not a contradiction,
as we should remember that for every fermionic minimal model listed in Section 5.2,
there is another related by stacking with (−1)Arf [58, 101, 102], and whose boundary
state class sizes are reversed. So it is acceptable for a theory to have different class
sizes as long as Z and Z(−1)Arf are different theories. The condition for this is
that Z does not vanish in the PP sector.
2 ⇒ 3
This observation, that anomalies can force the vanishing of the Ramond sector, has
been noted in various places in the literature. See for example [94], where it was
explained using the algebra obeyed by (−1)FL , (−1)FR and (−1)F .
For the above implications, we do not know of arguments in the other direction.
Finally we comment on our Conjecture in Section 5.4.2. In earlier work on the bosonic
minimal models, the role of this conjecture was played by Result 3 of [96]. This result was
proved by relating it to a theorem about the classification of simple factors of Jacobians
of Fermat Curves [104]. Given the close connection between the fermionic and bosonic
minimal models, it is natural to ask if our conjecture has a similar interpretation in terms




We have defined and studied boundary states in various fermionic CFTs, with the goal of
connecting them to the fermion-monopole problem and to symmetry-protected topological
phases. Below, we review our main novel results and how they relate to these goals.
We began by introducing a large family of boundary states (2.24) preserving abelian
chiral symmetries for N Dirac fermions. Such boundary states correspond to Haldane’s
abelian gapped phases [70], as had previously been shown in [37]. Our first contribution
was to investigate the consistency of this family as a whole. This problem had not
previously been addressed due to both falling outside the scope of RCFT, and due to the
extra complications that arise from working with fermionic CFTs. We found the family is






det′(1 − RT R′)
provided that we also revise our notion of a consistent set of boundary states in fermionic
CFTs to include unpaired Majorana zero modes. The formula (2.29) also yielded a
mapping from boundary states to the Z2 classification of into SPT phases preserving
(−1)F in two dimensions. This mapping, which hinged upon F2 linear-algebraic properties
of the matrix R, appears novel and still needs to be better understood.
Next we explored boundary RG flows starting from these states. Our motivation was
to potentially show the existence of further boundary states not of the form (2.24), by
proving that they must arise at the ends of certain RG flows. Instead, we found the
opposite. Our results suggest a simple picture in which any1 RG flow from one of the
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states (2.24) always ends at another such state, in a way consistent with symmetries,




which states that the simplest IR state with the right symmetry and SPT class also
obeys the g-theorem. These results could be interpreted as weak evidence that no other
boundary states exist. However there are several reasons to be more cautious. First, on
the general grounds of Section 1.2, we expect such states do exist. Second, the states
(2.24) span a tiny subspace of the span of all Ishibashi states, whereas in all CFTs where
the full set of boundary states is known, their spans are the same. (We acknowledge that
this could be a case of the Streetlight Effect.) Our conclusion is therefore that these
other states are merely more evasive.
We then derived a simple criterion for the non-abelian enhanced symmetry of a
boundary state (2.24). Its root system is given by (4.2),
∆[R] :=
{
λ ∈ Λ[R] : |λ|2 = 2
}
and it sits inside so(2N)L×so(2N)R according to (4.8). Our main motivation for studying
this property came from the fermion-monopole problem, in which it is important to know
exactly what non-abelian symmetries are and are not preserved. Our results however do
not allow us to answer the “first question” posed in the introduction! For our example
chiral gauge theory (1.2) with charges {1, 5,−7,−8, 9}, the SU(2) × U(1) symmetry
needed of the boundary state is simply not of the form (4.2). None of the boundary
states (2.24) are therefore suitable for defining a magnetic line operator in this gauge
theory. This situation is in fact generic among chiral gauge theories. We learn that to
solve this problem, we need to venture away from the “quasi-rational” regime c = rk(G)
and into the non-rational regime c > rk(G). Doing so will likely require radically different
techniques to the ones used here, and may not even be possible analytically.
At the same time we investigated when a boundary state can preserve chiral fermion
parity. Here our main result is the proof of a lattices theorem that
Λ[R] ⊆ DN =⇒ 4|N
1Any that is, except for flows initiated by marginal non-symmetry operators. These remain an
intriguing mystery. If exactly marginal, then there is a novel extended symmetry connecting states with
different R matrices. If marginally relevant, they may lead to novel boundary states. It is also entirely
possible they are all marginally irrelevant, in which case there is simply nothing to find.
157
This theorem is a manifestation of the Z8 classification of SPT phases preserving (−1)FL ×
(−1)FR symmetry in three dimensions, with vanishing gravitational anomaly, from the
perspective of chiral boundary states. We also formulated conjectures on the spectrum
of allowed gR values of states preserving this symmetry.
In the final section we expanded our scope to include the fermionic minimal models.
These form a natural generalisation of the fermionic models we have considered so far, and
one can ask the same questions as before. Our first result here is the set of boundary states
for these models, given in Section 5.3. We showed that our earlier Z2 classification of
boundary states into SPT phases generalises to this case. Second, we performed a careful
application of the modular bootstrap, taking into account the possible complications
of fermionic anomalies, to determine the symmetries of the fermionic minimal models.
These are given in Section 5.4, and are consistent with [91]. The essential novelty of our
approach is in the interplay between Galois-theoretic techniques and the hallmark factors
of
√
2 and e2πi/8 that arise from fermions and anomalies. We used this to formulate
the combinatorial conjecture (5.12), which should have some interpretation in terms of
Fermat curves; the precise connection still remains a mystery.
We close with a discussion of the limitations of our techniques, and some ways in
which these limitations could be addressed in the future. The central difficulty is that
even for as simple a theory as a pair of Dirac fermions, determining all the boundary
states is an open problem.
The above difficulty can be well illustrated by a simple count of the Ishibashi states
for N Diracs when one imposes only conformal symmetry. From the partition function∑
λ∈ZN q
λ2/2/η(τ)N of the holomorphic sector, and the fact that a single Verma module
with h > 0 has partition function qh/η(τ), we can read off the generating function for








where pk(n) is the k-coloured partition counting function. If the coefficient of qn in
the above series is an, then for each n ≥ 0 there are a2n Ishibashi states, each with
an undetermined coefficient in the boundary state.2 The partition numbers pk(n) grow
rapidly with n if k ≥ 1: schematically, as fast as e
√
n. This means that for any number
N ≥ 2 of Dirac fermions, there is an exponential explosion in the amount of unknown
data to be determined. This is the reason the standard boundary states programme
is unworkable in this case. The same issue is present more generally in any theory
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where the amount of symmetry imposed is less than the central charge, as expressed by
c > rk(G); we term this situation the ‘irrational case’. Progress has only been made in
the ‘quasi-rational’ case, meaning an irrational theory with c = rk(G), and the rational
case, meaning the theory is an RCFT.
These issues highlight our profound ignorance as to the landscape of boundary states
in the irrational case. Is the spectrum of g discrete, as in the quasi-rational case, or
continuous? Do boundary states form moduli spaces with dimension equal to the number
of symmetries they break, as in the quasi-rational case, or moduli spaces of much larger
dimension? Does the set of boundary states use up all available Ishibashi states, as in
the rational case, or only a subset? All these questions are related, and remain to be
answered.
A promising avenue appears to be the correspondence of boundary conditions with
gapped phases. Recall from Section 1.2 that in d ≥ 3 dimensions, the question of
symmetric mass generation is essentially solved; any theory can be symmetrically gapped
preserving any non-anomalous global symmetry. This allows boundaries to be defined
with the same property. In d=2 dimensions things are less clear. The only known
examples of symmetric mass generation are Haldane potentials [70], corresponding to
the chiral boundary states we have studied, and the marginally relevant current-current
interactions we reviewed in Section 1.2.2 that give rise to the Maldacena-Ludwig state
[20, 37], also of the form that we have studied. Interactions capable of gapping preserving
more interesting non-abelian symmetries are not known, but may be given by suitable
combinations of current-current terms and cosine potentials. If so, then the relation
of [36] allowing BCFT data to be extracted from the entanglement spectrum of these
gapped phases may be useful to get a handle on the corresponding boundary states.
The boundary conformal bootstrap may also prove useful, especially if it can be
combined with data gleaned from the previous approach. Technical obstacles in imple-
menting such a programme however include the fact boundary states always form large
moduli spaces corresponding to the breaking of SO(2N)L ×SO(2N)R symmetry, and the
existence of so-called Janik states [105], boundary states with pathological continuous
spectrum that appear to have no sensible correspondence with SPT phases. These states
must be ruled out of any search, but how to precisely characterise such states is unclear.
Finally we mention models in which interacting degrees of freedom on the boundary
are taken directly into account. Such models are as old as the ‘second’ fermion-monopole
2For the purposes of this illustration, we have ignored the fact that at h = 0, the partition function
qh/η(τ) decomposes further into irreducible Verma modules. This will make the count even larger.
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problem discussed in Chapter 1, for example the model of [18], which succeeds in
reproducing the dyon boundary state using a rotor degree of freedom. These models also
bear a tantalising similarity to the notion of a cMPS state introduced within the DMRG
community. It would be useful to understand the meaning of the Affleck-Ludwig central
charge g from these other points of view.

Bibliography
[1] P. Boyle Smith and D. Tong, Boundary States for Chiral Symmetries in Two
Dimensions, JHEP 09 (2020) 018 [1912.01602].
[2] P. Boyle Smith and D. Tong, Boundary RG Flows for Fermions and the Mod 2
Anomaly, SciPost Phys. 10 (2021) 010 [2005.11314].
[3] P. Boyle Smith and D. Tong, What Symmetries are Preserved by a Fermion
Boundary State?, 2006.07369.
[4] P. Boyle Smith, Boundary States and Anomalous Symmetries of Fermionic
Minimal Models, 2102.02203.
[5] G. ’t Hooft, Naturalness, chiral symmetry, and spontaneous chiral symmetry
breaking, NATO Sci. Ser. B 59 (1980) 135.
[6] A. Kapustin, Wilson-’t hooft operators in four-dimensional gauge theories
ands-duality, Physical Review D 74 (2006) .
[7] D. Gaiotto, A. Kapustin, N. Seiberg and B. Willett, Generalized global symmetries,
Journal of High Energy Physics 2015 (2015) .
[8] O. Aharony, N. Seiberg and Y. Tachikawa, Reading between the lines of
four-dimensional gauge theories, Journal of High Energy Physics 2013 (2013) .
[9] P. Boyle Smith, A. Karasik, N. Lohitsiri and D. Tong, On discrete anomalies in
chiral gauge theories, 2021.
[10] T.T. Wu and C.N. Yang, Dirac Monopole Without Strings: Monopole Harmonics,
Nucl. Phys. B 107 (1976) 365.
[11] Y. Kazama, C.N. Yang and A.S. Goldhaber, Scattering of a Dirac Particle with
Charge Ze by a Fixed Magnetic Monopole, Phys. Rev. D 15 (1977) 2287.
[12] C. Wang and T. Senthil, Boson topological insulators: A window into highly
entangled quantum phases, Physical Review B 87 (2013) .
[13] K. Jensen, E. Shaverin and A. Yarom, ’t Hooft anomalies and boundaries, Journal
of High Energy Physics 2018 (2018) .
[14] J. Maldacena, Comments on magnetic black holes, JHEP 04 (2021) 079
[2004.06084].
162 Bibliography
[15] C.G. Callan, Monopole catalysis of baryon decay, Nuclear Physics B 212 (1983)
391–400.
[16] V.A. Rubakov, Monopole Catalysis of Proton Decay, Rept. Prog. Phys. 51 (1988)
189.
[17] R. Jackiw and C. Rebbi, Solitons with Fermion Number 1/2, Phys. Rev. D 13
(1976) 3398.
[18] J. Polchinski, Monopole catalysis: The fermion-rotor system, Nuclear Physics B
242 (1984) 345–363.
[19] C. Callan, Jr., The Monopole Catalysis S-Matrix, in Workshop on Problems in
Unification and Supergravity, 1983, DOI.
[20] J.M. Maldacena and A.W. Ludwig, Majorana fermions, exact mapping between
quantum impurity fixed points with four bulk fermion species, and solution of the
“unitarity puzzle”, Nuclear Physics B 506 (1997) 565–588.
[21] I. Affleck and J. Sagi, Monopole-catalysed baryon decay: A boundary conformal
field theory approach, Nuclear Physics B 417 (1994) 374–402.
[22] C.G. Callan, Jr., Dyon-Fermion Dynamics, Phys. Rev. D 26 (1982) 2058.
[23] C.G. Callan, Jr., Disappearing Dyons, Phys. Rev. D 25 (1982) 2141.
[24] L. Fidkowski and A. Kitaev, Effects of interactions on the topological classification
of free fermion systems, Physical Review B 81 (2010) .
[25] Y. Tachikawa and K. Yonekura, Gauge interactions and topological phases of
matter, PTEP 2016 (2016) 093B07 [1604.06184].
[26] R. Kitano and R. Matsudo, Missing final state puzzle in the monopole-fermion
scattering, 2103.13639.
[27] Y. Kazama and A. Sen, On the Conservation of Electric Charge Around a
Monopole of Finite Size, Nucl. Phys. B 247 (1984) 190.
[28] C. Csaki, S. Hong, Y. Shirman, O. Telem, J. Terning and M. Waterbury,
Scattering Amplitudes for Monopoles: Pairwise Little Group and Pairwise Helicity,
2009.14213.
[29] C. Csáki, S. Hong, Y. Shirman, O. Telem and J. Terning, Multi-particle
Representations of the Poincaré Group, 2010.13794.
[30] J.L. Cardy, Boundary conditions, fusion rules and the Verlinde formula, Nuclear
Physics B 324 (1989) 581–596.
[31] J.L. Cardy and D.C. Lewellen, Bulk and boundary operators in conformal field
theory, Physics Letters B 259 (1991) 274–278.
[32] M.B. Green and M. Gutperle, Symmetry breaking at enhanced symmetry points,
Nuclear Physics B 460 (1996) 77–106.
Bibliography 163
[33] C. Bachas, I. Brunner and D. Roggenkamp, A worldsheet extension of O(d, d|Z),
Journal of High Energy Physics 2012 (2012) .
[34] A. Recknagel and V. Schomerus, Boundary deformation theory and moduli spaces
of D-branes, Nuclear Physics B 545 (1999) 233–282.
[35] A. Recknagel and V. Schomerus, Boundary Conformal Field Theory and the
Worldsheet Approach to D-Branes, Cambridge University Press (2009),
10.1017/cbo9780511806476.
[36] G.Y. Cho, K. Shiozaki, S. Ryu and A.W.W. Ludwig, Relationship between
symmetry protected topological phases and boundary conformal field theories via
the entanglement spectrum, Journal of Physics A: Mathematical and Theoretical
50 (2017) 304002.
[37] B. Han, A. Tiwari, C.-T. Hsieh and S. Ryu, Boundary conformal field theory and
symmetry-protected topological phases in 2+1 dimensions, Physical Review B 96
(2017) .
[38] J.L. Cardy, Boundary conformal field theory, hep-th/0411189.
[39] M.R. Gaberdiel, D-branes from conformal field theory, Fortsch. Phys. 50 (2002)
783 [hep-th/0201113].
[40] P. Di Francesco, P. Mathieu and D. Sénéchal, Conformal field theory, Graduate
Texts in Contemporary Physics (1997) .
[41] N. Ishibashi, The boundary and crosscap states in conformal field theories, Modern
Physics Letters A 04 (1989) 251–264.
[42] D.C. Lewellen, Sewing constraints for conformal field theories on surfaces with
boundaries, Nuclear Physics B 372 (1992) 654–682.
[43] J. Fuchs and C. Schweigert, A Classifying algebra for boundary conditions, Phys.
Lett. B 414 (1997) 251 [hep-th/9708141].
[44] R.E. Behrend, P.A. Pearce, V.B. Petkova and J.-B. Zuber, Boundary conditions in
rational conformal field theories, Nucl. Phys. B 570 (2000) 525 [hep-th/9908036].
[45] I. Runkel and G.M.T. Watts, Fermionic CFTs and classifying algebras, JHEP 06
(2020) 025 [2001.05055].
[46] J. Lou, C. Shen and L.-Y. Hung, Ishibashi states, topological orders with
boundaries and topological entanglement entropy. part I, Journal of High Energy
Physics 2019 (2019) .
[47] C. Shen, J. Lou and L.-Y. Hung, Ishibashi states, topological orders with
boundaries and topological entanglement entropy. Part II: Cutting through the
boundary, JHEP 11 (2019) 168 [1908.07700].
[48] E. Witten, Fermion Path Integrals And Topological Phases, Rev. Mod. Phys. 88
(2016) 035001 [1508.04715].
164 Bibliography
[49] A. Kapustin, Symmetry Protected Topological Phases, Anomalies, and Cobordisms:
Beyond Group Cohomology, 1403.1467.
[50] A. Kapustin, R. Thorngren, A. Turzillo and Z. Wang, Fermionic symmetry
protected topological phases and cobordisms, Journal of High Energy Physics 2015
(2015) 1–21.
[51] D.S. Freed and M.J. Hopkins, Reflection positivity and invertible topological phases,
2019.
[52] D. Tong, Comments on symmetric mass generation in 2d and 4d, 2021.
[53] C. Cordova and K. Ohmori, Anomaly obstructions to symmetry preserving gapped
phases, 2020.
[54] E. Witten, “Anomalies and Nonsupersymmetric D-Branes.” Talk at Stony Brook,
https://www.youtube.com/watch?v=SzzQ9jecuT4.
[55] A.Y. Kitaev, Unpaired Majorana fermions in quantum wires, Phys. Usp. 44 (2001)
131 [cond-mat/0010440].
[56] R. Thorngren, Anomalies and Bosonization, Commun. Math. Phys. 378 (2020)
1775 [1810.04414].
[57] D. Radičević, Chiral and Geometric Anomalies in Finite Systems, 1811.04906.
[58] A. Karch, D. Tong and C. Turner, A web of 2d dualities: Z2 gauge fields and Arf
invariants, SciPost Physics 7 (2019) .
[59] D. Tong and C. Turner, Notes on 8 majorana fermions, SciPost Physics Lecture
Notes (2020) .
[60] A. Cherman, T. Jacobson, Y. Tanizaki and M. Ünsal, Anomalies, a mod 2 index,
and dynamics of 2d adjoint QCD, SciPost Phys. 8 (2020) 072 [1908.09858].
[61] C. Córdova, K. Ohmori, S.-H. Shao and F. Yan, Decorated Z2 symmetry defects
and their time-reversal anomalies, Phys. Rev. D 102 (2020) 045019 [1910.14046].
[62] Y.-H. Lin and S.-H. Shao, Duality Defect of the Monster CFT, J. Phys. A 54
(2021) 065201 [1911.00042].
[63] C.-T. Hsieh, Y. Nakayama and Y. Tachikawa, Fermionic Minimal Models, Phys.
Rev. Lett. 126 (2021) 195701 [2002.12283].
[64] D. Gaiotto, J.H. Lee and J. Wu, Integrable Kondo problems, JHEP 04 (2021) 268
[2003.06694].
[65] J.A. Harvey and G.W. Moore, Moonshine, superconformal symmetry, and
quantum error correction, JHEP 05 (2020) 146 [2003.13700].
[66] N. Benjamin and Y.-H. Lin, Lessons from the Ramond sector, SciPost Phys. 9
(2020) 065 [2005.02394].
Bibliography 165
[67] D. Friedan, “The space of conformal boundary conditions for the c = 1 Gaussian
model.” http://www.physics.rutgers.edu/pages/friedan.
[68] M.R. Gaberdiel and A. Recknagel, Conformal boundary states for free bosons and
fermions, Journal of High Energy Physics 2001 (2001) 016–016.
[69] I. Affleck and A.W.W. Ludwig, Universal noninteger “ground-state degeneracy” in
critical quantum systems, Physical Review Letters 67 (1991) 161–164.
[70] F.D.M. Haldane, Stability of chiral Luttinger liquids and abelian quantum Hall
states, Physical Review Letters 74 (1995) 2090–2093.
[71] A. Kapustin and N. Saulina, Topological boundary conditions in abelian
Chern-Simons theory, Nuclear Physics B 845 (2011) 393–435.
[72] J.C. Wang and X.-G. Wen, Boundary degeneracy of topological order, Physical
Review B 91 (2015) .
[73] M. Levin, Protected edge modes without symmetry, Physical Review X 3 (2013) .
[74] M. Gaberdiel, A. Recknagel and G. Watts, The conformal boundary states for
SU(2) at level 1, Nuclear Physics B 626 (2002) 344–362.
[75] A. Kapustin, Ground-state degeneracy for abelian anyons in the presence of gapped
boundaries, Physical Review B 89 (2014) .
[76] H. Liebeck and A. Osborne, The generation of all rational orthogonal matrices,
The American Mathematical Monthly 98 (1991) 131–133.
[77] J. von Delft and H. Schoeller, Bosonization for beginners: Refermionization for
experts, Annalen Phys. 7 (1998) 225 [cond-mat/9805275].
[78] D. Friedan and A. Konechny, Boundary entropy of one-dimensional quantum
systems at low temperature, Physical Review Letters 93 (2004) .
[79] H. Casini, I.S. Landea and G. Torroba, The g-theorem and quantum information
theory, Journal of High Energy Physics 2016 (2016) .
[80] G.Z. Tóth, A study of truncation effects in boundary flows of the Ising model on a
strip, Journal of Statistical Mechanics: Theory and Experiment 2007 (2007)
P04005–P04005.
[81] C. Bachas, I. Brunner and D. Roggenkamp, Fusion of critical defect lines in the 2d
Ising model, Journal of Statistical Mechanics: Theory and Experiment 2013 (2013)
P08008.
[82] C. Bachas and I. Brunner, Fusion of conformal interfaces, Journal of High Energy
Physics 2008 (2008) 085–085.
[83] M. Baake, Solution of the coincidence problem in dimensions d ≤ 4, The
Mathematics of Long-Range Aperiodic Order (1997) 9–44.
166 Bibliography
[84] S. Ryu and S.-C. Zhang, Interacting topological phases and modular invariance,
Phys. Rev. B 85 (2012) 245132 [1202.4484].
[85] X.-L. Qi, A new class of (2+1)-dimensional topological superconductors with Z
topological classification, New J. Phys. 15 (2013) 065002 [1202.3983].
[86] H. Yao and S. Ryu, Interaction effect on topological classification of
superconductors in two dimensions, Phys. Rev. B 88 (2013) 064507 [1202.5805].
[87] J. Wang and X.-G. Wen, Non-Perturbative Regularization of 1 + 1D Anomaly-Free
Chiral Fermions and Bosons: On the equivalence of anomaly matching conditions
and boundary gapping rules, 1307.7480.
[88] M.J.C. Loquias and P. Zeiner, Coincidence indices of sublattices and coincidences
of colorings, Zeitschrift für Kristallographie-Crystalline Materials 230 (2015) 749.
[89] “OEIS foundation inc. (2021), the on-line encyclopedia of integer sequences.”
https://oeis.org/A031360.
[90] V.B. Petkova, Two-dimensional (Half) Integer Spin Conformal Theories With
Central Charge C < 1, Int. J. Mod. Phys. A 3 (1988) 2945.
[91] P. Furlan, A.C. Ganchev and V.B. Petkova, Fusion Matrices and C < 1
(Quasi)local Conformal Theories, Int. J. Mod. Phys. A 5 (1990) 2721.
[92] J. Kulp, Two More Fermionic Minimal Models, 2003.04278.
[93] M. Cheng and D.J. Williamson, Relative Anomaly in (1+1)d Rational Conformal
Field Theory, Phys. Rev. Res. 2 (2020) 043044 [2002.02984].
[94] D. Delmastro, D. Gaiotto and J. Gomis, Global Anomalies on the Hilbert Space,
2101.02218.
[95] J. Davighi and N. Lohitsiri, The algebra of anomaly interplay, 2011.10102.
[96] P. Ruelle and O. Verhoeven, Discrete symmetries of unitary minimal conformal
theories, Nucl. Phys. B 535 (1998) 650 [hep-th/9803129].
[97] I. Affleck, Conformal field theory approach to the Kondo effect, Acta Phys. Polon.
B 26 (1995) 1869 [cond-mat/9512099].
[98] E.P. Verlinde, Fusion Rules and Modular Transformations in 2D Conformal Field
Theory, Nucl. Phys. B 300 (1988) 360.
[99] Y.-H. Lin and S.-H. Shao, ZN Symmetries, Anomalies, and the Modular Bootstrap,
2101.08343.
[100] A. Coste and T. Gannon, Remarks on Galois symmetry in rational conformal field
theories, Phys. Lett. B 323 (1994) 316.
[101] D. Gaiotto and A. Kapustin, Spin TQFTs and fermionic phases of matter, Int. J.
Mod. Phys. A 31 (2016) 1645044 [1505.05856].
Bibliography 167
[102] L. Bhardwaj, D. Gaiotto and A. Kapustin, State sum constructions of spin-TFTs
and string net constructions of fermionic phases of matter, JHEP 04 (2017) 096
[1605.01640].
[103] D. Gaiotto and J. Kulp, Orbifold groupoids, 2008.05960.
[104] N. Aoki, Simple factors of the Jacobian of a Fermat curve and the Picard number
of a product of Fermat curves, American Journal of Mathematics 113 (1991) 779.
[105] R.A. Janik, Exceptional boundary states at c = 1, Nuclear Physics B 618 (2001)
675–688.
