Abstract. We prove the finiteness of formal analogues of the spherical function (Spherical Finiteness), the c-function (Gindikin-Karpelevich Finiteness), and obtain a formal analogue of Harish-Chandra's limit (Approximation Theorem) relating spherical and cfunction in the setting of p-adic Kac-Moody groups. The finiteness theorems imply that the formal analogue of the Gindikin-Karpelevich integral is well defined in local KacMoody settings. These results extend the Braverman-Garland-Kazhdan-Patnaik's affine Gindikin-Karpelevich finiteness theorems from [5] and provide an algebraic analogue of the geometrical results of Gaussent-Rousseau [15] and Hébert [19] .
1. Introduction 1.1. In [18] , Harish-Chandra associates a certain spherical function to a connected, semisimple Lie group G with finite center. To describe this function, let g := Lie(G) and K be a maximal compact subgroup of G, and θ : g g the corresponding Cartan involution, which has eigenvalues ±1. Letting k = {X ∈ g | θ(X) = X} and p = {X ∈ g | θ(X) = −X}, we have a Cartan decomposition g = k ⊕ p. Pick a ⊂ p a maximal, abelian subalgebra and let A be the corresponding Lie subgroup of G; writing exp for the exponential map, we have exp(a) = A. Under the adjoint action, the elements of a are (jointly) diagonalizable and the non-zero eigenvalues are given by the roots of g. Pick a set of positive roots, and let n + denote the sum of the corresponding eigenspaces; it is a nilpotent subalgebra. Let U + be the corresponding Lie subgroup of G. The Iwasawa decomposition then states that
that is, each g ∈ G can be written uniquely as g = kau = k exp(h)u for k ∈ K,u ∈ U + , and a = exp(h), h ∈ a. Let a * C be the dual of the complexification a C := C ⊗ R a. Let ∆ 0 ⊂ a * C be the set of roots, ∆ 0,+ be the set of positive roots and Π 0 be set of simple roots. Let A + ⊂ A be the cone of dominant elements of A. Next, suppose v : a − C is a function. Associated with this function, we define a character φ v : G − C * as φ v (g) = e v,h , where g ∈ G has the Iwasawa decomposition g = k exp(h)u for some k ∈ K, u ∈ U + and exp(h) ∈ A with h ∈ a. Let ρ = 1 2 α∈∆ 0,+ α. A spherical function on G associated with v can be defined by the following integral (see corollary on page 61 in [18] ) 2) where dk is the normalized Haar measure on K. Let U − be the unipotent group opposite to U + . In Theorem 4 of op. cit. the asymptotic behaviour of the spherical function f v was studied and Harish-Chandra showed Theorem 1.1.1. Let Re(iv) ∈ a * , then the limit c v := lim
φ v+ρ (a) exists and it is equal to
3)
where du − is the Haar measure on U − normalized such that U − φ −2ρ (u − )du − = 1 and a + ∞ means a is made increasingly dominant in the cone of dominant elements A + .
The function c v is known as the Harish-Chandra's c-function. The integral on the right hand side of (1.3) is called the Gindikin-Karpelevich integral so named after S. Gindikin and F. Karpelevic, who explicitly evaluated it in [16] . Following Bhanu Murthy's inductive method from [3] , a formula for the integral (1.3) in terms of a product of certain gamma functions was obtained, which is now known as the Gindikin-Karpelvich formula.
1.2.
There is also a non-archimedean analogue of the construction of the previous subsection studied by R. P. Langlands in his monograph "Euler Products" and I. G. Macdonald's notes "Spherical Functions on a Group of p-Adic Type". To describe it, let K be a nonarchimedean local field with ring of the integers O. Pick π a uniformizing element and k = O/πO be the finite residue field of cardinality q. Suppose G = G(K) is a split, simplyconnected Chevalley group over K. We denote the integral subgroup G(O) by K; this group is a non-archimedean analogue of maximal compact subgroup. Let H be a Cartan subgroup and H O = H ∩ K. The quotient group A := H/H O can be identified with the coweight lattice Λ ∨ (which is equal to the coroot lattice Q ∨ since G is simply-connected) via the map µ ∨ π µ ∨ . The Iwasawa decomposition in this context states that G = ∪ µ ∨ ∈Λ ∨ Kπ µ ∨ U + , that is, every g ∈ G can be written as g = kπ µ ∨ u with µ ∨ uniquely determined by g (note that k ∈ K and u ∈ U + are not uniquely determined). For a map v : A − C * we can define a function φ v : G − C * as φ v (g) = q v,µ ∨ , if g ∈ G has Iwasawa decomposition as above g ∈ Kπ µ ∨ U + , µ ∨ ∈ Λ ∨ . The spherical function on G can be defined as in (1.2) f v (g) = K φ v+ρ (gk)dk, (1.4) where dk is the normalized Haar measure on K so that K dk = 1. In an analogy with the archimedean case, by taking the limit λ ∨ ∞ in the dominant cone, the integral on the right hand side of (1.4) over K can be shifted to an integral over U − , that is c v := lim 5) where du − is an appropriately normalized Haar measure on U − . Following the same inductive method of Gindikin and Karpelevich, Macdonald in [26, P. 77] found the following formula for the above integral. 6) where ∆ ∨ 0,+ is the set of positive coroots.
1.3. Since Haar measures do not exist in general Kac-Moody groups over non-archimedean local fields, we need an algebraic formulation for the constructions given in the Subsection 1.2. Using the properties of f v , Cartan and Iwasawa decompositions, one obtains the following formal version (i.e. valued in C[Λ ∨ ] rather than C) of the integral (1.4)
such that the value of function
Similarly, a formal version of the Gindikin-Karpelevich integral (1.5) is written as:
Let us immediately notice the following "homogenity" property of the sum G λ ∨ , which shows that it suffices to obtain a formula for G 0 .
The sum S λ ∨ is connected with the Satake map,
where the notation is as follows: H is the space of complex valued, compactly supported K-bi-invariant functions on G with basis consisting of the characteristic functions
For λ ∨ ∈ Λ ∨ + , the Satake map S sends h λ ∨ to S λ ∨ . In [26] , I. G. Macdonald determined an explicit formula for 10) where
and W λ ∨ (q −1 ) = σ∈W λ ∨ q − (σ) is the Poincare polynomial of the stabilizer W λ ∨ ⊂ W of λ ∨ , where : W − Z denotes the length function on W . The formal analogue of the limit (1.5) can be stated as:
For finite dimensional groups, a proof of this result can be found in [2, Proposition 3.6 (ii)]. By using Lemma 1.3.1 and Theorem 1.3.2, G 0 can be expressed as 12) where λ ∨ + ∞ indicates that the regular dominant coweight λ ∨ is approaching to infinity while remaining within the regular dominant cone. By using the expression (1.10), one can compute the limit on the right hand side of (1.12) to obtain
This strategy to compute the Gindikin-Karpelevich formula is stated and generalized for affine Kac-Moody groups in [5] .
1.4. Suppose, now G is a general Kac-Moody group over a non-archimedean local field K. To consider G λ ∨ and S λ ∨ associated with G and compute a formula for G λ ∨ , the first challenge is to show that these sums are well defined when G is not of finite type, and an infinite dimensional version of Theorem 1.3.2 holds.
For G λ ∨ , one needs to prove the following,
For S λ ∨ , one needs to prove
For (untwisted) affine Kac-Moody groups, Braverman et. al. obtain Theorems 1.3.2, 1.4.1 and 1.4.2. Note that their proofs for the second part of the Spherical and GindikinKarpelevich Finiteness (the inequalities µ ∨ ≤ λ ∨ ) extend to general Kac-Moody groups without any change. So, we do not prove this part here in this paper.
The first part of the (untwisted) affine Gindikin-Karplevich Finiteness was proven for λ ∨ = 0 by showing that:
w , where for each w ∈ W , V − w is a certain subset of U − defined in Section 3 of [5] . [17, 20] implies that there are finitely many w which appear in the above union. (c) By using the completions, it is then proved that for each such w, K\Kπ µ ∨ U + ∩KV − w is finite.
Next, the Gindikin-Karpelevich finiteness is used to get the Approximation Theorem as well as Spherical Finiteness. Finally, by combining these results with an affine generalization of the Macdonald's formula for S λ ∨ from [6] , the following affine version of the GindikinKarpelvich formula is obtained 14) where m(α ∨ ) is the multiplicity of the coroot α ∨ and m is a W -invariant factor which depends on the Langlands-dual root system of given affine Lie algebra. Recently, for general Kac-Moody settings the factor m was studied and various properties were listed by D. Muthiah, A. Puskás and I. Whitehead in [29] .
1.5. As stated in previous subsection, our key objective in this paper is to obtain the proofs of Theorems 1. Next, we turn to Theorem 1.4.1. For the first part of the assertion, our method of proof restricts us to put a further condition on λ ∨ . Namely, we first prove Theorem 1.5.1 (Weak Spherical Finiteness). Let µ ∨ ∈ Λ ∨ . For λ ∨ ∈ Λ ∨ + regular and sufficiently dominant, the set K\Kπ
This theorem is proven by getting the finiteness at the Iwahori level. The Iwahori level questions are indexed by the Weyl group W . So, first we show that there are finitely many elements of the Weyl group which contribute (Section 5), each indexing an Iwahori piece of our sum. In Section 6, we introduce a certain integral and show that it satisfies a recursion relation in terms of certain Demazure-Lusztig operators. Our objective in so doing is to obtain the finiteness of the Iwahori piece. In Section 7, we establish a relation between an Iwahori piece and a level set of the integral which allows us to complete the proof of the Weak Spherical Finiteness.
In Section 8, we discuss the applications of the results proven in the previous subsection. First, we apply the Approximation Theorem and the Weak Spherical Finiteness to show that if µ ∨ ∈ Q ∨ − is very small as compared to λ ∨ = 0, then K\Kπ µ ∨ U + ∩ KU − is finite and this together with Lemma 1.3.1 imply the Gindikin-Karplevich Finiteness. Then, as in the affine case, we use the Gindikin-Karplevich Finiteness to get the proof of the Spherical Finiteness.
1.6. These finiteness theorems for general Kac-Moody settings have also appeared in some other publications. Hébert has obtained the proof of Theorem 1.4.2 for general Kac-Moody settings. Theorem 1.4.1 (for λ = 0) is shown to be true by S. Gaussent and G. Rousseau in [15] . Both of these proofs involve the techniques based on the use of geometric objects known as masures, introduced by Gaussent and Rousseau in [14] . These are an analogue of the Bruhat-Tits buildings for groups over local fields. On the other hand, our strategy for proving the assertions of these theorems is elementary, algebraic in nature and relies on the use of the representation theory. It would be interesting to compare these two techniques in more detail.
As in [22] , suppose (h, Π, Π ∨ ) is a realization of GCM A, that is, h is a complex vector space of finite dimension; Π ∨ = {α ∨ i } i∈I ⊂ h, Π = {α i } i∈I ⊂ h * are two linearly independent sets, such that for all i, j ∈ I, α j (α ∨ i ) = a ij ; and, dim(h) = 2l − rank(A). The elements of Π are called simple roots and those of Π ∨ are known as simple coroots. A realization (h, Π, Π ∨ ) is said to be a decomposable realization 
if there exists an isomorphism φ ∈ Hom C (h, h ), such that φ(Π ∨ ) = Π ∨ and φ * (Π) = Π , where φ * is the induced isomorphism of the dual spaces of h and h . Furthermore, this isomorphism is unique if det(A) = 0.
Presentation of Kac-Moody Algebras.
A GCM of finite type, up to equivalence, corresponds to a unique finite dimensional complex semisimple Lie algebra g up to isomorphism. In [12] , Chevalley showed that a finite dimensional complex semisimple Lie algebra admits an abstract presentation as a set of generators satisfying relations in terms of entries of a Cartan matrix. Later, Serre in [31] proved that these relations are the defining relations of g. Insprired by this, Victor G. Kac [21] and R. Moody [28] independently introduced a new class of Lie algebras by giving a finite presentation in terms of entries of a GCM A. These Lie algebras are infinite dimensional generalizations of finite dimensional complex semisimple Lie algebras.
To describe these Lie algebras, let A = (a ij ) i,j∈I be a GCM and (h, Π, Π ∨ ) the associated realization. We define g as the Lie algebra generated by h and the 2n generators {e i , f i } i∈I subject to the following relations:
(−a ij +1) (e j ) = 0 and ad f i (−a ij +1) (f j ) = 0, where ad is the adjoint representation of g.
The Lie algebra g is known as a Kac-Moody algebra. The subalgebra h is called Cartan subalgebra and {e i , f i } i∈I are known as the Chevalley generators of g. Let n + and n − be the subalgebras generated by {e i } i∈I and {f i } i∈I , respectively. Then g has a vector subspace decomposition
This decomposition is known as the triangular decomposition of g.
A Kac-Moody algebra g falls in one of the three categories finite, affine or indefinite, according to the type of GCM A (cf. Subsection 2.1). A finite type Kac-Moody algebra is a complex semisimple Lie algebra. There are four infinite families of complex semisimple Lie algebras A n , n ≥ 1; B n , n ≥ 2; C n , n ≥ 3; D n , n ≥ 4. These four families are known as classical Lie algebras. In addition to the classical Lie algebras there are five socalled exceptional Lie algebras Lie algebras, G 2 , F 4 , E 6 , E 7 and E 8 . An affine Kac-Moody algebra is an extensions of loop algebra of finite dimensional semisimple Lie algebra. So, once the classification in finite dimension is known, the classification of affine Kac-Moody algebras becomes possible. These Lie algebras are described with the symbol X r with X = A n , B n , C n , D n , E 6 , E 7 , E 8 , F 4 and G 2 , and r = 1, 2, 3. When r = 1, the corresponding Lie algebras are called the untwisted affine Lie algebras. When r = 2, 3, the corresponding Lie algebras are called the twisted affine Lie algebras. The Kac-Moody algebras of indefinite type are the least understood and the classification of the corresponding root systems has not yet been achieved. However, a subclass known as the hyperbolic Kac-Moody algebras is well known. These correspond to the GCMs A such that every proper, indecomposable principal submatrix of A is either of finite or affine type. In this case, we have det(A) < 0. These Lie algebras and the related data have been studied in the literature, for example, see [7, 8, 10, 24, 36] .
2.3. Roots and Weyl Group. Let Q = ⊕ i∈I Zα i and Q ∨ = ⊕ i∈I Zα ∨ i be the root and coroot lattice, respectively. The Lie algebra g admits another decomposition g = ⊕ α∈Q g α under the adjoint action of h where
This is known as the root space decomposition. If α = 0 and g α = 0, the subspace g α is known as the root space of α; its dimension m(α) is called the multiplicity of α; and, α is called a root. We denote the set of roots by ∆. Every root can be written as an integral combination of the simple roots, with the coefficients, either all positive or all negative integers; a root is called positive or negative, accordingly. We denote the set of positive roots by ∆ + , the set of negative roots by ∆ − one has a disjoint union,
In the study of finite dimensional complex semisimple Lie algebras, a symmetric, nondegenerate and invariant bilinear form known as the Killing form plays a significant role. An analogue of the Killing form in the general setting can be defined if the GCM A is symmetrizable. That is, A = DB, where D is a non-singular diagonal matrix and B is a symmetric matrix. Restriction of this bilinear form to h is also nondegenerate; therefore it induces an isomorphism between h and h * . The natural pairing between h and h * is denoted by
The space h * can be equipped with a partial order ≤ defined as: µ ≤ λ if and only if λ − µ ∈ Q + , for all λ, µ ∈ h * . Similarly, we can define a partial order on h, which we denote by the same symbol ≤, by setting Q ∨ + = ⊕ i∈I Z ≥0 α ∨ i and imposing the same defining condition as above.
and Λ ∨ = Hom Z (Λ, Z) be the weight and coweight lattice, respectively. We denote by Λ + the set of dominant weights and Λ reg the set of regular weights. Similarly we define the sets Λ ∨ + and Λ ∨ reg . For i ∈ I, let us define a map w i = w α i on h * by setting
for all λ ∈ h * . This map is a reflection in the hyperplane
The reflection w i is called a simple root reflection or the Weyl reflection and the group W ⊂ Aut(h * ) generated by the simple root reflections w i for all i ∈ I, is called the Weyl group. The Weyl group also acts on h via the following formula,
for all λ ∨ ∈ h. If the Kac-Moody algebra g is of affine or indefinite type, the set ∆ of roots admits another partition
where ∆ re = W Π and ∆ im = ∆ − ∆ re . The elements of ∆ re are called real roots and those of ∆ im are known as the imaginary roots. The transpose of GCM A corresponds to the realization (h * , Π ∨ , Π) and a dual root system ∆ ∨ ⊂ h, which is called the set of coroots. This set also admits the disjoint decompositions
and there is a bijection α α ∨ between ∆ and ∆ ∨ .
2.4. Highest Weight Representation. Let g be a Kac-Moody algebra, U = U(g) be the universal enveloping algebra of g. The triangular decomposition (2.1) of g yields the triangular decomposition
of U. For λ ∈ Λ + , a g representation V = V λ over C is a highest weight representation with the highest weight λ ∈ h * and a highest weight vector v λ if:
Moreover, if (iv) for all i ∈ I, e i and f i act as locally nilpotent operators on V , that is, for each v ∈ V there exist integers M and N such that e M i v = f N i v = 0, then the space V is said to be an integrable highest weight representation.
The space V has a weight space decomposition
where
Let us denote by P λ the set of weights of V .
denotes the projection map. Unless otherwise specified, throughout this paper our highest weight representation shall be integrable.
The set of weights P λ inherits the partial order from h * and each µ ∈ P λ satisfies µ ≤ λ which implies λ − µ = i∈I n i α i with n i ∈ Z ≥0 for all i ∈ I. For µ ∈ P λ , we define the depth of µ as depth(µ) = i∈I n i . Let V O the integral lattice in V . For v ∈ V , set Ord(v) = min n∈Z π n v ∈ V O and define a norm on V as
for all v ∈ V . An element v ∈ V is said to be primitive if ||v|| = 1; we will always choose the highest weight vector v λ to be a primitive element. We end this section with the following lemma which can be verified easily.
Lemma 2.4.1. If v, w ∈ V belong to different weight spaces then ||v + w|| ≥ ||v||.
Kac-Moody Groups
Let g be complex Kac-Moody algebra of finite type, that is, g is a finite dimensional complex semisimple Lie algebra. By using the Z-form of g, Chevalley in [13] found a uniform procedure to associate an algebraic group G with g over an arbitrary field K, which is semisimple if K is algebraically closed. These groups are known as the Chevalley groups. A detailed exposition and complete construction of the Chevalley groups can be found in R. Steinberg's lecture notes [32] .
In the general setting, the association of a group with a Kac-Moody algebra corresponding to a GCM of affine or indefinite type is a complex problem. There are three constructions of Kac-Moody groups which can be found in the literature. For this paper, we choose the KacMoody groups constructed by L. Carbone and H. Garland but our results are independent of this choice.
3.1. Carbone-Garland Construction. Steinberg's construction of Chevalley groups is a natural candidate for an infinite dimensional generalization. Carbone and Garland extended this construction to Kac-Moody root systems over arbitrary fields in [9] . Recently this construction has been generalized to define Kac-Moody groups over Z and arbitrary rings by Carbone et al. in [1, 11] .
3.1.1. Z-Forms: Pathway to Arbitrary Fields. We retain the notation of Kac-Moody algebra g and the related data from Section 2. Let U, U(n + ) and U(n − ) be the universal enveloping algebras of g, n + and n − , respectively. Let S(h) be the symmetric algebra of h, Tits in [34] asserts that the canonical map
is a bijection. Next, we introduce some notions on an associative algebra A over C which will be used later.
Definition 3.1.2. For a ∈ A and n ∈ Z ≥0 , we define the following elements of A,
Let us denote by t and t ∨ the linear span of α i and α ∨ i for i ∈ I, respectively. For i ∈ I and n ∈ Z ≥0 , U i,+ (resp. U i,− ) be the subring n Ze
) be a subring of U(n + ) (resp. of U(n − )) generated by U i,+ (resp. U i,− ) for all i ∈ I. Then U Z,+ and U Z,− are the Z-subalgebras of U(n + ) and U(n − ), respectively [33, p.556] . Let U Z,0 be the Z-subalgebra of the universal enveloping algebra S(h) generated by λ n (λ ∈ t ∨ ) and U Z be the Z-subalgebra of the universal enveloping algebra U generated by U i,+ , U i,− and λ n for i ∈ I, n ∈ Z ≥0 and λ ∈ t ∨ . We state the following result from [27, p.106] and [35] without giving its proof.
Proposition 3.1.3. We have the following (i) U Z,+ , U Z,− and U Z,0 are the Z-forms of U(n + ), U(n − ) and S(h), respectively.
(ii) U Z is the Z-form of U.
(iii) The product map
is an isomorphism of Z-modules.
The Z-forms of U and its subalgebras will be used to define the Kac-Moody algebra g K over an arbitrary field K.
The following proposition on page 78 of [27] implies that g Z is Z-form of g. Proposition 3.1.4. The sum map
For a field K, set
Then g K is a Kac-Moody algebra over K and it admits the root spaces decomposition
where for each α ∈ ∆, g α,K = (g α ∩ g Z ) ⊗ K. Let V = V λ be an integrable highest weight representation with the highest weight λ and the highest weight vector v λ . As in the finite dimensional case [32] , a Z-lattice V Z is constructed by setting V Z = U Z v λ . The following lemma gives a more concrete description of the lattice V Z . Lemma 3.1.5. We have
Corollary 3.1.6. The space V Z is a Z-form and an admissible lattice of V , that is, for i ∈ I and for some n ≥ 0
For each weight µ of V and the corresponding weight space V µ , we set
Since e i and f i act as locally nilpotent operators, χ ±α i (t) are well defined automorphisms of V K . The minimal Kac-Moody group G(K) of Carbone and Garland is the subgroup of Aut(V K ) generated by the elements χ ±α i (t) with t ∈ K and i ∈ I [9, Section 5]. Similar to the Chevalley groups [32, Lemma 27], the group constructed above depends on the integrable highest weight representation V and the choice of an admissible lattice in V .
Tits Axioms and BN -Pairs.
In what follows, we shall consider Carbone-Garland's Kac-Moody group G(K) over a field K and denote it by G, by dropping K from our notation. For i ∈ I and t ∈ K * , set
Let H be the subgroup generated by the elements h i (t) for all i ∈ I and t ∈ K * . Let α ∈ ∆ re then α = wα i form some w ∈ W and simple root α i , i ∈ I. For t ∈ K, we set
One can check that for t ∈ K, we have χ α (t) ∈ Aut(V K ). Associated with α ∈ ∆ re , a root group is defined as, U α = {χ α (t) | t ∈ K}. Continuing with α ∈ ∆ re ± , let B ± α be the group generated by H and U α ; G α be the group generated by B ± α ; and B ± be the group generated by B α for all α ∈ ∆ re ± . The following properties of these subgroups can be verified easily.
Let N be the subgroup generated by H andw i for all i ∈ I. For a proof of the next result, we refer readers to [33, Section 5] . 
Subgroups and Decompositions.
Recall the notation on non-archimedean local field K from Subsection 1.2. From now on, we consider Carbone-Garland Kac-Moody group G = G(K) over K. The group G has an integral subgroup which is defined as
The group K is an analogue of maximal compact subgroup from the finite dimensional theory. There is a pair of unipotent subgroups
Let U ± O = U ± ∩K and H O = H ∩K be the integral subgroups. The weight lattice Λ ∨ can be identified with H = H/H O via the map λ ∨ π λ ∨ , and G has an Iwasawa decomposition
with respect to U + and
with respect to U − . Let G(k) be the Kac-Moody group over the finite residue field k and : K − G(k) be the reduction mod π map. Set
and U ± π := U ± ∩ G π . The group K has a pair of subgroups defined as
These groups are known as the Iwahori subgroups and admit the following direct product decompositions,
which are known as the Iwahori-Matsumoto decompositions. The group K admits the following decompositions
For w ∈ W , we define the following two subsets of the set of roots ∆.
Similarly, we define the subsets S ±,∨ w ⊂ ∆ ∨ . By using S ± w , we introduce finitely generated subgroups
3.3. Some Representation Theoretic Results. For i ∈ I, let ω i ∈ h * be a fundamental weight defined by ω i (α ∨ j ) = δ ij for all i, j ∈ I and ω i = 0 outside Q ∨ ⊗ Z C (where δ ij is the Kronecker delta) and suppose
Let V ρ be the highest highest weight representation with the highest weight ρ and a fixed highest weight vector v ρ . Let w ∈ W and F m be the canonical filtration on the universal enveloping algebra of U(n + ). The following lemma from [4, Section 18] relates the weight vectors v ρ and v wρ := wv ρ in V ρ , Lemma 3.3.1 (Joseph's Lemma). Suppose v ρ ∈ F m (U(n + ))v wρ . Then we must have (w) < 2m, where (w) denotes the length of w.
A useful consequence of the above lemma is the following corollary from [5, P. 51] which is proven for affine case originally, but also holds true in general Kac-Moody settings.
Approximation Theorem
In this section we shall prove Theorem 1.3.2. This theorem establishes a link between the image S λ ∨ of the Satake isomorphism and the Gindikin-Karpelevich sum G λ ∨ when λ ∨ is very large.
4.1.
Proof of Main Theorem. Let ρ ∈ Λ be the element as defined in (3.19) . Throughout this section we fix our highest weight module V ρ with highest weight ρ and equipped with the norm ||.|| given in (2.10). We also fix a primitive highest weight vector v ρ in V ρ , that is, ||v ρ || = 1. Let P ρ be the set of weights V ρ and for ν ∈ P ρ , η ν be the projection map (2.9). First, we prove the following lemma which will be used to prove the statement of the theorem.
Lemma 4.1.1. Let µ ∨ be fixed and λ ∨ ∈ Λ + be regular. There exists a finite subset
1)
and
O and hence there is nothing to prove. Let U − (λ ∨ , µ ∨ ) be the set of elements u − ∈ U − \ U − O which satisfy (4.1), and set
It suffices to show that Σ is a finite set. Let
for some k ∈ K and u + ∈ U + . We apply both sides of (4.2) to the highest weight vector v ρ . The action of the left hand side of (4.2), Lemma 2.4.1 and the fact
The right hand side of (4.2) acts as,
So, (4.3) and (4.4) imply q − ρ−γ,λ ∨ < q − ρ,λ ∨ −µ ∨ . Which shows q γ,λ ∨ < q ρ,µ ∨ and hence γ, λ ∨ < ρ, µ ∨ . Consequently,
Since µ ∨ is fixed, and λ ∨ is dominant and regular, α i , λ ∨ are fixed positive numbers for 1 ≤ i ≤ l, the bound ρ, µ ∨ in (4.5) on the coefficients k i appearing in the simple root decomposition of γ implies that we have only finitely many choices for γ ∈ Q + . Therefore, the set Σ ⊂ Q ∨ is finite and this completes the proof. Now, we give the proof of the Approximation Theorem.
Proof of Theorem 1.3.2. To prove the assertion of the theorem, we show that for µ ∨ ∈ Q ∨ + and λ ∨ sufficiently dominant the following set theoretic inclusions hold
The first containment follows exactly as it does in affine case [5, Subsection 6.3], we only sketch its (slightly modified) proof here. First, note that if λ ∨ is dominant then
Thus, it suffices to show that for µ ∨ ∈ Q ∨ + and λ ∨ as above
For this, let k 1 ∈ K be such that
and suppose k 1 ∈ I + wI + for some w ∈ W . For any w ∈ W , U − π wI + ⊆ wI + . Then by using this fact and (4.8), we have
So, (4.10) and (4.11) imply that for
Thus, by taking (
Next, we choose λ ∨ ∈ Λ ∨ sufficiently dominant such that if σ ∈ W , σ = 1 and σλ ∨ = λ ∨ −β ∨ for some β ∨ ∈ Q + , then
(4.14)
If w = 1, by letting the both sides of (4.13) act on the highest weight vector v ρ , we compute
This implies ρ, λ ∨ − µ ∨ ≤ ρ, w −1 λ ∨ and this results in a contradiction of the inequality (4.14).
For the containment (4.7), let u − ∈ U − be such that
Moreover, as in the proof of the above lemma, if we write ν = ρ − γ for some γ ∈ Q + , we get q γ,λ ∨ ≤ q ρ,µ ∨ . Thus by choosing λ ∨ sufficiently dominant corresponding to the finitely many elements in Ξ, we can arrange 16) leading us to a contradiction.
Iwahori Refinement.
The following proposition is an Iwahori analogue of the Approximation Theorem.
Proposition 4.2.1. Let w ∈ W and µ ∨ ∈ Λ ∨ be fixed. Then for all sufficiently dominant λ ∨ = λ ∨ (µ ∨ , w) (that is, sufficiently dominant depending on µ ∨ and w), we have
Proof. One inclusion is straightforward. So, we prove the other
For this, let v − ∈ U − be such that π λ ∨ v − ∈ I − wπ λ ∨ −µ ∨ U + . Then using the Iwahori-
Hence, for the containment (4.17), it suffices to show that:
To prove (P1), let u − ∈ U − be such that 18) for some u + w ∈ U + w,π and u + ∈ U + . We apply both sides of (4.18) to the highest weight vector v ρ . The right hand side gives us,
Since u + w ∈ K, ||u + w || = 1 and hence ||u
On the other hand, the element on the left hand side of (4.18) acts as
If u − ∈ U − O , then there exists at least one weight ξ := ρ − γ ∈ P ρ , with γ ∈ Q + such that the corresponding weight vector v ρ−γ on the right hand side of (4.20) is not integral, i.e.
So, (4.19) and (4.21) imply
Claim. There are finitely many γ ∈ Q + such that η ρ−γ (u − v ρ ) = 0 for all u − satisfying (4.18).
Proof. The subgroup U + w,π is generated by the finite number of root subgroups U α,π , α ∈ S + w −1 . So, for each element u + w ∈ U + w,π , when u + w w acts on the highest weight vector v ρ , there are a finite number of choices of weights that can appear in the weight vector decomposition of u + w wv ρ . The same is true for u − appearing on the left hand side of (4.18). Hence our claim holds.
Thus, by choosing λ ∨ sufficiently dominant corresponding to these finitely many γ from the claim, we may arrange q ρ,µ ∨ < q γ,λ ∨ .
Thus our assumption u − ∈ U − O leads to a contradiction of (4.22) , and consequently the statement (P1) and the proposition follow.
Iwahori Level Decomposition
Now, we initiate the proof of the Theorem 1.5.
We begin by establishing a bijective correspondence between the coset space M (λ ∨ , µ ∨ ) and a disjoint union of so-called Iwahori pieces. This disjoint union is indexed by the Weyl group W and the main result of this section asserts that there are finitely many elements of W which contribute in this union.
5.1. Iwahori Pieces. Let Γ ≤ G, X be a right-Γ and Y be a left-Γ set. We need the following relation on the set X × Y from [6, Section 4].
Definition 5.1.1. Let (x, y), (x , y ) ∈ X × Y , (x, y) ∼ (x , y ) if and only if there exists some r ∈ Γ such that, x = xr and y = r −1 y.
One can check that ∼ is an equivalence relation. We denote by X × Γ Y , the quotient space
For λ ∨ ∈ Λ ∨ , we take X = U + K, Y = Kπ λ ∨ K, Γ = K and consider the following map induced by the multiplication
For w ∈ W and λ ∨ ∈ Λ ∨ , we take X = U + wI − , Y = I − π λ ∨ K, Γ = I − and consider also the following map induced by multiplication:
As in the affine case from [30, Section 4.4] , it can be shown that for µ ∨ ∈ Λ ∨ , the fiber m
is in bijective correspondence with M (λ ∨ , µ ∨ ). Also, the following lemma can be proven more generally along the same lines as those of [6, Lemma 7.3.3] , which again was written in the affine context. 
From now on, for w ∈ W and µ ∨ ∈ Λ ∨ , the fiber m
Theorem 1.5.1 will follow if we prove:
(a) for fixed µ ∨ ∈ Λ ∨ and λ ∨ regular and sufficiently dominant, there are finitely many elements of W which contribute in the union on the right hand side of (5.4), (b) for each such w ∈ W , the Iwahori piece m
Part (b) will be proven in Section 6 and 7 and part (a) follows by the following proposition.
Proposition 5.1.3. For a fixed µ ∨ ∈ Λ ∨ , λ ∨ ∈ Λ ∨ regular and sufficiently large with respect to µ ∨ , there exists a finite subset
Proof. By (5.5), it suffices to show the following: for µ ∨ fixed and λ ∨ regular and sufficiently large, there exist finitely many w ∈ W such that
We replace K by K = ∪ σ∈W I + σI − and then use the Iwahori-Matsumoto decomposition
where in the last step we use the fact that if λ ∨ is dominant and regular then π λ ∨ U
Now,
By the second part of Theorem 1.4.1 we get,
Since λ ∨ is regular, if we choose λ ∨ very large compared to µ ∨ then (5.10) holds only for σ = 1. Hence (5.7) implies
. By (5.6), we also have:
Finally, Corollary 3.3.2 implies
The bound (5.11) proves the Proposition.
An Integral and Recursion Relation
In this section, we introduce two propotional integrals I w,λ ∨ andĨ w,λ ∨ , and prove the convergence of I w,λ ∨ by showing that it satisfies a recursion relation in terms of a certain operator. This will imply the convergence ofĨ w,λ ∨ as well. The finiteness of the level sets ofĨ w,λ ∨ obtained as a consequence of this convergence will be used to obtain the proof of the Weak Spherical Finiteness in the next section.
6.1. The Integrals. Let ρ be the sum of fundamental weights as introduced earlier (see (3.19) ).
Definition 6.1.1. We define a function
by the formula Φ ρ (g) = q − ρ,µ ∨ e µ ∨ , where g ∈ G has an Iwasawa decomposition g ∈ U π µ ∨ K.
For w ∈ W , recall the subset S 
Now, we introduce the integralĨ w,λ ∨ as follows: The group U − w −1 ,π has finite volume with respect to the measure du − w . We normalize the restriction of this measure on U 
6.2. Demazure-Lusztig operator. Let v be a formal variable and
Now, we consider another formal variable X and define the following rational functions
By expanding b(X) and c(X) in X −1 and using X = e α ∨ for some positive coroot α ∨ it follows that b(X), c(X) ∈ L . For a coroot α ∨ , we shall denote
Definition 6.2.1. For i ∈ I, let α ∨ i be the simple coroot and w i = w α i be the simple root reflection. A Demazure-Lusztig operator on L is defined by Proposition 6.2.3. Let λ ∨ be a dominant and regular, w ∈ W be such that w = w α w and l(w) = 1 + l(w ). Then
The above proposition has the following corollaries.
Corollary 6.2.4. For w ∈ W and λ ∈ Λ + regular, the value of T w (e λ ∨ ) at v = q −1 is equal to a constant multiple of the integral I w,λ ∨ . More precisely,
Proof. Let w = w αm w α m−1 . . . w α 1 be a reduced decomposition of w, then by Proposition 6.2.3
The rank 1 computation implies that I w 1 ,λ ∨ = q − ρ,λ ∨ T w 1 (e λ ∨ ). Finally, this corollary follows by part (2) of Proposition 6.2.2.
Corollary 6.2.5. With the same assumptions as above, the integral I w,λ ∨ converges in the following sense: there exists a finite subset B ⊂ Λ ∨ such that
Proof. By Proposition 6.2.3, the assertion follows by showing
An affine version of this statement is given in [?, Section 4.3] which extends to general Kac-Moody root systems as well.
The way we defined Haar measure, it is easy to verify that there exists a constant C > 0 such thatĨ Step 1: Decomposition The integral I wα,λ ∨ can be split into two parts
10) 11) and where
and for n ≤ 0,
Step 2: Evaluation of I 2 wα,λ ∨ We start by evaluating I 2 wα,λ ∨ , which can be written as
Let s ∈ K with val(s) = t, t ≤ 0 and s = π t u for some u ∈ O * . We use the following identity which can be proven by using the relations (3.8) and (3.9) . 14) and write
Since λ ∨ is dominant and regular, α, λ ∨ > 0. Therefore,
The integral in the sum (6.13) solves as,
Hence,
Step 3: Evaluation of I 1 wα,λ ∨ Next, we compute I 1 wα,λ ∨ . By the change of variables u −α π wαλ ∨ u −α π −wαλ ∨ , we get 16) where (u −α π wαλ ∨ ) is a Jacobian factor that is equal to q − α,λ ∨ . Now, we have two cases:
. Then Φ ρ (π wαλ ∨ u −α ) = q − ρ,wαλ ∨ − e wαλ ∨ and hence
Case 2:
Putting the values of the function for both cases in (6.16), we obtain
(6.17)
Step 4: Conclusion Using (6.17) and (6.15) in (6.9), we get
6.4. Higher Rank Proof. The assertion in higher rank is proven below.
Step 1: Preliminary Reduction:
We will use the following description of the elements of S − w −1 = ∆ − ∩ w∆ + which can be verified easily.
Lemma 6.4.1. Let w ∈ W be such that w = w α w and l(w) = 1 + l(w ). Then
The above lemma implies the following decomposition of U 
Step 2: Evaluation of I 1 w,λ ∨ : To simplify the integrand, we define a map. 
Following Kumar [23, P. 77] , for a simple root α, we denote a subset by U α of U + which is equal to w α U + w α ∩ U + . This subset is normalized by the root subgroups U α and U −α and each element u of U + can be written as u = u α u α for some u α ∈ U α and u α ∈ U α . Writing u − w ∈ U − w −1 ,π as in Lemma 6.4.2, we have 20) for some u −α ∈ U −α and u
. Next assume u − w π w λ ∨ w α = uπ µ ∨ k be an Iwasawa decomposition, u = x α u α for some x α ∈ U α and u α ∈ U α , and let n −α ∈ U −α be defined as n −α = w α x α w α . The right hand side of (6.20) becomes
Summarizing, we have Lemma 6.4.4. In the above notations,
So, the integral I 1 w,λ ∨ takes the form
The integral defined with measure dñ −α can be related to the integral defined with measure du −α by a change of variables contain a Jacobian factor q − α,µ ∨ . So, we obtain
where in the second integral the following fact is used
The rank 1 computation for the first integral now implies,
Step 3: Evaluation of I 2 w,λ ∨ : For t ∈ K and val(t) ≤ 0, we write the integrand of I 2 w,λ ∨ as 
Finiteness of Fiber
In this section, we fix w ∈ Ω, µ ∨ ∈ Λ and λ ∈ Λ + regular, where Ω ⊂ W is the finite set obtained in Proposition 5.1.3. We start with the following terminology which will be used later in this section. 
Since λ ∨ is dominant and regular, π −λ ∨ U − O π λ ∨ ⊂ K and this gives U
and thus µ ∨ ∈ supp(I w,λ ∨ ).
7.1. Quotient Space and Surjection. We equip the group U + w,π with the following relation Definition 7.1.1. Let u w , z w ∈ U + w,π . We say u w ∼ z w if and only if
2)
It can be easily verified that ∼ is an equivalence relation. For u w ∈ U + w,π , [u w ] denotes the equivalence class of u w with respect to the relation ∼. Proof. To show that φ is a well defined, let u w , z w ∈ U + w,π (µ ∨ ) and u w ∼ z w then there exists u + ∈ U + w,π such that
Also, for some k ∈ K and u 1 ∈ U + ,
which implies Proof. Let ξ ∨ ∈ Λ ∨ and λ ∨ ∈ Λ ∨ + . Theorem 1.4.1 and the following fact from Theorem 1.9 of op. cit. (which also follows in general)
allow us to write
The Spherical Finiteness, i.e., the finiteness of K\Kπ λ ∨ K ∩ Kπ µ ∨ U + is then a consequence of the finiteness of the set
and Gindikin-Karpelevich Finiteness.
