Abstract. The minimal weight of a spanning tree in a complete graph K n with independent, uniformly distributed random weights on the edges, is shown to have an asymptotic normal distribution. The proof uses a functional limit extension of results by Barbour and Pittel on the distribution of the number of tree components of given sizes in a random graph.
Introduction and results
Assign random weights T ij , 1 i < j n, to the edges of the complete graph K n with vertex set f1; : : : ; ng, and let W n be the minimum weight of a spanning tree of K n .
We assume that the weights are independent and identically distributed, with a uniform distribution on 0; 1]. It was proved by Frieze 5] in probability as n ! 1, see also Bollobs 3] . The main purpose of the present paper is to show that W n has an asymptotic normal distribution. Theorem 1. Let W n be the weight of the minimal spanning tree. Then n 1=2 ? W n ? (3) As is well-known (and will be described in detail in Section 3), W n is closely linked to properties of the number of components of a random graph, in particular the number of tree components. Our proof of Theorem 1 uses this, and is based on a functional limit theorem for component counts. We de ne a random graph process G n (t) (where t 0 is interpreted as time) by taking the edge set of G n (t) to be fij : T ij tg, with T ij as above. Hence T ij now is interpreted as the (random) time the edge ij appears. Note that Supported by the G oran Gustafsson Foundation for Research in Natural Sciences and Medicine Prepared on October 9, 1997 Typeset by A M S-T E X 1 G n (t) = K n for t 1; hence all the evolution occurs on 0; 1], although we for convenience allow also t > 1. De ne, for k 1 and 0 t < 1, k (t) = k k?2 k! t k?1 e ?kt and, for k; l 1 and t; u 0, kl (t; u) = 8 > < > :
(t ? 1)kl k (t) l (u); k > l; t u; (t ? 1)kl k (t) l (u) + e ?k(u?t) k (t); k = l; t u; (t ? 1)kl k (t) l (u) + k k?1 k!(l?k)! t k?1 (u ? t)(lu ? kt) l?k?1 e ?lu ; k < l; t u; and kl (t; u) = lk (u; t); t > u: Theorem 2. Let X kn (t) be the number of isolated trees of order k in G n (t). Then jointly Gaussian stochastic processes with V k (0) = V k (1) = 0, E V k (t) = 0, 0 t 1, and covariance functions Cov(V k (t); V l (u)) = kl (t; u). Theorem 2 implies, in particular, that (1.1) holds for every xed t; this has been proven earlier, by di erent methods, by Barbour 1] ( xed k) and Pittel 10] (joint convergence for all k). Moreover, the cases k = 1 (isolated vertices) and k = 2 (isolated edges) were treated in 8, Sections 11 and 12]. Remark 1.2. Pittel 10, Theorem 1] also gives a similar (but somewhat di erent) limit theorem for the random graph G nm , with m = cn=2] for a xed c > 0. This too follows by our method, more precisely by 8, Theorem 9(iv)] using 8, Proposition 4.2] and estimates from Section 2 below. We will not consider G nm further in this paper. Remark 1.3. Pittel 10] used his results on tree counts to prove asymptotic normality of the order of the giant component in a random graph G(n; c=n), c > 1. It should be possible to use our Theorem 2 to obtain a functional version of this, i.e. process convergence of the order of the giant component in G(n; t=n), t > 1, to a Gaussian stochastic process on (1; 1), but some details remain to be veri ed and we leave this as a conjecture. (The same applies to the number of edges in the giant component of G(n; t=n) or the number of components of G(n; t=n).) Remark 1.4. Results similar to Theorem 2 may be obtained by the same method for counts of speci c types of trees, for example the numbers of isolated paths of di erent lengths in G n (t). The expectation E I (t) = P(I (t) = 1) is the same for each 2 T kn . We denote it by p kn (t), and it is easily seen that, for 1 k n and 0 t Hence (ii) follows in both cases.
For (iii), we may assume that 1 k n and n 3. Then, setting x = (n ? k=2 ? 3=2)t nt=2?3t=2 and using Lemma 2.1 and Stirling's formula together with the estimate xe ?x e ?1 , The same argument proves the nal estimate.
We turn to second moment calculations.
Consider Cov (I (t); I (u)), where 2 T k ; 2 T l and 0 t u 1 (for simplicity we here and sometimes in the sequel omit the subscript n). Recall that E (I (t)I (u)) is the probability that is a component of G n (t) and that is a component of G n (u) at a later time u. There are three cases: (i) and are (vertex-)disjoint. If we expand E I (t)I (u) and E I (t) E I (u) as products over the edges in K n , the only di erence is that the former contains one factor 1 ? u for each of the kl edges joining and , while the latter contains two factors 1 ? t and 1 ? u. Hence E I (t)I (u) = p k (t)p l (u)(1 ? t) ?kl :
(ii) \ 6 = ;, but * . If is a component of G n (t) and u t, then any component of G n (u) that intersects has to contain . Hence E I (t)I (u) = 0:
. In order for to be a component in G n (t) that grows to a component in G n (u), we have to have T e t for each edge e in , t < T e u for each e in with exactly one endpoint in , T e u for each e in n , and T e > u for every other e with one or two endpoints in . Hence, if there are j edges joining to n , E I (t)I (u) = t k?1 (u ? t) j u l?k?j (1 ? u)
Let B kl be the number of pairs ( ; ) with 2 T k , 2 T l and \ 6 = ;, and let b kl = B kl =jT k jjT l j. Note that, for xed k and l,
There are jT k jjT l j ? B kl = (1?b kl )jT k jjT l j terms of type (i) in the sum, and if t u we obtain from (2.1){(2.3), 
I (t)I (t); I (t)I (t) ; (2.11)
where we sum over all 2 T i , 2 T k?i , 2 T j , 2 T k?j such that \ = \ = ;. Let us rst consider the terms where ; ; ; are pairwise disjoint. Then, similarly to (2.1),
E I (t)I (t) E I (t)I (t) = (1 ? t) k 2 E I (t)I (t)I (t)I (t); and thus
Cov ?
I (t)I (t); I (t)I (t) = ? 1 ? (1 ? t) k 2 E I (t)I (t)I (t)I (t)
= ? 1 ? (1 ? t) k 2 p i;n (t)p k?i;n?i (t)p j;n?k (t)p k?j;n?k?j (t):
The number of such quadruples ( ; ; ; ) with given i and j equals jT i;n jjT k?i;n?i jjT j;n?k j jT k?j;n?k?j j and their total contribution to the inner sum in (2.11) is thus, using Lemma 
I (t)I (t); I (t)I (t) E I (t)I (t)I (t) = p i;n (t)p k?i;n?i (t)p i;n?k (t)
and the total contribution to the inner sum of (2.11) is, for xed i, using Lemma 2.2(iii) again, bounded by
(1 ? t) ?2 E X i;n (t) E X k?i;n?i (t) E X i;n?k (t) C 3 C ? n?v w n w choices of the w vertices in that do not appear in F, but apart from that, the number of possibilities is nite and independent of n (for n large enough).
Hence (2.13) implies j^ kn (H; t)j C 11 (k; H)n Now, v c + e, with strict inequality except when H is a forest. Hence 2c + e ? v = c + (c + e ? v) 2 unless H is a connected forest, i.e. a tree, which completes the proof.
We are now prepared to apply the results of 8]. We rst consider a xed k 1. First, by Lemmas 2.4, 2.5 and 2.6 and 8, Proposition 4.10], with p n = =n and n = n 1=2 ( > 0 xed), X kn ( =n) is \almost nitely dominated" by e.g. the family of all graphs.
(This means that the variable can be expressed as a function of small subgraph counts, up to a small remainder term.) Moreover, by Lemma 2.7 and 8, Proposition 4.6], X kn ( =n) is almost nitely dominated by the family of all trees. We now apply 8, Theorem 14], with H the family of all trees, p n = 1=n, p = 0, n = n 1=2 , and '(t) = C 7 (k) 1=2 e ?t=4 .
Apart from the facts established above and in Lemma 2.6, this theorem also requires that n v=2?e=2^ kn (H; =n)= p n =^ kn (H; =n) ! a k (H; ) for every tree H and 0 and some functions a k (H; ). This can be shown by the argument in the proof of Lemma 2.7, but it can also be avoided completely by the subsequence argument in the proofs of 8, Theorems 3 and 13] (it is unfortunate that this version of the theorem is not stated explicitly in 8]). Consequently, we obtain from 8, Theorem 14], using Lemma 2. The minimal spanning tree may be found by the greedy algorithm, see Kruskal 9] ; consider the edges in order of increasing weights and select all edges that do not connect two vertices that already are connected by some sequence of selected edges. In other words, we select the edges in G n (t) that decrease the number of components when they appear. If N(t) is the number of selected edges up to time t, and K(t) is the number of components of G n (t), then K(t) = n ? N(t). Hence In order to analyze this further, we study di erent types of components of G n (t) separately. We already have de ned X kn (t) as the number of components of G n (t) that are trees of order k. We further let Y kn (t) be the number of unicyclic components of order k, and Z n (t) the number of components with more than one cycle. Clearly, K(t) = Proof of Lemma 3.1. For convenience, we introduce the normalized variables X kn (t) = X kn (t) ? E X kn (t) p n ; note that X kn (t) = 0 when k > n or t > On the other hand, let E be the event that G n (3 log n=n) is connected and has more than n edges. If E happens, then Z n (t) = 1 for all t 3 log n=n; thus we conclude from the trivial estimate jZ n (t) ? 1j n that 
