Abstract. The SABR model is a benchmark stochastic volatility model in interest rate markets, which has received much attention in the past decade. Its popularity arose from a tractable asymptotic expansion for implied volatility, derived by heat kernel methods. As markets moved to historically low rates, this expansion appeared to yield inconsistent prices. Since the model is deeply embedded in market practice, alternative pricing methods for SABR have been addressed in numerous approaches in recent years. All standard option pricing methods make certain regularity assumptions on the underlying model, but for SABR these are rarely satisfied. We examine here regularity properties of the model from this perspective with view to a number of (asymptotic and numerical) option pricing methods. In particular, we highlight delicate degeneracies of the SABR model (and related processes) at the origin, which deem the currently used popular heat kernel methods and all related methods from (sub-) Riemannian geometry ill-suited for SABR-type processes, when interest rates are near zero. We describe a more general semigroup framework, which permits to derive a suitable geometry for SABR-type processes (in certain parameter regimes) via symmetric Dirichlet forms. Furthermore, we derive regularity properties (Feller-properties and strong continuity properties) necessary for the applicability of popular numerical schemes to SABR-semigroups, and identify suitable Banachand Hilbert spaces for these. Finally, we comment on the short time and large time asymptotic behaviour of SABR-type processes beyond the heat-kernel framework.
where X 0 = x, Y 0 = y, t ≥ 0 and where W and Z are ρ-correlated Brownian motions on a filtered probability space (Ω, F, (F t ) t≥0 , P) with parameters α ≥ 0, β ∈ [0, 1] and ρ ∈ [−1, 1] and state space D := R ≥0 × R >0 . It describes the dynamics of a forward rate X with CEV-type (see [54, Section 6.4 ]) dynamics and a stochastic volatility Y . The SABR model was introduced by Hagan et. al in [45, 47] in the early 2000's and is today benchmark in interest rate markets [5, 6, 7] . During its decade and a half of existence, the SABR model has changed the daily routine of interest rate modelling due to a particularly tractable formula (the so-called SABR formula) for the implied volatility. This has led to the formula rather than the model itself becoming an industry standard. Today it is known [68] that the celebrated SABR formula is prone to yield inconsistent prices around zero interest rates, but the model itself can produce consistent prices when appropriate pricing methods are used. In the historically low interest-rate environments of the past years this has become increasingly relevant and spurred research both among practitioners and academics. From an academic perspective, the concrete but delicate examples of SABR-type models exhibit several advantageous but also certain challenging properties. We review here some regularity properties of this family of processes with a view to different option pricing approaches.
As a starting point we study the applications of a time change that partially decouples the equations and allows to relate SABR to a CEV model running on a stochastic clock. The first time-change applied to SABR appeared in the original work [45] as a rescaling. There the volatility of volatility, as a scaling parameter of time, was key-via singular perturbation-to derive the tractable asymptotic formula which made the model popular. Later on in [6, 53] , a further time change was proposed for the SABR model, where not only the volatility of volatility, but the entire volatility path is absorbed into the (now random) rescaling of time. Time change arguments of this type are standard and appear in different contexts in the finance literature, for example in [80] and [57] in a general setup and in [6, 23, 34, 51] in the context of the SABR model. The geometric viewpoint on the SABR model was put forward in [47, 59] and in the monograph [58] , drawing the link between a normal (β = 0) SABR model and Brownian motion on a hyperbolic plane. It provides a technique to re-derive the original singular perturbation expansion of Hagan et al. via heat kernel techiques. These are applied to Brownian motion on a suitably chosen manifold (the SABR plane, cf. [47] ) combined with a simpler-regular-perturbation. This geometric insight further promoted the integration of tools from stochastic analysis on manifolds [29, 52] into the context of mathematical finance. It also initiated refinements of the initial Hagan expansion, which appeared to lack accuracy in the vicinity of the origin, by refining the leading order [12, 68] and providing a second order term [69] . Although the viewpoint on the state space of the SABR process as a Riemannian manifold appears to be well suited to characterize the absolutely continuous part of the distribution when X ∈ (0, ∞), it potentially breaks down at the origin (for values β ∈ (0, 1) of the CEV parameter). As a result, Riemannian heat kernel expansion techniques applied to SABR can yield erroneous values in the vicinity of X = 0 already in leading order. Although several celebrated results for asymptotic expansions beyond the Riemannian (elliptic) setup are available-see for example [10, 11, 26, 27, 24] for hypoelliptic diffusions-these however are not applicable to SABR, due to the its delicate degeneracy. The literature on short-time asymptotics for degenerate diffusions beyond the hypoelliptic setup is scarce. In certain cases, the machinery of symmetric Dirichlet forms [75, 76, 30] is suitable for such short-time asymptotic expansions. Motivated by this, we establish here Dirichlet forms for SABR and related processes for a suitable subset of parameter configurations.
The paper is organized as follows: We review the time change in [6, 53] and suggest a perspective on it as a transformation of the underlying geometry of the state space of the processes. As applications we prove regularity properties and point out certain irregularities of the SABR model and related processes (Sections 2 and 3). Proofs can be found in Appendix A.
As a first application we propose (in Section 2) a simple method to prove the Feller-Dynkin property of the SABR process. Feller(-Dynkin) processes and Feller semigroups have a rich theory with an interest of its own, see for instance [17, 20, 22] . However, our main interests in FellerDynkin properties are motivated from a numerical point of view: In [15] Monte Carlo methods are proposed under the Feller-Dynkin assumption. Furthermore, general convergence theory as developed in Hansen, Ostermann [48] provides a framework, where splitting schemes with optimal convergence orders can be constructed. The applicability of their results to the SABR model requires the considered semigroup to be a strongly continuous contraction semigroup on a suitable Banach space. Feller properties are needed to show strong continuity in these Banach spaces. Although the Feller-Dynkin property is well studied in different contexts, available standard results are not applicable to SABR: For example the assumptions of [56 . Further methods to derive Feller properties under rather general conditions were proposed in [16] . These conditions however are also violated by SABR. Therefore, we propose an approach to derive Feller-Dynkin properties, which applies to SABR-type processes and to a wider class of stochastic models. Furthermore, since from a financial perspective it is desirable to consider payoff functions with unbounded growth, we also derive so-called generalized Feller properties (cf. [28, 72] ) for the considered processes. Having determined Banach spaces on which the semigroups of SABR-type processes are strongly continuous (Section 2.1), we turn to the regularity of these semigroups on Hilbert spaces (Section 2.2). We construct weighted L 2 -spaces, on which we can associate a strongly continuous symmetric semigroup to these processes. Furthermore, we determine all classes of parameter configurations, for which the symmetry property of the resulting Dirichlet forms is not violated. In particular, we highlight that apart from the special cases of parameter combinations where either β = 0, β = 1, ρ = 0 or α = 0, SABR-Dirichlet forms are generically not symmetric on any weighted L 2 -space.
As a further application of the time change we characterize (in Section 3) the asymptotic behavior of the SABR process and of some related processes for short-and large-time horizons. To study the large time behavior of the SABR process (Section 3.1) we write the SABR process as a time change of a simpler process-the CEV process-for which the asymptotic behaviour is well known. If the time change does not level off, then the CEV process reaches its t → ∞ limit and hence the SABR process hits zero. Otherwise, the SABR process has a non-trivial limit behavior since it is the position of the CEV process at a finite random time. In [51] similar results are derived for special cases. We pursue this line of argumentation for general values of the parameter β in the uncorrelated SABR model and for Brownian motion on the SABR plane. The perspective of the time change as a transformation of the underlying geometry allows us to relate the large time behavior of the latter to correlated Euclidean Brownian motions. We emphasize the scope of applications of Dirichlet forms by commenting (Section 3.2) on the short time behavior of a diffusion closely related to the CEV process, for which Varadhan-type asymptotics fail in the parameter regime β ∈ [1/2, 1), see [32] . The geometry induced (cf. [78, 77] ) by the respective Dirichlet forms corresponding to the processes seems to better reflect the behavior of this process near the singularities than classical Riemannian geometry. While in Riemannian geometry the distance between two points is determined-via the Eikonal equationby the gradient along a (length-minimizing) geodesic curve connecting them, in the Dirichlet geometry this gradient is replaced by an appropriate energy measure. Finally, we conclude by calculating the energy measures for the SABR and CEV Dirichlet forms and observing that the time-change transforms the "Dirichlet geometry" analogously to the Riemannian case.
The time change. A crucial observation for the time change arguments we study here is that the generator of the SABR model (1.1) factorizes as
for an operator A, where y 2 acts as a multiplicative perturbation. The martingale problem for the operator A (we recall it in the Appendix, (A.1)) is solved by the law of a process with dynamics Theorem 1.1 (Random time change for SABR). Let the law of the process ( X t , Y t ) t≥0 be a solution of (1.3). Then the following processes coincide in law with the SABR process (X t , Y t ) t≥0 :
where the time change is defined as
up to the hitting time t < T Y 0 = inf{t : Y t = 0}. In particular, the law of (1.4) is a solution of the martingale problem (A.1) for A in (1.2).
The time change (1.5) for SABR appears in several related works, for example in [6, 35, 43, 53] . There is a clear advantage in studying SABR from the point of view of Theorems 1.1. In (1.3) the full coupling in the coefficients is removed and put into the time change. An important feature of the SABR time change (1.5) is that it only involves the second coordinate processes Y and Y and therefore some important calculations can be handled. Indeed, it is nothing but the time change of a Brownian motion into a geometric Brownian motion. Furthermore, the time change is a continuous additive functional of Brownian motion and as such it has a representation as a (unique) mixture of Brownian local times [56, Theorem 22.25] . This suggests a perspective on the time change as a transformation of the underlying geometry, cf. Appendix B.1.1. See also [3] on a related matter. Remark 1.2 (Geometric perspective on the time change). By the time change (1.5) one changes the time that a particle spends in a small neighborhood U x ( ) of a point x. An alternative perspective is to define a new geometry (intrinsic metric or "energy" metric) in a way to match the speed of the particle: points where the particle moves slowly are "far away" (intervals are stretched) and points, where the particle moves quickly are "close" (intervals are compressed) in the energy metric. This is well illustrated in the special case (β = 0, ρ = 0) of the SABR model by observing in Theorem 1.1 the time changed Brownian process X, Y in the geometry of the hyperbolic plane: the time-changed Brownian particle moves slowly where Y is small, hence the speed measure is large. Indeed, distances on the hyperbolic plane around the horizontal axis explode and boundary points are infinitely far from interior points in the hyperbolic metric. See Appendix B.1 for more details on this example and B.1.1 for a reminder on time change via local times [14, II.16] ) .
An analogous statement to Theorem 1.1 holds for the so-called Brownian motion on the SABR plane (henceforth SABR-Brownian motion) cf. [47, Section 3.2] . This process was first considered in [47] and is characterized as a stochastic process, whose law solves the martingale problem (see (1.8) below) corresponding to the Laplace-Beltrami operator ∆ g of the so-called SABR manifold 2 2 Note that the here the manifold is only a subset of the state space of the process, as the axis {(x, y) : x = 0} is excluded. On this set the instantaneous covariance matrix degenerates and the Riemannian metric is not defined.
(S, g), where the manifold and metric tensor are (1.6) S := (0, ∞) 2 and g(x, y) :
The martingale problems corresponding to the Laplace-Beltrami operators ∆ g and ∆ g are
where the operators ∆ g and ∆ g have (in orthogonal coordinates) the following representation:
To formulate the analogous statement to Theorem 1.1 in this setting, consider the following system of stochastic differential equations:
where X 0 = x, Y 0 = y, and t ≥ 0. Respectively, consider the system
where X 0 = x, Y 0 = y, and t ≥ 0. ) t≥0 of the process (1.9) coincide in law, where the time change is defined as
Furthermore, the law of (X t , Y t ) t≥0 solves the martingale problem to ∆ g , and similarly, the law of ( X t , Y t ) t≥0 solves the martingale problem to ∆ g .
The semigroup point of view
Let us turn to applications of the SABR time change. We start with the regularity of the transition semigroup (2.1) of the SABR process (1.1). For the problem of pricing contingent claims on a forward, suppose that the stochastic process modeling the forward X = (X t ), t ≥ 0 follows SABR-dynamics. If f denotes the payoff function of a financial contract, the valuation of the fair price of this contract reduces to the computation of
T ] under some risk neutral (martingale-) measure, where (x, y) is the initial value of the forward and volatility. For a suitable set of admissible payoffs f ∈ B, these expectations form a semigroup (2.1) (F1) (Semigroup properties) P 0 = Id, and P t+s = P t P s for all t, s ≥ 0, (F2) (Continuity properties) for all f ∈ B and x ∈ X, lim t→0+ P t f (x) = f (x), (F3) (Positive contraction properties) ||P t || L(B) ≤ 1 for all t ≥ 0 and P t is positive for all t ≥ 0, that is, for any f ∈ B f ≥ 0 implies P t f ≥ 0, 
The transition semigroup (P t ) t≥0 has the Feller-Dynkin property (F D), if it acts on the Banach space
Note that strong continuity of the semigroup P t (which is the required analytic setting in [48] 2.1.1. The generalized Feller property and weighted spaces. The set of payoffs under considerationwhich is C ∞ -for the Feller-Dynkin property, is rather restrictive. While the European Put is contained, Call contracts are not included. On the other hand, calculating Put option prices in the SABR model may not be straightforward, due to the probability mass at X = 0, which can accumulate to significant values, see [43] . We are therefore interested in Feller-Dynkin-like properties-which have the advantage of implying strong continuity for the semigroup-of the SABR model, which extend the set of admissible payoffs from C ∞ to the more realistic case of unbounded function spaces. In the framework of [28] the set of admissible payoffs is extended to an appropriate Banach space B ψ , which includes functions whose growth is controlled by some admissible function ψ (see Def. 2.3 below.). This setting is a natural generalization of the Feller-Dynkin property (F D), which is suitable for pricing of options with unbounded payoff. Accordingly, we construct here so-called weighted spaces for the SABR model, and prove Feller-like properties (properties (F1)-(F3) and (FG)) on an appropriate invariant Banach space B. For this, we first recall the framework of [28] . We denote by D the state space of the stochastic process under consideration. Note that admissibility renders weight functions ψ lower semi-continuous and bounded from below by some δ > 0, cf. [28] . Also, these spaces are often separable, which is an important property in all questions of implementable approximations. We stated above that the considered Banach spaces are a generalization of the space C ∞ (D) to ones which include functions of unbounded growth. In fact, the following criterion given in [28] restores the vanishing-at-infinity property for functions f := |f | ψ weighted by admissible functions ψ:
where 
It is immediate that ( F 3) covers the positivity statement of (F3). The crucial property is ( F 4), which yields the contraction property of (F3) such as the invariance (FG) of the domain B ψ under the semigroup action. As stated above, the applicability of convergence theorems requires an analytic setting in which the SABR semigroup is a strongly continuous contraction semigroup on a suitable Banach space B. The strong continuity of P t on B ψ is stated in the following theorem. Theorem 2.9 (Generalized Feller properties for the SABR-heat and SABR semigroups). Consider the SABR-heat semigroup (resp. the SABR semigroup)
where (X, Y ) is the process (1.8) (resp. the process (1.1)). Consider furthermore a family of functions ψ c,n := L n(n+1) • r c , n ∈ N, where L n(n+1) denote the Legendre polynomials of order n, n ∈ N, and r c : (0, ∞) 2 → (0, ∞) denote the family of functions
for a c ∈ [0, ∞). Then the following statements hold:
(i) The functions ψ c,n , n ∈ N, c ∈ [0, ∞) are admissible weight functions (cf. Definition 2.3).
(ii) The SABR-heat semigroup is a generalized Feller semigroup on the Banach spaces B ψc,n (D), for any (c, n) ∈ [1, ∞) × N and any configuration of SABR parameters (ρ, β) ∈ (−1, 1) × [0, 1). The same statement holds for (c, n) ∈ [0, 1) × N in the parameter regime (ρ, β) ∈ (0, 1) × [0, 1) and as long as c > |ρ| also for the parameters (ρ, β) ∈ (−1, 0] × [0, 1). In the case c ≤ |ρ| with ρ < 0, the statement holds under the restriction
is an admissible weight function and for any (β, ρ) ∈ [0, 1) × (−1, 1) the SABR semigroup is a generalized Feller semigroup-and hence strongly continuous-on the space B ψ (D), where ψ is the function (2.6) with β matching the SABR parameter.
(iv) Furthermore, the SABR semigroup is a generalized Feller semigroup on the spaces B ψ0,n (D), n ∈ N, for any configuration of SABR parameters in
Corollary 2.10. For any β ∈ [0, 1) there is an N ∈ N, such that the SABR (resp. the SABRheat) semigroup is a strongly continuous contraction semigroup on a space B ψn (D) which contains payoff functions of European call contracts.
For example if ρ < 0 and β = 
Hilbert Spaces and Dirichlet forms.
In the previous section we investigated regularity (strong continuity) properties of the semigroups (2.1) corresponding to SABR-type processes on the Banach spaces
In the present section, the underlying spaces are Hilbert spaces (H, || · || H ), endowed with a norm and scalar product || · || H = (·, ·)
H . The Riesz representation property (which was crucial on Banach spaces constructed in Section 2.1) is here naturally encoded in the Hilbert space structure, and so are symmetry properties of the semigroup and of corresponding closed forms. The latter are essential in order to establish Dirichlet forms for SABR in order to characterize its short-time asymptotic behavior near zero. We recall here some necessary concepts and refer the reader to [18, 19, 36, 32] for full details. Definition 2.11. A family (P t ) t≥0 of operators with domain H satisfying (S1) (Semigroup properties) P 0 = Id and for all s, t > 0 P t+s = P t P s (S2) (Strong continuity) for all f ∈ H lim t→0 ||P t f − f || H = 0 (S3) (Contraction property) for all f ∈ H and all t > 0 ||P t f || H ≤ ||f || H , is a strongly continuous symmetric semigroup on (H, (·, ·) H ) if properties (S1) − (S3) hold, and (S) (P t f, g) H = (f, P t g) H for all f, g ∈ H and P t maps H into itself.
The set of symmetric semigroups will be denoted by Π. Furthermore, the set 3 of closed (symmetric bilinear) forms on H is denoted by F and is defined as follows, cf. [36, Section 1.3].
Definition 2.12. A symmetric form on (H, (·, ·) H ) is a pair (E, D(E))
, where E is a non-negative definite symmetric bilinear form with dense domain D(E) ⊂ H. That is, E is a symmetric form if D(E) ⊂ H dense linear subspace, and satisfies
is a Hilbert space. That is, if (B4) (Completeness) the space D(E) is complete with respect to the norm || · || E1 . A Dirichlet form is a closed form on (H, (·, ·) H ) which satisfies (B5) (Markovianity) for all u ∈ D(E), u
Definition 2.13. Let D(A) ⊂ H be a dense subset of the Hilbert space H. A linear operator
where A * denotes the adjoint operator:
, and
A self adjoint operator A is called negative if spec(A) ⊂ (−∞, 0]. The set of negative self-adjoint operators is denoted by A.
Proposition 2.14. Let F, A and Π be the sets of closed forms, of negative self-adjoint operators and of symmetric semigroups on the Hilbert space H as in Definitions 2.12, 2.13 and 2.11 respectively. Then the following diagram is commmutative and the maps Φ, Θ and Ψ are bijective:
See [19] for details and for the construction of the maps (2. Furthermore, let H j := L 2 (S, m j (x, y)dxdy), j = 0, 1 denote weighted spaces with measures m j (x, y)dxdy, j = 0, 1 as above. On H j , j = 0, 1 we consider the bilinear forms
where the integrand is defined as
Theorem 2.15 (Symmetric Dirichlet forms for SABR-Brownian motion and uncorrelated SABR).
The spaces H j are Hilbert spaces for j = 0, 1 and the following statements hold:
) is a symmetric form on H j for j = 0, 1 and closable 4 for all β ∈ [0, 1) whenever j = 0 and for all β ∈ [0, 1/2) whenever j = 1.
(ii) The pair (E mj , D(E mj )) is a Dirichlet form on H j for j = 0 for all β ∈ [0, 1) and for j = 1 for all β ∈ [0, 1/2) with the domain
where ∆ g is the Laplace-Beltrami operator (1.7). In the particular case β = 0 it holds that
Analogous statements can be formulated in the the one-dimensional (CEV) situation. Here, we consider the weighted space
where
On H β we define the following bilinear form:
Lemma 2.16 (Symmetric Dirichlet form for CEV).
The following statements hold:
17. Note that in [49] further (non-symmetric) bilinear forms for the CEV model are considered on the larger spaces spaces
In particular, the Riemannian distance between points a, b > 0 remains finite as a → 0 for all β ∈ [0, 1), but the limit becomes infinite for β = 1. Note also, that although the weights m β for any β ensure symmetry of the bilinear form corresponding to the CEV generator for any β ∈ [0, 1], but for β ∈ [1/2, 1] the measure m β is no longer a Radon measure. 
for a symmetric operator Γ, which satisfies for the SABR generator 5 the relation
the following cases:
(i) β = 0, ρ ∈ (0, 1), ν > 0: For these parameters it holds that Af = ∆ g f for all C ∞ 0 (S). Note in particular, that in the special case ρ = 0 = β, ∆ g is the Laplace-Beltrami operator of the hyperbolic plane, cf. [47] . 
On H j , j = 0, 1 consider the following bilinear forms:
Theorem 2.20 (Symmetric Dirichlet forms for the time-changed processes). On the spaces H j , j = 0, 1 the following statements hold:
) is a symmetric form on H j for j = 0, 1 and closable for all β ∈ [0, 1) whenever j = 0 and for all β ∈ [0, 1/2) whenever j = 1.
(ii) The pair ( E mj , D( E mj )) is a Dirichlet form on H j for all β ∈ [0, 1) whenever j = 0 and for all β ∈ [0, 1/2) whenever j = 1. Its domain is
where ∆ g is as in (1.7). For β = 0 it holds in particular that
where A is as in (1.2). (iv) Furthermore, A in (1.2) for ρ = 0 and the generator Φ( E m1 ) satisfy 
and respectively consider the system (2.23)
The infinitesimal generators corresponding to (2.22) and (2.23) coincide on the domain C ∞ 0 (S) with the generators of the Dirichlet forms Φ(E m1 ), resp. Φ( E m1 ) in (iv) of Theorem 2.15 resp. Theorem 2.20 for any β ∈ [0, 1] and ρ ∈ (0, 1). Note that for ρ = 0 the system (2.22), coincides the system for uncorrelated SABR model (1.1). Analogous statements hold for the systems (2.23) and (1.3).
Asymptotics
Another direct application of the SABR time change (1.5) is that it enables us to characterise the large time behaviour the SABR process, more precisely, the distribution of X t as t → ∞. In [51, Section 4] similar asymptotic conclusions are derived in a log-linear setting and in [51, Example 5.2] a special case of the SABR model is presented (β = 0, ρ = 1), where the process a.s. has a non-trivial limit. A characterization of the large-time behaviour of the SABR process is of interest beyond this special case. Therefore we highlight here that this characterization can be easily extended to general (β ∈ [0, 1]) for the uncorrelated SABR model and for SABR-Brownian motion, and outline the proof in Appendix A. Figure 1 . Large-time behavior of the SABR process on the time horizon T = 100 years. The simulation was done by an explicit Euler scheme with absorbing boundary conditions at zero and shows N = 10 sample paths of the X-coordinate of the SABR process for the parameters ν = 1, ρ = 0.9, β = 0.5. The sample paths are either absorbed at zero or they level off at a non-trivial (positive) value.
3.1. Large-time asymptotics. The SABR process and the SABR-Brownian motion have a nontrivial large-time behavior and the time change gives insight into the sample-path behaviour of the model. The second coordinate process (Y t ) t≥0 of (1.1) (resp. of (1.8)) is a driftless geometric Brownian motion and as such converges almost surely to 0. For the first coordinate two scenarios are possible: either the geometric Brownian motion Y stays long enough over some threshold so that the first coordinate process X (resp. X) "has time" to hit zero; or, Y gets small quickly enough so that the fluctuations of X level off and X (resp. X) converges to a non-zero limit. The next theorem shows that both happen with positive probability both for the (uncorrelated) SABR model (1.1) and for the SABR-Brownian motion (1.8):
Theorem 3.1. Let (X, Y ) denote the uncorrelated SABR model (i.e. we set ρ = 0 in (1.1)) and let (X, Y ) denote the SABR-Brownian motion (1.8) with β ∈ [0, 1) and ρ ∈ (−1, 1). Then in both cases the limit
exists almost surely and it holds that 0 < P(X ∞ > 0) < 1 resp. 0 < P(X ∞ > 0) < 1.
The time change reduces the characterization of the limiting behaviour of the process (1.1) with β = 0, ρ ∈ (−1, 1) on a hyperbolic plane to determining the hitting time of the coordinate axis of two correlated Brownian motions in the first quadrant of the (Euclidean) plane. Therefore, a lower bound for the probability P(X ∞ > 0) for the SABR-Brownian motion (1.8) follows from [13] .
From a financial perspective, such time change constructions can be used to investigate whether the price process has the potential to hit zero in finite time. Such properties have implications for option prices in the limits of extreme strikes as already remarked in [51] . Indeed, the Moment Formula of [64] relates the behavior of the implied volatility for extreme strikes to the price of a Put (resp. Call) option. This model-independent result was refined in [8, 40] and extended in [25, 41] to the case where the price process has positive mass at zero. Once the probability mass at the origin is known, arbitrage free wing asymptotics can be derived. Naturally, the probability mass at zero in the SABR model is dependent on the chosen parameter configuration. Asymptotic formulae for the mass at zero in the uncorrelated ρ = 0 and for the normal β = 0 SABR models were calculated in [43] .
3.2. Short-time asymptotics and a generalized distance. At the heart of heat-kernel type asymptotic expansions lies Varadhan's classical formula [79] , which characterizes (for non-degenerate i.e. uniformly elliptic diffusions) the short time asymptotic behaviour of the transition density p at leading order as
The distance d(·, ·) appearing on the right hand side of (3.2) is the Riemannian distance
induced by the Riemannian metric g(·, ·), whose respective coefficients are obtained from the inverse of the covariance matrix of the diffusion (See section B.1.1 below for more details). The term in the integral is the length of the gradient vector on a (minimal) parametrised curve 7 from x to y. There are extensions of this result to more general diffusions: see [66] and Léandre's extension to the hypoelliptic diffusions [60, 61, 62] ).
Remark 3.2. An important observation (and warning) here is that neither of the models discussed in the previous sections (the SABR model, the SABR-Brownian motion or the CEV model) are uniformly elliptic (nor hypoelliptic) in a neighbourhood of {(x, y) : x = 0, y > 0}, that is whenever the forward rate x is near zero. This lack of regularity is crucial, because the derivation of the SABR formula presented in [47] , relies heavily on Varadhan's formula (3.2) and the related heatkernel expansion. The SABR formula is known to break down around zero forward, where the regularity, necessary for (3.2), fails. In fact, to date no direct extension of the formula (3.2) is known to be valid for SABR-type models in the neighbourhood of zero.
For diffusions with degeneracies beyond the hypoelliptic setup, similar asymptotic results can be made in some cases. A more general degenerate setup (general enough to cover the SABR and CEV processes) often requires a suitable generalization of the intrinsic metric (3.3), via Dirichlet forms. Short-time asymptotic results for general degenerate processes are discussed in a number 7 Note that the length of the parametrised curve (and hence the Riemannian distance) is invariant under reparametrisation and it is conventional to parametrise to arc length (cf. [63, Section 6] ). In this case, the gradient equals one, and hence the Eikonal equation (which is the starting point of the analysis in [12] ) is satisfied along the whole curve.
of works [32, 50, 78] . Specifically, results of [32] indicate that for large classes of degenerate elliptic diffusions the asymptotic relation (3.2) fails, and difficulties often arise from non-ergodic behavior. A series of articles (e.g. [30, 31, 32] ) studies the behaviour of second-order operators of the form
with bounded real symmetric measurable coefficients, such that ξ i,j ≥ 0 almost everywhere. The remarkable novelty in these works lies in the latter (particularly weak) requirement on the coefficients (ξ i,j ) i,j . Therefore, they cover a large class of degenerate models beyond the hypoelliptic setup. The setup includes a univariate operator
for β ≥ 0, which approximates for x ∼ 0 the generator of the CEV model. It is shown in [32] , that for β ∈ [0, 1/2) the validity of the asymptotic relation (3.2) prevails for (3.4) and for β ≥ 1/2 it fails. In the latter case, the origin is naturally absorbing, and hence acts as an inpenetrable boundary although the Riemannian distance d(−x, x) is finite 8 for any x > 0, see [32] . Indeed, it is well known that a similar phenomenon holds for the CEV model: The origin is naturally absorbing for β ≥ 1/2 see [6] , although the Riemannian distance to the origin is finite, see Remark 2.17. In [32] a more general metric is proposed, which better reflects the behavior of the diffusion at zero. In the Appendix B.3 we included a precise formulation of the intrinsic metric considered in [32] for the operator (3.4) for easy reference. The approach taken in [32] was introduced in [50] , where a set-theoretic version of Varadhan's formula is proven for open sets A, B ⊂ R
Short-time asymptotic results of this sort as in [32, 50] differ from Varadhan's classical short-time asymptotic formula (3.2) in the crucial fact, that (3.5) a priori only holds for open sets A, B ∈ R 2 . Therefore the classical formula (3.2) cannot be deduced from such results, unless further regularity conditions are satisfied. For processes with CEV-type (or SABR-type) degeneracies, no general formula is known which guarantees the validity of a pointwise formula (3.2). Its weaker version (3.5) however, is known to extend to a class of such diffusions which exhibit the same type of degeneracy at the origin as the CEV model, see [32] . In (3.5), the set theoretic distance d (A, B) is, as usual, the infimum of d(x, y), x ∈ A, y ∈ B, for a suitable intrinsic metric d(x, y) on R d , determined by the Dirichlet form. Under certain regularity assumptions on the latter (see [75, Section 1] for details) the intrinsic metric can be written in the following form:
where the gradient is generalized to the so-called energy measure (see Appendix B.2.2 for the definition and the monographs [19, 36] for a comprehensive discussion thereof). That is, the energy measure Γ is absolutely continuous with respect to the speed measure m, and the density
is interpreted as the square of the length of the gradient of u at z ∈ X, cf. [75] . . This is the case for the manifold (S 1 , g 1 ) considered in (B.2) , but not the case for (S, g) in (1.6) for β ∈ [0, 1), since the Riemannian distance to the coordinate axis {(x, y) ∈ R 2 : x = 0} is infinite for β = 1, but finite for β ∈ [0, 1).
Appendix A. Proofs Proposition A.1. Imposing absorbing boundary conditions at X = 0, the SABR martingale problem is well-posed for any β ∈ [0, 1]. That is, the process
with A as in (1.2) is a martingale for any smooth function with compact support, and uniqueness in law holds for solutions of (1.1) for any initial value (x, y) ∈ D. Furthermore, the solutions P (x,y) , x, y ≥ 0 form a (strong) Markov family, and even pathwise uniqueness holds.
Proof of Proposition A.1. From Itô's formula it follows for SABR that (A.1) is a local martingale , 1], the SABR-martingale problem is well-posed without imposing any boundary conditions at zero, which essentially follows from the well-posedness of the CEV-martingale problem for these parameters, see [5] . For the parameters β ∈ [0, 1 2 ), uniqueness holds by local-Lipschitz continuity of the parameters on R >0 × R >0 , and imposing absorbing boundary conditions at X = 0, uniqueness holds on the whole state space R ≥0 × R >0 . Proof of Lemma 2.1. The martingale problem is well-posed so the SABR process is (strong) Markov process and the corresponding semigroup Note that if the coefficients of the SDE were bounded, then well-posedness of the martingale problem would readily yield the Feller-Dynkin property cf. [56, Theorem 21.11.] . Since the coefficitents of the SDE (1.1) are unbounded, the Feller-Dynkin property needs to be proven separately.
Proof of the Feller-Dynkin property for SABR and for SABR-Brownian motion. In this section we use the SABR time change in order to prove the Feller-Dynkin property of SABR. By the time change one relates SABR to a CEV model running on a stochastic clock, which in turn allows us to derive the Feller-Dynkin property for the SABR model from Feller's boundary classification of the boundary at infinity for the CEV process. The property, which distinguishes a Feller-Dynkin process (FD) from a simple Feller process (F) is the requirement that for any f ∈ C ∞ [0, ∞) and any t ≥ 0 the following convergence property is satisfied:
Hence, the Feller-Dynkin property for SABR is established by the following proposition:
Proposition A.4. Let X be the CEV process (A.3) with parameters β ∈ [0, 1] and σ > 0 on a stochastic basis (Ω, F, (F) t≥0 , P) resp. the process 11 X corresponding to the first coordinate of SABR-Brownian motion (1.8)
Furthermore, for any t ≥ 0 and y ≥ 0, let (τ 
Proof. For notational simplicity we only consider X here. The statement (A.5) follows if for any > 0 and r > there exist constants N := N ( , r) > 0 and δ := δ( , r), such that (A.6) P x X τ y t ≤ r < for all x ≥ N, y ∈ B y ( δ).
Let us first consider τ Then for any r > 0 there exists an N ( , r, T ) > 0, such that (A.9)
The last probability in (A.9) coincides with the probability of hitting [0, r] before T + δ , then it holds in particular for any finite T > 0 that
where the first equality holds by monotonicity in x, the second by monotonicity in T .
Lemma A.5. Let (Ω, F, (F) t≥0 , P) be a stochastic basis and let X (resp. X) denote CEV process (resp. the process in (A. Proof. For the CEV process it is well known that the right endpoint b = ∞ is not an entrance boundary for any β ∈ [0, 1]. We recall the argument from [56, Theorem 23.13 (iii)] here. Note that the speed measure ν of the process X has density σ(x) −2 = x −2β , x ≥ 0 [56, p. 458]). Then the claim follows from Feller's boundary classification [56, Theorem 23.12] ) and from Proofs of the Generalized Feller property for SABR and SABR-Brownian motion. According to the following Lemma A.6, a key ingredient for the characterization of the Banach spaces B ψ in Theorem 2.9 is to construct admissible weight functions ψ, which are sub-eigenfunctions (that is, functions which satisfy (A.13)) of the respective infinitesimal generators ∆ g of (1.8) resp. A of (1.1).
Lemma A.6 (Reduction to Sub-Eigenspaces). Let A denote the infinitesimal generator of the semigroup (P t ) t≥0 and ψ an admissible weight function. Then property ( F 4) follows if there exists a constant λ > 0 such that
Proof. Assume that (A.13) holds. Then there is an > 0 such that (A.14)
Then Gronwall's inequality yields that
The definition of the norm || · || ψ yields with λ := ||f || ψ the inequality
Hence, by positivity ( F 3) of the semigroup and by linearity the following estimate holds:
holds, where we used (A.15) in the second inequality seting λ := λ λ.
Lemma A.7 (An admissible weight function ψ: The ad-hoc approach). The function
y is a sub-eigenfunction of the SABR infinitesimal A, that is
Proof. The derivatives of ψ are
The claimed inequality follows from the estimates
The ad-hoc approach yields a suitable weight function for all SABR parameters. However, this function grows only at a rate x 2−2β , and therefore with this choice of ψ for parameters β > 1 2 the space B ψ (D) does not include the payoff function of a European call option. In order to extend the above to higher exponents, we take a geometric approach: We determine true eigenspaces of the hyperbolic Laplace-Beltrami operator and from these we construct suitable eigenspaces of the generator of the SABR-heat semigroup such as sub-eigenspaces of the above type-under suitable parameter restrictions-for arbitrarily high (integer) exponents for the SABR infinitesimal generator. Indeed, in [47] a local isometry is introduced from the SABR-plane to the Poincaré-plane (A.17)
Lemma A.8 (Radial eigenspaces on the Poincaré plane). Radial eigenfunctions of hyperbolic
Laplace-Beltrami operator ∆ h are of the form
where Z = (X, Y ) ∈ H is an arbitrary fixed reference point, d denotes the hyperbolic distance
and L λ is a Legendre polynomial with λ = −n(n + 1), for some n ∈ N.
Proof. Radial eigenfunctions of the hyperbolic Laplace-Beltrami operator ∆ h are well known. See [39, pages 82 and 275].
Example 1. An obvious example is the hyperbolic distance from a reference point Z = (0, 1), on a hyperbolic cosine scale, is the functioñ
This function is an eigenfunction of ∆ h satisfying ∆ hr0 = 2r 0 .
The local isometry property of (A.17) and an application of [39, Lemma 3.27] (see (A.23) below) allows us to construct eigenfunctions of the Laplace-Beltrami operator ∆ g of the SABR plane from eigenfunctions of the Laplace-Beltrami operator ∆ h of the hyperbolic plane.
Lemma A.9 (Implied eigenspaces on the SABR-plane). For any radial eigenfunction ψ with eigenvalue λ of the Laplace-Beltrami operator ∆ h on the Poincaré-plane (H, h) the pullback φ * ψ under the SABR-isometry (A.17) (i.e. the composition φ • ψ : S → R) is a radial eigenfunction of the Laplace-Beltrami operator ∆ g of the SABR-plane (S, g), with S = {(x, y) : x, y > 0} to the same eigenvalue. Therefore, radial eigenfunctions of ∆ g are of the form
for some fixed Z = (X, Y ) ∈ S, where L λ denote Legendre polynomials with λ = −n(n + 1), for some n ∈ N, and δ is the Riemannian distance function on the SABR-plane. Explicitly,
Then from the construction of the distance function
on the SABR-plane it is immediate that for any f :
and the form (A.20) follows from Lemma A.8 with (A.17) directly. Furthermore, by Lemma A.8
is an eigenfunction of ∆ h to the eigenvalue λ, hence by Lemma A.8 and by [39, Lemma 3.27] , the pullback φ * ψ λ is an eigenfunction of ∆ g to the same eigenvalue
Proof of Theorem 2. 
Therefore, if an eigenfunction ψ λ of the Laplace-Beltrami operator is bounded with respect to the first order term of (A.25) in the sense A.26 below, then ψ λ is also sub-eigenfunction of the SABR infinitesimal generator (A.26) ∆ g ψ λ = λψ λ and Aψ λ ≤ λψ λ for some λ, λ ∈ R.
Such a condition is guaranteed to hold if the following drift condition is fulfilled: There exists a constant λ ∈ R such that (A.27) 0 ≤ βy 2 x 2β−1 ∂ψ λ ∂x + λψ λ for all x, y > 0.
For any ψ λ , which satisfies (A.27), the statement (A.26) holds for any λ ≥ (λ + λ), where λ is an eigenvalue of ∆ g and λ ∈ R is the constant from the drift condition (A.27). Hence an eigenfunction of ∆ g which satisfies (A.27) is a sub-eigenfunction of A
For such (sub-) eigenfunctions the statement of Theorem 2.9 about the generalized Feller property (FG) of the SABR semigroup (2.1) follows from Lemma A.6 analogously as above and strong continuity of the SABR semigroup on the Banach spaces B ψn , n ∈ N is again a consequence of Theorem 2.8. It remains to find eigenfunctions which satisfy (A.27) for some λ ∈ R. For the functions ψ c,n := L n(n+1) •r c , where L n(n+1) denote Legendre polynomials of order n(n+1), n ∈ N the drift part in (A.25) is of the form
The derivatives of the Legendre polynomials 13 for n = 0, 1, 2 are clearly positive for ∂ r L 0 (r c ) ≡ 0, ∂ r L 2 (r c ) ≡ 1 and ∂ r L 6 (r c ) ≡ r c , which is positive for all x > 0, y > 0 by construction. In these cases ψ c,n satisfies the drift condition (A.27) with λ = 0, since if ρ < 0 and c = 0 the expression in (A.28) is clearly nonnegative for all x > 0, y > 0 and β ∈ [0, 1). The restriction on β stated in (iii) of Theorem 2.9 is a consequence of the choice c = 0 and follows from the arguments presented in A.24. This string of argumentation can be generalized to Legendre polynomials of arbitrary order. Indeed, the derivatives of the Legendre can become negative, but this happens only for |r c | ∈ [0, 1) and for r c ∈ [1, ∞) they are always positive. On the other hand, the range of (2.5) is r c (x, y) ∈ [1, ∞) for all x, y and all SABR-parameters β, ρ. The latter statement can be read off the equation 14 (2.5), noting Proof of Corollary 2.10. Note that whenever n ∈ N is large enough such that β ≤ 2n−1 2n , the sub-eigenfunctions
have at least linear growth in x. Recall that in (A.29), the function r c denotes (2.5), and L n(n+1) is a Legendre polynomial of order n and c(n) is a finite constant depending on n, for n ∈ N.
Proof of Theorem 3.1. Recall that for a geometric Brownian motion both boundary points {0} and {∞} are natural and hence P[S t = 0] = 0 for any t > 0. Moreover, for the geometric Brownian Motion Y from (1.1) we have lim t→∞ Y t = 0, P − a.s. In particular, by a slight abuse of notation, Y ∞ = 0, P-a.s., Y t > 0 for all t ∈ [0, ∞), and inf{t > 0 :
where the random times τ 0 and τ 1 are as in [33, Chapter 6, p. 307] (A.31)
Note that for almost every sample path τ 0 = τ 1 and Y (τ 0 ) = 0 when τ 0 < ∞, since Y t > 0 for all t ∈ [0, ∞), τ 1 is the first time when Y hits zero, which justifies the last equality in (A.30). In fact, since Y is a Brownian motion started at y > 0, τ 0 , i.e. the first hitting time T Y 0 of zero is finite with positive probability. Since X is a non-negative martingale, lim t→∞ X t = X ∞ exists almost surely. Now decomposing X via time change, the first component becomes a CEV process X (on a stochastic clock), and as such it hits zero in finite time for any β < 1, [71, Theorem 51.2]. There are three cases, which can occur: For any β ∈ (0, 1), the CEV-provess X and the Brownian motion Y started at y reach zero a.s. 13 
Recall that that
(3r 2 c − 1). Generally, it holds for the derivatives that (r 2 c − 1)∂rL n(n+1) (rc) = n(rcL n(n+1) (rc) − L (n−1)n (rc)), which can be negative for values of rc in [0, 1), but all derivatives are nonnegative on rc ∈ [1, ∞). To show that P(X ∞ > 0) ∈ (0, 1) we use the SABR time change: By continuity
Since also the first hitting time T X 0 of X is absolutely continuous with strictly positive density on [0, ∞) it follows that (A.32)
Note that for the proof of the statement about (X, Y ) follows by analogous arguments for (1.1) and (1. 
and let us denote the SABR-bilinear forms 
Indeed by integration by parts we get
from which we can derive the following simple no drift condition: The Generator A m of the Dirichlet form E m has no lower order terms if and only if This function satisfies
Multiplying the second equation in (A.38) by ρx β and equating to the first yields
This yields for
This implies for some function g the identity (A. 39) f (x, y) = a log(x) + g(y),
where we denoted a := x∂ x f . Similarly, multiplying the first equation in (A.38) by ρ and the second by x β yields ρx 2β−1 y 2 β + ρ 2 x β y (2 + y∂ y f ) = yx β (2 + y∂ y f ). This yields for x = 0 = y y∂ y f = −2 + 
In the case of SABR coefficients one has µ(x, y) = 1 ρx β y 2 , and (A.46) reads
Choosing Υ ≡ 1 yields the Laplace-Beltrami operator ∆ g in (1.7) and Υ(x, y) = x −β , yields
By construction, the operator ∆ x −β µ is symmetric on L 2 ( 1 x 2β y 2 dx), and the time changed operator ∆ x −β µ is symmetric on L Appendix B. Reminder on diffusions, their geometry and time change B.1. The SABR time change as a change of the underlying geometry. It was shown in [67] , that the small time asymptotic behaviour of a symmetric elliptic diffusion 15 (with values on a Lipschitz manifold) is determined by the intrinsic metric (and hence geometry). Moreover, also a converse statement is true: in [77] the question whether a diffusion is determined by its intrinsic metric is answered affirmatively (for diffusions with continuous coefficients). In the uniformly elliptic case, the intrinsic metric d(x, y) is the Riemannian distance resulting from the Riemannian metric associated with the inverse of the matrix of coefficients of the highest order term of the operator:
see [78, Section 5.5.4] , where the term in the integral is the length of the gradient of a (minimal) parametrised curve from x to y. The time change changes the geometry underlying the state space S of the model. We exemplify this statement here in two simple cases (β = 0 and β = 1) of parameter configurations. It is well-known that the instantaneous variance of a diffusion determines the geometry of the process, cf. [37, 38, 42, 52, 58, 59 ], see also [?] . If the instantaneous covariance matrix of the diffusion is non-degenerate on S, then its inverse determines the coefficients of a Riemannian metric (a socalled intrinsic metric) on the state space of the process. For example for the SABR process (1.1) with β = 0 and β = 1 (the normal and lognormal SABR models . Recall that in the non-degenerate (uniformly elliptic) case a unique geometry and intrinsic metric of the diffusion is determined via Varadhan's formula (3.2), characterising the diffusion (its transition density) at leading order. Moreover, the infinitesimal generator of a diffusion of the above type coincides in leading order with the Laplace operator 18 of the respective manifold. The heat equation of the manifold induced by this Laplace operator is solved by the corresponding heat kernel which determines the law of the Brownian motion of the manifold, cf. [52] . The short-time asymptotics of this heat kernel coincide at leading order with those of the transition density p in (3.2), The geometry of the time-changed process (1.3) for the parameters β = 0, β = 1 is determined analogously, the manifold and Riemannian metric are (B.2)
. In this simple case it is easy to see that the transition from one geometry to the other is induced-in accord with Theorem 1.1-by the time-change. Later on, we show that this holds in more generality. In fact, the multiplicative perturbation y 2 in (1.2) is the inverse of the density of the hyperbolic volume element (1/y 2 dxdy), and it is easy to see that in the uncorrelated case we indeed pass by the time change from a Euclidean geometry ( S 0 ,g 0 ) to the geometry of the hyperbolic plane (S 0 , g 0 ).
B.1.1. Random time change via local times. We refer to [14, Chapter II] and [56, Chapter 23] to recall some definitions and notation on scalar diffusions (such as the speed measure m, the scale function s and the killing measure k), which will be used below to motivate corresponding concepts for Dirichlet forms. With this we aim to give a justification of our statements about the role of local time for the time change (1.5) in an simple setting.
Recall from [14, II.13 ] the local time of a diffusion.
Definition B.1 (Local time). For a regular diffusion X the a family of random variables (B.3) {L(t, x) : x ∈ I, t ≥ 0}, 16 We have not posed any boundary conditions at x = 0 on the process (1.1) here. 17 Note that for ρ = 0, the Riemannian manifold (S 0 , g 0 ) is hyperbolic space H 2 , see [47, 19 The geometry of ( S 0 ,g 0 ) is flat, that is Euclidean.
is called local time of X, if
where in (iii), s < t and θ denotes the shift operator.
The following connection between local time and the transition density p of X holds true:
Now consider a diffusion X on a natural scale (recall: s(x) = x for the scale function) and let m denote the speed measure of X. Furthermore, let W be a Brownian motion on R with X 0 = W 0 . 
Furthermore, let us assume
If the boundaries l, r are absorbing then the random time change of the Brownian motion W based on L (m) coincides in law with X:
Furthermore, also the local times of W (m) and X with respect to the speed measure m coincide in law:
where {L X (t, x)} denotes the local time of X with respect to the speed measure m.
Remark B.2 (Motivation for "speed measure", Borodin-Salminen). The definition of local time L (m) with respect to the speed measure displays that if a Brownian particle is moving at time t on the region where speed the measure m takes large values, then L (m) is increasing rapidly. By (B.6) the time change behaves as τ (m) (t + h) τ (m) (t) even for large h > 0, and therefore the increment W τ (m) (t+h) − W τ (m) (t) is "small" and hence the increment X t+h − X t as well. Due to this property m has been given the name speed-measure. See [14, II.16] 
where (µ i,j ) i,j is a non-negative definite matrix of Radon measures on U , i.e. for any ξ ∈ R d and any compact set
and k is a positive Radon measure, the killing measure. The crucial property for the reverse conclusion-i.e. whether it is possible to construct an associated Hunt process to (B. 
Definition B.3 (Closability). A form (E, D(E)) is called closable if it has a closed extension. This is equivalent to the condition
The density function ρ a vanishes a.e. on its singular set. 
Then (E, D(E)) is a closed form on the Hilbert space L 2 (R, ρds). • Consider the following symmetric bilinear form on L 2 (mdx):
• Define the domain of E as the set ξ ij (x)x i x j ≥ c K |x| 2 .
Definition B.11 (Energy measure). Let E be a Dirichlet form on L 2 (X, m) with Domain D(E). We say that E admits a carré du champ operator also square field operator or energy measure if the following property holds:
(R) There exists a subspace H of D(E) ∩ L ∞ (X), dense in D(E) such that For all f ∈ H ∃f ∈ L 1 (X), such that for all h ∈ D(E) ∩ L ∞ (X)
Iff ,g ∈ L 1 (X) as above, we define by polarisation a form Γ : B.3. Diffusions as symmetric Dirichlet forms and the intrinsic metric. Let X be a connected locally compact separable metric space with a positive Radon measure µ with supp(µ) = X. Consider the Hilbert space L 2 (X, µ) of real-valued functions, which are square-integrable with respect to µ. Furthermore, let E be a Dirichlet form L 2 (X, µ), i.e. a closed and Markovian, non-negative definite symmetric bilinear form E on a dense subspace D(E) ⊂ L 2 (X, µ).
Definition B.14 (Regular Dirichlet form). A Dirichlet Form E in the Hilbert space H is called regular if there is a subset of D(E) ∩ C c (X), which is a core of E, i.e., which is dense in D(E) with respect to the natural norm ϕ → (E(ϕ) + ||ϕ|| H ) 1 2 , and which is dense in C 0 (X) with respect to the supremum norm L ∞ .
Definition B.15 (Strongly local quadratic form). Let E be any positive quadratic form on a Hilbert space H, we call E strongly local if E(ψ, ϕ) = 0 for all ϕ, ψ ∈ D(E) with supp(ψ) and supp(ϕ) compact with ψ constant on a neighbourhood of supp(ϕ).
Definition B.16 (Diffusion). We call a strongly local regular Dirichlet form a diffusion. 
