Introduction
Rainfall is one of the most climate elements where it's the source of the water supply to dames, ground water and agriculture. Hydrologic frequency analysis is a method used for evaluation of the probability of hydrologic events, which are averaged out in statistical point of view, common hydrologic engineering designs, such as a dam height, design discharges, etc. are determined by the results of frequency analysis [1] . Many studies on rainfall statistical distribution have been done. Vivekanandan N. 2014 used number of probability distributions such as Exponential, Extreme Value Type-1, Extreme Value Type-2, Generalized Extreme Value and Normal in rainfall analysis. Generally, Method of Moments was used for determination of parameters of the distributions [2] . Amin M. T., Rizwan M. and Alazba A. A, 2016 applied Normal, log-normal, log-Pearson type-III and Gumbel max distribution on Pakistan rainfall, Based on the scores of goodness of fit tests, the normal distribution was found to be the best-fit probability distribution [3] . Alghazali and Alawadi, 2014 fitted Normal, Gamma and Weibull distributions on thirteen Iraqi stations of monthly rainfall observations. Chi-Square and Kolmogorov-Smirnov tests used to show a suitable distribution. Gamma distribution was suitable for five stations, Normal and Weibull distributions were not suitable for any station [4] . Mohamed T.M. and Ibrahim A. A., 2016 used five distributions on Sudan rainfall, namely Normal, Log normal, Gamma, Weibull and exponential distribution. Three statistical goodness of fit test were used on the basis of the minimum value of test statistic. The normal and gamma distribution were selected as the best fit probability distribution for the annual rainfall in Sudan during the period of the study, respectively [5] . Salama A. M., Gado T.A. and Zeidan B. A., 2018 examined six popular probability distributions, Normal , Log-Normal , Gumbel , Pearson Type III, Log-Pearson Type III, and Generalized extreme value , and compared for their abilities in the estimation of annual maximum rainfalls in Egypt. The results indicated that the Log-Normal and Log-Pearson Type III distributions are the best models for describing the distribution of daily annual maximum rainfalls in most stations in Egypt [6] . The selected sites are Sulaimani, Erbil and Duhok weather stations in Kurdistan-Iraq region as in Figure1 are 884.8 m, 420 m, 575m above the sea level respectively and they receive different amount of rainfall.
Normal Distribution
The normal distribution or, as it is often called, the Gauss distribution is the most important distribution in statistics. The distribution is given by [7] :
where μ is the mean, σ the standard deviation. For μ = 0 and σ = 1 we refer to this distribution as the standard normal distribution.
Weibull distribution
Weibull distribution is one of the best distributions and has wide applications in diverse disciplines especially in meteorology.
The probability density function f (x) and the cumulative distribution function F(x) of the 2parameter Weibull distribution are given by [8] :
for x ˃ 0, α ˃0, β ˃0. α is the dimensionless shape parameter and β is the scale parameter of precipitation series. The maximum likelihood method (MLM) estimates are obtained by solvingiiteratively.
The probability density function f (x) and the cumulative distribution function F(x) of the 3parameter Weibull distribution are given by:
for x ˃ θ, α˃0, β˃ 0, α is the dimensionless shape parameter, β is the scale parameter, θ is the location parameter. The MLM estimates are obtained by solving iteratively [8, 9] :
Gamma distribution
The gamma distribution involves the notion of gamma function. First, The gamma function, Γ(α), is a generalization of the notion of factorial. The gamma function is defined as:
The Gamma distribution can also be used to model the amounts of a rainfall in a region. A gamma distribution was postulated because precipitation occurs only when water particles can form around dust of sufficient mass, and waiting the aspect implicit in the gamma distribution. Gamma distribution is widely used in hydrologic analysis. The probability distribution function of a random variable x having a gamma distribution is: 12) α:shape parameter β:scale parameter which represents 2-parameters gamma function. The Cumulative Distribution Function is:
3-Parameter Gamma Distribution is given by:
γ:location parameter
The Cumulative Distribution Function is [10] :
General extreme value distribution
Extreme value theory deals with the stochastic behavior of the extreme values in a process. The generalized extreme value distribution is defined by the following distribution function:
For 1 + − >, k the shape parameter, μ the location parameter and σ>0 the scale parameter, the density function is given by [11] :
Erlang Distribution
The Erlang variate is the sum of a number of exponential variates. It was developed as the distribution of waiting time and message length in telephone traffic. The Erlang variate is a gamma variate with shape parameters c, an integer, where:
Range 0 ≤ x < ∞. Scale parameterb β > 0. Shape parameter m > 0 For the 2-parameter Erlang distribution:
While for the 3-parameter Erlang distribution:
: location parameter [12] 
Goodness of Fit Tests
The goodness of fit (GOF) tests measures the compatibility of a random sample with a theoretical probability distribution function. In other words, these tests show how well the distribution selected fits to the data. The general procedure consists of defining a test statistic which is some function of the data measuring the distance between the hypothesis and the data, and then calculating the probability of obtaining data which have a still larger value of this test statistic than the value observed, assuming the hypothesis is true. This probability is called the confidence level.
Chi square test
The Chi-Squared test is used to determine if a sample comes from a population with a specific distribution. The first step in chi-square test is to arrange the number of observation into a set of class intervals .We compare observed frequencies with corresponding expected frequencies calculated on the basis of a null hypothesis with stated trial assumptions. Then calculate a quantity which summarizes the disagreement between observed and expected frequencies, and test whether it is so large that it would not likely occur by chance. Let the observed frequency for class i be o i , and let the expected frequency for that same class be e i , where:
However, like other tests of significance, the chi-squared test for frequency distributions becomes more sensitive as the number of degrees of freedom increases, and that increases as the number of classes increases. Thus, we should make the number of classes as large as we can. If the calculated value of χ 2 is greater than the corresponding tabulated or computer value of χ 2 , the null hypothesis must be rejected at the level of significance equal to the stated upper-tail χ 2 probability. The chisquared test for frequency distributions appears in various forms depending on just what trial assumptions are used to give null hypotheses.
In each case the expected frequency for any class or cell is the product of two quantities: the total frequency for all classes and the probability that a randomly chosen item will fall in that particular class [11] .
Kolmogrove-Smirnov. Test
Underlying The Kolmogorov-Smirnov (K-S) test is a goodness-of-fit test used to determine whether an underlying probability distribution differs from a hypothesized distribution when given a finite data set. The step-by-step procedure for executing K-S test for given a set of sample values x 1 ,x 2 ,….,x i observed from a population X, is as follows:
• The sample values are arranged in increasing order of magnitude, denoted by (x i ). • The observed distribution functions S(x i ) are determined from the relation: S(x i )=i/N N is the total number of observations. • Distribution function F(x i ) at each xi by using the hypothesized distribution is obtained and the deviations D 2 are determined from Equation:
obtained from the last Equation, is compared with critical value shown in statistical tables. If D 2 is less than the critical value the tested distribution is suitable for describing the observed data, otherwise the tested distribution is not suitable for describing the observed data [13] .
The Anderson-Darling test
The Anderson-Darling test makes use of the specific distribution in calculating critical values. This has the advantage of allowing a more sensitive test and the disadvantage that critical values must be calculated for each distribution.
The Anderson -Darling test statistic is defined by: 
Results and Discussion
Sulaimani city Figures (2a- 
Erbil city
The Five distributions were fitted on Erbil histograms of monthly and total rainfall as in figures (3a-i) for the period 1941-2017. Goodness of fit tests shows that general extreme value distribution is best fit distribution to Jan, Feb, May, Oct, Nov, Dec and total rainfall , 40-80 mm, 60-80 mm, 0-10 mm, 0-9 mm, 0-20 mm, 40-80 mm and 290-360 mm are the high frequency values of rainfall amounts. Weibull (3P) is the most suitable distribution to Mar and Apr rainfall with a high frequency value of 30-57mm and 0-10 mm respectively. The most fitted distributions to the data in Erbil city are found in figures (3a), (3b) and (3i).
Duhok city
The three goodness of fit tests on the five types of distributions show that each distribution is appropriate for a given month in Duhok city as shown in figures (4a-i). According to the three goodness of fit tests General extreme value is fit on Jan, May, Oct, Dec and total rainfall with a high frequency value of 40-80,0-10 mm, 0-9 mm , 40-80 mm and 480-560 mm respectively. In Feb, Mar, Apr Weibull (3P) is the most suitable distribution with 60-80mm, 30-50mm; 37-55mm frequently rainfall amount ranges respectively. Gamma (3p) is adequate to Nov rainfall with most repeated rainfall value of 0-20mm. The most fitted distributions to the data in Dhouk city are found in figures (4a) and (4i). In general According to the figures (2i), (3i), (4i) we can say that the total rainfall in sul.,arbil and duhok cites respectively most suitable test for these distribution (gamma 3p, weibll 3p, earlang 3p ,normal and general extreme value ) are shown fitted this data. And we can conclude that the best suitable fitting for these data at Sulimani city, The reason for this is due to the fact that the Sulaimani city more rainy compared to the cities of Erbil and Dhouk in the winter and suitable for rainfall at annual Rain. 
Conclusions
This study investigated the statistical distribution of rainfall in Sulaimani, Erbil and Duhok stations. The results show that general extreme value distribution is the best fit distribution for Jan, Dec and Oct in the three cities. General extreme value is best adequate distribution for almost months in Erbil. In Mar the Weibull(3p) distribution is the best fit distribution for the three cities. In general for all the three cities Weibull(3p) distribution is mostly appropriate in Mar and Apr. In May, Oct, and Nov Earlang distribution cannot be applied to the frequency histogram for the three cities. There is no best fit common distribution for all the three cities. High observed frequency rainfall values were observed in Jan and the lowest were observed in Oct. There is no fit distribution exists for all months in the three cities. The most fitted distribution to the data occurred in Jan and annual rainfall for the three sites.
