Spectra of Convex Hulls of Matrix Groups by Jankowski, Eric et al.
Spectra of Convex Hulls of Matrix Groups
Eric Jankowski∗, Charles R. Johnson†, and Derek Lim‡
September 21, 2019
Abstract
The still-unsolved problem of determining the set of eigenvalues realized by n-by-n doubly
stochastic matrices, those matrices with row sums and column sums equal to 1, has attracted
much attention in the last century. This problem is somewhat algebraic in nature, due to a
result of Birkhoff demonstrating that the set of doubly stochastic matrices is the convex hull of
the permutation matrices. Here we are interested in a general matrix group G ⊆ GLn(C) and
the hull spectrum HS(G) of eigenvalues realized by convex combinations of elements of G. We
show that hull spectra of matrix groups share many nice properties. Moreover, we give bounds
on the hull spectra of matrix groups, determine HS(G) exactly for important classes of matrix
groups, and study the hull spectra of representations of abstract groups.
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1 Introduction
Our study of this subject was originally motivated by the work done over the last century in
investigating DSn, the subset of the complex plane consisting of every complex number that is an
eigenvalue of some doubly stochastic matrix. This problem is part of a larger class of problems
related to the Nonnegative Inverse Eigenvalue Problem, which asks which multisets of n complex
numbers are achievable as the spectrum of some matrix in Mn(R) with nonnegative entries. The
analogous problem for row stochastic matrices was solved in 1951 [1]. In [2], Perfect and Mirsky
proved some properties of DSn, including that DSn =
⋃
k≤nΠk for n ≤ 3, where Πk denotes the
convex hull of the kth roots of unity. More recently, it was shown in [3] that DS4 =
⋃
k≤4Πk.
However, there is an example of a doubly stochastic matrix in [4] that shows that DS5 contains
some points that do not belong to ⋃k≤5Πk. Thus, a precise description of DSn remains elusive for
n≥ 5.
Birkhoff’s theorem [5] states that the set of doubly stochastic matrices of size n is precisely
the convex hull of the permutation matrices of size n—a specific representation of the symmetric
group Sn. Here, we study the region analogous to DSn for different matrix groups—given a matrix
group G we consider its hull spectrum HS(G), which is the subset of the complex plane consisting
of points achieved as eigenvalues of matrices in the convex hull of G. Moreover, for an abstract
group G we study the hull spectra HS(ρ(G)) for representations ρ of G.
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We show that hull spectra of finite matrix groups share many of the nice properties that
DSn possesses. Namely, they are contained in the unit disc, star-shaped from any η ∈ [0,1] for
nontrivial groups, and bounded above and below by some natural regions related to the group.
These properties are notable, since the hull spectrum of a finite set of matrices S ⊂Mn(C) is not
generally well-behaved. For instance, it is not difficult to construct sets S for which HS(S) achieves
values of larger magnitude than the spectral radii of matrices in S, or for which HS(S) is not
connected, let alone star-shaped.
In studying the hull spectra of specific classes of groups, we first classify the hull spectra of
(possibly infinite) abelian matrix groups. Applying these results to cyclic subgroups of a general
matrix group G, we attain lower bounds on the hull spectrum of G. We show that for some classes
of groups, the lower bound is always attained, so the hull spectra are in fact unions of certain
polygons Πk. However, we note that there are groups that have hull spectra with exceptional
regions outside of these polygons. Finally, we apply our results to DSn, and thus prove properties
of DSn without using the theory of nonnegative matrices or specific facts about doubly-stochastic
matrices, which have been used in the past to study DSn. We thus find that the concept of the
hull spectra of a matrix group is useful in the study of DSn, and is also an interesting concept in
its own right with much nice structure to explore.
2 Preliminaries and Basic Properties
Definition 2.1. Let S ⊆Mn(C) be a set of n-by-n complex matrices. The convex hull of S, denoted
Co(S), is the set of all convex combinations of elements of S. The hull spectrum of S, denoted
HS(S), is the set of all complex numbers that occur as eigenvalues of some matrix in Co(S). In
most cases, we will consider the hull spectrum HS(G) of a matrix group G⊆GLn(C).
Given an abstract group G, the hull spectra of different G-representations may vary signifi-
cantly. For instance, the trivial representation has hull spectrum {1}. Since a non-faithful repre-
sentation may be viewed as a representation of a particular quotient group, we primarily consider
the hull spectra of faithful representations. This restriction allows us to give tighter bounds (on
hull spectra) that better characterize the group.
Definition 2.2. Given an abstract group G, its faithful hull spectra are the hull spectra HS(ρ(G))
for faithful G-representations ρ, in which we write ρ(G) to denote the image of G under ρ.
We now present some relatively straightforward lemmas that will aid us in later proofs.
Lemma 2.3. If H is a matrix subgroup of G, then HS(H)⊆HS(G).
Proof. We have Co(H)⊆ Co(G), so HS(H)⊆HS(G).
Lemma 2.4. Let G be a group, and let ρ1,ρ2 be isomorphic G-representations. Then HS(ρ1(G)) =
HS(ρ2(G)).
Proof. Denote by n the degree of ρ1 and ρ2. Since ρ1 and ρ2 are isomorphic, there is S ∈GLn(C)
such that ρ1(g) = Sρ2(g)S−1 for all g ∈ G. Then all convex combinations in Co(ρ1(G)) are similar
to the corresponding convex combinations in Co(ρ2(G)) by S, so their eigenvalues coincide.
Lemma 2.5. Let G be a finite group and ρ : G →GL(V ) a finite-dimensional G-representation with
irreducible direct sum decomposition ρ=⊕mi=1 ρi. Then HS(ρ(G)) =⋃mi=1HS(ρi(G)).
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Proof. Since ρ=⊕mi=1 ρi, we may choose a basis of V such that each element of ρ(G) is block upper
triangular with blocks ρi(G) along the diagonal. Then the spectrum of any element of Co(ρ(G)) is
the union of the spectra of the corresponding elements of Co(ρi(G)) for i= 1, ...,m.
For a matrix group G, the geometry of HS(G) is now considered. In particular, we discuss the
set of star points of HS(G), or points λ ∈ HS(G) such that for any λ′ ∈ HS(G), all points on the
line segment between λ and λ′ lie in HS(G). In this case, we say that HS(G) is star-shaped from λ.
Lemma 2.6. Let S ⊆Mn, and suppose Co(S) contains ηI for some η ∈ C. Then HS(S) is star-
shaped from η. In particular, for a matrix group G, HS(G) is star-shaped from 1.
Proof. Let λ be an eigenvalue of the convex combination C ∈ Co(S). Since ηI ∈ Co(S), we have
(1−α)C+αηI ∈Co(S) and hence the eigenvalue (1−α)λ+αη is in HS(S) for any α ∈ [0,1]. Thus,
the whole line segment between η and λ is contained in HS(S) Any matrix group G contains the
identity, and hence is star-shaped from 1.
Lemma 2.7. Let ρ : G → GL(V ) be a nontrivial irreducible representation of the finite group G.
Then the zero matrix belongs to Co(ρ(G)). In particular, HS(ρ(G)) is star-shaped from 0.
Proof. Notice that the group average A = 1|G|
∑
g∈G ρ(g) is an idempotent element of Co(ρ(G)).
Using the well-known result (see for instance [6]) that the sum of character values of a nontrivial
irreducible representation satisfies ∑g∈G χ(g) = 0, we find that Tr(A) = 0. Since A is idempotent, it
follows that A= 0∈Co(ρ(G)), as desired. Applying Lemma 2.6 shows that HS(ρ(G)) is star-shaped
from 0.
Corollary 2.8. Let G be a nontrivial finite matrix group. Then HS(G) is star-shaped from every
point in [0,1].
Proof. View G as a matrix group representation of some abstract group G. Since G is nontrivial, the
representation contains some nontrivial summands. Each of these summands has a hull spectrum
that is star-shaped from both 0 and 1, so HS(G) is also star-shaped from 0 and 1. Since the set of
star points of a subset of a vector space is convex, the corollary is proven.
Another important geometric consideration is the relationship of HS(G) with the unit circle
S1 and the closed unit disc D. See [7] for necessary results on matrix norms.
Lemma 2.9. Let S ⊆Mn be a collection of matrices, and suppose there is a matrix norm ‖ ·‖ such
that ‖A‖ ≤ 1 for all A ∈ S. Then HS(S) is contained in the closed unit disc D. In particular, we
have HS(G)⊆D for any finite matrix group G.
Proof. This is clear by convexity of norms and the fact that matrix norms bound the spectral
radius. For any convex combination of group elements ∑kαkAk ∈ Co(S), it holds that
r
∑
k
αkAk
≤
∥∥∥∥∥∥
∑
k
αkAk
∥∥∥∥∥∥≤
∑
k
αk‖Ak‖= 1
in which r(A) is the spectral radius of A. If G is a finite matrix group, we know as a basic result
of representation theory that there is a change of basis such that each element of G is unitary. By
Lemma 2.4, this change of basis does not affect the hull spectrum. Since the spectral norm of a
unitary matrix is 1, the claim follows.
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It is important that the condition of the previous lemma hold for finite matrix groups G.
Consider the following matrices and note that the condition does not hold for Sx:
Sx =
{[1 2x
0 1
]
,
[
1 0
2x 1
]}
, Bx =
[
1 x
x 1
]
∈ Co(Sx)
Since Bx ∈ Co(Sx), letting x→∞, we see that the HS(Sx) contain eigenvalues of arbitrarily high
magnitude while each matrix in Sx has only 1 as its sole unique eigenvalue.
Now we present a result restricting the multisets of eigenvalues achievable by C ∈Co(G) for a
finite matrix group G.
Proposition 2.10. For G a finite matrix group, a matrix C ∈ Co(G) has all eigenvalues on the
unit circle if and only if C is an element of G.
Proof. Since G is a finite matrix group, we can assume Ai ∈G are all unitary. Let C =∑ki=1αiAi
where αi > 0 and
∑
iαi = 1 be an element of Co(G), and suppose that C has all eigenvalues on
the unit circle. Then 1 =
∣∣det(C)∣∣ = σ1 · · ·σn where σi are the singular values of C. Due to the
convexity of the spectral norm and the fact that C is a convex combination of unitary matrices,
which all have spectral norm 1, we know that the largest singular value satisfies σ1 ≤ 1, so in fact
all singular values of C are 1. This implies that C is unitary. Then A∗1C is also unitary and of the
form
A∗1C = α1I+α2A∗1A2 . . .+αkA∗1Ak
The eigenvalues of A∗1C are of the form α1+µi, where µi is an eigenvalue of
∑k
i=2αiA
∗
1Ai. Each µi
has magnitude at most ∑ki=2αi because we can again apply convexity of the spectral norm since
the A∗1Ai are unitary. Moreover, since A∗1C is unitary, all of its eigenvalues have magnitude 1. This
forces the eigenvalues of A∗1C to all be 1, meaning that A∗1C = I and thus C =A1.
3 Abelian Groups
We begin by considering groups of 1-by-1 matrices i.e. groups of complex numbers. As we will see
in Theorem 3.4, the hull spectrum problem for any abelian group of matrices may be reduced to
the 1-by-1 case.
For a subset S ⊆ GLn, denote by 〈S〉 the matrix group generated by S. Let S1 and B1
denote the unit circle and open unit disc of the complex plane respectively. Moreover, let B′α =
B1∪{e2piiαn : n ∈ Z}, and let R+ (resp. R−) be the strictly positive (resp. negative) real numbers.
Lemma 3.1. Let λ ∈ C\{0}. Then
(1) if λ is a primitive nth root of unity, then HS(〈λ〉) = Πn.
(2) if λ= e2piiα is not a root of unity, then HS(〈λ〉) =B′α.
(3) if λ ∈ R+\{1}, then HS(〈λ〉) = R+.
(4) if λ ∈ R−\{−1}, then HS(〈λ〉) = R.
(5) if λ /∈ S1∪R, then HS(〈λ〉) = C.
Proof. We address each case individually. Note that (1) and (2) correspond to the case in which
λ ∈ S1, and that (3) and (4) correspond to the case in which λ ∈R\S1. It follows that each nonzero
complex number satisfies exactly one of these conditions.
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(1) If λ is a primitive nth root of unity, then HS(〈λ〉) = HS(G) where G is the group of nth roots
of unity. The convex combinations of these are precisely the polygon Πn.
(2) If λ= e2piiα, then HS(〈λ〉) = HS(G) where G= {e2piiαn | n ∈ Z}. Since λ is not a root of unity,
this group is a countable dense subset of S1. Thus, we find that HS(〈λ〉) is the union of this
countable dense subset together with the open unit ball, which is precisely B′α.
(3) If λ is a positive real number not equal to 1, then powers of lambda can attain arbitrarily
small and arbitrarily large positive real numbers. Thus, the set of convex combinations of
these powers is precisely R+.
(4) Similarly as above, if λ is a negative real number not equal to −1, we may find powers of
λ which are arbitrarily large negative and positive real numbers. It therefore follows that
HS(〈λ〉) = R in this case.
(5) Otherwise, λ is a complex number that does not lie on the unit circle and is not real. In this
case, there are powers of λ with arbitrarily large modulus. Since λ is not real, these powers
are not all contained in the same half-plane. Thus, their convex hull contains all complex
numbers.
Definition 3.2. We say that λ ∈C is of type 1 if it satisfies hypothesis 1 of the above lemma (i.e.
if it is an integral root of unity). Similarly, we may classify any other nonzero complex number as
type 1, 2, 3, 4, or 5 depending on which hypothesis it satisfies.
Lemma 3.3. Let G be a subgroup of the nonzero complex numbers, and let Λ⊆G be any generating
set of the group. Then
(1) if Λ contains an element of type 5, then HS(G) = C.
(2) if Λ contains a non-real element of type 1 or 2 and an element of type 3 or 4, then HS(G) =C.
(3) if Λ⊆ S1, then HS(G) is a union of some Πn’s with some B′α’s.
(4) if Λ⊆ R+ but Λ 6⊆ S1, then HS(G) = R+
(5) if Λ⊆ R but Λ 6⊆ S1 and Λ 6⊆ R+, then HS(G) = R
Proof. We again address each case individually. Notice that if Λ does not satisfy hypothesis 1
or 2, then Λ is contained in either S1 or R. The three remaining hypotheses therefore handle
each remaining case, so any collection Λ of nonzero complex numbers satisfies exactly one of these
conditions.
(1) This case is trivial by Lemma 2.3.
(2) Let λ ∈ Λ be non-real and of type 1 or 2, and let λ′ ∈ Λ be of type 2 or 3. Then λλ′ ∈G is a
non-real and has modulus not equal to 1, so we are again finished by Lemma 2.3.
(3) Notice that if Λ ⊆ S1 then G ⊆ S1 as well. If Λ is finite and all elements of Λ are of type 1,
then let n be the least common multiple of all k ∈N such that Λ contains a primitive kth root
of unity. Then G is precisely the nth roots of unity, so HS(G) = Πn in this case. Otherwise
Λ is either infinite or contains an element of type 2, so G is a dense subset of S1. Thus
B1 ⊆HS(G), so in fact B1∪G= HS(G). It follows that HS(G) =⋃λ∈GHS(〈λ〉), finishing our
proof in this case.
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(4) By Lemma 2.3 we know that R+ ⊆ HS(G). Further, we have G⊆ R+ and HS(R+) = R+, so
the other direction also holds.
(5) We use the same reasoning as in (4).
This completes the proof.
With these lemmas in mind, we now have a full solution to the abelian group case as follows:
Theorem 3.4. Let G be an abelian matrix group, and consider a generating set {Ai} for G. let
λi,1, ...,λi,n be the eigenvalues of Ai for each i. Then
HS(G) =
n⋃
j=1
HS(〈{λi,j}i〉)
In particular, HS(G) is a union of five types of sets: C,R,R+,Πn, and B′α
Proof. Since G is a commuting family of matrices, we may choose a basis of Cn wherein each
Aki ∈ G (for k ∈ Z) is upper-triangular (see e.g. [7]). Let λki,1, ...,λki,n be the diagonal elements of
each Aki . Then the eigenvalues of
∑
i,kαi,kA
k
i are
∑
i,kαkλ
k
i,j for j = 1, ...,n. It follows that the hull
spectrum HS(G) is determined entirely by the eigenvalues (ordered according to the chosen basis)
of the generators Ai.
Corollary 3.5. For a finite abelian matrix group G, we have
HS(G) =
⋃
k∈K
Πk
where K is the set of all k ∈ N such that some element A ∈G has a primitive kth root of unity as
an eigenvalue.
We conclude this section with a brief analysis of faithful hull spectra of abstract finite abelian
groups.
Proposition 3.6. Let G = 〈g〉 be a cyclic group of finite order n. Then the faithful hull spectra of
G are of the form ⋃
j∈J
Πj
for any collection J of positive integers whose least common multiple is n.
Proof. Note that the irreducible representations of G are given by ρk(g) = gk for k = 0,1, ...,n−1,
and HS(ρk(G)) = Πn/d where d = gcd(n,k). Since a faithful representation of G is a direct sum of
some ρk such that the k have greatest common factor 1, it follows that the n/d must have least
common multiple n. Since any configuration of ρk such that the n/d have least common multiple
n is faithful, we are finished.
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4 Bounds on the Hull Spectra of General Finite Groups
Now, we consider HS(G) for general finite matrix groups G. A simple lower bound from our previous
results is given by the following lemma.
Lemma 4.1. For a finite matrix group G, we have ⋃k∈KΠk ⊆ HS(G), in which K is the set of
all k ∈ N such that some element A ∈ G has a primitive kth root of unity as an eigenvalue. In
particular, we have Πp ⊆HS(G) when p is a prime that divides the order of G.
Proof. For any A ∈G with a primitive kth root of unity as an eigenvalue, we know by Theorem 3.4
that Πk ⊆HS(〈A〉)⊆HS(G).
Definition 4.2. In view of Lemmas 2.4 and 2.5, we see that for a finite group G, the hull spectrum
of a G-representation is entirely determined by which irreducible summands are present in its
direct sum decomposition into irreducibles. Recall the left regular representation of G, given by
ρreg :G→GL(Vreg) where Vreg is the vector space of all functions G→C and (ρreg(g)f)(g′) = f(g−1g′)
for f ∈ Vreg and g,g′ ∈ G.
It is a basic fact in representation theory (see e.g. [8]) that the regular representation contains
every irreducible as a summand, so HS(ρreg(G)) is an upper bound on the hull spectrum of any
G-representation. We will refer to HS(ρreg(G)) as the maximal hull spectrum of G. Note that in
view of Proposition 3.6, the maximal hull spectrum of the cyclic group of order n is Πn.
Lemma 4.3. For a finite group G, we have ⋃k∈KΠk ⊆ HS(ρreg(G)), in which K is the set of all
k ∈ N such that some element g ∈ G has order k.
Proof. Suppose g ∈ G has order k. By Lemma 4.1, it suffices to show that ρreg(g) has a primitive
kth root of unity as an eigenvalue. Observe that each element of G has an orbit of size k under
the action by g. Define f ∈ Vreg by mapping an arbitrary element of each orbit to 1, and then
subsequently mapping each other element to a kth root of unity so that ρreg(g)f = e2pii/kf . Then
e2pii/k is an eigenvalue of ρreg(g), so we are finished.
We know from Theorem 3.4 that finite abelian groups have hull spectra that are exactly unions
of some polygons Πk. In particular, the lower bounds given in Lemmas 4.1 and 4.3 are actually
tight for finite abelian groups. We will later show that the lower bound is tight for certain other
finite groups as well. However, the inclusions given by these lemmas are not tight in other cases
(such as G = S5 and many alternating groups An). Interestingly, they are known to be tight for Sn
with n ≤ 4 and may be tight for many Sn with n > 5. For these reasons, it will also be useful to
determine some upper bounds on the hull spectra of groups.
To obtain an upper bound on HS(G) for a matrix group G, we use properties of the field of
values of a matrix. For a matrix A ∈Mn, the field of values of A is defined as
F (A) = {x∗Ax | x ∈ Cn,x∗x= 1}
We make use of several fundamental properties of the field of values, as can be found in [9]. For
sets X and Y we denote their sum X+Y = {x+y | x ∈X, y ∈ Y }.
Lemma 4.4. For matrices A,B ∈Mn,
• σ(A)⊆ F (A)
• F (A+B)⊆ F (A) +F (B)
7
• F (αA) = αF (A) for α ∈ C
• If A is normal, then F (A) = Co(σ(A))
These properties immediately give an upper bound on HS(G).
Lemma 4.5. For any matrix group G,
HS(G)⊆ Co
 ⋃
A∈G
Co
(
σ(A)
)
Proof. We can assume all matrices in G are unitary and thus also normal. Due to Lemma 4.4, for
αk ≥ 0 with
∑
kαk = 1, we have
σ
∑
k
αkAk
⊆ F
∑
k
αkAk

⊆
∑
k
F (αkAk)
=
∑
k
αkF (Ak)
=
∑
k
αkCo
(
σ(Ak)
)
⊆ Co
⋃
k
Co
(
σ(Ak)
) ,
so the claim holds.
Together with the previously-derived lower bound on HS(G), this upper bound yields the
following results:
Corollary 4.6. For a finite matrix group G, we have
⋃
k∈K
Πk ⊆HS(G)⊆ Co
⋃
k∈K
Πk

in which K is the set of k such that some A ∈G has a primitive kth root of unity as an eigenvalue.
Corollary 4.7. For a finite group G, we have
⋃
k∈K
Πk ⊆HS(ρreg(G))⊆ Co
⋃
k∈K
Πk

in which K is the set of k such that some g ∈ G has order k.
Recall the doubly stochastic matrix
Ct =

0 0 0 1 0
0 0 t 0 1− t
0 t 1− t 0 0
0 1− t 0 0 t
1 0 0 0 0
 ,
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which for t= 12 serves as the example in [4] that shows that DS5 6=
⋃
k≤5Πk. We remark that the
eigenvalues realized by Ct for any t∈ [0,1] all lie within ⋃k≤6Πk, the lower bound given in Corollary
4.7 (since S5 has elements of orders 1 through 6). This observation in part motivates the following
conjecture:
Conjecture 4.8. For a finite group G, we have
HS(ρreg(G)) =
⋃
k∈K
Πk
in which K is the set of k such that some g ∈ G has order k.
As we have seen in section 3, this conjecture holds when G is abelian. The following two
sections prove this result for the dihedral groups and the quaternion group.
5 Dihedral Groups
In this section we consider the dihedral group
D2n = 〈r,s | rn = s2 = (sr)2 = 1〉
of symmetries of the n-gon. The following two observations will classify the irreducible representa-
tions of D2n (see [10]) so that we may analyze the resulting hull spectra.
Observation 5.1. We note that if n is odd, there are n+32 irreducible representations of D2n.
Two of these representations are one-dimensional, so their images are abelian groups of complex
numbers. In particular, the only two groups realized are the trivial group {1} and Z/2Z= {−1,1}.
The remaining n−12 irreducibles are of the form ρk :D2n→GL(C2) in which
ρk(r) =
[
coskθn −sinkθn
sinkθn coskθn
]
ρk(s) =
[
0 1
1 0
]
for θn = 2pin and k = 1, ...,
n−1
2 .
Observation 5.2. If n is even, there are n+62 irreducible representations of D2m, four of which are
one-dimensional with images {1} or {−1,1}. As above, the rest are of the form ρk :D2n→GL(C2)
in which
ρk(r) =
[
coskθn −sinkθn
sinkθn coskθn
]
ρk(s) =
[
0 1
1 0
]
for θn = 2pin and k = 1, ...,
n−2
2 .
Theorem 5.3. With ρk defined as above,
HS(ρk(D2n)) = Πa∪Π2
for a= ngcd(n,k) .
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Proof. Since ρk(D2n) = ρ k
gcd(n,k)
(D2a), we may reduce to the case in which n = a and k = kgcd(n,k) .
In this case, the matrix group is identical, and k is prime to n. Under this assumption, we see that
the elements of ρk(D2n) are exactly the same as those in ρ1(D2n). Thus, we may assume without
loss of generality that k = 1. We now set G= ρ1(D2n) and aim to prove HS(G) = Πn∪Π2.
The inclusion HS(G) ⊇ Πn∪Π2 is trivial by Lemma 2.3, as HS(〈r〉) = Πn and HS(〈s〉) = Π2.
We now claim that the spectrum of every element of Co(G) is contained within Πn ∪Π2. Let
C ∈ Co(G), so it is of the following form:
C = α0I+α1r+ . . .+αn−1rn−1 +β0s+β1rs+ . . .+βn−1rn−1s
=
[ ∑n−1
k=0
(
αk cos(kθn)−βk sin(kθn)
)
β0 +
∑n−1
k=0
(−αk sin(kθn) +βk cos(kθn))
β0 +
∑n−1
k=0
(
αk sin(kθn) +βk cos(kθn)
) ∑n−1
k=0
(
αk cos(kθn) +βk sin(kθn)
) ]
where αk ≥ 0, βk ≥ 0, β0 +
∑
k(αk +βk) = 1 and θn = 2pin . Note that by Lemma 2.9, we know that
HS(G)⊆B1. Then if C has real eigenvalues, it follows that σ(C)⊆Π2.
Otherwise C has non-real eigenvalues λ,λ for some λ ∈ C\R. Then we see that
Re(λ) = 12 Tr(C) =
n−1∑
k=0
αk cos(kθn)
Let B = 12i(C−C∗). It is well known (see [11]) that λmin(B)≤ Im(λ)≤ λmax(B). Also,
B =
[
0 −1i
∑n−1
k=0 αk sin(kθn)
1
i
∑n−1
k=0 αk sin(kθn) 0
]
has eigenvalues ±∑n−1k=0 αk sin(kθn). Thus, the eigenvalues of C have real part ∑kαk cos(kθn) for
αk ≥ 0 and
∑
kαk ≤ 1, and they have imaginary part of magnitude at most
∑
kαk sin(kθn). Since
each cos(kθn)± isin(kθn) lies in Πn, we see that λ is a convex combination of points in Πn, scaled
by the constant ∑kαk ∈ [0,1] and with imaginary part also scaled by some constant in [0,1]. Hence
λ,λ ∈Πn, so that the proof is complete.
Corollary 5.4. The faithful hull spectra of D2n are given by
Π2∪
⋃
j∈J
Πj
for any collection J of positive integers whose least common multiple is n. The maximal hull
spectrum is then
Π2∪Πn
Proof. By Lemma 4.1, we know that any faithful hull spectrum of D2n contains Π2∪⋃pΠp where
p ranges over the prime factors of n. In fact, this hull spectrum is realizable by taking the direct
sum over representations ρk such that n/gcd(n,k) is an odd prime.
Now observe that whenever m> 2 divides n, the hull spectrum Πm∪Π2 is realizable by ρn/m.
Since we may consider the direct sum of as many irreducible representations as we want, and since
no other hull spectrum is realizable by any irreducible representation, our result follows.
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6 The Quaternion Group
We now shift our attention to the quaternion group
Q8 = 〈r,s | r4 = 1, s2 = r2, s−1rs= r−1〉.
Note that every element of Q8 can be written as rksj for k = 0,1,2,3 and j = 0,1. Following the
place of the previous section, we will first examine the irreducible representations of Q8 (see [12]).
Observation 6.1. Notice that D4 = Q8/Z where Z = {1, r2} is the center of Q8, so many Q8-
representations factor through D4 = Z/2Z×Z/2Z. In particular, there are four such irreducibles,
each of degree 1 (since D4 is abelian). These irreducibles all have image contained in {−1,1} and
map r2 = s2 to 1.
The remaining two irreducibles are ρ± :Q8→GL(C2) given by
ρ±(r) =
[
±i 0
0 ∓i
]
ρ′k(s) =
[
0 −1
1 0
]
We remark that ρ+(r) = ρ−(r−1), so ρ+(Q8) = ρ−(Q8). In this sense, we may refer unambiguously
to the matrix group ρ(Q8) = ρ−(Q8) = ρ+(Q8).
Theorem 6.2. With ρ defined as above, we have
HS(ρ(Q8)) = Π4
Proof. Here, we write r to refer to the matrix ρ+(r) and s to refer to ρ+(s). As before, the inclusion
HS(ρ(Q8))⊇Π4 is trivial by Lemma 2.3, since HS(〈r〉) = Π4. Now let C ∈Co(G), so we may write
C =
3∑
k=0
αjr
k +
3∑
k=0
βjr
ks
=
[ ∑3
k=0αki
k −∑3k=0βkik∑3
k=0βk(−i)k
∑3
k=0αk(−i)k
]
for some αj ,βj ≥ 0 satisfying ∑j(αj +βj) = 1. Then with α′j = αj −αj+2 and β′j = βj −βj+2, we
get
C =
[
α′0 +α′1i −β′0−β′1i
β′0−β′1i α′0−α′1i
]
,
so the eigenvalues of C are α′0±i
√
(α′1)2 + (β′0)2 + (β′1)2. Thus, the imaginary part of each eigenvalue
λ has magnitude at most |α′1|+ |β′0|+ |β′1|, and the real part has magnitude |α0|. Then
|Re λ|+ |Im λ| ≤ |α0|+ |α′0|+ |β′0|+ |β′1|
≤
3∑
k=0
(αj +βj)
= 1,
so indeed λ ∈Π4, as desired.
Corollary 6.3. The only faithful hull spectrum (and maximal hull spectrum) of Q8 is Π4.
Proof. Recall that r2 = s2 belongs to the kernel of each degree-1 representation of Q8, so any faithful
representation must contain a copy of ρ+ or ρ−. Thus, the corollary follows by the preceding
theorem.
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7 Doubly Stochastic Matrices and the Symmetric Group
Work thus far in trying to understand DSn has been matricial. The permutation matrix represen-
tation of Sn is a direct sum of the trivial representation and the standard representation. Thus, by
Lemma 2.5, DSn is also the set of all eigenvalues achievable by convex combinations of matrices
in the standard representation of Sn, which is of dimension n−1. Here, we note some known facts
about DSn that may be proven via the group structure of Sn, perhaps more easily than using
other proof methods. This analysis shows that some of the theory used to investigate DSn (such
as the Perron-Frobenius theory of nonnegative matrices and assorted facts about doubly-stochastic
matrices) may not be necessary for deducing information about the region.
Proposition 7.1. For n≥ 2, the region DSn:
(1) Is star-shaped from any point in [0,1]
(2) Contains the polygons Πk for k ≤ n
(3) Is contained in the convex hull of the polygons Πk for k ≤ n and thus within the unit disc.
Moreover, for any doubly stochastic matrix A ∈Mn whose eigenvalues all lie on the unit circle, A
is a permutation matrix.
Proof. Property (1) follows from Corollary 2.8, and (2) and (3) both follow from Corollary 4.6.
The last component is due to Proposition 2.10.
Moreover, we can apply our results on the dihedral group to provide a new proof of the form
of DS3.
Proposition 7.2. DS3 = Π2∪Π3
Proof. Since S3 ∼=D6 and since the permutation matrix representation of S3 is faithful, Corollary
5.4 proves the result.
The upper bound on DSn given by the field of values bound in Proposition 7.1 does not add
information because of the work of Karpelevich in [1]. The region Kn of eigenvalues achieved by
row stochastic matrices is an outer estimate of DSn, and is in fact strictly smaller than the field
of values bound for n≥ 3. The boundary of Kn consists of concave arcs between adjacent roots of
unity, and these arcs lie within the line segments between adjacent roots of unity given by the field
of values bound.
Again, we note that although all finite abelian groups, dihedral groups, the quaternion group,
and the standard representation of Sn for n ≤ 4 have hull spectra corresponding to the polygon
lower bound of Lemma 4.1, the standard representation of S5 does not. This phenomenon makes
the question of determining DSn all the more compelling. Here, we note that the standard rep-
resentation of the alternating group An also does not in general agree with the lower bound of
Lemma 4.1. First, we note the form of the lower bound:
Lemma 7.3. The hull spectrum of the standard representation ρ of An contains Πk for all odd
k ≤ n and all even k ≤ n−2.
Proof. For all odd k ≤ n, An contains any k-cycle. For even k ≤ n−2, An contains the product of
any k-cycle with a disjoint 2-cycle.
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Now it may be seen through direct computation that HS(ρ(An)) is not contained within the
polygon lower bound for small n> 3. For example, the standard representation ρ of A4 has its hull
spectrum bounded below by Π2∪Π3. Consider the convex combinations of the even permutation
matrices corresponding to the permutations (123) and (12)(34):
Ct = (1− t)

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1
+ t

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

Note that Ct has a degree-4 characteristic polynomial that can be factored into (x−1)q(x) for
a degree 3 polynomial q(x) ∈ R[x], so its roots can be determined with standard techniques. For
t ∈ [.4, .9] (this range is not tight), Ct has a non-real eigenvalue λ with Re λ < −.5, which means
that it is to the left of Π3 and does not belong to Π2. Thus, there is a large portion of the hull
spectrum of ρ(A4) that lies outside of the polygon lower bounds.
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