We consider the design problem of creating coatings that are either highly reflective or highly transparent. The goal is to create an optical element, consisting of planar layers, which reflect (or transmit) energy over a given range of wavelengths and angles of incidence. The approach we take is to formulate the problem as an optimization. In particular, we formulate the design problem as a minimax problem. We demonstrate that the approach can be effective in producing coatings of a few layers with desirable properties.
Introduction
The problem of creating an optical element with desired properties by a series of planar coatings is one that that has been previously studied. Design of nonreflective coatings for acoustic waves were studied in [11] and [10] . In both works, the angle of incidence is fixed (in fact it is normal). The problem is considered in the time-domain, and posed as an optimization in [11] . In [10] the problem is studied in the frequency domain. Using an analytical approach, the authors provide a constructive method for designing a nonreflective slab.
It is known that an infinite periodic lamination may possess the photonic bandgap property. That is, planewaves of certain angles of incidence and wavelengths cannot be propagated in such a medium. This property is the basis of the design presented in [9] . The authors show that a periodic stack can be designed so that the bandgap lies in the range of wavelengths and angles of incidence of interest. They created a coating with a few periods and found that the reflectivity agreed fairly well with predictions for the infinite periodic case.
In [8] , the authors studied the convergence properties of a half-space consisting of N periodic units. The normal-incidence reflection and transmission properties of such a slab is studied in the limit as the number of periodic units approaches infinity. The work is important in the sense that it can be used to estimate the number of layers needed to approximate well the properties of an infinite periodic lamination.
We study the problem of designing finite laminations that have high reflection coefficients over a range of angles and wavelengths. The approach can also be used to produce laminations that have high transmission coefficients. The framework for the design procedure is minimax optimization, which can be thought of as extremizing a functional under the worse case scenario.
This paper begins with a review of how reflection and transmission coefficients are computed in a layered medium. We show how the design problem can be posed as an optimization. An outline of how the resulting minimax optimization problem is solved is given. The computational approach is based on an interior point method, using a primal-dual formulation. In the final section, we describe the results of our computation. We show that omnidirectional mirrors with good reflection properties can be achieved with relatively low contrast, absorptive material. An appendix showing a derivation of formulas for the derivatives of the reflection and transmission coefficient with respect to the design parameters is given.
Reflection and transmission coefficients
We consider a set of N planar layers resting on a substrate, which is assumed to be a halfspace. Air occupies the region above the layers. A plane wave at some angle of incidence strikes the layer as shown in Figure 1 . We wish to calculate the reflection and transmission properties of the lamination. We will follow the development presented in [2] . We give a brief description here for completeness.
We will denote the index of refraction in the jth layer as n j and the zcoordinate location of the jth interface as −d j . The layer thicknesses are h j , for j = 1, · · · , N . The angle of incidence of the plane wave θ is measured from the normal. We consider only cases with harmonic time dependence. All materials will be nonmagnetic. The wave number in the jth layer is k j = ωn j /c, where c is the speed of light in free space. We define β = k 0 sin θ and α j = k 2 j − β 2 1/2 . The permittivity of the jth layer is ε j = n 2 j /(c 2 µ 0 ), where µ 0 is the permeability of free space. Thus, we can model dissipation in the j-th layer by setting n j to have a positive imaginary component.
We now state the relationship between the electromagnetic field in different layers. The z-dependence of the y component of the electric in the jth layer can be shown to be of the form e jy = A j e −iαj z +R j e 2iαj dj +iαj z .
Here,R j is a generalized reflection coefficient, which indicates the amount of reflection at an interface, taking into account reflections at all interfaces below it.
The TE (transverse electric) and TM (transverse magnetic) fields decouple in this geometry and can be treated separately. We can use (1) to describe the TE or TM component of the electric field. The only difference is how the generalized reflection coefficient is calculated in the two cases. The computation of these coefficients is done in [2] by recursion, going from the lowest layer and moving to the top, layer by layer.
The basic ingredient for the calculation is the reflection coeffiecient involving a single interface
The recursive computation goes as follows. We start with
and useR
to calculate the generalized reflection coefficients at each interfaceR j . Of particular interest for us is the overall reflection coefficientR 0 , which is the reflection coefficient of the entire stack. In the computation, we would naturally use the coefficient R
T E j
for TE modes and R
T M j
for TM modes. In this paper we will use the convention that θ < 0 is a TM case and θ > 0 is a TE case. This choice is made to make formulas more compact. It also makes some intuitive and graphical sense, since for θ = 0 the reflection coefficients for the TM and TE modes coincide.
We assume that the properties of the air (z > −d 1 ) and the substrate (z < −d N +1 ) are given. We denote the properties of the layers by vectors
to represent the indices of refraction of each layer, and
to represent the layer thicknesses. We denote the reflection coefficient of the entire stack, with all its parametric dependences by
Similarly, the transmission coefficient for the stack is denoted by T (n, h, θ, ω). Its relation to the reflection coefficient is
Note that, by this definition, energy absorbed by the lamination is considered transmitted energy. We have also indicated the coefficients' dependence on angle of incidence θ and frequency ω. We will compute first and second derivatives of R(n, h, θ, ω) and T (n, h, θ, ω) using the chain rule and the recursive definition. One example of this can be found in the Appendix.
Minimax formulation of the design problem
The design problem consists in finding properties of the stack of layers which either minimize or maximize reflection of the coating. There are many ways one can pose this problem as an optimization, depending on the goals.
We will use a minimax formulation optimizing over the indices of refraction or thicknesses of the layers, with the angles and frequencies of interest given in advance. That is, we will choose the properties of the layers such that the maximum reflection (or transmission) of the coating is minimized.
Consider the class of problems where the thicknesses of the layers are fixed. That is, h = h 0 . Then in our notation, the minimax problem for minimum reflection is min
whereas for maximum reflection is
The set N and are the sets of feasible indices of refraction, and Ω and Θ are the (discrete or discretized) frequencies and incident angles of interest. We will also consider designing for thicknesses h where the index of refration of the layers n is set to n 0 . In this work, we consider n 0 = [a, b, a, b, · · · ]; that is a stack of layers with alternating index of refraction. The desired unknowns are the thicknesses of the layers. Thus, the optimization problems we consider are min
where the set of permissible thickness sequence is indicated by H. We assume N and H are tensor products of 1-dimensional (possibly infinite) intervals. For example, N = [l, u] N , N = R N , N = {n 0 }, and H = [0, ∞) N are all possible.
One could consider minimizing a single smooth function containing the reflected energy over all angles and frequencies of interest. One such optimization problem is the following:
This is a smooth optimization problem. However, because the functional is the l 1 norm (or l 2 norm ofR 0 ), what tends to happen is that the optimal solution to this problem is a case where one or two reflection coefficients are significantly larger than all others. Thus, it produces results with good performance in an averaged sense, instead of considering each angle and frequency combination individually.
On the other hand, the minimax optimization (4a) is the same as minimizing the l ∞ norm of the reflection coefficient. This formulation can be interpreted as requiring the highest reflection coefficient to be as small as possible. This "worstcase scenario" approach can lead to better designs. Moreover, it removes many concerns about sampling and weighting issues. While minimax optimization has its benefits, it is a much harder problem, requiring some treatment of the nonsmoothness of the cost functional.
Minimax optimization 4.1 Reformulation
The goal of this section is to describe a method for solving the minimax design problems formulated in (4a)-(5b). First, we index the angles and frequencies together, so that all combinations are considered with one index variable. That is, ω ∈ Ω and θ ∈ Θ, if and only if there is a j, 1 ≤ j ≤ m, such that ω j = ω and θ j = θ. Since we are using the maximum norm, the ordering of these variables is unimportant. Next, define the functions {f j } m j=1 to be the functions on which the optimization is performed. That is,
if the maximum reflection is to be minimized and
if the maximum transmission is to be minimized.
When we solve for indices of refraction with thicknesses fixed, problem (4a)-(4b), the only design variable is n. Similarly, if we solve for thicknesses of a stack of alternating index of refraction, the design variable is h. In either case, We denote the unknown by x ∈ R N . The feasible region for x, defined by upper and/or lower bounds on each component, is denoted X . Therefore, our design problem can be written as the classic minimax problem
Note that this problem is equivalent to the optimization min (z,x)∈R×X z subject to z ≥ f j (x) for all j ∈ {1, 2, . . . , m}.
We wish to combine the notation for the constraints of the form z ≥ f j (x) with the constraints which define X . First, let c j (z, x) = z − f j (x). Recall that constraint set X is defined by 1-dimensional intervals. In this work no component will have a feasibility region of a single point, although in practice they can be treated in our approach. Therefore, the constraint x ∈ X can be written as a list of non-infinite upper and lower bounds. If x i ≥ l i = −∞, then we will include a constraint of the form
Likewise, if x i ≤ u i = ∞, then we will include a constraint of the form
In both expressions ν is a positive constant used for scaling which does not change the feasible region. If p such constraints define the feasible region X , then we index them from m + 1 to m + p and define c j (z, x) to be the corresponding constraint.
Then we can rewrite (7) as
One major difficulty which arises in the discrete minimax problem is that the maximum function in (6) is nonsmooth and (8) involves nonlinear constraints.
There are two main approaches to such problems -working-set [1, 3, 5, 12] and primal(-dual) [4, 6, 14] methods. The method we will use is a primal-dual interior-point trust-region method, which is adapted from [4] . We refer the reader to that paper for a general presentation of the method and an analysis of the approach. Details of our implementation can be found in [7] .
Penalty and barriers
The approach we take to solving (8) is to write a merit function
with µ > 0 and ν > 0. The constraints in (8) are incorporated as penalty terms, which provide a barrier to keep the optimization process from violating any one of the inequality constraints. For each µ, the solution of (9) can be viewed as an approximate solution to (8) . These barriers decrease in severity as µ goes to zero, and the accuracy of the approximation improves. We will solve the problem
choosing a sequence of positive penalty parameters {µ k } such that lim k→∞ µ k = 0.
Inner and outer iterations
We provide a very high-level view of the algorithm for solving (8) using the merit function (9).
Starting with a feasible initial guess (z 0 , x 0 ) and initial penalty parameter µ 0 , set k = 0.
k , update µ k+1 < µ k and find a feasible z k+1 from x k+1 and µ k+1 . (iii) Increment k by one and go back to (i).
This, of course, is not the whole story. There are details and subtleties which we describe next.
Trust-region method
We will use a trust-region method to perform the minimization in step (i) from the algorithm in the preceding section. The central idea behind this method is to approximate the penalty function (9) in the neighborhood of a point (z, x) by a quadratic model
We look for the minimum inside a bounded region called the "trust region." That is, we solve min
The size of the trust region is controlled by ∆, and this number is increased or decreased depending on the ratio of the actual decrease in the functional ϕ(z, x, µ) after updating to the decrease predicted by the quadratic model. The gradient of the model, g, is merely the gradient of ϕ, but we will alter the Hessian of the model, H, to account for optimality conditions of the problem (10) which we give in the following section. The optimality conditions will allow us to motivate our choice for the model Hessian, which we will state in (18).
Optimality conditions
A primal-dual approach is adopted for solving (10) . The method starts by looking at the necessary condition for a minimizer of (10), which is that the gradient of the merit function (9) is zero at a minimum. Recall that c j (z, x) = z − f j (x) for j = 1, . . . , m. Therefore, we have
and
Writing the Jacobian of the vector with elements c j (z, x) as
and letting
the conditions above can be rewritten
We view the variables in y as dual variables, and their definition as necessary conditions. Therefore we have
Moreover, inherited directly from the log-barrier functions, we have the conditions c j > 0 for all j = 1, 2, . . . , m + p.
(13)-(17) are the first order necessary conditions. Note that these conditions bear some resemblance to the well-known Karush-Kuhn-Tucker conditions [13] applied to the constrained minimization (8), the only difference being that the minimax KKT conditions allow equality in (15) and (17) and replace (16) with c j y j = 0.
Model definition
Although the goal of the inner iterations is to solve (10) , it has been shown to be beneficial [4] to choose a model Hessian which is not the Hessian of the merit function ϕ. In this section we define this model Hessian and give a motivation for it. Define the matrix Y (or C) as the diagonal matrix with the components of y (or c(x)) as the diagonal entries. Also define J to be the Jacobian of c with respect to both z and x,
and define ∇ (z,x)(z,x) c i to be the Hessian of c i (z, x) with respect to both z and x.
Then we can define our model Hessian to be
Note that H is the Hessian of the merit function ϕ if, and only if, y i = µ/c i . The inclusion of the dual variables y allows us freedom to include optimality condition information from (13), (14) and (16). In short, these conditions are used to determine a likely value for the optimal y * i = µ k /c i (x * k ) and sets y i between µ/c i and the guessed y * i . Note that y i linearly scales the first and second derivatives of c i in the definition of H. Therefore, making a good guess for y * i allows one to weigh the different constraints better in early iterations, allowing x k,j to converge more quickly to x * k . Another common motivation for the Hessian definition (18) relates to using Newton's method on (13), (14) and (16), in all three variables z, x and y [4, 7] .
The inner iteration algorithm
The approach to miniminize (9) for a fixed µ k consists of the following inner iterations. We are at the k-th outer iteration and enter the inner iterations with initial primal values z k and x k . An initial trust region radius is set to ∆ k,0 .
Set j = 0, start with z k,0 = z k , x k,0 = x k , and ∆ k,0 . From these find a good choice for the dual variables, y k,0 .
(i) Compute the quadratic model m k,j and solve
(
Notes:
1. In step (iii), it is possible that we may reject the update because of high constraint violation. t k,j can be adjusted to fix some instances of this. In other cases, we would decrease the trust region radius and go back to (i).
2. The trust region radius is made larger if the actual reduction in the function ϕ is sufficiently large in comparison to the reduction predicted by the quadratic model m j,k .
3. The norm which appears in step (i) is an energy norm based on the positive
is based on the model Hessian H.
4.
There is a lot of freedom in how the dual variables are updated. The necessary condition is that y k,j i − µ k /c i (z k,j , x k,j ) → 0. We form a quadratic programming problem in y to minimize sensibly the violation of (13), (14) , and (16).
A stopping rule based on the level of first order condition satisfaction is implemented.
Details of the algorithm are given in [7] .
The algorithm and convergence
With the above description of the inner iterations, the algorithm described in Section 4.3 is complete. The outer iterations are stopped when µ k is small enough that violation of the first order conditions for the minimax problem is also sufficiently small. Following the arguments outlined in [4] , we can show that the algorithm described in this section converges to the solution of (8) under mild assumptions. The main steps of the proof in [4] carry over to the present case, and particular proofs related to the minimax problem or algorithmic implementation are given detail in [7] .
Design problems
This section contains results from numerical computations using the minimax algorithm presented for designing planar coatings. We will design both transparent and reflective slabs. 
Minimizing reflection over refraction indices
For transparent slabs, the setup is such that the lamination is sandwiched between air above and substrate below. The index of refraction of air is unity while the substrate has n = 1.5. The coating is meant to perform well for angles between normal incidence and angle of incidence of 50
• , and for both TE and TM modes. The angles are sampled at 2.94
• . The range of wavelengths is from 9.8 microns to 14.6 microns. A total of 13 samples are taken in this wavelength range. The layer thickness is fixed at 0.8 microns, while the index of refraction is allowed to vary between 1.2 and 5. The design problem is to find a lamination that produces the least amount of reflection over the range of wavelengths and angles of incidence.
As an initial design, we assign a linear profile. Three cases were considered: 12 layers, 18 layers, and 36 layers. The result of our computation is summarized in Table 1 . The first column in the table is the number of layers in the slab. The initial maximum reflection, computed for the linear profile, is given for comparison purposes in column 2. The minimized maximum reflection is given in column 3. Once the optimal profile is obtained, we recalculate the reflection coefficient sampled ten times more finely in both wavelengths and angles to make sure that the discretization used in optimization did not miss any feature of the problem. The maximum resampled reflection values are displayed in column 4.
We also investigated the robustness of the optimal design by introducing errors in the indices of refraction of the layers and computing the maximum reflection of the perturbed layers. The errors are normally distributed with the standard deviation of 1% and 5%. The number of trials taken is the cube of the number of layers. The worst reflection is recorded in each run and averaged over the number of trials. The results of this study are displayed in columns 5 and 6 of Table 1 , and lead us to conclude that the optimal design is quite stable when the number of layers is small but better transparency is acheived when the number of layers is large. We can control tradeoff between robustness of design and smallness of the objective function through the number of layers.
A sample of an optimal design is given in Figure 2 . The upper figure is the initial design, and the lower figure is the optimized design. The index of refraction is given in grayscale as well as in height.
Minimizing transmission, high-contrast materials
In design of reflective slabs, the lamination is sandwiched by air above and below. The coating is meant to perform well for all angles, and for both TE and TM modes. The angles are sampled at 6.07
• , stopping at ±85
• . We wish to compare our results with the results in [9] , so the initial design, angles and frequencies considered will be similar. The range of wavelengths is from 9.8 microns to 14.6 microns. A total of 13 samples are taken in this wavelength 
range.
The initial design repeats a 0.8 micron layer with index of refraction 4.6 followed by one 1.6 micron layer (or two 0.8 micron layers if the indices of refraction vary) with index of refraction 1.6. If n is the design variable, the indices of refraction are allowed to vary between 1.2 and 5. If h is the design variable, we simply require that the layer thicknesses remain nonnegative. The design problem is to find a lamination that produces the most reflection over the range of wavelengths and angles of incidence.
Three main cases were considered: 12 layers, 18 layers, and 36 layers (or the corresponding cases if n is the design variable). The result of our computation is summarized in Table 2 . The first column in the table is the number of layers in the slab. The second column tells whether n or h is the design variable. The third column says whether dissipation was included or not. If it is included, dissipation is 10 dB/m for the high-index layers and 10 5 dB/m for the low-index layers. The air and substrate are always nondissipative. The initial maximum transmission is given in column 4 for comparison purposes. The minimized maximum transmission is given in column 5. Once the optimal profile is obtained, we recalculate the transmission coefficient sampled ten times more finely in both wavelengths and angles to make sure that the discretization used in optimization did not miss any feature of the problem. The maximum resampled reflection values are displayed in column 6.
We ran the optimization for dissipative 18-and 36-layer examples with the same frequency and angle discretization. We found that the sampling was not sufficiently fine. There was a discrepancy between the predicted response of the optimized design at the coarse and fine sampling. This discrepancy could be eliminated if we perform the optimization with finer sampling, which would come at an increased computational cost. In general, optimizing dissipative layers is more difficult because energy that is absorbed can never be reflected. Our best result for a 12-layer case produced an improvement of about 30%.
Robustness of the optimal design was investigated by introducing errors in the design variable and computing the maximum reflection of the perturbed layers. The results for 1% and 5% perturbations are are displayed in columns 7 and 8 of Table 2 . We conclude that the optimal design is quite stable.
Samples of optimal designs are given in Figures 3, 4 and 5, which represent optimizing indices of refraction, optimizing thicknesses without dissipation and optimizing thicknesses with dissipation, respectively.
Minimizing transmission, low-contrast materials with bandgap
We also considered minimizing transmission when low-contrast materials are used. The setup is exactly the same as for the high-contrast case. The initial design, angles and frequencies considered will be similar to those in [15] . The range of wavelengths is from 11.8 microns to 12.6 microns. A total of 11 samples are taken in this wavelength range. The initial design repeats a 0.8444 micron layer with index of refraction 2.8 followed by one 2.8146 micron layer (or two 1.4073 micron layers if the indices of refraction vary) with index of refraction 1.55. If n is the design variable, the indices of refraction are allowed to vary between 1.2 and 3. If h is the design variable, we simply require that the layer thicknesses remain nonnegative. The design problem is to find a lamination that produces the most reflection over the range of wavelengths and angles of incidence.
Three main cases were considered: 12 layers, 18 layers, and 36 layers (or the corresponding cases if n is the design variable). The result of our computation is summarized in Table 3 . The first column in the table is the number of layers in the slab. The second column tells whether n or h is the design variable. The third column says whether dissipation was included or not. If it is included, dissipation is 10 dB/m for the high-index layers and 10 5 dB/m for the low-index layers. The air and substrate are always nondissipative. The initial maximum transmission is given in column 4 for comparison purposes. The minimized maximum transmission is given in column 5. Once the optimal profile is obtained, we recalculate the transmission coefficient sampled ten times more finely in both wavelengths and angles to make sure that the discretization Perturbations are introduced to the optimal layers to study the stability of the design. Results for perturbations of 1% and 5% are are displayed in columns 7 and 8 of Table 3 . lead us to conclude that the optimal design is quite stable.
Samples of optimal designs are given in Figures 6, 7 and 8, which represent optimizing indices of refraction, optimizing thicknesses without dissipation and optimizing thicknesses with dissipation, respectively.
Minimizing transmission, low-contrast materials without bandgap
The final example we will give is the design of a reflective slab which has a small bandgap, but we will be optimizing its performance over a range of frequencies that is much bigger than the bandgap. Again, we ask that the slab perform well for TE-and TM-modes, at angles from 0 to 85
• . The range of wavelengths is from 9.8 microns to 14.6 microns. The angles are sampled at 6.07
• , while 13 samples of the wavelengths are taken.
The initial design repeats a 0.8444 micron layer with index of refraction 2.8 followed by two 1.4073 micron layers with index of refraction 1.55. If n is the design variable, the indices of refraction are allowed to vary between 1.2 and 3. The design problem is to find a lamination that produces the most reflection over the range of wavelengths and angles of incidence.
Two cases were considered: 18 layers and 27 layers. The result of our computation is summarized in Table 4 . The first column in the table is the number • . The optimized design has maximum transmission of 0.000329. Note that the structure is no longer periodic, and in the interior, the ratio of layer thicknesses has changed. Moreover the first high index layer is now somewhat thinner. • . The optimized design has maximum transmission of 0.003024. Note that the structure is no longer periodic, and in the interior, the ratio of layer thicknesses has changed. Moreover the first high index layer is now somewhat thinner. • . The optimized design, which is no longer periodic, has maximum transmission of 0.1197 * * . The improvement is less dramatic in comparison to the nondissipative cases. • is 1 (at some angle and wavelength, we have perfect transmission). The optimized design has maximum transmission of 0.09870 * * .
of layers in the slab. The initial maximum transmission is given in column 2 for comparison purposes. The minimized maximum transmission is given in column 3. In column 4 we report the maximum transmission coefficient found when it is sampled ten times more finely in both wavelengths and angles. Columns 5 and 6 are report on the robustness of the optimal design when errors are introduced into the indices of refraction. Note that while we are unable to get nearly perfect reflection, we are still able to make the transmission smaller. Upon closer inspection, we found that much of the transmission coefficients over angles and wavelengths are nonzero, but small. The largest of which is still less than 1.
A sample of an optimal design is given in Figure 9 .
Conclusions
This paper introduces the use of minimax optimization as a tool for optimizing the reflection and transmission properties of a finite stack of optical layers. We presented an interior point method for the optimization. Designs obtained using the minimization algorithm are presented. We first give an example of creating highly transparent coatings. We then turned our attention to designing reflective coatings. When the contrast between indices of refraction are sufficiently high and a bandgap exists, our approach show how to optimize a design with a finite number of layers starting from a periodic structure. We found that it is possible to create optical slabs with good properties even with a small number of layers. When the layers are dissipative, optimization become even more important. Finally, we showed an example of optimal design when the range of wavelengths is much bigger than the bandgap. This leads to design that is not close to periodic. We believe that the minimax approach presented here, which in principle considers the worse-case scenario as cost function, can have broader applications in photonics.
A Recursive gradient calculations
Here we show how we compute first and second derivatives with respect to h = [h 1 , h 2 , . . . , h N ] T . To simplify notation, we will abbreviate R j := R j,j+1 andR j :=R j,j+1 .
First, we have from the definitions of the 2-layer reflection coefficients that
