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INVERSE PROBLEMS FOR JACOBI OPERATORS WITH MIXED
SPECTRAL DATA
BURAK HATI˙NOG˘LU
Abstract. We consider semi-infinite Jacobi matrices with discrete spectrum. We
prove that the Jacobi operator can be uniquely recovered from one spectrum and sub-
sets of another spectrum and norming constants corresponding to the first spectrum.
We also solve this Borg-Marchenko-type problem under some conditions on two spec-
tra, when missing part of the second spectrum and known norming constants have
different index sets.
1. Introduction
The Jacobi operator J in the dense subset c00(N) of the Hilbert space l
2(N) is the
operator associated with the semi-infinite Jacobi matrix
a1 b1 0 0
b1 a2 b2
. . .
0 b2 a3
. . .
0
. . .
. . .
. . .

where an ∈ R and bn > 0 for any n ∈ N. The symmetric operator J is closable and
has deficiency indices (1,1) [limit point] or (0,0) [limit circle]. In the limit point case
J¯ is self-adjoint. However, in the limit circle case non self-adjoint operator J¯ has a
self-adjoint extension J(g) uniquely determined by g ∈ R∪{∞} (see Section 2 and [28]
Section 2.6). In both cases, a rank-one perturbation of a self-adjoint Jacobi operator
can be seen as a change of the boundary condition at the origin for the corresponding
Jacobi difference equation (see Section 2 and [25] Appendix).
Direct spectral problems aim to get spectral information from the sequences {an}n∈N
and {bn}n∈N. In inverse spectral problems, the goal is to recover these sequences from
spectral information, like the spectrum, the norming constants, the spectral measure
or Weyl m-function.
The study of inverse problems for Jacobi operators is motivated both by pure mathe-
matics, e.g. moment problems [27] and physical applications, such as vibrating systems
[15, 23].
Early inverse spectral problems for finite Jacobi matrices appear as discrete analogs
of inverse spectral problems for Schro¨dinger (Sturm-Liouville) equations
Lu = −u′′ + qu = zu,
where the potential q ∈ L1(0, π) is real-valued. Borg [2] proved that an L1-potential
is uniquely recovered from two spectra, corresponding to various pairs of boundary
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conditions. Marchenko [22] observed that the spectral measure (or Weyl-Titchmarsh
m-function) uniquely recovers an L1-potential. Another classical result is due to
Hochstadt and Liebermann [20], which says that if half of an L1-potential is known, one
spectrum recovers the whole. One can find the statements of these classical theorems
and some other results from the inverse spectral theory of Schro¨dinger operators e.g.
in [16] and references therein.
Finite Jacobi matrix analogs of Borg’s and Hochstadt and Lieberman’s theorems
were considered by Hochstadt [17, 18, 19], where the potential q is replaced by the
sequences {an}n∈N and {bn}n∈N. These classical theorems led to various other in-
verse spectral results on finite Jacobi matrices (see [1, 6, 12, 14, 24, 30] and references
therein), semi-infinite or infinite Jacobi matrices (see [7, 8, 9, 10, 11, 12, 14, 25, 26, 29]
and references therein), generalized Jacobi matrices (see [4, 5] and references therein)
and matrix-valued Jacobi operators (see [3, 13] and references therein). These prob-
lems can be divided into two groups. In Borg-Marchenko-type spectral problems, one
tries to recover the sequences {an}n∈N and {bn}n∈N from the spectral data. How-
ever, Hochstadt-Lieberman-type (or mixed) spectral problems recover the sequences
{an}n∈N and {bn}n∈N using a mixture of partial information on these sequences and
spectral data.
Silva and Weder ([25] Theorem 3.3) proved Borg’s two-spectra theorem for semi-
infinite Jacobi matrices with a discrete spectrum. Later on Eckhardt and Teschl ([11]
Theorem 5.2) considered infinite Jacobi matrix analog of Marchenko’s result with the
same discreteness of the spectrum assumption. Note that discreteness of the spectrum
is an extra assumption in the limit point case.
Jacobi versions of Borg’s and Hochstadt and Lieberman’s theorems suggest that one
spectrum gives exactly one half of the full spectral information required to recover
the sequences {an}n∈N and {bn}n∈N. Let us recall the fact that in the case of discrete
spectrum, the spectral measure is a discrete measure supported on the spectrum with
the point masses given by the corresponding norming constants (see [11] page 10). As
follows from Jacobi analogs of Marchenko’s theorem, the set of point masses of the
spectral measure (or the set of norming constants) gives exactly one half of the full
spectral information required to recover the sequences {an}n∈N and {bn}n∈N.
These observations allow us to formulate the following question:
Inverse Problem. Do one spectrum and partial information on another spectrum and
the set of norming constants corresponding to the first spectrum recover the operator?
This Borg-Marchenko-type problem can be seen as a combination of Silva and
Weder’s and Eckhardt and Teschl’s results for semi-infinite Jacobi matrices.
In the present paper, we answer this question positively. Theorem 3.3 solves this
inverse spectral problem when given part of the norming constants corresponding to
the first discrete spectrum matches with the missing part of the second discrete spec-
trum, i.e. they share the same index sets. In Theorem 3.5 and Theorem 3.6 we show
that information of one of the boundary conditions can be replaced by any unknown
eigenvalue from the second spectrum or any unknown norming constant corresponding
to the first spectrum. In Theorems 4.2, 4.3 and 4.4 we consider the same problems in
the non-matching index sets case with some restrictions on the two spectra.
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The paper is organized as follows. In Section 2 we recall necessary definitions and
results from the spectral theory of Jacobi operators, namely self-adjoint extensions
and rank-one perturbations of semi-infinite Jacobi operators, Weyl m-functions and
the norming constants. In Section 3 after recalling Silva and Weder’s characterization
of the two spectra result, Theorem 3.1, and the two-spectra theorem, Theorem 3.2, we
prove the inverse spectral problem mentioned above, Theorem 3.3 along with Theorems
3.5 and 3.6. In Section 4 we consider the same problems in the non-matching index
sets case.
2. Preliminaries
In this section we closely follow [28].
We consider the difference expression τ : l(N)→ l(N)
(τf)n := bn−1fn−1 + anfn + bnfn+1, n ∈ N\{1}(2.1)
(τf)1 := a1f1 + b1f2(2.2)
where an ∈ R, bn > 0 for all n ∈ N and l(N) is the set of complex valued sequences in-
dexed by natural numbers. The difference expression τ is represented as the tridiagonal
matrix
(2.3)

a1 b1 0 0 0
b1 a2 b2 0
. . .
0 b2 a3 b3
. . .
0 0 b3 a4
. . .
0
. . .
. . .
. . .
. . .

with respect to the canonical basis of l2(N).
Let cz,sz ∈ l(N) be two fundamental solutions of the Jacobi difference equation
(2.4) τu = zu u ∈ l(N), z ∈ C,
satisfying the initial conditions
sz(1) = 0, sz(2) = 1,
cz(1) = 1, cz(2) = 0.
Since c and s are linearly independent, we write any solution u of (2.4) as a linear
combination of these two solutions
(2.5) uz(n) =
Wn(uz, sz)
Wn(cz, sz)
c(n)−
Wn(uz, cz)
Wn(cz, sz)
s(n),
where W is the Wronskian given by
Wn(f, g) = a(n)(f(n)g(n+ 1)− g(n)f(n+ 1)).
Note that the Wronskian of two solutions of (2.4) with the same z is constant, so the
coefficients of c and s in (2.5) are constant.
If {an} and {bn} are bounded, then the Jacobi operator J : l
2(N)→ l2(N) is defined
as Jf = τf . However without the boundedness condition on {an} or {bn}, the operator
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J is no longer defined on all of l2(N). Here one needs to introduce the minimal and
maximal operators associated with τ as
Jmin : D(Jmin)→ l
2(N), Jmax : D(Jmax)→ l
2(N)
f 7→ τf f 7→ τf,
where D(Jmin) = c00(N) and D(Jmax) = {f ∈ l
2(N) | τf ∈ l2(N)}. Green’s formula
implies that J∗min = Jmax and
J∗max = Jmin : D(J
∗
max)→ l
2(N)
f 7→ τf,
where D(J∗max) = {f ∈ Jmax | limn→∞Wn(f, g) = 0 , g ∈ Jmax} ([28], Section 2.6).
In order to discuss self-adjoint extensions of the minimal operator we use limit point
and limit circle classifications of τ . The difference expression τ is called limit point
(l.p.) if sz0 /∈ l
2(N) for some z0 ∈ C\R and limit circle (l.c.) otherwise.
The maximal operator Jmax is self-adjoint if and only if τ is l.p. ([28], Lemma 2.16).
Therefore in the limit point case Jmax is a self adjoint extension of the minimal Jacobi
operator Jmin.
If τ is limit circle, we define the set of boundary conditions at ∞ as
BC(τ) = {v ∈ D(Jmax) | lim
n→∞
Wn(v¯, v) = 0, lim
n→∞
Wn(v¯, f) 6= 0 for some f ∈ D(Jmax)}.
Then for any v ∈ BC(τ), the operator
Jv : D(v)→ l
2(N)
f 7→ τf,
is a self-adjoint extension of Jmin, where D(v) = {f ∈ D(Jmax) | lim
n→∞
Wn(v, f) = 0}
([28], Theorem 2.18). We parametrize self-adjoint extensions of Jmin in the limit circle
case by defining
vα(n) = cos(α)c0(n) + sin(α)s0(n), α ∈ [0, π)
and observing that different values of α give different extensions. Then all self-adjoint
extensions of Jmin correspond to some vα with unique α ∈ [0, π) ([28], Lemma 2.20).
Therefore in the limit circle case, following [25] we define J(g) := Jv for g ∈ R ∪ {∞},
where g = cot(α) and α ∈ [0, π). In the limit point case, i.e. if Jmin is self-adjoint, we
let J(g) := Jmin for all g ∈ R ∪ {∞}.
If τ is l.c., i.e. Jmin 6= J
∗
min, then the spectrum of J(g), denoted by σ(J(g)), is
discrete ([28], Lemma 2.19). Throughout the paper we assume J(g) has a discrete
spectrum, which is a restriction in the limit point case. Note that since the essential
spectrum of a bounded Jacobi operator is always nonempty, discreteness of σ(J(g))
implies unboundedness of J(g) ([28], Section 3.2).
We define the self-adjoint operator Jh(g) by Jh(g) := J(g)−h < ·, e1 > e1 for h ∈ R,
where {en}n∈N is the canonical basis in l
2(N). It is the rank-one perturbation of J(g)
by h. If we consider the operator J(β, g) defined by the difference expression
(τ˜ f)n := bn−1fn−1 + anfn + bnfn+1, n ∈ N
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with the boundary condition
f1 cos β + f0 sin β = 0, β ∈ (0, π),
then Jh(g) = J(β, g) for h = cot β. Hence h can be seen as a boundary condition. Note
that discreteness of σ(J(g)) implies discreteness of σ(Jh(g)) for any h ∈ R. Moreover,
σ(Jh1(g)) ∩ σ(Jh2(g)) = ∅ if h1 6= h2.
The Weyl m-function of Jh(g), defined as
mh(z, g) :=< e1, (Jh(g)− z)
−1e1 >,
is a meromorphic Herglotz function, i.e. a meromorphic function with positive imagi-
nary part on C+ satisfying m(z) = m(z) ([28], Section 2.1). By Neumann expansion
for the resolvent
(Jh(g)− z)
−1 = −
N−1∑
n=0
(Jh(g))
n
zn+1
+
1
zN
(Jh(g))
N(Jh(g)− z)
−1,
where z ∈ C\σ(Jh(g)) we get the following asymptotics of mh(z, g):
(2.6) mh(z, g) = −
1
z
−
a1 − h
z2
−
(a1 − h)
2 + b21
z3
+O(z−4),
as z →∞ for ℑz ≥ ǫ, ǫ > 0 ([28], Section 6.1).
Since the m-function mh(z, g) is Herglotz, if λ is an isolated eigenvalue of Jh(g),
then mh(z, g) has a simple pole at z = λ ([28], Section 2.2). The norming constant
corresponding to the eigenvalue λk of Jh(g) is
γk(h) =
(∑
n∈N
|uλk(n)|
2
)−1
,
where uz ∈ l
2(N) solves (2.4). The residue of mh(z, g) at the pole λk is given by −γk(h)
([28], p.214).
One finds a detailed discussion of the spectral theory of Jacobi operators in [28],
which we have followed so far.
3. Inverse spectral problems with mixed data
We follow the enumeration introduced in [25] for enumerating the sequences of eigen-
values. Let {λn}n and {νn}n be a pair of discrete, interlacing, infinite real sequences
and M ⊂ Z. Then λn < νn < λn+1 for all n ∈M , where
• If infn{λn}n = −∞ and supn{λn}n =∞, then M := Z and ν−1 < 0 < λ1.
• If 0 < supn{λn}n < ∞, then M := {n}
nmax
n=−∞, nmax ≥ 1 and ν−1 < 0 < λ1.
• If supn{λn}n ≤ 0, then M := {n}
0
n=−∞.
• If infn{νn}n ≥ 0, then M := {n}
∞
n=0.
• If −∞ < infn{νn}n < 0, then M := {n}
∞
n=nmin
, nmin ≤ −1 and ν−1 < 0 < λ1.
6 BURAK HATI˙NOG˘LU
Silva and Weder gave a characterization of the two spectra of J(g) corresponding to
different boundary conditions, if J(g) has a discrete spectrum.
Theorem 3.1. ([25] Theorem 3.4 ) (Characterization of two spectra) Given h1 ∈
R and two infinite discrete sequence of real numbers {λn}n∈M and {νn}n∈M , there is a
unique real number h2 > h1, a unique operator J(g), and if Jmin 6= J
∗
min also a unique
g ∈ R ∪ {+∞}, such that {νn}n∈M = σ(Jh1(g)) and {λn}n∈M = σ(Jh2(g)) if and only
if the following conditions are satisfied.
(1) {λn}n∈M and {νn}n∈M interlace and, if {λn}n∈M is bounded from below,
min
n∈M
{νn}n∈M > min
n∈M
{λn}n∈M , while if {λn}n∈M is bounded from above,
max
n∈M
{νn}n∈M > max
n∈M
{λn}n∈M .
(2) The following series converges
(3.1)
∑
n∈M
(νn − λn) = ∆ < ∞.
By condition (3.1) the product
∏
n∈M,n 6=k
νn − λk
λn − λk
is convergent, so define
(3.2) τ−1k :=
νk − λk
∆
∏
n∈M,n 6=k
νn − λk
λn − λk
, ∀k ∈M.
(3) The sequence {τn}n∈M is such that, for m = 0, 1, 2, . . . , the series
∑
n∈M
λ2mn
τn
converges.
(4) If a sequence of complex numbers {βn}n∈M is such that the series
∑
n∈M
|βn|
2
τn
converges and for m = 0, 1, 2, . . . ,
∑
n∈M
βnλ
m
n
τn
= 0, then βn = 0 for all n ∈M .
Silva and Weder also proved that the spectral data consisting of two discrete spectra
and one of the boundary conditions uniquely determine the operator J(g) and the other
boundary condition.
Theorem 3.2. ([25] Theorem 3.3 ) (Two-spectra theorem) Let J(g) be the Ja-
cobi operator with discrete spectrum, h1, h2 ∈ R, h1 6= h2, σ(Jh1(g)) = {λn}n∈M and
σ(Jh2(g)) = {νn}n∈M . Then {λn}n∈M , {νn}n∈M and h1(respectively h2) uniquely deter-
mine the operator J(g), h2(respectively h1) and if Jmin 6= J
∗
min, the boundary condition
g at infinity.
Using Theorem 3.1 and Theorem 3.2 we prove our main inverse spectral result. The
spectral data consists of one spectrum, a subset of another spectrum, the norming
constants of the first spectrum for the missing part of the second spectrum and the
two boundary conditions.
Theorem 3.3. (Inverse problem-I) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and A be a subset of M . Then
{λn}n∈M , {νn}n∈M\A, {γn(h1)}n∈A, h1 and h2 uniquely determine the operator J(g),
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and if Jmin 6= J
∗
min, the boundary condition g at infinity, where {γn(h1)}n∈M are norm-
ing constants corresponding to Jh1(g).
Proof. The Weyl m-function mh1 can be represented in terms of mh2. Indeed, by the
second resolvent identity and the definition of the Weyl m-function
mh1(z, g)−mh2(z, g) =< (Th1 − Th2)e1, e1 >
=< (Th2)((h1 − h2) < ·, e1 >)(Th1)e1, e1 >
=< (h1 − h2) < Th1e1, e1 > Th2e1, e1 >
= (h1 − h2)mh1(z, g)mh2(z, g),
where Th = (Jh(g)− zI)
−1. Therefore
(3.3) mh2(z, g) =
mh1(z, g)
1− (h2 − h1)mh1(z, g)
.
Since J(g) has discrete spectrum and mh(z, g) =
m0(z, g)
1− hm0(z, g)
, the poles of mh(z, g)
are the eigenvalues of Jh(g), given by the zeros of 1− hm0(z, g) for any h ∈ R. Hence
(3.4) F (z, g) :=
mh1
mh2
=
1− h2m0
1− h1m0
is a meromorphic function such that the zeros of F are the eigenvalues of Jh2(g) and
the poles of F are the eigenvalues of Jh1(g). Moreover if h1 − h2 > 0, then F is a
Herglotz function, since m0 is a Herglotz function and
F (z, g) = 1 +
−1
h1
h1−h2
+ −1
(h1−h2)m0
.
Let us assume h1 > h2. We consider the case h1 < h2 at the end of the proof, which
will require minor changes. Since F is a meromorphic Herglotz function, by the infinite
product representation of meromorphic Herglotz functions ([21], Theorem VII.1.1) and
using the enumeration introduced above, F can be represented as
(3.5) F (z, g) = C
z − ν0
z − λ0
∏
n∈M,n 6=0
(
1−
z
νn
)(
1−
z
λn
)−1
, C > 0.
Recalling (3.1) and interlacing property of the two spectra {λn}n∈M and {νn}n∈M , one
gets
∆ =
∑
n∈M
|νn − λn|<∞,
and hence
0 <
∏
n∈M,n 6=0
νn
λn
< ∞.
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Therefore
lim
z→∞,ℑz≥ǫ
F (z, g)
C
= lim
z→∞,ℑz≥ǫ
z − ν0
z − λ0
∏
n∈M,n 6=0
(
1−
z
νn
)(
1−
z
λn
)−1
= lim
z→∞,ℑz≥ǫ
z − ν0
z − λ0
∏
n∈M,n 6=0
λn
νn
∏
n∈M,n 6=0
(
1 +
νn − λn
λn − z
)
=
∏
n∈M,n 6=0
λn
νn
,
for ǫ > 0. By (2.6) asymptotics of them-functionm0(z, g) implies lim
z→∞,ℑz≥ǫ
m0(z, g) = 0
and by the definition of F (z, g), we get lim
z→∞,ℑz≥ǫ
F (z, g) = 1. Therefore C =
∏
n∈M,n 6=0
νn
λn
and
(3.6) F (z, g) =
∏
n∈M
z − νn
z − λn
.
The residue of F at λk is given in terms of norming constant γk(h1). Indeed,
Res(F, z = λk) = Res(
mh1
mh2
, z = λk) = Res(1− (h2 − h1)mh1 , z = λk) =
−(h1 − h2)
γk(h1)
,
since γ−1k (h1) = −Res(mh1 , z = λk) for any k ∈M . Recall that ∆ = h1−h2. Therefore
(3.7)
−1
γn(h1)
= Res
(
F
∆
, z = λn
)
,
i.e. the residues of F (z,g)
∆
are known at λn for each n ∈ A.
At this step we can restate our claim in terms of F as the set of poles, {λn}n∈M , the
set of zeros except the index set A, {νn}n∈M\A, and the residues with the same index
set A, {Res(F (z,g)
∆
, z = λn)}n∈A determine F (z, g) uniquely.
Since {νn − λn}n∈M ∈ l
1, F (z, g) has the representation F = GH , where G(z, g) :=∏
n∈A
z − νn
z − λn
and H(z, g) :=
∏
n∈M\A
z − νn
z − λn
.
Note that for any k ∈ A, we know
(3.8) Res
(
F
∆
, z = λk
)
=
λk − νk
∆
∏
n∈M,n 6=k
λk − νn
λk − λn
.
In addition, for any k ∈ A, we also know
(3.9) H(λk) =
∏
n∈M\A
λk − νn
λk − λn
.
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Conditions (3.8) and (3.9) imply that for any k ∈ A, we know
Res
(
G
∆
, z = λk
)
=
Res(F
∆
, z = λk)
H(λk)
.
Note that zeros and poles of G(z) are real and interlacing, and hence
0 < arg(G(z)) =
∑
n∈A
(arg(z − νn)− arg(z − λn)) < π
for any z in the upper half plane, i.e. G(z) is a meromorphic Herglotz function.
Therefore by C˘ebotarev’s theorem ([21], Theorem VII.1.2) G(z)
∆
has the following rep-
resentation
(3.10)
G(z)
∆
= az + b+
∑
n∈A
An
(
1
λn − z
−
1
λn
)
,
where a ≥ 0 and b ∈ R. Note that Ak = −Res(
G(z)
∆
, z = ak) for any k ∈ A, which
means there are only two unknowns on the right hand side, namely constants a and b.
On the upper half-plane G(z)
∆
converges to 1
∆
as z goes to infinity, since∑
n∈A
|νn − λn| ≤
∑
n∈M
|νn − λn|<∞.
Let t ∈ R. Then
G(it) =
[
b+
∑
n∈A
(
λnAn
t2 + λ2n
−
An
λn
)]
+ i
[
at +
∑
n∈A
tAn
t2 + λ2n
]
,
and hence a = 0 and b =
1
∆
+
∑
n∈A
An
λn
, since lim
t→+∞
G(it) =
1
∆
. Therefore
(3.11) G(z) =
1
∆
+
∑
n∈A
An
λn − z
=
1
h1 − h2
+
∑
n∈A
An
λn − z
,
so the right hand side of (3.11) is known. This implies uniqueness of G(z, g) and
hence uniqueness of {νn}n∈A. After unique recovery of the two spectra σ(Jh1(g)) and
σ(Jh2(g)), the operator J is uniquely determined by Theorem 3.2.
If h2 > h1, then
1
F (z,g)
is Herglotz instead of F (z, g), so we get the infinite product
representation
(3.12)
1
F (z, g)
=
∏
n∈M
z − λn
z − νn
.
Note that −F (z, g) is also a meromorphic Herglotz function. Therefore using similar
arguments as h1 > h2 case, the function G(z, g) definded as
G(z, g) :=
1
h1 − h2
∏
n∈A
z − νn
z − λn
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is represented as
G(z, g) =
1
h1 − h2
+
∑
n∈A
An
λn − z
,
where Ak = −Res(G, z = λk) for any k ∈ A. This implies uniqueness of G(z, g) and
hence uniqueness of {νn}n∈A. After unique recovery of the two spectra σ(Jh1(g)) and
σ(Jh2(g)), the operator J is uniquely determined by Theorem 3.2. 
Remark 3.4. If we let A = M in Theorem 3.3, then the spectral data becomes the
Weyl m-function mh1(or the spectral measure corresponding to h1) and the boundary
conditions h1 and h2. By letting A = ∅, we get the statement of the two-spectra
theorem, Theorem 3.2.
In our spectral data we can replace h1 or h2 with any eigenvalue of Jh2(g) from the
index set A.
Theorem 3.5. (Inverse problem-II) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and A be a subset of M . Then
{λn}n∈M , {νn}n∈M\A, {γn(h1)}n∈A, h1 (respectively h2) and νm for some m ∈ A
uniquely determine the operator J(g), h2 (respectively h1) and if Jmin 6= J
∗
min, the
boundary condition g at infinity, where {γn(h1)}n∈M are norming constants correspond-
ing to Jh1(g).
Proof. Following the proof of Theorem 3.3 we get the infinite sum representation
(3.13)
G(z, g)
∆
=
1
∆
+
∑
n∈A
An
λn − z
=
1
h1 − h2
+
∑
n∈A
An
λn − z
,
for the infinite product
G(z, g) :=
∏
n∈A
z − νn
z − λn
.
Now let us prove uniqueness of G(z, g). Note that we know {λn}n∈A, {−An}n∈A and
νm. Let the infinite product
G˜(z, g) :=
∏
n∈A
z − ν˜n
z − λn
share the same set of poles {λn}n∈A and the same residues {−An}n∈A at the corre-
sponding poles with G(z, g). In addition assume G(z, g) and G˜(z, g) have the common
zero νm, i.e. ν˜m = νm. Let us also assume zeros and poles of G˜(z, g) satisfy asymptotic
properties of Theorem 3.1. Then we know that G˜(z, g) has the infinite sum represen-
tation
(3.14) G˜(z, g) =
1
∆˜
+
∑
n∈A
An
λn − z
Using representations (3.13) and (3.14), the difference of G(z, g) and G˜(z, g) is a real
constant, which is zero since G(νm, g) = G˜(νm, g). This implies uniqueness of G(z, g)
and hence uniqueness of {νn}n∈A. After unique recovery of the two spectra σ(Jh1(g))
and σ(Jh2(g)), the operator J is uniquely determined by Theorem 3.2. 
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In the spectral data of Theorem 3.3 we can also replace h1 or h2 with any norming
constant of Jh1(g) outside the index set A.
Theorem 3.6. (Inverse problem-III) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and A be a subset of M . Then
{λn}n∈M , {νn}n∈M\A, {γn(h1)}n∈A, h1 (respectively h2) and γm(h1) for some m ∈M\A
uniquely determine the operator J(g), h2 (respectively h1) and if Jmin 6= J
∗
min, the
boundary condition g at infinity, where {γn(h1)}n∈M are norming constants correspond-
ing to Jh1(g).
Proof. Let us define the index set A′ := A∪{m}. Then following the proof of Theorem
3.3 and redefining G and H as
G(z, g) :=
∏
n∈A′
z − νn
z − λn
and
H(z, g) :=
∏
n∈M\A′
z − νn
z − λn
we get
(3.15) G(z, g) =
1
∆
+
∑
n∈A′
An
λn − z
=
1
h1 − h2
+
∑
n∈A′
An
λn − z
.
Now let us prove uniqueness of G(z, g). Note that we know {λn}n∈A′, {−An}n∈A′
and νm. Let the infinite product
G˜(z, g) :=
∏
n∈A′
z − ν˜n
z − λn
share the same set of poles {λn}n∈A′ and the same residues {−An}n∈A′ at the corre-
sponding poles with G(z, g). In addition G(z, g) and G˜(z, g) have the same zero νm, i.e.
ν˜m = νm. Let us also assume zeros and poles of G˜(z, g) satisfy asymptotic properties
of Theorem 3.1. Then we know that G˜(z, g) has the infinite sum representation
(3.16) G˜(z, g) =
1
∆˜
+
∑
n∈A′
An
λn − z
Using representations (3.15) and (3.16), the difference of G(z, g) and G˜(z, g) is a real
constant, which is zero since G(νm, g) = G˜(νm, g). This implies uniqueness of G(z, g)
and hence uniqueness of {νn}n∈A. After unique recovery of the two spectra σ(Jh1(g))
and σ(Jh2(g)), the operator J is uniquely determined by Theorem 3.2. 
4. Non-matching index sets
If the known norming constants of Jh1(g) and unknown eigenvalues of Jh2(g) have
different index sets, one needs some control over eigenvalues of Jh1(g) corresponding
to the known norming constants and unknown part of the spectrum σ(Jh2(g)). In
this case we get a C˘ebotarev type representation result. Before the statement, let us
clarify the notation we use. For any subsequence {λkn}n∈N ⊂ σ(Jh1(g)) and {νln}n∈N ⊂
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σ(Jh2(g)), by Akn,m and Akn we denote the residues at λkn of partial and infinite
products, respectively, consisting of these subsequences:
Akn,m :=
λkn
νln
(λkn − νln)
∏
1≤j≤m,j 6=n
λkj
νlj
λkn − νlj
λkn − λkj
,
Akn :=
λkn
νln
(λkn − νln)
∏
j∈N,j 6=n
λkj
νlj
λkn − νlj
λkn − λkj
.
Note that these subsequences are ordered according to their indices, i.e. akn < akn+1
and bln < bln+1 for any n ∈ N. This follows from the fact that the two spectra are both
real and discrete. Also note that if the spectrum σ(Jh(g)) is unbounded from both
sides, i.e. infM = −∞ and supM = ∞ in the enumeration, then {kn}n and {ln}n
should be indexed by Z instead of N. However, wlog we index them by N.
Lemma 4.1. Let {λkn}n∈N ⊂ σ(Jh1(g)), {νln}n∈N ⊂ σ(Jh2(g)) such that
• inf
n∈N
|νln − λkn| > 0 and
•
Akn,m − Akn
λkn
∈ l1 for all n ∈ {1, . . . , m}, for all m ∈ N.
Then the infinite product
G(z) :=
∏
n∈N
(
z
νln
− 1
)(
z
λkn
− 1
)−1
is represented as
(4.1) G(z) = az + b+
∑
n∈N
Akn
(
1
z − λkn
+
1
λkn
)
,
where a, b are real numbers, Akn is the residue of G(z) at the point z = λkn and the
product converges normally on C\ ∪n∈N λkn.
Proof. Let p(z) be the difference of G(z) and the infinite sum in the right hand side of
(4.1). Then, p(z) is an entire function, since the infinite product and the infinite sum
share the same set of poles with equivalent degrees and residues. We represent partial
products of G(z) as partial sums:
m∏
n=1
(
z
νln
− 1
)(
z
λkn
− 1
)−1
=
m∑
n=1
Akn,m
(
1
z − λkn
+
1
λkn
)
+ 1,
where Akn,m is the residue of the partial product at akn.
If σ(Jh(g)) is not bounded above, then let Cn be the circle with radius νln centered
at the origin for νln > 0. If σ(Jh(g)) is bounded above, then let Cn be the circle with
radius |νln| centered at the origin for νln < 0. This sequence of circles satisfy following
properties for sufficiently large n:
• Cn omits all the poles λkn.
• Each Cn lies inside Cn+1.
• The radius of Cn, |νln | diverges to infinity as n goes to infinity.
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Then,
max
z∈Ct
∣∣∣∣p(z)− 1νlt
∣∣∣∣ = maxz∈Ct
∣∣∣∣∣∣
G(z)− 1−
∑
n∈NAkn
(
1
z−λkn
+ 1
λkn
)
νlt
∣∣∣∣∣∣
=
1
|νlt |
max
z∈Ct
lim
m→∞
∣∣∣∣∣
m∑
n=1
Akn,m
(
1
z − λkn
+
1
λkn
)
−
m∑
n=1
Akn
(
1
z − λkn
+
1
λkn
)∣∣∣∣∣
= lim
m→∞
1
|νlt |
max
z∈Ct
∣∣∣∣∣
m∑
n=1
(Akn,m − Akn)
z
λkn(z − λkn)
∣∣∣∣∣
≤ lim
m→∞
1
|νlt |
m∑
n=1
|Akn,m − Akn|
νlt
λkn|νlt − λkn|
< ∞.
Finiteness of the last limit follows from the two assumptions on the sequences {λkn}n∈N
and {νln}n∈N. Therefore |p(z)− 1| ≤ C|z| on the circle Ct for any t ∈ N, where C is a
positive real number. By the maximum modulus theorem and the entireness of p(z),
we conclude that p(z) is a polynomial of at most first degree. 
Using the C˘ebotarev type representation (4.1) we prove our inverse spectral results
in non-matching index sets case with some additional convergence criterion on the two
spectra. Theorems 4.2, 4.3 and 4.4 are non-matching index sets versions of Theorems
3.3, 3.5 and 3.6 respectively.
Theorem 4.2. (Inverse Problem IV) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and {λkn}n∈N ⊂ σ(Jh1(g)),
{νln}n∈N ⊂ σ(Jh2(g)) such that
• inf
n∈N
|νln − λkn| > 0,
•
Akn,m − Akn
λkn
∈ l1 for all n ∈ {1, . . . , m}, for all m ∈ N,
• {λ−1n }n∈M ∈ l
1,
• {ν−1n }n∈M\{ln}n∈N ∈ l
1 and
• 0 <
∏
n∈N
νln
λkn
< ∞.
Then {λn}n∈M , {νn}n∈M\{νln}n∈N, {γkn(h1)}n∈N, h1 and h2 uniquely determine the op-
erator J(g), and if Jmin 6= J
∗
min, the boundary condition g at infinity, where {γn(h1)}n∈M
are norming constants corresponding to Jh1(g).
Proof. As we discussed in the proof of Theorem 3.3 wlog we assume h1 > h2. Recall
that in this case
∆ := h1 − h2 =
∑
n∈M
νn − λn < ∞.
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Let us define
(4.2) F(z, g) :=
1
∆
∏
n∈M
λn
νn
∏
n∈M
z − νn
z − λn
.
Note that we assume {λ−1n }n∈M ∈ l
1, {ν−1n }n∈M\{ln}n∈N ∈ l
1 and 0 <
∏
n∈N
νln
λkn
< ∞.
Therefore F(z, g) has the representation F = GH, where
G(z, g) :=
1
∆
∏
n∈N
νln − z
νln
λkn
λkn − z
=
1
∆
∏
n∈N
λkn
νln
∏
n∈N
z − νln
z − λkn
and
H(z, g) :=
∏
n∈M\{ln}
νn − z
νn
∏
n∈M\{kn}
λn
λn − z
.
By (3.6)
Res
([∏
n∈M
νn
λn
]
G(z, g), z = λk
)
=
1
H(λk)γk(h1)
,
so we know the residues of the infinite product
(∏
n∈M
νn
λn
)
G(z, g) at λk for any k ∈
{kn}n∈N. This inifinite product has the representation(∏
n∈M
νn
λn
)
G(z, g) =
(
1
∆
∏
n∈M
νn
λn
∏
n∈N
λkn
νln
)∏
n∈N
z − νln
z − λkn
= C
∏
n∈N
z − νln
z − λkn
.
Let us observe that C is a real constant depending only on {λn}n∈M\{kn}, {νn}n∈M\{ln},
h1 and h2, so we also know C. From Lemma 4.1 we get the C˘ebotarev type represen-
tation(∏
n∈M
νn
λn
)
G(z, g) = C
∏
n∈N
z − νln
z − λkn
= az + b+
∑
n∈N
Akn
(
1
z − λkn
+
1
λkn
)
.
Using similar arguments as in the proof of Theorem 3.3 one finds that a = 0 and
b = C −
∑
n∈N
Akn
λkn
and hence
(4.3)
(∏
n∈M
νn
λn
)
G(z, g) = C +
∑
n∈N
Akn
z − λkn
.
The right hand side of (4.3) is known. This implies uniqueness of G(z, g) and hence
uniqueness of {νln}n∈N. After unique recovery of the two spectra σ(Jh1(g)) and σ(Jh2(g)),
the operator J is uniquely determined by Theorem 3.2. 
Theorem 4.3. (Inverse Problem V) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and {λkn}n∈N ⊂ σ(Jh1(g)),
{νln}n∈N ⊂ σ(Jh2(g)) such that
• inf
n∈N
|νln − λkn| > 0,
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•
Akn,m − Akn
λkn
∈ l1 for all n ∈ {1, . . . , m}, for all m ∈ N,
• {λ−1n }n∈M ∈ l
1,
• {ν−1n }n∈M\{ln}n∈N ∈ l
1 and
• 0 <
∏
n∈N
νln
λkn
< ∞.
Then {λn}n∈M , {νn}n∈M\{ln}n∈N, {γkn(h1)}n∈N, h1(respectively h2) and νm for some
m ∈ {ln}n∈N uniquely determine the operator J(g), h2(respectively h1) and if Jmin 6=
J∗min, the boundary condition g at infinity, where {γn(h1)}n∈M are norming constants
corresponding to Jh1(g).
Proof. Following the proof of Theorem 4.2 we get representation
(4.4)
(∏
n∈M
νn
λn
)
G(z, g) = C +
∑
n∈N
Akn
z − λkn
,
for the infinite product
G(z, g) :=
1
∆
∏
n∈N
νln − z
νln
λkn
λkn − z
,
where Aj is the residue of
(∏
n∈M
νn
λn
)
G(z, g) at λj and C ∈ R.
Now let us prove uniqueness of
(∏
n∈M
νn
λn
)
G(z, g). Note that we know {λkn}n∈N,
{−Akn}n∈N and νm. Let the infinite product(∏
n∈M
ν˜n
λn
)
G˜(z, g) :=
(∏
n∈M
ν˜n
λn
)
1
∆
∏
n∈N
ν˜ln − z
ν˜ln
λkn
λkn − z
share the same set of poles {λkn}n∈N and the same residues {−Akn}n∈N at the cor-
responding poles with
(∏
n∈M
νn
λn
)
G(z, g). In addition assume ν˜j = νj for all j ∈
M\{ln}n∈N and G(z, g) and G˜(z, g) have the common zero νm, i.e. ν˜m = νm. Let us
also assume zeros and poles of G˜(z, g) satisfy asymptotic properties of Theorem 3.1.
Then we know that G˜(z, g) has the infinite sum representation
(4.5)
(∏
n∈M
ν˜n
λn
)
G˜(z, g) = C˜ +
∑
n∈N
Akn
z − λkn
From (4.4) and (4.5), the difference of
(∏
n∈M
νn
λn
)
G(z, g) and
(∏
n∈M
ν˜n
λn
)
G˜(z, g) is a
real constant, which is zero since G(νm, g) = G˜(νm, g) = 0. This implies uniqueness of
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n∈M
νn
λn
)
G(z, g) and hence uniqueness of {νln}n∈N. After unique recovery of the two
spectra σ(Jh1(g)) and σ(Jh2(g)), the operator J is uniquely determined by Theorem
3.2. 
Theorem 4.4. (Inverse Problem VI) Let J(g) be the Jacobi operator with discrete
spectrum, σ(Jh1(g)) = {λn}n∈M , σ(Jh2(g)) = {νn}n∈M and {λkn}n∈N ⊂ σ(Jh1(g)),
{νln}n∈N ⊂ σ(Jh2(g)) such that
• inf
n∈N
|νln − λkn| > 0,
•
Akn,m − Akn
λkn
∈ l1 for all n ∈ {1, . . . , m}, for all m ∈ N,
• {λ−1n }n∈M ∈ l
1,
• {ν−1n }n∈M\{ln}n∈N ∈ l
1 and
• 0 <
∏
n∈N
νln
λkn
< ∞.
Then {λn}n∈M , {νn}n∈M\{ln}n∈N, {γkn(h1)}n∈N, h1(respectively h2) and γm(h1) for some
m ∈ M\{kn}n∈N uniquely determine the operator J(g), h2(respectively h1) and if
Jmin 6= J
∗
min, the boundary condition g at infinity, where {γn(h1)}n∈M are norming
constants corresponding to Jh1(g).
Proof. Following the proof of Theorem 4.2 and redefining G and H as
G(z, g) :=
1
∆
(
νm − z
νm
λm
λm − z
)∏
n∈N
νln − z
νln
λkn
λkn − z
and
H(z, g) :=
(
νm − z
νm
λm
λm − z
)−1 ∏
n∈M\{ln}
νn − z
νn
∏
n∈M\{kn}
λn
λn − z
we get
(4.6)
(∏
n∈M
νn
λn
)
G(z, g) = C +
Am
z − λm
+
∑
n∈N
Akn
z − λkn
,
where Aj is the residue of
(∏
n∈M
νn
λn
)
G(z, g) at λj and C ∈ R.
Now let us prove uniqueness of
(∏
n∈M
νn
λn
)
G(z, g). Note that we know {λkn}n∈N ∪
{λm}, {Akn}n∈N ∪ {Am} and νm. Let the infinite product(∏
n∈M
ν˜n
λn
)
G˜(z, g) :=
(∏
n∈M
ν˜n
λn
)
1
∆
(
νm − z
νm
λm
λm − z
)∏
n∈N
νln − z
νln
λkn
λkn − z
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share the same set of poles {λkn}n∈N∪{λm} and the same residues {Akn}n∈N∪{Am} at
the corresponding poles with G(z, g). In addition assume ν˜j = νj for all j ∈M\{ln}n∈N.
Let us also assume zeros and poles of G˜(z, g) satisfy asymptotic properties of Theorem
3.1. Then we know that G˜(z, g) has the infinite sum representation
(4.7)
(∏
n∈M
ν˜n
λn
)
G˜(z, g) = C˜ +
Am
z − λm
+
∑
n∈N
Akn
z − λkn
From (4.6) and (4.7), the difference of
(∏
n∈M
νn
λn
)
G(z, g) and
(∏
n∈M
ν˜n
λn
)
G˜(z, g) is a
real constant, which is zero since G(νm, g) = G˜(νm, g) = 0. This implies uniqueness of(∏
n∈M
νn
λn
)
G(z, g) and hence uniqueness of {νln}n∈N. After unique recovery of the two
spectra σ(Jh1(g)) and σ(Jh2(g)), the operator J is uniquely determined by Theorem
3.2.

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