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Multi-patch epidemic models with general infectious periods
GUODONG PANG AND E´TIENNE PARDOUX
Abstract. We study multi-patch SIR and SEIR models where individuals may migrate from one
patch to another in either of the susceptible, exposed/latent, infectious and recovered states. We
assume that infections occur locally with a rate that depends on the patch as well as the state of the
various groups of individuals in the patch, and the infectious periods have a general distribution,
and do not change as individuals migrate from one patch to another. The migration processes in
either of the three states are assumed to be Markovian, and independent of the infectious periods.
The rates of migration from one patch to another may be different due to the population density
and the manner of migration (for example, transportation). We establish a functional law of large
number (FLLN) and a function central limit theorem (FCLT) for the susceptible, exposed/latent,
infectious and recovered processes. In the FLLN, the limit is determined by a set of Volterra integral
equations. In the special case of deterministic infectious periods, the limit becomes an ODE with
delay. In the FCLT, the limit is given by a set of stochastic Volterra integral equations driven by a
sum of Brownian motion and a continuous Gaussian processes of a particular covariance structure.
1. Introduction
Multi-patch epidemic models have been used to study various infectious diseases, for example,
nosocomial infection [20], vector-borne diseases [19], HIV/AIDS transmission [18], SARS epidemic
[22], and so on. They are often used to capture the heterogeneity between different geographic
locations, for example, a densely populated city and a less populated rural area. It also helps
to study the effect of migrations or lock-down measures among different population groups or
locations. In the Covid-19 pandemic, it has been observed that the infectivity in different regions
may vary and is impacted by various social-distance and lock-down measures [27].
ODE models are often used to study the dynamics of such multi-patch epidemic models. It is well
known that the ODE dynamics arises from the Markovian assumptions in the stochastic multi-patch
epidemic model, that is, the infection process is Poisson, the infectious (and/or exposed/latent)
periods are exponentially distributed and the migration processes are also Markovian [1, 8, 21, 22,
4, 19]. Some ODE/PDE models are also used to study their dynamics when the infection rates are
age-dependent (depending on how long the population has been infected), see, for example, [20, 11].
These models also assume exponentially distributed infectious periods and Markovian migration
processes.
In this paper, we study multi-patch SIR and SEIR models, in which the infectious (and ex-
posed/latent) periods have a general distribution, while the migration processes are Markovian.
The infection is assumed to be local, that is, the infection rate depends on the susceptible and
infectious population in each patch only. Individuals may migrate from one patch to another in
each of the Susceptible, Exposed(Latent), Infected and Recovered stages. The epidemic dynamics
evolves in a manner of mixed Markovian and non-Markovian components, which seems challenging
to directly derive its first-order fluid equations.
We describe the evolution dynamics by tracking the time epochs of becoming exposed and/or
infectious and the location of an individual at these event times. Specifically, in the multi-patch SIR
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model, each individual tracks the time epochs of becoming infected and recovered, and is associated
with a continuous time Markov chain taking values of the patches/locations. In the multi-patch
SEIR model, each individual tracks the time epochs of becoming exposed, infected and recovered,
and is associated with two Markov chains that are used to track their movement starting when
the individual becomes exposed / infectious. For the initially exposed and/or infected individuals,
we also assume that their remaining exposing and/or infectious periods have general distributions,
which may be different from those of the newly exposed/infected individuals. For these initially
exposed/infectious individuals, we also track their movement while being exposed/infectious.
Given the representations with these time epochs and location processes, we show a functional law
of large numbers (FLLN) and a functional central limit theorem (FCLT) for the associated counting
processes in the multi-patch SIR and SEIR models. The fluid limits are determined by a set of
Volterra integral equations. When the infectious (and exposed/latent) periods are deterministic, we
can write the fluid integral equations as a set of ODEs with delay (Remarks 2.1 and 3.1). The limit
processes in the FCLT are determined by a set of stochastic Volterra integral equations, driven by a
sum of independent Brownian motions and continuous Gaussian processes with a certain covariance
structure. When the infectious (and exposed/latent) periods are deterministic, the limits become
stochastic differential equations with linear drifts and delay (Remarks 2.3 and 3.2). We also remark
how the approach and results can be extended to study multi-patch SIS and SIRS models (Remarks
2.4 and 3.3).
In the proofs of these results, we employ Poisson random measures (PRMs) that are constructed
as the sums of the Dirac masses at the time epochs of becoming infectious (and/or exposed), the
infectious and exposing periods and the Markov chain starting from the location of each individual
at those epochs. We can then use the martingale properties and convergence theorems as critical
tools in the proofs. For a single patch SIR and SEIR models with general infectious and exposing
periods, an approach using PRMs that are constructed at the time epochs of becoming infectious
(and/or exposed), was developed in [24]. The approach is further developed in this paper for
multi-patch SIR and SEIR models, to track the locations of each individual at each event epoch.
This paper contributes to the limited literature on stochastic epidemic models with general
infectious periods, see the overview in Chapter 3.4 of [8] on the common approaches to study non-
Markovian epidemic models and LLN and CLT for the final sizes of the epidemic; see also the recent
method using piecewise Markov deterministic processes in [9] and [15] for the SIR model. We also
refer to Reinert [28] that proves an FLLN for the empirical measure of the SIR epidemic dynamics
using Stein’s method. In [24], both FLLN and FCLT were proved for the epidemic dynamics in
the classical models (SIR, SIS, SEIR, SIRS) where the PRM representations of the dynamics plays
a fundamental role in the proofs. Although Volterra integral equations were used to describe the
proportion of infectious population in the SIS, SIR or SEIR model without proving an FLLN (see
[6, 7, 10, 12, 17, 29]), no Volterra integral equations have been proposed for multi-patch epidemic
models with general infectious (and/or exposing) periods. Our work shows both FLLN and FCLT
for non-Markovian multi-patch models, and identify (stochastic) multidimensional Volterra integral
equations as their limits.
It is also worth mentioning the multi-type epidemic models where the population splits up into
multiple groups of individuals and each group may infect any other group in addition to itself
(no migration, and different from the local infection assumption in our model) and proportionate
mixing taking into account control measures like social distance or lockdowns is also incorporated,
see Chapters 6.1 and 6.2 in [1] and [2, 3] . This is very different from our model since infection is
local in our setup and individuals in any of the stages may migrate from one group to another.
We also highlight that Fodor et al. [13] argue that Volterra integral equations are more effective
than the ODE models in the study of the Covid-19 pandemic. In particular, they show that the
ODE models can significantly underestimate the initial basic reproduction number R0, while the
integral equations results in more accurate epidemic dynamics after sharp changes in R0 due to
3lockdown measures. The integral equations are also used to estimate the state of the Covid-19
epidemic [14].
1.1. Notation. Throughout the paper, N denotes the set of natural numbers, and Rk(Rk+) denotes
the space of k-dimensional vectors with real (nonnegative) coordinates, with R(R+) for k = 1. For
x, y ∈ R, denote x ∧ y = min{x, y} and x ∨ y = max{x, y}. Let D = D([0, T ],R) denote the space
of R–valued ca`dla`g functions defined on [0, T ]. Throughout the paper, convergence in D means
convergence in the Skorohod J1 topology, see chapter 3 of [5]. Also, D
k stands for the k-fold product
equipped with the product topology. Let C be the subset of D consisting of continuous functions.
Let C1 consist of all differentiable functions whose derivative is continuous. For any function x ∈ D,
we use ‖x‖T = supt∈[0,T ] |x(t)|. For two functions x, y ∈ D, we use x ◦ y(t) = x(y(t)) denote their
composition. All random variables and processes are defined in a common complete probability
space (Ω,F ,P). The notation ⇒ means convergence in distribution. We use 1{·} for indicator
function. We use small-o notation for real-valued functions f and non-zero g: f(x) = o(g(x)) if
lim supx→∞ |f(x)/g(x)| = 0.
2. The multi-patch SIR model with general infectious periods
2.1. Model description. We consider a multi-patch epidemic model, where individuals in each
patch experience the Susceptible-Infectious-Recovered (SIR) process. The patches may refer to
populations in different locations, for example, a densely populated city and a less populated
rural area. Individuals in each patch are infected locally, while they may migrate/travel from one
to the other in any of the susceptible, infectious and recovered states. The rate of infection is
different in the patches (because of the differences in the density of population or the use of public
transportations), while the law of the infectious period is the same (same illness).
Let N be the total population size and L be the number of patches. For each i = 1, . . . , L, let
SNi (t), I
N
i (t) and R
N
i (t) denote the numbers of individuals in patch i that are susceptible, infectious
and recovered at time t, respectively. Then we have the balance equation:
N =
L∑
i=1
(
SNi (t) + I
N
i (t) +R
N
i (t)
)
, t ≥ 0 .
Assume that SNi (0) > 0,
∑L
i=1 I
N
i (0) > 0 and R
N
i (0) = 0, i = 1, . . . , L.
Let λi be the infection rate of patch i, i = 1, . . . , L. Define the following processes
ΦNi (t) =
SNi (t)I
N
i (t)
SNi (t) + I
N
i (t) +R
N
i (t)
, i = 1, . . . , L .
Let ANi (t) be the cumulative counting process of individuals that become infectious during (0, t].
Then we can give a representation of the process ANi (t) via the standard Poisson random measure
Qi,inf :
ANi (t) =
∫ t
0
∫ ∞
0
1u≤λiΦNi (s)
Qi,inf (ds, du) , t ≥ 0 . (2.1)
Equivalently, we can write
ANi (t) = PA,i
(
λi
∫ t
0
ΦNi (s)ds
)
, t ≥ 0 , (2.2)
where PA,i is a unit-rate Poisson process, and independent from each other for i = 1, . . . , L. We let
{τNi,j, j ≥ 1} denote the successive jump times of the process ANi , for i = 1, . . . , L.
For the initially infected individuals INi (0), let η
0
k,i, k = 1, . . . , I
N
i (0), denote their remaining
infectious periods. Assume that {η0k,i} are i.i.d. with a c.d.f. F0, for all i, k. For the newly infected
individuals ANi (t), let ηk,i, k ∈ N, denote their remaining infectious periods. Assume that {ηk,i}
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are i.i.d. with a c.d.f. F , for all i, k. Let F c0 = 1 − F and F c = 1 − F . It is reasonable to assume
the same distribution for the infectious periods of individuals of the different patches since it is the
same illness.
Susceptible (resp. infectious, resp. removed) individuals migrate from patch i to patch j at rate
νS,i,j (resp. at rate νI,i,j, resp. at rate νR,i,j)). Let X(t) denote the location (i.e., the patch) at
time t ≥ 0 of an infected individual. X(t) is a Markov process which alternates between states
1, . . . , L. Define pi,j(t) = P(X(r + t) = j|X(r) = i) for i, j = 1, . . . , L and r, t ≥ 0. Then these
probabilities can be computed, see, for example, Corollary 2.2 in Chapter 7 of [26].
Example 2.1. Suppose that there are two patches. While in state 1 (resp. 2) it stays there for
a duration of time which follows the exponential distribution with parameter νI (resp. aνI). We
define
p1,1(t) = P(X(r + t) = 1|X(r) = 1) , p1,2(t) = P(X(r + t) = 2|X(r) = 1) ,
p2,1(t) = P(X(r + t) = 1|X(r) = 1) , p2,2(t) = P(X(r + t) = 2|X(r) = 2) .
A standard computation (based upon, e.g., Corollary 2.2 in Chapter 7 of [26]) yields the following
explicit formulas:
p1,1(t) =
a+ e−νI(a+1)t
a+ 1
, p1,2(t) =
1− e−νI(a+1)t
a+ 1
,
p2,1(t) =
a
a+ 1
(1− e−νI (a+1)t) , p2,2(t) = 1 + ae
−νI(a+1)t
a+ 1
. (2.3)
We will use X0,ki and X
k
i to indicate the associated process for individual k in patch i, for the
initially and newly infected ones, respectively. Note that they are all mutually independent and
have the same law as described for the process X(t) above. Also note that the processes Xki start
from the time becoming infected τNk,i while the processes X
0,k
i start from time 0.
We now provide a representation of the epidemic evolution dynamics:
SNi (t) = S
N
i (0) −ANi (t)−
L∑
ℓ=1,ℓ 6=i
PS,i,ℓ
(
νS,i,ℓ
∫ t
0
SNi (s)ds
)
+
L∑
ℓ=1,ℓ 6=i
PS,ℓ,i
(
νS,ℓ,i
∫ t
0
SNi (s)ds
)
,
(2.4)
INi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1t<η0
k,ℓ
1
X0,k
ℓ
(t)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ>t
1
Xj
ℓ
(t−τN
j,ℓ
)=i
, (2.5)
RNi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
−
L∑
ℓ=1,ℓ 6=i
PR,i,ℓ
(
νR,i,ℓ
∫ t
0
RNi (s)ds
)
+
L∑
ℓ=1,ℓ 6=i
PR,ℓ,i
(
νR,ℓ,i
∫ t
0
RNi (s)ds
)
, (2.6)
where PS,i,ℓ, PR,i,ℓ , i, ℓ = 1, . . . , L, are all unit-rate Poisson processes, mutually independent, and
also independent of PA,i. Here, the first term in I
N
i (t) represents the number of initially infected
individuals from patch ℓ = 1, . . . , L that remain infected and are in patch i at time t, and the
second term represents the number of newly infected individuals from patch ℓ = 1, . . . , L that
remain infected and are in patch i at time t. The first term in RNi (t) represents the number of
initially infected individuals from patch ℓ = 1, . . . , L that have recovered by time t and were in patch
i at the time of recovery, and the second term represents the number of newly infected individuals
from patch ℓ = 1, . . . , L that have recovered by time t, and were in patch i at the time of recovery.
5Define a PRM Q˜ℓ,inf (ds, du, dv, dθ) on R
3
+×{1, . . . , L}, which is the sum of the Dirac masses at
the points (τNj,ℓ, U
N
j,ℓ, ηj,i,X
j
ℓ (ηj,ℓ)) with mean measure ds × du × F (dv) × µℓ(v, dθ), where for each
v > 0, µℓ(v, {ℓ′}) = pℓ,ℓ′(v), and an infection occurs at time τNj,ℓ in case UNj,ℓ ≤ λℓΦNℓ (τNj,ℓ).
We can then write for ℓ, ℓ′ = 1, . . . , L,
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=ℓ′
=
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{ℓ′}
1u≤λℓΦNℓ (s)
Q˜ℓ,inf (ds, du, dv, dθ). (2.7)
We denote the corresponding compensated PRM Qℓ,inf (ds, du, dv, dθ) = Q˜ℓ,inf(ds, du, dv, dθ) −
ds× du× F (dv)× µℓ(v, dθ) for ℓ = 1, . . . , L.
2.1.1. The model with deterministic infectious periods. We discuss the special case of deterministic
infectious durations. Let the constant to be the infectious period for a newly infected individual,
that is, ηj,ℓ = to for all j and ℓ = 1, . . . , L. It is then reasonable to assume that the initially infected
individuals have remaining infectious times that are uniformly distributed over [0, to]. Equivalently,
we use two collections of i.i.d. random variables {ξℓk, k ≥ 1} which are U([−to, 0]) distributed, to
represent the times when the initially infected individuals were infected in patch ℓ. Then the
epidemic evolution dynamics of INi (t) and R
N
i (t) (S
N
i (t) is the same as in (2.4)) can be described
as follows:
INi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1t<ξℓ
k
+to
1
X0,k
ℓ
(t)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=AN
ℓ
(t−to)+1
1
Xj
ℓ
(t−τN
j,ℓ
)=ℓ
,
RNi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1ξℓ
k
+to≤t
1
X0,k
ℓ
(ξℓ
k
+to)=i
+
L∑
ℓ=1
AN
ℓ
(t−to)∑
j=1
1
Xj
ℓ
(to)=i
−
∑
ℓ 6=i
PR,i,ℓ
(
νR,i,ℓ
∫ t
0
RNi (s)ds
)
+
∑
ℓ 6=i
PR,ℓ,i
(
νR,ℓ,i
∫ t
0
RNi (s)ds
)
.
Define the PRM Q˘ℓ,inf (ds, du, dθ) on R
2
+ × {1, . . . , L}, with mean measure ds du µℓ(dθ), where
µℓ({ℓ′}) = pℓ,ℓ′(to) for ℓ, ℓ′ = 1, . . . , L Then we can represent
AN
ℓ
(t−to)∑
j=1
1
Xj
ℓ
(to)=i
=
∫ t−to
0
∫ ∞
0
∫
{i}
1u≤λℓΦNℓ (s)
Q˘ℓ,inf (ds, du, dθ) .
2.2. FLLN. For any process ZN , let Z¯N := N−1ZN be the fluid-scaled process. We make the
following assumptions on the c.d.f. F .
Assumption 2.1. The c.d.f. F can be written as F = F1+F2, where F1(t) =
∑
i ai1(t ≥ ti) for a
finite or countable number of positive numbers ai and the corresponding ti such that
∑
i ai ≤ 1 and
t0 < t1 < · · · < tk < . . . , and F2 is Ho¨lder continuous with exponent 12 + θ for some θ > 0, that is,
F2(t+ δ) − F2(t) ≤ cδ1/2+θ for some c > 0. In addition, assume F0 is continuous.
Assumption 2.2. There exist constants 0 < S¯i(0) ≤ 1, 0 ≤ I¯i(0) < 1 with
∑L
i=1 I¯i(0) > 0 such
that
∑L
i=1(S¯i(0) + I¯i(0)) = 1 and (S¯
N
i (0), I¯
N
i (0), i = 1, . . . , L)⇒ (S¯i(0), I¯i(0), i = 1, . . . , L) in R2L
as N →∞. For simplicity, let SNi (0) = [NS¯i(0)] and INi (0) = [NI¯i(0)] for i = 1, . . . , L.
Theorem 2.1. Under Assumptions 2.1 and 2.2,
(S¯Ni , I¯
N
i , R¯
N
i , i = 1, . . . , L) → (S¯i, I¯i, R¯i, i = 1, . . . , L) in D3L as N →∞ , (2.8)
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in probability, locally uniformly on [0, T ], where (S¯i(t), I¯i(t), R¯i(t), i = 1, . . . , L) ∈ C3L is the unique
solution to the following set of deterministic integral equations:
S¯i(t) = S¯i(0)− λi
∫ t
0
Φi(s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(
νS,ℓ,iS¯j(s)− νS,i,ℓS¯i(s)
)
ds , (2.9)
I¯i(t) = I¯i(0)−
∫ t
0
L∑
ℓ=1
I¯ℓ(0)pℓ,i(s)dF0(s)
+ λi
∫ t
0
Φi(s)ds−
∫ t
0
L∑
ℓ=1
(∫ t−s
0
pℓ,i(u)dF (u)
)
λℓΦℓ(s)ds ,
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s)
)
ds (2.10)
R¯i(t) =
∫ t
0
∑
ℓ
pℓ,i(s)dF0(s) +
∫ t
0
∑
ℓ
(∫ t−s
0
pℓ,i(u)dF (u)
)
λℓΦℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(
νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s)
)
ds , (2.11)
with Φi defined by
Φi(t) =
S¯i(t)I¯i(t)
S¯i(t) + I¯i(t) + R¯i(t)
. (2.12)
Remark 2.1. With a deterministic infectious period to > 0 and the infection epochs of the initially
infected individuals being uniformly distributed on [−to, 0] (equivalently, the remaining infectious
periods are uniformly distributed on [0, to]), the convergence in (2.8) holds with the limits as the
unique solution to the following set of ODEs with delay:
dS¯i(t)
dt
= −λiΦi(t) +
∑
ℓ 6=i
(νS,ℓ,iS¯ℓ(t)− µS,i,ℓS¯i(t)) ,
dI¯i(t)
dt
= λiΦi(t)− 1t<to
to
L∑
ℓ=1
I¯ℓ(0)pℓ,i(t)− 1t>to
L∑
ℓ=1
λℓpℓ,i(to)Φℓ(t− to) +
∑
ℓ 6=i
(νI,ℓ,iI¯ℓ(t)− µI,i,ℓI¯i(t)) ,
dR¯i(t)
dt
=
1t<to
to
L∑
ℓ=1
I¯ℓ(0)pℓ,i(t) + 1t>to
L∑
ℓ=1
λℓpℓ,i(to)Φℓ(t− to) +
∑
ℓ 6=i
(νR,ℓ,iR¯ℓ(t)− µR,i,ℓR¯i(t)) .
Remark 2.2. Let the infectious periods be exponentially distributed with rates γ, ηj,ℓ ∼ exp(γ) for
all i = 1, . . . , L and j ∈ N. Due to the memoryless property, the remaining infectious periods of
the initially infected individuals have the same exponential distribution. It is well known that the
epidemic evolution dynamics can be described by the following set of ODEs:
dS¯i(t)
dt
= −λiΦi(t) +
∑
ℓ 6=i
(νS,ℓ,iS¯ℓ(t)− µS,i,ℓS¯i(t)) ,
dI¯i(t)
dt
= λiΦ1(t)− γI¯i(t) +
∑
ℓ 6=i
(νI,ℓ,iI¯ℓ(t)− µI,i,ℓI¯i(t)) ,
dR¯i(t)
dt
= γI¯i(t) +
∑
ℓ 6=i
(νR,ℓ,iR¯ℓ(t)− µR,i,ℓR¯i(t)) .
7It can be checked that the set of integral equations in Theorem 2.1 reduces to the ODEs in this
special case.
2.3. FCLT. For any process ZN , let ZˆN :=
√
N(Z¯N − Z¯) be the diffusion-scaled process where
Z¯N is the fluid-scaled process and Z¯ is its limit.
Assumption 2.3. There exist random variables Sˆi(0) and Iˆi(0), i = 1, . . . , L, such that
(SˆNi (0), Iˆ
N
i (0), i = 1, . . . , L) ⇒ (Sˆi(0), Iˆi(0), i = 1, . . . , L) in R2L as N →∞.
Theorem 2.2. Under Assumptions 2.1 and 2.3,
(SˆNi , Iˆ
N
i , Rˆ
N
i , i = 1, . . . , L) → (Sˆi(t), Iˆi(t), Rˆi(t), i = 1, . . . , L) in D3L as N →∞, (2.13)
where the limits are the unique solution to the following set of stochastic Volterra integral equations
driven by Gaussian processes:
Sˆi(t) = Sˆi(0)− λi
∫ t
0
Φˆi(s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µS,ℓ,iSˆℓ(s)− µS,i,ℓSˆi(s))ds
− MˆA,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆS,ℓ,i(t)− MˆS,i,ℓ(t)
)
, (2.14)
Iˆi(t) = Iˆi(0) + λi
∫ t
0
Φˆi(s)ds −
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µI,ℓ,iIˆℓ(s)− µI,i,ℓIˆi(s))ds
−
L∑
ℓ=1
(
Iˆ0ℓ,i(t) + Iˆℓ,i(t)
)
+ MˆA,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆI,ℓ,i(t)− MˆI,i,ℓ(t)
)
, (2.15)
Rˆi(t) =
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆℓ(s)ds +
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µR,ℓ,iRˆℓ(s)− µR,i,ℓRˆi(s))ds
+
L∑
ℓ=1
(
Iˆ0ℓ,i(t) + Iˆℓ,i(t)
)
+
L∑
ℓ=1,ℓ 6=i
(
MˆR,ℓ,i(t)− MˆR,i,ℓ(t)
)
. (2.16)
Here
Φˆi(t) =
I¯i(t)(I¯i(t) + R¯i(t))Sˆi(t) + S¯i(t)(S¯i(t) + R¯i(t))Iˆi(t)− S¯i(t)I¯i(t)Rˆi(t)
(S¯i(t) + I¯i(t) + R¯i(t))2
, (2.17)
MˆA,i(t) = BA,i
(∫ t
0
λiΦi(s)ds
)
, MˆS,i,j(t) = BS,i,j
(
νS,i,j
∫ t
0
S¯i(s)ds
)
,
MˆI,i,j(t) = BI,i,j
(
νI,i,j
∫ t
0
I¯i(s)ds
)
, MˆR,i,j(t) = BR,i,j
(
νR,i,j
∫ t
0
R¯i(s)ds
)
, i 6= j ,
with BA,i, BS,i,j, BI,i,j, BR,i,j being mutually independent standard Brownian motions, and with
the deterministic functions S¯i, I¯i, R¯i being the limits in Theorem 2.1. The processes Iˆ
0
i,j and Iˆi,j are
continuous Gaussian processes with mean zero and covariance functions:
Cov(Iˆ0i,j(t), Iˆ
0
i′,j′(t
′)) =
{
I¯i(0)
( ∫ t∧t′
0 pi,j(s)dF0(s)−
∫ t
0 pi,j(s)dF0(s)
∫ t′
0 pi,j(s)dF0(s)
)
, if i = i′, j = j′,
0 , otherwise,
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Cov(Iˆi,j(t), Iˆi′,j′(t
′)) =
{
λi
∫ t∧t′
0
∫ t∧t′−s
0 pi,j(u)dF (u)Φi(s)ds , if i = i
′ , j = j′ ,
0 , otherwise.
In addition, Iˆ0i,j and Iˆi,j are independent, and also independent of the Brownian terms.
Remark 2.3. As discussed in Remark 2.1, when the infectious periods are deterministic and equal
to to, the stochastic integral equations become linear stochastic differential equations with delay. In
particular, the term
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆℓ(s)ds =
L∑
ℓ=1
λℓpℓ,i(to)
∫ t−to
0
Φˆℓ(s)ds .
Remark 2.4. The analysis can be easily extended to the multi-patch SIS model, where the popu-
lation in each patch has susceptible and infectious groups, and when infectious individuals recover,
they become susceptible immediately. The epidemic evolution dynamics is described as
SNi (t) = S
N
i (0)−ANi (t) +
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
−
L∑
ℓ=1,ℓ 6=i
PS,i,ℓ
(
νS,i,ℓ
∫ t
0
SNi (s)ds
)
+
L∑
ℓ=1,ℓ 6=i
PS,ℓ,i
(
νS,ℓ,i
∫ t
0
SNi (s)ds
)
, (2.18)
INi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1t<η0
k,ℓ
1
X0,k
ℓ
(t)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ>t
1
Xj
ℓ
(t−τN
j,ℓ
)=i
, (2.19)
where Ani is given as in (2.1) with Φ
N
i (t) =
SNi (t)I
N
i (t)
SNi (t)+I
N
i (t)
, for i = 1, . . . , L. Thus, in the FLLN, we
obtain the same limit I¯i in (2.10) as in the multi-patch SIR model, and the limit S¯i(t):
S¯i(t) = S¯i(0)− λi
∫ t
0
Φi(s)ds
∫ t
0
∑
ℓ
pℓ,i(s)dF0(s) +
∫ t
0
∑
ℓ
(∫ t−s
0
pℓ,i(u)dF (u)
)
λℓΦℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(
νS,ℓ,iS¯j(s)− νS,i,ℓS¯i(s)
)
ds ,
where Φi(t) :=
S¯i(t)I¯i(t)
S¯i(t)+I¯i(t)
. Similarly in the FCLT, we obtain the same limit Iˆi as in (2.15) for the
multi-patch SIR model, and the limit Sˆi(t):
Sˆi(t) = Sˆi(0) − λi
∫ t
0
Φˆi(s)ds +
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆℓ(s)ds +
L∑
ℓ=1
(
Iˆ0ℓ,i(t) + Iˆℓ,i(t)
)
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µS,ℓ,iSˆℓ(s)− µS,i,ℓSˆi(s))ds− MˆA,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆS,ℓ,i(t)− MˆS,i,ℓ(t)
)
,
where Φˆi(t) =
I¯i(t)2Sˆi(t)+S¯i(t)2 Iˆi(t)
(S¯i(t)+I¯i(t))2
.
3. The multi-patch SEIR model with general exposing and infectious periods
3.1. Model description. In the multi-patch SEIR model, individuals in each patch experience
the Susceptible-Exposing (latent)-Infectious-Recovered (SEIR) process, and they may migrate from
one patch to another in either of the four stages. As in the SIR model, the infection process is
local, the rates of infection vary among patches, and the exposing and recovery rates are the same
9among different patches. Let N be the total population size and L be the number of patches. For
each patch i, let SNi (t), E
N
i (t), I
N
i (t), R
N
i (t) count the numbers of individuals that are susceptible,
exposed (latent), infectious and recovered in patch i at time t, respectively. We have the balance
equation:
N =
L∑
i=1
(SNi (t) + E
N
i (t) + I
N
i (t) +R
N
i (t)) , t ≥ 0 .
Assume that SNi (0) > 0, E
N
i (0) > 0, I
N
i (0) > 0 and R
N
i (0) = 0 for each i = 1, . . . , L. Let A
N
i (t) be
the cumulative counting process of individuals that become infectious during (0, t], which can be
represented as (2.1) and (2.2) in the SIR model with infection rate λi and
ΦNi (t) =
SNi (t)I
N
i (t)
SNi (t) +E
n
i (t) + I
N
i (t) +R
N
i (t)
, i = 1, . . . , L .
The ENi (0) initially exposed individuals experience the exposing and infectious periods before
recovery. Let {ζ0k,i : k = 1, . . . , ENi } be the remaining exposing/latent periods of the initially
exposed individuals in patch i. After the exposing period, let {η−k,i : k = 1, . . . , ENi } be their
infectious times. The INi (0) initially infected individuals experience a remaining infectious period
before recovery. We have the same notation {η0k,i} as in the SIR model for them. The Ani (t)
newly infected individuals experience the exposing and infectious periods. Let {ζj,i : j ∈ N} and
{ηj,i : j ∈ N} be the associated exposing and infectious periods.
Assume that {ζ0k,i}, {ζj,i}, {η0k,i} and {ηj,i} are all i.i.d. sequences of random variables having
c.d.f.’s G0, G, F0, F , respectively, and they are also mutually independent. Note that ηj,i is defined
for j ∈ Z and 1 ≤ i ≤ L (those with j < 0 code the infectious periods of the initially exposed
individuals, while those with j > 0 code the infectious periods of the newly exposed individuals).
Let Gc0 = 1−G0, Gc = 1−G, F c0 = 1− F0 and F c = 1− F .
Individuals may migrate from patch i to j in any of the four epidemic stages, with rates νS,i,j,
νE,i,j, νI,i,j and νR,i,j for the susceptible, exposing, infectious and recovered ones, respectively.
Times between migration in each of the stages are exponentially distributed. Let Y (t) be the
Markov process denoting the location of an individual k that is exposed from patch i at time t,
and let qi,j(t) = P(Y (r + t) = j|Y (r) = i) for i, j = 1, . . . , L and r, t > 0. We use Y 0,ki (t) and
Y ji (t) for the initially and newly exposed individuals in patch i, and note that they have the same
distribution as Y (t). These processes are only used before an individual moves from the exposing
stage to the infectious stage. We use the same Markov processesX0,ki (t) andX
j
i (t) for the migration
of infectious patients as in the SIR model.
The multi-patch SEIR epidemic evolution dynamics can be described as follows:
SNi (t) = S
N
i (0)−ANi (t) +
L∑
ℓ=1,ℓ 6=i
(
PS,ℓ,i
(
νS,ℓ,i
∫ t
0
SNℓ (s)ds
)
− PS,i,ℓ
(
νS,i,ℓ
∫ t
0
SNi (s)ds)
))
,
(3.1)
ENi (t) =
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1t<ζ0
k,ℓ
1
Y 0,k
ℓ
(t)=i
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ>t
1
Y j
ℓ
(t−τN
j,ℓ
)=i
, (3.2)
INi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1t<η0
k,ℓ
1
X0,k
ℓ
(t)=i
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+
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′>t
1
X0,k
ℓ′
(t−ζ0
k,ℓ
)=i
)
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′>t
1
Xj
ℓ′
(t−τN
j,ℓ
−ζj,ℓ)=i
)
, (3.3)
and
RNi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
+
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
−
∑
j 6=i
PR,i,j
(
νR,i,j
∫ t
0
RNi (s)ds
)
+
∑
j 6=i
PR,j,i
(
νR,j,i
∫ t
0
RNj (s)ds
)
, (3.4)
where PS,i,j, PR,i,j , i, j = 1, . . . , L, are all unit-rate Poisson processes, mutually independent, and
also independent of PA,i. It is clear that the dynamics of E
N
i (t) is the same as that of I
N
i (t) in
the SIR model. We remark that in the expression for the INi (t) in the SEIR model, the first term
counts the number of initially exposed individuals from all the patches that remain exposed and
are in patch i at time t, and the second term counts the numbers of initially exposed individuals
from all the patches that have become infectious in patch i at time t (for tracking purposes, the
location at the epochs of becoming infection is recorded, since we use ηk,ℓ and X
0,k
ℓ for different
patches ℓ). Also note that we use the Markov process X0,kℓ to indicate that these are for the initially
exposed individuals. The third term counts the number of newly exposed individuals at all patches
that have become infectious and in patch i at time t, and we also track the patch in which each
individual becomes infectious.
Note that some of the key components in the dynamics above can be represented via PRMs.
The infection process ANℓ has the same representation in (2.1) using the PRM Qℓ,inf .
Define a PRM Qˇℓ,inf(ds, du, dv, dϑ) on R
3
+×{1, . . . , L}, which is the sum of the Dirac masses at
the points (τNj,ℓ, U
N
j,ℓ, ζj,ℓ, Y
j
ℓ (ζj,ℓ)) with mean measure ds× du×G(dv)× µYℓ (v, dϑ), where for each
v > 0, µYℓ (v, {ℓ′}) = qℓ,ℓ′(v), and an infection occurs at time τNj,ℓ if and only if UNj,ℓ ≤ λℓΦN (τNj,ℓ).
We can then write for ℓ, ℓ′ = 1, . . . , L,
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
1
Y j
ℓ
(ζj,ℓ)=ℓ′
=
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{ℓ′}
1u≤λℓΦNℓ (s)
Qˇℓ,inf (ds, du, dv, dϑ) . (3.5)
We denote the corresponding compensated PRM ¯ˇQℓ,inf(ds, du, dv, dϑ) = Qˇℓ,inf (ds, du, dv, dϑ) −
ds× du×G(dv) × µYℓ (v, dϑ) for ℓ, ℓ′ = 1, . . . , L.
Define another PRM Q˜ℓ,inf (ds, du, dy, dϑ, dz, dθ) on R
3
+×{1, . . . , L}×R+×{1, . . . , L}, which is
the sum of the Dirac masses at the points (τNj,ℓ, U
N
j,ℓ, ζj,ℓ, Y
j
ℓ (ζj,ℓ), ηj,ℓ′ ,X
j
ℓ′(ηj,ℓ′)) with mean measure
ds × du ×G(dy) × µYℓ (y, dϑ) × F (dz) × µXϑ (z, dθ), where for each y > 0,µYℓ (y, {ℓ′}) = qℓ,ℓ′(y), and
for each z > 0, µXℓ (z, {ℓ′}) = pℓ,ℓ′(z), and again an infection occurs at time τNj,ℓ if and only if
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UNj,ℓ ≤ λℓΦN (τNj,ℓ). We can then write for ℓ, i = 1, . . . , L,
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
=
∫ t
0
∫ ∞
0
∫ t−s
0
L∑
ℓ′=1
∫
{ℓ′}
∫ t−s−y
0
∫
{i}
1u≤λℓΦNℓ (s)
Q˜i,inf (ds, du, dy, dϑ, dz, dθ) . (3.6)
We denote the corresponding compensated PRMQℓ,inf(ds, du, dy, dϑ, dz, dθ) = Q˜ℓ,inf(ds, du, dy, dϑ,
dz, dθ)− ds× du×G(dy) × µYℓ (y, dϑ) × F (dz)× µXϑ (z, dθ) for ℓ, i = 1, . . . , L.
3.2. FLLN.
Assumption 3.1. The c.d.f.’s G and F satisfy the conditions of F in Assumption 2.1. In addition,
assume that G0 and F0 are continuous.
Assumption 3.2. There exist constants 0 < S¯i(0) ≤ 1, 0 ≤ E¯i(0) < 1, 0 ≤ I¯i(0) < 1 with∑L
i=1[E¯i(0) + I¯i(0)] > 0 such that
∑L
i=1(S¯i(0) + E¯i(0) + I¯i(0)) = 1 and (S¯
N
i (0), E¯
N
i (0), I¯
N
i (0),
i = 1, . . . , L) ⇒ (S¯i(0), E¯Ni (0), I¯i(0), i = 1, . . . , L) in R3L as N → ∞. For simplicity, let SNi (0) =
[NS¯i(0)], E
N
i (0) = [NE¯i(0)] and I
N
i (0) = [NI¯i(0)] for i = 1, . . . , L.
Theorem 3.1. Under Assumptions 3.1 and 3.2,
(S¯Ni , E¯
N
i , I¯
N
i , R¯
N
i , i = 1, . . . , L) → (S¯i, E¯i, Ii, R¯i, i = 1, . . . , L) in D4L as N →∞ , (3.7)
in probability, locally uniformly on [0, T ], where (S¯i(t), E¯i(t), I¯i(t), R¯i(t), i = 1, . . . , L) ∈ C4L is the
unique solution to the following set of deterministic integral equations:
S¯i(t) = S¯i(0) − λi
∫ t
0
Φi(s)ds +
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νS,ℓ,iS¯ℓ(s)− νS,i,ℓS¯i(s))ds , (3.8)
E¯i(t) = E¯i(0)−
L∑
ℓ=1
E¯ℓ(0)
∫ t
0
qℓ,i(u)dG0(u) + λi
∫ t
0
Φs(s)ds
−
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φℓ(s)ds +
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νE,ℓ,iE¯ℓ(s)− νE,i,ℓE¯i(s))ds , (3.9)
I¯i(t) = I¯i(0) −
L∑
ℓ=1
I¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s) +
L∑
ℓ=1
E¯ℓ(0)
∫ t
0
qℓ,i(u)dG0(u)−
L∑
ℓ=1
E¯ℓ(0)H
0
ℓ,i(t)
+
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φℓ(s)ds −
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)Φℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s))ds , (3.10)
and
R¯i(t) =
L∑
ℓ=1
I¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s) +
L∑
ℓ=1
E¯ℓ(0)H
0
ℓ,i(t) +
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)Φℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s))ds , (3.11)
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with
Φi(t) :=
S¯i(t)I¯i(t)
S¯i(t) + E¯i(t) + I¯i(t) + R¯i(t)
, (3.12)
H0ℓ,i(t) :=
∫ t
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t−u
0
pℓ′i(v)dF (v)
)
dG0(u) , (3.13)
and
Hℓ,i(t) :=
∫ t
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t−u
0
pℓ′i(v)dF (v)
)
dG(u) . (3.14)
Remark 3.1. Suppose the exposing and infectious periods are deterministic, taking values of te > 0
and to > 0. Also, assume that the remaining exposing and infectious periods of the initially exposed
and infectious are uniformly distributed over (0, te) and (0, to), respectively. Then the fluid equations
of E¯i, I¯i, R¯i become
E¯i(t) = E¯i(0)−
L∑
ℓ=1
E¯ℓ(0)
1
te
∫ t
0
qℓ,i(u)du + λi
∫ t
0
Φs(s)ds
−
L∑
ℓ=1
λℓqℓ,i(te)
∫ t−te
0
Φℓ(s)ds +
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νE,ℓ,iE¯ℓ(s)− νE,i,ℓE¯i(s))ds ,
I¯i(t) = I¯i(0)−
L∑
ℓ=1
I¯ℓ(0)
1
to
∫ t
0
pℓ,i(s)ds+
L∑
ℓ=1
E¯ℓ(0)
1
te
∫ t
0
qℓ,i(u)du
−
L∑
ℓ=1
E¯ℓ(0)
1
te
∫ t−to
0
L∑
ℓ′=1
qℓ,ℓ′(s)pℓ′,i(to)ds +
L∑
ℓ=1
λℓqℓ,i(te)
∫ t−te
0
Φℓ(s)ds
−
L∑
ℓ=1
λℓ
L∑
ℓ′=1
qℓ,ℓ′(te)pℓ′i(to)
∫ t−te−to
0
Φℓ(s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s))ds ,
and
R¯i(t) =
L∑
ℓ=1
I¯ℓ(0)
1
to
∫ t
0
pℓ,i(s)ds+
L∑
ℓ=1
E¯ℓ(0)
1
te
∫ t−to
0
L∑
ℓ′=1
qℓ,ℓ′(s)pℓ′,i(to)ds
+
L∑
ℓ=1
λℓ
L∑
ℓ′=1
qℓ,ℓ′(te)pℓ′i(to)
∫ t−te−to
0
Φℓ(s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s))ds .
It is easy to see that we obtain a set of ODEs with delay after taking derivative.
3.3. FCLT.
Assumption 3.3. There exist random variables Sˆi(0), Eˆi(0) and Iˆi(0), i = 1, . . . , L, such that
(SˆNi (0), Eˆ
N
i (0), Iˆ
N
i (0), i = 1, . . . , L)⇒ (Sˆi(0), Eˆi(0), Iˆi(0), i = 1, . . . , L) in R3L as N →∞.
Theorem 3.2. Under Assumptions 3.1 and 3.3,
(SˆNi , Eˆ
N
i , Iˆ
N
i , Rˆ
N
i , i = 1, . . . , L) → (Sˆi(t), Eˆi, Iˆi(t), Rˆi(t), i = 1, . . . , L) (3.15)
in D4L as N → ∞, where the limits are the unique solution to the following set of stochastic
Volterra integral equations driven by Gaussian processes:
Sˆi(t) = Sˆi(0)− λi
∫ t
0
Φˆi(s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µS,ℓ,iSˆℓ(s)− µS,i,ℓSˆi(s))ds
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− MˆA,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆS,ℓ,i(t)− MˆS,i,ℓ(t)
)
, (3.16)
Eˆi(t) = Eˆi(0) + λi
∫ t
0
Φˆi(s)ds−
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆℓ(s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µI,ℓ,iEˆℓ(s)− µI,i,ℓEˆi(s))ds
+ MˆA,i(t)−
L∑
ℓ=1
Eˆ0ℓ,i(t)−
L∑
ℓ=1
Eˆℓ,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆE,ℓ,i(t)− MˆE,i,ℓ(t)
)
, (3.17)
Iˆi(t) = Iˆi(0) −
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆℓ(s)ds −
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)Φˆℓ(s)ds
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iIˆℓ(s)− νI,i,ℓIˆi(s)
)
ds+
L∑
ℓ=1
(
MˆI,ℓ,i(t)− MˆI,i,ℓ(t)
)
+
L∑
ℓ=1
(
Eˆ0ℓ,i(t) + Eˆℓ,i(t)
)− L∑
ℓ=1
(
Iˆ0,1ℓ,i (t) + Iˆ
0,2
ℓ,i (t) + Iˆℓ,i(t)
)
, (3.18)
Rˆi(t) =
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆℓ(s)ds +
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)Φˆℓ(s)ds
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iRˆℓ(s)− νR,i,ℓRˆi(s)
)
ds
+
L∑
ℓ=1
(
MˆR,ℓ,i(t)− MˆR,i,ℓ(t)
)
+
L∑
ℓ=1
(
Iˆ0,1ℓ,i (t) + Iˆ
0,2
ℓ,i (t) + Iˆ
N
ℓ,i(t)
)
. (3.19)
Here
Φˆi(t) =
1
(S¯i(t) + E¯i(t) + I¯i(t) + R¯i(t))2
(
I¯i(t)(E¯i(t) + I¯i(t) + R¯i(t))Sˆi(t)− S¯i(t)I¯i(t)Eˆi(t)
+ S¯i(t)(S¯i(t) + E¯i(t) + R¯i(t))Iˆi(t)− S¯i(t)I¯i(t)Rˆi(t)
)
, (3.20)
MˆA,i(t) = BA,i
(∫ t
0
λiΦi(s)ds
)
, MˆS,i,j(t) = BS,i,j
(
νS,i,j
∫ t
0
S¯i(s)ds
)
,
MˆE,i,j(t) = BE,i,j
(
νI,i,j
∫ t
0
E¯i(s)ds
)
, MˆI,i,j(t) = BI,i,j
(
νI,i,j
∫ t
0
I¯i(s)ds
)
,
MˆR,i,j(t) = BR,i,j
(
νR,i,j
∫ t
0
R¯i(s)ds
)
, i 6= j ,
with BA,i, BS,i,j, BE,i,j, BI,i,j, BR,i,j being mutually independent standard Brownian motions,
and with the deterministic functions S¯i, E¯i, I¯i, R¯i being the limits in Theorem 3.1. The processes
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Eˆ0i,j(t), Eˆi,j(t), Iˆ
0,1
i,j (t), Iˆ
0,2
i,j (t), Iˆi,j(t) are continuous Gaussian processes, independent of the Brown-
ian motions above, with mean zero and covariance functions:
Cov(Eˆ0i,j(t), Eˆ
0
i,j(t
′)) = E¯i(0)
∫ t∧t′
0
qi,j(s)dG0(s)− E¯i(0)
∫ t
0
qi,j(s)dG0(s)
∫ t′
0
qi,j(s)dG0(s) ,
Cov(Eˆ0i,j(t), Eˆ
0
i′,j′(t
′)) = 0, for i 6= i′, and for i = i′, j 6= j′,
Cov(Iˆ0,1i,j (t), Iˆ
0,1
i,j (t
′)) = I¯i(0)
∫ t∧t′
0
pi,j(s)dF0(s)− I¯i(0)
∫ t
0
pi,j(s)dF0(s)
∫ t′
0
pi,j(s)dF0(s) ,
Cov(Iˆ0,1i,j (t), Iˆ
0,1
i;,j′(t
′)) = 0, for i 6= i′, and for i = i′, j 6= j′,
Cov(Iˆ0,2i,j (t), Iˆ
0,2
i,j (t
′)) = E¯i(0)H
0
i,j(t ∧ t′)− E¯i(0)H0i,j(t)H0i,j(t′) ,
Cov(Iˆ0,2i,j (t), Iˆ
0,2
i′,j′(t
′)) = 0, for i 6= i′, and for i = i′, j 6= j′,
Cov(Eˆi,j(t), Eˆi,j(t
′)) = λi
∫ t∧t′
0
∫ t∧t′−s
0
qi,j(u)dG(u)Φi(s)ds,
Cov(Eˆi,j(t), Eˆi′,j′(t
′)) = 0, for i 6= i′, and for i = i′, j 6= j′,
Cov(Iˆi,j(t), Iˆi,j(t
′)) = λi
∫ t∧t′
0
Hi,j(t ∧ t′ − s)Φi(s)ds,
Cov(Iˆi,j(t), Iˆi′,j′(t
′)) = 0, for i 6= i′, and for i = i′, j 6= j′.
The processes
(
Eˆ0i,j(t), Iˆ
0,2
i,j (t)
)
,
(
Iˆ0,1i,j (t)
)
, and
(
Eˆi,j(t), Iˆi,j(t)
)
are independent from each other, and
Cov(Eˆ0i,j(t), Iˆ
0,2
i,j′(t
′)
)
= E¯i(0)
∫ t
0
qi,j(s)
∫ t′−s
0
pj,j′(u)dF (u)dG0(s)− E¯i(0)
∫ t
0
qi,j(s)dG0(s)H
0
i,j′(t
′),
Cov(Eˆ0i,j(t), Iˆ
0,2
i′,j′(t
′)
)
= 0, for i 6= i′,
and
Cov(Eˆi,j(t), Iˆi,j′(t
′)
)
= λi
∫ t∧t′
0
∫ t−s
0
(
qi,j(u)
∫ t′−s−u
0
pj,j′(v)dF (v)
)
dG(u)Φ¯i(s)ds
− λi
∫ t∧t′
0
∫ t−s
0
qi,j(u)dG(u)Hi,j(t
′ − s)Φi(s)ds,
Cov(Eˆi,j(t), Iˆi′,j′(t
′)
)
= 0, for i 6= i′.
Remark 3.2. Suppose the c.d.f.’s F0, G0, F,G have the same conditions in Remark 3.1. Then
the limits in Theorem 3.2 become stochastic differential equations with linear drifts and delay. In
particular,
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆℓ(s)ds =
L∑
ℓ=1
λℓqℓ,i(te)
∫ t−te
0
Φˆℓ(s)ds ,
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)Φˆℓ(s)ds =
L∑
ℓ=1
λℓ
L∑
ℓ′=1
qℓ,ℓ′(te)pℓ′i(to)
∫ t−te−to
0
Φˆℓ(s)ds .
Remark 3.3. The analysis for the multi-patch SEIR model can be easily extended to multi-patch
SIRS model, where in each patch, the population is grouped into susceptible, infectious, and recovered
individuals and individuals become susceptible after experiencing a recovery period. In this model,
the infectious and recovered processes IN , RN correspond to the exposed and infectious processes
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EN , IN in the SEIR model. In the description of the epidemic dynamics, we need to change the
dynamics of SNi in (3.1) by adding the individuals that have become susceptible after recovery, i.e.,
the first three terms in RNi in (3.4). This is similar to the susceptible process S
N
i in (2.18) for the
SIS model. Then it is straightforward to write down the limit processes in the FLLN and FCLT for
the processes (SN , IN , RN ) (corresponding to (SN , EN , IN ) in the SEIR model).
4. Proof of the FLLN for the multi-patch SIR model
In this section we prove Theorem 2.1. We first provide a representation of the processes ANi (t)
using PRM Qi,inf (ds, du). Let Q¯i,inf (ds, du) = Qi,inf (ds, du) − dsdu be the compensated PRM.
Then for each i = 1, . . . , L,
ANi (t) = λi
∫ t
0
ΦNi (s)ds +M
N
A,i(t) , t ≥ 0 , (4.1)
where
MNA,i(t) :=
∫ t
0
∫ ∞
0
1u≤λ1ΦN1 (s)
Q¯1,inf (ds, du) , (4.2)
The process {MNA,i(t) : t ≥ 0} is a square-integrable martingale with respect to the filtration
{FNA,i(t) : t ≥ 0}, defined by
FNA,i(t) := σ
{
SNi (0), I
N
i (0), i = 1, . . . , L
} ∨ σ{ANi (s) : 0 ≤ s ≤ t} , t ≥ 0 .
It has the predictable quadratic variation:
〈MNA,i〉(t) = λi
∫ t
0
ΦNi (s)ds , t ≥ 0 .
Lemma 4.1. The sequence
{(
A¯N1 , . . . , A¯
N
L
)
: N ≥ 1} is tight in DL. The limit of each convergence
subsequence of
{(
A¯N1 , . . . , A¯
N
L
)}
, denoted as
(
A¯1, . . . , A¯L
)
, satisfies
A¯i = lim
N→∞
A¯Ni = lim
N→∞
N−1λi
∫ ·
0
ΦNi (s)ds ,
and
0 ≤ A¯i(t)− A¯i(s) ≤ λi(t− s) , for 0 < s ≤ t , w.p.1 .
Proof. First, since
0 ≤ λi
N
∫ t
s
ΦNi (u)du ≤ λi(t− s), w.p.1 . t ≥ s ≥ 0 , (4.3)
the martingales {N−1/2MNA,i(t) : t ≥ 0} are stochastically bounded in D by Lemma 5.8 in [25], and
thus,
M¯NA,i ⇒ 0 in D as n→∞ . (4.4)
Tightness of {(A¯N1 , . . . , A¯NL )} in DL then follows from the representation in (4.1) and the two
properties in (4.3) and (4.4). 
In the following we consider a convergent subsequence of {(A¯N1 , . . . , A¯NL )}.
Lemma 4.2. With the limit
(
A¯1, . . . , A¯L
)
of the convergent subsequence of
{(
A¯N1 , . . . , A¯
N
L
)}
, under
Assumption 2.2,
(S¯N1 , . . . , S¯
N
L ) ⇒ (S¯1, . . . , S¯L) in DL as N →∞
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where the limit (S¯1, . . . , S¯L) is the unique solution to the deterministic integral equations: for each
i = 1, . . . , L,
S¯i(t) = S¯i(0)− A¯i(t) +
∑
ℓ 6=i
∫ t
0
(
νS,ℓ,iS¯ℓ(s)− νS,i,ℓS¯i(s)
)
ds , t ≥ 0 .
Proof. We can rewrite the processes S¯Ni as
S¯Ni (t) = S¯
N
i (0)− A¯Ni (t) +
∑
ℓ 6=i
∫ t
0
(
νS,ℓ,iS¯
N
ℓ (s)− νS,i,ℓS¯Ni (s)
)
ds +
L∑
ℓ=1,ℓ 6=i
(
M¯NS,ℓ,i(t)− M¯NS,i,ℓ(t)
)
,
where
M¯NS,ℓ,i(t) :=
1
N
(
PS,ℓ,i
(
νS,ℓ,i
∫ t
0
SNℓ (s)ds
)
− νS,ℓ,i
∫ t
0
SNℓ (s)ds
)
.
The processes M¯NS,ℓ,i are square integrable martingales with respect to the filtration FNS (t) : t ≥ 0},
defined by
FNS (t) :=
L∨
i=1
FNA,i(t) ∨ σ
{
PS,ℓ,i
(
νS,ℓ,i
∫ s
0
SNℓ (u)du
)
: 0 ≤ s ≤ t, ℓ, i = 1, . . . , L, ℓ 6= i
}
, t ≥ 0 .
They have the predictable quadratic variation:
〈M¯NS,ℓ,i〉(t) =
1
N2
νS,ℓ,i
∫ t
0
SNi (s)ds→ 0 as n→∞ .
Thus, the processes(
M¯NS,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i
) ⇒ 0 in DL(L−1) as N →∞ .
Under Assumption 2.2, by Lemma 4.1 and Lemma 8.1 (with yj ≡ 0 in the map Υ), applying the
continuous mapping theorem, we conclude the convergence of {(S¯N1 , . . . , S¯NL )}. 
We next study the processes INi (t), for which we give the following representation.
Lemma 4.3.
INi (t) = I
N
i (0) +A
N
i (t)−
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
−
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
−
∑
ℓ 6=i
PI,i,ℓ
(
νI,i,ℓ
∫ t
0
INi (s)ds
)
+
∑
ℓ 6=i
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
, (4.5)
where PI,i,j, i, j = 1, . . . , L, are all unit-rate Poisson processes, mutually independent, and also
independent of PA,i, PS,i,j and PR,i,j .
Proof. In the representation of INi (t), we observe that
INi (0)∑
k=1
1t<η0
k,i
1
X0,ki (t)=i
= INi (0) −
INi (0)∑
k=1
1η0
k,i
≤t1X0,ki (η
0
k,i
)=i
−
∑
ℓ 6=i
Y N,0i,ℓ (t) ,
and for ℓ 6= i,
IN
ℓ
(0)∑
k=1
1t<η0
k,ℓ
1
X0,k
ℓ
(t)=i
= Y N,0ℓ,i (t)−
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
,
17
where Y N,0i,ℓ (t) is the number of initially infected individuals from patch i that are in patch ℓ at the
time t ∧ η0k,ℓ for k = 1, . . . , INℓ (0).We also observe that
ANi (t)∑
j=1
1τNj,i+ηj,i>t
1
Xji (t−τ
N
j,i)=i
= ANi (t)−
ANi (t)∑
j=1
1τNj,i+ηj,i≤t
1
Xji (ηj,i)=i
−
∑
ℓ 6=i
Y Ni,ℓ (t) ,
and for ℓ 6= i,
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ>t
1
Xj
ℓ
(t−τN
j,ℓ
)=i
= Y Nℓ,i (t)−
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
,
where Y Ni,ℓ (t) denotes the number of individuals who were infected at time τ
N
j,ℓ ∈ (0, t) in patch i,
and are in patch ℓ at time t ∧ (τNj,ℓ + ηj,ℓ) for j = 1, . . . , ANℓ (t).
It is clear that∑
ℓ
(
Y 0,Nℓ,i (t)+Y
N
ℓ,i (t)−Y 0,Ni,ℓ (t)−Y Ni,ℓ (t)
)
=
∑
ℓ
(
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
− PI,i,ℓ
(
νI,i,ℓ
∫ t
0
INi (s)ds
))
.
Thus, using the above identities, we obtain the expression in (4.5). 
For convenience, we let
IN,0ℓ,i (t) :=
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
, INℓ,i(t) :=
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
,
for ℓ, i = 1, . . . , L and t ≥ 0. We next treat these processes in the following lemmas.
Lemma 4.4. Under Assumption 2.2,(
I¯N,0ℓ,i , ℓ, i = 1, . . . , L
) ⇒ (I¯0ℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞ ,
where
I¯0ℓ,i(t) := I¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s) , ℓ, i = 1, . . . , L . (4.6)
Proof. We first focus on I¯N,01,1 (t). Note that, since η
0
k,1 and X
0,k
1 are independent,
E
[
1η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
]
= E
[∫ t
0
1
X0,k
1
(s)=1
dF0(s)
]
=
∫ t
0
p1,1(s)dF0(s),
where the expectation is taken under the condition that X0,k1 (0) = 1. Note that the pairs
(η0k,1,X
0,k
1 (·)) are independent over k, and have the same distributions. Thus, by the LLN of
i.i.d. variables, we obtain that for each t ≥ 0,
I¯N,01,1 (t)⇒ I¯01,1(t) as n→∞.
Note that the convergence holds in fact in probability, since the limit is deterministic. This can be
extended to convergence of finite dimensional distributions. In order to establish tightness in D,
we will show that
lim sup
N→∞
sup
0≤t≤T
1
δ
P
(
sup
0≤u≤δ
|I¯N,01,1 (t+ u)− I¯N,01,1 (t)| > ε
)
→ 0, as δ → 0. (4.7)
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The fact that this implies tightness in D follows from Corollary page 83 of [5].By the independence
of the pairs {(η0k,1,X0,k1 (η0k,1)), k ≥ 1},
P
(
sup
t≤s≤t+δ
∣∣I¯N,01,1 (s)− I¯N,01,1 (t)∣∣ > ǫ
)
= P
N−1 NI¯1(0)∑
k=1
1t<η0
k,1
≤t+δ1X0,k
1
(η0
k,1
)=1
> ǫ

≤ P
N−1 NI¯1(0)∑
k=1
[
1t<η0
k,1
≤t+δ1X0,k
1
(η0
k,1
)=1
−
∫ t+δ
t
p1,1(u)dF0(u)
]
> ǫ/2
+ 1∫ t+δ
t
p1,1(u)dF0(u)>ǫ/2I¯1(0)
≤ 4
ǫ2
E
N−1 NI¯1(0)∑
k=1
[
1t<η0
k,1
≤t+δ1X0,k
1
(η0
k,1
)=1
−
∫ t+δ
t
p1,1(u)dF0(u)
]2+ 1∫ t+δ
t
p1,1(u)dF0(u)>ǫ/2I¯1(0)
=
4I¯1(0)
ǫ2N
∫ t+δ
t
p1,1(s)dF0(s)
[
1−
∫ t+δ
t
p1,1(s)dF0(s)
]
+ 1∫ t+δ
t
p1,1(u)dF0(u)>ǫ/2I¯1(0)
→ 1∫ t+δ
t
p1,1(u)dF0(u)>ǫ/2I¯1(0)
, as N →∞ .
Finally the last term vanishes for δ > 0 small enough, uniformly w.r.t. t ∈ [0, T ]. (4.7) follows.
The convergence of the other processes I¯N,0ℓ,i follows similarly. It remains to prove the joint
convergence. Since the initial variables of the patches and their migration processes are independent,
it suffices to prove the joint convergence of
(
I¯N,0ℓ,1 , . . . , I¯
N,0
ℓ,L
)
for different ℓ’s separately. On the other
hand, the joint convergence of
(
I¯N,0ℓ,1 , . . . , I¯
N,0
ℓ,L
)
is straightforward since they count an exclusive
partition of individuals and the associated pairs
(
η0k,ℓ,X
0,k
ℓ (·)
)
are independent. This completes the
proof. 
For I¯Nℓ,i, we first consider their conditional expectations
I˘Nℓ,i(t) := E[I¯
N
ℓ,i(t)|FNA,ℓ(t)], ℓ, i = 1, . . . , L.
Lemma 4.5. With the limit
(
A¯1, . . . , A¯L
)
of the convergent subsequence of
{(
A¯N1 , . . . , A¯
N
L
)}
, under
Assumptions 2.2,(
I˘Nℓ,i, ℓ, i = 1, . . . , L
) ⇒ (I¯ℓ,i, ℓ, i = 1, . . . , L) in D2L as N →∞,
where
I¯ℓ,i(t) :=
∫ t
0
(∫ t−s
0
pℓ,i(u)dF (u)
)
dA¯ℓ(s), ℓ, i = 1, . . . , L. (4.8)
Proof. We first focus on I˘N1,1. Observe that
I˘N1,1(t) = E
[
I¯N1,1(t)|FNA,1(t)
]
=
1
N
AN1 (t)∑
j=1
E
[
1τNj,1+ηj,1≤t
1
Xj
1
(ηj,1)=1
|τNj,1
]
=
1
N
AN1 (t)∑
j=1
E
[∫ t−τNj,1
0
1
Xj
1
(u)=1
dF (u)
∣∣∣τNj,1
]
=
1
N
AN
1
(t)∑
j=1
∫ t−τNj,1
0
p1,1(u)dF (u)
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=
∫ t
0
(∫ t−s
0
p1,1(u)dF (u)
)
dA¯N1 (s). (4.9)
Let
Gi,j(t) :=
∫ t
0
pi,j(u)dF (u), for i, j = 1, . . . , L. (4.10)
Then we can write
I˘N1,1(t) =
∫ t
0
G1,1(t− s)dA¯N1 (s) = A¯N1 (t)−
∫ t
0
A¯N1 (s)dG1,1(t− s),
where dG1,1(t−u) is the differential of the map u→ G1,1(t−u). Thus, by the continuous mapping
theorem, we obtain I˘N1,1 ⇒ I¯1,1 in D as n→∞, where
I¯1,1(t) = A¯1(t)−
∫ t
0
A¯1(s)dG1,1(t− s) =
∫ t
0
G1,1(t− s)dA¯1(s), t ≥ 0.
For the joint convergence, it can be shown that the mapping from (x1, . . . , xK) ∈ DL to(
xi(t)−
∫ t
0
xi(s)dGi,j(t− s) : t ≥ 0, i, j = 1, . . . , L
)
(4.11)
in DL
2
, is continuous in the Skorohod J1 topology. Then we can apply the continuous mapping
theorem to prove the joint convergence of the processes. This completes the proof. 
We then show that the processes I¯Nℓ,i and I˘
N
ℓ,i are asymptotically negligible for each ℓ, i = 1, . . . , L.
Lemma 4.6. Under Assumptions 2.1 and 2.2, for any ǫ > 0, and for ℓ, i = 1, . . . , L,
P
(
sup
t∈[0,T ]
∣∣I¯Nℓ,i(t)− I˘Nℓ,i(t)∣∣ > ǫ
)
→ 0 as N →∞.
Proof. We focus on the case ℓ, i = 1. We have
I¯N1,1(t)− I˘N1,1(t) =
1
N
AN
1
(t)∑
j=1
χNj,1(t),
where
χNj,1(t) := 1τN
j,1
+ηj,1≤t
1
Xj
1
(ηj,1)=1
−
∫ t−τNj,1
0
p1,1(u)dF (u).
Recall G1,1(t) in (4.10). Then it is clear that for each j, E
[
χNj,1(t)|τNj,1
]
= 0, and
E
[
χNj,1(t)
2|τNj,1
]
= G(t− τNj,1)(1−G(t− τNj,1)).
And by the independence of the pairs
(
ηj,1,X
j
1(·)
)
and
(
ηj′,1,X
j′
1 (·)
)
, we have
E
[
χNj,1(t)χ
N
j′,1(t)|FNA,1(t)
]
= 0, for i 6= j.
Thus, we obtain
E
[(
I¯N1,1(t)− I˘N1,1(t)
)2∣∣FNA,1(t)] = 1N2
AN
1
(t)∑
j=1
E
[
χNj,1(t)
2|τNj,1
]
=
1
N
∫ t
0
G(t− u)(1−G(t− u))dA¯N1 (u) ≤
A¯N1 (t)
N
,
E
[(
I¯N1,1(t)− I˘N1,1(t)
)2] ≤ λ1t
N
,
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which implies that for any ǫ > 0,
P
(∣∣∣I¯N1,1(t)− I˘N1,1(t)∣∣∣ > ǫ) ≤ λ1tNǫ2 → 0, as N →∞.
Next, for t, u > 0,∣∣(I¯N1,1(t+ u)− I˘N1,1(t+ u))− (I¯N1,1(t)− I˘N1,1(t))∣∣
=
∣∣∣∣∣∣ 1N
NA¯N
1
(t+u)∑
j=1
χNj,1(t+ u)−
1
N
NA¯N (t)∑
j=1
χNj,1(t)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1N
NA¯N
1
(t)∑
j=1
(χNj,1(t+ u)− χNj,1(t)) +
1
N
NA¯N
1
(t+u)∑
j=NA¯N
1
(t)+1
χNj,1(t+ u)
∣∣∣∣∣∣
≤ 1
N
NA¯N1 (t)∑
j=1
1t<τN
j,1
+ηj,1≤t+u
1
Xj
1
(ηj,1)=1
+
∫ t
0
∫ t+u−s
t−s
p1,1(v)dF (v)dA¯
N
1 (s)
+
∣∣A¯N1 (t+ u)− A¯N1 (t)∣∣. (4.12)
Observe that the three terms on the right hand side are nondecreasing in u. Thus we obtain
P
(
sup
u∈[0,δ]
∣∣(I¯N1,1(t+ u)− I˘N1,1(t+ u))− (I¯N1,1(t)− I˘N1,1(t))∣∣ > ǫ
)
≤ P
 1
N
NA¯N
1
(t)∑
j=1
1t<τNj,1+ηj,1≤t+δ
1
Xj
1
(ηj,1)=1
> ǫ/3

+ P
(∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)dA¯
N
1 (s) > ǫ/3
)
(4.13)
+ P
(∣∣A¯N1 (t+ δ) − A¯N1 (t)∣∣ > ǫ/3) .
Using the PRM Q˜1,inf (ds, du, dv, dθ) and its compensated PRM Q1,inf (ds, du, dv, dθ), we have
E

 1
N
NA¯N1 (t)∑
j=1
1t<τNj,1+ηj,1≤t+δ
1
Xj
1
(ηj,1)=1
2

= E
( 1
N
∫ t
0
∫ ∞
0
∫ t+δ−s
t−s
∫
{1}
1u≤λ1ΦN1 (s)
Q˜1,inf (ds, du, dv, dθ)
)2
≤ 2E
( 1
N
∫ t
0
∫ ∞
0
∫ t+δ−s
t−s
∫
{1}
1u≤λ1ΦN1 (s)
Q1,inf (ds, du, dv, dθ)
)2
+ 2E
[(∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)λ1Φ¯
N
1 (s)ds
)2]
=
2
N
E
[∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)λ1Φ¯
N
1 (s)ds
]
+ 2E
[(∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)λ1Φ¯
N
1 (s)ds
)2]
≤ 2
N
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)ds + 2
(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)ds
)2
.
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The first term converges to zero as N →∞, and the second term satisfies
1
δ
(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(v)dF (v)ds
)2
≤ 1
δ
(
λ1
∫ t
0
(F (t+ δ − s)− F (t− s))ds
)2
→ 0 as δ → 0,
which follows from Assumption 2.1, as shown in Lemma 4.3 in [24].
The second term on the right hand side of (4.13) can be treated similarly as the second term
right above. Now for the third term, using (4.1),
E
[∣∣A¯N1 (t+ δ)− A¯N1 (t)∣∣2]
≤ 2E
[∣∣M¯NA,1(t+ δ) − M¯NA,1(t)∣∣2]+ 2E [∣∣∣λ1N−1 ∫ t+δ
t
ΦN1 (s)ds
∣∣∣2]
By (4.4), the first term converges to zero as N → ∞. The second term is bounded by 2λ21δ2 by
(4.3).
Thus, combining the above, we obtain
lim
δ→0
lim sup
N→∞
[
T
δ
]
sup
t∈[0,T ]
P
(
sup
u∈[0,δ]
∣∣(I¯N1,1(t+ u)− I˘N1,1(t+ u))− (I¯N1,1(t)− I˘N1,1(t))∣∣ > ǫ
)
= 0.
The result now follows from the next Lemma. 
Lemma 4.7. Let {ξN}N≥1 be a sequence of random elements in D. If the two conditions
(1) for all ǫ > 0, sup0≤t≤T P(|ξN (t)| > ǫ)→ 0, as N →∞, and
(2) for all ǫ > 0, lim supN sup0≤t≤T
1
δP(sup0≤u≤δ |ξN (t+ u)− ξN (t)| > ǫ)→ 0, as δ → 0
are satisfied, then ξN (t)→ 0 in probablity uniformly in t.
Proof. The Lemma is a direct consequence of the inequality (4.21) in [24], which we repeat here
for the reader’s convenience:
P
(
sup
0≤t≤T
|ξN (t)| > ε
)
≤ T
δ
sup
0≤t≤T
P(|ξN (t)| > ε/2)+T
δ
sup
0≤t≤T
P
(
sup
0≤u≤δ
|ξN (t+ u)− ξN (t)| > ǫ/2
)
.

As a consequence of Lemmas 4.5 and 4.6, we obtain the following.
Lemma 4.8. Under Assumptions 2.1 and 2.2,
(I¯Nℓ,i, ℓ, i = 1, . . . , L)→ (I¯ℓ,i, ℓ, i = 1, . . . , L) in DL
2
as N →∞.
We are now ready to prove the convergence of (I¯N1 , . . . , I¯
N
L ).
Lemma 4.9. With the limit
(
A¯1, . . . , A¯L
)
of the convergent subsequence of {(A¯N1 , . . . , A¯NL )}, under
Assumptions 2.1 and 2.2,(
I¯N1 , . . . , I¯
N
L
)⇒ (I¯1, . . . , I¯L) in DL as N →∞
where the limit (I¯1, . . . , I¯L) is the unique solution to the deterministic equations: for i = 1, . . . , L,
I¯i(t) = I¯i(0) + A¯i(t)−
L∑
ℓ=1
(
I¯0ℓ,i(t) + I¯ℓ,i(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s)
)
ds
= I¯i(0) + A¯i(t)−
∫ t
0
L∑
ℓ=1
I¯ℓ(0)pℓ,i(s)dF0(s)−
∫ t
0
L∑
ℓ=1
(∫ t−s
0
pℓ,i(u)dF (u)
)
dA¯ℓ(s)
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+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s)
)
ds
with I¯0ℓ,i and I¯ℓ,i being defined in (4.6) and (4.8), respectively.
Proof. By the representations of INi (t) in (4.5), we have
I¯Ni (t) = I¯
N
i (0) + A¯
N
i (t)−
L∑
ℓ=1
(
I¯N,0ℓ,i (t) + I˘
N
ℓ,i(t)
)
+
L∑
ℓ=1
∆NI,ℓ,i(t)
+
L∑
ℓ=1
(
M¯NI,ℓ,i(t)− M¯NI,i,ℓ(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s)
)
ds, (4.14)
where
∆NI,ℓ,i(t) = I˘
N
ℓ,i(t)− I¯Nℓ,i(t), (4.15)
and for ℓ 6= i,
M¯NI,ℓ,i(t) =
1
N
(
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
− νI,ℓ,i
∫ t
0
INℓ (s)ds
)
. (4.16)
Recall the representation of I˘N1,1(t) in (4.9), which is an integral with respect to A¯
N
1 , and similarly
for the other processes I˘Nℓ,i(t). As in the proof of Lemma 4.2 for the convergence of
(
M¯NS,ℓ,i, ℓ, i =
1, . . . , L, ℓ 6= i), we obtain(
M¯NI,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i
)⇒ 0 in DL2 as N →∞. (4.17)
Thus, by Lemmas 4.1, 4.4, 4.5, 4.6 and 8.1, we apply the continuous mapping theorem to the
mapping Υ to conclude the convergence of
(
I¯N1 , . . . , I¯
N
L
)
. 
Finally, we prove the convergence of (R¯N1 , . . . , R¯
N
L ).
Lemma 4.10. With the limit (A¯1, . . . , A¯L) of the convergent subsequence of {(A¯N1 , . . . , A¯NL )}, under
Assumptions 2.1 and 2.2,(
R¯N1 , . . . , R¯
N
L
)⇒ (R¯1, . . . , R¯L) in DL as N →∞
where the limit (R¯1, . . . , R¯L) is the unique solution to the deterministic equations:
R¯i(t) =
L∑
ℓ=1
(
I¯0ℓ,i(t) + I¯ℓ,i(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s)
)
ds
with I¯0i,j and I¯i,j being defined in (4.6) and (4.8), respectively.
Proof. We can represent the processes R¯Ni (t) by
R¯Ni (t) =
L∑
ℓ=1
(
I¯N,0ℓ,i (t) + I˘
N
ℓ,i(t)
)
+
L∑
ℓ=1
∆NI,ℓ,i(t) +
L∑
ℓ=1
(
M¯NR,ℓ,i(t)− M¯NR,i,ℓ(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s)
)
ds, (4.18)
where ∆NI,ℓ,i(t) is given (4.15), and for ℓ 6= i,
M¯NR,ℓ,i(t) =
1
N
(
PR,ℓ,i
(
νR,ℓ,i
∫ t
0
RNℓ (s)ds
)
− νR,ℓ,i
∫ t
0
RNℓ (s)ds
)
. (4.19)
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Again, as in the proof of Lemma 4.2 for the convergence of M¯NS,ℓ,i, we obtain
(M¯NR,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i)⇒ 0 in DL(L−1) as N →∞. (4.20)
Thus, again, by Lemmas 4.1, 4.4, 4.5, 4.6 and 8.1, we apply the continuous mapping theorem to
the mapping Υ˜ to conclude the convergence of (R¯N1 , . . . , R¯
N
L ). 
From the argument above, since we have the joint convergence in Lemmas 4.4 and 4.6, we can
conclude the joint convergence of (S¯Ni , I¯
N
i , R¯
N
i , i = 1, . . . , L). In addition, the mapping (x, y, z) ∈
D3 → xyx+y+z ∈ D is Lipschitz and continuous in the Skorohod topology. Thus, we obtain the
convergence
Φ¯Ni (t)→ Φi(t) :=
S¯i(t)I¯i(t)
S¯i(t) + I¯i(t) + R¯i(t)
,
and thus,
(A¯N1 , . . . , A¯
N
L )⇒ (A¯1, . . . , A¯L) =
(
λ1
∫ ·
0
Φ1(s)ds, . . . , λL
∫ ·
0
ΦL(s)ds
)
in DL as n→∞.
Therefore, all the limits satisfy the integral equations given in Theorem 2.1. Finally, the uniqueness
of solutions to the set of integral equations in Theorem 2.1 follows from the Lipschitz continuity of
the mapping (x, y, z) ∈ D3 → xyx+y+z ∈ D and applying Gronwall’s inequality. This completes the
proof of Theorem 2.1.
5. Proof of the FCLT for the multi-patch SIR model
In this section we prove Theorem 2.2. We first provide the following representations of the
diffusion-scaled processes. The process AˆNi (t) can be decomposed as:
AˆNi (t) = λi
∫ t
0
ΦˆNi (s)ds + Mˆ
N
A,i(t), t ≥ 0, (5.1)
where
ΦˆNi (t) =
√
N(Φ¯Ni (t)− Φi(t)) =
√
N
(
S¯Ni (t)I¯
N
i (t)
S¯Ni (t) + I¯
N
i (t) + R¯
N
i (t)
− S¯i(t)I¯i(t)
S¯i(t) + I¯i(t) + R¯i(t)
)
=
I¯Ni (t)(I¯i(t) + R¯i(t))Sˆ
N
i (t) + S¯i(t)(S¯
N
i (t) + R¯i(t))Iˆ
N
i (t)− S¯i(t)I¯i(t)RˆNi (t)
(S¯Ni (t) + I¯
N
i (t) + R¯
N
i (t))(S¯i(t) + I¯i(t) + R¯i(t))
, (5.2)
and
MˆNA,i(t) :=
1√
N
∫ t
0
∫ ∞
0
1u≤λiΦNi (s)
Q¯i,inf (ds, du). (5.3)
For the processes SˆNi (t), we have
SˆNi (t) = Sˆ
N
i (0)− AˆNi (t) +
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µS,ℓ,iSˆℓ(s)− µS,i,ℓSˆi(s))ds
− MˆA,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆS,ℓ,i(t)− MˆS,i,ℓ(t)
)
, (5.4)
where
MˆNS,ℓ,i(t) :=
1√
N
(
PS,ℓ,i
(
νS,ℓ,i
∫ t
0
SNℓ (s)ds
)
− νS,ℓ,i
∫ t
0
SNℓ (s)ds
)
.
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For the processes IˆNi (t), we have
IˆNi (t) = Iˆ
N
i (0) + Aˆ
N
i (t)−
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆ
N
ℓ (s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µI,ℓ,iIˆ
N
ℓ (s)− µI,i,ℓIˆNi (s))ds
−
L∑
ℓ=1
(
IˆN,0ℓ,i (t) + Iˆ
N
ℓ,i(t)
)
+
L∑
ℓ=1,ℓ 6=i
(
MˆNI,ℓ,i(t)− MˆNI,i,ℓ(t)
)
, (5.5)
where for ℓ, i = 1, . . . , L,
IˆN,0ℓ,i (t) =
1√
N
INℓ (0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
−NI¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s)
 ,
IˆNℓ,i(t) =
1√
N
ANℓ (t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
−Nλℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φ¯
N
ℓ (s)ds
 ,
and for ℓ 6= i,
MˆNI,ℓ,i(t) =
1√
N
(
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
− νI,ℓ,i
∫ t
0
INℓ (s)ds
)
. (5.6)
For the processes RˆNi (t), we have
RˆNi (t) =
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φˆ
N
ℓ (s)ds+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µR,ℓ,iRˆ
N
ℓ (s)− µR,i,ℓRˆNi (s))ds
+
L∑
ℓ=1
(
IˆN,0ℓ,i (t) + Iˆ
N
ℓ,i(t)
)
+
L∑
ℓ=1,ℓ 6=i
(
MˆNR,ℓ,i(t)− MˆNR,i,ℓ(t)
)
, (5.7)
where for ℓ, i = 1, . . . , L, and ℓ 6= i,
MˆNR,ℓ,i(t) =
1√
N
(
PR,ℓ,i
(
νR,ℓ,i
∫ t
0
RNℓ (s)ds
)
− νR,ℓ,i
∫ t
0
RNℓ (s)ds
)
. (5.8)
We establish the convergence of some key components in these representations.
Lemma 5.1. Under Assumption 2.3,(
MˆNA,i, Mˆ
N
S,ℓ,i, Mˆ
N
I,ℓ,i, Mˆ
N
R,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i
)
⇒ (MˆA,i, MˆS,ℓ,i, MˆI,ℓ,i, MˆR,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i) in DL+3L(L−1) as N →∞,
where the limits are as given in Theorem 2.2.
Proof. This follows from a standard martingale convergence argument, see, e.g., [25]. The main
steps include proving that the quadratic variations converge (involving the convergence of fluid-
scaled processes) and then applying the FCLT for martingales. We omit the details for brevity. 
Lemma 5.2. Under Assumption 2.3,(
IˆN,0ℓ,i , ℓ, i = 1, . . . , L
)⇒ (Iˆ0ℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞, (5.9)
where the limits are as given in Theorem 2.2.
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Proof. We first focus on the convergence of IˆN,01,1 . Recall that
IˆN,01,1 (t) =
1√
N
NI¯1(0)∑
k=1
1η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
−NI¯1(0)
∫ t
0
p1,1(s)dF0(s)
 .
Observe that the pairs
(
ηk,1,X
0,k
1 (·)
)
and
(
ηk′,1,X
0,k′
1 (·)
)
are independent and have the same law.
Thus, its proof follows in a similar approach for empirical processes, see, e.g., Theorem 14.3 in
[5]. There are some differences due to the process X0,k1 , which we highlight below. So, we apply
Theorem 13.5 in [5].
For each t > 0 and ϑ > 0, we have
E
[
exp
(
iϑIˆN,01,1 (t)
)]
= E
NI¯1(0)∏
k=1
exp
(
iϑ
1√
N
(
1η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
−
∫ t
0
p1,1(s)dF0(s)
))
=
NI¯1(0)∏
k=1
E
[
exp
(
iϑ
1√
N
(
1η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
−
∫ t
0
p1,1(s)dF0(s)
))]
=
(
1− ϑ
2
2N
E
[ (
1η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
−
∫ t
0
p1,1(s)dF0(s)
)2]
+ o(N−1)
)NI¯1(0)
=
(
1− ϑ
2
2N
∫ t
0
p1,1(s)dF0(s)
(
1−
∫ t
0
p1,1(s)dF0(s)
)
+ o(N−1)
)NI¯1(0)
N→∞−−−−→ exp
(
−ϑ
2
2
I¯1(0)
∫ t
0
p1,1(s)dF0(s)
(
1−
∫ t
0
p1,1(s)dF0(s)
))
= E
[
exp
(
iϑIˆ01,1(t)
)]
.
Similarly, it can be also shown that for any 0 < s < t,
E
[
exp
(
iϑ
(
IˆN,01,1 (t)− IˆN,01,1 (s)
))]
→ E
[
exp
(
iϑ
(
Iˆ01,1(t)− Iˆ01,1(s)
))]
as N →∞
as N → ∞. Thus, for the convergence of finite dimensional distributions, with t1 < t2 < · · · < tk
and ϑℓ, ℓ = 1, . . . , k, we can write
∑k
ℓ=1 iϑℓIˆ
N,0
1,1 (tℓ) using the increments Iˆ
N,0
1,1 (tℓ)− IˆN,01,1 (tℓ−1), which
have covariances equal to zero over disjoint intervals.
Next, to prove tightness, we employ Theorem13.5 and verify condition (13.14) in [5]. We show
that for r ≤ s ≤ t and for N ≥ 1,
E
[∣∣IˆN,01,1 (s)− IˆN,01,1 (r)∣∣2∣∣IˆN,01,1 (t)− IˆN,01,1 (s)∣∣2] ≤ C(φ(s)− φ(r))(φ(t) − φ(s)) ≤ C(φ(t)− φ(r))2
for some constant C and φ(t) =
∫ t
0 p1,1(u)dF0(u) which is a nonnegative, nondecreasing and contin-
uous function. Recall F0 is continuous. This will enforce condition (13.14) in [5], which according
to Theorem13.5 implies tightness in D. Let
∆Ikr,s = 1r<η0
k,1
≤s1X0,k
1
(η0
k,1
)=1
−
∫ s
r
p1,1(u)dF0(u),
and
∆Iks,t = 1s<η0
k,1
≤t1X0,k
1
(η0
k,1
)=1
−
∫ t
s
p1,1(u)dF0(u).
Note that E[∆Ikr,s] = 0, E[∆I
k
s,t] = 0,
E[(∆Ikr,s)
2] =
∫ s
r
p1,1(u)dF0(u)
(
1−
∫ s
r
p1,1(u)dF0(u)
)
,
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and
E[(∆Iks,t)
2] =
∫ t
s
p1,1(u)dF0(u)
(
1−
∫ t
s
p1,1(u)dF0(u)
)
.
By direct calculations, following similar steps in the proof of (14.9) in [5], we obtain
E

∣∣∣∣∣∣
NI¯1(0)∑
k=1
∆Ikr,s
∣∣∣∣∣∣
2 ∣∣∣∣∣∣
NI¯1(0)∑
k=1
∆Iks,t
∣∣∣∣∣∣
2
= NI¯1(0)E[∆I
2
r,s∆I
2
s,t] +NI¯1(0)(NI¯1(0)− 1)E[∆I2r,s]E[∆I2s,t]
+ 2NI¯1(0)(NI¯1(0)− 1)(E[∆Ir,s∆Is,t])2
≤ C
∫ s
r
p1,1(u)dF0(u)
∫ t
s
p1,1(u)dF0(u)
Thus we have shown the convergence of the process IˆN,01,1 ⇒ Iˆ01,1.
For the joint convergence
(
IˆN,0ℓ,i , ℓ, i = 1, . . . L
)
, since the variables and processes associated with
patch ℓ and patch ℓ′ are independent, it suffices to show the joint convergences
(
IˆN,0ℓ,i , i = 1, . . . , L
)
for different ℓ’s separately. For the joint convergence
(
IˆN,0ℓ,i , i = 1, . . . , L
)
, we obtain tightness from
that of each process as established above, so it suffices to show the joint convergence of their finite
dimensional distributions. Take ℓ = 1, i = 1, 2 as an example. For 0 < t1 < t2 and ϑ1, ϑ2 > 0,
E
[
exp
(
iϑ1Iˆ
N,0
1,1 (t1) + iϑ2Iˆ
N,0
1,2 (t2)
)]
= E
[NI¯1(0)∏
k=1
exp
(
iϑ1
1√
N
(
1η0
k,1
≤t11X0,k
1
(η0
k,1
)=1
−
∫ t1
0
p1,1(s)dF0(s)
)
+ iϑ2
1√
N
(
1η0
k,1
≤t21X0,k
1
(η0
k,1
)=2
−
∫ t2
0
p1,2(s)dF0(s)
))]
=
(
1− 1
2N
E
[(
ϑ1
(
1η0
k,1
≤t11X0,k
1
(η0
k,1
)=1
−
∫ t1
0
p1,1(s)dF0(s)
)
+ ϑ2
(
1η0
k,1
≤t21X0,k
1
(η0
k,1
)=2
−
∫ t2
0
p1,2(s)dF0(s)
))2]
+ o(N−1)
)NI¯1(0)
=
(
1− ϑ
2
1
2N
∫ t1
0
p1,1(s)dF0(s)
(
1−
∫ t
0
p1,1(s)dF0(s)
)
− ϑ
2
2
2N
∫ t2
0
p1,2(s)dF0(s)
(
1−
∫ t
0
p1,2(s)dF0(s)
))NI¯1(0)
N→∞−−−−→ exp
(
− ϑ
2
1
2
I¯1(0)
∫ t1
0
p1,1(s)dF0(s)
(
1−
∫ t
0
p1,1(s)dF0(s)
)
− ϑ
2
2
2
I¯1(0)
∫ t2
0
p1,2(s)dF0(s)
(
1−
∫ t
0
p1,2(s)dF0(s)
))
= E
[
exp
(
iϑ1Iˆ
0
1,1(t1) + iϑ2Iˆ
0
1,2(t2)
)]
.
This calculation can be extended to the computation of final dimensional distributions of
(
IˆN,01,1 , Iˆ
N,0
1,2
)
.
Therefore, we can conclude the joint convergence.
Finally, to prove that the limit processes are continuous when F0 is continuous, since they
are Gaussian, it suffices to show continuity in the quadratic mean [16], that is, for all t > 0,
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lims→t E
[∣∣IˆN,0ℓ,i (t) − IˆN,0ℓ,i (s)∣∣2] = 0. This is easily checked from the continuity of the covariance
functions. Therefore, the proof of this lemma is complete. 
Lemma 5.3. Under Assumptions 2.1 and 2.3,(
IˆNℓ,i, ℓ, i = 1, . . . , L
)⇒ (Iˆℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞, (5.10)
where the limits are as given in Theorem 2.2.
Proof. Recall the PRM Q˜i,inf (ds, du, dv, dθ) and its compensated PRM Qi,inf (ds, du, dv, dθ), and
the representation in (2.7). We write for ℓ, i = 1, . . . , L,
IˆNℓ,i(t) =
1√
N
ANℓ (t)∑
j=1
1τN
j,ℓ
+ηj,ℓ≤t
1
Xj
ℓ
(ηj,ℓ)=i
−Nλℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φ¯
N
ℓ (s)ds

=
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{i}
1u≤λℓΦNℓ (s)
Qℓ,inf (ds, du, dv, dθ).
To prove the convergence, we define the auxiliary processes:
I˜Nℓ,i(t) =
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{i}
1u≤λℓNΦℓ(s)Qℓ,inf(ds, du, dv, dθ).
where Φℓ(t) is given in (2.12) and is a deterministic function. It can then be shown that the
processes I˜Nℓ,i(t) are square-integrable martingales with respect to the filtration {FNI (t) : t ≥ 0}
defined by
FNI (t) = σ
{
ANi (s) : 0 ≤ s ≤ t, i = 1, . . . , L
}
∨ σ
{
(ηj,ℓ,X
j
ℓ (s)) : ℓ = 1, . . . , L, j = 1, . . . , A
N
ℓ (s), 0 ≤ s ≤ t
}
.
They have quadratic variations
〈I˜Nℓ,i〉(t) = λℓ
∫ t
0
∫ t−s
0
pℓ,i(u)dF (u)Φℓ(s)ds, t ≥ 0.
In addition, their cross quadratic variations: for i 6= i′,
〈I˜Nℓ,i, I˜Nℓ,i′〉(t) = 0,
and for ℓ 6= ℓ′ and any i, i′,
〈I˜Nℓ,i, I˜Nℓ′,i′〉(t) = 0.
Thus, by the FCLT for martingales (see, e.g., [30]), we obtain(
I˜Nℓ,i, ℓ, i = 1, . . . , L
)⇒ (Iˆℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞. (5.11)
Note that the limits are in fact time-changed Brownian motions.
Now it remains to show that
IˆNℓ,i − I˜Nℓ,i ⇒ 0 in D as N →∞
for each ℓ, i = 1, . . . , L. We focus on the process IˆN1,1. It is clear that
E
[
IˆN1,1(t)− I˜N1,1(t)
]
= 0,
E
[(
IˆN1,1(t)− I˜N1,1(t)
)2]
= λ1E
∫ t
0
∫ t−s
0
p1,1(u)dF (u)
∣∣Φ¯N1 (s)− Φ1(s)∣∣ds
→ 0 as N →∞,
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where the convergence holds by Theorem 2.1 and the dominated convergence theorem. We next
show that the sequence {IˆN1,1 − I˜N1,1}N is tight. Observe that
IˆN1,1(t)− I˜N1,1(t) =
1√
N
∫ t
0
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t−s
0
∫
{1}
sign(Φ¯N1 (s)− Φ1(s))Q˜1,inf (ds, du, dv, dθ)
− λ1
∫ t
0
∫ t−s
0
p1,1(u)dF (u)Φˆ
N
1 (s)ds.
We can decompose sign(Φ¯N1 (s) − Φ1(s)) = 1Φ¯N
1
(s)−Φ1(s)>0
− 1Φ¯N
1
(s)−Φ1(s)<0
, and write ΦˆN1 (s) =
ΦˆN1 (s)
+− ΦˆN1 (s)−, such that each of these will induce a process that is nondecreasing in t. It is also
clear that tightness of these processes will be implied by the tightness of the following processes:
ΞN1 (t) =
1√
N
∫ t
0
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t−s
0
∫
{1}
Q˜1,inf (ds, du, dv, dθ)
ΞN2 (t) = λ1
∫ t
0
∫ t−s
0
p1,1(u)dF (u)|ΦˆN1 (s)|ds.
Since these two processes are nondecreasing in t, it suffices to show (see the Corollary on page 83
in [5] or Lemma 4.7) that for any ǫ > 0, and j = 1, 2,
lim sup
N→∞
1
δ
P
(∣∣ΞNj (t+ δ) − ΞNj (t)∣∣ > ǫ)→ 0 as δ → 0. (5.12)
For the process ΞN1 (t), we have
E
[∣∣ΞN1 (t+ δ)− ΞN1 (t)∣∣2]
= E
[(
1√
N
∫ t+δ
t
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
0
∫
{1}
Q˜1,inf (ds, du, dv, dθ)
+
1√
N
∫ t
0
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
t−s
∫
{1}
Q˜1,inf (ds, du, dv, dθ)
)2]
≤ 2E
[(
1√
N
∫ t+δ
t
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
0
∫
{1}
Q˜1,inf (ds, du, dv, dθ)
)2]
+ 2E
[(
1√
N
∫ t
0
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
t−s
∫
{1}
Q˜1,inf (ds, du, dv, dθ)
)2]
≤ 4E
[(
1√
N
∫ t+δ
t
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
0
∫
{1}
Q1,inf (ds, du, dv, dθ)
)2]
+ 4E
[(
λ1
∫ t+δ
t
∫ t+δ−s
0
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
+ 4E
[(
1√
N
∫ t
0
∫ λ1N(Φ¯N1 (s)∨Φ1(s))
λ1N(Φ¯N1 (s)∧Φ1(s))
∫ t+δ−s
t−s
∫
{1}
Q1,inf (ds, du, dv, dθ)
)2]
+ 4E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
≤ 4λ1
∫ t+δ
t
∫ t+δ−s
0
p1,1(u)dF (u)E
[∣∣Φ¯N1 (s)− Φ1(s)∣∣] ds+ 4λ21δ2 sup
s∈[0,T ]
E
[∣∣ΦˆN1 (s)∣∣2]
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+ 4λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)E
[∣∣Φ¯N1 (s)− Φ1(s)∣∣] ds
+ 4E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
. (5.13)
It is clear that E
[∣∣Φ¯N1 (s)− Φ1(s)∣∣]→ 0 as N →∞ by the convergence Φ¯N1 ⇒ Φ1 and the dominated
convergence theorem. Thus, the first and third terms converge to zero as N →∞. For the second
term, we show that
lim sup
N
sup
s∈[0,T ]
E
[∣∣ΦˆNi (s)∣∣2] <∞. (5.14)
By the representation of ΦˆNi , it is clear that∣∣ΦˆNi (s)∣∣ ≤ ∣∣SˆNi (s)∣∣+ ∣∣IˆNi (s)∣∣+ ∣∣RˆNi (s)∣∣ (5.15)
for each s ≥ 0, and i = 1, . . . , L. In the representations of SˆNi (t), IˆNi (t) and RˆNi (t) in (5.4)–(5.7),
respectively, the following hold: there exists a constant C > 0 such that for all N ,
sup
N
E
[∣∣SˆNi (0)∣∣2] ≤ C, sup
N
E
[∣∣IˆNi (0)∣∣2] ≤ C, sup
N
E
[∣∣RˆNi (0)∣∣2] ≤ C,
sup
N
sup
t∈[0,T ]
E
[
(MˆNA,i)
2
] ≤ λi ∫ T
0
sup
N
Φ¯Ni (s)ds ≤ Cλi
∫ T
0
Φi(s)ds, (5.16)
sup
N
sup
t∈[0,T ]
E
[
(MˆNS,i,j)
2
] ≤ CνS,i,jT, sup
N
sup
t∈[0,T ]
E
[
(MˆNR,i,j)
2
] ≤ CνR,i,jT.
Thus, by taking squares of the processes SˆNi (t), Iˆ
N
i (t) and Rˆ
N
i (t) in (5.4)–(5.7), we can apply
Cauchy-Schwartz inequality and Gronwall’s inequality to conclude that
lim sup
N
sup
s∈[0,T ]
E
[∣∣SˆNi (s)∣∣2] <∞, lim sup
N
sup
s∈[0,T ]
E
[∣∣IˆNi (s)∣∣2] <∞,
lim sup
N
sup
s∈[0,T ]
E
[∣∣RˆNi (s)∣∣2] <∞, (5.17)
and thus (5.14) holds.
Next, to prove (5.12) for ΞN1 (t), it suffices to show that
lim
δ→0
lim sup
N→∞
1
δ
E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
= 0. (5.18)
Consider the two cases of F in Assumption 2.1. In the case F = F1,
E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
= E
(λ1∑
i
aip1,1(ti)
∫ ti
ti−δ
∣∣ΦˆN1 (t− s)∣∣ds
)2
≤ δ
(
λ1
∑
i
aip1,1(ti)
)2
E
[∫ ti
ti−δ
∣∣ΦˆN1 (t− s)∣∣2ds]
≤ δ2
(
λ1
∑
i
aip1,1(ti)
)2
sup
s∈[0,T ]
E
[∣∣ΦˆN1 (s)∣∣2]
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and in the case F = F2,
E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
≤ tλ21E
[∫ t
0
(∫ t+δ−s
t−s
p1,1(u)dF (u)
)2 ∣∣ΦˆN1 (s)∣∣2ds
]
≤ Tλ21
∫ t
0
(F (t+ δ − s)− F (t− s))2 ds sup
s∈[0,T ]
E
[∣∣ΦˆN1 (s)∣∣2]
≤ T 2λ21cδ1+2θ sup
s∈[0,T ]
E
[∣∣ΦˆN1 (s)∣∣2] .
Thus, in both cases, we obtain (5.18).
For the process ΞN2 (t), we have
E
[∣∣ΞN2 (t+ δ) − ΞN2 (t)∣∣2] ≤ 2E
[(
λ1
∫ t+δ
t
∫ t+δ−s
0
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
+ 2E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
≤ 4λ21δ2 sup
s∈[0,T ]
E
[∣∣ΦˆN1 (s)∣∣2]
+ 4E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣ΦˆN1 (s)∣∣ds)2
]
.
The argument for these two terms follow from that for the second and fourth terms above for ΞN1 (t).
This completes the proof. 
Completing the proof of Theorem 2.2. Note that the processes associated with the initial
variables in Lemma 5.2, those associated with the newly infected individuals in Lemma 5.3, and
those associated with the migrations in Lemma 5.1 are mutually independent. Thus, all these
processes converge jointly. Given the convergence of the initial variables in Assumption 2.3, by the
convergence results in Lemmas 5.1, 5.2 and 5.3, we can apply the continuous mapping theorem to
the map ̥ defined in Lemma 8.2 below (with m = L). The proof is complete. ✷
6. Proof of the FLLN for the multi-patch SEIR model
In this section we prove Theorem 3.1. Note that for the SEIR model, the tightness result in
Lemma 4.1 of A¯Ni , and the convergence of S¯
N
i in Lemma 4.2 hold with the same argument. The
analysis of the process E¯Ni follows the same as that of the process I¯
N
i in the SIR model, so we will
omit its proof. We give the following representation of E¯Ni as in Lemma 4.3:
ENi (t) = E
N
i (0)−
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t1Y 0,k
ℓ
(ζ0
k,ℓ
)=i
+ANi (t)−
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
1
Y j
ℓ
(ζj,ℓ)=i
+
∑
ℓ 6=i
PE,ℓ,i
(
νE,ℓ,i
∫ t
0
ENℓ (s)ds
)
−
∑
ℓ 6=i
PE,i,ℓ
(
νE,i,ℓ
∫ t
0
ENi (s)ds
)
. (6.1)
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Similarly, we obtain the following representations for the process INi (t):
INi (t) = I
N
i (0) −
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
+
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t1Y 0,k
ℓ
(ζ0
k,ℓ
)=i
−
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
1
Y j
ℓ
(ζj,ℓ)=i
−
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
+
∑
ℓ 6=i
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
−
∑
ℓ 6=i
PI,i,ℓ
(
νI,i,ℓ
∫ t
0
INi (s)ds
)
. (6.2)
We focus on the convergence of INi (t). For ℓ, i = 1, . . . , L, let
EN,0ℓ,i (t) :=
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t1Y 0,k
ℓ
(ζ0
k,ℓ
)=i
, ENℓ,i(t) :=
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
1
Y j
ℓ
(ζj,ℓ)=i
,
IN,0,1ℓ,i (t) :=
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
,
IN,0,2ℓ,i (t) :=
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
,
INℓ,i(t) :=
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
. (6.3)
We first treat the components associated with the initial quantities.
Lemma 6.1. Under Assumption 3.2,(
E¯N,0ℓ,i , I¯
N,0,1
ℓ,i , I¯
N,0,2
ℓ,i , ℓ, i = 1, . . . , L
)⇒ (E¯0ℓ,i, I¯0,1ℓ,i , I¯0,2ℓ,i , ℓ, i = 1, . . . , L) in D3L2 as N →∞,
where for ℓ, i = 1, . . . , L and t ≥ 0,
E¯0ℓ,i(t) := E¯ℓ(0)
∫ t
0
qℓ,i(s)dG0(s) , (6.4)
I¯0,1ℓ,i (t) := I¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s) , (6.5)
and
I¯0,2ℓ,i (t) := E¯ℓ(0)H
0
ℓ,i(t) , (6.6)
with H0ℓ,i(t) defined in (3.13).
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Proof. Following the same argument as in Lemma 4.4 for the SIR model, we obtain the convergence
of {E¯N,0ℓ,i } and {I¯N,0,1ℓ,i }. We now sketch the proof for the convergence of I¯N,0,2ℓ,i since it follows similar
steps. We have
E
[
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)]
= H0ℓ,i(t) ,
which implies by the LLN of i.i.d. variables that for each t ≥ 0,
I¯N,0,2ℓ,i (t)⇒ I¯0,2ℓ,i (t) as n→∞.
The convergence of finite dimensional distribution is a straightforward extension. For tightness we
use the same argument as in Lemma 4.4.
We start with∣∣I¯N,0,2ℓ,i (t+ s)− I¯N,0,2ℓ,i (t)∣∣
≤ 1
N
EN
ℓ
(0)∑
k=1
1t<ζ0
k,ℓ
≤t+s
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t+s
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
,
+
1
N
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1t<ζ0
k,ℓ
+η
−k,ℓ′≤t+s
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
.
We newt note that each of the two terms on the right hand side are increasing in s, so that
P
(
sup
0≤s≤δ
∣∣I¯N,0,2ℓ,i (t+ s)− I¯N,0,2ℓ,i (t)∣∣ > ǫ
)
≤ P
(
1
N
EN
ℓ
(0)∑
k=1
1t<ζ0
k,ℓ
≤t+δ
( L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t+δ
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
> ǫ/2
)
+ P
(
1
N
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
( L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1t<ζ0
k,ℓ
+η
−k,ℓ′≤t+δ
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
> ǫ/2
)
≤ P
(
1
N
EN
ℓ
(0)∑
k=1
[
1t<ζ0
k,ℓ
≤t+δ
( L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t+δ
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
−
∫ t+δ
t
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)
]
> ǫ/4
)
+ 1∫ t+δ
t
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
+ P
(
1
N
EN
ℓ
(0)∑
k=1
[
1ζ0
k,ℓ
≤t
( L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1t<ζ0
k,ℓ
+η
−k,ℓ′≤t+δ
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
−
∫ t
0
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)
]
> ǫ/4
)
+ 1∫ t
0
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
≤ 16E¯ℓ(0)
ǫ2N
∫ t+δ
t
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)
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×
(
1−
∫ t+δ
t
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)
)
+ 1∫ t+δ
t
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
+
16E¯ℓ(0)
ǫ2N
∫ t
0
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)
×
(
1−
∫ t
0
L∑
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)
)
+ 1∫ t
0
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
→ 1∫ t+δ
t
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
0
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
+ 1∫ t
0
∑L
ℓ′=1
qℓ,ℓ′(s)
∫ t+δ−s
t−s
pℓ′,i(u)dF (u)dG0(s)>ǫ/4E¯ℓ(0)
,
as N →∞. And the two terms in the limit both vanishes as δ → 0. Thus, for any ǫ > 0,
lim
δ→0
lim sup
N→∞
T
δ
sup
t∈[0,T ]
P
(
sup
t≤s≤t+δ
∣∣I¯N,0,2ℓ,i (s)− I¯N,0,2ℓ,i (t)∣∣ > ǫ
)
→ 0 .
Thus, we can conclude that I¯N,0,2ℓ,i ⇒ I¯0,2ℓ,i in D as N →∞. Then, since G0 is continuous, we can
verify the continuity of the covariance function, and thus the continuity of the limit processes I¯0,2ℓ,i .
Since the variables associated with I¯N,0,2ℓ,i and I¯
N,0,2
ℓ′,i are independent, we obtain the joint conver-
gence (I¯N,0,2ℓ,i , ℓ, i = 1, . . . , L)⇒ (I¯0,2ℓ,i , ℓ, i = 1, . . . , L) in DL
2
as N →∞. For the joint convergence
of
(
E¯N,0ℓ,i , I¯
N,0,1
ℓ,i , I¯
N,0,2
ℓ,i ), it suffices to show the joint convergence of
(
E¯N,0ℓ,i , I¯
N,0,2
ℓ,i ), which is straight-
forward. This completes the proof. 
As in the proofs of Lemmas 4.5 and 4.6 for the SIR model, we obtain the convergence of the
processes ENℓ,i(t) and I
N
ℓ,i(t).
Lemma 6.2. With the limit
(
A¯1, . . . , A¯L
)
of the convergent subsequence of
{(
A¯N1 , . . . , A¯
N
L
)}
, under
Assumptions 3.1 and 3.2,(
E¯Nℓ,i, I¯
N
ℓ,i, ℓ, i = 1, . . . , L
)⇒ (E¯ℓ,i(t), I¯ℓ,i, ℓ, i = 1, . . . , L) in D2L2 as N →∞, (6.7)
where for ℓ, i = 1, . . . , L and t ≥ 0,
E¯ℓ,i(t) :=
∫ t
0
(∫ t−s
0
qℓ,i(u)dG(u)
)
dA¯ℓ(s), (6.8)
and
I¯ℓ,i(t) :=
∫ t
0
Hℓ,i(t− s)dA¯ℓ(s), (6.9)
with Hℓ,i defined in (3.14).
Proof. The proof of the convergence of E¯Nℓ,i follows from the exact same argument as in Lemmas
4.5 and 4.6. So we focus on the convergence of I¯Nℓ,i. The main steps are similar, so we highlight the
differences.
Define the auxiliary processes: for ℓ, i = 1, . . . , L,
I˘Nℓ,i(t) = E
[
I¯Nℓ,i(t)|FNA,ℓ
]
, t ≥ 0.
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We first show that(
I˘Nℓ,i, ℓ, i = 1, . . . , L
)⇒ (I¯ℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞. (6.10)
Observe that
I˘Nℓ,i(t) = N
−1
AN
ℓ
(t)∑
j=1
E
[
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)∣∣∣τNj,ℓ
]
= N−1
AN
ℓ
(t)∑
j=1
E
[∫ t−τN
j,ℓ
0
(
L∑
ℓ′=1
1
Y j
ℓ
(u)=ℓ′
1τN
j,ℓ
+u+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
dG(u)
∣∣∣τNj,ℓ
]
= N−1
AN
ℓ
(t)∑
j=1
∫ t−τN
j,ℓ
0
(
L∑
ℓ′=1
E
[
1
Y j
ℓ
(u)=ℓ′
]
E
[
1τN
j,ℓ
+u+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
∣∣∣τNj,ℓ]
)
dG(u)
= N−1
AN
ℓ
(t)∑
j=1
∫ t−τN
j,ℓ
0
(
L∑
ℓ′=1
E
[
1
Y j
ℓ
(u)=ℓ′
] ∫ t−τN
j,ℓ
−u
0
E
[
1
Xj
ℓ′
(v)=i
]
dF (v)
)
dG(u)
= N−1
AN
ℓ
(t)∑
j=1
∫ t−τN
j,ℓ
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t−τN
j,ℓ
−u
0
pℓ′,i(v)dF (v)
)
dG(u)
=
∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t−s−u
0
pℓ′i(v)dF (v)
)
dG(u)dA¯Nℓ (s) =
∫ t
0
Hℓ,i(t− s)dA¯Nℓ (s). (6.11)
Recall Hℓ,i(t) in (3.14). Then we can write
I˘Nℓ,i(t) =
∫ t
0
Hℓ,i(t− s)dA¯Nℓ (s) = A¯Nℓ (t)−
∫ t
0
A¯Nℓ (s)dHℓ,i(t− s),
and apply the continuous mapping theorem (as in the proof of Lemma 4.5) to obtain the convergence
I˘Nℓ,i ⇒ I¯Nℓ,i in D as n→∞, and then the joint convergence in (6.10) using the mapping (4.11).
We next show that for any ǫ > 0, and for ℓ, i = 1, . . . , L,
P
(
sup
t∈[0,T ]
∣∣I¯Nℓ,i(t)− I˘Nℓ,i(t)∣∣ > ǫ
)
→ 0 as N →∞. (6.12)
This follows from similar steps as in the proof of Lemma 4.6. We highlight the main differences
below.
For each t ≥ 0, we have
I¯Nℓ,i(t)− I˘Nℓ,i(t) =
1
N
AN
ℓ
(t)∑
j=1
χNj,ℓ,i(t),
where
χNj,ℓ,i(t) := 1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
−Hℓ,i(t− τNj,ℓ).
It is clear that E
[
χNj,ℓ,i(t)|τNj,ℓ
]
= 0 and E
[
χNj,ℓ,i(t)
2|τNj,ℓ
]
= Hℓ,i(t−τNj,ℓ)(1−Hℓ,i(t−τNj,ℓ)) whereHℓ,i(t)
is defined in (3.14). Moreover E
[
χNj,ℓ,i(t)χ
N
j′,ℓ,i(t)|FNA,ℓ(t)
]
= 0 due to the independence of the pairs
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ζj,ℓ, ηj,ℓ′ , Y
j
ℓ (·),Xjℓ′(·)
)
and
(
ζj′,ℓ, ηj′,ℓ′ , Y
j′
ℓ (·),Xj
′
ℓ′ (·)
)
. Thus, we obtain
E
[(
I¯Nℓ,i(t)− I˘Nℓ,i(t)
)2∣∣FNA,ℓ(t)] = 1N2
AN
ℓ
(t)∑
j=1
E
[
χNj,ℓ,i(t)
2|τNj,ℓ
]
=
1
N
∫ t
0
Hℓ,i(t− u)(1 −Hℓ,i(t− u))dA¯Nℓ (u) ≤
λℓt
N
which implies that for any ǫ > 0,
P
(∣∣I¯Nℓ,i(t)− I˘Nℓ,i(t)∣∣ > ǫ) ≤ λℓtNǫ2 → 0, as N →∞.
Next, for t, s > 0, we have∣∣(I¯Nℓ,i(t+ s)− I˘Nℓ,i(t+ s))− (I¯Nℓ,i(t)− I˘Nℓ,i(t))∣∣
=
∣∣∣∣∣∣ 1N
NA¯N
ℓ
(t)∑
j=1
(χNj,ℓ,i(t+ s)− χNj,ℓ,i(t)) +
1
N
NA¯N
ℓ
(t+s)∑
j=NA¯N
ℓ
(t)+1
χNj,ℓ,i(t+ s)
∣∣∣∣∣∣
≤ 1
N
NA¯N
ℓ
(t)∑
j=1
1t<τN
j,ℓ
+ζj,ℓ≤t+s
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+s
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
+
1
N
NA¯N
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1t<τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+s
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
+
1
N
NA¯N
ℓ
(t)∑
j=1
∫ t+s−τN
j,ℓ
t−τN
j,ℓ
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+s−τN
j,ℓ
−u
0
pℓ′,i(v)dF (v)
)
dG(u)
+
1
N
NA¯N
ℓ
(t)∑
j=1
∫ t−τN
j,ℓ
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+s−τN
j,ℓ
−u
t−τN
j,ℓ
−u
pℓ′,i(v)dF (v)
)
dG(u)
+
∣∣A¯Nℓ (t+ s)− A¯Nℓ (t)∣∣.
Observe that each of the five terms on the right hand side is increasing in s. Thus, we have
P
(
sup
s∈[0,δ]
∣∣(I¯Nℓ,i(t+ s)− I˘Nℓ,i(t+ s))− (I¯Nℓ,i(t)− I˘Nℓ,i(t))∣∣ > ǫ
)
≤ P
 1
N
NA¯N
ℓ
(t)∑
j=1
1t<τN
j,ℓ
+ζj,ℓ≤t+δ
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+δ
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
> ǫ/5

+ P
 1
N
NA¯N
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1t<τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+δ
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
> ǫ/5

+ P
(∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
0
pℓ′,i(v)dF (v)
)
dG(u)dA¯Nℓ (s) > ǫ/5
)
+ P
(∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)dA¯Nℓ (s) > ǫ/5
)
+ P
(∣∣A¯Nℓ (t+ δ)− A¯Nℓ (t)∣∣ > ǫ/5) . (6.13)
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The last term is treated in the same way as in the proof of Lemma 4.6 for the SIR model. For the
first two terms, we use the PRM representation in (3.6). We have
E

 1
N
NA¯N
ℓ
(t)∑
j=1
1t<τN
j,ℓ
+ζj,ℓ≤t+δ
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+δ
1
Xj
ℓ′
(ηj,ℓ′ )=i
2

≤ 2E
( 1
N
∫ t
0
∫ ∞
0
∫ t+δ−s
t−s
L∑
ℓ′=1
∫
{ℓ′}
∫ t+δ−s−y
0
∫
{ℓ}
1u≤λℓΦNℓ (s)
Qi,inf (ds, du, dy, dϑ, dz, dθ)
)2
+ 2E
(∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)λℓΦ¯
N
ℓ (s)ds
)2
≤ 2
N
E
[∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)λℓΦ¯
N
ℓ (s)ds
]
+ 2E
(∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)λℓΦ¯
N
ℓ (s)ds
)2
≤ 2
N
λℓ
∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)ds
+ 2
(
λℓ
∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)ds
)2
.
It is clear that the first term converges to zero as N →∞, and the second term satisfies
1
δ
(
λℓ
∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′,i(v)dF (v)
)
dG(y)ds
)2
≤ 1
δ
(
λℓL
∫ t
0
∫ t+δ−s
t−s
F (t+ δ − s− y)dG(y)ds
)2
→ 0 as δ → 0.
The convergence follows the same argument as for the proof of (6.11) in [24] under Assumption 3.1.
Similarly, for the second term on the right hand side of (6.13), we have
E

 1
N
NA¯N
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1t<τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t+δ
1
Xj
ℓ′
(ηj,ℓ′ )=i
2

≤ 2
N
λℓ
∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)ds
+ 2
(
λℓ
∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)ds
)2
.
Here it is clear that the first term converges to zero as N →∞, and the second term satisfies
1
δ
(
λℓ
∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)ds
)2
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≤ 1
δ
(
λℓL
∫ t
0
∫ t−s
0
(F (t+ δ − s− u)− F (t− s− u))dG(u)ds
)2
→ 0 as δ → 0.
The convergence follows a similar argument as for the proof of (6.9) in [24] under Assumption 3.1.
Now for the third and fourth terms on the right hand side of (6.13), we have
E
(∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
0
pℓ′,i(v)dF (v)
)
dG(u)dA¯Nℓ (s)
)2
≤
(
λℓ
∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
0
pℓ′,i(v)dF (v)
)
dG(u)ds
)2
,
and
E
(∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)dA¯Nℓ (s)
)2
≤
(
λℓ
∫ t
0
∫ t−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∫ t+δ−s−u
t−s−u
pℓ′,i(v)dF (v)
)
dG(u)ds
)2
.
These two terms can be treated similarly as above. Thus we have shown that
lim
δ→0
lim sup
N→∞
[
T
δ
]
sup
t∈[0,T ]
P
(
sup
s∈[0,δ]
∣∣(I¯Nℓ,i(t+ s)− I˘Nℓ,i(t+ s))− (I¯Nℓ,i(t)− I˘Nℓ,i(t))∣∣ > ǫ
)
= 0,
and we can apply Lemma 4.7 to conclude the tightness.
For the joint convergence of the processes
(
E¯Nℓ,i, ℓ, i = 1, . . . , L
)
and
(
I¯Nℓ,i, ℓ, i = 1, . . . , L
)
, it suf-
fices to prove the joint convergence of the processes
(
E˘Nℓ,i, ℓ, i = 1, . . . , L
)
and
(
I˘Nℓ,i, ℓ, i = 1, . . . , L
)
,
where I˘Nℓ,i(t) is given in (6.11), and
E˘Nℓ,i(t) := E[E¯
N
ℓ,i|FNA,ℓ] =
∫ t
0
(∫ t−s
0
qℓ,i(u)dG(u)
)
dA¯Nℓ (s). (6.14)
It is easy to prove that the mapping from (x1, . . . , xL) ∈ DL to(∫ ·
0
(∫ ·−s
0
qℓ,i(u)dG(u)
)
dxℓ(s),
∫ t
0
Hℓ,i(· − s)dxℓ(s)
)
ℓ,i=1,...,L
is continuous in the Skorohod J1 topology. Thus, applying the continuous mapping theorem, we
obtain the convergence
(
E˘Nℓ,i, I˘
N
ℓ,i, ℓ, i = 1, . . . , L
)⇒ (E¯ℓ,i(t), I¯ℓ,i, ℓ, i = 1, . . . , L) in D2L2 as N →∞.
Then the asymptotic equivalence between E¯Nℓ,i and E˘
N
ℓ,i, and between I¯
N
ℓ,i and I˘
N
ℓ,i results in the joint
convergence in (6.7). This completes the proof. 
We are now ready to prove the convergence of (I¯N1 , . . . , I¯
N
L ).
Lemma 6.3. With the limit
(
A¯1, . . . , A¯L
)
of the convergent subsequence of {(A¯N1 , . . . , A¯NL )}, under
Assumptions 3.1 and 3.2,(
I¯N1 , . . . , I¯
N
L
)⇒ (I¯1, . . . , I¯L) in DL as N →∞
where the limit (I¯1, . . . , I¯L) is the unique solution to the deterministic equations: for i = 1, . . . , L,
I¯i(t) = I¯i(0) +
L∑
ℓ=1
(
E¯0ℓ,i(t) + E¯ℓ,i(t)
) − L∑
ℓ=1
(
I¯0,1ℓ,i (t) + I¯
0,2
ℓ,i (t) + I¯ℓ,i(t)
)
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+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s))ds,
with E¯0ℓ,i, I¯
0,1
ℓ,i and I¯
0,2
ℓ,i being given in (6.4), (6.5) and (6.6) in Lemma 6.1, and with E¯ℓ,i and I¯ℓ,i
being defined in (6.8) and (6.9) in Lemma 6.2, respectively.
Proof. By the representations of INi (t) in (6.2), we have
I¯Ni (t) = I¯
N
i (0) +
L∑
ℓ=1
(
E¯N,0ℓ,i (t) + E¯
N
ℓ,i(t)
)− L∑
ℓ=1
(
I¯N,0,1ℓ,i (t) + I¯
N,0,2
ℓ,i (t) + I˘
N
ℓ,i(t)
)
+
L∑
ℓ=1
∆NI,ℓ,i(t)
+
L∑
ℓ=1
(
M¯NI,ℓ,i(t)− M¯NI,i,ℓ(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iI¯ℓ(s)− νI,i,ℓI¯i(s)
)
ds, (6.15)
where
∆NI,ℓ,i(t) = I˘
N
ℓ,i(t)− I¯Nℓ,i(t), (6.16)
and M¯NI,ℓ,i(t) is given in (4.16), and its convergence in (4.17) holds. Recall the representations of
E˘Nℓ,i(t) and I˘
N
ℓ,i(t) as integrals with respect to A¯
N
ℓ in (6.14) and (6.11), respectively.
Thus, by Lemmas 4.1, 6.1, and 6.2 and equation (6.12), and by Lemma 8.1, we apply the
continuous mapping theorem to the mapping Υ to conclude the convergence of
(
I¯N1 , . . . , I¯
N
L
)
. 
We next prove the convergence of (R¯N1 , . . . , R¯
N
L ). Similar to (6.2), we obtain the following
representations for the process RNi (t):
RNi (t) =
L∑
ℓ=1
IN
ℓ
(0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
+
L∑
ℓ=1
EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
+
L∑
ℓ=1
AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
+
∑
ℓ 6=i
PI,ℓ,i
(
νI,ℓ,i
∫ t
0
INℓ (s)ds
)
−
∑
ℓ 6=i
PI,i,ℓ
(
νI,i,ℓ
∫ t
0
INi (s)ds
)
. (6.17)
Lemma 6.4. With the limit (A¯1, . . . , A¯L) of the convergent subsequence of {(A¯N1 , . . . , A¯NL )}, under
Assumptions 3.1 and 3.2,(
R¯N1 , . . . , R¯
N
L
)⇒ (R¯1, . . . , R¯L) in DL as N →∞
where the limit (R¯1, . . . , R¯L) is the unique solution to the deterministic equations:
R¯i(t) =
L∑
ℓ=1
(
I¯0,1ℓ,i (t) + I¯
0,2
ℓ,i (t) + I¯ℓ,i(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s)
)
ds
with I¯0,1ℓ,i , I¯
0,2
ℓ,i and I¯ℓ,i being given in (6.5), (6.6) and (6.9), respectively.
Proof. We can represent the processes R¯Ni (t) by
R¯Ni (t) =
L∑
ℓ=1
(
I¯N,0,1ℓ,i (t) + I¯
N,0,2
ℓ,i (t) + I˘
N
ℓ,i(t)
)
+
L∑
ℓ=1
∆NI,ℓ,i(t) +
L∑
ℓ=1
(
M¯NR,ℓ,i(t)− M¯NR,i,ℓ(t)
)
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iR¯ℓ(s)− νR,i,ℓR¯i(s)
)
ds, (6.18)
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where ∆NI,ℓ,i(t) is given (4.15), and M¯
N
R,ℓ,i(t) is given in (4.19), and its convergence in (4.20) holds.
Recall the representation of I˘Nℓ,i(t) as an integral with respect to A¯
N
ℓ in (6.11).
Thus, again, by Lemmas 4.1, 6.1, and 6.2 and equation (6.12), and by Lemma 8.1, we apply the
continuous mapping theorem to the mapping Υ˜ to conclude the convergence of (R¯N1 , . . . , R¯
N
L ). 
The rest of the proof follows from the same argument as for the SIR model. This completes the
proof of Theorem 3.1.
7. Proof of the FCLT for the multi-patch SEIR model
In this section, we prove Theorem 3.2. We first give the following representations of the diffusion-
scaled processes. The process AˆNi (t) has the same decomposition as in (5.1), but with
ΦˆNi (t) =
√
N(Φ¯Ni (t)− Φi(t))
=
√
N
(
S¯Ni (t)I¯
N
i (t)
S¯Ni (t) + E¯
N
i (t) + I¯
N
i (t) + R¯
N
i (t)
− S¯i(t)I¯i(t)
S¯i(t) + E¯i(t) + I¯i(t) + R¯i(t)
)
=
1
K¯Ni (t)K¯i(t)
(
I¯Ni (t)(E¯i(t) + I¯i(t) + R¯i(t))Sˆ
N
i (t)− S¯i(t)I¯i(t)EˆNi (t)
+ S¯i(t)(S¯
N
i (t) + E¯i(t) + R¯i(t))Iˆ
N
i (t)− S¯i(t)I¯i(t)RˆNi (t)
)
, (7.1)
where
K¯Ni (t) := S¯
N
i (t) + E¯
N
i (t) + I¯
N
i (t) + R¯
N
i (t), K¯i(t) := S¯i(t) + E¯i(t) + I¯i(t) + R¯i(t).
We have the same representation of the process SˆNi (t) in (5.4). For the process Eˆ
N
i (t), by the
representation in (6.1), using the definitions of EN,0ℓ,i (t) and E
N
ℓ,i(t) in (6.3), we obtain
EˆNi (t) = Eˆ
N
i (0) + λi
∫ t
0
ΦˆNi (s)ds−
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆ
N
ℓ (s)ds
+
L∑
ℓ=1,ℓ 6=i
∫ t
0
(µI,ℓ,iEˆ
N
ℓ (s)− µI,i,ℓEˆNi (s))ds
+ MˆNA,i(t)−
L∑
ℓ=1
EˆN,0ℓ,i (t)−
L∑
ℓ=1
EˆNℓ,i(t) +
L∑
ℓ=1,ℓ 6=i
(
MˆNE,ℓ,i(t)− MˆNE,i,ℓ(t)
)
, (7.2)
where for ℓ, i = 1, . . . , L,
EˆN,0ℓ,i (t) =
1√
N
ENℓ (0)∑
k=1
1ζ0
k,ℓ
≤t1Y 0,k
ℓ
(ζ0
k,ℓ
)=i
−NE¯ℓ(0)
∫ t
0
qℓ,i(s)dG0(s)
 , (7.3)
EˆNℓ,i(t) =
1√
N
ANℓ (t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
1
Y j
ℓ
(ζj,ℓ)=i
−Nλℓ
∫ t
0
(∫ t−s
0
qℓ,i(u)dG(u)
)
Φ¯Nℓ (s)ds
 , (7.4)
and for ℓ 6= i,
MˆNE,ℓ,i(t) =
1√
N
(
PE,ℓ,i
(
νE,ℓ,i
∫ t
0
ENℓ (s)ds
)
− νE,ℓ,i
∫ t
0
ENℓ (s)ds
)
.
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For the process IˆNi (t), we obtain
IˆNi (t) = Iˆ
N
i (0) +
L∑
ℓ=1
λℓ
∫ t
0
∫ t−s
0
qℓ,i(u)dG(u)Φˆ
N
ℓ (s)ds −
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)ΦˆNℓ (s)ds
+
∑
ℓ 6=i
∫ t
0
(
νI,ℓ,iIˆ
N
ℓ (s)− νI,i,ℓIˆNi (s)
)
ds+
L∑
ℓ=1
(
MˆNI,ℓ,i(t)− MˆNI,i,ℓ(t)
)
+
L∑
ℓ=1
(
EˆN,0ℓ,i (t) + Eˆ
N
ℓ,i(t)
)− L∑
ℓ=1
(
IˆN,0,1ℓ,i (t) + Iˆ
N,0,2
ℓ,i (t) + Iˆ
N
ℓ,i(t)
)
, (7.5)
where EˆN,0ℓ,i (t) and Eˆ
N
ℓ,i(t) are defined in (7.3) and (7.4), respectively, and
IˆN,0,1ℓ,i (t) :=
1√
N
INℓ (0)∑
k=1
1η0
k,ℓ
≤t1X0,k
ℓ
(η0
k,ℓ
)=i
−NI¯ℓ(0)
∫ t
0
pℓ,i(s)dF0(s)
 ,
IˆN,0,2ℓ,i (t) :=
1√
N
(EN
ℓ
(0)∑
k=1
1ζ0
k,ℓ
≤t
(
L∑
ℓ′=1
1
Y 0,k
ℓ
(ζ0
k,ℓ
)=ℓ′
1ζ0
k,ℓ
+η
−k,ℓ′≤t
1
X0,k
ℓ′
(η
−k,ℓ′ )=i
)
−NE¯ℓ(0)H0ℓ,i(t)
)
,
IˆNℓ,i(t) :=
1√
N
(AN
ℓ
(t)∑
j=1
1τN
j,ℓ
+ζj,ℓ≤t
(
L∑
ℓ′=1
1
Y j
ℓ
(ζj,ℓ)=ℓ′
1τN
j,ℓ
+ζj,ℓ+ηj,ℓ′≤t
1
Xj
ℓ′
(ηj,ℓ′ )=i
)
−Nλℓ
∫ t
0
Hℓ,i(t− s)Φ¯Nℓ (s)ds
)
,
and MˆNI,ℓ,i(t) is as defined in (5.6) for the SIR model.
For the process RˆNi (t), we have
RˆNi (t) =
L∑
ℓ=1
λℓ
∫ t
0
Hℓ,i(t− s)ΦˆNℓ (s)ds
+
∑
ℓ 6=i
∫ t
0
(
νR,ℓ,iRˆ
N
ℓ (s)− νR,i,ℓRˆNi (s)
)
ds+
L∑
ℓ=1
(
MˆNR,ℓ,i(t)− MˆNR,i,ℓ(t)
)
+
L∑
ℓ=1
(
IˆN,0,1ℓ,i (t) + Iˆ
N,0,2
ℓ,i (t) + Iˆ
N
ℓ,i(t)
)
, (7.6)
where MˆNR,ℓ,i(t) is as defined in (5.8) for the SIR model.
The convergence of the processes EˆNi follows the same argument for that of Iˆ
N
i in the SIR model,
so we focus on the convergence of IˆNi in the SEIR model which is given in (7.5). First, as in Lemma
5.1, we have the joint convergence of the following martingales, whose proof is omitted.
Lemma 7.1. Under Assumption 3.3,(
MˆNA,i, Mˆ
N
E,ℓ,i, Mˆ
N
S,ℓ,i, Mˆ
N
I,ℓ,i, Mˆ
N
R,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i
)
⇒ (MˆA,i, MˆE,ℓ,i, MˆS,ℓ,i, MˆI,ℓ,i, MˆR,ℓ,i, ℓ, i = 1, . . . , L, ℓ 6= i) in DL+4L(L−1) as N →∞,
where the limits are as given in Theorem 3.2.
We now prove the convergence of the components associated with the initially exposed and
infected individuals.
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Lemma 7.2. Under Assumptions 3.1 and 3.3,(
EˆN,0ℓ,i , Iˆ
N,0,1
ℓ,i , Iˆ
N,0,2
ℓ,i , ℓ, i = 1, . . . , L
)⇒ (Eˆ0ℓ,i, Iˆ0,1ℓ,i , Iˆ0,2ℓ,i , ℓ, i = 1, . . . , L) in D3L2 as N →∞,
where the limits are as given in Theorem 3.2.
Proof. The convergence of
(
EˆN,0ℓ,i , ℓ, i = 1, . . . , L
)
and
(
IˆN,0,1ℓ,i , ℓ, i = 1, . . . , L
)
follows from the same
argument as
(
IˆN,0ℓ,i , ℓ, i = 1, . . . , L
)
in Lemma 5.2 for the SIR model. We focus on the process IˆN,0,2ℓ,i .
We again apply Theorem 13.5 in [5]. By direct calculations, we obtain for t ≥ 0,
E
[
exp
(
iϑIˆN,0,2ℓ,i (t)
)]
N→∞−−−−→ E
[
exp
(
iϑIˆ0,2ℓ,i (t)
)]
= exp
(
− ϑ
2
2
E¯ℓ(0)H
0
ℓ,i(t)(1 −H0ℓ,i(t))
)
and for t > t′ ≥ 0,
E
[
exp
(
iϑ
(
IˆN,0,2ℓ,i (t)− IˆN,0,2ℓ,i (t′)
))]
N→∞−−−−→ E
[
exp
(
iϑ
(
Iˆ0,2ℓ,i (t)− Iˆ0,2ℓ,i (t′)
))]
= exp
(
− ϑ
2
2
E¯ℓ(0)(H
0
ℓ,i(t)−H0ℓ,i(t))
)
and then establish the convergence of finite dimensional distributions of IˆN,0,2ℓ,i .
Also, we obtain for t′ ≤ t ≤ t′′ and for N ≥ 1,
E
[∣∣IˆN,0,2ℓ,i (t′)− IˆN,0,2ℓ,i (t)∣∣2∣∣IˆN,0ℓ,i (t′′)− IˆN,0ℓ,i (t)∣∣2] ≤ C(φ(t)− φ(t′))(φ(t′′)− φ(t)) ≤ C(φ(t′′)− φ(t′))2
where φ(t) =
∫ t
0
∑L
ℓ′=1 qℓ,ℓ′(s)
∫ t−s
0 pℓ′,i(u)dF (u)dG0(s). Note that since G0 is continuous, this
function φ(t) is a nonnegative, nondecreasing and continuous function.
This proves the convergence of IˆN,0,2ℓ,i ⇒ Iˆ0,2ℓ,i in D as N →∞. For the joint convergence of IˆN,0,2ℓ,i
and IˆN,0,2ℓ′,i′ , we can follow a similar argument as in the proof of the joint convergence
(
IˆN,0ℓ,i , ℓ, i =
1, . . . L
)
for the SIR model in Lemma 5.2. For the joint convergence of
(
EˆN,0ℓ,i , Iˆ
N,0,1
ℓ,i , Iˆ
N,0,2
ℓ,i , ℓ, i =
1, . . . , L
)
, by the independence of the variables associated with INℓ (0) and E
N
ℓ (0), it suffices to show
the joint convergence
(
EˆN,0ℓ,i , Iˆ
N,0,2
ℓ,i , ℓ, i = 1, . . . , L
)
, which also follows similarly as in Lemma 5.2.
Finally for the continuity of the limit processes, it suffices to show the continuity in the quadratic
mean [16], which follows from the continuity of the covariance functions. 
We next prove the convergence of the components associated with the newly exposed individuals.
Lemma 7.3. Under Assumptions 3.1 and 3.3,(
EˆNℓ,i, Iˆ
N
ℓ,i, ℓ, i = 1, . . . , L
)⇒ (Eˆℓ,i, Iˆℓ,i, ℓ, i = 1, . . . , L) in D2L2 as N →∞, (7.7)
where the limits are as given in Theorem 3.2.
Proof. The convergence of
(
EˆNℓ,i, Iˆ
N
ℓ,i, ℓ, i = 1, . . . , L
)
follows from a similar argument as that of(
IˆNℓ,i, Iˆ
N
ℓ,i, ℓ, i = 1, . . . , L
)
for the SIR model in Lemma 7.3. It uses the PRM Qˇℓ,inf(ds, du, dv, dϑ)
and the representation in (3.5). In particular, we can write
EˆNℓ,i(t) :=
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{i}
1u≤λℓΦNℓ (s)
¯ˇQℓ,inf (ds, du, dv, dϑ).
Define the auxiliary process
E˜Nℓ,i(t) :=
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
∫
{i}
1u≤λℓNΦℓ(s)
¯ˇQℓ,inf(ds, du, dv, dϑ), (7.8)
where Φℓ(t) is given in (3.12). It can be proved in the convergence of Eˆ
N
ℓ,i, we also have
EˆNℓ,i − E˜Nℓ,i ⇒ 0 in D as N →∞
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for each ℓ, i = 1, . . . , L.
We focus on the convergence of IˆNℓ,i(t). Recall the PRM Q˜ℓ,inf(ds, du, dy, dϑ, dz, dθ) and the
representation in (3.6). We can then write
IˆNℓ,i(t) =
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
L∑
ℓ′=1
∫
{ℓ′}
∫ t−s−y
0
∫
{ℓ}
1u≤λℓΦNℓ (s)
Qi,inf (ds, du, dy, dϑ, dz, dθ)
We define the auxiliary process
I˜Nℓ,i(t) =
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
L∑
ℓ′=1
∫
{ℓ′}
∫ t−s−y
0
∫
{ℓ}
1u≤λℓNΦℓ(s)Qi,inf(ds, du, dy, dϑ, dz, dθ) (7.9)
where Φℓ(t) is given in (3.12). Since Φℓ(t) is a deterministic function, then I˜
N
ℓ,i(t) is a square-
integrable martingale with respect to the filtration {FNI (t) : t ≥ 0} defined by
FNI (t) = σ
{
ANi (s) : 0 ≤ s ≤ t, i = 1, . . . , L
}
∨ σ
{
(Y jℓ (s),X
j
ℓ (s), ζj,ℓ, ηj,ℓ) : ℓ = 1, . . . , L, j = 1, . . . , A
N
ℓ (s), 0 ≤ s ≤ t
}
.
It has the quadratic variation
〈I˜Nℓ,i〉(t) = λℓ
∫ t
0
Hℓ,i(t− s)Φ¯ℓ(s)ds, t ≥ 0,
where Hℓ,i(t) is defined in (3.14), and the cross quadratic variations of the processes I˜
N
ℓ,i(t) and
I˜Nℓ′,i′(t) satisfy: for i 6= i′,
〈I˜Nℓ,i, I˜Nℓ,i′〉(t) = 0,
and for ℓ′ 6= ℓ and any i, i′ = 1, . . . , L,
〈I˜Nℓ,i, I˜Nℓ′,i′〉(t) = 0.
Thus, by the FCLT for martingales (see, e.g., [30]), we obtain(
I˜Nℓ,i, ℓ, i = 1, . . . , L
)⇒ (Iˆℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞.
Now it remains to show that
IˆNℓ,i − I˜Nℓ,i ⇒ 0 in D as N →∞
for each ℓ, i = 1, . . . , L. It is clear that
E
[
IˆNℓ,i(t)− I˜Nℓ,i(t)
]
= 0,
E
[(
IˆNℓ,i(t)− I˜Nℓ,i(t)
)2]
= λℓ
∫ t
0
Hℓ,i(t− s)
∣∣Φ¯Nℓ (s)−Φℓ(s)∣∣ds→ 0 as N →∞,
where the convergence holds by Theorem 3.1 and the dominated convergence theorem.
We next show that the sequence {IˆNℓ,i − I˜Nℓ,i} is tight. We have
IˆNℓ,i(t)− I˜Nℓ,i(t)
=
1√
N
∫ t
0
∫ ∞
0
∫ t−s
0
L∑
ℓ′=1
∫
{ℓ′}
∫ t−s−y
0
∫
{ℓ}
(
1u≤λℓΦNℓ (s)
− 1u≤λℓNΦℓ(s)
)
Q˜i,inf(ds, du, dy, dϑ, dz, dθ)
− λℓ
∫ t
0
Hℓ,i(t− s)ΦˆNℓ (s)ds.
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As in the proof of Lemma 5.3, it suffices to prove tightness of the following processes
ΞN1 (t) =
1√
N
∫ t
0
∫ λℓN(Φ¯Nℓ (s)∨Φℓ(s))
λℓN(Φ¯
N
ℓ
(s)∧Φℓ(s))
∫ t−s
0
L∑
ℓ′=1
∫
{ℓ′}
∫ t−s−y
0
∫
{ℓ}
Q˜i,inf (ds, du, dy, dϑ, dz, dθ)
ΞN2 (t) = λℓ
∫ t
0
Hℓ,i(t− s)
∣∣ΦˆNℓ (s)∣∣ds.
By the monotone property of these two processes in t, we then show that for any ǫ > 0, and κ = 1, 2,
lim sup
N→∞
1
δ
P
(∣∣ΞNκ (t+ δ) − ΞNκ (t)∣∣ > ǫ)→ 0 as δ → 0. (7.10)
Similar to the derivation in (5.13) of Lemma 5.3, we obtain
E
[∣∣ΞN1 (t+ δ)− ΞN1 (t)∣∣2]
≤ 4λℓ
∫ t+δ
t
Hℓ,i(t+ δ − s)E
[∣∣Φ¯Nℓ (s)− Φℓ(s)∣∣] ds+ 4λ2ℓδ2 sup
s∈[0,T ]
E
[∣∣ΦˆNℓ (s)∣∣2]
+ 4λℓ
∫ t
0
(
Hℓ,i(t+ δ − s)−Hℓ,i(t− s)
)
E
[∣∣Φ¯Nℓ (s)− Φℓ(s)∣∣] ds
+ 4E
[(
λℓ
∫ t
0
(
Hℓ,i(t+ δ − s)−Hℓ,i(t− s)
)∣∣ΦˆNℓ (s)∣∣ds)2
]
. (7.11)
The first and third terms converge to zero as N →∞ by the convergence E [∣∣Φ¯Nℓ (s)− Φℓ(s)∣∣]→ 0
and applying the dominated convergence theorem. By a similar argument as in Lemma 5.3, we
also obtain lim supN sups∈[0,T ] E
[∣∣ΦˆNi (s)∣∣2] <∞. By (7.1), we have ∣∣ΦˆNi (s)∣∣ ≤ ∣∣SˆNi (s)∣∣+ ∣∣EˆNi (s)∣∣+∣∣IˆNi (s)∣∣+ ∣∣RˆNi (s)∣∣ and then using the the bounds in (5.16) together with those for EˆNi (0) and MˆNE,i,j
and applying Cauchy-Schwartz inequality and Gronwall’s inequality, we obtain (5.17) together with
the bound for EˆNi (t), and thus the claim follows.
For the last term in (7.11), we have
E
[(
λℓ
∫ t
0
(
Hℓ,i(t+ δ − s)−Hℓ,i(t− s)
)∣∣ΦˆNℓ (s)∣∣ds)2
]
≤ E
(λℓ ∫ t
0
∫ t+δ−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
t−s−y
pℓ′i(v)dF (v)
)
dG(y)
∣∣ΦˆNℓ (s)∣∣ds
)2
+ E
(λℓ ∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(y)
∫ t+δ−s−y
0
pℓ′i(v)dF (v)
)
dG(y)
∣∣ΦˆNℓ (s)∣∣ds
)2 . (7.12)
We can bound the sum of those two terms by
E
[(
λℓL
∫ t
0
∫ t+δ−s
0
(F (t+ δ − s− u)− F (t− s− u))dG(u)
∣∣ΦˆNℓ (s)∣∣ds)2
]
+ E
[(
λℓL
∫ t
0
(G(t+ δ − s)−G(t− s))
∣∣ΦˆNℓ (s)∣∣ds)2
]
≤ (λℓL)2tE
[∫ t
0
(∫ t+δ−s
0
(F (t+ δ − s− u)− F (t− s− u))dG(u)
)2 ∣∣ΦˆNℓ (s)∣∣2ds
]
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+ (λℓL)
2tE
[∫ t
0
(G(t+ δ − s)−G(t− s))2∣∣ΦˆNℓ (s)∣∣2ds]
≤ (λℓL)2T
(∫ t
0
(∫ t+δ−s
0
(F (t+ δ − s− u)− F (t− s− u))dG(u)
)2
ds
+
∫ t
0
(G(t+ δ − s)−G(t− s))2ds
)
sup
s∈[0,T ]
E
[∣∣ΦˆNℓ (s)∣∣2ds] .
By the Lipschitz continuity condition in the case of G2 and F2 in Assumption 3.1, say, with Lipschitz
coefficient θ′ and θ and constants c′ and c, respectively, we obtain the bounds for the right hand
side:
(λℓL)
2T 2(c2δ1+2θ + (c′)2δ1+2θ
′
) sup
s∈[0,T ]
E
[∣∣ΦˆNℓ (s)∣∣2ds] .
Now suppose that both functions G and F are discrete, say, G(t) = G1(t) =
∑
k bk1t≥sk for a
finite or countable number of bk and the corresponding sk such that
∑
k bk ≤ 1 and s0 < s1 < · · · <
sk < . . . , and F (t) = F1(t) =
∑
i ai1(t ≥ ti) for a finite or countable number of positive numbers
ai and the corresponding ti such that
∑
i ai ≤ 1 and t0 < t1 < · · · < tk < . . . . The first term on
the right hand side of (7.12) is equal to
E
(λℓL∑
k
∫ t
0
∫ t+δ−s
0
(
L∑
ℓ′=1
qℓ,ℓ′(u)
∑
k
pℓ′i(tk)ak1t−s−tk<u<t+δ−s−tk
)
dG(u)
∣∣ΦˆNℓ (s)∣∣ds
)2
E
(λℓ∑
k
ak sup
k′
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′pℓ,i(tk)
∫ tk
tk−δ
∣∣ΦˆNℓ (t− s)∣∣ds
)2
≤
(
λℓ
∑
k
ak sup
k′
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′pℓ,i(tk)
)2
E
[(∫ tk
tk−δ
∣∣ΦˆNℓ (t− s)∣∣ds)2
]
≤ δ
(
λℓ
∑
k
ak sup
k′
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′pℓ,i(tk)
)2
E
[∫ tk
tk−δ
∣∣ΦˆNℓ (t− s)∣∣2ds]
≤ δ2
(
λℓ
∑
k
ak sup
k′
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′pℓ,i(tk)
)2
sup
s∈[0,T ]
E
[∣∣ΦˆNℓ (s)∣∣2] .
Similarly, the second term on the right hand side of (7.12) is bounded by
E
(λℓ ∫ t
0
∫ t+δ−s
t−s
(
L∑
ℓ′=1
qℓ,ℓ′(u) sup
k
pℓ′,i(tk)ak
)
dG(u)
∣∣ΦˆNℓ (s)∣∣ds
)2
≤ E
(λℓ∑
k′
(
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′1t−s<sk′<t+δ−s sup
k
pℓ′,i(tk)ak
)∫ sk
sk′−δ
∣∣ΦˆNℓ (t− s)∣∣ds
)2
≤ δ2λ2ℓ
(∑
k′
(
L∑
ℓ′=1
qℓ,ℓ′(sk′)bk′1t−s<sk′<t+δ−s sup
k
pℓ′,i(tk)ak
))2
sup
s∈[0,T ]
E
[∣∣ΦˆNℓ (s)∣∣2] .
Thus, in both cases, we obtain
lim
δ→0
lim sup
N→∞
1
δ
E
[(
λℓ
∫ t
0
(
Hℓ,i(t+ δ − s)−Hℓ,i(t− s)
)∣∣ΦˆNℓ (s)∣∣ds)2
]
= 0. (7.13)
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The other cases where G (resp. F ) is discrete and F (resp. G) is Lipschitz continuous can be
treated similarly without difficulty. Thus, (7.10) holds for ΞN1 . Consider next
ΞN2 (t) = λℓ
∫ t
0
Hℓ,i(t− s)
∣∣ΦˆNℓ (s)∣∣ds.
We have
E
[∣∣ΞN2 (t+ δ)− ΞN2 (t)∣∣2] ≤ 2E
[(
λℓ
∫ t+δ
t
Hℓ,i(t+ δ − s)ΦˆNℓ (s)
∣∣ds)2]
+ 2E
[(
λℓ
∫ t
0
(Hℓ,i(t+ δ − s)−Hℓ,i(t− s))ΦˆNℓ (s)
∣∣ds)2]
≤ 4λ21δ2 sup
s∈[0,T ]
E
[∣∣Φ¯N1 (s)− Φ1(s)∣∣2]
+ 4E
[(
λ1
∫ t
0
∫ t+δ−s
t−s
p1,1(u)dF (u)
∣∣Φ¯N1 (s)− Φ1(s)∣∣ds)2
]
.
Here the first term is bounded by 2λ2ℓδ
2 sups∈[0,T ] E
[∣∣ΦˆNℓ (s)∣∣2] and the second term is treated as
above in (7.13). This completes the proof of (7.10), and thus the convergence(
IˆNℓ,i, ℓ, i = 1, . . . , L
)⇒ (Iˆℓ,i, ℓ, i = 1, . . . , L) in DL2 as N →∞.
It remains to prove the joint convergence of (EˆNℓ,i, Iˆ
N
ℓ,i), for which it suffices to prove the joint
convergence of (E˜Nℓ,i, I˜
N
ℓ,i). Recall the representations of them in (7.8) and (7.9) using the PRMs
Qˇℓ,inf (ds, du, dv, dϑ) and Q˜ℓ,inf (ds, du, dy, dϑ, dz, dθ), respectively. By their definitions of the two
PRMs, we can regard Qˇℓ,inf as projections of Q˜ℓ,inf from R
3
+ × {1, . . . , L} × R+ × {1, . . . , L} onto
R3+ × {1, . . . , L}. Thus it is straighrforward to prove the convergence of the finite-dimensional
distributions of (E˜Nℓ,i, I˜
N
ℓ,i) by computing
E
[
exp
(
iθ1E˜
N
ℓ,i(t1) + iθ2I˜
N
ℓ′,i′(t2)
)]
→ E
[
exp
(
iθ1E˜ℓ,i(t1) + iθ2I˜ℓ′,i′(t2)
)]
as N →∞
and their extensions to multiple time points. Since tightness of (E˜Nℓ,i, I˜
N
ℓ,i) follows from that of each
individual process, we can conclude their joint convergence in DL
2
. This completes the proof. 
Completing the proof of Theorem 2.2. We observe the correspondence of the processes
ΦˆNi in (7.1), and Sˆ
N
i , Eˆ
N
i , Iˆ
N
i , Rˆ
N
i in (5.4), (7.2), (7.5), and (7.6) with the mapping ˜̥ defined
below in Lemma 8.3. We have shown the convergence of the components associated with the initial
variables, newly exposed individuals, and migration processes in Lemmas 7.2, 7.3, 7.1, which are
all mutually independent. Thus, given the convergence of the initial variables in Assumption 3.3,
we can apply the continuous mapping theorem to the map ˜̥ with m = L, and conclude the joint
convergence of the processes (SˆNi , Eˆ
N
i , Iˆ
N
i , Rˆ
N
i ). ✷
8. Appendix
In this section we define several integral mappings and prove their continuity in the Skorohod
J1 topology.
Define the m-dimensional integral mapping Υ : (y1, . . . , ym, z1, . . . , zm) ∈ D2m → (x1, . . . , xm) ∈
Dm, where the yj’s are nondecreasing:
xi(t) = xi(0) + yi(t) + zi(t) +
m∑
j=1
∫ t
0
φj,i(t− s)dyj(s) +
∑
j 6=i
∫ t
0
(
aj,ixj(s)− bi,jxi(s)
)
ds, (8.1)
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for given constants ai,j, bi,j ∈ R and fixed functions φi,j in D, i, j = 1, . . . ,m. Let Υ˜ be the mapping
without yi(t) terms but with the integral with respect to yi(t) only. This is an extension of the
mapping in Section 8.1 of [24], whose proof can be easily extended to this mapping. Thus we omit
the proof for brevity.
Lemma 8.1. Given (y1, . . . , ym, z1, . . . , zm) ∈ D2m with (y1, . . . , ym) being nondecreasing, ai,j, bi,j ∈
R, φi,j ∈ D in D, i, j = 1, . . . ,m, and (x1(0), . . . , xm(0)) ∈ Rm, there exists a unique solution
(x1, . . . , xm) ∈ Dm to the integral mapping Υ. If (y1, . . . , ym, z1, . . . , zm) ∈ C2m, then (x1, . . . , xm) ∈
Cm. The map Υ is continuous in the Skorohod J1 topology, that is, if (y
n
1 , . . . , y
n
m, z
n
1 , . . . , z
n
m) →
(y1, . . . , ym, z1, . . . , zm) in D
2m, then (xn1 , . . . , x
n
m) = Υ(y
n
1 , . . . , y
n
m, z
n
1 , . . . , z
n
m) → (x1, . . . , xm) in
Dm, and if, in addition, (y1, . . . , ym, z1, . . . , zm) ∈ C2m, then (x1, . . . , xm) ∈ Cm, and the conver-
gence holds uniformly on compacts. The same conclusions hold for the mapping Υ˜.
We next define a 3m-dimensional integral mapping ̥: given ai, bi, ci, φi, ψi, ϕi ∈ D, some con-
stants αi, βi, γi > 0 and functions Fℓ,i for ℓ, i = 1, . . . ,m, let xi, yi, zi be the solutions to the following
set of integral equations:
xi(t) = xi(0) + φi(t)−
∫ t
0
(ai(s)xi(s) + bi(s)yi(s) + ci(s)zi(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(αℓ,ixℓ(s)− αi,ℓxi(s))ds,
yi(t) = yi(0) + ψi(t) +
∫ t
0
(ai(s)xi(s) + bi(s)yi(s) + ci(s)zi(s))ds
−
m∑
ℓ=1
∫ t
0
Fℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s))ds,
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(βℓ,iyℓ(s)− βi,ℓyi(s))ds,
zi(t) = zi(0) + ϕi(t) +
m∑
ℓ=1
∫ t
0
Fℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(γℓ,izℓ(s)− γi,ℓzi(s))ds.
In the next lemma, we study the existence and uniqueness of its solution and the continuity property.
Lemma 8.2. Assume that Fℓ,i, ℓ, i = 1, . . . ,m are bounded and continuous functions satisfying
Fℓ,i(0) = 0, and let the constants αi, βi, γi > 0 and the functions φi, ψi, ϕi be given. There exists a
unique solution (xi, yi, zi, i = 1, . . . ,m) ∈ D3m to the set of integrable equations defining the map-
ping ̥. The mapping is continuous in the Skorohod J1 topology, that is, if (a
n
i , b
n
i , c
n
i , φ
n
i , ψ
n
i , ϕ
n
i , i =
1, . . . ,m)→ (ai, bi, ci, φi, ψi, ϕi, i = 1, . . . ,m) in D([0, T ],R6m) as n→∞ and (xni (0), yni (0), zni (0),
i = 1, . . . ,m) → (xi(0), yi(0), zi(0), i = 1, . . . ,m), then (xni , yni , zni , i = 1, . . . ,m) → (xi, yi, zi, i =
1, . . . ,m) in D([0, T ],R3m) as n→∞. In addition, if φi, ψi, ϕi are continuous, then (xi, yi, zi, i =
1, . . . ,m) ∈ C3m and the mapping ̥ is continuous uniformly on compact sets in [0, T ].
Proof. For the existence and uniqueness of solutions, we can apply the Schauder-Tychonoff fixed
point theorem, and modify the proofs in Theorems 1.2 and 2.3 in Chapter II of [23] (where these
results are shown for Volterra integral equations with continuous functions).
We now prove the the continuity of the mapping in the Skorohod J1 topology. Note that functions
in D are necessarily bounded. For the given functions φi, ψi, ϕi ∈ D, let T be a common continuity
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point. Then there exists increasing homeomorphisms λn on [0, T ] such that ‖λn − e‖T → 0,
‖φni −φi◦λn‖T → 0, ‖ψni −ψi◦λn‖T → 0, ‖ϕni −ϕi◦λn‖T → 0, ‖ani −ai◦λn‖T → 0, ‖bni −bi◦λn‖T → 0,
and ‖cni − ci ◦ λn‖T → 0, as n → ∞. Here e(t) := t for all t ≥ 0. It also suffices to consider
homeomorphisms λn that are absolutely continuous with respect to the Lebesgue measure on [0, T ]
having derivatives λ˙n satisfying ‖λ˙n − 1‖T → 0 as n → ∞. Let C0 be some constant such that
supℓ,i supt∈[0,T ] |Fℓ,i(t)| ≤ C0.
For brevity, we consider one of the functions, y1, since the others can be treated similarly. We
have
|yn1 (t)− y1(λn(t))|
≤ |yn1 (0)− y1(0)|+ ‖ψn1 − ψ1 ◦ λn‖T
+
∣∣∣∣ ∫ t
0
(an1 (s)x
n
1 (s) + b
n
1 (s)y
n
1 (s) + c
n
1 (s)z
n
1 (s))ds
−
∫ λn(t)
0
(a1(s)x1(s) + b1(s)y1(s) + c1(s)z1(s))ds
∣∣∣∣
+
m∑
ℓ=1
∣∣∣∣ ∫ t
0
Fℓ,1(t− s)(anℓ (s)xnℓ (s) + bnℓ (s)ynℓ (s) + cnℓ (s)znℓ (s))ds
−
∫ λn(t)
0
Fℓ,1(λ
n(t)− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s))ds
∣∣∣∣
+
m∑
ℓ=2
∣∣∣∣ ∫ t
0
(βℓ,1y
n
ℓ (s)− β1,ℓyn1 (s))ds −
∫ λn(t)
0
(βℓ,1yℓ(s)− β1,ℓy1(s))ds
∣∣∣∣. (8.2)
By the change of variables for the second integral, and by the boundedness of the functions xn1 , y
n
1 , z
n
1
and a1(λ
n(s)), b1(λ
n(s)), c1(λ
n(s)), the third term on the right hand side of (8.2) is bounded by
‖λ˙n − 1‖T
∫ T
0
|a1(s)x1(s) + b1(s)y1(s) + c1(s)z1(s)|ds
+
∫ t
0
(
|an1 (s)− a1(λn(s))||xn1 (s)|+ |bn1 (s)− b1(λn(s))||yn1 (s)||cn1 (s)− c1(λn(s))||zn1 (s)|
)
ds
+
∫ t
0
(
|a1(λn(s))||x1(λn(s))− x1(s)|+ |b1(λn(s))||y1(λn(s))− y1(s)|+ |c1(λn(s))||z1(λn(s))− z1(s)|
)
ds
≤ ‖λ˙n − 1‖T
∫ T
0
|a1(s)x1(s) + b1(s)y1(s) + c1(s)z1(s)|ds
+ C1
(
‖an1 − a1 ◦ λn‖T + ‖bn1 − b1 ◦ λn‖T + ‖cn1 − c1 ◦ λn‖T
+
∫ t
0
(
|x1(λn(s))− x1(s)|+ |y1(λn(s))− y1(s)|+ |z1(λn(s))− z1(s)|
)
ds
)
(8.3)
for some constant C1, where the first term converges to zero since ‖λ˙n − 1‖T → 0 and the next
three terms converge to zero because of the convergences of an1 → a1, bn1 → b1 and cn1 → c1 in the
Skorohod topology.
For the fourth term on the right hand side of (8.2), by the change of variables for the second
integrals, we bound the term with ℓ = 1 by
‖λ˙n − 1‖T
∫ T
0
|F1,1(λn(t)− λn(s))||a1(s)x1(s) + b1(s)y1(s) + c1(s)z1(s)|ds
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+
∫ t
0
∣∣F1,1(t− s)− F1,1(λn(t)− λn(s))∣∣∣∣an1 (s)xn1 (s) + bn1 (s)yn1 (s) + cn1 (s)zn1 (s)∣∣ds
+
∫ t
0
∣∣F1,1(λn(t)− λn(s))∣∣∣∣an1 (s)xn1 (s) + bn1 (s)yn1 (s) + cn1 (s)zn1 (s)
− a1(λn(s))x1(λn(s))− b1(λn(s))y1(λn(s))− c1(λn(s))z1(λn(s))
∣∣ds.
Here the first two terms converge to zero since ‖λ˙n − 1‖T → 0 and F1,1 is continuous, respectively,
and also because the functions in D are bounded over [0, T ]. For the third term, similar to the
second and third terms in (8.3), it can be bounded by
C0C1
(
‖an1 − a1 ◦ λn‖T + ‖bn1 − b1 ◦ λn‖T + ‖cn1 − c1 ◦ λn‖T
+
∫ t
0
(
|x1(λn(s))− x1(s)|+ |y1(λn(s))− y1(s)|+ |z1(λn(s))− z1(s)|
)
ds
)
.
For the last term on the right hand side of (8.2), again by the change of variables, we can bound
the ℓ-component by
‖λ˙n − 1‖T
∫ T
0
∣∣∣βℓ,1yℓ(λn(s))− β1,ℓy1(λn(s))∣∣∣ds
+ βℓ,1
∫ t
0
∣∣∣ynℓ (s)− yℓ(λn(s)|ds + β1,ℓ ∫ t
0
∣∣∣yn1 (s)− y1(λn(s))∣∣∣ds.
Thus, the continuity property in the Skorohod J1 topology holds by applying Gronwall’s inequal-
ity to the set of integral inequalities for xi, yi, zi. The uniform continuity property on compacts
when the functions are continuous is straightforward. This completes the proof. 
Finally, we define a 4m-dimensional integral mapping ˜̥ : given ai, bi, ci, di, φi, ψi, ϕi, χi ∈ D,
some constants αi, βi, γi, κi > 0 and functions Fℓ,i, Gℓ,i for ℓ, i = 1, . . . ,m, let xi, yi, zi, wi be the
solutions to the following integral mapping:
xi(t) = xi(0) + φi(t)−
∫ t
0
(ai(s)xi(s) + bi(s)yi(s) + ci(s)zi(s) + di(s)wi(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(αℓ,ixℓ(s)− αi,ℓxi(s))ds
yi(t) = yi(0) + ψi(t) +
∫ t
0
(ai(s)xi(s) + bi(s)yi(s) + ci(s)zi(s) + di(s)wi(s))ds
−
m∑
ℓ=1
∫ t
0
Fℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s) + dℓ(s)wℓ(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(βℓ,iyℓ(s)− βi,ℓyi(s))ds
zi(t) = zi(0) + ϕi(t)−
m∑
ℓ=1
∫ t
0
Fℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s) + dℓ(s)wℓ(s))ds
−
m∑
ℓ=1
∫ t
0
Gℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s) + dℓ(s)wℓ(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(γℓ,izℓ(s)− γi,ℓzi(s))ds,
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wi(t) = wi(0) + χi(t) +
m∑
ℓ=1
∫ t
0
Fℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s) + dℓ(s)wℓ(s))ds
+
m∑
ℓ=1
∫ t
0
Gℓ,i(t− s)(aℓ(s)xℓ(s) + bℓ(s)yℓ(s) + cℓ(s)zℓ(s) + dℓ(s)wℓ(s))ds
+
m∑
ℓ=1,ℓ 6=i
∫ t
0
(κℓ,iwℓ(s)− κi,ℓwi(s))ds.
The proof of the following lemma is similar to that of Lemma 8.2 and is omitted.
Lemma 8.3. Assume that Fℓ,i and Gℓ,i , ℓ, i = 1, . . . ,m are measurable, bounded and continuous
functions satisfying Fℓ,i(0) = 0 and Gℓ,i(0) = 0, and let the constants αi, βi, γi, κi > 0 and the func-
tions φi, ψi, ϕi, χi be given. There exists a unique solution (xi, yi, zi, wi, i = 1, . . . ,m) ∈ D4m to
the set of integrable equations defining the mapping ˜̥ . The mapping is continuous in the Skorohod
J1 topology, that is, if (a
n
i , b
n
i , c
n
i , d
n
i , φ
n
i , ψ
n
i , ϕ
n
i , χ
n
i i = 1, . . . ,m) → (ai, bi, ci, di, φi, ψi, ϕi, χi, i =
1, . . . ,m) in D([0, T ],R8m) as n→∞ and (xni (0), yni (0), zni (0), wni (0), i = 1, . . . ,m)→ (xi(0), yi(0),
zi(0), wi(0), i = 1, . . . ,m), then (x
n
i , y
n
i , z
n
i , w
n
i , i = 1, . . . ,m) → (xi, yi, zi, wi, i = 1, . . . ,m) in
D([0, T ],R4m) as n → ∞. In addition, if φi, ψi, ϕi, χi are continuous, then (xi, yi, zi, wi i =
1, . . . ,m) ∈ C4m and the mapping ˜̥ is continuous uniformly on compact sets in [0, T ].
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