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De nos jours, il ne fait aucun doute que la téléphonie sans fil a été le principal vecteur du 
développement exponentiel des moyens de communication. En effet, au 30 septembre 2001, le 
nombre de lignes mobiles s'élève à 34,6 millions, et il est pour la première fois supérieur au 
nombre de lignes fixes (34 millions). Ainsi, le marché des télécommunications a pu s'engouffrer 
dans la voie tracée par la téléphonie mobile : alors qu'il se composait, jusqu'alors, d'outils réservés 
à un usage professionnel, il s'est progressivement ouvert à d'autres applications. Le marché des 
télécommunications représente, en France à l'heure actuelle, environ 8 milliards d'euros, soit près 
de 2,3% du PIB français. Par exemple, la téléphonie sans fil de troisième génération, dont 
l'appellation européenne est UMTS (Universal Mobile Telecommunication System), après une sortie 
quelque peu retardée, devrait voir le jour dans les deux prochaines années. Elle est l'objet de 
nombreuses attentes puisqu'elle permettra de concilier, à haut débit, téléphonie et accès à 
Internet. En outre, les possibilités offertes par le développement des réseaux locaux sans fils ou 
WLAN (Wireless Local Area Network), ou par celui des boucles locales radio, qui utilisent par 
exemple la technologie LMDS (Local Multipoint Distribution Service), constituent un nouvel élan 
pour les circuits micro-ondes. Les communications par satellites, civiles ou militaires, 
appartiennent, eux aussi, au large spectre de la transmission de l'information. 
Les systèmes d'émission-réception qui sont inhérents à ces applications sont de plus en 
complexes afin de préserver la qualité de l'information à transmettre. Ainsi, puisque toute 
propagation d'un signal conduit à des déperditions, il est nécessaire que les caractéristiques de 
l'étage émetteur permettent de compenser ces affaiblissements. C'est pourquoi, la conception 
d'amplificateurs de puissance micro-onde est l'objet d'attentions toutes particulières. 
Les progrès réalisés dans le domaine des micro-ondes ont conduit à remplacer 
progressivement les amplificateurs à tubes à ondes progressives par une technologie plus 
appropriée en terme d'encombrement ou encore de consommation : les amplificateurs de 
puissance à états solides. Ils font aujourd'hui partie de la plupart des équipements de 
communications. L'optimisation de leurs caractéristiques constitue alors un enjeu primordial dans 
le cadre de la réalisation des systèmes d'émission. En effet, même si les priorités sont différentes 
en fonction de l'application visée, il reste que la puissance délivrée, l'énergie consommée ou 
encore la linéarité dans le cadre de la transmission de signaux numériques, sont des critères de 
choix déterminants. 
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C'est dans le cadre de la conception d'amplificateurs de puissance que se situe le travail 
présenté dans ce mémoire. H.J Carlin et B.S. Yarman ont introduit en 1982 la méthode des 
fréquences réelles, basée sur la représentation de Belevitch. La conception d'amplificateurs large-
bande, d'amplificateurs faible bruit, de filtres actifs ou encore l'adaptation d'antenne ont permis 
de mettre en avant les nombreuses potentialités de cette méthode. 
Notre travail est une contribution à l'extension de la méthode des fréquences réelles dans 
l'optique de réaliser des amplificateurs fonctionnant en régime non-linéaire. Nous présentons 
donc, dans ce document, une méthodologie de conception, son formalisme mathématique ainsi 
que la procédure d'optimisation qui lui est associée. Ensuite, l'étude, la réalisation et la 
caractérisation expérimentale de deux amplificateurs destinés à une application spatiale en bande 
S sont détaillées. Quatre chapitres exposent la démarche qui a été la nôtre. 
L'objectif du premier chapitre est de présenter les notions fondamentales qui ont trait à 
l'amplification de puissance en hyperfréquence. Ainsi, une première partie rappelle les différentes 
définitions des grandeurs électriques avant d'indiquer les principales applications des 
amplificateurs de puissance. Dans un deuxième temps, nous abordons la notion de classes de 
fonctionnement à travers la présentation de chacune d'entre elle. Enfin, nous insistons sur les 
différentes technologies de transistors utilisés à l'heure actuelle dans le domaine de l'amplification 
de puissance micro-onde. En effet, les performances électriques sont différentes en fonction de la 
technologie utilisée. Une présentation des performances optimales, obtenues à ce jour, nous 
permet d'apporter quelques éléments quant au choix du transistor pour une application 
déterminée. 
Le second chapitre met en avant les méthodes de conception de circuits non-linéaires. 
Nous abordons tout d'abord les techniques de modélisation des transistors, et en particulier la 
prise en compte, dans un schéma électrique, des phénomènes non-linéaires qui apparaissent pour 
de forts niveaux d'excitation. Ensuite, nous présentons les méthodes de détermination des 
conditions optimales de fonctionnement des composants actifs de puissance. La méthode 
Load_Pull conduit à effectuer ces recherches de façon expérimentale. D'un autre côté, différentes 
techniques de simulation peuvent également être utilisées : à cet effet, la méthode de l'équilibrage 
harmonique est aujourd'hui largement répandue. Le dernier paragraphe de ce chapitre est 
consacré à l'extension de la notion de paramètres S dans le domaine non-linéaire. Puisque ces 
paramètres S Large Signal seront employés dans la procédure de conception basée sur la méthode 
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des fréquences réelles, nous avons développé un algorithme original d'interpolation 
bidimensionnelle à partir des fonctions splines cubiques. 
Une méthode originale de conception d'amplificateurs faiblement non-linéaires est 
proposée dans le troisième chapitre. Elle s'appuie sur les travaux de Carlin et Yarman qui ont 
introduit le concept des fréquences réelles. Tout d'abord, à travers l'explication du formalisme 
existant, basé sur la représentation de Belevitch, nous abordons l'algorithme d'optimisation et la 
procédure de synthèse qui lui sont associés. Ensuite, l'extension de la méthode à la conception 
d'amplificateurs de puissance est envisagée par l'optimisation de la puissance ajoutée et par 
l'inversion de la démarche itérative de conception, qui nous permet de prendre en compte 
l'importance de l'impédance de charge à présenter à l'étage de puissance. 
Le dernier chapitre est consacré à la réalisation de deux amplificateurs de puissance en 
bande S à partir de transistors Mesfet AsGa. Il décrit les résultats de simulation ainsi que la 
caractérisation expérimentale de ces amplificateurs. Ces réalisations ont permis de confirmer la 
validité de la méthode de conception développée au chapitre 3.
Enfin, la conclusion générale nous permet de faire le bilan des travaux présentés dans ce 
mémoire et d'évoquer les perspectives de développement de notre méthode à d'autres 
applications.  
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INTRODUCTION 
La conception d'amplificateurs de puissance est, aujourd'hui, l'objet d'une attention 
particulière dans le monde des micro-ondes. D'une part, le développement actuel des systèmes de 
communications est tel qu'il nécessite d'occuper des bandes de fréquences toujours plus élevées. 
D'autre part, au sein même des sous-systèmes d'émission-réception, les amplificateurs occupent 
une place prépondérante parce qu'ils conditionnent, d'une manière générale, la qualité de 
transmission de l'information. 
Ainsi, afin d'envisager une conception rigoureuse et performante d'amplificateurs de 
puissance, il nous faut mettre en évidence quelques généralités les concernant. C'est l'objet de ce 
premier chapitre. 
Dans une première partie, nous rappelons les propriétés électriques et les définitions 
propres à l'amplification en règle générale et à l'amplification de puissance hyperfréquence en 
particulier. Les principales applications sont également mentionnées. 
Dans un deuxième temps, nous présentons une description des différentes classes de 
fonctionnement classiques (A, AB, B et C ), mais également des classes de fonctionnement en 
commutation (D, E ). Enfin, les conditions qui conduisent à la mise en œuvre des classes à haut 
rendement seront développées. 
Dans une dernière partie, nous nous attachons à décrire les transistors utilisés 
actuellement dans le cadre de l'amplification de puissance hyperfréquence. Une synthèse 
bibliographique des performances optimales obtenues à ce jour dans différentes technologies 
ainsi que quelques indications quant au choix du transistor à employer concluront ce chapitre. 
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I. DEFINITIONS RELATIVES A L’AMPLIFICATION DE 
PUISSANCE
1.1. L’amplification en hyperfréquences 
Un quadripôle est amplificateur d’une grandeur électrique lorsque la grandeur mesurée à 
la sortie est supérieure à celle présentée à l'entrée. La figure I.1 présente un quadripôle 
amplificateur (Q) ainsi que les valeurs d'entrée (E) et de sortie (S).
V e V s
entrée sortie
Q
Figure I.1 : Quadripôle amplificateur 





G = (I.1) 
Physiquement, le rôle de l'amplificateur est de prélever, à une source d'alimentation, l'énergie 





Figure I.2 : Schéma d’un amplificateur de puissance 
Pal  : puissance totale fournie par l’alimentation,
Pe : puissance d'entrée de l'amplificateur, 
Ps : puissance de sortie de l'amplificateur,
Pdiss : puissance dissipée par l'amplificateur.
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1.2. L’amplification de puissance en hyperfréquences 
Les amplificateurs de puissance à base de transistors sont utilisés dans de nombreuses 
applications, notamment au niveau des étages d'émission. 
Dans les paragraphes qui suivent, nous allons tout d'abord présenter une série d'applications 
hyperfréquences utilisant des amplificateurs de puissance avant de rappeler quelques 
caractéristiques qui leur sont propres. 
1.2.1. Applications [Com96]
D'une manière générale, les amplificateurs hyperfréquences ont une fonction bien 
déterminée et nous les classerons alors en trois catégories : 
• Les amplificateurs faible bruit : ils sont situés en tête de chaînes de réception et sont 
caractérisés par un faible facteur de bruit, qui leur permet d'amplifier de très faibles 
signaux. 
• Les amplificateurs de moyenne puissance : ce sont généralement des amplificateurs 
situés au niveau des étages intermédiaires. Ils ont un fonctionnement dans le domaine 
linéaire et permettent de fournir un signal d'un niveau suffisamment élevé à l'étage final. 
• Les amplificateurs de puissance : ils constituent l'ultime composant actif du bloc 
émission et doivent donc fournir une puissance nécessaire à une transmission correcte 
du signal émis. Nous allons détailler de manière plus approfondie leur utilisation 
actuelle. 
En règle générale, un système de communication sous-entend la présence d'un système émetteur, 
qui lui-même intègre un amplificateur de puissance. En particulier, les amplificateurs de puissance 
sont présents dans tout système de radiocommunication, dans lequel les ondes hertziennes sont 
utilisées comme vecteur de transmission. Le schéma du fonctionnement général d'un système de 
communication est représenté à la figure I.3. L'amplificateur de puissance permet de fournir à 
l'antenne émettrice la puissance nécessaire à une bonne qualité de transmission du signal. Ce 
signal doit pouvoir être reconstitué à la réception malgré les déperditions durant la propagation 













Figure I.3 : Système de radiocommunication 
De nos jours, ces systèmes de radiocommunication sont omniprésents et leurs différents 
domaines d'application peuvent se regrouper en plusieurs catégories : la téléphonie cellulaire,
les télécommunications par satellite, les radars sont des exemples particuliers que nous allons 
développer.
La téléphonie cellulaire : l'amplificateur de puissance est un des composants clés des systèmes 
émetteurs rencontrés en radiotéléphonie cellulaire. En effet, d'une manière générale, 
l'infrastructure de base d'un système de communication par mobiles possède un "sous-
système radio", dont les éléments assurent la liaison entre le mobile et le réseau. L'élément de 
base du "sous-système radio" est la cellule : cette cellule est en fait une station dotée 
d'émetteurs-récepteurs et d'une antenne ; elle est plus communément appelée "station de 
base". Par la juxtaposition de ces stations, qui offre chacune une couverture de qualité dans 
une zone restreinte, il est possible d'étendre un réseau à un vaste territoire. A ce jour, la 
téléphonie sans fil (WCDMA, UMTS ) fonctionne principalement en bande S et L , et les 
besoins sont de plusieurs dizaines de Watts en puissance de sortie, pour les amplificateurs de 
puissance des stations de base de troisième génération. A l'opposé, les contraintes en 
puissance sont plus faibles pour les combinés téléphoniques, alors que leur encombrement, 
leur rendement ou leur linéarité sont l'objet d'attentions particulières. 
Les télécommunications par satellites : un autre grand secteur d'activité pour les 
amplificateurs de puissance est la transmission d'informations par satellite. 
Un système de communication par satellite est constitué de deux parties principales 
(Fig. I.4 ) : le domaine terrestre et le domaine spatial. Ces deux domaines comportent bien 
sûr des systèmes émetteurs-récepteurs et par conséquent des amplificateurs de puissance. 
Ces derniers doivent fournir la puissance nécessaire aux signaux avant leur émission. Deux 
technologies d'amplificateurs de puissance coexistent au sein des stations terriennes 
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émettrices et des répéteurs satellites. Les amplificateurs à tubes à ondes progressives (ATOP )
ont toujours permis et permettent encore aujourd'hui de fournir de très fortes puissances 
dans le domaine des micro-ondes. Ils équipent donc à la fois les stations terriennes et les 
répéteurs satellites. Par contre, avec comme objectif la réduction de la masse et de 
l'encombrement au niveau de la charge utile des satellites, où le moindre gramme embarqué 
vaut de l'or, la technologie des amplificateurs à état solide (SSPA ) a émergé. Par conséquent, 
ils équipent également les répéteurs satellites et permettent ainsi de compenser 
l'affaiblissement du signal, du à sa propagation en espace libre, et de transmettre celui-ci à la 













Figure I.4 : Système de communication par satellite 
Les bandes de fréquence pour les applications satellites commerciales sont la bande C (4 à 
8 GHz ) et la bande Ku (12 à 18 GHz ). Les applications militaires sont plutôt situées dans la 
bande X (8 à 12 GHz ).
Enfin, nous pouvons préciser que le principe de transmission par faisceaux hertziens 
s'apparente à la transmission satellite et que, par conséquent, les amplificateurs de puissance 
en sont également des composants essentiels. 
Les radars : les besoins en puissance des radars sont importants, que les applications soient 
civiles ou militaires. Ainsi, les amplificateurs de puissance s'y trouvent en nombre dans leurs 
systèmes d'émission. A cet effet, les radars ont des champs d'applications multiples [Har95]. 
Nous pouvons tout d'abord citer le domaine militaire spatial : à partir de radars d'imagerie 
implantés sur satellite, les radars ont des missions d'observation du sol, de détection et de 
reconnaissances de cible, de cartographie ou de renseignements stratégiques. Dans le 
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domaine aéroporté ou maritime, des radars implantés sur des avions ou des hélicoptères 
permettent d'entreprendre des missions de surveillance aérienne, maritime, côtière, des 
missions d'interception, de combat, d'évitements d'obstacles et d'aide à l'atterrissage. Les 
applications des radars détaillées ci-dessus sont également nombreuses dans le domaine civil, 
tant dans le spatial (observation et surveillance du sol, météorologie, cartographie) que dans 
le transport aérien (détection des nuages, surveillance aérienne, anti-collision en vol, aide à 
l'atterrissage). 
L'émission d'un radar peut être obtenue, soit à partir de tubes hyperfréquences résonnants 
comme le magnétron, soit à partir de tubes à ondes progressives (TOP ). Les antennes 
actives, qui associent de nombreux émetteurs à états solides, coexistent aujourd'hui avec 
l'association classique "émetteur – antenne passive".  
Nous n'affirmerons pas que les applications que nous venons d'exposer recensent de manière 
définitive l'utilisation des amplificateurs de puissance. 
Par exemple, nous pouvons remarquer que les systèmes de diffusion multipoints sont en plein 
essor : la diffusion vidéo (MVDS ) et la diffusion locale (LMDS ) se font à des fréquences élevées 
(bande Ka et Q ) et complique d'autant plus la conception des amplificateurs de puissance. Enfin, 
les communications optiques et l'automobile sont également des secteurs qui utilisent des 
amplificateurs à des fréquences élevées. 
D'une manière générale, à l'heure actuelle, la multiplication des besoins alliée à l'occupation des 
bandes de fréquences "les plus basses" conduit à se tourner vers des fréquences de plus en plus 
élevées. 
Nous venons de recenser les applications principales des amplificateurs de puissance en 
hyperfréquences. Il nous reste alors à décrire les caractéristiques électriques essentielles de ces 
éléments. 
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1.2.2. Les différents gains 
La fonction originelle d'un amplificateur est d'amplifier la grandeur électrique présente à 
son entrée. La figure I.5 nous présente un amplificateur de puissance attaqué par un générateur 







Figure I.5 : Amplificateur de puissance 
avec : 
Pdg : puissance maximale disponible au générateur, 
Pe  : puissance d'entrée de l’amplificateur, 
Pds  : puissance maximale disponible à la sortie de l’amplificateur, 
Pl : puissance de sortie délivrée à la charge. 
Si le transfert de puissance entre le générateur et l'amplificateur de puissance est optimal, et si 
toute la puissance en sortie de l’amplificateur est transmise à la charge, on dit qu'il y a adaptation 
du gain en puissance :
edg PP =    et lds PP = . (I.2) 
Or, en hyperfréquences, les ondes de puissance subissent des réflexions aux accès du quadripôle 
amplificateur (les paramètres S permettent de quantifier ce phénomène) et on a alors : 
edg PP >    et lds PP > . (I.3) 
Selon les puissances considérées, il est alors possible de définir trois types de gain qui sont les 
suivants : 










G = (I.5) 





G = (I.6) 
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Le gain en puissance opérant (ou gain en puissance), donné par la relation (I.4 ) est le rapport de 
la puissance délivrée à la charge Pl à la puissance présente à l'entrée de l'amplificateur Pe .
Le gain en puissance disponible (relation I.5 ) permet de prendre en compte l'adaptation en gain 
en entrée, dans la mesure où il exprime le rapport entre la puissance mesurée directement à la 
sortie de l'amplificateur Pds et la puissance maximale disponible du générateur Pdg .
Enfin, le gain transducique permet de se rapprocher d'une conception système de 
l'amplificateur, car il exprime le rapport de la puissance délivrée à la charge Pl à la puissance 
disponible du générateur Pdg .
L’expression du gain transducique est la plus usitée dans la conception des amplificateurs micro-
ondes, puisqu'elle est la seule facilement mesurable et qu'elle tient compte de l'adaptation en 
entrée et en sortie. Par conséquent nous l’emploierons par la suite de façon systématique dans 
notre analyse. 
1.2.3. Les rendements 
Le rendement est la grandeur qui définit la relation entre la puissance d’alimentation Pal et
la puissance délivrée à la charge Pl . Lors de l'utilisation de composants à effet de champ, il est 





La puissance ajoutée est, quant à elle, la différence linéaire entre la puissance délivrée à la charge 
et la puissance disponible au générateur : 
dglaj PPP −= (I.8) 
Le rendement en puissance ajoutée est alors défini comme le rapport entre la puissance ajoutée 










En reportant les expressions du rendement de drain (I.7 ) et du gain transducique (I.6 ), nous 






Cette dernière expression permet de montrer que, lorsque le gain transducique augmente, le 
rendement en puissance ajoutée ηaj tend vers un maximum qui est le rendement de drain ηd .
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En outre, cette notion de rendement en puissance ajoutée est un élément de comparaison 
essentiel des performances électriques des amplificateurs de puissance. 
1.2.4. Les effets non-linéaires de l’amplification de puissance 
1.2.4.1. La compression 
Au paragraphe I.2.1, nous avons présenté deux grandes catégories d'amplificateurs 
hyperfréquences : les amplificateurs à faible puissance et ceux à forte puissance. D'une manière 
générale, on passe d'une catégorie à l'autre lorsque l’on passe d’un fonctionnement petits signaux 
à un fonctionnement larges signaux. C'est à dire que le régime de fonctionnement bascule du 
domaine linéaire au domaine non-linéaire. Il en résulte que la puissance de sortie n’est plus une 
fonction linéaire de la puissance d’entrée. 
En effet, en se référant à la figure I.2, le bilan des puissances dans un montage amplificateur nous 
donne : 
aledisss PPPP +=+ (I.11) 
Or, es PGP ⋅= (I.12) 
Donc : alediss PP)G1(P +⋅−= (I.13) 
D'après, l'équation (I.13 ), il apparaît que si le gain G du transistor croît indéfiniment, la puissance 
dissipée peut devenir négative, ce qui ne correspond pas à une réalité physique. 
Par conséquent, à partir d'une certaine valeur de la puissance d'entrée, le gain de l'élément actif 
chute et se produit le phénomène de compression de gain. Ce phénomène est appelé conversion 
AM/AM.












Figure I.6 : Zones de fonctionnement d’un amplificateur de puissance 
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 La zone linéaire correspond à un fonctionnement faibles signaux où la relation entre la 
puissance d’entrée et la puissance de sortie est la suivante :  eout PGP ⋅= .
Dans la zone de compression de gain, le gain tend à diminuer lorsque la puissance 
d’entrée croît. On définit alors le point de compression à 1 dB, qui correspond à une chute de 
1 dB de la puissance de sortie par rapport au comportement linéaire extrapolé. Ce point 
est utilisé dans l’étude comportementale des amplificateurs de puissance ; en effet, la 
puissance de sortie à 1 dB de compression est fournie par tous les fabricants de 
composants et se pose alors comme un élément de référence et de comparaison. 
La zone de saturation correspond à un régime de forte compression de gain où la 
puissance de sortie a atteint son niveau maximum. La puissance qui ne peut se reporter 
sur le fondamental se répartit alors sur les différentes harmoniques. En outre, cette zone 
de saturation est synonyme de fortes dégradations des performances électriques de 
l'élément actif. Enfin, un fonctionnement prolongé dans cette zone peut conduire à la 
destruction du composant. 
1.2.4.2. L’intermodulation
La décroissance du gain à partir d’une certaine puissance est due à l’apparition de produits 
d’intermodulation, causée par les différentes non-linéarités des composants actifs. Une partie de 
l’énergie va être véhiculée par les raies spectrales correspondant à ces produits d'intermodulation, 
ainsi que par les différentes harmoniques. 
En effet, lorsque deux signaux de fréquences f1 et f2 sont appliqués à l’entrée d’un amplificateur, il 
apparaît à la sortie, non seulement les signaux amplifiés à ces mêmes fréquences, mais également 
des porteuses indésirables aux harmoniques de f1 et f2 ainsi qu’aux combinaisons linéaires de f1 et 
f2 : mf1±nf2 , appelées produits d’intermodulation d’ordre n+m.
La figure I.7 nous présente le spectre de sortie d’un amplificateur de puissance lorsque deux 
signaux sont présentés à son entrée. Le spectre a été volontairement tronqué à l'ordre 3, car du 
fait de l'étendue spectrale en sortie, il nous est impossible de placer le spectre en entier ; c'est 




 ont été uniquement représentées. 






















Figure I.7 : Spectre de sortie d’un amplificateur de puissance 
D’une manière générale, il apparaît que les produits d’intermodulation d’ordre 3 (PIM3 ) sont les 
plus gênants dans la mesure où leurs fréquences sont proches de celle des porteuses. Il est alors 
possible de quantifier l'influence de ces produits d'intermodulation d'ordre 3 en exprimant le 





En effet, la différence (en dB ) entre le niveau d'une harmonique d'ordre n (Hn ) ou celui d'un 
produit d'intermodulation d'ordre k (PIMk ) et la puissance au fondamental peut être exprimée à 
l'aide de l'unité dBc.
Les expressions suivantes (I.14 ) et (I.15 ) donnent les relations mathématiques entre ces 
grandeurs : 
dBndBfdBcn )H()P()H( 2,1 −= (I.14) 
dBkdBfdBck )PIM()P()PIM( 2,1 −= (I.15) 
dBf )P( 2,1 représente la puissance, exprimée en dB, d'un des deux signaux à la fréquence f1 ou à la 
fréquence f2 .
En outre, une façon de caractériser l’intermodulation d’ordre 3 est de spécifier le point 
d'interception d’ordre 3 (IP3 ). Ce point est purement théorique, dans la mesure où, en ce point 
fictif, les signaux utiles et les produits d'intermodulation ont le même niveau. 
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Le point d'interception est obtenu (voir figure I.8 ) en traçant en dB la courbe de transfert entrée-
sortie (courbe C ) pour une des deux porteuses f1 ou f2. Cette courbe est une droite de pente 1 tant 
que l'on reste dans une zone assez linéaire. Il faut également tracer la courbe (I3 ) représentant le 
niveau d'un des deux produits d'intermodulation d'ordre 3, en fonction du niveau d'entrée d'une 
des porteuses f1 ou f2. Cette courbe est aussi une droite, de pente 3 tant que l'effet des non-
linéarités reste faible. Les deux droites ainsi tracées, une fois prolongées, se coupent en un point 
appelé point d'interception d'ordre 3, dont l'ordonné (puissance de sortie) est exprimée en dBm.
Puissance de sortie en dBm
Porteuse : f1, f2 (C)
Produit d ’intermodulation d’ordre 3 : (I)
2f2-f1, 2f1-f2







Pe Pei Puissance d ’entrée en dBm
Figure I.8 : Point d’interception d’ordre 3 
La connaissance de ce point est importante puisque nous pouvons écrire les relations suivantes :  
dBmedBmedBmsdBmi )P()P()P()P( i3 −=− (I.16) 
Ce qui conduit à : dBmIMdBmidBmsdBmi )P()P(])P()P[(3 333 −=−⋅ (I.17) 
d’où : dBmidBmedBpdBmIM )P(2])P()G[(3)P( 33 ⋅−+⋅=
La détermination du point (Pi3 ) permet donc de connaître le niveau des produits 
d’intermodulation d’ordre 3.
Remarque: La notion de point d'interception n'est utile pour calculer le niveau d'intermodulation 
que lorsque l'amplificateur n'est pas trop non-linéaire : lorsque la pente de la courbe C
(respectivement I3 ) n'est plus 1 (respectivement 3 ), le seul moyen disponible est alors la mesure 
du rapport C/I3 , pour un niveau d'entrée donné. 
LES CARACTERISTIQUES DE L'AMPLIFICATION DE PUISSANCE
- 21 -
1.2.4.3. Transmission des signaux numériques [Fu00] [Cri99]
La figure I.9 nous présente le synoptique simplifié d'une liaison numérique. A partir de 
celui-ci, nous allons exposer les limitations qu'engendrent les amplificateurs de puissance lors de 























Figure I.9 : Liaison numérique 
Dans le cas général, le signal numérique bande de base émis résulte d'un multiplexage entre 
plusieurs utilisateurs ainsi que d'un codage. Il s'agit donc d'une suite d'impulsions rectangulaires 
représentant les signaux logiques 0 et 1. La densité spectrale de puissance de ce signal est un sinus 
cardinal avec de nombreux lobes secondaires. Un filtrage bande de base s'avère donc nécessaire 
afin de limiter son étendue spectrale. Le signal résultant va alors subir une modulation. 
Aujourd'hui, les modulations numériques utilisées sont celles qui permettent d'obtenir les 
meilleures efficacités spectrales. Il faut pourtant différencier les signaux modulés à enveloppe 
constante ou à enveloppe variable. 
Par exemple, dans le cas du GSM, le système de modulation utilisé est le GMSK (Gausian 
Minimum Shift Key) et le signal modulé résultant est à enveloppe constante : le rapport puissance 
crête à puissance moyenne (peak to average power) est alors égal à 1. L'amplificateur de puissance 
qui suit le modulateur reçoit donc une puissance d'entrée fixe : l'utilisation d'un amplificateur de 
puissance à fort rendement permet alors d'obtenir des puissances de sortie et des rendements 
importants.
Par contre, la tendance est aujourd'hui au développement des modulations numériques qui 
permettent d'augmenter le débit d'informations transmises. Ces modulations sont définies avec 
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un diagramme de constellation. La figure I.10 nous présente la constellation de la modulation de 
phase QPSK (Quadrature Phase Shift Key).
Q
I
Figure I.10 : Constellation de phase théorique de la modulation QPSK 
Chaque point de la constellation représente un vecteur, qui est complètement déterminé par son 
amplitude et sa phase, et est appelé symbole. Ici, les symboles sont à amplitude constante et sont 
donc identifiés uniquement par leur angle de phase. Par contre, un tel signal modulé est à 
enveloppe variable : le rapport puissance crête à puissance moyenne vaut 2 et l'amplificateur de 
puissance va travailler à puissance d'entrée variable, à la vitesse du rythme numérique. 
L'utilisation d'amplificateur de puissance en régime saturé, caractérisé par des caractéristiques de 
conversion AM/AM et AM/PM, engendre alors des distorsions (modulations de phase et 
d'amplitude parasites). 
Cet aspect est particulièrement critique dans la transmission multicanaux des signaux numériques. 
En effet, de telles distorsions entraînent un élargissement de la densité spectrale de puissance de 
sortie. Ce phénomène, qui est d'autant plus important que l'amplificateur va fonctionner en 
régime profondément non-linéaire, porte le nom de "regroupement spectral " et provoque l'apparition 
d'énergie dans les canaux adjacents. La figure I.11 nous présente l'élargissement du spectre en 
sortie de l'amplificateur de puissance. Cette apparition d'énergie dans les bandes adjacentes du 
canal principal constitue un bruit pour les canaux adjacents. Ce bruit est quantifié en mesurant le 
terme ACPR (Adjacent Channel Power Ratio) qui est égal à la différence de puissance entre le signal 
utile et la remontée de bruit dans les canaux adjacents. 

























Figure I.11 : Elargissement du spectre en sortie d'un amplificateur de puissance 
Afin de diminuer l'amplitude de variation de la puissance d'entrée, il faut chercher alors à limiter 
les transitions de phase du diagramme de constellation (figure I.10 ). En effet, la trajectoire suivie 
dans ces transitions est critique, à la fois pour le spectre du signal de sortie et pour la variation de 
l'amplitude de l'enveloppe. Par exemple, pour la modulation OQPSK (O pour offset), les 
transitions de phase sont contenues dans un carré de points de constellation, mais elles ne 
peuvent rejoindre les points diamétralement opposés (figure I.12 ). Une telle modulation permet 
de limiter la diminution de l'enveloppe du signal vers ses minima, ainsi que le rapport puissance 
crête à puissance moyenne. 
Q
I
Figure I.12 : Constellation de phase théorique de la modulation OQPSK 
Finalement, le concepteur se trouve perpétuellement confronté à la recherche du meilleur 
compromis entre ACPR et rendement. C'est pourquoi, actuellement, la mise en place de 
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techniques performantes de linéarisation permet de tirer pleinement partie des performances des 
amplificateurs de puissances tout en limitant les distorsions dans la chaîne de transmission du 
signal. 
1.2.5. La stabilité 
Un amplificateur de puissance ne doit pas entrer en oscillation quelque soit l'impédance 
qui lui est présentée, aussi bien à l'entrée qu'à la sortie. Des critères de stabilité permettent de 
statuer sur les risques d'instabilité de l'amplificateur de puissance. 


























112 >−+−= ∆ (I.20) 
1SSSS 21122211
2 <−=∆ (I.21) 
2112
2
11 SSS1 >− (I.22) 
2112
2
22 SSS1 >− (I.23) 
assurent la stabilité inconditionnelle sur toute la plage de fréquence considérée [Edw92]. 
Les paramètres Sij sont les paramètres de répartition du transistor ou de l'amplificateur. 




























assure à elle seule la stabilité inconditionnelle. 
Nous venons d'étudier les caractéristiques essentielles des amplificateurs de puissance. 
Nous allons, à présent, présenter les différentes classes de fonctionnement des amplificateurs de 
puissance. 
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II. LES CLASSES DE FONCTIONNEMENT 
Les classes de fonctionnement sont caractérisées par des formes d'ondes particulières en 
entrée et en sortie d'un montage amplificateur, ainsi que par le temps de conduction de la source 
de courant en sortie. En outre, l'optimisation des performances, telles que la puissance de sortie, 
la puissance ajoutée ou le rendement va dépendre de la classe de fonctionnement choisie pour les 
transistors. 
Pour illustrer les caractéristiques des différentes classes de fonctionnement, nous utiliserons, dans 
la suite de ce paragraphe, un transistor à effet de champ dont un modèle équivalent petits signaux 





Figure I.13 : Modèle simplifié d'un transistor à effet de champ 
La figure I.14 nous présente le réseau de caractéristiques du transistor. Le caractère simplifié et 
quasi-idéal du modèle et du réseau de caractéristiques va nous permettre d'appréhender de façon 
explicite les classes de fonctionnement, sans que les approximations réalisées nous éloignent trop 











Figure I.14 : Réseau de caractéristiques statiques d'un transistor à effet de champ 
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2.1. La classe A 
La classe A de fonctionnement est appelée généralement classe "linéaire". En effet, les 
transistors à effet de champ sont considérés comme parfaitement linéaires entre leurs zones de 
blocage et leur zone de saturation. Ainsi, si le point de polarisation est choisi comme la valeur 
moyenne de la tension de blocage -Vp et de la tension de mise en conduction de diode Schottky 
d'entrée VΦ , le fonctionnement sera bien linéaire, tant que la tension d'excitation d'entrée gsV





















Figure I.15 : Variations temporelles des signaux et caractéristiques statiques pour un fonctionnement en classe A  
La classe A est caractérisée par une recherche des excursions maximales des tensions et courants 
de drain. La droite de charge dynamique parcourt donc de façon optimum le réseau de 
caractéristiques statiques, à la fois en courant et en tension. 
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Les formes des tensions d'entrée et de sortie, et du courant de drain sont ici purement 
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Dans ces conditions, la puissance de sortie maximale délivrée à la charge optimale à la fréquence 













Le rendement de drain théorique s'exprime alors par le rapport des puissances de sortie et 




L'étude des classes de fonctionnement AB, B et C va nous permettre d'introduire la notion 
d'angle d'ouverture et d'étudier l'évolution des puissances de sortie et du rendement. 
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2.2. Les classes à angles de conduction réduits (AB, B et C )
Les classes de fonctionnement AB, B et C sont caractérisées par un angle de conduction θ
réduit par comparaison à la classe A.
En effet, pour la classe A, le temps de conduction τ, qui correspond à la durée, sur une période 
T, pendant laquelle le courant Ids ne s'annule pas, vaut T (figure I.15 ).
L'angle de conduction θ est défini par rapport à la moitié de la durée pendant laquelle le courant 





Par conséquent, pour un fonctionnement en classe A, dans la mesure où le courant Ids ne s'annule 
jamais ( T=τ ), l'angle de conduction vaut 180°.
Nous illustrons nos propos par l'exemple d'un transistor fonctionnant en classe AB (figure I.16 ). 





















Figure I.16 : Variations temporelles des signaux et caractéristiques statiques pour un fonctionnement en classe AB 
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Dans ce cas, le temps de conduction est inférieur à la période, et l'angle de conduction inférieur à 
180°. En effet, les valeurs du point de polarisation 
0gs
V  et de l'amplitude du fondamental 
1gs
V  de 
la tension d'entrée sont telles que cette tension devient inférieure à -Vp pendant une certaine 
durée, annulant par conséquent le courant de drain. Dans le cas d'un fonctionnement en classe 
AB, le temps de conduction est compris entre 
2
T
 et T .




























Figure I.17 : Variations temporelles des signaux et caractéristiques statiques pour des fonctionnements en classe B et C 
A l'issue de la présentation des différentes classes statiques de fonctionnement, nous pouvons 
résumer l'ensemble des caractéristiques de chacune d'entre elles. 
Par exemple, une simple observation des courbes présentant ces classes nous permet de voir que 
lorsque l'on passe d'un fonctionnement en classe A à un fonctionnement en classe C, le temps de 
conduction décroît de la période entière à une valeur inférieure à la demi-période.  
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Le tableau I.1 nous présente une synthèse des conditions nécessaires sur la tension d'entrée 
)t(Vgs  (en particulier sur 0gsV et 1gsV ) et les conséquences en terme d'angle d'ouverture et de 
rendement de drain pour chaque classe de fonctionnement. 
Classe de 
fonctionneme A AB B C 
0gs
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Tableau I.1 : Comparaison des caractéristiques des classes de fonctionnement 
Il faut préciser que ces performances ont été établies pour une forme linéaire des variations du 
courant de drain. C'est à dire que Ids peut s'exprimer sous la forme : 
dssmindsdsdgsmds I)V)t(V(G)V)t(V(G)t(I +−+−= φ (I.39) 
Gm et Gd sont des grandeurs propres au transistor sur lesquelles nous reviendrons plus en détail au 
chapitre II.
Il est possible de se reporter aux références [Sal85], [Kus89] ou [Duv93] pour une étude plus 









dssds ⋅+⋅+= (I.40) 






1I)t(I += (I.41) 
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2.3. Les amplificateurs à commutation (classes D et E )
Une des méthodes qui conduit à améliorer le rendement des transistors consiste à les 
utiliser en régime de commutation. 
En effet, grâce à des formes d'ondes carrées en entrée et sortie du transistor, la puissance dissipée 
chute fortement (elle s'annule même en théorie). 







dsdiss ⋅= (I.42) 
La figure I.18 nous présente les formes temporelles idéales des signaux pour un fonctionnement 














Figure I.18 : Variations temporelles des signaux et caractéristiques statiques pour un fonctionnement                
en classe de commutation 
En poursuivant notre étude à l'aide d'un transistor à effet de champ, nous pouvons exprimer les 
conditions qui conduisent à une puissance dissipée minimale, c'est à dire la recherche du produit 
0)t(v)t(i dsds =⋅ .
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La tension de drain doit être minimale lorsqu'il existe un courant de drain, et inversement le 
courant de drain doit être minimal en présence d'une tension de drain. C'est le principe de la 
classe D. La classe E, quant à elle, tend à limiter les zones conjointes de montées et descentes des 
courants et tensions de drain. 








Classe D Classe E
Figure I.19 : Formes des courants et tensions de drain en classe D et E 
Actuellement, le fonctionnement en classe E est encore réservé à des applications faibles 
fréquences. En effet, la principale limitation de cette classe provient des capacités intrinsèques 
des transistors qui limitent les transitions et le fonctionnement en "interrupteur" des transistors. 
Nathan O. Sokal a mené des études poussées sur les classes à commutation et il est donc possible 
d'approfondir ces notions en se reportant à la référence [Sok00]. 
2.4. Les classes à haut rendement 
Dans la conception d'amplificateurs de puissance, la quête perpétuelle de performances 
électriques optimales, telles que la puissance de sortie ou le rendement en puissance ajoutée, 
conduit à rechercher des formes de signaux qui permettraient d'obtenir des résultats idéaux. 
Les classes statiques sont caractérisées par leur point de polarisation et par la forme des signaux 
d'entrée et de sortie. Nous avons pu observer, au paragraphe II.2 de ce même chapitre que, lors 
d'un fonctionnement en classe A, AB, B ou C, la tension est purement sinusoïdale alors que la 
forme du courant de drain est une sinusoïde tronquée. 
De plus, la tension de drain est également purement sinusoïdale. 
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Le principe de la classe F est alors de présenter des impédances de charge spécifiques aux 
différents harmoniques afin de tendre vers une forme carrée pour la tension de drain. En effet, 
cette forme de signal a la caractéristique particulière d'avoir une composante fondamentale 
supérieure à l'amplitude du signal. Or, dans le calcul de la puissance de sortie fournie au circuit de 
charge ou dans celui du rendement en puissance ajoutée, seules les composantes fondamentales 
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Spectre Spectre
Figure I.20 : Expressions temporelles et spectres fréquentiels d'un signal sinusoïdal et d'un signal carré 
Se rapprocher d'un signal carré en sortie du transistor va donc permettre d'améliorer les 
performances en terme de puissance de sortie et de rendement. La décomposition en série de 
Fourier du signal carré périodique ( figure I.20 ) nous présente un spectre uniquement composé 
d'harmoniques impairs. 
Le principe général pour obtenir un fonctionnement en classe F est alors de partir d'un circuit 
polarisé dans une classe statique (A, AB, B ou C ), puis de réaliser un circuit de charge qui 
permette d'obtenir les conditions optimales à la fréquence fondamentale afin d'optimiser les 
performances électriques souhaitées. 
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Ce circuit de charge doit être tel qu'il présente [Sni67] : 
• un court-circuit aux harmoniques pairs, 
• un circuit ouvert aux harmoniques impairs. 
Plusieurs techniques permettent d'approcher ces conditions : nous présentons à la figure I.21,





































Figure I.21 : Circuits de charge permettant d'obtenir un fonctionnement en classe F 
Le choix des circuits qui permettent de mettre en œuvre la classe F est laissé à la sagacité du 
concepteur. Par contre, les circuits réactifs à une harmonique particulière ne doivent pas 
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perturber, ou le moins possible, le fonctionnement du circuit aux autres fréquence. Un nouveau 
compromis devra être obtenu entre complexité, sélectivité et encombrement du circuit final 
retenu [Zoy96]. 
La mise en œuvre de la classe F a permis la conception d'amplificateur à fort rendement. De 
nombreux circuits permettant de contrôler les harmoniques, aussi bien en entrée qu'en sortie du 
montage, ont été proposés afin d'améliorer les performances électriques [Zoy96], [Raa97], 
[Tra99], [Gre00]. Récemment, des travaux ont conduit à la définition d'une nouvelle classe de 
fonctionnement, nommée classe F inverse, parce que son application nécessite d'inverser les 
conditions sur les harmoniques (circuit ouvert aux harmoniques pairs, court-circuit aux 
harmoniques impairs) par rapport à la classe F. Certains travaux [Inou00] prévoient des résultats 
encore plus probants que pour la classe F.
Nous venons de constater que les performances atteintes par les amplificateurs de puissance 
dépendent de la classe de fonctionnement choisie. Il reste que ces performances sont également 
tributaires des technologies utilisées et en particulier du choix des transistors. C'est pourquoi, 
nous présentons dans le paragraphe suivant les différents transistors utilisés pour l'amplification 
de puissance hyperfréquence ainsi que leurs principales performances. 
III. LES TRANSISTORS DE PUISSANCE EN 
HYPERFREQUENCE 
A l’heure actuelle, les composants de puissance dédiés à des applications hyperfréquences 
sont nombreux. Historiquement, le transistor à effet de champ s’est rapidement imposé comme 
le composant actif de référence pour les micro-ondes. Nous allons, dans un premier temps, faire 
une description plus générale du MESFET GaAs, avant de présenter l’ensemble des autres 
transistors de puissance qui s’offre aujourd’hui aux concepteurs d’amplificateurs. Enfin, nous 
apporterons, en comparant les différentes performances, quelques critères de choix en fonction 
des applications visées. 
3.1. Le MESFET GaAs [Pou94]
L’apparition du transistor à effet de champ (FET : Field Effect Transistor ) remonte à 1952,
date à laquelle William Shockley publia un article présentant son fonctionnement [Sho52]. L’idée 
principale est que, contrairement au transistor bipolaire, le transport est réalisé par un seul type de 
porteurs, qui confère au FET un caractère unipolaire. 
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Actuellement, le transistor à effet de champ est le composant de base dans le domaine des 
hyperfréquences. Différentes déclinaisons, qui dépendent des matériaux employés et de la 
structure du canal, existent aujourd'hui. 
Dès 1966, Carver et Mead, ont envisagé la première réalisation, sur GaAs, du transistor à effet de 
champ à jonction Schottky : le MESFET [Mea66]. Ceci fut effectif en 1970 [Dra70]. Les 
performances du MESFET proviennent de l'utilisation des composés III-V, en particulier de 
l'Arséniure de Gallium (GaAs), dans lequel la mobilité des électrons est supérieure à celle dans le 
silicium, ainsi que de l'existence d'un contact Schottky métal-semiconducteur au niveau de la grille 
du transistor. 
La structure classique d'un MESFET est un barreau de semiconducteur de type N, sur lequel 
sont réalisés à ses deux extrémités les contacts ohmiques de source et de drain. Au milieu, est 
réalisée l'électrode de grille. La figure I.22 nous en présente une structure évoluée. 
Substrat GaAs semi-isolant
Couche tampon GaAs non-dopé
Couche active GaAs dopé  N
Grille
Source Drain
GaAs dopé  N+
L
Figure I.22 :  Structure d’un MESFET GaAs 
La couche tampon permet d’améliorer les performances électriques de l’interface couche active-
substrat (en particulier de limiter les courants de fuite dans le substrat). La couche active dopée N
est réalisée sur cette couche tampon, soit par croissance épitaxiale, soit par implantation ionique. 
Le contact Schottky est élaboré dans l’espace drain-source, créant ainsi une zone de charge 
d’espace, et par polarisation de la grille, il est possible de contrôler l’épaisseur de la zone déplétée 
et donc de l'intensité du courant dans le canal. 
Une couche fortement dopée permet l’accrochage des contacts de source et de drain et limite 
ainsi les résistances parasites. 
Par convention, la longueur de grille L est la petite dimension. La largeur de grille est alors la 
grande dimension, perpendiculaire au plan de la figure I.22.
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Afin d’améliorer les performances, différents paramètres technologiques doivent être maîtrisés. 
Tout d’abord, afin de repousser les limites en fréquence et d’améliorer le facteur de bruit, la 
longueur de grille doit être la plus faible possible (car la fréquence maximale de fonctionnement 
est inversement proportionnelle à L [Pou94]), et les résistances parasites d’accès doivent être 
réduites. 
En outre, afin d’obtenir des puissances conséquentes, il faut réaliser des structures avec des 
largeurs de grille importantes. C’est pourquoi, tous les transistors MESFET de puissance sont, de 
nos jours, des structures à plusieurs doigts ou structures interdigitées, comme le montre la figure 
I.23.
Figure I.23 :  Structure interdigitée d’un MESFET de puissance 
Le développement total de grille TW est alors défini comme le produit de la largeur d’un doigt de 
grille par le nombre de doigts de grille. 
A l’heure actuelle, les performances les plus probantes des MESFET de puissance ont été 
obtenues pour des applications concernant les systèmes cellulaires de 2ème et 3ème génération. Parmi 
celles-ci, il faut noter les applications à fortes de puissances pour les stations de base : Morimoto et 
al. [Mor99] ont mis au point, sur la bande 2,1-2,2 GHz, un amplificateur de puissance délivrant 
120 Watts à partir de 4 MESFET possédant un WT de 90,2 mm. En bande S, il faut également 
citer les travaux de G. Sarkissian et al. [Sar97], qui ont obtenu une puissance de sortie de 60 W, en 
configuration push-pull, avec 2 MESFET de développement de grille de 42 mm chacun. 
Parallèlement au développement de structures hybrides, des réalisations en technologie MMIC
ont permis d’atteindre des performances intéressantes : König et al. ont réalisé un amplificateur 
MMIC trois étages délivrant 4 Watts pour des applications W-CDMA [Kön00]. Avec une 
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topologie à un étage, une technologie 0,5 µm de longueur de grille et un développement total de 
1,05 mm, Portilla et al. ont réalisé un amplificateur MMIC à 2,4 GHz donnant une puissance de 
sortie de 24 dBm pour un rendement de 79% [Por99]. 
Des applications à plus hautes fréquences ont permis également d'obtenir des performances 
intéressantes [Toy96], [Nag97], [Ebi98], [Tsu98]. 
Par la suite, afin d’améliorer les performances en puissance des composants actifs 
hyperfréquences, en particulier augmenter la tension de claquage et les densités de puissance, des 
évolutions en terme de structures ont été envisagées. 
Tout d’abord, l’utilisation de nouveaux composés III-V est apparue. En effet, ces dernières 
années, de nombreux travaux ont porté sur les semi-conducteurs à "large bande interdite". Des 
MESFET sur Carbure de Silicium [All96] ont été réalisés dès 1996, afin de profiter de tension de 
claquage importante, d'une vitesse de saturation élevée des électrons et de la forte conductivité 
thermique du SiC.
Des densités de puissance de 4,6 W/mm ont ainsi pu être atteintes [All99]. Les derniers résultats, 
aussi bien pour des MESFET sur SiC que sur GaN [Gaq00], [Tem01], prouvent que ces 
matériaux ont un réel avenir dans le cadre de l'amplification de puissance hyperfréquence. Nous 
verrons que l'utilisation de ces matériaux à "large bande interdite" s'avère encore plus efficace avec 
des transistors à hétérojonction. Ce sont ces nouvelles structures à hétérojonction que nous 
allons décrire au paragraphe suivant. 
3.2. Les transistors à effet de champ à hétérojonction[Pou94]
L'apparition de structures de transistors à hétérojonction a permis une forte amélioration 
des performances liées à la puissance. 
3.2.1. Le HEMT 
Les premières réalisations de transistor HEMT (High Electron Mobility Transistor) datent de 
1980 : parallèlement, deux équipes de Thomson-CSF [Del80] et de Fujitsu [Mim80] ont utilisé les 
propriétés de l'hétérostructure AlGaAs/GaAs, en particulier la forte mobilité de la couche 
d'électrons bidimensionnelle accumulée à l'interface de l'hétérojonction. 
Ce transistor est encore appelé TEGFET (Two Electron Gas Field Effect Transistor) ou bien 
MODFET (Modulation Doped Field Effect Transistor).
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Son principe général est d'utiliser comme canal conducteur d'un transistor à effet de champ, un 
gaz bidimensionnel d'électrons dans le matériau peu dopé. 
La structure de base d’un HEMT conventionnel AlxGa1-x As/GaAs est présentée à la figure I.24.
Elle est constituée d’une couche tampon, du canal formé par un matériau à faible bande interdite 
(ici GaAs) non intentionnellement dopé, de l’espaceur AlxGa1-x As dont l’effet est d'améliorer les 
caractéristiques de transport du canal, de la couche AlxGa1-xAs dopée N qui fournit les électrons 
libres au canal, et de la couche GaAs dopée N+ qui permet de réaliser les contacts ohmiques de 










Figure I.24 : Structure d'un HEMT conventionnel AlxGa1-x As/GaAs 
Depuis les premières réalisations pour des applications faible bruit, des progrès importants ont 
été réalisés quant aux performances des HEMT. Par contre, les performances en puissance ont 
été plus tardives, principalement à cause des faibles tensions de claquage et des faibles courants 
de drain des premières réalisations. 
Les recherches se sont alors portées sur des structures présentant une forte discontinuité de 
bande de conduction afin d’obtenir des densités de courant élevées, une hauteur de barrière 
Schottky la plus grande possible afin de repousser les tensions de claquage du transistor, et un 
canal avec une mobilité et une vitesse de saturation des électrons importantes pour améliorer les 
performances en fréquence. 
Ainsi, suite à la structure conventionnelle AlGaAs/GaAs, est apparue l’hétérostructure 
AlGaAs/InGaAs (Pseudomorphic HEMT, PHEMT). La présence d'Indium dans le canal permet 
d'améliorer les performances en augmentant la discontinuité de la bande de conduction, 
entraînant un meilleur confinement des électrons, et parce que la mobilité de InGaAs est 
supérieure à celle de GaAs. Enfin, l’utilisation du substrat InP a permis également d’améliorer les 
performances en fréquence et donne lieu à des HEMT à canal composite AlInAs/GaInAs/InP.
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Aujourd'hui, les progrès se situent principalement dans l'optimisation des procédés 
technologiques : la technique du double recess de grille (qui permet de loger la grille dans les 
couches plus inférieures) a permis d'augmenter la tension de claquage des P-HEMT. D’une 
manière générale, les performances sont liées à la parfaite maîtrise de la structure de couches. 
A l'heure actuelle, les PHEMT possèdent non seulement d'excellentes propriétés pour des 
applications faible bruit, mais offrent également de fortes densités de puissance qui, alliées à de 
forts gains, en font un composant très attractif et très utilisé pour des applications demandant de 
bons rendements, et ceci sur une très large plage de fréquence. 
La filière AlGaAs/InGaAs sur substrat GaAs est aujourd'hui celle qui donne les résultats les plus 
probants. La maturité technologique de cette filière ainsi que sa fiabilité ont induit des coûts de 
production relativement faibles. 
Le tableau I.2 résume les différentes performances obtenues à ce jour de la bande L à la bande 
W. Nous avons conservé uniquement dans ce tableau, les valeurs les plus significatives par bande 
de fréquence. Un tableau comprenant un spectre plus large de références pourra être consulté en 
Annexe 1.
Le tableau I.2 nous permet de présenter, sous une forme concise, les informations suivantes : 
• la plage de fréquence (Fréq.) exprimée en GHz ,
• le type de structure d’amplificateur : MMIC ou Hybride,
• la longueur de grille L exprimée en µm,
• le développement total de grille WT (en mm), ou la surface totale de la puce S (en mm2),
• la puissance de sortie Ps de l’amplificateur exprimée en W ou dBm,
• le rendement en puissance ajouté (PAE) en % , 
• le gain en puissance G de l’amplificateur en dB,
• enfin, la publication de référence : par exemple [Pus98].








Taille (Largueur de 
grille et/ou surface 
de piste) 
Ps PAE (%) 
G 
(dB) Réf. 
0,8 MMIC 0,4 
WT=57 mm 
S=1,36*1,5 mm2
35,5 dBm 63 30,6 [Abe01] 










1,8 MMIC 0,5 WT=8*300 µm 
S=16 mm2 
33 dBm 54 - [Ser00] 
1,9 Hybride 0,6 WT=15,4 mm 40.7 dBm 59.2 15,7 [Pea00] 




















0,25 WT=31,2 mm 40,2 dBm 46 26 [Dar00] 
4 Hybride 0,25 WT=5,6 mm 2,5W 73 13,5 [Pus96] 
4,5-18 MMIC 0,25 S=7,5*3,5 mm2 2W 17-30 20 [Rou00] 
5-5,8 MMIC 0,25 
WT=22 mm 
S=5,2*3,5 mm2 38 dBm 44 28 [But00] 
5-27 MMIC 0,25 S=3,1*1,2 mm2 21 dBm  20 [Je00] 
7-11 MMIC 0,3 
WT= 25,82 mm 
S=5*4mm2 6,1W 36 21 [Hek00] 
7,4-8,4 MMIC 0,25 
WT= 8,7 mm 
S=5,38*3,99 mm2 35 dBm 50-60 24 [Chu00] 
8 Hybride 0,25 WT= 14,4 mm 8,09W 55,8 12,7 [Tee95] 
8-14 MMIC 0,2 
WT= 8,4 mm 







WT= 0,6 mm 









18-27 MMIC 0,25 S=2,64*1,48 mm2 31,5 dBm 25 14 [Bro00] 
20 MMIC 0,14 WT= 0,64 mm 26,7 dBm 52 9,7 [Kiz99] 
24-32 MMIC 0,1 
WT= 27,32 mm 
S=26,3 mm2 6 W 21 20,5 [Emr01)] 
29-33 MMIC 0,15 
WT= 8 mm 
S=1,94*2 mm2 34,5dBm 25-31 14 [Kom99] 
40 MMIC 0,2 
WT= 2,56 mm 
S=3,8*2,5 mm2 1W 28,5 15 [Kwo00] 
94 MMIC 0,1 
WT= 15,36 mm 
S=2,3*1,8 mm2 0,3W 10,5 8 [Hua97] 
Tableau I.2 :  Amplificateurs de puissance réalisés avec des PHEMT AlGaAs/InGaAs sur GaAs 
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Ce tableau nous permet de remarquer que les PHEMT sont devenus aujourd’hui des composants 
très attractifs pour un large éventail d’applications de puissance, en particulier grâce à ses 
propriétés de grand gain, de linéarité et de forte puissance de sortie. 
Il appelle également plusieurs commentaires : 
• tout d’abord, il nous faut signaler que certains PHEMT [Abe01] sont à enrichissement, ce 
qui signifie que leur tension de seuil est positive ; les problèmes dus à la tension de 
polarisation de grille négative sont ainsi éliminés. 
• ensuite, l’approche MMIC a permis de concevoir des amplificateurs de puissance large 
bande et à faible coût. Elle permet également d’éviter les difficultés d’assemblage hybride 
à hautes fréquences. En outre, l’apparition de technologies qui allient les approches 
MMIC et hybride [Ish99] [Dar00] apporte plusieurs avantages par rapport à l’approche 
purement MMIC : réduction des pertes pour le réseau d’adaptation de sortie, meilleure 
maîtrise de la charge à présenter aux harmoniques et opportunité d'offrir un réglage en 
sortie afin de compenser les dispersions de fabrication. 
Comme nous le précisions plus avant, d’autres types de HEMT ont été développés. Jusqu’à 
présent, les PHEMT AlGaAs/InGaAs sur GaAs ont montré des performances en puissance 
supérieures aux HEMT AlInAs/GaInAs sur InP, sur tout le spectre de 1 à 100 GHz.
Les résultats obtenus dernièrement à 94 GHz [Ing99], [Che98], ainsi que le gain et les rendements 
élevés présentés par cette filière lui promettent un bon avenir, lorsque des améliorations quant à 
la tension de claquage, quant à la maîtrise des processus technologiques ou encore quant au coût 
de fabrication seront effectives. 
En conclusion, plusieurs filières de HEMT sont en concurrence à l’heure actuelle. La filière 
PHEMT AlGaAs/InGaAs sur GaAs présente aujourd’hui les meilleures performances du fait de 
sa maturité technologique et de son plus faible coût. Mais il faudra prêter une attention 
particulière à l’évolution des filières HEMT AlInAs/GaInAs sur InP, PHEMT AlGaInP/GaInAs
sur GaAs ou encore MHEMT (HEMT Métamorphique) AlInAs/GaInAs sur GaAs.
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3.2.2. Le HFET 
Le deuxième type de transistor à effet de champ à hétérojonction est le HFET 
(Heterojunction Field Effect Transistor), dont la structure générale est présentée à la figure I.25.
La grille est ici séparée du canal par la couche AlGaAs.
L’avènement du transistor HFET date des années 90, et son développement assuré par la société 






Canal GaAs dopé N
dopé  N+
Figure I.25 :  Structure d’un HFET 
Par rapport au MESFET, l’augmentation de la barrière Schottky, due à l’utilisation d’un matériau à 
grande largeur de bande interdite, permet d’accroître la tension de claquage. 
Différents types d’hétérostructures ont été étudiés afin d’améliorer les performances en 
puissance. Par contre, les performances fréquentielles restent limitées, en raison du type de 
conduction volumique. Les meilleurs résultats ont donc été obtenus pour des fréquences 








grille (mm) Ps (W) PAE (%) G (dB) Réf. 
1,6 Hybride 0,5 WT=86,4 50 W 58 15 [Hay00] 
1,96 
Hybride 
Push-pull 1 WT=86 100 W 45,7 12,6 [Sak00] 
2,14 
Hybride 
Push-pull 0,9 WT=380 240 W 54 11,2 [Ino00] 
2,2 
Hybride 
Push-pull 1 WT=328 140 W 
50,5 13 [Tak00] 
5,8-6,5 
Hybride 
Push-pull 0,6 WT=28,8 50 W 44 10 [Yam01] 
28 MMIC 0,35 WT=9,6 4 W 17,4 6,5 [Mat99] 
Tableau I.3 :  Amplificateurs de puissance réalisés avec des HFET 
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Les résultats du tableau I.3 prouvent que les HFET présentent un fort intérêt pour des 
applications de forte puissance en bande S ou L . Les différents composants développés, 
principalement par Fujitsu et NEC, sont en technologie hybride à des fins d’utilisation dans les 
stations de base de nouvelle génération (W-CDMA ). A ce titre, alors même que les contraintes en 
intermodulation d’ordre 3 requises par ce système sont importantes (<-35 dBc ), les bonnes 
performances des HFETs face à ce problème sont un atout supplémentaire [Tat99]. 
Enfin, parallèlement au développement des HFETs à forte puissance, nous pouvons noter 
l’émergence de certaines recherches afin de limiter les coûts et l’encombrement des amplificateurs 
de puissance : l’utilisation de HFETs à enrichissement [Bit00], présentant des tensions de seuil 
positives ou nulles, permet de s’affranchir de la tension de polarisation négative de grille et donc 
de diminuer le poids et le coût des composants. 
3.2.3. Le MOSFET 
Le transistor à effet de champ en technologie MOS (MOSFET : Metal Oxide Semiconductor Field 
Effect Transistor ) a, jusqu'à présent, très peu été employé dans la conception de circuits 
hyperfréquences, principalement à cause de la forte capacité d'entrée présentée par ce transistor. 
Néanmoins, des progrès importants ont été faits dans l'évolution des technologies. Aujourd'hui, 
les transistors LDMOS (Laterally Diffused Metal Oxide Semiconductor) présentent des propriétés de 
fort gain, forte linéarité et forte stabilité thermique, offrant une technologie de choix pour les 
amplificateurs de puissance des stations de base. Ils sont disponibles dans le commerce pour des 
applications autour de 2 GHz et leur unique tension d'alimentation (environ 26 V ) est un atout 
supplémentaire. 
Parallèlement, la nécessité de faible coût, de faible puissance, de forte intégration des composants 
dans un souci de minimisation de la taille des puces, a entraîné une évolution vers l'utilisation des 
technologies "standards" CMOS, afin de profiter de la maturité de ces filières. Les meilleurs 
résultats obtenus sont l'œuvre de Fallesen et al. qui ont réussi à concevoir un amplificateur 
1,8 GHz délivrant 1 W avec un rendement de 55 % pour une tension d'alimentation de 3,5 V à 
l'aide d'une technologie CMOS 0,35 µm [Fal01], ou encore de Heo et al. à 2,4 GHz [Heo01]. 
Mais la principale difficulté reste l'intégration des inductances sur les puces avec des coefficients 
de qualité suffisamment grands pour limiter les pertes. Les faibles tensions de claquage des 
technologies CMOS commerciales limitent également les performances en puissance à l'heure 
actuelle. 
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3.2.4. Les transistors à effet de champ et les nouveaux matériaux 
Les performances en puissance des transistors à effet de champ ont longtemps été 
limitées par les faibles tensions de claquage des matériaux utilisés. Comme nous l'avons précisé au 
paragraphe 3.1, les propriétés des matériaux à large bande interdite sont intéressantes pour des 
applications de puissance en hyperfréquence. 
A cet effet, le tableau I.4 présente les propriétés physiques de plusieurs matériaux III-V. Nous 
pouvons remarquer que les principales propriétés du carbure de Silicium sont un champ de 
claquage, une vitesse de saturation et une conductivité thermique importants. Des densités de 
puissance de 4,6 W/mm ont ainsi pu être atteintes avec des MESFETs SiC [All99]. 
Matériau) Si GaAs InP 4H-SiC GaN 
Eg (eV) 1,12 1,43 1,34 3,2 3,4 
Champ de claquage 
(V /cm) 3*10
5 4*105 4,5*105 3,5*106 2*106 
Mobilité des électrons 
(cm2/V.s) 1500 8000 5000 800 1500 
Vitesse de saturation des 
électrons (107 cm2/s) 
1 1,33 1,84 2 2,7 
Conductivité thermique 
(W/°K.cm) 
1,5 0,54 0,67 4 1,3 
Constante diélectrique 11,7 12,9 12,3 10 9,5 
Tableau I.4 :  Propriétés physiques des matériaux Si, GaAs, InP, SiC et GaN 
Ces dernières années, la filière HEMT AlGaN/GaN s’est également développée. Elle profite non 
seulement des propriétés de fort champ de claquage et de vitesse de saturation élevée du matériau 
GaN, mais aussi des avantages de l’hétérostructure, à savoir une haute mobilité électronique à 
travers le gaz 2D. Ainsi, récemment, des travaux de recherche publiés par Wu et al. [Wu00] ont 
conduit à une puissance record de 14,1 W à 8 GHz.
A l'heure actuelle, les performances sont limitées par des problèmes de substrat : en effet, la 
croissance est réalisée soit sur un substrat SiC, soit sur un substrat saphir. Le désaccord de maille 
avec le nitrure de Gallium constitue la première difficulté. En outre, alors que le saphir coûte 
beaucoup moins cher que le SiC, il présente une dissipation thermique beaucoup plus faible. 
Néanmoins, les résultats obtenus dernièrement font de l'hétérostructure AlGaN/GaN, un 
composant de puissance digne d'intérêt pour les micro-ondes. 
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Le transistor à effet de champ est le composant de référence en hyperfréquence. Nous venons de 
détailler les performances en puissance des différentes déclinaisons technologiques de ce 
transistor à effet de champ. Dans un deuxième temps, nous allons nous attacher à présenter le 
transistor bipolaire. 
3.3. Le transistor bipolaire 
3.3.1. Le transistor bipolaire à homojonction 
L'utilisation du transistor bipolaire à homojonction en hyperfréquences, et en particulier 
pour l'amplification de puissance, a toujours été limitée par la faible mobilité et la faible vitesse 
des porteurs du Silicium, en comparaison, par exemple, de l'Arséniure de Gallium. 
Aujourd'hui, des transistors commercialisés permettent d'obtenir des performances intéressantes 
en terme de puissance pour des fréquences inférieures à 2 GHz.
De plus, la croissance des communications sans fils, qui exigent à la fois une forte intégration 
pour un faible coût et des puissances de sortie importantes avec des tensions d'alimentation faible 
(de l'ordre de 3 V ), ont conduit à la conception d'amplificateurs de puissance monolithique sur 
silicium. Ainsi Simbürger et al. [Sim99] ont réalisé un amplificateur avec une puissance de sortie de 
5 W et un rendement de 59 % à 0,9 GHz , alors qu'une puissance de 3,2 W et un rendement de 
54 % étaient atteints [Hei00] mais avec une tension d'alimentation plus faible (2,8 V ) à la même 
fréquence. A 1,9 GHz , avec tension d'alimentation de 2,5 V, une puissance de 1 W en sortie a pu 
être obtenue [Sim00]. Enfin, Dekker, Van Rijs et al. ont conduit des recherches afin d'améliorer 
les rendements des transistors bipolaires en technologie hybride [Dek00], [Rij00]. 
3.3.2. Le transistor bipolaire à hétérojonction 
Le principe de fonctionnement du transistor bipolaire à hétérojonction (HBT : 
Heterojunction Bipolar Transistor) repose sur l'hétérojonction émetteur-base. En effet, l'émetteur est 
constitué d'un matériau à large bande interdite (généralement AlGaAs ou GaInP ), alors que la 
base est formée d'un matériau à bande interdite plus faible (généralement GaAs). La discontinuité 
de bande de valence entraîne une meilleure efficacité d'injection des électrons de l'émetteur vers 
la base. Avec, en outre, un faible temps de transit des électrons, le HBT permet alors de translater 
les performances du transistor bipolaire à homojonction vers des fréquences plus élevées. 
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En comparaison du MESFET, le HBT présente des propriétés de fort gain en puissance, de 
fréquence maximale élevée, de tension de claquage élevée, de fortes densités de puissance alliées à 
des rendements importants et une bonne linéarité. 
C'est pourquoi, ces propriétés font du HBT un composant intéressant, à la fois pour des 
applications de communications sans fil en bande L et S qui exigent une forte linéarité (en raison 
des modulations numériques utilisées), ainsi que pour des applications plus large bande. 
De la même manière que pour les HEMT, nous présentons les performances les plus 
significatives dans le tableau I.5. Un éventail plus large pourra être consulté en Annexe 1.
Par rapport aux tableaux précédemment présentés dans ce chapitre, nous avons indiqué : 
• le type de l'hétérostructure utilisée : en effet, les premiers HBT ont été développés autour 
de l'hétérostructure AlGaAs/GaAs, avant que d'autres comme les HBT InGaP/GaAs
apparaissent, et que l'utilisation du substrat InP soit envisagée. 
• pour les premières lignes : l'Adjacent Channel Power Ratio (ACPR exprimé en dBc) qui 















1,5 Hybride InGaP/GaAs - 3,5 31 dBm 63,2 
-52 (à 50 
kHz) 28 [Iwa98]
1,88 MMIC SiGe - 3,4 30 dBm 41 
-46 (à 1,25 
MHz) 23 [Zha00] 
1,95 MMIC InGaP/GaAs - 3,5 26,3 dBm 50,5 
-35 (à 5 
MHz) 28,5 [Nis01] 
2-8 MMIC InGaP/GaAs - 14 2 W 20 - 9 [Fra00] 
4,5-16 MMIC InGaP/GaAs 12,9 mm2 8 1,5 W 20 - 10 [All00] 
5,5-9,5 Hybrid AlGaAs/GaAs -  1 W 48 - 10 [Sal94]
7-11 MMIC AlGaAs/GaAs - 7,5 5 W 44,4 - 12,5 [Kom95]
8-14 MMIC AlGaAs/GaAs 11 mm2 10 3 W 40 - 15 [Sal98]




2 3 26 dBm 40 - 9,4 [Oka00] 
Tableau I.5 :  Amplificateurs de puissance réalisés avec des HBT 
Les premières lignes du tableau nous présentent des réalisations d'amplificateurs de puissance à 
HBTs qui conjuguent à la fois une bonne linéarité (caractérisée par des ACPR faibles), de fortes 
puissances et de faibles tensions d'alimentation. Ils sont alors des candidats intéressants pour les 
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communications numériques sans fil, d'autant plus que l'utilisation d'une seule tension 
d'alimentation diminue le coût et le poids des amplificateurs de puissance à HBTs.
En outre, afin de profiter des avantages en terme de maturité de la technologie bipolaire silicium, 
des amplificateurs utilisant des transistor HBTs sur SiGe ont été développés, principalement pour 
des applications GSM 900 MHz [Tse00], mais ils se posent également comme candidats à des 
fréquences plus élevées [Zha00]. 
3.4. Critères de choix 
Le recensement des différents transistors de puissance et de leurs performances 
respectives a le mérite de mettre en avant le constat suivant : faire le choix d'un transistor pour 
une application de puissance en hyperfréquence relève toujours d'un compromis. Aucun 
transistor ne peut se poser aujourd'hui comme le composant idéal pour toutes les 
applications et toutes les fréquences. 
Par contre, nous pouvons tenter de donner quelques pistes qui permettent au concepteur de 
porter son choix sur un composant spécifique. 
Le tableau I.6 présente une liste, non exhaustive, de propriétés essentielles pour l'amplification de 
puissance ainsi que les semi-conducteurs qui présentent des atouts ou des faiblesses par rapport à 
ces propriétés. Les transistors écrits en gras sont des composants de la filière III-V, les autres 
sont des composants Silicium. 
Propriétés Composants présentant des atouts Composants présentant des faiblesses




Fortes densités de 
puissance et Fortes 












Tableau I.6 :  Propriétés essentielles à l'amplification de puissance et atouts des différents composants 
D'une manière générale, nous pouvons constater que les composants à hétérostructures offrent 
des propriétés intéressantes pour des applications de puissance. 
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Par contre, d'autres critères de choix tels que la plage de fréquence et la capacité d'intégration des 
composants vont entrer en ligne de compte 
Pour des applications à faible fréquence (<2,5 GHz ), le spectre de composants disponibles 
s'avèrent le plus étendu. Il ne fait pas de doutes qu'aux environs de 900 MHz, le silicium et les 
technologies CMOS sont aujourd'hui disponibles et ne souffrent d'aucune concurrence, ne serait-
ce qu'en terme de coût de fabrication. 
Par contre, lorsque la fréquence de travail s'approche de 2 GHz , fréquence autour de laquelle se 
situe, à l'heure actuelle, une grande partie des communications sans fil, l'évolution manifeste des 
composants sur GaAs, à la fois PHEMT ou HBT les rend plus performants. Bien évidemment, 
les besoins en puissance et par opposition, les contraintes en terme de place et de tension 
d'alimentation, sont différents selon que l'on se positionne au niveau de la station de base ou du 
téléphone cellulaire. A cet effet, alors que le choix se portera sur des HFET ou des LDMOS afin 
de délivrer de fortes puissances en sortie des stations de base, des circuits en technologie MMIC à 
l'aide de PHEMT ou de HBT permettront de réaliser un compromis optimum entre rendement, 
linéarité et encombrement pour les terminaux téléphoniques. 
Enfin, pour des fréquences plus importantes dédiées aux communications militaires, aux 
communications par satellite ou encore aux réseaux locaux (LMDS ), les composés III-V
montrent tous leurs avantages. 
A ce jour, il semble que les composants les plus performants sont [Jae00] : 
• jusqu'à 20 GHz : 
- les MESFET GaAs,
- les HBT AlGaAs/GaAs ou InGaP/GaAs
- les PHEMT AlGaAs/GaInAs sur GaAs
- les MESFET SiC -HEMT AlGaN/GaN (en développement) 
• entre 20 et 40 GHz : 
- les PHEMT AlGaAs/GaInAs sur GaAs
• Au-delà de 40 GHz : 
Sur GaAs : - les PHEMT AlGaAs/GaInAs
 - les PHEMT AlGaInP/GaInAs




Dans ce premier chapitre, nous avons mis en perspective la notion d'amplification de 
puissance hyperfréquence. A cet effet, nous avons insisté sur le caractère relativement étendu de 
son champ d'application en présentant nombre d'applications qui utilisent des amplificateurs de 
puissance.  
Par la présentation de différentes grandeurs électriques, nous avons mis en évidence 
l'importance des notions telles que la puissance de sortie, la puissance ajoutée ou le rendement en 
puissance ajoutée.  
Le choix d'une classe de fonctionnement A, AB, B ou C dite statique (car elle est 
déterminé par le point de polarisation choisi) conditionne à la fois les formes des signaux en 
entrée et en sortie des transistors, mais également les valeurs optimales de la puissance de sortie 
ou encore du rendement en puissance ajoutée. De plus, à partir de la classe statique choisie, la 
mise en œuvre de signaux particuliers en sortie du transistor permet d'améliorer le rendement. 
Les performances obtenues lors de la conception des amplificateurs dépendent de la 
technologie du transistor. En effet, aucun composant ne s'avère, à l'heure actuelle, comme idéal 
pour toutes les applications et toutes les fréquences. Il est toujours question de compromis. C'est 
pourquoi, nous avons présenté, dans la dernière partie de ce chapitre, les différents transistors de 
puissance utilisés en hyperfréquence. 
Il nous a paru important de présenter un état de l'art des performances actuelles pour 
chaque technologie utilisée : en effet, du transistor MESFET AsGa au LDMOS, en passant par 
l'hétérostructure PHEMT ALGaAs/InGaAs sur substrat GaAs ou encore le HFET, les 
particularités de chacun leur donnent des propriétés différentes en terme de rendement, de 
densité de puissance, de linéarité ou encore de coût. Le choix du transistor est alors primordial en 
fonction de l'application visée. 
Par contre, la conception d'amplificateurs de puissance nécessite une connaissance du 
comportement des transistors. Ainsi, nous allons développer, dans le chapitre suivant, les 
méthodes de caractérisation expérimentale et de simulation non-linéaire de ces composants. 
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INTRODUCTION 
Dans le cadre de la réalisation d'un amplificateur de puissance, le choix du composant 
actif est une étape essentielle. La caractérisation de ce même composant l'est tout autant. 
En effet, le concepteur doit pouvoir s'appuyer sur les données électriques qui régissent le 
transistor de puissance choisi avant d'envisager une conception plus globale. A cet effet, plusieurs 
méthodes de caractérisations s'offrent à lui. 
Dans la première partie de ce chapitre, nous décrivons la première approche qui consiste 
à modéliser le composant actif. Généralement, il est possible d'obtenir, de la part des 
constructeurs, un modèle électrique petit signal qui régit le comportement du transistor pour un 
fonctionnement linéaire. Par contre, dès lors que le régime devient non-linéaire, la détermination 
des conditions optimales de fonctionnement n'est plus chose aisée. C'est pourquoi, la 
modélisation électrique grand signal permet de traduire mathématiquement le comportement 
électrique du transistor de puissance pour de forts niveaux d'excitation. L'étape la plus délicate est 
la détermination des éléments du schéma électrique équivalent qui rendent compte des principaux 
phénomènes non-linéaires : capacités de déplétion Cgs et Cgd , source de courant de drain )t(id ,
passage de la grille en direct et phénomène d'avalanche drain-grille.
Les techniques de caractérisation expérimentale font l'objet de notre seconde partie. Elles 
consistent à considérer le composant actif comme une boite noire et à rechercher, par 
multiplication de mesures, les conditions d'utilisation qui permettent d'obtenir des performances 
optimales désirées (puissance ajoutée, rendement,…). Les méthodes Load-Pull et Source-Pull
permettent de déterminer directement les impédances à présenter en entrée et en sortie du 
composant actif. D'autres démarches sont basées sur des mesures précises et répétitives afin de 
déterminer un modèle du transistor basé sur des tableaux de valeurs, alternatif au modèle 
électrique classique. 
Ces modèles de composants sont nécessaires dès que le concepteur désire réaliser des 
simulations à l'aide des logiciels aujourd'hui disponible. Ainsi, alors qu'une analyse continue ou 
petit signal est possible à l'aide d'un modèle linéaire, l'analyse grand signal nécessite à la fois un 
logiciel performant d'aide à la conception de circuits et un modèle non-linéaire qui reflète 
précisément le comportement du transistor dans ce régime de fonctionnement. A l'heure actuelle, 
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l'étude des circuits dans le domaine temporel possède deux principaux inconvénients : des temps 
de calculs prohibitifs et la complexité d'analyse de certains éléments (comme les lignes de 
transmission). Les séries de Volterra sont une solution efficace lorsque les circuits présentent de 
faibles non-linéarités. Pour des non-linéarités plus importantes, la technique de l'équilibrage 
harmonique s'est progressivement imposée comme un outil puissant de simulation. Nous la 
détaillerons dans ce chapitre. 
La dernière partie est consacrée à la notion de paramètres S Large Signal, qui est une 
extension de la notion linéaire des paramètres S. Par contre, seules les composantes à la 
fréquence fondamentale sont considérées ; nous sommes donc conscients que seule une partie de 
l'information est utilisée et, par conséquent, les résultats trouvés ne pourront être qu'une solution 
approchée de la solution optimale. Nous ferons écho de réalisations qui ont été publiées et qui 
présentent des performances probantes. 
Enfin, il faut noter que les paramètres S Large Signal ne sont pas uniquement dépendants 
de la fréquence mais également de la puissance d'excitation. Afin de mettre en œuvre la méthode 
des fréquences réelles, il nous faudra connaître ces paramètres S en tout point de fréquence et de 
puissance de fonctionnement. C'est pourquoi, nous avons conçu et mis au point un programme 
d'interpolation bidimensionnelle basée sur le concept des splines cubiques. Des exemples 
d'interpolation, ainsi qu'une étude de précision de ce programme clôtureront ce chapitre. 
I. MODELISATION DES TRANSISTORS 
Caractériser le comportement des transistors en régime non-linéaire s'avère nécessaire 
dans l'optique de concevoir des amplificateurs de puissance. En effet, la modélisation de 
transistors est une première méthode de caractérisation non-linéaire qui repose sur la traduction 
mathématique des phénomènes électriques en régime de fort signal. 
La conception de circuits non-linéaires en hyperfréquence, à l'aide des logiciels de simulation 
disponibles dans le commerce, s'appuie généralement sur des modèles de transistors qui 
permettent de rendre compte, aussi précisément que possible, du comportement de ces 
composants pour des niveaux d'excitation donnés et pour une plage de fréquences donnée. Ainsi, 
la caractérisation du comportement du transistor en régime fort signal est basée sur la 
détermination des éléments d'un schéma électrique équivalent de transistor permettant de 
traduire les conditions réelles de fonctionnement. 
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Dans ce paragraphe, nous nous intéresserons à la modélisation des transistors MESFET et 
HEMT, puisqu'ils seront à la base de nos réalisations pratiques. Pour cela, nous commencerons 
par rappeler les phénomènes non-linéaires dans les transistors à effet de champ avant d'aborder 
les modèles petit et grand signal existants. 
1.1. Les caractéristiques statiques et les phénomènes non-linéaires 
Nous avons présenté au chapitre I un réseau idéal de caractéristiques statiques d'un 
transistor à effet de champ afin d'expliciter les classes de fonctionnement. Pour mettre en 
évidence les phénomènes non-linéaires, nous pouvons observer ici (figure II.1), un réseau de 
caractéristiques plus proche de la réalité. Il apparaît, par exemple, que la conductance de drain Gd
possède une valeur finie. En outre, le phénomène d'avalanche est mis en évidence sur les courbes 

















Figure II.1 : Caractéristiques statiques d'un transistor à effet de champ 
Trois zones de fonctionnement se distinguent alors : 
• la zone ohmique : dans cette zone ( mindd VV0 << ), le courant de drain est 
proportionnel à la tension dsV . Mais ce rapport de proportionnalité dépend de la tension 
d'excitation à l'entrée. La sortie du transistor est alors assimilée à une résistance variable 
contrôlée par la tension de grille gsV .
• la zone de saturation : cette seconde zone correspond à des tensions dV  plus 
importantes ( maxddmind VVV << ). Les électrons ont atteint leur vitesse de saturation, ce 
qui donne lieu à une faible variation du courant de drain en fonction de dV . La figure II.1
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nous montre également la variation du courant de drain en fonction de Vg , et en 
particulier l'annulation de ce courant lorsque la tension de grille est inférieure à la tension 
de pincement -Vp.
• La zone d'avalanche : pour des tensions de drain supérieures à maxdV , on observe un 
accroissement rapide du courant de drain à cause de la valeur élevée de la tension drain-
grille. Un fonctionnement prolongé dans cette zone peut conduire à la destruction du 
transistor. 
Nous venons de constater qu'il est important de porter une attention particulière au domaine 
d'excursion de la tension de drain. Par conséquent, puisque la variation de cette tension dépend 
de la tension d'excitation, il est essentiel de s'intéresser à la tension Vg et aux limites à apporter à 
son domaine de variation. 
La représentation des caractéristiques statiques et temporelles du courant de grille, lorsque le 
transistor à effet de champ est soumis à une excitation sinusoïdale, est intéressante puisqu'elle 
permet de mettre en évidence les deux phénomènes limitatifs qui produisent un accroissement du 
courant de grille (figure II.2 ) : 
• la mise en conduction de la diode Schottky d'entrée lorsque la tension Vg devient 
supérieure à la tension de conduction φV , entraînant un courant gsi  positif. 
• l'avalanche drain-grille, lorsque la tension Vg devient inférieure à la tension mingV ,













Figure II.2 : Caractéristiques de grille et phénomènes de limitation  
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Nous observons l'apparition de deux courants de grille antagonistes en fonction du phénomène 
non-linéaire observé qui conduisent à un courant de grille résultant moyen. Ce courant de grille 
dépend bien sûr du point de polarisation choisi ainsi que de l'amplitude de la tension Vg . Ainsi, 
selon la classe de fonctionnement et la puissance d'entrée, le signe et la valeur de ce courant 
résultant diffèrent. Il reste qu'il permet d'estimer si l'excursion dans des zones dangereuses 
devient préjudiciable, et est donc un outil intéressant pour le concepteur. 
La figure II.3 permet de faire un bilan des différents courants qui entrent en jeu dans le 
fonctionnement du transistor à effet de champ. 
Idg : courant d'avalanche
Ids : courant dans le canal
Ig Id
Is
Igs : courant de la diode
Schottky
Courant de drain : Id=Ids+Idg
Courant de grille : Ig=Igs-Idg
Figure II.3 : Graphe des courants pour un transistor à effet de champ 
Le courant Ids correspond au courant circulant dans le canal entre drain et source. Le courant Igs 
est le courant du contact redresseur circulant entre grille et source. Enfin Idg n'existe qu'en 
fonctionnement large signal et correspond au courant d'avalanche circulant du drain vers la grille. 
Des travaux ont montré l'influence du phénomène d'avalanche sur les performances en puissance 
des transistors [Win90]. En effet, ces performances sont dépendantes de la position du cycle de 
charge. Ainsi, si la tension de drain est trop élevée, le rendement diminue car l'excursion du cycle 
de charge atteint la zone d'avalanche pour des faibles niveaux d'entrée. 
Nous venons de rappeler les phénomènes non-linéaires qui apparaissent lors du fonctionnement 
grand signal des transistors à effet de champ. L'objet du paragraphe suivant est de montrer dans 
quelle mesure la modélisation électrique des transistors permet de rendre compte de ces 
phénomènes.
Chapitre II 
- 66 - 
1.2. La modélisation électrique 
La modélisation électrique doit permettre de refléter le comportement du transistor en 
fonction du signal appliqué à son entrée. Lorsque ce signal est limité en amplitude, un schéma 
équivalent linéaire permet de caractériser correctement le transistor. Par contre, pour des 
domaines d'excursion plus élevés, un schéma équivalent non-linéaire est nécessaire afin de tenir 
compte des non-linéarités. 
1.2.1. Modèle linéaire 
Le modèle linéaire se doit d'être la représentation la plus juste possible du composant 
lorsque l’amplitude des signaux appliqués est relativement faible. Ce modèle permet alors de 
modéliser chaque région du transistor par un composant électrique. Les valeurs de ces éléments 
sont alors considérées comme des constantes pour le point de polarisation choisi. 
1.2.1.1. Schéma équivalent linéaire 
La figure II.4 décrit la représentation électrique de chaque région physique du transistor 




















Figure II.4 : Origine physique de chaque élément électrique 
Le schéma équivalent petit signal est alors celui de la figure II.5. 
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Figure II.5 : Schéma équivalent petit signal d'un FET 
Nous pouvons alors à présent faire la description de chaque élément associé au schéma 
équivalent.
1.2.1.2. Eléments associés au schéma équivalent 
Le schéma électrique équivalent petit signal possède des éléments qui peuvent être classés 
selon deux types : ceux qui sont intrinsèquement liés au transistor et en particulier au point de 
polarisation, et ceux qui appartiennent à la partie extrinsèque du transistor, considérés alors 
comme des éléments parasites. 
A l'aide de la figure II.4, nous pouvons mettre en évidence l'origine physique de chaque élément 
du schéma équivalent. 
Les éléments extrinsèques
Ces éléments sont des éléments parasites et sont indépendants de la polarisation et de la 
fréquence : 
• Lg , Ls , Ld sont des inductances parasites dues aux métallisations d'accès, 
• Rg est une résistance qui résulte de la métallisation de la grille, 
• Rs et Rd représentent les résistances d'accès aux composants intrinsèques. Elles 
sont liées à la fois aux contacts ohmiques de source et de drain, ainsi qu’à la 
résistance du semi-conducteur situé entre le contact et le canal situé sous la grille. 
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Les éléments intrinsèques
Ces éléments sont indépendants de la fréquence mais sont dépendants du point de polarisation : 
• Cds permet de tenir compte des effets capacitifs entre les électrodes de source et 
de drain, 
• Cgs et Cgd représentent les capacités induites (côté source et côté drain) par les 
variations de la charge accumulée dans la zone dépeuplée du canal, et engendrées 
par la commande en tension de la grille, 
• Ri est la résistance du canal. 
D'autres paramètres interviennent également au niveau du schéma équivalent : 
• la transconductance Gm rend compte de la variation du courant de drain , autour 
du point de polarisation, en fonction de la tension de grille. Elle traduit donc 













• τ est le temps de transit des électrons dans le canal ; il traduit le temps de 
réponse de la transconductance à une variation de la tension de grille et est à 
l'origine du déphasage entre ids et vgs .
• la conductance Gd exprime la variation du courant de drain en fonction de la 













Le courant total de drain qui caractérise le fonctionnement du transistor s'écrit alors :  
)t(vG)t(vG)t(i ddgmd ⋅+−⋅= τ (II.3) 
1.2.1.3. Détermination des paramètres électriques du modèle petit signal 
La recherche des éléments du modèle petit signal constitue l’étape préliminaire à la 
détermination du modèle non-linéaire. 
D'une manière générale, l'extraction des paramètres linéaires est réalisée de façon analytique à 
partir de la connaissance des paramètres S mesurés du transistor [Dam88]. 
En effet, les valeurs des paramètres extrinsèques Lg , Ld , Ls , Rg , Rd et Rs peuvent être déterminées 
à partir de mesures qualifiées de "mesures à FET froid" car elles sont effectuées à Vds=0 volt. 
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L’étape suivante consiste à déterminer la matrice admittance du composant intrinsèque [Y]int , à 
partir des paramètres S mesurés pour plusieurs fréquences, et des paramètres extrinsèques 
calculés à l'étape précédente. Ces calculs mettent en œuvre les relations de passage entre les 
matrices de répartition [S], les matrices impédance [Z] et les matrices admittance [Y]. La 
connaissance ainsi déduite de la matrice admittance [Y]int permet alors de remonter jusqu'aux 
valeurs des éléments du composant intrinsèque, puisque ces éléments sont liés à [Y]int par les 































)CC(jGY gddsd22 ++= ω (II.7) 
avec : 22gs
2
i CR1D ω+= .
Ainsi, à partir des parties réelles et imaginaires des paramètres Yij , l'ensemble des éléments du 
modèle linéaire est déterminé. 
Si la puissance du signal d'entrée devient importante, l'approximation consistant à considérer une 
faible variation de tension autour du point de polarisation n'est plus valable. Ainsi, certains 
éléments du schéma petit signal, précédemment décrit, évoluent en fonction des amplitudes des 
tensions vg(t) et vd(t) et des phénomènes non-linéaires apparaissent dans le fonctionnement du 
composant. Nous allons maintenant nous attacher à décrire la modélisation de ces non-linéarités. 
1.2.2. Modèle non-linéaire 
La figure II.6 propose un schéma équivalent non-linéaire d'un FET AsGa. Ce schéma 
permet de décrire de façon analytique et le plus fidèlement possible les différents phénomènes 
non-linéaires qui apparaissent lorsque le signal d'entrée d'un FET augmente. En effet, en régime 
grand signal, les éléments du composant intrinsèque : Ri , Cgs , Cds et Cgd varient en fonction des 
tensions vds et vgs . Les difficultés de mise en œuvre et d'extraction des valeurs des éléments non-
linéaires conduisent souvent à simplifier le modèle. Par exemple, les variations de Ri et Cds sont 
suffisamment faibles pour les considérer comme indépendantes des tensions appliquées. C'est 
pourquoi, leurs valeurs sont issues du schéma équivalent petit signal.
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Figure II.6 : Schéma équivalent grand signal d'un FET 
Ainsi, les principales non-linéarités caractérisées au niveau du modèle grand signal sont les 
suivantes : 
• la source de courant de drain ))t(v),t(v(f)t(i dgd τ−= ,
• les capacités de déplétion Cgs et Cgd ,
• la mise en conduction de la diode Schottky d'entrée représentée par le courant 
))t(v(f)t(i gg = , lorsque la tension vd devient supérieure à la tension de conduction VΦ ,
• le phénomène d'avalanche drain-grille représenté par le courant ))t(v),t(v(f)t(i dgdg = .
De nombreux articles ont été publiés sur le sujet, en particulier sur les diverses équations 
permettant de décrire les différentes non-linéarités. Les modèles de description les plus usités 
sont aujourd'hui ceux proposés par Tajima [Taj84], Materka [Mat85], Curtice [Cur85], Statz [Sta87] 
ou encore Angelov [Ang92]. Ils permettent de trouver des équations mathématiques qui rendent 
compte des principaux phénomènes non-linéaires que sont les capacités de déplétion Cgs et Cgd ,
la source de courant de drain )t(id , le passage de la grille en direct et le phénomène 
d'avalanche drain-grille. Ces équations contiennent des paramètres d'ajustement dont le 
nombre dépend généralement de la précision attendue dans la correspondance entre les 
caractéristiques mesurées et simulées.
La description des différents phénomènes qui se manifestent est donnée dans la suite. 
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le phénomène d'avalanche drain-grille
Ce phénomène résulte d'une forte tension entre le drain et la grille (vdg>Vdgmax ) et conduit 
à un courant s'écoulant du drain vers la grille. Sa modélisation passe par des expressions linéaires 
pour Curtice [Cur85] ou Tajima [Taj84], expressions simples mais moins précises. Statz [Sta87] 




−= −⋅α (II.8) 
où Idg0 , α et Vdgmax sont les paramètres à déterminer. 
Nous avons déjà fait remarquer que ce phénomène d'avalanche était un facteur limitatif des 
performances en puissance. C'est pourquoi, sa modélisation fait encore aujourd’hui l'objet d'une 
attention particulière [Fuj99]. 
le passage de la grille en direct
Si l'amplitude du signal sur la grille conduit à une tension vg(t) supérieure à la tension de 
seuil de la diode Schottky, alors cette diode est passante et un courant important (et non plus 
négligeable) la traverse. 







A partir des mesures expérimentales, la détermination de Igso , et de α est relativement aisée en 
considérant le logarithme népérien de igs .
les capacités de déplétion Cgs et Cgd
Lorsque le signal d'entrée augmente fortement, la variation de la charge totale sous la 
grille est suffisamment importante pour qu'elle soit prise en compte. Par contre, pour une 
polarisation dans la région de saturation, la capacité Cgd est beaucoup plus faible et est donc 
supposée indépendante de vg et vd .
La capacité Cgs peut être modélisée, en première approximation, par l'expression d'une capacité de 













Avec Cgs0 : valeur de la capacité à Vgs=0 V et VΦ : tension de seuil de la diode Schottky.
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Il s’agit de l’équation de la capacité de transition d'une jonction métal semi-conducteur, où 
l'influence de la tension de commande vds est prise en compte. 
Cgs0 , VΦ, γ, b et d de la formule ( II.11) sont des paramètres à ajuster en fonction des résultats 
expérimentaux. 
la source de courant de drain id(t)
Nous avons vu que l'expression du courant id(t) en faibles signaux est donnée par la 
formule suivante : 
)t(vGt(vG)t(i ddgmd ) ⋅+−⋅= τ (II.12) 
Les valeurs de la transconductance Gm et de la conductance Gd étaient alors des constantes. 
Par contre, pour de fortes variations de vg et vd , ces grandeurs ne le sont plus. 
id est alors une source de courant non-linéaire, fonction de vg et vd et les différentes expressions 
analytiques développées permettent de traduire les variations de id à la fois dans la zone ohmique 
et dans la zone de saturation. 

























 et α : pente à l'origine dans le réseau )V,V(fI gsdsds = .





22110ds ⋅⋅+⋅+⋅+= γ (II.16) 
avec : ))VV(1)(t(VV dsdsgs1 0 −+−= βτ (II.17) 
Vdso est la tension de drain pour laquelle A0 , A1, A2 et A3 sont calculés. 
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Une méthode consiste également, à partir des points mesurés du réseau statique 
)V,V(fI gsdsds = , à utiliser une méthode d'interpolation par intervalles, basée sur les fonctions 
splines bicubiques, afin de reconstituer le réseau en entier [Ped92]. L'avantage de cette méthode 
est une représentation plus précise du réseau statique si le nombre de points de mesures est 
suffisant. En outre, la phase d'optimisation des paramètres constitutifs de l'équation 
mathématique )V,V(fI gsdsds =  est évitée. 
Déterminer les différents éléments qui composent le schéma équivalent non-linéaire consiste à 
choisir des expressions analytiques pour chaque non-linéarité, afin de décrire le plus fidèlement 
possible le comportement du transistor en fonction des tensions de commande vg(t) et vd(t).
A l'heure actuelle, la souplesse des logiciels de simulation permet au concepteur de circuits actifs 
non-linéaires de créer son propre modèle. Ainsi, la mesure des caractéristiques statiques à l'aide 
d'un banc de mesures en régime impulsionnel, ainsi que la mesure des paramètres S pour 
plusieurs points de polarisation, permettent au concepteur de déterminer les valeurs numériques 
des paramètres qui modélisent chaque non-linéarité. Le choix des expressions mathématiques 
dépend alors de la complexité du modèle désiré (qui influe sur le temps de calcul) ou encore de la 
technologie utilisée (MESFET, HFET, PHEMT).
Néanmoins, cette caractérisation de transistors nécessite à la fois un banc de mesures de 
puissance (avec un nombre important de mesures) et un traitement informatique afin d'extraire 
les éléments du modèle non-linéaire. La précision du modèle est obtenue à ce prix. Un 
compromis acceptable revient alors à utiliser, quand les données sont disponibles chez le 
constructeur, un des modèles standards implantés dans les logiciels commerciaux.  
1.3. Modélisation physique [Sno96] [Rod98]
Les modèles physiques permettent de décrire le composant actif en terme de propriétés 
de transport de charges et d'étudier l'influence des caractéristiques matérielles et géométriques, 
conduisant ainsi à une description physique et électrique du composant. 
Cette modélisation est réalisée en résolvant les équations de physique des composants qui 
décrivent les transports de charge dans les semi-conducteurs. C'est pourquoi, ces modèles 
représentent une alternative intéressante aux modèles électriques non-linéaires dans la mesure où 
ils mettent directement en relation les caractéristiques électriques à la physique (mobilité, masse 
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effective,…) et aux paramètres technologiques (géométrie, niveau de dopage, épaisseur des 
couches,…).
Par contre, l'utilisation de ce modèle dans les logiciels de conception de circuits non-linéaires est 
encore peu répandue en comparaison des modèles électriques. La raison principale est que les 
modèles physiques sont beaucoup plus complexes et nécessitent donc des temps d'optimisation 
beaucoup plus importants. 
1.4. Modèle basé sur des tableaux de mesures 
Une approche basée sur l'utilisation de données empiriques stockées dans des tableaux a 
été proposée comme une alternative aux modèles analytiques classiques [Fil92], [Fer00]. Ces 
modèles, dont l'origine remonte aux travaux de Root et al. [Roo91], sont en mesure de reproduire 
le comportement de composants semi-conducteurs pour des opérations en régime continu, en 
régime petit signal et en régime de fort signal uniquement à partir de tables de données mesurées.  
D'un point de vue pratique, ils nécessitent une méthode de caractérisation expérimentale précise 
et répétitive, afin de stocker un bon nombre de données dans des tables multi-dimensionnelles. 
Les différents courants et charges sont définis par des relations constitutives intrinsèques 
appelées fonctions d’états, chacune d'entre elles étant une fonction non-linéaire des tensions 
intrinsèques du composant. Par interpolation, à l'aide de fonctions splines, les courants et les 
charges sont alors calculés sur tout l’espace d’entrée. 
Ce type de modèle est un outil supplémentaire d'aide à la conception de circuits car il peut être 
implanté facilement dans les simulateurs non-linéaires commerciaux. Par contre, la nécessité de 
multiplier le nombre de points de mesures et d'avoir une méthode d'interpolation précise sont 
autant d’inconvénients. En outre, chaque transistor devra être caractérisé par un fichier 
particulier.
La modélisation de transistors est un des moyens pour le concepteur de simuler, à l'aide de 
logiciels de conception de circuits non-linéaires, le comportement de circuits actifs et de 
déterminer les conditions optimales en terme d'impédances à présenter afin d'obtenir les 
meilleures performances en puissance. 
Une autre solution, que nous allons développer dans le paragraphe suivant, consiste à utiliser 
uniquement des résultats empiriques. 
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II. LA TECHNIQUE DE CARACTERISATION NON-
LINEAIRE LOAD-PULL 
La méthode de caractérisation de circuits non-linéaires Load-Pull repose sur un principe 
simple : le composant à tester est considéré comme une "boîte noire" et aucune information 
concernant les caractéristiques géométriques ou physiques n'est nécessaire. Ainsi, aucune 
équation mathématique n'entre en jeu pour modéliser les phénomènes non-linéaires. 
Les mesures Load-Pull permettent, par la mise en condition réelle de fonctionnement, de 
déterminer les performances optimales en terme de puissance, de rendement en puissance ajoutée 
ou encore de gain des composants testés. Ces mesures consistent à étudier, pour une polarisation, 
une fréquence et une puissance d'entrée données, le comportement du transistor lorsqu'on fait 
varier l'impédance de charge présentée à sa sortie. 
La technique de caractérisation Load-Pull est une méthode qui permet d'optimiser les conditions 
de fonctionnement des transistors, en particulier lorsqu'aucun modèle non-linéaire, permettant de 
décrire de manière fidèle son comportement, n'est disponible. En outre, cette méthode permet de 
valider l'extraction des paramètres non-linéaires d'un modèle en vérifiant, de façon expérimentale, 
les résultats obtenus par la simulation à l'aide de ce même modèle [Sev97]. 
La méthode de mesure consiste à faire varier, pour une puissance d’entrée fixée, l’amplitude et la 
phase de la charge présentée au circuit et à mesurer la puissance de sortie ou encore le rendement 
en puissance ajoutée.  
Pmax
contour - 1 dB
contour - 4 dB
contour - 3 dB
contour - 2 dB
Figure II.7 : Contours à Puissance de sortie constante 
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Il est alors possible de tracer sur des abaques de Smith les lieux à puissance de sortie constante 
(ou rendement à puissance ajoutée constant) qui correspondent à des cercles de plus en plus 
petits à mesure que l’on se rapproche de la valeur de la charge optimale (figure II.7). Une lecture 
directe sur l’abaque de Smith permet alors de connaître la valeur de l’impédance de charge à 
synthétiser.
A l'heure actuelle, plusieurs formes de méthode Load-Pull existent dans la littérature. Elles se 
différencient à la fois par la technique de variation de la charge en sortie et par la prise en compte 
des fréquences harmoniques. 
2.1. La méthode de la charge passive 
Historiquement, la méthode utilisant un adaptateur passif pour faire varier la charge 
présentée en sortie du transistor fut la première développée. Les raisons principales en sont sa 
facilité de mise en œuvre et son faible coût. La figure II.8 présente un système amélioré de 
mesures Load-Pull à charge passive. En effet, un analyseur de réseaux connecté à la sortie du 

















Figure II.8 : Principe de mesure Load-Pull à charge passive 
Par contre, le principal inconvénient de ces bancs de mesures passifs est la limitation en module 
de l'impédance de charge que le tuner peut présenter en sortie du transistor à cause des pertes 
intrinsèques de ce tuner, et ce d'autant plus que les fréquences de mesure sont élevées. 
2.2. La méthode de la charge active 
Le principe de la charge active a été mis au point par Takayama [Tak76]. Il consiste à 
envoyer deux signaux cohérents à l'entrée et la sortie du dispositif sous test (DST). La puissance 
d'entrée est contrôlée en faisant varier l'amplitude de l'onde à l'entrée, tandis qu'en sortie, la 
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réflexion normalement causée par la charge est réalisée de manière électrique par la variation de 
l'amplitude et de la phase de l'onde de sortie par rapport à l'onde d'entrée. Ainsi, il est possible de 
réaliser des coefficients de réflexion couvrant tout l'abaque de Smith. En pratique, les deux 
signaux sont fournis par une même source : des atténuateurs à l'entrée et à la sortie permettent de 








Figure II.9 : Principe de mesure Load-Pull à charge active 
La principale limitation de ce système de mesure est sa difficulté de mise en œuvre, en particulier 
la difficulté de maintenir un coefficient de réflexion constant en sortie. En effet, une modification 
de la puissance d'entrée (onde a1) entraîne une variation de l'onde émise b2 par le dispositif sous 
test et donc de 22L ba=Γ . Un traitement logiciel est donc nécessaire afin de systématiser le 
réglage de a2.
Un autre type de banc actif consiste à utiliser comme onde a2 injectée vers la sortie du DST, une 
partie de l'onde b2 émise par celui-ci. Ce principe, communément appelé principe de la boucle active, a 
été développé par Bava et al. [Bav82] et s'appuie sur la démarche suivante : à l'aide d'un coupleur à 
trois accès, une partie de l'onde b2 est prélevée, puis suit le cheminement de la boucle active 
(déphasage, atténuation ou amplification, puis réinjection vers la sortie du DST). 
Cette technique permet de réaliser n'importe quelle impédance de charge et, contrairement au 
principe de Takayama, elle offre, en outre, la possibilité de travailler à impédance de charge 
constante. En effet, le facteur de réflexion est ici indépendant de l'onde b2 émise par le dispositif 
sous test. La seule limitation de ce type de banc est le risque d'oscillation lorsqu'on travaille avec 
des coefficients de réflexion dont le module se rapproche de 1.
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Un grand nombre de bancs de mesures Load-Pull a été développé. Ils diffèrent, comme nous 
venons de le constater, par la manière de faire varier l'impédance de charge, mais également par 
leur capacité à faire varier cette impédance ou à mesurer le signal aux fréquences harmoniques. 
Les systèmes actifs présentent des avantages certains ; ils sont donc l'objet d'un développement 
important. Nous pouvons citer les travaux de Bouysse et al. [Bou94] qui ont adapté la méthode 
classique de la charge active, en limitant la puissance injectée en sortie au transistor, ce qui permet 
la caractérisation de transistors fortement désadaptés. Ce banc de mesure est limité à 18 GHz,
alors que le système proposé par Bonte et al. [Bon98] permet de tester des composants de 
puissance en bande Ka ( jusqu'à 40 GHz ).
Nous avons pu déjà signaler au chapitre I l'importance de la charge présentée aux harmoniques, 
en particulier à 2f0 et 3f0 [Sni67]. Les systèmes nommés Load-Pull multi-harmoniques qui permettent 
de faire varier l'impédance de charge aux différentes harmoniques de façon indépendante, 
semblent alors les plus pertinents dans une démarche de recherche expérimentale des conditions 
optimales de fonctionnement. 
Ainsi, Blache et al. [Bla95] ont conçu un banc qui utilise une boucle active pour chaque 
harmonique et un analyseur vectoriel de réseaux qui permet de faire les mesures à la fois à la 
fréquence fondamentale et aux harmoniques. L'utilisation de ce type d'analyseur pour des 
mesures multi-harmoniques nécessite un convertisseur de fréquence. Afin de s'en affranchir, la 
caractérisation Load-Pull à l'aide de réflectomètres six-ports a été développée par Ghannouchi et al.
[Gha91], et mise en pratique par Berini et al. [Ber94] afin d'étudier l'influence de la charge 
présentée à l'harmonique 2. 
Berghoff et al. [Ber98] ont proposé une structure également basée sur l'utilisation de réflectomètres 
six-ports, qui permet une mesure automatique du signal de sortie à f0 et 2f0 , ainsi qu'une variation 
de l'impédance de source (mesures Source-Pull ). Ce banc permet également de travailler avec des 
signaux pulsés. Les mesures en impulsions sont utilisées afin de caractériser les transistors 
destinés à travailler en mode pulsé (amplificateurs de puissance pour applications TDMA1,
systèmes radars) ; elles permettent également d'étudier les effets de pièges du composant et 
l'influence des effets thermiques sur le comportement du transistor [Arn00]. 
Enfin, il faut noter l'apparition de bancs de mesures qui permettent à la fois de relever la forme 
d'onde des signaux (mesures dans le domaine temporel) et de réaliser des mesures Load-Pull 
[Ben00]. Il est alors possible de déterminer les impédances qui conduisent à un fonctionnement 
optimal tout en observant, par exemple, l'évolution du cycle de charge. 
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Nous venons dans ce paragraphe d'étudier les différentes techniques de caractérisation 
expérimentale des transistors destinés à des applications de puissance. Nous allons maintenant 
nous attacher à décrire les types de simulation en hyperfréquence et en particulier celles qui 
traitent des circuits non-linéaires. 
III. LES METHODES DE SIMULATION NON-LINEAIRE 
De nos jours, les simulateurs de circuits sont devenus des outils indispensables dans la 
sphère industrielle des micro-ondes. En effet, plusieurs types d'analyse peuvent être employés 
pour caractériser les circuits électriques (analyse continue, analyse petit signal, analyse transitoire, 
analyse grand signal), et permettent ainsi de déterminer a priori la réponse et les formes d'ondes 
du circuit conçu. 
Ainsi, l'utilisation d'un logiciel performant d'aide à la conception de circuits non-linéaires s'avère 
nécessaire dans le cadre de la conception d'amplificateurs de puissance. 
Nous allons présenter les différentes techniques d'analyse qui peuvent alors être mises en œuvre. 
3.1. Les méthodes temporelles[Rod98]
L'analyse des circuits non-linéaires micro-ondes dans le domaine temporel se divise en 
deux grandes étapes : tout d'abord, réaliser la mise en équations du circuit afin de résoudre dans 
un second temps ces équations dans le domaine temporel. 
L'application des lois de Kirchoff ainsi que les relations tension-courant pour les différents 
éléments du circuit (localisés, distribués, non-linéaires) conduit à un système d'équations 
différentielles. 
La résolution de ce système est effectuée en appliquant des méthodes d'intégration numériques 
(méthode d'Euler, méthode des trapèzes, méthode de Gear), qui permette d'obtenir la réponse du 
circuit en utilisant un intervalle de temps Δt et en progressant vers la solution en régime établi. 
Le principal inconvénient de cette méthode se situe dans le temps de calcul qui devient vite élevé 
lorsque la réponse en régime transitoire (passage obligé avant d'obtenir le régime établi) est 
importante par rapport à la période du signal d'excitation. 
En outre, le choix de l'intervalle temporel de discrétisation, le choix de la méthode d'intégration 
numérique sont l'objet d'un compromis entre vitesse de résolution et précision de la solution. 
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Enfin, la complexité de représentation dans le domaine temporel des circuits en éléments 
distribués (comme les lignes de transmission), donnant lieu à un stockage important 
d'informations, est un autre inconvénient qui conduit, actuellement, à une utilisation plus 
généralisée des méthodes fréquentielles ou fréquentio-temporelles. 
Par exemple, l'équilibrage harmonique permet de combiner deux types d'analyse (fréquentielle et 
temporelle) afin d'optimiser le temps et les ressources nécessaires à la résolution des systèmes 
non-linéaires. 
3.2. L'équilibrage harmonique [Rod98]
Depuis les travaux de Kundert et al. [Kun86], qui montrèrent les avantages de  la technique 
de l'équilibrage harmonique, celle-ci s'est progressivement imposée comme un outil puissant de 
simulation pour les circuits non-linéaires. L’originalité de cette méthode est qu’elle combine deux 
types d'analyse lors de la simulation du circuit considéré. Ce dernier est d’abord divisé en deux 











Analyse temporelle Analyse fréquentielle
i1 (t) I1 (w)
v1 (t) V1 (w)
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TF
Figure II.10 : Analyse par équilibrage harmonique 
Chaque sous-réseau est alors étudié en utilisant la méthode la plus appropriée. C'est pourquoi la 
méthode fréquentielle est utilisée pour analyser le sous-réseau linéaire tandis que le sous-réseau 
non-linéaire est analysé dans le domaine temporel.  
Le principe de l’équilibrage harmonique consiste alors à tendre vers l'équilibre des grandeurs 
électriques à l’interconnexion des sous-réseaux linéaires et non-linéaires pour chaque fréquence 
harmonique du signal d'entrée. La transformée de Fourier permet de passer du domaine temporel 
au domaine fréquentiel. 
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Deux grandes familles de simulation par équilibrage harmonique coexistent : l’approche "par 
morceaux" et l'approche "nodale". Les deux formulations ont pour origine les travaux de Nakla et 
Vlach [Nak76]. Ils attribuèrent le qualificatif "par morceaux" à leur méthode en référence à la 
séparation des réseaux linéaires et non-linéaires. Aujourd'hui, ce terme est associé à une 
description multiport des sous-réseaux par opposition à la description "nodale" développée par 
Kundert et al. [Kun86]. Cette dernière s'attache à prendre en compte l'ensemble des nœuds du 
circuit, ce qui conduit généralement à la multiplication des équations et des variables. 
Le principe de base de l'équilibrage harmonique consiste à considérer les signaux d’excitation du 
circuit non-linéaire comme des signaux quasi-périodiques qui peuvent par conséquent être 








0eX)t(x ω (II.18) 
La mise en équation des deux réseaux est alors la suivante. 
La partie non-linéaire 
L'analyse non-linéaire consiste à modéliser les générateurs de courants et tensions 
équivalents aux éléments non-linéaires par leur équation caractéristique dans le domaine 
temporel, à partir des tensions ou courants de commandes : 
))t(x(f)t(y NL= (II.19) 
Avec : y : vecteur des r éléments non-linéaires (courants, tensions, charges ou flux), 
x : vecteur des q commandes (tensions ou courants) des non-linéarités. 
La partie linéaire
L'analyse linéaire conduit à écrire la relation matricielle suivante : 
indE]B[Y]A[X ⋅+⋅= (II.20) 
Avec : X : vecteur des commandes qui comprend les composantes des tensions et courants 
aux fréquences harmoniques, 
iY : vecteur qui comprend les composantes des éléments non-linéaires pour les mêmes 
fréquences, 
indE : vecteur qui comprend les composantes des générateurs indépendants, 
[A] et [B] sont les matrices représentatives du réseau linéaire. 
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Le principe de l'équilibrage harmonique consiste alors à trouver l'équilibre entre l'analyse linéaire 
et l'analyse non-linéaire, c'est à dire à tendre vers l'égalité des grandeurs électriques entre les deux 
sous-réseaux : 
iYY = (II.21) 
Ainsi, il s'agit de résoudre l'équation (II.21) pour toutes les fréquences étudiées : 
0E]B[Y]A[X)X(F indnl =⋅−⋅−= (II.22) 
Une des méthodes pour résoudre cette équation réside dans l’utilisation de la technique itérative 
de Newton-Raphson, qui conduit à calculer la suite suivante : 









































Figure II.11 : Partition circuit linéaire / circuit non-linéaire 
De nombreux travaux de recherche se sont portés sur les différentes techniques d'équilibrage 
harmonique. En particulier, Rizzoli et al. ont apporté de nombreuses contributions à leurs 
évolutions [Riz88], [Riz92]. 
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En outre, la résolution de l'équation (II.22 ) est toujours l'objet d'attentions particulières. En effet, 
l'utilisation de la méthode classique de Newton-Raphson conduit généralement à des tailles 
prohibitives de matrices jacobiennes. Ainsi, des techniques améliorées permettent à la fois de 
minimiser les ressources nécessaires et d'améliorer les problèmes de convergence [Riz97], 
[Gad00].
3.3. Les séries de Volterra
Le principe de l'équilibrage harmonique est aujourd'hui considéré comme une solution 
universelle car il est appliqué à la résolution d'un grand nombre de problèmes d'analyse non-
linéaire.
Néanmoins, sa complexité conduit parfois à des problèmes de convergence. En outre, le choix du 
nombre d'harmoniques pris en compte durant la simulation, influe à la fois sur la précision de la 
réponse et sur le temps de calcul nécessaire. 
C'est pourquoi, l'utilisation des séries de puissance ou des séries de Volterra peut s'avérer plus 
efficace dans un certain nombre de cas. 
Ces moyens d’analyse de circuits microondes non-linéaires sont basés sur les travaux de Volterra
[Vol30], qui, en 1930, introduisit la notion d'extensions fonctionnelles (séries de polynômes 
orthogonaux) qui pouvaient décrire une grande majorité des systèmes non-linéaires. Ces travaux 
ont ensuite été développés par Wiener et Spina [Wie80]. 
Ainsi, le principe de l'analyse par série de Volterra consiste à utiliser l'équation (II.24) pour décrire 











−−= n1n1n21nn dd)t(x)t(x),,,(h)t(y τττττττ (II.25) 
où : ),,,(h n21n τττ est appelé noyau de Volterra d'ordre n ou réponse impulsionnelle non-
linéaire d'ordre n. 
L'utilisation de la transformée de Fourier permet de travailler dans le domaine fréquentiel où le 





n21n )f,,f,f(YY (II.26) 
Avec : )f(X)f(X)f,,f,f(H)f,,f,f(Y n1n21nn21n ×= (II.27) 
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Malheureusement, l’analyse de Volterra est, en général, restreinte aux systèmes faiblement non-
linéaires dans la mesure où la détermination des fonctions de transfert non-linéaires d’ordre élevé 
est relativement complexe. 
Ainsi, la conception d'amplificateurs faiblement saturés ou l'optimisation de l'intermodulation 
d'ordre 3 ont pu être envisagées à l'aide de cette méthode [Lam85], [Maa90] et [Maa99]. 
Récemment, Wang et Brazil [Wan00] ont utilisé les séries de Volterra afin de déterminer les effets 
non-linéaires d’un amplificateur sur un signal d’entrée CDMA2.
La référence [Maa88] pourra apporter des renseignements complémentaires sur les séries de 
Volterra.
IV. L'INTERPOLATION BIDIMENSIONNELLE DES 
PARAMETRES S LARGE SIGNAL 
4.1. Les paramètres S Large Signal 
Dans le domaine linéaire, les quadripôles actifs ou passifs peuvent être caractérisés par 
différentes représentations matricielles : paramètres S, paramètres Z, paramètres Y, …. De façon 
logique, certains chercheurs se sont penchés sur la caractérisation des composants actifs dans le 
domaine non-linéaire. 
Houselander et al. [Hou70] ont commencé par représenter le comportement des transistors 
bipolaires à jonctions en configuration base commune ou émetteur commun en utilisant des 
paramètres Y large signal. Les hypothèses simplificatrices affirmaient que les paramètres y11 et y21
ne dépendaient que de la tension d'entrée V1 alors que y12 et y22 étaient totalement indépendants à 
la fois des tensions d'entrée V1 et de sortie V2 .
Kotzebue [Kot76] a prolongé le travail de Houselander afin de l'appliquer à la conception 
d'amplificateurs de puissance. 
Parallèlement, la notion de paramètres S large signal est apparue lorsque des travaux de recherche 
ont tenté de prolonger la mesure des paramètres S petit signal vers le domaine fort signal. 
Leighton, Chaffin et Webb présentèrent en 1973 [Lei73], un banc de mesure similaire à celui utilisé 
pour la mesure des paramètres S petit signal. 
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Les paramètres S fort signal étaient alors mesurés pour différentes puissances d'entrée puis 
utilisés pour la conception d'un amplificateur de puissance de classe C. La principale hypothèse 
était que les signaux étaient quasi-sinusoïdaux, ce qui permettait alors de tracer des cercles à 
puissance de sortie constante et d'utiliser des techniques de conception semblables à la technique 
de la double adaptation en faible signal. 
Par contre, la méthode de mesure de S12 et S22 , où un fort signal était envoyé à la sortie du 
dispositif après avoir fermé l'entrée sur 50 Ω, ne pouvait témoigner de la réalité physique, puisque 
le transistor ne se trouvait pas dans des conditions normales de fonctionnement. 
S.R. Mazumber et P.D. Van der Puije [Maz78] s'appuyèrent sur les travaux de Takayama [Tak76], à 
savoir le principe de la charge active, pour déterminer les paramètres S grand signal. Leur banc de 
mesure permet d'avoir accès aux différents rapports 2,1j,iji )ab( = .
Il est alors possible d’écrire les équations suivantes à partir de la représentation des quadripôles à 








































b ⋅+= (II.31) 
Nous pouvons alors remarquer que si 1a  et 2a  sont constants, les rapports 2,1j,iji )ab( =
génèrent chacun, en faisant varier la phase de 12 aa entre 0 et 360°, un cercle dans le plan 
complexe dont le centre est le paramètre Sij .
Le principe de mesure consiste alors à utiliser la méthode des deux signaux : les niveaux d'entrée 
et de sortie sont maintenus constants et on fait varier leur phase en balayant l'ensemble du plan 
complexe. Les paramètres S grand signal sont ainsi déterminés pour plusieurs niveaux de 
puissance d'entrée et de sortie. 
La principale limitation de cette méthode de mesure est qu'elle considère que les paramètres S ne 
sont pas une fonction non-linéaire du déphasage entre les ondes a1 et a2. Dans le cas contraire, les 
formes obtenues ne sont plus des cercles mais des courbes dont la détermination du centre est 
difficile. 
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Par la suite, différents travaux ont été basés sur la notion de paramètres S large signal. Tucker 
[Tuc81] a décrit une méthode qui permet d'obtenir l'admittance de charge optimale pour un 
maximum de puissance de sortie, à partir des éléments non-linéaires du modèle du transistor et 
du paramètre S22 large signal. 
Gilmore et Rosenbaum [Gil83] ont présenté, quant à eux, une approche analytique qui permet de 
déterminer le rapport optimum entre l'onde transmise et l'onde incidente afin d'obtenir une 
puissance ajoutée maximale (différence Pout-Pin , qui correspond en fait, dans le cas d'un oscillateur, 
à la puissance transmise à la charge). 
Leur méthode repose sur l'hypothèse principale que S11 et S21 sont uniquement fonction du 
niveau d'entrée alors que S12 et S22 dépendent uniquement du niveau de sortie. Ensuite, une 
procédure pas à pas, permet, après plusieurs allers-retours si nécessaires, de déterminer la 
puissance de fonctionnement optimale ainsi que le réseau de contre-réaction de l'oscillateur. 
Plus tard, Tsang et al. [Tsa91] ont tenu compte des phénomènes importants de désadaptation entre 
les impédances d'entrée et de sortie des composants de puissance et les terminaisons 50 Ω
habituellement utilisées dans les systèmes de mesures. Leurs paramètres S large signal sont alors 
mesurés en insérant en entrée et en sortie des stubs afin de placer le composant non-linéaire dans 
des conditions de transfert maximum de puissance. La conception d'un amplificateur classe C à 
870 MHz a ainsi été envisagée par cette méthode [Tsa96].  
Umeda [Ume91] a, quant à lui, développé une méthode graphique afin de maximiser, comme 
Gilmore et Rosenbaum [Gil83] auparavant, la puissance ajoutée disponible en sortie du composant 
actif. 
En outre, Fujitsu [Kha94] a mis au point, il y a quelques années, un banc de mesure de paramètres 
S large signal, rejoint plus récemment par Motorola [Cal00]. Seok et al. [Seo01] ont, eux, développé, 
tout récemment, une méthode qui s'appuie sur la mesure d'un module qui comporte le transistor 
ainsi que des réseaux d'adaptation en entrée et en sortie. 
Lorsqu’on ne dispose pas d’un banc de mesure, différentes solutions logicielles peuvent être 
envisagées. Ainsi, Rizzoli et al. [Rizz88] ont proposé une méthode de simulation des paramètres S
large signal qui permet de se rapprocher assez fidèlement des conditions réelles de 
fonctionnement. Ces paramètres sont en fait calculés à partir du modèle non-linéaire du transistor 
et à l'aide d'un logiciel de simulation. Un signal d'entrée de puissance réglable à la fréquence f1 est 
appliqué au port d'entrée. Pendant ce temps, un signal est appliqué à la sortie, mais à une 
fréquence f2 telle f2 -f1=10 
-
 
4f1 . Par conséquent, le composant fonctionne en régime quasi 
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périodique dont le spectre est composé des harmoniques et des produits d'intermodulation de f1
et f2.
A l'aide d'un algorithme "two-tone" (implémenté dans tous les logiciels commerciaux de 
simulation non-linéaire), il est possible de récupérer les tensions et courants aux ports d'entrée et 
de sortie pour toutes les fréquences. 
Ainsi, S11 et S21 sont obtenus respectivement par les rapports 11 ab  et 12 ab  à la fréquence f1 et 
S22 , S12 par les rapports 22 ab  et 21 ab  à la fréquence f2.
Puisque f2 est très proche de f1, Rizzoli fait l'hypothèse suivante : )f(S)f(S 222122 =  et 
)f(S)f(S 212112 = .
Xuebang [Xue98] a montré la pertinence de la méthode en la mettant à l'épreuve par le logiciel 
MDS d'Agilent Technologies. 
Les paramètres S grand signal ont également été utilisés pour la conception d'oscillateurs. 
En effet, les premiers travaux de Kotzebue et Parrish [Kot75] ont été utilisés plus tard par Johnson et 
al. [Joh79] dans le cadre du développement de six topologies d'oscillateurs. Nous venons de voir 
que Gilmore et Rosenbaum [Gil83] avaient également utilisé leur approche dans le cadre de la 
conception d'oscillateurs. 
Plus tard, les travaux de Tsang et al. [Tsa91], précédemment cités, ont été utilisés pour la 
conception d'oscillateurs classe E [Tsa94] et classe C [Cha99] pour des fréquences inférieures à 
1 GHz ou encore récemment pour une application moyenne puissance à plus haute fréquence 
(1.8 GHz ) [Yue97]. 
Enfin, il nous faut citer les travaux de Verbeyst et Vanden Bossche [Ver95]. En effet, ils ont décrit le 
comportement non-linéaire des amplificateurs de puissance en utilisant des paramètres qu'ils ont 
nommés VIOMAP (Volterra Input-Output Map). Ces paramètres permettent de décrire les 
contributions réciproques des différentes linéarités sur les harmoniques et sur le fondamental. Par 
contre, cette méthode demande un lourd formalisme mathématique ainsi qu'un matériel de 
mesure important.  
Notre objectif n'est pas le même : il consiste à vérifier si une unique analyse à la fréquence 
fondamentale peut s'avérer suffisant pour envisager la réalisation d'amplificateurs de puissance 
faiblement non-linéaires. 
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Toutes les études portant sur les paramètres S large signal ont montré l’évolution de ces 
paramètres avec la puissance d’entrée. Ainsi, la dépendance bidimensionnelle des paramètres S,
fonction de la fréquence et de la puissance d’entrée, nous a conduit à développer un algorithme 
d’interpolation que nous allons décrire maintenant. 
4.2. L'interpolation bidimensionnelle des paramètres S [Haz98], [Haz00], [Hazo00]
Pour notre conception future d'amplificateurs de puissance, il est primordial de connaître 
les paramètres S en tout point de fréquence et de puissance de fonctionnement. Par conséquent, 
alors qu'une simple interpolation linéaire pouvait suffire dans le domaine des faibles puissances, il 
nous faut à présent réaliser une interpolation à deux dimensions. 
4.2.1. Méthodes d’interpolation [ Jar89]
Pour réaliser une interpolation bidimensionnelle, il faut trouver un modélisme 
mathématique qui, d'une part répond au problème posé et qui, d'autre part soit fiable. Nous 
allons tout d’abord décrire les différentes techniques d’interpolation, avant de justifier notre 
choix.
4.2.1.1. Interpolation linéaire 
Les méthodes de Lagrange et Newton sont des interpolations polynomiales ; la simplicité de 
leur mise en œuvre est leur principal atout. Malheureusement, des variations trop importantes des 
courbes à interpoler peuvent conduire à des erreurs importantes, voire à des phénomènes 
d’oscillations. 
En outre, lorsque les points de mesures sont multipliés, la courbe interpolante obtenue ne 
garantit pas forcément une meilleure représentativité du phénomène étudié : il n'est donc pas 
possible de se fixer a priori comme objectif une précision donnée et de chercher à l'atteindre. 
4.2.1.2. Continuité des tangentes 
L’interpolation d’Hermite se propose de prolonger la méthode introduite par Lagrange : le 
problème posé consiste toujours à trouver une courbe passant par des points donnés mais une 
contrainte supplémentaire vient se greffer, à savoir que les tangentes en ces différents points sont 
imposées [Che85]. 
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Résoudre ce problème permet alors de calculer les équations de deux courbes qui passent par un 
même point et qui ont même tangente en ce point. 
Il est alors possible de diviser l'intervalle d’interpolation en n intervalles et de trouver des 
interpolants sur chaque intervalle qui aient même tangente aux points de jonction. La courbe qui 
en résulte sera alors continue ainsi que sa dérivée première. Mais, dans des zones de fortes 
variations, cette méthode manque de précision. 
4.2.1.3. Continuité des dérivées : splines cubiques 
L’interpolation par splines cubiques [Boo78] permet de maîtriser la continuité des 
dérivées successives en chaque point de jonction. Pour satisfaire à la condition de continuité des 
deux premières dérivées, il faut choisir des polynômes interpolants de degré 3 au minimum. La 
multiplication des points de mesure permet alors une bonne représentation du phénomène 
étudié.
4.2.2. Calcul des splines cubiques [Rao95]
Nous avons donc choisi d’utiliser les fonctions splines cubiques pour réaliser un 
algorithme d’interpolation bidimensionnel. Nous allons décrire, dans un premier temps, le 
formalisme mathématique de ce modélisme avant de présenter les résultats obtenus sur un 
transistor. 
4.2.2.1. Interpolation unidimensionnelle 
Dans le cadre de l’interpolation unidimensionnelle, il nous faut, à partir d’une fonction 
discontinue dont les valeurs )x(yy ii = , N1i =  sont connues pour différents points xi ,
réaliser une interpolation spline sur chaque intervalle ]x,x[ 1ii +  (figure II.12 ).
Afin de déterminer l'expression générale de la fonction interpolante sur tout l'intervalle de 
définition, nous posons )x(P 1i− , l’équation de l’interpolant spline cubique pour le i-1
ème intervalle 
et )x(Pi , celle du i 











iii d)xx(c)xx(b)xx(a)x(P +−+−+−= (II.33) 
Les coefficients ai-1 , ai , bi-1 , bi , ci-1 , ci , di et di-1 sont les inconnues à déterminer. 
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ii yd = (II.37) 
Par conséquent, pour déterminer complètement la fonction interpolante, il nous faut trouver les 































Figure II.12 : Interpolation par intervalle 
Finalement, si Si est la dérivée seconde au point de jonction i, résoudre le problème initial revient 














Les valeurs de S0 et Sn doivent par contre être fixées. 
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Par résolution de ce système, les coefficients ai , bi , ci et di sont déterminés puis, au final, les 
expressions des différentes splines cubiques sur chaque intervalle. 
Cette approche à une dimension nous a permis de donner les principes de l’interpolation par 
splines cubiques. Penchons-nous à présent sur le problème à deux dimensions. 
4.2.2.2. Interpolation bicubique à deux dimensions [Pre89]
Le problème initial de l'interpolation bidimensionnelle est le suivant : nous disposons 
d’un vecteur x1a de largeur m et d’un vecteur x2a de largeur n, qui contiennent les variables 
indépendantes. Chaque point de mesure est rangé dans une matrice de valeurs mesurées ya[ j,k] où 
j varie de 1 à m et k de 1 à n.




Nous voulons alors estimer par interpolation la fonction y pour un point non tabulé (x1,x2). 
Un concept important est celui de la grille dans lequel se trouve le point (x1,x2 ), c’est-à-dire les 
quatre points tabulés qui entourent le point désiré. 
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En définissant les coordonnées t et u par les relations suivantes : 
])j[x]1j[x(])j[xx(t a1a1a11 −+−= (II.44) 
])k[x]1k[x(])k[xx(u a2a2a22 −+−= (II.45) 
La formulation la plus élémentaire pour une interpolation à deux dimensions est alors : 
432121 uy)t1(tuyy)u1(ty)u1)(t1()x,x(y −++−+−−= (II.46) 
Cette interpolation bi-linéaire n'est évidemment pas la plus efficace et l’interpolation par splines 
bicubiques permet d'améliorer la précision. 










Les coefficients cij sont déterminés grâce aux propriétés des fonctions splines : continuités des 
dérivées premières et secondes, et linéarité de la dérivée seconde. Il est donc nécessire de spécifier 
en chacun des quatre points de la grille, non seulement y(x1,x2 ), mais également 1xy ∂∂ ,
2xy ∂∂ et 212 xxy ∂∂∂ .
Nous allons maintenant nous attacher à décrire le programme que nous avons réalisé. 
4.2.3. Algorithme du programme développé [Haz98], [Haz00]
4.2.3.1. Interpolation unidimensionnelle 
Nous avons commencé par réaliser un programme d’interpolation à une dimension, afin 
de l’utiliser à l’étape bidimensionnelle. 
Les fonctions développées pour l’exécution de ce programme sont les suivantes : 
• unidim : cette fonction permet de saisir les valeurs de départ ainsi que le 
résultat des mesures dans deux vecteurs. Elle permet également 
d’obtenir les résultats de l’interpolation. 
• deri_sec : à partir des vecteurs ]xx[x n1  et ]yy[y n1  tels que 
)x(fy ii = , la fonction deri_sec stocke dans un tableau les dérivées 
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secondes de la fonction interpolante f aux points xi . Elle permet en 
fait de résoudre le système matriciel donné par l'équation (II.40).
• inter_uni : pour une valeur x appartenant à l’intervalle ]x,x[ n1 , la fonction 
inter_uni retourne la valeur y interpolée, donnée par la relation 
(II.33). Le calcul est réalisé à partir des vecteurs ]xx[x n1  et 
]yy[y n1 , et de la matrice ]n1[z , résultat de la fonction 
deri_sec.
Il est intéressant de noter que la fonction deri_sec est appelée une unique fois dans le 
programme unidim. Les valeurs de la fonction interpolée pour n’importe quelle valeur de x sont 
obtenues par appels (autant de fois que nécessaire) à la fonction inter_uni.
4.2.3.2. Interpolation bidimensionnelle 
L’interpolation à deux dimensions est l’extension de l’interpolation à une dimension. En 
effet, comme nous l’avons décrit auparavant, nous disposons d’un vecteur x de largeur m et d'un 
vecteur y de largeur n. La mesure à partir du point ]x,x[ ji  est stockée au point ]j,i[z de la 
matrice Z.
L’interpolation se fait alors de la manière suivante : m interpolations spline à une dimension sont 
réalisées sur les lignes de la matrice Z, puis une nouvelle sur la colonne nouvellement créée. 
Les fonctions utilisées pour l’interpolation bidimensionnelle sont alors les suivantes : 
• bidim : cette fonction permet de saisir les valeurs de départ ainsi que le 
résultat des mesures dans deux vecteurs. Elle permet également 
d’obtenir les résultats de l’interpolation. 
• deri_sec_bi : à partir des vecteurs ]xx[x m1  et ]yy[y n1 , et de la 
matrice Z, la fonction deri_sec_bi construit une spline cubique à 
une dimension des lignes de Z et stocke les dérivées secondes dans 
la matrice ]n1,m1[T .
• inter_bi : pour un couple à interpoler (x0 ,  y0) , la fonction inter_bi retourne 
une valeur z 0 interpolée. Le calcul est réalisé à partir des vecteurs 
]xx[x m1  , ]yy[y n1 , de la matrices Z et de la matrice T, 
résultat de la fonction deri_sec_bi.
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4.2.4. Exemples d’interpolation 
Afin de valider notre programme d’interpolation, nous présentons ici des résultats sur les 
paramètres S21 et S11 du transistor CLY5 d'Infineon.
Notre démarche a consisté à remplacer la mesure des paramètres S large signal par une approche 
logicielle : la méthode développée par Rizzoli et al. [Rizz88] ainsi que le logiciel HP-ADS nous ont 
permis de déterminer les paramètres S large signal par simulation sur une plage de puissance 
s’étalant de 0 à 30 dBm, par pas de 0,5 dBm, et sur une plage de fréquence de 1 à 3 GHz par pas de 
0,5 GHz.. Ces paramètres seront alors considérés pour la suite comme les "points de mesure" de 
référence. 
4.2.4.1. Etude sur S21
Dans un premier temps, nous avons utilisé les points de mesures tous les dBm afin de 
réaliser une interpolation tous les 0,5 dBm et de comparer ces points d’interpolation aux points de 
mesures. La figure II.14 montre la surface représentative des amplitudes mesurées de S21 en 
























Puissance en dBm Fréquence en GHz
Figure II.14 : Amplitude interpolée de S21 
Dans un soucis de comparaison des données, nous présentons une courbe paramétrée à deux 
dimensions : en effet, la figure II.15 montre les amplitudes de S21 mesurées et interpolées en 
fonction de la puissance et paramétrée par la fréquence. 
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Figure II.15 : Comparaison mesures-interpolation de S21 
Avec ce type d’interpolation, nous pouvons noter que les résultats sont dans l’ensemble très 
satisfaisants. L’erreur moyenne est de 10 - 2.
4.2.4.2. Etude sur S11
Nous présentons à la figure II.16, juste pour exemple, la surface représentative des 

























Puissance en dBm Fréquence en GHz
Figure II.16 : Amplitude mesurée de S11 
La figure II.17 permet, quant à elle, de comparer mesures et interpolations et donc de porter un 
jugement sur la validité du programme. 
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Figure II.17 : Comparaison mesures-interpolation de S11 
Nous pouvons remarquer que pour ces premiers exemples, les erreurs engendrées par 
l’interpolation mise en œuvre, sont très minimes. Nous allons maintenant déterminer la précision 
de cette méthode. 
4.2.5. Etudes de précision 
Après avoir présenté deux exemples qui illustrent la mise en œuvre de l'interpolation par 
les splines cubiques, il est intéressant de se pencher sur la détermination du nombre de mesures à 
réaliser qui permettent de garantir une erreur minimale au niveau de l'interpolation. 
En effet, dans l'étude précédente, l'interpolation a été réalisée avec un nombre de points de 
mesure relativement important, ce qui explique les très faibles erreurs de précision. Nous allons 
maintenant diminuer ce nombre de mesures afin de quantifier de façon exacte l'erreur résultante 
de l'interpolation. 
Nous avons fait des études sur les modules et phases des paramètres S en réalisant 4
interpolations : 
1 ère interpolation : basée sur 30 points de mesures, 
2 ème interpolation : basée sur 15 points de mesures, 
3 ème interpolation : basée sur 8 points de mesures, 
4 ème interpolation : basée sur 5 points de mesures. 
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Les paramètres S sont connus pour une puissance variant entre 0 et 30 dBm et sur la plage de 
fréquence 1- 4 GHz. Pour chaque interpolation, nous pouvons alors comparer les points de 
mesure connus et les points de mesure interpolés. 
Nous voudrions tout d’abord faire remarquer que les variations de phase observées sur les 
paramètres S sont relativement faibles ou très peu abruptes. Il n’en résulte quasiment aucune 
erreur sur les phases interpolées même avec un nombre de mesures peu important. Nous 
présenterons donc par la suite uniquement des résultats sur les modules de ces paramètres S, en 
particulier pour S11 et S21.
4.2.5.1. Etude sur S11
Les figures II.18 à II.19 présentent, tout d'abord, les valeurs du module de S11 pour la 
deuxième interpolation, ainsi que les erreurs totales engendrées. 
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Figure II.18 : Comparaison Mesures-2ème interpolation de mag(S11) 
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Figure II.19 : Erreurs totales sur mag(S11) dues à la 2
ème interpolation 
D'après les deux courbes précédentes, nous pouvons affirmer qu'avec la deuxième interpolation, 
les erreurs sur les valeurs interpolées sont quasiment négligeables. C'est pourquoi, nous n'avons 
pas représenté la première interpolation puisqu'elle n'apporte pas d'informations supplémentaires. 
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Figure II.20 : Comparaison Mesures-3ème interpolation de mag(S11) 
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Figure II.21 : Erreurs totales sur mag(S11) dues à la 3
ème interpolation 
Les résultats de la troisième interpolation montrent que les performances interpolées 
commencent à s'écarter progressivement des mesures. 
                                        
                                        
                                        
                                        
                                        
                                        











 interpolé à 1 GHz
S
11
 interpolé à 1,5 GHz
S
11
interpolé à 2 GHz
S
11
 interpolé à 2,5 GHz
S
11
 interpolé à 3 GHz
S
11
 interpolé à 3,5 GHz
S
11









 mesuré à 1 GHz
S
11
 mesuré à 1,5 GHz
S
11
 mesuré à 2 GHz
S
11
 mesuré à 2,5 GHz
S
11
 mesuré à 3 GHz
S
11
 mesuré à 3,5 GHz
S
11
 mesuré à 4 GHz
Figure II.22 : Comparaison Mesures-4ème interpolation de mag(S11) 
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Figure II.23 : Erreurs totales sur mag(S11) dues à la 4
ème interpolation  
Les courbes précédentes nous permettent de tirer quelques enseignements. Tout d'abord, avec les 
deux premières interpolations, les erreurs sur les valeurs interpolées sont quasiment négligeables. 
Par contre, nous pouvons observer une dégradation à partir de la troisième interpolation, même 
si celle-ci reste acceptable. Enfin, une interpolation basée uniquement sur 5 points de mesures est 
à proscrire, du fait des forts écarts entre la mesure et l'interpolation. 
Le tableau II.1 récapitule les quatre interpolations en précisant les erreurs maximales relatives et 
absolues pour chacune d'entre elles. 
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2 ème interpolation 
(15 mesures) 
3 ème interpolation 
(8 mesures) 
4 ème interpolation 
(5 mesures) 
Erreur absolue max 0.00405 0.01267 0.03392 0.09761 
Erreur relative max 0,4% 1% 4% 19% 
Tableau II.1 : Erreurs relatives et absolues dues à l’interpolation de S11 
Le tableau II.1 nous permet de confirmer ce que nous avions commencé à émettre : 
Les 1 ère et 2 ème interpolations sont précises mais coûteuses en mesures (même si un total 
de 15 mesures n'est pas forcément excessif), 
La 4 ème interpolation est à éliminer, 
Finalement, la 3 ème interpolation, c'est à dire 8 mesures, semble le meilleur compromis 
car l'erreur relative maximale n'est que de 4 %. En outre, en améliorant l'orientation des 
mesures, il est possible de diminuer cette erreur relative. Nous allons illustrer cette 
propriété par le prochain exemple. 
4.2.5.2. Etude sur S21
Ce deuxième exemple sur le module de S21 permet d'affirmer également qu'avec les deux 
premières interpolations, les erreurs sur les valeurs interpolées sont quasiment négligeables. Nous 
observons à nouveau une diminution de la précision à partir de la troisième interpolation (figures 
II.24 et II.25 ).
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Figure II.24 : Comparaison Mesures-3ème interpolation de mag(S21) 
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Figure II.25 : Comparaison Mesures-4ème interpolation de mag(S21) 
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Le tableau 4.2 permet, comme dans l'exemple précédent, de donner pour chaque interpolation, 










Erreur absolue max 0.09976 0.1490 0.22484 0.52841 
Erreur relative max 2% 3% 5% 12% 
Tableau II.2 : Erreurs relatives et absolues dues à l’interpolation de S21 
Pour les différentes interpolations que nous venons de présenter la répartition des mesures était 
uniforme sur la plage 0-30 dBm. Or, nous savons que dans la partie linéaire les paramètres S ne 
varient pas en fonction de la puissance. Par conséquent, nous avons réalisé de nouvelles 
interpolations en répartissant nos mesures de façon plus optimale. 
Une seule mesure est effectuée dans le domaine linéaire, les autres mesures étant alors réparties 
de façon plus dense vers les zones de plus fortes variations. 
Trois nouvelles interpolations ont, à nouveau, été effectuées : 
a) : basée sur 12 points de mesures, 
b) : basée sur 9 points de mesures,
c) : basée sur 6 points de mesures,
Les résultats de ces interpolations sont présentés sur les figures II.26 à II.27 et le tableau II.3
résume les différentes erreurs pour chacune d'entre elles. 
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Figure II.26 : Comparaison Mesures/interpolation b) de mag(S21) 
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Figure II.27 : Comparaison Mesures/interpolation c) de mag(S21) 
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Erreur absolue max 0.1671 0.1679 0.2371 
Erreur relative max 3% 4% 7% 
Tableau II.3 : Erreurs relatives et absolues avec une nouvelle répartition des mesures 
Nous pouvons conclure de tous ces résultats qu'une dizaine de mesures suffit pour avoir une 
précision très acceptable sur les paramètres S à condition d'opter pour une répartition optimale 
des points de mesures sur la plage de puissance considérée. En effet, les erreurs dues à 
l'interpolation s'en trouvent diminuées. 
D'une manière générale, nous pouvons remarquer que les écarts les plus importants entre les 
mesures et les résultats de l'interpolation se produisent lorsque les variations des courbes sont 
plus franches. Par conséquent, la répartition optimale des points de mesures dépendra de la 
forme de la courbe, mais également de la fréquence, puisque les variations des paramètres S
diffèrent en fonction de la fréquence. 
Les études sur les autres paramètres S ont montré des résultats similaires. 
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CONCLUSION 
Une conception rigoureuse d'amplificateurs de puissance n'est envisageable qu'avec la 
mise en œuvre de techniques de caractérisation qui permettent une connaissance du 
comportement en régime non-linéaire des transistors de puissance. Plusieurs enseignements 
peuvent être tirés à l'issue de ce chapitre. 
Tout d'abord, la modélisation électrique des transistors à effet de champ, présenté dans la 
première partie, permet, à partir de mesures et de techniques d'extraction, de déterminer des 
équations mathématiques qui régissent le fonctionnement grand signal du composant. Ces modèles 
sont nécessaires si l'objectif du concepteur est d'utiliser un logiciel de simulation non-linéaire 
pour optimiser les performances de l’amplificateur de puissance. A l'heure actuelle, même si les 
séries de Volterra peuvent être envisagées pour résoudre des problèmes faiblement non-linéaires, 
le principe de l'équilibrage harmonique est aujourd'hui le plus répandu parmi les outils de 
simulation grand signal. Ainsi, l'utilisation d'un modèle non-linéaire dans un logiciel de CAO est le 
quotidien d'un grand nombre de concepteurs. 
Ensuite, la caractérisation expérimentale des composants actifs apparaît également 
comme une solution efficace pour déterminer les conditions optimales d'utilisation. Mais, le fort 
investissement matériel (banc de mesure Load-Pull) ainsi que la multiplication des mesures sont 
les principaux inconvénients de ce type de caractérisation. 
Nous proposons, alors, une méthode de conception originale d'amplificateurs de 
puissance basée sur la notion de paramètres S large Signal et sur la méthode des fréquences 
réelles. Dans ce chapitre, nous avons présenté l'origine des paramètres S Large Signal ainsi que 
leur utilisation actuelle. Un programme d'interpolation bidimensionnelle, qui permet de prendre 
en compte la dépendance des paramètres S en fonction de la fréquence et de la puissance, en 
régime de forts niveaux d'entrée, a été réalisé. 
L'utilisation de ce programme d'interpolation, ainsi que la présentation de notre méthode 
de conception basée sur la méthode des fréquences réelles, sont l'objet du prochain chapitre. 
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INTRODUCTION 
Dans le cadre de la synthèse de circuits, la méthode des fréquences réelles est un outil 
performant. Introduite à l'origine par H.J. Carlin et B.S. Yarman [Yar82], son intérêt réside dans 
une simplicité de mise en œuvre alliée à de fortes potentialités : de nombreuses applications, telles 
que la conception d'amplificateurs large-bande [Ker98], [Kerh98], d'amplificateurs faible bruit 
[Ker97], de filtres actifs [Jar96], [Jar98], [Ker01] ou telles que l'adaptation d'antenne ont prouvé 
son efficacité. Son principe repose sur la synthèse de quadripôles d'adaptation qui conduisent à 
l'optimisation de caractéristiques prédéfinies (gain, T.O.S., facteur de bruit,…). 
Dans un premier temps, nous allons présenter le concept de cette méthode ainsi que son 
formalisme dans le domaine distribué. Il est basé sur la représentation de Belevitch qui permet 
d'exprimer les paramètres de répartition des égaliseurs sous une forme polynomiale. 
Ensuite, nous aborderons l'étude d'un amplificateur linéaire multi-étages afin de présenter 
le caractère itératif de la méthode de conception. Les différentes étapes de calcul seront détaillées 
pour mettre en évidence l'arborescence du logiciel de conception existant. En outre, la méthode 
des fréquences réelles ne saurait être performante sans l’utilisation d'un algorithme d'optimisation 
efficace. C'est pourquoi, nous exposerons la procédure d'optimisation, basée sur la notion de 
"fonction multi-objectifs" et intégrant la méthode de Levenberg-Marquardt. 
La dernière partie de ce chapitre proposera une extension de la méthode originelle de H.J. 
Carlin et B.S. Yarman à la conception d'amplificateurs de puissance. Plusieurs modifications y 
seront apportées. En effet, il s'agira, tout d'abord, de prendre en compte la variation des 
paramètres S des transistors en fonction de la puissance, qui conduit à la modification de la 
procédure de lecture des données d'entrée ainsi qu'à la mise en œuvre de l'interpolation 
bidimensionnelle. Ensuite, nous proposerons une méthode d'optimisation de la puissance ajoutée 
que nous avons intégré au logiciel de conception. Elle permet de déterminer la puissance 
optimale de fonctionnement du dernier étage qui intègre le transistor de puissance. Enfin, nous 
présenterons une nouvelle démarche itérative de conception : alors que nous abordions la 
conception multi-étages en progressant de la source vers la charge, une nouvelle synthèse est 
proposée, de la charge vers la source, afin de prendre en compte l'importance de l'impédance de 
sortie présentée à l'étage final de puissance. Les nouvelles procédures de calcul et d'optimisation 
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ont été implémentées dans un logiciel, nommé Rfcad_power, écrit en langage C-ANSI sous 
environnement UNIX. 
I. FORMALISME 
1.1. Concept de la méthode 
La méthode des fréquences réelles est une méthode d’aide à la conception de circuits 
hyperfréquences. Dans le cadre de la conception d'amplificateurs multi-étages, elle s'attache à 
obtenir les conditions de la double adaptation en tenant compte du caractère non-unilatéral du 
transistor. En particulier, elle permet la description des éléments constitutifs des réseaux 
adaptateurs inter-étages. 
Afin d’expliquer le concept de cette méthode, nous allons prendre l’exemple de la conception 
d’un amplificateur hyperfréquence petit signal. 
La première finalité d'un montage amplificateur est d'obtenir un transfert de puissance optimal 
entre le générateur et la charge. Afin d'obtenir l'adaptation en gain, deux conditions s'avèrent 
nécessaires au niveau des circuits d'adaptation (figure III.1 ) : 
le réseau d'entrée doit transformer Γg en : 
*
e1 ΓΓ =  (III.1) 
tandis que le réseau de sortie doit transformer ΓL en : 
*














Figure III.1 : Adaptation en gain 
Cependant, il n'est pas toujours nécessaire de réaliser l'adaptation sur le gain maximum. En effet, 
le gain du transistor défini par 
2
21S est généralement décroissant aux hautes fréquences. Le rôle 
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des étages adaptateurs vis-à-vis du gain est alors de maximiser le gain à la fréquence supérieure de 
la bande passante et de réduire le gain aux fréquences inférieures. 
De plus, il faudra prendre en compte, lors de la conception de cet amplificateur, non seulement le 
gain, mais aussi le T.O.S. d'entrée, le T.O.S. de sortie ou encore le facteur de bruit. 
Ainsi, à partir d'un cahier des charges donné, il est nécessaire de trouver une méthode permettant 
d'optimiser ces différentes caractéristiques tout en réalisant un compromis acceptable quant aux 
performances finales. 
La "méthode des fréquences réelles" permet de calculer très rapidement et de manière optimale 
les éléments constitutifs des réseaux adaptateurs à partir des paramètres de répartition et de bruit 
mesurés du transistor. Elle ne nécessite donc aucun modèle équivalent. 
L’optimisation des réponses des différentes caractéristiques (gain, T.O.S. d’entrée et de sortie, 
facteur de bruit) se fait sur les fonctions de transfert des étages adaptateurs (figure III.2 ). Par 
conséquent, nous pouvons choisir la topologie de ces derniers ainsi que le type de synthèse 







Figure III.2 : Représentation d’un égaliseur 
A partir de la représentation de Belevitch, détaillée dans le paragraphe suivant, il est possible de 
générer un algorithme permettant de construire les différents égaliseurs en calculant leurs 
paramètres de répartition notés (eij ) de manière à optimiser les performances de l'amplificateur. 
Plusieurs travaux de thèse ont déjà été effectués sur la méthode des fréquences réelles. A. Perennec 
[Per88], A. Olomo Ngongo [Olo92] et P. M. Martin [Mar93] ont développé des amplificateurs 
micro-ondes à l’aide de cette méthode. E. El Hendaoui [Hen92] s’est penché, quant à lui, sur la 
synthèse de filtres actifs. Enfin, E. Kerhervé [Ker94] a poursuivi le développement d’un logiciel de 
conception basée sur la méthode des fréquences réelles par la réalisation d’amplificateurs faible 
bruit à éléments distribués. 
Chapitre III 
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Ce logiciel, nommé Rfcad  1, résulte de l’association de la technique des fréquences réelles et de 
l’algorithme d’optimisation de More [Mor78] ; il permet de synthétiser les éléments réalisant 
l'adaptation d'entrée et de sortie pour la conception d’amplificateurs faible bruit et de filtres actifs. 
Une version du logiciel (Acad 2 ) a été étendue à l'adaptation d'antennes dédiées à des mesures de 
SER (Surface Equivalent Radar) [Ker99]. La figure III.3 présente l’état actuel des différentes 



















Figure III.3 : Logiciels basés sur la méthode des fréquences réelles 
1.2. Représentation de Belevitch 
Le formalisme de la méthode des fréquences réelles est fondé sur la représentation de 
Belevitch [Bel56] qui permet d'exprimer les paramètres de répartition (eij ) des circuits d'adaptation à 
l’aide de polynômes. La représentation classique d’un égaliseur a été donnée à la figure III.2. 
Les paramètres (eij ) sont décrits à l'aide de deux polynômes g(t) et h(t), et d'une fonction f(t) où 
Ωjt =  est la variable de Richards [Ric48], représentative d'une synthèse en éléments distribués. 
Par contre, lors de la synthèse en éléments localisés, les polynômes s'expriment en fonction de la 
variable de Laplace ( ωjp = ). 
Si l'on suppose que le coefficient de réflexion de l’adaptateur E, lorsque la sortie est adaptée, 











+++==  (III.3) 
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où n représente le nombre d'éléments de l'égaliseur, les propriétés de réciprocité et de non-
dissipassivité de l'égaliseur, ainsi que l’unitarité de la matrice de répartition de l’égaliseur E, nous 
permettent d'écrire les autres paramètres sous la forme : 
)t(g
)t(f




−±=  (III.5) 
1.2.1. Choix de la fonction f(t) 
Le choix de la fonction f(t) conditionne la structure des réseaux d’adaptation. 
Typiquement, un réseau de lignes cascadées est passe-tout. Afin de réaliser d’autres fonctions, 
comme des filtres passe-bande [Hen91], il est nécessaire de synthétiser des stubs passe-bas pour 
avoir un certain nombre de zéros de transmission à l’infini et des stubs passe-haut pour réaliser 
des zéros de transmission à l’origine. 
Nous choisissons alors la forme suivante pour la fonction f  [Car71] : 
2n2s )t1(t)t(f −=  (III.6) 
où : s est le nombre de stubs passe-haut, 
n est le nombre d’éléments unitaires de l’égaliseur. 
Cette expression est parfaitement adaptée à la synthèse de fonctions électroniques complexes 
[Mok77]. 
Enfin, la propriété d’unitarité de la matrice de répartition nous permet de déterminer l’expression 




−−= +  (III.7) 
Dans ce cas, h(t) est un polynôme de degré N (III.8) : 
qsnN ++=  (III.8) 
où : q est le nombre de stubs passe-bas. 
Dans la mesure où le polynôme f(t) est déterminé, il nous suffit de déterminer une autre équation 




1.2.2. Détermination de g(t) 
La propriété de non-dissipassivité de l’égaliseur nous permet d’exprimer le polynôme g(t) 





11 =+  (III.9) 
qui se traduit par : 
n2s2 )t1(t)t(h)t(h)t(g)t(g −+−=−  (III.10) 
g(t) est alors un polynôme de Hurwitz assurant la stabilité et la réalisibilité du réseau E 
d'adaptation. 
Finalement, à partir de la connaissance unique du polynôme h(t), la caractérisation complète de 
l’égaliseur E est possible. 
Nous allons, à présent, exposer la méthode de conception de circuits par la technique des 
fréquences réelles. 
II. ETUDE D’UN AMPLIFICATEUR LINEAIRE MULTI-
ETAGES 
2.1. Caractère itératif  de la méthode 
Comme nous avons pu l’affirmer auparavant dans ce chapitre, la méthode des fréquences 
réelles a permis la réalisation d’amplificateurs multi-étages faible bruit. Nous présentons, dans les 
paragraphes qui suivent, le formalisme de base ainsi que l’algorithme proposé en nous limitant 
aux deux premiers objectifs originels [Per88] : le gain transducique ainsi que les T.O.S. d’entrée et 
de sortie. On pourra se reporter aux derniers travaux [Olo92], [Ker94] pour la présentation de 
l’optimisation du facteur de bruit. 
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Méthode des fréquences réelles (MFR) 
 
1. Définition des variables d’entrée 
• Paramètres S de répartition des transistors, 
• N : degré du polynôme h(t), 
• s : nombre de stubs passe-haut, 
• q : nombre de stubs passe-bas, 
• Γg : coefficient de réflexion de la source, 
• ΓL : coefficient de réflexion de la charge, 
• hi (i = 1,…, N) : inconnues. 
Dans la suite, nous nous intéresserons uniquement aux réseaux passe-bas. Certaines 
contraintes existent alors sur les coefficients hi et g i . Ainsi, g 0 doit être égal à l’unité tandis que h0 
est nul. En outre, la relation entre les coefficients hn et g n doit être la suivante : nn gh ±=  [Olo92]. 
De plus, B. S. Yarman et H. J. Carlin ont vérifié qu’affecter de manière alternative les valeurs 1 et 
-1 aux coefficients initiaux hi (i≠0) garantissait une convergence rapide du problème. L’algorithme 
d’optimisation utilisé [Mor78] ainsi que notre expérience nous conduisent à affirmer qu’une plage 
plus étendue de valeurs initiales conduit également à une convergence quasi-systématique vers le 
minimum global de la fonction objectif. 
2. Générer G(t2) 
L’étape suivante consiste à générer le polynôme )t(G 2 , issu de la relation III.10 et dont la 





2 +++=−=  (III.11) 

























































Il nous faut ensuite déterminer les racines du polynôme )t(G 2 . 
3. Factorisation de G(t 2) 
Les racines de )t(g)t(g)t(G 2 −=  sont extraites grâce à un programme de calcul des 
racines. Ces racines complexes sont alors conjuguées deux à deux et la constellation est 






Figure III.4 : Constellation des racines de g(t)g(-t) 
4. Formation du polynôme d’Hurwitz 
Afin de garantir la stabilité du système, nous ne conservons que les racines à partie réelle 
négative de façon à former le polynôme d’Hurwitz  g(t) de degré N : NN10 tgtgg)t(g +++= . 
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5. Construction de la matrice de répartition 
Il convient, à ce niveau, de construire les paramètres de répartition (eij ) de l’égaliseur à 










−±====  (III.15) 
6. Calcul des gains 
Dans la conception classique par la méthode des fréquences réelles, les calculs de gain se 
font de façon itérative : la première étape consiste à déterminer le gain du premier étage de 
l’amplificateur constitué d’un égaliseur et d’un transistor. 
A partir de la figure III.5, nous pouvons déterminer l’expression (III.16) du gain transducique du 
premier étage en fonction des paramètres (eij ) de la matrice de répartition de l'égaliseur et des 

































−=  (III.16) 
avec :  
1ij
e  : paramètres S de l'égaliseur E1, 
 
1ij
S : paramètres S du transistor T1.  





























+=  (III.18) 
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Figure III.6 : k premiers étages de l’amplificateur 



















































La dernière étape de la conception nous conduit à placer le dernier égaliseur et à calculer le gain 














Figure III.7 : Amplificateur complet 
Le gain transducique total de l’amplificateur est alors fonction du gain transducique des (k-1) 






















=  (III.22) 
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7. Calcul des T.O.S. 
La détermination des T.O.S. d'entrée et de sortie s'effectue parallèlement aux calculs des 
gains décrits précédemment et en procédant par étapes successives. 
Pour les k premiers étages (figure III.6), l'expression du T.O.S.in est obtenue de manière récursive 






























+=  (III.24) 
kk 11L















+=  (III.26) 
Le T.O.S. de sortie est calculé uniquement lorsque le dernier égaliseur est inséré (figure III.7). 
Finalement, les expressions des T.O.S. d’entrée et de sortie pour l’amplificateur dans son 


































Nous avons vu que l’originalité de la méthode des fréquences réelles repose notamment 
sur la synthèse d’éléments égaliseurs dont les paramètres de répartition (eij ) sont donnés par la 
représentation de Belevitch [Bel56]. 
Ces paramètres (eij ) sont simplement décrits à l’aide de deux polynômes :  g(t) et h(t), et d'une 
fonction f(t), où les inconnues sont les coefficients h0, h1,…, hn. 
Ainsi, l’optimisation sera réalisée sur les coefficients de h(t) : h0 , h1 ,…, hn , après un premier calcul 
avec des valeurs aléatoires pour ces mêmes coefficients. 
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C'est à dire qu'à chaque passage dans la boucle d'optimisation, les coefficients h0, h1,…, hn , sont 


































Gk , T.O.Sink et T.O.Soutk sont respectivement les valeurs du gain, du T.O.S. d’entrée et du T.O.S. de 
sortie. G0 , T.O.Sin0 et T.O.Sout0 correspondent aux valeurs de référence, c’est à dire aux objectifs 
visés. W1, W2 et W3 sont les facteurs de pondération attribués à ces paramètres. 
L’algorithme de J.J. More [Mor78] permet d'obtenir une convergence rapide vers le minimum 
global de cette fonction. 
Le paragraphe suivant va nous permettre d’exposer plus en détail la notion de fonction-objectif 
ainsi que la méthode d’optimisation choisie. 
2.2. Méthode d'optimisation 
2.2.1. Fonction multi-objectif 
Le choix de la méthode d'optimisation mise en œuvre est essentiel car il conditionne 
généralement le temps de calcul de l'algorithme. Différentes méthodes existent. Nous utiliserons 
ici, une méthode basée sur la technique du gradient du fait de sa rapidité et dans la mesure où elle 
a été éprouvée avec succès dans le cadre de la conception de circuit [Per88], [Olo92], [Hen93] 
[Mar93], [Ker94]. 
Nous venons de voir que l'optimisation était basée sur la notion de "fonction-erreur multi-objectifs". 
En effet, dans un système à plusieurs variables, dont les caractéristiques souhaitées ont été fixées, 
nous pouvons définir une fonction-erreur E(h) qui permet de caractériser l'écart entre l'objectif 
souhaité et la réponse réelle du circuit. La minimisation de cette fonction-erreur est alors la 
fonction principale de la technique d'optimisation. 
Pour m objectifs simultanées, et pour une plage de fréquence discrétisée en N1 points de 
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Avec : 
• )h,(T jk ω  : valeur de la réponse en fonction de la pulsation ωj et du vecteur-optimisation 
)h,,h,h(h n10= , 
• )(T j0k ω  : réponse recherchée à la pulsation ωj , 
• Wk : facteur de pondération. 
Cette fonction, du type "moindres carrés", est largement utilisée dans les processus d'optimisation 
car elle bien adaptée au calcul matriciel, et possède généralement plusieurs minima locaux. 
L'efficacité de la méthode d'optimisation dépendra alors de sa capacité à déterminer le minimum 
global et de la rapidité (nombre d'itérations entreprises) pour atteindre ce minimum. 
2.2.2. Algorithme de Levenberg-Marquardt – Amélioration de More 
La méthode de Levenberg-Marquardt est un prolongement de l'algorithme de Newton-
Raphson [Gup81], basé sur le critère des moindres carrés. K. Levenberg et D. Marquardt 
[Lev44][Mar63] ont proposé une procédure de minimisation de fonction objectif en introduisant 
un paramètre α, dit de Levenberg-Marquardt, afin d'améliorer la convergence. J. More a, quant à lui, 
établi des relations précises entre les paramètres utilisés dans l'algorithme. 
Dans un soucis de clarté, nous nous contenterons de présenter l'algorithme utilisé pour 



























La quantité à minimiser s'écrit encore : 
)h(e)h(e)h(E T=  (III.33) 
où : )),h(e,),,h(e),,h(e()h(e
11 NN2211
T ωωω=  (III.34) 
Si nous considérons une variation du premier ordre pour le vecteur h : 
hhh 0 ∆+=  (III.35) 
Une approximation aux deux premiers termes du développement en série de Taylor de 
)hh(e 0 ∆+  nous donne : 
h)h(J)h(e)hh(e 0000 ∆∆ ⋅+=+  (III.36) 
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Il nous faut alors déterminer la variation Δh qui permet de minimiser l'erreur totale E(h), c'est à 








La variation Δh est alors donnée par la relation suivante : 
0
T1T eJ]JJ[h −−=∆  (III.39) 
Il est donc possible de définir un nouveau vecteur h et poursuivre ainsi l’optimisation. Par contre, 
cette méthode, et en particulier le choix de la variable h∆ , ne permet pas d’assurer la 
convergence. 
C’est pourquoi, Levenberg et Marquardt [Lev44][Mar63] ont apporté des modifications à 
l’algorithme précédent, tout en s’appuyant sur le critère des moindres carrés. 
Ainsi, leur démarche a consisté à introduire, dans l’équation (III.39 ), un terme α ainsi qu’une 
matrice D, diagonale, qui prend en compte l’échelle du problème. La nouvelle expression de la 
variable h∆  est : 
0
T1TT eJ]DDJJ[)(h −+−= αα∆  (III.40) 
α est le paramètre de Levenberg-Marquardt et doit être choisi de façon à satisfaire la contrainte 
supplémentaire suivante :  
∆∆ <hD  (III.41) 
où hD∆  désigne la norme du vecteur DΔh et Δ est une constante strictement positive. 
L'ensemble des valeurs de h∆  qui respectent la condition (III.41 ) forme une ellipsoïde, dont le 
i 
ème demi-axe aura pour longueur id∆ , où di est un élément de la diagonale de la matrice D. Ce 
demi-axe rend compte, en réalité, de la linéarité de la fonction objectif dans cette direction et la 
relation (III.41 ) permet de limiter l'accroissement du vecteur h si la fonction objectif est 
fortement non-linéaire en son point courant. 
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L'algorithme de Levenberg-Marquardt peut alors se décomposer en trois étapes et pour la kième 
itération, il s'énonce comme suit : 
(a) Etant donné Δk>0, si pour 0k =α , on a : 
kkk hD ∆∆ <  (III.42) 
























(b) Si )h(E)hh(E kkk <+ ∆  : 
- alors : kk1k hhh ∆+=+ , puis on calcule Jk+1. 
- sinon : k1k hh =+  et Jk+1=Jk. 
(c) Choisir Δk+1 et Dk+1. 
 
Une détermination optimale de Dk+1 et Δk+1 à chaque itération est un gage de bonne convergence 
de l'algorithme. C'est pourquoi, J.J. More [Mor78] a établi des relations précises qui permettent 
d'évaluer ces paramètres et de les modifier à chaque itération [Per88], [Lec00]. Ainsi, en analysant 
le degré de non-linéarité au voisinage du point courant, la détermination du minimum global 
s'effectue de façon rapide et avec une convergence quasi-absolue. 
D'une façon générale, lorsque la condition (a) est remplie, l'algorithme se situe en fin d'itérations 
au voisinage du minimum global où la linéarité est suffisante pour appliquer la méthode de 
Raphson-Newton. 
2.3. Synthèse des réseaux d'adaptation 
L'optimisation des réseaux d'adaptation est réalisée à partir d'expressions polynomiales 
qui déterminent les paramètres de répartitions de ces égaliseurs (expressions III.3 à III.5 ). Ainsi, 
lorsque la procédure arrive à son terme, il faut réaliser l'extraction des éléments distribués à partir 
des expressions optimales. 
Cette extraction est accomplie à partir de l'impédance d'entrée des égaliseurs. En effet, lorsque la 
résistance de fermeture du réseau d'adaptation est égale à la résistance de normalisation (figure 












Figure III.8 : Réseau d'adaptation fermé sur une impédance normalisée 
Dans le cas des circuits localisés, l'impédance d'entrée de ce même quadripôle est de forme 
identique, à ceci près qu'il suffit de remplacer, dans l'expression (III.45 ), la variable de Richards t 
par la variable de Laplace p. Par contre, la procédure d'extraction des capacités et des selfs, dans le 
cas d'une synthèse en éléments localisés, serait différente de la procédure d'extraction des 
éléments unitaires ou des stubs dans le cas d'une synthèse en éléments distribués [Olo92]. 
Extraction des éléments unitaires 
L'extraction des éléments unitaires repose sur le théorème de Richards [Ric48] qui spécifie 
que, étant donnée une fonction impédance positive réelle Z1(t) de degré n, alors il est possible 
d'extraire de Z1(t) un élément unitaire d'impédance caractéristique Z1(1). L'impédance en cascade 
restante Z2(t) est alors elle-même une fonction positive réelle, mais de degré n-1 et son expression 















Figure III.9 :  Extraction d’un élément unitaire 
Cette relation est à la base de la synthèse d’un réseau constitué d’éléments unitaires en cascade. 
En effet, la procédure d’extraction peut être réitérée jusqu’à l’obtention finale de tous les 
éléments. Nous allons donc présenter le formalisme général. 
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Formalisme : 















Figure III.10 :  Extraction de n éléments unitaires 
La synthèse générale du réseau consiste à déterminer les impédances caractéristiques normalisées 
z j de chaque élément unitaire à partir des polynômes h(t) et g(t) (et plus particulièrement de leurs 
coefficients h i et g i obtenus après optimisation). 
Nous avons précédemment exprimé l’impédance d’entrée du quadripôle à synthétiser à l’aide de 




+=  (III.47) 





























++++++==  (III.48) 








L’impédance caractéristique normalisée z 1 du premier élément unitaire s’obtient en donnant la 











+==  (III.50) 












−⋅=  (III.51) 
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Ce théorème nous permet également d’affirmer que la fonction rationnelle Z2(t) est de degré (n-1), 
alors même que l’expression (III.51) nous montre que les polynômes x 2(t) et y 2(t) sont de degré 
(n+1). 
Cette indétermination disparaît dès que l’on s’aperçoit qu’il est possible de mettre en facteur le 











⋅−==  (III.52) 
Par identification entre les relations (III.51) et (III.52), nous pouvons déterminer les expressions 
des polynômes x 
2(t) et y 
































Ainsi, de la même façon que nous avons déterminé l’impédance caractéristique z 1 du premier 









==  (III.55) 
Et, de proche en proche, en adoptant la même procédure, l’ensemble des impédances 















)1(Zz  (III.56) 
où ijv  et 
i
ju  représentent les coefficients des polynômes )t(v
i  et )t(u i . 
Il est alors possible de construire un algorithme d’extraction des éléments unitaires afin de 
l’intégrer dans le logiciel de conception Rfcad. Un tel algorithme, permettant à la fois l’extraction 
d’éléments unitaires et de stubs, a déjà été  mis en œuvre et intégré de façon optimum dans le 
cadre de ce logiciel [Olo92], [Ker94]. 
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2.4. Organigrammes du programme Rfcad
Nous présentons, sur les deux figures suivantes, deux organigrammes qui permettent de 









interpolation linéaire en fréquences
normalisation
calcul des Sij du Bloc : Transistor et circuit de
polarisation
calcul du gain maximum
Optimisation
minimisation de l'erreur quadratique
formation du polynôme d'Hurwitz
calcul des paramètres de répartition de l'égaliseur



































Figure III.11 :  Organigramme de RFCAD 
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La figure III.11 expose les grandes étapes du programme : 
• Tout d'abord, la lecture des données nécessaires au bon déroulement du programme 
(bande de fréquences, cahier des charges à remplir,…) est effectuée par 
l'intermédiaire d'un fichier d'entrée, 
• Puis, à chaque étape principale (ajout d'un nouvel égaliseur et d'un nouveau 
transistor), différents calculs intermédiaires (stabilité, gain maximum,…) précèdent la 
phase d'optimisation (détaillée plus spécifiquement sur la figure III.12). 
• Enfin, lorsque la dernière étape est achevée (optimisation du n+1ème égaliseur), la 
synthèse des différents réseaux est effectuée ainsi que l'écriture des résultats dans un 
fichier et leur affichage. 
 
 
La figure III.12 détaille la procédure d'optimisation : 
• Après la génération aléatoire d'un vecteur h(t), le calcul du polynôme G(t) et de ses 
racines, le calcul des erreurs relatives, de la matrice jacobienne J, de sa transposée JT 
et du produit de ses matrices JJ T ⋅  sont réalisés dans une première boucle. 
• Dans un deuxième temps, après le calcul de l'erreur quadratique, un test sur la 
variable d'optimisation permet ou non de relancer une nouvelle itération de 
l'algorithme. 
• La dernière étape consiste à calculer, à partir des coefficients déterminés lors de 
l'optimisation, les polynômes h(t) et g(t) et de réaliser la synthèse de l'égaliseur 
prédéterminé. 






tant que (fin = FAUX)
Non
Calcul du jacobien et de l'erreur totale
Calcul de la  transposée de la  matrice jacobienne
Calcul du produit de la matrice jacobienne
par sa transposée
Calcul des polynômes à  la fin de l'optimisation


















  Calcul erreur quadratique
Fin = Résultat de l'optimisation
(premier_tour = VRAI)
Génération d'un nouveau vecteur h










Figure III.12 : Organigramme de la procédure d'optimisation 
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III. APPLICATION A LA CONCEPTION DE CIRCUITS 
ACTIFS NON-LINEAIRES 
Dans le paragraphe précédent, nous avons présenté la méthode des fréquences réelles 
appliquée aux circuits linéaires. 
Nous allons à présent décrire les principales évolutions du logiciel Rfcad, afin de l'adapter à la 
conception d'amplificateurs non-linéaires de puissance et donner naissance au logiciel Rfcad_power. 
Il s'agit dans ce cas, de prendre en compte la variation des paramètres S des transistors en 
fonction de la puissance, d'intégrer l'importance de la charge présentée à ces transistors et de 
mettre en œuvre l'optimisation de la puissance ajoutée. 
Ces trois évolutions font l'objet des paragraphes suivants. 
3.1. Variation des paramètres S en fonction de la puissance 
Dans le cadre de la conception d'amplificateurs non-linéaires, la variation du gain, dès le 
début de la saturation, est liée aux variations des paramètres de répartition du transistor. Donc 
cette variation n'est plus seulement dépendante de la fréquence, mais également de la puissance 
d'entrée. 
Or, pour la conception d'amplificateurs de puissance sans utiliser de modèle équivalent, il est 
primordial de connaître les paramètres S en tout point de fréquence et de puissance de 
fonctionnement. Par conséquent, nous devons intégrer le programme d'interpolation 
bidimensionnelle (présenté au chapitre II ) au logiciel existant. 
Ceci entraîne une modification nécessaire, à la fois de la structure du fichier d'entrée, mais 
également de la procédure de lecture de ce fichier. 
3.1.1. Fichier d'entrée 
La transmission du cahier des charges au logiciel de simulation se fait par l'intermédiaire 
d'un fichier d'entrée qui contient les renseignements suivants : 
• nombre d'étages de l'amplificateur, 
• type de la synthèse : éléments distribués ou localisés, 
• bande passante, 
• nombre de points d'optimisation, 
• paramètres S du (ou des) transistor(s). 
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Nous présentons un exemple de fichier d'entrée, à l'Annexe II, tel qu'il est appelé par le logiciel 
Rfcad. 
Dans ce type de conception de circuits actifs linéaires, la phase d'optimisation (présentée par 
l'organigramme III.12 ) consiste à minimiser l'erreur quadratique totale sur toute la plage de travail 
considérée. L'optimisation est réalisée en plusieurs points de fréquence séparés par un pas 
constant (figure III.13 ). 
Critère à optimiser
fréquencef0 f2 fi fmf1
pas
 
Figure III.13 :  Optimisation sur la bande de fréquence dans Rfcad 
La démarche à adopter dans le cadre de la conception de circuits actifs non-linéaires est 
différente. En effet, il nous faut disposer de l'information sur les paramètres S pour chaque 
puissance d'entrée, puisque ces paramètres sont dépendants du niveau d'excitation. 
Le processus d'optimisation s'en trouve ainsi modifié, car la phase unique d'optimisation sur 
toute la bande de fréquence (présentée à la figure III.13 ) se transforme en n phases où n 
représente le nombre de puissances d'entrée spécifiées. En effet, de la même façon que nous 
cherchions à optimiser les paramètres (gain, adaptation) uniquement sur la bande de fréquence 
dans le cadre de la conception linéaire, il nous faut maintenant déterminer, pour chaque puissance 
d'entrée, et toujours sur la totalité de la bande passante, une puissance ajoutée optimale. 







d'Entrée Plage de fréquences Résultats après optimisation 
1ère optimisation Pe1 Bande passante ]f,f[ supinf  Puissance ajoutée Paddopt1 
2
 
ème optimisation Pe2 Bande passante ]f,f[ supinf  
Puissance ajoutée Paddopt2 
    
n
 
ème optimisation Pen Bande passante ]f,f[ supinf  
Puissance ajoutée Paddoptn 
Tableau III.1 : Détermination de la puissance de fonctionnement 
 Nous pouvons alors déterminer la puissance d'entrée nominale de fonctionnement par 
comparaison des différents fichiers de sortie générés pour chaque puissance d'entrée. En 
effet, il nous suffit de rechercher la puissance d'entrée qui conduit à l'optimum de la 
puissance ajoutée. 
Ainsi, la trame globale de notre logiciel dédié à la conception de circuits actifs non-linéaires peut 
se résumer en 3 grands points explicités par le tableau suivant : 
 
Mesure des paramètres S pour chaque puissance d'entrée (en réalité, les valeurs 
proches de la compression seront les plus intéressantes). 
 
Pour chaque puissance d'entrée, nous disposons d'un fichier de paramètres S. 
Utilisation alors de Rfcad_power pour n'importe quelle puissance d'entrée appartenant à 
la plage de puissance de mesures. 
Nous obtenons, après optimisation, la puissance ajoutée optimale pour la fréquence 
centrale de la bande passante. 
 
Détermination de la puissance nominale de fonctionnement qui correspond aux 
meilleures performances, parmi les différents optima trouvés à l'étape 2. 
Synthèse des circuits d'adaptation pour cette configuration. 
Tableau III.2 : Processus général de Rfcad_power 
Afin de tenir compte du nouveau paramètre qu'est la puissance d'entrée, il nous a fallu modifier 
les fichiers d'entrée de Rfcad qui servent d'interface entre l'utilisateur et la machine. Nous avons 
donc choisi de réorganiser le mode de lecture des données en créant un nouveau type de fichier 
d'entrée, qui comprend les données générales, ainsi que plusieurs fichiers "satellites " contenant 
chacun les paramètres S pour chaque puissance de mesure (figure III.14 ). 
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Impedance d'entree de l'amplificateur : reelle
nom : Zg(Ω) = 50.000
Nombre de transistors dans l'amplificateur
nom : Ntr = 1
Charge intermediaire du transistor
nom : Zimpi(Ω) = 50.000
Impedance de sortie de l'amplificateur : reelle
nom : Zl(Ω) = 50.000
Egaliseurs a elements localises ou distribues
nom : cld = d
Transistors en parallele : non
Egaliseurs en parallele : non
Frequence inferieure de la bande passante
nom : Fin(Ghz) = 2.0
Frequence superieure de la bande passante
nom : Fsu(Ghz) = 4.0
Frequence inferieure pour le calcul en continu
nom : Fincon(Ghz) = 1.5
Frequence superieure pour le calcul en continu
nom : Fsucon(Ghz) = 5.5
Nombre total d'elements (elements unitaires)
nom : Neu(1) = 3
nom : Neu(2) = 3
Nombre de stubs par egaliseur
nom : Nstub(1) = 0
nom : Nstub(2) = 0
Fréq.(GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.715 116.177 1.801 --------
   1.88 0.708 110.102 1.824 --------
   1.96 0.701 103.774 1.847 --------
   2.04 0.694 97.190 1.868 --------
   2.12 0.688 90.315 1.884 --------
   2.20 0.682 83.071 1.894 --------
   2.28 0.677 75.389 1.893 --------
   2.36 0.672 67.302 1.887 --------
   2.44 0.667 58.842 1.877 --------
   2.52 0.662 50.031 1.865 --------
   2.60 0.656 40.936 1.850 --------
Fichier contenant les données générales
Parametres S du transistor pour Pe2
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.727 116.597 1.660 --------
   1.88 0.722 110.463 1.681 --------
   1.96 0.716 104.048 1.702 --------
   2.04 0.709 97.370 1.725 --------
   2.12 0.702 90.406 1.747 --------
   2.20 0.695 83.157 1.766 --------
   2.28 0.688 75.529 1.779 --------
   2.36 0.683 67.492 1.783 --------
   2.44 0.677 59.020 1.778 --------
   2.52 0.672 50.160 1.764 --------
   2.60 0.667 40.959 1.744 --------
Parametres S du transistor pour Pe1
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.737 117.038 1.526 --------
   1.88 0.734 110.839 1.544 --------
   1.96 0.729 104.372 1.563 --------
   2.04 0.724 97.593 1.585 --------
   2.12 0.717 90.541 1.608 --------
   2.20 0.709 83.185 1.631 --------
   2.28 0.702 75.514 1.650 --------
   2.36 0.695 67.494 1.664 --------
   2.44 0.688 59.089 1.670 --------
   2.52 0.683 50.255 1.663 --------
   2.60 0.678 41.014 1.644 --------
Parametres S du transistor pour Pei
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.747 117.468 1.397 --------
   1.88 0.745 111.231 1.413 --------
   1.96 0.741 104.701 1.431 --------
   2.04 0.737 97.854 1.450 --------
   2.12 0.731 90.719 1.473 --------
   2.20 0.724 83.263 1.497 --------
   2.28 0.717 75.511 1.519 --------
   2.36 0.709 67.406 1.538 --------
   2.44 0.701 58.996 1.551 --------
   2.52 0.694 50.229 1.556 --------
   2.60 0.688 41.034 1.545 --------
Parametres S du transistor pour Pei+1
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.752 118.374 1.278 --------
   1.88 0.752 111.956 1.290 --------
   1.96 0.751 105.190 1.304 --------
   2.04 0.749 98.205 1.321 --------
   2.12 0.745 90.915 1.342 --------
   2.20 0.738 83.386 1.367 --------
   2.28 0.732 75.541 1.390 --------
   2.36 0.724 67.349 1.411 --------
   2.44 0.715 58.869 1.428 --------
   2.52 0.707 50.069 1.440 --------
   2.60 0.700 40.942 1.438 --------
Parametres S du transistor pour Pen-1
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) --------
   1.80 0.748 119.950 1.179 --------
   1.88 0.749 113.545 1.188 --------
   1.96 0.750 106.663 1.198 --------
   2.04 0.750 99.511 1.210 --------
   2.12 0.749 91.970 1.227 --------
   2.20 0.746 84.207 1.247 --------
   2.28 0.741 76.068 1.268 --------
   2.36 0.735 67.639 1.289 --------
   2.44 0.728 58.922 1.308 --------
   2.52 0.720 49.965 1.322 --------
   2.60 0.711 40.785 1.328 --------
Parametres S du transistor pour Pen
 
Figure III.14 : Nouvelle présentation des fichiers d'entrée 
Le logiciel Rfcad_power laisse le choix à l'utilisateur de la puissance d'entrée souhaitée pour 
effectuer l'optimisation. La difficulté est alors de déterminer les paramètres S des transistors pour 
cette puissance. En effet, soit cette puissance de fonctionnement correspond à une des 
puissances de mesures et les paramètres S sont alors connus, soit les paramètres S n'ont pas été 
mesurés à cette puissance et il nous faut mettre en œuvre l'interpolation bidimensionnelle décrite 
au chapitre précédent. 
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3.1.2. Mise en œuvre de l'interpolation bidimensionnelle 
3.1.2.1. Reconstitution du fichier de paramètres S 
L'interpolation bidimensionnelle des paramètres S va permettre de réaliser l'optimisation 
et la synthèse d'un amplificateur pour n'importe quelle puissance d'entrée, et particulièrement 
pour celle où les paramètres S ne sont pas connus empiriquement. 
La méthode d'interpolation bidimensionnelle par splines cubiques a été choisie pour sa bonne 
représentativité du phénomène étudié. En effet, elle permet de maîtriser la continuité des dérivées 
successives. 
Bien évidemment, une bonne précision engendre inévitablement une complexité accrue et un 
outil de développement plus lourd à gérer. C'est pourquoi, au moins quatre fichiers de paramètres 
S sont nécessaires afin que l'algorithme d'interpolation puisse assurer ses calculs. 
Concrètement, lorsque l'utilisateur choisit la puissance d'entrée pour laquelle l'optimisation doit 
être réalisée, le processus d'interpolation est appelé. 
Le logiciel commence alors par balayer l'ensemble des fichiers de paramètres S qui correspondent 
chacun à une puissance d'entrée prédéfinie. Ensuite, le calcul des paramètres S se déroule de 
façon systématique et progressive. En effet, dans un premier temps, le module de S11 est interpolé 
pour toute la plage de fréquence de la bande passante, et ce pour la puissance choisie. Ensuite, le 
calcul se poursuit par la détermination de la phase de S11. Enfin, la démarche est répétée pour S21, 
S12 et S22. 
L'annexe III présente la procédure de façon plus détaillée. 
3.1.2.2. Organigramme 
Le synoptique du logiciel Rfcad modifié dans sa procédure de lecture des paramètres 
d'entrée est présenté à la figure III.15. 










interpolation linéaire en fréquences
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formation du polynôme d'Hurwitz
calcul des paramètres de répartition de l'égaliseur
















































3.2. Optimisation de la puissance ajoutée 
Nous nous sommes attachés à déterminer les conditions qui permettent d'obtenir une 
puissance ajoutée maximum. En effet, dans le cadre de la conception d'amplificateurs de 
puissance, nous ne chercherons pas à optimiser le gain de l'étage actif, mais plutôt la différence 
linéaire entre la puissance de sortie et la puissance d'entrée : inoutadd PPP −= . Notre choix s'est 
porté sur ce critère puisque la puissance ajoutée peut s'exprimer directement en fonction des 
paramètres S.  
Nous nous sommes appuyés sur les travaux de Gilmore et Rosenbaum [Gil83]. Ils ont présenté une 
approche qui leur permet d'obtenir une puissance maximum en sortie d'un oscillateur, en 
décrivant la puissance ajoutée )PP( inout −  comme une fonction du paramètre 11in ab=Γ  (figure 
III.16 ). 
Leur démarche s'applique tout d'abord au cas des paramètres S petit signal. Notre objectif est alors 
de constater dans quelle mesure il est possible d'utiliser leur approche dans le cas d'amplificateurs 






Figure III.16 :  Paramètres S d'un composant actif 2-ports 


























b=Γ  (III.59) 
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Nous proposons alors de déterminer la valeur algébrique de inΓ , qui permet d'obtenir le 
maximum de puissance ajoutée délivrée à la charge : 
inoutadd PPP −=  (III.60) 



































avec : 21122211 SSSS −=∆ . 

























+⋅ ∆  (III.63) 














+⋅ ∆  (III.64) 











⋅−= ∆Γ  (III.65) 
Et en se référant à l'équation (III.62 ), la puissance ajoutée optimum délivrée à la charge est 





















Cette méthode d'optimisation de la puissance ajoutée a été insérée au logiciel de conception 
d'amplificateurs non-linéaires basée sur la méthode des fréquences réelles. 
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En outre, au niveau d'un circuit actif de puissance, l'importance de l'impédance de charge 
présentée à l'étage final n'est plus à démontrer. C'est pourquoi, nous avons décidé d'inverser 
notre méthode de conception en commençant par le dernier étage. La détermination de la 
puissance optimale de fonctionnement est alors réalisée par la maximisation de la puissance 
ajoutée, comme nous venons de le décrire. 
3.3. Adaptation de Rfcad_power : inversion Entrée/Sortie 
La figure III.17 nous présente le schéma classique de conception d’un amplificateur 
micro-onde par la résolution du problème de la double adaptation qui permet de maximiser le 
transfert de puissance entre l’entrée et la sortie. 
Comme nous l'avons déjà exposé au paragraphe II de ce même chapitre, l'une des originalités de 
la méthode des fréquences réelles est son caractère itératif. En effet, nous commençons par 
déterminer les caractéristiques d’un premier étage constitué du premier égaliseur et du transistor 
(figure III.5 ). Ensuite ces calculs sont étendus aux k premiers étages de l’amplificateur (figure 
III.6 ). Enfin, pour se placer dans la configuration de la double adaptation, il faut ajouter un 







Figure III.17 : Principe de la double adaptation 
Les schémas des figures III.5 à III.7 montrent qu'il est possible de réaliser, de manière récursive, 
la conception d'un amplificateur par la synthèse des différents égaliseurs. 
Or, du fait de l’importance de l’impédance de sortie présentée au transistor dans la conception 
des amplificateurs de puissance, la synthèse a été réalisée, non plus de la source vers la charge, 
mais de la charge vers la source. 
A partir de cette idée, il nous a fallu reconsidérer les différents calculs de la version originale du 
logiciel Rfcad, en particulier ceux des gains et des T.O.S. Ces expressions ont été déterminées au 
paragraphe II de ce même chapitre (formules III.16 à III.28 ). Nous allons expliquer ici la 
démarche de calcul des nouvelles expressions. 
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Dans un premier temps, nous avons entrepris une simple inversion de la démarche de conception 
d'amplificateurs linéaire. En effet, il nous fallait pouvoir vérifier que cette nouvelle procédure 
conduisait aux mêmes résultats que dans le cas linéaire. Nous avons donc comparé les 
performances issues d'une démarche de conception inversée à d'autres performances que nous 
avions déjà obtenues dans le cadre d'une conception classique [Ker94]. 
3.3.1. Version modifiée (Rfcad_power) [Haz00] [Haz01]
Dans la conception classique par la méthode des fréquences réelles, l'étape initiale 
consiste à déterminer le gain du premier étage de l’amplificateur constitué d’un égaliseur et d’un 
transistor. 
Puisque le problème a été considéré par la sortie, il nous faut maintenant effectuer les 
modifications relatives à cette nouvelle méthode de conception. 
3.3.1.1. Calcul des gains 
Nous verrons par la suite que, dans la nouvelle version, le dernier égaliseur Ek+1 permet 
d'obtenir le maximum de puissance ajoutée pour une puissance d'entrée déterminée. Il ne s'agit 
donc pas d'optimiser le gain transducique, ni de réduire les pertes par réflexion en sortie. Par 
contre, dans le cadre de la conception simplement inversée de la démarche linéaire, il nous faut 
trouver une relation entre les gains des différents étages afin de vérifier la validité des 
modifications engendrées. 
Nous allons donc déterminer le gain du premier étage qui n'est plus constitué d'un égaliseur placé 














De la même façon que nous avions calculé le gain pour le premier étage de l'amplificateur 


























































+=  (III.69) 
Comme dans le cadre de la conception des amplificateurs linéaires, la démarche est itérative, mais 
l'introduction des différents étages est réalisée en se déplaçant de la charge vers la source, et non 

















Figure III.19 : Amplificateur de puissance à k étages 
 


































+=  (III.71) 
Enfin, dans une dernière étape, l'ultime égaliseur est inséré entre la source et le premier transistor 
(figure III.20 ).  

















Figure III.20 : Amplificateur de puissance complet 




















=  (III.72) 
3.3.1.2. Calcul des T.O.S. 
Les T.O.S. d'entrée et de sortie sont évalués avec la même démarche itérative et 
parallèlement aux calculs des gains. 
Ainsi, pour les k derniers étages (figure III.19), l'expression du T.O.S.out est obtenue en évaluant, 
de proche en proche, les coefficients de réflexion sΓ  en sortie de chaque égaliseur et gΓ  en 
sortie de chaque transistor. 




























+=  (III.74) 
et : 
22 22g
S=Γ  (III.75) 






















Finalement, l'adaptation finale, en entrée et en sortie, de l'amplificateur dans son entier peut être 






























=  (III.78) 
3.3.1.3. Comparaisons des gains transduciques 
A partir des calculs précédents, il nous a semblé important de vérifier la validité de la 
synthèse en "sens inverse", en particulier de vérifier que les caractéristiques d'un amplificateur 
linéaire conçu par notre méthode sont identiques avec celles d'un amplificateur conçu par la 
méthode existante. 
En effet, la méthode classique des fréquences réelles donne, pour un amplificateur à k étages, la 















































=  (III.79) 
















































Il nous faut donc montrer que ces deux formules sont équivalentes. Nous sommes partis du cas 







Figure III.21 : Quadripôle 
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+=  (III.82) 
il est possible d'établir la relation suivante : 
)1()S1()S1()1( SLg11L22ge ΓΓΓΓΓΓ −−=−−  (III.83) 
Ainsi, en appliquant cette relation à chaque étage de l'amplificateur complet (figure III.20 par 















A l'aide de la relation (III.84), et en tenant compte du fait que )S(
1k1k 11L ++
=Γ , que )S(
01 22g
=Γ , 
nous pouvons en déduire l'égalité des deux formules de gain transducique. 
3.3.2. Valeurs-objectifs de l'optimisation 
Après avoir introduit les différentes modifications sur le gain et les T.O.S., il convient de 
définir dans un second temps les objectifs de l’optimisation, c’est à dire les valeurs que le 
concepteur désire obtenir pour le gain et les T.O.S. d’entrée et de sortie. Ces deux dernières 
valeurs seront définies par l’utilisateur et seront transmises au programme par l'intermédiaire du 
fichier d'entrée. Par contre, le calcul du gain de référence est inhérent au logiciel. 
Gain de référence 
Le gain de référence de l’amplificateur n’est pas une donnée que l’utilisateur va définir en 
tant que paramètres d’entrée puisque le logiciel Rfcad permet de calculer le gain disponible 
maximum en fonction des paramètres S du transistor. Ce gain sera donc considéré comme la 
valeur à atteindre. Par contre, l’expression de ce gain va être différente selon le type de synthèse 
utilisée.  
Conception classique 
• Premier étage : 
A partir des notations de la figure III.22, la condition d'adaptation nous permet d'affirmer que le 
gain maximum est obtenu lorsque l’égaliseur E1 permet de ramener un coefficient 
*











Figure III.22 : Gain de référence du premier étage 
Ainsi, alors que l'expression du gain transducique du transistor T1 est donnée par l'expression 
( III.85), nous obtenons, pour chaque fréquence d'optimisation, avec l’entrée adaptée ( *11s S1 =Γ ) 















































• k étages : 
Afin de déterminer la valeur du gain de l'amplificateur, il nous faut chercher la valeur du 














avec : 21122211 SSSS −=∆ . 
En effet, dans le cas où K >1, la stabilité inconditionnelle est assurée et le gain maximum 








−±=  (III.88) 
Par contre, si K<1, il n'est pas possible de réaliser simultanément la stabilité inconditionnelle en 
entrée et en sortie. 
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GminG  (III.90) 














GGGminG  (III.91) 
• Amplificateur complet : 
En plaçant le dernier égaliseur Ek+1, qui permet d’effectuer l’adaptation en sortie de 
l’amplificateur, le gain de référence vaut finalement : 
)GGGGmin(G
kmax1kmax2max1max1k dddd0 −+
=  (III.92) 
Conception inversée 
• Dernier étage : 
Dans la nouvelle version, le dernier égaliseur Ek+1 permet d'obtenir le maximum de puissance 
ajoutée pour une puissance d'entrée déterminée. Il ne s'agit donc pas de réaliser l'adaptation en 
gain. Par contre, afin de vérifier notre démarche itérative, nous donnons la formule du gain de 
référence lorsque l'égaliseur Ek+1 permet de réaliser l’adaptation en sortie : 
*








Figure III.23 : Nouveau gain de référence 
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nous obtenons, pour chaque fréquence d'optimisation, avec la sortie adaptée ( *22e S1k =+Γ ) et une 
















Enfin, afin d’obtenir un gain plat sur la bande de travail considérée, le gain de référence sera 




• k étages : 
De la même façon que pour la conception classique, il nous faut chercher la valeur du coefficient 
de Rollett à l’aide de la formule ( III.87) afin de déterminer la valeur du gain de l'amplificateur. 











Figure III.24 : Gain de référence pour deux étages 















minG  (III.95) 














minG  (III.96) 
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• Amplificateur complet : 
En plaçant le premier égaliseur E1, qui permet d’effectuer l’adaptation en entrée de l’amplificateur 




=  (III.97) 
 
Ces valeurs de référence sont utilisées dans la procédure d'optimisation que nous présentons dans 
le paragraphe suivant. 
3.3.3. Optimisation 
L'organigramme de la procédure d'optimisation présentée sur la figure III.12 nous montre 
la complexité de cette étape. 
En particulier, la phase de calculs des erreurs relatives, des erreurs quadratiques et de la matrice 
jacobienne n'est pas triviale. Or, dans la mesure où nous avons modifié la procédure de 
conception par rapport à la version originelle, il nous a fallu réécrire également la phase 
d'optimisation. 
Avant de poursuivre, il nous faut faire un rappel : l'une des originalités de la méthode des 
fréquences réelles repose sur la synthèse d’éléments égaliseurs dont les paramètres de répartition 
e
ij
 sont donnés par la représentation de Belevitch [Bel56]. 
Ces paramètres eij sont simplement décrits à l’aide de deux polynômes : g(t) et h(t), et d'une 
fonction f(t). Les expressions des ces paramètres (formules III.3 à III.5 ) ont été données au 
premier paragraphe de ce chapitre. 
L’optimisation est réalisée sur les coefficients de h(t). C'est à dire qu'à chaque passage dans la 
boucle d'optimisation, les coefficients h0 , h1 ,…, hn sont modifiés afin de trouver le minimum 
global de la fonction multi-objectif (formule III.29 ). 
L’algorithme de J.J. More [Mor78] nous permet de converger rapidement vers le minimum global 
de cette fonction. 
Par conséquent, pour la réalisation de l'optimisation, il nous faut calculer les différentes erreurs 
relatives des paramètres ainsi que les matrices jacobiennes. 
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3.3.3.1. Définition du jacobien 
Si nous considèrons les vecteurs )x,,x,x(X n21= et )h,,h,h(h m21= , où chaque 
composante xi dépend des coefficients m21 h,,h,h , la matrice jacobienne du vecteur X  est 




















































 est la dérivée partielle de la composante xi par rapport à la j 
ème composante du vecteur h. 
3.3.3.2. Conception classique (générateur vers charge) 
La méthode d'optimisation mise en œuvre dans notre logiciel de conception 
d'amplificateurs a été détaillée au paragraphe 2.2 de ce chapitre. Nous rappellerons simplement ici 
qu'afin de trouver le minimum global de la fonction multi-objectif, il nous faut déterminer la 
matrice jacobienne totale, qui prend en compte les erreurs relatives des différents paramètres à 
optimiser. 
Le calcul du jacobien du gain demande une attention particulière. En effet, si le vecteur erreur 
relative du gain s’écrit : )e,,e,e(e
1N21
=  où N1 est le nombre de fréquences discrètes choisies 















































APPLICATION DE LA METHODE DES FREQUENCES REELLES A LA CONCEPTION D'AMPLIFICATEURS DE PUISSANCE
- 151 -
n est le nombre de composantes du vecteur d’optimisation, c’est à dire le nombre d’éléments 
unitaires de l’égaliseur. ij he ∂∂ est la dérivée partielle de l’erreur relative à la j 
ème fréquence par 











































= −  (III.102) 






































































L'expression (III.94) met en évidence la difficulté du calcul. En effet, même si trois termes 


















































∂ −−  (III.106) 









dépendent du vecteur h. 
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3.3.3.3. Conception inversée (charge vers générateur) 
Le principe du calcul du jacobien ne diffère pas de la méthode précédente. Par contre, la 
formule itérative qui permet de calculer le gain d'un amplificateur à k étages en fonction du gain 
des k-1 étages précédents n'est plus la même. 




















+  (III.107) 
























































































A l'issue du calcul de la formule (III.108), la nouvelle procédure du jacobien du gain a été 
implémenté dans le logiciel Rfcad_Power. 
3.3.4. Version finale 
A cette étape, le logiciel Rfcad_power effectue une conception d'amplificateurs linéaire, de 
la charge vers le générateur, selon un processus itératif que nous venons de développer. 
Ainsi, afin d'envisager la conception d'amplificateurs non-linéaires, nous avons intégré la 
procédure d'optimisation de la puissance ajoutée réalisée par l'étage de sortie. 
Ces dernières modifications ont été intégrées au logiciel Rfcad_Power [Haz01]. 
 
En conclusion, l'organigramme de la figure III.25 résume les différentes étapes de notre méthode 
de conception dédiée à la réalisation d'amplificateurs de puissance, en prenant en compte les trois 
principales évolutions : la variation des paramètres S large signal en fonction de la puissance, 
l'optimisation de la puissance ajoutée et la démarche itérative progressant de la charge vers la 
source. 
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Le formalisme de base de la méthode des fréquences réelles, proposée par Yarman et 
Carlin [Yar82], a été présenté dans la première partie de ce chapitre. L'intérêt de cette technique a 
conduit à de nombreuses applications comme la réalisation d'amplificateurs linéaires, de filtres 
actifs ou l'adaptation d'antenne au point que deux logiciels de conception (Rfcad et Acad) sont 
disponibles au laboratoire IXL. 
Dans une première partie, les avantages de la méthode des fréquences réelles ont été 
démontrés dans le cadre de la conception d'amplificateurs linéaires multi-étages ; son caractère 
itératif, la représentation de Belevitch pour les réseaux d'adaptation, une procédure d'optimisation 
basée sur l'algorithme de Levenberg-Marquardt font de cette méthode un outil performant dans le 
cadre de la conception de circuits. En outre, puisqu'elle s'appuie sur une caractérisation des 
transistors par les paramètres de répartition, aucun modèle équivalent n'est nécessaire. 
Enfin, la dernière partie de ce chapitre a été consacrée à l'extension de la méthode 
originelle des fréquences réelles à la conception d'amplificateurs non-linéaires. L'interpolation 
bidimensionnelle, qui permet de prendre en compte la variation des paramètres S en fonction de 
la puissance, a été mise en œuvre. En outre, l'optimisation de la puissance ajoutée alliée à une 
nouvelle démarche de conception (de la charge vers la source) prenant en compte la primauté de 
l'impédance à présenter à l'étage de puissance, ont conduit à l'écriture, en langage C-ANSI, d'un 
nouveau logiciel d'aide à la conception d'amplificateurs non-linéaires. 
Ce logiciel a été appliqué à la conception de deux amplificateurs en bande S présentés 
dans le chapitre suivant. 
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INTRODUCTION 
Nous avons présenté au chapitre précédent le formalisme de l'extension de la méthode 
des fréquences réelles dans le but de concevoir des amplificateurs non-linéaires de puissance. 
Nous avons ainsi pu détaillé les différentes étapes de cette méthode, de l'optimisation à la 
synthèse. L'objet de ce chapitre est de déterminer les perspectives que peut offrir cette démarche 
quant à la réalisation expérimentale d'amplificateurs de puissance. 
Dans une première partie, nous insistons sur le choix du transistor, le choix du substrat 
ou encore sur la technologie utilisée, avant d'entreprendre la réalisation de deux amplificateurs de 
puissance en bande S. Ces premières considérations permettent d'envisager, pour une classe de 
fonctionnement déterminée, une structure globale d'amplificateur qui prend en compte les 
circuits de polarisation, de stabilisation ou encore d'adaptation. 
La méthodologie de conception que nous avons mise en œuvre est basée sur la 
caractérisation du fonctionnement non-linéaire des transistors à l'aide des paramètres S large 
signal. Nous ne disposons pas, à l'heure actuelle, au laboratoire IXL de moyens techniques qui 
nous permette d'obtenir de façon expérimentale ces paramètres. Ainsi, nous avons opté pour 
l'alternative proposée par Rizzoli [Riz88] qui consiste à déterminer les paramètres S large signal à 
l'aide d'un outil de simulation et du modèle non-linéaire du transistor. Par conséquent, nous 
décrivons également, dans cette première partie, les paramètres du modèle Statz utilisé pour le 
transistor CLY5 de chez Infineon.
Une fois la structure de base déterminée, la réalisation de deux amplificateurs a été 
engagée : l'objectif du premier module, comportant un unique transistor, est de parvenir à 
optimiser la puissance ajoutée en sortie de l'amplificateur à l'aide de l'algorithme des fréquences 
réelles. Une comparaison entre les résultats de simulation et de mesures est présentée. 
La caractérisation expérimentale d'un deuxième module doit permettre de vérifier à 
nouveau la validité de notre démarche. La réalisation de cet amplificateur trois étages permet de 
combiner à la fois l'aspect puissance du dernier étage et l'approche linéaire dans l'optimisation des 
deux premiers étages. La comparaison des résultats issus de la simulation et de la mesure permet 
d'apporter des explications quant aux écarts de performances relevés. 
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I. REALISATION D'AMPLIFICATEURS DE PUISSANCE 
EN BANDE S 
1.1. Objet des réalisations 
La conception et la réalisation de deux amplificateurs sont proposées dans cette partie. La 
bande de fréquence choisie correspond à une application satellite d'observation de la terre. Un 
premier module a été développé avec un seul transistor afin de rechercher les performances en 
puissance optimales. Un deuxième amplificateur, comportant trois étages, permet d'envisager une 
réalisation qui correspond à des conditions de fonctionnement proches des considérations 
industrielles. Ces études ont été menées en collaboration avec le Centre National d'Etudes 
Spatiales. 
Nous nous attachons tout d'abord à décrire le transistor de puissance retenu pour nos réalisations 
avant d'expliquer la mise en œuvre de notre démarche de conception. 
1.1.1. Présentation du transistor de puissance utilisé 
Le transistor de puissance que nous avons choisi pour la réalisation des deux 
amplificateurs est le transistor CLY5 de chez Infineon. Deux raisons principales ont conduit à son 
utilisation. Tout d'abord, l'étude présentée au chapitre I nous a permis de déterminer quel type de 
transistor présentait des performances intéressantes en bandes S. Plusieurs technologies se 
dégagent comme les MESFET, les HEMT, les JFET ou encore les HBT. Enfin même si, à terme, 
l'objectif est de développer au sein du laboratoire IXL, un banc de mesures en puissance qui nous 
permette de profiter pleinement de notre méthode de conception et de s'affranchir du modèle 
non-linéaire du transistor, il nous fallait disposer d'un modèle afin de réaliser une étude de 
paramètres S Large Signaux simulés. 
Ainsi, la société Infineon nous a fourni un modèle non-linéaire du transistor MESFET CLY5, 
réalisé en technologie AsGa, qui correspond à nos besoins. 
Ce transistor est disponible en boîtier de type SOT223. Il possède 16 doigts de grille d'une largeur 
de 250 μm chacun, pour un développement total de grille de 4 mm.
Les différentes caractérisations, statique, en régime linéaire ou en régime de fort signal, de ce 
transistor ont été réalisées au sein même de la société Infineon à Munich en Allemagne. Des 
échanges très constructifs avec Jürgen Luginsland, responsable de la caractérisation non-linéaire 
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chez Infineon, nous ont permis d'obtenir un modèle que nous espérons proche de la réalité. Ce 
modèle est décrit au paragraphe suivant. 
1.1.2. Caractéristiques du transistor CLY5 intrinsèque 
1.1.2.1. Modèle non-linéaire 
Le modèle grand signal du transistor CLY5 a été développé à l'aide de la méthodologie et 
des équations régissant les non-linéarités proposées par Statz [Sta87]. Nous avons eu l'occasion au 
1.2.2 du chapitre II d'aborder la modélisation grand signal en général, et en particulier de présenter 
les différents équations mathématiques qui rendent compte des principaux phénomènes non-
linéaires que sont les capacités de déplétion Cgs et Cgd , la source de courant de drain )t(id , le 


















Figure IV.1 : Schéma équivalent grand signal d'un FET 
Le tableau IV.1 contient les paramètres du modèle Statz tels que le logiciel HP-ADS d'Agilent 
Technologies nous demande de les intégrer. Il s'agit aussi bien des éléments extrinsèques (Lg , Ls , Ld , 
Rg , Rs et Rd ) que des différentes valeurs des paramètres choisis par Statz pour représenter les non-
linéarités. Ces valeurs ont été déterminées expérimentalement à l'aide de mesures de paramètres S
et de mesures statiques effectuées en mode impulsionnel. 
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β Vto α λ b τ Vbr N Is Modèle 
pour Ids 
0.254 -3.12V 6.26 0.0013 0.3 14.23 10-12s 
Modèle 
avalanche
16V 1.135 0.64 10-12A 
Δ1 Δ2 Cgs Cgd Vbi Fc Ri Modèle 
pour la 
grille 0.187 0.005 7.736 10-12F 0.416 10-12F 0.969 V 0.948 1.923 Ω 
Rg (Ω) Rd (Ω) Rs (Ω) Lg (H) Ld (H) Ls (H) Cds (F) Rc (Ω) Crf (F) Eléments 
Parasites 
0.896 0.446 0.273 203.8 10-12 113.2 10-12 69.18 10-12 1.256 10-12 28.82  1 10-12
Tableau IV.1 : Paramètres du modèle non-linéaire de type Statz pour le transistor CLY5 
En règle générale, les transistors sont disponibles soit sous forme de puce nue, soit montés à 
l'intérieur d'un boîtier. L'avantage des transistors encapsulés est la protection apportée par le 
boîtier. Par contre, il n'est plus possible d'avoir accès directement à la puce. Or, les techniques 
d'amélioration du rendement nécessitent de pouvoir maîtriser les harmoniques directement à 
l'accès drain de la puce. Ceci rend donc plus difficile le réglage optimum de ces transistors. Il faut 
en outre disposer d'un schéma équivalent du boîtier le plus fiable possible. 
Il est à noter, qu'aujourd'hui, de nombreux constructeurs proposent des transistors préalablement 
adaptés. C'est à dire qu'ils disposent en interne de circuits qui réalisent l'adaptation sur 50 Ω pour 
une plage de fréquences et une classe de fonctionnement déterminées. 
Dans le cas des transistors en puce nue, les réglages sont facilités, mais la caractérisation de tels 
transistors demandent un équipement important et sophistiqué (banc de mesures sous pointes). 
1.1.2.2. Modèle du transistor encapsulé et caractéristiques statiques 
Le transistor CLY5 est disponible sous la forme encapsulée dans un boîtier de type 
SOT223. La figure IV.2 présente le schéma de base du transistor avec son boîtier. La validité du 
modèle s'étend sur toute la plage de fréquence 0 à 3 GHz.
Le schéma équivalent du boîtier SOT223 est constitué de capacités de faibles valeurs et de lignes 
de transmission idéales. Pour chaque ligne de transmission, l'impédance caractéristique est 
précisée ainsi que la longueur électrique E en degré pour une fréquence de référence de 10 GHz.




C2=107 fF C3=1.75 pF




Z=120 Ω Z=124 Ω







Figure IV.2 : Schéma équivalent du boîtier SOT223 et du transistor CLY5 en puce nue 
La figure IV.3 présente, quant à elle, les caractéristiques statiques simulées du transistor CLY5
encapsulé. 
                                        
                                        
                                        
                                        
                                        
                                        































Figure IV.3 : Caractéristiques statiques simulées du transistor CLY5 
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1.2. Principe de réalisation 
1.2.1. Choix propres à la conception 
Deux grandes familles de circuits existent à l'heure actuelle : les circuits monolithiques 
nommés MMIC pour "Monolithic Microwave Integrated Circuit" et les circuits hybrides. 
Dans le cas des circuits MMIC, l'ensemble des composants actifs et passifs est intégré sur un 
même substrat diélectrique. Des connexions entre les différentes couches permettent la 
réalisation de transistors intégrés, d'inductances, de capacités ou encore des lignes de 
transmission. Le principal avantage de cette technologie est son faible encombrement et son fort 
degré d'intégration. Elle permet également d'éviter les difficultés d'assemblage hybride en hautes 
fréquences. Par contre, elle n'offre plus de possibilités de réglage une fois la réalisation effectuée. 
En outre, les pertes des circuits passifs sont généralement plus importantes pour les circuits 
MMIC que dans le cas des circuits hybrides. 
Ces circuits hybrides offrent une relative souplesse, puisque les éléments localisés, les transistors 
sont constitués de composants discrets que l'on vient déposer sur les lignes de transmission. 
Ainsi, ces composants sont facilement remplaçables dans une optique d'optimisation de 
performances mesurées. En outre, des pavés de réglage peuvent être réalisés le long des lignes de 
transmission afin d'offrir un autre degré de liberté : la modification de l'impédance caractéristique 
des ces lignes. 
De plus, dans le cadre de la réalisation de circuits MMIC, chaque technologie développée par un 
fondeur a ses propres caractéristiques. Il est donc nécessaire d'obtenir de la part de ce fondeur un 
"design kit " qui diffère également selon le logiciel de conception utilisé. 
Différentes études préliminaires sont nécessaires à la conception d'amplificateurs de puissance. 
En effet, plusieurs alternatives existent quant à la classe de fonctionnement choisie ou encore 
quant au substrat retenu. 
Nous allons décrire les différents paramètres retenus pour la réalisation des amplificateurs en 
bande S.
La classe de fonctionnement : 
Plusieurs paramètres rentrent en ligne de compte dans le choix de la classe de 
fonctionnement. Tout d'abord, nous pouvons éliminer les classes à commutation étant donnée la 
bande de fréquences choisie. Ensuite, parmi les classes dites statiques, la classe A permet 
d'obtenir le maximum de gain du transistor. Par contre, le rendement en puissance ajoutée est 
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relativement faible. La classe B offre alors de meilleures perspectives quant à la valeur finale de ce 
rendement, mais pour des valeurs de gain moins élevées. 
La classe AB offre alors le meilleur compromis entre gain et rendement en puissance ajoutée. 
Ainsi, les amplificateurs réalisés durant notre étude fonctionneront en classe AB.
En outre, la méthode de conception, qui consiste à utiliser les paramètres S large signal et donc à 
ne prendre en compte en compte que l'information à la fréquence fondamentale, conduit à des 
approximations qui ne sont valides qu'en régime de fonctionnement faiblement non-linéaire. 
Ainsi, la classe AB permet de rester dans un domaine qui justifie ces approximations. 
Le substrat : [Lav00]
Le choix du substrat est conditionné par plusieurs facteurs. Tout d'abord, la notion de 
constante diélectrique est très importante, puisqu’elle est liée à la fréquence d'utilisation. En effet, 
la longueur des lignes de transmission est déterminée par la constante diélectrique et la fréquence 
de fonctionnement. Ainsi, un choix correct de la constante diélectrique conduira à des tailles de 
circuits acceptables.  
En outre, pour réaliser l'adaptation de faibles impédances, un substrat à forte constante 
diélectrique permet d'obtenir des lignes de largeur plus faibles à impédance caractéristique 
constante. 
Ensuite, le facteur de dissipation, qui rend compte des pertes dans le matériau, est un critère de 
choix supplémentaire. Ainsi, les circuits, que nous avons réalisés en technologie hybride, l'ont été 
sur substrat verre-téflon. 
Ce substrat possède une épaisseur de 254 μm. Les métallisations, quant à elles, sont constituées 
d'une couche de cuivre d'épaisseur 35 μm. La finition est réalisée à l'aide d'une couche très fine 
d'Or afin de pallier les problèmes d'oxydation et de corrosion. Une couche de Nickel permet 
d'augmenter les propriétés mécaniques tout en évitant le mélange du Cuivre et de l'Or. Les 
caractéristiques du substrat sont résumées dans le tableau IV.2.




Conductivité du Cuivre Epaisseur du 
conducteur 
Tangente de 
l'angle de perte 
Substrat 
verre-téflon 
254 μm εr=2.55 ρ=5.9 107 Ω -1 m-1 35 μm 1.7 10
-3 
Tableau IV.2 : Paramètres du substrat verre-téflon 
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Dans le cadre de la conception de circuits hyperfréquences, ces paramètres du substrat peuvent 
être intégrés à un logiciel de simulation (type HP-Advanced Design System) afin de modéliser le 
comportement réel des lignes de transmission. 
Nous serons ainsi amenés à utiliser des lignes quart d'onde dans la réalisation de notre 
amplificateur. A ce propos, les dimensions d'une ligne 4λ  d'impédance caractéristique 50 Ω à la 
fréquence centrale 2.245 GHz  sont les suivantes : 
Longueur : L=23,14 mm et Largeur : W=0,67 mm. 
Ces grandeurs nous permettent d’avoir une première idée des dimensions futures de 
l’amplificateur.
1.2.2. Méthodologie de conception 
La mise en œuvre de la méthode des fréquences réelles appliquée à la conception des 
amplificateurs de puissance nécessite la connaissance des paramètres S large signaux. Le chapitre 
III nous a permis de décrire dans son ensemble le logiciel Rfcad_power développé au sein du 
laboratoire IXL.
Ne disposant pas, à l'heure actuelle, de moyens nous permettant d'obtenir de manière 
expérimentale les paramètres S large signaux, l'alternative proposée par Rizzoli et al. [Riz88] est 
des plus intéressantes. Elle consiste à calculer les paramètres S large signaux à partir du modèle 
non-linéaire du transistor et à l'aide d'un logiciel de simulation 
La procédure est présentée sur la figure IV.4 et correspond à l'implémentation de la méthode de 
simulation dans la version 1.5 du logiciel HP-ADS. 
Figure IV.4 : Méthode de mesure des paramètres S large signaux 
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Un signal d'entrée de fréquence f1 et de puissance réglable est appliqué. Pendant ce temps, un 
signal est envoyé à la sortie, mais à une fréquence f2 telle f2-f1=10 
-
 
4f1. Le composant fonctionne 
alors en régime quasi périodique dont le spectre est composé des harmoniques et des produits 
d'intermodulation de f1 et f2 .
Une analyse "two-tone" nous donne les tensions et courants aux ports d'entrée et de sortie pour 
toutes les fréquences du spectre (harmoniques et produits d'intermodulation compris). 
Ainsi, S11 et S21 sont obtenus respectivement par les rapports 11 ab  et 12 ab  à la fréquence f1 et 
S22 , S12 par les rapports 22 ab  et 21 ab  à la fréquence f2.
Puisque f2 est très proche de f1, Rizzoli fait l'hypothèse suivante : )f(S)f(S 222122 =  et 
)f(S)f(S 212112 = .
Xuebang [Xue98] a montré la pertinence de la méthode en réalisant un amplificateur de puissance 
simple étage sur la bande de fréquence 5.75-6.25 GHz à l'aide de paramètres S large signaux 
simulés par le logiciel MDS d'Agilent Technologies.
Nous venons d’aborder, dans cette première partie, différents préliminaires qui permettent 
d’appréhender maintenant la réalisation de deux amplificateurs de puissance. Une première 
réalisation comportera un unique transistor alors que la deuxième sera composée de trois étages. 
II. AMPLIFICATEUR DE PUISSANCE UN ETAGE [Haz01]
2.1. Circuit de polarisation et de stabilisation 
La structure intrinsèque d'un amplificateur de puissance, décrite à la figure IV.5, est 
composée de circuits de polarisations, d'un circuit de contre-réaction si nécessaire, et d'éléments 







Figure IV.5 : Schéma de principe d'un amplificateur 
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En règle générale, le processus de stabilisation est réalisé par l'ajout de composants aux circuits de 
polarisation. Si cela ne s'avère pas suffisant, un circuit de contre-réaction permet de résoudre 
généralement les dernières difficultés, au détriment d'une baisse du gain. 
Plusieurs types de circuit de polarisation existent : leur rôle est d'apporter l'alimentation continue 
au composant sans perturber le fonctionnement dynamique hyperfréquence du montage. Ainsi, 
un composant à haute impédance doit être utilisé afin que le signal hyperfréquence traverse le 
composant actif et non pas le circuit le circuit de polarisation : une inductance de forte valeur ou 
une ligne 4λ  fermée par une capacité possèdent ces caractéristiques. 














Figure IV.6 : Circuit de polarisation et de stabilisation 
Les circuits de polarisation de grille et de drain sont constitués d'une ligne de transmission en 
4λ  et d'une capacité "court-circuit " Cs . Sur la bande de travail, cette capacité doit avoir une faible 
impédance afin que la ligne 4λ  présente une forte impédance à son autre extrémité. Une des 
solutions est de choisir une capacité dont la fréquence de résonance série est proche de la 
fréquence de fonctionnement. De telles données sont, à l'heure actuelle, facilement disponibles : 
des constructeurs, tels que ATC ou Murata, fournissent même des logiciels qui permettent 
d'optimiser le choix des capacités (en fonction du type de la capacité, de sa taille,…). 
L'impédance caractéristique de la ligne 4λ  de polarisation peut être déterminée en fonction de 
la largeur de bande désirée. En effet, l'augmentation de l'impédance caractéristique entraîne une 
diminution de la largeur de la ligne. Cela permet d'étendre sur une plage de fréquence plus 
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importante le comportement de très forte impédance présentée par la ligne 4λ  aux accès grille 
et drain. Par contre, la précision de gravure des lignes limitera la dimension minimale possible 
pour la largeur. Nous avons opté pour des lignes d'impédance caractéristiques de 70 Ω, qui donne 
lieu à des largeurs de lignes de 370 µm.
Les capacités Cd sont des capacités de découplage. En règle générale, il est conseillé [Cri99], d'un 
point de vue pratique, de déconnecter les points de polarisation des points de découplage RF, 
afin d'éviter tout risque d'oscillation. Ainsi, des résistances R1 et R2 de faible valeur, sont placées 
entre les capacités Cs et Cd . En outre, afin de pallier la chute de tension due à R2 , il est possible de 
placer une perle de ferrite en parallèle avec cette résistance. 
Enfin, les résistances Rstab et Rg constituent le circuit de stabilisation. Elles permettent de se placer 
dans les conditions de stabilité inconditionnelle pour une plage de fréquence s'étendant du 
continu à au moins 3 f0 , où f0 est la fréquence centrale de fonctionnement. En particulier, la faible 
résistance Rg , placée directement à l'accès grille du transistor, permet d'obtenir la stabilité dans la 
bande de travail. 
La stabilité du circuit global de la figure IV.6 a été vérifiée par le calcul des coefficients K et B,
dont les valeurs sont présentées à la figure IV.7.
                                        
                                        
                                        
                                        
                                        
                                        







                                        
                                        
                                        
                                        
                                        
                                        











Figure IV.7 : Vérification de la stabilité de l'amplificateur à un étage 
1) coefficient K 
2) coefficient B1 
La stabilité inconditionnelle est assurée sur toute la plage de fréquence 0 - 10 GHz dans la mesure 
où le coefficient B1 est positif et le coefficient K supérieur à 1.
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2.2. Circuits d'adaptation 
Les circuits de polarisation et de stabilisation viennent d'être déterminés. L'étape suivante 
consiste à déterminer les circuits d'adaptation qui permettent d'optimiser les performances de 
l'amplificateur de puissance à un étage. 

















Figure IV.8 : Structure globale de l'amplificateur un étage 
Deux circuits d'adaptation d'entrée et de sortie constituent les structures à optimiser. Ces 
structures seront composées de lignes de transmission, dont les impédances caractéristiques et les 
fréquences de référence pourront varier. Deux facteurs principaux conduiront à limiter le nombre 
de ces lignes de transmission : l'encombrement total du circuit et les pertes engendrées par les 
circuits d'adaptation. 
2.3. Démarche de conception 
Nous venons, dans les deux précédents paragraphes, de poser les principes généraux de la 
conception de l'amplificateur un étage. Il nous reste maintenant à décrire la démarche de 
conception envisagée et à présenter les résultats de simulation et expérimentaux. 
Le transistor CLY5 a été polarisé en classe de fonctionnement AB, avec une tension de 
drain : Vds = 4 volts et un courant de drain continu : Ids = Idss/3. 
La plage de fréquence de fonctionnement s'étend de 2,2 GHz à 2,29 GHz avec une fréquence 
centrale de 2,245 GHz .
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Les performances attendues sont : 
• une puissance de sortie de 1 W,
• un rendement en puissance ajoutée supérieur à 30 %,
• un gain linéaire supérieur à 8 dB,
• des pertes par réflexion en entrée inférieures à -10 dB.
Nous allons maintenant présenter l'utilisation du logiciel Rfcad_Power dans l'optique d'optimiser 
les circuits d'adaptation d'entrée et de sortie. 
2.4. Utilisation de Rfcad_power 
Le chapitre III a été consacré à la description de l'implantation logicielle du programme de 
conception basée sur la méthode des fréquences réelles. L'organigramme de la figure III.25 en 
résume les différentes étapes. Nous allons maintenant nous pencher sur les phases d'interaction 
avec l'utilisateur, et en particulier sur la phase initiale. 
Dans un premier temps, nous devons générer un fichier d'entrée qui contient le cahier des 
charges de l'amplificateur. 
Il nous faut ainsi préciser les pertes par réflexion recherchées en entrée. En outre, le fichier 
d'entrée contient les informations concernant la bande passante, les impédances d'entrée et de 
sortie ou encore le nombre d'éléments par circuit d'adaptation.  
Enfin, il faut joindre au fichier d'entrée de données principales, les fichiers "satellites" qui 
comprennent les paramètres S large signaux pour chaque puissance d'entrée désirée. Ces 
paramètres S sont déterminés à l'aide de la méthode décrite au paragraphe 1.2.2 de ce même 
chapitre. 
Dans un deuxième temps, le programme détermine la puissance de fonctionnement en entrée et 
réalise l'optimisation du circuit d'adaptation de sortie afin de maximiser la puissance ajoutée. 
Cette optimisation est effectuée grâce à la méthode présentée au chapitre III en utilisant une 
fonction type "moindres carrés", couplée à l'algorithme de Levenberg-Marquardt.
La synthèse de cet égaliseur en éléments distribués est réalisée à partir des paramètres de 
répartition eij obtenus sous une forme polynomiale. 
Dans une dernière étape, l'optimisation du circuit adaptateur d'entrée est réalisée afin de 
minimiser les pertes par réflexion en entrée. 
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Nous allons maintenant présenter les résultats obtenus en simulation et expérimentalement pour 
l'amplificateur de puissance un étage. 
2.5. Résultats de simulation 
Le logiciel Rfcad_power a été utilisé pour la conception d'un amplificateur à un étage sur la 
plage de fréquence 2,2 - 2,29 GHz.
Les simulations ont été effectuées en limitant volontairement le nombre d'éléments des circuits 
d'adaptation d'entrée et de sortie ; afin de diminuer l'encombrement et les pertes, deux ou trois 
lignes de transmission en cascade constituent ces égaliseurs. 
Enfin, la fréquence de référence des lignes de transmission est un autre paramètre ajustable. 
Nous présentons tout d'abord les résultats de simulation obtenus avec le programme Rfcad_Power.
Les circuits d'adaptation sont composés de lignes supposées idéales. Par contre, lors des 
simulations, les impédances caractéristiques de ces lignes ont été limitées à 100 Ω, afin d'obtenir 
des largeurs au moins égale à 100 μm.
Dans un deuxième temps, l'utilitaire Linecalc, intégré au logiciel HP-ADS, permet de calculer, en 
fonction des paramètres du substrat défini au tableau IV.2, les longueurs et largeurs physiques 
des lignes de transmission. De nouvelles simulations à l'aide de HP-ADS permettent de prendre 
en compte les pertes dans les circuits d'adaptation. 
2.5.1. Performances obtenues avec le programme Rfcad_power 
Les figures IV.9 et IV.10 présentent les performances obtenues lors de la simulation à 
l'aide du programme Rfcad_power. Les courbes ont été tracées à la fréquence centrale de 
fonctionnement égale à 2,245 GHz. Pour chacune d'entre elle, les résultats sont présentés en 
fonction de la puissance d'entrée Pe du montage. 
La puissance ajoutée et le rendement en puissance ajoutée ont été tracés sur la même figure IV.9.
Nous observons un maximum de la puissance ajoutée de 0,9 W pour une puissance d'entrée de 
26,5 dBm. Cette puissance constitue alors la puissance de fonctionnement. Un maximum de 
rendement en puissance ajoutée de 47,7 % est obtenu à 26 dBm.
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Figure IV.9 : Résultats de simulation avec Rfcad_power : Puissance ajoutée et PAE 
La figure IV.10 propose les courbes de gain G et de puissance de sortie Ps en fonction de la 
puissance d'entrée Pe. Nous pouvons observer que, pour la puissance d'entrée de fonctionnement 
déterminée pour un maximum de puissance ajoutée (Pe = 26,5 dBm), la puissance de sortie est 
supérieure à 31 dBm. Ce point correspond également à une compression de gain de 2 dB.
                                        
                                        
                                        
                                        
                                        
                                        
























Figure IV.10 : Résultats de simulation avec Rfcad_power : Gain et Puissance de sortie 
Pour comparaison, nous avons utilisé une méthode qui se rapproche de la caractérisation 
expérimentale de type load_pull afin de déterminer les performances idéales en rendement de 
l'amplificateur décrit à la figure IV.6. Il s'agit (figure IV.11) de faire varier, pour chaque niveau 
d’excitation, les impédances d'entrée et de sortie représentées de façon idéale sous la forme d'une 
partie réelle et d'une partie imaginaire : Zs = Rs + jXs et Zl = Rl + jXl . La méthode consiste alors à 
déterminer le maximum du critère retenu (puissance ajoutée, rendement en puissance ajoutée,…) 














Figure IV.11 : Load _pull simulé 
Les figures IV.12 et IV.13 présentent les résultats de l'optimisation par la technique du load_pull
simulé, dans laquelle le rendement en puissance ajoutée était le paramètre à optimiser. 
                                        
                                        
                                        
                                        
                                        
                                        



























Figure IV.12 : Résultats Load_pull simulé : Puissance ajouté 
 et rendement en puissance ajoutée 
                                        
                                        
                                        
                                        
                                        
                                        



























Figure IV.13 : Résultats Load_pull simulé : Gain et Puissance 
de sortie 
Ces simulations nous conduisent à un rendement en puissance ajoutée optimal s'élevant à 51 %
pour une puissance d'entrée de 24 dBm. Le maximum de puissance ajoutée est obtenu, pour sa 
part, à Pe = 26dBm et vaut 0,82 W.
Nous constatons que nous obtenons, pour le load_pull simulé, un rendement en puissance ajoutée 
supérieur à celui obtenu dans le cadre du programme Rfcad_power. Par contre, la puissance ajoutée 
est inférieure. Ces résultats sont logiques si nous avons à l'esprit que l'objectif de la méthode des 
fréquences réelles est l'optimisation de la puissance ajoutée, alors que, dans le cas du load_pull 
simulé, le critère retenu est le rendement. 
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Au maximum de ηaj (24 dBm), la puissance de sortie vaut 30,3 dBm et le gain en puissance 6,3 dB
(pour une compression de 1,6 dB).
2.5.2. Performances obtenues avant réalisation  
Les performances présentées précédemment ont été obtenues avec des lignes de 
transmission considérées comme idéales. La démarche suivante a été de prendre en compte la 
réalité physique de ces lignes. C'est pourquoi, une nouvelle simulation à l'aide du logiciel HP-ADS
nous permet de considérer les pertes intrinsèques aux circuits d'adaptation. Ces pertes sont 
essentiellement des pertes par effet Joule et influent sur les caractéristiques électriques des 
amplificateurs de puissance. C'est pourquoi, l'étage final se doit de posséder le minimum de 
pertes possibles afin de limiter la dégradation de la puissance de sortie. Sinon, la chute du 
rendement en puissance ajoutée peut s'avérer importante. 
Nous avons donc simulé l'étage amplificateur avec de nouvelles considérations : tout d'abord, les 
caractéristiques du substrat verre-téflon ont été prises en compte dans le comportement des 
lignes. En outre, nous avons intégré sur notre schéma les lignes d'accès pour les connecteurs 
SMA ainsi que le comportement réel des capacités de liaison (qui appartiennent à la série 
GRH110 de Murata).
Finalement, le circuit amplificateur complet a été simulé à l'aide du logiciel HP-ADS. Les figures 
IV.14 et IV.15 présentent les résultats de ces simulations qui constitueront les données de 
référence pour la caractérisation expérimentale. 
                                        
                                        
                                        
                                        
                                        
                                        



























Figure IV.14 : Résultats avec lignes réelles : Puissance ajoutée et Rendement en puissance ajoutée 
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Figure IV.15 : Résultats avec lignes réelles : Gain et Puissance de sortie 
La prise en compte des pertes dans les réseaux d'adaptation a conduit logiquement à une 
diminution des performances en puissance de l'amplificateur. 
Le maximum de puissance ajoutée correspond toujours à une puissance d'entrée de 26,5 dBm. 
Nous obtenons alors une puissance de sortie égale à 31,1 dBm, ce qui conduit à une puissance 
ajoutée de 0,84 W. Pour ce même niveau d'entrée, le rendement chute à 42,3 %, tandis que le gain 
vaut 4,6 dB.
La figure IV.16 nous présente, sur la bande de fréquence 1,5- 3 GHz , les pertes par réflexion en 
entrée et le gain pour de faibles niveaux d'excitation. 
                                        
                                        
                                        
                                        
                                        
                                        



























Figure IV.16 : Pertes par réflexion en entrée et gain linéaire de l'amplificateur à un étage 
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De la figure IV.16, nous pouvons observer que, les pertes par réflexion en entrée sont inférieures 
à -26 dB dans la bande de fréquence 2,2-2,29 GHz. Par contre, en sortie, ces pertes remontent 
jusqu'à -8 dB.
La structure globale de l'amplificateur décrite à la figure IV.8 est maintenant déterminée. Nous 
avons ensuite généré le "layout " de l'ensemble afin d'entreprendre la réalisation pratique.  
2.6. Résultats de mesures 
La réalisation de l'amplificateur un étage a pour origine le "layout " généré à l'issue de la 
simulation. Par contre, afin d'être en mesure de procéder à des réglages, des plots sont ajoutés le 
long des lignes de transmission. Ils permettent de changer les largeurs de ces lignes sur certaines 
parties afin de modifier leur impédance caractéristique. 
D'une manière générale, le réglage de l'étage d'entrée permet d'ajuster le gain de l'amplificateur et 
les pertes par réflexion en entrée, alors que les modifications sur le circuit d'adaptation de sortie 
influent sur les performances en puissance. La figure IV.17 propose le circuit final tel qu'il a été 
envoyé à la fabrication. 
Figure IV.17 : Dessin de l'amplificateur de puissance avec les éléments de réglage 
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2.6.1. Banc de mesure 
La figure IV.18 représente, de façon schématique, le banc de mesures utilisé pour la 









Vgg , Igg Vdd , Idd
Ps
Atténuateur Atténuateur
Figure IV.18 : Schéma du banc de mesures en puissance 
A partir du signal produit par le générateur de signaux micro-ondes, un préamplificateur permet 
d'augmenter le niveau d'excitation d'entrée du composant à tester (DUT de l'anglais "Device Under 
Test " ) afin qu'il puisse fonctionner en régime non-linéaire. 
La puissance fournie par le générateur est relevée à l'aide d'un premier wattmètre, tandis que le 
coupleur 20 dB permet de mesurer la puissance réfléchie par le DUT. L'analyseur de réseau 
permet de mesurer le coefficient de réflexion à l'entrée de l'amplificateur et de déterminer ainsi la 
puissance d'entrée. 
Des isolateurs permettent de protéger les éléments actifs (générateur de signaux, préamplificateur 
de puissance) contre les puissances réfléchies par d'autres éléments situés plus loin dans la chaîne 
de mesures. 
Enfin, la puissance de sortie est mesurée à l'aide d'un deuxième wattmètre. 
La puissance électrique consommée par l'amplificateur est fournie par deux sources 
d'alimentation continue. Dans la mesure où le courant de grille est très faible en comparaison du 
courant de drain, la puissance délivrée par l'alimentation de grille est négligeable, et la puissance 
consommée peut alors se résumer au produit de la tension de drain Vdd par le courant de drain 
Idd : 
ddddal IVP ⋅= (IV.1) 
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Une photographie de l’amplificateur de puissance un étage est présentée à la figure IV.19.
Figure IV.19 : Amplificateur de puissance un étage en bande S  
2.6.2. Réglage de l'amplificateur de puissance un étage 
Lorsque nous avons présenté les deux familles de circuits existantes, nous avons précisé 
que l'avantage des circuits hybrides par rapport aux circuits MMIC résidait dans les possibilités de 
réglage offert après la réalisation. 
En effet, il n'est pas rare que les premières performances mesurées soient plus faibles que les 
résultats de simulation. Ainsi, lorsque des possibilités de réglage ont été prévues, il est 
envisageable d'atteindre les performances escomptées. 
Les réglages peuvent alors être conduits selon deux directions principales : 
• La modification des tensions d'alimentation de grille Vgg et de drain Vdd (nous pouvons 
faire remarquer que ces réglages sont applicables à la fois au circuit hybride et aux puces 
MMIC ).
• La modification géométrique des lignes de transmission : des plots de réglage (figure 
IV.17 ) peuvent être reliés afin d'ajuster les largeurs des lignes. 
En outre, l'approche hybride permet facilement le remplacement d'un composant discret ou d'un 
transistor. 
Ainsi, les mesures de l'amplificateur un étage ont été réalisées en utilisant les possibilités de 
réglage que nous venons de décrire. 
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Figure IV.20 : Pertes par réflexion en entrée et gain linéaire mesurés de l'amplificateur un étage 
Une première mesure a été réalisée à faible niveau d’entrée à l’aide d’un analyseur de réseau 
vectoriel afin de relever le gain linéaire de l’amplificateur ainsi que les pertes par réflexion en 
entrée. Les résultats optimaux sont présentés à la figure IV.20.
Le gain mesuré est de l’ordre de 6 dB dans la bande de travail pour des pertes par réflexion qui 
sont inférieures à -20 dB. En sortie, les pertes par réflexion sont inférieures à - 6 dB.
Les mesures en puissance ont été réalisées à la fréquence centrale de fonctionnement en ajustant 
les tensions d’alimentation de grille et de drain afin d’obtenir les performances optimales. 
Nous obtenons une puissance ajoutée maximale pour une tension de polarisation de grille égale à 
-1,1 V. A cette polarisation de grille, les performances en puissance ont été mesurées pour 
différentes polarisation de drain Vdd .
Nous pouvons remarquer qu’une puissance de sortie maximale est obtenue pour de fortes valeurs 
de tension de drain Vdd , alors qu’un rendement en puissance ajoutée optimal apparaît pour des 
tensions d’alimentation plus faibles. 
Les performances ont été mesurées pour des valeurs de Vdd variant de 3,5 V à 5,5 V. Nous 
obtenons les résultats les plus probants en terme de puissance ajoutée et de rendement pour une 
tension de polarisation de drain de 5 V. Les figures IV.21 et IV.22 regroupent l’ensemble des 
performances.
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Figure IV.21 : Résultats expérimentaux : Puissance ajoutée et Rendement en puissance ajoutée 
                                        
                                        
                                        
                                        
                                        
                                        























Figure IV.22 : Résultats expérimentaux : Gain et Puissance de sortie 
Pour une puissance d’entrée égale à 25,7 dBm, la puissance de sortie est légèrement inférieure à 
30 dBm, ce qui conduit à une puissance ajoutée de 0,62 W. A cette même puissance de 
fonctionnement (qui correspond à 1,7 dB de compression), le rendement en puissance ajoutée est 
supérieur à 36 %. Enfin, nous retrouvons une valeur du gain linéaire de 6 dB, comme nous 
l’avions déjà constaté à l’aide de l’analyseur de réseaux vectoriel. 
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2.6.3. Comparaison des performances simulées et mesurées 
Nous pouvons maintenant comparer les performances relevées de façon expérimentale à 
celles obtenues lors de la simulation. Le tableau comparatif IV.3 nous permet de présenter 
l’ensemble de ces résultats. 
 Puissance d'entrée Pe (dBm) 
Puissance ajoutée 
Paj (W) 
Rendement en Puissance 
ajoutée ηaj (%) 
Puissance de 
sortie Ps (dBm) 
Gain linéaire 
(dB) 
Simulation 26,5 0,84 42,3 31,1 6,7 
Mesure 25,7 0,62 36 30 5,9 
Tableau IV.3 : Comparaison des performances simulées et mesurées de l’amplificateur un étage 
La présentation de ces résultats nous conduit à faire plusieurs commentaires et à proposer 
différentes interprétations quant aux différences obtenues. 
Tout d’abord, nous avons pu relever de façon expérimentale qu’une tension de polarisation de 
grille égale à -1,1 V conduisait à des performances en puissance optimale. En simulation, les 
performances présentées par ce circuit avaient été déterminées pour une tension de polarisation 
égale à -1,5 V. De même, nous obtenons les performances expérimentales les plus probantes 
pour une tension de polarisation de drain égale à 5 V, alors que les simulations ont été effectuées 
à 4 V. Ces remarques sur la polarisation nous permettent de proposer une première interprétation 
des résultats obtenus, basée sur la modélisation du transistor de puissance. 
En effet, nous savons, tout d’abord, que la détermination expérimentale des éléments du schéma 
équivalent, ainsi que le choix des équations représentatives des phénomènes non-linéaires n’est 
pas chose évidente. En outre, le modèle grand signal utilisé pour la simulation a été issu des 
informations fournies par la société Infineon. Elles ne correspondent donc pas à la caractérisation 
expérimentale réelle du transistor intégré à l’amplificateur et constituent donc un premier facteur 
d’erreurs. 
Une sensibilité des performances à une variation des éléments électriques du schéma équivalent a 
pu être également observées en simulation. 
Les valeurs des gains linéaires obtenus en simulation et de façon expérimentale présentent une 
différence de 0,8 dB. Ces écarts s’expliquent principalement par les pertes existantes entre les 
ports d’entrée et de sortie de l’amplificateur, qui constituent les plans de référence pour les 
mesures, et les accès réels du transistor. Ces pertes peuvent être attribuées aux éléments localisés, 
tels que les capacités de liaisons et de découplage, aux lignes de transmission, mais également aux 
connecteurs, même si elles restent difficilement quantifiables. 
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Ainsi, la chute du gain expérimental provoque une diminution de la puissance de sortie, pour 
laquelle nous observons une différence de 1,1 dBm, et également une dégradation du rendement 
de plus de 6 %. La valeur de la puissance d’entrée pour laquelle les performances optimales ont 
été mesurées est, en outre, plus faible que la valeur simulée. Cet écart peut expliquer également 
les différences de performances. 
Enfin, nous avons déjà eu l’occasion, au cours de ce manuscrit, de préciser que les impédances 
présentées par les circuits d’adaptation aux harmoniques supérieures avaient une influence sur le 
rendement en puissance ajoutée. Ainsi, il faut éviter que des erreurs de réalisation conduisent à 
présenter des impédances aux harmoniques 2 et 3 qui entraîneraient une dégradation des 
performances.
Finalement, malgré les différences observées entre les simulations et les mesures, les 
performances obtenues correspondent au cahier des charges que nous nous étions fixé. Nous 
obtenons en effet une puissance de sortie de 1 W pour un rendement supérieur à 30 %. Les pertes 
par réflexion en entrée sont inférieures à -10 dB. Seule la condition sur le gain n'a pas été 
respectée. 
III. AMPLIFICATEUR DE PUISSANCE TROIS ETAGES 
A l'issue de la conception de l'amplificateur un étage en bande S, deux directions étaient 
envisageables pour poursuivre nos travaux : la conception d'un amplificateur multi-étages en 
bande S ou la conception d'un amplificateur à des fréquences plus élevées. 
En effet, la réalisation d'un amplificateur pour une fréquence de fonctionnement plus élevée nous 
permettrait de vérifier la validité de notre méthode dans deux bandes de fréquence relativement 
éloignées. Des simulations sont envisagées, pour l'avenir, avec le transistor LP3000 de chez 
Filtronic Solid State en bande C.
En outre, une conception multi-étages a l'intérêt de mettre en pratique les deux approches de la 
méthode de conception basée sur la méthode des fréquences réelles : l'approche non-linéaire 
permet l'optimisation de la puissance ajoutée et vient d'être justifiée par la réalisation d'un 
amplificateur un étage ; ensuite, l'approche linéaire permet de minimiser les pertes par réflexion 
en entrée et de rechercher le gain maximum disponible des étages précédant l'étage de puissance. 
Nous présentons donc la conception d'un amplificateur trois étages en bande S.
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3.1. Structure globale de l'amplificateur de puissance trois étages 
Les paragraphes 1.1 et 1.2 de ce chapitre nous ont permis d'introduire des paramètres 
communs à la conception des deux amplificateurs en bande S.
Ainsi, de la même façon que le transistor CLY5 de chez Infineon constituait le transistor de 
puissance dans le cadre de la conception un étage, il sera également le cœur de l'étage final de 
l'amplificateur trois étages. Puisque ce transistor a été présenté en détail précédemment, nous 
rappellerons simplement qu'il s'agit d'un Mesfet qui possède un développement total de grille de 
4 mm et qui se présente sous la forme encapsulée dans un boîtier de type SOT223.
Le modèle non-linéaire de type Statz , dont les paramètres sont présentés dans le tableau IV.1, a 
été conservé. Ainsi, les paramètres S larges signaux obtenus par simulation sont identiques. 
Ensuite, puisque la fréquence de fonctionnement de l'amplificateur trois étages est analogue à 
celle de l'amplificateur un étage, le substrat verre-téflon a été reconduit. Ses caractéristiques sont 
mentionnées dans le tableau IV.2.
Enfin, la polarisation en classe AB de l'étage de puissance est conservée. 
3.1.1. Structure des premiers étages 
Une fois la structure de puissance déterminée, il nous faut choisir les transistors qui vont 
constituer les deux premiers étages. 
En effet, l'objectif de la réalisation de l'amplificateur trois étages est d'obtenir des propriétés de 
puissance intéressantes tout en présentant un fort gain. Ainsi, le rôle des deux premiers étages est 
de fournir à l'étage final la puissance nécessaire à un fonctionnement optimal. Nous choisirons 
donc des transistors avec un fort gain linéaire. 
Dans la gamme du constructeur Infineon, notre choix s'est porté sur le transistor CLY2 puisqu’il 
présente plusieurs avantages : il est tout d'abord le pendant du transistor CLY5 dans la 
technologie Mesfet GaAs. Ensuite, il présente un gain linéaire supérieur à 13 dB dans la bande de 
travail considéré. 
Ce transistor est disponible en boîtier de type MW-6. Il possède 8 doigts de grille d'une largeur de 
250 μm chacun, pour un développement total de grille de 2 mm.
Les circuits de polarisation et de stabilisation ont été construits autour de ce composant actif de 
puissance. 
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3.1.2. Circuit de polarisation et de stabilisation 
La structure générale d'un amplificateur a été présentée à la figure IV.5. Le circuit de 
polarisation permet d'apporter la puissance continue au composant sans perturber le 
fonctionnement dynamique hyperfréquence du montage, tandis que le circuit de stabilisation 
permet de prévenir contre tout risque d'oscillations de l'amplificateur. 
La configuration retenue a été mise en évidence à la figure IV.6. Nous avons conservé cette 
topologie pour les deux premiers étages. Seules les valeurs des éléments de stabilisation ont été 
ajustées. 
3.1.3. Structure globale de l'amplificateur trois étages 
Après avoir déterminé la structure des premiers étages ainsi que celle de l'étage de 
puissance, il nous reste à présenter la composition générale de l'amplificateur trois étages. Des 
réseaux passifs constituent les circuits d'adaptation inter-étages. Ils permettent d'obtenir à la fois 
un gain maximum des deux premiers étages, et des performances en puissance optimales du 
dernier étage. 
Ces structures seront constituées de tronçons de lignes dont le nombre et l'impédance 
caractéristique pourront varier. 











































Figure IV.23 : Structure globale de l'amplificateur trois étages 




3.2. Démarche de conception 
La polarisation du transistor CLY5 est identique à celle préconisée dans le cas de 
l'amplificateur un étage. La tension de drain Vds vaut 4 volts avec un courant de drain continu 
Ids = Idss /3, pour une polarisation en classe de fonctionnement AB.
Les transistors CLY2 seront alimentés à Vds = 3 volts. 
La plage de fréquence de fonctionnement s'étend de 2,2 GHz à 2,29 GHz avec une fréquence 
centrale de 2,245 GHz .
Les performances souhaitées sont : 
• une puissance de sortie de 1 W,
• un rendement en puissance ajoutée supérieur à 30 %,
• un gain linéaire supérieur à 30 dB,
• des pertes par réflexion en entrée inférieures à -10 dB.
Nous avons donc utilisé le logiciel Rfcad_power pour déterminer, a priori, les performances de 
l'amplificateur trois étages. 
La démarche est la suivante : comme dans le cadre de l'amplificateur un étage, la première étape 
consiste à optimiser la puissance ajoutée à l'aide du circuit d'adaptation de sortie. Le 
fonctionnement en régime non-linéaire de l'étage de puissance est pris en compte, durant cette 
phase d'optimisation, à l’aide de la caractérisation en paramètres S Large signaux. 
Ensuite, le deuxième étage est optimisé afin de fournir la puissance d'entrée optimale à l'étage de 
puissance. Il doit également être peu consommateur d'énergie afin de ne pas dégrader le 
rendement total de l'amplificateur et ne pas rentrer en régime de saturation. 
Enfin, le premier étage doit réaliser l'adaptation sur 50 Ω tout en présentant un gain important et 
tout en limitant les pertes par réflexion en entrée. 
Nous présentons les résultats de la simulation par cette méthode dans le paragraphe suivant. 
Auparavant, il faut noter que le deuxième étage est paradoxalement l'étage qui sera le moins 
maîtrisable durant la conception. En effet, la structure actuelle du logiciel Rfcad_power est telle 
qu'elle ne permet de prendre en compte le fonctionnement en régime non-linéaire que du dernier 
étage. Or, avec les transistors dont nous disposons, il est possible que le transistor du deuxième 
étage commence à saturer, modifiant ainsi les performances établies (en particulier, le gain du 
deuxième étage). Cet aspect sera à prendre en compte dans l'interprétation final des résultats. 
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3.3. Utilisation de Rfcad_power 
Un nouveau fichier d'entrée a été généré en vue de définir le cahier des charges de 
l'amplificateur trois étages. Les paramètres S petits signaux du transistor CLY2 ont ainsi été 
intégrés à ce fichier en fonction des informations fournis par le constructeur Infineon.
Ensuite, la plage de fréquences de fonctionnement, les impédances d'entrée et de sortie sur 
lesquelles est réalisée l'adaptation, les pertes par réflexion en entrée à minimiser, sont autant 
d'informations introduites dans le fichier d'entrée. 
Par contre, les poids attribués à chaque objectif en fonction de leurs priorités, le nombre 
d'éléments par circuit d'adaptation sont des paramètres que l'utilisateur a la possibilité d’ajuster 
durant les phases d'optimisation. 
Les figures IV.24 et IV.25 présentent les performances obtenues lors de la simulation à l’aide du 
programme Rfcad_power. Les courbes ont été tracées à la fréquence centrale de fonctionnement 
égale à 2,245 GHz. Pour chacune d'entre elle, les résultats sont représentés en fonction de la 
puissance d'entrée Pe du montage. 
                                        
                                        
                                        
                                        
                                        
                                        



























Figure IV.24 : Résultats de simulation avec Rfcad_power : Puissance ajoutée et Pae 
La puissance ajoutée et le rendement en puissance ajoutée ont été tracés sur la même figure 
IV.24. Nous observons un maximum de la puissance ajoutée de 1,59 W pour une puissance 
d'entrée de 3,9 dBm. Par contre, le maximum de rendement en puissance ajoutée est obtenu à 




                                        
                                        
                                        
                                        
                                        
                                        


























Figure IV.25 : Résultats de simulation avec Rfcad_power : Gain et Puissance de sortie 
La figure IV.25 présente les courbes de gain et de puissance de sortie en fonction de la puissance 
d’excitation. Le gain linéaire à faibles puissances vaut 32,3 dB. Au maximum de puissance ajoutée 
(Pe = 3,9 dBm), la compression de gain est égale à 4,1 dB et la puissance de sortie est supérieure à 
32 dBm.
3.4. Performances obtenues avant réalisation 
A l’issue de l’optimisation à l’aide du programme Rfcad_power, nous avons entrepris 
plusieurs démarches afin d’aboutir à la réalisation de l’amplificateur. Tout d’abord, comme dans le 
cas du montage à un étage, nous avons pris en compte la réalité physique des lignes : les 
caractéristiques du substrat verre-téflon ont ainsi été intégrées afin de considérer les pertes des 
circuits d’adaptation. 
Une première simulation a donc été faite avec ses nouveaux paramètres à l’aide du logiciel HP-
ADS. Nous en présentons les résultats aux figures IV.26 et IV.27.
De façon logique, nous observons une dégradation des performances en puissance de 
l’amplificateur. Tout d’abord, les puissances d’entrée pour lesquelles les maxima en puissance 
ajoutée et en rendement sont relevés, sont légèrement décalées.  
Ensuite, nous notons une diminution du gain linéaire à 31,9 dB, qui s’accompagne d’une 
dégradation de la puissance ajoutée et du rendement. Ainsi, un maximum de 1,4 W est relevé 
pour la puissance ajoutée à Pe = 3,4 dBm, alors que le rendement ne vaut plus que 40,7 % à cette 
puissance. Pour le même niveau d’entrée, la puissance de sortie est égale à 31,5 dBm pour une 
compression de gain de 3,9 dB.
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Figure IV.26 : Résultats avec lignes réelles : Puissance ajoutée et  
 rendement en puissance ajoutée 
                                        
                                        
                                        
                                        
                                        
                                        

























Figure IV.27 : Résultats avec lignes réelles : Gain et Puissance de 
sortie 
Dans un deuxième temps, afin de minimiser l’encombrement total du montage, les circuits 
d’adaptation ont été modifiés en courbant les lignes de transmission. Une nouvelle optimisation a 
été effectuée afin de prendre en compte la modification de ces lignes. En outre, la modélisation 
des lignes d’accès pour les connecteurs SMA ainsi que celles des capacités de liaison a aussi été 
effectuée. 
Finalement, le montage final a été simulé à l’aide du logiciel HP-ADS et nous présentons les 
résultats sur les figures IV.28 et IV.29.
                                        
                                        
                                        
                                        
                                        
                                        


























Figure IV.28 : Résultats avant réalisation : Puissance ajoutée et  
 rendement en puissance ajoutée 
                                        
                                        
                                        
                                        
                                        
                                        





























A l’issue de cette simulation, nous relevons les performances de l’amplificateur trois étages : un 
maximum de rendement en puissance ajoutée de 39,6 % apparaît pour une puissance d’entrée 
décalée de 1 dBm (Pe = 2 dBm) par rapport aux résultats précédent. Le maximum de puissance 
ajoutée (à Pe = 3 dBm) n’est plus que de 1,24 W, ce qui s’explique par la diminution de la puissance 
de sortie (Ps = 30,9 dBm).
Nous pouvons noter que ce réajustement des longueurs des lignes a conduit à une augmentation 
du gain linéaire. 
La figure IV.30 nous présente les pertes par réflexion en entrée obtenues lors de cette simulation. 
                                        
                                        
                                        
                                        
                                        
                                        









Figure IV.30 :  Pertes par réflexion en entrée de l’amplificateur 
Les pertes par réflexion en entrée sont inférieures à -16 dB dans la bande de fréquence 2,2-
2,29 GHz. En sortie, ces pertes sont inférieures à -8 dB.
3.5. Résultats de mesure de l'amplificateur de puissance trois étages 
Le processus expérimental est identique à celui mis en œuvre pour la caractérisation de 
l’amplificateur un étage. 
Un circuit imprimé a été réalisé sur la base des dernières simulations. Des pavés de réglage ont 
également été placés afin d’être en mesure d’obtenir les performances optimales en ajustant les 
largeurs des lignes. 
L’amplificateur trois étages est présenté à la figure IV.31.
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Figure IV.31 : Amplificateur de puissance trois étages en bande S 
Le banc de mesure est décrit à la figure IV.18. Il nous permet de relever la puissance d’entrée, la 
puissance de sortie ainsi que les puissances électriques délivrées par les alimentations de drain et 
de grille. 
Des premières mesures ont été effectuées à faible niveau d’excitation d’entrée à l’aide de 
l’analyseur de réseau vectoriel afin de déterminer les pertes par réflexion en entrée et le gain 
linéaire sur la bande de fréquence 1,5-3 GHz.
                                        
                                        
                                        
                                        
                                        
                                        


























Figure IV.32 : Pertes par réflexion en entrée et gain linéaire mesurés de l’amplificateur trois étages 
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Le gain mesuré est de l’ordre de 27,8 dB dans la bande de travail pour des pertes par réflexion en 
entrée qui sont inférieures à -11 dB. Nous pouvons remarquer qu'un minimum global de -19 dB
apparaît à 2,6 GHz. En sortie, les pertes par réflexion sont inférieures à -6 dB.
Les mesures en puissance ont été réalisées à la fréquence centrale de fonctionnement : les deux 
premiers étages sont polarisés au même niveau et nous recherchons les performances optimales 
en ajustant les tensions d’alimentation de grille et de drain. 
Comme dans le cas du premier module, nous remarquons que la puissance de sortie est d’autant 
plus élevée que les tensions d’alimentation de drain le sont également. Par contre, le rendement 
en puissance ajoutée se dégrade pour une même variation des polarisations de drain. 
Finalement, les résultats présentés, en fonction de la puissance d’entrée, sur les figures IV.33 et 
IV.34 ont été obtenus avec des tensions d’alimentation de drain égales à 3,5 V pour les deux 
premiers étages et 5 V pour le dernier. 
Le réglage de l'amplificateur s'est avéré délicat puisque quatre circuits d'adaptation composent le 
montage, multipliant ainsi les possibilités de réglage. En outre, la finesse des lignes de 
transmission de l'étage de sortie empêchait toute modification de leur impédance caractéristique. 
                                        
                                        
                                        
                                        
                                        
                                        





















Figure IV.33 : Résultats expérimentaux : Puissance ajoutée et   
 rendement en puissance ajoutée 
                                        
                                        
                                        
                                        
                                        
                                        























Figure IV.34 : Résultats expérimentaux : Gain et Puissance de 
sortie 
Pour une puissance d’entrée Pe = 4,5 dBm, la puissance de sortie est supérieure à 28,1 dBm 
(compression de 3,4 dB), ce qui conduit à une puissance ajoutée maximum de 0,65 W et un 
rendement en puissance ajoutée de 30%.
Pour une puissance d’entrée Pe = 3,5 dBm, le rendement en puissance ajoutée est maximum et vaut 
30,3 %. Enfin, le gain linéaire est supérieur à 27,8 dB.
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3.6. Comparaison des performances simulées et mesurées 
Les performances expérimentales et celles obtenues lors des dernières simulations sont 
mises en comparaison dans le tableau IV.4.
 Puissance d'entrée Pe (dBm) 
Puissance ajoutée 
Paj (W) 
Rendement en Puissance 
ajoutée ηaj (%) 
Puissance de 
sortie Ps (dBm) 
Gain linéaire 
(dB) 
Simulation 3 1,24 39,3 30,9 33,5 
Mesure 4,5 0,65 30 28,1 27,9 
Tableau IV.4 : Comparaison des performances simulées et mesurées de l’amplificateur trois étages 
Ce tableau nous présente : 
• un décalage entre les puissances d'entrée qui conduisent à un maximum de puissance 
ajoutée de 1,5 dBm entre la simulation et la mesure, 
• une différence de 5,6 dB entre les gains linéaires mesuré et simulé, 
• une différence entre les puissances de sortie simulée et mesurée de 2,8 dBm,
• une différence de 0,59 W entre les puissances ajoutées et une chute de 9,6 % du 
rendement. 
Tout d'abord, la différence entre les puissances ajoutées peut sembler importante. Or, il faut 
savoir que les puissances d'entrée sont ici relativement faibles et que la moindre diminution de la 
puissance de sortie se reporte quasi identiquement sur la puissance ajoutée. Pour une puissance 
d'entrée plus élevée, l'influence de la diminution de la puissance de sortie sur la puissance ajoutée 
est moins importante. 
Nous avons déjà présenté, lors de la comparaison des mesures et des simulations de 
l'amplificateur de puissance un étage, les différents facteurs qui pouvaient être responsables des 
différences entre les performances et plusieurs interprétations ont été proposées. 
Les remarques que nous avons émises sont toujours valables dans le cas de l'amplificateur trois 
étages. En outre, la multiplication des circuits d'adaptation conduit à des pertes plus importantes 
pour le montage final. 
Néanmoins, les différences observées nous ont conduit à rechercher d'autres causes à la 
diminution des performances. En effet, nous avions fait remarquer en introduction qu'en l'état 
actuel des choses, nous n'avions pas les moyens de prendre en compte, dans le logiciel 
Rfcad_Power, le fonctionnement non-linéaire des étages intermédiaires. Nous avons donc voulu 
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vérifier si cet aspect n'engendrait pas une dégradation des performances. Nous présentons les 
résultats des nouvelles simulations dans le paragraphe suivant. 
3.7. Rétro-simulations 
Les deux premiers étages ont été conçus autours du transistor CLY2 de chez Infineon. Afin 
d'établir si, pour les conditions de fonctionnement déterminées lors des simulations de 
l'amplificateur trois étages, le transistor de l'étage intermédiaire travaillait en régime non-linéaire, 
nous avons utilisé le modèle grand signal, fourni par Infineon, du transistor CLY2.
Ce modèle, de type Statz, a été intégré à notre schéma de l'amplificateur complet dans le logiciel 
HP-ADS, afin d'entreprendre une simulation avec les circuits d'adaptation déterminées lors de la 
première étape. 
Les résultats de cette simulation sont présentés sur les figures IV.35 et IV.36.
                                        
                                        
                                        
                                        
                                        
                                        




























Figure IV.35 : Rétro-simulation : Puissance ajoutée et Pae 
                                        
                                        
                                        
                                        
                                        
                                        























Figure IV.36 : Rétro-simulation : Gain et Puissance de sortie 
Les résultats de cette simulation permettent de mettre en évidence un fonctionnement en régime 
non-linéaire du deuxième étage. En effet, par comparaison entre les IV.29 et IV.36, nous 
pouvons noter que la compression de gain se produit pour des puissances moins importantes 
lorsque le modèle grand signal du transistor de l’étage intermédiaire est pris en compte. 
Nous pouvons donc déduire que cet étage fonctionne en régime non-linéaire à partir d’un certain 
niveau d’entrée, alors que les simulations réalisées à partir du logiciel Rfcad_power ne permettaient 
pas de le considérer. 
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Le tableau IV.5 permet de comparer les performances simulées avant la réalisation de 
l’amplificateur et celles obtenues en prenant en compte le régime non-linéaire de l’étage 
intermédiaire.




Rendement en Puissance 
ajoutée ηaj (%) 
Puissance de 






3 1,24 39,3 30,9 33,5 
Rétro-
simulations 
4,7 1,04 36,9 30,2 33,5 
Tableau IV.5 : Comparaison des performances de l’amplificateur trois étages avant et après rétro-simulations 
Du fait de l’entrée en régime de compression de l’étage intermédiaire, le fonctionnement optimal 
est déplacé vers des puissances d’entrée plus importantes (Peopt = 4,7 dBm), plus proche des 
résultats de mesure (Peopt = 4,5 dBm). Pour la même raison, la puissance de sortie et le rendement 
en puissance ajoutée subissent des dégradations. 
Finalement, malgré les problèmes soulevés, les performances relevées expérimentalement sont 
proches de ce que nous souhaitions. La puissance de sortie qui s'élève à 28,1 dBm et le gain de 
27,9 dB sont inférieurs aux performances attendues. Par contre, la valeur du rendement de 30 %
respecte le cahier des charges. De même, les pertes par réflexion en entrée sont conformes à nos 





Dans ce chapitre, nous avons présenté la conception d'amplificateurs de puissance  en 
technologie hybride. Elle repose sur la méthode de caractérisation et d'optimisation développée 
au chapitre 3.
Dans un premier temps, nous nous sommes attachés à décrire les principes de réalisation 
des circuits hybrides en bande S. Les choix concernant le transistor, le substrat utilisé ou la classe 
de fonctionnement ont été justifiés. De même, nous avons présenté la méthode logicielle utilisée 
pour déterminer les paramètres S large signaux, lorsqu'un banc de mesures n'est pas disponible. 
Tous ces préliminaires nous ont permis d'aborder la conception et la réalisation de deux 
amplificateurs de puissance en bande S.
Le premier module, qui comporte un seul étage, polarisé en classe AB, a permis d'obtenir 
une puissance de sortie de 30 dBm pour un rendement de 36 % et un gain linéaire de 5,9 dB.
Plusieurs interprétations quant aux différences entre les performances expérimentales et simulées 
ont été proposées. Un deuxième montage a été réalisé avec trois transistors. L'objectif était 
d'optimiser à la fois la puissance ajoutée de l'étage de puissance et le gain linéaire des deux 
premiers étages. Les résultats expérimentaux nous conduisent à une puissance de fonctionnement  
optimale de 4,5 dBm, pour laquelle nous obtenons une puissance de sortie de 28,1 dBm et un 
rendement de 30 %. Le gain linéaire expérimental s'élève, quant à lui, à 27,9 dB.
Les résultats de simulation et de mesures obtenus lors de la caractérisation expérimentale 
nous permettent tout d’abord d’affirmer que la démarche utilisée pour la conception nous 
conduit à des résultats intéressants. Deux enseignements peuvent néanmoins en être tirés : la 
prise en compte des pertes des circuits d’adaptation au niveau du logiciel Rfcad_power permettrait 
d’améliorer les résultats de simulation. Enfin, lors de la conception multi-étages, le 
fonctionnement en régime de compression de gain d’un des étages intermédiaires, aboutit à une 
dégradation des performances simulées. La prise en compte de ce phénomène conduirait 
également à une précision plus importante au niveau de la simulation. 
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Les travaux présentés dans ce mémoire sont une contribution à la conception 
d’amplificateurs micro-ondes de puissance. Depuis quelques années déjà, les tubes à ondes 
progressives ont laissé la place aux amplificateurs à état solide dans bon nombre d’applications. 
Pourtant, le développement actuel des télécommunications entraîne des besoins toujours 
croissants, et conduit à la recherche de performances toujours plus optimales pour ces 
amplificateurs. Dans ce cadre, nous avons donc mis en œuvre une démarche de conception basée 
sur la méthode des fréquences réelles et qui s’applique à la réalisation d’amplificateurs faiblement 
non-linéaires. 
Les avancées technologiques dans la fabrication des transistors de puissance permettent 
d’obtenir aujourd’hui des structures de taille réduite et à un faible coût. Le choix de la technologie 
est un préliminaire indispensable à toute conception. Nous avons donc présenté dans une 
première partie le large spectre de transistors disponibles actuellement pour des applications de 
puissance. Avec les derniers progrès de la recherche, le MESFET AsGa ne constitue plus l’unique 
composant de référence. L’apparition de structures à hétérojonction comme le HEMT ou le 
HFET pour le transistor à effet de champ, ou le HBT pour le transistor bipolaire, a permis une 
forte amélioration des performances liées à la puissance. Nous avons donc présenté une synthèse 
bibliographique des meilleurs résultats obtenus actuellement pour différentes technologies de 
transistors. Ensuite, nous avons pu remarquer que l’utilisation de nouveaux matériaux était digne 
d’intérêt pour les composants de puissance micro-ondes. Enfin, nous avons proposé quelques 
pistes qui permettent de conduire au meilleur choix possible du transistor : un tableau comparatif 
a présenté les atouts et les faiblesses des composants en terme de rendement, de linéarité, de 
densités de puissance ou encore de coût. Il en ressort qu’aucun transistor ne peut se poser 
aujourd’hui comme le composant idéal pour toutes les applications et toutes les fréquences. 
Le choix du transistor est généralement suivi par la mise en œuvre d’une méthode de 
conception qui permet de déterminer les conditions optimales de fonctionnement du composant 
actif. Le principe de l’équilibrage harmonique s’est imposé comme le principal outil de simulation 
non-linéaire à partir d’un schéma équivalent grand signal du transistor. Parallèlement, la 
caractérisation load-pull permet, d’un point de vue expérimental, de déterminer les performances 
optimales du composant sous test par une mise en condition réelle de fonctionnement. De notre 
côté, nous avons proposé l’utilisation des paramètres S large signal comme une méthode 
alternative. Ces paramètres S large signal sont une extension dans le domaine non-linéaire de la 
notion de paramètres S petit signal. Ils sont donc définis comme le rapport des ondes de 
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puissance à la fréquence fondamentale. L’énergie dissipée sur les harmoniques n’est alors pas 
prise en compte. C’est pourquoi, cette méthode nous permet d’approcher la solution optimale 
uniquement dans le cas d’applications faiblement non-linéaires. 
Nous avons ainsi proposé une extension de la méthode des fréquences réelles, introduite 
à l’origine par Yarman et Carlin, à la conception d’amplificateurs de puissance. Tout d’abord, nous 
avons pris en compte la variation des paramètres S en fonction de la puissance grâce à l’écriture 
d’une procédure d’interpolation bidimensionnelle basée sur le modélisme mathématique des 
splines bi-cubiques. Ensuite, nous avons proposé une démarche itérative de conception 
d’amplificateurs multi-étages qui, dans un premier temps, optimise les performances de l’étage de 
puissance avant de concevoir les étages situés en amont en progressant vers le générateur. 
Nous avons vérifié la validité de notre démarche par la réalisation de deux amplificateurs 
de puissance en bande S. Un premier module a été construit autour d’un MESFET de puissance 
CLY5 de la société Infineon afin d’optimiser la puissance ajoutée. Un deuxième montage, basé sur 
trois transistors, avait pour objectif d'optimiser à la fois la puissance ajoutée de l'étage de 
puissance et le gain linéaire des deux premiers étages. Plusieurs interprétations des différences 
entre les résultats expérimentaux et simulés ont été proposées. 
Les résultats obtenus permettent de conclure que la synthèse basée sur la méthode des 
fréquences réelles peut s’appliquer à la réalisation d’amplificateurs de puissance faiblement non-
linéaires. En outre, des simulations supplémentaires peuvent être mises en œuvre si l’on désire 
trouver la solution optimale, sans que le temps consacré devienne prohibitif. 
Afin de prolonger ce travail, plusieurs conclusions portées tout au long de ce mémoire 
pourront faire l’objet d’un développement. Tout d’abord, nous avons souligné que les pertes des 
circuits d’adaptation, en particulier de l’étage final, portaient préjudice aux performances. Ainsi, la 
prise en compte de ces pertes directement au niveau du logiciel Rfcad_Power permettrait de 
s’approcher de la solution optimale. Ensuite, dans le cadre de la conception multi-étages, la prise 
en compte du fonctionnement en régime non-linéaire du transistor précédant l’étage de puissance 
apporterait également des améliorations. 
En outre, la réalisation d’un amplificateur de puissance à des fréquences plus élevées permettrait 
d’envisager d’autres possibilités. Ainsi, des simulations vont être entreprises prochainement en 
bande C à partir d’un transistor PHEMT.
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Enfin, afin de s'approcher du principe des classes de fonctionnement à haut rendement, la prise 
en compte de l'impédance à présenter aux harmoniques 2 et 3, par l'intermédiaire du circuit 
d'adaptation de sortie, pourrait être envisagée. 
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A l'heure actuelle, les transistors de puissance dédiés à des applications hyperfréquences sont 
nombreux. Par contre, selon l'application choisie, certains, de part leurs propriétés de fort 
rendement, de linéarité ou encore parce qu'ils présentent de fortes densités de puissance, méritent 
une attention plus particulière. 
Ainsi, nous présentons dans les lignes qui suivent un état de l'art des performances optimales 
obtenues à ce jour pour le transistor bipolaire à hétérojonction (HBT), ainsi que pour les 
transistors à effet de champ à hétérojonction PHEMT AlGaAs/InGaAs sur GaAs et HFET.
Les références citées dans cette annexe sont à consulter à la fin du chapitre I.
Le PHEMT ALGaAs/InGaAs sur GaAs
Le tableau I nous permet de présenter, sous une forme concise, les informations suivantes : 
• la plage de fréquence (Fréq.) exprimée en GHz,
• le type de structure d’amplificateur : MMIC ou Hybride,
• la longueur de grille L exprimée en µm,
• le développement total de grille WT (en mm), ou la surface totale de la puce S (en mm2),
• la puissance de sortie Ps de l’amplificateur exprimée en W ou dBm,
• le rendement en puissance ajouté (PAE) en % , 
• le gain en puissance G de l’amplificateur en dB,






Taille (Largueur de grille 





0,8 MMIC 0,4 
WT=57 mm 
S=1,36*1,5 mm2 35,5 dBm 63 30,6 [Abe01]









1,6 Hybride 0,5 








1,8 MMIC 0,5 WT=8*300 µm
S=16 mm2
33 dBm 54 - [Ser00] 
1,9 MMIC 1 
WT=13,6 mm 
S=1,02*1,84 mm2 29 dBm 40 30 [Wan99]
1,9 Hybride 0,6 WT=15,4 mm 40.7 dBm 59.2 15,7 [Pea00]









48,3 dBm 32 23 [Mur00] 
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Taille (Largueur de grille 










S=4,65*6,15 mm2 11W 42 17 [Kom97]
3,5 Hybride 0,6 WT=15,4 mm 40,9 dBm 52,8 10,1 [Pea00]
3,8-4,2
MMIC+ 
Hybride 0,25 WT=31,2 mm 40,2 dBm 46 26 [Dar00]
4 Hybride 0,25 WT=5,6 mm 2,5W 73 13,5 [Pus96]
4,5-18 MMIC 0,25 S=7,5*3,5 mm2 2W 17-30 20 [Rou00] 
5-5,8 MMIC 0,25 
WT=22 mm 
S=5,2*3,5 mm2 38 dBm 44 28 [But00]
5-27 MMIC 0,25 S=3,1*1,2 mm2 21 dBm  20 [Jea00] 
7-11 MMIC 0,3 
WT= 25,82 mm 
S=5*4mm2 6,1W 36 21 [Hek00]
7,4-8,4 MMIC 0,25 
WT= 8,7 mm 
S=5,38*3,99 mm2 35 dBm 50-60 24 [Chu00] 
8 Hybride 0,25 WT= 14,4 mm 8,09W 55,8 12,7 [Tee95] 
8-14 MMIC 0,2 
WT= 8,4 mm 







WT= 0,6 mm  








18-27 MMIC 0,25 S=2,64*1,48 mm2 31,5 dBm 25 14 [Bro00]
20 MMIC 0,14 WT= 0,64 mm 26,7 dBm 52 9,7 [Kiz99]
24-32 MMIC 0,1 
WT= 27,32 mm 
S=26,3 mm2 6 W 21 20,5 [Emr01)]
24-38 MMIC - 
WT= 2,44 mm 
S=1,5*2,55 mm2 0,46W 26 14,6 [Sch99] 
27,5-29,5 MMIC 0,15 
WT= 5,2 mm 
S=1,5*2,55 mm2 1,6W 35 16 [Sid98] 
28,5-30 MMIC 0,2 S=1,94*2 mm2 1W 15 20 [Kom98]
29-32 MMIC 0,15 
WT= 4,56 mm 
S=5,26*2,3 mm2 1,6W 27 16 [Sid99] 
29-33 MMIC 0,15 
WT= 8 mm 
S=1,94*2 mm2












40 MMIC 0,2 
WT= 2,56 mm 
S=3,8*2,5 mm2 1W 28,5 15 [Kwo00]
44,5 MMIC 0,15 WT= 6,08 mm 3W 25 11,8 [Les97]
94 MMIC 0,1 
WT= 15,36 mm 
S=2,3*1,8 mm2 0,3W 10,5 8 [Hua97] 
Tableau I : Amplificateurs de puissance réalisés avec des PHEMT AlGaAs/InGaAs sur GaAs
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Le HFET  
Les meilleurs résultats ont été obtenus pour des fréquences inférieures à 10 GHz et sont 





Taille (Largueur de grille 







Push-pull 1 WT=2*66 mm 60 W 50 13,7 [Mor97] 
1,6 Hybride 0,5 WT=86,4 mm 50 W 58 15 [Hay00] 
1,96
Hybride
Push-pull 1 WT=86 mm 100 W 45,7 12,6 [Sak00] 
2,14
Hybride
Push-pull 0,9 WT=380 mm 240 W 54 11,2 [Ino00] 
2,15
Hybride
Push-pull 0,9 WT=1040 mm 300 W 25 11 [Ebi01] 
2,2
Hybride









Push-pull 0,9 WT=436 mm 150 W 35 12 [Tat99] 
5,8-6,5
Hybride
Push-pull 0,6 WT=28,8 mm 50 W 44 10 [Yam01] 
28 MMIC 0,35 
WT=9,6 mm 
S=14*6 mm2 4 W 17,4 6,5 [Mat99] 
Tableau II : Amplificateurs de puissance réalisés avec des HFET
Le HBT  
Par rapport aux tableaux précédemment présentés dans cette annexe, nous avons indiqué dans le 
tableau III : 
• le type de l'hétérostructure utilisée : en effet, les premiers HBT ont été développés autour 
de l'hétérostructure AlGaAs/GaAs, avant que d'autres comme les HBT InGaP/GaAs
apparaissent, et enfin que l'utilisation du substrat InP soit envisagée. 
• pour les premières lignes : l'Adjacent Channel Power Ratio (ACPR exprimé en dBc) qui 
permet de quantifier la linéarité des systèmes de communications sans fils. 
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1,5 Hybride InGaP/GaAs - 3,5 31 dBm 63,2 
-52 (à 50 




2 3 2 W 62 - 33 [Mul98] 
1,88 MMIC SiGe - 3,4 30 dBm 41 
-46 (à 1,25 
MHz) 23 [Zha00] 
1,95 MMIC InGaP/GaAs - 3,5 26,3 dBm 50,5 
-35 (à 5 
MHz) 28,5 [Nis01] 
2-8 MMIC InGaP/GaAs - 14 2 W 20 - 9 [Fra00] 
4,5-16 MMIC InGaP/GaAs 
12,9
mm2 8 1,5 W 20 - 10 [All00] 
5,5-9,5
Hybrid
AlGaAs/GaAs   1 W 48 - 10 [Sal94] 
7-11
MMIC 





mm2 10 3 W 40 - 15 [Sal98] 
9 MMIC InGaP/GaAs - 10 10 W 35 - 16 [All00] 
17,5-19
MMIC 









mm2 9 1,59 W 35 - 6,5 [Tan00] 
Tableau III : Amplificateurs de puissance réalisés avec des HBT
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La transmission du cahier des charges au logiciel de simulation Rfcad se fait par l'intermédiaire 
d'un fichier d'entrée qui contient un certain nombre de renseignements. 
La figure A-II.1 nous propose un exemple de fichier d'entrée. Ce fichier se compose de trois 
grandes parties. 
La première comporte des informations générales sur l'amplificateur à concevoir, dont les plus 
importantes sont les suivantes : 
• nombre d'étages de l'amplificateur, 
• impédance de source et de charge, 
• type de la synthèse : éléments distribués ou localisés, 
• fréquences inférieure et supérieure de la bande passante, 
• fréquences inférieure et supérieure pour le calcul final, 
• nombre d'éléments par égaliseur, 
• nombre de fréquence d'optimisation dans la bande passante. 
La deuxième partie est liée aux paramètres S du transistor. Dans le cas présent, un seul transistor 
est utilisé. Les informations transmises sont les suivantes: 
• nombre de fréquences de mesure des paramètres S,
• format de lecture des paramètres S,
• paramètres S du (ou des) transistor(s). 
Enfin la dernière partie concerne la procédure d'optimisation. Ainsi, pour chaque circuit 
d'adaptation, les paramètres suivants doivent être spécifiés : 
• valeur du T.O.S. d'entrée à optimiser, 
• poids sur le gain dans le calcul de l'erreur totale, 
• poids sur le T.O.S. d'entrée dans le calcul de l'erreur totale, 
• et pour le dernier égaliseur : T.O.S. de sortie à prendre également en compte. 
Nous présentons un exemple de fichier d'entrée, à la figure A-II.1, tel qu'il est appelé par le 
logiciel Rfcad.
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FICHIER D'ENTREE : ampli1-6Ghz DU PROGRAMME RFCAD
Laboratoire IXL - BORDEAUX - FRANCE
Impedance d'entree de l'amplificateur : reelle Frequence inferieure de la bande passante
nom : Zg(Ω) = 50.000 nom : Fin(Ghz) = 5.925
Nombre de transistors dans l'amplificateur Frequence superieure de la bande passante
nom : Ntr = 1 nom : Fsu(Ghz) = 6.425
Charge intermediaire du transistor Frequence inferieure pour le calcul en continu
nom : Zimpi(Ω) = 50.000 nom : Fincon(Ghz) = 4.925
Impedance de sortie de l'amplificateur : reelle Frequence superieure pour le calcul en continu
nom : Zl(Ω) = 50.000 nom : Fsucon(Ghz) = 7.425
Egaliseurs a elements localises ou distribues Nombre total d'elements (elements unitaires)
nom : cld = d nom : Neu(1) = 3
Transistors en parallele : non nom : Neu(2) = 3
Egaliseurs en parallele : non Nombre de stubs par egaliseur
nom : Nstub(1) = 0
nom : Nstub(2) = 0
Nombre de frequences pour l'optimisation Nombre de frequences pour les traces en continu
nom : Nfop = 12 nom : Nfcon = 100
Nombre de frequences de mesure des parametres S Format de lecture des parametres S
nom : Nfms = 19 nom : Fmt = tchstn
Frequences et parametres S du transistor
Fréq. (GHz) mag(S11) Φ(S11) mag(S21) Φ(S21) mag(S12) Φ(S12) mag(S22) Φ(S22)
5.0 0.810 -80.0 4.011 100.8 0.069 41.2 0.568 -55.1
5.5 0.78 -87.2 3.892 93.6 0.073 37.6 0.558 -60.0
6.0 0.754 -94.4 3.780 87.0 0.077 33.8 0.550 -64.3
6.5 0.726 -101.1 3.652 80.5 0.079 30.5 0.539 -69.2
7.0 0.702 -107.9 3.541 74.4 0.082 27.3 0.531 -73.5
7.5 0.682 -113.5 3.431 68.8 0.084 25.1 0.522 -77.2
8.0 0.660 -119.6 3.314 62.4 0.087 22.4 0.513 -81.3
8.5 0.640 -125.0 3.230 56.9 0.088 20.3 0.507 -84.6
9.0 0.621 -131.2 3.141 51.1 0.090 17.7 0.498 -88.4
9.5 0.603 -136.4 3.093 45.5 0.093 16.3 0.492 -91.1
10.0 0.584 -142.2 3.033 40.1 0.096 13.9 0.485 -94.9
10.5 0.561 -147.8 2.991 34.3 0.098 12.1 0.478 -98.3
11.0 0.538 -154.6 2.943 28.7 0.102 9.6 0.472 -101.8
11.5 0.522 -160.9 2.879 22.9 0.105 6.4 0.466 -105.6
12.0 0.506 -168.2 2.831 17.3 0.107 4.9 0.458 -110.0
12.5 0.495 -175.4 2.803 11.6 0.110 2.6 0.451 -114.5
13.0 0.484 177.4 2.757 6.1 0.112 -0.0 0.447 -119.0
13.5 0.474 170.9 2.703 0.6 0.116 -2.6 0.441 -123.8
14.0 0.463 165.1 2.672 -4.5 0.118 -4.3 0.437 -127.3
Valeur du T.O.S d'entree a optimiser (egaliseur 1)
nom : topte(1) = 1.500
Poids sur le gain (egaliseur 1)
nom : Psg(1) = 5.000
Poids sur le T.O.S d'entree (egaliseur 1)
nom : Pste(1) = 5.000
Valeur du T.O.S d'entree a optimiser (egaliseur 2)
nom : topte(2) = 1.500
Valeur du T.O.S de sortie a optimiser (egaliseur 2)
nom : topts(2) = 1.500
Poids sur le gain (egaliseur 2)
nom : Psg(2) = 5.000
Poids sur le T.O.S d'entree (egaliseur 2)
nom : pste(2) = 1.000
Poids sur le T.O.S de sortie (egaliseur 2)




Figure A-II.1: Exemple de fichier d'entrée
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RECONSTITUTION DU FICHIER DE PARAMETRES S PAR INTERPOLATION BIDIMENSIONNELLE
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La méthode des fréquences réelles appliquée à la conception d'amplificateurs de puissance est 
divisée en plusieurs grandes étapes. Un des objectifs de la première étape est de prendre en 
compte la variation des paramètres S en fonction de la puissance. 
Ainsi, en fonction du niveau d'excitation choisi par l'utilisateur, le logiciel doit être capable de 
déterminer les paramètres S correspondant à cette puissance. 






































































Reconstitution du fichier de Paramètres S6 =
7 =
Fichier de paramètres
S correspondant à la
puissance d'entrée Pe
choisie par l'utilisateur
Figure A-III.1 : Reconstitution du fichier de paramètres S interpolés
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Dans le cadre de la conception d'amplificateurs linéaires, l'architecture du fichier d'entrée (annexe 
II ) présente un unique bloc de paramètres S qui varient en fonction de la fréquence. 
Par contre, en ce qui concerne les amplificateurs non-linéaires, le chapitre III nous a permis de 
présenter les modifications apportées à la fois à la structure du fichier d'entrée et au mode de 
lecture des données. 
Ainsi, nous avons mis en œuvre un programme d'interpolation bidimensionnelle qui permet de 
déterminer les paramètres S pour n'importe quelle puissance d'entrée, et particulièrement pour 
celle où les paramètres S ne sont pas connus empiriquement. 
La méthode d'interpolation bidimensionnelle par splines cubiques a été choisie pour sa bonne 
représentativité du phénomène étudié. En effet, elle permet de maîtriser la continuité des dérivées 
successives. 
La figure A-III.1 nous détaille la procédure de reconstitution du fichier de paramètres S pour un 
niveau d'excitation désiré. 
Concrètement, lorsque l'utilisateur choisit la puissance d'entrée pour laquelle l'optimisation doit 
être réalisée, le processus d'interpolation est appelé. 
Le logiciel commence alors par balayer l'ensemble des fichiers de paramètres S qui correspondent 
chacun à une puissance d'entrée prédéfinie. Ensuite, le calcul des paramètres S se déroule de 
façon systématique et progressive. En effet, dans un premier temps, le module de S11 est interpolé 
pour toute la plage de fréquence de la bande passante, et ce pour la puissance choisie.  
Les 4 premières étapes (figure A-III.1 ) consistent à construire un tableau avec le paramètre 
spécifié (ici le module de S11) pour les quatre puissances encadrant la puissance d'entrée choisie.  
L'étape suivante est la mise en œuvre de l'interpolation bidimensionnelle puis la recopie du 
module de S11 dans la première colonne du nouveau fichier de paramètres S.
Ensuite, le calcul se poursuit par la détermination de la phase de S11. Enfin, la démarche est 
répétée pour S21, S12 et S22.
La procédure se termine lorsque le fichier de paramètres S est totalement constitué pour la 
puissance d'entrée choisie par l'utilisateur. 
RESUME
Les travaux présentés dans ce mémoire sont une contribution à la conception 
d’amplificateurs micro-ondes de puissance. Nous présentons dans une première partie les 
différentes caractéristiques (grandeurs électriques, classes de fonctionnement,…) de 
l'amplification de puissance dans le domaine des hyperfréquences ainsi que le large spectre de 
transistors disponibles actuellement pour des applications de puissance. 
Le deuxième chapitre traite des techniques de caractérisation du fonctionnement non-
linéaire des transistors de puissance. A côté de l’équilibrage harmonique ou de la caractérisation 
load-pull, nous proposons l’utilisation des paramètres S large signal comme méthode alternative. 
Ces paramètres S large signal sont une extension dans le domaine non-linéaire de la notion de 
paramètres S petit signal et nous permettent d’approcher la solution optimale dans le cas 
d’applications faiblement non-linéaires. 
Dans une troisième partie, nous proposons une extension de la méthode des fréquences 
réelles, introduite à l’origine par Yarman et Carlin, à la conception d’amplificateurs de puissance. 
Ainsi, nous décrivons une démarche itérative de conception d’amplificateurs multi-étages qui, 
dans un premier temps, optimise les performances de l’étage de puissance avant de concevoir les 
étages situés en amont en progressant vers le générateur. 
Nous avons vérifié la validité de cette démarche par la réalisation de deux amplificateurs 
de puissance en bande S. Un premier module a été construit autour d’un MESFET de puissance 
afin d’optimiser la puissance ajoutée. Un deuxième montage, basé sur trois transistors, a pour 
objectif d'optimiser à la fois la puissance ajoutée de l'étage de puissance et le gain linéaire des 
deux premiers étages. 
Mots-clés : 
Amplificateur de puissance, méthode des fréquences réelles, classes de fonctionnement, 
hyperfréquences, puissance ajoutée, rendement en puissance ajoutée, technologie hybride, 
représentation de Belevitch, optimisation, transistor à effet de champ. 
ABSTRACT 
The works presented in this report are a contribution to the microwave power amplifier 
design. The first section is devoted to general considerations concerning microwave power 
amplifier (nonlinear effects, amplifier classes,…)  and to the wide spectre of available transistors 
dedicated to power applications. 
The second chapter deals with the characterization techniques of power field effect 
transistors. Instead of the harmonic balance technique or the load-pull characterisation, we 
propose the use of large signal S parameters as an alternative method. These large signal S 
parameters are an extension, in the non-linear domain, of S parameters description and allow us 
to approach the optimal solution in the case of weakly non-linear applications. 
The third section concerns the extension of the real frequencies method, introduced 
originally by Yarman and Carlin, to power amplifier design. So, we describe an iterative step of 
multi-stages amplifiers design which, at first, optimizes the performances of the power stage 
before designing the other stages by going back up towards the source. 
In the last section, the design method has been validated by the realization of two S-band 
power amplifiers. A first module was built using a power MESFET to optimize the added power. 
The aim of the second circuit, based on three transistors, is to optimize both the added power for 
the power stage and the linear gain for the two first stages. 
Keywords : 
Solid-state power amplifier, real frequency method, amplifier classes, microwaves, added power, 
power-added efficiency, hybrid technology, Belevitch's representation, optimisation, field-effect 
transistor. 
