In the following, we describe highly-automated image analysis approaches that help us classify satellite images, and allow us to monitor dynamical changes in image time series. We concentrated on flooding events within the Danube Delta as seen by the European Sentinel-1 and Sentinel-2 satellites, and describe systematic processing approaches to extract pre-defined categories from the image data (being either Synthetic Aperture Radar or multispectral images). One basic tool to monitor dynamical changes is to analyze and compare the compressibility of image patches using their Normalized Compression Distances. These distances can be converted into similarity matrices providing reliable maps of surface changes. The accuracy of these change maps was quantified for several typical test cases. In addition, we analyzed the performance of an alternative active learning approach, where Gabor filters and Weber local descriptors were used to extract features from image patches that were classified and semantically annotated. Then one can perform data analytics and generate maps based on the extracted semantic annotations; again, we used several representative test cases for benchmarking.
INTRODUCTION
The waters of the Danube, which flow into the Black Sea, form the most pristine delta in Europe. The Danube Delta is the second largest river delta in Europe and one of the best preserved on the continent, that is why it has multiple conservation statutes being listed on the UNESCO World Heritage, declared as Biosphere reserve, Ramsar site and part of the Natura 2000 network [1] . The Delta is formed around the three main channels of the Danube, named after their respective ports Chilia (in the north), Sulina (in the middle), and Sfantu Gheorghe (in the south). The greater part of the Danube Delta lies in Romania (Tulcea County), while its northern part, on the left bank of the Chilia arm, is situated in Ukraine (Odessa Oblast). It is covering a total surface of 4,152 km 2 .
In the satellite image processing literature there are not many studies treating the Danube Delta, especially for Synthetic Aperture Radar (SAR) data [2] [3] [4] . In contrast, the monitoring of biodiversity from in-situ measurements has attracted more interest [5] .
In this paper, we propose to use high-resolution Copernicus data in order to analyze the diversity of categories that can be extracted (using Sentinel-2 data) and to monitor the map-projected five-day evolution of the area within a period of seven months between November 2015 and May 2016 (using Sentinel-1 data with the advantage of being cloud-free). For doing this, we propose and investigate different complementary methods: a) Change detection based on Normalized Compression Distance (NCD) [8] and b) Classification or/and change maps using active learning based on a Support Vector Machine (SVM) [6] . For each category, the classification results are analyzed and different statistical analytics are provided. Finally, we propose future research work for improved image content monitoring.
The paper is organized as follows. Section II describes the selected test area and the parameters of the Copernicus data. Section III presents the Normalized Compression Distance and the results linked with this method. Section IV details the data mining methodology applied to the data set of this paper. Section V gives an environmental interpretation and an assessment of the results. Section VI concludes the paper and gives future perspectives.
DATA SET
The data set selection is closely related to the ECOPOTENTIAL project that focuses on a targeted set of internationally recognized protected areas in Europe, European territories and beyond, including mountainous, arid and semi-arid, and coastal and marine ecosystems [7] , [11] . In this paper, the area of interest is the Danube Delta in Romania and the surrounding areas. In Figure 1 (top-left) we illustrate the area of the Danube Delta Biosphere Reserve in Romania, and in Figure 1 (top-right) the entire reservation covering Romania and Ukraine [29] [30] [31] .
Our main data sets extracted from different instruments are Earth´s surface images of the European Copernicus Programme [9] [10] . It includes Sentinel-1, a twin satellite synthetic aperture radar (SAR) configuration, while Sentinel-2 is also a twin satellite configuration, with each satellite carrying a multispectral imager. The long-term operations of the Sentinel satellites allow the interpretation of image time series, or even the combination of the data with external supplementary data (e.g., third-party EO mission data such as TerraSAR-X, WorldView, etc.). The characteristics of the Sentinel-1 data are: level-1 Ground Range Detected (GRD) amplitude products with high resolution (HR) taken in Interferometric Wide swath (IW) mode. These data are produced with a pixel spacing of 10×10 m and correspond to about 5 looks and a resolution (range×azimuth) of 20×22 m. For these data, dual polarization is available (e.g., VV and VH), and the data are projected onto a WGS-84 mapping grid.
2) The multispectral Sentinel-2 data acquired for the same period were limited to five images, due to the fact that there were times when the area of interest was covered by clouds or no data were available. From this data set, we selected two Sentinel-2 images acquired on April 28 th , 2016 and on September 5 th , 2016. For each image, we selected 4 quadrant-images out of 16 available segments; these quadrant-images are covering an area similar to the one from Sentinel-1. The characteristics of the Sentinel-2 data are: level-1C products with radiometrical and geometrical corrections. Since the product size is very large, each image is divided into several quadrants. The average size of a quadrant is 10,980×10,980 pixels (rows×columns). The resolution of the images varies depending on the given band and is between 10 m and 60 m (for more details, see [10] ). Figure 1 (bottom-right) presents the quick-look of the image from April 28 th , 2016, where all 16 quadrants are displayed, and the selected area of interest is marked in red. In this case, we can observe that a part of the multispectral image is partially covered by clouds.
NORMALIZED COMPRESSION DISTANCE

Methodology
In order to create a binary change map (BCM) of the changes within a given region, it is necessary to take several steps. The first phase is a pre-processing step, where the images are visually optimized, and are tiled into patches. The second step is the classification process, which is based on the Normalized Compression Distance (NCD) described in [12] . This method creates a similarity distance between selected "strings" (i.e. data patches) and uses a compressor to classify the data depending on their similarity (i.e. their compressibility). This approach applies the theory of Kolmogorov Complexity and is defined as follows:
where C is the length of the compressed string, for instance x. Furthermore, the authors of [8] showed that when the strings are replaced with patches from an image, the NCD can detect changes between images pairs. Consequently, one can calculate a binary change map (BCM) where white stands for changes and black means no changes. The method to calculate a BCM as well as the corresponding similarity graph requires the following processing steps:
 Step 1: Extraction of the region of interest.
Before reading the data, it is important to check that the data are aligned to each other with respect to their geographic coordinates, and use the same map projection for all imagers [23] . A shift between the images can be handled by NCD if it is smaller than the patch size. The more the displacement of objects in the images increases, the higher gets the error rate between the compared patches. Additionally, as described in [13] , a co-registration and radiometric and geometric corrections can be made in order to increase the accuracy of the result. After reading the data, a ROI (region of interest) is selected from the SITS (satellite image time series) to reduce the computing time by concentrating on a selected area.
 Step 2: Visual optimization. The high amount of speckle noise decreases the accuracy of detecting changes in SAR images when using compressors. Additionally, the images appear black if no visual optimization is made, which makes a content-related annotation more complex in later steps. To bring all images into the same brightness range, a modified logarithmic transformation was applied: which are numbers between zero and one, adjust the mean and standard deviation of the distribution from the pixel values to the resulting image ′ ( , ). Additionally, to reconstruct the intensity differences, e.g. between land and water, an adjustment of the intensities of the pixel values, as well as a gamma correction with γ=0.25 was applied after the normalization. To reduce the negative impact of speckle noise on the accuracy of detecting the changes, it is necessary to filter them. In order to smoothen the image ′ ( , ), the formula following formula has been applied:
Equation (3) describes a Gaussian smoothing, which takes an image, represented by the pixel brightness at positions x and y, as well as a smoothing factor δ.  Step 3: Patch Cutting. The last pre-processing step is to tile the image into patches with a given size. The text of [14] describes in its preprocessing chapter that a pixel-based analysis of high-resolution images does not capture the contextual information, because most objects of interest cover a large area in a satellite image. Furthermore, an extraction of global features does not describe specific regions with sufficient accuracy. Because of that reason, the authors of [14] tile an image into non-overlapping patches.
To cut the previously selected ROI into patches it is necessary to define the patch size. With the resulting number of patches, a quick-look image can be generated by cutting the protruding areas on the right and bottom side of the ROI. The borders result from the patch size and the divisibility of the ROI. After tiling the image, the patches need a unique notation (see Figure 2 ), in order to specify a position within the image. After the cutting process the images are saved in TIFF format and annotated.
 Step 4: Calculation of the similarity matrix.
This phase calculates the NCD change map (NCM), which is a similarity matrix between a reference image and an image with possible changes. The calculation is done with NCD using common compressors, like gzip, lzma or bzip2. In order to detect the changes, one patch is compared with all other patches covering exactly the same position as shown in Figure 2 . As a result, one position in the similarity matrix corresponds to the NCD results between two images. Consequently, a SITS with n images leads to n distance matrices. This matrix yields in the image space a grayscale change image, the brighter the values are, the greater is the change.  Step 5: Thresholding. The last phase converts the calculated NCM to a binary change map. The procedure described in [8] is used to threshold the matrix. In order to find the optimal threshold level 0 ≤ ≤ 1, the inflection point of the histogram from the grayscale image is calculated. To detect the changes, Eq. (4) is applied to the NCM to calculate the binary change map (BCM) (see Figure 2 ).
where zero describes the class without a change, the other class describes all patches were a change has been detected.
Experimental results and discussions
The evaluation of the results is made in two ways. First, a visual representation of a flooding is made. To this end, an overlay image between the BCM and a later image (e.g., in the case of a flooding the post-event image) is generated. With this image, the BCM map shows the positions where a change can be detected in the satellite image; in this way, a temporary patch annotation can be made to allow an initial visual evaluation.
Each selected image was processed by selecting a ROI from the full image in order to analyze the changes. In our case, it was known that several agricultural land parcels were flooded between April and Mai 2016.
The ROI shows Lake Razelm, which is in the south of the imaged area of the Danube Delta (see Figure 3 ). The sandbank in the region was washed out during the time frame, which is visible in the acquired image. The difference to a use case where only land is present in a selected region is the large amount of water in the current scene. Areas which are dominated by water, like a bay by the sea, are changing constantly, because of wind speed as well as other natural causes. This produces a high variation of backscatter and makes a good detection more complex.
The image prior to the disaster was acquired on January 7 th , 2016 with a temperature of 5° C and a wind speed of 5 m/s while an image depicting the disaster, acquired on January 31 th , 2016, has nearly the same temperature with a wind speed of 8 m/s. On both days, the relative humidity had a value of 100%. The wind produces on both images a small visible amount of backscatter, which is illustrated on the top half of Figures 4a and 4b . The headland on the bottom of the images protects the lake from the dynamics of the sea. The flooding is not only visible on the land promontory; it is also affecting the small lake on the left and the coastline on the top-left part of the images.
The overlay image shown in Figure 4c demonstrates the results of our change classification, and is visualized in green. A visual evaluation and annotation show that the washed-out sandbank was completely detected as well as the change of the coastline in the image. The small lake (on the left side in Figures 4a to 4c ) had a change in the south but no change in the north. Here, NCD classified both sides of the lake as changes, which results in a partly false positive detection. In the scene a backscatter phenomenon in this area can be recognized. Also, the sea on the southern side in the ROI was detected as a change, due to the same reason.
A similar example is shown in Figures 4d to 4f . When the change detection is applied to the two selected images of the SITS, without applying a ROI extraction, the large area of the sea is detected as a change because, as [10] describes, the sea constantly undergoes changes and this will be detected as a change if the physical conditions as well as the backscatter differ from each other. Furthermore, the weather conditions vary in case of the wind speed by 3 m/s. Figure 5 depicts the images before and during the storm in the Danube Delta on January 31 st , 2016, as well as the corresponding BCM.
Here an unsupervised parameter-free and feature-free approach was described. For the Danube Delta scenario the results show by visual evaluation that our concept works very well except for some exceptions. One exception is the constant change and the backscatter of the Black sea or changes due to different meteorological conditions.
DATA MINING BASED ON ACTIVE LEARNING CLASSIFICATION
Methodology
As an alternative approach, we propose a methodology based on our previous work for high-resolution SAR data (e.g., TerraSAR-X) [15] where we modified the flow chain in order to allow medium-resolution or low-medium resolution images (e.g., Sentinel-1 [9] and Sentinel-2 [10] ). The final flow chain is split into six steps.
 Step 1: Data selection.
During the preparatory phase, we select the relevant data for our experiments that cover the same area acquired by Sentinel-1 and Sentinel-2 and with acquisition dates as close as possible to each other.
 Step2: Patch cutting. Each image (SAR or multispectral) is cut into patches with a preselected size. In the case of Sentinel-1, the patch size is 128×128 pixels, while in the case of Sentinel-2, the patch size is 120×120 pixels. The patch sizes depend on the actual image ground sampling distance in order to cover an area of about 200×200 m on ground.
 Step 3: Feature extraction.
In order to characterize the content of each SAR data patch, we are using Gabor filters with 5 scales and 6 orientations [16] and Weber local descriptors [17] with 8 orientations and 18 excitation levels. For example, in the case of Gabor filters, we compute the means and standard deviations of each extracted Gabor coefficient, in total, 5×6×2=60 coefficients.
In the case of multispectral Sentinel-2 data, we are using color histograms [18] computed from the 10 m bands of these instruments. The method computes for each band of a multispectral patch the corresponding spectral histogram with h b = 64 histogram bins for each of the n b = 3 bands of the image. The computed histogram vectors are then merged together into a joint spectral histogram feature vector of size h b ×n b .
 Step 4: Feature classification. The extracted features of each patch are automatically classified and grouped into clusters by using a Support Vector Machine (SVM) [19] . The aim is to obtain a feature-based image patch classification by assigning a semantic label to each patch using a pre-defined user-oriented terminology of realworld categories. For the SVM, we selected a χ 2 kernel, and a one-against-all approach.
 Step 5: Semantic annotation. Each group of features of a cluster is annotated semantically by using a predefined hierarchical semantic annotation scheme [20] with three levels and about 150 semantic categories. For medium-and low-resolution data, this hierarchical annotation scheme can be adapted by concentrating on all categories from level 1 and some from level 2, in total about 80 categories).
 Step 6: Analytics and map generation.
Based on the generated semantic categories, we can generate classification maps, or change maps as cartographic representations and we can generate also statistical analytics (pie charts or plots showing the change of the semantic categories between two acquisitions).
Experimental results and discussions
Following the previous steps, we were able to generate a number of results using the data set from Section 2. First, we started with Sentinel-1 data and semantically annotated the data, and generated classification maps and statistical analytics. Figure 6 presents the classification map of the image acquired on May 18 th , 2016 and the upper part of Figure  9 shows the distribution of the semantic labels retrieved in this case.
Second, we selected four quadrants out of 16 from each Sentinel-2 data set acquired on April 28 th , 2016 and on September 5 th , 2016. Figure 7 depicts the classification map of the image acquired on April 28th, 2016 (upper part of the figure) and on September 5th, 2016 (lower part of the figure) . The distribution of the semantic labels retrieved from both acquisitions is presented in Figure 9 (bottom-left) for the image from April 28 th , 2016 and in Figure 9 (bottom-right) for the image from September 5 th , 2016.
Considering the results of the classification for each sensor separately, we identified a number of patches with different semantic annotations. When comparing the image pairs for each sensor, a number of patches with dissimilar semantics were identified. For exemplification, Figure 8 shows the differences between the semantics attributed to each patch of the two images of the same sensor, taking the first recorded image as our reference image. The changes are given in percentage of change between two semantic image labels. The percentage shows how much a category has decreased between the two images (e.g., -97.99% for the category Clouds between April and September 2016) or how much it increased (e.g., +35.59% for the category Sea between the same two images). This type of analysis of the selected data can lead towards important solutions for crisis management. The outputs can be change maps of affected areas, the percentage of damages/changes within the selected areas, etc. The first important aspect is the complementarity of the sensors and the number of categories that can be extracted from each sensor. Another aspect is a situation when the area is covered by clouds and the multispectral image classification would be useless; however, the cloud-free Sentinel-1 data can be used. Because of the different resolutions of Sentinel-1 (resolution of 20 m) and Sentinel-2 (resolution of 10 m considering 4 bands out of 13 bands), the number of semantic categories differ. Here, another important aspect is the type of features that are being used for classification and semantic annotation. In the case of Sentinel-1, Gabor filters or Weber local descriptors are used, while in the case of Sentinel-2, a color histogram of the four bands is used.
Image borders
Bridges
Due to the differences in resolution between the two sensors, the number of categories and the semantic type retrieved by the data mining method may differ. Due to the type of features and their classification, Figure 6 shows some categories mixing together Lakes and Sea or the category Delta (or being more precise Wetlands or Irrigated areas) merged with Agricultural land. Figure 9 . Quantitative analysis of the semantic categories within the area of interest using a Sentinel-1 image acquired on May 18 th , 2016, and two Sentinel-2 images acquired on April 28 th , 2016 and September 5 th , 2016.
ENVIRONMENTAL INTERPRETATION
In the last two decades when consistent Earth observation data sets were acquired, classification of land cover land use categories using images obtained from optical instruments was made at different scales (from local to global scales) and at various spatial resolutions [26] [27] . These classifications were made using algorithms combining automatic with assisted methods. Due to the limited availability of radar data sets (imposed either by technology or costs), products aimed at describing the land cover land use at larger scale were not yet available [28] . Recently, with the increased availability of SAR products, (e.g., Sentinel, ALOS, TerraSAR-X, etc.) the opportunity arose to depict the dynamics in the land cover land use at higher resolution based on undisturbed cloud time series, and radar-derived routine products became technically feasible.
The semantic classification of images is very important from an ecological point of view because it can describe changes that occur slowly at landscape level. These changes are important as they are reflecting either natural or anthropogenic processes reflected by changes in the land cover land use. Another opportunity of the automatic algorithms applied on time series data is that they can capture changes produced by the processes happening at faster rates such as movable structures like clouds (reflecting processes happening in the atmosphere), sediments transported by water, surface water dynamics, snow coverage, occurrences of fire, etc.
Using the methodology described above, we can compare a current situation with reference land cover data (e.g., cloudfree, low-water, etc.), and use this information to either derive the distribution of the habitat categories or biophysical structure of the landscape, and their natural or man-induced dynamics. Also, cloud occurrences and their distribution can give important information from an ecological point of view as this may influence the amount of energy that enters into the system in a certain period of time with consequences for the system productivity. Water surface dynamics (i.e., flooded areas) is an important feature occurring at landscape level either as a natural cycling process or as a sudden event. Sediment transportation is an important indicator of water quality and landscape dynamics (erosion/deposition processes).
CONCLUSIONS AND FUTURE WORK
In this paper, we analyzed the area of the Danube Delta but also the surrounding area that is covered by the two satellites, namely Sentinel-1 and Sentinel-2.
In the case of the data mining method, due to the differences in resolution between Sentinel-1 and Sentinel-2, the number of categories and the retrieved semantic types may differ, and some categories can be mixed together or be missing.
The good results of the NCD obtained for SAR data (e.g., Sentinel-1, TerraSAR-X [8] ) and the first tests on multispectral data encouraged us to continue this study and to apply the NCD technique also to multispectral Sentinel-2 images.
The use of NCD enables an approach to classify data either unsupervised, parameter-fee, or feature-free. This can be accomplished with the use of ordinary compressors, such as bz2 or gzip. The use of such algorithms slows down the classification task which leads to a time-consuming process, especially for large-scale images. As future work, we plan to adapt the Google Similarity Distance [24] as well as the Normalized Web Distance [25] to images in order to generate more accurate results in a less time-consuming way.
When we reach a satisfactory throughput and accuracy of our active learning alternative when applied both to SAR and multispectral images, we will also look into potential semantic content combinations of geometrically overlapping Sentinel-1 and Sentinel-2 scenes. This idea can be understood as so-called "transfer learning" algorithms where the image descriptors of one technique are exploited by the other technique.
Finally, our current image descriptors should be extended by including physics-related parameters. A prominent example is the determination of well-calibrated soil moisture parameters where we can resort to already existing SAR algorithms. Then these data can tell us more about the state of agricultural areas and their changes. Another topic deserving further analysis is the polarization of the SAR images; for instance, water surfaces and buildings may result in very different scattering responses that can be used for target classification.
As a concluding remark, we want to mention that an automatic interpretation of time series datasets allows for a better understating of system structures and their functioning at large scale, and offers human users the possibility to adapt their development strategy in accordance with natural processes and services provided by ecological systems.
