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ABSTRACT
The transmission of live video over noisy channels requires
very low end-to-end delay. Although automatic repeat re-
quest ensures lossless transmission, its usefulness to live
video streaming is restricted to short connections because
of the unbounded retransmission latency. An alternative is
to use forward error correction (FEC). Since finding an op-
timal error protection strategy can be time expensive, FEC
systems are commonly designed for the worst case con-
dition of the channel, which limits the end-to-end perfor-
mance. We study the suitability of two scalable FEC-based
systems to the transmission of live video over packet net-
works. The first one uses Reed-Solomon codes and is ap-
propriate for the Internet. The second one uses a product
channel code and is appropriate for wireless channels. We
show how fast and robust transmission can be achieved by
exploiting a parametric model for the distortion-rate curve
of the source coder and by using fast joint source-channel
allocation algorithms. Experimental results for the 3D set
partitioning in hierarchical tree video coder show that the
systems have good reconstruction quality even in severe chan-
nel conditions. Finally, we compare the performance of the
systems to the state-of-the-art for video transmission over
the Internet.
1. INTRODUCTION
In video streaming, the encoded bitstream is not fully down-
loaded, but played out while parts of it are still being re-
ceived. In some streaming applications, for example, video
on demand, the video content is encoded and stored offline
on a media server. Other applications, including broadcast-
ing, traffic control, and video surveillance require online en-
coding of a live sequence. The delay tolerance of video on
demand is on the order of 10 s. Thus, many packets lost or
corrupted during transmission can be retransmitted, making
automatic repeat request (ARQ) well-suited for error con-
trol. In contrast, the delay tolerance of live video streaming
is much lower and ARQ may be inappropriate. For example,
Wah and Su [1] report that the average round trip delay for
the delivery of 64 TCP packets over the Internet from a site
in Urbana to two different remote servers, one in Berkeley
(low-loss connection) and one in China (high-loss connec-
tion) was 0.8 s and 149.37 s, respectively. Due to this limi-
tation, current real-time interactive communication systems
commonly use error-resilience and concealment techniques
[2, 3]. However, such methods are vulnerable in highly
noisy channels.
An alternative to ARQ and error-resilience techniques
is forward error correction (FEC). For UDP transmission of
the same number of packets over the same two connections
as above, the average delay was 0.17 s and 0.81 s, respec-
tively. Thus, UDP transfer, which may include FEC, was 10
to 100 times faster than the ARQ-based TCP transmission.
One problem with FEC is that for optimal rate-distortion
results the error protection strategy has to be adapted to both
the operational distortion-rate function of the source coder
and to the channel condition, which are both changing in
time. The problem of varying channel statistics is usually
solved by using a protection that is optimal for the worst
possible case. However, this often leads to overprotection
and significantly reduces the performance when the channel
noise is low.
This paper studies the feasibility of two systems based
on scalable video coding and forward error correction [4, 5]
for live video streaming over the Internet and third genera-
tion (3G) mobile networks. We answer the question of how
to quickly compute an efficient error protection solution and
show how to adapt the solution to varying source and chan-
nel characteristics.
The rest of the paper is organized as follows. In Sec-
tion 2, we describe the proposed online streaming systems.
In particular, we provide a fast algorithm that selects the
length of the channel packet together with the correspond-
ing unequal error protection. In Section 3, we present ex-
perimental results for packet erasure and Rayleigh fading
channels and compare the performance of the systems to
that of the state-of-the-art systems of [3] and [6].
2. LIVE VIDEO STREAMING
The used video systems consist of a scalable source coder,
an error protection coder, and a logic for rate allocation with
control devices. A brief description of each part follows.
2.1. Source coding
For source coding, we use a scalable source coder, for ex-
ample, the 3D set partitioning in hierarchical trees (SPIHT)
compression algorithm [7], MPEG-4 with the fine granu-
larity scalability (FGS) mode [8], or H.26L with the pro-
gressive FGS mode [9]. In this paper, we focus on 3D
SPIHT, which is a fast and efficient 3D wavelet-based video
coder that generates an embedded bitstream. It outperforms
the MPEG-2 coder and provides performance comparable
to that of H.263 when operating at bit rates between 30
to 60 kilo bits per second (kbps) [7]. In addition to being
rate scalable, 3D SPIHT offers multiresolutional scalability
in encoding and decoding in both time and space, precise
rate constant bit rate traffic, and low complexity for possi-
ble software video applications. To keep the complexity of
the algorithm low, we do not use the motion compensation
mode of 3D SPIHT.
3D SPIHT partitions the original video sequence into
groups of frames (GOF). Each GOF contains a fixed number
of frames and is coded independently of the other GOFs. In
all experiments, we used 16 frames per GOF to obtain an
acceptable tradeoff between the encoding efficiency and the
time spent for error protection.
2.2. Channel models
We are mainly interested in transmission over the Internet
and 3G mobile networks. During data transmission over the
Internet, packets are lost because they arrive at the destina-
tion with an unacceptable delay or due to buffer overflowing
in routers. Since packet erasures usually appear in bursts,
we use a two-state Markov process to simulate this behav-
ior. The channel is fully described by the mean packet loss
rate and the packet loss burst length [10]. However, over
relatively short periods of time, packet loss probabilities are
approximately independent [11]. Therefore, we also use a
random packet erasure channel and model the packet loss
probability function as an exponentially decreasing func-
tion. For wireless transmission, we use a Rayleigh flat-
fading channel model.
2.3. Channel coding
For the packet erasure channel, we use systematic Reed-
Solomon (RS) codes of maximal distance [12]. However,
the RS codes can be replaced by any other systematic era-
sure correction codes, for example those of [13]. An    
RS code can recover all information data if the number of
lost symbols is less than or equal to     and the positions
of the lost symbols are known. To send   packets of 
symbols each, we build  segments 
 
     
 
consisting
of 

        source symbols (e.g., bytes) and pro-
tect each segment 

with an   

 systematic RS code.
Then, if  packets of   are lost, the RS ensures that all seg-
ments that contain at most     source symbols can be re-
covered. By adding the constraint 
 
 

     
 
,
if at most     

packets are lost, then the receiver can
recover at least the first  segments. The system provides
excellent protection against packet erasures and offers the
desirable property that the reconstruction quality gracefully
degrades as the packet loss rate increases [4]. The system
can be extended to fading channels by additionally protect-
ing each row with a concatenation of a cyclic redundancy
check (CRC) code and a rate-compatible punctured con-
volutional (RCPC) code [5]. The source symbols are first
encoded with RS codes column by column. Then, CRC
1 2 3 6 9 13 17
x x 4 7 10 14 18
x x 5 8 11 15 19
x x x x 12 16 20
x x x x x x 21
Table 1. BOP for an RS-based system. There are    
packets of    symbols each. x denotes an RS redundant
symbol, and cells designated by numbers are information
symbols, where 1 is the most important and 21 is the least
important symbol.
1 2 3 6 9 13 17 + + o o o
x x 4 7 10 14 18 + + o o o
x x 5 8 11 15 19 + + o o o
x x x x 12 16 20 + + o o o
x x x x x x 21 + + o o o
Table 2. BOP for a product code protection. There are
    packets of    symbols each. x denotes an RS
redundant symbol, + a CRC redundant symbol, o an RCPC
redundant symbol. Cells designated by numbers are infor-
mation symbols, where 1 is the most important and 21 is the
least important symbol. RCPC need not be systematic.
detection bits are added to each row. Finally, each row is
protected with the same RCPC code rate.
Both systems generate a group of   packets of  sym-
bols each called block of packets (BOP). Tables 1 and 2
show a BOP for a pure RS protection and for a product code
protection, respectively.
2.4. Unequal error protection
An optimal joint source-channel rate allocation must exploit
both the channel statistics and the operational distortion-rate
curve of the source coder. Since the channel conditions are
changing with time, optimization must be done online. For
the Internet, we use passive network monitoring where the
decoder computes the channel packet loss rate according to
the number of received packets and sends this information
back to the transmitter. Using this information, the transmit-
ter adjusts the protection. The same approach can be used
for a wireless network.
2.4.1. Estimation of the operational distortion-rate curve
Because of the online constraint, the operational distortion-
rate points of the source coder must be quickly computed.
One solution is to estimate the distortion at all rates dur-
ing the encoding process without actual decoding (see [14]
for 2D-SPIHT). This method is very fast, but since it can
be realized only at the encoder side, the protection solution
must be strongly protected and sent to the decoder. An al-
ternative is to use a model of the distortion-rate function.
Several models were proposed for the distortion-rate func-
tion of wavelet-based coders. The most appropriate one for
real-time applications is the four-parameter Weibull model
of [15]. To determine the four parameters of the model, we
need four distortion-rate points. We calculate these points
with one encoding at the highest rate and four decodings at
lower rates.
2.4.2. Local search
To protect the source code, we use the algorithms of [16]
and [17] for the RS-based system and the product code-
based system, respectively. The algorithms are based on
the observation that a solution that maximizes the expected
number of received source bits (rate-optimal solution) uses
fewer protection bits than a solution that minimizes the ex-
pected distortion (distortion-optimal solution). In contrast
to a distortion-optimal solution, a rate-optimal one is straight-
forward to find, and it is independent of the source. Our
algorithms start from a rate-optimal solution and iteratively
improve this solution by increasing the number of protec-
tion symbols. Experimental results for SPIHT, JPEG2000
[18], and 3D SPIHT show that our algorithms converge very
fast and provide close to optimal average peak signal-to-
noise ratio (PSNR) in both packet erasure and Rayleigh flat-
fading channels.
2.4.3. Packet length selection
The performance of the source-channel bit allocation al-
gorithms [16, 17, 19, 20, 21] depends on the BOP packet
length  and the number of packets   . Increasing   in-
creases the correction capabilities of the RS code, but also
increases the redundant header information. For the sys-
tem based on the product code, increasing  increases the
number of bit errors in a packet and, consequently, reduces
the RCPC protection capability. Since today’s networks
can handle different channel packet lengths, we allow the
packet length in different BOPs to be different. However,
all packets inside one BOP have the same length. We pro-
pose the following algorithm to determine the BOP packet
length and the source-channel bit allocation.
Algorithm 1 Let 	

be the target number of sent symbols.
Let    
 
  
 
      

  

 be such that for all ,
    , 

and  

are positive integers with 

 

 
,
where 
 is the largest non-prime number smaller than or
equal to 	

.
1. Compute a rate-optimal solution for each pair  

  

 
 and sort the 

s in set  such that 
 
 
  
 

 for
  , where 
 
 
 is the expected number of correctly
decoded source symbols of a rate-optimal solution when 

(    ) is used. Set   .
2. Find a protection using the local search of Section 2.4.2
with 

as a packet length and  

as the number of packets.
Let 
 

 be the expected distortion of such a solution.
3. If    and 
 

  
 
  
, then use the solution
obtained with 
  
and stop.
4. If   , then use the solution obtained with 

and stop.
5. Set    	  and go to Step 2.
The variables  

and 

are not arbitrary. When the
RS symbols are bytes,  

should be smaller than or equal
to 255. Also to limit the running time of the local search
algorithm, the BOP packet length is also bounded.
In the worst case, Algorithm 1 uses the local search al-
gorithm  times. This may be time prohibitive for some
applications. Therefore, we propose to stop the algorithm
after Step 2. In Section 3, we show that this strategy is rea-
sonable.
2.5. Systems overview and complexity
Using the channel statistics, the systems first compute a
rate-optimal protection. The video coder encodes the first
16 frames (one GOF) of the input video sequence at the
source rate given by a rate-optimal solution (this is the high-
est achievable source rate). Four decodings are done at four
lower rates, and the Weibull model parameters are calcu-
lated. Using the distortion-rate model, the rate-optimal so-
lution, and the channel statistics, the method explained in
Section 2.4.3 is used to find the number of packets and the
packet length in a BOP, together with a new source-channel
allocation. Then the channel codewords for the BOP are
computed. Channel encoding is followed by the packetiza-
tion step, in which channel packets are formed by adding
headers to the BOP packets. The header includes one byte
that indicates the number of the packet. With each BOP, we
also send a header packet that contains the number of the
BOP and the model parameters (four floating point num-
bers).
Note that the system can change the transmission rate
for each BOP according to the network bandwidth fluctua-
tion.
At the receiver, a buffer that stores the packets of a BOP
is needed. The size of the buffer must be at least  

 
 packets, where  

is the greatest possible number of
packets in a BOP. Using the model parameters, the receiver
can determine the same unequal error protection solution as
the transmitter.
We now look at the time complexity of the systems.
For each GOF, the systems need one source encoding, five
source decodings (four by the sender and one by the re-
ceiver), one Weibull modeling, two runs of the optimization
algorithm (one at the encoder and one at the decoder side),
one channel encoding and one channel decoding. Therefore,
the total end-to-end delay is

	

 

	 

	 

	 

	 

	

	

	 


	 

	 


where 

is the time needed to capture a GOF, 

and


are the time of the source encoding and decoding, re-
spectively, 

and 

are the time needed for FEC en-
coding and decoding, respectively, 
	

is the time used
to compute the parameters of the Weibull model, 


is the
running time of the optimization algorithm, 

is the net-
work propagation delay, and 

is the delay caused by the
receiver buffer.
To further decrease the time complexity, we propose
to use the same source-channel bit allocation for several
successive BOPs. Thus, modeling the distortion-rate curve
and computing the error protection solution will be repeated
Trans. rate (kbps) True function Weibull model
56 172.65 172.85
100 112.75 113.54
128 91.85 91.76
200 60.77 60.67
Table 3. Expected Y-MSE at various transmission rates for
the first 16 frames of the QCIF Foreman sequence. Packet
loss protection in a packet erasure channel with a 
 mean
loss rate is optimized with the true distortion-rate function
and with the Weibull model.
only after a given number of BOPs. This reduces the total
delay for one GOF to

	

 

	

	

	

	

	

	


3. RESULTS
We present results for two standard 30 frames per second
(fps) YUV 4:2:0 QCIF ( ) video sequences: Fore-
man and Carphone. Unless otherwise stated, the frame rate
was 10 fps, obtained by coding every third frame. The orig-
inal sequences were divided into six GOFs of 16 frames
each. The size of the header of the channel packet was 41
bytes (20 bytes for IP, 8 bytes for UDP, 12 bytes for RTP,
1 byte for the packet number) for the RS-based system and
one byte (packet number) for the product code system. The
maximum size of a channel packet was 1000 bytes. We con-
sider transmission rates up to 200 kbps.
We first study the time complexity of the systems. The
CPU time was measured on a PC having an AMD Athlon
XP 1600 1400 MHz processor and a main memory size of 1
Gbyte. The time needed to capture the 16 frames of a GOF
is 

  s, 

was always less than 0.3 s. 

was less than 0.08 s, 

and 

were always less than
0.05 s, 
	

was less than 0.01 s, 


was always less than
0.11 s. Finally, we assume that 

is less than 0.2 s and
that 

is less than 0.05 s. Thus, the overall end-to-end
delay was less 2.87 s for the first GOF and less than 2.32
s for each successive frame. This is too much for video
conferencing and telephony, but acceptable for many other
applications such as live broadcasting and surveillance.
Table 3 shows the performance of the RS-based sys-
tem when the joint source-channel allocation is based on
the Weibull model instead of the true distortion-rate func-
tion. The table gives the average expected mean square er-
ror of the luminance component (Y-MSE) for the first GOF
of the Foreman sequence. The expected Y-MSE is com-
puted for the true distortion-rate points. The table shows
that the Weibull model provides similar performance to the
true distortion-rate function.
Figure 1 illustrates the importance of a good joint source-
channel allocation for the RS-based system. It shows the
average of the expected Y-MSE as a function of the channel
packet length for the first GOF of the Foreman sequence.
The packets were transmitted over a packet erasure channel
with a mean packet loss rate of 
. The total transmission
90
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Fig. 1. Average of the expected Y-MSE as a function of the
channel packet length for the first GOF of the QCIF Fore-
man sequence. Packets were transmitted over a packet era-
sure channel with mean packet loss rate 
. The transmis-
sion rate is 128 kbps.
Channel packet length (bytes) MSE
80 171.18
100 168.32
160 168.79
320 176.57
640 182.34
Table 4. Average of the expected Y-MSE as a function of
the channel packet size for the first GOF of the QCIF Fore-
man sequence. The channel is a Rayleigh fading channel
with average signal-to-noise ratio 10 dB and normalized
Doppler spread 

 

 
. The transmission rate is 64
kbps.
rate was 128 kbps. The best result was obtained for a chan-
nel packet length of 800 bytes. The experiment shows that
the choice of the packet length has a significant influence on
the reconstruction quality.
Table 4 shows a similar experiment for the product code
system.
The following experiment shows that stopping Algo-
rithm 1 after Step 2 causes only a negligible loss in qual-
ity. Table 5 compares the expected Y-MSE for a brute force
solution, the solution computed by Algorithm 1, and the so-
lution found after Step 2 of the algorithm. Packets were
sent over a packet erasure channel with a mean packet loss
rate of 
. We obtained similar results for other channel
conditions and other video sequences.
Figure 2 and Table 6 show that the protection is not sen-
sitive to a change in the contents of the sequence when 3D-
SPIHT is used a source coder. Figure 2 gives for each test
sequence the PSNR of the expected Y-MSE when the pro-
tection was determined for the first GOF and used for all
six GOFs. Table 6 shows that only a small drop in quality
is observed when the protection computed for the first GOF
of Foreman is applied to the first GOF of Carphone. Sim-
ilar results were obtained for other channel conditions and
Trans. rate (kbps) Step 2 Algorithm 1 Brute force
56 164.20 164.20 164.18
100 108.18 108.17 108.17
128 89.71 89.71 89.71
200 59.37 59.37 59.37
Table 5. Average of the expected Y-MSE at five different
transmission rates for the first GOF of Foreman. The chan-
nel is a packet erasure channel with mean loss rate 
.
Step 2 is the solution found after Step 2 of Algorithm 1, and
Brute force is a solution found by applying the local search
algorithm to all pairs in .
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Transmission rate (kbps)
Carphone All
Carphone Only first
Foreman All
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Fig. 2. PSNR of the average expected Y-MSE of the GOFs
as a function of the transmission rate for Foreman and Car-
phone. The packet loss rate of the channel is 
. Method
All computes the protection for each GOF, whereas Only
first computes the protection for the first GOF and applies
the result to all GOFs.
video sequences.
Figure 3 shows the performance of the RS-based system
at different packet loss rates when the loss protection strat-
egy is optimized for the worst considered packet loss rate
(
) and when it is optimized for the actual packet loss
rate. The experiment shows that optimizing for the worst
case causes a significant drop in quality when the packet
loss rate is very low.
The Internet can be well modeled as a two-state Markov
channel [10]. Whereas it is easy to estimate the mean packet
loss rate, estimation of the packet loss burst length is much
harder. In the following experiment, we optimize the RS-
based system for a random packet erasure channel and test it
over a two-state Markov channel with the same mean packet
loss rate. Results for target transmission rate 200 kbps are
shown in Figure 4. The results are reported as PSNR of Y-
MSE obtained by averaging over all frames and over 100
independent simulations. The algorithm selected channel
packet length 1000 bytes. The figure shows graceful quality
degradation with the increase of the mean packet loss rate.
Figure 5 shows the average Y-PSNR value for each frame
of the sequences.
To also cover streaming video for 3G mobile systems,
Trans. rate (kbps) Car/Car For/Car
56 73.67 76.06
100 42.66 43.17
128 32.26 32.76
200 19.01 19.38
Table 6. Average expected Y-MSE of the first GOF of the
Carphone sequence. In the second column, the protection is
determined for this GOF. In the third column, the protection
is computed for the first GOF of Foreman. The channel
packet loss rate is 0.1.
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Fig. 3. Average expected Y-MSE at 200 kbps for Foreman.
we considered a Rayleigh flat-fading channel where the av-
erage signal-to-noise ratio (SNR) was 10 dB, and the nor-
malized Doppler spread 

was 
 . The channel was
simulated with Jakes’ [22] method. We used the commu-
nication system based on the product code. The row coder
was a concatenation of a 16-bit CRC code with generator
polynomial 0x15935 and an RCPC coder with generator
polynomials (0117, 0127, 0155, 0171), mother code rate
1/4, and puncturing rate eight [23]. Thus, the set of RCPC
rates was      
 . The decoding was done
with a list Viterbi algorithm where the maximum number of
candidate paths was 100 [24]. Figure 6 gives the average
Y-PSNR values for each encoded frame at transmission rate
of 64 kbps. The algorithm selected channel packet length
160 bytes. The simulations show that the system provided
efficient protection even in severe channel conditions.
We now compare the performance of the RS-based sys-
tem to that of the state-of-the-art for a wireline best-effort IP
environment. We compare the results of our system to those
of [3] and [6]. Wenger [3] uses H.26L as a source coder.
He tests various error resilient and concealment techniques
to protect the information. In the experiments, packet losses
were simulated using the same erasure pattern files obtained
by actual simulations on Internet backbones [25]. Four er-
ror patterns with average packet loss probabilities of 3, 5,
10, and 20  were used. The encoding frame rate was 7.5
fps. Instead of minimizing the expected MSE, we maxi-
mized the expected PSNR. Figure 7 compares our results
to those of [3]. It shows the average Y-PSNR as a function
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Fig. 4. PSNR of the average Y-MSE as a function of the
mean packet loss rate. Results are given for a two-state
Markov process with packet loss burst length five. The
transmission rate is 200 kbps.
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Fig. 5. Average Y-PSNR in dB for each frame of the
two video sequences over a two-state Markov channel with
mean packet loss 0.2 and packet loss burst length five. The
transmission rate is 200 kbps.
of the mean packet loss probability at target transmission
rate 64 kbps. We compare our results to the two experi-
ments of [3] that provided the best performance: Experi-
ment 2 packetized each picture in one packet and used loss-
aware rate-distortion optimization, whereas Experiment 5
did not use rate-optimization, but exploited packet dupli-
cation. The system of [3] had a better performance than
our system when the erasure rate was low. This is due to
the fact that H.26L is superior to 3D SPIHT. However, due
to the powerful FEC, the situation changed at high erasure
rates. Note also that while we compute the PSNR for all en-
coded frames (every fourth frame of the original 30 fps se-
quence), Wenger [3] measures the PSNR only for the frames
that were reconstructed (in whole or in part using error con-
cealment). Therefore, the lost frames were not taken into
account. It is observed in [3] that including them into the
measure would cause significant quality loss for Experiment
2 and a very small loss for Experiment 5.
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Fig. 6. Average Y-PSNR in dB for each frame of the two
video sequences over a Rayleigh flat-fading channel with
average SNR  10 dB and 
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. The transmission
rate is 64 kbps.
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Fig. 7. Average Y-PSNR as a function of packet loss prob-
ability. Experiment 2 and Experiment 5 are the two best
solutions of [3]. The video sequence is Foreman coded at
7.5 fps, and the transmission rate is 64 kbps.
Figure 8 compares our results to those of [6] for an en-
coding frame rate of 7.5 fps. Stockhammer and Buchner
[6] use the Progressive Texture Video Codec (PTVC) for
source coding, which is a progressive video coder based on
the H.26L test model. For channel coding, they use the RS
codes of Section 2. They compute optimal unequal loss
protection with dynamic programming, assuming that the
distortion-rate curve is available. They fix the BOP packet
size to 493 bytes. For both systems, the PSNR was com-
puted for all frames of the original 30 fps sequence. This
was done by comparing each reconstructed frame with four
successive frames of the original sequence. The difference
in reconstruction quality is mainly due to the superiority of
PTVC over 3D-SPIHT. But since PTVC uses motion esti-
mation with 1/4 pixel accuracy, it is not clear if the encoding
can be done online.
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Fig. 8. Average Y-PSNR as a function of the packet loss
probability for the Foreman sequence at 64 kbps.
4. CONCLUSION
We studied two video transmission systems that use a scal-
able source coder and forward error correction. We pro-
posed a real-time algorithm for selecting the channel packet
length together with an appropriate source-channel rate al-
location. This solution was robust against changes in the
sequence content. The systems have good end-to-end per-
formance in packet erasure and wireless channels. Their
low complexity makes them suitable to live video stream-
ing applications. Finally, the scalabilty of the source code
simplifies the problem of rate adaptation.
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