INTRODUCTION
The use of ultrasound to monitor critical structures such as airplanes, bridges and buildings is an appealing possibility due to the potential for interrogating large areas with a small number of sensors. In particular, ultrasonic guided waves can travel long distances in suitable structures, and recent research has shown great promise in terms of detecting, locating and characterizing defects [1] . In contrast, traditional ultrasonic methods are generally not suitable for structural health monitoring due to the need for either large numbers of transducers or scanning to obtain adequate coverage. But successful use of guided waves requires a structure whose geometry supports propagation of specific modes. Other guided wave studies have been based upon larger numbers of embedded or surface mounted sensors transmitting and receiving short range signals that require analysis and identification of echoes reflected from boundaries [2] . Much of the work to date has concentrated on relatively simple geometries where the emphasis has been on generating modes or combinations of modes that are amenable to straightforward interpretation [3] .
The approach considered here is to use permanently attached piezoelectric crystals for both transmission and reception of ultrasound, and to develop signal processing methods to aid in interpretation of the signals. Due to both the general purpose nature of the transducers and the complexity of realistic structures, complicated diffuse-like signals containing multiple modes are generated. The early time portion of the received signal has clearly identifiable arrivals, but in later times the signal becomes diffuse due to complicated interactions between multiple modes and multiple reflections from boundaries, even for homogeneous materials [4] .
Ultrasonic monitoring of structures under realistic operating conditions is particularly difficult because both temperature changes and varying surface conditions (e.g. surface wetness) have as much or more effect on the ultrasonic signals as actual structural changes. A practical methodology for health monitoring is to (a) decide if there has been a change in the measured signal, (b) classify the change as either "environmental" or "structural", and (c) characterize any structural changes in terms of type, size, location, severity, etc. The focus of the work presented here is to demonstrate the feasibility of the first two steps of detection and classification as these must be achievable before the third can be successful.
MEASUREMENTS
Measurements were made on a 6061 aluminum plate, 50.8 mm x 152.4 mm x 4.76 mm (2" x 6" x 3/16"), as illustrated in Figure 1(a) . This specimen, although simple in both material and geometry, is of interest because reflections from the boundaries play a major role in the recorded signals and the geometry is not suitable for the use of guided waves. Two transducers were attached to the top surface of the specimen as shown in Figure 1(b) . These transducers were constructed with longitudinally polarized, 2.25 MHz PZT disks, 12.5 mm diameter, and were attached to the specimen using cynoacrylate adhesive. A conventional ultrasonic pulser receiver (Panametrics 5072PR) was used for spike mode transducer excitation and waveform amplification. Waveforms were digitized with a sampling rate of 12.5 MHz and a resolution of 8 bits, and each recorded waveform was the average of 50 signals.
The specimen was first subjected to environmental changes consisting of temperatures ranging from 9°C to 38°C (48°F to 100°F) and varying surface conditions. Surface conditions were changed by both wetting the top surface, and placing a small, oil-coupled aluminum block at various positions. The changes due to wetting the plate surface were not controlled because of the difficulty in applying a consistent pattern of water, but the changes due to positioning the oil-coupled block were consistent and thus could be repeated in conjunction with the introduction of flaws.
Artificial flaws were introduced into the plate by first drilling a single hole, starting with a diameter of 1.98 mm (5/64") and increasing the size up to a final diameter of 6.35 mm (1/4"). A second hole was later drilled in the same manner, as can be seen in Figure  1(b) . Ultrasonic signals were recorded after each incremental change in diameter, and environmental changes were also applied. Table 1 provides a summary of all 275 recorded signals, with significant redundancy in order to assess measurement repeatability. Figure 2 illustrates typical signals from the specimen as follows: (a) undamaged and nominal environmental conditions (room temperature and dry, free surface), (b) undamaged at 10°C (50°F), and (c) hole #1 and nominal environmental conditions. For all of the signals the start time was 10 µsec and the total time window was 1000 µsec, which is sufficient to capture most of the energy of the ultrasound field; a longer window would not yield significant additional information due to the limited 8 bit resolution of the digitizer.
Note that the 1000 µsec time window is equivalent to a longitudinal wave in aluminum traveling 6,350 mm (250 inches), which is over 40 times the length of the specimen. For reference, the calculated first arrival of the longitudinal wave occurs at 16.3 µsec, the first shear arrival is at 32.4 µsec, and the Rayleigh wave arrival is at 34.8 µsec. These arrivals are consistent with the recorded waveforms, and no attempt was made to identify additional arrivals due to the large number of combinations of edge reflections. The general trend and appearance of the three signals in Figure 2 are very similar, as is true for all of the recorded signals, although subtle differences are clearly evident.
There are no obvious characteristics of the time domain signals that distinguish between environmental and structural conditions. Many signals were also examined in the frequency and timefrequency domains, and again there were no obvious distinguishing features. Recorded waveforms from (a) the undamaged specimen at room temperature and with a dry, free surface, (b) the undamaged specimen at 10°C (50°F), and (c) the specimen after the drilling of hole #1.
ANALYSIS
Due to the complexity of the recorded signals and the subtlety of the changes, a differential feature-based approach to analysis was taken, in contrast to the usual approach of calculating time and frequency domain features from a single signal [5] . The interpretation here of "differential" is that all methods and features explicitly incorporate comparison to a reference signal, and that if there are no changes from this reference, the condition of the structure is classified as unchanged. Although this approach may seem obvious, quantitatively incorporating it into the signal processing steps required careful consideration.
Change Detection
The first step was to determine whether or not a change had occurred compared to a recorded reference signal. The reference signal is not necessarily the room temperature baseline, but would typically be a signal recorded from the undamaged specimen under similar environmental conditions. It is anticipated that any practical system would be continually updating a history of baseline data, and during real-time monitoring, recorded signals would be compared to a sequence of recent historical data. For this study, the energy of the difference between the signal and the reference was calculated and compared to a threshold to decide if there was a change. The threshold level was determined by calculating energy difference values for signals recorded at nominally the same conditions vs. different conditions, and setting the level so as to always detect the changed conditions.
Training and Evaluation Data Sets
As is customary for development of a feature-based classifier, two sets of labeled data were constructed for training and evaluation. Given the original 275 signals, there are theoretically N 2 -N = 75,350 different ways of defining signal-baseline pairs; even given that some of these combinations do not make sense (e.g. using a signal from a drilled hole as a reference), there is a rich set of data from which to select signal pairs. From these possibilities, the training data set consisted of 43 signal pairs, of which 28 were due to environmental changes (class 1) and 15 to structural changes (class 2). The environmental conditions included both temperature changes and surface condition variations, and the structural changes consisted of various sizes of hole #1 combined with environmental effects. The evaluation data set was constructed in a similar manner but with different signal pairs. The hole #2 signals were not used for either data set, but were reserved for additional testing.
Feature Calculation and Evaluation
A set of features was defined and calculated in order to reduce the dimensionality of the data. The differential approach taken here required that all of the features be defined relative to a reference signal. For example, instead of using "Peak Amplitude" as a feature, the peak amplitude value would be scaled by the peak amplitude of the reference signal. Table 2 summarizes the 24 features that were calculated; all of them are relative to a reference signal and are either identically zero (features 11-14, 22, 23) or one (all other features) if the measured signal and the reference signal are the same. One measure of a single feature's ability to separate two classes is the Fisher Discriminant Ratio [6] , (1) where µ 1 and µ 2 are the means and σ 1 and σ 2 are the variances of the two classes (environmental and structural, respectively). The FDR is large for a specific feature if the classes have a large difference in means combined with small variances. A plot of the FDR for the 24 features is shown in Figure 3 , where it can be seen that feature 24 has by far the largest FDR, and thus is most effective in separating the classes.
The FDR is useful for evaluating the effectiveness of a single feature, but combinations of features have the potential for being more effective than single features. With a total of 24 features, there are a total 16,777,215 (2 N -1) different combinations of features that could be used to form a classifier, clearly too many to empirically evaluate. However, if features are considered two at a time, there are only 276 combinations, which is a realistic number to exhaustively test. Pairs of features were evaluated using a linearly separable classifier implemented with a neural network consisting of a single hard-limit perceptron [6] . The training data set was used to construct the classifier, and the evaluation data set was used to verify its performance. There were no pairs of features that perfectly classified both the training data set and the evaluation data set, but it was noted that the best performing pairs all included feature 24, which is not surprising considering its high FDR. Features were then evaluated in groups of three for the 276 combinations containing feature 24. There were ten of these combinations that perfectly classified all data in both the training and evaluation sets.
A comprehensive data set was prepared to further evaluate these ten 3-feature classifiers as well as additional classifiers comprised of four and more features that were determined by trial and error. Features were calculated for 779 signal pairs in order to evaluate the performance of the classifiers on data very unlike the training and evaluation data sets. This comprehensive data set included many more conditions than were originally considered. For example, signal pairs with temperature differences of up to 11°C (20°F) were included, as compared to a maximum difference of 7°C (12°F) for the training data, and hole signals were paired with reference signals at different environmental conditions. Of these 779 pairs, 526 were environmental changes and 253 were structural changes.
RESULTS

Classifier Performance
Classifier performance for a given data set can be evaluated via a 2x2 confusion matrix. The upper and lower diagonal elements of this matrix are the number of correctly classified environmental and structural changes, respectively. The upper right element corresponds to the number of structural changes (i.e. potential flaws) that are misclassified as environmental changes, and the lower left element is the number of false alarms; i.e. environmental changes misclassified as structural changes.
Confusion matrices for four of the classifiers that were evaluated using the comprehensive data set are shown in Figure 4 : (a) the best two-feature classifier, (b) the best three-feature classifier, (c) a typical four-feature classifier, and (d) the best classifier of the ones comprehensively tested. The best classifier in Figure 4 (d) was deemed as such because it had the lowest number of misclassified structural changes. Most of these misclassifications were signal pairs where the reference signal was not from the undamaged specimen but was after the hole was started. Most of the false alarms were due to temperature changes greater than those represented in the training and evaluation data sets being classified as structural changes. Other misclassifications of both types were generally due to the reference signal being at a much different temperature than the signal being classified, or extreme surface condition combinations.
As an additional means of evaluating performance, signal pairs from the second hole were evaluated using this best classifier. There were 11 hole #2 signals corresponding to 11 increments of increasing hole size. Features were calculated using both a reference signal from the undamaged specimen with nominal environmental conditions, and a reference signal after hole #1 was drilled to full size. Correctly classified were 21 of the 22 signal pairs, with the only one misclassified being the smallest hole size (1.98 mm (5/64") diameter) with the reference signal from the specimen with hole #1 (not the undamaged specimen). 
Feature Performance
A key result of the feature evaluation is the importance of feature 24. This feature is derived from a local cross correlation which we refer to as the Short Time Cross Correlation, or STXC. The STXC between two signals x 1 (t) and x 2 (t) is defined as: (2) In this equation T is time, τ is the cross correlation lag, 2∆T is the window width, and w(t) is a suitable window function of length 2∆T centered at t=0. As can be seen from the above equation, the STXC is simply the cross correlation between corresponding windows of two signals centered at time T. Similarly to the short time Fourier transform, the STXC can be displayed as an image where time (T) is the horizontal axis and cross correlation lag (τ) is the vertical axis. If the windowed signals are the same or similar, the cross correlation will exhibit a distinctive peak; if they are different, then the cross correlation will appear more random in nature. Thus, the shape of the STXC as a function of time is a measure of the coherency of the two signals. Local cross correlations have been used by other researchers to measure time dependent time shifts [7, 8] .
This property of the STXC can be seen in Figure 5 , where 5(a) shows the STXC between a signal due to an environmental change and a nominal reference signal, and 5(b) shows the STXC between a signal after hole #1 was drilled and the same reference signal. For both plots, the STXC is normalized by the square root of the product of the local autocorrelation peaks. In Figure 5 (a), the STXC contains a distinct peak throughout the entire time window, whereas for 5(b), it does not, indicating that the two signals lose coherency as time progresses. Feature 24 is the peak of the normalized STXC at T=910 µsec using a 200 µsec time window. Features 22 and 23 are also derived from the STXC; in particular, they are the slope and error from fitting a line to the time of the STXC peak. Temperature changes exhibit a linear time shift, as predicted by diffuse wave theory [8] , whereas the time shift for other changes was observed to be negligible for this study. 
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SUMMARY AND CONCLUSIONS
Permanently mounted ultrasonic sensors have been demonstrated to be sensitive to both structural and environmental changes. As expected, environmental effects such as changing temperature and surface conditions affect the ultrasonic signal as much or more as structural changes. This paper has proposed and successfully demonstrated a differential approach for classifying structural vs. environmental changes that is based upon quantitatively comparing a measured signal to a reference signal. Key to this approach is the concept of "differential features" whereby all calculated features are relative to a reference signal.
Initial classifier results are promising with excellent performance for conditions incorporated into the training data and reasonable performance for other conditions. The best classifier was able to correctly identify a defect that was not part of the training data. The importance of a single feature derived from a local cross correlation has led to the definition of the Short Time Cross Correlation, which has been demonstrated as an effective tool for evaluating signal coherence and local time shift as a function of time. Time dependent coherency was shown to be useful in discriminating structural changes and environmental effects for the experimental data presented here.
Future work must concentrate in three main areas: (a) further development and demonstration of a complete methodology for ultrasonic structural health monitoring, (b) extension of classifier results to more complicated geometries, additional materials, and characterization of structural changes, and (c) further investigation into applications of the Short Time Cross Correlation as both a measure of signal coherency and local time shift.
