Abstract. We solve the inverse spectral problem of recovering the singular potentials q ∈ W −1 2 (0, 1) of Sturm-Liouville operators by two spectra. The reconstruction algorithm is presented and necessary and sufficient conditions on two sequences to be spectral data for Sturm-Liouville operators under consideration are given.
Introduction
Suppose that q is a real-valued distribution from the space W dx 2 + q can be defined as follows [18] . We take a distributional primitive σ ∈ H of q, put l σ (u) := −(u ′ − σu) ′ − σu ′ for absolutely continuous functions u whose quasi-derivative u [1] := u ′ − σu is again absolutely continuous, and then set T u := l σ (u) for suitable u (see Section 2 for rigorous definitions). When considered on this natural domain subject to the boundary conditions (1.2) u [1] (0) − Hu(0) = 0, u [1] (1) + hu(1) = 0, H, h ∈ R ∪ {∞}, the operator T = T (σ, H, h) becomes [17, 18] selfadjoint, bounded below, and possesses a simple discrete spectrum accumulating at +∞. (If H = ∞ or h = ∞, then the corresponding boundary condition is understood as a Dirichlet one.) We observe that among the singular potentials included in this scheme there are, e.g., the Dirac δ-potentials and Coulomb 1/x-like potentials that have been widely used in quantum mechanics to model particle interactions of various types (see, e.g., [1, 2] ). It is also well known that singular potentials of this kind usually do not produce a single Sturm-Liouville operator. Still for many reasons T (σ, H, h) can be regarded as a natural operator associated with differential expression (1.1) and boundary conditions (1.2). For instance, l σ (u) = −u ′′ + qu in the sense of distributions and hence for regular (i.e., locally integrable) potentials q the above definition of T (σ, H, h) coincides with the classical one. Also T (σ, H, h) depends continuously in the uniform resolvent sense on σ ∈ H, which allows us to regard T (σ, H, h) for singular q = σ ′ as a limit of regular Sturm-Liouville operators.
Sturm-Liouville and Schrödinger operators with distributional potentials from the space W −1 2 (0, 1) and W −1 2,unif (R) respectively have been shown to possess many properties similar to those for operators with regular potentials, see, e. g., [9, 10, 17, 18] . In particular, just as in the regular case, the potential q = σ ′ and boundary conditions (1.2) of the Sturm-Liouville operator T (σ, H, h) can be recovered via the corresponding spectral data, the sequences of eigenvalues and so-called norming constants [11] .
The main aim of the present paper is to treat the following inverse spectral problem. Suppose that {λ 2 n } is the spectrum of the operator T (σ, H, h 1 ) and {µ 2 n } is the spectrum of the operator T (σ, H, h 2 ) with h 2 = h 1 . Is it possible to recover σ, H, h 1 , and h 2 from the two given spectra? More generally, the task is to find necessary and sufficient conditions for two sequences (λ 2 n ) and (µ 2 n ) so that they could serve as spectra of Sturm-Liouville operators on (0, 1) with some potential q = σ ′ ∈ W −1 2 (0, 1) and boundary conditions (1.2) for two different values of h and, then, to present an algorithm recovering these two operators (i.e., an algorithm determining σ and the boundary conditions).
For the case of a regular (i.e., locally integrable) potential q the above problem was treated by Levitan and Gasymov [14, 15] when h 1 and h 2 are finite and by Marchenko [16, Ch. 3.4] when one of h 1 , h 2 is infinite. Earlier, Borg [4] proved that two such spectra determine the regular potential uniquely.
Observe that
) for any h ′ ∈ C, so that it is impossible to recover σ, H, h 1 , and h 2 uniquely; however, we shall show that the potential q = σ ′ and the very operators T (σ, H, h 1 ) and T (σ, H, h 2 ) are determined uniquely by the two spectra. The reconstruction procedure consists in reduction of the problem to recovering the potential q = σ ′ and the boundary conditions based on the spectrum and the sequence of so-called norming constants. The latter problem has been completely solved in our paper [11] , and this allows us to give a complete description of the set of spectral data and to develop a reconstruction algorithm for the inverse spectral problem under consideration.
The organization of the paper is as follows. In the next two sections we restrict ourselves to the case where H = ∞ and h 1 , h 2 ∈ R. In Section 2 refined eigenvalue asymptotics is found and some other necessary conditions on spectral data are established. These results are then used in Section 3 to determine the set of norming constants and completely solve the inverse spectral problem. The case where one of h 1 and h 2 is infinite is treated in Section 4, and in Section 5 we comment on the changes to be made if H is finite. Finally, Appendix A contains some facts about Riesz bases of sines and cosines in L 2 (0, 1) that are frequently used throughout the paper.
Spectral asymptotics
In this section (and until Section 4) we shall consider the case of the Dirichlet boundary condition at the point x = 0 and the boundary conditions of the third type at the point x = 1 (i. e., to the case where H = ∞ and h 1 , h 2 ∈ R). We start with the precise definition of the Sturm-Liouville operators under consideration.
Suppose that q is a real-valued distribution from the class W −1 2 (0, 1) and σ ∈ H is any of its real-valued distributional primitives. For h ∈ R we denote by T σ,h = T (σ, ∞, h) the operator in H given by
and the boundary conditions
(we recall that u [1] stands for the quasi-derivative u ′ − σu of u). More precisely, the domain of T σ,h equals
It follows from [18] that so defined T σ,h is a selfadjoint operator with simple discrete spectrum accumulating at +∞. The results of [19] also imply that the eigenvalues λ 2 n of T σ,h , when ordered increasingly, obey the asymptotic relation λ n = π(n − 1/2) + λ n with an ℓ 2 -sequence ( λ n ). However, we shall need a more precise form of λ n , and shall derive it next.
To start with, we introduce an operator T σ defined by
. In other words, T σ is a one-dimensional extension of T σ,h discarding the boundary condition at the point x = 1. We invoke now the following results of [12] on the operator T σ . Just as in the classical situation with regular potential q the operators T ±σ turn out to be similar to the potential-free operator T 0 ; the similarity is performed by the transformation operators I + K ± σ , where K ± σ are integral Volterra operators of Hilbert-Schmidt class given by
It follows that any function u from D(T σ ) has the form u = (I +K 
Moreover, there exists a Hilbert-Schmidt kernel r σ (x, t) such that
Due to the above similarity of T σ and T 0 , for any nonzero λ ∈ C the function
is an eigenfunction of the operator T σ corresponding to the eigenvalue λ 2 ∈ C. If in addition u(x, λ) satisfies the boundary condition u [1] (1)+hu(1) = 0, then u(x, λ) is also an eigenfunction of the operator T σ,h corresponding to the eigenvalue λ 2 . Therefore the nonzero spectrum of T σ,h consists of the squared nonzero λ-solutions of the equation (2.1)
Recall that the operator T σ,h is bounded below and hence after addition to q a suitable constant T σ,h becomes positive. Therefore without loss of generality we may assume that all zeros of equation (2.1) are real. Observe also that due to the symmetry we may consider only the positive zeros. The asymptotics of these zeros is given in the following theorem.
Theorem 2.1. Suppose that σ ∈ H and h ∈ R are such that the operator T σ,h is positive and denote by λ 
in which the sequences δ n (h)
and (γ n ) ∞ n=1 belong to ℓ 1 and ℓ 2 respectively with γ n independent of h.
Proof. Recall that λ n → ∞ as n → ∞ and that the functions k ± σ (1, t) and r σ (1, t) belong to H. Therefore (2.1) and the Riemann lemma imply that
as n → ∞. By the standard Rouché-type arguments (see details, e.g., in [16, Ch. 1.3]) we conclude that λ n = π(n − 1/2) + λ n with λ n → 0 as n → ∞. As a result (see Appendix A), the system {sin λ n x} turns out to be a Riesz basis of H and the sequences (c n )
where
Next we observe that the systems {cos π(n − 1/2)t} and {cos λ n t} form Riesz bases of H, so that (γ n ) and (δ ′ n ) belong to ℓ 2 . It follows that (sin λ n ) ∈ ℓ 2 and therefore ( λ n ) ∈ ℓ 2 . Lemma A.2 now implies that the numbers δ ′ n form an ℓ 1 -sequence, and simple arguments justify the same statement about δ ′′ n . Thus we have shown that
with the sequences (γ n ) from ℓ 2 and (δ ′ n ) and (δ ′′ n ) from ℓ 1 . Applying arcsin to both parts of this equality, we arrive at
with some ℓ 1 -sequence (δ n ), and the theorem is proved.
It was shown in [11] that any sequence (λ 2 n ) of pairwise distinct positive numbers satisfying the relation λ n = π(n−1/2) + λ n with an ℓ 2 -sequence ( λ n ) is the spectrum of some Sturm-Liouville operator T σ,h with potential q = σ ′ from W −1 2 (0, 1), the Dirichlet boundary condition at x = 0, and third type boundary condition (1.2) at x = 1 with some h ∈ R. Suppose that (µ 2 n ) is the spectrum of a Sturm-Liouville operator with the same potential q, the Dirichlet boundary condition at x = 0, and third type boundary condition (1.2) at x = 1 with a different h ∈ R. We ask whether there exists any relation between the two spectra.
The first restriction, just as in the regular case, is that the spectra should interlace. Proof. Denote by u = u(x, λ) a solution of equation l σ (u) = λu satisfying the boundary condition u(0) = 0. We recall that u being a solution of l σ (u) = λu means that
Lemma 2.2. Suppose that σ ∈ H is real valued and that sequences {λ
u and hence u enjoys the standard uniqueness properties of solutions to first order differential systems with regular (i.e. locally integrable) coefficients. The numbers λ n and µ n are then solutions of the equations u [1] (1, λ)+h 1 u(1, λ) = 0 and u [1] (1, λ)+h 2 u(1, λ) = 0 respectively.
We introduce a continuous function θ(x, λ) through cot θ(x, λ) ≡ u [1] /u. After differentiating both sides of this identity in x and using (2.3) we get
It follows from [3, Ch. 8.4] or [7, proof of Theorem XI.3.1] that the function θ(1, λ) is strictly increasing in λ; hence solutions of the equations cot θ(1, λ) = −h 1 and cot θ(1, λ) = −h 2 interlace, and the proof is complete.
The next restriction concerns asymptotics of λ n and µ n .
Lemma 2.3. Suppose that (λ 2 n ) and (µ 2 n ) are spectra of Sturm-Liouville operators T σ,h 1 and T σ,h 2 with real-valued σ ∈ H and h 1 , h 2 ∈ R. Then there exists an ℓ 2 -sequence (ν n ) such that
Proof. Put λ n := λ n − π(n − 1/2) and µ n :
with the quantities δ
and Lemma A.2 show that δ
where ν n are points between λ n and µ n (so that (1 − cos ν n ) is an ℓ 2 -sequence), and combining the above relations we arrive at
which implies (2.4).
Corollary 2.4. Under the above assumptions,
3. Reduction to the inverse spectral problem by one spectrum and norming constants
Suppose that σ ∈ H is real-valued and that {λ 2 n } and {µ 2 n } are eigenvalues of the operators T σ,h 1 and T σ,h 2 respectively introduced in the previous section. We shall show how the problem of recovering σ, h 1 , and h 2 based on these spectra can be reduced to the problem of recovering σ and h 1 based on the spectrum {λ 2 n } of T σ,h 1 and the so-called norming constants {α n } defined below. This latter problem for the class of Sturm-Liouville operators with singular potentials from W −1 2 (0, 1) is completely solved in [11] ; see also [13, 16] for the regular case of integrable potentials.
Denote by u 1 (x, λ) and u 2 (x, λ) solutions of the equation l σ (u) = λ 2 u satisfying the initial conditions u 1 (1, λ) = u 2 (1, λ) = 1 and u [1] j (1, λ) = −h j , j = 1, 2. Then u 1 (x, λ n ) are the eigenfunctions of the operator T σ,h 1 corresponding to the eigenvalues λ 2 n , and we put
Our next aim is to show that α n can be expressed in terms of the spectra {λ
; then zeros of Φ 1 and Φ 2 are precisely the numbers ±λ n and ±µ n respectively. We show that Φ 1 and Φ 2 uniquely determine α n and are uniquely determined by their zeros.
Lemma 3.1. The norming constants α n satisfy the following equality:
Proof. The proof is rather standard and the details can be found, e.g., in [13] , so we shall only sketch its main points here. Put m(λ) := −Φ 2 (λ)/Φ 1 (λ); then the function f (x, λ) := u 2 (x, λ) + m(λ)u 1 (x, λ) for all λ ∈ C not in the spectrum of T σ,h 1 satisfies the equation l σ (f ) = λ 2 f and the boundary condition f (0, λ) = 0. In other words, f (x, λ) is an eigenfunction of the operator T σ corresponding to the eigenvalue λ 2 . Since u 1 (x, λ n ) is an eigenfunction of the operator T σ corresponding to the eigenvalue λ 2 n , we have
On the other hand,
and after combining the two relations and letting λ → λ n we arrive at
The proof is complete.
The following statement has appeared in many variants in numerous sources, but we include its proof here for the sake of completeness. with an H-function g, it is necessary and sufficient that
Proof. Necessity. The function f of (3.2) is an even entire function of order 1, and the standard Rouché-type arguments (see the analysis of Section 2) show that zeros ±f k of f have the asymptotics f k = π(k − 1/2) + f k with ( f k ) ∈ ℓ 2 . On the other hand, up to a scalar factor C, the function f is recovered from its zeros as
To determine C 1 , we observe that, in view of (3.2), lim ν→∞ f (iν)/ cos iν = 1 and that
comparing now (3.4) and (3.5), we conclude that C 1 = 1 and necessity is justified. Sufficiency. Suppose now that f has a representation of the form (3.3), in which f k = π(k − 1/2) + f k with ( f k ) ∈ ℓ 2 . We assume first that the zeros f k are pairwise distinct. Then due to the asymptotics of f k the system (cos f k x) is an even entire function of order 1 and has zeros at the points ±f k . It follows that f and f differ by a scalar factor, which as before is shown to equal 1. Due to the asymptotics of the zeros f k only finitely many of them can repeat. If, e.g., f n = f n+1 = · · · = f n+p−1 is a zero of f of multiplicity p = p(n), then we include to the above system the functions cos f n x, x sin f n x, · · · , x p−1 sin(πp/2 − f n x). After this modification has been done for every multiple root, we again get a Riesz basis of H and can find a function g ∈ H with Fourier coefficients c n := − cos f n , c n+1 = − sin f n , · · · , c n+p(n) := − sin(πp(n)/2−f n x). Then ±f n becomes a zero of the function f in (3.6) of multiplicity p(n), and the proof is completed as above.
Lemma 3.3. The following equalities hold:
Proof. We recall [12] that the function u 1 has a representation via a transformation operator connected with the point x = 1 of the form
which implies that
where k 1 (t) := k(0, 1−t) is a function from H. The claim now follows from Lemma 3.2. The representation for Φ 2 is derived analogously, and the lemma is proved. Now, given two spectra (λ 2 n ) and (µ 2 n ) of two Sturm-Liouville operators T σ,h 1 and T σ,h 2 respectively, with unknown σ ∈ H and h 1 , h 2 ∈ R, we proceed as follows. First, we identify h 1 − h 2 as lim n→∞ (λ 2 n − µ 2 n )/2 (see Corollary 2.4), then construct the functions Φ 1 and Φ 2 of (3.7) and determine the norming coefficients (α n ) via (3.1). The spectral data {(λ 2 n ), (α n )} determine σ and h 1 up to an additive constant by means of the algorithm of [11] . This gives the required function σ and two numbers h 1 and h 2 up to an additive constant, and the reconstruction is complete.
The second part of the inverse spectral problem is to identify those pairs of sequences (λ 2 n ) and (µ 2 n ) that are spectra of Sturm-Liouville operators T σ,h 1 and T σ,h 2 for some real-valued σ ∈ H and some real h 1 , h 2 , h 1 = h 2 . We established in Section 2 the necessary conditions on the two spectra given by Theorem 2.1 and Lemmata 2.2 and 2.3; it turns out that these conditions are sufficient as well. Namely, the following statement holds true. (2) λ n = π(n − 1/2) + λ n and µ n = π(n − 1/2) + µ n with some ℓ 2 -sequences ( λ n ) and ( µ n ); (3) there exist a real number h and an ℓ 2 -sequence (ν n ) such that λ n −µ n = h πn
Then there exist a function σ ∈ H and two real numbers h 1 and h 2 such that (λ In order to prove the theorem we have to show first that the numbers α n constructed for the two sequences through formula (3.1), with the functions Φ 1 , Φ 2 of (3.7) and h 1 − h 2 := h with h of item (3), are positive and obey the asymptotics α n = 1 + α n for some ℓ 2 -sequence ( α n ). Then the algorithm of [11] uses (λ 2 n ) and (α n ) to determine (unique up to an additive constant) function σ ∈ H and h 1 ∈ R such that {λ 2 n } is the spectrum of the Sturm-Liouville operator T σ,h 1 and α n are the corresponding norming constants. The second and final step is to verify that {µ 2 n } is the spectrum of the Sturm-Liouville operator T σ,h 2 with h 2 := h 1 − h, where h is the number of item (3). These two steps are performed in the following two lemmata.
Lemma 3.5. Assume (1)- (3) of Theorem 3.4 . Then the numbers α n constructed through relation (3.1) with Φ 1 , Φ 2 of (3.7) and h 1 − h 2 := h with h of item (3) are all positive and obey the asymptotics α n = 1 + α n , where ( α n ) is an ℓ 2 -sequence.
Proof. By Lemma 3.2 there exist H-functions f 1 , f 2 such that the functions Φ j , j = 1, 2, of (3.7) admit the representation Φ j (λ) = cos λ + 
It follows that
where (λ n ) ∞ n=1 ∈ ℓ 2 , and by similar arguments
for some ℓ 2 -sequence (μ n ). Next, assumptions (2) and (3) easily imply the relation h λ n (λ n − µ n ) = 1 +ν n , for some ℓ 2 -sequence (ν n ). Therefore the numbers
obey the required asymptotics. Finally, the interlacing property of the two sequences implies that all α n are of the same sign, and thus are all positive in view of the asymptotics established. The proof is complete.
With the above-stated properties of the sequences (λ 2 n ) and (α n ) we can employ the result of [11] that guarantees existence of a unique Sturm-Liouville operator T σ,h 1 with a real-valued function σ ∈ H and a real number h 1 such that {λ 2 n } coincides with the spectrum of T σ,h 1 and α n are the corresponding norming constants. Now we put h 2 := h 1 − h with h of assumption (3) and expect {µ 2 n } to be the spectrum of T σ,h 2 . Lemma 3.6. The spectrum of the Sturm-Liouville operator T σ,h 2 with the above σ ∈ H and h 2 ∈ R coincides with (µ 2
is an eigenfunction of the operator T σ,h 1 corresponding to the eigenvalue λ 2 n , and by construction
with the functions Φ 1 , Φ 2 of (3.7). Denote by (ν 2 n ) the spectrum of T σ,h 2 and put
for some f ∈ H. Equality Φ 2 (λ n ) = Φ 2 (λ n ) means that the function f is orthogonal to cos λ n t, n ∈ N. Since the system {cos λ n t} forms a Riesz basis of H, we get f ≡ 0 and Ψ 2 ≡ Ψ 2 . Thus ν n = µ n , and the lemma is proved.
Reconstruction by Dirichlet and Dirichlet-Neumann spectra
The analysis of the previous two sections does not cover the case where one of h 1 , h 2 is infinite. In this case the other number may be taken 0 without loss of generality (recall that T σ,h = T σ+h,0 ), i.e., the boundary conditions under considerations become Dirichlet and Dirichlet-Neumann ones. Suppose therefore that σ ∈ H is real valued and that (λ 2 n ) and (µ 2 n ) are spectra of the operators T σ,0 and T σ,∞ respectively; without loss of generality we assume that λ n and µ n are positive and strictly increase with n. The reconstruction procedure remains the same as before; namely, we use the two spectra to determine a sequence of norming constants (α n ) and then recover σ by the spectral data {(λ 2 n ), (α n )}. Denote by u − (·, λ) and u + (·, λ) solutions of the equation l σ u = λu satisfying the initial conditions u − (0, λ) = 0, u [1] − (0, λ) = λ and u + (1, λ) = 1, u [1] + (1, λ) = 0 respectively. Then u + (·, λ n ) is an eigenfunction of the operator T σ,0 corresponding to the eigenvalue λ 2 n and
is the corresponding norming constant. We also put Ψ 1 (λ) := u + (0, λ) and Ψ 2 (λ) := u − (1, λ) ; then zeros of the functions Ψ 1 and Ψ 2 are numbers ±λ n and ±µ n respectively. As earlier, the function Ψ 1 is uniquely determined by its zeros through formula (3.7).
Observe that the Dirichlet eigenvalues µ 2 n have asymptotics different from that of λ 2 n , so that Ψ 2 requires slight modification of formula (3.7). We first investigate the asymptotics of µ n .
Theorem 4.1 ( [12, 17] ). Suppose that σ ∈ H and {µ 2 n }, n ∈ N, is the spectrum of the operator T σ,∞ . Then the numbers µ n satisfy the relation
in which the sequence ( µ n ) belongs to ℓ 2 .
Proof. The solution u − can be represented by means of the transformation operator [12] as u − (x, λ) = sin λx + 
which is entire of order 1. Since the function k
, the required asymptotics of µ n is derived in a standard way (cf. [16] and Section 2).
The function Ψ 2 is determined by its its zeros in the following way. 
The proof is completely analogous to that of Lemma 3.2 and is left to the reader. Now we show how the norming constants α n are expressed via Ψ 1 and Ψ 2 .
Lemma 4.3. The norming constants satisfy the following equality:
.
Proof (cf. [5] ). The Green function G(x, y, λ 2 ) of the operator T σ,0 (i. e., the kernel of the resovlent (T σ,0 − λ 2 ) −1 ) equals
On the other hand, we have
where W (λ) := u + (x, λ)u
+ (x, λ) is the Wronskian of u + and u − . The value of W (λ) is independent of x ∈ [0, 1]; in particular, taking x = 0 we find that W (λ) ≡ λu + (0, λ) = λΨ 1 (λ). Now we take x = y = 1 in the above expressions and find that
Comparing the residues at the poles λ = λ n , we derive formula (4.3), and the lemma is proved.
Now the reconstruction procedure is completed as follows: we determine the sequence of norming constants (α n ) as explained above and find a unique operator T σ,0 with spectrum (λ 2 n ) and norming constants (α n ), see [11] . This gives the function σ ∈ H and thus the operator T σ,∞ . Now we would like to give an explicit description of the set of all possible spectra of the operators T σ,0 and T σ,∞ when a real-valued function σ runs through H, i. e., to give the necessary and sufficient conditions on two sequences (λ 2 n ) and (µ 2 n ) to be the spectra of T σ,0 and T σ,∞ with a real-valued σ ∈ H. Necessary conditions are that the eigenvalues λ 2 n and µ 2 n should interlace and obey the asymptotics described in Theorems 2.1 and 4.1; we shall show that these conditions are in fact sufficient as well. (1) the sequences (λ
2) λ n = π(n − 1/2) + λ n and µ n = πn + µ n with some ℓ 2 -sequences ( λ n ) and ( µ n ). Then there exist a unique function σ ∈ H such that (λ The main ingredients of the proof of this theorem are the same as for Theorem 3.4: first, we construct functions Ψ 1 and Ψ 2 by their zeros and define the sequence (α n ) as explained in Lemma 4.3; then we prove that α n are all positive and have the required asymptotics α n = 1 + α n for some ℓ 2 -sequence ( α n ). Using now the reconstruction algorithm of [11] , we find a unique function σ ∈ H such that the corresponding Sturm-Liouville operator T σ,0 with potential q = σ ′ ∈ H possesses the spectral data {(λ 2 n ), (α n )}. Finally, we prove that (µ 2 n ) is the spectrum of the operator T σ,∞ with σ just found, and the reconstruction procedure is complete.
The case of the Neumann boundary condition at x = 0
The analysis of the previous sections can easily be modified to cover the case H = 0, i.e., the Neumann boundary condition u [1] (0) = 0. As before, we use the two spectra to determine the sequence of norming constants and then apply the reconstruction procedure of [11] to find the corresponding Sturm-Liouville operators. Also the necessary and sufficient conditions on the two spectra can be established. We formulate the corresponding results in the following two theorems. (1) the sequences (λ 2 n ) and (µ 2 n ) interlace; (2) λ n = π(n − 1) + λ n and µ n = π(n − 1) + µ n with some ℓ 2 -sequences ( λ n ) and ( µ n ); (3) there exist a real number h and an ℓ 2 -sequence (ν n ) such that λ n −µ n = h πn + νn n . Then there exist a unique function σ ∈ H and real constants h 1 , h 2 such that (λ For the case where one of h 1 , h 2 is infinite (say, h 2 = ∞) the asymptotics of the corresponding spectrum is different; also assumption (3) becomes meaningless and should be omitted. (1) the sequences (λ 2 n ) and (µ 2 n ) interlace; (2) λ n = π(n − 1) + λ n and µ n = π(n − 1/2) + µ n with some ℓ 2 -sequences ( λ n ) and ( µ n ). Then there exist a unique function σ ∈ H and a real constant h 1 such that (λ (1) and (2) .
Appendix A. Riesz bases
In this appendix we gather some well known facts about Riesz bases of sines and cosines (see, e.g., [6, 8] and references therein for a detailed exposition of this topic).
Recall that a sequence (e n ) ∞ 1 in a Hilbert space H is a Riesz basis if and only if any element e ∈ H has a unique expansion e = ∞ n=1 c n e n with (c n ) ∈ ℓ 2 . If (e n ) is a Riesz basis, then in the above expansion the Fourier coefficients c n are given by c n = (e, e ′ n ), where (e ′ n ) ∞ 1 is a system biorthogonal to (e n ), i.e., a system which satisfies the equalities (e k , e ′ n ) = δ kn for all k, n ∈ N. Moreover, the biorthogonal system (e ′ n ) is a Riesz basis of H as long as (e n ) is, in which case for any e ∈ H also the expansion e = (e, e n )e ′ n takes place. In particular, if (e n ) is a Riesz basis, then for any e ∈ H the sequence (c f (t)[cos λ n t − cos µ n t] dt = (λ n − µ n )ν n + O(|λ n − µ n | 3 )
as n → ∞.
Proof. Using the relation cos λ n t − cos µ n t = −2 sin[(λ n − µ n )t/2] sin[(λ n + µ n )t/2], we find that We put ν n := − 1 0
tf (t) sin[(λ n + µ n )t/2] dt and observe that the sequence (ν n ) belongs to ℓ 2 since the system {sin[(λ n + µ n )t/2]} is Riesz basic in H (at least for all n large enough) and the function tf (t) belongs to H.
