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Abstract 
We study the relative strength of the two axioms 
(P) Every Pell equation has a nontrivial solution 
(exp) Exponentiation is total 
over weak fragments, and we show they are equivalent over IE,. 
We then define the graph of the exponential function using only existentially bounded 
quantifiers in the language of arithmetic expanded with the symbol #, where # (x, y) = xt’0g2y1. 
We prove the recursion laws of exponentiation in the corresponding fragment. 
1. Introduction 
Let _Y be the first-order language of arithmetic containing the symbols 
QL +,*, <, and PA the formal system of Peano Arithmetic whose axioms consist of 
the set P- of the axioms of discretely ordered semirings together with the axiom 
scheme of induction. By restricting the induction scheme to various formulas of the 
arithmetical hierarchy we obtain subsystems of PA which are usually called fragments 
of PA. We define the formula classes E,, U,, AO, V”, !I,, II,, C, in the usual way: 
E,, = U. = lo = V,, = {c$(Z): C#I is quantifier free), 
E “+ 1 = (3j < t(Z) c#I(% j): c$ e U,, t a term of Y}, 
u ,,+ 1 = {V’y < t(X) 4(X, jj): 4 E E,, t a term of 9}, 
AO = ZJ = n, = UneM & = UnsN U,, 
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c nf 1 = {3YNf? 3: 4 E nJ, 
rI n+ 1 = {~‘ym J-4: 4 E C”>. 
The symbol X denotes a tuple of variables x1, . , x,. In the formula 4(x, y) there is 
no connection between the length of the tuples X and J. 
For ‘S one of do, U,, E,, II,, Z”, V’,, 3, we will denote by 159 the theory axiomatized 
by Pm together with the axiom scheme 
as 4 runs through 97. 
The theory I.!&, (which is the same as IU0, El,,, IVl,) will be denoted IOpen. 
The relative strength of these systems is the following: 
IOpen s IEl C_ IE2 c ... cIA0~IZ,~IC2~~..~PA, 
where the symbol c denotes that it is still unknown if the inclusion is proper or not. 
This may be related to the problem of the collapse of the Ae-hierarchy (see [ 15]), but 
the precise relation is not understood yet. 
N will denote the standard model of I%, and JZ will denote both the structure and 
the domain of any non standard model of IV. We will be mainly concerned with IA,,, 
its fragments and extensions. 
The following is due to Parikh [ll]. 
Fact 1.1. Let 0(x1, . . . , x,, y) E A0 and assume IA&Vxi, . . . , x,3y0(xl, . . . , x,, y). 
Then IA&Vxi, . . . , x,3y < (max(2 + xi))kB(xi, . . . , x,, y)for some k E N. 
So any AO-definable function which is provably total in IA,, is bounded by 
a polynomial. 
Paris showed that there is a A,,-formula &,(x, y, z) defining the graph of exponenti- 
ation and satisfying the usual recursion laws in IA,, (see [S]): 
(1) vx > O&(x, 0, l), 
(2) ~‘x~Y~‘z&k y, 4 + -w, y + 1, xz)), 
(3) vxvyvz(E,(x, y + 1, z) + 3w < z&(x, y, w)). 
The two results imply that exponentiation is not a provably total function in ZAO. 
This is one of the main obstacles in reproducing in IA0 very basic theorems of 
elementary number theory, such as the cofinality of primes, since we do not have 
functions of at least exponential growth at hand. Let exp be the sentence 
VxVy~zE(J(x, y, z). 
The system IA,, + exp has been widely studied, and it has turned out to be strong 
enough to reproduce almost all elementary number theory. (In the sequel we will often 
denote E,(x, y, z) by the more suggestive notation xy = z.) 
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Woods studied the scheme A,-PHP below, which is a weak version of the usual 
pigeon-hole principle. The scheme consists of all instances of the following, as 0 ranges 
through all A,,-formulas: 
A,-PHP: V’wVz(Vx < z + 13~ < zO(x, y, W) + 3x1, x2 < z + 13~ < z 
(xi = x2 A 8(x1, y, W) A 0(x2, y, W))), where 0(x, y, W) E AO. 
He showed that IA0 + AO-PHPl-c&r&y ofprimes. This result was then improved 
by Paris, Wilkie and Woods by showing that only a weak version of the pigeon-hole 
principle is in fact necessary (see [12]), namely, 
A,,-WPHP: for all x there is no l-l AO-function fsuch that f:2x -+ x. 
The principle AO-WPHP is available in the theory IA0 + Q,, where Qi is 
Vx3y(x’0gX = y), 
and by log x we mean the integer part of log, x, which has a well-defined meaning. We 
will use this convention through the paper. 
The system IA,, + Qi has been widely studied. It has emerged as an economical 
system where an easy coding of syntax is possible (see [16]). Among the extensions of 
IA0 the following strict relations hold: 
IA,, c IA0 + Szi c IA0 + exp. 
Fragments such as IA0 and IA0 + Szi have been shown to have strict connections 
with complexity theory [ 153. Many open problems in such theories have complexity 
theoretic counterparts. For example, it is still open whether IA0 proves all instances of 
the MRDP-theorem. By MRDP-theorem we understand (and we will use this stan- 
dard notation also in the following) the fundamental theorem due to Matijasevic, 
Robinson, Davis and Putnam, which asserts that every X,-set is purely existentially 
definable. As observed by Wilkie a positive solution to this problem would solve in 
a positive way the well-known open problem if NP = co-NP. It is also unknown if the 
theory IA0 + 52i proves the MRDP-theorem. A positive answer would also imply 
NP = co-NP. On the other hand, Gaifman and Dimitracopoulos proved that 
IA0 + exp F MRDP-theorem (see [S]). 
Motivated by these problems we will study the theory-of Pell equations in IA0 (in 
the classical proof of the MRDP-theorem Pell equations play a fundamental role). 
We will consider the relative strength of the axiom exp and the axiom 
(P) Every Pell equation has a nontrivial solution 
over weak fragments. 
We will use then solutions of suitable Pell equations to define the graph of the 
exponential function using only existentially bounded quantifiers in an expanded 
language. And we will prove the usual properties of exponentiation using the appro- 
priate induction. 
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Notation. x < y stands for x < y A x # y, ,,& will denote the unique y satisfying the 
formula y2 d x < (y + 1)2, [x/y] will denote the unique z satisfying zy < x c (z + l)y, 
and xl y stands for 3q < y(y = qx). 
2. Preliminaries 
We begin by recalling a few definitions and properties of models of IA,-, and weaker 
fragments. Let J&F ZAO. We will denote by & both the structure and the domain. We 
say that an element p E& is irreducible iff p > 1 A Vy < p(ylpwy = 1 v y = p), while 
we say that p is prime iff p > 1 A VyVz(plyz + (ply v plz)). 
Wilmers showed in Cl73 that the two notions coincide over ZEr. This is a conse- 
quence of Bezout’s theorem which can be proved in IEr. So when we work in models 
of ZEr or IA0 we will use the A,-definition of prime as an irreducible element. In ZOpen 
the notions of prime and irreducible are distinct. 
Lemma 2.1. Let A be a bounded nonempty A,-definable subset of Jt’. Then A has 
a maximal element. 
Because of the nontotality of exponentiation it is not always possible to define in 
a do-way the notion of sum of a A,-sequence. A sufficient condition in order to do it is 
given in [12], where it is proved that in case we deal with a A,-sequence of “small” 
length and whose terms are bounded there is a A,,-formula defining the graph of the 
function representing the sum of the sequence. 
Theorem 2.2. Let a, b, d E ~2, d < (log a)’ for some k E N and F: d + b, AO-dejinable. 
Then there is a A,-de$nable function G: d + JZ (dejinable uniformly in terms of any 
parameters in the dejnition of F) such that G(0) = F(0) and for all i < d, G(i + 1) = 
G(i) + F(i + l), i.e. the sum of the function F exists. 
In [3] a local theory of summations is developed, and the obvious properties of 
sums are proved under the hypothesis of Theorem 2.2. We will use them tacitly, and 
we refer to [3] for the details. Theorem 2.2 was also used in [3] to give a A,,-meaning 
to the functions factorial and binomial coejicient. The recursion properties of these 
functions were proved in ZAO. So in the following we will simply write n! and (i) for the 
A,-formulas defining them. 
Let d E A. If d is not a square then 4 is irrational in A, in other words 
~~Va<d(a2#d)+VxVy(x2=dy2+x=OAy=0). 
Recall that this is not true in every model of ZOpen. From now on suppose d is not 
a square. We will work with the quadratic extension _M[fi] whose elements will be 
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represented by the standard notation a + $b where a, b E Af. We will refer to a as 
the rational part of a + $b and b as the irrational part of a + Gb. (Notice that the 
notation $ we use here is not exactly the same of the Introduction, but we feel sure 
that no confusion will arise.) In a natural way we can extend the operations of + and. 
to &[$J. It is also convenient o define an order on A[$], by 
p + Jliq < r + Jlis iff (p - r)’ 5 d(s - P)~. 
Next we extend the notion of integer part of x + $y EJ?[&]: 
[x + Jsiy] = z 1 ‘ff z is the greatest element of .M satisfying z < x + &y (or equiva- 
lently, (z - x)~ < dy2) 
This definition makes sense because of Lemma 2.1, where A = {w: (w - x)’ < dy2} is 
clearly A,-definable and bounded by x + dy. 
It makes sense now to talk about the fractional part of an element of M[$]. We 
define {x + $y} = x + $y - [x + Gy]. 
We need to prove the following lemma. 
Lemma 2.3. Zf t # y then {x + &y} # {z + St> for all x, z. 
Proof. Let x, y, z, t E J? and assume {x + $y} = (z + $t}. This implies 
x+$y-[x+*y]=z+$t-[z+Jlit],sox-z+J&y-t)=[x+$y] 
- [z + $t]. Hence y - t = 0, which is a contradiction. 0 
Norm: In a very natural way we can define the norm of an element x + dy of 
&![$I by N(x + Jliy) = x2 - dy2. 
Exponentials: Next we define the nth power of an element x + y* of A[$]. Recall 
the standard definition 
(0) (x + y,/'@ = &<J;)x”-iyidi’2. 
So we get an element of the quadratic extension whose rational and irrational parts 
x, and y. are given by 
x, = 1 n Xn- iyip 
iin 0 i 
is O(2) 
and 
Yn = C n xn-iyid(i-l) P, 
ian 0 i 
i= l(2) 
respectively. 
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We will formalize this definition in such a way that the relation (x + Y,,@ 
= u + uJ2i will be defined using only bounded quantifiers. The main ingredients are 
the A,,-definitions of the exponential function and of the binomial coefficient. Hence 
both the functions Fi, F2: [0, n] + Af 
F,(i) = 
i 
(;)y-iyidi/2 if i s O(mod 2), 
0 if i E 1 (mod 2) 
F2(4 = 
i 
(:)Xn-iyid(i-1)/2 if i z l(mod2), 
o if i = O(mod 2) 
are A,-definable. 
Notice that the values of F1 and F2 are bounded by u and u, respectively, and from 
(x + $Y)” = u + $0 it follows that n is a logarithm. So by Theorem 2.2 the sums of 
the functions F1 and F2 both exist; denote them by G1 and G2. So we define 
(*) (x + Y$)” = u + u$ iff Cl(n) = u A G,(n) = v. 
In the above definition we have been a bit imprecise, what we really mean by 
writing Cl(n) = u and G,(n) = u are the A,-formulas which define the functions Gis. 
Let gM denote the ring associated to 4. It is possible to extend the above notions 
also to a,[$], but it involves more technical complications. For our purposes we 
only need the notions of sum, product, and norm of elements of .%?A[$], but these 
can be easily defined from the corresponding definitions in A[$]. 
From the definition of power of an element of J%‘[$] it is clear that it is only 
a partial function. The next lemma gives necessary and sufficient conditions for the 
existence of the nth power of an element of M[$]. 
Lemma 2.4. Let x, y, u, v, n E A. The following are equivalent: 
(i) there exist u, u satisfying u + ~4 = (x + y$)“; 
(ii) there exist a, b, c E JZ such that a = x”, b = y”, c = d”. 
Proof. (i) 3 (ii) This follows directly from the definition of power. 
(ii) * (i) If all the three objects x”, y”, d” exist, then the functions 
n-i i i/2 
F,(i) = 
(3x Yd if i E O(mod 2) 
o otherwise, 
F2(4 = 
(~)xn-iyid(i-1)/2 if i E l(mod2), 
o otherwise 
are defined for all i < n. The domains of definition have logarithmic length and the 
values of both are bounded in &?, say by (4xyd)“. Hence by Theorem 2.2 the functions 
F1, F2 admit sums Gi, G2, and G,(n) + G,(n) = (x + y,/$“. 0 
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But for those elements for which the power is defined we will prove that the basic 
properties are satisfied. 
Lemma 2.5. 
(1) (x+y~)“=u+v~~(X+Y~)“+l=UX+dYu+(XV+yu)J;i; 
(2) (x+Y~)“+‘=w+tJz + 3u G w30 < t((x + y$)” = u + v$ 
/\w=ux+dyor\t=xu+yu); 
(3) (x + YJv+m = (x + y$)“(x + J&qm; 
(4) ((x + YJmrn = (x + Y&v*; 
(5) ((x + yJdTlO)(z + t$))” = (x + y,,“@(z + t>,“. 
Proof. We just sketch the proof; we will use some properties about “infinite” sums and 
binomial coefficient which were proved in [3], without mentioning them everytime. 
(1) Assume n is odd. First of all notice that the sums of the functions Fr, F,: 
[0, n + l] -+ J%! defined as 
F,(i) = 
(“:1)x n+l-i$&/* if i E ()(mod 2), 
o 
otherwise, 
J’di) = 
yq’)x n+l-iyi&1/2 if i E l(mod2), 
o otherwise 
do exist since the domains of definition are of logarithmic length and the values of 
F1 and F2 are clearly bounded. We want to show that xi Q n F,(i) = ux + dyu and 
Ci.,Fx(i) = uy + ux. From the hypothesis it follows that 
ux + dyv = ( j. (;)xn-iyidi12)x + ( j. (;)xn-iyid(i-“/2) yd 
i = O(2) i= l(2) 
” n 
= 
= 0 X i n+l-iyi&/2+ i O i y Xn-iyi+ld(i+1)/2= IJ Xn+l i=O 0 0 
i E O(2) is l(2) 
+ f: Xn+l-iyidi/2 + “il 
i=l i=O 
i E O(2) i = l(2) 
(i+1)/2 
+ n 
,I+ ld(“+ 1)/z 
0 ny 
But 
n- 1 n 
= 0 
Xn-i i+l (i+1)/2 . 
i=O l 
y d + i 
i=O 
i = l(2) i E O(2) 
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so 
ux + dyv 
n+l 
= ( ) 0 x n+1+ i i=l il ((y) + ii ” J) xn+l-5Jidi/2 
i I i(2) i E O(2) 
n+l 
+ ( ) n+l Y”+ Id”+ lV2 
n+l = ( ) n+l + i n+l 0 x i=l ( ) n+l i Xn+l-iyi~i/Z + n + 1 yn+id(n+1)/2 ( ) 
i = O(2) 
= i:+l(n; I)l.‘l-iyw. 
i: O(2) 
Consider now the second coordinates, from the hypothesis it follows that 
n n 
= 
= 0 i O i Xn-iyi+ldi/2 + i 7 i=O 0 .J+ 1 -i$d(i- 1)/2 
i e O(2) izz l(2) 
n+i 
=c xn+l -i_$d(i- 1)/Z + yt+l-iyid(i-1)/2 
i=l i=O 
i = l(2) is l(2) 
n+l 
= Xn+ 1 -i_$d(i- 1)/2 + Xn + 1 - iyid(d - I)/2 
i=O 
i E l(2) i z l(2) 
Notice that in the last two equalities we have used the fact that n is odd and so 
components congruent to 0 modulo 2 do not give any contribution to the sums. 
In case n is even analogous arguments are used. 
(2) From the definition of power in A&&], if (x + y$)“+’ = w + tfl it means 
that the sums of the functions F1, F2 defined as in (l), both exist. Consider the 
functionsfl,f2 : [0, n] + A defined as 
. . . 
flci. = b”’ x” - 'Y'@~ tft;e;;;od 217 
, 
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fiti) = 
1)/z if i G l(mod2), 
otherwise. 
It is clear thatfj(i) < Fj(i) for all i < n andj = 1,2. So the sums of the functionsfi,fi 
exist, say gi, g2, respectively, and gi(n) < Gi(n + 1) = w and g2(n) < G2(n + 1) = t. 
Now just repeat the same proof as in (1). 
The proofs of (3), (4) are very similar, in both cases fix x, y, n, u, u E JH such that 
(x+Jziy)“=u+$ u and apply induction on m. The proof of (5) uses a slightly more 
complex inductive argument. Fix x, y, n, u, u, a, b E ~2 such that 
((x + ,,dy) (u + Jliu))” = a + $b. 
We want to show that there are c,h,e, k such that (x +J;iy)” = c + fib, 
(u + $o)” = e + Sk and ce + dhk = a and eh + kc = b. This is proved by induction 
on i < n. We omit the tedious proof. 0 
It will be useful to extend also the notion of negative power in a restricted context. 
Definition 2.6. Let x, y, n E J?, and x2 - dy2 = 1. Define 
(x+yJz-'=x+(-YY)J;i~ and (x + y$)-” = ((x + Y#“)-‘. 
Note that (x + $y)- i E %?,[$I, and (x + Jy) (x + dy)- ’ = 1. 
Notation. Let x + $y E JZ. We will denote the coordinates of the nth power of 
x + $y by (x,, y,), while (x + $y)-” has coordinates (x_,,, y_,). From the above 
definition it follows (x-,, y_,) = (x,, - y,). 
3. The local theory of Pell equations 
We recall that a Pell equation is of the form 
(*) X2-dY2=1, 
where d is not a square. The notation d # 0 will be used as an abbreviation of 
Vu < d(a2 # d) . It is a well known theorem of N that any Pell equation has a non 
trivial solution, i.e. a solution other than x = f 1, y = 0. Let (P) denote the property 
(P) Any Pell equation has a nontrivial solution. 
We want to analyze the proof of this statement over weak fragments of PA and to 
understand the “strength” of it. In N a proof of(P) follows immediately from the proof 
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that the quadratic extension a(,/& has nontrivial units. We will follow the proof 
which uses Dirichlet theorem on diophantine approximations, which is proved by 
a pigeon-hole argument (see Cl]). In fact we need only a weak version of the 
pigeon-hole principle. This will enable us to prove the following version of Dirichlet 
theorem in IA0 + Q1. Note that Baker’s proof [l] of the existence of a non-trivial 
solution of a Pell equation needs only the version below of Dirichlet theorem together 
with an inductive argument which can definitely not be done in IA,, + Szi. 
Theorem 3.1. Let A 1 IA0 + Szi, d E AT’, d not a square, Q > 1, then there are p, q E A! 
such that Ip - 341 < l/Q, and q < 2Q. 
Proof. Axiom s2i implies AO-WPHP, i.e. A\Yl-lA,f: [0,2a] + [0, a] for all 
a E A. Let h: [0, ZQ] + [0, l] be defined by h(n) = {nfi}. h is A,,-definable, and by 
Lemma 2.3 it is injective. Let g be a partition of the interval [0, l] into Q equal parts, 
i.e. g: [O, Q] + [0, 11, defined as g(i) = i/Q. Clearly g is A,,-definable, since g(i) = y iff 
yQ = i. 
By AO-WPHP we cannot fit the elements of [0,2Q] into the Q boxes in which [0, l] 
has been divided by g. So there must exist n, k < 2Q with k < n such that 
I{n$> - {k$}l < l/Q. But Iin&) - @$)I = In$ - CnGI - k$ + P&II, 
so if p = [n&l - [k$] and q = k - n, it follows that Ip - q&l < l/Q and 
q < 2Q. Cl 
Clearly, p, q can be chosen coprime. Notice that we can also bound the size of p, 
since Ipl = lp - $4 + $41 < lp - 441 + q,.b < l/Q + 2Q$ G 3Q$. SO 
what the theorem shows is 
IA0 + S21i-VdVQ(d # q -+ 3p 6 3Q&& < ~QIP - q$l < l/Q). 
With simple algebraic calculations we can show that the element o! = p - q@ of 
A[& has norm N(cr) , bounded independently of the choice of Q: 
IMP - 4Jal = IP - 4$llP + SJlil G IP - 4$l(lP - 4J;il + q/a 
<l/Q(l/Q +4Q,,b) < IIQ5Qfi= 54. 
The proof of(P) in N ‘procedes now with an iteration of Dirichlet theorem in order 
to get infinitely many different pairs (p, q) such that N@ - qfi) < 5G. To be more 
precise let (p, q) be the pair of integers associated to a starting Q, choosing now 
QI > MIP - qJ;il) we get (pl, ql) satisfying Ip1 - q,& < l/Q1 and moreover 
p/q # pl/ql. The last inequality is true because of the irrationality of fi. Since the 
norms of all elements p + Gq are bounded by 54, by a pigeon-hole argument here 
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are infinitely many pairs (p, q) such that N(p + q$) = N, for some N < 5$. Among 
these there will be at least two pairs (p, q) and (pI, ql) such that p = p,(mod N) and 
q E qr(mod N). A linear combination of p, pl, q, ql, N gives a nontrivial solution of 
X2 - dY2 = 1 (see [l]). 
It is not in fact necessary to have infinitely many pairs (p, q) constructed as above. 
With a right use of the pigeon-hole principle we could obtain the same result using 
only finitely many pairs. We want to estimate how many. If n is the number of pairs we 
need and whose norm take values < k = [6$], to be safe, then n/k have the same 
norm. Among these we want that at least two pairs have congruent coordinates 
modulo N, for some N < k, i.e. we want 
so n > k3 = 216d$. Applying Dirichlet theorem 432d$ times and then the AO- 
WPHP we get the right number of pairs we need. It is clear that in this procedure 
a recursive argument is hidden which we need to code in IA,, + s2i if we want to 
reproduce the proof of (P) in such a fragment. But !Z?i does not offer any guarantee 
that this coding is possible. On the other hand, if exponentiation is total then the 
coding is possible and we can reproduce the proof of(P), as Dimitracopoulos showed 
in [4]. 
Remark 1. We want to give a rough estimate on the size of Q we need to reach in 
order to get the sufficient number of pairs (p, q) in order to carry on the argument 
sketched before. Starting with Q > 1 which has associated the pair (p, q), a lower 
bound for Q1 is 
1 
IP - 4J;il. 
But 
1 
IP--$I 
G IP + qJlil < SQJ-3 
so if we choose Qr > 5Q$ the pair associated to Qi is different from the pair 
determined by Q. In general, at stage i + 1 it is enough to choose Qi+ r > SQiJ’Z. So if 
n = 432d$ is the number of pairs (p, q) we need, then the final Q is of the order 
(5J-)432dJ;i Q. These are not the best estimates, but they clearly show that elements of 
exponential size are involved. Already without coding we need a double exponential. 
By simple calculations we get a rough estimate of the amount of exponentiation we 
need in order to code the whole procedure. Assume we code via the product of powers 
of primes, so we need at’ least 432dd primes and the size of the 432dGth prime is of 
the order 432d$.log(432d& < (432d$)’ = 4322d3. 
12 P. D ‘Aquino / Annals of Pure and Applied Logic 77 (1996) I-34 
Each pair pi, qi is coded by an element < (12(5@)‘&)’ = 144. 52idi+‘. SO if a is 
the code of the whole procedure we have 
This estimate gives also an upper bound on the size of the nontrivial solution. 
Remark 2. For some Pell equations there is no problem in bounding a nontrivial 
solution. For example, the equation X2 - (a2 - 1)Y2 = 1, where a 2 2 is satisfied by 
the pair (a, 1). 
We recall that in N all the solutions of a Pell equation 
(*) X2-dY’=l 
are generated by the fundamental solution (xi, yi) in the sense specified in the 
following proposition. By (xi, yl) minimal we will mean that x1 (and equivalently, yi) 
is smaller than all x (and equivalently, all y) such that x2 - dy2 = 1. 
Proposition 3.2. Let (xl, yJ be a solution of (*) with x1, yl minimal. Then (x, y) is 
a solution of (*) iflx + y$ = (x1 + ylJ;i)” for some n E N. 
The power (xi + yl,/‘& is as specified in Section 2. In this way the set of solutions 
of the equation (*) has a semigroup structure. If we consider also negative powers of 
(x1, yi) (see Definition 2.6), then the set of solutions of (*) have a group structure. 
Notation. We will write (x,(d), y,(d)) to denote the nth solution of the equation (*). We 
will also use (x,(a), y,(a)) to denote the nth solution of the equation X2 - (a2 - 1) 
Y2 = 1. If there is no ambiguity we will simply write (x,, y,,) for the nth solution. 
We want now to extend the notion of nth solution of the equation (*) to any model 
of IA0 in such a way that the structure of semigroup is preserved and also some of the 
basic properties are provable in IAO. 
Assume that (*) has a nontrivial solution, without loss of generality we can assume 
it is the fundamental solution (xi, yi). In Section 2 we defined the power of an element 
of J%‘[$], so we will use that notion. In the following sections we will define the 
notion of nth solution in a different way using other relations whose ideas were 
suggested by Robinson-Matijasevic work. 
Definition 3.3. 
u=x,iffu= i n 
0 
n-i i i/2 
i 
Xl Yld 
i$O 
i = O(2) 
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and 
v=y,iffv= i n 
0 
xy-iy\d(i- 1)/Z, 
ig0 i 
i 3 l(2) 
As already remarked there are severe restrictions on the existence of the nth 
solution in a model 4? of IA0 since exponentials are involved. But for those 
which exist we will show that they have the same structure as in the standard 
case. 
Notice that with only algebraic tools we can easily prove that if (u, v) and (w, t) 
are solution of (*) then the product of them (as an element of 4[$]) is also 
a solution, i.e. (24 + J;Iv) (w + J;it) = uw + dvt + &(ut + VW) and (uw + dvQ2 - 
d(ut + VW)’ = 1. In the next lemmas we prove that Definition 2.6 gives in fact 
a solution of (*) and that any solution of (*) is a power of the fundamental one. Fix 
.R”l kIAo. 
Lemma 3.4. A b VnVuVu(u + II@ = (x1 + yl$)” -+ u2 - du2 = 1) . 
Proof. Fix n, u, VEA such that u + v$ = (x1 + y,$)“. Consider B(k)% 3w < u 
3 < v(w + J;it = (x1 + y,$)k A w2 - dt2 = 1). We show that ZAokVk 6 n@(k). 
k = 0: Take w = 1 and t = 0. 
k -+ k + 1 < n: By hypothesis there are r, s such that (x, + yl$)k = r + s$ and 
r2 - ds2 = 1. By Lemma 2.5 (l), (x1 + Y,,,&)~+’ = rxl + dsy, + (xIs + y,r)$, and 
(rx, + dsy,, xls + y,r) is a solution of (*) since product of two solutions. This 
concludes the proof. 0 
For future proofs it is useful to show that also negative powers of the fundamental 
solution are solution of the equation. 
Lemma 3.5. For any n EA’, if (x1 + ~~9)~” is dejned then (x1 + yl&)-” is a solu- 
tion of(*). 
Proof. The proof proceeds exactly in the same way as in previous lemma and using 
Definition 2.6. [7 
Lemma 3.6. A! b VuVu(u2 - dv2 = 1 + 3n < u(xl + yl$)” = u + v,/‘&. 
Proof. Consider the set 
14 P. D ilquino /Annals of Pure and Applied Logic 77 (I 996) I-34 
A is A,-definable and it is bounded, hence it has a maximal element n. So 
(x1 + YlJli)” 6 u + v$ < (x1 + Y&)“+l. Multiply the three solutions by (x1 + 
Y1$)-“, we get again three solutions satisfying 1 6 (U + vs)(x, + Y1&)-” 
< x1 + yl&. This contradicts the minimality of (xl,yl), unless u + v4 = 
(x1 + YIJJ)“. 0 
An immediate corollary is 
Corollary 3.7. There is no solution (u, v) of (*) satisfying (x1 + yl$)” < u + v$ 
< (x1 + yJ2)“+ ‘. 
Remark 3. (i) From previous lemmas we can deduce that for fixed d the functions 
which associate n I-+X&~) and n WY,(~) are both increasing, i.e. x,+ ,(d) 2 x,(d) and 
Y,+ 1(d) 2 Y”(d). 
(ii) Notice that if (x, y) is a solution of(*) then x, y are coprime. 
Notation. It is useful to recall the properties expressed in Lemma 2.5 from a notat 
tional point of view, so we are free to use them in what follows. Assume we work with 
the equation X2 - d Y 2 = 1. 
(1) x,+, + ,/‘&,+, = (x1 + $yyl)“+m = (x1 + J;iyJ”(xr + $yJ” = (x, + fiy,) 
(x, + $Y,) = x,x, + dy,y, + $(x,y, + x,,,y”), i.e. x,+,,, = x,x, + dy,,y,,, and 
Y,+, = x,ynl + x,y,. 
(2) (x,), + &Y”), = (x, + $Y”)” = ((x1 + J;iYI)“)” = (x1 + JdYI)“” = x,, 
+ &Y.m. 
(3) (XI + J;~YI)“/~ + $y,)” = 61 + $yJ(x, + $y,) - m = (x1 + @yTrn = 
x,-, + ,h-,, and (x1 + ,/‘&J(xl + $yJ” =(x, + $y,)(x, - $y,), so 
X,-IPI = x,x, - dy,y, and Y,-, = X,Y, - x,Y,. 
4. Axiom (P) over IA0 and IEl 
In this section we will study the strength of the axiom 
(0 Vd(d#n+3x3y(x>1Ax2-dy2=1) 
over the fragments IA0 and IE1. Note(P) is V/3. Our interest was stimulated by results 
due to Dimitracopoulos and Kaye [4,8]. 
First of all, we need to prove some useful facts about solutions of the Pell 
equation 
(* ‘) X2 - (a2 - 1) Yz = 1, where a > 1 
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in IA,,. These properties were first discovered by Matijasevic (see an account of it in 
[lo]) in order to give an existential definition of the relation y = y,(a). He needs in fact 
additional properties on the set of solutions of (f *). We do not recall these since they 
will not be used in what follows. 
Remark 4. From Lemma 2.4 it is clear that x,(a) and y,(a) are defined iff a” is defined, 
and x”(a), y,(a), un have all the same rate of growth. 
From now on we work in Jt I= lAO, and let a E JZY, a > 1. 
Lemma 4.1. In A the following are true: 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
VnVxVy(x = x, A y = yn --f JXTy 6 x 6 uy). 
vnvy(y = Y,+ I + 32 < y23w < y(z = (2u) “A w = (2u - 1)” A w < y < z)) 
VnVx(x = x, + x = l(mod a - 1)). 
VnVy(y = y, + y = n(mod a - 1)). 
VnVy(y = yn + y 2 n). 
VnVmVyVz(y = y, r\ z = y, h ylz + nlm). 
VnVmVyVz(y = y, A z = y, h y’lz -+ ylm). 
Proof. (1) For fixed n E A, if x, y E J? satisfy x2 - (a2 - 1) y2 = 1 then clearly 
x2 > (a2 - 1)y2, which implies x > dmy; and also x2 < y2 + (a2 - 1)~’ = (a~)~, 
so x < uy. 
(2) Fix n, y E A such that y = y,+ 1. Consider the formula 
6(k, n, y) “Lf 32 < J’h < JdU < y2(Z = y, A U = (2U - I)‘-’ AU = (2U)k-1 A U < Z < t’). 
We want to show JlFVk dn(k 2 1 + B(k, n, y)). Proceed by induction on k. 
k = 1: Take z = u = u = 1. 
k + k + 1 < n: Recall that x1 = a and y, = 1. By hypothesis there are xk and yk. 
Let z = ayk + xk = yk+ l; because of k + 1 < n and (i) of Remark 3, z < y. There are 
also elements satisfying (2~ - l)k, (2~)~, and (2~ - l)k < (2~ - 1)” < y, and 
(2~)~ < (2~)” < y2. By (l), y k + 1 = ayk + xk < ayk + ay, = hy, < 20(2a)k - ’ = (2a)k 
and yk+l ~~yk+J;*I-lyk=(~+~~jyk~(~+~~)(2~-i)k-1 2 
(2~ - 1) (2~ - l)k-’ = (2~ - l)k where the last inequality is true for a > 1. This ends 
the proof. 
(3) Fix n, x E&Z such that x = x,, and consider the formula 
8(k, n, x) zf 3w < x(w = xk A w z l(mod a - 1)). We want to show JZ I= Vk < n0(k, n, x). 
By induction on k. 
k = 0: Take w = 1, clearly w E l(mod a - 1). 
k -+ k + 1 < n: By hypothesis there are xk, yk, so let w = xk+ 1 = a& + 
(U2 - 1) y, = UX&TlOd U - 1) = l(mod a - 1). Also, xk + 1 < X = X,. 
(4) Fix n, y EA such that y = y,, and consider this time the formula 
8(k, n, y) zf 3z < y(z = Y,AZ = k(modu - 1)) and show _/It= Vk < ne(k, n, y) by 
induction on k < n. 
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k = 0: Take z = 0. 
k+k+ldn:Letz=y,+,=ayk+xk~k+l(moda-l),by(3). 
(5) This is also proved using the same arguments as before, so we skip the proof 
of it. 
(6) Fix n, m, y, z E.A@ such that y = y,, z = y,, y/z, and let B(k, n, m, y, z) “Lf 
30 < z(v = yk~ylv + n(k). If we show Ji’bVk < m&k, n, m, y, z), then we have 
finished. First of all notice that if y.Jy, then necessarily n < m (see Remark 3(i)). The 
inductive argument is slightly different from the other proofs. Fix k < m and assume 
that for all u < k, A F O(u, n, m, y, z). We want to show that for all u < k this holds. 
The only case to prove is for u = k. That there is u = yk < z is clear, so assume y,lyk. 
Recall that yk-, = x& - xkyn, hence y,jyk_, and k - n -c k, so by inductive hypothe- 
sis nl(k - n), so n/k. 
(7) Let n, m, y, z EA such that y = yn, z = y,, and y’lz. > From (6) it follows that 
njm, so m = nk for some k. Keeping in mind the notation introduced at the end of last 
section, it is clear that 
Ym= c $‘y~(a2 - I)(‘- I)/’ E kxi- ‘y, (mod y,‘), 
i<k 
i E l(2) 
so y;lkx:-’ y,, which implies y,lkxf:-‘. But x, and y,, are coprime, so necessarily ,lk, 
hence y,lm. 0 
Remark 5. We proved (6) and (7) for equations of the type X2 - (a’ - 1) Y2 = 1, but 
in fact they are true for any Pell equation. 
We now have all the ingredients to prove 
Theorem 4.2. IA0 + PI-exp. 
Proof. Let &Z b IA0 + P. We want to show that exponentiation is a total function on 
&?, i.e. for any a, c E& there is an element b in Jllf satisfying b = d. Recall that for 
a fixed basis the logarithmic function is total in IA,,. So there is n EA such that 
an < c < an+ ‘. Consider now the Pell equation 
(t) x2 - (a2 - 1) Y2 = 1. 
By Remark 4, the existence of a”+ ’ implies that there is y E _.& satisfying y = yn+ l(a); 
let x = x, + l(a). Now consider the following Pell equation: 
(I) x2 - (a2 - 1) (2x2y2)2YZ = 1. 
From .,& i= P it follows that ($) has a nontrivial solution in .M, i.e. there are U, u E & 
satisfying u2 - (a2 - 1) (2x2y2)2u2 = 1, and u > 0. Let w = u and z = 2x2y2u. We can 
show that (w, z) is a solution of (t), i.e. w2 - (a2 - 1)~’ = u2 - (a2 - 1) (2x’~~)~ 
v2 = 1, where last equality is true since (a, u) is a solution of (1) . By Lemma 3.6, 
(u, u) = (xk(a), yk(a)) for some k E AC. Notice that the solutions y, + l(a) and yk(a) satisfy 
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Y,“+ h) IY&), hence by (7) of Lemma 4.1 Y, + 1 (a) Ik. The existence of the kth solution of 
(t) implies that uk is defined in A, and from y,+ r(a) p+F it follows that uyn+lCa) h s also 
to be defined. But y,+ r(u) > u”+ ‘, which implies a’ is defined. Since c < a”+’ we 
can finally deduce that a’ is defined. 0 
Remark 6. Dimitracopoulos proved in [4] that IA0 + expl-P. So combining his 
result and Theorem 4.2 we get that the axioms exp and (P) are equivalent over ZAO. 
This does not support the idea of Jones and Matijasevic in [7] that the axiom (P) is 
weaker than exp. 
We now want to understand the strength of axiom (P) over the fragment ZEr. This will 
be done using some results of Kaye [S]. He proved that if we add the following property: 
(E) Vu~2V~bu-223u30(u2+u2-2uuu--1=0~u~u~u~~(modu-1) 
A y E b + l(mod a - l)), 
to ZEl then we obtain a system equivalent o IA0 + exp. 
First of all notice that, for convenience, he works with equations of the kind 
X2 + Y2 - 2uXY - 1 = 0. One of the useful properties that the solutions of these 
equations atisfy is that if the coordinates of a solution are permuted then we get again 
a solution, i.e. if (u, u) is a solution, then also (u, u) is a solution. There is a strict relation 
between equations 
(6) X2+Y2-2uXY-l=O and (i(Fi) X2-(u2-1)Y2=1 
in the following sense: given any solution (w, z) of (6 a) we can construct a solution 
of (+), and vice versa. Let (w, z) satisfy w2 - (a2 - 1)z2 = 1, and let u = w + uz, 
u = z. With easy calculations, (u, u) satisfies (+). For the converse, starting from 
(u, u) satisfying (4) construct a solution (w, z) of (4 4) by letting w = u - au and 
z = v. 
As we saw we can bound all the quantifiers involved in the ‘standard’ definition of 
the relation y = y,,(d) in such a way that the notion of nth solution of the equation 
X2 - dY 2 = 1 is faithfully represented in any model of IA,,. It does not seem possible 
to express this notion in the language 3’ using only existentially bounded quantifiers. 
We will discuss this problem in the next sections. It is not even possible to bound the 
existential quantifiers in the definition of nth solution given by Matijasevic since 
functions of double exponential growth are used. A congruence relation is on the 
contrary easily definable by an E,-formula. So in axiom (E) property (4) of Lemma 4.1 
is used. In (E) the existence of a solution in each class modulo a - 1 is required; the 
one corresponding to class a - 2 will be “big”, in the sense that it is at least of the 
order urrP2. So axiom (E) says, roughly speaking, that a” has to be defined. 
Kaye’s result is 
Theorem 4.3 (Kaye [S]). ZEl + E I- IA0 + exp. 
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On one side, it is quite remarkable that the El-induction alone has the power of 
A,,-induction. On the other side, from what we remarked, it is not so surprising that 
axiom (E) implies that exponentiation is total. 
Our original aim was to understand the strength of axiom (P) over ZEl. Using 
Kaye’s result we will prove 
Theorem 4.4. ZE 1 + P F IA0 + exp. 
Before giving the proof of it we notice that axiom (P) has a much simpler 
formulation than axiom (E). It is a more general statement about Pell equation than 
(E) is, and does not explicitely require the existence of elements of exponential size. 
For the proof we need to recall the following lemma of [B] 
Lemma 4.5. ZEl t-Vu > 2Vn < a - 2VxVy(x2 - (a’ - 1) y2 = 1 A y = n(mod a - 1) + 
Vb d aVk < min(n, b - 2) 3u < x3u < y(u2 -(b* - l)u2 = 1)~ u G k(modb - 1)). 
We have stated Lemma 4.5 for the equations X2 - (a* - 1) Y2 = 1, where in the 
original version it was proved for equations of the form X2 + Y2 - 2uXY - 1 = 0. 
But as we saw the two formulations are equivalent. 
In (3) of Lemma 4.1 we proved in IA0 that the first coordinate of a solution is always 
congruent o 1 modulo a - 1. In the proof of Theorem 4.4 we will use this fact, but we 
need to prove it using only El-induction. 
Lemma 4.6. Let Ab ZEl and a, x, y EA, a > 1 satisfy x2 - (a’ - 1)~’ = 1. Then 
x = l(moda - 1) 
Proof. Consider the formula 
0(t) d&f13x, y < t(x2 - (a* - 1) y2 = 1 A~X = l(modu - 1)). 
We need to prove that _& b Vd(t). Notice that O(t) is U1, but ZE1ikZU1, so we can 
apply U,-induction on e(t). 
t = 0: Immediate. 
t -+ t + 1: Assume that there are x, y < t + 1 satisfying the equation, but 
xf l(modu - 1). Consider (x, y) (a, 1)-l = (ax - (a2 - 1) y, ay - x) = (w, z), clearly 
w, z 6 t, and w = x(mod a - 1). So w f l(mod a - l), which is a contradiction. 0 
Proof of Theorem 4.4. We will show that ZEl + PI-E. Let &b ZE1 + P, and 
1 < a E A. It is enough to show that there are x, y E .& such that x2 - (a’ - 1) y2 = 1 
and y = a - 2(mod a - l), since then Lemma 4.5 implies that for all k < a - 2 there is 
a solution (u, u) such that u = k(mod a - l), and so JH k E. 
Consider the Pell equation X2 - (a2 - 1) (a - 1)2Y2 = 1. Since .M b P there are w, z 
satisfying w2 - (a2 - 1) (a - 1) *z2 = 1. Let x’ = w and y’ = z(u - 1). It is easy to 
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check that (x’, y’) is a solution of X2 - (a2 - 1) Y2 = 1, and moreover 
y’ G O(moda - l), and y’ > 0. Let now x = x’a - y’(a2 - 1) and y = y’a - x’; using 
just algebraic calculations it is easy to check that x, y satisfy x2 - (a2 - 1) y2 = 1, and 
using Lemma 4.6, y E 0 - l(mod a - 1) E - l(mod a - 1) z a - 2(mod a - 1). 0 
Kaye gets an even stronger esult by proving an analogous result of Theorem 4.3 for 
the theory ZE;, where the induction is applied only to existentially bounded formulas 
with no parameters. 
For the sake of completeness we prove an analogous result for axiom (P). 
Theorem 4.7. ZE; + PI-ZAO + exp. 
The proof follows the lines of the proof of Corollary 5.9 of [8], so we will not give 
every single detail. 
First of all we need an analogue of Parikh’s result for I& + P. 
Lemma 4.8. ZfO(X, j) E A,, and ZEl + PI-V’x3j%(X, j) then there is an n E N such that 
ZEIl-V’xVz~, . . . , z,V/ul, . . . , u,Vug, . . . , v.(z~ = maxq A 
l\iI;-‘(u~+l -(zF - l)(Zi - 1)2u;+1 = 1 
A Ui+ 1 > 1) A Zi+ 1 = Ui(Zi - 1) ~ 3y ~ Z”B(X, ~)), 
- - 
Proof. By contradiction. Assume ZErl-V’xIj%(x, y), but for all n E N there is a model 
A/, I= ZEl such that J& contains E, b,,, . . . , b,, cl, . . . , c,, dl, . . . , d, satisfying 
b. = max uj, and for all i < n, cf+ I - (bf - l)(bi - l)‘diZ, 1 = 1, and 
- - 
bi+ 1 = di+ l(bi - l), and 4” b Vj < b,lO(u, y). By compactness there is a model .,+I’ 
of ZEl containing G, b,,, bl, . . . , cl, c2, . . . , dl, d2, . . . such that b. = max ai, 
ci+ 1 - (bz - l)(b, - 1)2d,Z+ r = 1 and b,, 1 = d,+ ,(b, - 1) for all n E N, and 
_M I= V’y < b,lB(a, j) for all n E N. Let Z be the initial segment of d generated by the 
b,s, i.e. 
Z = {x E& x < b, for some n E N}. 
Clearly, Z is closed under +, *, so ZkZEl. Let eEZ, so e <b, for some ne N. By 
Lemma 4.5, from cz+ 1 - (b,” - l)(b” - 1)2d,2+ 1 = 1 it follows that there are u, u 
satisfying u2 - (e2 - l)(e - 1)‘u2 = 1. So y = u(e - 1) is a solution of 
X2 - (e2 - 1) Y2 = 1, y > 0 and y = O(mod e - l), and this implies that I\ E. So by 
- - 
Theorems 4.3 and 4.4, Z 1 ZEl + P. But clearly, 5 E Z and .M I= V’y G b,lO(u, y), so 
Z\Vjj < b,,ltl(C, 7) for all n E N. But this is in contradiction with 
ZE, + pwaje(x, 7). 0 
Lemma 4.8 says that if ZEl + P proves the totality of a AO-definable function then 
the values of the function must be bounded by standard powers of exponentiation. 
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We need to recall that ZEi is a conservative extension of IE, over 3V’Er- 
sentences. 
Theorem 4.9 (Kaye [S]). Ifa is a iWE,-sentence and IElI-o, then IELI-a. 
Corollary 4.10. ZE; + Pl-lAO + exp. 
Proof. Recall that IA,, + exp has an V Saxiomatization. Let cr = VZXj%(X, j) be an 
axiom of IA0 + exp. By Theorem 4.4, ZEl + PI-a, and by Lemma 4.8 there is n E N 
such that 
IEl FV’XVZO, . . . , z,VU~, . . . , u,VU~, . . . , u,(z~ = max xj A 
A\iI$-‘(Ui2,1 - (,$ - l)(Zi - l)*Oiz,i = 1 AZi+ 1 = Ui+l(zi - l)) + ‘Y 6 zJ(xY 9). 
By Theorem 4.9, ZE; proves the previous sentence, and this implies ZE; + 
Ph. 0 
5. ET-definitions of exponentiation 
In this section we will define exponentiation in a suitable language using only 
existentially bounded quantifiers. 
J. Robinson was the first to link the theory of Pell equations to definability 
problems. Her ideas were developed by Matijasevic and their work led to an existen- 
tial definition of the exponential function, which is one of the main steps in the proof 
that every r.e. set is existentially definable. Their definition is given in terms of 
solutions of Pell equations. On the other hand, we know that there is a Ae-definition 
of exponentiation. In this section we are interested in a common refinement of the two 
definitions from the point of view of complexity of defining formula, i.e. we will try to 
define the relation u” = m using only existentially bounded quantifiers. We will only 
partially succeed. We will first work in N, and then extend the results to fragments 
of PA. 
We recall the existential definition of Robinson and Matijasevic as presented in 
Manin’s book [lo]. 
d=m iff m=[y,+l (Na)/y,+ dN1 for N > 4nm, 
where y,, i(Na) is the (n + 1)st solution of the equation X2 - (N*u* - 1) Y * = 1 and 
‘y,. r(N) is the (n + 1)st solution of the equation X2 - (N* - 1) Y * = 1. 
Actually, the argument carried on in Manin’s proof does not give u” as the integer 
part of y,+ i(Nu)/y,+ i(N), as he claims. This was pointed out to me by Adamovic. 
What he proves is only that u” is the nearest integer to y,, ,(Nu)/y,+,(N). What 
Manin claims is in fact true, but a different argument is needed for the proof. 
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Remark 7. It is also possible to define the relation u” = M using both the rational and 
irrational parts of the solutions of the two Pell equations: Let 
sz,(Na) = x,(Na) + JZKiy,(Na) = (Na + JEKJ”, 
Z”(N) = X”(N) + JN_y.(N) = (N + JFZ)“. 
By an easy induction on n we can prove that un < z,(Na)/z,(N); moreover, for fixed 
n the sequence z,(Na)/z,(N) is a decreasing sequence as a function of N. Hence for 
N large enough z”(Nu)/z,(N) < u” + 1. So u” = [z,(Nu)/z,(N)]. 
An attempt to modify Paris’ definition of exponentiation is not sensible, since that 
definition involves the notion of prime, and it is not known if we can express such 
a notion in an E,-way. 
So we will work with the Robinson-Matijasevic definition. Obviously, such a def- 
inition presupposes an existential definition of the nth solution of the Pell equation 
X2 - (a2 - l)Y 2 = 1. The relation y = y,(u) has been uniformly defined for all 
a, n, M E N by Matijasevic using some number theoretic properties of the solutions of 
a Pell equation which involve functions of double exponential growth. There is no 
hope of bounding the quantifiers over elements of double exponential size. But for our 
purposes we do not need a uniform definition of the nth solution. The relation on 
4 4 Y 
3x(x2 - (a2 - 1)~’ = 1 A y 3 n(mod a - 1)) 
is El-definable, but it does not give y as a function of n, a. 
The following picture, which is easily constructed using the structure of the 
congruence relations modulo a - 1 of the set of solutions, should clarify the situation: 
0 1 2 . . . u-2 
Y-(.-l) Y-(0-2) Y-(0-3) ... Y-l 
Yo Yl Y2 ... Y,-2 
Ya-1 Ya Ya+l “’ Y2o-3 
YZa-2 Y2*- 1 Y2a ... Y3a-4 
Recall that nth solution is roughly speaking of the order u”. The idea is now to 
bound the size of the solution in order to pick the smallest positive solution in class n. 
To do this we need to expand the language of arithmetic with a new functional symbol 
# (read sharp), where # has to be interpreted as # (x, y) = ~t“‘~2~’ for all y > 0 and 
# (x, 0) = 1. Denote the expanded language by 9#. The sharp function is very closed 
related to the smash function # of Buss, where #(x, y) = 21xllyl and (xl denotes the 
length of x in the binary expansion of x (see [2]). Buss works in a language containing 
also a symbol 1.1 for the length function. Later we will define a good notion of length 
in the language 9’# using only existentially bounded quantifiers. 
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Notice that in the literature the symbol # has always denoted the function smash. 
Through all the rest of the paper we take the liberty of using # to denote the sharp 
function, hoping that no confusion will arise. Our choice of the sharp function instead 
of the smash function has been done only for convenience: calculations seem 
smoother. We can easily define one function in terms of the other, and vice versa 
#(x, y) = z iff 3w < z( # (2, x) = w A #(w, y) = z) 
and 
# (x, y) = z iff z = remainder of the division of #(#(x, 2y), y) by #(x, y) - x. 
We will first work in N, and then we will consider the two theories in Y”, IA: and 
IE,#. 
The theory IA$ is axiomatized by some basic algebraic axioms concerning 
+; , <, the induction scheme restricted to formulas with all quantifiers bounded by 
terms which may contain # , and the following axioms concerning # : 
(1) vx > OVy( # (x, 0) = # (x, 1) = 1 A # (0, y) = 0); 
(2) vx > OVy((Powz(y + 1) A # (x, y + 1) = x# (x, y)) v (1Pow,(y + 1) A # (x, y 
+ 1) = # k YN, 
where Pow,(x) stands for Vy < x(ylx + 21y), i.e. x is a power of 2. 
We will discuss the theory ZEf in the next section. 
It is easy to check that the theory IA,” is biinterpretable with IA0 + R1 in the 
following sense: 
First of all, ZAtl-(VxVyVtVz(t = [log, y] A E,,(x, t, z)). It follows that in any model 
& of IA: the function f(x) = xt’OgzX1 is total. 
Conversely, if & k IA0 + R1 then the function defined by 
0(x, y, z) = (y = 0 A z = 1) V 3t < y(t = [log, y] A E,(x, t, Z)) 
is provably total in IA,, + R1, and satisfies the above axioms for # . 
Remark 8. (i) Obviously # does not imply that exponentiation is a total function in 
IA:. But in any model of IA0 + RI if 2” is defined then also 2”’ is defined for all k E N. 
Notice also that the domain of definition of exponentiation coincides in this case 
with the domain of definition of factorial, because of the following inequalities 
n! < ,” < 2”! 
(ii) From a computational point of view # is less complex than exponentiation, 
since # is polynomial time computable, while exponentiation is clearly not. 
(iii) The theory IAt (or equivalently, IA0 + Q,) has been considered also as 
a system where a convenient coding of syntax is feasible (see [16]). 
We now go back to our original problem of defining a” = m using only existentially 
bounded quantifiers. From now on we work with the language Y# unless otherwise 
specified. The next claim gives a bound on the size of the solutions of the Pell equation 
involved in the Robinson-Matijasevic definition. 
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Claim. Let m = a”, and N = 2nm’. The formula 
@a, y, n, m) zf 3x < ay(x2 - (N2a2 - l)y2 = 1 A y = n + l(mod Na - 1) 
AO<y<(#(m,m)T 
uniquely identifies the smallest positive solution in class n + 1. 
Proof. Recall that (2Na - 1)” < y,+ l(Na) 6 (2Na)“, and (2Na)” < (2.2na’“a)” 6 
m . m . m”.rn=“.rn < m3 * m3” < m6n < ( # (m, m))6. 
On the other hand, the next solution in class n + 1 is y,+&Na) (see scheme above) 
and y,+&Na) > (2Na - l)n+Na-l $ mm2 > (m’ogm)6 = (#(m, m))6. q 
Notice that the same bound (# (m, m))6 also uniquely identifies the smallest positive 
solution in class n + 1 for the equation X2 - (N2 - 1) Y2 = 1. 
In conclusion, if T(a, n, m) is 
3yl < (# (m, m))” 3x1 -c m’( # (m, m))” 3y2 < (# (m, rnf 3x2 < m4( # (m, rn)Y 
(N=2nm2Ax:-(N2a2-l)y:=lr\x:-(N2-l)yz=l 
A y, E n + l(mod Na - 1) A y2 E n + l(mod N - 1) h m = [y1/y2]), 
then 
a” = m iff r(a, n, m). 
Until now we have worked in the model N. Next we want to show that the formula 
r(a, n, m) gives a good definition of exponentiation also in IA0 + Qi. 
In any model of IA0 + Q1 there is already a notion of exponentiation given by the 
Paris definition. So we will not attempt to prove the recursion laws for T(x, y, z) 
directly, but instead we will show that T(x, y, z) is equivalent o the Paris formula, 
E,(x, y, z) over IA0 + O1. 
Theorem 5.1. IA0 + Q1~VxVyVz(E,-,(x, y, z)++T(x, y, z)). 
Proof. Let .M \ IA,, + 0, and a, n, m E A! satisfy E(a, n, m). For convenience we will 
write a” for m (there is no ambiguity since such an m is unique). Let N = 2nm2 and 
consider the Pell equations X2 - (N2a2 - 1) Y2 = 1 and X2 - (N2 - 1) Y2 = 1. First 
of all we have to guarantee the existence of Y.+~(N~) and y”+i(N), since they have 
exponential size. By Remark 8(i), N” is defined since it is of the order a”*, and by 
Lemma 2.4 we can deduce that both y, + l(Na) and y, + ,(N) are defined. The proof that 
a” < y, + l(Na)/yn + ,(N) < a” + 1 can be carried on in JZ exactly as done in N, using 
the properties of summations proved in [3]. Notice that for any N* > N the inequali- 
ties are provable by a simple inspection of the proof done in N. 
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Assume now that a, n, m E A satisfy m = [y. + i(Na)/y, + i(N)], where N = 2nm’. 
From the existence of y,, + l(Na) it follows that u” is defined in the Paris sense, i.e. there 
is s EM such that &,(a, n, s). We have to show that m = s. From the first part of this 
proof it follows that s = [y,,+i(N*a)/y,+i(N*)], where N* = 2ns’. If s d m then 
N* < N and so s < ~,,+~(Na)/y,+i(N) < s + 1, which implies s = m. We want to 
exclude the case m < s. If so, s > m + 1 > yn+i(Na)/yn+i(N), i.e. sy,+,(N) 
> y,, l(Na). Recall that s = u”, so 
d 
k s l(2) 
+ N”+ 1 -k(N2 _ q’k- I)/2 
k$n+l 
k s l(2) 
and since N is a positive integer this is a contradiction. 0 
Corollary 5.2. IA0 + fill- 
(i) VxVyVzVw(~(x, y, z) A T(x, y, w) -+ 2 = w); 
(ii) VxVyVz(T(x, y, z) + T(x, y + 1, xz)); 
(iii) VxVyVz(T(x, y + 1, z) + 3w < z(T(x, y, W)A z = xw)). 
We now give another definition of exponentiation in the language ._Y# using only 
existentially bounded quantifiers, but this time we will prove all the recursion laws of 
the exponential function using induction only on Ef-formulas, and a few axioms 
about #. 
We will work in the theory, denoted by IEf, which is axiomatized by: 
(i) basic axioms for + and . ; 
(ii) induction scheme applied only to existentially bounded formulas of Y#; 
(iii) axioms on # : 
(1) Vx(# (x, 0) = 1 A # (x, 1) = l), 
(2) V’XVY > ot # (x, 2Y) = x # (x, Yh 
(3) V’XVY > u # k Y) Ix = # (x, Y/2)), 
(4) V’x(# (2,2x) > $9 
(5) Vx > O( # (2x, x) < x # (x, x)), 
(6) VxV’y > OVz > O( # (x, yz) > # (x, y) # (x, z)), 
(7) VXVY < x(# (2x, y) < #(2x - 1,2y)), 
(8) V’xVyVz(# (2, z) < y + 1 c # (2, z + 1) + # (x, y + 1) = # (x, y)), 
(9) VxVYVz(#(2,z)=Y+l-+#(x,y+l)=x#(x,y)), 
(10) VXVYVdY G z -+ #(x, y) d #(x, z)), 
(11) V’xVZVY(# bz, Y) = #(x, y)# (z, y)), 
(12) VXVYVZz(#(X,Y) = #(x,z)+vw#(w,y) = #(w.z)). 
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If we interpret # in the standard model then axioms (l)-(12) are easily proved to be 
true. The only one which may seem not so straightforward is axiom (7). So we prefer to 
give a heuristic explanation of it. Let a E N, we want to find which b E N satisfy the 
inequality 
(t) #(2a - 1,2b) > #(2a, b). 
Inequality (t) is equivalent o show that 
#(2a - 1,2b) > #(2a, b) iff (2a)logb < (2a - l)‘ogb+i 
iff log b log(2a) < (log b + 1) log(2a - 1) 
iff log b(log(2a) - log(2a - 1)) < log(2a - 1) 
iff log b < [log(2a - l)]/[log(2a) - log(2a - l)]. 
By the Intermediate Value Theorem there is 5 E [2a - 1,2a] such that 
log(2a - 1) 
= log(2a) - log(2a - 1) Clog(2a - 1) > (2a - l)log(2a - 1). 
2a - - (2a 1) 
So if we choose b E N such that [log b] -C (2a - 1) log(2a - 1) then a, b satisfy (t). It is 
enough that b satisfies log b + 1 < (2a - l)log(2a - l), i.e. 2b < (2a - l)*‘- ‘, so 
b < (2a - l)*‘- ’ will work. For our purposes it will be enough that b < a. 
This axiom will guarantee that the intervals [#(2a - 1, b), #(2a, b)] and 
[ # (2a - 1,2b), # (2a, 2b)] have empty intersection. 
Note. The theory IE,# may seem constructed ad hoc to prove properties of #. 
However, we have added only universal true statements, o IEf is not stronger with 
respect o provably recursive functions on N than the theory with only the induction 
scheme on existentially bounded formulas of _Y#. 
Lemma 5.3. Let 4 k IEf, x, y E A. Then one of the following is true: 
#(x, y + 1) = # (x, y) or # (x, y + 1) = # (x, 2~). 
Proof. If there is a z E J% such that # (2, z) = y + 1 then axiom (9) implies 
#(x,y+l)=x#(x,y)= #(x,2y). 
If there is no such a z, consider the set A = {z E JZ: # (2, z) > y + l}. 
Axiom (4) implies 2(y + 1) E A, so A # 8. Hence there is zO = min(A), i.e. 
# (2, z. - 1) G y + 1 -C # (2, zo). But we are assuming that there is no z such that 
# (2, z) = y + 1, so # (2, z. - 1) < y + 1 c # (2, zo). By axiom 8, #(x, y + 1) 
= #(x, Y). 0 
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In order to obtain an E,#-definition of the relation u” = m we proceed in four steps. 
From now on we will work in a model .M of the theory ZEr. Let 1 < a E JZ; we will 
refer to the Pell equation X2 - (a2 - 1) Y 2 = 1 as (*). 
We have to develop part of the theory of Pell equations in ZEf. Notice that we 
cannot use the notion of nth solution as the nth power of the fundamental solution as 
done in IA,,. It is not known if there are good notions of summation and of binomial 
coefficient using only existentially bounded quantifiers. 
Note. We recall that only algebraic tools are needed to prove that if x, y is a solution 
of (*) then so are 
(x, ~)(a, 1) = (ax + (a2 - UY, UY + 4 (denoted by b,, Y,)) 
(XT Yh 1) = @a - (a2 - 1) y, uy - x)) (denoted by (x’, y’)). 
We will use the above notation in what follows. Next lemma says that between 
y and y, there is no other solution of (*). 
Lemma 5.4. JZ l= V’uV’uVxVy(x2 - (a2 - 1)~’ = 1 A u2 - (a2 - 1) u2 = 1 A v > y + 0 
2 Y,). 
Proof. Fix x, y, u, u E JZ solutions of (f) and assume y < u < uy + x = y,, and so 
necessarily x < u < ax + (a2 - 1)y. Consider (u, u)/(x, y) = (ux - (a2 - l)uy, 
xv - UY), it is still a solution and satisfies 1 < ux - (a2 - 1)uy < a and 
0 < xu - uy < 1, but there is no such a solution. Notice that no use of induction is 
made. 0 
Step 1. We first define the notion of lb1 + l-solution of (*) , where b E A. Of course 
the previous statement looks unprecise since we do not have a notion of length yet. 
We will just say which size the solution is. Define 
R(u, b, y) t,$3x < uy(x2 - (a2 - 1) y2 = 1 A # (2~ - 1, b) < y < # (2u, b)). 
The relation R says that y is a solution of (*) and satisfies (2) of Lemma 4.1. 
Claim 1. A t Vb < u3y < # (2u, a) R(u, b, y). 
Proof. By induction on b. 
b = 0: # (a, 0) = 1, for all a. Then y = 1, the minimum nontrivial solution, satisfies 
R(a, 0, 1). 
b + b + 1 < a: If # (2u, b + 1) = # (2u, b), then there is nothing to prove since 
y satisfying R(u, b, y) will satisfy also R(u, b + 1, y). 
Assume # (a, b + 1) = #(a, 2b), and R(u, b, y) for some y E JZ. Let x be the coordi- 
nate corresponding to y. Consider the successor solution y, = uy + x and 
P. D ‘Aquino / Annals of Pure and Applied Logic 77 (I 996) l-34 27 
x* = xa + (a2 - 1) y. It is left to show that # (2~ - 1, b + 1) < y, < # (26, b + 1). 
From the definition of y, and axioms (l)-(12) there follows 
y,<ay+uy=2uy<2u#(2u,b)= #(2u,2b)= #(2u,b+l) 
and 
y~>uy+~~y=(u+J2a-1)y>(2u-1)#(2u-1,b) 
= # (2~ - 1,2b) = # (2~ - 1,2b). 0 
Corollary 5.5. Zf .dtk R(u, b, y) then AkR(u, 2b, y*), i.e. if y E [ #(2u - 1, b), 
# (2u, b)] then y* E [ # (2~ - 1,2b), # (2u, 2b)]. 
Claim 2. A? k Vb < uVy,Vy2(R(u, b, yl) A R(u, b, y2) + yl = y2), i.e. R is functional. 
Proof. Let b < a, yl, y2 EM satisfy R(u, b, yI) and R(u, b, y2), hence both y, and 
y2 are in [ # (2~ - 1, b), # (2u, b)]. W.1.o.g. yl < y,. Let x1, x2 be the corresponding 
first coordinates of the solutions y,, y2, respectively. Recall that between y, and 
y, = x1 + uyl there is no other solution of (*) , so necessarily l < y, < y2. Hence 
y, E [ # (2~ - 1, b), # (2u, b)]. By Corollary 5.5, y, E [ # (2~ - 1,26), # (2u, 2b)], so 
the intervals [ # (2~ - 1, b), # (2u, b)] and [ # (2~ - 1,26), # (2u, 2b)] have a non- 
empty intersection. Contradiction. c] 
The next lemma says that any solution y G # (24 a) is the (lb1 + 1)st solution for 
some b < a. 
Lemma 5.6. JZ~VX<U#(~U,U) Vy< #(~u,u)(x~-(u~-~~)Y~=~ + 3bGa 
R (a, b, Y)). 
Proof. By axiom (7) the interval [0, # (24 a)] is partitioned into disjoint subintervals 
with endpoints # (2~ - 1, b) and # (2u, b) for b < a. Let y be a solution smaller than 
# (2u, a) There are two cases: 
Case (i): y E [# (2~ - 1, b), # (24 b)] for some b < u. Then we have finished. 
Case (ii): y E (# (2u, b), # (2~ - 1,2b)) and 2b < a. We will show that this case 
never happens. Assume instead that it is true. By Claim 1 there are w, z EJ# such 
that w2 - (a2 - 1)~’ = 1 and #(2a - 1, b) < z ,< # (24 b). Consider .z* = uz + w. 
Lemma 5.4 implies z* < y and Corollary 5.5, implies z* E [ # (2~ - 1,2b), # (24 2b)]. 
So y > # (2~ - 1,2b), but this is in contradiction with y E (# (24 b), #(2u - 1, 
2b)). 0 
Combining Claim 1 and Lemma 5.6, we can deduce that all the solutions of (*) 
which are below # (2u, a) are bijectively distributed into the intervals [ # (2~ - 1, b), 
# (2u, b)] for b < a. 
28 P. D ‘Aquino/Annals of Pure and Applied Logic 77 (1996) I-34 
CoroUary5.7. ~~Vb6aVxVy(x2-(a2-l)y2=lr\#(2a-l,b)<yQ#(2a,b)-+ 
R(a, b/2, ay - x). 
Proof. Fix b, x, y such that ~$3’ k R(a, b, y). By Lemma 5.6 there is a d d a such that 
#(2a - 1, d) 6 y’ ,< #(2a, d), where y’ = ay - x. Since y = y’, by Corollary 5.5, 
#(2a - 1,2d) < y < #(2a, 2d). If #(2a - 1, b) # #(2a - 1,2d) and b < 2d, 
then #(2a-1,2d)>#(2a-l,b)andso #(2a-1,2d)>(2a-1)#(2a-Lb)= 
#(2a - 1,2b). But this give a contradiction since y < #(2a, b) < #(2a - 1,2b) 
<#(2a-1,2d)andy> #(2a-1,2d). 
If 2d < b then #(2a - 1, b) > #(2a - 1,2d), so #(2a - 1, b) > (2a - l)# (2a - 1, 
2d) = # (2a - 1,4d). This implies y > #(2a - 1,4d) which is in contradiction with 
y < # (2a, 2d) < #(2a - 1,4d). So the intervals [#(2a - 1,2d), #(2a, 2d)] and 
[#(2a - 1, b), #(2a, b)] must coincide, i.e. # (2~ - 1,2d) = #(2a - 1, b) and 
# (2a, 2d) = # (2a, b). So 
# (2~ - 1, d) = 
#(2a- 1,2d) #(2a-lb) 
2a-1 = 2a - 1 
= # (2a - 1, b/2) 
and 
#(2a, 4 = 
# (2~7 2d) # (24 b) 
2a 
= ~ = #(2a, b/2). 
2a 
Hence A! k R(a, b/2, ay - x). 0 
Notation. We will write y = ylbl+ 1(a), b < a to denote the unique y in A such that 
A’ b R(a, b, Y). 
Step 2. We now introduce the notion of nth solution of(*). 
Let &a, n, y) zf 3x < ay(x2 - (a2 - l)y2 = 1 A y E n(mod a - 1) A y < # (2a, a)). 
Notice that contrary to R, 8 does not define a total relation for all n < a - 2: if 
y G a - 2(mod a - 1) then we know that y is of the order a’, and so it cannot be less or 
equal that # (2a, a). Roughly speaking, 8 is defined for all n < log a. 
Claim 3. A? k Vn d a - 2Vy,Vy,(B(a, n, yi) A tl(a, n, y2) + y, = yz). 
For the proof we need 
Lemma 5.8. A t= Vn G a - 2Vy(O(a, n, y) + y 3 # (a, n)). 
Proof. Fix n, y EA! such that A b @a, n, y). and let t&k, y) “gf 3z < y(O(a, k, z) A 
z 3 # (a, k)). We prove by induction on k that A? k Vk d m&k, y). 
k = 0: z = 1 works. 
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k + k + 1 < n: Let z < y such that A? k @a, k, z) A z > # (a, k), and let w be the 
corresponding first coordinate. Consider w* and z*; they are solution of (*) and 
z* = k + l(moda - 1) (we have used Lemma 4.6). Moreover, z* > az + 
,/=z = (a + ,,/?=i) z b a # (a, k) a # (a, k + 1). 0 
Proof of Claim 3. The idea of the proof is to show that the bound # (2a, a) identifies 
the minimum solution of (*) in class n, and this will immediately imply functionality 
0f 8. 
Fix n < a - 2 and y such that A! k O(u, n, y), and assume y is not minimum in class 
n; so there is a solution (xi, yi) of (f) such that y, < y and yl = n(modu - 1). Let 
(XT Y) -= (x07 Yo) = (xl, yl) (xx1 - (a2 - l)YYl, XlY - XYl). 
(x0, yo) is a solution of (*), y, # 0 since (x, y) < (xi, yi) and y, = O(mod a - 1). The 
solution 
$$ = (XL, yb) 
3 
satisfies yb = a - 2(mod a - 1). Lemma 4.5 implies that there is a solution in each 
class m d a - 2. Let (u, u) be the minimum solution in class a - 2. By Lemma 5.8, 
u Z # (a, a - 2). Then u* = au + u is the minimum nontrivial solution in class 0, and 
u, > (a + Jzi) u 3 (a + Jzi, # (a, a - 2) 3 a # (a, a - 2) > # (a, a - 1). 
Putting together all the inequalities we have got, it follows that 
y = xoy, + x1y, > Jny,y, + JX?y,y, = 2Juziyoy, > 2Jz?u*y, > 
2Ja2_1#(u,u- l)#(u,n)>u#(u,u- l)#(u,n)=#(u,2(u-l))#(u,n). But 
#(a,&-l))>#(u,u) and #(u,n)>u for n>2. So y>#(u,u)u> #(2u,u) if 
n > 2. In case n = 0, 1 then y = 0 and y = 1 are the minimum solutions in class 0 and 
1, respectively, and are smaller than # (2u, a). So y > # (2u, a) which is in contradict 
tion with y < # (2u, a). 0 
Remark 9. The formula 8 gives an E1# -definition of the relation y = y,(u), for small n. 
Unfortunately, 8 does not define a total function since n has to be logarithmic with 
respect o a. But this is enough for our goals. The bound # (2u, a) identifies then the 
smallest solution in class n. 
Notation. we will use y = y,(u) to denote the unique y, when it exists, such that 
A k e(c, n, Y). 
Lemma 5.9. Let a > c E A. Then A 1 Vb G cVy, G # (2u, a) Vy, < # (2c, C) Vn < 
c - l(R(a, b, yd A R(c, b, yz) A y, E n(modc - 1) + y, E n(modu - 1)). 
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Proof. Fix a, c E&? and apply U,-induction on b. 
b = 0: # (2c - 1,0) = # (2c, 0) = # (2~ - 1,O) = # (24 0) = 1. So y1 = yz = 1 sat- 
isfy the property. 
b + b + 1 d c: If #(2a, b + 1) = #(2a, b), hence by axiom (12), #(2a - 1, b + 1) 
= # (2~ - 1, b), # (2c - 1, b + 1) = # (2c - 1, b) and # (2~ b + 1) = # (2c, b). In 
this case there is nothing to prove since it follows from the inductive hypothesis. 
If #(2a, b + 1) = #(2a, 2b), hence by axiom (12), # (2~ - 1, b + 1) = 
#(2a - 1,2b), # (2c - 1, b + 1) = # (2c - 1,2b) and # (2c, b + 1) = # (2c, 2b). Let 
n, yl, y2 E A satisfy A! I= R(a, b + 1, yl) A R(c, b + 1, y2) A y, G n(mod c - l), which is 
equivalent to A? k R(a, 2b, yl) A R(c, 2b, y2) A y2 = n(mod c - 1). Consider the solu- 
tions (& y’d = (x1, ydlb, 1) and Cd, Y;) = (x2, y2)/(c, 1). Then 4 1 R(a, b, y’d A 
R(c, b, y;) A y; E n - l(mod c - l), i.e. 4 k R(a, b, y;) A R(c, b, y;) A y; = 
n - l(modc - 1). So by inductive hypothesis y; E n - l(moda - l), which implies 
yl E n(moda - 1) (notice that we have used also Lemma 4.6). 0 
Step 3. We are now in a position to define the notion of length. Let A(b, n) “Af 3y < 
#(2b,b)(R(b,b,y)AB(b,n,y))v(b=lAn=O)v(b=Or\n=O). 
The formula 1” says that there is a solution y of X2 - (b2 - 1) Y 2 = 1 which is at the 
same time the nth solution and the lb1 + 1 solution, i.e. y = y,(b) and y = yp,~+~(b). 
We need to prove some basic facts about A. 
Claim 4. 1 is functional, i.e. A? 1 VbVnVm(l(b, n) A I(b, m) + n = m). 
Proof. Fix n, m, b E ~4’ such that both I(b, n) and A(b, m) are true in ~4. Let y, z be the 
solutions of X2 - (b2 - 1) Y 2 = 1 satisfying y z n(mod b - l), z E m(mod b - l), and 
y, z E [ # (2b - 1, b), # (2b, b)]; wlog y < z. This implies that the solution next to y, say 
y,, satisfies y < y, < z and so y, E [ # (2b - 1, b), # (2b, b)]. But this is in contradic- 
tion with Corollary 5.5, so necessarily = z, which implies n = m. 0 
Note. The notion of length should be thought in basis 2. We will use the notation 
lb1 = n for I(b, n). 
Next we want to show that any element has a length. 
Claim 5. A? k Vb3n < bA(b, n). 
Proof. Fix b EA. By Claim 1 there is a y satisfying R(b, b, n), which implies 
y < # (2b, b). Let n < b - 1 be such that y = n(mod b - 1). The bound on y implies 
y is minimum in class n, so y = y,(b), hence Ib( = n. 0 
Lemma 5.10. A I= VbVn < b(A(b, n) -+ i1(2b, n + 1)). 
Proof. Fix b E A. By Claim 5 A! k I(b, n) A 1(2b, m) for some n < b and m < 2b. We 
have to show m = n + 1. Let y, z be such that y = y,(b) and y = ~~~~+~(b), z = y,,,(2b) 
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and z = ylzb)+ ,(2b). By Claim 1 there is a u such that u = ~~~~+~(2b). Let u be the 
coordinate corresponding to u. By Lemma 5.9, u = n(mod 2b - 1). Let u* = 2bu + U, it 
satisfies u* = n + l(mod2b - 1) and R(2b, 2b, u*). But R(2b, 2b, z), so z = u,, which 
implies z = n + l(mod2b - 1). Hence m = 12 + 1. 0 
Lemma 5.11. A k VcVbVdVn < min(b, d)(i(b, n) A l(d, n) -+ # (c, 6) = #(c, d)). 
Proof. Fix n, b, d E A such that lb1 = IdJ = n, and let y, z satisfy 
Y = yn(b) = Ylbl+ I (4 and z = Y.(d) = Yldl+ I (d). 
W.1.o.g. b < d. By Claim 1 there is a u such that u = ylbl+ 1(d), and by Lemma 5.9, 
u = n(mod d - 1). So in class n modulo d - 1 there are two solutions z, u < # (2d, d), 
hence necessarily z = u. But this implies # (2d, 6) = # (2d, b), so by axiom (12), 
#(c, d) = #(c, b) for any c in A. 0 
Step 4. We are now in a position to define exponentiation via the formula 
da, n, m) “Af 3b < m(A(b, n) A #(a, b) = m). 
Since we work in IE: we want to show that ~(a, n, m) defines a good notion of 
exponentiation, i.e. we will prove that q satisfies all the recursion properties of 
exponentiation in any model of IE:. The proofs of these properties are very simple at 
this point since they are heavily based on the theory of length we have developed until 
now in IE?. 
Theorem 5.12. ZEf I- 
(1) v’x > O?(X, (41); 
(2) vx~yv’~~l(q(x, y, 4 A?(% Y, ZJ + z = ZIk 
(3) Vx~‘y~z(rl(x, y, z) + ?(X, Y + 1, z4); 
(4) vxvyvz(~(x, y + 1, z) + 321 < z(q(x, y, z) A z = q-4). 
Proof. (1) Let Jli! \ IEf and fix a E A, a > 1. From the definition of I it follows A( LO) 
and so #(a, 1) = 1. 
(2) Let a, n, m, ml E ~4 satisfy Jz? \ 3b < m(l(b, n) A # (a, b) = m) and .M k 3d < ml 
Md, n) A # (a, d) = ml). 
By Lemma 5.11, J&? \# (a, b) = # (a, d), so m = ml. 
(3) Assume &i’k3b < m(l(b, n)~ #(a, b) = m) for some a, m. By Lemma 5.10, 
)2b( = n + 1, and # (a, 2b) = a# (a, b) = am. The only thing left to show is 2b < am, 
but this is clear since 2 < a. 
(4)Letu,m~~suchthat~~3b<m(~bl=n+l~#(a,b)=m).Considerd= 
b/2. By Claim 5 there is a t such that IdJ = t, and by Lemma 5.10,12d( = Jbl = t + 1, so 
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necessarily t = n - 1. Moreover, # (a, d) = #(a, b/2) = #(a, @/a = m/a, So if 
ml = m/a then Y&Z, n,ml) and mla = m. 0 
6. Are (i) and n! E,#definable? 
In this final section we consider other two functions, binomial coefficient and 
factorial. J. Robinson [13] gives an existential definition of the graphs of the above 
functions. Working on her definitions we try to bound the existential quantifiers, 
using terms in the language 9#. This would be the next natural step towards the 
proof of MRDP theorem in IA0 + s2i. Unfortunately, we have not succeded in finding 
uniform E:-definitions of(z) = m and k! = m. But we have some partial results. 
We recall Robinson definitions 
(t) (i) = m iff m = remainder of division of [(u + l)“/t?] by u, for u > nk, and 
(77) k! = m iff [n”/(i)], where n > (2k)k+1. 
Clearly, functions of exponential growth are involved. 
Consider first the binomial coefficient, and in particular the case of (:). Let 
(F) = m. Recall that in N the following relation holds: 
(*I 2” < (2.“) < 22”. 
A local version of it was proved for IA0 in [3]. Relation (f) implies that for any a, 
u” < #(a, 2”) < #(a, m). Since we work in N, there is no problem of existence of 
exponentials, o we need just to put the right bounds. In Robinson’s definition we can 
choose any u such that (Zn)” c u < 2”’ < (# (m, m))". 
Next step is to bound the size of (u + 1)2n. The following inequalities are true: 
(u + 1)2n G (2~)‘” < 22nu2n < m2(#(u,m))2 < m2(#(#(m,m)Z,m))2 
= m2(#(#(m,m),m)#(#(m,m), m))' = m2(#(#(m,m),m))4. 
The same bound works also for u”. The notions of exponentiation, remainder and 
integer part are all E: -definable. 
The above definition of(y) = m can be carried on in IA,, + Qi. The relation (*) 
guarantees that 2” is defined and so the same procedure works. Notice that if 2” is 
defined in ./4 b IA,, + fir then 2”’ are defined for all k E N, and also n” is defined. This 
follows from the fact that we can define 2”” = # (2”, 2”),2”’ = # ( # (2”, 2”),2”), . . . and 
n” = # (n, 2”). 
We now examine the general case of (2). W.1.o.g. we can assume k < [n/2], since if 
k > [n/2] then (i) = (k_k/2]). The following relation holds 
(0) (7) < (;) for all i < k < [n/2]. 
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We first show how to reduce the size of IJ in (t). Consider the expression 
Wewant~~~~-~(~)~i~k<1.Itisenoughif(~)ui~k<l/kforalli~k-1.By(o),it 
is enough that (;) u- ’ c l/k, i.e. u > mk. The problems are still unsolved in bounding 
the size of u”. Relation (f) is not true anymore, so we cannot bound an exponential in 
n in terms of (;), since (;) can be too small. 
We now consider the relation k! = m, defined as in (tt). Even if we assume to have 
an E1# -definition of (i), we still have problems in bounding the size of it in (tt). From 
2k < k! = m it follows that kk < #(k, m). So in (tt) we can choose any n such that 
# (2k, m2) < n < # (m, m’), and nk can be bounded by # (n, m2). Two problems are 
left: the definition of (;) and its size. For what concerns the size we know that 
(;) < 22k”’ and we cannot express double exponential in terms of # . If we expand the 
language Y# byadding another functional symbol which corresponds, roughly 
speaking, to x“‘~~ (see also [16]), then we can easily bound the size of (;), but there 
will be still left open the problem of defining (E). 
We can approach the problem of the definition of k! = m in a different way using 
(‘,“). Recall that 
2k 
0 
(2k)! (k + l)(k + 2) ... (2k) 
k =(k!)2= k! ’ 
So we can define 
k! = m iff m(ik) = (k + l)(k + 2) ... (2k). 
For what concerns the sizes of the elements involved in the above definition the 
following inequalities are true 
(ik) < 22k < m2 and (k + l)(k + 2) ... (2k) < # (m, m). 
But unfortunately also this relation does not solve all the problems, since there is 
not an Ef -formula, which is known to me, defining (k + l)(k + 2) .a. (2k). 
Acknowledgements 
This paper is part of the author’s D.Phil. thesis at Oxford University. He would like 
to thank Angus Macintyre for all his help during the preparation of the thesis. 
References 
[l] A. Baker, A Coincise Introduction to the Theory of Numbers, (Cambridge Univ. Press, Cambridge 
1984). 
34 P. D ‘Aquino / Annals of Pure and Applied Logic 77 (I 996) I-34 
[2] S. Buss, Bounded Arithmetic (Bibliopolis, Naples, 1986). 
[3] P. D’Aquino, Local behaviour of the Chebyshev theorem in models of IA,, J. Symbolic Logic 57(l) 
(1992). 
[4] C. Dimitracopoulos, Matijasevic theorem and fragments of arithmetic, Ph.D. Thesis, Manchester 
Univ., Manchester, 1980. 
[S] H. Gaifman and C. Dimitracopoulos, Fragments of Peano’s Arithmetic and the MRDP theorem, in: 
Logic and Algorithmic, Monographie No. 30 de L’Enseignement Mathematique, Geneve (1982) 
187-206. 
[6] G.H. Hardy and E.M. Wright, An Introduction to the Theory of Numbers (Oxford Univ. Press, 
Oxford, 3rd edn., 1954) 
[7] J.P. Jones and V. Matijasevic, Proof of recursive unsolvability of Hilbert’s tenth problem, Amer. 
Math. Montly 98 (1991) 689-709. 
[S] R. Kaye, Diophantine induction, Ann. Pure Appl. Logic 46 (1990) l-40. 
[9] R. Kaye, Models of Peano Arithmetic (Oxford Univ. Press, Oxford, 1991). 
[lo] Y.I. Manin, A Course in Mathematical Logic, Graduate Text in Mathematics, Vol. 53 (Springer, 
Berlin, 1977). 
[l l] R. Parikh, Existence and feasibility in Arithmetic, J. Symbolic Logic 36 (1971) 494-508. 
[12] J.B. Paris, A. Wilkie and A. Woods, Provability of the pigeonhole principle and the existence of 
infinitely many primes, J. Symbolic Logic 53 (1988) 123551244. 
[13] J. Robinson, Existential definability in arithmetic, Trans. Amer. Math. Sot. 72 (1952) 437-449. 
[14] J. Shepherdson, A non standard model for a free variable fragment of number theory, Bulletin de 
1’Academique Polonaise des Sciences, Strie des Sciences, Mathematiques, Astronomique at Physiques 
12 (1964) 79-86. 
[15] A.J. Wilkie, Applications of complexity theory to X,-definability problems in arithmetic, in: Pacholski 
et al., eds., Model Theory, Algebra and Arithmetic. Proc. Karpacz, Poland 1979. Lecture Notes in 
Mathematics, Vol. 834 (Springer, Berlin, 1980) 363-369. 
[16] A. Wilkie and J.B. Paris, On the scheme of induction for bounded arithmetic formulas, Ann. Pure 
Appl. Logic 35 (1987) 261-302. 
[17] G. Wilmers, Bounded existential induction, J. Symbolic Logic 50 (1985) 72-90. 
[18] A. Woods, Some problems in logic and number theory and their connections, Ph.D. Thesis, Univ. of 
Manchester, Manchester, 1981. 
