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Abstract 
INTRODUCTION: Despite the advances in radiotherapy treatment delivery, target volume 
delineation remains one of the greatest sources of error in the radiotherapy delivery process, 
which can lead to poor tumour control probability and impact clinical outcome. Contouring 
assessments are performed to ensure high quality of target volume definition in clinical trials 
but this can be subjective and labour-intensive. 
This project addresses the hypothesis that computational segmentation techniques, with a given 
prior, can be used to develop an image-based tumour delineation process for contour 
assessments. This thesis focuses on the exploration of the segmentation techniques to develop 
an automated method for generating reference delineations in the setting of advanced lung 
cancer. The novelty of this project is in the use of the initial clinician outline as a prior for 
image segmentation.  
METHODS: Automated segmentation processes were developed for stage II and III non-small 
cell lung cancer using the IDEAL-CRT clinical trial dataset. Marker-controlled watershed 
segmentation, two active contour approaches (edge- and region-based) and graph-cut applied 
on superpixels were explored. k-nearest neighbour (k-NN) classification of tumour from 
normal tissues based on texture features was also investigated. 
RESULTS: 63 cases were used for development and training. Segmentation and classification 
performance were evaluated on an independent test set of 16 cases. Edge-based active contour 
segmentation achieved highest Dice similarity coefficient of 0.80 ± 0.06, followed by graph-
cut at 0.76 ± 0.06, watershed at 0.72 ± 0.08 and region-based active contour at 0.71 ± 0.07, 
with mean computational times of 192 ± 102 sec, 834 ± 438 sec, 21 ± 5 sec and 45 ± 18 sec 
per case respectively. Errors in accuracy of irregularly shaped lesions and segmentation 
leakages at the mediastinum were observed. 
In the distinction of tumour and non-tumour regions, misclassification errors of 14.5% and 
15.5% were achieved using 16- and 8-pixel regions of interest (ROIs) respectively. Higher 
misclassification errors of 24.7% and 26.9% for 16- and 8-pixel ROIs were obtained in the 
analysis of the tumour boundary. 
CONCLUSIONS: Conventional image-based segmentation techniques with the application of 
priors are useful in automatic segmentation of tumours, although further developments are 
required to improve their performance. Texture classification can be useful in distinguishing 
tumour from non-tumour tissue, but the segmentation task at the tumour boundary is more 
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1.1 Advances in radiotherapy 
Radiotherapy plays a major role in cancer treatment with about half of all patients requiring 
radiotherapy during their illness, and it is estimated to contribute to 40% of cases where cancer 
is cured (1). Over the last few decades, there has been significant changes in radiotherapy 
treatment planning. The move away from conventional radiotherapy using simple rectangular 
fields towards more advanced treatment techniques has resulted in an improvement in many 
aspects of radiotherapy delivery. Approaches such as three-dimensional (3D) conformal 
radiotherapy and intensity-modulated radiotherapy (IMRT) allow for better conformity of the 
delivered dose to the target, whilst reducing the dose to normal tissues and sparing organs at 
risk (OARs) (2). This can lead to a reduction in toxicity to normal organs and thereby improve 
quality of life (3). The resultant increase in the therapeutic ratio also allows the potential for 
dose escalation to the target whilst keeping the dose to normal tissues below the maximal 
tolerated dose, and consequently improve tumour control rates (4-8). Major developments have 
also been made to improve the precision in radiotherapy delivery such as in image-guided 
radiotherapy (IGRT) and stereotactic body radiotherapy (SBRT), where good target volume 
coverage is maintained whilst minimising the dose delivered to normal tissues (2). 
1.2 Target definition in radiotherapy 
Current practice in radiotherapy uses target volume definitions from the proposed framework 
set out by the International Commission on Radiation Units and Measurements (ICRU) reports 
50 and 62 (9, 10) as illustrated in figure 1.1. Gross tumour volume (GTV) is defined through 
clinical, radiological and pathological means as the demonstrable extent of the malignant 
growth. Clinical target volume (CTV) is an anatomical concept which comprises of the GTV 
and tissues harbouring subclinical microscopic disease below the resolution limits of imaging, 
typically based on experience and clinical knowledge on the patterns of spread. Planning target 
volume (PTV) is a geometric concept which includes the CTV as well as the internal margin 
(IM) (variations in size, shape and position of the CTV relative to the anatomical reference 
points), and set-up margin (SM) (uncertainties in patient position and treatment beam 
alignment in treatment delivery) which takes into account tumour movement during treatment 
delivery. The concept of an internal target volume (ITV) which includes the CTV and IM has 
also been introduced to account for tumour movement, which has been adopted in the treatment 
of sites such as lung cancer where tumour motion is estimated using four-dimensional (4D) 
computed tomography (CT). OARs are normal tissues whose radiation sensitivity may 
influence the prescribed dose or treatment planning. The shape of the treated volume, which 
represents the volume enclosed by the specified isodose surface that is intended to be delivered, 
depends on the conformality of the technique used for treatment. The irradiated volume is the 
volume that receives a dose considered to be significant in relation to normal tissue tolerance, 




Figure 1.1. Illustration of relationships between gross tumour volume (GTV), clinical target volume 
(CTV), internal target volume (ITV) and planning target volume (PTV), in relation to the treated and 
irradiated volumes. 
These concepts indicate the many sources of uncertainty that exist in radiotherapy treatment 
(11), which can occur at any of these points to varying degree, and cause deviations between 
the intended and received dose in the respective treatment volumes. The integration of methods 
to improve treatment precision with highly conformal delivery techniques are aimed at 
minimising this.  Errors from set up for example, can be reduced with the appropriate 
application of immobilisation and fixation devices as well as set up checks. With the 
implementation of IGRT, not only are set up errors minimised, the impact of organ motion is 
also reduced. In this framework, target volume definition is generally considered to contribute 
to the largest source of error (12). 
1.3 Need for outlining assessment in radiotherapy 
Improvements in precision of radiotherapy treatment are only as good as the accuracy of the 
defined target. Even with the application of IGRT which can reduce geometric uncertainties, 
errors from target definition are not mitigated, which can be greater than other sources of errors 
such as set up inaccuracies (13). It is known that  there is significant variation between 
clinicians in target volume delineation (14), which is a major source of error in the treatment 
process. It is critical that accurate segmentation of the GTV is performed, as it has direct 
implications on the treatment volume and the resulting radiotherapy plan. The target definition 
framework as described above does not account for errors in the delineation of the GTV, which 
if arises, can lead to a systematic error during the treatment process, and consequently failure 
in tumour local control and worsened toxicity profile. 
Although manual segmentation of target volumes is being used as the “gold-standard” 
approach to volume definition in the clinical setting, there are many limitations associated with 
this. Although clinicians are good at recognising tumours on imaging, identifying the tumour 
boundary is more of a challenge. Clinicians tend to overestimate the boundaries of the lesion 
to ensure that the entire tumour is identified (15). Human error and mis-identification of 
involved tumour and lymph nodes can also result in missed targets, which can potentially be 




There is substantial evidence that there is significant inter- and intra-observer variability for 
both target volumes and OARs definition across many body sites (16, 17). A review has 
identified that the widest inter-observer variation of GTV delineation was observed in lung, 
oesophagus, and head and neck cancers, wherein the size of the largest defined GTV was more 
than eight times the size of the smallest (18). It has also been reported that a major change was 
recommended in up to 23% of contours evaluated in radiotherapy planning for primary lung 
cancer using SBRT, and quality assurance (QA) of target volume delineation is warranted to 
ensure consistency and quality in treatment planning (19). 
In order to achieve high target conformity with IMRT, there is often a high gradient fall-off of 
the dose at the boundary of the target volume. The advent of IGRT has also led to a move 
towards reducing the PTV margins in the identification and correction of inter-fractional and 
patient set-up errors (20, 21). These advances make tumour definition even more critical, as a 
geographical miss of the target can lead to an inhomogeneous dose being delivered, which can 
result in a loss of tumour control.  
Thus, a number of different approaches has been adopted in the clinical setting to improve the 
consistency of tumour delineation. For example, educational resources have been developed to 
provide training to oncologists in volume definition, which includes outlining workshops 
across a range of body sites (22, 23). Additionally, a range of outlining atlases has been 
published by expert groups setting out the consensus guidance for both target and OAR 
delineation (24-36), aimed at helping to improve the consensus of volume definition between 
clinicians.  The use of multi-modality imaging such as positron emission tomography (PET) 
and magnetic resonance imaging (MRI) scans can also improve the identification and 
delineation of targets (37, 38). In spite of these interventions, inter-observer outlining variation 
still exists. For example, although the integration of PET information to planning CT has been 
shown to reduce variability in non-small cell lung cancer (NSCLC) contouring, persistent 
variation was felt to have been attributed to differences in clinician judgement (39). Likewise, 
Senan et al reported significant differences in the size of GTV delineation of NSCLC in spite 
of the use of a standardised outlining protocol (40). Vorwerk et al also found large inter-
observer delineation variability of GTV even with detailed outlining instructions (41). 
It is recognised that peer-review of treatment plans by at least another colleague, such as a 
clinical oncologist or radiologist, can help with detecting inaccuracies in volume delineation 
(42, 43) and decrease outlining variation in practice (44-46). Recently, a working party through 
the Royal College of Radiologists (RCR) Clinical Oncology Professional Support and 
Standards Board has developed recommendations on the implementation of target volume 
delineation peer review in the UK (47), where the content, structure as well as the benefits of 
peer review in minimising errors in volume delineation have been described. Because of these 
reasons, some departments have introduced radiotherapy quality assurance meetings in the 
clinical setting with an aim of detecting and correcting treatment plans prior to treatment 
delivery. 
1.4 Radiotherapy trial quality assurance 
As such, radiotherapy errors which include target delineation inaccuracies makes quality 
control and QA of the radiotherapy process an integral component in both day-to-day clinical 
practice and within radiotherapy trials. It has been reported that even in the setting of clinical 
trials with rigorous trial set ups, there exists a significant number of radiotherapy delivery 
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variations from the trial protocol (48-53). Poor radiotherapy compliance to a trial protocol has 
been reported to be associated with adverse clinical outcome. For example, deviations from the 
trial protocol have been shown to result in an increase in normal tissue toxicity and poorer 
overall survival in pancreatic cancer (51, 52). Similarly, in head and neck cancer, major 
radiotherapy protocol deviations are associated with a reduction in both overall survival and 
loco-regional control (49, 50). In addition to deviations in the planning parameters, these 
studies have reported non-compliance in volume delineation to the recommended practice. 
Thus, implementation of the QA process is vital in the setting of a trial not only to ensure that 
treatment complies with nationally accepted standards, but to ensure adherence to the trial 
protocol and minimise variations across different recruiting sites. This means that clinical trial 
outcomes truly reflect differences in the randomised intervention schedules of the trial rather 
than departures from the protocol. 
The National Radiotherapy Trials Quality Assurance Group (RTTQA) has established different 
QA programmes tailored to the complexity, requirements and treatment delivery used in 
individual trials. It has been demonstrated that trials where such a credentialing process have 
been adopted are associated with low major deviation rates from the trial protocol (54). 
Typically, the credentialing programme consists of a number of different modules, one of 
which is an outlining assessment. Depending on the needs of a particular trial, both pre-accrual 
contouring exercises and real-time contouring reviews may be carried out. Pre-accrual 
contouring exercises come in two forms, a) benchmark case(s), comprising of a standard 
outlining case(s) undertaken by all relevant investigators in the trial. A set of consensus 
volumes is typically pre-defined by experts, usually from the trial management group (TMG), 
to serve as a comparison to the investigator outlines. b) Dummy-run(s), where relevant 
investigators submit clinical cases from their centres that have been treated according to the 
trial protocol. Real-time contouring reviews may be performed either prospectively before 
radiotherapy treatment planning and delivery of the recruited patient, or retrospectively after 
the patient has been treated but prior to the recruitment of the subsequent patient. Feedback is 
then provided to the institutions to recommend modification of the contours, should they be 
non-compliant.  
Contouring assessment performed both in the pre-accrual and real-time settings are currently 
performed manually on a slice-by-slice basis, which is labour intensive and time consuming. 
This can impact review of benchmark cases, which must be performed in a timely fashion to 
avoid any delays to opening of new centres to a trial. More particularly, there can be immense 
time pressure for the assessments to be carried out within a relatively short timeframe for 
prospective case reviews (e.g. 48 – 72 hours), stipulated to minimise treatment initiation delays 
by the case review process. Where there is a need for an error to be rectified, re-submission of 
the case is usually requested, necessitating another review prior to approval, which thereby 
compounds this problem. To ensure that the reviews are performed promptly, most trials enlist 
more than one clinician as an assessor for this process.  
1.5 The challenge of real time assessment of contouring 
Unlike the pre-accrual contouring benchmark cases, the lack of a reference volume can make 
real-time assessments a more difficult process. In addition to taking up more time, the real-
time review process is more subjective and assessor dependent due to the absence of a 
consensus opinion tailored to the specific case. Consequently, differences in feedback may 
arise from multiple reviewers if they are not working in tandem. Numerical evaluation through 
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conformity indices requiring at least a comparator volume also cannot be performed. These 
issues also apply to pre-accrual dummy-runs, where hold ups to assessments can potentially 
affect patient recruitment to a trial. 
For these reasons, there is a need to improve on the current trial outlining review workflow, in 
regard to increasing the efficiency and decreasing the subjectivity of the process. 
1.6 Lung cancer as tumour site focus for this study 
The issues set out in the above sections are encountered across many tumour sites as they are 
generic to radiotherapy treatments and QA processes. However, rather than to explore a range 
of different body sites, primarily due to the image processing challenges that would be faced 
in this project, it was felt that the focus of this study should be narrowed down to a particular 
tumour site. 
Lung cancer was selected as the main subject of study for a number of reasons. Firstly, there is 
a very high prevalence and incidence of lung cancers, being the third most common cancer in 
the UK (55) and the most common cancer worldwide (56). Moreover, a high proportion of lung 
cancer patients receive radiotherapy with either a curative or palliative intent as part of their 
primary cancer treatment, with rates of 42% and 28% for small cell lung cancer (SCLC) and 
NSCLC respectively in 2013 – 2014 (57). As the main focus of this work is based on the 
assessment of tumours on their imaging appearance, the presence of macroscopic lesions (i.e. 
GTV) is imperative, which would not apply in tumour sites where adjuvant radiotherapy is 
commonly given in the post-operative setting, such as in breast cancer. Similarly, for sites such 
as the prostate, the GTV is not typically defined in current practice. Instead, the CTV 
comprising of at least the whole prostate is outlined, where the segmentation is organ-based. 
Additionally, there has been a steady number of lung cancer radiotherapy trials in the National 
Cancer Research Institute (NCRI) portfolio that can potentially benefit from this work, an 
example of which is ADSCaN, where different dose-escalated accelerated radiotherapy 
treatment schedules in NSCLC is explored (58). Significant variation in lung cancer delineation 
has also been reported, necessitating review and quality assessment to ensure inaccuracies are 
kept to a minimum (18, 19).  
1.7 Cross-sectional anatomy in the context of lung cancer 
The thorax consists a variety of tissue types (e.g. lung parenchyma, chest wall (bone and 
musculature) and the mediastinum comprising of vessels, trachea, oesophagus and mediastinal 
fat), where differences in the radiodensity allows the anatomy to be well visualised on CT 
imaging. There are a number of resources detailing the anatomy of the chest on cross-sectional 




Figure 1.2. Anatomy of cross-sectional imaging of the thorax in at the level of the a) aortic arch, b) 






In the context of lung cancer, the primary tumour can differ greatly in size and location, which 
together with the extent of nodal involvement, is associated with different prognosis. The 
eighth edition of the tumour, node and metastasis (TNM) classification for lung cancer 
describes the different stages of lung cancer in relation to its spread within and outside of the 
thorax in association with outcome (60). By size criteria, the primary disease is classified into 
T1, T2, T3 and T4 tumours for sizes ≤ 3cm, between 3 and 5cm, between 5 and 7cm, and ≥ 
7cm respectively. T staging is also determined by tumour location and other additional features. 
For instance, T1 disease is surrounded by lung parenchyma or the visceral pleura, with no 
involvement of the main bronchus, whereas tumours are classified as T2 if there is involvement 
of the main bronchus (without carina involvement), visceral pleura invasion or atelectasis/ post 
obstructive pneumonitis extending to the hilum. Tumours are classified as T3 if there is direct 
invasion of the chest wall (includes parietal pleura and superior sulcus), parietal pericardium 
or phrenic nerve, or if there are separate tumours in the same lobe. T4 tumours consist of 
disease with invasion of the heart/ great vessels/ diaphragm/ mediastinum/ trachea/ carina/ 
oesophagus/ recurrent laryngeal nerve/ vertebral body, or if there are separate tumours in 
different lobe of the same lung. Nodal classification follows similar principles, where the 
presence of ipsilateral peribronchial and/or hilar nodes and intrapulmonary nodes is classified 
as N1 disease; N2 disease consists of the presence of ipsilateral mediastinal and/or subcarinal 
nodes, and N3 disease involves contralateral mediastinal and/or hilar nodes or the involvement 
of scalene/ supraclavicular nodes. 
The heterogeneity in presentation of lung cancers can make automated segmentation processes 
more difficult. Nonetheless, differences in the radiodensity between tumour and their 
surrounding tissue types can be exploited for this purpose, although this can be challenging 




This project addresses the hypothesis that computational segmentation techniques, with a given 
prior, can be used to develop an image-based tumour delineation process. The computer-
generated contours can then be used as a reference volume for outlining assessment as part of 
the radiotherapy trials QA review. Ultimately this will allow better accuracy of tumour volume 
definition, improve radiotherapy dose delivery to the target, and reduce dose to adjacent normal 
tissues. 
In the trial setting, this can help particularly for real time reviews and pre-accrual dummy-runs, 
both of which lack a gold-standard reference volume that is required for objective assessments 
to be performed. Additionally, by reducing the need for clinician input and speeding up the 
contour evaluation process, timely feedback on the submitted volumes can be provided to the 
treating clinician and avoid delays to patient treatment. 
Overview of project 
This thesis focuses on the exploration of the segmentation techniques that can be used to 
develop an automated image-based method for generating reference delineations, where 
outlining assessments can be performed without a need for expert-generated reference 
contours. 
The novelty of this project is in the use of the clinician submitted outlines as a prior for image 
segmentation in generating a reference contour, which can then be used to serve as a 
comparator to the former to evaluate the manual outlines. For the development and training of 
the algorithm, anonymised image datasets collected from multi-centre trials will be used, to 
better reflect the heterogeneity of data seen in practice. This also allows testing of the rigour of 
the system in its ability to handle images and contours from a wide range of datasets obtained 
from different CT scanners and planning systems. 
Building on the existing evidence in the literature on image analysis and segmentation 
techniques that is promising, lung cancer segmentation is explored in this project. 
The rest of this chapter provides the fundamentals and related work to this study, which 
includes the literature review on various segmentation techniques. Additionally, the application 
of segmentation algorithms to lung tumours and lymph nodes is discussed in more detail. A 





1.8 General principles of image segmentation techniques 
There is great interest in the use of computer-based approaches for evaluation of medical 
imaging across the facets in a clinical pathway, with increasing confidence in computers 
generally outperforming humans in areas requiring quantification of information derived from 
imaging (61, 62). One of the main domains of computer vision is image segmentation, which 
has been applied extensively across numerous non-medical fields (e.g. facial/fingerprint 
detection and recognition, video surveillance), and has been widely explored in various aspects 
of medical imaging. 
The aims of image segmentation in the medical setting is to identify and subdivide an image 
into a number of regions with uniformly homogenous features that distinguishes one region 
from the next. Depending on the objective of the segmentation, this may be an organ, a 
particular tissue type, or a lesion within an organ. Segmentation plays a crucial role in image 
analysis especially in the exploration of (fully or partially) automatic workflows, such as in 
computer-aided diagnosis (CAD) systems (63), treatment planning (64), as well as in the 
emerging field of radiomics, where images are converted to minable data through the extraction 
of quantitative imaging features (65, 66). These processes should not only be accurate, but also 
efficient. 
However, automated segmentation of digital images remains one of the most difficult tasks in 
digital image processing. Some of the factors that limit the accuracy of segmentation include 
the inhomogeneity of intensity, partial volume effect, image noise and artifacts, and boundary 
insufficiencies (e.g. ‘missing’ edges and/or lack of contrast between regions of interest (ROIs)) 
which are common in medical images. Nonetheless, various methods of computer-aided 
segmentation have been applied in a range of settings, in an attempt to improve their efficiency, 
accuracy and applicability. 
The principles behind a range of different image segmentation techniques is described below.  
1.8.1 Intensity thresholding 
Thresholding is a simple concept where a particular -scale value (i.e. threshold) is chosen, and 
pixels of the image with values higher than the threshold are assigned to one region, whilst 
those that are below the threshold are assigned into another region. This creates a binary 
partitioning from an intensity image (see figure 1.3). The fundamental issue which affects the 
efficacy of this technique lies in the definition of the optimal -scale value (i.e. threshold) used 
for segmentation. Selection of the optimum threshold can be executed either globally, where 
the thresholding relies solely on the characteristics of the individual pixel, or locally, where 





Figure 1.3. Histogram showing three apparent classes where dotted lines represent identification of 
threshold between the three classes (figure reproduced from (67)). 
In the simplest form, global thresholding can be achieved by selecting a single threshold 
manually which requires a priori knowledge about the image, usually evaluated from training 
data.  A way of performing this automatically is through plotting a histogram, fitting a 
polynomial function to it and selecting the threshold at the minimum turning point of the curve 
(68). A well-known automatic approach to performing thresholding on a global scale is Otsu’s 
method, which splits the image pixels into classes where there is minimal intra-class variance 
(i.e. maximal inter-class variance) with the tightest clustering of the pixels of the groups (69). 
There are many other approaches for threshold selection, which include Kapur’s entropy-based 
method, and Ramesh’s shape-based method (70-72). Although these approaches have been 
traditionally used to partition an image into two classes, further algorithms have been 
developed to extend this to multi-level thresholding (73-75). 
In addition to global threshold approaches, methods for local thresholding have been developed 
(76). Adaptive thresholding is a means of application of a local threshold in an automatic 
fashion, where variation in the background -scale intensity is taken into account to partition the 
object through the comparison of neighbouring pixels (77). This is commonly applied in the 
presence of uneven background intensities across an image. 
The implementation of thresholding techniques can be straight forward, and it often gives a 
good approximation of the segmentation. Thus, it has been used in many studies as one of the 
pre-processing steps in image segmentation (78).  Because of the impact of noise and artifacts 
in complex images which can limit its accuracy, thresholding is rarely used as a sole 
segmentation approach but more commonly in combination with other techniques. 
1.8.2 Edge-based segmentation 
Edge-based methods are classical tools in image segmentation, where object boundaries are 
detected and used to separate an image into different entities. These methods are based on 
locating an edge, which serves as a local image feature, defined as the border between two 
discrete regions demarcating them into two separate regions. In the identification of an edge, 
in addition to finding where the abrupt change in grey-level intensity between the two regions 
lies, the derived boundary should split the two regions into zones with distinctly different 
properties. Boundary finding algorithms work by detecting the non-homogeneity at an edge 
through the use of discontinuity measures. 
Edge detection can be generally divided into two categories; edge detection techniques based 
on first derivative operators, and approaches based on derivatives of higher order. 
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Gradient-based edge detection techniques use first derivative operators on an image to calculate 
the gradient change between the original pixel values and locates an edge by evaluating the 
maximum and minimum values of the first derivative image. These include Prewitt (79), Sobel 
(80) and Roberts cross operators (81) as filters for edge detection. Canny edge detection is a 
multi-step approach where a Gaussian filter is used to smooth the image prior to constructing 
the first order gradient intensity map, which is subsequently thinned (82). To remove spurious 
boundaries, hysteresis thresholding is applied to each of the marked pixel (upper threshold) 
and its neighbouring edge pixel (lower threshold) to determine if it should be included as part 
of the edge. 
Laplacian-based edge detection works on a similar approach, though instead of using the first 
derivative values to detect the edge, it uses the second derivative that is performed on the first 
order derivative (83). In place of detecting the maxima of the gradient magnitude, optimal 
edges are detected where the second derivative is zero. As the zeros rarely fall exactly on a 
pixel, zero crossings are isolated in places where one pixel is positive and a neighbour is 
negative. This does however, tend to produce thicker edges. 
 
Figure 1.4. Illustration of edge detection by first and second derivative operations for two images (figure 
reproduced from (84)). 
A number of surveys have been performed to compare the various approaches to edge-based 
detection, and described the advantages and disadvantages seen in the application of the 
different approaches (85-90). Edge-based approaches generally perform very well in localising 
boundaries with high contrast. However, the problem with edge detection is that the detected 
boundaries often do not enclose the object of interest completely, and commonly requires a 
post-processing step to link the edges identified to create a single boundary contour. This 
occurs where the boundary between regions is ill-defined, or where an uncertain boundary 
exists, leading to true edges being missed, and discontinuities in the resultant segmentation. 
Also, these algorithms tend to be affected by noise, which can cause errors in identifying of an 
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edge. Conventional edge-based methods that detect changes in grey level rather than absolute 
value may also be less sensitive to changes in image contrast. Because of these issues, edge-
based approaches are often combined with other techniques in medical image segmentation 
(91-93). 
1.8.3 Region-based segmentation 
Region-based approaches are based on the identification of homogenous regions i.e. 
similarities of pixel properties. This can be performed in two main ways, region growing and 
region splitting. 
Region growing is a very popular technique that locates a region of the image by grouping 
pixels of similar attributes together iteratively. From a particular seed point where the algorithm 
is initiated, adjacent pixels are recruited into the region, until a set of pre-defined criteria is met 
(94, 95). The converse can also be adopted i.e. region-splitting, whereby a region that has 
already been segmented can then be subdivided to segregate the ROI into regions with 
homogenous pixels. Split and merge methods use a combination of splitting and growing 
algorithms in the segmentation of images (96). 
One advantage of region-based approaches is that they tend to be less affected by noise as 
compared to edge-based methods. However, they have an inclination to leak into neighbouring 
regions, resulting in the inclusion regions with similar intensity values. 
If a region is homogenous with high contrast compared to the adjacent region from which it is 
to be portioned from, the detection of the region boundary is a simpler task, where one would 
expect similar results from either edge or region-based approach. In reality, most images are 
complex and do not fall into this category, requiring a combination approach to segmentation. 
To overcome the issue of segments overgrowing into the surrounding regions, region-growing 
methods typically incorporate some edge-based information in the form of a discontinuity 
measure(s) as a criterion for the segmentation to stop growing. 
There are many different region-growing algorithms that have been developed (94, 95, 97, 98), 
some of which have been incorporated into software products. Region-growing techniques 
have been used on a variety of body sites including breast (99, 100), kidney (101, 102), liver 
(103-105), and lung (106, 107). OncoTREAT is an example of an interactive segmentation 
system that uses both region growing and mathematical morphology for semi-automated 
delineation (108). 
1.8.4 Edge and region-based hybrid approach (Watershed segmentation) 
A popular hybrid approach which uses a region-based technique in addition to gradient 
information is the watershed algorithm. The watershed approach is based on the topographic 
concept, whereby regions can be divided by watershed lines at higher elevations, into 
catchment basins. In topography, a drop of water on one side of the watershed line would flow 
down into a catchment basin or local minima, with another drop on the other side of the line 
into an adjacent basin. This concept is easily translatable to image processing, where elevation 
can be represented by the greyscale levels of each pixel. 
Watershed algorithms in image processing have been around for many years, originally 
described in 1979 (109). Although some of the earliest work is either inefficient or inaccurate, 
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there has since been numerous watershed transforms developed. The basis of the algorithms is 
to locate the zone of influence (or catchment basin) of a component within the image, and the 
boundary of all zones of influence (or watershed lines). In digital images, regions can be 
partitioned based on the local maximum and minimums of the pixel scale values (see figure 
1.5).  
 
Figure 1.5. Scale profile of image data shown in black lines, with watershed segmentation whereby the 
local maximum pixel scale values define the watershed lines (denoted by red lines), and local minimum 
pixel scale values define the catchment basins (denoted by blue stars) (modified diagram based on figure 
from (110)). 
The popularity of watershed segmentation can be attributed to it being computationally fast 
and its relatively simple and intuitive methodology. Moreover, it has the ability to produce 
complete partitioning of regions, resulting in no further post-processing to join unlinked 
contours. The main disadvantage to this approach is in its tendency to result in 
oversegmentation (see chapter 3 section 3.2), as well as sensitivity to noise. 
1.8.5 Model-based segmentation 
Another technique that has been employed in medical image segmentation is through 
deformable or active contour models, which can be thought of as curves evolving within the 
image to fit the contour of the object boundary, such that it separates foreground from 
background regions. They work through the use of either surfaces or closed parabolic curves 
that deform under the influence of internal and external forces, that can vary according to the 
shape and geometry of the ROI. This is usually performed after the curve/surface has been 
positioned near the desired boundary of the object, which then undergoes a series of iterative 
processes that allows the deformation of the surface to fit the boundary of the ROI (90, 111).  
Depending on the technique used to track the moving contour, active contour models can be 
classified into parametric or geometric-based algorithms. Parametric deformable models work 
by tracking the evolution of the parabolic curve through sampled contour points and solving 
for the parametric equation determined by the energy functions. The classical active contour 
model, known as Snakes, was proposed by Kass et al (112), where a contour is attracted to 
edges of objects in an image by using the idea of energy minimisation. This is based on a spline 
or curve which is guided by the constraint forces that is also influenced by the image forces. 
The information within the image can alter the evolution of the spline and cause it to be pulled 
or pushed towards image features. This means that the evolution of the contour is a dynamic 
process, which continuously deforms itself from its starting point to conforming to the nearest 













The principles of parametric active contour models are as follows. Simplistically, propagation 
of the model is determined by three different forces, external, internal as well as image. The 
weights of each of these forces can be adjusted to create a range of snake behaviour. 
External constraint forces are responsible for placement of the spline near the desired local 
minimum. This allows information in the form of higher level interpretation to be taken into 
account in the deformation of the spline, and can be, for example, in the form of a user input. 
Internal constraint forces govern the regularity of the contour, through geometric properties 
such as curvature, area or length. With this, the elasticity and rigidity of the spline can be 
adjusted, thereby allowing control over the smoothness of the resultant contour.  
There is a range of different image forces based on the image information that can be used in 
the energy function. An example is the use of the image intensity itself, where the weight of 
the function determines whether the contour is pushed towards lines of high or low intensity 
values. Another example is the use of edge information, where the function can be set up to 
attract the spline to the location of large image gradients. Because of the energy function of the 
spline, where it is attracted to the object boundary, neighbouring parts of the curve would also 
follow, towards a possible continuation of the feature in question. This effect can also be 
achieved in part by the smoothing effect of the edge- or line-energy function. 
The energy of the spline is controlled by the different weights associated with the functions 
defining the external, internal and image forces, that ultimately determines the location of the 
curve. The goal of the algorithm is to achieve the state of equilibrium under the push and pull 
of the various forces at the structure boundary. Adjustment of the weights of the forces thereby 
exerts different amount of bendiness on the contour and controls the flexibility of the spline. 
Typically, a termination function is also usually defined, which stops the evolution of the spline 
once the equilibrium is attained.  
In addition to the adaptations of the classical active contour algorithm aimed at improving its 
performance in the setting of noisy images and being less dependent on the location of the 
initial curve (113-115), statistical methods have been incorporated and applied in conjunction 
with the active contour approach, such as in active shape models (ASM) (116) and active 
appearance models (AAM) (117, 118). In ASM, training data is used to build a statistical 
boundary shape model of the object of interest, consisting of a mean and the permissible 
variations pertaining to the shape of the object. After locating to the approximate position of 
the new image to be segmented, the model is then adjusted to fit to the edge information of the 
new image. The way in which AAM works is very similar to ASM, which incorporates 
additional texture information (in the form of mean and permissible range of pixel intensities) 
across the object to the shape information, which is used in building and fitting the model.  
In tracking the contour points explicitly as with the parametric approach, there are situations in 
which the method would not work, such as at a sharp propagating front where ‘corners’ may 
be in an unknown state, or in regions of topological changes (e.g. peaks and troughs) where 
splitting or merging of contours cannot be performed. To better handle these issues during the 
curve evolution, another technique has been developed which utilises the level set approach 
(119, 120), of which geometric deformable models are based on. Instead of tracking the contour 
points explicitly within a curve, for the level set method, a surface is tracked in place of a front, 
with the front defined at the points in which the height of the surface is zero. In other words, 
the contour is transformed into a higher dimension level set function, where the contour is 
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represented as its zero-level set. The main advantage to this approach is in its ability to handle 
the topological changes and geometric properties, thereby allowing splitting and merging of 
the implicit contour. 
Segmentation of medical images have been performed with Malladi’s speed model which uses 
a level set technique, where the evolution of the curve is inverse to the presence of gradient 
magnitude in the image (121, 122). Further modifications to the algorithm with less dependence 
on gradient information have been developed by other groups to overcome the leakage problem 
seen with Malladi’s approach, which affected noisy and blurred images (123, 124). The 
geodesic active contour derives the energy function (similar to the parametric approach) which 
is then embedded into the level set equation, the solution to which corresponds to the minimal 
distance curve in the image (125). 
Unlike edge-based methods, model-based segmentation allows the curve for the object 
boundary to be retained as a closed polygon, and the nature of the algorithms ensures that 
spurious edges can be avoided and is therefore less sensitive to image noise. These methods 
have been used in a number of autosegmentation studies on MRIs and CT scans across sites 
such as the brain, lung and liver (126-130). ITK-SNAP is an example of a software application 
that utilises active contour methods for its semi-automatic segmentation tool (126). 
1.8.6 Graph-cut approach 
Image segmentation using graph-cuts has been a popular choice for many years in computer 
vision, which is based on using maximum-flow/minimum-cut algorithms to minimize certain 
energy functions and to partition a graph into disjoint sets. 
In graph theory, a graph is a structure consisting of a number of objects (vertices or nodes), in 
which some of the objects are related to another, where each of the related pairs is known as 
an edge. There are two main graphical models, Bayesian networks (also known as directed 
graphical models), where there is an orientation to the relationship/edge between the nodes, 
and Markov random fields (also called undirected graphical models), where there is no 
directional significance between the nodes. Within an image, the nodes are made up of the 
image elements, which can be in the form of individual pixels or regions. Each edge has a 
corresponding weight that specifies the quantity based on the property between the two nodes 
connected by the edge.  
A graph normally also contains some special nodes, called terminals, which correspond to the 
set of labels that can be assigned to pixels in an image. Figure 1.6 illustrates a 3 x 3-pixel image 
in the presence of two terminals, known as the source, s, and the sink, t. The edges connecting 
neighbourhood pixels are known as n-links, where a penalty can be given for any discontinuity 
between the pixels. The edges connecting the terminals to the pixels are known as t-links, where 
similarly, a penalty can be given in the assignment of one pixel to one of the labels and not the 










Figure 1.6. Example of a directed weighted graph of a 3 x 3 image, with each pixel represented by grey 
nodes, and edges represented by yellow (n-links) and red (t-links) arrows (figure reproduced from 
(131)). In the image, s and t denote the location of the source and sink respectively, with the green line 
representing the segmentation results. 
Simplistically, the algorithm requires input with two user-defined seed points (or groups), 
which determines the samples of the foreground object (corresponding to the source) and the 
background (corresponding to the sink) in the image.  
For image segmentation, the image is viewed as a graph where the pixels are associated with 
nodes and the edges are weighted to reflect image gradients. Partitioning to create mutually 
exclusive regions between the foreground and background (i.e. the two pre-defined seed points) 
can be performed with divisions known as cuts, where cuts are associated with an energy. 
Maximum-flow/minimum-cut is one of the ways of minimising the energy function to achieve 
this, as initially demonstrated by Greig et al in the setting of binary images (132), where the 
labelling resulting from a minimum cost cut would correspond to the minimum value of the 
energy, when edge weights are appropriately set based on parameters of an energy. Because of 
the way in which graph-cut algorithms are solved (i.e. through minimising the objective 
function), this approach is generally considered as an energy-based/ model-based technique. 
Unlike the classical active contour approach that utilises boundary information and thus is very 
sensitive to the initialisation curve, the energy function in graph-cuts is constructed based both 
on regional and boundary information, allowing the globally optimal result to be achieved. 
Additionally, some graph-cut algorithms also incorporate clustering methods for pixel 






Since then, there has been extensive progress to further improve algorithms in the application 
and processing of cost functions for different graph-cut models (134-148).  There has also been 
development of software products that perform segmentation based on graph-cut algorithms. 
Examples of these include non-medical applications such as Graph-cut Textures (149) and 
Photomontage (150), programmes where there has been some use in the medical field such as 
GrabCut (151) and GridCut (131, 152, 153), and others designed specifically for medical image 
segmentation, for instance Sim Cut (154).  
1.8.7 Atlas-based segmentation 
This approach differs from the techniques described above, in that it requires the prerequisite 
of pre-defined atlases or templates of the anatomy as a reference framework which is used to 
segment new images. Therefore, atlas-based approaches can be considered as supervised 
algorithms, requiring labelled training image data which are processed, warped and 
transformed onto the new image. The basis of these algorithms is the use of registration 
techniques in order to align the atlas image(s) to the new image, prior to propagation of the 
volumes. 
A review on the types of atlas-based segmentation has been published recently (155). Most 
state-of-the-art algorithms use a multi-atlas approach, which classically involves a search of (a 
proportion of) atlases in the library to find the one with the best match to the new image. This 
is performed through a registration process, of which many different deformable methods have 
been explored. The labelling of the new image can be based on a single atlas, or on multiple 
atlases through a voting scheme (majority, or weighted voting, which takes the intensity values 
of the new image into account). Post-processing to further refine the segmentation can also be 
carried out.    
In radiotherapy planning, the vast majority of atlas-based segmentation has been applied in the 
auto-segmentation of normal tissues and OARs (156-160) or CTV delineation determined by 
organ/ anatomical boundaries (161, 162), rather than on tumour segmentation (163, 164). This 
is due to the inherent nature of most atlas-based algorithms which are based on registration, 
matching and labelling processes that maintains the contextual information from the original 
atlas(es). Thus, due to the heterogeneity of tumour location, size and shape, they generally do 
not subscribe to the classical atlas-based scheme. 
1.8.8 Classification and clustering 
A different approach to image segmentation is through clustering techniques, which is also 
popular in the medical domain. These methods work by partitioning the data of particular points 
within an image into a number of sections. These can be broadly classified into supervised 
classification and unsupervised clustering algorithms. 
1.8.8.1 Supervised 
A review by Kotsiantis et al summarises various supervised classification techniques (165). 
Supervised algorithms work on the premise that information from trained data points with pre-
defined class labels are used to classify new data points into the relevant classes. The statistics 
of the structures of interest in the training dataset is extracted in the first instance, from which 
the functions of the classification system are derived. These are then applied to the new data 
points on which the classification, and thereby segmentation, is performed. Examples of such 
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techniques include statistical methods (e.g. discriminant analysis (166)) and machine learning 
algorithms such as k-nearest neighbour (k-NN) classifiers (167), random forests (168), support 
vector machines (SVM) (169) and supervised artificial neural networks (ANN) (170). 
Classification of data points through discriminant analysis involves deriving a mixture model 
to describe the data and finding the best separator of the data into their respective classes. This 
uses maximum likelihood estimation where the parameter values that best describe the models 
in their respective classes are estimated, which are then applied to the new data points for 
classification. This form of classification tends to work well for data with a Gaussian 
distribution. However, with a non-normal distribution, the results may be unsatisfactory.  
On the other hand, in k-NN classification, no assumptions about the underlying distributions 
of the data are made. In brief, the k-NN algorithms work by assigning the most frequent 
appearing class label in the selected group of trained data points to the data point in question. 
Optimisation of the classification is performed through selection of the size of the group of 
data points (neighbour size). The training phase for k-NN algorithms is minimal and thus fast. 
Performance of the classifier generally improves with larger sample sizes. The computational 
cost of k-NN classifier is in the testing phase, both in terms of speed and memory use. 
Depending on the selected neighbour size, classification accuracy may also be affected in the 
presence of imbalanced datasets. 
Like k-NN algorithms, SVMs are non-parametric classifiers. They work by identifying the 
hyperplane(s) that best discriminates between the classes of the training samples, where the 
selection of the hyperplane(s) is such that the distance between the given classes are 
maximised. New data is then classified based on the defined hyperplanes. One of the main 
advantages of SVMs is in the use of functions (kernel trick) to map to higher dimensional data 
without the need of transforming individual data points to obtain the decision boundary 
between the classes, thereby reducing the computational needs. This is helpful for non-linearly 
separable data that can be segregated into the respective classes in higher dimensional space. 
Random decision forests are also non-parametric classifiers, which are made up of multiple 
decision trees, each of which work on a rule-based system to classify a variable with its 
respective class label. The set of rules within the trees are computed during training of the 
model corresponding to the predictor variables and class labels of samples from the training 
dataset. During the testing phase with new data, all the output from the terminal nodes are then 
considered through a weighted average or voting scheme to determine the class label. Random 
forests are generally fast to compute and tend to be less affected in the presence of data 
imbalance, although they tend to over-fit with noisy datasets. 
ANNs operate via computation through a series of nodes, similar to neurons in a human brain. 
Each of the nodes are associated with a probabilistic behaviour, and a grid of these nodes act 
as a bridge between the input and output layer of nodes. The whole complex is trained using 
the training data where information is fed to the input layer of nodes, which is then transmitted 
through the whole complex of nodes, until the desired output is obtained in the output layer. 
This process is performed repeatedly and automatically by the ANN where the weights of the 
nodes are altered in order to change the bias in which the information is passed through the 
complex (backpropagation), to fit the input to the output as determined by the training samples, 
i.e. the system learns and updates itself as training data is processed. Testing data is then passed 
through the trained complex in order to make classification predictions. To optimise ANNs, 
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the number of nodes within the network can be selected, where a greater number would increase 
the complexity of the network. Other variations of neural network-based algorithms include 
deep neural networks, where there are multiple (hidden) layers of nodes as compared to 
ordinary ANNs. Convolutional neural networks (CNNs) are similar to ordinary ANNs but 
instead of connecting all the nodes from one layer to a single node in the next, only a proportion 
of nodes is connected (i.e. convolving with a filter). The new feature maps are generated as a 
result of each neuron being connected only to a subset of the input image (i.e. local 
connectivity), and the computational efficiency is typically improved through pooling within 
each feature map generated. 
One of the main advantages that ANNs offer is its ability to detect complex non-linear 
relationships between the input and output variables, without requiring restrictive assumptions 
to be made about the data. However, as better predictions are made with more training data, 
ANNs tend to work poorly for smaller datasets. Additionally, optimisation of ANNs is difficult 
and is generally based on trial-and-error, which can take a long time to set up. Moreover, the 
processing of the data within ANNs is a ‘black-box’, and generally little information can be 
extracted as to how a prediction for a particular variable is made. 
1.8.8.2 Unsupervised 
Clustering methods involve segregation of the image pixel values into groups closer to the 
respective means of the distributions (171). They have been applied to a number of medical 
image segmentation processes, although they are more commonly used as an initial step in the 
sequence of image processing rather than a sole approach (67, 71, 72, 172-174). This is due to 
their poor performance in the setting of image noise and artifacts. K-means clustering (175), 
where k represents the number of groups, is a common application that works by assigning 
each data point to one of the k groups based on feature similarity. This results in disjoint 
partitions. An extension to this is soft (fuzzy) clustering where a membership function is 
assigned to each cluster, such that data points can belong to more than one cluster (176). Fuzzy 
C means is an example of such an approach that combines K-means clustering with fuzzy 
theory (177), which has been used in the setting of medical image segmentation. Unsupervised 
neural networks have also been used to perform clustering tasks. 
1.8.9 Texture-based segmentation and texture analysis 
At the most basic level, the methods described above can be applied on the individual pixel 
values of an image, without consideration of neighbouring pixel values. Recently, there is great 
interest in analysing the relationships of pixels with their neighbours, in an attempt to extract 
more information from their spatial relationships. This forms the basis of texture descriptors 
that describe the appearance of regions within an image, akin to a surface being considered 
smooth, rough, fine or coarse. As such, any property that describes the appearance of a region 
can be considered as a texture feature. Laws identified that these properties are important in 
the evaluation of texture: uniformity, density, coarseness, roughness, regularity, linearity, 
directionality, direction, frequency and phase (178).  The texture of a tissue is based on the 
subtle patterns that differs between tissues, which can be used to partition one region from 
another forming the premise of texture segmentation. 
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The field of radiomics has vastly increased recently (65), with a growing number of studies 
investigating textural analysis (TA) in the clinical setting. The methods in which texture can 
be evaluated can be classified into four main groups. 
1.8.9.1 Statistical methods 
Statistical methods are commonly used to evaluate texture, which entail the quantitative 
analysis of the pixels with their neighbouring elements. In two-dimensional (2D) images, 
texture is related to the grey-level values of the pixels of the image in the plane of interest. 
There are different ways of evaluating the grey-level intensity in relation to their position (179). 
The spatial grey-level co-occurrence is a second-order statistic representing the frequency of 
specific grey-level values in the ROI. Haralick has proposed a number of useful features that 
can be computed from grey-level co-occurrence matrices that can be used for classification 
tasks (180). Autocorrelation features describes the amount of regularity and repetition that is 
present in a region, which allows differentiation of regions with peaks and troughs from those 
with a smooth texture. 
1.8.9.2 Geometrical methods 
Instead of analysing texture on a pixel-wise basis, this class of methods define larger texture 
elements on which TA is performed. One approach is to construct elements using Voronoi 
tessellation, where the image is partitioned into regions based on distance to points (181). After 
the computation of features within these regions, elements are then grouped together to result 
in segmentation based on edges. This method has been used for segmenting cellular 
histopathogical specimens rather than on imaging (182). Structural methods are not generally 
applicable in the medical setting as they work predominantly on very regular textures. 
1.8.9.3 Model-based methods 
These approaches include analysing the image in the form of Markov random field (MRF) 
models that assume each pixel intensity depends on the intensities of only the neighbouring 
pixels. With these relationships, the texture of the image can be modelled globally by 
specifying the total energy, or locally by specifying the local interactions of neighbouring 
pixels through conditional probabilities (181). Another method is through computation of the 
fractal dimension which indicates roughness as a texture property, which has been found to be 
useful for stratification of lung cancer aggressiveness as well as prognostication (183, 184). 
1.8.9.4 Signal-processing methods 
Human visual perception has been shown to involve the analysis of frequency variation (185). 
Thus, frequency analysis through Fourier filtering which breaks down an image into its 
frequency and orientation components have been used in texture analysis of images, and similar 
principles apply to wavelet analysis. Gabor filters have also been used, which are 2D 
transforms that model on the human cortical receptive field (186, 187). There are many uses 
for these filters in image processing including denoising, analysis, segmentation, and are 
heavily applied in pattern recognition processes such as iris, fingerprint and facial recognition 
(188). 
Texture descriptors as discussed above have been used as classification features to partition an 
image into regions of different texture qualities. Texture-based segmentation has been 
performed in the setting of head and neck cancer using PET-CT as well as in the brain (189-
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192). Not only has texture been used for segmentation of pathological lung tissue, they have 
also been applied to lung tumours (see sections 1.9.7 and chapter 6 introduction). 
 
1.8.10 Deep learning 
Compared to conventional techniques where expertise is required to design feature extractors 
that generate representative patterns which are then fed into a detector system, deep learning 
methods process unlabelled data in its raw form, allowing the machine to discover the patterns 
required for classification by itself (193). There have been breakthroughs across many fields 
with the use of these methods, including image recognition (194), speech recognition (195), 
and language translation (196). 
In brief, deep learning approaches are made up of multiple processing layers to learn data with 
information that is challenging to analyse. A typical architecture of such a network comprises 
of a CNN made up of stacks of convolutional layers where max pooling (maximum value from 
each cluster of neurons of the prior layer) is performed in order to decrease the computational 
demands. 
To enable the machine to self-generate its own features for use, a further unsupervised neural 
network is built into the architecture as an autoencoder within the CNN. Unlike supervised 
learning where there is the need for labelled data, output data is not required for unsupervised 
neural network algorithms. As such, these neural networks do not distinguish the input data 
into their respective classes when used on their own. Instead, they are capable of self-learning 
from the input data and can distil the input information into forms that can be better used for 
segregation purposes. In deep learning, unsupervised neural networks are incorporated in the 
early steps within the architecture of CNNs as autoencoders. Not only does this remove the 
need for feature extraction, autoencoders reduce the representation of the original image, and 
thus speed up the learning process of the CNN. 
A recent review of biomedical applications of deep learning algorithms has shown numerous 
applications in detection, classification and segmentation tasks (197). At present application of 
tumour segmentation using deep learning is predominantly within the brain (198-201), though 
it is being explored in other sites such as head and neck and liver cancers (202-204). 
1.9 Segmentation of lung lesions – CT segmentation techniques 
The segmentation techniques described above have been extensively applied in the thorax, both 
in terms of normal tissue segmentation e.g. the lung parenchyma, and nodule or tumour 
segmentation. This section focuses on the reported (semi-)automatic methods for the 
segmentation of lung lesions on CT imaging, which is summarised in table 1.1. Most of the 
studies have been performed in the diagnostic setting as part of the CAD process, aimed at the 
detection and analysis of pulmonary nodules. Fewer studies have been performed on larger 




Study Year Data Lesion type Segmentation 
approach 
Automation Description Performance 
Thresholding 
Iqbal et al 
(205) 








Fully Lung region extraction followed by variable multistep 
thresholding, with false positive reduction based on 
shape indices. 
Sensitivity 92% 
Jibi et al 
(206) 
2016 10 cases from LIDC 








Fully Lung region extraction followed by multistep 
thresholding, comprising of an intermediate 
thresholding step, and further filtering on 11 
morphological and intensity-based features based on 
thresholds. 
Qualitative and 




2008 40 nodules from 
phantom data; 12 







Fully Automated nodule detection through adaptive 
thresholding, with final segmentation from threshold 
based on gradient and shape information. 
Root mean squared 
error for phantom 
data 0.54; Mean 
volume difference 
13mm3 
Taşcı et al 
(208) 





Fully Otsu’s thresholding to segment lung fields, followed by 
morphological operations including alpha hull to 
segment juxtapleural nodules. Texture features 
extracted for classification. 
Train set: Area 
under curve (AUC) 
0.9679, accuracy 
95.88; 
Test set: AUC 
0.887, accuracy 
91.49 
Zhao et al 
(209, 210) 
1999 9 and 12 nodules for 





Thresholding Fully A multi-criterion means of selection of optimal 
threshold level, based on gradient strength and shape 
compactness associated with at each threshold. 
2D: No statistical 
difference to 
manual contours; 
3D: acceptable rate 
77.4% 
Mathematical morphology 
Fan et al 
(211) 
2002 Synthetic phantom 
(12 nodules); 2 
clinical cases (7 
nodules) 
Diameter 2 – 
10mm for 
phantom, 2.5 





of 3D template 
(intensity-
based) 
Fully Thresholding applied, then morphological operations to 
initialise 3D template, followed by propagation through 
cross correlation to ROI (based on intensity). 
Refinement through spatial reasoning. 
Interscan volume 
measurement 
deviation of 2.8% 
for phantom data 
and 8.1% for 
clinical cases 
Fetita et al 
(212) 
2003 300 nodules from 10 
clinical cases 
Diameter 2 – 
20mm; 
Morphological Fully Grey level morphological operations with selective 
marking and depth constrained connection cost. 
 
Sensitivity 85 – 







Kostis et al 
(213) 









Fully Fixed thresholding, connected component analysis 
followed by morphological processes (iterative 
morphological opening) for vascular subtraction and 
pleural surface removal. 
Acceptable rate 




Moltz et al 
(214) 







Region growing followed by sequential morphological 




Setio et al 
(215) 
2015 238 out of 888 cases 
from LIDC dataset 
Solid nodules 
only, sizes > 
10mm 
Region growing Fully Thresholding, connected component analysis and 
region growing. Classification based on intensity, 




et al (216) 
2012 20 cases from clinical 
dataset 
Stage Ib – IIIb Region growing User click for 
initiation 
Single click ensemble method of region growing from 
user seed point 
Overlap fraction 




et al (217) 
2013 20 cases from clinical 
dataset 




Grow cut application based on cellular automata for 
region growing 
Overlap fraction 
0.943 ± 0.044 for 
observer 
intersection 
Song et al 
(218) 
2016 850 lesions from 
LIDC database, 121 






Region growing Fully Extraction of lung parenchyma followed by application 
of toboggan algorithm to gradient image to generate 
seed points. Iterative region-growing with distance and 
growing-degree constraint applied, followed by 
boundary refinement based on geometry. 








Namin et al 
(219) 
2010 63 cases (134 
nodules) from LIDC 
dataset 
Diameter 2 – 
20mm 
Region growing Fully Adaptive thresholding and morphological operators for 
lung field extraction, followed by gaussian filtering, 
shape analysis and region growing 
Sensitivity 88%, 
10.3 false positives 
per CT scan 
Parveen et 
al (220) 
2013 11 clinical cases General Region growing Fully Lung field extraction through morphological processing 
followed by region growing for nodule segmentation 
Qualitative 
Gu et al 
(221) 
2013 15 out of 129 clinical 
cases 
Stage I and II 
NSCLC 
Region growing User defined 
seed initiation 
From a single user seed point, multiple seed points 
generated on which region growing technique is 
applied based on intensity mean, standard deviation, 
Mean Jaccard index 
0.7829 and 0.7772 
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shape and connection status. Voting strategy applied 
voxel-wise to determine inclusion class. 
for user 1 and 2 
respectively 
Kubota et al 
(222) 
2011 23 nodules from 
LIDC dataset 1; 82 
nodules from LIDC 
dataset 2; 820 nodules 





Region growing Fully Foreground and background separation with 
competition-diffusion filtering, followed by nodule 
core extraction based on Euclidean distance map. 
Region growing applied to seed points, followed by 
surface estimation and convex hull. 
Mean Jaccard 0.69 
± 0.18, 0.59 ± 0.19 
for LIDC datasets 1 
and 2 respectively. 
85% of diameter 
estimates within 
30% of manual 
measurement for 
clinical cases 
Diciotti et al 
(223) 





Test data: LIDC 
Juxtavascular; 
mean 









nodule marker  
Within candidate regions selected by user, semi-
automatic marker placement (local maxima of LoG 
filtered image) requiring user input to distinguish 
nodule from non-nodule, followed by region-growing 
(based on intensity values and geodesic disease). 
Acceptable rate 
86.3% and 83.3% 
for developmental 
and test data 
respectively 
(Juxtavascular 




2006 Phantom data for 
development; 105 







Fully Region growing applied from fixed threshold, chest 
wall separation through approximation with convex 
hull, vascular removal through morphological 




Lassen et al 
(225) 
2015 LIDC dataset (19 








Different thresholds applied to different cases for 
region growing approach, morphological refinement to 
remove vessels and chest wall. 
Dataset 1: Jaccard = 
0.52 ± 0.07; 
Hausdorff distance 
= 2.79 ± 1.22 
Dataset 2: 
Jaccard = 0.50 ± 
0.14; Hausdorff 
distance = 3.37 ± 
2.47 
Krishnamurt
hy et al 
(226) 
2016 10 cases from 
American Association 
of Physicists in 
Medicine (AAPM) 
database; 10 cases 






Fully Lung extraction using thresholding and region-
growing. Bridge and fill morphological operations 
applied to include juxtapleural nodules. Removal of 
false positive nodules through classification based on 




Diciotti et al 
(227) 








Initial segmentation with connectivity based on 
geodesic distance map, followed by application of local 
Acceptable rate 






Test data (157 
nodules): LIDC 
diameter 3.8 – 









shape analysis through evaluation of grown regions and 
geodesic distance map. 
for developmental 
and test data 
respectively 
Santos et al 
(228) 
2014 140 cases from LIDC 
database 






Fully Thresholding then region growing with morphological 
process to extract lung fields and lesions. Gaussian 
model fitting and shape analysis (Hessian matrix) 





et al (107) 
2008 Developmental data: 
343 cases (608 
nodules) 
Testing data: 80 cases 















Contrast-based region growing from selected seed point 
within a fuzzy connectivity map; alternative solutions 
provided should initial results be suboptimal. 
85% and 83% 




Badura et al 
(229) 
2014 23 and 551 cases from 
















Seed points (manual for nodule; automatic via genetic 
algorithm for background) applied to binary masks 
generated using Otsu’s thresholding +/- connectivity 
analysis, morphological operations, followed by fuzzy 
connectedness with adaptive threshold estimation, and 
morphological post-processing for vessel removal. 




Jaccard = 0.69 at 
50% probability for 
assessment dataset 
Watershed 
Brown et al 
(230) 




Fully Intensity thresholding, detection of nodules using 
watershed on Euclidean distance, followed by region 




coefficient 0.90 and 
0.91 for volume and 
longest diameter 
respectively 
Tan et al 
(231) 
2013 32 cases from RIDER 
dataset and 23 cases 
from LIDC dataset; 


















Classification of lesions into solid versus non-solid 
(part solid or pure GGO) based on mean density. 
Threshold applied based on Gaussian mixture model, 
followed by marker-controlled watershed. Further 
refinement performed with geometric snake model. 
Non-solid lesions further segmented with MRF model. 
 
Overall overlap 
ratio (mean) = 69% 
Solid lesions 
overlap ratio = 71% 
Non-solid lesions 

















Automatic reposition of seed point followed by 
watershed segmentation. Model-based shape analysis to 
allow nodule separation from chest wall and 
mediastinum. 
Acceptable rate 
97% out of 450 
observations 
Vivanti et al 
(233) 
2015 40 clinical cases Mean volume 






Fully Segmentation on serial CTs based on maximum 
likelihood estimation of registered initial outline. 
Segmentation leaks removal by watershed and 
modelling parabolic curve. 
Improvement of 




Kawata et al 
(234) 
1998 62 clinical cases Diameter 6 – 
25mm 






Cascio et al 
(235) 
2012 84 cases from LIDC 










Fully CAD system for detection of lung nodules. Whole lung 
parenchymal extraction with region-growing and 
morphological operators, whilst nodule segmentation 
performed based on 3D mass-spring model. Neural 
network classification based on 3 geometric and 4 
intensity features performed for false positive 
reduction. 
Sensitivity of 88% 
with 2.5 false 
positives per CT 
scan 
Chen et al 2012 20 local cases (416 
nodules) and 20 cases 







Fully CAD system allowing of extraction of vessels separate 
to nodules. Whole lung extraction, application of linear 
and blob structure filters for vessel and nodule 
enhancement, followed by front surface propagation 
through fast marching method.  
True positive of 
95% and 91.5% 
with 9.8 and 10.5 
false positives per 
scan for local and 
LIDC data 
respectively 
Farag et al 
(236) 
2006 29 clinical cases (350 
nodules) 






Fully Initial rough segmentation with lung extraction, 
followed by energy-based deformable model (with 
incorporation of a generic MRF-based prior in energy 
term)  
Error range of 0.4 – 
2.35% 
Farag et al 
(237) 
2011 115 out of 397 
nodules and 50 cases 
from the Early lung 










Farag et al 
(238) 
2013 742 nodules from 4 
databases (ELCAP, 
low dose CT, standard 
dose CT, LIDC) 








Fully Application of adaptive shape model prior to 
variational level set with adaptive object and 




et al (239) 
2012 58 cases from clinical 











Fully Lung extraction with adaptive thresholding and 
morphological processes. 2D intensity based and 3D 
averaging features used in k-NN classifier for nodule 
detection, segmentation performed using active 
contour. 
Acceptable 
detection rate 90%, 
5.63 false positives 
per scan 
Way et al 
(241) 
2006 96 nodules from 
clinical cases and 23 





Fully Lung field extraction followed by k-means clustering 
and morphological opening for initial boundary 
estimation. Active contour with gradient, curvature and 
mask energy terms applied. Texture features extraction 
for classification purposes. 
Mean Jaccard over 
0.5 at 50% 
probability  
Yip et al 
(242) 
2017 354 nodules (274 












Fully Seed points generated from manual contours, search 
region 30mm from seed point. Geodesic active contour 
applied with energy terms for chest wall (thresholding 
and morphological operations), Sato vesselness filter, 
canny edge detector and sigmoid function. 
Median DSC 0.60; 
acceptable rate 13% 
Yoo et al 
(243) 






Asymmetric multi-phase deformable model of 2 level 
set functions. 
Qualitative 
Plajer et al 
(244) 
2010 5 clinical cases Mixed, large, 
juxtapleural 
Active contour User 
initialisation 
Active contour model with mixed internal-external 
force based on a cluster function. 
Qualitative 




3 clinical cases (245); 
12 lesions from 10 
cases (246) 
Solid; GGO Graph-cut Fully Segmentation of serial CT scans. B-spline nonrigid 
registration for lung and rigid registration for tumour. 
Graph-cut segmentation applied for nodules. 
Mean of volume 
variation 0.8% 
Lermé et al 
(247, 248) 




Interactive segmentation of lung lesions based on 
graph-cut  
Mean DSC 0.7989 












Classification and clustering 
Brower et al 
(250) 
















Conversion to isotropic voxels and noise filtering, 
followed by voxel classification with gaussian intensity 
model into 3 tissue groups (solid; non-solid; 
parenchyma) and vessel removal filter. 
Median growth 
consistency 1.87 
versus 3.12 by 
radiologist 
Zhang et al 
(251) 
2004 23 nodules (8 






MRF segmentation with spatial constraints from 
neighbouring pixels with probabilistic density to assign 



















Extraction of lung fields, followed by application of k-
NN regression as discriminative classifier using a 
region growing approach. Features derived from 
density values, shape and morphological processes. 
Iterative morphological filtering used for solid lesions 
as additional feature. 
Mean soft-overlap 
0.62 ± 0.1 
Netto et al 
(253) 
2012 198 nodules (50 
cases) from LIDC 
dataset 
General Clustering and 
region growing 
Fully Lung field extraction followed by clustering through 
growing neural gas algorithm to extract high density 
tissues. Region growing applied to distance transform 
map to remove vessels, followed by feature extraction 
and SVM classification. 
Sensitivity 85.93 ± 
3.98, specificity 
90.79 ± 1.19 
(out of 29 cases) 
Nie et al 
(254) 
2007 39 nodules General (solid 
and sub-solid) 
Clustering 
based on density 
distribution 
Fully Computation of convergence index features followed 
by application of unsupervised mean shift clustering to 
segment nodules.  
Mean accuracy 89% 
Nithila et al 
(255, 256) 






Clustering Fully Lung extraction with deformable model, followed by 
unsupervised nodule extraction with fuzzy C means. 





99.5% and 97.2% 
for solid, part-solid 
and non-solid 
respectively 
Zhou et al 
(257, 258) 




Fully Nonparametric density estimation and likelihood map 
(based on texture) with k-NN classifier, vessel removal 
based on shape (Hessian matrix). 
Qualitative 
Texture analysis 
Kakar et al 
(259) 
2009 42 images from 2 
clinical datasets 
General Texture analysis 
(Gabor filter); 
clustering; 
Fully Extraction of 20 Gabor features followed by feature 
selection. Fuzzy C means clustering applied via genetic 
algorithm to automate clusters, followed by supervised 











Tao et al 
(260) 
2009 100 out of 1100 







Fully Voxel-wise labelling determined by multiphase LDA 
classification based on 39 texture features. Multiscale 
blobness filtering applied to obtain shape prior 
probability map, to which labelled voxels are applied. 











Fully Lung field extraction, followed by texture analysis (10 
features) used for classification by chi-square distance 
measure. 
DSC 88% and 











Fully Decision tree used for classification (soft segmentation) 
of intensity, Gabor and MRF features. Post-processing 
with VI Trimming to improve segmentation leakage. 
Median soft overlap 
0.52 
Model fitting 
Xu et al 
(91) 







Pre-processing with calcification removal through 
expectant maximization algorithm. Modelling of lesion 




et al (263) 
2011 150 nodules from 






Fully Detection of pleural surface points which are then used 
for an iterative 3D surface parameter estimation. The 
estimated pleural surface is then applied to the binary 





et al (264) 
2008 66 nodules from 
clinical cases 





Fully Lung fields extracted through thresholding and 
morphological operations. Deformable ellipsoid models 
fitted to nodule candidates, followed by feature 
extraction and classification. 
Detection sensitivity 
91% 
Yong et al 
(265) 
2014 10 cases Juxtapleural Geometric and 
morphological 
fitting 
Fully Seed points generated from Otsu’s thresholding. 
Geometrical model based on variation of incline angle 
used to locate and segment juxtapleural lesions. 
Mean DSC 0.912 
Okada et al 
(266-268) 
2005 1312 nodules from 39 














Anisotropic Gaussian fitting and mean shift-based 
analysis (266). Anisotropic Gaussian fitting followed 
by likelihood ratio test segmentation (267). Juxtapleural 
cases processed with morphological opening and mean 
shift framework with prior (268). 
 
Acceptable rate 
81% (266), 86.9% 





et al (269) 







< 500 to > 
1000 mm3 
Hessian-based Fully Shape descriptors of lesions calculated through 2 
representations of based on calculation of the Hessian 
matrix (shape index and curvedness, and central 
adaptive medialness), final results obtained through 
union of both approaches. 
Mean Jaccard index 
0.713 ± 0.077 
Wang et al 
(270) 
2007 23 cases from LIDC 
dataset 1; 73 cases 
from LIDC dataset 2 
Diameter 4 – 
33.6mm and 
3.8 – 30.2mm 




User initiation Transformation of 3D volume of interest to 2D via 
‘spiral scanning’ technique, segmentation performed 
with dynamic programming in 2D prior to 
transformation of surface back to 3D image space 
Mean Jaccard 0.66 
and 0.58 in datasets 
1 and 2 respectively 




As thresholding is one of the most straightforward technique for solving segmentation 
problems, its use is ubiquitous across many studies, it is often incorporated as one of the first 
steps in many algorithms. It serves particularly well in the rough segmentation of lung 
parenchyma because of the low intensity values in relation to soft tissue, which is often 
performed to allow extraction of the lesions of interest. 
Fixed thresholds have been applied to initiate other segmentation techniques. For example, an 
automatic seeding of a region growing approach developed by Kuhnigk et al was derived from 
a pre-determined threshold value (224). 
However, due to the heterogeneity in intensity values seen with lung lesions which are often 
not solid in its entirety, fixed threshold approaches may be unsuccessful. In order to detect non- 
and part-solid lung tumours, Lassen et al developed a way of applying different thresholds to 
different cases to initiate a region growing approach to account for their variation in 
appearances compared to solid lesions (225). Taşcı et al used Otsu’s thresholding in 
segmentation of the lung parenchyma to which morphological operations were applied, 
including an alpha hull (generalisation of the convex hull) application in order to segment 
juxtapleural nodules (208). The approach taken by Zhao et al and Wiemker et al involve an 
automatic means of optimal threshold selection determined by the gradient strength and shape 
compactness that is associated with each threshold level (209, 210, 271). Adaptive thresholding 
approaches have also been used (205-207, 264).   
1.9.2 Morphological operations 
Mathematic morphology is a set of tools that allows the extraction of shape information from 
images. It comprises of four basic operators (erosion, dilation, opening and closing) whereby 
a structuring element is processed on the original image to obtain an output image. Binary 
operators are commonly used, although there are grey scale versions. 
There are less studies that have based the segmentation process primarily on mathematical 
morphology. For instance, following an initial rough segmentation through thresholding and 
connected component analysis, Kostis et al applied a local filtering approach based on binary 
morphological operations that was successful at refining the segmentation though removing 
vasculature as well as the pleural surface (213). Similarly, although the method developed by 
Moltz et al also used region growing in the initial phase, it relied heavily on morphological 
processing to produce a better fit for juxtapleural disease (214). Fetita et al successfully applied 
a methodology that is based primarily on a sequence of grey scale morphological operations to 
segment lesions irrespective of their location (212).  
Instead, many image processing algorithms employ these tools to either select or remove 
specific regions. In most studies, these operators have been applied to improve the performance 
of other segmentation techniques, rather than being the primary method for ROI extraction. 
Within the thorax, they have been shown to be helpful in the setting of juxtapleural disease to 
separate lesions from the chest wall (e.g. through bridging gaps (226) and convex hull 
approximation (222, 224, 225, 272)). Additionally, they play a role in vasculature removal, 
which is achieved by exploiting the shape differences between vessels and lesions (224, 225). 
Morphological operations have also been used for initialisation purposes (211). Grey scale 
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morphological operators have also been applied to generate image features helpful for 
classification purposes (252). 
1.9.3 Region growing 
This is a popular technique that has been adopted by many groups as it fits well with the 
segmentation problem posed by lesions within the lung. The initiation seed is typically initiated 
within the lesion followed by the incorporation of neighbouring pixels within a connected-
component region, until the pre-defined criteria is met. The GrowCut application in 3D slicer 
which is a semi-automated tool based on region growing has been applied in the setting of 
advanced lung cancer (217, 273). 
Gu et al used a semi-automatic approach which required user-input with a single click in order 
to derive the placement of a further 10 seed points, each of which was used to initiate a region-
growing algorithm based on intensity, shape and connection status (221). This ensemble 
approach involved a voting strategy on individual voxels based on the resultant 10 
segmentations, where final segmentation comprised of voxels that were segmented in at least 
half of the occasions. A similar approach was used by Velazquez et al in one of the few studies 
evaluating lung cancer in a more advanced stage (216).  
One limitation often seen with the region-growing approach is the inclusion of pixels with 
similar intensity as the delineated region, which in the context of pulmonary nodules are the 
vessels. Thus, further refinement of the segmented results by cropping the vasculature is often 
applied to improve the accuracy of the algorithm (224-226). For instance, Diciotti et al 
developed a region-growing approach that assigns voxels to the nearest connected region 
according to the geodesic distance (223). In order to distinguish nodules from vascular 
structures, the algorithm was designed to be semi-automatic, which incorporated user 
knowledge in the decision of the membership for the initiating markers. The same group also 
developed a means of correcting for the attached vessels based on the local shape analysis 
(227). Shape index that describe curvature (e.g. the eigenvalue of the Hessian matrix) has also 
been used to initiate region growing for the same purpose of vessel exclusion (228, 259). 
Additionally, following the application of region growing, corrections are also often employed 
to ensure that juxtapleural regions are also appropriately included in the segmentation (214, 
222, 224-226, 228, 272). This also stems from the similarity of pixel values between the lesions 
and structures of the mediastinum and chest wall. The algorithm developed by Song et al has 
a geometric-based refinement step following a multi-constraint region growing phase that 
removes both the chest wall and vasculature (218). 
Some groups have adopted the use of a soft computing approach through fuzzy connectedness, 
which belongs to the region-growing class as a segmentation technique (107, 229). Principally, 
the method is based on a graphical approach where the relationships between pairs of pixels 
are described in order to discriminate them into their membership class. Based on the fuzzy 
affinity relationships of the pixels, the resultant discrimination into the classes becomes 
probabilistic rather than in binary terms. 
1.9.4 Watershed 
The watershed approach has been applied successfully in the semi-automated segmentation  of 
nodules within a study on repeated volumetry, within a user pre-defined constraint of a 
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background region and seed point (232). The algorithm for segmentation of lung lesions 
developed by Tan et al is also predominantly based on watershed segmentation, with further 
refinements made through active contour approach (231). Similarly, Li et al describes an 
automatic approach to segmenting lung nodules using the watershed approach (274). 
It has also been used as a tool to improve segmentation performance. In a study on the 
segmentation of serial CTs by Vivanti et al, the watershed approach was used in conjunction 
with parabolic curve fitting to remove segmentation leaks following maximum likelihood 
estimation of the initial segmentation (233). It also plays a role as a technique to aid 
segmentation initialisation, such as in the technique developed by Brown et al where watershed 
segmentation was applied on the Euclidean distance transform map to detect nodules, from 
which region growing was performed (230). 
1.9.5 Deformable models 
Active contour models have been shown to improve the segmentation quality for lung nodules 
with ill-defined boundaries (234). Because of the smoothing properties of the curve, active 
contour techniques can help with correcting regions of deformations (239). They have also 
been seen to work in the setting of cavitating lesions (239). Plajer et al demonstrated the use of 
a semi-automated active contour approach in the setting of more advanced lung cancer (244). 
Physically-based models that better reflects the natural motion seen with flexible objects have 
also been applied, such as the gradient-based system developed by Cascio et al which utilises 
the mass-spring model (235).  
Some groups have incorporated further energy terms to improve the performance of the active 
contour model. In addition to a 3D gradient and curvature energy terms, in the work by Way 
et al an additional mask energy term was also incorporated to improve the performance at the 
chest wall (241). A geodesic active contour approach was used by Yip et al, where a level set 
was formulated with energy terms to slow the contour propagations at specific tissue interfaces 
(242). This included a term for the chest wall (map created from thresholding and 
morphological operations), vasculature (Sato vesselness filter), lung parenchyma (canny edge 
detector), and non-nodular regions (sigmoid function). Farag et al used a variational level set 
approach where instead of using a single Gaussian estimation to model the intensity 
distribution, at each iteration of the level set solution the probability density estimation of both 
the object and background is performed and updated (238, 275). This was to allow for better 
representation of the inhomogeneity within the thorax. 
The graph-cut approach has also been applied to lung tumour segmentation. Zheng et al 
developed an automatic means of segmentation of serial CT images using a combination of 
registration and graph-cut techniques (245, 246). Lermé improved the efficiency of the graph-
cut algorithm of a semi-automated interactive system, demonstrating its capability in the setting 
of more advanced lung cancer (247, 248). Shen et al used graph-cut segmentation across 
multiple phases in the 4D setting, demonstrating its superiority over 3D in the presence of 
increased contextual information (249). 
1.9.6 Classification and clustering 
Supervised classification approaches applied on a voxel-wise basis has been used for 
segmentation. In addition to density values, van Ginneken et al, incorporated shape information 
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and grey level openings on a trained k-NN regression classifier within a region-growing 
process which computed the probability of individual voxels being within the lesion (252). 
Browder et al demonstrated that segmentation of non-solid nodules across serial scans using a 
probabilistic voxel-wise classification approach was more consistent than the radiologist’s 
attempts (250). This was based on a Gaussian intensity model built from pre-determined HU 
values whereby individual voxels were classified into non-solid, solid and parenchymal 
regions. Both of these studies necessitated further vessel removing filters as a post-processing 
step. 
Unsupervised clustering such as k-means clustering (276) and its soft computing equivalent 
(fuzzy C means) (255, 256)  have also been explored for lesion segmentation. These approaches 
required a method of defining the number of clusters. Netto et al employed a growing neural 
gas algorithm which has the adaptive capability to increase the number of clusters as the 
algorithm executes to perform this automatically (253). However, further pruning was required 
to remove vasculature. 
1.9.7 Texture analysis 
Within the thorax, texture features have been used for a variety of purposes and is especially 
popular in classification tasks. Examples of its use in CAD schemes include the distinction 
between nodules and non-nodules (228, 255, 256), the classification of juxtapleural nodules 
from isolated nodules (208), and  in the differentiation of benign and malignant nodules (241). 
In terms of its adoption into automatic segmentation tasks specifically, there are comparatively 
less reports. Nonetheless, some groups have attempted this albeit with different types of texture 
descriptors. Hossain et al demonstrated that texture features described by Haralick et al, which 
are based on statistics of cooccurrence matrices, can be used to segment lung lesions through 
supervised classification (261). Kakar et al presented a multistep clustering and classification 
approach based on texture features derived from the application of Gabor filters, which are 
capable of detecting edges and points of texture changes (259). These features were 
automatically processed through fuzzy C means clustering into distinct samples, which were 
then separated into their respective classes through a trained SVM. Tao et al developed a voxel-
wise labelling approach aimed at segmentation of nodules with ground glass-opacity (GGO) 
(260).  This was based on 39 descriptors consisting of wavelets as the texture descriptor, in 
addition to first order statistics and shape descriptors. These were trained in a multiphase LDA 
classifier, where the positive class output from each phase was used in the next phase on three 
occasions. The output was applied to a shape prior in order to obtain the final segmentation. 
1.9.8 Model fitting 
Model fitting has also been employed in lung nodule segmentation, which is based on 
approximating the lesion to a known distribution. As pulmonary nodules approximate well to 
Gaussian distributions, Okada et al developed a series of algorithms based on this to segment 
small lung lesions (266-268). 
Geometrical model fitting has also been used for pulmonary nodule segmentation. Matsumoto 
et al applied a deformable ellipsoid model to segment lung nodules as part of a CAD system 
(264). Jirapatnakul et al used a surface-fitting model through a 3D polynomial function to 
approximate to the pleural surface points, by exploiting its proximity to the anatomical 
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structure (263). In this way, juxtapleural lesions can be separated from the pleural surface. 
However, these approaches are unlikely to be useful for more advanced disease, where tumour 
irregularity would not approximate well to geometrical shape. Similarly, shape-based 
segmentation such as the approach by Gonçalves et al suffers from the same limitation (269). 
1.10 Segmentation of nodal lesions  
In comparison to segmentation of pulmonary lesions, there are far fewer reports in the literature 
on lymph node (semi-) automatic segmentation (table 1.2). Additionally, the trends in the 
techniques used for nodal segmentation are different to those used for lung lesion segmentation. 
Most of the studies for nodal segmentation used deformable models to delineate the lymph 
nodes. There were several reports of interactive algorithms based on deformable models which 
required user seeding (277-282), as well as some which allowed online interaction where the 
segmentation is iteratively adjusted by the algorithm (278, 281). The deformable snake model 
was also used by Chen et al in the segmentation of serial CT scans, after registration of an 
initial prior contour (283).  
In contrast to trends for pulmonary lesion segmentation, region-growing based methods are 
less widely adopted for nodal delineation, an example of which is the region growing based 
interactive segmentation tool that was developed for pulmonary nodule segmentation and 
applied in studies by Fabel et al (284, 285) and Buerke et al (286), where a large proportion of 
delineations required further corrections. 
Interesting, Moltz et al designed separate interactive segmentation tools for pulmonary nodule 
and lymph node segmentation, with the prior based primarily on region-growing and 
morphological approaches (214). To improve the precision for lymph node segmentation, they 
developed an interactive watershed-based segmentation on the Euclidean distance map aiming 
at solving the problem of leakage issues. Marker-based watershed segmentation has also been 
explored in this setting (287, 288). 
There were some studies which based the detection of nodes on shape analysis through the 
Hessian matrix (289, 290). Clustering (291) and texture classification techniques (292, 293) 





Study Year Data Lesion type Segmentation 
approach 
Automation Description Performance 
Fabel et al 
(284); 
Buerke et al 
(286); 
Fabel et al 
(285); 
Höink et al 
(294); 







47 cases (284); 
112 cases (742 
nodes) (286); 
50 cases (285); 



















OncoTREAT semi-automatic tool, Region 
growing applied from fixed threshold, chest 
wall separation through approximation with 
convex hull, vascular removal through 
morphological operations based on distance 
map. Interactive corrections available. 
Acceptable rate 79 – 81% 
(284); 
Acceptable rate 64.7% 
without corrections, 83.3% 
with 1 correction (286); 
Acceptable rate 76 – 79% 
(285); 
Short axis diameter 
deviations 5.3% (Manual 
6.5%) (294); Mean APED 
5.18 – 10.12% (295) 
Feuerstein et 
al (290) 







Fully Sequential segmentation of normal structures 
(bronchial tree/ aortic arch/ vessels/ bone – 
region growing from anatomically based seed 
points; small vessels – thresholding and 
morphological opening). Mediastinal bounding 
search region, voxel-wise Hessian matrix, 
detection of node on blobness measure and size. 
Min DD filter applied to reduce false positives. 
True positive rate 82.1%; 
Positive predictive value 
13.3% 








Fully Extraction of pelvic girdle and spine 
(thresholding, morphological operations, region 
growing) and vessel (Hough transform for 
detection; fuzzy segmentation). Voxel-wise 
Hessian matrix, false positive reduction via 
SVM classification (volume, shape, curveness, 
intensity features). 
Sensitivity 83%, 5 false 
positive/scan 
Moltz et al 
(214) 








Interactive Ellipsoid approximation, region-growing 
followed by interactive watershed segmentation 
on Euclidean distance map 
Acceptable rate 86 – 87% 
Yan et al 
(287) 







User selection of external region and seed point 
(automatically generated internal marker based 
on distance transform). Marker-controlled 
watershed segmentation. 
Mean overlap 83.2 ± 4.3%; 
Mean Hausdorff distance 
3.7 ± 1.9mm 
Yan et al 
(288) 







Serial CT segmentation. Initialisation and 
internal marker based on adaptive thresholding; 
dilation of registered contour as external 
Mean overlap 73.0 ± 7.3%; 
Mean Hausdorff distance 





marker. Marker-controlled watershed 
segmentation. 
Honea et al 
(279) 
1997 Phantom; 





Snakes active contour (2D) from 4 user seed 
points 
Phantom: Mean volume 
error 4.5% 








3D balloon active contour from 1 user seed 
point 
Error/patient < 5 at noise < 
0.1 SD 




50 nodes (281); 




Mediastinal; Only 1 
case with contrast in 








Iterative live wire for segmentation under user 
guidance in 2D, with extension of segmentation 
in 3D through projection across orthogonal 
planar and iterative adjustment. 
Mean accuracy 81 ± 7% 
(single section seeding); 79 
± 8% (single click seeding) 
(281); Overlap 86 – 87% 
(278) 






Initialisation at 2 points across short axis, initial 
circle boundary, 3 active contour algorithms 
(edge-based, region-based and region-based 
with edge constraint). 
Region-based with edge 
constraint DSC 0.853 ± 
0.059; Edge-based 0.802 ± 
0.125; Region-based DSC 
0.741 ± 0.199 
Chen et al 
(283) 
2013 14 cases (26 








Registration Serial CT segmentation. Initialisation provided 
by manual delineation, which was registered to 
serial CTs and active contour applied. 
Mean overlap 74.4 ± 
12.6%; Mean Hausdorff 
distance 3.70 ± 1.56 pixel 
Yan et al 
(296) 















Mass spring model based on grey value 
intensity of initialisation sphere. 
Hausdorff distance range 
1.7 – 3.9 mm 
Maleike et al 
(297) 










Ellipsoid model and deformable surface fitting  Volumetric overlap error 
10.1% (6.1% post 
correction) 
Xu et al (291) 2011 70 cases (14 








Sequential CT segmentation. Registration of 
manual contour, adaptive thresholding, 
morphological operations and region growing, 
k-means clustering 
Mean overlap 80.7 ± 9.7%; 
Mean Hausdorff distance 
3.18 ± 1.82mm 




131 cases (371 
nodes) 











Thresholding, detection based on Haar and self-
aligning (gradient based) features (Adaboost 
classifier), segmentation through fitting of 
sphere triangulation of Gaussian MRF shape 
prior. Verification through size and feature 
classification.  
Axillary: True positive rate 
83.0%; 1 false positive/scan 
Pelvic: True positive rate 
80.0%; 3.2 false 
positive/scan 
Table 1.2. Summary of (semi-) automatic segmentation techniques applied to lymph nodes on CT imaging. 
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1.11 PET-CT imaging 
In lung cancer, 18F-fluorodeoxyglucose (FDG)-PET imaging can help with making treatment 
decisions (298), and is now routinely performed for cancer staging as a standard of care (299). 
It has also been shown to decrease variation in target volume delineation of lung cancers when 
used in conjunction with CT (39, 300). Dose escalation studies have also been performed 
demonstrating the feasibility and safety of delivering a higher dose to the PET-defined target 
(301, 302). 
With growing applications for PET-CT imaging, many strategies for auto-segmentation of PET 
scans have been developed, which has recently been reviewed by the AAPM task group (303). 
However, for this project, the segmentation task was concentrated on CT imaging. PET 
analysis was not performed for a number of reasons. There was a lack of PET imaging data as 
all the current lung clinical trials in the RTTQA portfolio do not stipulate planning PET-CT 
scans, and diagnostic planning scans are not routinely accrued. Even if the diagnostic scans 
were to be available, the absence of standardising acquisition procedures in a multi-centre 
setting, in addition to the physiological factors that affect tracer uptake, would contribute to 
variation in standardised uptake values (SUVs) and affect quantitative analysis (304). 
Moreover, registration uncertainties in the matching of diagnostic PET-CT scans to the 
planning CT would render segmentation tasks difficult. This forms the basis of the current 
clinical practice, where unless the PETs scans have been acquired in the same treatment 
planning position, diagnostic PET scans are used to help identify lesions, while manual GTV 
delineation is still being performed based on planning CT appearances (37). 
There were two available diagnostic PET-CT scans, one of which is shown in figure 1.7 to 
illustrate some of the other challenges involved in PET-CT analysis of advanced lung cancer. 
Within the large primary tumour, necrotic tissue in the centre of the lesion was associated in 
low FDG uptake. The segmentation task is made more difficult as this region of heterogeneous 
uptake is in close proximity to mediastinal nodal involvement. This also shows that FDG 
uptake which corresponds to the biological target volume is different to the GTV that is 
demonstrated on CT appearances. For these reasons, exploration of the segmentation 
techniques was performed based on CT imaging. 
 
Figure 1.7. Deformable registration of diagnostic PET-CT (orange uptake) with planning CT in three 





1.12 Commercial software products 
There are many commercial radiotherapy planning software products available for use in 
radiotherapy planning.  At a basic level, these systems enable the use of a thresholding 
technique to segment entities based purely on the density content, which is typically performed 
on regions that are very well distinguished between those which exhibit very high- or low-
contrast. These include propagation of body contours, lung tissue, as well as bone structures.  
Since the review by Sharp et al (64), there has been some developments in the tools offered by 
commercial systems. All the available commercial products also offer more advanced semi-
automatic segmentation tools, as summarised in table 1.3. Atlas-based systems are most 
commonly offered, although increasing, model-based approaches are available, either as a 
standalone technique or in combination with atlas-based tools. Recently, Mirada has also 
developed a deep learning based automatic segmentation software DLCExpertTM (Mirada 
Medical, Oxford, UK) (305) that has been shown to outperform the company’s atlas-based 
approach for lung and heart contouring, whilst having comparable results for spinal cord, 
mediastinal and heart contouring (306). 
Manufacturer Software product Segmentation 
technique 
Application on body sites 
Dosisoft IMAgo (307) Atlas-based Brain 
Head and neck 
MIM 
Software 
MIM Maestro® Atlas-based Brain (308) 
Head and neck (309, 310) 
Thorax (310) 
Pelvis (310) (308, 311) 
Velocity VelocityAI® Atlas-based Head and neck (161, 310) 
Thorax (310) 
Pelvis (310) 
OSL OnQ rts® Atlas-based Head and neck (312) 
Thorax 
Pelvis (312) 





Head and neck (314) 
Thorax (315) 
Pelvis (315) 






Pelvis (318, 319) 
Model-based Spine 





Head and neck (312) 
Pelvis (308, 312) 
Philips SPICE®  (320) Atlas and/or model-
based 
Head and neck (312, 321) 
Thorax (322) 
Brain (308) 
Pelvis (308, 311, 312) 
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RaySearch RayStation®  (323) Atlas and/or model-
based 




Pelvis (308, 311, 312) 





Head and neck (156, 310) 
Thorax (310) 




RTx®  Workflow 
box®  (326) 




DLCExpert®  (306) Deep learning Thorax 
Table 1.3. List of commercial software products and associated segmentation techniques that are 
currently available. 
Success in using such systems for delineation has been variable. One common theme for atlas-
based systems is that the performance seems to be better with more atlases of high quality 
segmentations. Although there are many reports of the time-saving benefits with the use of 
these products, there still remains the need for clinician input to correct erroneous segmentation 
(321). Additionally, although atlas-based systems can be suitably used for contouring of whole 
organs or constant parts of organs and OARs, they are not suited for automatic tumour volume 
delineation. 
Several commercial CAD software products are available that performs segmentation of 
pulmonary nodules/tumours as part of the analysis pathway. Examples of these include Lung 
VCAR (GE Medical Systems LLC) (328), Veolity (MeVis Medical Solutions AG, Bremen, 
Germany) (329), Syngovia Via (Siemens Medical Solutions, Forchheim, Germany) (330) and 
ImageChecker CT (R2 Technologies, Sunnyvale, CA) (331). Despite the availability of such 
products, to my best knowledge, these systems are not currently adopted in routine clinical 
practice in the UK, although some products have been approved for use in the US as a second 
reader in addition to the interpretation by radiologists. These systems are not set up for use in 
radiotherapy. 
In summary, there is no suitable automated commercial product that can perform our task. 
Challenges of this project 
Automatic segmentation of advanced lung cancer is a big challenge in its own right due to the 
presence of larger, heterogenous lesions often with mediastinal nodal involvement. However, 
most of the studies on CT segmentation of lung tumours have been performed in early disease, 
with a general lack of research in the delineation of more advanced disease. With little 
precedence, much of the consideration in this project was on evaluating suitable segmentation 







The main objective of this work is to develop and identify the most appropriate method(s) of 
generating an automated image-based lung tumour segmentation with which outlining 
assessments can be based on. 
The rest of the thesis is laid out into three main sections. Chapter 2 explores the initial ground 
work to the project, of which there were four broad areas of evaluation. Firstly, the development 
of the processes for data import and handling is described.  In addition to the clinical and 
imaging characteristics, imaging quality is explored to determine the need for further pre-
processing of the images. Thresholding was investigated through an assessment of the pixel 
intensities of the tumour in relation to the surrounding tissues, and the use of different threshold 
levels determined by the presence of non-solid tumour regions was explored. 
In chapter 3, the development and training performance for each of the four evaluated 
segmentation techniques is described. The comparison of the performance for the different 
approaches is presented subsequently in chapter 4. Chapter 5 pertains to the application of the 
algorithms in isolated peripheral lung cancer, which is structured in a similar way to chapters 
3 and 4 according to the respective datasets (training and testing) for the different techniques. 
The analysis of texture features between whole tumour and non-tumour regions is addressed in 
chapter 6. This work is further developed in chapter 7 evaluating standard ROI sizes at different 
locations in and around the tumour region.  





Specific Aim A: Processing of data, quantification of image quality, and analysis of GTV 
with thresholding as an initial segmentation technique 
Introduction 
The issues in relation to the initial set up and pre-processing of the images are discussed in this 
chapter. 
2.1 Use of MATLAB 
MATLAB (The MathWorks, Inc., Massachusetts, US) is being used widely across many fields 
for its strength for advanced computing algorithms. There are several advantages of using 
MATLAB for this work in image analysis over other computing languages. 
MATLAB has an Image Processing Toolbox extension which provides an extensive set of 
algorithms and functions for use in image processing and analysis. In addition to its built-in 
functionality for handling and reading DICOM images, it also has a diverse set of tools that 
can be used for analysing the properties of regions of interest. Its algorithms for image 
segmentation can also be readily applied in this project.  
In addition, MATLAB allows numerical precision in its use for image processing. Typically, a 
pixel sample of a CT scan is stored to a 16-bit precision in the DICOM format for medical use, 
which gives rise to a potential of 65536 pixel integer values per sample. Different image 
processing algorithms deal with this high-precision data differently; many image processing 
systems are more attuned to dealing with data with an 8-bit precision and therefore may rescale 
the data to a range of 0-255 (i.e. up to 256 different grey-scale levels for display) after 
performing floating point arithmetic, or through truncation of the values. If this is applied to 
CT numbers scaled in HUs, much of the information will be lost as many structures will be 
displayed with the same grey-level as their surroundings. MATLAB offers the potential to 
perform arithmetic computation whilst ensuring the fidelity of high-precision data, to minimise 
the loss of image information. Maintaining the accuracy of the data will be invaluable for this 
project, where multiple steps in image segmentation were envisaged to be used. 
Thus, the automatic image segmentation algorithms were developed within MATLAB, which 
served as a single platform for both image processing and assessment of conformity between 
the generated volumes. Although the reading of DICOM image data is well established in the 
algorithms within MATLAB, importing and reading of RTSTRUCT files have been less widely 
applied in MATLAB. One criterion in the design of this project was the need to be in control 
of the data handling at every step in the process, in order to maintain, check and ensure data 
integrity. This would provide the flexibility of being able to amend the segmentation workflow 
and to interrogate the data to suit the purposes of the project. Thus, as opposed to using another 
software such as CERR (A Computational Environment for Radiological Research (332)) to 
import data into MATLAB, the initial phase of the work included writing an in-house algorithm 
specifically for this. A number of checks were then performed to verify that this is in 
accordance with the performance of other software programmes, before proceeding with the 




2.2 Assessment of data heterogeneity 
The initial data exploration included an assessment of the heterogeneity of the datasets, both in 
terms of imaging and clinical factors. This is of particular importance, as unlike many other 
studies on data from a single institution, there would be greater variability inherent in the 
setting of data from a multi-institutional trial. 
2.2.1 Imaging acquisition heterogeneity 
One consideration is the differences in imaging factors, of which there are 3 main sources 
contributing to the noise in a CT image. Quantum noise is determined by the number of X-ray 
photons that is detected. This is influenced by the scanning technique (tube voltage, tube 
current, slice thickness, scan speed, helical pitch etc) which affects the number of photons 
delivered to the patient, and the scanner efficiency, which affects the percentage of photons 
that gets converted to useful signal (84). The second source is the inherent physical limitations 
of the system (electronic noise in detector and data acquisition system) which is not usually 
amenable to adjusting (84). The third source is in the image generation process, which includes 
reconstruction algorithms, of which there can be different reconstruction parameters, such as 
reconstruction filter kernels, field of view, image matrix size and post-processing techniques 
etc (84). Selection of different reconstruction algorithms and their parameters, where different 
reconstruction kernels are designed for specific clinical applications, can result in variation in 
CT numbers. For example bone or lung algorithms can enhance the visibility of bony objects 
and falsely elevate the CT number of small lung nodules, as compared to a standard algorithm 
(333). The choice of reconstruction is manufacturer and centre specific. 
There are different CT manufacturers, models, and scanning protocols in use across the UK, 
reflecting a range in practice with different selections of parameters in keeping delivered dose 
to a patient as low as possible, whilst optimising the images in balance with the associated 
trade-offs. Two surveys on diagnostic CT imaging in the UK have shown not just wide 
variation in scanning techniques between centres for similar body sites, but also changes in 
practices over time as the technology of CT continue to advance (110, 334). An audit by an 
Institute of Physics and Engineering in Medicine (IPEM) working party has recently 
highlighted the variation in the radiotherapy planning CT scanning procedures, where dose 
indices were seen to differ between centres for lung planning CTs, albeit with greater variation 
seen in 4D than 3D scans (335).  Variation in radiotherapy planning CT acquisition could 
contribute to HU differences and thereby add to  heterogeneity in images obtained across 
centres (336), although there remains a paucity of data on how this impacts on image quality 
in the radiotherapy setting. 
2.3 Considerations for image enhancement 
One other consideration is the potential need for any enhancement of image data. These 
procedures are commonly applied in the initial step of image processing in order to improve 
the quality of the image. Different filters can be applied for noise reduction, smoothing, contrast 
stretching, and edge enhancement (337), which depend on the segmentation approach as well 
as the image quality. However, the selection of a particular denoising filter is seemingly 
empirical for many segmentation studies. Additionally, the application of noise reduction 
filters usually comes at the expense of increasing image blur and edge information loss. Thus, 
an assessment into the image quality had to be performed to ascertain if noise reduction filters 
would be required in this work. This was assessed quantitatively through computation of the 
signal, noise, signal to noise ratio (SNR) and contrast to noise ratio (CNR).  
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2.4 GTV and normal tissue density distribution 
The density differences between the GTV and other organs was also analysed. This is to allow 
thresholding to be applied as a simple and effective means of removing the surrounding normal 
tissue structures. Due to its simplicity and ease of implementation, this was in preference to 
region-growing methods. Moreover, region-growing methods often required further post-
processing steps to improve its precision, adding further complexity to the workflow. 
It is vital to ascertain appropriate thresholding values in the presence of part- and non-solid 
tumours, in order to avoid removing tumour regions such as GGOs. Thus, in addition to 
determining suitable threshold values, an evaluation was performed to find a means of 
distinguishing solid from non-solid lesions. 
2.5 Summary of tasks 
These topics are explored in this chapter. 
Task A.1 Data import and handling 
Task A.2 Determination of heterogeneity and imaging quality of cases to assess need for image 
enhancement 
A) Clinical characteristics of cases 
B) Scanning parameters of cases 
C) Assessment on image quality 
Task A.3 Exploration of the descriptive statistics for the GTV and surrounding tissues 






2.6 Clinical datasets 
A search of the RTTQA database was performed to select lung cancer trials and datasets that 
were suitable for this work. All patients included in this study would have received external 
beam radiotherapy for treatment of lung cancer, with target volume delineation approved by 
the trials QA team. Complete thoracic CT datasets and RTSTRUCT files were retrieved for 
these cases, which was assessed for their suitability to be used in the different phases of the 
study. 
2.7 Study design 
The design of the studies in this section is shown in figure 2.1. Description of the clinical and 
scanning parameters was evaluated for all the data to establish the heterogeneity of the case 
mix. 
A subsample of the total training data was used to develop the workflow for importing and 
viewing the DICOM files. The assessment of image quality, descriptive statistics and 
thresholding was also performed on a subsample of training cases. The evaluation of 
thresholding was further extended to include the whole training set to obtain a better estimate 
of the threshold level. 
Apart from its description, the independent test data was not used for any of the work in this 
chapter. 
 
Figure 2.1. Design of pre-segmentation projects. 
2.8 Clinical and imaging parameters 
A visual assessment of the clinical characteristics of the cases was performed in VODCA v4.3 
(Medical Software Solutions, Hagendorn, Switzerland), to ascertain the use of contrast-
enhancement, and to detect the presence of cavities within tumours, or atelectasis and effusions 
in the affected lung. Lesions were divided into two groups, solid lesions versus non-solid 
lesions, defined by the presence of cavities, ground-glass opacities (GGO), and airways that 
are not practically distinct from the GTV. The latter is a common occurrence in the region of 
the hilum where small areas of airways are not excluded from the GTV contour, due to the 
involvement of hilar nodes. The location of the GTVs were also assessed and classified into 




Subsample for development of data import and 
handling 
Subsample for assessment of image quality, 
descriptive statistics and impact of thresholding 
Total training data for assessment of thresholding 
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peripheral tumours (surrounding by lung tissue in its entirety), and where it is adjacent to or 
involving the mediastinum, hilum and the chest wall. Additionally, the presence of nodal 
disease (distinct or indistinct from primary tumour) was also noted.  
Imaging parameters were retrieved from the DICOM metafile using the combination of an in-
house DICOM tag viewer, and the mean tube current for each scan was extracted in MATLAB. 
Based on the clinical and imaging parameters, the cases were split into training and an 
independent testing dataset. 
2.9 Gold-standard reference ROIs 
All the CT and RTSTRUCT datasets were imported into Pinnacle3 (Philips, Eindhoven, 
Netherlands) to assess the segmentation of the GTV contours. Although these structures have 
been QA approved within the trial, a check was performed to ensure that there were no 
erroneous contours, which were manually corrected if present. A further check of the 
delineation was performed in VODCA, where empty structures and structures associated with 
single data points were removed. 
For the training dataset, additional normal tissue ROIs were processed in a similar way to the 
GTVs. A description of the outlining definitions and methodology for each of these ROIs is 
shown in table 2.1 referenced to their respective atlases where available. For the lung, bone, 
vessel and mediastinal soft tissue contours, further edits were performed to ensure that 
exclusion areas within the contours, where present in the axial plane, were linked to the contour 








Bone Bone To speed up the outlining process, thresholding was applied to 
include pixel raw values of above 1200, then manually edited 
for all axial slices. The cortex and spongy bone for the 
sternum, ribs, vertebral body and transverse/spinal processes 
were included; scapula was excluded. The spinal canal was 
also excluded from the ROI. 
Chest wall Mediastinal A 1-cm rim at the chest wall from the superior to inferior 
border of the lungs was manually placed to include the ribs, 
chest wall musculature, and vertebrae. The sternum was not 
included. (Modified from RTOG atlas (30) to minimise 
inclusion of chest wall subcutaneous fat, with the inclusion of 
vertebrae) 
Heart Mediastinal The entire outline of the heart was outlined from the axial slice 
at the separation of the pulmonary trunk and arteries 
superiorly, to the slice containing the most inferior wall of the 




Lung The submitted contours for the bilateral lung (338) were edited 
to isolate the ipsilateral lung.  Further manual edits were 
performed to ensure the whole of the ipsilateral lung was 
outlined, and GTV was excluded. 
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Airways Mediastinal The trachea (superior border at the cricoid) and proximal 
bronchial tree were outlined as a single structure, ensuring that 
the walls of the airways were included (Modified from RTOG 
atlas (30) to include trachea).  
Mediastinal 
Soft Tissue 
Mediastinal The soft tissue of the mediastinum was included in this 
structure, defined superiorly at the cranial border of the 
ipsilateral lung, to the caudal border of the heart. Boolean 
operations were performed to exclude vessels, heart, 
oesophagus and airways. 
Oesophagus Mediastinal The outer wall of the oesophagus was outlined, from the level 
just inferior to the cricoid, to the gastro-oesophageal junction 
(30). 
Vessels Mediastinal Large vessels for the length of the ipsilateral lung in the Z-axis 
were outlined, which included the mediastinal vessels and the 
descending aorta. Vessels within the mediastinum were 
contoured from the superior border of the ipsilateral lung to 
the slice above the heart. Inferior to this level, the descending 
aorta was outlined, to the most caudal slice of the ipsilateral 
lung. Fat surrounding the vessels were excluded. 
Table 2.1. Normal tissue outlining definitions and methodology. 
The final DICOM dataset with the respective ROIs was then exported from VODCA to be used 
in the analysis. 
2.10 Data handling 
2.10.1 MATLAB scripts 
MATLAB and Image Processing Toolbox Release 2014a was used initially for scripting of the 
code, which was subsequently updated to 2015b, 2016a and finally 2017b, which was used to 
run all the analysis. For clarity, the built-in MATLAB functions are specified in the text below 
in this font: MATLAB function. 
2.10.2 Importing image datasets 
The DICOM metadata was extracted using dicominfo where the information on the data 
elements of interest from the image files were retrieved. Information on CT orientation (patient 
position), pixel spacing, slice spacing, as well as rescale intercept and rescale slope were 
obtained from a single axial slice, whilst information on image position patient was extracted 
from all the files of the image dataset. 
Information of the Z-coordinates for all the CT axial slices were extracted from the data 
retrieved from image position patient. CT orientation was checked and used to sort the images 
in descending order according to the Z-coordinates.  
Dicomread was used to read the image data from the DICOM file. In volumetric digital CT 
scans, the radiographic density is represented by the attenuation coefficient of each voxel called 
the CT number.  Each of these values correspond to an absolute physical radiodensity in the 
Hounsfield unit (HU) scale. The HU is a linear transformation of the linear attenuation 
coefficient measurement where the radiodensity is defined as 0 HU for distilled water (at 
standard pressure and temperature). It ranges from -1000 HU for that of air, to 1000 HU for 
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that of bone (3000 HU for dense bone). For a given material X with a linear attenuation 
coefficient μx, the HU value is defined by the equation: 





where μwater and μair are linear attenuation coefficients of water and air respectively (339). 
The individual pixel values of the CT images were corrected into HU by applying the rescale 
intercept and rescale slope for each of the images based on the equation: 
𝐻𝑈 =  𝑚 ×  𝑆𝑉 +  𝑏 
[2.2] 
where HU is the Hounsfield unit, m is the rescale slope, SV is the stored pixel value, and b is 
the rescale intercept. 
2.10.3 Normalisation of image datasets 
As the cases were obtained from different sources, to ensure that all images were normalised 
to the same range, this was selected to be from -1000 to 1000 HU. Values higher than 1000 is 
unlikely to be useful, especially as the values of the GTV, the main area of interest, is expected 
to be well within this range. Analyses of the HU was performed with this normalised image 
data. For other calculations within MATLAB, to ensure the compatibility of the data with the 
in-built functions, the images were then converted into double precision, within a range of 0 to 
1 using mat2gray. This ensured the fidelity of 16-bit data and circumvented the issue of 
processing signed integers.  
2.10.4 Importing RTSTRUCT files 
As there is no inbuilt functionality in MATLAB to read RTSTRUCT files directly, an in-house 
algorithm had to be written specifically for this. This was carried out in two ways, with the first 
approach being an indirect import through the creation of a separate STRUCT file. A second 
approach with an in-house algorithm that performed a direct import into MATLAB was also 
explored.  
2.10.4.1 First approach: Indirect import through generation of STRUCT file 
In order to import the information on the structure sets from the RTSTRUCT file into 
MATLAB, an in-house software programme was developed (by Jena R) and used to read each 
RTSTRUCT file. The names of all structures present within the RTSTRUCT object and the 
3D coordinates of individual pixels for each of the structures were extracted. This data was 
then exported as a single STRUCT file for each case, which was compatible with import into 
MATLAB. 
To speed up the computing process, data truncation was built into the algorithms of the in-
house software whereby contours in excess of 350 data points were not processed. Affected 
volumes such as the body contour were removed from the STRUCT file as a post-processing 
step in preparation for importing the file into MATLAB.  
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2.10.4.2 Second approach: Direct import through retrieval from DICOM metadata 
In a similar way to the image files, the DICOM metadata of the RTSTRUCT file was extracted 
using dicominfo, from which a list of all the ROIs were retrieved, together with the 
associated contour points in each axial slice. Unlike the previous approach, no limit was set to 
the number of data points with this methodology. 
2.10.5 Matching of structures to image data 
To avoid the processing of irrelevant ROIs for the purposes of this work, the ROI(s) to be 
evaluated was specified manually. The Z-coordinates from the image slices were used to match 
up with those from the ROI contours in order to pair up the ROI coordinates with its associated 
image axial slice. Due to the way in which different planning systems generate and export 
structure set data, there can be a small discrepancy in the Z-coordinate values between the ROI 
and image files. As MATLAB handles the numeric data with exact precision, the potential Z-
coordinate discrepancy was taken into account using the information from the image slice 
thickness in the pairing.  
The X- and Y- coordinates from the data retrieved from the CT DICOM data element image 
position patient was used to transform the X- and Y- coordinates of the individual pixels of the 
ROI contours to the same coordinate system for that of the image, adjusted for the image pixel 
spacing. To ensure that closed rather than open polygons would be created, the first X- and Y- 
coordinates of each contour was appended to the bottom of the list of coordinates. Binary masks 
for the ROIs were generated using the built-in function poly2mask from the contour 
polygons. 
To avoid potential mix-up of pixel coordinate values during the creation of binary masks when 
there were multiple contours in a single axial plane, these slices were identified and processed 
separately to generate multiple mutually exclusive contours. 
The initial scripts for data import of the raw data in the first approach was assisted by 
Georgantzoglou A, and the second approach by Al Sa’d M. These scripts were further modified 
to match the structure masks to the imaging data transformed to HU values and with the 
appropriate normalisation. 
2.10.6 Assessment of data import 
To verify that the GTV contours were correctly plotted on the CT images in MATLAB, they 
were visually inspected for every slice against their placement using VODCA.  Additionally, 
for 3 cases, the total volume of the MATLAB contours, and axial sections every 5 slices apart 
were calculated. These were evaluated against the volumes computed in VODCA and 
Pinnacle3. As the information on the number of voxels was not available in both VODCA and 
Pinnacle3, volumes of the ROIs were compared instead. For the ROIs processed in MATLAB, 
the volumes were determined by multiplying the area of the GTV binary masks (bwarea) 




2.11 Image quality assessment 
A subsample of training cases was used to quantify and assess image quality on the normalised 
CT data. The cardiac contours were imported to locate the Z-coordinate of the cranial heart 
border, which was then used to identify the 5 adjacent CT images superior to this slice. This 
location was chosen to avoid image slices where there may be greater variation in beam 
attenuation due to large changes in the anatomy. This is more likely to occur at the borders of 
large organs e.g. top of the liver, which would result in larger variation in the detected signal. 
Additionally, as the chosen location corresponds to the position of the hilum near the centre of 
the thorax, there is a higher likelihood that these slices would be sited near or at the location of 
the tumour. 
A standardised ROI corresponding to a circle with a radius of 4 pixels (49-pixel area) was used. 
Although it would be preferable to use a larger ROI, this was limited by the anatomy. A 
windowing level of -150 to 150 HU was used in the manual positioning of the ROIs. Although 
the signal of the GTV is the main subject of interest, it was decided not to evaluate the signal 
at the tumour directly due to the potential heterogeneity of the HU values within the disease. 
Additionally, different locations of the tumour between cases could potentially affect the 
assessment of noise. Vessels and the heart were also not used due to the differences in intra-
venous (IV) contrast use between cases. Thus, for this assessment, the thoracic muscle was 
chosen, as a surrogate, with the subcutaneous tissue as the background. 
Within each axial image, four ROIs were placed in the skeletal thoracic musculature, two on 
each side, ensuring that the ROI selection was well within the musculature and not encroaching 
into surrounding tissue. ROIs were placed in the infraspinatus and latissimus dorsi muscles 
where possible. In the presence of streak artifacts, they were placed in the subscapularis or the 
serratus anterior muscle instead. A further four separate ROIs were positioned in the 
subcutaneous fat to serve as background tissue for comparison, similarly with two on each side 
of the body. The region just anterior to the latissimus dorsi was chosen, as well as a region in 
the anterior chest wall. There were no areas of overlap for any of the ROIs. An example of the 
ROI selection is shown in figure 2.2.  
 
Figure 2.2. Axial image illustrating placement of ROIs for evaluation of image quality. Red ROIs denote 
selection in soft tissue musculature, blue ROIs denote selection in background subcutaneous fat. 
For each case, the mean and the standard deviation (SD) for each ROI were calculated, which 
corresponds to the signal and noise respectively. The SNR and CNR values were computed 







           [2.3] 
𝐶𝑁𝑅 =  
𝑠 𝑠𝑡− 𝑠 𝑏𝑔
 ?̂?𝑏𝑔
 
           [2.4] 
where ŝ is the mean of the signal, and ?̂? is the mean of the noise. The subscripts ‘st’ and ‘bg’ 
denote the soft tissue and the background respectively. Further statistical analysis was 
performed using the IBM SPSS Statistics v20 software programme (IBM, New York, US). 
2.12 Statistics of GTV and surrounding tissues 
Descriptive statistics for the GTV and normal tissue were acquired to explore their relationship 
to determine the use of thresholding in the segmentation process. The difference in HU between 
solid and non-solid lesions was also evaluated for the subsample of cases, and further extended 
to the rest of the training cohort. This work was performed using both MATLAB and SPSS. 
For the boxplots, the mid-line bar represents the median, the top and bottom of the box 
represents the 75th and 25th percentiles respectively, whiskers represent 1.5 times the 




Results of data assessment exercise 
Within the RTTQA database, two clinical trials, IDEAL-CRT and ISTART, were identified as 
potential sources of data for this work. Both of these trials were conducted with approval from 
the respective research ethics committee. Permission from both TMGs was obtained for use of 
the trial datasets in this work, which have been suitably anonymised in the RTTQA database 
in keeping with the Data Protection Act 1998. It was decided that data from the IDEAL-CRT 
trial would be more appropriate, as the ISTART dataset had a mix of 3D and 4D CT planning 
scans, with ITV contours rather than GTV.  
The IDEAL-CRT trial is a multi-centre UK phase I/II trial of concurrent chemoradiation with 
dose-escalated radiotherapy in patients with stage II or stage III NSCLC (340). A total of 84 
patients were recruited into the IDEAL-CRT trial. 4 cases were excluded from this study, due 
to missing data (1 patient withdrawn from study; 2 missing structure files; 1 truncated CT scan). 
A further case was excluded as a GTV structure was not present, leaving a total of 79 cases for 
this study.  Out of the remaining 79 cases, 63 cases were used as the training data, of which 18 
cases were used to develop the data import workflow, as well as the studies on image quality, 
descriptive statistics and thresholding. 
 
2.13 Task A.1 Data import and handling 
Data import and ROI display: First approach - Indirect import through generation of STRUCT 
file 
Figure 2.3 show an example of the images generated from MATLAB for an axial slice for one 
of the datasets, which appears to be consistent with the GTV outline. Despite the congruency 
of data import using this method, it became apparent that this multi-step import of structure 
sets is time consuming and not feasible pragmatically with larger datasets. This pushed the 
need for re-evaluation of the methodology and an attempt to importing the structure files 





Figure 2.3. Example of images generated for an axial slice for one of the datasets with indirect import 
through generation of STRUCT file. a) CT axial slice b) Contour superimposed on CT axial slice c) 
Close up of contour points on CT d) Binary mask generated for ROI. 
 
Data import and ROI display: Second approach – Direct import through retrieval from DICOM 
metadata 
An example of the MATLAB display of a GTV contour in the axial plane is shown in figure 
2.4a, where the displayed contour boundary marks the periphery of the GTV binary mask that 
was generated from the structure file. The corresponding slice using VODCA is shown in figure 
2.4b. As compared to the images from MATLAB, the GTV contour and background image in 
VODCA appears smoother and less pixelated due to interpolation of both the CT image and 
ROI contours. With this taken into account, visually, the contours in MATLAB appears to be 
congruent to the display in VODCA. Similarly, the GTV volumes calculated in MATLAB for 
the 3 training cases are consistent across the 3 software packages (Friedman Test: p-value = 
0.49), as shown in table 2.2. No discrepancy in the matching of contours in the CT slices in the 
superior-inferior plane was seen, even in the presence of non-contiguous slices. 
Fig. 2.3a Fig. 2.3b 
 




Case Slice number GTV Volumes (cm3) 
Pinnacle3 VODCA MATLAB 
Case A Slice 1 0.69 0.66 0.66 
Slice 6 4.50 4.44 4.47 
Slice 11 7.08 6.99 6.98 
Slice 16 9.58 9.45 9.47 
Slice 21 7.25 7.12 7.11 
Slice 26 1.42 1.41 1.42 
Total Volume 145.39 143.56 143.58 
Case B Slice 1 0.17 0.17 0.18 
Slice 6 0.65 0.65 0.65 
Slice 11 4.28 4.30 4.22 
Slice 16 8.63 8.69 8.58 
Slice 21 6.43 6.43 6.43 
Slice 26 2.80 2.81 2.79 
Total Volume 113.50 114.10 112.95 
Case C Slice 1 0.80 0.80 0.79 
Slice 6 5.47 5.49 5.49 
Slice 11 10.76 10.81 10.82 
Slice 16 12.28 12.30 12.36 
Slice 21 9.72 9.76 9.76 
Slice 26 5.17 5.20 5.17 
Total Volume 230.42 231.30 231.49 
Table 2.2. Volumes (cm3, corrected to 2 decimal places) for GTV contours axial slices (5 slices apart), 
as well as total GTV volumes for 3 training cases in Pinnacle3, VODCA and MATLAB displays 
(Friedman Test: p-value = 0.49). 
 
Although the visual display in MATLAB could have been improved with interpolation of the 
CT images, it was not performed as it would not contribute a great deal to the assessment of 
the contours. 
  
Figure 2.4. Example of display of GTV contour for the same axial slice in a) MATLAB and b) VODCA. 
 




Figure 2.5. Example of display of GTV contour for the same axial slice in a) MATLAB and b) VODCA, 
showing multiple contours on a single axial slice. 
Some of the cases contained slices where multiple GTV contours were present on the same 
axial slice, an example of which is shown in figure 2.5. As the ROI polygons on these slices 
were processed separately, the binary masks were generated appropriately to reflect the 
location of the corresponding polygons, i.e. there did not appear to be a mix up of coordinate 
points between the ROIs on the same slice. 
  
Fig. 2.5a Fig. 2.5b 
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2.14 Task A.2 Determination of heterogeneity and imaging quality of cases to assess need 
for image enhancement 
The characteristics of all 79 cases (training and testing) are described here. 
2.14.1 Clinical characteristics of total data 
There were 6, 55 and 18 patients with stage II, IIIa and IIIb disease respectively. There was a 
wide variation in size of disease across the cases, with a mean volume of 121.75 ± 101.49 cm3, 
ranging from 10.89 cm3 to 609.10 cm3, reflecting heterogeneity of the cases. Majority of the 
cases had either primary or nodal disease adjacent to or involving the hilar or mediastinum, 
with nearly half of the cases with disease adjacent to the chest wall. There were 12 cases where 
the primary disease was surrounded by the lung parenchyma in its entirety and there was nodal 
disease in all but one case. About a fifth of the cases had atelectasis or collapse of the adjacent 
lung. 44 cases were performed with IV contrast, leaving 35 cases where contrast was not 
administered. 
 Number of cases 
Adjacent to/Involvement of hilum or mediastinal 78 
Adjacent to chest wall 34 
Peripheral primary 12 
Presence of adjacent lung atelectasis/collapse 18 
Presence of cavitation 9 
Presence of GGO 21 
Small airways included as part of GTV 12 
Table 2.3. Clinical characteristics of all data (79 cases). 
The heterogenous case mix was apparent from the clinical characteristics of the dataset, with 
disease present in a range of locations within the thorax. A large proportion of cases had disease 
adjacent to the soft tissue in the chest. This case mix is very different to the majority of studies 
on lung segmentation, performed on cases with disease of earlier stages. 
2.14.2 Scanning parameters of total data 
The patients were recruited from eight different UK centres, with the scanning parameters 
shown in table 2.4. All 79 cases had associated GTV structures. Despite having assessed the 
DICOM meta file and CT imaging appearances, it was not possible to confirm if any of these 
scans were obtained as part of 4D CT planning, as much of the data in the DICOM metafile 
had been removed through the export and anonymization process, including information on 
dose and pitch. For the same reason, some of the metadata on the scan parameters was also not 
present for two centres. 
Nonetheless, it can be seen that there was a spectrum of different machines and protocols used 
to acquire the planning CT images. This raised the concern that the variation in scanning 
practices could result in differences in noise across the scans acquired across the centres. 
Moreover, the absence of information on some of the scanning parameters also made the 

























Mean (range)  
A 19 GE Medical 
Systems 
2.5 0.977 or 
1.270 
120 Modulating 179.1 
(70 – 586) 
B 17 Toshiba 3 0.931 to 
1.404 
120 Modulating Unknown 
C 14 Unknown 3 0.977 or 
1.094 
Unknown Unknown Unknown 
D 11 GE Medical 
Systems 
3 0.977 120 Modulating 173.4 
(135 – 212) 
1 GE Medical 
Systems 
3 0.977 120 Fixed 150 
1 Toshiba 3 1.074 120 Fixed 100 
E 4 GE Medical 
Systems 
2.5 0.977 120 Modulating 319.3 
(309 – 331) 
2 GE Medical 
Systems 
2.5 0.977 120 Fixed 250 
F 4 Philips 3 1.172 120 Modulating 139.7 
(109 – 169) 
1 Unknown 3 1.172 120 Fixed 45 
G 4 Philips 3 0.965 to 
1.065 
120 Modulating 156.2  
(133 – 174) 
H 1 Philips 3 1.061 120 Modulating 203.2 
Table 2.4. Scanning parameters of all data (79 cases). 
2.14.3 Image quality assessment 
The image quality assessment was performed on the 18 subsample cases. The discussion points 
are made here as decisions will impact the analysis in the following sections. 
Table 2.5 shows the signal and noise associated with the muscles and the subcutaneous fat. As 
the measured noise for both muscle and fat was normally distributed (Sharpiro-Wilk test, p-
value = 0.688 and 0.101 respectively) and had equal variance (Levene’s test p-value = 0.186), 
a 2-tailed T-test was used which showed no statistical difference between the measured noise 
of the muscles and the subcutaneous fat (p-value = 0.244). 
 Musculature Subcutaneous fat p-value 
Signal 44.9 ± 11.9 -117.5 ± 12.6 Not applicable 
Noise 9.56 ± 3.6 8.33 ± 2.5 0.244 
Table 2.5. Mean (and SD) of signal and noise for the muscle and fat in 18 subsample training cases. 
There was some variation in the noise between scans, as reflected by the SD of the noise and 
the range (12.4 and 8.6 for muscle and fat respectively). This variation was expected of the 
differences in imaging protocols, which was felt to be within acceptable limits. With the 95% 
confidence interval (CI) for the mean noise measured in the muscle of 7.77 and 11.35, and 7.08 
and 9.58 for the subcutaneous fat, overall the levels of noise across the cases is low. 
The measured noise in this dataset is comparable to reported studies of diagnostic CT imaging 
of the thorax using a fixed voltage of 120kV with current modulation (341-343). Image noise 
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was reported at 9.01  ±  1.63  for the muscle by Hu et al (343), 10.8 by Mayer et al (341) and 
11.4 by Schimmöller et al (342). 
The SNR and CNR is displayed in table 2.6. 
SNR 5.1 ± 1.6 
CNR 21.8 ± 8.3 
Table 2.6. Mean (and SD) of SNR and CNR for 18 subsample training cases. 
SNR of the chest muscle to the background fat was reported at 5.83 ± 1.22  by Hu et al (343), 
which is within the error estimate of these results. A slightly higher SNR of 6.36 was observed 
by Peng et al (344) as compared to these results. On the other hand the CNR seen here was 
higher than that reported by Peng et al at 13.35 (344). Higher CNR was also obtained in this 
work as compared to a phantom study on pulmonary nodules (345). 
A limitation of this work is in the selection of the ROIs. There were varying sizes of the 
musculature as well as the subcutaneous tissue between patients. In subjects with thin 
musculature or subcutaneous tissue, there were limited regions in which the ROIs could have 
been placed, in order to avoid tissue boundaries and artifacts. 
Figures 2.6a – b. Display of ROI selection for two subjects with differences in anatomy, as well as 
presence of artifacts from localisation markers (green arrow). Red ROIs denote selection in soft tissue 
musculature, blue ROIs denote selection in background subcutaneous fat. 
Despite the limitations, the image noise seen here is largely comparable to other studies. 
Additionally, there is suggestion that it may not be feasible to select a global denoising 
technique that would be applicable for all CT images (346). Judging by the relatively low noise 
for this dataset, it was decided not to apply any denoising filters in the pre-processing step for 
this work. 
  
Fig. 2.6a Fig. 2.6b 
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2.15 Task A.3 Determination of the descriptive statistics of the GTV and surrounding 
tissues 
Figure 2.7 shows the distributions of the GTV, ipsilateral lung, bone, and vessels for all 18 
subsample training cases collectively. There is least amount of overlap of the distribution of 
GTV with the ipsilateral lung, compared to bone and vessels. In spite of this, the GTV 
distribution appears to be negatively skewed with small numbers of pixels at low HU values, 
which is likely to be attributed by small airways, cavities or GGOs present as part of the GTV. 
There is a bimodal distribution for the vessels, which would be explained by the difference in 
the use of IV contrast between cases. Despite the overlapping distributions of the GTV versus 
the bones and vessels, judging by the plots, thresholding based on HU is likely to be helpful 
for separating the GTV from these organs especially in the absence of a positive skew. 
 
Figure 2.7. Histogram plots displaying distribution of Hounsfield Units for the GTV, bone, ipsilateral 
lung and vessels across 18 subsample training cases collectively. 
 
2.15 Task A.4 Determination of thresholding procedures 
The determination of an absolute threshold should be based on the GTV rather than the other 
organs to minimise regions of the GTV from being excluded. Two threshold levels, an upper 
and a lower, would be helpful for excluding high and low HU values respectively. To set this 
level, the summary statistics of the percentiles of the GTV distribution for the 18 subsample 
training cases was produced as shown in tables 2.7 (upper threshold) and 2.9 (lower threshold). 
 90th Percentile 95th Percentile 99th Percentile 100th Percentile 
Mean ± SD 57 ± 20 68 ± 23 94 ± 32 288 ± 194 
Maximum 96 114 149 735 
Mean + 1 SD 78 91 126 482 
Mean + 2 SDs 98 115 158 675 
Table 2.7. Hounsfield unit values for GTV of 18 subsample training cases from 90th to 100th percentile. 
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At the upper percentiles of the GTV, the SDs for the means are low, except at the 100th 
percentile, which is likely due to delineation errors e.g. inclusion of small regions of bone. Both 
the 95th and 99th percentiles were considered for the upper threshold level. Although basing the 
threshold on the 95th percentile would decrease the risk of such delineation errors, this would 
be at the expense of increasing the false negative regions. To allow for a margin of error, it was 
decided that the mean + 2 SDs of the 99th percentile was to be used for the absolute upper 
threshold value, i.e. 158 HU. 
To measure the accuracy of this estimate, the 95th and 99th percentile values for all the training 
cases were evaluated with bootstrapping (1000 number of samples) (table 2.8). The mean + 
3SD for the 99th percentile was not evaluated as this was felt to be too high a threshold for it to 
be useful. 
 CI for 95th percentile CI for 99th percentile 
 Lower bound Upper bound Lower bound Upper bound 
Mean 67 80 96 117 
Mean + 1SD 90 109 129 179 
Mean + 2SD 112 138 157 237 
Mean + 3SD 136 169 - - 
Table 2.8. Hounsfield unit statistics for 95th and 99th percentiles for all 63 training cases performed with 
bootstrapping (1000 number of samples). 
From table 2.8, it can be seen that the threshold of 158 HU is within the 95% CI for the mean 
+ 1SD, mean + 2SD for the 99th percentile, and mean + 3SD for the 95th percentile. As it is 
higher than the 95% confidence estimate for the mean + 2SD for the 95th percentile as well as 
the mean at the 99th percentile, this was felt to be an adequate cut off. Therefore, an upper 
threshold of 158 HU was fixed for all the procedures. 
Conversely, there was a wider distribution of Hounsfield units at the lower percentiles of the 
GTV (table 2.9). This suggested that there were differences between the GTVs in containing 
regions of low HUs, such as cavities, GGOs and small airways. 
 10th Percentile 5th Percentile 1st Percentile 0 Percentile 
Mean ± SD -140 ± 183 -277 ± 222 -510 ± 240 -850 ± 153 
Minimum -779 -848 -940 -1000 
Mean - 1 SD -323 -499 -749 -1000 
Mean - 2 SDs -506 -721 -989 -1000 
Table 2.9. Hounsfield unit values for GTV of 18 subsample training cases from 0 to 10th percentile. 
An absolute HU threshold of -500 has been used by others to threshold the lung parenchyma 
(347), which was considered for the lower threshold level. 
The boxplots in figure 2.8 show the impact of using -500 and 158 HU as the absolute threshold 
levels. This would permit the exclusion of a large proportion of the lung parenchyma, airways 
and bone. Some regions of contrast-enhanced vessels would also be excluded with the upper 
threshold, but this process would not be helpful in the exclusion of other organs in the 




Figures 2.8a – b. Boxplots showing HU distribution for the GTV and other normal tissue across 18 
subsample training cases collectively. Pink dash-dot line denotes the use of 158 HU as the absolute 
upper threshold; green dash-dot line denotes the use of -500 HU as the absolute lower threshold.  
However, if -500 HU were to be used as the lower threshold level for all cases, a high 
proportion of GGOs and cavities would be excluded from the contour. Consequently, it was 
decided to base the lower threshold on the lowest 5th centile of the GTV. If this value was 
greater than -500 HU, -500 HU was used as the lower cut-off. Otherwise, the HU value at the 






2.15.1 Solid versus non-solid lesions 
Even with the adaptation of the lower threshold value, there is still a potential risk of excluding 
true tumour regions for non-solid lesions. Thus, a further evaluation was performed to assess 
if an automatic process based on tumour statistics could be incorporated to distinguish solid 
and non-solid cases. Out of the 18 cases, there were 10 cases with solid lesions and 8 cases 
with non-solid lesions (2 cavitating lesions, 3 GGOs and 3 cases with small airways). Figure 
2.9 shows the mean as well as the error bars (95% CI) of the lower percentiles for these two 
groups, and the descriptive statistics is summarised in table 2.10. 
 
Figure 2.9. Mean and 95% confidence interval of lower percentiles for GTV between non-solid and 




 Non-solid lesions Solid lesions p-value 
0 Percentile    
Mean ± SD -947 ± 72 -773 ± 159 0.006 
95% CI of mean lower bound -1000 -887 
95% CI of mean upper bound -887 -659 
1st Percentile    
Mean ± SD -705 ± 177 -353 ± 152 0.000 
95% CI of mean lower bound -852 -462 
95% CI of mean upper bound -557 -244 
5th Percentile    
Mean ± SD -410 ± 250 -171 ± 126 0.009 
95% CI of mean lower bound -619 -261 
95% CI of mean upper bound -201 -80 
10th Percentile    
Mean ± SD -216 ± 235 -79 ± 104 0.021 
95% CI of mean lower bound -413 -154 
95% CI of mean lower bound -20 -5 
20th Percentile    
Mean ± SD -88 ± 123 -22 ± 71 0.762 
95% CI of mean lower bound -287 -72 
95% CI of mean upper bound 112 29 
Table 2.10. Descriptive statistics for non-solid versus solid lesions for 18 subsample training cases 
(Mann-Whitney U test). 
The difference between the means of the solid versus non-solid lesions at the 10th, 5th, 1st and 
0 percentile for the GTV were statistically significant, with the largest difference for the means 
at the 1st percentile. Similar trends were observed when this was performed across all 63 
training cases with bootstrapping (1000 number of samples) to obtain a better accuracy of the 
estimate, as shown in figure 2.10 and table 2.11. There were 28 cases with solid lesions, and 





Figure 2.10. Mean and 95% confidence interval of lower percentiles for GTV between non-solid and 




 Non-solid lesions Solid lesions p-value 
0 Percentile    
Mean ± SD -948 ± 63 -825 ± 130 0.000 
95% CI of mean lower bound -970 -875 
95% CI of mean upper bound -927 -774 
1st Percentile    
Mean ± SD -680 ± 155 -492 ± 189 0.000 
95% CI of mean lower bound -734 -565 
95% CI of mean upper bound -627 -419 
5th Percentile    
Mean ± SD -428 ± 202 -283 ± 184 0.008 
95% CI of mean lower bound -498 -355 
95% CI of mean upper bound -359 -212 
10th Percentile    
Mean ± SD -261 ± 187 -164 ± 156 0.030 
95% CI of mean lower bound - 325 -225 
95% CI of mean lower bound - 197 -104 
20th Percentile    
Mean ± SD -98 ± 142 -60 ± 97 0.226 
95% CI of mean lower bound -147 -97 
95% CI of mean upper bound -49 -22 
Table 2.11. Descriptive statistics for non-solid versus solid lesions for all 63 training cases (Mann-
Whitney U test). 
As the largest difference was observed at the 1st percentile, this was used as the discriminatory 
factor to distinguish cases with solid and non-solid lesions. To allow a generous margin of error 
in the estimate, a threshold of -500 HU was selected based on the plots above. 
Thus, in the application of the lower thresholding, cases with a GTV 1st percentile value greater 
than -500 HU (solid lesions) did not require further operations. Conversely, for cases with a 
GTV 1st percentile value less than -500 HU (non-solid lesions), a selection for the largest 
connected region segmented by the lower threshold was performed, and other smaller regions 
were removed. This would help prevent regions of the GTV from being excluded by the lower 
threshold for non-solid lesions. 
Although tighter thresholding limits could be set, it was decided not to do so, to avoid 
increasing the number of false negative regions from the segmentation. During the preliminary 





The developments for data import lead to a more time-saving and efficient process, requiring 
much less manual input. This is imperative to the subsequent segmentation workflows, where 
the functionality would be extended to a larger dataset. A major benefit with this set up was 
the flexibility and accessibility of the data to suit the purposes of the segmentation work, rather 
than the use of an existing software. For example, some segmentation techniques require 
multiple contours on the same axial slice to be processed separately before amalgamating the 
results for the final evaluation, which was made possible with this work.  
It was apparent from the clinical characteristics of the dataset that the case mix was very 
heterogenous in terms of disease size, location and juxtaposition to adjacent tissue. Moreover, 
there were also differences in contrast use. In contrast, many of the segmentation studies have 
been performed on collections from available databases comprising of cases different to this 
cohort. This includes the Lung Image Database Consortium (LIDC) which is a large collection 
of cases with lung nodules stratified into either less than 3mm or between 3 to 30mm in 
diameter (348). As compared to the RIDER Lung CT collection, the tumour sizes were larger 
in this dataset (349). Also, the majority of the cases here had disease with soft tissue attachment, 
which is present in only just over half of the cases in the RIDER. Although the LungCT-
Diagnosis Collection comprises of cases at stage II and III, up to 41% of the cases had stage I 
disease, with mean tumour sizes smaller than our dataset (350). These would have to be taken 
into context when evaluating the performance of the segmentation techniques against other 
studies. In the subsequent application of the segmentation techniques, the diversity of this data 
would allow an assessment of the performance of the different approaches at different tissue 
boundaries. 
Despite the differences in the scanning parameters, acceptable noise, SNR and CNR were 
observed, which formed the basis of the decision to withhold a noise reduction pre-processing 
step. Although this may potentially worsen the segmentation results at the extreme of the case 
spectrum with more noise present, there is a greater need for preserving the image data integrity 
at the tumour edge borders, especially in consideration of our case mix. This also tested the 
ability of the segmentation in the presence of noise, and in its general applicability to images 
from multiple sources. 
The threshold level selection was performed with a generous margin to avoid exclusion of 
tumours in non-solid cases. There are other approaches that can achieve this. For example, 
filling of tumour cavities could be carried out using region-based methods, due to their 
relatively homogenous appearance and high contrast at their borders (351). However, the filling 
of airways (352, 353) and excluding GGOs (258, 354) is a more challenging task, often 
requiring more complex techniques. Thus, thresholding with some adaptation on a case-by-
case basis was applied as a simple means of fulfilling the task, which is similar to the technique 





A robust system was set up for processing the data efficiently in preparation for the project. 
There was heterogeneity in the dataset both in terms of clinical characteristics and scanning 
parameters. However, image quality was deemed to be sufficient for the segmentation task. 
Appropriate bi-level thresholding values were determined, with further adaptation for non-





Specific Aim B: Development of different approaches to tumour segmentation 
Introduction 
There are many different approaches to segmentation of an image, as discussed in chapter 1 
with their associated advantages and disadvantages. Four segmentation techniques were 
investigated in this work, including edge-based approaches, watershed segmentation, active 
contour models, as well as graph-cut segmentation. They represent state-of-the-art in 
conventional image processing-based segmentation algorithms. Deep learning segmentation 
approaches were not explored, primarily due to the relatively small number of cases available 
in this study. 
The background to these various methods was described in chapter 1. Here, further details on 
the application of these techniques in MATLAB is discussed, and the rationale for the selection 
of some of these approaches for development is explained. 
3.1 Edge-based segmentation techniques 
The implementation of edge-based segmentation techniques on the CT images was 
straightforward in MATLAB using the edge function. An example of the segmentation 
results is shown in figure 3.1, using the Sobel, Prewitt, Roberts, Laplacian of Gaussian (default 
sigma 2) and Canny (default sigma √2 ) edge-detection techniques (79-82, 355, 356), where 
the threshold selection was set as the default and performed automatically.  
It was seen that all 5 approaches appeared to be good at detecting strong edges, such as the 
body contour, bones, trachea, the boundary between the lungs and the chest wall, as well as 
vessels in the presence of strong contrast enhancement. However, the Laplacian of Gaussian 
and Canny methods out performed Sobel, Prewitt and Roberts in the detection of more subtle 
edges, such as the muscles in the chest wall, and vessels where the contrast enhancement was 




Figure 3.1. Edge-based detection techniques applied on CT image is shown in figure 3.1f, with the 
reference contours of the tumour indicated in yellow outline. a) Sobel approach (threshold 0.0567) b) 
Prewitt approach (threshold 0.0560) c) Roberts approach (threshold 0.0546) d) Laplacian of Gaussian 
approach (sigma 2, threshold 0.0019) e) Canny approach (sigma √2 , threshold – upper: 0.0313, lower: 
0.0125). 
The striking feature across the five edge-based techniques was the creation of disjointed lines 
in the segmentation result, which is a known limitation for edge-detection methods. For the 
Sobel, Prewitt and Roberts methods, this was apparent even at boundaries where one would 
expect higher contrast, such as the bones and around the lungs. This effect was less prominent 
for the Laplacian of Gaussian and Canny methods, where an additional processing step for edge 
linkage was applied after the detection of the boundary. Although one would expect the 
influence of this to lessen with the lowering of the threshold, it was seen to remain an issue, as 
shown in figure 3.2, where Canny edge detection was applied with lowering of the threshold 
to an upper limit of 0.01, and a lower limit of 0.009. This change resulted in an increase in the 
detection of weaker boundaries such as the subtler pulmonary architecture and the tumour 
boundary, but also caused an increase in the detection of soft tissue and intra-tumoural 
inhomogeneity, some of which would have been created because of the inherent image noise. 
Significant post-processing would therefore be needed to select the contours of interest. 
Because of this, as well as the persistent issue with edge linkage, edge-based techniques were 
not explored further.  
Fig. 3.1a Fig. 3.1b Fig. 3.1c 





3.2 Watershed segmentation 
There are many watershed algorithms that have been developed, which can be broadly 
classified into two main groups. One class is based on a recursive algorithm such as in Vincent 
and Soille’s work, where a histogram is created based on the pixel values of the image, with its 
bins sorted according to the grey values. A hierarchal approach is then applied in the selection 
of the pixels fulfilling the criteria to be used in the progressive flooding of the catchment basins 
(i.e. by immersion), where pixels of lower grey values are flooded first (357). The other 
approach is based on Meyer’s algorithm on distance functions; this is the method implemented 
in MATLAB (358). For this approach, the catchment basin for a particular minimum is defined 
as the set of points which are topographically closer to that minimum than another. Pixels are 
classified into one basin rather than another based on the geodesic lines of the topographic 
surface that follows the path of the steepest descent. With Meyer’s implementation, issues with 
plateaus (i.e. regions of pixels with the same values) could also be overcome by reconstruction 
of the image (through the computation of the geodesic distances to the lower boundary of the 
plateau) before application of the algorithm. Thus, this approach could be useful in the 
separation of connected regions, as well as partitioning of non-connected regions of an image. 
It was apparent early in this work that watershed segmentation cannot be directly applied to 
the images, the outcome of which is shown in figure 3.3 below, where it was implemented on 
an image slice in a training case. 
 
Figure 3.3. a) Axial slice of CT image b) Application of watershed segmentation, with result of 
watershed lines denoted by black boundary, and their corresponding white catchment basins. 
Figure 3.2. Results of segmentation with lowering 
of threshold using Canny edge detection technique 
(sigma √2 , threshold – upper: 0.01, lower: 0.009), 
displaying increase detection of weaker edge 
boundaries and persistent limitation of incomplete 
edge linkage. 
Fig. 3.3a Fig. 3.3b 
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One of the main issues with watershed segmentation is that often, the local minima are far too 
numerous, many of which are irrelevant to the object to be partitioned, which can result in 
oversegmentation of the image, as seen in the example above. Secondly, direct application of 
the watershed algorithm to the images is unlikely to produce any useful results for the GTV, 
on the premise that the HU of GTVs, similar to other soft tissue, is usually around the middle 
of the HU range of interest (-1000 to 1000). Conversely in the presence of higher HUs along 
the true object boundary, the algorithm seems to work well. For example, the segmented 
contours appeared to be highly congruent to the true body contour, which would be explained 
by the relatively higher HU of the skin, as compared to the subcutaneous tissue, or the 
surrounding air. This also seemed to be the case at the boundary between the lung and the chest 
wall, as well as the trachea and surrounding tissues. 
Thus, to be able to apply the watershed algorithm on the CT images in a useful way, an image 
of the gradient would have to be computed, which had the effect of increasing the pixel values 
at the boundary of the GTV, as shown in figure 3.4a below. Conversely, the regions inside the 
object boundaries would have lower intensity values. However, direct application of the 
watershed segmentation without further processing had the same issue of oversegmentation 
due to the numerous local minima present in the gradient image (figure 3.4b). 
 
 
Figures 3.4. a) Gradient magnitude (Sobel) of CT image b) Application of watershed segmentation, 
with result of watershed lines denoted by the black boundary, and their corresponding white catchment 
basins. 
There are two main approaches in which the oversegmentation effect could be overcome. A 
separate region-growing algorithm could be applied to over-segmented images to merge the 
pixels. An alternative approach is to reduce the number of local minima. 
This workflow was developed based on the latter through the application of marker-controlled 
watershed segmentation, which involved regions of local minima to be defined through the 
placement of markers, and hence result in a significant reduction in the number of resultant 
delineated regions. Another benefit with this technique is the introduction of a priori 
knowledge through the use of the markers, which can help in localising the segmentation to the 
section of the image close to the ROI. 
The marker-controlled watershed approach has been explored in the medical setting in the 
segmentation of brain, lung, liver and breast lesions as well as lymph nodes  (231, 274, 287, 
359-363). In addition to automated methods of marker placement (e.g. thresholding), this was 
performed with manual input in a number of the studies, especially with regard to the external 
Fig. 3.4a Fig. 3.4b 
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marker, with an aim to limit the external boundary in which the segmentation occurred. 
Examples of this includes the work by Yan et al in the segmentation of lymphoma (287),  Tan 
et al in the segmentation of lung tumours (231), Cui et al in the segmentation of breast lesions 
(363), and Bellon et al (364) as well as Yan et al (365) in the segmentation of liver lesions, 
where a semi-automated workflow was developed in the generation of the external and internal 
markers. 
A fully-automated segmentation process was preferred for this work. To enable this, the 
submitted contours were modified and used to generate these markers. Additionally, a semi-
automated process was also set up to assess how the segmentation results would differ to the 
fully automated workflow. 
 
3.3 Active contour segmentation 
Another segmentation technique that was explored is the active contour models. There are two 
variants of active contour algorithms available in MATLAB, the Chan-Vese (366) and geodesic 
(edge-based) active contour models (125).  
Geodesics are the minimal length space curves lying on a surface that connects two points on 
that given surface. The geodesic active contour approach is based on finding the solution for 
the length minimisation problem between points on a curve, whilst taking the image 
characteristics i.e. the edge, into account. The principles of this algorithm are similar to the 
classic snakes method described in chapter 1 section 1.8.5, where it acts as an edge detector on 
the image. However, this algorithm allows greater flexibility to the evolution of the curve and 
allows for splitting and merging of the contour, a behaviour which the classic snakes approach 
is not capable of. This means that the contour can conform to the image characteristics to create 
multiple segmented regions on an image slice, despite starting off as a single contour, and vice 
versa. For clarity, this technique is referred to as the edge-based active contour approach in this 
report. 
The Chan-Vese model is a variant of the active contour segmentation approach, which is based 
on the Mumford-Shah model where the image is analysed through regions, and each region is 
represented by a piecewise (a function which is defined by multiple sub-functions) constant. 
What sets this algorithm apart from other segmentation methods is in its implementation where 
edge information is not computed. Instead, the segmentation operates by fitting a two-phase 
piecewise constant model to the given image (also known as the minimal partition problem), 
such that the foreground and background are separated based on the intensity values of the two 
regions. This is akin to a region-based approach, where the curve is set at the boundary of the 
regions in which it is partitioning, whereby there is minimal difference in the intensity values 
within each of the regions. Therefore, for the curve to fit an object, there must be minimal 
variation of the intensities inside the curve as well as outside. 
Figures 3.5 and 3.6a–d illustrates how the model works, where the red outline represents the 
curve (C), and the grey triangle represents the object within the image. The points within the 
image are represented by (xn, yn). The location of the curve in figure 3.5 has not solved the 
minimisation problem as yet, as the minimum average intensity values for both within the curve 
(fitting term one, F1) and outside (fitting term two, F2) have not been achieved. To do this, the 





Figure 3.6 shows the possible evolutions for the curve. In figure 3.6a, the minimum average 
intensity within the curve has been achieved with the fitting function. However, as this has not 
been achieved for the region outside the curve, this would not be a good solution. Figure 3.6b 
shows the converse, where the region exterior to the curve has been well fitted, but not for the 
region within the curve. Figure 3.6c is akin to figure 3.5 above, which shows that the fit has 
not been achieved for both regions inside and outside the curve, whereas figure 3.6d shows the 
optimum solution for the partitioning. 
Figure 3.5. Representation of grey triangle region to be 
segmented from the white background, and the 
initiation of the Chan-Vese active contour curve as the 








Figure 3.6. Examples of possible evolutions for the segmentation curve based on the Chan-Vese active 
contour model. 
Because of the independence of this approach from edge information, one advantage of this 
approach is that it is less sensitive to image noise and blur. 
The minimisation problem is solved by minimizing over all the boundaries of C. Classically, 
the propagation of the active contour spline is performed on a parametric curve. However, 
instead of applying the minimisation directly on the spline and manipulating the curve, like 
many other active contour models that have been developed, both the edge-based active 
contour and the Chan-Vese model implemented in MATLAB use the level set technique 
(Spare-Field level-set) to accomplish this (367), where the curve is represented as the zero-
crossing of a level set function. 
Although both of these approaches use the same technique (i.e. level set) to generate the 
contours, as they utilise different aspects of the image information (edge- versus region-based), 
both active control methods were investigated. 
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3.4 Graph-cut segmentation 
Graphical model-based partitioning is another well-established technique used for image 
segmentation. As classification of the pixel of interest for this approach is based on the 
characteristics of neighbouring pixels, considering that tumour characteristics differs from the 
surrounding tissues, the use of graph-cut technique for tumour segmentation was explored.  
The principles of graph-cut segmentation are explained in chapter 1. Conventionally, graph-
cut algorithms evaluate an image on an individual pixel basis. However, this approach is 
computationally expensive and slow, which thereby decreases the efficiency of the workflow.  
To decrease the computational time, instead of processing the image on an individual pixel 
basis, this workflow was developed to include a pre-processing step to group similar pixels 
together prior to applying the maximum-cut/minimum-flow algorithm. This would result in an 
over-segmented image comprising of pixel regions. With a far smaller number of nodes to be 
computed, efficiency and speed is therefore increased. 
3.4.1 Oversegmentation and superpixel generation 
Because of this advantage, oversegmentation is an increasingly popular approach as part of the 
pre-processing step in segmentation of images. The aim of this is to categorise pixels into small 
groups with similar characteristics, such as colour, brightness and texture, which can then be 
used as sub-regions in the segmentation process. Each group of pixels is known as a superpixel 
which contains rich local characteristics, where the information on the image structure is 
preserved. Compared to a single pixel, not only is the resulting smaller number of regions 
helpful in increasing the speed of the segmentation, the presence of collective information 
within the pixel regions also reduces the complexity of the partitioning algorithm and improves 
its efficiency. 
The idea of superpixel was first introduced by Ren and Malik (368), where the Normalised 
Cuts algorithm (369) which globally minimizes an objective function by recursively finding 
the optimal partition in the normalised Laplacian graph, was applied together with contour and 
texture cues (370) to generate the superpixel map. Since then, a number of algorithms have 
been developed, where their performance and parameter selection have been compared in some 
reviews (371-375). Generally, the means for superpixel generation can be grouped into either 
a variant of graph-based approaches such as in Normalised Cuts, or region-growing methods, 
which are initiated from a set of pre-defined seed points. Much of this work has been performed 
on non-medical coloured images, although some have looked at its value in electron 
microscopy micrographs, as well as histopathological images (376-379).    
Nonetheless, the use of superpixels has been extended to medical imaging. In the setting of 
MR images, it has been applied to other segmentation algorithms such as graph-cut and active 
contour based approaches for the prostate gland (380), graph-cut for brain tumours (381),  
fuzzy clustering in the brain (382), as well other classification methods for colorectal tumours 
(383). It has also been used in segmenting lung parenchyma in CT images (384), and applied 
to segmentation of the pancreas in conjunction with deep convolutional networks (385). Other 
areas in which superpixels have been used include the detection of breast lesions through 
support vector machines (386). 
Despite the introduction of additional pre-processing steps to the segmentation process, the 
overall efficiency of the workflow can be improved if the partitioning step (i.e. the graph-cut 
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algorithm) is the main limiting factor in terms of computational speed. The generated 
superpixels also has to be reflective of the underlying image, to allow the subsequent 
partitioning to be accurate. Therefore, the accuracy of the superpixel generation is evaluated as 
part of this work, in addition to assessing the computational speed of the superpixel generation 
against the whole segmentation process. 
3.5 Summary of tasks 
Four different segmentation techniques were therefore developed and used to evaluate the 
tumour segmentation, as summarised below. The same processes for evaluation was used 
across the different approaches (see chapter 4). 
Task B.1 Development and tuning of segmentation techniques on training dataset 
 
A) Marker-controlled watershed segmentation 
a. Evaluation on synthetic geometric shapes 
b. Analysis of gradient magnitude and gradient computation 
c. Performance with further exclusion structures 
d. Performance with manual input 
e. Performance of fully automated process applying cross-validation folds 
B) Chan-Vese active contour segmentation 
a. Determination of best process for segmentation initialisation 
b. Parameter tuning on training cohort 
c. Performance of fully automated process applying cross-validation folds 
C) Edge-based active contour segmentation 
a. Analysis of initialisation of segmentation 
b. Parameter tuning on training dataset 
c. Performance of fully automated process applying cross-validation folds 
D) Graph-cut segmentation 
a. Evaluation of superpixel generation and associated parameters 
b. Parameter tuning for graph-cut segmentation on training cohort 






3.6 Pre-processing for watershed, active contour and graph-cut segmentation 
The pre-processing steps were similar for all the techniques (figure 3.7) to allow for a fair 
comparison of the different segmentation approaches, whilst further development for each 
algorithm was performed separately. The generic pre-processing procedure is described here, 
and the additional processing and optimisation of each of the different techniques is described 
in the later sections.  
Assessment of the segmentation performance for the different approaches was also carried out 
in a similar way, as described in section 3.11. 
 
Figure 3.7. Summary of initial pre-processing workflow for different segmentation techniques. 
3.6.1 Windowing levels 
Consideration was given to adjustment of the window levels, to reflect the clinical practice in 
the delineation of structures within the thorax. Although there is some variation in the actual 
values used between clinicians, a level of -600 HU with a width of 1500 HU is typical of the 
settings for lung windowing, which is used in delineation of regions juxtaposed to lung 
parenchyma (387). For delineation of regions with adjacent soft tissue, a level of 40 HU and 
width of 350 HU is commonly used (387). The image data was adjusted to reflect this range to 
match the visual information as seen by a human observer, which translated to an upper limit 
equivalent to 215 HU. The lower HU limit was set at -1000, and the images were normalised 
between the range of 0 and 1. Where a HU value was applied the subsequent processing of the 
























3.6.2 External boundary limits 
Bounding regions were defined to set a limit to the search area in which the segmentation was 
applied to improve the efficiency and accuracy of the techniques. The extent of the bounding 
region was decided based on the reported interobserver variation seen in the manual delineation 
of lung tumours (388), where a range of up to 4cm was seen in the axial plane. 
Therefore, an external boundary of 20 pixels from the submitted contours was applied, which 
constituted a region with an approximately 2cm width from the submitted contours. This was 
felt to be a generous search region. To create this boundary mask, a morphological dilation was 
performed using a rectangle structuring element with a 41-pixel width, which was applied to 
the contour masks in the axial plane. This was chosen in preference to a disk-shaped structuring 
element, to ensure that the dilation was performed not just in the vertical and horizontal 
directions but also diagonally, which ensured that a larger search region was created. 
3.6.3 Thresholding 
In addition to the external boundary masks, thresholds were applied as additional limits for the 
segmentation. 
Based on the work described in chapter 2, an upper threshold was set at the equivalent of 158 
HU for all cases. This would help with excluding areas of high intensity values, such as bone 
and contrast-enhanced vessels. After applying the threshold, further morphological operations 
were performed to fill in any holes created in the process, and small regions of less than 6 pixels 
in size were removed. 
A lower threshold was also incorporated, with an aim to exclude most of the lung parenchyma. 
Due to the tumour heterogeneity between cases at the lower intensity values, this was adapted 
for each individual case. Using the normalised CT images without application of the window 
levels, the statistics of the contoured GTV region was computed for all the slices to determine 
the intensity value at the 5th percentile, which was chosen as the lower threshold if it was less 
than -500 HU, otherwise, -500 HU was used. A value of -500 HU was selected as it is in 
keeping with absolute thresholding techniques in other work (347). Morphological operations 
were then performed to exclude the body and the chest wall. 
It was also determined from the earlier work that non-solid lesions were likely to have a value 
of less than -500 HU at the 1st percentile of the GTV density values. Thus, to avoid the 
placement of lower threshold masks in regions of low density within the tumour region, cases 
with GTV values of less than -500 HU at the 1st percentile were further processed to remove 
masked regions that were not connected to the rest of the masked lung parenchyma. To avoid 
the low threshold exclusion regions from encroaching onto the tumour boundary at the tumour 
edge, a further morphological erosion of 2-pixels was applied. 
3.6.4 Internal boundary limits 
For the watershed and graph-cut algorithms, an internal marker was placed through the 
morphological erosion of the submitted contours by 20 pixels. A 10-pixel radius disk-shaped 
structuring element was used for this process, to decrease the likelihood of the whole mask 
from being eliminated during the erosion process, which can occur for small ROIs. 
Additionally, a skeletonised erosion was also performed and superimposed onto the interior 
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mask. This gave the added benefit of a shape prior to assist the segmentation. This extended 
the search region by another approximate 2cm width from the submitted contours. 
It was observed in the development of this process that there were occasions where the search 
region was obliterated in certain regions, due to an overlap between the external and internal 
boundary limits after thresholding was applied. To avoid this, it was ensured that there would 
be an unmasked region of at least 1-pixel width exterior to the internal boundary limit. 
3.7 Division of data 
The 79 cases were divided into the same folds as previously described (chapter 2 section 2.7) 
for the development and evaluation of the segmentation techniques. There were 63 training 
cases (mean volume 116.24 ± 87.35cm3) and a separate independent testing dataset comprising 
of 16 cases (mean volume 124.87 ± 139.26cm3). Of the 63 training cases, the initial set up of 
the segmentation algorithms were performed on the 18 subsample cases (mean volume 117.72 
± 68.63cm3). 
After the segmentation workflows were established, a 3-fold cross validation training method 
was applied to the whole training data, to allow a better estimate of the performance of the 
segmentation and to avoid overfitting, especially for the segmentation methods where 
parameter selection was involved. The same cross-validation folds were used for the different 
segmentation techniques to allow comparison between the various methods. After parameter 
selection based on the training folds, the performance of the segmentation was assessed on the 
validation folds. 
For each of the segmentation techniques, the optimal workflow and chosen parameter settings 
were then applied to the independent testing dataset. 
 
Figure 3.8. Diagram on data division for segmentation processes. 
 
  




Subsample for development of segmentation 
workflow 
Cross-validation (3-folds) for parameter selection 
and estimation of segmentation performance 






3.8 Watershed segmentation workflow 
A summary of the workflow designed for the fully-automated marker-controlled watershed 
segmentation is shown in figure 3.9. 
 
Figure 3.9. Workflow for watershed segmentation. 
3.8.1 Image gradient computation 
The magnitude of the image gradient was calculated using imgradient, which is a reflection 
of the directional change in the intensity of the image. There are a number of operators that can 
be used for this computation, some of which also form the basis of various edge detection 
techniques as described in chapter 1. Five classical first-derivative gradient operators were 
explored in this work. 
The most basic gradient calculations can be computed through one-dimension filters, such as 
the central difference method. For each point in the image, the difference of the intensity 
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           [3.1] 
where I represents the pixel intensity at location x. As a one-dimensional filter, it is standardly 
computed in one axis, though it can also be applied in the orthogonal direction(s) to yield the 
gradient magnitude in two (or three) dimensions. Another similar way of calculating the 




















=  𝐼(𝑥 + 1) − 𝐼(𝑥) 
           [3.2] 
where only one single adjacent pixel is used in the calculation. Theoretically, because only two 
pixels are being evaluated at a time, the intermediate difference method can achieve better 
accuracy than the central difference method, as it preserves more detail of the original image. 
However, as the central difference computation averages over more pixels, it may be more 
advantageous at handling noise. 
The downside of one-dimensional filters is that pixels connected diagonally are not taken into 
account in the computation. This is mitigated by 2-dimensional filters, several of which exist. 
The three 2-dimensional gradient estimators explored in this work operate on a similar basis, 
where the original image is convolved with the respective kernels.  
The Roberts cross operator (81) performs discrete differentiation through computing the sum 
of the squares of the differences between diagonally adjacent pixels. This is achieved by 
convolving the image with the two 2 x 2 kernels: 
[
+1    0
   0 −1
]    [
   0 +1
−1    0
] 
Gx     Gy 
           [3.3] 
In other words, the gradient edges are computed at 45° and at -45°, and not across pixels 
horizontally or vertically. 
Instead, the Prewitt gradient operator (79) is based on convoluting the image with two 3 x 3 
kernels, which takes into account not only the diagonally adjacent pixels, but also the pixels in 
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           [3.4] 
Unlike the operators described above, this convolution is independent of the pixel at the centre 
of the matrix where the kernels are applied.  
Another classical gradient estimator is the Sobel operator (80). Similar to the Prewitt operator, 
it uses two 3 x 3 kernels as shown below, where one kernel is the equivalent of the other with 
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The feature of the Sobel kernels is that a different weight is given to each of the surrounding 
pixels, which decreases the further away the neighbouring pixel is. This is given by an inverse 
order of the distance between the centre of the matrix to the surrounding pixels. In a 3 x 3 
convolution, this results in a higher weight equivalent to √2 for the 4-connected pixels, whilst 
the other 4 in the diagonal directions have weight of 1. 
From the computation of Gx and Gy through the different operators described above, the 




           [3.6] 
The gradient operators can also be extended to larger matrices, but for this work, 3 x 3 kernels 
were used, to preserve as much of the local features as possible. 
In the computation of the gradient operators, a normalisation factor was applied to Sobel, 
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 respectively, to allow 
cross comparison of the gradient magnitude. 
3.8.2 Watershed segmentation 
Both the external and internal masks as described in sections 3.6.2 and 3.6.4 were applied onto 
the gradient image. This was performed using imimposemin, where a morphological 
reconstruction was performed to re-scale the intensity values of the image. In the reconstructed 
image, regions of exclusion would have values corresponding to the minimum points in relation 
to the rest of the image. 
The watershed transform was then applied to the reconstructed image. As a result of the 
reconstruction, the pixels values at the local minima of the original gradient image that were 
not within the excluded regions would be transformed to values higher than the regions of 
exclusion, thereby resolving the issue of oversegmentation. However, multiple regions could 
still be generated from the segmentation, as regions of very low local minima in the original 
gradient image would not transform to values very much higher than the regions of exclusion 
during the re-scaling process. These regions would therefore also be considered as the local 
minima in the transformed image, in addition to the excluded regions. Also, isolated exclusion 
regions that were generated following the application of thresholding would result in that 
particular region being partitioned as a separate object from the tumour. 
3.8.3 Post-processing 
Thus, further post-processing steps were undertaken to extract the segmented regions, where a 
selection process was performed to choose the most appropriate segmentation. The initial 
workflow for this was based on comparison of the centroid of the segmented regions with that 
of the original contour, followed by the selection of the region that had a centroid closest to the 
original contour. However, initial experiments showed that this was not a robust means of 
selection in the presence of multiple small segmented regions. Also, for slices with multiple 
contours in close proximity where the centroids were a small distance apart, errors in the 
selection were observed. 
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Therefore, the methodology was changed to an analysis of the area of overlap instead. For each 
of the segmented regions, the area of overlap between the region and the original GTV contour 
was computed. The region with the greatest amount of overlap was selected as the final 
segmentation. This process also ensured that the appropriate number of contours were selected, 
in the case of multiple GTVs in the same axial plane. 
3.8.4 Experiments 
3.8.4.1 Synthetic geometrical shapes 
An initial evaluation on synthetic images was conducted to allow a better understanding of how 
the watershed segmentation performed, after observing promising results on preliminary 
clinical tests. 
A synthetic image was created, comprising of 9 circles (2000-, 500- and 100-pixel sizes) with 
the intensity value equivalent to HU of 0 to mimic tumour (see figure 3.10). The background 
was split into three regions with different intensity values equivalent to HU of -800, -50 and 
215 to represent lung parenchyma, mediastinum and areas of high contrast such as bone. 
 
Gaussian filtering (standard deviation between 1 – 2.5) was then applied to blur the edges, to 
model the indistinct boundary that is often seen between tumours and the surrounding tissue. 
To evaluate the impact of noise, gaussian white noise was also added to the images, with a 
mean of 0. Standard deviations equivalent to 10, 20 and 30 HUs were used, to be reflective of 
the degree of noise seen in clinical scans (see chapter 2 section 2.14.3). 
The original image and all the degraded images were then taken through the whole watershed 
segmentation process, using the five means of calculating the image gradient. Gradient 
operators displaying better performance was then tested using the clinical dataset. 
  
Fig. 3.10a Fig. 3.10b 
Figure 3.10. Synthetic images for evaluation of watershed segmentation process. a) Original image 
(also used as assessment reference); b) Degraded image (Gaussian edge smoothing with SD = 2.5, 
and gaussian noise with SD equivalent to 30 HU, mean = 0). 
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3.8.4.2 Clinical cases 
Gradient magnitude analysis 
Further evaluation of the HU values and the gradient magnitude in the vicinity of the tumour 
boundary was undertaken for the 18 subsample training cases. For each of the reference 
contours, individual annular masks were created that were between 1 to 4 pixels distance from 
the GTV boundary, for both directions towards and away from the GTV edge. This resulted in 
eight masks of varying distance from the GTV contour for each axial slice. These were 
subsequently applied to the normalised CT images to extract the HU values associated with 
each distance. The gradient magnitude for each distance was also computed using the better 
performing gradient operators identified from the evaluation on synthetic objects. 
Development of watershed segmentation 
The segmentation process described above was developed and tested on the 18 subsample cases 
using the selected means for gradient computation. Computational time was also recorded. 
Cross-validation with training dataset 
After developing of the watershed algorithm with the 18 subsample cases, the final algorithm 
was implemented on the whole training data set in their respective cross-validation runs, to 
allow an estimation of the segmentation performance, as well as a fair comparison of the 
performance with the other automated segmentation techniques. 
Further exploration and development of watershed technique 
An evaluation into the improvement of the segmentation process using other techniques was 
performed using the 18 subsample cases. 
3.8.5 Exclusion structures 
The performance of watershed segmentation with additional exclusion structures was assessed. 
Other normal structures (airways, ipsilateral lung, oesophagus, mediastinal soft tissue, vessels, 
heart and the chest wall) were contoured and imported with the GTV and CT data. The z-
coordinates for all the slices of each of the normal structure was extracted and used to match 
to those of the GTV. Subsequently, the masks for the normal structures at the corresponding 
GTV slices were skeletonised morphologically. These skeletonised masks were then merged 
with the exterior exclusion masks that were generated as described in section 3.6.2, prior to 
fusing with the interior exclusion limits. 
The rest of the watershed algorithm was then applied as described. 
3.8.5.1 Atlas-based generation of exclusion structures 
To find a means for automating the generation of these structures, the atlas-based normal tissue 
auto-segmentation tool in OnQ rts (Oncology Systems Limited, UK) was explored. Some pre-
defined atlases were already available within the software, for the thorax these structures 
comprised the lungs, bones and trachea. However, this list was not sufficient to complement 
the tumour segmentation using the watershed approach, necessitating the creation of new 
atlases which encompassed other normal tissues too. Thus, nine cases with contours on other 
normal structures (airways, oesophagus, mediastinal soft tissue, vessels, heart, chest wall and 
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spinal cord) were imported into OnQ rts to generate more atlases. The atlas-based segmentation 
was then applied to the remaining nine cases of the subsample dataset. 
3.8.5.2 Semi-automated approach 
An interactive interface was also developed to allow manual input of additional exclusion 
structures which ran as part of the algorithm. This was performed to assess if the segmentation 
results could be improved with additional exclusion limits. To minimise the extent of manual 
input, the workflow was designed to preserve the automated method of internal marker 
placement that had already been set up. 
After the generation of gradient image, an addition code was implemented before the 
superimposition of the masks on the gradient image. This involved a visual display of the CT 
image in the axial plane, where the window levels could be specified and adjusted. There was 
also scope to magnify the image allowing better visualisation. As it was sometimes difficult to 
locate the GTV especially the nodal disease, an additional marker denoting the centroid of the 
GTV was also displayed on the image. The submitted contours were not displayed and not 
made available during this process to avoid bias and overfitting. 
 
On each slice, a series of points were placed exterior to the GTV by a series of clicks. It was 
ensured during placement of the points that this was performed at a distance away from the 
GTV boundary, as depicted in figure 3.11. The points were connected linearly, which was made 
visible during their placement. The last point placed on the image was also linearly connected 
to the first point to create a polygon. The polygon was subsequently converted to an exclusion 
mask and applied to the watershed workflow. This was developed in preference to setting the 
individual points as the limits to improve the computational efficiency when the watershed 
segmentation and post-processing is run, as this approach decreased the number of segmented 
regions created by the watershed process. 
All the training cases were processed in one sitting. However, because of the potential bias 
inherent in manual selection, this procedure was repeated on three separate occasions at least 
three days apart, in the absence of reference to the reference contours.  
Figure 3.11. User interface for semi-
automated approach. A magnified axial 
slice is shown with mediastinal 
windowing. The red marker denotes the 
centroid of the GTV for the slice. The 
dashed line depicts the point placement 
and the linear connection between the 
points, to generate a polygon. Note that 
the point placement was performed at a 




3.9 Active contour segmentation workflow 
Figure 3.12 summarises the workflow for both active contour approaches. 
 
Figure 3.12. Workflow for active contour segmentation. 
Unlike the watershed and graph-cut workflows, the internal masks were not used for both 
methods of active contour segmentation. Instead, these algorithms required further input in the 
form of initialisation masks which act as the initial splines from which the algorithms evolve. 
3.9.1 Pre-processing for active contour 
Further steps were undertaken in the pre-processing of the CT images for the active contour 
technique. The external boundary masks described in section 3.6.2 were used to set the limits 
of the segmentation. In addition to this, the upper threshold equivalent to 158 HU was also 
applied. In order to do this, pixels of the CT image covered by the external boundary mask 
were set to 0 intensity, and a further re-scaling was performed to stretch the intensity between 
0 and 100.  This was chosen rather than between 0 and 1, as the active contour function did not 
work well with small decimal numerals. To allow the re-scaling to be reflective of the HUs, it 
was decided not to use the lower threshold as a bounding limit, as the adaptive lower threshold 
levels resulted in different lower thresholds between cases. 
This method of the image pre-processing was decided after multiple unsuccessful attempts at 
the application of the active contour algorithm on the CT images de novo. Without a boundary 
region and without further re-scaling, the evolution of the contours was very unstable, where a 
slight change in parameter settings (see number of iterations, contraction bias (CB) and 
smoothing factor (SF) below) resulted in a drastic change of the generated contour e.g. contours 
were seen to conform to a tissue surface at a particular setting, but a minor change in contraction 
bias of 0.01 resulted in the shrinking and collapsing of the contour to a point. 
3.9.2 Generation of initialisation masks 
A preliminary evaluation was performed using three cases within the 18 subsample cases to 
help decide on the most appropriate way of generating the initial masks. This was important as 
CT images 
Active contour segmentation 















the active contour models are sensitive to the placement of the initial mask, and they work 
better when the initial mask is placed close to the object boundary. 
It was decided that the submitted contours should not be used directly for initialisation, to 
minimise overfitting to the submitted delineation, where differences in delineation would 
potentially affect the segmentation results. A preliminary evaluation of three different means 
of initial mask placement was performed. These included a) the smallest convex polygon 
containing the contour, b) the smallest rectangle encompassing the contour, c) a circle with an 
equivalent area to the contour centred on the centroid of the contour. The initial masks were 
generated as follows. 
i. Smallest convex polygon encompassing the contour 
The convex hull property of regionprops were used to derive the coordinates of the 
smallest convex hull compassing the contour, which were used to generate the initial mask. 
 
ii. Smallest rectangle bounding the contour 
Similar to the creation of the smallest convex polygon, the coordinates of the bounding region 
of the contours were obtained using the bounding box property of regionprops to construct 
the binary mask. 
 
iii. Circle with an equivalent area to the contour centred on the centroid of the contour. 
The number of pixels for each GTV contour in the axial plane was calculated, which was then 
used to find the radius of the equivalent circle using the formula 
 
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑐𝑖𝑟𝑐𝑙𝑒 =  𝜋𝑟2 
           [3.7] 
where r denotes the radius of the circle. The centroid of the GTV was located through the 
coordinates obtained from the centroid property of regionprops. The coordinates were also 
used to generate a mask with a labelled point at the centre of the GTV. 
 
At 300 iterations, it was noticed that the second method i.e. using the smallest rectangle 
bounding the contour performed the worse, as depicted in figure 3.13b. This was because of 
the greater distance between the actual GTV boundary and the edge of the initial mask, which 






Figure 3.13. Comparison of Chan-Vese active contour segmentation in relation to different initial masks 
a) Smallest convex hull bounding the submitted contour; b) Smallest rectangle bounding the submitted 
contour c) Circle with area equivalent to the submitted contour. Red outline – Active contour 
segmentation, Yellow outline – submitted contours, Blue outline – Initial mask. (Parameter settings – 
Iteration number: 300, Contraction bias: 0.7, Smoothing factor: 0) 
 
In most parts, the convex polygon and the circular initial masks created similar contours, 
although the circle masks seemed to result in greater leakage than the convex polygon. On the 
other hand, due to the way in which the convex polygons were constructed, there were 
occasions where the initial masks were of the same shape and size as that of the submitted 
contours, which also raised the concern of overfitting to the shape of the submitted delineation. 
This effect can be seen for the mediastinal lymph node in figure 3.13a, where there was an 
overlap of the submitted contour, the initial mask, as well as the resultant segmentation. 
Because of the poorer performance of the bounding rectangle initiation mask in relation to the 
other two initialisations, the bounding rectangle method was not explored further. Additionally, 
the use of the convex polygon de novo was also not brought forward due to the possibility of 
overfitting. 
Conventionally, the initial mask used in active contour is usually placed exterior to the object 
boundary, which then shrink during its evolution to conform to the object. This would normally 
work in the case of a homogenous background with a foreground object of different intensity 
values. In the case of thoracic CTs, the background is heterogenous as it is made up of different 
tissue types. Thus, it would be more appropriate to define the initial mask within the tumour 
rather than exterior to it, to prevent the evolution of the contour from conforming to the other 
tissue types rather than the tumour. This effect was noticed in the preliminary studies where an 
exterior initial mask resulted in the segmentation of the normal tissues around the tumour 
instead of the lesion. Although it was decided that it would not be appropriate to use the convex 
polygon de novo, it was felt that overfitting would be less of an issue if an erosion of the convex 
polygon was used. 
Based on this work, it was decided that the initial masks to be explored included 
i. Smallest convex polygon encompassing the contour eroded isotropically by an 
empirical 4 pixels 
ii. Circle with an equivalent area to the contour centred on the centroid of the contour 
eroded isotropically by an empirical 4 pixels 
Fig. 3.13a Fig. 3.13b Fig. 3.13c 
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iii. Circle with an equivalent area to the contour centred on the centroid of the contour 
For all of the mask creations, an additional check was implemented to ensure that the 
construction of the mask did result in a mask being created. This may not be the case for the 
first two methods of mask creation where morphological erosion was applied. If so, the centroid 
was used as the initiation point as a surrogate. 
3.9.3 Multiple contours on same axial slice 
As it was uncertain as to how the evolution of the active contour models would be influenced 
by processing multiple contours on the same axial slice, these regions were segregated and 
handled separately by creating separate initial masks for each of the region. This was also taken 
into account for the pre-processing of the CT images, which were prepared ensuring that other 
regions exterior to the region in question was masked out during the computation.  
3.9.4 Post-processing of active contour segmentation 
Post-processing steps were undertaken due to the potential creation of discrete segmented 
regions from the splitting of the contour during the evolution. As small regions were deemed 
not to be significant, areas with pixel sizes of less than 8 were removed. Additionally, ‘holes’ 
created in the evolution were also filled morphologically. The ensuing segmentation was 
defined as the final active contour segmentation result. 
For the assessment of the segmentation, the delineation results for the multiple contours on the 
same axial plane were merged onto the same slice. This not only allowed ease and better 
judgement of the segmentation visually, but also enabled fair comparison of segmentation 
results across the different techniques. 
3.9.5 Parameter settings 
There were a number of parameters that were to be specified to optimise the segmentation for 
both the Chan-Vese and edge-based active contour algorithms. 
3.9.5.1 Number of iterations 
This determined the maximum number of iterations for the progression of the segmentation. 
The evolution would be stopped either when this maximum number of iterations is attained, or 
when the contour position in the latest evolution is the same as the contour position in the 
previous five iterations. 
 
During the preliminary evaluation, it was noted that for some runs, the number of iterations 
required to reach a steady contour was as low as 20. However, it was also seen that for other 
slices, this was as high as several hundred. Considering that the default number of iterations in 
MATLAB is set at 100, and that it is recommended that the number of iterations should be 
increased with greater distance of the boundary object from the initial contour position, it was 
decided empirically that the maximum iteration number would be set at 300 for all experiments.  
 
3.9.5.2 Contraction bias 
This parameter adjusted the tendency of the contour to either grow in the exterior direction, or 
to contract and shrink inwards, where negative values biased the contour to expand and positive 
values biased the contour to contract. In spite of the specification, the growth or contraction of 
the contour was not guaranteed. However, the selection allowed a propensity for the contour 
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to evolve towards the specified direction, and if the tendency was in the opposite direction to 
what was specified, it would slow the progression of the contour in the opposite direction. This 
meant that the contour would evolve based largely on the image intensity values, but yet 
allowed for some influence in the nature of the evolution, which was helpful especially in 
regard to the different locations of the initial mask. 
 
3.9.5.3 Smoothing factor 
The smoothing parameter determined the regularity of the resultant segmentation boundary, 
which was specified with a minimum of 0, whilst a higher value produced smoother region 
boundaries. Although limiting the regularity of the evolution can be helpful in reducing the 
tendency of the contour to leak out into regions beyond the GTV in an irregular fashion, if the 
chosen value is too high, it may smooth out the curve based on the finer details of the intensity 
values. 
3.9.6 Experiments 
The active contour segmentation process was conducted separately for Chan-Vese and edge-
based approaches. The training data was evaluated to select the most appropriate initialisation 
mask and parameter settings. 
3.9.6.1 Selection of initialisation mask 
The evaluation of the initialisation mask was conducted using the 18 subsample cohort, where 
the behaviour of how the initialisation masks affected the segmentation was explored. From 
this, the most appropriate initialisation method was selected. The impact of parameter tuning 
was also analysed with this dataset, prior to the application of the segmentation to the rest of 
the training data. 
3.9.6.2 Parameter optimisation 
The optimum contraction bias and smoothing factor were determined using a two-phase 
parameter sweep for the different initialisations. The first phase was performed on three cases 
within the 18 subsample cases, which comprised of a manual systematic search over a wider 
range of values, with an aim to narrowing the range for the parameter sweep in the subsequent 
analyses. This was determined separately for each of the parameters, for both Chan-Vese and 
edge-based approaches. 
After evaluating the best range of parameters in phase one, subsequent parameter sweeps were 
conducted using the narrower range identified. This involved looping the segmentation through 
the parameters with an increase in values with a step-wise increment. 
Chan-Vese active contour 
i) Contraction bias 
For the Chan-Vese model, phase one was performed with contraction bias ranging between -1 
and 1.5, with the number of iterations fixed at 300 and the smoothing factor fixed at the default 
value of 0. Good segmentation results were seen around the value of 0.7 for both the circle and 
convex hull initiation masks. As a result, subsequent parameter sweeps were performed at a 
narrower range between 0.4 and 1.1 at 0.05 step increments, resulting in a total of 15 different 
parameters that were analysed. 
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ii) Smoothing factor 
The manual parameter sweep for the smoothing factor in phase one for the Chan-Vese model 
was carried out using 300 number of iterations, and a contraction bias fixed at 0.7. A range 
between 0 and 2 was evaluated, and a narrower range of 0 and 0.7 at 0.1 step increments was 
chosen for the rest of the parameter sweeps, resulting in a total of 7 different parameters that 
were analysed. 
Edge-based active contour 
i) Contraction bias 
The edge-based active contour segmentation was initially evaluated with a contraction bias 
between -1 and 1, at 300 iterations with a smoothing factor of 0. Better segmentation results 
were observed around a contraction bias of 0. Thus, a final range between -0.2 and 0.075 at 
0.025 step increments was chosen, where a total of 12 different parameters were evaluated. 
ii) Smoothing factor 
After the initial parameter sweep using a contraction bias of 0 and at 300 iterations, smoothing 
factors between a range of 0 and 0.8 at 0.2 step increments was selected for the subsequent 
analyses, i.e. a total of 5 different smoothing factors were evaluated. 
3.9.6.3 Selection of optimal parameters 
Using the three folds of the training data, the performance of the segmentation was assessed. 
The optimal parameters were selected for the respective algorithms and applied on the 
validation data to estimate the performance of the segmentation.  
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3.10 Graph-cut segmentation workflow 
The segmentation process for graph-cut technique is summarised in figure 3.14. 
 
 
Figure 3.14. Workflow for graph-cut segmentation. 
3.10.1 Graph-cut segmentation 
Suppose an image is a graph G = (V, E) consisting of a set of nodes (V) and a set of edges (E) 
that connects each node. The image set V is made up of individual pixel elements vi. To segment 
the image, the aim of the algorithm is to assign a unique label to each node into foreground or 
background. To find the solution, the minimisation of a Gibbs energy E(f) (the energy cost for 
neighbouring pixels) can be obtained (389): 
𝐸(𝑓) =  ∑ 𝐸1(𝑥𝑖)
𝑖 ∈ 𝑉
 +  𝜆 ∑ 𝐸2(𝑥𝑖 , 𝑥𝑗)
(𝑖,𝑗)∈𝐸
 
           [3.8] 
where E1 is the likelihood energy of encoding the cost when the label of the node i is xi, and 
E2(xi, xj) is the prior energy, representing the cost when the labels of adjacent nodes, i and j, 
are xi and xj respectively (390).  
In the original proposal by Li et al, k-means clustering on the values of the foreground and 
background seeds is performed and initialised into 64 clusters. In the calculation of the 
likelihood energy, the minimum distance of the value of each node i to the mean value of the 
foreground and background clusters is computed, with all nodes in the image used in the 
optimisation process (390, 391). The difference in the MATLAB implementation is that this 
step is performed without the clustering into similar foreground or background pixels, which 















The prior energy E2 is the energy of the gradient along the object boundary, which ensues a 
penalty cost if the adjacent nodes are assigned with different labels. The closer the values of 
adjacent nodes are, the larger the E2, and the less likely the edge is on the object boundary. 
Additionally, the likelihood of labelling of a pixel into the foreground or background can be 
adjusted through specification of the edge weight scale factor.  
3.10.2 Graph-cut application using lazysnapping 
The implementation of graph-based segmentation in MATLAB, lazysnapping, segments 
an image into binary labels (390). Like many of the other interactive graph-cut algorithms, user 
input is required for the initial definition of foreground and background. To do this 
automatically, the same internal and external masks (described in sections 3.6.2 and 3.6.4) were 
applied as the foreground and background markers respectively, which also permitted the 
comparison of how the different techniques performed. 
3.10.3 SLIC algorithm 
To improve the computational efficiency of the segmentation process, oversegmentation of the 
image was achieved with the generation of superpixels. 
The MATLAB implementation, superpixel, is based on the simple linear iterative 
clustering (SLIC) algorithm, which uses an adaptation of k-means clustering for generating the 
superpixels (392). SLIC has been shown to be efficient with good performance as compared to 
other algorithms (371-374). In its optimisation process, the number of distance calculations is 
reduced significantly by limiting the search space to a region proportional to the superpixel 
size. It also has a weighted distance measure that provides control over the size and 
compactness of superpixels, whilst combining information on spatial proximity, and grayscale 
level or if relevant, colour. 
The main parameter which needs specifying is k, the desired number of superpixels in the 
image. From this parameter, cluster centres are initiated in a regular grid, S pixels apart. This 
is given by the equation: 




           [3.9] 
where N is the total number of pixels in the image, where approximately equally sized 
superpixels are produced on the image. Next, within a 3 x 3 -pixel neighbourhood, the cluster 
centres are moved to seed locations corresponding to the lowest gradient position, to avoid 
seeding on an edge boundary as well as to reduce the impact of noise on the clustering initiation. 
Subsequently, within a limited search space of 2S x 2S around the seed points, each pixel i is 
evaluated against the superpixel centre determined through a distance measure, which 
combines both spatial as well as grayscale information. The spatial proximity to the cluster 




𝑑𝑠 = √(𝑥𝑗 − 𝑥𝑖)
2 + (𝑦𝑖 − 𝑦𝑗)
2 
           [3.10] 
where [x, y] indicates the pixel location within the image. The grayscale proximity to the cluster 
centre is similarly computed by: 
𝑑𝑐 = √(𝑙𝑗 − 𝑙𝑖)
2 
           [3.11] 
where l represents the grayscale intensity of the pixel. Both of these calculations are combined 








           [3.12] 
where m, the compactness factor, is a constant that can be adjusted to increase or decrease the 
weight of the spatial proximity in relation to the grayscale calculation. When m is large, there 
is greater importance on the spatial proximity, resulting in superpixels that are more compact. 
By decreasing m, the superpixels are less compact, with greater irregularity to the size and 
shape, the boundaries of which adhere more to the edges within the image. 
As each pixel has been associated to the nearest cluster centre, a calculation for the mean vector 
of all the pixels assigned to that particular cluster centre is performed, as well as the residual 
error between the new and previous cluster centre locations. The process is repeated iteratively 
until the error converges. A further post-processing step is then executed to connect disjoint 
pixels to neighbouring superpixels. 
3.10.4 Adaptive SLIC 
The SLIC algorithm described above has a relatively simple distance measure, which uses a 
constant to modify the impact of the spatial information for all iterations. SLIC0 is a variation 
of the SLIC algorithm which has an adaptive component for using the spatial information as it 
performs its iterations. This means that it has the ability to alter the compactness with each 
superpixel computation according to the maximum observed spatial and greyscale distances 
from the previous run. Because of the ability of the algorithm to work out the most appropriate 
compactness dynamically, there is no requirement for selection of the compactness parameter 
upfront for SLIC0. 
3.10.5 Superpixel parameter optimisation 
3.10.5.1 SLIC versus SLIC0 
The SLIC algorithm allows a choice in specifying the shape of the superpixel. This is the 
compactness parameter, where a higher value would make the superpixels more regularly 
spaced, i.e. a square. Conversely, a lower value would produce superpixels that are more 
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irregularly shaped, which can adhere to boundaries better. For SLIC, this compactness 
parameter is kept constant for the clustering process. 
On the other hand, parameter selection is not required for SLIC0 as the compactness is refined 
adaptively after the first iteration. 
Both of these algorithms were explored in the training dataset. 
3.10.5.2 Number of iterations 
For both SLIC and SLIC0 algorithms, the number of iterations used in the clustering phase of 
the algorithm can also be modified. The authors of the algorithm have found that 10 iterations 
is sufficient for most purposes (371, 392). This was the default setting in MATLAB, where it 
was recommended that this factor need not be adjusted in most cases, and thus, the default 
value of 10 was used for this work. 
3.10.5.3 Desired number of superpixels 
The desired number of superpixels had to be specified to initiate the algorithm. Reports in the 
literature suggest that the quality of superpixel generation improves with increasing number of 
specified regions (368, 371-374, 393, 394). However, it would be preferable to choose the 
smallest number of superpixels that is required for the segmentation, in order to derive the 
computational benefits of working with a smaller number of regions. For non-medical imaging, 
typical values for this in the region of several hundreds. 
In order to establish the optimal number of superpixels to use, a parameter sweep was 
performed. 
3.10.6 Assessment of superpixel generation 
A number of different metrics have been used to assess the quality of superpixel generation. 
For this work, boundary recall was calculated, which gave an assessment of how accurate the 
superpixel boundaries were, in relation to the ground truth. The fraction of ground truth edges 
that fell within a certain number of pixels, dbr, of the superpixel boundary was computed 
through the equation: 




           [3.13] 
where TP represents true positives i.e. the number of boundary pixels in the ground truth image 
for which a boundary pixel in the superpixel image exists within a range of dbr, and FN 
represents false negatives i.e. the number of boundary pixels in the ground truth image for 
which there is no boundary pixel in the superpixel image within a range of dbr. Values of the 
boundary recall range from 0 to 1, with 1 being the best score. 
Additionally, the undersegmentation error was also computed, which provided another 
measure to assess the ‘bleeding out’ of the superpixels in relation to the GTV (395). In other 
words, this penalised superpixels that did not conform to the reference boundaries. This 
measure has been adopted in a number of other studies evaluating superpixels (374, 392, 394). 
The undersegmentation error was calculated with 
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           [3.14] 
where VGT represents the ground truth region and P represents the individual superpixels. The 
expression |VGT| is the size of the ground truth in number of pixels, and |Pout| is the size of the 
region of the individual superpixel that is not overlapping with the ground truth in number of 
pixels. With lower undersegmentation error, there is less leakage of the superpixels into the 
surrounding regions of the superpixels that is overlapping with ground truth. 
3.10.7 Experiments 
Many of the studies using SLIC to generate superpixels have a similar design, which include a 
training phase to select the use of suitable parameters (383, 396-403). Fewer studies use more 
sophisticated approaches to help with the optimisation process (384). To proceed with this 
work, there was a need to evaluate the factors that could affect the generation of superpixels 
and assess the impact of the parameters k and m on the desired outcome, prior to application of 
graph-cut segmentation. 
3.10.7.1 Preliminary development phase 
Exploration of the graph-cut application and the evaluation process was performed using the 
same subsample of 18 cases. In the preliminary development phase, the same three cases were 
selected within the subsample to initiate the graph-cut workflow, where it was apparent that 
less than a thousand superpixels was not sufficient for this work, which suffered from poor 
adherence to the boundaries in thoracic images (figure 3.15). At this range, there was low 
boundary recall and high undersegmentation error. Not only was this seen in the mediastinum 
in the presence of small vascular structures and nodal disease, it was also observed for the 
larger tumour in the lung parenchyma. Thus, in the subsequent work, the range for the number 
of desired regions was evaluated between 1000 to 19000, at increments of 2000. The upper 
limit was initially set at 30000 but this was decreased for two reasons; a) there was significant 
computational expense, where the processing time for the evaluation of each case took several 
days and b) the greater the number of regions, the closer it would be towards computing on a 
pixel-wise basis, which defeats the purpose of superpixels. 
 
Figures 3.15a – b. Application of SLIC0 algorithm for k = 500 and k = 1000 respectively (10 iterations). 
Aqua lines denote superpixel boundaries. Both examples show poor adherence of the superpixels to the 
medial boundary of the tumour, as well as the mediastinal structures. 
Fig. 3.15a Fig. 3.15b 
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Both SLIC and SLIC0 were also evaluated. In keeping with the reported literature, the 
increasing regularity of the superpixels was also observed with increasing compactness for the 
SLIC algorithm (figure 3.16). This effect was more apparent for compactness at 15 and beyond, 
which was felt to be undesirable for this work. Thus, the compactness for SLIC was evaluated 
at 5, 10 and 12 for the proceeding evaluation. 
Figures 3.16a – c. Application of SLIC algorithm for m = 10, m = 15 and m = 20 respectively (k = 2000, 
10 iterations). Aqua lines denote superpixel boundaries. The regularity of the superpixels increased with 
increasing m, which can be seen in the lung parenchyma as well as in the chest wall. 
The boundary recall was calculated for dbr = 1 pixel, to account for some variation in the ground 
truth segmentation whilst maintaining a score that is reflective of the accuracy to the ground 
truth. Although dbr = 2 pixels have been used in the literature for a number of studies on 
superpixels (371, 373, 393), the evaluation of this on the 18 subsample cases revealed that a 2-
pixel boundary was not sensitive enough to detect acceptable boundary limits. dbr = 0 pixel was 
also not used, in order to allow for a margin of error in the placement of the reference volumes. 
3.10.7.2 Training: Parameter selection 
The training phase was divided into two sequential parts to decide on the parameter settings 
for the segmentation. Firstly, the parameter settings for generating the superpixels was 
evaluated, which was performed initially using the 18 subsample cases, and then extended to 
the three cross-validation training runs. This was followed by assessment of the optimal 
settings for the lazysnapping algorithm, which was applied to the cross-validation training runs. 
3.10.7.3 Superpixel parameter selection 
The training data was evaluated to decide on the desired number of superpixels, as well as the 
compactness for SLIC algorithm. The number of iterations was set at 10 for all evaluation. The 
boundary recall as well as the undersegmentation error were computed. Additionally, to assess 
the impact on how the different superpixel parameter settings affected the subsequent graph-
cut segmentation, it was applied to each setting and the Dice similarity coefficient (DSC), recall 
and precision were also computed (described further in section 3.11). Furthermore, as the 
computational time was also an important consideration in the selection of the optimum number 
of superpixels, this was also evaluated at each parameter setting. For this work, the edge weight 
scale factor for the lazysnapping algorithm was set at the default of 500, with connectivity of 
connected components set at 8. 
 
Fig. 3.16a Fig. 3.16b Fig. 3.16c 
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3.10.7.4 Lazysnapping parameter selection 
After the parameters for superpixel generation were established, these settings were used in the 
evaluation of the graph-cut segmentation. The connectivity of the connected components for 
the lazysnapping algorithm was set at the default of 8, which was appropriate in the setting of 
2D images where the pixels were evaluated against their neighbours in orthogonal and diagonal 
directions. 
The other parameter to be adjusted for the algorithm is the scale factor that affected the edge 
weights between the regions to be segmented, typically ranging between 10 and 1000. 
Preliminary observations on the 18 subsample cases showed greater differences in 
segmentation at lower values. Thus, a range of values at irregularly spaced intervals were 
evaluated, with a focus on the lower range. The selected values were 1, 5, 10, 20 to 100 at 
intervals of 20, and 100 to 900 at intervals of 100, giving a total of 16 values. 
3.10.7.5 Selection of optimal parameters 
Similar to the approach for the active contour workflow, the performance of the segmentation 
was assessed with the three training folds. The optimal scale factor was selected and applied 




3.11 Assessment of segmentation 
The segmentation results for the different techniques were conducted quantitatively with the 
computation of conformity indices, and qualitatively with the visual inspection of the contours. 
3.11.1 Quantitative assessment 
There are many different means for assessing the segmentation results in the literature. It was 
decided that conformity indices would be most appropriate for this work, as it is extensively 
used in the literature as an assessment technique and was easy to compute. The calculations 
were performed for all slices in each case and aggregated across all the cases from which the 
mean and SD were derived. 
3.11.1.1 Indices for algorithm development and parameter optimisation (training dataset) 
For the assessment of contours in the algorithm development and parameter optimisation 
phases, recall, precision as well as the DSC were used. These measures were chosen as they 
are commonly reported conformity indices in image segmentation. 
Recall, also known as sensitivity or the true positive rate, measures the proportion of positives 
that are correctly identified as such. This was defined by the equation 




|𝑉𝑠𝑒𝑔  ∩  𝑉𝐺𝑇|
|𝑉𝐺𝑇|
 
           [3.15] 
where TP and FN denote true positives and false negatives respectively, and Vseg and VGT 
represent the segmented and ground truth regions respectively. For good recall, the score 
should be close to 1. 
Precision, also known as the positive predictive value, measures the ability of the segmentation 
to identify only the true positive region, defined by the equation 




|𝑉𝑠𝑒𝑔  ∩  𝑉𝐺𝑇|
|𝑉𝑠𝑒𝑔|
 
           [3.16] 
where FP denotes false positives. For good precision, the score should be close to 1. 
Typically, recall and precision are often in conflict, thereby raising the need to assess based on 
another measure that takes both into account. This can be computed through the F-measure, 
which is the harmonic mean of precision and recall (404). In the special case where the weights 
of precision and recall are balanced, the F-measure is equivalent to the Dice similarity 
coefficient, given by the equation  
𝐷𝑆𝐶 =  
2|𝑉𝑠𝑒𝑔  ∩  𝑉𝐺𝑇|
|𝑉𝑠𝑒𝑔| +  |𝑉𝐺𝑇|
 
           [3.17] 
where the extent of spatial overlap can be estimated. For a good DSC score, the value should 
be close to 1. This is also known as the Kappa index in some studies. 
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Although recall and precision are helpful in the assessment of the segmentation, the DSC is a 
single measure that takes both recall and precision into account. Therefore, the best DSC score 
achieved was used to select the optimal parameter setting where appropriate (active contour 
and graph-cut segmentation), whilst taking into account both recall and precision. 
3.11.1.2 Indices for evaluation of testing dataset 
DSC, as described above, was also used as a metric to assess the final segmentation in the 
testing dataset. However, although precision and recall are widely used in the literature in the 
assessment of image segmentation, they are less commonly used in the reports in the clinical 
literature (405-408). Therefore, in place of recall and precision, other more commonly used 
conformity indices were also used assess the performance of the segmentation for the 
independent testing dataset in addition to DSC. These indices are analogous to recall and 
precision through a very simple relationship as described below. 
The extent of segmentation that missed regions of true disease was represented by the 
geographical miss index (GMI) defined as 
𝐺𝑀𝐼 =  
|𝑉𝐺𝑇| − |𝑉𝑠𝑒𝑔  ∩  𝑉𝐺𝑇|
𝑉𝐺𝑇
 
           [3.18] 
. The GMI is in fact 1 – the recall score. 
The extent of spillage of segmentation, the discordance index (DI) was also calculated as 
follows. 
𝐷𝐼 = 1 −




           [3.19] 
Similarly, DI is the equivalent of 1 – the precision score. 
Thus, good GMI and DI should be as close to 0 as possible. 
These metrics would be helpful adjuncts to DSC which assesses how conformal the 
segmentation results are in relation to the reference volume, through the provision of further 
information on where the segmentation discrepancies lie. 
3.11.1.3 Volume assessment  
Additionally, the volumes of the final segmentation for each of the techniques were obtained 
in the independent testing phase. This was performed by multiplying the number of pixels 
within the contour in the axial plane with the individual voxel size, and then summing the 
volume for each slice to obtain the total volume for the case. The reference contours were 
processed in a similar way. 
The absolute volume difference between the segmented results and the reference outlines were 
computed. However, due to the variation in sizes of tumour across the cases, the percentage 
volume difference was also calculated, to allow the assessment to be independent of the tumour 
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size. This was performed by computing the ratio of the segmented results and reference outlines 
subtracted by the reference volumes. Increasing positive values indicate larger segmentation in 
relation to the reference volumes, whilst greater negative values would be obtained for smaller 
segmentation volumes compared to the reference outlines. 
3.11.2 Qualitative assessment 
MATLAB has an inbuilt function imshow that can be used to display the CT image, and 
boundary plots can be plotted onto the image for visualisation. However, this proved to be an 
inefficient means of assessing the quality of the segmentation across different slices within a 
case. Therefore, a graphical user interface (GUI) was developed in order to allow the 
visualisation of the segmentation results to performed efficiently (figure 3.17). It was designed 
to display the segmentation results adjacent to the reference contours in the same axial plane 
with information on the slice number. A slider function was implemented to enable scrolling 
capability through the slices of the images. In addition to the magnification and pan functions, 
the window levels for the images could also be adjusted appropriately for both lung and 
mediastinal window levels. 
Figure 3.17. GUI used for the qualitative assessment of the segmentation results, showing a 
segmentation result on the left, and the reference contours on the right. In addition to inbuilt 
magnification and pan functionalities, windowing levels could also be adjusted. The slider function 
enabled efficient visualisation of serial CT slices. 
3.11.3 Computational time 
Where relevant in the algorithm development stage, the computational time for the techniques 
was also recorded. The development of the watershed segmentation was carried out using an 
Intel Core i5-3317U CPU @ 1.70GHz, 4GB RAM on a Windows 10 64-bit environment. For 
the development of the graph-cut segmentation, the processing was performed using an Intel 
Xeon CPU E3-1226 v3 @ 3.30GHz, 8GB RAM on a Windows 7 64-bit environment.  
To allow for fair comparison of the computational time for the various segmentation 





The results of the algorithm development are presented for the subsample of 18 cases for each 
of the different segmentation techniques. This is followed by the description of parameter 
selection for each of the cross-validation runs of the training dataset and a display of 
representative cases. The estimated performance from each of the validation datasets in the 
cross-validation runs is then reported. 
The combined results of the independent test data with the different segmentation approaches 
is presented in chapter 4. 
Mean ± SD are shown in the numeric results for the tables unless otherwise stated.  
3.12 Task B.1 Development and tuning of segmentation techniques on training dataset 
 
3.12.1 Watershed segmentation 
3.12.1.1 Synthetic geometrical shapes 
3.12.1.1.1 Control experiments 
Table 3.1 shows the mean conformity indices of the 9 circles of the control experiment 
performed with the original synthetic image using the different gradient computation. It can be 
seen that the performance for the algorithm using the intermediate gradient operator was poor 
as compared to the other methods. 
 Roberts Sobel Prewitt Central Intermediate 
Dice 
Similarity 
Coefficient 0.94 0.94 0.94 0.92 0.54 
Recall 1.00 1.00 1.00 1.00 1.00 
Precision 0.89 0.88 0.88 0.85 0.41 
Table 3.1. Mean conformity indices for the control synthetic images comparing different gradient 
computation. 
To understand why this occurred, the segmentation for one of the circles using the intermediate 
gradient operator is shown in figure 3.18a, with the corresponding gradient magnitude in figure 
3.18b. It can be seen that the failure of the segmentation occurred in the upper left and lower 
right directions, while the partitioning in the upper right and lower left directions appeared to 
correspond well to the gradient magnitude. On closer inspection of the gradient magnitude in 
the upper right and lower left directions, the pixels for the computed gradient did not have 4-
pixel connectivity in the horizontal and vertical directions, whereas this was preserved in the 
upper right and lower left directions. This resulted in leakage of the watershed segmentation in 
the affected directions, which was not observed for the other methods of gradient computation. 
To test if a 4-pixel connectivity correction would rectify the leakage, the gradient image was 
dilated using a 1-pixel radius disk-shaped structuring element, as shown in figure 3.18d. The 
corresponding final segmentation is shown in figure 3.18c, which corresponds to a DSC of 
0.92, recall of 1.00 and precision of 0.85, comparable to the results obtained using the central 
gradient operator. This suggests that the watershed segmentation would not be accurate in the 




3.12.1.1.2 Evaluation of ROI blurring and image noise 
Overall, the mean DSC scores decrease with increasing ROI boundary blurring (figure 3.19a) 
and image noise (figure 3.19b) across the different types of gradient computation. 
































































Figure 3.18. Watershed 
segmentation using intermediate 
gradient operator for 2000-pixel 
circle against background 
equivalent to lung parenchyma; 
a) Final results of watershed 
segmentation on uncorrected 
gradient magnitude image; b) 
Uncorrected gradient magnitude 
image; c) Final results of 
watershed segmentation on 
gradient magnitude image 
corrected for 4-pixel 
connectivity; d) Corrected 
gradient magnitude image. 
Fig. 3.18a Fig. 3.18b 
Fig. 3.18c Fig. 3.18d 
Figure 3.19. Effect of a) increasing ROI boundary blurring and b) increasing image noise, on 
mean Dice similarity coefficient using watershed segmentation. 
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The extent of this effect was different between different gradient computation, as seen in 
figures 3.20a – c. The Roberts, central and intermediate gradient operaters appeared to be more 
influenced by variation of the ROI boundary blurring and image noise, whilst the Sobel and 
Prewitt operators are less affected by this. 
  
 
Of note, in the presence of image noise and the blurring of the ROI edge, the lack of 4-pixel 
connectivity was not observed when the intermediate gradient operator was used. In the 
absence of an abrupt change in HU between adjacent pixels where the change in gradient was 
spread over a number of pixels, 4-pixel connectivity was preserved for the gradient magnitude 
image. 
Table 3.2 shows the mean and SD of the conformity indices for the different gradient 
computation, where it can be seen that the intermediate and Roberts operators are associated 
with a lower DSC as compared to the other gradient operators. There was a statistically 
significant difference in DSC between the gradient operators (p-value = 0.000; Friedman test). 
Post hoc analysis with Wilcoxon signed-rank tests was performed with a Bonferroni correction 

























Figure 3.20. Dice similarity coefficients for 
different gradient operators showing effect of 
ROI edge blurring. a) Gaussian noise equivalent 
to 10 HU; b) Gaussian noise equivalent to 20 
HU; c) Gaussian noise equivalent to 30 HU. 
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between the Sobel, Prewitt, and Central operators (Sobel vs Prewitt p-value = 0.655; Prewitt 
vs Central p-value = 0.018; Sobel vs Central p-value = 0.062). However, the DSC for the 
Roberts and Intermediate operators were found to be statistically significantly different to the 
Sobel, Prewitt and Central operators when compared individually (p-value = 0.002 for all six 
individual test comparisons). 
Judging by the lower precision scores as compared to the recall values, it can be seen that the 
segmentation tended to produce larger errors in leakage rather than in missing the target, which 
was more apparent in the Roberts and intermediate operators. Evaluation of the precision also 
revealed a statistically significant difference in scores between the gradient operators (p-value 
= 0.000; Friedman test). Post hoc analysis with Wilcoxon signed-rank tests (Bonferroni 
correction applied using a significance level of p < 0.005) also showed no statistically 
significant difference between the Sobel and Prewitt operators (p-value = 1.000). Similar to the 
DSC evaluation, Roberts and Intermediate operators were found to be statistically significantly 
different to the Sobel, Prewitt and Central operators when compared individually (p-value = 
0.002 for all six individual test comparisons). However, although the precision scores between 
the Sobel and central operators were found not to be statistically significant (p-value = 0.028), 
a statistically significant difference was detected in the comparison between the Prewitt and 
central computation (p-value = 0.004). 
 Roberts Sobel Prewitt Central Intermediate 
Dice 
Similarity 
Coefficient 0.88 ± 0.05 0.94 ± 0.02 0.95 ± 0.01 0.93 ± 0.04 0.84 ± 0.05 
Recall 0.97 ± 0.02 0.98 ± 0.02 0.98 ± 0.02 0.98 ± 0.02 0.97 ± 0.02 
Precision 0.83 ± 0.06 0.91 ± 0.02 0.91 ± 0.01 0.88 ± 0.04 0.78 ± 0.06 
Table 3.2. Mean conformity indices comparing different gradient computation for images degraded by 
ROI boundary blurring and image noise. 
The qualitative segmentation results using a noise level of 10 HU and edge blurring with an 
SD of 1.5 is shown in figure 3.21. It was observed that there were more irregularities in the 
segmentation against the mediastinal background as compared to lung and bone background, 




Figure 3.21. Segmentation results using degraded image with noise equivalent to 10 HU and ROI edge 
blurring with a SD of 1.5  (mean = 0). a) Degraded image; b) Roberts gradient operator; c) Sobel 
gradient operator; c) Prewitt gradient operator; d) Central difference gradient operator; e) Intermediate 
difference gradient operator. 
From this results, it was concluded that the Roberts and intermediate operators had poorer 
performance than the Sobel and Prewitt operators when applied with the watershed 
segmentation in the presence of image degredation, whereby there was an increase in the 
leakage of the segmentation into the surrounding region. The central difference computation 
also had poorer performance than Sobel and Prewitt operators in terms of precision. Although 
the results may be an overestimate as a noise level of up to 30 HU was evaluated, the Sobel 
and Prewitt operators were favoured over the others as they were less influenced by noise. 
These two operators were therefore selected to be used in the subsequent evaluation. 
Additionally, blurring of the ROI edges was shown to contribute to poorer segmentation 
performance, even in the presence of modest image noise equivalent to 10 HU. This 
observation supported the decision for not applying de-noising smoothing filters, which 
although can decrease the image noise, can result in increased blurring of the ROI edge. 
3.12.1.2 Clinical experiments 
3.12.1.2.1 Gradient computation for ROI boundary 
The relationship of the HUs at the vicinity of the GTV boundary is shown in figure 3.22. It was 
observed that there was a greater spread in HU exterior to the tumour boundary in comparison 
to the HU within the tumour. There was one case where the HUs were significantly different 
to the rest of the cases, due to the presence of a large amount of GGO. However, all the cases 
appear to have the greatest change in HU values near the GTV boundary. 
Fig. 3.21a Fig. 3.21b Fig. 3.21c 




The gradient magnitude computation was performed with the Prewitt and Sobel operators, 
where the mean  gradient magnitude in relation to the distance from the GTV boundary for the 
18 subsample training cases is shown in figure 3.23. 
Both gradient operators showed very similar trends for the gradient magnitude, with higher 
gradient magnitude towards the GTV boundary. This supported the use of the watershed 
segmentation approach which locates the gradient magnitude at its maximum, within the search 
region. 
 
Figure 3.23. Mean gradient magnitude in relation to the distance from the GTV boundary as computed 
through the Prewitt and Sobel gradient operators, showing the mean of the 18 subsample training cases 
(error bars denote the SD). 
Although the Prewitt operator produced values of gradient magnitude that were slightly higher 
than that of the Sobel operator, due to the similar trends and values obtained for both methods, 
it was unclear as to whether would there be an advantage in using one approach over the the 
other. Results from the synthetic dataset suggested that there is no statistical differences 
between the two types of computation. This clinical dataset was therefore analysed to ascertain 
if there were any differences in the two methods. 
Figure 3.22. Hounsfield units at the 
vicinity of the GTV boundary. 
Each of the 18 subsample training 
cases is denoted by each individual 
plot. Positive values for the 
distance from GTV boundary 
represent the direction towards the 
centre of the GTV, negative values 
represent the direction away from 
the centre of the tumour. 
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3.12.1.3 Clinical experiments of watershed segmentation 
The results of the training cohort using the Prewitt and Sobel operators is shown in table 3.3. 
 Dice Similarity 
Coefficient 
Recall Precision Time (seconds) 
Prewitt 0.75 ± 0.09 0.96 ± 0.04 0.65 ± 0.12 25.5 ± 5.9 
Sobel 0.76 ± 0.09 0.96 ± 0.04 0.65 ± 0.12 27.0 ± 7.2 
Table 3.3. Performance of watershed segmentation using Prewitt and Sobel operators for gradient 
computation. 
The performance of the algorithm using both Sobel and Prewitt operators were mixed. Overall, 
watershed segmentation had good recall, with a mean value close to 1, which implying that the 
segmentation resulted in good coverage of the GTV. There was only one case where the score 
was less than 0.9. On the other hand, the segmentation did not perform as well according to the 
precision, which indicated that the segmented regions tended to leak out of the true boundaries. 
The performance was poor for a number of cases, and there were three cases where the score 
was less than 0.5, denoting that a large false postive section that was segmented by the 
algorithm. 
It can be seen that there was little difference in the scores between the Sobel and Prewitt 
operators, which was confirmed not to be statistically significant (Wilcoxon Signed Ranks test; 
DSC p-value = 0.983; recall p-value = 0.446; precision p-value = 0.777). The total time for the 
watershed segmentation process was also not statistically significant between the two groups 
(Wilcoxon Signed Ranks test; p-value = 0.112). 
There was little difference between the two gradient computation techniques based on these 
findings. Sobel was choosen as the gradient operator as it is more commonly used in the 
literature. 
3.12.1.4 Qualitative assessment of segmentation performance 
Some examples of the behaviour for the watershed segmentation is shown in figure 3.24. There 
were cases which exhibited good DSC scores of more than 0.8, where watershed segmentation 
was seen to work well in the presence of sharp constrast between regions. This can be observed 
in figures 3.24a, where the generated segmentation was congruent to the the reference contours 
in the vicinity of the constrast-enhanced vessels, as well as between the tumour and the lung 
parenchyma. Similar patterns were seen even in the absense of contrast administeration (figures 
3.24b), where the good distinction between tumour and mediastinal soft tissue was acheived. 
Another observation is its acceptable performance in the presence of GGOs. Patchy GGO was 
present in one of the cases (figure 3.24c) surrouding a region of solid disease. Here, the 
segmentation included the area of GGO, in addition to solid disease. In figures 3.24d, regions 
of cavitation within the tumour were also included in as part of the segmentation, and  the 
algorithm appeared to be able to segment the tumour from the region of collapse anterior to the 
GTV. 
However, poorer performance of the segmentation was observed in other cases, and this was 
seen especially in the presence of disease adjacent to or within the mediastinum. In figure 3.24e, 
the primary disease wtihin the lung parenchyma was delineated relatively well by the 
algorithm. However, it can be seen that the segmentation had the tendency to leak away from 
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the nodal disease at the mediastinum, to include either the surrounding mediastinal soft tissue, 
or even at times the vessels. This was seen to occur both in cases without contrast 
administration, (figure 3.24f), as well as in cases with contrast-enhancment (figure 3.24e), 
depending on the level of contast within the affected vessel. 
Segmentation incongruent to the reference contours was also noted at the the chest wall (figure 
3.24d_2), where musculature was included in the segmented regions on occasions. 
 
DSC = 0.86 
DSC = 0.84 
DSC = 0.87 
Fig. 3.24a_1 Fig. 3.24a_3 
Fig. 3.24b_1 Fig. 3.24b_2 Fig. 3.24b_3 
Fig. 3.24c_1 Fig. 3.24c_2 Fig. 3.24c_3 
DSC = 0.75 





Figure 3.24. Watershed segmentation results (red outlines) for six representative training cases (a to f) 
vesus reference contours (yellow outlines), with corresponding DSC for each case. (suffix _1 to 3 
represent different axial slices for each case) 
This behavior can be explained on the closer inspection of the gradient maps and masks. In 
figure 3.25a – b, it can be seen that despite good adherence of the delineation to the tumour 
boundary at the anteromedial aspect of the tumour (white arrow), the whole of the left 
pulmonary artery was included in the segmented region (blue arrows in figures 3.25a and 
3.25b). Although the small region of tumour between the artery and the left main bronchus was 
accurately included in the segmentation, there was further spillage towards the vertebral body 
(green arrows in figures 3.25a and 3.25b). This occurred despite the well-defined boundary 
between the vessel and the tumour that can be seen on the CT image. On the gradient image, 
this edge is also clearly apparent (orange arrow in figure 3.25c). 
At the medial aspect of the tumour, there were a lot of competing gradients that affected the 
positioning of the watershed edge. The gradient magnitude around the boundary of the medial 
edge of the left pulmonary artery, left main bronchus, vertebral body and descending aorta (red 
arrows) were consistently higher than the magnitude at the medial tumour front. This resulted 
in the leakage of segmentation to the edge of highest gradient magnitude, instead of conforming 
to the boundary between the tumour and the left pulmonary artery, in spite its location being 
well within the search zone for the segmentation (figure 3.25d, with the superimposed masks 
in blue). 
 
DSC = 0.62 
Fig. 3.24e_1 
DSC = 0.57 
Fig. 3.24e_2 Fig. 3.24e_3 




Figures 3.25a – d. Example of overestimation of the tumour region by the watershed approach. a) 
Watershed segmentation with inclusion of the left pulmonary artery (blue arrow), and extension towards 
the vertebral body posteriorly (green arrow). b) Gold standard contour. c) Gradient magnitude (Sobel 
operator). d) Superimposition of exclusion mask (blue regions) on gradient magnitude. Presence of edge 
in gradient image between the left pulmonary artery and the tumour depicted by orange arrow, and red 
arrows indicate locations of competing gradient magnitude.  
From these evaluations, watershed segmentation was seen to produce segmentation that was 
congruent to the reference contours, at locations where the highest gradient magnitude was 
located at the tumour boundary within the search region. This occurred less commonly at the 
mediastinum, where competing gradient magnitude from the surrounding vessels and airways 
could affect the segmentation, resulting in leakage of the delineation into the surrounding 
tissues. 
3.12.1.5 Exclusion of normal tissue structures 
Leading on from the observations above, it was postulated that the performance of the 
segmentation could be improved through the application of further exclusion masks at the 





regions of competing gradient magnitude. Thus, a study on the impact of excluding normal 
tissue structures on the segmentation was performed, with the results shown in table 3.4. 
There was a statistically significant improvement of the mean precision by more than 0.1 in the 
presence of further exclusion structures, with a corresponding improvement of the mean DSC 
from 0.76 ± 0.09 to 0.83 ± 0.07. Although a statistically significant reduction in mean recall 
was obtained, the absolute difference was small at 0.02 and the recall score was still high at 
0.94 ± 0.04 when the additional exclusion limits were applied. 





Dice Similarity Coefficient 0.76 ± 0.09 0.83 ± 0.07 0.009 
Recall 0.96 ± 0.04 0.94 ± 0.04 0.006 
Precision 0.65 ± 0.12 0.76 ± 0.10 0.005 
Time (seconds) 27.0 ± 7.2 63.6 ± 15.7 - 
Table 3.4. Comparison of performance of watershed segmentation with and without further exclusion 
structures (Mann-Whitney test). 
Figure 3.26 displays the same axial slice of the case in figure 3.25, where the watershed 
segmentation produced delineation similar to the reference contours. 
Figures 3.26a – b. Same case and axial slice as figure 3.25, with corresponding exclusion masks (blue 
regions) overlaying gradient magnitude. Red outline – watershed segmentation; yellow outline – 
reference contours. 
Although the incorporation of further exclusion structures improved the segmentation ability, 
the need to delineate more normal tissue structures for all cases undermined the time- and 
labour-saving benefits of the automatic process. Thus, other methods to exclude normal 
structures was explored. 
  
Fig. 3.26a Fig. 3.26b 
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3.12.1.6 Atlas-based generation of exclusion structures 
Altas-based segmentation of the normal tissues was explored as a means of generating the 
exclusion structures in an automatic fashion. An example of the results from a case where the 
segmentation was applied is shown in figure 3.27. In figures 3.27a, c, and e, it can be seen that 
quality of the bone, lung, trachea and spinal cord outlines were within acceptable clinical 
practice. For the bone outlines, there was some leakage of the outlines into the surrounding 
chest wall. There was also extension of the trachea contours into the main bronchi. However, 
other contours such as the vessels, mediastinum, oesophagus, heart and chest wall were less 
congruent with their respective structures (figures 3.27b, d and e). Similar inconsistencies were 
observed in cases with contrast-enhancement (figures 3.27g, h, and i). In fact, there were gross 
errors where regions of the tumour were incorrectly segmented as the vessel or mediastinum 
(figures 3.27b, d and h). 
In addition to deformable registration, further pre- and post-processing was performed on the 
structures that were in the provided atlases within the programme (personal communication). 
Within the thorax, this applied to the lungs, trachea, bone and spinal cord. However, for the 
other atlas structures that were imported into the system, the segmentation results were based 
purely on the registration between the new image and the altas image, without further post-
processing. 
 
Figure 3.27. Atlas-based normal tissue segmentation. Cyan – bone; Red – lung; Light green – trachea; 
Pink – spinal cord; Orange – chestwall; Dark green – vessels; Dark blue – mediastinal soft tissue; yellow 
– heart. (a – f from case 1; g – i from case 2) 
Although only a rough segmentation of the normal tissues was required to facilitate the 
watershed approach, because of the gross errors seen with the atlas-based segmentation, it was 
concluded that this workflow would not complement the watershed technique. Moreover, it 
Fig. 3.27a Fig. 3.27c Fig. 3.7e 
Fig. 3.27b Fig. 3.27d Fig. 3.27f 
Fig. 3.27g Fig. 3.27h Fig. 3.27i 
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may actually worsen the outcome by incorrectly labelling the tumour as part of normal tissue. 
This avenue was therefore not pursued. 
3.12.1.7 Semi-automated approach 
The semi-automated approach was therefore explored as another means for introducing further 
exclusion limits, the performance of which is presented here. The line plot in figure 3.28 that 
shows the DSC across the three attempts at the semi-automatic implementation of the algorithm 
indicate that there is little variation in the DSC across the three attempts. 
Figure 3.28. Dice similarity coefficients for three runs of semi-automated watershed segmentation. 
 
 First run Second run Third run Aggregate 
across three 
runs 
Dice Similarity Coefficient 0.83 ± 0.05 0.84 ± 0.05 0.84 ± 0.05 0.84 ± 0.05 
Recall 0.95 ± 0.04 0.94 ± 0.04 0.94 ± 0.04 0.94 ± 0.04 
Precision 0.76 ± 0.08 0.77 ± 0.08 0.77 ± 0.08 0.77 ± 0.08 
Table 3.5. Individual and aggregate performance for semi-automated watershed segmentation. 
The mean individual and aggregate scores are shown in table 3.5. On statistical testing using 
the Friedman test for repeatability, there was no statistical difference for recall (χ2 (2) = 0.78, 
p = 0.68). However, DSC and precision were statistically significant (p = 0.006 and p = 0.001 
respectively). In the post-hoc analysis (Wilcoxon signed-rank test with a Bonferroni correction 
(significance level set at p < 0.017)), there was no statistically significant difference between 
the second and third runs for both DSC and precision (p = 0.56 and p = 0.50 respectively). 
However, DSC and precision were found to be statistically significant between the first and 
second (p = 0.002 and p = 0.001 respectively), as well as the first and third runs (p = 0.004 and 
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p = 0.002 respectively). Despite the statistical difference seen, the absolute differences between 
the first and the other two runs for DSC and precision were very small, suggesting repeatability 
of the semi-automatic workflow. Nonetheless, the mean of the 3 runs were computed as the 
final results to dissipate bias. 
The scores obtained for the fully automatic approach versus the semi-automatic approach is 
shown in table 3.6. There was a statistically significant improvement in the DSC and precision 
scores with the semi-automatic approach (Mann-Whitney test, p = 0.004 and p = 0.002 
respectively), with an increase in the DSC by almost 0.1, and an improvement in the precision 
by more than 0.1. Similar to the results for the exclusion structures, the semi-automatic 
approach was associated with a slight worsening of the mean recall score, which although is 
stastitically significant, is small in absolute terms at 0.02.  
 Automatic Semi-automatic p-value 
Dice Similarity Coefficient 0.76 ± 0.09 0.84 ± 0.05 0.004 
Recall 0.96 ± 0.04 0.94 ± 0.04 0.009 
Precision 0.65 ± 0.12 0.77 ± 0.08 0.002 
Time (seconds) 27.0 ± 7.2 215.7 ± 73.3 - 
Table 3.6. Comparison of performance of automatic and semi-automated watershed segmentation. 
Figure 3.29 displays the same axial slice of the case in figures 3.25 and 3.26, where the 
segmentation results were similar to the reference contours. Minimal differences were seen 
between the three semi-automatic runs, despite differences in the placements of the points as 
seen in figures 3.29d, e and f. 
First manual run Second manual run Third manual run 
Figure 3.29. Same case and axial slice as figures 3.25 and 3.26, with corresponding exclusion masks 
(blue regions) and manually placed points (linearly connected) overlaying gradient magnitude. Red 
outline – watershed segmentation; yellow outline – reference contours. 
Fig. 3.29a Fig. 3.29b Fig. 3.29c 
Fig. 3.29d Fig. 3.29e Fig. 3.29f 
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These results show that the introduction of further manual input to narrow the search region 
for the segmentation improved the issue with segmentation leakage. This came at an added cost 
of increasing computational time, with a mean of 3.6 ± 1.2 mins. Although this is within 
clinically acceptable limits, further exploration of semi-automated approaches were not further 
continued in this work, as a fully-automated approach was preferred.  
3.12.1.8 Validation data 
Therefore, despite the improvement in performance of the watershed segmentation with 
manual input, to allow fair comparison of the segmentation technique with the other automated 
approaches, the fully automatic watershed segmentation was applied to the validation data. 
Similar results were observed between the runs (figure 3.30 and table 3.7). In keeping the 
results seen with the 18 subsample cases, good recall was observed, at the expense of precision. 
The estimated DSC for the watershed approach was 0.72 ± 0.10, with a recall of 0.94 ± 0.05 
and precision of 0.62 ± 0.12 across all three validation folds. 
 Recall Precision DSC 
Validation Run 1 0.94 ± 0.04 0.64 ± 0.13 0.73 ± 0.09 
Validation Run 2 0.94 ± 0.04 0.64 ± 0.09 0.74 ± 0.07 
Validation Run 3 0.94 ± 0.05 0.57 ± 0.13 0.68 ± 0.12 
Aggregate across three runs 0.94 ± 0.04 0.62 ± 0.12 0.72 ± 0.10 
Table 3.7. Mean performance of watershed segmentation on the validation datasets. 
 
 
Figure 3.30. Mean performance of watershed segmentation on each fold of the validation datasets (error 





3.12.2 Chan-Vese active contour 
3.12.2.1 Evaluation of mask initialisation and parameter settings on subsample cases 
The parameter sweep and selection is shown for each of the three different types of 
initialisations for the 18 subsample cases, followed by an assessment of their performance 
based on their respective optimised parameters. 
The precision recall plots (figure 3.31) for all three methods of mask initiation show a similar 
trend whereby an optimal balance was achieved between precision and recall for a small range 
of contraction bias, where values at the extremes result in poor precision, and/or poor recall. 
The large variation in precision and recall over the evaluated range of contraction bias suggests 
that the active contour propagation is highly sensitive to this parameter, whereby a small 
change in the parameter can lead to a potential large difference in the segmentation. 
It was also interesting to note that near the optimal balance of precision and recall, both these 
measures appear to be less affected by the different smoothing factor within the evaluated 
range, denoted by the clustering of the plots at this part of the graph. This effect appears to be 
more apparent for the two eroded initiation masks than for the non-eroded circle, where 





Figures 3.31a – c. Mean precision vs Mean recall plots for 18 training cases displaying the impact of 
variation of the contraction bias for each of the overlapping plots of different smoothing factors. a) 
Convex polygon with 4-pixel erosion, b) Circle with 4-pixel erosion, c) Circle with no erosion (Chan-






Following the results of the precision and recall plots, the DSC plots for the different 
initialisation masks were assessed to determine the optimal parameter settings, where the effect 
of alteration of the contraction bias and smoothing factors can be better visualised. 
3.12.2.1.1 Initial mask: Convex polygon with 4-pixel erosion 
The DSC plot for the convex polygon initialisation shows peak DSC scores of more than 0.7, 
at contraction bias between 0.7 and 0.8. Within this range, the smoothing factor had little 
influence on the DSC score. 
 
Figures 3.32a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 training cases (Convex polygon initial mask with 4-pixel erosion; Chan-Vese active 
contour algorithm) 
The highest achieved DSC for this initialisation was 0.75 ± 0.11, with an optimal contraction 





3.12.2.1.2 Initial mask: Circle with 4-pixel erosion 
Similar to the above, the highest DSC scores were achieved at a contraction bias around 0.7, 
where there was little influence from variation of the smoothing factor. Although the DSC 
scores was similar to the convex hull plots towards the extremes values of the contraction bias, 
lower peak DSC was obtained around the optimal contraction bias. 
 
Figures 3.33a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 training cases (Circle initial mask with 4-pixel erosion; Chan-Vese active contour 
algorithm) 
The highest achieved DSC for this initialisation was 0.72 ± 0.10, with an optimal contraction 






3.12.2.1.3 Initial mask: Circle with no erosion 
Again, for each of the smoothing factor parameters, the segmentation was largely affected by 
changes to the contraction bias, as can be seen by the wide range of DSC across the range of 
contraction bias in figure 3.34a. Values of contraction bias lower than 0.6 and higher than 0.85 
resulted in poorer DSC across all the smoothing factor parameters, while DSC greater than 0.7 
was achieved at contraction bias between 0.7 and 0.8. Between these values, there was little 
impact of variation of the smoothing factor on DSC as seen in figure 3.34b. 
 
 
Figures 3.34a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 training cases (circle initial mask with no erosion; Chan-Vese active contour 
algorithm) 
The highest achieved DSC for this initialisation was 0.76 ± 0.11, with an optimal contraction 





A summary of the quantitative performance for the different initial masks is shown in table 3.8. 
With the use of parameters selected on the basis of the best DSC, higher precision than the 







Recall Precision DSC 
Convex hull 
(4-pixel erosion) 
0.75 0.2 0.70 ± 0.14 0.88 ± 0.08 0.75 ± 0.11 
Circle 
(4-pixel erosion) 
0.75 0.2 0.67 ± 0.15 0.86 ± 0.09 0.72 ± 0.10 
Circle (No erosion) 0.75 0.3 0.74 ± 0.14 0.86 ± 0.08 0.76 ± 0.11 
Table 3.8. Optimal parameter settings for Chan-Vese active contour segmentation with results of 
performance. 
3.12.2.2 Qualitative assessment of segmentation performance 
In some images, the different initial masks produced similar segmentation (figure 3.35). This 
occurred mainly in situations where the boundary of the masks was in close proximity to the 
tumour edge. 
 
Figure 3.35. Example showing similar Chan-Vese active contour segmentation results using different 
initialisations a) Convex hull with 4-pixel erosion; b) Circle with 4-pixel erosion; c) Circle with area 
equivalent to the submitted contour. Red outline – Active contour segmentation, Yellow outline – 
submitted contours, Blue outline – Initial mask. 
However, differences in the behaviour of the Chan-Vese segmentation were observed between 
the different initialisations in a number of other cases. 
Although the performance of the segmentation using the convex hull masks was comparable 
to the non-eroded circle quantitatively, two main issues were observed as illustrated in figures 
3.36. In cases where there was little concavity of the submitted outlines, there was minimal 
change between the initial and the final contours using the convex hull mask. Consequently, 
this produced a final segmentation that was overfitted to the shape of the submitted contours. 
As shown in figures 3.37a and 3.37d, this effect could be in part due to parameter tuning. With 
the use of a different set of parameters, the contour evolved to a different shape to that of the 
initiating convex hull. 
Similarities in the behaviour of the eroded and non-eroded circle masks were observed (figures 
3.36a–c, suffix _2 and _3). As the initial boundary for these masks was at a greater distance 
Fig. 3.35a Fig. 3.35b Fig. 3.35c 
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away from the tumour edge, at the selected parameter settings, there was a tendency to draw 
the contours away from the tumour boundary into surrounding tissue. The contours were 
attracted to surroundings with density close to the tumour (e.g. muscle, non-contrast enhanced 
vessels, oesophagus), and to lesser extent regions with greater difference in density e.g. lung 
parenchyma, even without the use of a lower threshold. 
 
Figure 3.36. Examples (cases a to c) showing variation in Chan-Vese active contour segmentation 
results using different initialisations; suffix _1) Convex hull with 4-pixel erosion; suffix _2) Circle with 
4-pixel erosion; suffix _3) Circle with area equivalent to the submitted contour. Red outline – Active 
contour segmentation, Yellow outline – submitted contours, Blue outline – Initial mask. 
 
Fig. 3.36a_1 Fig. 3.36a_2 Fig. 3.36a_3 
Fig. 3.36b_1 Fig. 3.36b_2 Fig. 3.36b_3 




Figure 3.37. Comparison of Chan-Vese active contour segmentation in relation to different initial masks 
for the same axial slice, where the optimal parameter settings were used for figures a to c, whilst 
contraction bias of 0.6 and smoothing factor of 0.7 were used for figures d to f. a,b) Convex hull with 
4-pixel erosion; b,e) Circle with 4-pixel erosion; a,d) Circle with area equivalent to the submitted 
contour. Red outline – Active contour segmentation, Yellow outline – submitted contours, Blue outline 
– Initial mask. 
As seen in the use of the convex hull, parameter selection also affected the segmentation results. 
By choosing different parameter settings (e.g. contraction bias 0.6, smoothing factor 0.7), very 
similar segmentation results could be achieved for the same slices (figures 3.37 d - f) across 
the different initialisations. 
Another behaviour of the Chan-Vese active contour is shown in figure 3.38, where the 
segmentation split into multiple contours, despite the use of a single initialisation mask. This 
contour evolution appeared to be due to its propensity to exclude regions of low density (lung 
parenchyma) resulting in it evolving ‘inwards’ and dividing. In this particular slice, in spite of 
the splitting capability, coverage of the tumour was still inadequate for the circle masks as the 
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Figure 3.38. Example showing splitting of generated contour with Chan-Vese segmentation a) Convex 
hull with 4-pixel erosion; b) Circle with 4-pixel erosion; c) Circle with area equivalent to the submitted 
contour. Red outline – Active contour segmentation, Yellow outline – submitted contours, Blue outline 
– Initial mask. 
On balance, it was deemed that it would be most appropriate to use the non-eroded circle mask 
to initialise the active contour segmentation. Even though this could result in less accurate 
segmentation for cases where the tumour boundary is not well approximated with a circle, there 
was less risk of overfitting. 
3.12.2.3 Training using cross validation folds for parameter selection 
Having established the workflow for the parameter selection and the use of the non-eroded 
circle as the initiation mask, the process was applied to the training data in their respective 
folds to determine the optimum parameter settings. Figure 3.39 shows the similar precision and 
recall curves obtained for all three training runs. The optimum settings for the three runs are 
summarised in table 3.9, where the highest mean DSC was obtained at the same settings across 







Recall Precision DSC 
Training Run 1 0.75 0.3 0.71 ± 0.10 0.85 ± 0.06 0.75 ± 0.07 
Training Run 2 0.75 0.3 0.66 ± 0.12 0.83 ± 0.08 0.71 ± 0.09 
Training Run 3 0.75 0.3 0.69 ± 0.13 0.84 ± 0.07 0.73 ± 0.10 




Fig. 3.38a Fig. 3.38b Fig. 3.38c 
126 
 
Figure 3.39. Mean precision-recall curves for Chan-Vese segmentation as function of contraction bias, 







Figure 3.40. Mean Dice similarity coefficient for Chan-Vese segmentation of training run 1 displaying 







Figure 3.41. Mean Dice similarity coefficient for Chan-Vese segmentation of training run 2 displaying 








Figure 3.42. Mean Dice similarity coefficient for Chan-Vese segmentation of training run 3 displaying 






3.12.2.4 Qualitative assessment of segmentation performance 
Smoother contours were obtained with the Chan-Vese active contour segmentation as 
compared to those observed using the watershed approach. The Chan-Vese method performed 
well at GTV boundaries which were distinct, which included the tumour edge adjacent to the 
lung parenchyma, contrast-enhanced vessels and the ribs. In a number of cases, good separation 
of the tumour from the chest wall was also observed, although this may be dependent on the 
locality of the initial mask. 
Where tumour was adjacent to lung parenchyma, it was noticed that the segmentation curve 
was generally placed on pixels of higher intensity values as compared to the reference contours, 
resulting in underestimation of the tumour at this front, the effect of which is more apparent 
when viewed on lung window levels. The effect of this was exacerbated in the presence of 
GGOs, which was seen to be contoured poorly. This was especially apparent in figure 3.43f 
where a large region of GGO was surrounding GTV, reflecting in a poor DSC score. 
Its ability at including regions of cavitation was also location dependent. Cavities near the 
tumour boundary were generally excluded from the segmented region, whereas they tended to 
be included if situated towards the centre of the tumour (figures 3.43b–c). 
Mixed performance was observed at the mediastinum. There were instances where good 
distinction was made between tumour and mediastinal fat, although for the small-volume 
mediastinal nodal disease, there was minimal change to the contours from the initialisation 
circles (figure 3.43c). The segmentation was limited in the presence of indistinct region 
boundaries. For example, leakage into non-contrast enhanced vessels was observed (figures 
3.43d–e). The performance at adjacent lung collapse was also mixed, where good performance 
was seen in cases with good approximation of the true tumour edge by the initial mask.  
There were also a minority of instances where the behaviour of the segmentation was seen to 
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Figure 3.43. Chan-Vese active contour segmentation results (red outlines) for six representative training 
cases (a to f) vesus reference contours (yellow outlines), with corresponding DSC for each case. (suffix 
_1 to 3 represent different axial slices for each case) 
 
3.12.2.5 Validation data 
The application of the parameter settings from the training runs on the validation data is shown 
in figure 3.44 and table 3.10. Higher precision than recall was achieved for all three folds, with 
an estimated DSC of 0.73 ± 0.09, recall of 0.69 ± 0.12 and precision of 0.84 ± 0.07 across the 
validation runs. 
 Recall Precision DSC 
Validation Run 1 0.65 ± 0.15 0.82 ± 0.08 0.69 ± 0.10 
Validation Run 2 0.74 ± 0.10 0.86 ± 0.05 0.78 ± 0.07 
Validation Run 3 0.68 ± 0.07 0.85 ± 0.08 0.76 ± 0.06 
Aggregate across three runs 0.69 ± 0.12 0.84 ± 0.07 0.73 ± 0.09 
Table 3.10. Performance of Chan-Vese active contour segmentation using contraction bias of 0.75 and 
smoothing factor of 0.3 on the validation datasets. 
 
 
Figure 3.44. Mean performance of Chan-Vese active contour segmentation on each fold of the 
validation datasets (error bars represent standard deviation).  
DSC = 0.37 
Fig. 3.43f_1 Fig. 3.43f_2 Fig. 3.43f_3 
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3.12.3 Edge-based active contour 
3.12.3.1 Evaluation of mask initialisation and parameter settings on subsample cases 
The precision recall curves for the three different mask initialisation is shown in figure 3.45. 
Across the different initialisation masks, a low smoothing factor of 0 was associated with 
poorer precision and recall. Additionally, recall appeared to be affected by the smoothing factor 
to a greater extent than Chan-Vese active contour segmentation. High smoothing factor was 
associated with lower values of recall. Better precision and poorer recall scores were achieved 
with larger contraction bias. 
Across the parameter settings, the use of the convex hull masks was associated with higher 
precision compared to the initialisation with the circle masks. Lower rates of recall were 





Figures 3.45a – c. Mean precision versus recall plots for 18 subsample cases displaying the impact of 
variation of the contraction bias for each of the overlapping plots of different smoothing factors. a) 
Convex polygon with 4-pixel erosion, b) Circle with 4-pixel erosion, c) Circle with no erosion (Edge-






3.12.3.1.1 Initial mask: Convex polygon with 4-pixel erosion 
Evaluation of the DSC plots for the convex polygon initialisation shows fairly good DSC scores 
of up to 0.85. This was dependent on both contraction bias as well as the smoothing factor, 
where higher scores were seen between a range of -0.1 to 0, and 0.2 to 0.6 respsectively. 
 
Figures 3.46a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 subsample cases (Convex polygon initial mask with 4-pixel erosion; Edge-based 
active contour algorithm). 
The peak DSC for this initialisation was 0.85 ± 0.09, with an optimal contraction bias at -0.05 







3.12.3.1.2 Initial mask: Circle with 4-pixel erosion 
As compared to the initialisation with the convex hull, lower DSC scores were achieved with 
the use of the eroded circle mask. The best DSC scores were observed for contraction bias 
between -0.15 and -0.05, which was also dependent on the smoothing factor (between 0.2 to 
0.8). 
 
Figures 3.47a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 subsample cases (Circle initial mask with 4-pixel erosion; Edge-based active contour 
algorithm). 
The highest achieved DSC for this initialisation was 0.81 ± 0.07, with an optimal contraction 







3.12.3.1.3 Initial mask: Circle with no erosion 
In the use of a non-eroded initial circle mask, the best performance was observed at a 
contraction bias between -0.15 and 0. Similarly, this was also dependent on the smoothing 
factor, where higher DSC was observed between 0.4 and 0.8. 
 
Figures 3.48a – b. Effect of contraction bias and smoothing factor on the mean Dice similarity 
coefficient for 18 subsample cases (Circle initial mask with no erosion; Edge-based active contour 
algorithm). 
The highest achieved DSC for this initialisation was at 0.83 ± 0.09, with an optimal contraction 
bias at -0.125 and smoothing factor of 0.8. 
The quantitative performance for the different initial masks at their respective optimal settings 
is summarised in table 3.11. Similar recall and precision scores were achieved using the eroded 
convex hull and eroded circle masks, whilst the circle initial mask had higher mean recall 











Recall Precision DSC 
Convex hull 
(4-pixel erosion) 
-0.05 0.4 0.87 ± 0.09 0.86 ± 0.07 0.85 ± 0.09 
Circle 
(4-pixel erosion) 
-0.125 0.6 0.82 ± 0.09 0.82 ± 0.07 0.81 ± 0.07 
Circle (No erosion) -0.125 0.8 0.88 ± 0.06 0.80 ± 0.05 0.83 ± 0.09 
Table 3.11. Optimal parameter settings for Edge-based active contour segmentation with results of 
performance. 
3.12.3.2 Qualitative assessment of segmentation performance 
In spite of the good quantitative performance, assessment of the cases qualitatively revealed 
some differences in the segmentation behaviour between the different forms of initialisation. 
The issue of overfitting with the use of the convex hull polygon was case dependent. For 
tumours with less irregularity and concavity, the initialising masks were closely adherent to the 
shape of the tumour (figure 3.49a_1) as compared to the circle masks where this was less of an 
issue (figures 3.49a_2 and 3.49a_3). The segmentation performance was observed to be case 
dependent as well. As shown in figures 3.49b_1 – 3, the final segmentation contours appeared 
to be minimally affected by the initialisation masks, with similar segmentation obtained using 
the different masks. Conversely for most other cases, in addition to the underlying edge 
information in the image, the final locations of the contours were affected by the position of 
the initial mask. 
Another example illustrating this effect is shown in figures 3.49e_1 – 3. On this slice, all three 
initialisations were dissimilar to the submitted contour, which was dumbbell-shaped with a link 
between the tumour in the lung and the hilar nodal disease. Although the segmentation included 
both tumour regions when the convex hull mask was applied, regions of the lung parenchyma 
between the two regions of disease were also included, where the segmentation boundary was 
in close adherence to that of the initial mask. This effect was also observed when the two circle 
masks were used. As compared to the Chan-Vese approach, there was less tendency for the 
contour to split and as a result, lung parenchyma with regions of low intensity was not excluded. 
The segmentation using the eroded circle mask did not encompass either the primary or nodal 
disease in full, as the initialisation was at a distance from the true tumour edge. This effect was 
also observed through the poor coverage of the nodal disease when the non-eroded circle was 
applied. Conversely, the non-eroded circle mask produced a segmentation with good coverage 
of the primary disease, as the initialisation edge was closer to the tumour boundary than that of 
the circle eroded mask. This demonstrates the tendency of the contour in locating edges close 
to the position of the initialisation. Additionally, the segmentation of the primary disease was 
very similar to that produced using the convex hull, suggesting that in addition to the 
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Figure 3.49. Examples (cases a to e) showing variation in edge-based active contour segmentation 
results using different initialisations; suffix _1) Convex hull with 4-pixel erosion; suffix _2) Circle with 
4-pixel erosion; suffix _3) Circle with area equivalent to the submitted contour. Red outline – Active 
contour segmentation, Yellow outline – submitted contours, Blue outline – Initial mask. 
The impact of parameter tuning on this algorithm was different to that observed with the Chan-
Vese approach. Although the edge-based method was still affected by parameter tuning, there 
were less occurrences where the final contours were of close resemblance to the initial masks, 
even for small-volume nodal disease and initialisation through the eroded convex hull. 
For most cases, better segmentation conformity was obtained when the initialisation edge was 
closer to the tumour boundary. Although the best performance was observed when initialisation 
was performed with the convex hull, it was felt that this initialisation would not be a fair 
comparison to the other segmentation techniques, due to the potential issue of overfitting. As 
the non-eroded circle mask produced acceptable results in the majority of situations, this was 
used in the rest of the study. 
3.12.3.3 Training using cross validation folds for parameter selection 
Assessment of the contraction bias for training runs 1 and 2 revealed that the highest DSC was 
achieved between a range of -0.15 and -0.1 with a smoothing factor of 0.8. However, the 
selection of the contraction bias in this range was very sensitive to the smoothing factor, with 
a large reduction in the DSC if the smoothing factor were decreased. Rather than to select the 
parameter based on the highest achieved DSC, it was decided that the optimum parameter 
settings should be chosen based not only on the DSC, but also on how sensitive the settings 
were to changes, such that the selected parameters would be best fit for most cases. 
With this taken into account, it was decided that the optimal contraction bias was between -0.1 
to -0.05, and a smoothing factor of 0.6, as shown in table 3.12, where similar performance was 
seen for all three training folds. From this, a contraction bias of -0.075 with a smoothing factor 
of 0.6 were chosen. 
  









Recall Precision DSC 
Training Run 1 -0.100 0.6 0.857 ± 0.067 0.783 ± 0.054 0.809 ± 0.056 
-0.075 0.839 ± 0.074 0.800 ± 0.052 0.810 ± 0.058 
-0.050 0.820 ± 0.076 0.815 ± 0.051 0.809 ± 0.060 
Training Run 2 -0.100 0.6 0.840 ± 0.065 0.779 ± 0.054 0.799 ± 0.052 
-0.075 0.819 ± 0.073 0.795 ± 0.052 0.798 ± 0.055 
-0.050 0.799 ± 0.074 0.809 ± 0.049 0.795 ± 0.057 
Training Run 3 -0.100 0.6 0.865 ± 0.051 0.800 ± 0.039 0.824 ± 0.039 
-0.075 0.847 ± 0.058 0.817 ± 0.037 0.825 ± 0.044 
-0.050 0.827 ± 0.062 0.828 ± 0.037 0.820 ± 0.049 






Figures 3.50a – c. Mean precision vs recall plots for training cases displaying the impact of variation of 
the contraction bias for each of the overlapping plots of different smoothing factors. a) Training run 1, 







Figure 3.51. Mean Dice similarity coefficient for edge-based active contour segmentation of training 








Figure 3.52. Mean Dice similarity coefficient for edge-based active contour segmentation of training 








Figure 3.53. Mean Dice similarity coefficient for edge-based active contour segmentation of training 






3.12.3.4 Qualitative assessment of segmentation performance 
Like the Chan-Vese approach, the edge-based active contour produced segmentation that were 
generally smooth. Clinically acceptable segmentation achieved in a number of cases, examples 
of which are shown in figure 3.54, where distinction between tumour and contrast-enhanced 
vessels, ribs, chest wall musculature and lung parenchyma was seen. It was also able to perform 
the separation of adjacent lung collapse, as well as non-contrast enhanced vessels and 
mediastinal fat. Nevertheless, some segmentation had some regions that did not appear to 
correspond to the tumour edge information. This is apparent in figure 3.54c_3 where the 
segmentation included a portion of the main bronchi, as well as non-contrast enhanced superior 
vena cava. Figure 3.54d_1 shows another example of the contour being placed at a distance 
from the edge boundary (green arrow), and in 3.54f_3 there was leakage of the contour into 
lung parenchyma (orange arrow). 
With this approach, regions of GGOs were seen to be appropriately included in the delineation 
in most parts (figure 3.54f). Additionally, cavitations were also handled well, at locations in 
the centre and at the periphery of the tumour (figure 3.54e). 
Unlike the Chan-Vese approach, there was less underestimation of the tumour boundary at the 
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Figure 3.54. Edge-based active contour segmentation results (red outlines) for six representative 
training cases (a – f) vesus reference contours (yellow outlines), with corresponding DSC for each case. 
Green and orange arrows indicate regions of poor conformity. (suffix _1 to 3 represent different axial 
slices for each case) 
3.12.3.5 Validation data 
The validation folds were processed using a contraction bias of -0.075 and smoothing factor of 
0.6 (figure 3.55 and table 3.13). Although higher mean recall than precision was achieved for 
all three folds, the difference is smaller than the previous two segmentation techniques. The 
estimated DSC was 0.81 ± 0.05 across the three validation runs, with associated mean recall 
and precision of 0.84 ± 0.07 and 0.80 ± 0.05 respectively. 
 Recall Precision DSC 
Validation Run 1 0.83 ± 0.06 0.81 ± 0.04 0.81 ± 0.04 
Validation Run 2 0.87 ± 0.05 0.82 ± 0.03 0.84 ± 0.04 
Validation Run 3 0.81 ± 0.08 0.78 ± 0.06 0.78 ± 0.06 
Aggregate across three runs 0.84 ± 0.07 0.80 ± 0.05 0.81 ± 0.05 
Table 3.13. Performance of edge-based active contour segmentation with contraction bias of -0.075 and 
smoothing factor of 0.6 on the validation datasets. 
 
 
Figure 3.55. Mean performance of edge-based active contour segmentation on each fold of the 
validation datasets (error bars represent standard deviation).  
DSC = 0.76 
Fig. 3.54f_1 Fig. 3.54f_2 Fig. 3.54f_3 
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3.12.4 Graph-cut segmentation 
3.12.4.1 Superpixel generation on subsample cases 
3.12.4.1.1 Performance of superpixel generation on subsample cases 
The plots of the mean boundary recall and undersegmentation error in relation to the number 
of desired superpixels for the subsample 18 cases is shown in figures 3.56a-b. The scores for 
boundary recall increased with increasing number of desired superpixel regions for all SLIC 
compactness, where the maximum boundary recall of 1 was attained at k = 13000 for the non-
adaptive SLIC algorithms. Greater number of superpixels was also associated with lower 
undersegmentation error.  
 
Figure 3.56. Impact of desired number of superpixel regions on a) mean boundary recall and b) mean 
undersegmentation error for different SLIC compactness. 
The improvement in overlap of the superpixel boundary and the tumour edge with more 
superpixel regions can be visualised in figure 3.57, for all four SLIC algorithms. Whilst a low 
number of regions produced superpixels that did not conform well to the object boundary, large 
number of regions created more superpixels than necessary which increased the redundancy of 
the workflow. For this subgroup of cases, this occurred when the number of regions exceeded 
10000. 
On the other hand, for an image slice with two GTVs of different sizes and locations (figure 
3.58), the minimum number of regions required to produce acceptable superpixels was seen to 
be affected by the size of the lesion. Although there was redundancy in the superpixels 
generated for the primary disease, the boundary of the nodal disease had a better fit with more 
superpixels. 
  
Fig. 3.56a Fig. 3.56b 
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Desired number of superpixels (k) 
k = 3000 k = 7000 k = 11000 k = 15000 
 
Fig. 3.57a_1 
Figure 3.57a – d. Superpixels generated for one image slice showing 
impact of variation of number of regions a) 3000; b) 7000; c)11000; d) 
15000). Suffix _1) SLIC compactness 5; suffix _2) SLIC compactness 
10; suffix_3) SLIC compactness 12; suffix_4) SLIC 0; Fig. 3.57_5) 
Reference outlines in yellow. 
Fig. 3.57b_1 Fig. 3.57c_1 Fig. 3.57d_1 
Fig. 3.57_5 
Fig. 3.57a_2 Fig. 3.57b_2 Fig. 3.57c_2 Fig. 3.57d_2 
Fig. 3.57a_3 Fig. 3.57b_3 Fig. 3.57c_3 Fig. 3.57d_3 
Fig. 3.57a_4 Fig. 3.57b_4 Fig. 3.57c_4 Fig. 3.57d_4 
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Desired number of superpixels (k) 
k = 3000 k = 7000 k = 11000 k = 15000 
 
Figure 3.58a – d. Superpixels generated for one image slice with two 
tumour regions showing impact of variation of number of regions a) 
3000; b) 7000; c)11000; d) 15000). Suffix _1) SLIC compactness 5; 
suffix _2) SLIC compactness 10; suffix _3) SLIC compactness 12; 
suffix _4) SLIC 0; Fig. 3.58_5) Reference outlines in yellow. 
Fig. 3.58a_1 Fig. 3.58b_1 Fig. 3.58c_1 Fig. 3.58d_1 
Fig. 3.58a_2 Fig. 3.58b_2 Fig. 3.58c_2 Fig. 3.58d_2 
Fig. 3.58a_3 Fig. 3.58b_3 Fig. 3.58c_3 Fig. 3.58d_3 




The histogram in figure 3.59 shows that there was a wide spread of tumour sizes in this cohort, 
with a high proportion of disease at small pixel sizes of less than 150 pixels. This was taken 
into consideration in the decision on setting the minimum limit of the desired number of 
superpixels, to achieve a balance with the redundancy observed for larger disease. In a 512 x 
512 image comprising of 262144 pixels, average superpixel sizes of 26, 37 and 52 pixels would 
be generated if 10000, 7000 and 5000 regions were selected respectively. 
 
In addition to the number of regions, the performance of the superpixel generation was also 
affected by the SLIC algorithm. The adaptive SLIC was found to create highly irregular 
regions, which was associated with poorer performance as compared to the other SLIC 
algorithms. SLIC with compactness of 5 was associated with more irregular regions as 
compared to SLIC 10 and 12, where their performance was similar. 
3.12.4.1.2 Application of lazysnapping segmentation 
The effect of the different SLIC algorithms and number of regions was assessed through the 
application of the lazysnapping segmentation with edge weight scaling factor of 500. Higher 
DSC, precision and recall scores were achieved with greater number of superpixel regions 
(figure 3.60). Relatively good recall scores with a mean greater than 0.86 was achieved when 
more than 5000 number of regions were used, although lower precision scores were obtained. 
All the SLIC algorithms achieved similar DSC scores. The three non-adaptive SLIC algorithms 
yielded recall and precision scores that were largely similar, while the adaptive algorithm 
produced higher precision and lower recall scores compared to the others. 
Figure 3.59. Size (number of 
pixels) of each tumour ROI in the 





3.12.4.1.3 Qualitative assessment of lazysnapping segmentation 
Inspection of the individual cases revealed differences in segmentation results with variation 
of the number of superpixel regions as well as the type of SLIC algorithm. Representative case 
slices for SLIC compactness of 5 and 10 are shown in figure 3.61. Between 5000 and 17000 
number of superpixels, the segmentation performance was variable when reviewed 
qualitatively on a case-by-case basis, which did not exhibit an obvious trend with number of 
superpixels. 
Nonetheless, the graph-cut segmentation was observed to work best at discriminating between 
regions with greater contrast, such as the bone (Case D), contrast-enhanced vessels (Case C) 
as well as the lung parenchyma (Cases A and B). Variation in performance was observed in 
regions with less distinct contrast at borders of the non-contrast enhanced vessels (Cases D, E 
and F), mediastinal tissue (Case F), and musculature in the chest wall (Case F). 
This workflow also appeared to cope well with segmentation of GGOs as shown in cases B 
and C. A small region of GGO in case A was also included in the segmented region using SLIC 
compactness of 5. 
 
  
Figure 3.60. Performance of lazysnapping 
segmentation using superpixels in relation to 
the number of superpixel regions and different 
SLIC algorithms, showing results of a) Mean 
Dice similarity coefficient; b) Mean recall; c) 
Mean precision. 
Fig. 3.60a 
Fig. 3.60c Fig. 3.60b 
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SLIC compactness = 5 SLIC compactness = 10 
k = 5000 k = 11000 k = 17000 k = 5000 k = 11000 k = 17000 
 
Figure 3.61. Representative images slices of individual cases (A to F) for SLIC compactness 0 and 5, 
using number of superpixels k = 5000, 11000 and 17000, with the associated DSC scores for each case. 
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3.12.4.1.4 Computational time 
Despite the increase in the computation time for superpixel generation with increasing number 
of regions, the mean computational time for generation of the superpixels alone was very short, 
in the order of a small number of seconds for each case. However, the lazysnapping 
segmentation took significantly longer, where a linear increase in computation time (minutes) 
was seen with increasing number of superpixel regions. The mean difference in time taken to 
process each case was more than 10 minutes between the use of 5000 and 19000 number of 
superpixels. 
 
Figure 3.62. Mean computational processing time for individual cases a) superpixel generation alone b) 
superpixel generation and application of lazysnapping segmentation. 
3.12.4.1.5 Summary from superpixel generation from subsample of 18 cases and 
superpixel parameter selection 
A greater number of superpixel regions was associated with better boundary recall and 
undersegmentation scores, which when applied with graph-cut segmentation, was found to be 
associated with better mean DSC, recall and precision. The different SLIC algorithms also 
affected the segmentation results, albeit to a lesser extent as compared to the number of regions. 
When assessed qualitatively, there was variable segmentation performance when the different 
superpixel parameters were applied. 
The superpixel generation took only a short number of seconds for the range of number of 
regions assessed, but there was a significant difference in the mean processing time for each 
case in the subsequent graph-cut segmentation, ranging from under two minutes for 1000 
number of regions, to almost 17 minutes for 19000 number of regions. 
Although a processing time of between 15 to 20 minutes would be acceptable on an individual 
case basis, this would translate to taking several days to process larger number of cases in the 
training cohort, which would be further compounded in the evaluation of the edge weight scale 
factor of the lazysnapping algorithm. 
Thus, it was decided to extend this evaluation to the cross-validation folds of the training 
dataset to see if similar results for the superpixel parameters would be obtained. If so, suitable 
superpixel parameters would be chosen with the balance between the segmentation 
performance and the processing time. These values for the superpixel generation would then 





3.12.4.2 Training using cross validation folds for superpixel and lazysnapping processes 
3.12.4.2.1 Superpixel generation 
Similar trends were yielded for the superpixel boundary recall and undersegmentation error in 
the training folds as previously observed. Although better performance was seen with 
increasing the desired number of superpixel regions, little further improvement in the 
performance was seen beyond 10000 regions.  
For all three folds, it was observed that the adaptive SLIC algorithm did not perform as well as 
the other SLIC algorithms, with lower boundary recall and undersegmentation scores across 
the range of superpixel numbers. Compactness factor of 10 and 12 resulted in similar 
performance, whereas compactness of 5 had higher boundary recall but greater 
undersegmentation error at less than 10000 number of superpixel regions. 
 
Fig. 3.63a Fig. 3.63b 
Fig. 3.63c Figure 3.63. Mean boundary recall for 
superpixel generation as a function of desired 
number of regions. a) Training run 1; b) 




3.12.4.2.2 Application of lazysnapping segmentation 
Overall, all three training runs also displayed similar trends for mean DSC, recall and precision 
when the lazysnapping segmentation was applied, using an edge weight scale factor of 500. As 
the number of superpixel regions increased, DSC, recall and precision scores increased sharply 
until k = 5000, beyond which the improvement in the scores was more gradual. SLIC with 
compactness of 10 and 12 were associated with higher mean recall scores between k of 5000 
and 10000 compared to SLIC0. Additionally, despite the higher mean boundary recall for the 
superpixel generation seen with SLIC with a compactness of 5 (figure 3.63), the mean recall 
scores were lower as compared to a compactness of 10 and 12 when the lazysnapping 
segmentation was applied (figure 3.66). The precision scores were similar between the different 
compactness factors. 
 
Fig. 3.64a Fig. 3.64b 
Fig. 3.64c 
Figure 3.64. Mean undersegmentation error for 
superpixel generation as a function of desired 
number of regions. a) Training run 1; b) 





Fig. 3.65a Fig. 3.65b 
Fig. 3.65c Figure 3.65. Mean Dice similarity coefficient in 
relation to desired number of regions after 
application of lazysnapping segmentation. a) 
Training run 1; b) Training run 2; c) Training 
run 3. 
Figure 3.66. Mean recall scores in relation to 
desired number of regions after application of 
lazysnapping segmentation. a) Training run 1; 
b) Training run 2; c) Training run 3. 





3.12.4.2.3 Computational time 
Similar results for the computational time was obtained for the training folds as seen in the 18 
subsample cases. Again, the mean computational time for the generation of superpixels for 
individual cases was in the order of short seconds across the number of regions. However, this 
was significantly greater in the application of the lazysnapping segmentation, which ranged 
from under 1 to 14 minutes. 
Figure 3.67. Mean precision scores in relation to 
desired number of regions after application of 
lazysnapping segmentation. a) Training run 1; 
b) Training run 2; c) Training run 3. 






Fig. 3.68a Fig. 3.68b 
Fig. 3.68c Figure 3.68. Mean computational time of 
individual cases for superpixel generation. a) 
Training run 1; b) Training run 2; c) Training 
run 3. 
Fig. 3.69a Fig. 3.69b 
Fig. 3.69c 
Figure 3.69. Mean computational time of 
individual cases for lazysnapping segmentation 
in relation to number of superpixel regions. a) 




From these analyses, it was decided that 7000 number of regions would be used for further 
evaluation of the lazysnapping edge weight scale parameter. This allowed the balance between 
acceptable segmentation performance with a practical processing time. The SLIC algorithm 
with a compactness of 10 was also selected in preference to the others, based on the 
segmentation performance and the amount of superpixel irregularity observed. Coincidentally, 
this was the default setting in MATLAB. 
3.12.4.3 Evaluation of edge weight scaling factor for lazysnapping algorithm 
The impact of the edge weight scaling factor on the segmentation for each training fold is 
shown in figure 3.70. Increase in the edge weight scaling factor was associated with higher 
rates of recall but resulted in lower rates of precision. The best DSC was achieved at the lower 
edge weights, and the performance for scaling factors between 10 and 60 is displayed in table 
3.14 to assist with parameter selection. 
 
Figure 3.70. Performance with variation of edge weight scaling factors for the training runs. (Superpixel 










Training run 1 10 0.76 ± 0.08 0.77 ± 0.08 0.79 ± 0.10 
20 0.76 ± 0.08 0.79 ± 0.08 0.77 ± 0.10 
40 0.75 ± 0.09 0.81 ± 0.07 0.75 ± 0.11 
60 0.75 ± 0.09 0.82 ± 0.07 0.74 ± 0.11 
Training run 2 10 0.75 ± 0.07 0.76 ± 0.07 0.78 ± 0.10 
20 0.75 ± 0.07 0.78 ± 0.07 0.76 ± 0.10 
40 0.75 ± 0.08 0.80 ± 0.07 0.74 ± 0.10 
60 0.74 ± 0.08 0.81 ± 0.07 0.74 ± 0.10 
Training run 3 10 0.77 ± 0.06 0.77 ± 0.07 0.81 ± 0.08 
20 0.77 ± 0.06 0.79 ± 0.07 0.79 ± 0.08 
40 0.77 ± 0.06 0.81 ± 0.07 0.77 ± 0.08 
60 0.77 ± 0.06 0.82 ± 0.06 0.77 ± 0.08 
Table 3.14. Performance for the training runs with edge weight scaling factor between the range of 10 
and 60. (Superpixel generation: k = 7000, SLIC m = 10) 
Representative axial slices of the lazysnapping segmentation across a range of edge weight 
scale factors are shown in figure 3.71. Although lower edge weighting produced smaller 
segmented regions as compared to higher weighting factors (case C), it was observed that this 
scaling factor did not result in a great change in segmentation between a range of 10 to 900 for 
a number of cases when assessed visually. Low edge weight parameter was associated with 
underestimation at the tumour edge (cases C, D, F), although this effect was more pronounced 
at factors less than 10. In some cases, it was also observed that a low parameter was helpful in 
excluding vessels (cases D and E). Higher values tended to leak into surrounding tissues, such 




Edge weight scaling factor 
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Figure 3.71. Representative images slices of individual cases (A to F) for edge weight scale factors of 
10 to 900. (Superpixel generation: k = 7000, SLIC m = 10) 
The highest mean DSC was seen for edge weight scale factors of 20 and 10 for runs 1 and 2 
respectively, with tied mean DSC at factors 10 and 20 for run 3. However, a low scale factor 
would result in greater underestimation of the tumour with poorer recall rates. It was therefore 
decided that a scaling factor of 40 would be more appropriate for all three runs. This 
corresponded to higher recall scores and better tumour coverage, which was felt to be balanced 
with the associated precision scores. This also avoided the selection of a parameter close to the 










3.12.4.4 Qualitative assessment of segmentation performance 
Like the watershed approach, the graph-cut segmentation was able to conform to irregularly 
shaped objects (figure 3.72a_3). In fact, most of the resultant segmentation had rather scalloped 
and jagged edges, unlike the smooth contours generated by the active contour approaches. 
Good segmentation was observed at the region of the tumour bordering lung parenchyma and 
contrast-enhanced vessels. On most occasions, this technique had the capability to discriminate 
tumour from the chest wall (figures 3.72a_1 and 3.72a_2), though there were times where it 
did not work as well (figure 3.72b_1) with leakage of the segmentation into chest wall 
musculature. At the mediastinum, satisfactory delineation of nodal disease was seen (figures 
3.72b_1 and 3.72b_2), although this was not consistent across all slices (figure 3.72b_3). In 
non-contrast enhanced scans, variable performance of the segmentation was obtained, with a 
mix of good and poorer results across different slices in the separation of the tumour from the 
vessels (figure 3.72e). Its ability to partition tumour from collapse was also inconsistent with 
some dependence on the background marker (figures 3.72c and 3.72d). 
The graph-cut approach was able to perform in the presence of intra-tumoural cavities as well 
as regions of atelectasis on most occasions (figures 3.72d and 3.72f). However, there were 
instances where the segmented boundary was pulled towards the cavity edge rather than the 
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Figure 3.72. Graph-cut segmentation results (red outlines) for six representative training cases (a to f) 
vesus reference contours (yellow outlines), with corresponding DSC for each case. (suffix _1 to 3 
represent different axial slices for each case) 
 
3.12.4.5 Validation data 
A summary of the performance in the three validation folds using SLIC with compactness of 
10, 7000 number of regions and graph-cut with an edge weight scale factor of 40 is shown in 
figure 3.73 and table 3.15, where high mean boundary recall and low mean undersegmentation 
errors were obtained for the superpixel generation. In terms of the estimated performance for 
the graph-cut segmentation, a DSC of 0.76 ± 0.08, recall of 0.81 ± 0.07 and precision of 0.76 
± 0.10 were achieved across the three validation folds, where the computational time of 











Assessment of Superpixel     
Boundary Recall 0.98 ± 0.01 0.97 ± 0.01 0.97 ± 0.01 0.98 ± 0.01 
Undersegmentation Error 0.57 ± 0.24 0.48 ± 0.22 0.78 ± 0.37 0.61 ± 0.31 
     
Assessment of Lazysnapping     
Dice Similarity Coefficient 0.76 ± 0.05 0.78 ± 0.07 0.73 ± 0.10 0.76 ± 0.08 
Recall 0.80 ± 0.06 0.82 ± 0.07 0.80 ± 0.08 0.81 ± 0.07 
Precision 0.77 ± 0.08 0.78 ± 0.08 0.72 ± 0.12 0.76 ± 0.10 
     
Assessment of computational 
time (per case) 
    
Time for superpixel (seconds) 4.0 ± 1.1 4.7 ± 1.1 4.5 ± 1.6 4.4 ± 1.3 
Time for lazysnapping 
(minutes) 
4.1 ± 1.3 4.9 ± 1.3 4.9 ± 1.9 4.6 ± 1.5 
Table 3.15. Performance of lazysnapping segmentation (edge weight parameter = 40) on superpixels 
(number of regions = 7000, SLIC compactness = 10) on the validation datasets. 
 
 
DSC = 0.81 




Figure 3.73. Mean performance of lazysnapping segmentation (edge weight parameter = 40) on 
superpixels (number of regions = 7000, SLIC compactness = 10) on each fold of the validation datasets. 
(error bars represent standard deviation) 
Discussion 
In this chapter, the development of fully automatic workflows for the initiation and 
segmentation of the lung tumours is presented, which includes the description of parameter 
selection for each of the cross-validation runs of the training dataset. An estimated performance 
from each of the validation datasets in the cross-validation runs is also reported. The evaluation 
the performance of each of the different technique is further elaborated in chapter 4, where the 






Specific Aim C: Evaluation of different approaches to tumour segmentation 
Introduction 
This chapter describes the overall performance of the different segmentation approaches in the 
independent test data of 16 cases. The division of data, development of workflows and 
parameter tuning on the testing datasets is reported in chapter 3. 
 
4.1 Summary of tasks 
The same processes in chapter 3 were applied to the independent sample to assess the 
performance of the four different segmentation techniques. 





4.2 Task C.1 Comparison of overall performance between different segmentation 
techniques on independent test dataset 
4.2.1 Overall performance 
The overall performance for the different segmentation methods in the independent test is 
depicted in figure 4.1. Edge-based active contour achieved the highest mean DSC score of 0.80 
± 0.06, followed by the graph-cut segmentation at 0.76 ± 0.06, watershed at 0.72 ± 0.08 and 
Chan-Vese active contour at 0.71 ± 0.07. 
With a mean GMI and DI of 0.17 ± 0.06 and 0.20 ± 0.05 respectively, the edge-based active 
contour segmentation had a fairly balanced performance in terms of tumour coverage and 
avoidance of surrounding tissue. The graph-cut segmentation had similarly balanced values, 
though the scores were slightly higher at 0.20 ± 0.08 and 0.23 ± 0.08 respectively. Although 
the watershed segmentation was associated with an excellent GMI of 0.07 ± 0.03, this was 
offset by a mean DI at 0.38 ± 0.10, indicating that despite being good at encompassing the 
tumour region, the segmentation was not as precise compared to the other methods. 
Conversely, the Chan-Vese active contour was associated with higher mean GMI at 0.30 ± 0.10 
versus the mean DI at 0.22 ± 0.10. 
 
Figure 4.1. Performance of segmentation methods displaying mean DSC, GMI and DI scores (error 
bars represent standard deviation) for independent test dataset. 
4.2.2 Individual case performance 
4.2.2.1 Quantitative analysis 
Assessment of the conformity indices on an individual case basis revealed that the highest DSC 
scores were achieved using the edge-based active contour approach in 12/16 (75%) of the cases, 
although it was seen with the lowest GMI and DI in only 1/16 (6%) and 6/16 (38%) of the 
cases. Both graph-cut and Chan-Vese active contour achieved the highest DSC in 2/16 (13%) 
of the cases each. Based on the DSC, this indicated that the edge-based active contour method 




Chan-Vese active contour had the highest GMI in 13/16 (81%) of the cases, indicating that it 
achieved poorer tumour coverage compared to the other approaches for these cases. On the 
other hand, the watershed approach had the lowest GMI in 15/16 (94%) of the cases. However, 
it had the highest DI in 14/16 (88%) of the cases, reflecting that although tumour coverage was 
good, it suffered from segmentation leakage. 
 
Figure 4.2. Conformity indices for segmentation of 
individual cases in comparison to reference contours. 
a) Dice similarity coefficient; b) Geographical miss 







All the four segmentation techniques showed a tendency towards generation of volumes larger 
than the reference contours, as seen in figure 4.3. This effect was most pronounced for 
watershed segmentation, both in terms of percentage and absolute volume difference. The 
largest spread in volume difference was also seen with this technique, indicating that watershed 
produced volumes that were most dissimilar to the reference volumes, as compared to the other 
segmentation methods.  
Although the Chan-Vese approach achieved a mean percentage volume difference close to 0, 
the spread of volume sizes was also relatively large judged by the standard deviation of 23%. 
Unlike the watershed approach, there were cases in which smaller volumes were produced by 
the Chan-Vese approach compared to the reference contours. 
The mean percentage volume difference for the edge-based active contour approach was at 
5.9%, which was associated with the smallest spread at 3.9%, suggesting that this approach 
resulted in volumes that were most similar to the reference volumes in terms of size. 
The graph-cut technique was associated with a mean percentage volume difference of 7.4 ± 
15.2%, where larger contours in comparison to the reference delineation were generated in the 
majority of the cases. 
4.2.2.2 Qualitative analysis of segmentation performance 
Representative cases are shown in figure 4.4 displaying the segmentation contours obtained 
with the different techniques are overlaid with the reference delineations. In general, the 
behaviours seen in the training phase were observed in this testing cohort. 
Tumour coverage using the edge-based active contour was good in cases 2, 5, 1 and 3. Regions 
of GGOs and cavities were included appropriately in the segmentation for case 2, despite being 
located at the tumour periphery. The tumour was seen also to be appropriately covered with 
the Chan-Vese and graph-cut approaches in case 3, where the disease was juxtaposed to the 
non-enhanced pulmonary artery. However, the Chan-Vese approach failed to encompass most 
of the GGOs in case 2, while the graph-cut method managed to include this appropriately, 
barring a couple of slices. Like the training cases, underestimation of the tumour at the border 
of the lung parenchyma was seen for the Chan-Vese approach. This also occurred on some 
slices with the graph-cut approach at the mediastinal border (case 5). 
Figure 4.3. Percentage volume difference in 
relation to the reference contours for individual 
cases (mean and standard deviation shown in 
table). Watershed – WS; Chan-Vese active contour 
– AC(CV); Edge-based active contour – 





WS 59.4 ± 51.8 58.2 ± 40.4 
AC (CV) 6.8 ± 20.0 1.00 ± 23.8 
AC (Edge) 9.8 ± 14.4 5.9 ± 3.9 




In cases 16, 9 and 11 where mediastinal nodal disease was present, the tumour was also seen 
to be appropriately encompassed by the edge-based active contour in most parts. In contrast, 
the Chan-Vese algorithm generated contours approximated as a circle for small volume 
mediastinal disease. However, where the primary disease had a more elongated shape, the 
edge-based active contour approach failed to encompass the furthest tumour regions, which is 
most apparent in case 8. In such cases, the graph-cut method produced contours which were 
more congruent to the true tumour edge, due to its ability in generating contours which are 
more irregular. 
In concordance with the very low GMI scores, the watershed approach encompassed almost all 
tumour regions for all these cases, even in the presence of GGOs. However, this was at the 
expense of spillage of the contours into surrounding tissues, which was evident in most cases, 
albeit to different extents. 
All four processes demonstrated the ability to differentiate regions of high contrast (e.g. ribs 
and contrast-enhanced vessels) from the tumour, which would have been in part due to the 
application of the exclusion masks. In case 15, there were some small errors at the ribs for with 
the edge-based active contour, though this was by far the minority of the observations. For 
adjacent vessels with low levels of contrast (cases 8, 11 and 15), leakage of the contours was 
seen with the Chan-Vese approach on some slices, which was not an issue seen with the other 
methods. Nevertheless, all four techniques had difficulty in distinguishing tumour from vessels 
where contrast was not administered (cases 3 and 10), though the edge-based active contour 
had the best performance in this setting. It was also seen to be best at approximating to the 
tumour in the presence of surrounding collapse in case 10. 
The region of atelectasis in case 1 was appropriately excluded from the segmentation with the 
graph-cut and two active contour approaches but was included in the results with watershed 
technique. Leakage of the segmentation into the mediastinal fat was most apparent for the 
watershed approach followed by the graph-cut method (cases 16, 11, 8 and 5). 
On some slices, the segmentation boundary with the edge-based active contour did not conform 
tightly to boundaries defining sharply contrasting regions, e.g. between lung 
parenchyma/airways and tumour (cases 10, 15 and 8). This is likely to be a consequence of the 
contour initialisation being placed at a distance from the tumour edge. On the other hand, there 
was better conformity at these boundaries with the Chan-Vese active contour approach, where 
the contour was seen to divide and included multiple areas of high intensity (first image in case 
2). The watershed approach also produced segmentation congruent to the boundaries with sharp 
contrast, but it had the propensity to include vessels within the lung parenchyma (case 3), 
creating irregular outlines. 
At the chest wall (cases 5 and 15), variable performance was observed. Leakage into the 
musculature was most evident with watershed, while the other techniques had mixed behaviour 







    
Segmentation DSC GMI DI 
Watershed 0.81 0.11 0.24 
AC (CV) 0.75 0.33 0.10 
AC (Edge) 0.90 0.09 0.10 
Graph-cut 0.79 0.27 0.12 
 
Watershed 0.71 0.10 0.39 
AC (CV) 0.81 0.18 0.18 
AC (Edge) 0.84 0.11 0.19 
Graph-cut 0.75 0.29 0.19 
 
Watershed 0.80 0.06 0.30 
AC (CV) 0.76 0.31 0.08 
AC (Edge) 0.91 0.08 0.10 
Graph-cut 0.79 0.28 0.07 
 
Watershed 0.72 0.07 0.40 
AC (CV) 0.66 0.21 0.37 
AC (Edge) 0.87 0.10 0.16 
Graph-cut 0.78 0.16 0.25 
 
Watershed 0.49 0.01 0.65 
AC (CV) 0.71 0.35 0.19 
AC (Edge) 0.73 0.28 0.19 
Graph-cut 0.65 0.14 0.41 








Figure 4.4.  Segmentation results for representative individual cases. Blue – Watershed; Cyan – Chan-Vese active contour; Red – Edge-based active contour; 




    
Segmentation DSC GMI DI 
Watershed 0.66 0.11 0.40 
AC (CV) 0.65 0.38 0.12 
AC (Edge) 0.77 0.21 0.18 
Graph-cut 0.67 0.30 0.28 
 
Watershed 0.66 0.11 0.46 
AC (CV) 0.65 0.38 0.25 
AC (Edge) 0.77 0.21 0.23 
Graph-cut 0.67 0.30 0.31 
 
Watershed 0.79 0.04 0.32 
AC (CV) 0.73 0.18 0.32 
AC (Edge) 0.74 0.23 0.28 
Graph-cut 0.80 0.12 0.24 
 
Watershed 0.80 0.02 0.31 
AC (CV) 0.76 0.25 0.17 
AC (Edge) 0.78 0.20 0.23 
Graph-cut 0.85 0.10 0.19 
 
Watershed 0.69 0.06 0.44 
AC (CV) 0.83 0.09 0.23 
AC (Edge) 0.79 0.15 0.25 
Graph-cut 0.82 0.10 0.23 








4.2.3 Computational time 
There was a large difference in the mean computational time per case for the different 
segmentation methods. The watershed approach was the fastest where most cases were 
processed in under half a minute, followed by Chan-Vese active contour in under a minute. 
Most cases were processed within 2 to 4.5 minutes with edge-based active contour, and the 
graph-cut segmentation took the longest time between 8 and 20 minutes.  
 
 
4.3 Summary of performance for different segmentation approaches 
A summary of the observed performance and general behaviours of the different techniques 
specific to these workflows is displayed in table 4.1. 
  
Figure 4.5. Time (minutes in 
logarithmic scale) for processing 
individual cases, with the mean 
and standard deviation shown in 
the table. (Watershed – WS; Chan-
Vese active contour – AC(CV); 
Edge-based active contour – 
AC(Edge); Graph-cut – GC). 
WS 21 ± 5 seconds 
AC (CV) 45 ± 18 seconds 
AC (Edge) 3.2 ± 1.7 minutes 
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The performance of automatic tumour definition in a heterogenous case mix of locally 
advanced NSCLC by the four different segmentation techniques was explored in this work. In 
both the development and independent testing phases, the edge-based active contour approach 
produced delineations most similar to the reference contours when judged by the mean DSC 
scores, followed by the graph cut approach.  
There are several novel contributions in this work. Firstly, fully automatic processes were 
developed for the initiation and segmentation of the lung tumours based on the submitted 
contours, circumventing the need for any further manual input, in the context of generating 
reference volumes for quality assurance purposes.  Additionally, the evaluation was conducted 
on heterogenous clinical data from different centres with different scan acquisition parameters, 
as opposed to many of the reported segmentation studies where single data sources have been 
used. This study also explored the performance of the segmentation techniques in advanced 
lung cancer and encompased disease with a wide spectrum of differing radiological 
appearances, reflecting the disease seen in the clinical context and thereby providing a better 
estimate of the performance of the segmentation in this setting. This also allowed an assessment 
of the behaviours of the different techniques at different tissue interfaces. 
Incorporation of a priori knowledge with localising markers 
The use of the submitted contours as the initial localising markers helped with all four 
segmentation processes on several folds. Introduction of a priori knowledge to assist with 
localising the segmentation to the region around the GTV facilitated the exclusion of regions 
which would be otherwise more challenging to segment, such as regions of adjacent lung 
collapse. This is based on the confidence that the submitted contours are in close proximity to 
the “true” tumour boundary, and thus can be used to locate and initialise the segmentation 
process. With the input of this information, it also enabled the segmentation processes to be 
fully-automated, whilst generating acceptable contours in a number of cases, albeit with 
varying successes with the different techniques. This was performed through the automatic 
generation of initialising masks for the active contour approaches and markers for watershed 
and graph-cut methods. In the case of watershed technique, oversegmentation was resolved 
through this process. 
One concern with the use of the submitted contours in the segmentation process is the risk of 
overfitting of the resultant segmentation to the initiation locations, which would limit the aim 
of generating the contours, that is to act as the surrogate reference to which the clinician 
submissions would be assessed against. This was taken into account in the design of the 
different segmentation processes. Despite using the submitted contours to constrain the search 
region for the watershed and graph cut approaches, as the final segmentation results of the 
algorithms were based principally on the underlying image properties, the risk of overfitting to 
the shape of the submitted contours was low. On the other hand, segmentation using the active 
contour approaches is sensitive to the initialisation curve, which can influence the location and 
shape of the delineation results. To allay this impact, the initialisation was approximated with 
a circle of the same size as the submitted contours for both active contour methods thereby 




Comparison of segmentation techniques 
The different patterns of behaviour for the four segmentation techniques was made apparent 
through the use of a heterogeneous case mix of tumours involving different locations in the 
chest. Although some common trends were shared, each approach had their specific strengths 
and weaknesses, resulting in different methods outperforming the others dependent on which 
surrounding tissue was present at the particular tumour front. This mirrors the reports in the 
literature on observed differences in segmentation quality between software products applying 
different segmentation methods. For example in a clinical study comparing the segmentation 
accuracy of pulmonary metastases across six CAD systems, there were significant differences 
in the performance of the software packages, where between 71% and 86% of nodules were 
segmented adequately (409). Even with the input of manual correction in four of the packages, 
although there was an improvement to 98% for one of the packages, the performance in another 
was at 76%, suggesting variation in segmentation quality between different software with 
different segmentation techniques.  
The results have shown that the watershed approach is a fast and quick technique. It worked 
well at tumour regions with surrounding lung parenchyma, but it suffered from leakage in the 
presence of gradient changes between normal tissues that were of higher magnitude than the 
tumour and its surroundings. This occurred at the mediastinum in the presence of vessels with 
high contrast, as well as at the airways with low density, and was also observed in some cases 
to cause segmenation errors at the chest wall in the presence of ribs. As a result of this, although 
good recall was seen with the watershed approach, this was at the expense of poor precision. 
On the other hand, the graph cut approach was most expensive computationally, which was 
sped up through the application on pre-generated superpixels in order for the technique to be 
processed within acceptable time frames. This added to the complexity of the workflow and 
required additional steps to calibrate to the optimum parameters for superpixel generation, in 
addition to the parameters for the graph-cut algorithm. Nonetheless, acceptable segmentation 
quality was observed for a substantial proportion of cases, with a balance between its 
performance at accuracy and precision. Despite this, the behaviour of the graph-cut approach 
was inconsitent at some regions in the axial plane with poor concordance to contrast 
information, resulting in poor tumour coverage in these regions. 
Although both the graph-cut and watershed applications did well in conforming to irregularly 
shaped tumours, they were susceptible to producing delineations that were more irregular than 
those typically  constructed by human observers. Comparatively, the parabolic surfaces 
obtained through the active contour approaches better reflect the smooth geometry seen with 
manual delineations. As parameter tuning is paramount, one of the strengths of this work is in 
the systematic assessment and selection of the optimal parameters that were used, which is not 
tyically reported in the literature. However, the need for parameter tuning to best fit to the 
whole dataset would contribute to some of the observed segmentation errors because of the 
difficulty in selecting generalisable parameters that fit all cases well. This was considered when 
performing the manual selection of the parameters, which was based primarily on the mean 
DSC scores. Instead of selecting the value associated with the best observed mean DSC, the 
variation of DSC, recall and precision with the parameters was taken into account. Moreover, 
although parameter-based methods enable control over the segmentation, the need for 
optimisation introduces a source of uncertainty to the process. 
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Comparison of quantitative reports of (semi-)automatic approaches in the literature 
The direct comparison of these results to other studies is difficult due to the disimilarities in 
the segmentation processes, variation in the cases analysed, as well as the differences in the 
assessment matrices used. Nonetheless, the quantitative results based on mean DSC seem to 
correlate with the observed performance of some of the (semi-)automated segmentation 
approaches reported in the literature. 
For studies evaluating active contour approaches, Yip et al used an geodesic active contour 
algorithm in 3D Slicer that is also based on a level set formulation, where a median DSC of 0.6 
was achieved for lung nodule segmentation (242). Way et al reported an overlap index of just 
under 0.6 (at 50% agreement for ground truth) based on delineation of lung nodules, using an 
initial k-means clustering approach followed by a 3D active contour refinement, where both 
2D and 3D gradient information were incorporated as part of the external energy computation 
(241). Even taking into account the smaller tumour sizes in these studies that can yield lower 
scores, the mean DSC observed here for the edge-based active contour approach is 
comparatively higher at 0.80. Additionally, the achieved DSC scores for the edge-based and 
Chan-Vese approaches were similar to the results obtained by Yu et al in their nodal 
segmentation study (282). They did however, achieve higher DSC scores when an additional 
edge constraint was used along with the region-based snake. 
Comparatively higher mean DSC scores were achieved by Shen et al (249) and Lermé et al 
(247) in their use of the graph cut approach, although both of these studies were semi-automatic 
and required user strokes for initialisation, which can explain the better performance seen. 
These studies were also performed with 4D and 3D techniques respectively, where the 
additional contextual information in the added planes can provide better results. 
In the work by Tan et al, a semi-automatic approach with combined marker-controlled 
watershed segmentation followed by gradient-based active contour achieved a mean overlap 
index of 0.69 for clinical  lung cancer cases (231). Yan et al obtained a mean overlap index of 
0.83 in their semi-automatic watershed technique for segmenting nodal disease (287), although 
the mean score dipped to 0.73 when an automatic watershed approach was applied to sequential 
scans (288). Considering that DSC is usually a more optimistic estimate than overlap index, 
the performance of the automatic watershed approach was poorer here. However, the marker 
placement in the work by Yan et al was considerably smaller than what was used here, with 
external and internal margins at 7- and 3-pixels respectively (288). 
Comparison with quantitative reports of manual delineation in the literature 
These results appear to fall within the variability associated with manual delineation of 
advanced lung tumours when assesed quantitatively, with the mean DSC scores being at least 
as good as the reported DSC in studies assessing manual contours against a gold standard 
representative contour. The mean Kappa index, equivalent to the DSC score, was reported to 
be 0.72 in a study performed by Dewas et al in the delineation of locally advanced lung tumour 
(410). Louie et al reported that the mean inter-observer scores equivalent to DSC was at 0.512 
± 0.050 for delineation of the lung primary disease (411), where the assessment was performed 
in a pair-wise fashion. There was poorer conformity for nodal disease, were the equivalent 
mean DSC was at 0.29 ± 0.09, although there may be some error in this estimation due to the 
smaller size of the nodal disease. Even so, these scores are lower compared to the results here, 
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despite their evaluation of disease at earlier clinical stages (Ib, II and IIIa) than this study. This 
suggests that automated approaches for advanced disease fall within the variability associated 
with manual contours, and may be used in the clinical context. 
Qualitative performance 
However, despite achieving comparable mean DSC scores with the different approaches, 
unsatisfactory delineation was observed qualitatively in a substantial proportion of cases. 
Because of the variety of the juxtaposed normal tissue surrounding the tumour, both good and 
poor segmentation could be present on a single axial slice, which is difficult to quantify and 
better described qualitatively. Having said this, the assessment of the DMI and DI scores in 
addition to DSC gave a better indication of the performance of the techniques. 
Mixed performance was observed in many cases, with errors in segmentation that was 
dependent on the methods used. A common limitation to the techniques explored is the 
difficultly in segmentation at the mediastinum. As the watershed approach located regions of 
high gradient, mediastinal fat was often included in the segmentation. This was also a problem 
with graph-cut which displayed poor precision for nodal delineation. The Chan-Vese approach 
tended to balloon into regions of similar density, in particular vessels with no or little contrast. 
Although edge-based active contour exhibited good performance for the nodal disease, some 
errors were seen for the primary disease at the mediastinum where the localising boundary did 
not approximate well to the tumour edge. 
It was also observed that there was some inconsistency with the segmented volumes with poor 
adherence on some slices but good conformity on others. Extension of the analysis from 2D to 
3D with the addition of information from the Z-plane may improve this. Additionally, it would 
also allow an estimation of the cranial-caudal extent of the tumour, which is not provided with 
a 2D approach. 
Reproducibility 
One other limitation to this study is the lack of reproducibility assessment. In order to test the 
robustness of the workflows, it is important to evaluate for potential differences in results if 
different priors were used. This is crucial for application of the workflow in the wider context. 
Need to improve segmentation techniques 
In addition to conducting reproducibility studies, there is a need to improve the quality of the 
obtained segmentations. This is vital as the intended use of the generated contours is to act as 
a surrogate reference against manual contours for quality assessment. 
The main difficulty in segmenting the lesions in advanced lung cancer is in its separation from 
adjacent tissues of similar density. It is a challenge to develop a robust and efficient means of 
handling the range of tumour appearance, size and location from the heterogeneity of cases. 
Many segmentation algorithms suffer from the presence of subtle lesion boundaries, limiting 
their ability to detect and define the lesion edge. In the work by Yip et al, minor to substantial 
manual adjustments were required for 87% of the semi-automated generated contours, with 
poor performance of the algorithm for lung nodules which were non-/part-solid, and for lesions 
with poorly defined boundaries (242).  
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To overcome this, methods based on shape approximation would be suitable for small ellipsoid 
nodules but less applicable for larger irregularly shaped lesions (264, 297). This issue was seen 
in here with the active contour approaches. 
Others have used  morphological methods to separate the tumour from adjacent high density 
structures, such as the work by Kostis et al (213) where smaller lesions were investigated, and 
Kuhnigk et al (224) where the approach was designed to fit larger lesions. Such methods 
capitalise on the unique geometry of tumours compared to background organs and typically 
involve a series of different steps to distinguish the surrouding organs from the tumour. For 
example, the chest wall can be approximated by a convex hull of a pre-segmented lung region 
(213, 214, 224), However, these approaches are unlikely to be generalisable to tumours at a 
multitude of locations in the chest, as the geometric properties of the tumour and their 
surrounding tissue is different at the peripheral chest wall, hilum and mediastinum, 
notwithstanding presence of nodal disease. It would also not be approriate to base the 
segmentation on geometric properties in the case of disease infiltration into the chest wall. 
Concurrent segmentation of the primary lesion and nodal disease is a challenge. To this end, 
Moltz et al designed separate interactive segmentation tools for pulmonary nodule and lymph 
node segmentation, where a watershed-based approach was added to the module in order to 
improve the segmentation leakage (214). This would be difficult to implement in the setting of 
advanced lung cancer, as the primary disease is often indistinguishable from the nodal disease 
at the hilum, which is typically contoured as a single volume. 
It was seen from the initial experiments that the watershed approach can be improved with the 
definition of more exclusion structures. However, it had been difficult to find a robust 
automatic process to perform this. Thus, additional manual input into the developed algorithm 
was evaluated as a means to improve the performance of the watershed segmentation, where 
the mean precision was significantly increased compared to the fully-automatic approach. 
Many other groups that have achieved successes with semi-automated approach. For example, 
Velazquez et al (217) used the GrowCut semi-automatic algorithm in 3D Slicer on 20 cases of 
NSCLC with user seed initialisation and interaction. They achieved overlap fraction 
(overlaping region divided by the smallest region) of greater than 0.9 in the comparison of the 
computed-aided segmentations against the union of multiple manual delineations, and also 
found strong correlation (Spearman’s correlation = 0.89) of the semi-automated segmentation 
to pathology specimens. The implementation of additional manual interaction in the watershed 
algorithm is relatively uncomplicated, and takes the form of external limits. Further manual 
internal limits were not required, as the automated means of internal marker placement was 
sufficient to generate good results. To extend this approach to graph-cut segmentation, there 
would be a need to define both foreground and background markers, improve both accuracy 
and precision. 
Many other groups have used combination techniques to improve the segmentation 
performance. Based on the techniques explored in this study, avenues of further investigation 
include the application of the watershed and/or the graph-cut techniques prior to refining the 
segmentation with the active contour algorithms, which has the advantage of improving the 
smoothing of the final delineation. However, it is unclear as to whether such a combination 
approach would result in a more accurate and precise delineation based on the observed 
performance in this study. As the active contour approaches perform better with initialisation 
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close to the true tumour edge, the segmentation from watershed and graph-cut approaches may 
be too imprecise for this. The potential improvements obtained with combination techniques 
would also need to be evaluated against the offset of increased computational time. 
Conclusions 
Workflows for the automatic segmentation of advanced lung cancer was established through 
the application of a given prior using four image segmentation techniques. The edge-based 
active contour segmentation gave the best performance overall, with both tumour coverage and 
avoidance of normal tissue taken into consideration. Moreover, the case processing time of a 
short number of minutes was within acceptable limits. Despite producing acceptable 
segmentation results for a number of cases, there remained a significant proportion where 
unacceptable segmentation was produced. Errors in accuracy of irregularly shaped lesions and 
segmentation leakages at the mediastinum were observed.  Other different approaches need to 





Specific Aim C: Assessment of performance of segmentation techniques in isolated 
peripheral tumours 
Introduction 
The performance of the segmentation techniques was explored in chapters 3 and 4 for disease 
located at different positions within the thorax. In the presence of multiple adjacent tissue types, 
variation in segmentation performance for the different techniques was observed.   Following 
on from this work, the performance of the segmentation techniques for isolated peripheral lung 
tumours is assessed in this chapter where the tumour is surrounded by lung parenchyma in its 
entirety. The rationale for this is to evaluate how the automatic segmentation performance 
differ in the setting of less advanced disease, which most of the reports on automatic lung lesion 
segmentation are based on. Here, the established automated segmentation workflows are 
applied to isolated lung tumours. The hypothesis is that different segmentation performance 
between the different techniques would be observed in the presence of juxtaposition of a single 
tissue type, in contrast to the performance seen in the preceding two chapters. 
In the absence of a different study cohort comprising solely of peripheral lung tumours, cases 
were extracted from the IDEAL trial and evaluated.  
 
5.1 Summary of tasks 
Task C.1 Comparison of segmentation techniques on isolated peripheral primary disease 
A) Evaluation on training dataset 
B) Evaluation on testing dataset 
Task C.2 Comparison of segmentation techniques on isolated peripheral primary disease with 
dataset from different trial source 
Task C.3 Comparison of segmentation techniques on advanced lung tumours versus isolated 






5.2 Gold-standard reference ROIs 
Cases with peripheral primary tumours surrounded by lung parenchyma were identified from 
the cohort. Duplicate GTV structures were created to isolate the primary tumour from the nodal 
disease, which were used for purposes of this work. 
5.3 Segmentation workflow and assessment 
These GTVs were processed using the same workflows that were established for the evaluation 
of the entire cohort. For the active contour and graph-cut approaches, the same optimal 
parameter settings were used. 
The contour assessment was performed using the same quantitative measures (DSC, GMI and 
DI) and the quality of the segmentation was assessed visually. 
5.4 Datasets 
Using the same division of data as described in chapter 3 section 3.7, cases from the training 
dataset were identified and processed separately to the cases in the independent testing data. 
As the number of cases was small, data from the ISTART trial was also screened for suitability 
for use in this study. The ISTART trial is a multi-centre UK phase I/II trial of isotoxic 
accelerated radiotherapy in the treatment of patients with NSCLC, where 3D and 4D CT based 
delineation were permitted (412). As the ITV is delineated in 4D CT outlining rather than the 
GTV, cases using 4D CT for planning were excluded from this analysis. 
5.5 Computational time 
All the processes in this work were performed using an Intel Core i5-3317U CPU @ 1.70GHz, 





The performance of the different segmentation techniques is presented for the training dataset, 
followed by the independent test set. Subsequently, results from the different trial source is 
shown. The segmentation results for advanced and isolated peripheral lung tumours are 
summarised.  
5.6 Task D.1 Comparison of segmentation techniques on isolated peripheral primary 
disease 
5.6.1 Performance of training dataset 
5.6.1.1 Segmentation performance 
Ten cases in the total training dataset were identified where peripheral primaries were present. 
The mean volume of disease was considerably smaller than the whole dataset at 13.03 ± 15.45 
cm3. 
Marker-controlled watershed segmentation was associated with the highest DSC at 0.84 ± 0.04, 
a good GMI of 0.08 ± 0.04, and a DI of 0.21 ± 0.09. Although the DI was the highest amongst 
the various approaches, as compared to the trends observed with the whole dataset in chapter 
3, this score had improved by about half. Edge-based active contour and graph-cut had similar 
performance in the quantitative assessment, with better DI as compared to the watershed 
technique, but worse GMI. Overall, these approaches achieved a mean DSC of 0.79 ± 0.07 and 
0.76 ± 0.04 respectively. The Chan-Vese active contour was seen to achieve the lowest mean 
DSC of 0.56 ± 0.13, which was associated with a poor GMI 0.57 ± 0.14, despite attaining a DI 
of 0.01 ± 0.01.  
 
Figure 5.1. Performance of segmentation methods displaying mean DSC, GMI and DI scores (error 




Consistent with attaining the highest DI scores, watershed segmentation was seen to produce 
larger volumes as compared to the reference contours (figure 5.2), whereas the other techniques 
created contours smaller than the reference in general. In particular, the Chan-Vese algorithm 
was seen to generate volumes that were on average half the size of the reference volumes.  
Visual inspection of the segmentation corroborated with the quantitative results. The smaller 
contours generated by the Chan-Vese approach was evident in a number of cases as seen in 
figure 5.3, where the delineation did not seem to extend to the edge of the tumour when viewed 
on lung windowing levels. In case p3, the contours failed to extend to the anterolateral extent 
of the tumour, as well as regions of atelectasis in cases p3 and p4. This was in keeping with the 
behaviour seen in chapter 3. Edge-based active contour generally produced clinically 
acceptable contours, though it was seen still to suffer from poor segmentation for disease that 
was not well approximated by a circle (second slice in case p3). The graph-cut approach was 
able to exclude regions of atelectasis appropriately and was able to produce contours that fit 
the irregular edge of the tumour. However, like previously, it was seen not to work as well in 
the presence of tumour cavitation (case p5). Overall, the marker-controlled watershed 
segmentation seemed to work the best in terms of tumour coverage and in its ability to include 
regions of atelectasis and cavity, despite its tendency to create larger contours. It also tended 
to adhere to regions of large gradient contrast. For example, the lateral edge of the contour was 
extended to the vessel edge in the third slice of case p3, and the segmentation was extended to 
include the band of atelectasis in the third slice of case p4. 
  
Figure 5.2. Percentage volume difference of 
peripheral primary disease in relation to the 
reference contours for individual cases (mean and 
standard deviation shown in table). Watershed – 
WS; Chan-Vese active contour – AC(CV); Edge-





WS 1.28 ± 2.71 19.4 ± 20.3 
AC (CV) -7.24 ± 11.55 -49.8 ± 15.9 
AC (Edge) -1.12 ± 1.33 -11.0 ± 12.2 





Figure 5.3. Segmentation results for training dataset (peripheral primary disease; cases p1 – 5). Dark 
blue – watershed; Cyan – Chan-Vese active contour; Red – Edge-based active contour; Orange – Graph-
cut; Yellow- reference contours. (Table: AC(CV) – Chan-Vese active contour; AC(Edge) – Edge-based 
active contour) 
5.6.1.2 Computational time 
As this analysis involved smaller volumes, the computation time for processing whole cases 
was shorter than previously seen. Watershed segmentation produced the fastest results in under 
15 seconds, whereas most of the tumours were processed by graph-cut segmentation in less 





    
Segmentation DSC GMI DI 
Watershed 0.78 0.04 0.34 
AC (CV) 0.68 0.47 0.02 
AC (Edge) 0.85 0.20 0.09 
Graph-cut 0.78 0.28 0.14 
 
Watershed 0.86 0.10 0.17 
AC (CV) 0.42 0.70 0.00 
AC (Edge) 0.69 0.43 0.02 
Graph-cut 0.70 0.24 0.10 
 
Watershed 0.84 0.07 0.21 
AC (CV) 0.51 0.65 0.01 
AC (Edge) 0.71 0.43 0.03 
Graph-cut 0.80 0.24 0.13 
 
Watershed 0.79 0.08 0.30 
AC (CV) 0.55 0.58 0.02 
AC (Edge) 0.78 0.28 0.11 
Graph-cut 0.75 0.27 0.89 
 
Watershed 0.90 0.11 0.09 
AC (CV) 0.54 0.60 0.00 
AC (Edge) 0.86 0.21 0.06 
Graph-cut 0.73 0.36 0.09 










5.6.2 Performance of independent test dataset 
There were only two cases in the testing dataset that had isolated peripheral primary disease, 
and the segmentation results from these cases are shown in figure 5.5. Similar to the 
observations in the training dataset, the watershed approach had the best DSC amongst the 
various segmentation techniques. Again, the tendency for segmentation leakage was seen 
(second slice in test case p1) but overall there was greatest consistency with the reference 




Figure 5.5. Segmentation results for testing dataset (peripheral primary disease; test cases p1 – 2). Dark 
blue – watershed; Cyan – Chan-Vese active contour; Red – Edge-based active contour; Orange – Graph-
cut; Yellow- reference contours. (Table: AC(CV) – Chan-Vese active contour; AC(Edge) – Edge-based 
active contour) 
The reference volumes of test case p1 and p2 were 8.85cm3 and 0.64cm3 respectively. The 
watershed approach produced contours larger than the segmentation volume, though this was 
seen to be small in absolute terms (table 5.1). This technique also produced volumes most 
Segmentation DSC GMI DI 
Watershed 0.85 0.06 0.19 
AC (CV) 0.68 0.48 0.00 
AC (Edge) 0.84 0.24 0.05 
Graph-cut 0.76 0.29 0.11 
    
Watershed 0.85 0.08 0.20 
AC (CV) 0.66 0.50 0.01 
AC (Edge) 0.78 0.35 0.02 
Graph-cut 0.82 0.25 0.10 
Figure 5.4. Time (minutes in logarithmic 
scale) for processing individual cases 
(peripheral primary disease only), with the 
mean and standard deviation shown in the 
table. Watershed – WS; Chan-Vese active 
contour – AC(CV); Edge-based active 
contour – AC(Edge); Graph-cut – GC. 
WS 12 ± 2 seconds 
AC (CV) 14 ± 6 seconds 
AC (Edge) 45 ± 42 seconds 
GC 3.8 ± 1.4 minutes 
 
Test Case p1 
Test Case p2 
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similar to the reference judged by the percentage volume difference and was also associated 
with short computational times. 
 Absolute volume 
















Watershed 1.40 0.09 15.8 14.7 13 sec 9 sec 
AC (CV) -3.95 -0.31 -44.6 -48.0 11 sec 7 sec 
AC (Edge) -1.26 -0.20 -14.3 -31.6 35 sec 9 sec 
Graph-cut -1.73 -0.10 -19.5 -15.9 4.6 min 1.2 min 
Table 5.1. Absolute and percentage volume difference of peripheral primary disease from reference 
contours for individual cases, with the respective computational processing time. 
 
5.7 Task D.2 Comparison of segmentation techniques on isolated peripheral primary 
disease with dataset from different trial source 
5.7.1 Clinical and scanning parameters of ISTART dataset 
There were thirteen cases in the ISTART dataset with isolated peripheral primary disease. 
Three cases were excluded as the tumour delineation was based on 4D CT outlining. Of the 
remaining ten cases, two cases contained two primary lesions, resulting in a total of twelve 
lesions for the segmentation assessment with a mean volume of 8.29 ± 11.75 cm3. Contrast-
enhancement was used in six out of the ten cases. 
The scanning parameters for the ten cases are shown in table 5.2, where two out of the four 
centres were new centres that did not participate in the IDEAL trial. Variation in CT scanning 




















Mean (range)  
J 5 Siemens 3 0.875 to 
0.977 
120 Modulating 155.5 
(90 – 230) 
K 2 GE Medical 
Systems 
2.5 0.977 120 Modulating 244.8 
(185 – 305) 
F 1 Philips 3 1.172 120 Modulating 117.1 
1 Unknown 3 1.172 120 Fixed 37 
G 1 Philips 3 1.172 120 Modulating 139.6 




5.7.2 Performance of ISTART dataset 
5.7.2.1 Overall performance 
Similar results were obtained for the ISTART dataset to the cohort from the IDEAL trial. 
Watershed segmentation was the best performing technique at a DSC of 0.81 ± 0.05, GMI of 
0.12 ± 0.07 and DI of 0.22 ± 0.09. Edge-based active contour achieved the next best DSC at 
0.75 ± 0.11 with a GMI of 0.34 ± 0.14 and DI of 0.06 ± 0.04, followed closely by graph-cut 
with a DSC of 0.73 ± 0.08, GMI of 0.31 ± 0.08 and DI of 0.14 ± 0.10. The Chan-Vese approach 
scored the lowest DSC at 0.48 ± 0.14, with a GMI of 0.66 ± 0.12 and DI of 0.00 ± 0.01. 
 
Figure 5.6. Performance of segmentation methods displaying mean DSC, GMI and DI scores (error 
bars represent standard deviation) for peripheral lung primary disease with ISTART dataset. 
Although the watershed approach produced the largest volumes, they were most consistent 
with the reference standards compared to the other techniques. Chan-Vese segmentation 
produced the smallest contours that were less than half the size of the reference volumes for 






WS 0.99 ± 1.32 16.8 ± 19.4 
AC (CV) -4.22 ± 5.29 -63.5 ± 15.4 
AC (Edge) -1.21 ± 1.11 -27.2 ± 17.5 
GC -1.73 ± 2.76 -19.2 ± 15.6 
 
Figure 5.7. Percentage volume difference of 
peripheral primary disease in relation to the reference 
contours for individual cases (mean and standard 
deviation shown in table) of ISTART dataset. 
Watershed – WS; Chan-Vese active contour – 
AC(CV); Edge-based active contour – AC(Edge); 
Graph-cut – GC. 
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5.7.2.2 Individual case performance 
5.7.2.2.1 Quantitative analysis 
The highest DSC score was achieved by the watershed approach in 8/12 (66%) of the cases. In 
three cases where the watershed approach achieved the second highest DSC score, the margin 
was very small. Additionally, across all the cases, the watershed technique consistently 
achieved the lowest GMI score. This was offset by it being associated with the highest DI in 
the majority of cases (11/12, 92%). In contrast, Chan-Vese active contour was seen to have the 
highest GMI scores across all the cases, resulting in the lowest DSC in all but one case. 
 
5.7.2.2.2 Qualitative analysis of segmentation performance 
The best tumour coverage was seen with the watershed approach, with appropiate inclusion of 
patchy GGOs (ISTART Case p2, slice 3). Although the segmentation had the propensity to 
extend to chest wall in the case of juxtapleural lesions (ISTART Case p9 and p10, slice 1) and 
Figure 5.8. Conformity indices for peripheral primary disease 
segmentation of individual cases in comparison to reference 
contours (ISTART dataset). a) Dice similarity coefficient; b) 






include surrounding vasculature (ISTART Case p10, slice 3), clinically acceptable 
segmentation was observed in the majority of cases. Graph-cut performed well in terms of 
tumour coverage for the solid components but it failed at including patchy GGOs within the 
segmentation consistently (ISTART cases p4 and p10). The edge-based active contour 
approach fared better in this regard, although underestimation of the tumour was seen for 
lesions that did not approximate well to the localising boundary (ISTART Case p2, slice 3). 
and the Chan-Vese approach produced smaller volumes that appeared to be in concordance to 
constrast information seen in mediatinal window levels rather than in lung window levels. 
 
Figure 5.9. Segmentation results for ISTART dataset (peripheral primary disease; ISTART cases p1 – 
10). Dark blue – watershed; Cyan – Chan-Vese active contour; Red – Edge-based active contour; 
Orange – Graph-cut; Yellow- reference contours. (Table: AC(CV) – Chan-Vese active contour; 
AC(Edge) – Edge-based active contour) 
5.7.2.3 Computational time 
The processing time for whole cases was similar for the watershed and Chan-Vese in the order 
of short seconds, followed by edge-based active contour application in under a minute for the 
majority of cases. Graph-cut segmentation took the longest time with a mean of 3.1 ± 2.2 
minutes. 
Segmentation DSC GMI DI 
Watershed 0.85 0.09 0.18 
AC (CV) 0.59 0.54 0.01 
AC (Edge) 0.84 0.22 0.07 
Graph-cut 0.81 0.25 0.09 
    
Watershed 0.84 0.10 0.19 
AC (CV) 0.58 0.58 0.00 
AC (Edge) 0.82 0.25 0.06 
Graph-cut 0.74 0.39 0.03 
    
Watershed 0.79 0.20 0.16 
AC (CV) 0.45 0.71 0.00 
AC (Edge) 0.67 0.48 0.01 
Graph-cut 0.71 0.34 0.13 
    
Watershed 0.76 0.15 0.27 
AC (CV) 0.55 0.56 0.00 
AC (Edge) 0.84 0.24 0.03 
Graph-cut 0.76 0.32 0.10 
ISTART Case p2 
ISTART Case p4 
ISTART Case p9 





5.8 Task D.3 Comparison of segmentation of advanced lung tumour versus isolated 
peripheral lung tumours 
A summary of the qualitative measures for the segmentation of advanced lung tumours from 
chapter 3 and the isolated peripheral primary disease from this chapter is produced in table 5.3. 
Marker-controlled watershed was the best overall performing technique for the segmentation 
of isolated lung tumours across all the evaluated measures, in contrast to the edge-based active 
contour approach that was identified as the most appropriate technique for advanced disease. 
Taking into consideration that a skew towards lower conformity indices would be obtained for 
smaller volumes, the performance for the graph-cut approach appears to be similar in both 
settings. Chan-Vese active contour, however, performed poorly for isolated peripheral lung 
tumours despite its computational speed.
Figure 5.10. Time (minutes in logarithmic 
scale) for processing individual cases of 
ISTART dataset (peripheral primary disease 
only), with the mean and standard deviation 
shown in the table. Watershed – WS; Chan-
Vese active contour – AC(CV); Edge-based 
active contour – AC(Edge); Graph-cut – GC. 
WS 10 ± 3 seconds 
AC (CV) 12 ± 6 seconds 
AC (Edge) 36 ± 44 seconds 




  Marker-controlled watershed Chan-Vese active contour Edge-based active contour Graph-cut 
 Volume 
(cm3) 
DSC GMI DI % volume 
difference 
Time DSC GMI DI % volume 
difference 
Time DSC GMI DI % volume 
difference 


















































































































































































































































































































Table 5.3. Summary of qualitative measures for segmentation of advanced and isolated peripheral lung tumours. (Computational time displayed for processes 




These results support that the performance of the different techniques is variable depending on 
the setting in which they are used. Although the watershed approach was limited in its use at 
the mediastinum due to competing gradients from other organs, good concordance to clinically 
acceptable delineations were achieved between the lung parenchyma and tumour interface. The 
ability to include patchy GGOs in the segmentation is an important and valuable aspect of this 
approach, which is commonly seen at the periphery of lung tumours. On the other hand, Chan-
Vese active contour modelled poorly to the true tumour edge. At the parameter settings that 
were used, it was consistently underestimating the tumour boundary and appeared to conform 
to the perceived tumour edge on mediastinal window levels rather than on lung window levels 
that is used clinically. 
As marker-controlled watershed segmentation is fast and relatively inexpensive 
computationally compared to the other explored techniques, it is an attractive approach to 
adopt. With the small sizes typically associated with isolated peripheral lung tumours, even 
shorter processing times are required to complete the segmentation. 
In the clinical context, the inter-observer delineation variability of isolated peripheral tumour 
volumes is small, as shown in the study by Persson et al where the mean equivalent Jaccard 
score for pair-wise comparisons was at 0.72 ± 0.09 (413). Taking into account the different 
conformity measure, the achieved DSC seen with watershed approach appears to be 
comparable. Studies designed to compare automatic and manual contours need to be performed 
to give a better estimate for this, in addition to reproducibility studies to validate the reliability 
of this approach. Methods to improve the precision at the pleural surface and trimming of 
vascular without undermining the tumour coverage should also be investigated, which are 
beyond the remit of this project. 
 
Conclusions 
The different techniques applied in different clinical settings produced variation in the observed 
segmentation performance. The developed workflows using marker-controlled watershed 
segmentation was the overall best performing approach in the setting of isolated peripheral 





Specific Aim E: Evaluation of texture features in classification of tumour and non-tumour 
regions 
Introduction 
Building on from the segmentation techniques described in the preceding two chapters, the 
potential for application of texture features in the segmentation task is explored in this and the 
next chapter. 
In the thorax, texture cues have been used for a variety of different purposes. Texture features 
have been assessed in lung parenchyma to detect abnormal lung tissue (414) and disease such 
as emphysema (415-420), fibrosis (421-423) and pneumonitis (424, 425). A recent review has 
summarised the application of texture cues in in the setting of lung cancers (426), which include 
the detection of aggressive tumours (183), prognostication (427, 428) and evaluation of 
treatment response (429). Texture descriptors form the basis of radiomics research, where 
associations with gene-expression profiles have been shown that it can be used as a predictive 
biomarker (430). 
Texture descriptors have also been used to perform segmentation tasks as discussed in chapter 
1 section 1.9.7. The segmentation of sub-regions within part-solid pulmonary nodules has been 
performed using gradient and 3D intensity texture features along with shape information (431). 
For lung tissue, Korfiatis et al developed a method for segmenting lung parenchyma affected 
by interstitial pneumonia through SVM classification of border regions based on wavelet 
features and intensity values following initial lung segmentation using k-means clustering 
(432). These studies support the notion that texture descriptors may be helpful in segmentation 
of tumours. 
Here, the test for the hypothesis that texture descriptors can be helpful in the binary 
classification of GTV and its immediate surrounding region is described. Out of the different 
approaches to analyse texture, statistical, model and signal processing methods have been most 
commonly applied to medical imaging. Thus, these texture features are evaluated in this work 
and elaborated as follows: 
A) Statistical: Gradient-derived features 
These features describe the spatial variation of the intensity values, whereby high gradient 
values are assigned to regions of stark transitions of scale levels whilst subtle transitions are 
represented by low gradient values. The absolute gradient is sensitive to changes in the scale 
magnitude between neighbouring pixels and can then be assessed based on histogram-derived 
parameters. 
B) Statistical: Co-occurrence matrix  
The different combinations of intensities are evaluated for pairs of pixels in a given direction 
and number of pixels apart. This information is then tabulated into what is known as a co-
occurrence matrix, which can then be evaluated through statistical measures such as the energy, 
contrast, entropy, homogeneity and correlation. For example, contrast refers to the magnitude 
of the difference on scale values within the objects of the image, whereas entropy characterises 
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the homogeneity of the pixel distribution within the ROI with respect to the particular direction 
or orientation, i.e. a measure of the disorder within the region. 
C) Statistical: Run-length matrix 
Information on the frequency in which the same intensity value recurs in a given direction is 
captured in the form of a matrix for each region. Computation of different run-lengths can be 
then constructed for different directions, which can in turn generate new texture parameters. 
D) Signal processing: Wavelet features 
The representation of information in the form of wavelets stems from the field of signal 
processing. The principles behind this is similar to how the Fourier transform works, where 
instead of processing the data directly on the original source, a transformation is applied to 
identify and evaluate the subunits of which the original data is made up from. A signal (or in 
this work the intensity values of an image) can be presented in terms of its frequency, and the 
application of such a transform would change this information to being represented in the 
time/spatial domain in the form of waves. As any signal can be represented by a summation of 
different sine and cosine waves within the time/spatial domain, analysis of any image in terms 
of pixel value frequencies can then be analysed implicitly in this form. 
A limitation to the Fourier transform is in the difficulty with the evaluation of the waves at a 
snapshot in time/space, because of the uncertainty trade-off between frequency and time/space. 
Wavelet analysis overcomes this issue where the instantaneous frequency can be determined. 
Instead of decomposing the signal into an infinite wave, the wavelet transform deconstructs the 
information into wavelets which are limited by time/space.  
In other words, wavelet analysis provides another means of evaluating the frequency content 
of the image, i.e. how fast the grey-level value of a 2D image varies. A high spatial frequency 
is assigned to a region with many variations of the grey-level values and a greater number of 
peaks and troughs. If the scale values vary slowly, being almost the same throughout the ROI, 
it is represented by a low spatial frequency. Each pixel is given a set of numbers (wavelet 
coefficient) that describe the frequency content at that point in the image on a particular set of 
scales (i.e. size of the region evaluated).  
E) Model: Autoregressive model-based parameters 
This describes the amount of regularity and repetition that is present in a region in terms of 
fineness and coarseness. If the texture is coarse, the autoregressive function will drop off 
slowly; otherwise, it will fall off rapidly. The principle behind the autoregressive model is that 
it assumes that pixel intensity values can be estimated from on the weighted sum of their 
immediate neighbouring pixels with the presence of other parameter such as noise. Thus, 
parameters that are derived from autoregressive modelling describe the relationship of 
neighbouring pixels, as well as the standard deviation of noise. 
6.1 Summary of tasks 
Firstly, an evaluation was performed to ascertain if these descriptors can be used to distinguish 
tumour from non-tumour regions. The performance of the classification of the regions based 
on multiple texture features was compared to use of the single most discriminatory texture 
parameter, as well as the mean as the sole feature. 
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Additionally, further comparisons were made to evaluate the applicability of the classification 
models on distinguishing between GTV and tissue at a distance away. 
 
Task E.1  Classification of GTV versus adjacent tissue based on multiple texture features 
Task E.2  Comparison of texture classification versus classification based on mean value 
and classification based on most discriminatory texture parameter 





The process for feature computation, selection and classification using a) Linear discriminant 
analysis (LDA) (section 6.8.1) and b) k-NN classification (section 6.9.1) is described. 
6.2 Study design - Feature selection and classification using LDA in MaZda 
 
Figure 6.1. Design for LDA classification. 
The design of the workflow and division of data is shown in figure 6.1. The same dataset of 79 
cases was used for this analysis, using the same division of the dataset that was applied in the 
segmentation work with an independent test set (16 cases; 830 samples) separate to the training 
data (63 cases; 3164 samples), detailed in table 6.1. Additionally, the same 3-fold cross-
validation partitioning was used, whereby feature selection and training of the LDA classifier 
was performed on the training sets. 
 Cases Slices Number of 
samples/ROIs 





16 415 830    
Total 
training set 






Table 6.1. Division of data and sample sizes for feature selection and LDA classification. 
6.3 Processing of CT images 
CT images were imported into MATLAB as per the workflow in the segmentation work. As 
CT pixel values were kept between -1000 and 1000 HU, there could be up to 2001 different 
intensity values within an image. For texture features where frequency of recurrence of 
particular intensity value is calculated (e.g. co-occurrence matrix), having too many different 
intensity values can undermine the texture representation. Thus, in order to generate texture 
features that would be representative of the region class, the intensity values of the images were 
discretized. This was performed through the re-sampling of the intensity values of each of the 
Cross validation (loop x3) 






















pixel of the CT into equally-spaced bin widths of 25 HUs, resulting in up to 80 different values. 
Not only did this serve as a normalisation step, the process also helped with reduction of image 
noise. This approach is similar to the work performed by Aerts et al (430). The resultant images 
were then exported as bitmap (BMP) files for processing in MaZda. 
6.4 Generation of ROIs – BMP files 
The reference contours were imported into MATLAB using the same workflow as the 
segmentation analysis, which were used to generate ROIs for the texture evaluation. For each 
axial slice, three ROIs were defined. This consisted of the GTV, an annulus of 10-pixel width 
around the GTV, and another 10-pixel width annulus which was positioned at a distance of 10 
pixels away from the GTV. To create the annulus structures, morphological dilation was 
performed using a square structuring element of 20-pixel width, followed by a removal of the 
overlapping inner region (i.e. GTV excluded for the annulus adjacent to the GTV; GTV and 
annulus adjacent to the GTV excluded for the annulus at 10-pixel distance away from the 
GTV). This ensured that the regions were non-overlapping. 
For GTVs located near the edge of the lung, there was a possibility that the morphological 
expansions could dilate into regions exterior to the body contour, especially in thin subjects. 
To avoid this, the body contour was segmented using Otsu’s thresholding (imbinarize), the 
complement of which was used to exclude regions exterior to the body contour.  
The resultant masks were then exported as separate BMP files. 
6.5 Generation of ROIs – ROI files 
The analysis of the texture parameters for each region was a multi-step process using the 
software package MaZda v4.6 (Technical University of Lodz, Poland)  (433, 434). Although 
BMP files could be imported directly into MaZda, in order for the texture parameters to be 
computed, a separate ROI file for each of the axial slice had to be created from the BMP files, 
which was then used for the texture calculations. 
 
In MaZda, up to 16 different ROIs within an axial slice could be defined (with each ROI 
associated with a particular bitmap). For this work, three different bitmaps were used for the 
three ROIs. In the preliminary phase of the project, this process was performed manually, 
where the BMP files of the ROIs were imported into MaZda separately, which were then used 
to select the ROIs in the relevant bitmap (figure 6.2). To improve the efficiency of this process, 
an independent automated GUI was developed by Jena R which was used to create the ROI 
files from the BMP masks. 
Figure 6.2. Example of an axial 
slice of a CT image normalised and 
discretised into equally spaced bin 
widths of 25 HUs as displayed in 
MaZda. The ROIs for analysis is 
represented by the coloured 
regions (Blue = GTV, Aqua = 10-
pixel width annulus adjacent to 
GTV, Pink = 10-pixel width 




The CT images were then loaded separately with the corresponding ROI file, and the texture 
parameters were calculated for each region and saved out in individual reports. 
6.6 Generation of texture features 
A total of six different classes of statistical parameters was calculated using MaZda (table 6.2). 
Feature class Abbreviation Type of features Number of 
features 












Co-occurrence matrix COM Angular second moment 
Contrast 
Correlation 













one to five in 
each direction), 
i.e. total 220 
Run-length matrix RLM Run length nonuniformity 
Grey level nonuniformity 
Long run emphasis 
Short run emphasis 
Fraction of image in runs 
5 (in four 
directions); i.e. 
total 20 




Percentage of pixels with 
non-zero gradient 
5 










4 (with 5 
scales), i.e. total 
20 
Table 6.2. Classes and sub-categories of histogram and texture features used for this work. 
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i. First-order histogram statistics 
There were nine first-order statistics that were computed, which are not technically texture 
descriptors by definition. However, they were included in the feature list, as they are classical 
descriptors that are commonly used (e.g. mean, variance), and can contribute to the segregation 
of the different regions.  
ii. Co-occurrence matrix  
Eleven types of statistics were computed for the co-occurrence matrix in four directions, at 
interpixel distance from one to five in each direction. This gave rise to 220 parameters. 
iii. Run-length matrix 
Five types of statistics describing the run length matrix 5 in four directions were calculated, 
resulting in 20 parameters. 
iv. Absolute gradient 
Five types of statistics describing the absolute gradient of the region were computed. 
v. Autoregressive model 
Four parameters (theta 1 to 4) describe the inter-pixel relationship, whilst sigma represents the 
standard deviation of noise. 
vi. Wavelet features 
At each scale (magnification), the energy of the Harr wavelet was computed from filtering with 
combinations of low-pass and high-pass filters. Up to five scales were calculated, giving rise 
to a potential of 20 features. 
A total of 279 features were therefore calculated for each dataset. Calculation of the run-length 
matrix, co-occurrence matrix and the gradient features were performed at 7 bits/pixel in 
keeping with the re-binning of the data values described above. Wavelet transform was 
performed at the default setting of 8 bits/pixel. 
The analysis of texture features revealed that the Harr wavelet could not be computed between 
scales 3 and 5 due to the small size of some of the ROIs (nodal structures). These parameters 
were therefore excluded from the rest of the analysis, leaving a total of 267 features for each 
dataset. 
6.7 Feature reduction 
Subsequently, feature reduction was performed to produce a smaller number of features to be 
used in the classification stage. This was essential as it would be difficult to predict which 
parameters would be most useful for texture classification when working with a large number 
of features. As some texture parameters would be highly correlated to another, these features 
would not carry any new information to help the classifier, and hence would not greatly 
contribute to the partitioning of the data. Moreover, having a large number of features would 
require very large number of data samples to provide statistically reliable discrimination, and 
can also increase further computation time. Thus, it was important to reduce the number yet at 
the same time select the texture parameters that would best distinguish one region from another, 
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to provide a more compact set of features that would be useful for texture discrimination and 
classification.  
For this work, feature selection was performed using a combination of manual and statistical 
methods. Three statistical filter-based methods were used for feature selection, each of which 
chose ten different parameters. For each of these methods, scores were computed for the 
individual parameters which were then used to rank each feature, from which the top ten 
parameters were selected.  
The Fisher score is a commonly used supervised feature selection method, where the Fisher 
criterion is computed as the ratio of the between-class to the within-class variance. Features 
with higher inter-class than intra-class scatter would have higher scores and ranks. Another 
method for feature selection is based on minimisation of both the classification error probability 
(POE) and the average correlation coefficient (ACC). This is based on calculating the 
percentage of misclassified samples for each of the features taking into account the 
misclassification rate for all the other features. The features with the lowest error rates are 
selected. The third method is the mutual information (MI) measure that models the dependence 
between two or more random variables. If the variables (texture feature and class category) are 
correlated, the MI measure is high. 
The selection of features was based on their performance at distinguishing the GTV from the 
adjacent tissue (i.e. not on the ROIs at 10-pixel distance). When the three statistical methods 
were performed sequentially, it was observed that there was significant overlap of parameters 
between the different feature list. To avoid this, selection with all three statistical methods was 
performed concurrently. However, with this approach, the respective calculated scores in 
which the selection was based on was not made available, and thus the selection was accepted 
de facto. 
Further evaluation and reduction of the feature list was performed manually after comparison 
of the feature lists between the training runs. 
6.8 Classification – COST B11 programme 
After feature selection, the computed statistics were imported into the COST B11 program v3.3 
(Technical University of Lodz, Poland)  (434), which is an accompanying module to MaZda 
that supports the quantitative analysis as well as classification of the computed features. 
Data handling within the B11 module was constrained to a maximum of 30 features. 
Additionally, further reduction of the training data had to be performed as B11 only supported 
analysis of less than 2000 samples for each evaluation. Therefore, 999 reports were chosen at 
random from each of the training datasets, equating to 1998 data samples for each run. This 
corresponded to excluding 95 image slices for training run 1, 13 slices for training run 2, and 
59 slices for training run 3. This step was not required for the validation datasets as there were 
fewer number of image slices for analysis.  
To account for differences in scaling between the texture features, feature standardisation was 
performed, where each predictor data was centred and scaled according to the respective means 





6.8.1 LDA classification 
Despite having performed feature selection to reduce the number of features for evaluation, the 
resultant feature list was still too large for visual representation of the data. Within B11, further 
dimensional reduction was available using LDA, where a linear transform matrix was 
computed from the data, such that the ratio of the determinants is maximized. Transformation 
of the original data by means of this matrix produced the most discriminatory feature (MDF), 
where the multi-dimensional raw data was distilled into a single dimension that made 
visualisation and analysis more manageable. 
The linear separability coefficient was computed and used as an indicator of the usefulness of 
LDA for discrimination. This was defined as the largest eigenvalue of the ratio of the between-
class scatter matrix and the total scatter matrix, where a value close to 1 indicated better linear 
separability of the data. The Fisher coefficient was also calculated (ratio of mean-squared 
between-class distance to the mean-squared within-class distance), where higher scores are 
associated with better discrimination of the categories. 
Within B11, classification of the categories based on the MDF was performed using a 1-NN 
classifier, which was applied to the training runs. 
6.9 Classification - MATLAB 
The computed texture features were exported from MaZda into MATLAB via Excel. Principle 
component analysis (PCA) was applied to the training dataset to allow better visualisation of 
the separability based on a lower dimensionality of the multi-variate data. 
With the increased functionality within MATLAB, the data was assessed to see if discriminant 
analysis would be a good classification model, by checking if the assumptions for discriminant 
analysis were met. In addition to LDA, quadratic discriminant analysis (QDA) was also 
assessed, where the separation of the classes was based on a quadratic rather than a linear 
surface. Models for both LDA and QDA were built using the training data. To assess the LDA 
model for its assumption of equal covariance matrices, the Bartlett test was applied. On the 
other hand, this was not required for QDA as the covariance matrices are computed separately 
for each class. However, both LDA and QDA assume that the data fit a Gaussian mixture 
model. This was tested separately for LDA and QDA by Q-Q plots and the Mardia kurtosis 
test. 
6.9.1 k-NN classification 
The k-NN algorithm was applied as a classification tool for the data. This is a non-parametric 
classification method, where no assumptions on the underlying data distribution were made. 
The algorithm works by deciding on the class for the data point in question based on the class 
of the surrounding neighbour(s). For example, in a 5-nearest neighbour classifier, the category 
of a data point would be set as the majority class of its 5 nearest data points. The number of 
neighbours (k) is the main parameter that has to be specified for this classification method.  
Other hyperparameters of the algorithm could also be modified. For this work, the default 
hyperparameter settings in MATLAB were used. This included an equal distance weighting 
function (where all neighbours were evaluated with equal weighting, independent of the 
distance to the data point in question), as well as the use of the Euclidean distance in the 
calculation of the distance metric. Feature standardisation was also performed, where each 
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predictor data was centred and scaled according to the respective means and standard 
deviations. 
Training of the classification models was performed to decide on the optimal number of 
neighbours for the final classifier, between a range of 1 to 20. As the sample size was no longer 
a limiting factor, all the samples in data was used. Additionally, in order to train the 
classification model, select the optimal neighbour size and to provide an estimate of the 
classification performance, a nested cross-validation approach was also adopted (see section 
6.9.1.1). This change to the study design was performed to produce an unbiased estimate of the 
classification. After the models based on the optimised parameters were built, evaluation of 
their performance was carried out using the validation datasets derived from each of the cross-
validation folds. 
Re-training of the whole training dataset was performed to select the best performing 
classification parameter to build the final classification model. This was then applied to the 
testing dataset, to assess the performance of the classifier to unseen data. 
6.9.1.1 Study design - classification using k-NN classifier in MATLAB 
 
Figure 6.3. Design for k-NN classification. 
In addition to applying the outer 3-fold cross-validation for feature selection, a further inner 
(nested) 10-fold cross-validation was applied to each of the outer training set as part of the 
model fitting procedure to decide on the best number of neighbours to use in the estimation of 
the classification performance (see figure 6.3). This was assessed based on the aggregate scores 
for the misclassification error and variance, taking into account model complexity. The final 
models were built after re-training on the total training data (3-fold cross validation), which 

































were applied to the independent test set. The same cross-validation folds were used to train the 
different classifiers to allow fair comparison between the different parameters. Details of 
sample sizes are given in table 6.3. 
 Cases Slices Number 
of 
samples 









16 415 830      
Total 
training set 
63 1582 3164 Validation 
set 
21 1055   
Training 
set 








Table 6.3. Division of data and sample sizes for k-NN classification. 
6.10 Classifier assessment 
To assess the performance of the classification models, the misclassification error was 
computed for all phases (training, validation and testing), defined as 
𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
           [6.1] 
where TP denotes true positives, TN denotes false negatives, FP denotes false positives and 
FN denotes false negatives. Tumour regions were considered as the positive class in the binary 
classification. The misclassification error, which is the inverse of the accuracy measurement, 
gives an overall assessment of how well the classification has performed, where a low score is 
associated with good classification. The misclassification error of the training data is also 
known as the resubstitution loss. Although this usually gives an optimistic estimate of the 
predictive error on new data, it is useful for estimating the bias and variance for parameter 
tuning when assessed with the errors with validation/testing cohorts. Model performance was 
estimated based on the misclassification error of the validation/testing sets. 
Additionally, the sensitivity, defined as  




           [6.2] 
and the specificity, defined as 




           [6.3] 
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were also calculated, where high values are associated with better classification. As the 
classification for this work involved binary classes (GTV versus either the adjacent tissue or 
the tissue at 10 pixels distance), the positive class for this work was defined as the GTV, whilst 
the negative class was either the adjacent tissue or the tissue at 10 pixels distance in the relevant 
experiments. 
Receiver operating characteristic (ROC) curves were also generated to assess the classification 
models. 
6.11 Experiments 
6.11.1 GTV versus adjacent non-tumour tissue 
The classification models were trained and assessed with the use of multiple texture features. 
Additionally, separate training and assessment of the classification using a) the mean value and 
b) the most discriminatory texture feature as the sole parameter were carried out with the same 
workflow as that for the multiple texture features.  
After selection of the optimum parameter based on the inner cross-validation, this was used to 
estimate the performance of the classifier using the different feature sets using the validation 
sets of the outer cross-validation. 
The whole training data was then used to build the final classification model and tested on the 
independent test set. 
6.11.2 Classification of GTV versus tissue at a distance away 
The models that were built based on discriminating GTV from the adjacent tissue was also 
applied to datasets with features derived from the GTV versus the tissue at 10-pixels distance. 
Further training of the models was not performed using this data. Instead, the predictive value 
of the classification was assessed by applying these samples to the classifier, from both the 
training and the independent testing datasets. 
Classification models for the multiple texture features, mean value and the most discriminatory 






6.12 Feature selection 
The top ten feature parameters from the sequential application of the Fisher, POE + ACC and 
MI selection with the associated scores for each run is shown in table 6.4. Within each training 
run, there were a number of features that consistently ranked highly across the different 
statistical calculations (denoted by ^). These were the sum variances calculated across the 
different directions and pixel distances. 
Training 
run 
Fisher score Classification error 
probability + Average 
correlation coefficients 
Mutual Information 
Run 1 Feature Score Feature Score Feature Score 
Perc.10% 16.16 S(4,4)SumVarnc^ 0.253 S(3,3)SumVarnc^ 0.874 
S(0,4)SumVarnc^ 15.85 S(5,5)SumVarnc^ 0.403 S(2,2)SumVarnc^ 0.872 
S(3,3)SumVarnc^ 15.84 S(5,5)SumEntrp 0.411 S(0,4)SumVarnc^ 0.869 
S(0,3)SumVarnc^ 15.77 S(0,1)Correlat 0.414 S(4,4)SumVarnc^ 0.869 
S(2,2)SumVarnc^ 15.74 S(0,5)SumVarnc^ 0.427 S(0,5)SumVarnc^ 0.868 
S(0,5)SumVarnc^ 15.71 S(4,-4)SumVarnc 0.427 S(0,3)SumVarnc^ 0.865 
S(4,4)SumVarnc^ 15.53 S(3,-3)SumVarnc^ 0.423 S(4,0)SumVarnc 0.861 
S(0,2)SumVarnc 15.40 135dr_GLevNonU 0.431 S(3,0)SumVarnc 0.860 
S(1,1)SumVarnc 15.03 S(0,3)SumAverg 0.446 
S(3,-
3)SumVarnc^ 0.860 
S(0,4)SumOfSqs 14.99 S(4,4)SumEntrp 0.451 S(5,5)SumVarnc^ 0.856 
Run 2 Feature Score Feature Score Feature Score 
S(0,3)SumVarnc^ 12.11 S(3,0)SumVarnc^ 0.397 S(0,4)SumVarnc^ 0.781 
S(0,4)SumVarnc^ 12.07 S(0,4)SumVarnc^ 0.416 S(0,5)SumVarnc^ 0.781 
S(0,2)SumVarnc 11.94 45dgr_RLNonUni 0.439 S(0,3)SumVarnc^ 0.780 
S(0,5)SumVarnc^ 11.88 45dgr_LngREmph 0.468 
S(3,-
3)SumVarnc^ 0.776 
S(2,2)SumVarnc^ 11.84 S(2,0)SumVarnc 0.487 S(4,-4)SumVarnc 0.775 
S(2,-2)SumVarnc^ 11.80 S(4,0)SumVarnc^ 0.502 S(5,-5)SumVarnc 0.774 
S(3,3)SumVarnc^ 11.68 S(5,5)SumEntrp 0.505 S(4,0)SumVarnc^ 0.774 
Perc.10% 11.63 S(0,5)SumVarnc^ 0.512 
S(2,-
2)SumVarnc^ 0.774 
S(3,-3)SumVarnc^ 11.59 135dr_GLevNonU 0.516 S(2,2)SumVarnc^ 0.774 
S(1,1)SumVarnc 11.59 S(5,5)SumAverg 0.522 S(3,3)SumVarnc^ 0.774 
Run 3 Feature Score Feature Score Feature Score 
S(0,3)SumVarnc^ 12.74 S(2,0)SumVarnc^ 0.423 S(0,4)SumVarnc^ 0.8 
S(0,4)SumVarnc^ 12.73 S(0,4)SumVarnc^ 0.457 S(0,5)SumVarnc^ 0.799 
S(0,2)SumVarnc^ 12.56 45dgr_LngREmph 0.473 S(3,0)SumVarnc^ 0.798 
S(0,5)SumVarnc^ 12.56 S(1,0)Correlat 0.475 S(4,0)SumVarnc 0.795 
S(2,2)SumVarnc^ 12.54 S(0,5)SumVarnc^ 0.483 S(0,3)SumVarnc^ 0.795 
S(3,3)SumVarnc^ 12.41 Vertl_GLevNonU 0.490 S(3,3)SumVarnc^ 0.795 
S(1,1)SumVarnc 12.26 S(3,0)SumVarnc^ 0.492 S(2,0)SumVarnc^ 0.795 
S(0,3)SumOfSqs 12.24 S(2,2)SumVarnc^ 0.493 S(2,2)SumVarnc^ 0.795 
S(0,4)SumOfSqs 12.24 S(5,5)SumEntrp 0.498 S(2,-2)SumVarnc 0.794 
S(0,5)SumOfSqs 12.21 S(5,5)SumAverg 0.509 S(0,2)SumVarnc^ 0.792 
Table 6.4. Filter-based feature selection (Fisher, Classification error probability + Average correlation 
coefficients and Mutual Information) applied sequentially for each cross-validation training set, with 
associated scores. ^ denotes features common in at least one other feature selection method in each run. 
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Using the combination of three feature selection methods, the top thirty features from each 
cross-validation training set in their ranked order is shown in table 6.5. Within each training 
run, the majority of the parameters comprised of the different computations of the sum variance 
and the sum of squares, which was seen across all three training runs (24 out of 30 in runs 1 
and 2, 25 out of 30 in run 3). Although these parameters were determined to be most 
discriminatory when assessed individually, there was concern that this set of features, if highly 
correlated, would not complement each other to yield the best classification, and hence impact 
on the classification results. 
Rank Training set 1 Training set 2 Training set 3 
1 S(3,3)SumVarnc S(0,4)SumVarnc S(0,4)SumVarnc 
2 S(2,2)SumVarnc S(0,5)SumVarnc S(0,5)SumVarnc 
3 S(0,4)SumVarnc S(0,3)SumVarnc S(3,0)SumVarnc 
4 S(4,4)SumVarnc S(3,-3)SumVarnc S(4,0)SumVarnc 
5 S(0,5)SumVarnc S(4,-4)SumVarnc S(0,3)SumVarnc 
6 S(0,3)SumVarnc S(5,-5)SumVarnc S(3,3)SumVarnc 
7 S(4,0)SumVarnc S(4,0)SumVarnc S(2,0)SumVarnc 
8 S(3,0)SumVarnc S(2,-2)SumVarnc S(2,2)SumVarnc 
9 S(3,-3)SumVarnc S(2,2)SumVarnc S(2,-2)SumVarnc 
10 S(5,5)SumVarnc S(3,3)SumVarnc S(0,2)SumVarnc 
11 S(4,-4)SumVarnc S(3,0)SumVarnc S(1,0)SumVarnc 
12 S(5,-5)SumVarnc S(2,0)SumVarnc S(4,4)SumVarnc 
13 S(5,0)SumVarnc 45dgr_RLNonUni S(1,-1)SumVarnc 
14 S(5,5)SumEntrp 45dgr_LngREmph Vertl_GLevNonU 
15 S(0,1)Correlat S(4,4)SumVarnc 45dgr_LngREmph 
16 S(2,-2)SumVarnc S(0,2)SumVarnc S(1,0)Correlat 
17 135dr_GLevNonU S(5,0)SumVarnc S(1,1)SumVarnc 
18 S(0,3)SumAverg S(5,5)SumEntrp S(5,0)SumVarnc 
19 S(0,2)SumVarnc 135dr_GLevNonU S(5,5)SumEntrp 
20 S(4,4)SumEntrp S(5,5)SumAverg S(5,5)SumAverg 
21 Perc.10% Perc.10% S(0,3)SumOfSqs 
22 S(1,1)SumVarnc S(1,1)SumVarnc S(0,4)SumOfSqs 
23 S(0,4)SumOfSqs S(1,-1)SumVarnc S(0,5)SumOfSqs 
24 S(0,5)SumOfSqs S(0,1)SumVarnc S(0,2)SumOfSqs 
25 S(0,3)SumOfSqs S(0,2)SumOfSqs S(0,1)SumVarnc 
26 S(2,0)SumVarnc S(0,3)SumOfSqs S(2,2)SumOfSqs 
27 S(0,2)SumOfSqs S(0,4)SumOfSqs S(1,1)SumOfSqs 
28 S(2,2)SumOfSqs S(1,1)SumOfSqs S(3,3)SumOfSqs 
29 S(0,1)SumVarnc S(0,1)SumOfSqs S(0,1)SumOfSqs 
30 S(1,-1)SumVarnc S(1,0)SumVarnc S(1,-1)SumOfSqs 
Table 6.5. Filter-based feature selection (Fisher, Classification error probability + Average correlation 
coefficients and Mutual Information) applied in combination to yield the top thirty ranked texture 
parameters for each cross-validation training set. 
For the two parameters sum variance and sum of squares, bivariate correlation analysis was 
therefore performed between each of the computed feature (4 different directions, and between 
1 to 5 pixel-distances). The features were found to be highly correlated (Pearson’s correlation 
between 0.983 to 1 for sum variance, and 0.991 to 1 for sum of squares). This suggested that 
there would be a lot of redundancy if the classification is based on this list, at the expense of 
other features which may better contribute to the partitioning. 
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It was therefore decided to exclude pixel distances 2, 3, and 5 of the co-occurrence matrix in 
the feature selection. Pixel distance 4 was kept as it was highly ranked in the lists above. Pixel 
distance 1 was also retained, as it is commonly computed in other texture analysis work. 
Moreover, inclusion of these distances permitted the evaluation of pixels closer together and at 
a distance, with potentially complementary information. 
The filter-based feature selection was repeated with the exclusion of the co-occurrence matrix 
at pixel distances 2, 3, and 5, which is shown in table 6.6. Features common to all three training 
runs is denoted by *, and ** for parameters present in two runs. 25 out of the 30 features were 
present in all three runs, with 2 being common between two runs, which were retained in the 
feature selection. Although parameters for the sum average and correlation were present in at 
least two runs, they were associated with different directions and pixel distances. It was decided 
empirically to select S(4,0) sum average, and S(1,0) correlation, making a total of 29 features.  
 Training run 1 Training run 2 Training run 3 
1 S(0,4)SumVarnc* S(0,4)SumVarnc* S(0,4)SumVarnc* 
2 S(4,4)SumVarnc* S(4,-4)SumVarnc* S(4,0)SumVarnc* 
3 S(4,0)SumVarnc* S(4,0)SumVarnc* S(4,-4)SumVarnc* 
4 S(4,-4)SumVarnc* S(4,4)SumVarnc* S(1,1)SumVarnc* 
5 S(0,1)SumVarnc* S(1,1)SumVarnc* S(4,4)SumVarnc* 
6 S(1,1)SumVarnc* S(1,-1)SumVarnc* S(1,-1)SumVarnc* 
7 S(1,-1)SumVarnc* S(0,1)SumVarnc* S(1,1)SumOfSqs* 
8 S(0,4)SumOfSqs* S(1,0)SumVarnc* S(1,0)SumVarnc* 
9 S(1,0)SumVarnc* S(0,4)SumOfSqs* S(0,1)SumVarnc* 
10 S(1,-1)SumOfSqs* S(1,-1)SumOfSqs* S(0,1)SumOfSqs* 
11 S(4,4)SumOfSqs* S(1,0)SumOfSqs* S(1,0)SumOfSqs* 
12 S(1,1)SumOfSqs* 135dr_GLevNonU** S(1,-1)SumOfSqs* 
13 S(0,1)Correlat S(4,4)SumOfSqs* S(4,0)SumOfSqs* 
14 S(4,4)SumEntrp* S(4,4)SumEntrp* 45dgr_LngREmph** 
15 135dr_GLevNonU** S(0,1)SumOfSqs* Vertl_GLevNonU 
16 S(0,1)SumOfSqs* 45dgr_LngREmph** S(1,0)Correlat 
17 S(4,0)SumOfSqs* S(1,1)SumOfSqs* S(4,4)SumEntrp* 
18 S(1,0)SumOfSqs* Variance* Variance* 
19 S(0,4)SumAverg 45dgr_RLNonUni S(0,4)SumOfSqs* 
20 Kurtosis S(4,0)SumAverg S(1,0)SumAverg 
21 Perc.10%* Perc.10%* S(4,4)SumOfSqs* 
22 S(4,-4)SumOfSqs* S(4,0)SumOfSqs* Perc.10%* 
23 Variance* S(4,-4)SumOfSqs* S(4,-4)SumOfSqs* 
24 S(4,0)SumEntrp* S(4,0)SumEntrp* S(4,0)SumEntrp* 
25 S(0,4)SumEntrp* S(0,4)SumEntrp* S(4,-4)SumEntrp* 
26 S(1,1)SumEntrp* S(1,1)SumEntrp* S(0,4)SumEntrp* 
27 S(4,-4)SumEntrp* S(1,-1)SumEntrp* S(1,1)SumEntrp* 
28 S(1,-1)SumEntrp* S(4,-4)SumEntrp* S(1,-1)SumEntrp* 
29 S(4,4)Entropy* S(4,4)Entropy* S(4,-4)Entropy 
30 S(0,1)SumEntrp S(4,0)Entropy S(4,4)Entropy* 
Table 6.6. Filter-based feature selection (Fisher, Classification error probability + Average correlation 
coefficients and Mutual Information) applied in combination to yield the top thirty ranked texture 
parameters for each cross-validation training set (exclusion of co-occurrence matrix at pixel distances 
2, 3 and 5). *denotes features present in all three runs; ** denotes features present in two runs. 
For the 29 chosen features thus far, the Mann-Whitney U test was performed to assess for 
differences in the means between the ROIs. All the features exhibited statistically significant 
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differences (p-value = 0.000) except the parameter 135dr_GLevNonU, which was associated 
with a p-value of 0.093. As this is not statistically significant at the 5% level, this parameter 
was excluded. 
The final list of 28 features is shown in table 6.7, which was used for classification. 
Feature list Feature Class 
Variance First-order statistics 
Perc.10% First-order statistics 
S(1,0)Correlat Co-occurrence matrix 
S(1,0)SumOfSqs Co-occurrence matrix 
S(1,0)SumVarnc Co-occurrence matrix 
S(0,1)SumOfSqs Co-occurrence matrix 
S(0,1)SumVarnc Co-occurrence matrix 
S(1,1)SumEntrp Co-occurrence matrix 
S(1,1)SumOfSqs Co-occurrence matrix 
S(1,1)SumVarnc Co-occurrence matrix 
S(1,-1)SumEntrp Co-occurrence matrix 
S(1,-1)SumOfSqs Co-occurrence matrix 
S(1,-1)SumVarnc Co-occurrence matrix 
S(4,0)SumAverg Co-occurrence matrix 
S(4,0)SumEntrp Co-occurrence matrix 
S(4,0)SumOfSqs Co-occurrence matrix 
S(4,0)SumVarnc Co-occurrence matrix 
S(0,4)SumEntrp Co-occurrence matrix 
S(0,4)SumOfSqs Co-occurrence matrix 
S(0,4)SumVarnc Co-occurrence matrix 
S(4,4)Entropy Co-occurrence matrix 
S(4,4)SumOfSqs Co-occurrence matrix 
S(4,4)SumVarnc Co-occurrence matrix 
S(4,4)SumEntrp Co-occurrence matrix 
S(4,-4)SumEntrp Co-occurrence matrix 
S(4,-4)SumOfSqs Co-occurrence matrix 
S(4,-4)SumVarnc Co-occurrence matrix 
45dgr_LngREmph Run-length 
Table 6.7. Final list of 28 features used for classification analysis. 
6.13 Task E.1 Classification of GTV versus adjacent non-tumour tissue with multiple 
texture features 
6.13.1 LDA classification  
Figure 6.4 shows the LDA classification in relation to the MDF for each of the training runs. 
The data points for the GTV and surrounding region seem to cluster towards the respective 
ends for the MDF scales, despite there being a small amount of overlap of the data points near 
the centre of the graphs. This suggests that the two groups may be separated relatively well 




Figure 6.4. Results of LDA with respect to MDF, red “1” denotes GTV data points, green “2” denotes 
data points for region surrounding GTV. A) Training run 1; b) Training run 2; c) Training run 3. 
The results of the classification for each of the training runs is presented in table 6.8. The linear 
separability coefficient was relatively high, indicating that the groups can be distinguished 
through LDA. High levels of accuracy, sensitivity and specificity were achieved in the 





Accuracy Sensitivity Specificity 
Training Run 1 0.91 38.7 98.00% 98.00% 98.00% 
Training Run 2 0.87 27.3 97.35% 97.30% 97.40% 
Training Run 3 0.87 26.8 97.35% 97.40% 97.30% 
Table 6.8. Classification results for three training runs using LDA and 1-NN classifier. 
Despite the promising results for LDA classification in the B11 module, it became apparent 
that this process would be difficult to apply to the validation runs, as well as the testing cohort 
using B11. Although the MDF could be calculated for the other runs, to allow for fair 
classification, calculation of the MDF for the new runs should be performed with the same 
transformation as applied to the training data. Additionally, it was not possible to assess if the 
assumptions in using LDA as a feature extraction tool were met within B11. As both of these 
functionalities were not present in the B11 module, further analysis of the validation and testing 
data was not performed here. 
6.13.2 Principle component analysis 
Figure 6.5 shows the spread of the training data after application of PCA, with respect to the 
two most discriminatory dimensions. Similar to the LDA plots, there was clustering of the data 
points for the two different regions, suggesting that separability between the groups could be 
achieved. Rather than applying the classifier on the untransformed texture parameter values, 
alternatively, the classification could be based on the most expressive features (MEFs) 
generated from the PCA. However, it was unclear as to how the transformation of the data into 
different dimensions would be affected by the different scales associated with computation of 
the different texture parameters. Although normalisation of the data can mitigate the effect of 
parameters with scales of higher magnitude, this results in a spread of the influence of these 
parameters across more principal components, requiring more principal components to 
represent the data. Interpretability of the results would also be more difficult with PCA. 
Additionally, misclassification could still arise, as judged from the overlap of the data points 
between the two groups from the visualisation of the data from the top three principle 
components, suggesting that optimum classification solution based on PCA was not linear. For 
these reasons, PCA was not used for classification. 




Figure 6.5. Visualisation of texture parameters separability between GTV and adjacent tissue, based on 
the first, second and third principal components. 
6.13.3 Assumptions for discriminant analysis 
The potential use of LDA for classification was further explored in MATLAB following the 
promising results from the B11 module. 
However, for LDA, a p-value of 0 was achieved with the Bartlett test, rejecting the hypothesis 
of equal covariance matrices for the modelled data. As the criterion of a single Gaussian 
covariance was not met, the application of LDA was probably unsuitable.  
The QQ plots for the LDA and QDA models are shown in figure 6.6, where it can be seen that 
the distributions for both discriminants did not fit the gaussian mixture model. This was 
confirmed through the Mardia kurtosis test where a p-value of 0 was obtained for both LDA 
and QDA, implying that the data was not consistent with a multivariate normal distribution for 
both approaches. 
Figure 6.6. QQ plots for assessment of distribution for training data a) Linear discriminants b) Quadratic 
discriminants. 
From these tests, it was decided that it would not be appropriate to pursue further classification 
with discriminant analysis. 
Fig. 6.6a Fig. 6.6b 
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6.13.4 k-nearest neighbours classification optimisation 
Plots for all cross-validation folds that were used to select the optimal value of k are shown in 
appendix A.1. 
Although k = 1 was associated with the best misclassification score in run 1, the use of a 1-NN 
classifier was associated with a high variance, and hence may not predict well for new testing 
data which the classifier has not seen. The next lowest mean classification error in training run 
1 was at k = 5.  Training runs 2 and 3 achieved the lowest mean classification error at k = 5. 
Based on this, as well as the acceptable variance seen in the above plots, k = 5 was selected as 
the optimum neighbour size for all three runs. The training error rates are shown in table 6.9.  
Training Run Misclassification 
error 
Sensitivity Specificity 
1 2.3 ± 1.0% 98.2 ± 1.6% 97.2 ± 0.9% 
 2 1.9 ± 1.0% 97.5 ± 1.2% 98.7 ± 1.5% 
3 1.8 ± 0.5% 98.6 ± 1.2% 97.8 ± 1.6% 
Table 6.9. Error rates with 5-nearest neighbour classifier on nested validation data using multiple texture 
features. 
6.14 Task E.2 Classification of GTV versus adjacent non-tumour tissue with single 
texture feature (most discriminatory feature and mean) 
6.14.1 Sum Variance (0,4) as sole feature 
The sum variance at 4-pixel distance and 45° direction (Sum variance (0,4)) was found to be 
the most discriminative texture feature in the training data (table 6.6). As described earlier, the 
values of sum variance (0,4) was found to be statistically different between GTV and the 
adjacent tissue from the Mann Whitney U test (p-value = 0.000), where the values for the GTV 
was lower than those for the adjacent tissue (figure 6.7). 
 
6.14.1.1 k-nearest neighbours classification optimisation 
Plots for all cross-validation folds that were used to select the optimal value of k with the use 
of sum variance (0,4) are shown in appendix A.2. 
A summary of the neighbourhood size and best achieved misclassification error for each outer 
cross-validation run is shown in table 6.10. 
Figure 6.7. Boxplot comparing the values for 
sum variance of the GTV versus the adjacent 










1 19 5.5 ± 1.3% 95.8 ± 2.0% 93.1 ± 2.4% 
 2 17 3.7 ± 1.3% 97.4 ± 1.4% 95.3 ± 2.1% 
3 19 5.3 ± 1.2% 96.6 ± 2.5% 92.6 ± 2.6% 
Table 6.10. Error rates with optimum parameters on nested validation data using sum variance (4-pixel 
distance and 45° direction) for classification. 
6.14.2 Mean as sole feature 
The GTV was associated with higher mean values as compared to the adjacent tissue, as shown 
in the box plot in figure 6.8, which was statistically significant using the Mann Whitney U test 
at a p-value of 0.000. This indicated that the mean values may be useful in the partitioning of 
the two groups. 
  
6.14.2.1 k-nearest neighbours classification optimisation 
Plots for all cross-validation folds that were used to select the optimal value of k with the use 
of mean as the sole feature are shown in appendix A.3. 
A summary of the neighbourhood size and best achieved misclassification error for each outer 








1 19 8.9 ± 2.2% 90.5 ± 3.5% 91.5 ± 2.6% 
 2 20 10.3 ± 2.3% 88.0 ± 3.9% 91.5 ± 2.0% 
3 20 10.5 ± 1.6% 87.9 ± 3.6% 90.9 ± 2.8% 




Figure 6.8. Boxplot comparing the mean 




6.14.3 Comparison of k-NN classification for multiple texture feature set versus sum 
variance and mean value as sole feature 
6.14.3.1 Estimated classifier performance 
The estimation of the optimised classifier performance for the different texture sets is shown 
in table 6.12, and the associated ROC in figure 6.9. 
All three methods of classification showed good performance, though the best performance 
was seen in the use of the multiple texture feature set, with a very low error rate of 2.8 ± 0.5%. 
This was followed by the use of sum variance (0,4) where the misclassification error was 
doubled, and lastly the use of the mean value, where an error rate of 10.5 ± 1.5% was seen. 
The sensitivity and specificity scores were similar for the multiple features and sum variance 
(0,4), as compared to the use of the mean value. The results for misclassification error and 
sensitivity were statistically significant between the three groups analysed by the Friedman test 
(p-value = 0.05), and there was a trend towards statistically significance for specificity (p-value 
= 0.097). 
Texture feature Misclassification error Sensitivity Specificity AUC 
Multiple (28) texture 
features 
2.8 ± 0.5% 97.5 ± 1.1% 96.9 ± 1.9% 0.988 ± 0.005 
Sum Variance (0,4) 
as sole feature 
5.1 ± 1.4% 96.1 ± 2.1% 93.7 ± 2.9% 0.984 ± 0.009 
Mean value as sole 
feature 
10.5 ± 1.5% 88.6 ± 5.5% 90.5 ± 4.0% 0.945 ± 0.018 
p-value 0.050 0.050 0.097 0.050 
Table 6.12. Estimate of classification performance with optimised classifiers parameters. 
This was corroborated with the ROC curves as shown in figure 6.9, where good performance 
was seen with the use of the mean as the sole parameter (mean area under curve (AUC) = 
0.945). Better performance was observed when the texture parameter sum variance (0,4) was 
used (mean AUC 0.984). The best classification results were seen with the use of the multiple 
texture feature set was used (mean AUC = 0.988). 
 
 
Figure 6.9. Mean ROC curves 
comparing performance of k-NN 
classification on training data using 
multiple texture features versus sole 
features (sum variance (4-pixel distance 
and 45° direction) and mean value). 




6.14.3.2 Re-optimisation of final classification models 
The final models were re-trained using the outer 3-fold cross validation, with the performance 
curves shown in Appendix B.1. 
The optimum error rates of the re-training data and trained final model are shown in table 6.13 






Multiple (28) texture 
features 
5 2.8 ± 0.5% 97.5 ± 1.1% 96.9 ± 1.9% 
Sum Variance (0,4) 
as sole feature 
17 5.0 ± 1.6% 96.1 ± 1.7% 94.0 ± 2.7% 
Mean as sole feature 19 10.0 ± 1.7% 88.4 ± 5.3% 91.6 ± 2.2% 
Table 6.13. Optimum error rates from re-training using optimum parameters. 
 Misclassification error Sensitivity Specificity 
Multiple (28) texture features 1.4% 98.8% 98.4% 
Sum Variance (0,4) as sole feature 4.7% 96.7% 93.9% 
Mean as sole feature 9.7% 88.4% 92.2% 
Table 6.14. Error rates of trained data associated with final models using optimum parameters. 
 
6.14.3.3 Independent test set 
The results of the classification on the independent testing data for the multiple texture feature 
set and sole features (sum variance (0,4) and mean in table 6.15 with their corresponding ROC 
curves in figure 6.10. As compared to the training and validation data, the testing data was 
associated with a slight increase in the misclassification rates, indicating that despite the cross-
validation, there was an element of overfitting in the training of the model. Nonetheless, the 
lowest rate of misclassification was seen with the use of multiple texture features, where the 
highest sensitivity and specificity were achieved. This was followed by the sum variance (0,4) 
as the sole feature, with the poorest performance observed when using the mean as the only 
parameter. This corroborated with the training data in that the classification of the GTV and 
the adjacent tissue was most accurate when multiple texture features were used. 
 Misclassification 
error 
Sensitivity Specificity AUC 
Multiple (28) texture features 4.7 % 95.7 % 94.9 % 0.978 
Sum Variance (0,4) as sole feature 6.8 % 94.0 % 92.5 % 0.973 
Mean as sole feature 11.7 % 88.4 % 88.2% 0.949 
Table 6.15. Performance of final k-nearest neighbour classifier on independent test set for multiple 





6.15 Task E.3 Classification of GTV versus tissue at a distance away 
The partitioning of GTV and tissue at a distance away was performed to assess the applicability 
of the model on discriminating tumour from other non-tumour tissue.  
6.15.1 Application of training data 
There was no difference in the sensitivity between classification of the GTV and adjacent 
tissue, versus GTV and the tissue at 10-pixel distance away for all three feature sets. This was 
expected, as the features extracted from the GTV were no different between them. 
Similar misclassification error and specificity scores were seen for use of the mean value, 
which suggests that the classification model worked equally well when applied to tissue at a 
distance away. Lower misclassification error and higher specificity scores were obtained when 
the multiple texture feature and sum variance (0,4) as a single feature were applied, suggesting 
that the classification models were more effective at partitioning more distant tissue. 




(0,4) as sole 
feature 





Adjacent tissue 2.8 ± 0.5% 5.1 ± 1.4% 10.5 ± 1.5% 0.050 
Tissue 10 pixels 
away 
1.8 ± 0.2% 2.9 ± 0.8% 10.3 ± 1.8% 0.050 
Sensitivity Adjacent tissue 97.5 ± 1.3% 96.1 ± 2.1% 88.6 ± 5.5% N.A. 
Tissue 10 pixels 
away 
97.5 ± 1.3% 96.1 ± 2.1% 88.6 ± 5.5% 
Specificity Adjacent tissue 96.8 ± 1.9% 93.7 ± 2.9% 90.5 ± 4.0% 0.097 
Tissue 10 pixels 
away 
98.9 ± 1.0% 98.1 ± 0.6% 90.8 ± 2.7% 0.050 
AUC Adjacent tissue 0.988 ± 0.005 0.984 ± 0.009 0.945 ± 0.018 0.050 
Tissue 10 pixels 
away 
0.995 ± 0.001 0.995 ± 0.002 0.947 ± 0.020 0.097 
Table 6.16. Comparison of performance of optimised k-nearest neighbour classifier on classifying GTV 
versus adjacent tissue, and tissue at 10-pixel distance using training data. 
 
Figure 6.10. ROC curves comparing 
performance of k-NN classification on 
independent test set using multiple 
texture features versus sole features 
(sum variance (4-pixel distance and 45° 




The classification performance of the GTV versus tissue at 10-pixel distance away using the 
re-trained final models is shown in table 6.17. 
 Misclassification error Sensitivity Specificity 
Multiple (28) texture features 0.9 % 98.8 % 99.4 % 
Sum Variance (0,4) as sole feature 2.7 % 96.7 % 97.9 % 
Mean as sole feature 9.8 % 88.4 % 91.9 % 
Table 6.17. Errors in application of data for GTV versus tissue at 10-pixels on re-trained final models. 
6.15.2 Independent test set 
Application of the independent test set on the respective trained classification models 
corroborated with the results seen above, where the poorest performance was observed when 
the mean value was applied. Use of sum variance (0,4) as the sole texture parameter was as 
sensitive as the use of the multiple texture feature set, though it produced slightly inferior 
results for accuracy and specificity. 
 
 
Figure 6.11. Mean ROC curves 
comparing performance of trained k-
NN classifier on testing data using 
multiple texture features versus sole 
features (sum variance (4-pixel distance 
and 45° direction) and mean value) in 
the classification of GTV versus tissue 
at 10-pixel distance away, where 
models were trained on features derived 
from GTV and adjacent tissue. Shaded 
regions represent confidence interval. 
Figure 6.12. ROC curves comparing 
performance of trained k-NN classifier 
on independent test set using multiple 
texture features versus sole features 
(sum variance (4-pixel distance and 45° 
direction) and mean value) in the 
classification of GTV versus tissue at 
10-pixel distance away, where models 
were trained on features derived from 





Sensitivity Specificity AUC 
Multiple (28) texture features 4.1 % 95.7 % 96.1 % 0.975 
Sum Variance (0,4) as sole feature 4.9 % 96.1 % 94.0 % 0.979 
Mean as sole feature 13.5 % 88.4 % 84.6 % 0.935 
Table 6.18. Performance of k-nearest neighbour classifier on classifying GTV versus tissue at 10-pixel 
distance away, using multiple texture features, sum variance (0,4) as sole parameter, and mean value as 
sole feature on independent test set. Classification models were trained based on classification of GTV 






In the evaluation of the use of single features for classification, better classification was 
obtained when the best discriminating texture descriptor was used, in this case sum variance 
(0,4), as compared to the mean to distinguish GTV from the surrounding tissue. However, the 
use of multiple texture features outperformed the use of single parameters. This evaluation 
shows that texture features are better at discriminating tumour from adjacent tissue, where less 
errors were observed than the using the mean HU alone. Stability of the classification models 
was also demonstrated through their ability at distinguishing tumour from regions further away.  
This suggests that image texture descriptors contain useful information about tumour regions 
beyond standard first-order statistical evaluation. In this study, classification was performed 
using large ROIs encompassing whole tumour regions and their surrounding tissue. This is a 
relatively easy classification task, which can explain the good performance observed here. 
However, in order to apply texture descriptors to segmentation, there is need to evaluate their 
performance in the partitioning of smaller regions, which is a more difficult task. Moreover, 
the effect of tumour boundary regions also needs to be assessed, i.e. how excluding part of the 
tumour and how inclusion of the surrounding tissues impact the classification. 
It was interesting to note that the variance and entropy descriptors of the co-occurrence 
matrices ranked highly in the feature selection process. These features describe how varied and 
disordered the co-occurrence matrices are, which were found to be higher for the surrounding 
tissues compared to the tumour. This indicates that there was greater heterogeneity in the 
surrounding regions than the tumour, which is likely due to the multiple tissue types present in 
the non-tumour region. 
In this work, a combination of three different filter selection methods were used for feature 
selection. Advantages of the filter feature selection techniques include the speed and ease of 
computation. Also, as the ranking and selection criteria of the filter methods are independent 
of the classification and training procedures, they are more generalizable and therefore more 
robust to overfitting compared to other methods. On the other hand, as each feature is 
considered independently with filter methods, redundant features may be selected which can 
impact the classification results. Although the performance with the multiple feature set was 
superior to the single highest ranked feature, the difference in performance was small, 
suggesting that there was a lot of redundancy in the multiple feature set used. 
Thus, further evaluation on the selection of features should be performed to assess how a 
different or a smaller feature set would affect classification. Generally, a smaller feature set 
would be preferred over a larger set to decrease the risk of overfitting and computational 
expense. However, as the coefficients of the ranking criteria was not available through MaZda 
with the combination feature selection approach, further reduction in the feature list would 
have been arbitrary. 
Slightly higher error rates were observed when the classification was performed on the 
independent test set. Although this trend is typically observed in model testing, an optimistic 
bias may have been introduced in the estimate of the classification performance from the 
feature selection process. The final methodological design comprised of an inner cross-
validation to select the best hyperparameter, followed by an outer cross-validation to estimate 
the classification errors. This nested cross-validation approach was aimed at reducing 
overfitting errors and to allow for the error estimate to be unbiased (435). However, as feature 
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selection was not performed within the inner cross-validation folds, some bias may have been 
introduced into the cross-validated estimate of the classification performance (436). 
Nonetheless, these results indicate that texture features are better at the binary discrimination 
of tumour versus non-tumour regions than single parameters. These findings support the 
subsequent evaluation of texture features in segregating tumour from non-tumour with smaller 
ROIs, towards the goal of texture segmentation. 
 
Conclusions 
Excellent discrimination of tumour from non-tumour regions was achieved using a multiple 
texture feature set, which showed better performance than the use of a single best 
discriminatory texture feature or the mean as a single feature. There is a need to assess the 






Specific Aim F:  Evaluation of tumour and non-tumour discrimination with variation of 
distance from tumour boundary and ROI sizes  
Introduction 
The results in the preceding chapter show some promise that texture features can be helpful in 
the discrimination of tumour from its surrounding tissue. As an extension from the previous 
work, it was decided that the next step would be to explore the ability of the classifier in the 
partitioning of tumour versus non-tumour regions based on smaller ROIs. This is an important 
step in the development of a texture segmentation process, where partitioning of tumour and 
non-tumour regions is carried out on smaller regions (clusters of pixels/voxels), as texture 
descriptors are dependent on the size of the evaluated ROIs (i.e. degree of magnification). In 
addition to assessing the discrimination of pure tumour and non-tumour regions, an evaluation 
at the tumour boundary was also undertaken in order to assess the classification performance 
where ROIs are composed of varying amounts of tumour and non-tumour tissue, heading 
towards the goal of tumour segmentation using texture features. 
Ideally, a study design using an overlapping sliding window approach within a bounding region 
around the GTV for ROI selection would be performed. Each of the window would constitute 
an ROI, on which the textural features would be computed. Such a method would be most 
thorough, as it would involve the evaluation of all the pixels and their surroundings within the 
search region. However, large quantities of ROIs would be generated using this methodology. 
It would not be pragmatic to perform the computation of the textural features in MaZda using 
the established workflow as it involved preparing, importing and processing individual files 
for each ROI. Even if the ROI selection tool were used within MaZda, as it only allows for up 
to 16 different ROIs to be placed on a single slice, such an evaluation would not be feasible. 
Thus, automation of the whole process using MATLAB was explored initially. These 
procedures were set up, where thirteen feature maps based on first-order statistics, gradient and 
Euclidean distance were created by tiling a filter of varying sizes (3- to 9-pixel squares) across 
the image for both training and testing data. Subsequently, using the training data, classification 
based on the texture maps was performed to assign each pixel according to their class 
membership. The test data was then applied to the trained classification model. Additionally, 
the pixels and their indices of the test data were also extracted, and from the results of the class 
membership, mapping of tumour and non-tumour regions were performed on a pixel-wise 
basis. With the ability to map the predicted pixels back into its spatial context using the 
extracted indices, the process of tumour segmentation was therefore performed on a pixel-wise 
basis. However, this workflow was limited by the textural computation facilities in MATLAB, 
which was not as extensive as compared to MaZda. Computation of individual textural maps 
using the sliding window approach was feasible in MaZda, which could then be imported into 
MATLAB. The disadvantage of this process is the computational and manual expense in 
generating and exporting the individual feature maps for each feature, for each image slice of 
each case. More importantly, the bit range of the exported texture map data from MaZda (bmp 
files) was not sufficient for the calculated features. 
Instead of performing a binary classification, multi-class classification was also briefly 
explored using the methods above. This involved the discrimination of tumour from the eight 
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individual tissue types (see list in chapter 2 table 2.1). Although this was achievable using a 
small number of cases (three cases), the processing time for training the classification model 
increased significantly when it was extended to larger numbers, taking several days. Issues 
with imbalanced classes was also observed. 
It was decided that the computation of the texture features should be performed in MaZda in 
order to generate the range of texture parameters. Because of this, rather than performing a 
pixel-wise evaluation through a sliding window approach, the analysis was undertaken using a 
subsample of ROIs selected randomly, and a binary classification system was applied. While 
MaZda was used for texture parameter generation, procedures for ROI generation, processing 
and classification were performed in MATLAB. 
7.1 Summary of tasks 
Task F.1  Assessment of classification of GTV versus non-tumour tissue, using ROIs (8- 
and 16-pixel squares) with no overlap at GTV boundary (i.e. pure tumour versus pure non-
tumour tissue) 
Task F.2  Assessment of classification of GTV versus non-tumour boundary, using ROIs 
(8- and 16-pixel squares) with overlap at GTV boundary (i.e. tumour versus non-tumour tissue, 





7.2 Generation of ROIs – BMP files 
The importing and processing of the CT image files and the reference contours were described 
in section 6.3, which were then used to generate ROI files. For each image slice, five ROIs of 
8- and 16-pixel square sizes were defined within each of the respective regions. This was 
performed by using a random number generator to select the indices of the ROI centroids from 
a list of indices extracted from the respective regions, from which an expansion was applied to 
create the ROIs. For the ROIs consisting of pure tissue types, it was ensured that the GTV and 
non-tumour ROIs were placed completely within their own regions. This was performed 
through appropriate expansion and erosion of the GTV mask file with logical operators to limit 
the list of indices of the respective regions, followed by a further check for overlap to ensure 
that erroneous ROIs were not created. The GTV ROIs were further processed to exclude non-
tumour regions, where GTV contours were smaller than the generated ROIs. The non-tumour 
region was limited to a 20-pixel rim surrounding the GTV. Like the earlier work, the body 
contour was extracted from the non-tumour region using Otsu’s thresholding. 
The boundary ROIs were created with a similar process, from the region defined through 
appropriate expansion and erosion of the GTV mask. A square 8-pixel structuring element was 
used in the expansion/erosion from reference contours for the 16-pixel square ROIs, whilst a 
4-pixel structuring element was used for the 8-pixel ROIs. Logical operators were performed 
on the generated ROIs to determine the number of pixels which overlapped with the GTV and 
non-tumour region. Boundary ROIs within the GTV were defined at > 50% and < 100% 
overlap with GTV, whilst boundary ROIs within the non-tumour region were defined at > 50% 
and < 100% overlap with the non-tumour region. Image slices with smaller GTV than ROIs 
were excluded, as it would not be possible to generate boundary GTV according to the above 
definition. 
An example of an image slice with the corresponding ROIs is shown in figure 7.1. 
 
The resultant masks were then exported as separate BMP files, from which ROI files were 
created and processed as per the workflow described in chapter 6 section 6.5. 
 
Figure 7.1. Example of a 
representative slice for ROI 
placement (16-pixel square size 
shown). For illustration, three 
ROI samples are displayed for 
each group, though five samples 
for each group was used in all the 
experiments. Green: Non-
boundary tumour tissue; Blue: 
Non-boundary non-tumour 
tissue; Orange: Boundary 




7.2 Generation of texture features 
Wavelet parameters between scales 3 and 5 were not computed. Co-occurrence matrices at 2,3 
and 5 distances were also not considered. Thus, for the 16-pixel square ROIs, a total of 135 
texture features were computed (see chapter 6 section 6.6 for feature list). 
For the 8-pixel square ROIs, 130 texture features were used. This comprised of the same list 
as that used for the 16-pixel square ROIs apart from the five autoregressive model parameters 
as these could not be computed. 
7.3 Feature selection 
The feature selection process was modified in this work based on the observed results in chapter 
6. To avoid feature redundancy and to keep the feature list as small as possible, it was decided 
that a sequential feature selection method would be used. This belongs to the wrapper feature 
selection approach, where subsets of features are analysed iteratively to decide on whether the 
feature in question would be included or excluded from the list. In sequential feature selection, 
each feature is added with each iteration and kept, if the feature improves the performance of 
the model. k-NN classification was applied as the predictive model, using the same number of 
neighbours for both parameter tuning and testing (see workflow in section 7.5). In other words, 
the criterion for feature selection was based on the performance of the feature using the k-NN 
classifier, thereby optimising the performance of the classification. Unlike filter methods where 
the number of included features had to be specified upfront, this is not required for wrapper 
methods where the number of features is determined by its impact on classification. 
Disadvantages of wrapper feature methods include their tendency to overfit, as well as being 
computationally expensive. To reduce this, a pre-processing step was incorporated using a 
filter-based method. The class-separability criterion was defined as AUC of the ROC curve, 
which is a non-parametric test i.e. no assumptions on the distribution of the underlying data 
were made. The top 70 features were then passed on to the sequential feature selection process 
(figure 7.2). 
 




Selection of best feature subset  


















7.4 k-NN classification and classifier assessment 
The same process for parameter tuning and assessment of performance was carried out as 
previously described (chapter 6 section 6.9.1). Although all values of neighbourhood size from 
1 to 20 were computed, only odd values were considered in the selection process to avoid issues 
with ties in classification class. 
7.5 Study design – classification using k-NN classifier 
The workflow for classification tuning and assessment is shown in figure 7.3. 
 
Figure 7.3. Workflow for k-NN classification. 
The workflow was similar to that used in the preceding chapter, except the incorporation of the 
feature selection process in the inner cross-validation loop. This design would give a better 
estimate of the classification performance from the outer cross-validation runs, which was then 
corroborated with the independent testing set on the final model. 
The same folds for splitting the data into the independent test set and training set (including 
both outer and inner cross-validations) were used to maintain consistency throughout all the 
experiments. A summary of the sample sizes for the various runs is shown in table 7.1. 
  











































16 415 4150      
Total 
training set 
63 1582 15820 Validation 
set 
21 5273   
Training 
set 








Table 7.1. Division of data and sample sizes for classification tuning and testing. 
For the analysis of the boundary regions, slices with smaller GTV than ROIs were excluded, 
resulting in 15790 samples for the total training set for the 16-pixel analysis, and 15175 samples 
for the 8-pixel analysis. There were 4030 samples used for independent testing for both region 
sizes. 
7.6 Experiments 
7.6.1 Application of GTV versus non-tumour tissue on classification model built on whole 
tumour/non-tumour regions 
In a preliminary experiment, the total training set for ROIs comprising of pure tumour and non-
tumour regions (16-pixel size) was applied to the previously built final model based on whole 
tumour/non-tumour regions. Despite achieving a good sensitivity score of 98%, there was a 
high false positive rate and an associated specificity at 52%, resulting in a high 
misclassification error of 25%, which was significantly poorer than the previous results. 
Possible explanations for this include poor representation of the data for the model, issues with 
classifier fitting (including parameter tuning), poor feature selection, or that classification of 
smaller ROIs is indeed more difficult. 
Thus, new classification models were tuned and built for these new datasets to assess the 
performance in the classification of these regions. 
7.6.2 Classification of GTV versus non-tumour tissue for non-boundary ROIs 
The classification models were built after optimising for the neighbourhood size using the 
reduced feature set, to discriminate tumour and non-tumour ROIs which were placed away 
from the tumour boundary. These regions consisted of either pure tumour or non-tumour tissue, 
with no overlapping pixels (referred as non-boundary ROIs in this report). 16- and 8-pixel 
square ROIs were evaluated. 
7.6.3 Classification of GTV versus non-tumour tissue at tumour boundary 
Additionally, the same optimisation and model building procedure was performed to classify 
tumour and non-tumour ROIs which were placed at the tumour boundary (referred as boundary 
ROIs in this report). All of these ROIs comprised of a mix of tumour and non-tumour tissue, 
where each ROI comprised of more than 50% (but less than 100%) overlap with their 




Classifier training, parameter tuning and feature selection performed within the nested cross-
validation loops is reported for each of the experiments (non-boundary and boundary regions; 
16- and 8-pixel ROIs), followed by the estimated classification performance and feature 
selection for the four experiments. 
Parameter selection for the final model is subsequently reported, followed by the results of the 
independent test set including its performance and selected features. 
7.7 Parameter tuning: Nested cross-validation 
7.7.1 Task F.1 Assessment of classification of GTV versus non-tumour tissue at non-
boundary region 
7.7.1.1 ROI size: 16-pixel square 
Similar error rates and trends were observed for all three training runs, with the nested 
validation error rates levelling off beyond k of 5 (figure 7.4). There was some element of 
overfitting to the nested training data, judging by the variance of the curves. This was larger at 
smaller neighbour sizes but was also present at higher values of k, though this was felt to be 
small. Nonetheless, with similar error rates, there was parameter stability at higher values of k. 
Within increasing neighbour size, all three runs showed higher sensitivity at the expense of 
specificity (figure 7.5). 
 
 
Figure 7.4. Mean misclassification errors for k-
NN classification of non-boundary regions with 
ROI size of 16-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.4a 




Figure 7.6 shows the number of selected features for the three runs. There appears to be some 
consistency in the number of features chosen between the three runs, with little variation with 
the neighbour size. 
 
The number of neighbours associated with the lowest nested validation misclassification error 
is shown in table 7.2. Despite the differences in the neighbour sizes across the three runs, the 
error rates were similar. These parameters were used to build the models based on the training 
data, in order to estimate the model performance in the validation set. 
 
Figure 7.5. Mean sensitivity and specificity 
plots of nested validation data for k-NN 
classification of non-boundary regions with 
ROI size of 16-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.5a 
Fig. 7.5b Fig. 7.5c 
Figure 7.6. Mean number of selected features 
with varying neighbourhood size for the three 
training runs of the outer cross-validation folds 
(Non-boundary regions with ROI size of 16-











1 5 11.0 ± 1.3% 91.4 ± 2.7% 86.7 ± 1.8% 
 2 17 11.6 ± 1.8% 91.2 ± 2.6% 85.6 ± 1.9% 
3 9 12.3 ± 1.5% 91.2 ± 1.9% 84.3 ± 1.7% 
Table 7.2. Error rates with optimum parameters on nested validation data (Non-boundary regions with 
ROI size of 16-pixel square). 
7.7.1.2 ROI size: 8-pixel square 
Similar trends for bias and variance results were obtained for all three cross-validation runs in 
the tuning of the hyperparameters and features, with levelling of the curve beyond a 
neighbourhood size of 10 (figure 7.7). The minimum misclassification errors associated with 
the first and second cross-validation runs were at k = 20 (14.5 ± 1.7%) and k = 14 (14.7 ± 1.4%) 
respectively, though odd number of neighbours were selected for building the classifier instead. 
The sensitivity and specificity plots also levelled at k greater than 10 (figure 7.8). 
 
Figure 7.7. Mean misclassification errors for k-
NN classification of non-boundary regions with 
ROI size of 8-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.7a 




Smaller number of features were selected compared to 16-pixel ROIs. Again, similar number 
of features were selected across the different neighbour sizes. 
 








1 19 15.09 ± 2.0% 90.4 ± 2.4% 79.8 ± 2.5% 
 2 15 14.7 ± 1.2% 88.9 ± 2.3% 81.5 ± 2.7% 
3 13 12.3 ± 1.5% 91.2 ± 1.9% 84.3 ± 1.7% 
Table 7.3. Error rates with optimum parameters on nested validation data (Non-boundary regions with 
ROI size of 8-pixel square). 
Figure 7.8. Mean sensitivity and specificity 
plots of nested validation data for k-NN 
classification of non-boundary regions with 
ROI size of 8-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.8a 
Fig. 7.8b Fig. 7.8c 
Figure 7.9. Mean number of selected features 
with varying neighbourhood size for the three 
training runs of the outer cross-validation folds 
(Non-boundary regions with ROI size of 8-




7.7.2 Task F.2 Assessment of classification of GTV versus non-tumour tissue at boundary 
region 
7.7.2.1 ROI size: 16-pixel 
Parameter stability was achieved at k greater than 8. Higher biases were observed as compared 
to the non-boundary regions, though variance of the nested training and validation runs were 
similar (figure 7.10). 
The resubstitution loss for the second run at k = 2 was high, with a wide standard deviation. 
Assessment of the inner cross-validation folds revealed that for one (out of ten) of the inner 
cross-validation runs, only one feature was selected in the inner training process, which was 
associated with a higher training error rate as compared to the other folds, as well as a 
corresponding drop in the sensitivity rate (figure 7.10b). This effect of the sequential feature 
selection process was still seen even when the feature selection was repeated in the absence of 
the pre-processing feature filtering step.  
 
 
Figure 7.10. Mean misclassification errors for 
k-NN classification of boundary regions with 
ROI size of 16-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.10a 




The trend in number of selected features was similar to that observed for the non-boundary 
region evaluation with the same 16-pixel ROI size. 
Table 7.4 shows the lowest misclassification error achieved with each of the outer cross-








1 17 21.4 ± 1.9% 82.3 ± 2.1% 75.3 ± 3.1% 
 2 19 22.0 ± 2.3% 81.8 ± 3.9% 74.5 ± 2.7% 
3 17 22.3 ± 2.0% 82.4 ± 3.3% 73.3 ± 2.7% 
Table 7.4. Error rates with optimum parameters on nested validation data (Boundary regions with ROI 
size of 16-pixel square). 
Figure 7.11. Mean sensitivity and specificity 
plots of nested validation data for k-NN 
classification of boundary regions with ROI 
size of 16-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.11a 
Fig. 7.11b Fig. 7.11c 
Figure 7.12. Mean number of selected features 
with varying neighbourhood size for the three 
training runs of the outer cross-validation folds 
(Boundary regions with ROI size of 16-pixel 




7.7.2.2 ROI size: 8-pixel 
The phenomenon observed in the nested training of the boundary regions using 16-pixel ROI 
size at k = 2 was more apparent using an 8-pixel ROI. Across the three training runs, this 
effected the resubstitution loss between k of 1 and 9 (figure 7.13). In this range, there was 
variation in the number of inner cross-validation training runs that derived only one single 
feature in the feature selection process. When averaged with the rest of the inner cross-
validation training runs where multiple features were selected, higher inner training loss and 
larger standard deviations were observed. Because of this, the trends in sensitivity and 
specificity were different between the three runs at k less than 9 (figure 7.14). Nonetheless, at 




Figure 7.13. Mean misclassification errors for 
k-NN classification of boundary regions with 
ROI size of 8-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.13a 




The single feature selection effect can be seen in figure 7.15, where lower average number of 
features were obtained at k less than 10, beyond which there was less variation in the number 
of features selected.  
 
To assess if the pre-filtering process limited the performance of the sequential feature selection, 
the inner cross-validation runs were repeated with all 130 features in the absence of the AUC-
based filter feature selection step. With the application of sequential feature selection alone, 
similar trends were observed (figures 7.16 and 7.17), where poor model fitting was obtained at 
k less than 10. Again, acceptable model behaviours were seen at higher numbers of neighbours. 
Figure 7.14. Mean sensitivity and specificity 
plots of nested validation data for k-NN 
classification of boundary regions with ROI 
size of 8-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars). a) Training run 1; b) Training run 2; c) 
Training run 3 of outer cross-validation folds. 
Fig. 7.14a 
Fig. 7.14b Fig. 7.14c 
Figure 7.15. Mean number of selected features 
with varying neighbourhood size for the three 
training runs of the outer cross-validation folds 
(Boundary regions with ROI size of 8-pixel 





Thus, only k values greater than 10 were considered for this group. To maintain methodological 
consistency, this assessment was based on the former results obtained using both filter and 
wrapper feature selection processes. Instead of k = 18 (misclassification error 27.44 ± 1.73%) 
for run 1, k = 20 (misclassification error 28.10 ± 2.13%) for run 2 and k = 14 (misclassification 
error 28.99 ± 1.03%) for run 3, k = 19 were chosen for both runs 1 and 2, whilst k = 13 was 








1 19 28.0 ± 2.2% 78.1 ± 2.6% 65.9 ± 3.0% 
 2 19 28.1 ± 2.2% 79.3 ± 2.9% 64.4 ± 2.9% 
3 13 29.4 ± 1.7% 82.4 ± 3.3% 73.3 ± 2.7% 
Table 7.5. Error rates with optimum parameters on nested validation data (Boundary regions with ROI 
size of 8-pixel square). 
Figure 7.16. Mean misclassification errors for 
k-NN classification of boundary regions with 
ROI size of 8-pixel square as a function of 
neighbourhood size (nested 10-fold cross-
validation with standard deviation as error 
bars), where only sequential feature selection 
was applied for feature reduction. a) Training 
run 1; b) Training run 2; c) Training run 3 of 
outer cross-validation folds. 
Fig. 7.16a 
Fig. 7.16b Fig. 7.16c 
Figure 7.17. Mean number of selected features 
with varying neighbourhood size for the three 
training runs of the outer cross-validation folds 
(Boundary regions with ROI size of 8-pixel 
square), where only sequential feature selection 
was applied for feature reduction. Shaded 
regions represent standard deviation. 
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7.8 Estimated performance of classification models with optimised parameters 
7.8.1 Estimated classification performance 
The average performance of the classification models on the validation runs is shown in table 
7.6. Greater classification accuracy was observed for partitioning of tumour versus non-tumour 
at non-boundary regions, as compared to the tumour boundary where the misclassification 
errors were almost doubled. For both these groups, lower error rates were associated with the 
16-pixel than the 8-pixel ROI size, with greater reduction in specificity than sensitivity. 
In the breakdown of the classification accuracy, higher sensitivity than specificity was observed 





Sensitivity Specificity AUC 
Non-
boundary 
16-pixel 13.1 ± 1.0% 89.6 ± 4.4% 84.2 ± 4.1% 0.923 ± 0.012 
8-pixel 16.1 ± 0.7% 88.2 ± 4.4% 79.6 ± 4.4% 0.896 ± 0.010 
Boundary 16-pixel 23.1 ± 0.6% 80.5 ± 2.2% 73.5 ± 1.4% 0.851 ± 0.007 
8-pixel 29.0 ± 0.4% 76.5 ± 3.1% 65.4 ± 3.6% 0.780 ± 0.005 
Table 7.6. Estimated classification performance with optimised classifiers parameters. 
 
 
7.8.2 Feature selection 
The number of selected features is shown in figure 7.19, where a maximum of 13 features were 
chosen across the groups. Evaluation of the feature class revealed that the co-occurrence matrix 
parameters made up the greatest proportion of the selected features, except for the 8-pixel ROIs 
at the boundary region where the features were predominantly wavelet-based (figure 7.20). 
Unlike the patterns seen in chapter 6 with whole tumour/non-tumour ROIs, there was greater 
contribution from the other feature classes in addition to co-occurrence matrix parameters. 
 
 
Figure 7.18. Mean ROC curves 
displaying classification performance 
for distinguishing between tumour 
versus non-tumour ROIs at non-
boundary and boundary regions, using 
16-pixel and 8-pixel ROIs, using outer 
validation datasets. Shaded regions 
represent 95% confidence interval. 
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7.8.2.1 Comparison of feature selection between non-boundary and boundary regions 
Despite poorer classification results for the boundary ROIs as compared to non-boundary 
regions, similar numbers of features were obtained for both of these regions when comparing 
like-for-like ROI sizes. In terms of the constitution of selected features for the 16-pixel size 
ROIs, similar proportions were obtained for run-length, cooccurrence and wavelet feature 
classes, with more variation in the contribution from gradient features and autoregressive 
models (figures 7.20a and 7.20c). This suggests that the poorer classification results may not 
be due to the lack of features in the selection process, but that even with the optimised selection, 
the features were poorer at distinguishing between tumour and non-tumour at the boundary 
compared to non-boundary regions. For the 8-pixel ROIs, although similar feature numbers 
were obtained, there was more variation in the constitution of the feature classes. Lower 
classification accuracy was observed the boundary regions despite the inclusion of features 
from more texture classes. 
7.8.2.2 Comparison of feature selection between 16-pixel and 8-pixel sizes 
The feature selection process produced more features for the 16-pixel sizes compared to 8-
pixel sizes, which was seen for both non-boundary and boundary regions (figure 7.19). 
Differences were also seen in the constitution of selected features between ROI sizes, even 
discounting autoregressive features, suggesting that optimisation feature selection process was 
affected by different ROI sizes. 
 
 
Figure 7.19. Mean number of selected 
features for optimised classification 





Figure 7.20. Proportion of selected feature class from optimised classification models across three 
cross-validation folds. 
7.8.2.3 Assessment of individual features 
Although there were some features that were common in majority of the runs (table 7.7), there 
was variation in the other individual features that were selected across the runs for all four 
groups, which was more apparent for the 8-pixel ROIs than 16-pixel sizes. For 8-pixel ROIs at 
the boundary region, all three runs produced different feature lists with no overlapping features. 
In spite of the differences seen at an individual feature level, there was some consistency 
between the runs at the level of feature class. For example, all the selected co-occurrence matrix 
features were based on parameters at 4-pixels distance. Interestingly, features based on 
parameters of the first-order histogram were not selected in any of the groups. Nonetheless, 
this raises the issue of feature repeatability and stability, especially for the 8-pixel ROIs, which 
can affect the applicability of the models on new data.  
  
Fig. 7.20a 16-pixel ROI (Non-boundary) Fig. 7.20b 8-pixel ROI (Non-boundary) 
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Table 7.7. List of selected features from optimised classifier models. *Features present in two runs; 
**Features present in all three runs. 
 
7.9 Re-training of final classification models 
Re-training of the data showed similar trends for variances and biases observed in the training 
dataset across the different groups (figure 7.21) as discussed in section 7.7.2. 
For the 8-pixel non-boundary ROI, although the lowest misclassification score was seen at k = 
14 (15.5 ± 0.8%), k = 11 was selected as it was associated with the next lowest misclassification 
score. Similarly, k = 19 and k = 15 were selected rather than k = 18 (misclassification error 






The selected neighbour size and the corresponding cross-validated error rates are shown in 
table 7.8. These number of neighbours were used to build the final models, with their error 
rates displayed in table 7.9.  







16-pixel 11 12.3 ± 0.3% 90.8 ± 2.5% 84.6 ± 2.4% 
 8-pixel 11 15.7 ± 1.0% 88.3 ± 4.2% 80.3 ± 5.0% 
Boundary 16-pixel 19 22.9 ± 0.1% 80.4 ± 2.6% 74.2 ± 1.6% 
8-pixel 15 28.8 ± 1.5% 77.4 ± 3.4% 64.9 ± 4.9% 
Table 7.8. Error rates with optimum parameters on validation data after re-training. 
 
Region ROI size Misclassification 
error 
Sensitivity Specificity 
Non-boundary 16-pixel 8.6 % 95.5 % 87.3 % 
8-pixel 12.9 % 91.7 % 82.6 % 
Boundary 16-pixel 18.7 % 86.05 % 77.1 % 
8-pixel 24.7 % 81.6 % 69.1 % 
Table 7.9. Error rates of final models based on the total trained data using optimum parameters. 
Fig. 7.21a Fig. 7.21b 
Fig. 7.21d Fig. 7.21c 
Figure 7.21. Plots for parameter tuning of final k-NN classification 
models. a) 16-pixel non-boundary ROIs; b) 8-pixel non-boundary 
ROIs; c) 16-pixel boundary ROIs; d) 8-pixel boundary ROIs. 
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7.10 Independent test set 
7.10.1 Classification performance 
The results of the application of the independent testing data on the final models is displayed 
in table 7.10 and figure 7.22, with trends similar to the estimated performance described earlier. 
There was better accuracy in distinguishing between tumour and non-tumour tissue at non-
boundary regions compared to boundary regions, and better classification was observed using 
16- than 8-pixel ROIs. This was in spite of achieving slightly better performance than 
previously estimated with the 8-pixel experiments. As observed earlier, the classification 
models were associated with higher sensitivity than specificity, indicating that the classification 
models produced higher false positive rates than false negatives.  
Region ROI size Misclassification 
error 
Sensitivity Specificity AUC 
Non-boundary 16-pixel 14.5 % 88.6 % 82.5 % 0.918 
8-pixel 15.5 % 86.5 % 82.5 % 0.905 
Boundary 16-pixel 24.7 % 80.2 % 70.8 % 0.841 
8-pixel 26.9 % 83.2 % 63.7 % 0.798 




Figure 7.22. ROC curves displaying 
classification performance for 
distinguishing between tumour versus 
non-tumour ROIs at non-boundary and 
boundary regions, using 16-pixel and 8-
pixel ROIs, on independent test data. 




7.10.2 Feature selection 
The number of selected features was similar to that observed in the estimated performance, 
except for the 16-pixel boundary ROIs, where more features were selected. Like previously, 
parameters based on first-order histograms were not selected in the process, and co-occurrence 
matrix parameters predominated the feature list for the 16-pixel ROIs. However, gradient 
features were not chosen across all the groups. Because of this, the 8-pixel non-boundary ROIs 
had an equal number of co-occurrence matrix and run-length parameters, whilst the 8-pixel 
boundary ROIs had the same number of wavelet and run-length parameters. 
More features were selected for 16- than 8-pixel ROI sizes. For the non-boundary ROIs, there 
were two features that were common with the 16- and 8-pixel sizes (long run emphasis at 45° 
direction and sum average at 4-pixel distance and 135° direction), and twelve remaining 
different features. All the features between the 16- and 8-pixel ROIs were different. This 
suggests that variation in ROI sizes can impact on the selection of what is considered to be an 
important feature set.  
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Table 7.11. List of selected features from optimised final classifier models. 
Figure 7.23. Number of selected 
features for the different texture classes 





In addition to the observations from chapter 5, the results here show that a combination of 
texture features can be used to distinguish between tumour and non-tumour tissue effectively. 
The accuracy of the partitioning is affected by the size of the evaluated region, where excellent 
classification was achieved when assessing tumour versus surrounding tissue as a whole. The 
accuracy reduced as the evaluated region decreased in size, although acceptable classification 
rates were still achieved in the use of either 16-pixel square or 8-pixel square ROIs, with AUC 
of at least 0.9. When mixed ROI samples at the tumour boundary were introduced, the accuracy 
dropped as expected, lending itself as a more difficult classification task. Despite the case, 
acceptable accuracy was achieved for this region at the tumour boundary, with an AUC of 0.84 
or just under 0.8 depending on the ROI size used for evaluation (16- and 8-pixel respectively). 
In terms of the make-up of the misclassification error, higher sensitivity was achieved than 
specificity for all the experiments, translating to less tumour regions being labelled as non-
tumour than vice versa. This is important in the context of clinical application where high false 
negatives would result in more regions of the tumour target being missed, which could lead to 
poorer disease control. Although the accuracy of the classification for normal tissue is also 
important, poorer tumour accuracy should incur a heavier penalty in the selection of the 
classification models. As the converse was observed here, there would be value in further 
pursuing the use of texture features for classification. 
One of the other strengths of this work includes the evaluation of a heterogenous mix of cases 
from multiple centres with different scanning parameters, with no segregation of cases 
regarding the use of IV contrast. Even in the presence of a diverse mix of cases relatively good 
accuracy was achieved, demonstrating that this approach can be generalisable to range of cases 
from different centres. This is crucial in the development of classification models, which should 
be built based on data representative of the population. Thus, this works supports the 
applicability of this approach in the general context. 
In terms of the methodology, an estimate of the classification performance was achieved 
through the outer cross-validation folds, which was further validated with an independent test 
sample. An alternative design would be to use all the data with a nested cross-validation 
approach, which would provide an estimate of the performance, without the use of an 
independent test dataset. The latter approach would achieve a good estimation of the 
classification from the outer cross-validation folds without the need for an independent test, on 
the assumption that the data is a full representation of the samples in the population. This design 
has the added advantage of using all the available data for training as well as prediction, which 
would increase the accuracy of the predictive performance. Although this was considered, the 
former approach was favoured, as the latter design acts only as a simulation of the test data, 
and does not take into account sampling variance, which would be provided in an independent 
test set (437). However, to fully account for sampling variance, it would be best to validate the 
results on a completely new independent test dataset. Additionally, one could consider 
increasing the number of the outer cross-validation folds to improve on the estimation of 
prediction variance. Also, to check for the robustness of the prediction, the cross-validation 
should be repeated to assess for model instability, where similar predictions would be made in 
the presence of stable models. 
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In the absence of a sliding window approach, sample selection bias was reduced with the use 
of a random number generator to initiate the location of the ROIs. Through the nature of 
random sampling, for a given region on an image slice, some of the ROIs overlapped with each 
other, resulting in the assessment of texture features in overlapping areas. The presence of such 
samples is important in building the classification model, especially if the work is extended to 
the application of the classification on a pixel-wise basis, i.e. for segmentation. 
Despite having achieved promising results with the feature set used here, new features can be 
assessed for any contribution towards improving the classification rates, especially for the 
boundary region where the task is more difficult and the bias was seen to be higher. A range of 
features from different texture classes have been used here, but there is scope to extend this 
analysis to more parameters. Wavelet-based parameters have been identified as useful features 
especially for the tumour boundary where segmentation is more difficult. In this work, only the 
energy of the Harr wavelet was computed, albeit at two scales. The feature list can be expanded 
by computing other first-order statistics on the wavelet. Moreover, texture features such as the 
cooccurrence matrix, run-length matrix and gradient can be further computed on the Harr 
wavelet, as in the approach taken by Aerts et al (430). Examples of other potentially useful 
parameters include higher-order features, where the statistics is computed based on the first-
order features. For instance, neighbourhood grey-tone difference matrices describe properties 
based on local regions including business, complexity and texture strength (438). Tamura’s 
features are also calculated based on similar principles, which includes contrast and 
directionality (439). These features are thought to be better at representing the textural cues 
that are perceived by the human visually, which may lend well to tasks such as segmentation 
which is based on visual perception. A combination of some of these features were used in the 
characterisation of PET and CT texture in head and neck (440), as well as in the segmentation 
of lung cancer (441). As these features describe the texture from a different perspective to those 
explored in this work, they can potentially provide more information on the image and further 
complement the feature description, to achieve better partitioning of the groups. 
One issue that was not addressed in this study is stability of the selected features. Feature 
stability is the property where the feature subset is consistently identified, where individual 
features are true markers and are reliable in their measurement. An ideal feature selection 
process would reproducibly identify all true markers in repeated tests, which would allow 
accurate classification across multiple studies. Potential sources of feature instability in this 
study include uncertainties from feature measurements, as well as the feature selection process 
that is aimed solely at achieving the best discriminatory performance. To minimise feature 
instability, the stability rank of all the computed features can be assessed  for their reliability 
within each class through intra-class correlation coefficients (442). Instead of using a feature 
selection process that constructs a classifier based only on its best predictive accuracy, results 
from the stability ranking of the features can be incorporated into the process. Ensemble 
methods where a set of different feature selector is used followed by aggregating the results of 
the selectors can also be performed to improve feature stability (442).  
The efficiency of the workflow needs to be improved for future work. With the procedures that 
have already been established, this is best performed through the computation of the texture 
parameters within MATLAB, independent of MaZda. 
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Potential further areas of work include an evaluation on the spatial context of the classified 
regions. This would provide some understanding on any anatomical trends in the failures for 
classification, thereby allowing the performance of texture segmentation to be assessed. 
Additionally, this knowledge would help in the development of using textural cues in 
combination with other segmentation techniques. 
Following the results in chapter 3 and 4, one potential combination is the application of texture 
classification following watershed segmentation. As the main limitation seen with the 
watershed segmentation process is leakage into the mediastinum and chest wall, texture 
classification can be applied to differentiate between the tumour and these tissue types, to help 
improve the precision of the segmentation. Additionally, the use of texture classification after 
the watershed approach would limit the region for evaluation and decrease the computational 
needs, potentially allowing the exploration of a multi-class classification approach. 
 
Conclusions 
Good discrimination of tumour from non-tumour tissue can be achieved based on multiple 
texture feature sets using 16- and 8-pixel ROI sizes, in the absence of overlapping tissue 
classes. Texture classification at the tumour boundary is more challenging, with better 
performance seen with 16-pixel sizes than 8-pixel sizes. Following improvements to the 
efficiency of the workflow, the integration of spatial information needs to be developed in order 






As target volume delineation contributes to the largest source of uncertainty in the radiotherapy 
planning and treatment process, contouring assessments are vital to ensure that errors are kept 
to a minimum. This is particularly important in the setting of clinical trials where differences 
in the treatment volume can affect trial outcome and lead to erroneous results. Currently, the 
outlining assessment process is performed manually, which is inefficient and subjective.  
This project focuses on the evaluation of different image processing techniques for tumour 
segmentation, with an aim to produce computer-generated contours that can be used to 
automate the assessment process. The evaluation was performed in the setting of advanced 
lung tumours as this is a body site that is being actively investigated in clinical trials. Although 
there are numerous reports of a wide variety of segmentation techniques used on peripheral 
lung tumours, their application in advanced lung cancer is limited. Moreover, there are no 
current available commercial software product that provide solutions for tumour delineation. 
Thus, the most appropriate method(s) for developing an automated tumour segmentation 
process was explored in this work. 
A heterogenous dataset comprising of 79 cases (total of 1997 image slices) from a range of 
centres was used to train and test the segmentation techniques. Moreover, because of the 
clinical diversity of the cases, the assessment was performed across a variety of tumour 
locations, reflective of the range of presentations seen typically in day-to-day practice. An 
efficient workflow within MATLAB was developed to allow the different segmentation 
techniques to be analysed. The upper and lower HU values were analysed from a subsample of 
cases to determine appropriate values in the adoption of a thresholding approach, with further 
adaptation based on the presence of solid or non-solid lesions. Despite the usefulness of the 
thresholding approach, the selection of the HU values was carried out with a generous margin 
to minimise the exclusion of false negative regions. 
Four image processing techniques were evaluated; marker-controlled watershed segmentation, 
Chan-Vese active contour approach, edge-based active contour approach, and graph-cut 
technique with superpixel generation. To initiate the segmentation process, the submitted 
clinician contours were used as priors as a novel technique, which were used to define the 
segmentation bounding region. For the watershed and graph-cut approaches, the priors were 
also used to provide shape information in the form of internal markers. However, to minimise 
overfitting issues with the active contour approaches, instead of shape information, size 
information was derived from the priors for initialisation purposes. Parameter selection was 
conducted systematically using a cross-validation approach with the training dataset for the 
active contour and graph-cut techniques, with the assessment of the overall performance on the 
testing dataset. It was found that in the setting of advanced lung tumours, the edge-based active 
contour approach had the best quantitative performance. Conversely, marker-controlled 
watershed segmentation achieved the highest DSC with the fastest computational time for 
isolated lung tumours, indicating that the segmentation performance is affected by the tumour 
location. However, qualitative analysis revealed inaccuracies with tumour coverage, inclusion 
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of GGOs and exclusion of normal tissue structures, which supports the need to further improve 
the segmentation workflow in order for such an application to be applied successfully in the 
clinic. To this end, a semi-automatic approach with additional user-defined exclusion markers 
was also evaluated for the watershed method. 
Furthermore, in addition to the first order histogram features, the contribution of texture 
features was also explored as an alternative approach to image segmentation. This comprised 
of statistical, autoregressive and wavelet-derived parameters. A k-NN classifier was trained 
using a cross-validation approach to build the models for partitioning ROIs into tumour and 
non-tumour classes, where the classification performance was assessed using an independent 
test dataset. In a preliminary study, the discrimination of whole tumour and the surrounding 
tissues was explored, where excellent partitioning was achieved with the use of a multiple 
texture feature set over a single discriminatory texture feature and the mean value for the ROIs. 
The filter feature selection technique was applied in this work, which revealed issues with 
feature redundancy. Following these results, both filter and sequential feature selection 
methods were used to extract the multiple texture feature set in the classification of smaller 
ROIs, where good discrimination was observed in the partitioning of tumour from non-tumour 
region, although the classification at the tumour boundary was associated with higher error 
rates. One limitation with this approach is the issue of feature instability, which may limit the 
applicability of the model on new samples. 
Overall conclusions 
Automatic workflows for the segmentation of advanced lung tumours from a heterogenous 
dataset were implemented using clinician submitted contours as a given prior. Four state-of-
the-art conventional image segmentation techniques were assessed, where overall, the edge-
based active contour approach achieved better performance based on quantitative and 
qualitative measures as well as computational time. Despite the promising results, as with the 
graph-cut, Chan-Vese active contour and marker-controlled watershed techniques that were 
explored, errors in tumour coverage and leakages were observed. The behaviour of the 
segmentation and patterns of failure varied according to the methods used as well as site of 
disease. In addition to other techniques for improving the segmentation performance, 
reproducibility studies need to be carried out to assess the reliability of the segmentations. 
Multiple texture feature sets were found to be more successful at discriminating whole tumour 
from non-tumour regions than a single discriminatory texture feature and the mean value. In 
the work towards the goal of developing a segmentation process based on multiple feature sets, 
good discrimination was achieved based on non-overlapping tumour and non-tumour tissue 
with using smaller 16- and 8-pixel ROI sizes. The classification task was more challenging at 
the tumour boundary which resulted in comparatively lower accuracy. Further improvement is 
needed to increase the efficiency of the workflows, in order to develop a segmentation process 
whereby the texture classification is performed in the context of spatial information. 
Proposed future developments 
Based on the observations and thoughts from this work, the major limitation to implementing 
these workflows in the clinical setting is in the accuracy and precision of the derived 
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segmentation. There are four main areas of future developments that can potentially improve 
the segmentation performance. 
Firstly, there is a need to extend the application of these techniques from the 2D setting to 3D, 
which has the potential improve their performance in the presence of additional contextual 
information from the Z-plane. One other benefit to 3D analysis is the ability to estimate the 
tumour limits at the superior and inferior border, which is not feasible in this work. This is 
especially important for contouring assessment, as it is known that large delineation errors are 
seen in the cranial caudal plane (388). For 3D applications higher out of plane resolution would 
be necessary, which would entail the interpolation of anisotropic voxels into isotropic units with 
uniform spatial resolution to allow algorithms to work well. Additionally, with the move towards 
target delineation on 4D CT, the robustness of the segmentation techniques should also be 
tested in this setting, notwithstanding the potential improvement in performance of the 
segmentation with information from multiple phases (249). 
Secondly, having evaluated the behaviour of the different techniques on CT imaging, at this 
conjuncture it would be useful to assess if PET imaging could complement the processes that 
have been developed. For example, regions of low uptake on the PET images can potentially 
be used as exclusion structures to improve the watershed performance at the mediastinum. 
Similarly, these regions can also be applied as additional external markers for the graph-cut 
method. For the active contour approaches, an initial segmentation on the PET appearances 
could be used as the initialisation boundary to be applied on the CT images, which would 
provide additional shape information that would be more in keeping to that of the tumour. 
These proposals require an approximation of the (non-)tumour component from the PET 
imaging rather than highly accurate and precise delineations which have been shown to be 
challenging to obtain, due to the heterogeneity of tracer uptake and blurring of edge boundaries 
that is typically seen on PET images. Moreover, there would be less impact from the 
uncertainties inherent with registration in multi-modality approaches, which would be 
preferred to attempting the segmentation of the target based principally on the PET images. 
These approaches use PET information to increase the prior knowledge of the segmentation, 
and has been demonstrated to be useful to define the location of the tumour and to limit the 
segmentation from encroaching into normal tissues (443). 
On a similar note, the third area which would need further investigation is the application of a 
combination of different segmentation techniques. With the knowledge of the performance 
associated with each method, it is unlikely that a single automatic segmentation approach 
would provide the solution to fulfil the delineation task. Processes involving the sequential 
combination of techniques have been explored, although these have been applied mainly to 
provide solutions for specific problems, such as vasculature removal or GGO inclusion. As 
suggested previously, texture-based discrimination could be performed following watershed 
segmentation, which can then be refined though an active contour application. A different 
means of pursuit is akin to having multiple experts generate one set of manual gold-standard 
outlines, where the results of the independent solution to the segmentation task provided by 
each automatic segmentation approach is converged. This can be performed through an 
ensemble approach, where a voting rule can be used to select voxels in which majority 
agreement exists. This has been adopted by Gu et al (221) and Velazquez et al (216) where 
multiple contours were grown from multiple seed points and the voting scheme was applied on 
a voxel-wise basis. Another method is through the simultaneous truth and performance level 
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estimation (STAPLE) algorithm which computes probabilistic estimates for the true 
segmentations, from which a consensus can be picked based on the accepted probability (444). 
Huo et al used a similar approach for brain tumour segmentation where the probabilistic maps 
from each of the different soft segmentation approaches were averaged to compute the final 
delineation (445). The premise to such approaches is in the acceptance of variations of the 
estimates provided by each of the segmentation processes, where errors from each process 
would get diluted when all the results from the different techniques are combined. 
Lastly, from the work in texture analysis, it was evident that there were numerous texture 
features that could potentially be calculated, each of which could contribute in part to the 
segmentation. In addition to the features that have been discussed, there can be further higher 
order statistics that can be calculated, across different ROI sizes. With the sheer number of 
possible permutations, this lends itself to deep learning approaches which would be better 
suited to solve complex problems. There is great interest in the advances made in the 
application of deep learning to medical image analysis, which hold promise as a game changer 
in many fields. There are growing number of studies in its application in medical image 
segmentation (202), with recent reports in the literature on its application in delineation of 
OARs (306, 385, 446-453) as well as the segmentation of GTVs and CTVs (198-200, 203, 204, 
446, 454-457). Interestingly, some studies have used other image processing techniques either 
before or after application of the deep learning processes with an aim of improving the 
performance of the algorithm (385, 451, 452, 455), as well as for contour refinement. Despite 
the comparatively fewer number of tumour segmentation studies, deep learning methods show 
great promise and warrants investigation in this setting. Further research into the application 
of different deep learning architecture needs to be carried out to ascertain if conventional image 
processing techniques would be required to complement the performance of deep learning 
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Appendix A.1 Plots for k-nearest neighbours classification optimisation using multiple 
texture feature set 
Further to chapter 6 section 6.13.4, the plots for optimisation of the k-NN classification in the 
respective cross-validation folds using the multiple texture set is shown here. The effect of 
different neighbour size on the k-NN classification is displayed in figure A.1 where the three 
runs showed similar trends. For all three folds, better classification was achieved with odd 
values of neighbourhood size at less than 10, beyond which the error rate increases, which is 




Figure A.1. Mean misclassification errors using 
k-nearest neighbours classification (nested 10-
fold cross-validation with standard deviation as 
error bars) as a function of neighbourhood size 
using multiple texture features for 
classification. a) Outer cross-validation run 1; 
b) Outer cross-validation run 2; c) Outer cross-
validation run 3. 
Fig. A.1a 
Fig. A.1b Fig. A.1c 
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From the sensitivity and specificity plots in figure A.2, the higher error rates at neighbourhood 
sizes greater than 10 seem to be associated with a corresponding reduction in sensitivity, rather 
than changes to specificity. 
 
Figure A.2. Mean sensitivity and specificity plots nested validation data using k-nearest neighbours 
classification (nested 10-fold cross-validation with standard deviation as error bars) as a function of 
neighbourhood size with multiple texture features for classification. a, b) Outer cross-validation run 1; 






Fig. A.2e Fig. A.2f 
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Appendix A.2 Plots for k-nearest neighbours classification optimisation using most 
discriminatory texture feature Sum Variance (0,4) 
The plots for optimisation of the k-NN classification in the respective cross-validation folds 
using sum variance (0,4) is shown here (see chapter 6 section 6.14.1.1). Training of the k-NN 
classifier based on the values of the sum variance (0,4) revealed that there was a trend towards 
lower misclassification errors for increasing neighbourhood size (figure A.3). Run 2 had lower 
classification errors as compared to runs 1 and 3, suggesting that there might have been some 
sampling bias despite the use of cross-validation. Despite this, there appears to be stability of 
the parameter around and beyond k = 10, leading to similar error estimates as well as small 




Figure A.3. Performance of k-nearest neighbour classifier (nested 10-fold cross-validation with 
standard deviation as error bars) as a function of neighbourhood size, displaying results of the mean 
and standard deviation of the misclassification error (both nested training and nested validation data), 
as well as the mean sensitivity and specificity of the nested validation data using sum variance (4-pixel 
distance and 45° direction) for classification. a) Outer cross-validation run 1; b) Outer cross-validation 






Appendix A.3 Plots for k-nearest neighbours classification optimisation using mean as 
single feature 
 
The plots for optimisation of the k-NN classification in the respective cross-validation folds 
using mean as the single feature for discrimination is shown here (see chapter 6 section 
6.14.2.1). Neighbour sizes above 7 resulted in the lower misclassification errors (figure A.4). 
Small variance with good error estimates were observed, though the error rates were higher 
than the previous two classifiers. The nested training and validation curves were seen to 
converge at higher neighbourhood sizes, though again, parameter stability was present. 




Figure A.4. Performance of k-nearest neighbour classifier (nested 10-fold cross-validation with 
standard deviation as error bars) as a function of neighbourhood size, displaying results of the mean 
and standard deviation of the misclassification error (both nested training and nested validation data), 
as well as the mean sensitivity and specificity of the nested validation data using mean values for 








Appendix B.1 Plots for re-optimisation of final k-nearest neighbour classification models 
This section pertains the re-optimisation of the final k-NN classification models for chapter 6 
section 6.14.3.2. 
For the multiple texture feature set, higher variance was seen as compared to the nested cross-
validation training results. Although the lowest misclassification error (2.79 ± 0.98%) was seen 
at a neighbourhood size of 4, the variance was larger as compared to the next lowest error seen 
at a size of 5. Additionally, odd number of neighbours is preferred over even numbers with a 
2-group classifier, to avoid ties in the classification, especially at smaller neighbourhood sizes. 
Stability of the parameters was seen again for sum variance (0,4). Similarly, k = 17 was chosen 
as the final parameter rather than k = 16 despite its lowest classification error at 4.91 ± 1.65%). 






Figure B.1. Performance of k-nearest neighbour classifier (3-fold cross-validation with standard 
deviation as error bars) as a function of neighbourhood size, displaying results of the mean and standard 
deviation of the misclassification error (both training and validation data), as well as the mean 
sensitivity and specificity of the validation data. Feature set used for classification: a) Multiple texture 
features; b) Sum variance (4-pixel distance and 45° direction); c) Mean values. 
Fig. B.1a 
Fig. B.1b 
Fig. B.1c 
