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Metadata lies at the heart of every digital repository project in the sense that it 
defines and drives the description of digital content stored in the repositories. 
Metadata allows content to be successfully stored, managed and retrieved but 
also preserved in the long-term. Despite the enormous importance of 
metadata in digital repositories, one that is widely recognized, studies indicate 
that what is defined as metadata quality, is relatively low in most cases of 
digital repositories. Metadata quality is loosely defined as “fitness for purpose” 
meaning that low quality of metadata means that metadata cannot fulfill its 
purpose which is to allow for the successful storage, management and 
retrieval of resources. In practice, low metadata quality leads to ineffective 
searches for content, ones that recall the wrong resources or even worse, no 
resources which makes them invisible to the intended user, that is the “client” 
of each digital repository.  
The present dissertation approaches this problem by proposing a 
comprehensive metadata quality assurance method, namely the Metadata 
Quality Assurance Certification Process (MQACP). The basic idea of this 
dissertation is to propose a set of methods that can be deployed throughout 
the lifecycle of a repository to ensure that metadata generated from content 
providers are of high quality. These methods have to be straightforward, 
simple to apply with measurable results. They also have to be adaptable with 
minimum effort so that they can be used in different contexts easily. This set 
of methods was described analytically, taking into account the actors needed 
to apply them, describing the tools needed and defining the anticipated 
outcomes. 
In order to test our proposal, we applied it on a Learning Federation of 
repositories, from day 1 of its existence until it reached its maturity and 
regular operation. We supported the metadata creation process throughout 
the different phases of the repositories involved by setting up specific 
experiments using the methods and tools of the MQACP. Throughout each 
phase, we measured the resulting metadata quality to certify that the 
anticipated improvement in metadata quality actually took place. Lastly, 
through these different phases, the cost of the MQACP application was 
measured to provide a comparison basis for future applications.  
Based on the success of this first application, we decided to validate the 
MQACP approach by applying it on another two cases of a Cultural and a 
Research Federation of repositories. This would allow us to prove the 
transferability of the approach to other cases the present some similarities 
with the initial one but mainly significant differences. The results showed that 
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the MQACP was successfully adapted to the new contexts, with minimum 
adaptations needed, with similar results produced and also with comparable 
costs. In addition, looking closer at the common experiments carried out in 
each phase of each use case, we were able to identify interesting patterns in 
the behavior of content providers that can be further researched.  
The dissertation is completed with a set of future research directions that 
came out of the cases examined. These research directions can be explored in 
order to support the next version of the MQACP in terms of the methods 
deployed, the tools used to assess metadata quality as well as the cost analysis 
of the MQACP methods.  








It seems really amazing how someone can go on and on, mumbling for almost 
300 pages about metadata, but get completely stuck when called upon to write 
two pages of acknowledgements! I am trying really hard to summarize the 
journey of the past five years, into a couple of cohesive and accurate sentences. 
I cannot do it on my own; not without borrowing some words at least. 
Konstantinos P. Kavafis said it already in his poem “Ithaca”: “Ithaca has given 
you the beautiful journey. Without her you would not have set out on the 
road. Nothing more does she have to give you”. My PhD study, has been the 
perfect analogy to my personal Ithaca that I finally reached. An Ithaca not 
only related to the PhD study itself, but also an Ithaca of an endless list of 
personal ups and downs that made these five years a period of my life that I 
will never forget.   
To begin with, during this journey I have had the priviledge to work with 
many inspiring and above all, generous colleagues and friends that did more 
than they had to, asking less than they deserved in return. Hannes (Ebner), 
you’ ve been an enormous help in the first and most important experiment of 
my PhD with all the technical support. But above all, you have shared with me 
the agony for my PhD as I did with yours. Beers and laughing sure did the 
trick for me and I hope that you are also completing your thesis as we speak. 
Kostas (Makris), thank you for being there, despite the hectic schedule, to 
provide me with data from the Natural Europe project on demand, no matter 
the time or day of the week. Vassilis (Protonotarios), thank you for deploying 
the peer review experiments in a couple of cases, but most of all thanks for 
taking the time to understand and apply all the crazy ideas I came up within 
the projects you worked. Miguel (Refusta), thanks a lot for replying to all the 
requests for data from VOA3R from this crazy Greek (that’s me), even if they 
went a bit outside your job description. Charalampos (Thanopoulos), thanks 
for allowing me to meddle with your workshops and sessions, to test my 
assumptions and theories. Effie (Tsiflidou), thanks for collecting data, 
presenting work and analyzing data for this final part of the PhD study. I hope 
that this has been a useful experience for you and also that I can return the 
favor helping out with your dissertation. Miguel-Angel (Sicilia) thank you 
for supporting my decision to start a PhD with the University of Alcala de 
Henares some time ago. Most of all, thank you for knowing when to intervene, 
silently and gracefully to keep me in track with my obligations. Pythagoras 
(Karampiperis), thanks for “tricking” me into publishing my first journal 
paper during a time that I was really over-researching instead of just writing! I 
always though of myself for smarter than that, but you managed to trick me, 
so hats-off to you! Salvador (Sanchez-Alonso), words cannot express the 
gratitude I feel for all the honest feedback, kind support but also hard 
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mentorship that got me through this experience in one piece! Thank you for 
keeping the balance for me, and I am sorry if sometimes I have been late with 
my obligations. Nikos (Manouselis), we have known each other since March 
2005 and I know that the fact that I recall this, is a bit scary. If I had to 
complete a LOM metadata record to describe you, under the element 
Lifecycle.Contribute.Role, the values I would assign would be: “family”, 
“friend”, “colleague”, “mentor” and “boss”, in this exact order. I know that 
supervising me, has been a pretty hard “exercise” on you, because of all these 
connections between us. Especially for that, and knowing how hard I can be to 
handle, I owe you a big thank you for the fantastic job you did. Through hard 
decisions, problems and revisions of PhD topics, you always offered your 
experience and guidance, but mainly instilled in me a way of working and 
dealing with problems that will follow me through the course of my 
professional and personal life from this day on. Thank you.   
Apart from the “scientific” contributors to the PhD work, there are also the 
people that had to put up with me on a daily basis during the times of crisis 
and doubt, when I became less than bearable. Mom (Katerina Vayena), you 
have shown me how it is to find peace in chaos for as long as I can remember. 
You have proven to me that nothing is impossible and I know that you are the 
only person in my life that believes there’s nothing I cannot do, making me 
believe it myself. Dad (Giorgos Palavitsinis), I know you’re still trying to 
figure out what on earth I am studying! You have balanced Mom’s chaos with 
order and method and you should know that this is what keeps me in track, 
most of the times. Alex (Palavitsinis), music is what I owe to you. Your music, 
your performances and success through these years have given me equal 
amounts of joy as the completion of this PhD does, really. You have been my 
reality-check to what really matters. Dimitris (Gogas), thank you for 
listening to all the nagging and complaints and for changing the topic to 
something more pleasant, each time! Giannis (Antoniou), thank you for 
being the best teammate I ever had, both in the court, helping me to blow off 
the steam, but mainly outside the court, being among the few that really 
understood and managed to help me through this. Yiouli (Dr. Kritikou), I was 
lucky to “find” you, in a workshop, half way through my PhD adventure. I was 
fortunate to have you close, sharing the burden and your PhD experiences 
every step of the way. Words are too limited to describe the ways in which you 
helped me. You sacrificed more than you had to, and this made the PhD way 
easier for me to handle. Thank you for being, among other things, my personal 
doctor for all of this…  
Pappou (Nikos Vayenas), I have inherited your name and a couple of 
characteristics and character traits to go with it! You could have never known 
that I started a PhD or that I finished it, let alone have anything to do with it. 
Yet you did, as you have always been there, in flesh and in spirit, from the day 
I was born, supporting and caring for me as you did for all of us.  
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Setting the scene for the remaining of this thesis, I would like to let you know 
that the biggest part of what you are about to read, was written mainly after 
midnight, in two places. In Yiouli’s living room, sat in front of the big blue sofa 
and in Kimolia Art Café, sat in the corner table of the middle room, with the 
company of my mother’s paintings.  
Coming to the end of the “thank you’s”, I have to admit that holding the PhD 
printout in my hands was definitely worth the effort. I am not sure about the 
financial or professional implications of having it but when doubts like this 
come to mind, I turn to Kavafis again for the answer: “And if you find her 
poor, Ithaca has not deceived you. Wise as you have become, with so much 
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In the introductory part of the present thesis, the generic problem that it 
attempts to tackle is presented. To this direction, a short description of the 
research areas that are directly connected with this work is provided. To 
continue with, the generic research problem is analyzed into research 
questions that are explored within the thesis. Specific indicators connected to 
the research questions are presented and the specific contribution of this work 
is defined. Closing this chapter, the structure of the thesis is presented.  
1.1. Introduction to the Problem 
On the notion of quality, John Ruskin (English Writer and Critic of art, 
architecture, and society, 1819-1900) stated that, “Quality is never an 
accident; it is always the result of intelligent effort”. In this sense, achieving 
high quality in any product, service or situation in general, requires practice, 
determination and intelligence. Defining quality in related literature, the 
concept “fitness for use” is adopted, taking into account the consumer 
viewpoint of quality as it is the consumer that will judge whether or not a 
product is fit for use (Juran & Gryna, 1980; Juran, 1989; Dobyns & Crawford-
Mason, 1991). Therefore, quality in the case of data can be defined as “data 
that are fit for use by data consumers” (Wang & Strong, 1996). The need for 
the existence of processes that ensure data quality has been realized in the 
case of digital repositories by related studies (Barton et al. 2003; Stvillia et al. 
2004; Margaritopoulos et al. 2008; Tate & Hoshek, 2009; Cechinel et al. 2011 
and Clements & Pawlowski, 2012) that in many cases proposed well-defined 
metadata quality assurance frameworks to address this issue. A thorny issue 
regarding quality lies in the fact that there are not always absolute measures of 
quality which may be achieved when a specific rating passes a threshold 
(Harvey & Green 1993).  
Looking at some indicative cases of digital collections, libraries and 
repositories, it is evident that there is a significant problem with the quality of 
metadata describing the resources that these infrastructures store. Stvilia et 
al. (2004) assessed the quality of metadata records within 16 collections of 
155.000 metadata records coming from academic and public libraries, 
museums and historical societies. A manual metadata inspection on a small 
sample showed: lack of completeness, redundant metadata, lack of clarity, 
incorrect use of Dublin Core (DC) schema elements or semantic inconsistency, 
structural inconsistency and inaccurate representation. All of the examined 
records were incomplete as none of them used all 15 DC elements. 94% of the 
records contained elements with duplicate metadata whereas most of the date 
elements were ambiguous. Incorrect use of the DC elements was also 
common. Almost a half of the sample had consistency problems. Shreeves et 
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al. (2005) looked at a case of a large academic library that contained 14.425 
records, as well as, a small academic library and public library collaboration 
that contained 1.599 resources. Taking a basic set of eight (8) DC elements, 
the authors measured completeness and found that the first collection 
contained 71% of incomplete records whereas the second contained 43% of 
incomplete records, meaning that they lacked at least one of these eight DC 
elements. Stvilia et al. (2007) examined 27.444 records from an aggregated 
digital collection with resources coming from museums, libraries and schools. 
The findings of this study reported that 56% of the records contained 
contradicting values of the same elements (termed as ambiguity), 54% of the 
records repeated elements containing the same values (redundancy) and 82% 
of the records contained inconsistent formatting or representation of the same 
elements (inconsistency).  
Similar studies from other domains have identified such problems. Yen and 
Park (2006) focused on the National Science Digital Library (NSDL - 
http://nsdl.org/) Metadata Repository to find out that although many of the 
main metadata elements were well populated (such as Description, Title, Type 
and Subject), other elements (such as Relation, Rights, Language and 
Coverage) were quite poorly completed. Najjar et al. (2003), studied a small 
portion of the ARIADNE federation 
(http://ariadne.cs.kuleuven.be/finder/ariadne/) records (3.700), for their 
completeness to find that only out of eleven educational metadata elements 
used in the ARIADNE Network, only one educational data element is 
consistently used (Granularity) among all repositories in the federation 
whereas four other elements are used in maximum 50% of the cases. 
Completeness for the rest of the elements was reported even lower. Friesen 
(2004) took samples summing up to 250 metadata records from five major 
learning repositories to find that although some elements were used in most 
cases, elements such as Keyword, Educational Context, Typical Age Range and 
Rights are not used often. Finally, Ochoa et al. (2011) examined the GLOBE 
federation (http://globe-info.org/) repositories looking at a set of 630.317 
metadata records in terms of their completeness. The main finding of this 
study is that only a small fraction of the metadata element of the standard 
adopted in this network is frequently used to describe the learning objects. 
Not more than 20 out of the 50 data elements are used more than 60% of the 
records. 
As we see in the examined cases, the quality of the produced metadata records 
is not as high as someone would expect and there is a clear need for putting in 
place appropriate quality assurance (QA) procedures, methods and tools. 
Apart from the automated mechanisms of measuring information quality that 
can easily be scaled up and maintained, there is always the involvement of the 
human factor that adds value to the process but also includes high costs and is 
not scalable (Ballou & Tayi, 1999). Duval et al. (2002), Marshall & Shipman 
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(2003) and Treloar & Wilkinson (2008) point out the high costs of populating 
databases with metadata, and they all agree on the existence of strong 
economic incentives to create metadata with sufficient detail to meet the 
functional requirements of an application or domain.  
Overall, from looking at the aforementioned cases, it is evident that 
problematic metadata quality is an issue faced by multiple cross-domain 
repositories. The process of creating high-quality metadata heavily involves 
human annotators that are inherently limited and do not scale up when the 
digital resources hosted in these repositories increase. Automated methods 
can only provide partial solutions to this problem and for specific elements. 
Elements that are domain specific and require examination of the digital 
content before being provided, have to be examined and treated using quality 
assurance processes such as the one suggested by our work.   
1.2.  Basic Concepts/Background 
1.2.1. Digital Objects  
A generic definition of a digital object is this of an instance of an abstract 
data type that has two components, data and key-metadata (Kahn & 
Wilensky, 2006). Essentially data of the digital objects refer to bit strings that 
form files such as photos, documents, videos etc. used in different contexts 
such as education, research or academia. The part of a digital object that is of 
great importance for the purpose of this thesis, is metadata.   
The introduction of digital objects has its roots in the computer science field. 
Creating separate components that can be reused and remixed has been the 
premise of programming in order to save time when modifications were to be 
made in complex and lengthy code. Digital objects are usually distinguished 
based on the purpose they fulfill. In this sense, digital objects that are used for 
enabling and facilitating the use of educational content online are termed as 
learning objects (McGreal, 2004). Starting from this definition by McGreal 
(2004), digital objects that are used for enabling and facilitating the use of 
cultural content online are termed as cultural objects. In literature, digital 
objects are comprised from (a) the data that make up the object itself and (b) 
the metadata that describe the objects and its envisaged use. Drawing from 
the various purposes that a digital object may fulfill, there is a need for 
metadata that describe each object in context. This means that different 
metadata will be used to describe digital objects that are used in different 
contexts.  
The research area around digital objects is quite rich, as various authors deal 
with many different aspects of them. On one hand, a strand of research 
(Govindasamy, 2001; Downes, 2001; Boyle, 2003; Brandley & Boyle, 2004) 
focuses on the practical aspect of designing digital objects in various contexts. 
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Such papers provide steps and guidelines for design, supporting experts to 
produce effective digital objects of learning. On the other hand, standardized 
processes are proposed for the quality assurance of digital objects, by 
introducing criteria that can be used to assess them (Kumar et al, 2005; 
Krauss & Ally, 2005; Leacock & Nesbit, 2007; Kay & Knaack, 2009). These 
authors provide the tools that can be used to assess the success and actual 
effectiveness of the digital objects produced. Also, a number of authors 
present tools that can be used to author digital objects in various contexts 
(Brusilovsky, 2003; Britain, 2004; Hoermann et al., 2005; Liu et al., 2005; 
Griffiths et al., 2005). These tools are based on learning theories and software 
design principles in order to facilitate the process of creating learning objects. 
Finally, a strand of research examines the intricate mechanisms that allow a 
digital object to fulfill educational or other purposes by looking into the theory 
of learning design for digital objects (Dalziel, 2003; Koper, 2005; Towle & 
Halm, 2005; Koper, R., & Tattersall, 2005).  
For the purpose of this thesis, digital objects are dealt with, in relation to their 
purpose in various communities of users. We looked at research on digital 
objects that focused on the metadata that is used to describe them. Therefore, 
in the literature review chapter, only the papers that are related to metadata in 
digital objects are concerned, avoiding an exhaustive coverage of other 
research papers on digital objects.     
1.2.2. Digital Repositories 
An increasing number of research papers during the past years refer to the 
deposited digital content, using the term “digital repositories”. The question 
here should be how exactly is a repository differentiated from a traditional 
directory or database. As Heery & Anderson (2005) claim, for a digital 
repository to be different from any other online collection, the following have 
to apply:  
 Content is deposited in a repository, whether by the content creator, 
owner or third party,  
 The repository architecture manages content as well as metadata,  
 The repository offers a minimum set of basic services e.g. put, get, 
search, access control, 
 The repository must be sustainable and trusted, well-supported and 
well-managed 
According to the same work, repositories, no matter the field of focus, 
(education, culture, science, etc.) share some common objectives that guide 
their operation and existence: 
 The offer enhanced access to resources  
 They introduce new modes of publication and peer review  
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 They offer corporate information management (records management 
and content management systems)  
 They empower data sharing (re-use of research data, re-use of learning 
objects)  
 The aid to the preservation of digital resources 
Kahn & Wilensky (2006) define a repository as a “network-accessible storage 
system in which digital objects may be stored for possible subsequent access 
or retrieval. The repository has mechanisms for adding new digital objects 
to its collection (depositing) and for making them available (accessing), 
using, at a minimum, the repository access protocol. The repository may 
contain other related information, services, and management systems”. 
As in the case of digital objects, the research area around digital repositories is 
quite extensive. A number of authors provide guidelines on how to build a 
repository (Crow, 2002; Higgins & Inglis, 2003; Yang & Tsai, 2003; Palmer et 
al., 2008; Horstmann, 2009), focusing on the practical aspects that have to be 
considered in the repository design. Following the design of a repository, a 
significant consideration is the system that will be used to deploy it which is 
also heavily researched (Smith et al., 2003; Tansley et al., 2003; Barton & 
Waters 2004; Prudlo, 2005). On the other hand, a strand of research focuses 
on the lifecycle of the repositories and different phases of their evolution 
(Rosemann, 2000; Sicilia et al., 2005; Higgins, 2008; Greenberg, 2009) 
pointing out the stages that repositories go through. Looking at the 
performance of repositories, a number of authors suggest metrics and 
frameworks that guide the evaluation of repositories (Wei et al., 2002; Venturi 
& Bessis, 2006; Dobratz et al., 2007; Thomas & McDonald, 2007). In these 
studies, specific metrics, tools and methods are discussed that allow 
repository managers to assess the success of the deployed repositories. 
Finally, repositories are, in general, deployed in a number of contexts showing 
their increasing importance as infrastructures for knowledge management 
and preservation. Cases of repositories have been identified in fields such as 
medicine (Higginbotham, 2001, Brindis et al., 2001), public administration 
(Tzikopoulos et al., 2007; Charalampidis & Askounis, 2008), higher education 
(McGreal, 2002; Lynch, 2009), art and culture (Patra, 2008; Kounoudis et al., 
2010), agriculture (Cebeci et al., 2008; Manouselis et al., 2009), architecture 
(Stefaner et al., 2007; Kruchten, 2006) and many more.  
For the scope of this thesis, repositories are defined and specific case studies 
that describe their development are examined. In most of the cases, papers 
that were reviewed, dealt with metadata in one way or another, thus 
incorporating metadata closely into the digital repository development 
process. Studies that deal with repositories in a broader or more theoretical 





Metadata has been defined as information about information (or data about 
data), and can be usually described as a data record that contains structured 
information about some resource. The structure of the metadata records aims 
to facilitate the management, discovery and retrieval of the resource they 
describe (Al-Khalifa & Davis, 2006). In addition, the existence of metadata 
about resources allows potential users to find out more about the resource 
without having to first examine it (Haase, 2004). 
Metadata is made up of data items that are associated to the resource, the so-
called metadata elements. Metadata schemas (or metadata models) are sets of 
metadata elements designed for a specific purpose, such as describing a 
particular type of resource. When they reach a stable implementation and 
adoption phase, and are endorsed by some particular community or 
organization, they often evolve to metadata specifications: well-defined and 
widely agreed metadata schemas that are expected to be adopted by the 
majority of implementers in a particular domain or industry. Then, when a 
specification is widely recognized and adopted by some standardization 
organization (such as W3C or ISO), it then may become a metadata standard.  
Despite the existence of numerous metadata standards, there is no one all-
encompassing one to be used in every application. Rather, there are various 
metadata standards or specifications that can be adapted or “profiled” to meet 
community context-specific needs (Kraan, 2003). This conclusion has led to 
the emergence of the metadata application profile concept: application 
profiles (APs) take one or more base standards or specifications as their 
starting point. By imposing some restrictions and modifying vocabularies, 
definitions or elements of the original (base) standard, they tailor the standard 
to fit the needs of a specific application (Duval et al., 2002). Through this 
process the aim is to increase interoperability of the AP well beyond the level 
of the base standard and, at the same time, not to break interoperability with 
the existing applications that are not aware of the profile (Duval et al., 2006).  
Metadata have been deployed in numerous cases in literature as digital 
repositories have. A non-exhaustive list of cases where metadata were used to 
describe digital objects are oceanographic data (Han, 2001), statistical data 
and reports (Yamada, 2004), geospatial data (Devillerset al., 2002; Wayne, 
2004; IVOA, 2004), geographical and marine data (Beard, 1996; NDN, 2004) 
and medical resources (Shon and Musen, 1999; Supekaret al., 2004; Supekar, 
2005) 
A major issue about metadata is related to who provides metadata. Working 
with metadata in any digital repository project is a complex and demanding 
task. A number of stakeholders with different backgrounds are involved: for 
instance, metadata experts may be concerned with the way metadata will be 
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presented and used in an information system. As Weinheimer (2000) and 
Greenberg et al. (2001) suggest, domain experts produce high quality 
metadata when it comes to their domain area. In the case of digital objects 
created for learning, educational experts may be concerned with the 
educational properties of the resources that will be reflected. In the case of 
digital objects that are meant to be reproduced with the use of advanced 
visualization devices, technical experts may be concerned providing the 
metadata to ensure the compatibility of the content with the devices it is 
meant for. These requirements call for metadata AP development processes 
that will involve and respect the needs of the various stakeholders, by 
appropriate and relevant evaluation procedures. 
A significant strand of research is focusing on the social metadata that is 
metadata in the form of tags and annotations that are provided from 
communities that use the actual digital content. Efforts have been made 
already to incorporate user-contributed metadata into library catalogues 
through social features such as tagging, list-making, annotation, ratings and 
reviews. Overall, it seems unlikely that simple users with no domain expertise, 
will ever contribute the necessary quality and quantity of metadata that is 
required for complete digital collections. Another strand of researchers deals 
with metadata that are created automatically, by means of special software 
programs. Although this concept holds great promise, it seems that it can lead 
to errors in the metadata and to failed searches as it is accepted that human 
intervention is always needed in metadata generation. Overall, it seems that a 
combination of the aforementioned actors and automated methods will be 
most appropriate for digital repository projects.  
When it comes to working with metadata, creating metadata guides in the 
form of guiding documents has proven to be really important. Providing 
annotators with the support in their metadata creation tasks is of paramount 
importance to support the generation of high quality metadata. In addition to 
that, it is also needed to involve the communities that will either contribute 
metadata or use them through the services deployed, in the design of the 
metadata application profile that will be used. Taking into account the 
experience and requirements of these communities has been documented in 
related literature and has generally speaking, led to bigger commitment to the 
digital repositories deployed.  
Finally, an important aspect of metadata lies in the fact that their provision is 
not only a cumbersome process but also an expensive one. Taking into 
account the time needed to create a metadata record for a digital resource, in 
relation to the expertise needed on the metadata annotator side, it becomes 
clear that any repository project is faced with a significant cost. Taking into 
account related literature, we see that for one metadata record to be created, 
approximately 1 hour is needed as a minimum. In the case of a repository of 
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10.000 resources, this would sum up to almost 72 man months which is an 
enormous cost on its own, without discussing about even bigger collections of 
resources.   
1.2.4. Quality  
Quality can mean different things to different people in different contexts. In 
this way, if we want to really understand quality, we cannot study it in a 
vacuum but rather as a part of a given community of practice and a specific 
product. In quality literature, the concept “fitness for use” is adopted, 
implying the need to look at the consumers of the products we examine (Juran 
& Gryna, 1980; Juran, 1989). If we look at the generic case of digital 
repositories and the data they host, quality can be defined as “data that are fit 
for use by data consumers” (Strong & Wang, 1997). Again, if we discuss the 
meaning of the word “use”, the definitions that come out of it for different 
contexts of use might be hundreds if not more. The need for the existence of 
data quality has been realized in the case of digital repositories already 
(Barton et al. 2003; Stvillia et al. 2004 and Margaritopoulos et al. 2008). But 
even if we know what quality means in a given context of use for a digital 
object, still different users of the same object may value the same quality 
attributes of data in different ways (Strong et al. 1997, Kelly et al., 2005). 
Robertson, (2005) elaborated on this, stating that different settings and 
purposes require different types of metadata quality. For example, the 
museum and the archive communities take a different approach to what 
represents quality in metadata. Museums record extensive detail about the 
provenance of an object as a necessary part of their purpose. Archives record 
extensive information but often only at the collection level, rather than object 
level, level due to the volume of materials they manage. These different 
purposes have existed side by side within the traditional knowledge 
management domain with little transference between (Robertson, 2005). The 
metadata record for the same book will look very different in each setting and 
no single option is objectively better for each expected use. 
Many relevant studies have discussed the shortcomings that problematic 
metadata annotation can cause, as well as, their overall importance for the 
success of such systems (Heery and Anderson, 2005; Guy et al., 2004; 
Robertson, 2005). Greenberg & Robertson (2002) point out that accurate, 
consistent, sufficient, and thus reliable metadata is a powerful tool that 
enables the user to discover and retrieve relevant materials quickly and easily 
and to assess whether they may be suitable for reuse. Poor quality metadata 
can simply mean that a resource is practically invisible within a collection of 
resources. In turn, if high quality resources are being hidden because of low 
quality metadata, this would undermine the efficiency, performance and 
ultimately necessity of digital repositories.  
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Quality is interpreted through quality dimensions which are the aspects of 
quality we would like to measure in metadata. These dimensions are 
expressed through quality metrics that describe specifically how each quality 
dimension is linked to them. Finally, quality indicators are the statistical 
measures and thresholds that express the degree or level of quality metrics. 
Choosing the appropriate set of quality dimensions, metrics and indicator to 
be used in each case of a digital repository that seeks to assess metadata 
quality is of paramount importance. Choosing all possible dimensions and 
metrics might not be financially feasible. Also, each repository manager has to 
be aware of what each metric measures and therefore the claims that can be 
made regarding metadata quality looking at specific indicators. For example, 
if the percentage (indicator) of completeness (metric) is above 80% for all 
records in a repository, this does not imply that the records will also be 
grammatically correct but rather just filled out. As Bruce & Hillman (2004) 
also make the point that quality cannot be discussed in a vacuum: economic, 
political and technical constraints are a part of every decision affecting quality 
and perception of quality.  
Attempting to ensure high quality in metadata, or generally in digital 
repositories, a number of frameworks have been proposed in literature 
containing predefined steps, methods and tools (Stvilia et al., 2004; Vinagre et 
al., 2011; Zschocke & Beniest, 2011). Some of the main shortcomings that were 
documented for quality assurance frameworks were the absence of tangible 
results of their application or evidence of their applicability in different 
contexts with similar results. Finally, as it was discussed in the case of 
metadata annotation, a crucial factor for all the aspiring metadata quality 
frameworks is the cost. A detailed documentation of the associated costs of a 
metadata quality framework is really important and apart from cost 
assessments of specific metadata quality assurance processes, no 
comprehensive estimation of cost was retrieved in the related literature.   
1.3. Research Problem 
From the literature review that was carried out, it became obvious that there 
was little evidence of a tested metadata quality assurance process that proved 
its effectiveness in one or more repositories. In addition, there we no evidence 
of any metadata quality assurance process that was both effective and 
transferable to other contexts, that is, other types of repositories.  
1.3.1. Research Questions 
To address the research problem that was identified, the present thesis 
discusses issues related to the quality of metadata records of three different 
case studies of digital repositories, an educational federation, a cultural 
federation and a research federation. Trying to address the research problem, 
we started by attempting to structure a process that would lead us to better 
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understand metadata quality. Therefore, the first question that this thesis will 
address is:  
1. Can we develop a modular process that is adaptable and its results 
are measurable, to support metadata quality assurance in Learning 
Object Repositories? 
To prove that the quality assurance process that we aimed at producing is 
indeed useful, we would need to demonstrate some kind of improvement in 
the metadata record quality of the repositories involved. But how much is 
enough when it comes to quality of metadata records? Completeness is a 
measure that ensures that the records will contain data but this does not 
ensure that this data will be correct. This question brings us to the next 
questions this thesis will try to address:  
2. Which are the metrics that can be used to effectively assess the 
metadata record quality?  
3. At what levels of the metadata record quality metrics is a repository 
considered to have a satisfying metadata record quality? 
In the literature examined so far, all the quality assurance methods that were 
identified were targeted towards a specific type of repositories, being 
customized and contextualized to serve specific requirements. No evidence 
was found of a quality assurance process that was transferred to any other 
context with a minimum set of adaptations. This finding led us to the next 
questions that this thesis will try to address:    
4. Can we transfer a quality assurance process by adapting it for use in 
a different repository context?  
5. What are the specific adjustments that have to be made to apply a 
quality assurance process in other contexts? 
Despite the fact that a quality assurance process may be transferred to other 
application contexts, this fact alone does not guarantee the success of the 
process. Parameters such as the size of the repository in terms of resources or 
the number of individuals involved in the application of the process can 
change significantly the requirements but also the outcomes of any given 
quality assurance process. This fact brings us to the next question this thesis 
will try to address: 
6. Are the results of the application of the same metadata quality 
assurance process in different repositories comparable in terms of the 
resulting metadata quality?  
When applying metadata quality assurance processes, a significant number of 
people are involved, investing time on metadata annotation and enrichment 
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but also on monitoring of the resulting metadata quality. Through this 
involvement, a significant cost of time comes up for any repository manager 
that wants to apply a quality assurance process. This cost has to be 
documented and analyzed, a fact that brings us to the next questions this 
thesis will address: 
7. Is the cost involved in the application of a metadata quality assurance 
process comparable in terms of magnitude for different repositories?  
8. Is the improvement in metadata record quality comparable with the 
cost of the quality assurance method?  
In the next paragraph, we examine how the aforementioned questions were 
translated into goals for the thesis and how these goals are addressed through 
the contributions of the thesis 
1.3.2. Goals and Contribution  
To address the research questions of the thesis, a series of relevant goals are 
set forth and presented in this chapter. To achieve these goals a set of 
contributions was compiled in the context of our work which helped address 
the research questions.   
1st Goal  
The primary goal in order to tackle the questions set forth, was to really 
understand the basics of knowledge organization. To this end, an initial study 
was carried out, to examine the knowledge organization systems used in a 
specific field, that of agriculture. This selection was based on the fact that the 
first experiment where we would apply the quality assurance process was on 
the field of agriculture. To this direction we started working on the 
environmental education domain, researching the way that information 
related to the environment and in specific agriculture is organized and stored. 
We also worked on issues related to application profiling of standards as well 
as issues related to the lifecycle of a digital resource and its metadata within a 
repository. This work provided us with the practical experience of working 
with a community of users on metadata concepts and also served as the first 
stage for deploying the proposed Metadata Quality Assurance Certification 
Process.  
- Palavitsinis, N. and Manouselis, N. (2013). “Agricultural Knowledge 
Organisation Systems: An Analysis of an Indicative Sample” in Sicilia 
M.-A. (Ed.), Handbook of Metadata, Semantics and Ontologies, World 
Scientific Publishing Co.  
- Palavitsinis, N., Manouselis, N. (2009). “A Survey of Knowledge 
Organization Systems in Environmental Sciences”, in I.N. 
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Athanasiadis, P.A. Mitkas, A.E. Rizzoli & J. Marx-Gómez (eds.), 
Information Technologies in Environmental Engineering, Proceedings 
of the 4th International ICSC Symposium, Springer Berlin Heidelberg. 
- Palavitsinis, N., Kastrantas K. and Manouselis, N. (2009a). 
"Interoperable metadata for a federation of learning repositories on 
organic agriculture and agroecology", in Proc. of the Joint 
International Agricultural Conference 2009 (JIAC 2009), 
Wageningen, The Netherlands, July 2009 
- Palavitsinis, N., Manouselis, N. and Sanchez, S. (2010). "Preliminary 
Discussion on a Digital Curation Framework for Learning 
Repositories", in Massart D. & Shulman E. (Eds.), Proc. of Workshop 
on Search and Exchange of e-le@rning Materials (SE@M’10), 
Barcelona, Spain, CEUR 681, September 2010 
2nd Goal 
After defining the context of the study, the next step was to work towards 
addressing the first research questions (1-3). Having a comprehensive image 
of the domain, as well as the generic principles of repository development, we 
introduced parts of the Metadata Quality Assurance Certification Process 
(MQACP) through focused experiments that used specific metrics to assess 
quality of metadata records. The first full version of the MQACP and some 
initial results were presented after completing the majority of the 
experiments, also defining the thresholds that each quality metric had to 
surpass to be considered as satisfying. All this effort, from the initial research 
on the environmental education domain, to the first experiments and the 
presentation of the findings of applying the MQACP, was presented in the 
following work:  
- Palavitsinis, N., Ebner, H., Manouselis, N., Sanchez S. and Naeve, A., 
(2009b). "Evaluating Metadata Application Profiles Based on Usage 
Data: The Case of a Metadata Application Profile for Agricultural 
Learning Resources", in Proc. of the International Conference on 
Digital Libraries and the Semantic Web (ICSD 2009), Trento, Italy, 
September 2009 
- Palavitsinis, N., Manouselis, N. and Sanchez, S., (2009c). "Evaluation 
of a Metadata Application Profile for Learning Resources on Organic 
Agriculture", in Proc. of 3rd International Conference on Metadata 
and Semantics Research (MTSR09), Milan, Italy, October 2009 
- Palavitsinis, N., Manouselis, N. and Sanchez, S., (2011). "Metadata 
quality in learning repositories: Issues and considerations", in Proc. of 
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the World Conference on Educational Multimedia, Hypermedia & 
Telecommunications (ED-MEDIA 2011), Lisbon, Portugal 
- Palavitsinis, N., Manouselis, N. & Sanchez, S., (in press). Metadata 
Quality in Learning Object Repositories: A Case Study. The Electronic 
Library. 
3rd Goal 
Addressing the next set of questions (4-6) we applied the MQACP in the case 
of a federation of repositories with cultural content as well as the case of a 
federation of repositories with research content. Looking at the parameters of 
each case we see that the MQACP was easily transferable to different contexts 
with a minimum set of adaptations on the process itself, mainly coming from 
small differences in the metadata application profiles which had to be factored 
in when preparing the forms and questionnaires used within MQACP.  
An initial analysis of the corresponding results from the two new repository 
cases showed that similar results for the first phases of the MQACP were 
generated from domain experts creating metadata records or peer-reviewing 
them. Since the analysis of the two repositories was recently completed, there 
is no published work that references the full set of results from the application 
of MQACP in all three cases. The analysis of the full set of results is only 
presented within this thesis.  
- Palavitsinis, N., Manouselis, N. & Sanchez, S., (in press-b). Metadata 
Quality in Digital Repositories: Empirical Results from the Cross-
Domain Transfer of a Quality Assurance Process. Journal of the 
American Society for Information Science and Technology. 
4th Goal 
As regards the last two research questions (7-8), the cost of applying MQACP 
is also discussed within the work that is referenced below. In this paper we 
attempted to provide a first discussion on the cost, breaking down the MQACP 
in the corresponding experiments organized and assessing the cost of each 
one in terms of time. We tried to assess the magnitude of the cost and how it 
may be connected to the size of the repositories examined. Extensive 
discussion and detailed analysis of the cost parameters is also provided within 
the thesis.  
- Palavitsinis, N., Manouselis, N. & Sanchez, S., (in press-b). Metadata 
Quality in Digital Repositories: Empirical Results from the Cross-
Domain Transfer of a Quality Assurance Process. Journal of the 
American Society for Information Science and Technology. 
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In total, the results that are presented in this thesis were published in six (6) 
international conferences, one (1) book chapter and two (2) journals.  
1.4. Structure of Thesis 
The research that was carried out within this thesis is presented in detail in 
the next chapters: 
In Chapter 2, a literature review is carried out focusing on the main research 
areas that the thesis covers. It provides the main definitions and findings that 
guided the development of the MQACP and also analyzes the literature that 
was studied using quantitative and qualitative criteria to provide a better 
understanding on the domain of digital repositories, metadata and metadata 
quality altogether. In the end of the chapter, a short overview of the literature 
focusing on quality assurance processes for metadata is presented.   
In Chapter 3, the Metadata Quality Assurance Certification Process is 
presented in detail, elaborating on the tools, methods, material and actors 
involved in the process. Each stage of the process is described in detail in 
terms of the method it deploys, the tools it uses and the actors that are 
involved in it.  
In Chapter 4, the application of the MQACP on the case of a federation of 
learning repositories is presented. The experiments carried out in each 
specific phase are described and their results are presented, explaining the 
main implications for the quality of metadata records. In the end of the 
chapter, a short discussion on the overall results is carried out.  
In Chapter 5, the application of the MQACP on the case of a federation of 
cultural repositories is presented. We elaborate on the experiments carried 
out in each phase and we present the results that were collected through the 
questionnaires and automated methods used. In the end of the chapter, a 
short discussion is carried out on the overall results.  
In Chapter 6, the case of the research repositories is presented through the 
experiments carried out. The results of these experiments are provided and 
explained, for each given phase of the repository lifecycle. Finalizing this 
chapter, the main results of the case of the research repositories are presented 
followed by a short discussion.  
In Chapter 7, we present the general conclusions and the future directions of 
this thesis. More specifically, we present the main contributions of this thesis 
and we re-examine the research questions discussed in Chapter 1. For each 
question, we discuss the degree on which the question was researched and we 
describe future directions of research for each one of the research questions 
that this thesis deals with.  
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In Appendix A, the tools that were used in the literature review are 
presented.  
In Appendices B and C, the statistical analyses and tables from the 
literature review are presented, as well as the distributions of research papers 
per journal, according to the classification parameters used.  
In Appendix C, we provide the documentation and instruments that MQACP 
utilizes in its application.  
Finally, in Appendices D to F, we provide the data that came out of each 
experiment and served as the basis of the results presented in the 








2. Literature Review 
The aim of this chapter is to provide an overview of the areas of research 
around the main topics that this thesis deals with. To this end, we focus on 
digital objects, repositories/digital libraries, metadata and quality of 
metadata. More specifically, the objectives of this chapter are: 
 First, to serve as an introduction to the concept of metadata, digital 
objects, digital repositories and metadata quality, 
 Second, to provide an overview and a classification of existing research 
literature on the above,  
 Third, to extract research directions for the research problem that was 
described in the previous chapter, that is the focal point of this thesis 
The chapter focuses on the quality aspects of metadata and examines quality 
approaches from existing literature. Nevertheless, it also addresses some 
generic theoretical aspects related with the digital resources that are hosted in 
the digital repositories but also with the digital repositories themselves. This 
chapter contains a review of existing literature that reflects the current status 
of research on the wider field of metadata and quality of metadata for digital 
resources and repositories and identifies research trends and issues.  
2.1 Methodology 
This report is based upon an extensive literature study. Papers related to 
metadata but also involving digital resources and digital repositories/libraries, 
from journals that publish related research have been reviewed. More 
specifically, thirty-nine (39) scientific journals related to Information Science, 
Libraries and Information Technology have been examined. The review 
covered mostly publications of the last 15 years (1997-2012) but in several 
cases, influential publications prior to this date were considered. Almost 1.000 
papers have been initially located in this way. We briefly examined each one of 
these papers in order to filter out ones those who were irrelevant. This process 
narrowed down the number of papers to 605. We carefully studied each one of 
these papers and carried out an initial classification based on a short 
description of each paper and its content. From this set of papers, access to 
their full content was possible for a set of 506 papers that were contained in 
32 out of the initial 39 journals.  
As a next step, a set of metadata related to the papers examined was selected, 
based on which the papers were annotated with metadata containing 
information such as the date of publication, number of pages, authors, etc. 
that would then help us categorize and analyze the research carried out in the 
wider field that is relevant to this thesis. In addition, to provide a meaningful 
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classification of the papers, apart from the standard metadata that were 
referenced previously, we adapted a framework (Groenlund, 2004) for the 
classification and assessment of the literature. 
Groenlund (2004) presented an assessment framework of research 
characteristics, which he applied to assess the state-of-the-art in e-
government research. He classified 170 papers from three e-government 
related conferences in 2003. Groenlund characterizes the proposed 
framework as an intuitive one, whose purpose is not to compare the status of 
e-government research with other fields, but to stimulate discussion about 
this field and measure its maturity. Since we found such an assessment 
required in the case of learning resources, repositories, metadata and their 
quality issues, we adapted the proposed framework for the needs of this study. 
The framework assesses the status and maturity of research publications 
around a specific topic, by classifying them according to two major 
dimensions: 
 Rigor: depending on the maturity of the field, the balance among 
methods used is expected to change over time from simple arguments, 
philosophical discussions and case stories to more methodologically 
sound examination of relevant issues (e.g. through experiments or 
ethnological observation). This dimension mainly examines the 
following aspects: Research Type, Research Method, and Claims. 
 Relevance: identifying the fields which this research involves and 
estimates its current benefits for the practitioners and the society, 
depends on aspects such as whom this research concerns, whom it is 
addressing, and from whom it is conducted. This dimension mainly 
examines the following aspects: Focus unit, Target audience, and 
Origin (Institution & Discipline). 
The extended definition of all the dimensions used to categorize the papers 
identified in the literature review can be found in “Appendix A: Literature 
Review Dimensions”. In Figure 2.1, an example of how the research papers 
retrieved were described with metadata is presented.  
 Figure 2.1: Example of annotation of research papers  
 2.2 Literature Review Outcomes 
This chapter provides an introduction to the main concepts of this literature 
review, focusing on their definition, as well as other parameters that 
characterize them.  
2.2.1 Data, Digital Objects and Types  
This paragraph deals with the existing definitions the different types of digital 
content that were identified during the literature review. Starting from the 
concept of data in general, we define data as a raw sequence of symbols 
(Stvilia et al., 2007) or in a more general sense as objects in digital form 
(Külcü & Külcü, 2010). Stemming from this definition we tried to define what 
an object in digital form is, that is, a digital object. Looking at the two most 
prominent definitions we see that a digital object/resource can be termed as:  
- A compound object that must have these components: the material, 
descriptive metadata, technical metadata, an activity/event log, 
representation information, and a unique identifier (Harvey & 
Thompson, 2010).  
- A resource that is generated through some electronic medium and 
made available to a wide range of viewers both on-site and off-site via 
some electronic transferring machine or internet. Saye (2001). 
This object-oriented paradigm has its roots in the computer science field. 
Object-orientation highly values the creation of components (called “objects”) 
that can be reused in multiple contexts (Dahl & Nygaard, 1966; Cohen et al., 
2011). One of the prominent contexts or applications that are researched in 
literature is learning. The idea of learning objects had already emerged in the 
early nineties (Persico, Sarti, & Viarengo, 1992). The concept was concerned 
with storing the learning materials into databases. From then on, the issue 
that emerged was the reuse of learning materials (Olimpo, Chioccariello, 
Tavella, & Trentin, 1990; Rada, 1995b; Sarti & Marcke, 1995).  
One expression of a digital object that will be researched in this thesis is a 
learning object in the sense that a learning object is a digital object that is used 
in order to achieve the desired learning outcomes or educational objectives 
(Nash, 2005). In the case studies that this thesis covers, there are two main 
types of content hosted in the repositories examined. On one hand educational 
content, that is digital objects that are used in learning situations and on the 
other hand, research/scientific objects that are used by practitioners and 
researchers in specific scientific fields. Going back to the context-driven 
definition of a learning object, we perceive research/scientific objects as 
digital objects that are used in research of various scientific disciplines. The 
next step is to define in a more accurate way learning objects and 
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research/scientific objects. Table 2.4, presents the main definitions that were 
retrieved for learning objects.  
Authors Definitions of Learning Objects 
L’Allier, 1997 
The smallest independent structural experience that contains 
an objective, a learning activity and an assessment. 
Merrill, 2000 
Combined knowledge object and a strategic object representing 




Hodgins, 2008  
Any entity, digital or non-digital, which can be used, reused or 
referenced during technology supported learning 
Gallenseon et al, 
2002 
A unit of instructionally sound content centered on a learning 
objective or outcome intended to teach a focused concept. 
Wiley, 2000; 
Wiley, 2003  
Any digital resource that can be reused to support learning 
IMS Global, 
2003 




A digital file (image, movie, etc.) intended to be used for 
pedagogical purposes, which includes, either internally or via 
association, suggestions on the appropriate context within 
which to use the object 
Hummel et al., 
2004 
To be a learning object a digital resource must be reproducible, 
addressable (ie. connected with a URL and has metadata), used 
to perform learning or support activities, and made available 
for others to use 
Cebeci & 
Erdogan,  2005 
Digital units of educational content designed and created for 
many purposes such as maximizing the number of learning 
situations, reducing development costs, and exchanging of 
learning materials between different platforms. 
Cochrane, 2005 Interactive digital resource illustrating one or more concepts 
Nash, 2005 
A digital object that is used in order to achieve the desired 
learning outcomes or educational objectives. 
Harman & 
Koohang, 2005 
Digital resources of any kind that can be similarly combined, 
shared and repurposed in different educational contexts 
Cohen and 
Nycz, 2006 




Ouyang & Zhu, 
2008 
A chunk of digital learning resources or data used for learning 
and instruction. They are authored, stored, indexed, 
assembled, delivered, and evaluated 
Kay & Knaack, 
2008 
Interactive web-based tools that support the learning of 
specific concepts by enhancing, amplifying, and/or guiding the 




Context-free digital elements, whether text, audio, video, 
animation, etc., that become learning objects only when 
applied within a context of learning 
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One or more digital assets combined and sequenced to create 
or support a learning experience addressing a curricular 
outcome(s) for an identified audience(s) 
Table 2.1: Various definitions of learning objects 
Looking at the amount of different definitions recovered, we see that the topic 
of learning objects has been discussed extensively in literature. Filtering the 
definitions provided above, we came up with a set of statements related to 
learning objects: 
- Learning objects are digital objects that serve an educational purpose,  
- Learning objects can be combined amongst them,  
- Learning objects can be repurposed to fit different needs, 
- Learning objects can be atomic or aggregations of smaller objects,  
- Learning objects are designed based on learning objectives and 
outcomes 
 
Interestingly enough, many of the definitions refer to learning objects as 
knowledge objects or knowledge based objects which also points out the 
meticulous educational design that is required for a learning object to be 
created. Learning objects are not simple digital files or streams of bytes 
attached to a “manual of use”. They are carefully designed and aligned with 
learning objectives and sometimes specific curriculums to lead the learned 
through a specific learning path. As Downes (2003) argues, for a digital 
resource to be classed as a learning object, it must have some instruction 
inherent in it: 
 
A mere picture is not a learning object because there is no instruction 
inherent in the picture...The presentation of a picture, therefore, must be 
accompanied with some context. The context would describe what is to be 
learned from the picture.  
 
Taking all the above into account, we propose the following definition of a 
learning object that will be used in the context of this thesis: 
 
A learning object is a digital object (or an aggregation of digital objects) that 
is designed based on learning objectives and contains information that 
supports its use within a specific environment. Learning objects can be 
combined and repurposed for different learning needs in different contexts.  
 
Having articulated the working definition of a learning object, we see that 
each learning object has to contain specific information that facilitate its use 
in an educational setting but also enable its repurposing and combination with 
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other learning objects. According to (Varlamis & Apostolakis, 2006) learning 
content must be labelled in a consistent way to support the indexing, storage, 
discovery (search), and retrieval of learning objects. This is achived by 
describing the learning objects with metadata (Yordanova, 2007). Metadata 
allow learning objects to be well described and easily searched, assembled in 
desired learning context, and delivered according to the learners’ preferences 
and needs of education. As a result, users have access to the learning content 
most appropriate for them, and receive only the necessary and needed 
information, instead of being overloaded with learning materials that they 
already know or are not related and appropriate to their expertise, 
professional background and educational needs (Yordanova, 2007; Cohen et 
al., 2011).  
Attempting to elicit a definition for a research/scientific object, we start from 
the working definition of a learning object to state that: 
A research/scientific object is a digital object (or an aggregation of digital 
objects) that is the result of research/scientific work and contains 
information that support its use within a specific environment. 
Research/scientific objects can be combined and repurposed to address 
different research purposes in different research domains. 
2.2.2 Digital Libraries and Digital Repositories 
This paragraph deals with the existing definitions on the technical 
infrastructures that are deployed to host digital objects. The terms that have 
been used to describe them vary greatly but the two major ones that were 
retrieved in relevant literature are “digital repositories” and “digital libraries”. 
Digital repositories are also are also referred to as “learning repositories” 
describing digital repositories that host learning objects. During our search we 
have identified a significant conceptual overlap between digital repositories 
and digital libraries which was also really apparent through some of the 
definitions collected such as this one: 
A digital repository/library is collection of digital objects. It is either a local, 
institutional, or central (e.g. subject- or discipline-based) archive for 
depositing and providing access to digital contents. (Patra, 2008) 
Looking into more definitions we found that in some cases like in (Baker, 
2006) digital libraries were thought to contain the term digital repositories 
“An organizational entity that brings together a wide range of (academic) 
assets, including metadata, catalogues, primary source materials, learning 
objects, datasets, and digital repositories – in a structured and managed 
way”. Enhancing that notion, Tsakonas & Papatheodorou (2008) point out 
that “the term digital library is vast, covers many and different applications 
and has been used interchangeably for systems, like digitized collections, e-
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journals platforms, network databases, library websites, etc.” and (Cassella, 
2010) argues that “institutional repositories are some of the most innovative 
and creative components of digital libraries”. On the other hand, in other 
cases we saw that repositories were a more broad term, containing digital 
libraries (Zuccala et al., 2006) “examples of repositories are digital libraries, 
speciality repositories, institutional repositories, research data repositories 
and e-learning repositories”.  
In order to clearly identify if the term “digital library” is broader than the term 
“digital repository”, or vice versa or if they are just used interchangeably, we 
have to look closer at the literature. To this end, in Tables 2.2 and 2.3 the main 
definitions for digital libraries and digital repositories are presented.   
Authors Definitions of Digital Libraries 
Lynch, 1995 
Electronic information access system that offers the user a 
coherent view of an organized, selected, and managedbody of 
information 
Lesk, 1997 
A collection of information that is both digitised and organised, 




Organizations that provide the resources, including the specialized 
staff,to select, structure, offer intellectual access to, interpret, 
distribute, preserve the integrity of,and ensure the persistence 
over time of collections of digital works so that they are readily and 




A collection of digital objects (such as digital text, images, and 
videos) and a set of associated techniques and services that help to 
collect, organise, retrieve, and preserve those digital objects for a 
community of users 
William, 2001 
A managed collection of information, with associated services, 
where the information is stored in digital formats and accessible 
over a network. 
Xiao, 2003 
A distributed system that has the capability to store and effectively 
utilize various electronic documents, which may be conveniently 
accessed by end users via network  transmission 
Wang, 2003 
Digital information resources center containing multimedia 
information resources. A digital library exists by digitizing 
information, such as characters, videos, and audios, and providing 
users with quick and convenient information services via the 
internet, to deliver a digital information system in whichshare of 
resource is available 
Bhattacharya, 
2004 
Managed collections of digital objects, created or acquired 
according to the principles of collection development, in which 
information is stored and distributed in digital form with the 
associated value-added services necessary to allow users to 
retrieve and exploit the resources just as in a traditional library 
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Authors Definitions of Digital Libraries 
Gonçalves, et 
al., 2004 
Complex information systems built to address the information 
needs of specific target communities 
Saeed, 2006 
Not only a digitized collection with information management tools, 
it is also a series of activities that include collections, services, and 
people in support of the full life cycle of creation, dissemination, 
use, and preservation of data, information, and knowledge 
Fuhr et al., 
2007 
A particular kind of information system and consists of a set of 
components, typically a collection (or collections), a computer 
system offering diverse services on the collection (a technical 
infrastructure), people, and the environment (or usage), for which 
the system is built 
Shiri, 2008 
Multifaceted and complex information structures that offer a wide 
range and variety of information bearing objects. They vary in 
their content, subject matter, cultural characteristics, language etc. 
 Table 2.2: Various definitions of digital libraries 
Trying to sort out the definitions, we chose to present a list with the main 
characteristics of a digital library. So, according to the existing definitions, a 
digital library: 
 …contains digital objects grouped in collections, 
 …is organized and managed through tools,   
 …offers services on the content it hosts like collection management, 
organization, searching and preservation, 
 …provides specialized support from experts, 
 …serves communities of users, 
 …offers curatorial services on the digital content,  
 …may as well be distributed among different systems, 
 …hosts digital content from different domains, languages and types 
From this initial analysis, it seems that digital libraries are not that different 
from what is defined as a repository in related literature, apart from the fact 
that libraries are also concerned with managing the full life cycle of a digital 
object whereas something like this is not apparent in the case of digital 
repositories. To confirm or reject this notion, we also analysed the existing 
definitions on digital repositories.  
Authors Definitions of Digital Repositories 
Crow, 2002 
Institutional repositories are “digital collections that capture and 
preserve the intellectual output of a single or multi-university 
community” 
Chang, 2003 
A method for capturing, collecting, managing, disseminating, 
and preserving scholarly works created in digital form by the 
constituent members of an institution 
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Authors Definitions of Digital Repositories 
Lynch, 2003 
An organizational  commitment to the stewardship of . . . digital 
materials, including long term preservation where appropriate, 
as well as organization and access or  distribution 
Duncan, 2003 
The purpose of a digital repository is not only to store, catalog, 




Namuth et al., 
2005 
A system that manages the access to reusable learning content 
Benjelloun, 
2005 
A digital archive. It is used to amalgamate and diffuse the 
scholarly publishing produced by faculties, and institution’s 
research staff, in order to make it accessible to users within and 
outside the institution. 
The JORUM 
Team, 2006 
A system that “enables the storage, discovery and retrieval of 
metadata and/or electronic objects stored at a local or 
distributed level”  
Zuccala et al., 
2006 
A store where electronic data, databases or digital files have been 
deposited, usually with the intention of enabling their access or 
distribution over a network.  
Shreeves & 
Cragin, 2008 
A set of services and technologies that provide the means  to  
collect,  manage,  provide  access  to,  disseminate,  and  preserve  
digital  materials  produced  at  an  institution 
Aschenbrenner 
et al., 2010 
The persistent management of networks of files and their 
associated metadata is achieved by systems called digital 
repositories 
Yen et al., 2010 
And an open database that provides data storage, searching, 
delivery, and exchange functions. 
 Table 2.3: Various definitions of digital repositories 
Overall, from looking at the existing definitions, we found that a digital 
repository: 
 …supports the storage, discovery and retrieval of digital objects, 
 …fosters the sharing and reuse of the retrieved digital objects,  
 …supports the knowledge management needs of given communities, 
 …offers metadata management tools,  
 …supports long term preservation of digital objects, 
 …offers a set of services on the digital content hosted 
Looking at the main characteristics of both digital libraries and digital 
repositories as these were extracted from literature we see that no significant 
difference was located between the two terms. Both digital libraries and digital 
repositories offer added value services on the content, support communities of 
users and preserve the content hosted over its entire lifecycle. Two differences 
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that are pointed out, is the fact that repository definitions discussed metadata 
management explicitly whereas the definition of digital libraries often 
contained the notion of collections of digital objects but also the library staff 
as a focal part of the digital library.  
Before we propose the working definition of digital libraries and repositories, 
we also examined existing work on the attributes and characteristics of 
repositories and libraries to compare and contrast them. First of all, Rachel 
Heery and Sheila Anderson (2005) have shown that a digital repository is 
differentiated from other digital collections by the following characteristics: 
 Content is deposited in a repository, by the content creator, owner or a 
third party, 
 The repository architecture manages content as well as metadata, 
 The repository offers a minimum set of basic services (e.g. put, get, 
search, access control) and  
 The repository must be sustainable and trusted, well-supported and 
well-managed. 
On the other hand, Zhou (2005) argues that the unique characteristics of 
digital libraries include: 
 Mass storage of information resources, 
 Information resources in diversified media, 
 Network transmission of information resources, 
 Distributed information resources management, 
 Highly shared information resources, 
 Intelligent retrieval technologies; and 
 Information services without space and time limitations. 
Examining these two opinions and comparing them with our findings, we see 
that two differences exist between the definitions or characteristics of a 
“digital repository” and those of a “digital library”. The first difference is the 
fact that digital libraries are being researched and developed mainly from 
librarians and related professions, whereas digital repositories are developed 
and researched mainly from computer and information scientists. The second 
difference is that digital repositories seem to be more specific in the nature of 
the content they host, to serve specific communities on research fields or 
topics of interest, a fact that was also pointed out by Koenig and Mikeal 
(2010).  
To sum up, the present thesis will use the term digital repository as a common 
term in the remaining chapters that also reflects digital libraries. In addition, 
lots of the lessons and concepts that are introduced in the field of digital 
libraries are being transferred and discussed as possible solutions in the field 
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of digital repositories, based on the similarity of characteristics that was 
defined above. Our working definition of a digital repository/library is: 
A digital repository/library is the ecosystem of processes, metadata, people, 
services and tools that facilitate the storage, discovery, retrieval and 
preservation of digital objects for a given community of users.   
Metadata are an intricate part of the definition, purpose and function of any 
digital repository. Confirming our argument, Groenewald and Breytenbach 
(2011) state that any digital object does not have any meaning to a human 
being unless the content is described with descriptive, structural and technical 
(or administrative) metadata. 
2.2.3 Metadata and Related Issues 
This paragraph deals with the existing definitions of metadata that were 
identified during the literature review. The purpose of this paragraph is to 
provide the working definition of metadata used in this thesis and identify the 
main issues that were brought up by the literature review. Connecting with the 
previous paragraph, in this section we will examine how digital objects can be 
described with metadata to facilitate their use in different contexts by looking 
at related literature.  
Authors Definitions of Metadata 
Weibel 1995, 1997 
Structured data about data. Metadata are simply data 
about data or the contents of a surrogate record that 
characterize an object 
Dempsey et al., 1997 Data which describe attributes of resources 
Burnett, Ng, & Park, 
1999 
Data that characterizes source data, describes their 
relationships, and supports the discovery and effective 
use of source data 
Day, 2001 
Data about data, information about information, and are 
used to describe document contents and structure, and to 
provide information about accessibility, organization of 
data, relations among data items, and the properties of 
the corresponding data domains 
Greenberg, 2001 
Structured data about data that supports the discovery, 
use, authentication, an administration of information 
objects. 
Guinchard, 2002 
Data that records information about a resource in the 
library community 
Miller, 
1996; Steinacker et 
al., 2001; Taylor, 
2003; NISO, 2004; 
Sen, 2004 
Data about data or information about information” 
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Authors Definitions of Metadata 
Taylor, 2004 
Structured information that describes the attributes of 
information packages for the purposes of identification, 
discovery, and sometimes management 
Malaxa and Douglas, 
2005 
Structured data about data that is helpful to the efficient 
discovery and reuse of digital assets.  
Zhang & Dimitroff, 
2005 
Metadata provides an effective mechanism for describing 
and locating data that is relevant to a particular user. 
Nash, 2005  
Searchable information stored about an object to identify 
or explain it.  
Patra, 2008 
Information required to describe, organize and index 
digital material in ways that allow users to locate and 
browse it in useful ways. 
Cohen et al., 2011 
Descriptive information about the resource that describes 
the learning object and is critical for its sharing and 
reuse. 
Kovasevic et al., 2011 
Information that describes the characteristics of objects 
that are stored in digital repositories. 
Table 2.4: Various definitions of metadata  
Choosing a working definition for metadata is a straightforward task, as most 
authors agree on metadata being termed as “data about data”. Apart from 
that, authors seem to also discuss other aspects of metadata in their 
definitions, such as the structure behind them but also the fact that they 
characterize the digital object in a way that would allow someone to 
understand the content of the object itself just by looking at its metadata. In 
addition, definitions of metadata seem to take into account the functionalities 
that metadata support that is the description, organization, discovery, use and 
reuse of a digital object. In this sense, a working definition that will be used in 
the context of our work is the following: 
Metadata is structured data about data that reflect the latter faithfully. 
Metadata contribute to the description and organization of the data which 
ultimately leads to their efficient discovery, use and reuse. 
Apart from the definitions presented, the literature review brought up some 
important issues about metadata that are discussed below, enhancing the 
background of this thesis and providing some useful insights that guided the 
experiments planned. 
2.2.3.1 Metadata in Context 
As Lagoze (2000) pointed out, the notion of “metadata” is not absolute but 
relative: it is only really meaningful in a context that makes clear what the 
data itself is.  In the wider context of digital repositories, the use of metadata 
has been recognized as a crucial component for discovering and sharing 
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information resources in a networked information environment (Beall, 2005). 
For example, given a collection of bibliographic information, metadata might 
comprise information about each bibliographic item, such as who compiled it 
and when.  
In addition, the significance of metadata for digital resources is acknowledged 
in a number of different applications. More specifically, in the educational 
context, a number of authors (Besser, 1999; Singh, 2000; Yordanova, 2007; 
Cohen et al., 2011) argue that metadata of learning resources is crucial. The 
use of metadata in an educational context is extensively researched (Sutton, 
1999; GESTALT, 1999; Recker and Wiley, 2001; ETB, 2002; Dron et al., 2002; 
EQO, 2004). Educational metadata are deployed to describe learning objects 
used in various domains such as Ceramics (Patra, 2008), Architecture 
(Vuorikari et al., 2010) and Medicine (Nikolaidou et al., 2005).  
On the other hand, focusing on research and science, we see that digital 
repositories introduced in the scientific domain provide publications and 
information collected, but also sets or collections of primary data (Lyon, 
2006). These traditional library competencies will play an important role in 
successful e-Science-based research (Osswald, 2008). Some cases where 
digital repositories containing digital objects for science and research 
described with metadata are the following: 
 Oceanographic data (Han, 2001).  
 Statistical data and reports (Yamada, 2004) 
 Geospatial data (Devillerset al., 2002; Wayne, 2004; IVOA, 2004; 
INSPIRE, 2005) 
 Geographical and marine data sets (Beard, 1996; NDN, 2004) 
 Medical resources and ontologies (Shon and Musen, 1999; MedCIRCLE  
Workshop, 2002; Supekaret al., 2004; Supekar, 2005) 
Apart from educational and research/scientific applications, description of 
cultural heritage materials using metadata is also widely researched (Attig et 
al., 2004; Research Libraries Group, 1999; Visual Resources Association, 
2003; Weibel and Miller, 1997; Yoon & Kim, 2000). Numerous digital 
archives programs in museums are conducted worldwide to preserve and 
sustain mankind’s cultural heritage. Such programs aim to preserve cultural 
heritage and collections; popularize fine cultural landmarks; and encourage 
information/knowledge sharing. They are considered as  the prerequisite and 
foundation for developing digital museums from which a museum’s 
conventional functions can be extended and developed through information 
technologies (MacDonald, 2000; Alonzo, 2001; Chen, 2003; Shindoet al., 
2003; Hemminger, 2004; Mei, 2004, Fan et al., 2008; Hsu et al., 2006).  
[47] 
 
Examining the different applications of metadata retrieved in literature, we 
identified three broader cases on which metadata can be applied, that is 
education, research/science and culture. To this direction, this thesis will 
examine metadata quality in the cases of three different collections of digital 
objects, namely an educational collection, a research/scientific collection and 
a cultural collection.  
2.2.3.2 Issues for Metadata Creation 
Who Provides Metadata 
A significant issue that was identified in the literature review was the 
background and skills of individuals that provide metadata. In the origins of 
cataloguing practice, people that provided metadata were metadata or 
information experts that received specific training on the topic. Nevertheless, 
with the introduction of digital repositories that serve specific domains which 
demand specialized knowledge on a variety of issues, this paradigm has 
shifted. These days, professional metadata creators (metadata experts) and 
resource authors (or domain experts) represent two distinct groups of 
metadata creators. Metadata professionals, such as catalogers and indexers, 
are people who have had formal training and are proficient in the use of 
metadata standards. Although researchers have noted problems with inter-
indexer consistency (Chan 1989), we see that professionals and experts of 
each domain, generally produce high quality metadata (Weinheimer, 2000; 
Greenberg et al., 2001). 
Although in the early days of digital libraries, metadata creation was managed 
by trained professionals, due to the large number of objects that must be 
tagged with metadata, people who are not metadata experts are becoming 
involved in the metadata authoring process. These people can be apart from 
professional metadata creators or technical metadata creators, also domain 
experts, and/or community/subject enthusiasts (Zschocke & Beniest, 2011). 
This is based on the fact that creators have intimate knowledge of their 
creations, whereas indexers and catalogers can assist them with knowledge of 
metadata schemas and classification systems (Greenberg, 2002). In many 
cases, domain experts are the individuals responsible for the creation or 
metadata annotation of the digital resources hosted in digital repositories. 
Researchers regularly produce abstracts, keywords and other types of 
metadata for their scientific and scholarly publications. Visual artists, another 
class of authors, generally sign and date their works (Greenberg et al., 2001). 
This notion is enhanced by Barker and Ryan (2005) that found that several 
metadata elements caused some difficulties to metadata experts given the 
catalogers were not the creators of the resources being tagged. In particular, 
the technical requirements and domain specific elements such as the 
educational description required specialist knowledge and care in maintaining 
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consistency between entries from different catalogers. As (Zhang & Dimitroff, 
2005) points out, metadata development requires substantial cooperation and 
collaboration across different potential user groups. In addition, Trigget et al. 
(1999) and Crystal & Greenberg (2005) indicate that having metadata experts 
create metadata and domain experts use them may create a significant 
disparity between ideal metadata elements for a specific domain and actually 
recorded metadata (Lubas et al., 2004). As Parsons et al., (2011) point out, 
collaboration between data managers and data creators increases the 
ecosystem transactions and balance of communication and has broad, positive 
repercussions. At one level, this sort of collaboration can improve data and 
metadata completeness.  In short, both theory and practice suggest that 
metadata is best generated through collaboration between the subject-
knowledge holders (termed here as domain experts) and information 
specialists (termed here as metadata experts). This makes the data more 
useful within and without specialist communities. Drawing from this, our 
experiments that are described in the main part of this thesis include both 
metadata experts and domain experts in the processes set up to ensure 
metadata quality.  
Metadata generation from domain experts is not the only case retrieved in 
literature. A significant strand of research is focusing on the social metadata, 
that is metadata in the form of tags and annotations that are provided from 
communities that use the actual digital content (Monge et al., 2008; Goh et 
al., 2009; Ding et al., 2009). Focusing on this strand of research is not within 
the scope of this thesis although it would be an interesting future direction. 
Already, efforts have been made to incorporate user-contributed metadata 
into library catalogues (Chua & Goh, 2010).  For example, several libraries 
have started making use of metadata  from LibraryThing 
(www.librarything.com) as well as other social features (including tagging, 
list-making, annotation, ratings and reviews) and having them available using 
interesting and dynamic interfaces (e.g. tag cloud) (LibraryThing, 2010; 
National Archives, 2010). Another term for social metadata, implying a more 
structured approach to metadata creation from non-experts, comes with the 
term “Content Curation Communities”. Content curation communities are 
distributed communities of volunteers who work together to curate data from 
disparate resources into coherent, validated, and oftentimes freely available 
repositories. Content curation communities helped to develop resources on 
drug discovery (Li, Cheng, Wang, & Bryant, 2010), worm habitats or bird 
migration (Sullivan et al., 2009), astronomic shifts (Raddick et al., 2007), and 
language (Hughes, 2005).  
Overall, (Lampert & Chung, 2011) statement covers our appreciation of social 
metadata, “though it is unlikely that users will ever contribute the necessary 
quality and quantity required for complete digital collections metadata, 
experiments in user tagging and folksonomies have shown that this is a very 
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compelling area for exploration”. For the purpose of this thesis, only the 
domain experts are included in the metadata annotation of digital objects to 
allow for a focused study on the requirements of this user group on metadata 
related processes and the overall metadata quality.  
Another strand of researchers deals with metadata that are created 
automatically, by means of special software programs. The position of this 
thesis is that although this concept holds great promise, this process can lead 
to errors in the metadata and to failed searches because metadata creation 
generally needs human intervention to be successful. Similarly to the case of 
social metadata, we feel that automated metadata is an interesting prospect to 
consider but always in connection to human annotation as a means to control 
metadata quality that come out of such systems. As Beall (2006) points out, 
even the most sophisticated computer program might not be able to 
differentiate among locks (hydraulic engineering) or locks (hardware) or locks 
of hair, air locks, etc., or among authors with similar names. In addition, as 
Malaxa & Douglas (2005) points out, discovery and reuse of digital assets, 
particularly non-textual assets such as images and videos dictate annotation 
through human-created metadata. Previous studies show that automatic 
generation of metadata provides acceptable performance (Liddyet al., 2002; 
Han et al., 2003; Peng and McCallum, 2004; Takasu, 2003) but in spite of 
that, researchers generally conclude that the best results are achieved by 
integrating automated and manual methods (Schwartz, 2001).  
An example of the combination of the aforementioned approaches to 
metadata annotation is presented in Stefaner et al., (2007) that presents the 
MACE repository that contains learning resources for architecture. More 
specifically, the MACE system relies on three ways to enrich learning resource 
metadata and to create relations among the resources. Each learning resource 
is classified through a number of architecture experts (domain expert 
metadata). Using automatic entity recognition, names of buildings and 
architects are identified in learning resource descriptions (automated 
metadata). Last but not least, user community tools are deployed (social 
metadata). 
Metadata Guides 
Although metadata experts have the skills and material needed to effectively 
annotate resources with metadata, the same thing does not apply to domain 
experts. Those individuals must also be provided with effective just-in-time 
support (Malaxa & Douglas, 2005; Chen et al., 2002). As Cassella (2010) 
points out, ongoing staff training is an essential prerequisite to building a 
successful repository and to assessing the repository’s potential for growth 
and development. Zhang & Dimitroff (2005) argue that the effect of metadata 
cannot be maximized until people understand the domain clearly, interpret it 
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in the context of metadata correctly, and comprehend the behavior of 
metadata elements fully. 
Researchers, serious collectors of information and even users of information 
should know what metadata guidelines to use for capture, management, 
storage and/or preservation of digital objects (Paradigm Project, 2005-2007). 
Programs that foster the development of digital repositories for archives, 
libraries and museums in the USA, provide training in digital imaging and 
metadata standards, access to scanning equipment, and software tools that 
streamline the creation of metadata records (Middleton, 2005). Adopting 
good practice at the outset of a document is advised in a number of studies as 
a way to increase the longevity of the digital content (Groenewald & 
Breytenbach, 2011; Külcü & Külcü, 2010; Lubas et al., 2004; Friesen, 2002). 
Drawing from these findings, the deployment of metadata guidelines in all 
three cases examined in this thesis is also undertaken to facilitate metadata 
annotators in their tasks. 
2.2.3.3 Community Driven Metadata 
There are numerous studies that have pointed out the need to take into 
account input coming from domain experts of the application domain when 
developing a metadata application profile (Chen et al., 2002). In this way, 
domain experts are not only becoming the authors of metadata as it was 
discussed before but also participate in shaping the metadata used within the 
deployed collections or digital objects. To this end, the task of using any 
metadata schema in a project or indexing task is a complex, resource-intensive 
undertaking. It requires elements to be chosen, interpreted, used, and then 
possibly reinterpreted by each group or individual collecting or developing 
resources. Varying implementations of this element set, moreover, threaten to 
create problems for the effective searching and exchange of metadata records 
between projects and jurisdictions (Friesen et al., 2002).  
In most of the applications of metadata mentioned previously, literature 
describes the way in which metadata have to be customized to fit the purpose 
of a specific community of users/practitioners. Apart from realizing the need 
to use metadata to manage the massive scale of digital collections effectively, 
establishing a metadata model and application profile is a fundamental part of 
any digital repository project (Patra, 2008). In addition, involving the domain 
experts in this process is a key decision that can also ensure the usage of the 
digital repository developed. As Choo (2002) pointed out, knowledge creation 
is everyone’s concern, and not the responsibility of a specialized few. Adding 
to this, Bainbridge et al. (2003) pointed out that digital library systems have 
the potential to empower users, not just librarians, to conceive, assemble, 
build and disseminate new information collections. 
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Already, there are cases where the domain experts are offering their input to 
the metadata application profile development. In the work carried out by 
Sreenivasulu (2000) initial meetings were held with the different departments 
of a university that would be served through a digital repository project. As it 
turned out, different disciplines had very different metadata requirements and 
it became very clear that the departments would have their own views of what 
and how they wanted to use the services provided. The authors reflected that 
part of the success of the repository has their ability to be responsive to these 
differences. An example of such “requirements” comes from Chu et al., (2010) 
where a digital repository for chemistry was developed. In this case, the 
following type of information (metadata) was deemed essential: Certain 
details of the crystal structure data space group, authors, institution, quality 
indicators, color of the crystal, keywords, what kind of compound it is, organic 
or inorganic, organometallic compound. 
This part of the literature review, guided our decision to involve domain 
experts in the first stages of metadata application profile development, taking 
into account their requirements and structuring the application profile 
accordingly.  
2.2.3.4 Metadata Application Profiles 
Metadata schemas (or metadata models) are sets of metadata elements 
designed for a specific purpose, such as describing a particular type of 
resource (NISO, 2004). The definition or meaning of the elements themselves 
is known as the semantics of the schema. The values given to metadata 
elements are the content. Metadata schemas generally specify names of 
elements and their semantics. Optionally, they may specify content rules for 
how content must be formulated (for example, how to identify the title), 
representation rules for content (for example, capitalization rules), and 
allowable content rules (for example, terms must be used from a specified 
controlled vocabulary). There may be also syntax rules for how the elements 
and their content should be encoded.  
In order to facilitate the reusability of metadata in different applications, as 
well as the interoperability between different systems that use metadata to 
describe the same type of resources, several metadata specifications have been 
developed. Specifications can be said to represent standards early in their 
development, prior to receiving approval from standards bodies, and they 
tend to be experimental, incomplete and more rapidly evolving (Farance, 
1999). 
When a specification is widely recognized and adopted by some 
standardization organization (such as ISO), it then becomes a metadata 
standard. Standards can be defined as documented agreements containing 
[52] 
 
technical specifications or other precise criteria to be used consistently as 
rules, guidelines, or definitions of characteristics, to ensure that materials, 
products, processes and services are fit for their purpose (Bryden, 2003). As 
Slaton & Abbate (2001) state, the adoption of standards may simplify some 
aspects of a system while creating a demand for more skilled labor elsewhere. 
This is true for metadata as well, since the deployment of standards has 
created a series of requirements for the usage of metadata in practice, as the 
creation of guiding documents and consequently the training of metadata 
annotators. This need was also identified from related literature as Lindner 
(2001) states that promotion of learning technology standards should take 
high priority and urgency, and the action should start with easy access to 
information on standards activities by repositories, explanatory documents, 
and translations (Cebeci & Erdogan, 2005).  
But standards alone are not the answer in addressing the need for structured 
and well-defined metadata as there is no one all-encompassing metadata 
standard to be used in all applications. Rather, there are various metadata 
standards or specifications that can be adapted or “profiled” to meet 
community context-specific needs (Kraan, 2003). This conclusion has led to 
the emergence of the application profile concept. Roberts (2003) defines an 
application profile as a customization of a metadata standard or specification 
to meet the needs of a particular community of implementers with common 
needs and requirements. For Duval et al. (2002), the purpose of an 
application profile is to adapt or combine existing standards or specifications 
into a package that is tailored to the functional requirements of a particular 
application, while retaining interoperability with the original base schemas. 
An example is the work of Guinchard (2002), which provides input for the 
development of DC application profiles in libraries (Tambouris et al., 2007). 
Although application profiling and contextualization of metadata seems the 
way to go, metadata experts are divided in two opposing movements related to 
metadata usage. On one side are the minimalists, who contend that metadata 
should be a very simple set of only a few elements so that it is equally useful 
across domains and resource types (Campbell, 2002; Lagoze, 2001). 
Proponents of this type of simple metadata argue that when metadata 
standards become more narrowly defined, the risk of lower element usage 
from users is higher. On the other side of this debate, those in favor of stricter 
standards and more complex element sets argue that in order for digital 
objects to be retrieved easier and used as they are supposed to, the metadata 
elements must be consistent (Chepesuik, 1999; Sokvitne, 2000; Tennant, 
2004). 
Standards and their application profiles have shown great promise and results 
during their deployment, but still some of the problems initially identified 
related to their application, have not been resolved. More specifically, as a 
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number of authors stated, a key problem with metadata is with interpretation 
of the words used (Hiddink, 2001; Rada, 1995a; Rada, 2001; Tate & Hoshek, 
2009). Different developers interpret words differently and, therefore, when 
searching for the object it may not come under the same word. Through this 
argument, the need for guidelines and corresponding training for metadata 
annotators becomes even clearer. 
2.2.3.5 Types of Metadata 
Researchers on the field of metadata have identified different classes (or 
types) of metadata in order to provide a more concrete definition for this 
concept. Lagoze, Lynch, and Daniel (1996) provide one of the more extensive 
analyses in this area by identifying seven types of metadata:  
1. Identification/description,  
2. Terms and conditions,  
3. Administrative data,  
4. Content ratings,  
5. Provenance,  
6. Linkage/relationship data,  
7. Structural data 
Gilliland-Swetland (2000) offers a taxonomy of five types of metadata:  
1. Administrative metadata,  
2. Descriptive metadata,  
3. Preservation metadata,  
4. Technical metadata,  
5. Use metadata 
In her discussion of metadata for cultural resources, and Besser (1999) notes 
six types of image metadata which are comparable to Gilliland-Swetland’s 
groupings:  
1. Descriptive metadata,  
2. Discovery and retrieval metadata,  
3. Structural metadata,  
4. Administrative metadata,  
5. Intellectual metadata,  
6. Other metadata 
The examples presented here and other metadata classifications reveal a 
number of similarities in labels used. The distinction among different types of 
metadata is, however, not absolute (Making of America, 1998), because a 
single metadata element can support functions that fall into more than one 
class. For example, location metadata, such as a URL or a shelf location 
number for a physical image, is a “multifunctional element” because it 
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facilitates object discovery (retrieval), object use (networked or physical 
access), and assists with administrative activities (record-keeping), 
(Greenberg, 2001). 
The categorization of metadata elements in different classes is provided here 
to allow for a better understanding of the functions that each different 
metadata element fulfills within a metadata schema, metadata standard or 
application profile. Developing a concrete categorization of metadata elements 
is not within the scope of this thesis.   
2.2.3.6 Beyond Cataloguing 
Building upon the functionalities of metadata discussed in the previous 
paragraph, we focus on the importance of metadata in terms of the 
preservation of the digital objects they describe. As Day (1998) pointed out, 
there is a growing awareness that metadata has an important role in digital 
resource management, including preservation. To that end the effort or cost of 
preservation metadata today can be considered negligible compared with cost 
associated with a catastrophic loss of digital material in the future that might 
have been mitigated had preservation metadata been available. According to 
Lee (2001) cataloguing is one of the most crucial aspects of any digital 
repository project. Without cataloguing and metadata, digitizers will have lost 
an invaluable opportunity to record technical information that could prove 
essential in the future. Enhancing this notion, (Anido et al., 2003; Cebeci & 
Erdogan, 2005; Anido et al., 2002) argue that the lack of information about 
the properties, location or availability of a resource could make it unusable. 
This situation is even more crucial in an open, unstructured environment like 
the Internet. To achieve long term preservation of digital objects, complex 
metadata is needed to ensure that the provenance of each set of data is fully 
understood. Adding to this notion, Namuth et al., (2005) point out that in 
order for repositories to be sustainable, the individual learning objects of 
which they are comprised should carry certain characteristics which facilitate 
longevity. Overall, it becomes clear that there is a need for continuous 
curation of metadata throughout its lifecycle (Brophy, 2008). To this end, this 
thesis will analyze the quality assurance mechanisms that can be put in place 
to ensure that metadata are curated and enhanced throughout the lifecycle of 
a digital repository.  
2.2.3.7 Metadata Cost 
Gathering from the discussion carried out so far, we can say with certainty 
that metadata are an intricate part of the digital object discussion. Within this 
discussion, the involvement of domain experts in the metadata definition and 
creation process is advised. The effort vested in the definition of metadata 
application profiles but more importantly in the creation of metadata records, 
always comes with a cost in time and therefore in money. It is evident that the 
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more metadata an object has the easier it will be to locate it through 
searching. On the other hand, the more metadata mean bigger effort from the 
human annotators and therefore higher costs. The creation of metadata is a 
task requiring major labor and financial cost and, most important, the 
involvement of knowledgeable and experienced people (Liddy et al., 2002; 
Barton, Currier, & Hey, 2003).  
A number of studies demonstrate that entering complex metadata efficiently, 
accurately, and consistently can be confusing, costly, time consuming and 
error prone (South and Monson, 2000; Greer, 2002; Kunze, Brase, & Nejdl, 
2002; Marshall, 1998). Despite that, we have showcased that only through 
complex and domain specific metadata will the digital repositories deployed 
offer added-value services to their users, fulfilling their Raison d'être, which is 
to offer access and discoverability to digital objects that are highly specialized 
and unique.  
Pointing out the cost and time needed to annotate resources, Crystal and Land 
(2003), point out that it would take about 60 employee-years to create 
metadata for one million documents (Kovacevic et al., 2011). According to a 
study by Reerink (2003), the cost of metadata creation accounts for 30% of 
the total cost of a digitization process, indicating its significance in our 
discussion as well. One of the main challenges for human-created metadata 
noted in the literature is the potentially high cost of production in terms of 
human effort, time, money, and the errors and inconsistency that occur 
(Geisler, McArthur, & McClelland, 2002; Marshall, 1998). In this sense the 
overhead involved in creating and managing metadata is a potential barrier to 
the successful use of metadata to facilitate reuse and sharing (Malaxa & 
Douglas, 2005).  
Looking at relevant literature we were able to locate only a handful of a 
systematic documentation of the effort vested in creating metadata for digital 
objects. Some examples were found in the field of digital libraries but their 
generalization was not easy mainly because of the specific nature of the case 
studies examined in this thesis. Despite that, discussion on these is essential 
to begin to understand the costs involved in metadata annotation of digital 
objects.  
In Willer et al., (2008), the costs associated for populating the National and 
University Library of Croatia with 385 digital objects was discussed. The main 
findings of this paper are summarized below: 
 Cataloguing of the digital objects, which accounted for adding metadata 
to them, took up 4.334 minutes (72 h) which was 33% of the entire time 
that was vested in all four processes (Identification, Selection, 
Cataloguing & Archiving),  
[56] 
 
 The cataloguing process for one digital object demanded 55 minutes 
per record, 
 The cataloguing process for one non-digital object, demanded 45 
minutes per record, 
 Updating an existing metadata record, demanded 21 minutes per 
record 
Phillips (2005) carried out a similar study covering 937 objects that were 
archived in the National Library of Australia. In his study, the average time 
needed to catalog one object was 81 minutes amounting to 18% of the total 
time needed for the corresponding processes that Willer et al., (2008) also 
discussed. This aspect of our literature review offered really useful insights in 
the costs associated with creating metadata for a set of digital objects. To this 
end, we will also incorporate the cost discussion in the experiment carried out 
within this thesis and we will discuss alternatives to lowering metadata costs, 
like automated metadata mechanisms and social metadata or content curation 
communities.  
2.2.4 Quality of Metadata 
We have already defined the concept of a digital object and the concept of 
digital repositories that host them. We also defined metadata and discussed a 
series of aspects related to their development in various contexts. This 
paragraph will focus the discussion on the quality of metadata as an absolute 
measure of how well digital repositories perform in one of their fundamental 
functions, which is the discoverability of digital objects.  
Before defining quality of metadata, it is essential to clarify the title of this 
paragraph. As Subirats et al., (2008) pointed out, two quality-related topics 
can be identified in the field of metadata: “quality of metadata” and “quality in 
metadata.” The first topic concerns finding ways to evaluate and ensure the 
quality of the metadata itself which is the objective of this thesis as well (Duval 
et al., 2002; Currier et al., 2004; Hillman et al., 2004; Sicilia et al., 2005; 
Robertson, 2005). The second topic refers to the usage of metadata to 
represent information, such as the quality assurance process for a digital 
resource or results from its evaluation which is a topic heavily researched that 
will be discussed briefly but overall it is considered to be outside the aim of 
this thesis. 
To narrow on the definition of quality of metadata, it is needed to start 
defining quality from a more abstract level, focusing on the specific domain 
that is examined in this thesis. According to Merriam-Webster’s Online 
Dictionary (2009), the meaning of quality is defined as “a degree of 
excellence” (Babalhavaeji et al., 2010). Donaldson (1994) states that “quality 
does not lend itself to easy or precise definition, but there is general 
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agreement that the quality of any activity should be assessed in relation to its 
purpose” (Babalhavaeji et al., 2010). This statement is aligned with Juran’s 
(1989) standpoint that quality is defined as “fitness for purpose”.  Other 
definitions like “meeting or exceeding customer expectations” or “satisfying 
the needs and preferences of its users” (McClave & Benson, 1992; Evans & 
Lindsay, 2005) put more emphasis on user needs as drivers of quality. 
Pawlowski (2007) offers a definition of quality that involves the internal 
processes that have to take place within an organization, arguing that “quality 
is appropriately meeting the stakeholders’ objectives and needs which is the 
result of a transparent, participatory negotiation process within an 
organization”. 
The definition of quality at a generic level that will be considered in this thesis 
is the ISO 9000 definition for quality as “The totality of features and 
characteristics of a product, process or service that bears on its ability to 
satisfy stated or implicit needs” (ISO, 2005). 
To pin point the exact definition of quality of metadata, we will look into a 
series of definitions that were retrieved from literature, discussing data 
quality, information quality and metadata quality as we have found that these 
terms are in some cases used interchangeably to talk about an overarching 
concept which is the quality of data or information provided by individuals in 
a given situation. Table 2.5 provides the main definitions that were collected.  
Authors Definitions of Data, Information  & Metadata Quality 
Marschak, 
1971 





Information or data quality can be defined as data that are fit for 




Quality of mapping between a real world state and an information 
system state 
Taylor, 1998 
The value or worth the information has in relation to the purposes 
at hand 
Eppler, 2003 
The degree to which the information at hand either meets the 
requirements of the particular activity in which the user is engaged 




Totality of features and characteristics of a product or service that 
bear on the library’s ability to satisfy stated or implied needs. 
Pawlowski, 
2007 
Appropriately meeting the stakeholders’ objectives and needs 
which is the result of a transparent, participatory negotiation 
process within an organization’ 
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Authors Definitions of Data, Information  & Metadata Quality 
Hilligoss and 
Rieh, 2008 
Subjective judgment of goodness and usefulness of information 
Table 2.5: Various definitions of metadata quality 
We see that data or metadata quality is a notion that is not adequately defined 
within the existing literature. Overall, it seems that the notion of quality in 
general, is closely connected to the satisfaction of users or consumers of data 
through a set of services offered. It seems that in order to get a clearer and 
more precise definition of metadata quality, we have to focus more, taking 
into account the domains of application. Nevertheless, for a generic definition 
of quality of data, we will build upon the definition provided by ISO (2005) to 
argue that metadata quality is: 
The totality of features and characteristics of metadata that bears on its 
ability to satisfy stated or implicit needs. 
The need to look quality in context is confirmed by the statements from 
Vlasceanu et al. (2007) that argued that quality means different things to 
different people but also from Cullen & Chawner (2010) that argued that 
quality has no single accepted definition because it has multiple perspectives 
and has been defined differently under different conditions. As stated in a 
number of studies, the usefulness and quality of metadata, is contextual and 
dynamic (Taylor, 1986; Jörgensen, 1995b; Strong et al., 1997; Greenberg, 
2001b; Stvilia & Gasser, 2008; Stvilia et al., 2007). With changes in domain 
culture, activity systems, knowledge and technology, and user expectations, 
the quality of these systems can quickly become outdated and require regular 
intensive maintenance and upkeep. Keeping this in mind, we consider that 
generating a definition of metadata quality would not be of any use as opposed 
to looking at cases of quality in different fields that can guide the development 
of metadata quality assurance processes.  
2.2.4.1 Digital Objects and Metadata Quality  
As mentioned before, assessing quality of digital objects is a difficult and 
complex task that often revolve around multiple and different aspects that 
must be observed in each context. For instance, in the context of digital 
libraries, Custard and Sumner (2005) claim that concerns about quality are 
mainly related to issues of:  
1) Accuracy of content,  
2) Appropriateness to intended audience,  
3) Effective design, and  
4) Completeness of metadata documentation 
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In the specific field of learning multimedia resources, the so far most 
recognized instrument for quantitatively measuring quality, the Learning 
Object Review Instrument (LORI) (Nesbit et al., 2003), approaches quality 
from nine different dimensions:  
1) Content quality,  
2) Learning goal alignment,  
3) Feedback and adaptation 
4) Motivation,  
5) Presentation design,  
6) Interaction usability, 
7) Accessibility,  
8) Reusability, and  
9) Standards compliance. 
We notice that in the case of the most widely used quality instrument (LORI) 
in the field of digital resources for education, there is no direct reference to 
metadata. The closest reference to metadata is the ninth dimension that is the 
“Standards compliance” which we feel is not adequate to capture the essence 
of metadata quality.  
Metadata are not considered a focal point of the aforementioned approaches 
for automatically measuring quality as it also happened more than once in the 
relevant literature (Krauss & Ally, 2005; Buzzetto-More & Pinhey, 2006; 
Maceviciute & Wilson, 2008; Sanz-Rodríguez et al., 2010). Nevertheless we 
see that specific dimensions that are measured and characterize quality 
(“Appropriateness to intended audience”, “Presentation Design”, 
“Accessibility” and “Reusability”) depend on the existence and availability of 
metadata attached to the objects, or on measures of popularity about the 
objects that are obtained only when the resource is publicly available after a 
certain period of time (Cechinel et al., 2011).  
In addition, most quality approaches (targeting either digital objects or 
metadata or both) face problems of scalability since that, as the number of 
objects or records increases, it becomes impossible to provide evaluative 
metadata for every single object. Such situation leaves many objects of the 
repositories without any measure of quality at all. A recent study (Cechinel & 
Sánchez-Alonso, 2011) has shown that in MERLOT, from the total amount of 
digital objects available, approximately 12% were rated by users or peer 
reviewers, and only 3% presented at least one peer-review and one user rating 
at the same time. As pointed out in the case of costs associated with digital 
object cataloguing, costs for digital object or metadata quality are not scalable 
as well. To this direction, efforts have to be made to automate the process in 
the extent possible so that the biggest possible number of digital objects and 
metadata records are quality certified.  
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2.2.4.2 Why do we need quality of metadata? 
S.R. Ranganathan is a well-known systematic thinker that made immense 
contributions to librarianship with his “five laws of library science” 
(Ranganathan, 1931). The fourth law, “save the time of the reader,” gets at the 
core of library operations and points out the need for mediating tools like 
indexes, taxonomies, classifications, library catalogs, and metadata. The 
importance of metadata quality cannot be overstated. According to Guy, 
Powell, and Day (2004) there is an increasing realization that the metadata 
creation process is key to the establishment of a successful digital repository. 
Robertson (2005) enhanced the previous argument by stating that the need to 
support the development of quality metadata is perhaps one of the most 
important roles for professionals working in the field of digital libraries.  
Thousands of digital resources are published online every day, and their 
quality control, assurance and evaluation are of paramount importance for 
potential users. Furthermore, since the properties of digital resources are 
reflected in their metadata, quality should also be of primary importance in 
the agenda of metadata research (Glover et al., 2001). As stated by Subirats et 
al., (2008), content description through quality metadata creation and use of 
standard terminologies is the basis of efficient content management as well as 
the development of value-added services on top of digital repositories.  
A series of arguments that were retrieved through the literature review to 
support the need for quality of metadata are the following:  
 Poor quality metadata can mean that a resource is essentially invisible 
within a repository and remains unused (Barton et al., 2003), 
 Since the properties of digital resources are reflected in their metadata, 
quality should also be of primary importance in the agenda of metadata 
research (Subirats et al., 2008), 
 Poor data quality can be harmful to an information system, having an 
adverse effect on decision making processes of end-users who depend 
on these systems and well-managed quality metadata 
(Shankaranarayanan et al., 2003), 
 There is a concern that the abundance of information presented will 
lead to time wasted in search of information and difficulty in the 
absence of appropriate tools for evaluating the quality and reliability of 
the information and its management (Taibi et al., 2005),  
 High quality metadata ensure accurate and complete access to digital 
resources and enable end-users to easily find and retrieve the resources 
they require (Shankaranarayanan & Even, 2006). 
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 The level of description in learning objects annotation is often 
deficient: most metadata elements are either never or rarely used by 
annotators (Sánchez-Alonso, 2009), 
 For consumers of data it is critical that they can make informed 
judgments about the quality of data for a particular application in a 
specific context (Zschocke & Beniest, 2011),   
 Both the benefit and the acceptance of information systems depend 
heavily on the quality of data provided by these systems (Ballou & Tayi, 
1999; Wang & Wang, 2009) 
Adding to the last argument, a series of studies have indicated the need for 
control and quality assurance of metadata that describe various digital 
resources, when sharing knowledge (Stephens, 2004; Sturdy, 2001), 
conducting business on-line (Manouselis and Costopoulou, 2006), making 
available scientific research outputs (Schweik et al., 2005; Thomson et al., 
2003), offering learning resources in education (Currier et al., 2004) or using 
the semantic web in general (Greenberg et al., 2003; Sicilia, 2006). The scope 
of the different applications that are affected by low quality of metadata covers 
also the cases that we examine within this thesis (education, research and 
culture).  
Taking into account all of the above, digital repositories that maintain 
institutional or disciplinary digital objects, have to decide whether they will 
apply quality control to metadata. Weighting their decisions, they will have to 
balance the benefits of having authors create metadata and the difficulties of 
requiring or encouraging authors to adhere to standard practices or metadata 
creation tools that impose restraints on data input (Ranganathan, 1931). 
2.2.4.3 Quality of Digital Repositories 
The field of research that focuses on the assessment of digital repositories 
presents a number of metrics used to assess digital repositories performance 
and success. Westell (2006) suggests eight factors of success selected for the 
evaluation of Canadian digital repositories. Six  measures  are  internal  
factors:  mandate,  integration  with  planning, funding model, measurement, 
promotion, and preservation strategy, while  two  measures  are  external:  
relationship  with  digitization  centers and  interoperability. Thibodeau 
(2007) proposes a more general framework for the evaluation of digital 
repositories including five dimensions: service, orientation, coverage, 
collaboration and state. Within each dimension Thibodeau poses questions to 
help managers of digital repositories to assess success. Swan (2007) 
recommends a quality framework based on four domains: content 
recruitment, user awareness and involvement, workflow practices, and 
financial discipline. Xia and Sun (Xia & Sun, 2007) suggest following 
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measures: number of deposits, availability of full text, cost per deposit, usage 
assessment. Xia and Sun also stress the importance for digital repositories’ 
evaluation of factors such as authors’ attitude, information on depositor, 
usage assessment and interoperability.  
These studies are only a sample of the ones identified that focus on 
pinpointing quality for digital repositories. Nevertheless, despite the quantity 
of studies, quite few of them take into account metadata quality as a decisive 
factor on the overall quality of the digital repositories. Usually, metadata 
quality is examined in isolation, not within the context of a generic quality 
framework as the following studies have indicated. In the context of this thesis 
we will present data that reinforce our proposal that metadata quality is an 
integral part of any digital repository project and a critical success factor.  
2.2.4.4 Dimensions, Metrics and Indicators of Quality 
In  a  time  of  financial  crisis  the  need  to  assess  digital repositories’ success  
by  adopting  valid,  appropriate  and  relevant  performance indicators has 
become  stringent (Cassella, 2010). As Armstrong (1995) pointed out, in an 
industry that is essentially a service, and whose primary currency is intangible 
information, “quality is not only difficult to define; it is difficult to quantify”. 
To quantify quality we need to discuss about indicators, dimensions and 
metrics of quality. The first step is to clearly define those to avoid confusion. A 
data Quality Dimension is an aspect or feature of information and a way to 
classify information and data quality needs (McGilvray, 2008). A Quality 
Metric describes what is being measured and how it will be measured during 
the quality assurance processes deployed (Heldman & Mangano, 2009). 
Quality Indicators are statistical measures that give an indication of output 
quality. However, some quality indicators can also give an indication of 
process quality (ESS Quality Glossary, 2010). This shows that quality 
indicators are the quantitative way to express quality metrics. Overall, we 
consider the term “Quality Dimension” as a series of aspects related to data 
quality that we want to examine and “Quality Metrics” as the specific 
measures that express each quality dimension. Finally, “Quality Indicators” 
are defined as the statistical measures and thresholds that express the degree 
or level of quality metrics. 
Having defined quality and quality in metadata, the need to look at exact 
dimensions, metrics and indicators to measure it, is more than clear. In 
respect to the definition of the quality dimensions we will start the discussion 
by defining a set of quality dimensions that will guide our selection of metrics 
and after this, indicators. To this end, we adopt Lee et al.’s (2002) 
categorization of derived dimensions of information quality, adapting it to fit 
the metadata context. In their study (based on earlier work by Wang & Strong, 
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1996), four high-level dimensions of information quality were defined, 
providing comprehensive coverage of the multi-dimensionality of quality:  
 Intrinsic Metadata Quality: Represents dimensions that recognize 
that metadata may have innate correctness regardless of the context in 
which it is being used. For example, metadata for a digital object may 
be more or less ‘accurate’ or ‘unbiased’ in its own right, 
 Contextual Metadata Quality: Recognizes that perceived quality 
may vary according to the particular task at hand, and that quality must 
be relevant, timely, complete, and appropriate in terms of amount, so 
as to add value to the purpose for which the information will be used, 
 Representational Metadata Quality: Addresses the degree to 
which the metadata being assessed is easy to understand and is 
presented in a clear manner that is concise and consistent,  
 Accessibility Metadata Quality: References the ease with which the 
metadata is obtained, including the availability of the metadata and 
timeliness of its receipt. 
For our study, we will focus mainly on the Intrinsic, Contextual and 
Representational dimensions of metadata quality. These dimensions will also 
guide the selection of the metadata metrics. To choose the metadata metrics 
that is needed for the Metadata Quality Assurance Certification Process, we 
studied the relevant literature to see which specific metrics are introduced or 
adopted by other authors. Looking at Table 2.6 we see clearly that there is no 
consensus among researchers on a concrete set of metadata quality metrics 
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Accessibility       Yes  Yes 
Accuracy Yes Yes  Yes Yes   Yes Yes 
Appropriateness      Yes Yes   
Completeness Yes Yes Yes Yes Yes  Yes Yes Yes 
Conformance Yes        Yes 
Consistency  Yes  Yes Yes  Yes  Yes 
Correctness   Yes   Yes    
Currency          
Intelligibility     Yes     
Objectiveness       Yes Yes  
Presentation        Yes  
Provenance         Yes 
Relevancy   Yes    Yes   
Timeliness     Yes  Yes  Yes 
Table 2.6: Metadata Quality Metrics proposed in literature (sorted alphabetically)
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Accuracy, Completeness and Consistency are the prevalent metadata quality 
metrics that have to be chosen in order to be compatible with the majority of 
the related literature. To decide on the remaining metrics to be used, we 
revisited the adapted model for quality assurance dimensions and we decided 
to include at least two metrics per dimension of quality, adding to the initial 
three. Overall, the quality dimensions that will be examined in this thesis are 
the following ones: 
 Intrinsic Metadata Quality: Accuracy, Correctness, 
 Contextual Metadata Quality: Completeness, Appropriateness, 
 Representational Metadata Quality: Consistency, Objectiveness,  
The specific definitions that are provided in the literature for these metrics are 
not relevant in this part of the discussion. In the full description of the 
Metadata Quality Assurance Certification Process, a comprehensive definition 
is provided for each one of the metrics. 
Having selected the metadata quality metrics, we turn to literature to search 
for a quality assurance metrics for the metrics themselves. Looking at 
Heinrich & Klier (2011) we adopted and adapted a set of requirements that 
each metadata quality metric has to follow. These requirements guided the 
development and definition of the selected quality metrics as well as the 
supportive documentation needed for human annotators to be able to utilize 
them in peer-reviewing metadata records. More specifically, the requirements 
as collected from related literature are the following: 
1) Normalization: An adequate normalization is necessary to ensure 
that the values of the metrics are comparable (to compare different 
levels of metadata quality over time), 
2) Interval scale: To support both the monitoring of an improved 
metadata quality level over time and the economic evaluation of quality 
measures, the metric has to be interval scaled. This means that the 
difference of  0.2  between  the  values  0.7  and  0.9  and  the  values  
0.4  and  0.6  of  the  metric  represents the same extent of 
improvement of data quality, 
3) Interpretability: The values of the metric have to be comprehensible 
and easy to interpret by users. For instance, considering a metric for 
completeness, it could be interpretable as the percentage of attribute 
values which are stored (i.e. they semantically differ from NULL) in the 
digital repository at the instant of assessment, 
4) Adaptivity: To assess data quality in a goal-oriented way, the metric 
has to be adaptable to the context of a particular application (for 
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example, if a metric is not relevant in the context of digital repository, 
the metric has to be adapted in order to assign a weight of 0 to this 
attribute),  
5) Feasibility: To ensure applicability, the metric shall be based on input 
parameters that are determinable.  When  defining  the  metric,  
methods  to  determine  its  input  parameters  have  to  be defined. 
From an economic point of view, it is also required that the assessment 
of metadata quality can be conducted at a high level of automation. 
Having defined the specific quality dimensions and metrics to cover each one 
of them, the next step is to define the indicators that are used to measure 
them. Completeness is acknowledged by a significant number of studies as a 
fundamental quality characteristic that is also the easiest to be quantified and 
measure automatically without human intervention (Margaritopoulos et al., 
2012). Indeed, it can be considered a prerequisite to assess completeness, 
since incomplete records are in any case not of quality due to lack of essential 
information (Sicilia et al., 2005).  Completeness is indicated by the number of 
complete metadata elements compared to the total number of available 
elements in a metadata instance. It’s expressed using a percentage (i.e. if 5 of 
the 10 elements of an instance are completed, the completeness of this record 
is 50%).  
Apart from this absolute definition of completeness, Ochoa & Duval (2009) 
argue on a more abstract notion of completeness say that it represents the 
degree to which the metadata instance contains all the information needed to 
have a comprehensive representation of the described resource. This 
definition means that even if one or two not important elements are missing 
from a metadata instance, still the record can be considered as completed. For 
this reason, in the methods deployed in the Metadata Quality Assurance 
Certification Process, we also collect evaluations of completeness through 
peer-reviews of domain experts that rate completeness from a scale from 1 to 
5, meaning the perceived completeness of an instance, in contrast to the 
absolute one (calculated automatically). In addition, to allow for a simpler and 
more straight forward process for the reviewers of metadata records, we also 
measure the remaining quality metrics through a scale from 1 to 5, 1 being the 
lowest, drawing from similar studies in the existing literature.  
2.2.4.5 Metadata Completeness Problems 
In the introduction of this thesis, we carried out a short discussion on studies 
that identified metadata quality problems. In the following paragraph, a set of 
similar studies that were retrieved during the literature review is presented. In 
general, it is obvious that problems with the cataloguing of resources are not 
new. Reports on poor functionality and difficult use of catalogues can be 
traced continuously almost 30 years (Markey, 1984; Borgman, 1996a; 
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University of California Libraries, 2005). As Borgman (1996b) and Tennatt 
(2005) point out, through time, the process and tools of cataloguing changed, 
but most of the modifications were made on the surface and not in the core 
functionality that would truly affect the user experience. 
Sánchez-Alonso (2009) points out some of the main shortcomings that have 
been identified in metadata records pointing out that the level of description 
in digital object annotation is often deficient: most metadata elements are 
either never or rarely used by annotators. In addition, Pages et al., (2003) 
argues that metadata records in existing repositories are often fragmentary 
and unstructured (Pages et al., 2003). Quantitative surveys carried out in the 
field of digital repositories for education  (Najjar and Duval, 2006; Ochoa and 
Duval, 2009b; Sicilia et al., 2005) on the actual use of LOM and the 
completeness of metadata records show that only a small amount of the 
available elements is actually used. Relevant surveys by Guinchard (2002), 
Najjar, Ternier, and Duval (2003) and Friesen (2004) have shown that 
indexers tend to fill out only particular metadata elements that could be 
considered “popular,” while they ignore other less popular elements. The issue 
of incomplete metadata records is also problematic in collections resulting 
from harvesting from metadata databases (Dushay & Hillmann, 2003) or from 
automatically generated metadata (Greenberg, Spurgin, & Crystal, 2005; 
Ochoa, Cardinaels, Meire, & Duval, 2005; Margaritopoulos M., 
Margaritopoulos, T., Kotini, & Manitsaris, 2008). The research community 
considers completeness of metadata a fundamental quality characteristic 
(Margaritopoulos et al., 2008). 
 
Efron (2007) carried out a study on the use of metadata in institutional 
repositories that participate in the Open Archives Initiative (OAI). He sampled 
86.522 records from 19 repositories and identified problems in the 
completeness of almost half of the elements of Dublin Core that were used 
(Description, Subject, Publisher, Contributor, Rights, Coverage and Source). 
The aforementioned elements presented an average completeness of 35.3%. 
Overall, the average completeness of the set of 15 DC elements was 65.7%.  
 
Mark (2006) harvested 5.445 records from 9 institutional repositories in 
Canada that also used Dublin Core as a metadata standard. He found out that 
the element with the highest completeness was Date with a mere 14.6% 
followed by Subject (13.7%) and Format (13.4%). Overall, the average 
completeness of the set of 15 DC elements was as low as 6.6%.  
 
Shreeves et al., (2003) harvested 613.813 metadata records coming from 23 
institutions, including museums, academic libraries and public libraries that 
followed the Dublin Core standard. They found out that 5 out of 15 elements of 
DC were completed in less than 50% of the records (Source – 11%, Contributor 
– 20%, Format – 32%, Relation – 39% and Language – 41%). Overall, the 
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average completeness of the set of 15 DC elements was 54.5%. Furthermore, 
Shreeves et al., (2003) analyzed completeness grouping the content providers 
per domain (museums and cultural societies, academic libraries and digital 
libraries) to see how metadata usage is affected by the context. The average 
completeness for museum and cultural societies was 69.1%, whereas for 
academic libraries was 39.3% and for digital libraries was 53.3%.  
Metadata may be viewed as a quality control device in that it helps to filter 
non-relevant documents and produce retrieval results that have more 
precision than the results generally obtained via most of today’s Web engines 
and indexes (Roszkowski and Lukas 1998). Although these research studies 
provide rich empirical account of metadata quality problem incidents, the 
proposed models are context specific. They lack an integrated approach and 
may not be readily generalizable and operationalizable (Stvilia et al., 2007). 
2.2.4.6 Quality Approaches 
The previous paragraph focused on really specific problems with metadata 
completeness. In general, metadata quality has been studied in many diverse 
contexts and communities for varying functions besides information retrieval. 
Such applications included digital preservation (Rothenberg, 1996), data used 
in simulations and models (Rothenberg & Rand, 1997), databases (Medawar, 
1995), and museums (Marty and Twidale, 2000). 
In this section, we are looking at existing research on metadata quality 
focusing on aspects other than completeness. A series of studies that mostly 
focus on the correctness and appropriateness of metadata have been identified 
showing the need to examine quality using a series of indicators (Barton, 
Currier, & Hey, 2003; Howarth, 2003; Moen, Stewart, & McClure, 1998; Park, 
2006; Wilson, 2007). As Wilson, (2007) points out, little research has been 
done in addressing how well a given schema is constructed to meet contextual 
requirements of users. This lack of research will be tackled by incorporating 
users in the metadata application profile design.  
Another set of studies focused on frameworks that have been proposed and 
used in metadata quality assessment. Moen and McClure (1997), and Moen, 
Stewart, and McClure (1997, 1998) conducted a series of studies to evaluate 
the utility of U.S. Government Information Locator Service (GILS), a 
metadata schema for improving public web access to government resources 
via the Internet. They proposed an evaluation framework with five 
dimensions: policy, users, technology, contents, and standards and rules. 
Based on a literature review, they identified a group of assessment criteria and 
they employed qualitative and quantitative techniques to assess selected 
metadata records. They introduced a pool of 50 measures via an internal 
examination on sample records under the metadata schema. These measures 
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were grouped under four criteria categories: completeness, profile, accuracy, 
and serviceability.   
In a similar study, Dushay and Hillmann (2003) identified several criteria and 
used them to assess the performance of automatic metadata harvesting. 
Despite that, their batch judgments on sufficiency, accuracy, and 
completeness of metadata harvested were done internally by the developers 
without a consideration of its target users’ preferences and needs. Park (2006) 
assessed the interoperable Canadian architecture collections, by conducting a 
survey of metadata fields from nine architecture databases and analysed the 
structure of these databases. The survey revealed some issues of metadata 
description, such as different fields with the same semantic meanings and 
different meanings for the same field. In this study, the same shortcoming is 
found. Although the findings are meaningful to developers, they ignore users’ 
perception on metadata quality.  
Involving users in the quality assessment, Liddy and colleagues (Liddy et al., 
2002; Liddy, Allen, & Finneran, 2003) conducted metadata evaluations from 
harvest to use with users’ participation. They compared manually and 
automatically generated metadata in terms of retrieval effectiveness and users’ 
satisfaction. The findings indicated that only minimal differences existed 
between these two types of metadata. Their studies also showed that involving 
users in metadata evaluation is effective.  Howarth (2003) assessed 
Namespace that comprises 17 element labels, including contact information, 
rights/restrictions on use, edition, roles, summary and description, identifiers, 
etc. A focus group with 19 participants was conducted to evaluate these 
element labels in terms of their clarity and potential usefulness. The study 
demonstrated some problems in terms of understandability. It also suggests 
the necessity of involving real users in metadata evaluation. 
In Zhang and Li (2008) two studies were carried out on a metadata 
application profile to (a) examine the usefulness of each metadata field with 
respect to satisfying different user groups’ needs, and (b) discover additional 
metadata fields that may be useful. With similar objectives a third study was 
conducted after a pool of 1,000 metadata records had been created. This last 
study was aimed at examining users’ perceived usefulness of the metadata 
fields and their values when the users interact with metadata records for given 
topics and scenarios. The three evaluation studies were conducted during 
different stages of the metadata implementation which showed the need for 
continuous assessment of metadata quality. In the study, the usefulness of 
metadata was assessed through an online survey that targeted a mixed 
audience from thirty-three domain experts, metadata experts and the public. 
The participants were asked to indicate on a 5-point Likert scale from not 
useful (1) to very useful (5) the perceived usefulness for each metadata 
element. The findings of the survey provided an insight about the perceived 
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usefulness of the elements that allowed the better design of the system and 
metadata tools.  
All the aforementioned studies yielded really interesting results for several 
aspects of metadata quality. The two major shortcomings that were identified 
were (a) the application of the studies’ outcomes on the examined digital 
repositories as a feedback mechanism were limited and (b) none of the studies 
proposed a comprehensive approach to metadata quality assurance. 
2.2.4.7 Comprehensive Quality Assurance Studies 
In order to improve and assure the metadata quality in digital collections, 
libraries and repositories, a number of quality approaches (QAs) have been 
proposed in the literature. This shows the importance of QA approaches in all 
contexts. These QAs bring forward either comprehensive quality assurance 
methods or specific tools and techniques to improve some particular metadata 
quality dimension. In this section we review this work, also reflecting on the 
application context of any practical implementations.  
In related work, Stvilia et al., (2004) presented a framework of metadata 
quality dimensions and discussed specific metadata quality metrics that can 
be applied to measure them. The study continued with a set of 
recommendations for ensuring high metadata quality in federated collection 
and it concluded with a case study of one collection. In this case, the proposed 
quality metrics were applied to assess the quality of metadata records within a 
collection of 150.000 metadata records but no concrete method of improving 
the metadata quality was suggested. Park, (2007) looked at architectural 
collections of Canadian universities, examining metadata quality of existing 
records in order to support their aggregation for building an interoperable 
metadata and search interface for Canadian architecture collections. Park 
found that there had been noticeable issues in metadata description, 
especially the categorizing of groups of tables and fields. This study showed 
the poor quality of metadata of heterogeneous collections and also indicated 
the need for a stage of metadata design to address contextual characteristics of 
the architectural domain. 
Adopting ideas and concepts from service science, Vinagre et al. (2011) 
presented a Library Service Quality Model specifically designed to evaluate 
digital libraries. Questionnaires were filled from stakeholders as a part of this 
study that pointed out the need of efficient information retrieval and thus high 
quality metadata. The authors argued in favor of the need for continuous 
application of the Library Service Quality Model to regularly monitor digital 
libraries and implement continuum improvements. Waaijers and van der 
Graaf (2011) confirmed the previous argument by investigating the concept of 
quality in the various phases in the life cycle of research data. The 2.811 
interviews that were collected, indicated that metadata play a vital role in the 
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retrievability of research data. The findings and contribution of this study is 
strengthened as they were tested via a national academic survey of three 
disciplinary domains as designated by the European Science Foundation 
Metadata. 
Finally, in the educational domain, Zschocke and Beniest (2011) analyzed 
different quality metrics for metadata and proposed a quality assurance 
framework that can be applied on the metadata creation process in the case of 
an agricultural learning repository. The framework proposed although not 
tested using actual data is really similar to MQACP in the sense that it also 
uses peer review methods to assess the metadata coming from content 
providers as well as automated methods for the assessment of metadata 
records. In addition to the studies above, a number of studies that are quite 
relevant to our study were identified each one of them justifying the need of 
specific methods included the MQACP. More specifically, Sutton (1999) 
supported the need of metadata standard application profiling to fit the 
domain. Poll (2008) showcased the need for tangible metrics for the 
assessment of digital libraries that must be incorporated to their lifecycle. 
Lefoe et al. (2009) emphasized the need of peer-review methods in any quality 
assurance process that is established for a digital library, it pointed out the 
need for supportive documentation but also incentives for the peer-reviewers. 
Babalhavaeji et al. (2010) found a lack of authoritative guidelines or criteria to 
help library professionals define how the quality of an academic library can be 
properly measured and improved to serve end-users better. Complementing 
this, Kastens et al., (2005), presenting the work carried out in the Digital 
Library for Earth System Education (DLESE) project (http://www.dlese.org/) 
argued in favor of providing cataloging best practices & guidelines for the 
metadata annotators. He also supported the existence of a QA process to 
check the quality and consistency of the metadata provided by them. Finally, 
the improvement of the skills of the metadata annotators through the 
establishment of QA processes as a long-lasting effect with impact on future 
projects was pointed out by Saarti et al. (2010).  
In addition, creating quality assurance mechanisms is not a process that is 
independent of the context in which they are applied. Fuhr et al. (2001) 
created a generalized schema for a digital library that takes into account the 
application domain, the technologies used, the users and the type of data a 
digital library contains, when discussing its evaluation. Overall, the same data 
may have different levels of quality in different contexts of use. Additionally, 
different users of data may value the same quality attributes of data in 
different ways (Strong et al. 1997, Kelly et al., 2005). Borgman et al. (1996) 
argued that digital libraries are constructed, collected and organized, by and 
for a community of users. Therefore, the functional capabilities of these 
libraries support the information needs and uses of that community. Poll & te 
Boekhorst (2007) argues that libraries use the quality indicators that best fit 
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their needs and that local circumstances may also affect the methods of data 
collection. From the above it is made obvious that using a quality assurance 
process in a new context does not simply mean taking it and applying it ceteris 
paribus. It takes effort and adaptations to each application domain so that it 
fits the users, the data and the technologies used.  
2.2.4.8 Considerations for Quality 
Completing this chapter, we feel that it is important to also examine a part of 
the literature that offers practical advice on setting up quality assurance 
mechanisms for metadata but also assessing their success. This input also 
served as the basis to design and implement the Metadata Quality Assurance 
Certification Process. Westbrook et al., (2012) pointed out that future projects 
that will carry out quality audits have to consider whether using human, 
automated, or combined evaluation is most efficient for determining the 
quality of the metadata. Decisions on the number of staff members and other 
individuals that are necessary for a good quality evaluation are important. 
Since the quantity of metadata records being assessed is usually large, 
deciding whether or not sampling of the metadata records is sufficient will 
also come into the picture. An assessment of how the communication of 
metadata creation guidelines can impact the quality of the product has to be 
carried out. Finally, an important consideration is the one of the overall cost of 
the metadata quality assurance process deployed. As pointed out by various 
studies (Ehlers et al., 2006; Even & Shankaranarayanan, 2007; Otto et al., 
2009; Even & Kaiser, 2009), researchers have taken an economic viewpoint 
for data quality management and developed methodologies to assess data 
quality accordingly. 
Apart from these considerations when designing a metadata quality assurance 
process, it is crucial to assess the process once it is deployed. To this direction, 
Clements and Pawlowski (2012) suggest that for each quality assurance 
process it is important to analyse and understand three aspects: 
1. The effect of the quality approach: as quality approaches aim at 
different objectives and scopes, it has to be clear which effects can be 
achieved with a quality approach. These effects have to match the users’ 
needs and requirements, 
2. The perception of the stakeholders: one important aspect is how 
users perceive quality. Even though lots of efforts might be spent for 
quality assurance, the value and the awareness of the users about 
quality is a main concern. It has to be clear which stakeholders benefit, 
3. The cost of applying a quality approach is of crucial 
importance: Most of the repositories are not commercial; thus, there 
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is no budget for quality assurance tasks. This means that solutions need 
to be simple and cost-effective. 
Attempting to elaborate on the three aspects discussed by Clements and 
Pawlowski (2012), we examined the Quality Maturity Model (QMM) proposed 
by Wilson & Town (2006) that measures the quality of a library service on a 
five-step scale. Each point on the scale of QMM has a general description of 
the level of quality in the organization that is accomplished through with a list 
of specific attributes. Although the model was created for library services, we 
feel that adapting it in the case of metadata, would be a useful guide for 
metadata quality assurance processes to assess their maturity and guide their 
continuous development. The adapted model is termed as the Metadata 
Quality Maturity Model (MQMM) and the five levels, as they were adapted, 
are the following: 
Level 1 (Initial): The metadata quality process is ad hoc, and occasionally 
even chaotic. Few methods are defined for ensuring metadata quality and 
their success depends on individual effort. Overall: 
 Quality is achieved in an ad hoc way, 
 Customer satisfaction is reactive and unpredictable, 
 Quality depends on the capabilities of individuals, and varies with their 
innate skills, knowledge and motivations, and 
 Training for metadata authoring is ad hoc and unstructured and 
depends on the motivation of each metadata or domain expert.  
Level 2 (Repeatable): Basic metadata quality methods are established. A 
basic process is in place to repeat earlier quality levels: 
 Quality methods, and tools to implement these methods, are 
established, 
 There are effective methods to allow the digital repository to repeat 
earlier success in user satisfaction, 
 Such methods are practiced, documented, enforced, trained, measured, 
and able to improve, and 
 Training for metadata annotation is provided in a structured way and it 
is reactive to specific events such as low metadata quality for specific 
elements.   
Level 3 (Defined): The metadata quality process is documented and 
standardized.  
 There is a defined, documented metadata related strategy, from which 
all methods are derived; there is an understanding of the activities, 
roles, and responsibilities of each content provider of the repository, 
and how they fit into the overall strategy, and 
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 Training for metadata quality is a cycle of training needs assessment 
and programme provision. 
Level 4 (Managed): Detailed measures of the application of the quality 
process are collected. The quality process is quantitatively understood and 
controlled: 
 Quality measures/metrics are part of every work that is carried out on 
the metadata, 
 These measurements form the basis for evaluating products and 
services of a digital repository, 
 Changes are implemented to improve the quality of services and 
products, 
 The organization sets quantitative goals for quality and user 
satisfaction, and 
 Training for metadata annotation is a cycle of training needs 
assessment, programme provision, and measurement of the 
effectiveness of the programme. 
Level 5 (Optimizing): Continuous quality improvement is enabled by 
quantitative feedback and from piloting innovative ideas: 
 The entire digital repository is focused on continuous improvement in 
every service, product and  the metadata quality assurance process 
itself, 
 All staff are encouraged to continuously improve themselves and their 
work; 
 The digital repository is able to identify weaknesses, and the means to 
strengthen the process, proactively with the goal of preventing 
problems; 
 Innovations that exploit the best practices are identified and 
transferred throughout the content providers contributing metadata 
and 
 Training for quality is focused on preparing staff for future product and 
service requirements. 
We feel that the adapted Quality Maturity Model (QMM) introduced by 
Wilson & Town (2006) will help us assess the proposed Metadata Quality 
Assurance Certification Process but also identify the next steps to reach level 5 
(Optimizing) of the whole process. This scale can also serve as a threshold for 
future research on metadata quality assurance processes proposed.  
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2.3 Literature Review Analysis 
2.3.1 Introduction 
This chapter provides an overview of the research literature in the area of 
metadata, digital resources, digital repositories/libraries and metadata 
quality. More specifically, it engages a conceptual framework for the 
categorization and assessment of research that is relevant to these terms that 
has been published in thirty-two (32) related journals. The results are 
expected to demonstrate the nature and the status of metadata research. In 
this review, we examined only the papers that included in their title, abstract, 
keywords or full text one or more of the following keywords: “resource”, 
“repository”, “library” and “quality” combined with the term “metadata”. 
Table B.1 (Appendix B: Literature Review Tables & Figures) shows all the 
journals that were searched for relevant publications, along with the ones that 
were retrieved and were relevant to our field of study, either we had access to 
them, or not. The total number of journals identified was 39 whereas access 
was possible for 32 of them. The table also presents the time period covered by 
our study. In most cases, we collected relevant papers published in these 
journals from late 1990s to 2012. Overall, apart from some minor problems in 
accessibility we feel that we considered a rather extensive list of as it included 
39 of the most appropriate journals for metadata, metadata quality, and 
digital libraries and repositories research. 
 
Figure 2.2: Related papers published per year  
in the past eighteen years (1994-2012) 
Figure 2.2 presents the number of published papers throughout the period 
from 1994 to 2012 in the examined journals. We note that starting from 1998 
the number of papers published around the topics of this review is increasing 
[76] 
 
with a low rate until the small drop in 2003. From 2004 until 2007 there is a 
significant increase in relevant publications that reaches 45 publications per 
year. 2008 was the year with the most publications retrieved whereas the 
number of publications although a bit lower, remained around 50 publications 
or more from 2009 to 2011. The significant drop in 2012 is partly attributed to 
the fact that the literature review took place in the first half of the year, thus 
not including anything that was published from March onwards. The field that 
was examined is pretty broad, ranging from literature on the use of digital 
objects either for learning or scientific purposes, to repositories and metadata 
applications. This fact does not allow us to attribute the high number of 
publications to a solo reason but it shows that in general, the field of e-
learning, focusing on metadata, learning resources and repositories attracts a 
great deal of research effort.  
50% of the journals produced the 84.19% of the publications retrieved, having 
from 11 to 64 papers identified in the context of this study (Figure B.2, 
Appendix B). “The Electronic Library” was the journal with the most papers 
retrieved (64) whereas “Electronic Library & Information Systems” was the 
second one (51). “Performance Measurement & Metrics”, “Online Information 
Review”, “D-Lib Magazine” and “Interdisciplinary Journal of E-Learning and 
Learning Objects” followed, with 35, 34, 33 and 33 papers respectively.  
Overall, seventeen out of the thirty-two journals contributed no more than 10 
papers each. The main reasons behind that were that (a) some of the journals 
were focused on more technical issues that were beyond our scope and (b) 
some of them were not accessible to us in their full content so some of the 
papers identified were not analyzed in the end. To analyze the contribution of 
each journal to our analysis, Table B.2 (Appendix B) presents the ranking of 
journals based on the rate per year of each one, for the years that our research 
identified relevant papers being published to them. “Active” period in this case 
is considered the period between the years of the oldest relevant publication 
until the year of the newest relevant publication retrieved. For example, in the 
case of the “D-Lib Magazine”, the oldest relevant publication for us was dated 
in 1996 whereas the newest was dated in 2011, yielding an “active” period of 16 
years. This analysis will really highlight the journals which display significant 
activity in our fields of interest.  
In Table B.2, we present the high ranking journals are mainly the ones that 
had many papers identified in Figure B.1 (Appendix B) as well. Despite that, in 
the case of “IEEE Transactions on Learning Technologies” that is a fairly 
recent journal; its rate is among the top ones, indicating the high relevance of 
the journal to the areas of interest of this study. Another case is the one of 
“Code4lib Journal” for which eight really relevant publications were retrieved 
for the past five years, raising its rate to 1.6, meaning that only recently this 
journal has started dealing with the issues addressed in our analysis. Other 
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journals such as “Journal of Knowledge Management” and “Journal of Library 
Innovation” are ranked high just because the really small “active period” that 
is only 1 year and therefore even with 2 or 3 papers their rate is deceivingly 
high.  
It has to be noted that this “active period” publication rate cannot be 
considered an absolute measure of comparison. For example, the number of 
published issues per year is different among journals. Nevertheless, we use 
this rate as an indicator of the volume of relevant research that each journal 
publishes, considering only the point in time after which, each journal started 
publishing papers on our topics of interest. In total, 605 papers were 
identified during a first search in a total of 39 journals. Out of the 39 journals, 
32 of them contained relevant papers to which we had access and therefore 
could be classified. Therefore, from the total of 605 papers identified, 506 
(83.6%) were finally analyzed on most of the aspects of the metadata schema 
and are represented in the figures and tables of this section.  
2.3.2 Distribution per research type 
Figure B.2 and Table B.3 (see Appendix B) present the distribution of the 
classified papers, according to their research type. The results demonstrate 
that most types of research are being carried out in the areas examined. 
Additionally, the field doesn’t seem to be that mature yet. Only 13% of the 
published papers test a proposed theory and 23% of the papers apply a theory 
for the needs of a specific implementation (a total of 36%). A reservation 
exists due to the fact that papers characterized as Applied (Implementation) 
are classified in this category because they are not testing some particular 
theory. In some cases, such papers simply present a prototype implementation 
and cannot be considered a complete contribution. A big part of the papers is 
examining phenomena to result to observations for the purpose of theory 
building which indicates that the field is still under development. It will be 
interesting to examine in the future how research type has changed over time, 
in order to assess if theoretical and descriptive papers were published in the 
early years, as well as if the practical applications and theory testing papers 
are more recent. The full set of the results discussed above is presented in the 
respective table in “Appendix A: Distributions per Journal”.  
2.3.3 Distribution per research method 
Figure B.3 and Table B.4 (see Appendix B) present the distribution of the 
examined metadata literature, according to the research method used. The 
results demonstrate that the methods applied more often are Case Story (in 
almost 21% of the papers) and Experiment (Almost 18% of the papers). In 
addition, almost 14% of the papers contain some form of data collection which 
shows a tendency of the research field to look at qualitative and quantitative 
evidence. A significant number of cases identified related to surveys (12%) 
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carried out, which show the need for a qualitative overview of the metadata 
domain. Another 12% of the cases represent complete products that are 
presented by their developer which were mainly software and infrastructures 
related to metadata storage or annotation.  
Related to the literature review studies identified (10%) we see that the field of 
metadata is covered in an adequate percentage related to studies that analyze 
the research carried out in the field. Overall, the results also indicate that 
about one quarter of metadata research is not based on data (Argument and 
Case Story papers together reach a percentage of 25.4%). This might be an 
indication that data from existing metadata applications have to be collected 
and researched. Finally, the score of 12% for Product Description, combined 
with the 18% of Experiments (real or simulated) might be an indication of the 
practical focus of metadata research. The full set of the results discussed above 
is presented in the respective table in “Appendix A: Distributions per 
Journal”. 
2.3.4 Distribution per research claim 
Figure B.4 and Table B.5 (see Appendix B) present the distribution of the 
examined papers, according to their claims. These results provide a useful 
insight: 17% of the examined papers claim generality of their results. 
Additionally, another 50% claims validity for the specific case described. That 
is, 67% of the literature published in the examined journals does not claim 
either generality or at least validity of its results for the specific case 
examined. The full set of the results discussed above is presented in the 
respective table in “Appendix A: Distributions per Journal”. 
2.3.5 Distribution per focus unit 
Figure B.5 and Table B.6 (see Appendix B) present the distribution of the  
e-market papers, according to their focus unit. The results show that literature 
mostly focuses on the whole sector (38.9%) and secondly on a specific method 
that is proposed (22.4%). An important percentage looks at the research on 
the organization level (18.94%) whereas a significant number of studies look 
at the concepts discussed on the individual or group level, focusing on the 
needs of specific communities (0.41% and 15.27% respectively). Finally, the 
small percentage of papers focusing on the society (4.07%) might be an 
indication that research has not yet studied the effects of metadata, digital 
resources and repositories on a societal level. These could be an indication 
that further research is necessary, both on an individual basis as well as on a 
society basis (the societal perspective). On the other hand, the fact that this 
review is carried out on mostly metadata-related journals (that is, with a 
rather technical focus) could be explaining this observation. The full set of the 
results discussed above is presented in the respective table in “Appendix A: 
Distributions per Journal”. 
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2.3.6  Distribution per target audience 
Figure B.6 and Table B.7 (see Appendix B) present the distribution of the 
retrieved papers, according to their target audience. The results demonstrate 
that in the examined set of journals, the papers are split between the ones 
focusing on researchers (44%) and the ones focusing on 
practitioners/implementers (50%). A small percentage of papers were 
identified as aiming managers. This may be an indication that metadata, 
metadata quality and repositories research is not yet connected with the 
market, and this issue requires further investigation.  
Apart from these initial findings, it is true that characterizing a paper based on 
the target audience is difficult. This means that in many of the examined cases 
the focus was not 100% clear and a decision had to be made to characterize it 
each paper in one of the categories. To see if the previous results can be 
trusted, we can also look at the length of the papers examined as one indicator 
of its focus. As Groenlund (2004) states, shorter length of a paper may 
indicate a practitioner or manager focus. We found that the arithmetic mean 
of pages is 14.1 per paper whereas the median was 13 pages per paper. In 
addition to that, we examined (using a more intuitive measure) the 
classification of papers in “Short” (less than 5 pages), “Medium-Short” (6 to 10 
pages), “Medium” (11 to 15 pages), “Medium-Long” (16 to 20 pages) and 
“Long” (more than 20 pages). It was found that 2% of the papers were 
classified as short, 19.2% as medium-short, 35.4% as medium, 16% as 
medium-long and 13.8% as long. Most papers were medium or long whereas 
in 69 cases we could not classify them, because they were found in html 
format (Table B.8 and Figure B.7 in Appendix B).  
Another possible indicator of the target audience is the number of references. 
We would assume that a low number of references is an indicator of a 
practitioner or a manager and not a researcher (Groenlund, 2004). It was 
found that the average references per paper were 26.4 with a median of 23. 
This fact shows that literature in the examined fields is targeted towards 
researchers and less towards managers or practitioners which may also show a 
need for literature with such focus.  
Looking at the references contained in the retrieved papers we attempt 
another intutitive classification based on the number of them. In the following 
table we created ranges of references (from no reference to 10, from 11 to 20, 
etc.) and we calculated the number of papers within these intervals. As it is 
evident, most of the papers contain up to 30 references (69.7%) whereas 
almost half of the papers (48.6%) contain from 11 to 30 references which 
shows that the papers are mainly theoretical and targeted towards 
researchers. An interesting observation comes from the fact that 6.9% of the 
papers (35 of them) contain more than 60 references, that usually point to 
literature reviews (Table B.9).  
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2.3.7 Distribution per origin (institution type) 
Figure B.8 and Table B.10 (see Appendix B) present the distribution of the 
retrieved papers according to the affiliation of their primary author. Most of 
the published papers retrieved come from universities (78%) whereas libraries 
(9.88%) and research institutes (8.5%) are also important sources of 
literature. Companies and Research Institutes combined, account for more 
than 9% of the published literature which shows that the field examined has 
started moving towards the market. The full set of the results discussed above 
is presented in the respective table in “Appendix A: Distributions per 
Journal”.  
2.3.8 Distribution per discipline 
Figure B.9 and Table B.11 (see Appendix B) present the distribution of the 
literature according to the discipline where their primary author belongs to. 
The results indicate that research carried out in the examined fields is 
published from people with Information Science (34%), Librarianship (24.9%) 
and Computer Science (23.1%) backgrounds. This classification cannot be 
considered as absolute as based on the definitions provided some of these 
backgrounds may overlap. Despite that fact, it seems that most of the research 
carried out on metadata comes from people with information science 
background and less technical. Lastly, a significant amount of research was 
published from authors with a background on Education that mainly dealt 
with learning objects and metadata. The full set of the results discussed above 
is presented in the respective table in “Appendix A: Distributions per 
Journal”. 
2.3.9 Distribution per geographical region 
Table B.12 (see Appendix B) presents the geographical origin the retrieved 
research. As it is obvious, the major contributors of literature in this area are 
the United States of America, Great Britain and Canada. It is quite 
encouraging that all the literature retrieved so far has come from authors from 
53 different countries, showing the interest on these topics, globally.  
Grouping the results on a continent level (Table B.13, Appendix B), we see that 
America (38.5%) and Europe (34.4%) are the pioneers of research in the field 
of metadata and related applications. Asia follows with 17.6% whereas 
research on these topics is not yet widespread in Oceania (6.7%) and Africa 
(2.8%).  
2.4 Conclusions  
The review analyzed papers that were published during the past fifteen years 
(1997-2012) in thirty-two (32) well-known scientific journals that publish 
research related to metadata, digital repositories and libraries. To store and 
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classify the information retrieved from the papers, two frameworks were used: 
a framework classifying e-market papers around concepts and issues 
discussed, and a framework classifying them according to their research 
characteristics. In addition, a basic metadata schema was developed to 
facilitate the data collection and analysis process. In total, 605 papers have 
been identified. From them, 506 were classified using the proposed 
frameworks. A number of interesting observations were made, producing 
some implications for current and future research. Overall, the field of 
metadata is a balanced and mature research field. There is a balanced choice 
of research types engaging Descriptive studies (14%) and Theoretical studies 
(16%) along with studies proposing new theories (31%) or testing existing ones 
(13%). Several research methods are engaged in similar degrees and a 
significant number of research papers claim either validity or generality of 
their results (67%) which is judged as really high. More studies that focus on 
society as a whole are needed, whereas the number of studies looking at 
methods and organizations is evenly distributed. The research carried out is 
both targeted towards researchers and practitioners/implementers and 
research on metadata is dominated by universities whereas libraries and 
research institutes also play an important role. Information Scientists, 
Librarians and Computer Scientists are the major contributors to metadata 
research carried out whereas United States, Great Britain and Canada are the 
driving countries of research in metadata with America and Europe also being 
the continents that concentrated the most publications.  
2.5 Literature Review Outcomes for Thesis 
In this paragraph, the main literature review outcomes that guided the 
development of the Metadata Quality Assurance Certification Process are 
presented in the form of short statements. These statements came out of the 
examination of the 506 papers retrieved. The ordering of the statements does 
not represent their importance but it rather follows the structure of this 
chapter: 
 A digital repository/library is the ecosystem of processes, metadata, 
people, services and tools that facilitate the storage, discovery, retrieval 
and preservation of digital objects for a given community of users,  
 The involvement of domain experts and creators of digital resources in 
metadata annotation is crucial. A mixed group of domain experts and 
metadata experts has to be involved from metadata design to metadata 
deployment in each digital repository project,  
 Documentation that supports the metadata annotation process is 
essential to allow metadata providers to gain a comprehensive 
understanding of the particularities and requirements of each domain,  
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 Domain experts have to be included in the metadata design process so 
that specific requirements of the domain are embedded in metadata 
application profiles developed,  
 The cost of producing metadata for digital objects is significant for any 
digital repository project. The research agenda on any metadata quality 
assurance process has to take this cost into account,  
 Metadata quality approaches need to cover the entire lifecycle of a 
digital repository, addressing all the different phases of development 
with respective quality assurance methods,  
 A major issue related to existing metadata quality frameworks 
proposed is that they lack generalizability and adaptability to different 
contexts than the ones they were originally designed for,  
 Metadata quality assurance processes need to be assessed in terms of 
their effectiveness, through frameworks that will also allow them to be 
continuously developed and adapted to the ever changing parameters 
of digital repositories.  
Some of the previous arguments were also confirmed by the statistical analysis 
of the 506 papers. More specifically, if we look at the statistics of the literature 
review in relation to the qualitative outcomes, we see that:  
 Many papers claim anecdotal value and show lessons learned rather 
than presenting a compelling and structured argument. This fact 
indicates the need for a comprehensive quality assurance process that 
covers the entire digital repository lifecycle,  
 There is a general lack of research that can be applied to cases other the 
one that they examine, showing the need metadata quality assurance 
processes that are transferable across domains. This notion is enhanced 
by the fact that there is small percentage of papers focusing on the 
society (4.07%), which shows that most efforts so far are domain-
specific,  
 Finally, a small percentage of papers were identified as aiming 
managers. This is an indication that metadata and metadata quality 
research is not yet connected with the market and the specific costs 
associated. This calls for further research on the application costs and 




3. Metadata Quality Assurance Certification 
Process Description 
The aim of this chapter is to present the Metadata Quality Assurance 
Certification Process in detail. The main phases of the proposed process will 
be presented, along with the tools that are used to apply it as well as the 
people that are involved. The Metadata Quality Assurance Certification 
Process (MQACP) is a process that attempts to improve the quality of the 
metadata produced by the curators of a collection since its early development. 
To do this, it involves metadata and domain experts that using the MQACP 
tools, try to improve metadata quality. More specifically, a metadata 
application profile, based on an existing metadata standard, is used along with 
a metadata authoring tool through which domain experts use to provide 
metadata for digital resources. Additionally, tools for the collection of data 
during the experiments are deployed, such as questionnaires related to the 
metadata elements that are being used as well as peer-review forms 
containing specific metadata quality metrics that aim to assess metadata 
quality.  
The quality metrics deployed throughout MQACP are mainly completeness of 
metadata elements but also metrics such as the ones proposed by Bruce & 
Hillman (2004) including appropriateness, correctness, objectiveness, 
accuracy and consistency of metadata records. The main results that the 
process yields include a metadata application profile produced by domain 
experts, quality reviews of the metadata records of a given repository using the 
metrics described above as well as guidelines that support the metadata 
providers with good and bad examples of metadata records. Through these 
outcomes the metadata records are revisited and revised, trying to acquire 
higher quality metadata for the repositories involved. The application of 
MQACP follows specific phases through which every repository with digital 
content goes through. More specifically, MQACP is applied in relation to the 
repository maturity in each stage of development, starting from the testing 
phase of each repository through its regular operation when all systems and 
services are finalized and operating smoothly.  
An overview of the proposed Metadata Quality Assessment Certification 
Process (MQACP) is presented Figure 3.1. Some of the main concepts that are 
used within the process are explained below: 
 Phase: A period in the lifecycle of a Learning Object Repository. Each 
phase is recognized and characterized by specific milestones that are 
reached. In the case of MQACP, phases are separated using two criteria. 
First of all, the number of resources that are populated in the repository 
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and secondly the versions of tools that are available for the content 
providers. In the description of each phase, these milestones are 
explained thoroughly,   
 Step: Specific actions that are introduced by the proposed MQACP. 
These actions are closely related with each different phase of the 
repository lifecycle, meaning that specific actions take place during 
specific phases. All the steps are related to the use of metadata in the 
envisaged repositories and clarify the metadata related actions that 
take place during each phase,  
 Quality Assurance Method: Methods that are deployed in each step 
to introduce the quality assurance approach suggested. These methods 
are also linked to the specific phases but they can also be used in 
different phases if needed. For example, the Metadata Understanding 
Session is usually held in the Metadata Design phase, but in cases 
where the content providers face problems with the comprehension of 
metadata, it can be deployed in a latter stage as well,  
 Quality Tool/Instrument: Tools and instruments that each method 
uses to measure its impact to the overall metadata quality. The Quality 
Tools are designed to support each method and generate tangible 
outcomes for the analysis of the metadata quality.  An in depth analysis 
of the metrics and criteria used within these tools will follow, 
 Outcome: Tangible products of each step of the MQACP. Although not 
shown in Figure 3.1, each phase of the MQACP includes specific 
outcomes that serve as input to the next phases of the process. More 
specifically, either in the form of countitative results or in the form of 
recommendations towards the content providers, upon the completion 
of each phase of the MQACP, the repository manager receives tangible 
input related to metadata quality,  
 Quality Actor: Individuals that are involved in each step, either 
supporting the application of methods or being subjected to them (i.e. 
metadata experts facilitate the metadata peer review exercises but 
content providers are actually providing their input during the 
exercises).   
The proposed process can be adopted by any initiative/project/organization 
that is planning the launch of a new LOR, from the very beginning of its 
development. Parts of the process may also be adopted in the case of existing 
repositories to improve metadata quality, taking into consideration that the 




Figure 3.1: Overview of Metadata Quality Assessment Certification Process (MQACP)
In Figure 3.1, the tools that can be deployed in any of the phases B, C and D 
are not linked to them with one to one relationships. Each of the tools can be 
deployed in anyone of the phases. The only parameter that has to be 
considered each time so that the results yielded are relevant and accurate, is 
the number of resources on which they are applied. For instance, the metadata 
quality review exercise is usually applied on 10-20 resources in the “testing 
phase”, on 5% of the resources in the “calibration phase” and on 30% of the 
resources during the Critical Mass Phase. 
3.1. Instruments/Tools 
To apply the MQACP, a variety of instruments is used to collect and analyze 
the data. In the case of the focus group meetings (Metadata Understanding 
Sessions) related to metadata design a base metadata schema is used as a 
starting point for the development of the application-oriented metadata 
profile. During the same sessions, questionnaires are used for assessing the 
understanding of each metadata element in the base standard as well as their 
relevance to the application domain (Figure 3.2). 
 
Figure 3.2: Screenshot of the form used for application profile design 
The first two questions (respective columns) are answered using a Likert scale 
from 1 to 5 (with “1” being the lowest) and they concerned each metadata 
element of the application profile, asking if: 
- The element is easy to understand 
- The element is useful for describing digital objects in the target 
repository 
The third question has to do with deciding if each element should be 
considered as “mandatory”, “recommended” or “optional”. This meant that 
each “mandatory” element would have to be filled out for every digital object 
in the targeted repositories, whereas “recommended” ones where not 
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obligatory but desired, etc. The domain experts indicate their preference, 
which is then crosschecked with the existing status of the elements in the 
application profile, to examine if revisions to the application profile are 
needed.  
In the case of peer reviews conducted online, to support expert-driven peer 
review of metadata, a Metadata Quality Assessment Grid is being used with 
the metrics being evaluated from a scale from 1 (low) to 5 (high). The metrics 
used in this quality grid are adapted from Bruce & Hillman (2004) and are 
described briefly below: 
 Completeness: Number of metadata elements filled out by the 
annotator in comparison to the total number of elements in the AP, 
 Accuracy: In an accurate metadata record, the data contained in the 
fields, correspond to the resource that is being described,  
 Consistency: Consistency measures the degree to which the metadata 
values provided are compliant to what is defined by the metadata AP, 
 Objectiveness: Degree in which the metadata values provided, 
describe the resource in an unbiased way, without undermining or 
promoting the resource, 
 
Figure 3.3: Metadata peer-review grid 
 Appropriateness: Degree to which the metadata values provided are 




 Correctness: The degree to which the language used in the metadata 
is syntactically and grammatically correct, 
 Overall Rating: The overall score of the metadata record taking into 
account all the criteria above (not the average).  
In Figure 3.3, the “Metadata Record Evaluation Form” is presented, 
containing the metrics described above. In addition to these metrics, three 
more questions are defined that help acquire a complete view of the metadata 
quality. In the first one, the reviewer is asked to provide an overall score for 
the metadata record and in the second one, to answer if the record is 
considered fitting for publication on the repositories in hand (Yes/No 
question). In the third one, the reviewer is provided with some space to 
provide any additional comments on the record itself, pointing out specific 
problems in the metadata.  
For the Testing Phase of each repository, a simpler version of this form is used 
from metadata experts to carry out an initial assessment of the test metadata 
that are provided by domain experts. This form contains the following 
statements with a scale from 1 to 5, to allow the metadata expert to quickly 
review the resources and provide some basic recommendations to the content 
providers: 
 The mandatory metadata fields are completed  
 The recommended metadata fields are completed 
 The optional metadata fields are completed 
 The language used within the metadata appropriate and correct 
 The resource is objectively represented by its metadata 
 
Figure 3.4: Example of metadata completeness export from repositories  
In the case of the experiments that measure metadata completeness, data are 
exported from each repository in .csv format and are analyzed using MS Excel 
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to deduct completeness for all elements. In these exports (Figure 3.4), each 
column represents a metadata element and each row represents a record in 
the repositories under examination. Their intersection is marked with “0” 
when no value is provided (incomplete), with “1” when a value is provided 
(completed) and more if 2 values are provided, 3, 4, etc.  
Finally, after each one of the MQACP experiments that may yield problematic 
metadata elements, a version of a short guide with “Good and Bad Metadata 
Practices” is circulated to the content providers, containing examples of the 
correct and mistaken use of the problematic elements (Figure 3.5).  
 
Figure 3.5: Screenshot of the guide for metadata practices for content providers 
In Table 3.1 below, some cases of examples that are provided within the “Good 
& Bad Metadata Practices” guide, are provided.  
Title  “Please use a more comprehensive title. For example the CRC acronym. 
can be refined as Cooperative Research Centre just to provide the user with 
a way to understand what this learning resource is about.” 
Keyword “More keywords needed. Just one keyword is not enough, and even so. the 
keyword text here is misleading. These keywords should be provided 
separately as “turkey” and “poultry” along with some others, and not as 
one “turkey poultry”.” 
Typical Age 
Range 
“…why is it that simple pictures of pigs in the snow with no scientific 
details on them cannot be used for children that are less than 10 years old? 
Couldn’t these pictures be used in the context of a primary class?” 
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Context “Since the age range is from 15 years old to undefined. it only makes sense 
that the Educational context cannot be limited to higher education but 
should also consider high school. Be very careful because in this sense, 
these two elements should not conflict.” 
Table 3.1: Examples of comments in the “Good & Bad Metadata Practices” guide 
3.2. Actors/Roles 
For the application of MQACP, a series of specific actors are needed, to serve 
the roles that are defined below:  
 Metadata Expert (ME): The ME is the person that will apply the 
MQACP on the repositories under examination. The ME will design 
and carry out the MQACP methods, using the tools provided and will 
be the one that will collect the results, analyze them and present them 
to the repository manager. These people have a deep and profound 
knowledge on metadata and their use to describe digital content. In 
some cases, metadata experts from the side of the content providers 
may also be involved in the MQACP, not as designers and 
implementers of it, but in the same role as Domain Experts (described 
below),  
 Technical Expert (TE): The TE is the person that supports the 
application of MQACP related to all the technical needs. More 
specifically, the Technical Expert is the person that is usually in charge 
of the metadata authoring tool development and is capable of providing 
reports on the use of metadata elements. This person has the technical 
knowledge needed to support the metadata annotation from the 
domain experts,  
 Domain Expert (DE): The DEs are at the core of the MQACP 
implementation. They are the ones that invest the biggest amount of 
time and effort in the process. They are the ones that generate 
metadata annotations and reviews on metadata annotations that serve 
as an indication of metadata quality. Domain experts are the experts of 
the field/domain that the repository under examination offers 
resources on. These people have the knowledge that is needed to 
provide a meaningful set of metadata for the digital resources they 
describe, in order to make them findable from users,  
3.3. Metadata Design Phase 
In this phase, the metadata standard or specification to be used in the 
envisaged LOR is selected and the necessary modifications are made to 
“profile” it to meet the application context. More specifically, a metadata 
standard is chosen to fit the generic needs of the application domain and it’s 
profiled and adapted based on the limitations and requirements of the field 
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it’s applied to. The purpose of this phase is to elaborate on a commonly 
accepted metadata specification that will be adopted from all content 
providers. In cases where metadata are created from scratch for a set of digital 
resources, this process is easier. When looking at populating repositories with 
existing metadata records, or a mix between new and existing ones, the 
constraints of the existing metadata heavily influence the design of the new 
application profile. More specifically, obligations for the new set of metadata 
have to be decided based on the existing ones, to avoid problems during the 
content population process but also balance the costs involved in human 
effort. 
 
Figure 3.6: Overview of main components of the Metadata Design Phase 
3.3.1. Quality Assurance Methods 
During this phase, the following methods/tools are deployed: 
 A metadata understanding session is held in which metadata and 
domain experts are presented with a metadata standard and they are 
asked to provide their input related to its easiness, usefulness and 
appropriateness for the application domain, 
 A preliminary hands-on exercise is organized where the experts are 
asked to use the existing standard to describe a small sample of 
resources.  
3.3.2. Quality Assurance Tools 
The tools that are used in this phase, are: 
 A metadata application profile, documented in detail, both in a 
document and in a presentation, to be used by the domain experts that 
will be asked to evaluate the AP,  
 The Metadata Understanding Session questionnaire that is used for 
assessing the proposed metadata elements,  
3.3.3. Actors/Roles 
Domain experts and metadata experts take part in the exercises/experiments 
to provide their assessment of the metadata elements proposed to them. They 
also participate in the hands-on annotation of the test set of resources that 
allows them to reflect on the proposed metadata elements in terms of their 
envisaged use. Finally, in this phase, the metadata expert that is in charge of 
applying MQACP is actively involved by coordinating the Metadata 
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Understanding Session, possibly with one or more assistants. The ME will also 
collect the input from the questionnaires and outcomes of the discussion and 
will “feed” them into the metadata design process.  
3.3.4. Outcomes 
During this phase, the following outcomes are generated through the process 
deployed: 
 Quantitative assessment of the proposed metadata elements, coming 
from domain and metadata experts,  
 Qualitative feedback that came out of the hands-on annotation of 
resources on paper,  
 Completed paper-based metadata records from the domain experts that 
will be used to better define their needs related to the metadata.  
3.3.5. Phase Milestone 
This phase is considered as completed, once the metadata application profile 
that will be used for the annotation of the digital content is drafted, revised 
and completed. The application profile and technical bindings are given to the 
technical team that uses them to deploy the metadata authoring tool for the 
content providers to populate their collections with. In the case of collections 
that are already populated, the completed application profile is given to the 
technical team to make the necessary adaptations to the existing tools so that 
they reflect the requirements of the domain and metadata experts.  
3.4. Testing Phase  
In this phase, a test implementation of the content/repository management 
system can be used for hands-on experimentation with metadata. As it can be 
shown in Figure 3.7, during this phase, the only experiment that takes place is 
the quality review of a set of metadata records from metadata experts. Domain 
experts provide metadata for a limited set of resources, using the application 
profile that was discussed and elaborated in the previous phase. This process 
allows the domain experts to get accustomed to the application profile and the 
metadata experts to get some preliminary feedback on the use of metadata.  
 




3.4.1. Quality Assurance Methods 
During this phase, the following methods are deployed: 
 A hands-on annotation experiment takes place to ensure that metadata 
experts but mainly content annotators work with,  
 A first review of the metadata records that are generated from the 
content management tool is carried out by the metadata expert.  
3.4.2. Quality Assurance Tools 
During this phase, the following tools are used: 
 Test implementation of the metadata on an initial environment/tool, 
which brings up issues that maybe the metadata design phase has not 
considered so far,  
 A set of core metadata quality criteria that are used by the metadata 
experts to carry out a quick review of the metadata provided by domain 
experts and identify basic problems with the metadata creation process.  
3.4.3. Actors/Roles 
Metadata experts and content annotators are involved in the processes 
deployed. The main role is the one of content annotators that use the test tool 
to upload/annotate a sample of resources which will serve as a test bed for the 
metadata application profile. Metadata experts are mostly involved in 
reviewing the metadata of the sample of resources. 
3.4.4. Outcomes 
During this phase, a “Good & Bad Metadata Practices” guide is generated that 
serves as a reference document for the rest phases of content population 
drawing from mistakes and good practices in the metadata creation process. 
In addition, a first set of recommendations for the metadata authoring tool is 
generated from the domain experts that used the tool to provide metadata 
annotations. This feedback directly affects the metadata offered through the 
tool and therefore it is relevant to mention it as part of the MQACP.  
3.4.5. Phase Milestone 
For this phase to be considered completed, the test implementation of the 
metadata annotation tool has to be online and the first set of resources have to 
be described with metadata on the tool. In addition, the Metadata Expert has 
to have carried out an initial assessment of these records and has to provide a 
set of guidelines and suggestions to the content providers to use during the 
next phase, through the “Good & Bad Metadata Practices” guide.  
3.5. Calibration Phase 
During this phase, the various technical components (web front-end, content 
management system, etc) are put together and part of the content is available 
online. Content providers are still involved in the process and more 
specifically continue to annotate resources using the tool(s) deployed. A larger 
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body of resources is now uploaded on the tool and a metadata peer review 
exercise takes place on a representative sample of resources. 
 
Figure 3.8: Overview of main components of the Calibration Phase 
As Figure 3.8 shows, the main task carried out during this phase is the peer 
review of the metadata records from the domain experts that are involved 
from the side of each content provider.  
3.5.1. Quality Assurance Methods 
During this phase, a peer review on a representative sample of resources from 
the deployed repositories is carried out. Resources under review are selected 
so as to reflect content coming from all content providers. Domain experts are 
assigned to a number of resources from different content providers and are 
given the peer-review grid described in Chapter 3.1 in order to assess a 
number of parameters related to the quality of the metadata records 
examined.  
3.5.2. Quality Assurance Tools 
During this phase, a metadata quality assessment grid is used to collect the 
peer-reviews coming from the domain experts. This grid is based on the 
metadata quality metrics proposed by a series of studies on information 
quality as these were aggregated in Chapter 2.2.4. 
3.5.3. Actors/Roles 
Domain experts are the key actors of this phase, as they are the ones that 
support the whole peer review process of the resources coming from content 
providers. After receiving the completed reviews, metadata experts have the 
responsibility of analyzing the results and also examining the submitted 
reviews in detail so that this feedback can be incorporated in the “Good & Bad 
Metadata Practices” guide produced in the previous phase.  
3.5.4. Outcomes 
During this phase, the following outcomes are generated through the process 
deployed: 
 Peer review results that indicate the quality of the metadata available 
on the tool,  
 Targeted feedback to content providers that comes from analyzing the 
peer review forms,  
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 Input to the documentation related to metadata practices aiming to aid 
content providers in their future tasks 
3.5.5. Phase Milestone 
For this phase to be considered completed, a 20% of the resources have to be 
uploaded and annotated with metadata in the respective repositories. In 
addition to this, peer-reviews have to be collected for a representative sample 
of resources and feedback has to be sent to the content providers in order to 
commence a process of revisions on the content uploaded so far. Finishing 
with the Calibration Phase, all the content providers have to be fully aware of 
the metadata requirements of their tasks. Through the “Good & Bad Practices” 
guide, the content providers are equipped with the necessary documentation 
to go into the Critical Mass Phase were the majority of the content will be 
uploaded to the repositories.  
3.6. Critical Mass Phase 
Critical mass is the phase during which the tool(s) have reached a high 
maturity level and are ready to accept large numbers of content with their 
respective metadata. The application profile used is now completed and final, 
so not a great deal of changes can take place and in addition a significant 
number of metadata records are available for the metadata experts to review 
and analyze.  
 
Figure 3.9: Overview of main components of the Critical Mass Phase 
3.6.1. Quality Assurance Methods 
During this phase, the following methods are deployed: 
 Analysis of the usage data coming from a metadata authoring tool using 
specific completeness metrics. By analyzing this data, metadata experts 
can see to which extent the application profile is used and identify 
problematic elements,  
 Metadata quality certification concept: Each content provider that 
uploads a resource and provides metadata for it has to “validate” it in 
order for the resource to become available online. The notion of 
validation verifies that when a content provider validates the resource 
uploaded, at the same time, he/she acknowledges that this resource 
and the accompanying metadata are of the desired quality.  
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3.6.2. Quality Assurance Tools 
The main tool that is used in this phase is the metadata annotation tool 
through which, automatic completeness metrics are extracted for all the 
metadata records published in the federation of repositories. In addition to 
this, the exports from the annotation tool are analyzed in Microsoft Excel to 
export useful recommendations for the metadata annotation and enrichment. 
Another useful tool for this phase is the certification that each content 
provider attaches to the resources contributed to the federation. The notion of 
the certification acts as an incentive for the content providers to really curate 
the content they are contributed also in terms of metadata.  
3.6.3. Actors/Roles 
In this phase the main actors that facilitate the quality assurance methods are 
the metadata experts that analyze the data from the tool(s) used, based on a 
set of predefined completeness and multiplicity metrics. Metadata experts 
analyze the completeness of each one of the metadata elements that are 
selected in the metadata application profile and produce a set of 
recommendations for the content providers to revise the metadata for their 
resources accordingly. Such recommendations may prompt content providers 
to assign more keywords to the resources, use specific groups of elements 
more, etc.  
3.6.4. Outcomes 
During this phase, the following outcomes are generated through the process 
deployed: 
 Minor revisions related to the application profile used may come out of 
this phase, mainly because of misconceptions on the use of some 
elements,  
 Recommendations that come out of the metadata usage analysis which 
are directed back to the content providers to request that they improve 
the metadata they have provided  
3.6.5. Phase Milestone 
This phase is considered to be completed once the biggest part of the 
prospective resources are uploaded to the repositories (more than 70%-80%). 
The content management tools are deployed and only small changes can be 
made to accommodate any last-minute requests coming from the users. At 
this phase, the biggest part of the work for creating and populating a 
repository has already been carried out.  
3.7. Regular Operation Phase 
During regular operation, the metadata elements used in the tool(s) are 
considered to be final. The tools themselves and the content providers are now 
annotating resources regularly but not necessarily intensively like in the 




Figure 3.10: Overview of main components of the Regular Operation Phase 
As Figure 3.10 shows, in this phase, the methods that are deployed are more 
automated than in previous phases and are focused more on social 
contributions of the users of the digital content rather than the content 
providers themselves, which was the case in the previous phases.  
3.7.1.  Quality Assurance Methods 
During this phase, the following methods are deployed: 
 Regular analysis of the usage data for the annotation tool is carried out 
to make sure that completeness for all metadata elements is within the 
desired levels,  
 An online peer review mechanism for metadata assists the process of 
ensuring high metadata quality. This review will be seamlessly 
incorporated on the service/tool provided to prompt the user to give 
reviews on the metadata of the resources as he/she accesses them,  
 Informal mechanisms may be set up to support quality of metadata for 
the resources provided. These could include prizes and awards for 
resources that have been rated to have high quality in metadata based 
on the scores of the online review mechanisms.  
3.7.2. Quality Assurance Tools 
The tools that are being used for the remaining operational time of the 
repository are the following: 
 The tools used to analyze the usage data coming from the content 
management tool. These tools are set up in a way so that automated 
reports are generated regularly to make sure that metadata for the old 
and new content are up to date,   
 The metadata quality grid is still being used from content providers to 
regularly peer-review metadata records coming from other content 
providers. The goal here is to make this process automated and online, 
so that the users of the content can peer-review the metadata that 
accompany the resources, offering an extra quality assurance 
mechanism.   
3.7.3. Actors/Roles 
The actors that are actively involved in the quality assurance methods of this 
phase are larger in numbers than in the previous ones and contain the actual 
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users of similar services/tools. During the operation phase, the role of 
metadata experts is limited to analyzing the usage data from the tool whereas 
the role of the content users (consumers) is increasingly more important. For 
the online peer review mechanism to function properly, users have to support 
it with reviews they submit while they use the content available.  
3.7.4. Outcomes 
During this phase, the following outcomes are generated through the process 
deployed: 
 Recommendations for content providers that come mainly from 
analyzing usage data from the environment/tool for content 
annotation, 
 Insight related to metadata records from online peer review 
mechanism 
3.7.5. Phase Milestone 
This phase of the repository lifecycle starts when the majority of the content is 
deposited in it by content providers, described fully with metadata. Small 
additions to the existing content are being made continuously but no 
significant change on the content or metadata of the repository takes place. 
The metadata quality assurance mechanisms are still in place and operating in 
parallel. In the case of a substantial amount of content being deposited in the 
repository, we can assume that the repository will go again into the Critical 
Mass Phase, requiring a new examination of the application profile used and 
the metadata quality for the new content coming in.  
3.8. Conclusions 
This chapter presented in detail the Metadata Quality Assurance Certification 
Process that was designed to improve metadata quality in the repositories it is 
applied. For each phase, specific methods and tools that are used were 
presented and the main actors that need to be involved were discussed. More 
importantly, the outcomes that each phase produces were discussed, along 
with some basic criteria that have to be fulfilled in order to move to the next 
phase of the MQACP. In the following chapters we will present its application 
to different contexts, providing evidence that MQACP indeed improved the 
metadata quality of the repositories involved. From these different contexts, 
we expect to also identify requirements for the application of MQACP, in 
terms of the individuals needed to apply it, and the respective cost in terms of 
man hours. We expect that this application will act as a feedback loop for 
MQACP, to allow us to improve methods, refine tools, redefine roles and 
rethink the parameters of the experiments altogether.  
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4. MQACP Application on a Learning Federation 
In this chapter, we present the results of the application of the MQACP on a 
real case of a federation of repositories, to assess its effectiveness on the 
overall metadata quality and attempt to address the research questions that 
were set forth in the beginning of the thesis. The proposed MQACP was 
applied on a real initiative, called Organic.Edunet which aimed at populating 
both a large but also high quality pool of learning resources related to Organic 
Agriculture & Agroecology and make them accessible through a web portal 
(www.organic-edunet.eu). More than 10.000 resources had to be described 
with quality metadata in multiple languages, supporting multilingual 
browsing through at least one part of the content. One part of this process 
involved the creation of an IEEE LOM Application Profile (AP), the 
Organic.Edunet metadata AP that would be used to annotate these resources 
with metadata and publish them on more than 10 LORs that were connected 
to the Organic.Edunet network.  
4.1. Content Background 
Before looking into the experiment carried out and the results yielded in the 
case of the learning federation, it is important to look at the details of the 
collections included in the Organic.Edunet federation. The biggest part of the 
content came from content providers within the initiative consortium and is 
described in Table 4.1. In Table 4.2, the same amount of content is presented, 











About 300 learning 
objects of various 
formats 
Word, Powerpoint, PDF, 







About 100 learning 
objects of various 
formats 







About 4,450 learning 
objects of various 
formats 
Word, Powerpoint, PDF, 
HTML Flash, Other; 






About 100 learning 
objects of various 
formats 
HTML, Word, PDF, 
Powerpoint, Flash; high-
quality teaching material 
                                                          
1 Short name of the participant who provides the content 
2 E.g. Text, image, movie, sound, music etc. 
3 E.g. 1,000 film clips, 2 million pages, 20,000 books etc. 













About 300 learning 
objects of various 
formats 
HTML, PDF, Word; high-






About 1000 learning 
objects of various 
formats 
HTML, Word, PDF, 
Powerpoint, Flash, JPG, 
MPEG; high-quality 
teaching material, coloured, 






About 300 learning 
objects of various 
formats 
Word, PowerPoint, PDF, 
HTML, SWI, JPG, MPEG;  
high-quality teaching 






About 30 learning 
objects of various 
formats 
Word, PowerPoint, PDF; 
high-quality teaching 
material 
 TOTAL 6.770 objects  
Table 4.1: Sources of content by Organic.Edunet content providers 
Looking at the overall resources that would be contributed from the 
Organic.Edunet partners, we see that most of the content items are images 
(3.660) whereas 2.675 textual resources would also be contributed. Finally, 




AUA USAMVB UMB Miksike BCE Mogert EULS Intute 
Text 60 45 30 80 400 100 10 1950 
Image 165 55 50 190 550 180 20 2450 
Video 75 0 20 30 50 20 0 50 
Table 4.2: Categorisation of content resources per resource type 
In Organic.Edunet, a significant amount of resources was contributed from 
external institutions that provided the content to the Organic.Edunet partners 
that annotated it with metadata. In Table 4.3, the breakdown of the content 




Provider Type Quantity and definitions 
Soil Association Text,  PDF, graphs 
About 250 learning objects of 
various formats 
SEAE, Sociedad 
Española de Agricultura 
Ecologica 
Text, presentations 
About 400 learning objects of 
various formats 
FAO Corporate 
Document Repository  
Informational texts, papers, 
books 
A selection of about 500 
learning objects of various 
formats 
FAO WAICENT 
Information Finder  
Papers, informational texts 
etc. 
A selection of about 500 
learning objects of various 
formats (from the full list of 
available objects) 





About 500 Learning resources 
of various formats 
Organic ePrints 
Texts (research papers, book 
chapters, reports, etc.) 
A selection of about 800 
learning objects of various 
formats 
Organic Agriculture 
Information Access  
Text (papers, reports) 
About 400 learning objects of 
various formats 
 TOTAL 3.350 objects 
Table 4.3: Sources of public content in Organic.Edunet 
4.2. Tools Used 
Apart from the standard tools that are used to process the results of the 
MQACP, in each application case, some specific tools are deployed that really 
important for the interaction of the metadata annotators with the repositories 
involved. In the case of the educational repositories experiment, these are:  
  The Organic.Edunet Metadata AP (Palavitsinis et al., 2009a) that was 
based on the IEEE LOM Standard (IEEE LOM, 2002), 
 The Confolio Tool that is a metadata authoring and publication tool 
which was used by content providers of the Organic.Edunet federation 
to describe their resources with metadata (Palavitsinis et al., 2010).  
4.3. Metadata Design Phase  
During the Metadata Design Phase, a Metadata Understanding Session (MUS) 
was organized, focusing on the proposed metadata application profile, asking 
the domain experts to provide their evaluation of it, once a small explanation 




Duration: 2 hours 
Date: January 2009 
Annotated Objects: Not applicable 
Involved people: 20 metadata IEEE LOM experts, organic educators & 
researchers 
Table 4.4: Metadata Understanding Session Parameters 
This experiment took place during a focus group meeting in January 2009, 
where twenty (20) domain experts of the project were given an evaluation 
sheet with the three questions: 
- Is this element easy for you to understand? 
- Is this element useful for describing Organic.Edunet content resources? 
- Should this element be mandatory, recommended or optional? 
The experts that participated in the experiment followed the process described 
below:  
1. A metadata expert presented an element from the metadata application 
profile by stating its definition, use and providing a simple example of 
its use, 
2. Any question from the participants was asked to the metadata expert, 
to clarify completely the meaning and use of this element, 
3. All participants were asked to decide on their answers on all three 
questions, 
4. The next element was presented 
Each element was assessed in terms of the questions posed with a score from 
one to five, five being the highest. The detailed results of this study are 
presented in Table 4.5. The name of each category of element in the 
Organic.Edunet IEEE LOM AP is only provided once and in the next elements 
of the same category it is replaced by “…”. A first generic observation that can 
be made from this table is that the majority of elements were rated on an 
average of 3.5 or more related to both their easiness to understand and 
usefulness in the context of the educational repositories. Also educational 
elements in specific seem to be rated quite lower than the other elements of 
the AP which is problematic, taking into account that the primary use of the 














1 General / Identifier / Catalog 3.92 4 Mand Mand 
2 …/ Identifier / Entry 3.75 4 Mand Mand 
3 …/ Title 4.13 4.25 Mand Mand 
4 …/ Language 4.13 4.25 Mand Mand 
5 …/ Description 4.20 4.06 Mand Mand 
6 …/ Keyword 4.18 3.44 Recom Mand 
7 …/ Coverage 3.6 3.5 Recom Optional 
8 …/ Structure 2.82 2.93 Recom Optional 
9 …/ Aggregation Level 2.76 2.8 Optional Optional 
10 Life Cycle / Version 4 3.4 Optional Optional 
11 …/ Status 3.8 3.71 Optional Optional 
12 Contribute / Role 3.53 3.56 Recom Recom 
13 …/ Entity 3.71 3.75 Recom Recom 
14 …/ Date 3.82 3.4 Recom Recom 
15 Meta-Metadata / Identifier / Catalog 3.25 2.91 Recom N/A 
16 …/ Identifier / Entry 3.08 2.91 Recom N/A 
17 …/ Contribute  / Role 3.86 3.29 Recom Recom 
18 …/ Contribute / Entity 3.71 3.21 Recom Recom 
19 …/ Contribute /  Date 4.14 3.36 Recom Recom 
20 …/ Metadata Schema 3.67 3.08 Recom Recom 
21 …/ Language 4.27 3.45 Recom Mand 
22 Technical / Format 4.5 4.47 Recom Mand 
23 …/ Size 4.5 4.27 Recom Mand 
24 …/ Location 4.2 3.57 Recom Mand 
25 …/ Requirement / OrComposite / Type 3.65 3.06 Optional Recom 
26 …/ Requirement / OrComposite / Name 3.65 2.94 Optional Optional 
27 …/ Requirement / OrComposite / 
Minimum Version 3.65 2.88 
Optional Optional 
28 
…/ Requirement / OrComposite / 
Maximum Version 3.63 2.75 
Optional Optional 
29 …/ Installation Remarks 3.75 3.13 Optional Optional 
30 …/ Other Platform Requirements 3.69 2.93 Optional Optional 
31 …/ Duration 3.92 3.58 Optional Optional 
32 Educational / Interactivity Type 3.2 3.5 Optional Recom 
33 …/ Learning Resource Type 3.75 3.93 Recom Recom 
34 …/ Interactivity Level 2.73 2.64 Optional Optional 
35 …/ Semantic Density 2.33 2.67 Optional Optional 
36 …/ Intended End User Role 3.56 3.33 Recom Recom 
37 …/ Context 3.75 3.47 Recom Recom 
38 …/ Typical Age Range  3.75 3.13 Recom Recom 
39 …/ Difficulty 3.33 3.25 Optional Optional 
40 …/ Typical Learning Time 3.27 2.67 Optional Optional 
41 …/ Description 2.92 2.90 Recom Optional 
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42 …/ Language 3.43 3.25 Optional Optional 
43 Rights / Cost 4 4.08 Recom Recom 
44 …/ Copyright and Other Restrictions 3.86 3.92 Mand Mand  
45 …/ Description 3.64 3.54 Recom Recom 
46 Relation / Kind 3.75 3.7 Optional Optional 
47 …/ Resource / Identifier / Catalog 3.63 4.14 Optional Optional 
48 …/ Resource / Identifier / Entry 3.56 3.5 Optional Optional 
49 …/ Resource / Description   3.22 3.63 Optional Optional 
50 Annotation / Entity 3.91 3.14 Optional Optional 
51 … / Date 4.18 3.29 Optional Optional 
52 … / Description 4.18 3.57 Optional Optional 
53 Classification / Purpose 3.7 2.88 Recom Optional 
54 … / Taxon Path / Source / Taxon / Id 3.14 3 Recom Optional 
55 … / Taxon Path / Source / Taxon / Entry 3.14 2.83 Recom Optional 
56 … / Description 3.36 3.2 Optional Optional 
57 … / Keyword 3.55 3.5 Optional Optional 
Table 4.5: Results from evaluation of metadata elements from domain experts. 
Table 4.5 presents and overview where it is evident that most elements were 
considered as easy to understand with 91.2% of the elements having an 
average rating of easiness coming from all the domain experts of 3 or more. 
73.7% of the elements were also considered useful for the context of use. From 
this last question, we kept the relatively high percentage of people that were 
neutral in reference to the statement of the question, possibly indicating 
problems with the annotation of the actual resources in the next lifecycle 
stages of the repositories.  
 Results 
Question [0,1] (1,2] (2,3] (3,4] (4,5] 
Is the element easy for you to 
understand? 
0% 0% 8.8% 71.9% 19.3% 
Is this element useful for 
describing educational resources? 
0% 0% 26.3% 61.4% 12.3% 
Table 4.6: Overall evaluation of the elements based on aggregated results 
Table 4.7 brings up issues related to whether or not some of the elements 
should be mandatory, recommended or optional. More specifically, many of 
the elements changed their initial status because of the experiment carried out 
for the AP design. Still the aim of this experiment was mostly to expose the 
involved stakeholders to the notion of metadata and the potential elements 
that could be used. On 74% of the elements the domain experts agreed on the 
proposed obligation coming from the application profile, choosing the same 
one when evaluating the elements. Overall, the domain experts asked for more 
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mandatory elements, less recommended and more optional than the ones 
originally proposed. 
 Mandatory Recommended Optional 
Question Before After Before After Before After 
Should this element be mandatory, 
recommended or optional? 
6 11 26 17 24 29 
Percentile change in overall number of 
mandatory  / recommended or optional 
elements 
+83% -34% +21% 
Table 4.7: Overall status of the elements before and after the evaluation process 
4.4.  Testing Phase 
During the Testing Phase of the Learning Federation, a small scale peer-
review exercise was organized, where metadata experts obtain a set of 
metadata records that are provided by the domain experts in order to review it 
in terms of metadata quality. The main parameters of this experiment are 
presented in Table 4.8.  
Duration: 1 week 
Date: April 2009 
Annotated Objects: 500 objects (≈5% of total expected number) 
Resources Reviewed: 60 (15 per expert) 
Involved people: 2 metadata experts 
Table 4.8: Peer-Review Experiment Parameters 
In April 2009, a group of metadata experts carried out a small scale review of 
a set of metadata records. More specifically, a group of two (2) metadata 
experts took a random sampling of resources from each content provider, 
recording common mistakes in the metadata provided. The mistakes that were 
identified were documented in a guide titled “Good & Bad Metadata Practices” 
and circulated to the content providers to take into account while populating 
the learning repositories of the project with new resources. Mistakes were 
focused on ten (10) specific metadata elements, because mistakes from 
content providers concerned mainly these elements. Despite that, such guide 
has to include at all times references to all the mistakes the assigned metadata 
experts retrieve from the records they examine.   
During this phase, a re-examination of the obligation of the elements in the 
application profile used, took place, where the metadata experts, guided by the 
results of the Metadata Understanding Session, as well as the small peer-
review experiment, revisited some of the elements, changing their obligation 
and adding values to their vocabularies wherever this was necessary. Overall, 
as Tables 4.9 and 4.10 illustrate, changes in the status or vocabularies of 15 
elements out of a total of 57 elements that were evaluated were proposed. 
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Some changes were also made regarding the vocabularies of the AP. These 
changes came up through the “comments” section of the questionnaire were 
all the participants gave unstructured comments on the use of the AP. Based 








General Structure Recommended Optional Optional 
Meta-
metadata 
Schema Recommended Mandatory Mandatory 
Language Recommended Mandatory Mandatory 
Technical 
Format Recommended Mandatory Mandatory 
Size Recommended Mandatory Mandatory 
Location Recommended Mandatory Mandatory 
Minimum Version Mandatory Optional Optional 
Maximum Version Mandatory Optional Optional 
Educational Description Recommended Optional Optional 
Rights Cost Recommended Mandatory Mandatory 
Annotation 
Entity Optional Recommended Recommended 
Date Optional Recommended Recommended 
Description Optional Recommended Recommended 
Table 4.9.  Changes in the status of the Organic.Edunet Application Profile 
elements  




























Table 4.10: Changes in the vocabularies of the Organic.Edunet Application 
Profile 
4.5.  Calibration Phase  
After allowing the domain experts for some time to work with the metadata 
authoring tool of the repositories and get acquainted with the new version of 
the application profile, we conducted a second peer-review experiment in a 
larger scale, involving the domain experts themselves. The main parameters of 




Duration: 3 weeks 
Date: June 2009 
Annotated Objects: 1.000 objects (≈10% of total expected number) 
Resources Reviewed: 105 resources (≈5 per expert) 
Involved people: 20 domain experts 
Table 4.11: Peer-Review Experiment Parameters 
For this experiment, a peer-review mechanism for the metadata records of 
each content provider was set up. More specifically, a group of 20 domain 
experts was chosen that also had experience with metadata annotation. These 
experts came from all the content providers and they were assigned five (5) 
resources each for which they had to provide a review of their metadata using 
a pre-defined metadata peer-review grid.  
This grid asserted metadata metrics based on a Likert scale from 1 to 5 (1 
being the lowest). Specific examples were provided for each case, i.e. if 
completeness is rated with “1”, then this means that most of the mandatory 
elements are not completed, few of the recommended are and almost none of 
the optional ones. In this way, the reviewers can be more confident and 
precise about their reviews.  
In total, 105 reviews were received for corresponding resources, as some of the 
reviewers provided extra ones. Each reviewer was assigned resources coming 
from other providers, to keep the reviews impartial and in the end the review 
grids were centrally collected and analyzed to make deductions for the overall 
quality of metadata. In the end of this process, based on the analysis that was 
carried out, instructions were circulated to all partners, depending on the 
scores of the metrics used in the grids. These instructions regarded 
corrections to the metadata records of the LOs and in addition, specific 
comments were sent to partners based on free-text notes that were recorded 
on the peer-review grids. Table 4.12 contains an overview of the scores that 
the reviewers provided for all 105 resources. 
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 40% 51% 50% 69% 41% 69% 40% 
4 45% 32% 28% 21% 33% 21% 37% 
3 5% 10% 15% 6% 18% 9% 19% 
2 9% 3% 1% 2% 5% 0% 0% 
1 1% 1% 0% 0% 2% 1% 1% 
no 1% 3% 6% 3% 1% 1% 3% 
Table 4.12: Overview of the scores provided for 105 resources that were reviewed  
As it can be noted from Table 4.12, most of the resources for all of the metrics 
were deemed as either excellent (score 5), or as pretty good (score 4). Some of 
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the resources were reported as mediocre (with a score of 3) and were sent to 
content providers to edit/enrich. The percentages of evaluations that did not 
provide a score for one or more of the criteria were negligible. Looking at each 
metric separately we can see that: 
 85% of the records were rated with scores of 4 or 5 out of 5, related to 
their completeness which is really high,  
 83% of the records were ranked as accurate related to the actual 
resource they describe, 
 78% of the records were consistent as regards the use of the elements 
with the envisaged use described in the Organic.Edunet application 
profile,  
 Objectiveness was high as well with 90% of the records being reviewed 
with either 4 or 5 out of 5, showing that all records were completed in 
an unbiased way, 
 74% of the records were deemed to be filled out in the appropriate way 
in reference to the envisaged use within the Learning Federation of 
Organic.Edunet,  
 Finally, correctness of the language used both in terms of syntax and 
grammar was really high with 90% of all records being rated with 4 or 5 
out of 5. 
Looking at some input that is not depicted in Table 4.12 but was gathered 
through the additional questions in the Metadata Quality Assessment form, 
we saw that from 105 records, 29 (28%) were not deemed to be of the desired 
quality (in terms of metadata) as that they could be published in the Learning 
Federation. Looking at the overall rating of the resources we see that 23% of 
them were rated with 3 or below in an average, so the high number of 
unfitting records for publication can be attributed to this. Given the fact that 
more than one quarter of the records examined were not fit for publication, 
the content providers were sent explicit instructions with the end of this 
phase, to review their records and correct any mistakes, based on a revised 
version of the “Good and Bad Metadata Practices” guide. 
4.6.  Critical Mass Phase  
During the Critical Mass Phase, we performed an assessment of the 
completeness of the records that were populated in the Learning Federation. 




Duration: 1 week 
Date: September 2009 
Annotated Objects: 6.653 objects (≈60% of total expected number) 
Resources Analyzed: 6.653 
Involved people: 1 metadata expert 
Table 4.13: Completeness Assessment Parameters 
For the next check-point in the lifecycle of the Learning Federation, it was 
deemed necessary to look at the way domain experts worked with the 
metadata elements that were defined in the metadata AP. What was expected 
here was that all the elements that were perceived as easy to understand and 
useful in the first experiment during the Metadata Understanding Session, 
would in turn be used in the actual content management tool. At this point, it 
is essential to point out that for a resource to be uploaded on the content 
management tool and described with metadata, there were not mandatory 
fields, coming from the interface of the tool. Each user could upload the 
resource which was assigned a URL automatically and other than that, it could 
be saved without imposing any other restrictions to the user. This means that 
each user could decide to provide from none to all metadata elements for any 
resource. 
This part of the experiment was carried out when a first big sample of 
resources was uploaded and annotated with metadata in the Learning 
Federation. More specifically, 6.653 resources (almost 60% of the total 
number of resources that would be populated in the end of the project) were 
described with metadata and uploaded by content providers at the time of the 
experiment. A snapshot of the metadata completeness for all metadata 
elements of the application profile was taken at the time from the content 
management system of the LORs and all this data were analyzed to find out to 
which extent each metadata element was used. In this experiment, not all 
aspects of the quality of the metadata were examined but we mainly focused 
on their completeness. Some initial conclusions were made, including the fact 
that most mandatory elements were used at a satisfying level but when it came 
to the recommended, or even worse, the optional ones, their usage was well 
below 20% in most cases.  
No Mandatory Elements Records  % 
1 General / Title 6639 99,8% 
2 …/ Language 6248 93,9% 
3 …/ Description 6307 94,8% 
4 Rights / Cost 1043 15,7% 




No Recommended Elements Records  % 
6 General / Keyword 850 12,8% 
7 LifeCycle / Contribute / Role 763 11,5% 
8 Educational / Intended End User Role 853 12,8% 
9 …/ Context 678 10,2% 
10 …/ Typical Age Range 252 3,8% 
11 Rights / Description 511 7,7% 
12 Classification  785 11,8% 
No Optional Elements Records  % 
13 General / Coverage 10 0,2% 
14 …/ Structure 523 7,9% 
15 LifeCycle / Status 22 0,3% 
16 Educational / Interactivity Type 22 0,3% 
17 …/ Interactivity Level 22 0,3% 
18 …/ Semantic Density 14 0,2% 
19 …/ Difficulty 9 0,1% 
20 …/ Typical Learning Time 0 0% 
21 …/ Language 22 0,3% 
22 …/ Description 102 1,5% 
Table 4.14: Completeness elements deployed in Confolio tool 
As it is shown in Table 4.14, rights-related elements and all the recommended 
elements were heavily underused in the Learning Federation. The situation 
with the optional ones was even worse with completeness levels around 0.1 to 
0.3%. Finally, it should be pointed out that during these measurements we are 
not looking at all the 57 elements that were included in the original 
application profile from the domain experts as some of them are filled out 
automatically and therefore looking at their completeness would not make 
sense (e.g. “General/Identifier”) and also because some of them make sense 
when all their sub-elements are completed, so instead of looking into each and 
every sub-element we look at the parent element to examine completeness 
(e.g. “LifeCycle/Contribute/Role” element).    
Based on the aforementioned findings, recommendations were sent to all 
content providers, mainly targeted on the use of more keywords for each 
resource, more classification terms that were based on a pre-defined ontology 
on Organic Agriculture and finally the use of the educational elements of IEEE 
LOM to show the educational usage of the resources. Allowing for some time 
for the content providers to enhance their metadata, the next experiment that 
took place was designed mainly to check whether or not the requested 
metadata enhancements were carried out.  
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4.7.  Regular Operation Phase  
During the Regular Operation Phase of the Learning Federation, the total 
number of the targeted resources was populated within the repositories and 
enough time was given to the content providers to correct the metadata 
records based on recommendations that came out from the previous 
experiments. The parameters of the last experiment conducted are presented 
in Table 4.15. 
Duration: 1 week 
Date: September 2010 
Annotated Objects: 11.000 objects (100%) 
Resources Analyzed: 11.000 
Involved people: 1 metadata expert 
Table 4.15: Completeness Assessment Parameters 
During this phase, another analysis of the log files took place, for a total of 
approximately 11.000 resources. The purpose of this analysis was twofold. 
First of all it aimed at checking the overall metadata completeness and also at 
validating the experiments carried out so far, to see if they had the expected 
impact on the metadata quality. A second snapshot of the metadata 
completeness for all metadata elements of the application profile was taken on 
October 2010 from the Confolio tool. The data were analyzed to see if, at least 
in terms of completeness, the metadata quality was affected. Indeed, findings 
showed that the metadata completeness was significantly improved for all 
categories of elements.  
In Table 4.16, the results for completeness of metadata records are presented 
in two distinct phases: The results from the earlier stages of “Critical Mass” 
and the results from the stage of “Regular Operation” for the Learning 
Federation. Comparing the completeness level in the two phases it becomes 
apparent that great improvement has been depicted in the resulting metadata 
because of the mechanisms that were setup. In the case of mandatory 
elements, all of them reached completeness levels of almost 100% with the 
exception of “Rights/Cost” that was high enough with 82.4% as well. In the 
recommended elements, all the elements were completed in 63.9% of the 
cases or more. Finally, with the exception of the “Educational/Typical 
Learning Time” and the “Educational/Description” element which confused 
many of the content providers, all the other optional elements were completed 










Records  % Records  % Diff. 
1 General / Title 6639 99.8% 10.968 100% +0.2% 
2 …/ Language 6248 93.9% 10.964 99.9% +6% 
3 …/ Description 6307 94.8% 10.968 100% +5.2% 
4 Rights / Cost 1043 15.7% 9.037 82.4% +66.7% 
5 
…/ Cost Copyright & Other 
Restrictions 
1066 16.0% 10.963 99.9% +82.4% 




Records % Records  % 
6 General / Keyword 850 12.8% 10.959 99.9% +87.1% 
7 LifeCycle / Contribute / Role 763 11.5% 8.467 77.2% +65.7% 
8 
Educational / Intended End User 
Role 
853 12.8% 9.037 82.4% +69.6% 
9 …/ Context 678 10.2% 8.885 81% +70.8% 
10 …/ Typical Age Range 252 3.8% 7.084 63.9% +60.1% 
11 Rights / Description 511 7.7% 10.135 92.4% +84.7% 
12 Classification 785 11.8% 8.151 73.6% +61.8% 




Records  % Records  % 
13 General / Coverage 10 0.2% 9.055 82.6% +82.4% 
14 …/ Structure 523 7.9% 9.048 82.5% +74.6% 
15 LifeCycle / Status 22 0.3% 4.349 39.7% +39.4% 
16 Educational / Interactivity Type 22 0.3% 4.085 36.9% +36.6% 
17 …/ Interactivity Level 22 0.3% 4.107 37.1% +36.8% 
18 …/ Semantic Density 14 0.2% 4.097 37% +36.8% 
19 …/ Difficulty 9 0.1% 4.113 37.1% +37% 
20 …/ Typical Learning Time 0 0% 45 0.4% +0.4% 
21 …/ Language 22 0.3% 5.794 52.3% +52% 
22 …/ Description 102 1.5% 1.627 14.7% +13.2% 
Table 4.16: Completeness comparison between Critical Mass & Regular 
Operation Phases 
Completing the experiments carried out, it is evident that the completeness of 
the metadata records hosted in the respective repositories was significantly 
improved. Looking at some qualitative aspects that were measured through 
the peer-review experiments, we can also say with some degree of certainty 
that the same records are also of high quality related to the full set of quality 
metrics that was deployed.  
4.8. Cost Implications 
In Table 4.17, the cost analysis of the application of MQACP on the case of the 
Learning Federations is presented. In the table, the timing of each experiment 
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is presented along with the method used to conduct and the estimated time 
that this occupied the experts involved. The estimation is calculated in hours 
so that it can be reused independent of currencies and other country specific 
variables. In the end of the table, the total time needed is provided, along with 
the requirements in people.  
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N/A N/A 2 hours 
TOTAL 49 people   TOTAL 134.7 hours 
Table 4.17: Cost of the MQACP application on the Learning Federation 
In the case of experiments that involved experts, the time is constant and the 
total time spent rises as the number of experts involved increases. Such a case 
is the metadata understanding session experiment and the metadata quality 
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assessment from experts. Other methods such as the creation of a guiding 
document for the annotators are absolute, meaning that the time needed does 
not change significantly, independent of the number of experts involved. For 
other methods such as the analysis of the results of the online peer review, the 
timing needed was not known in advance and was calculated as the process 
was carried out from the metadata expert that analyzed the results. Finally, for 
the parts of the cost analysis where technical work was carried out, the 
respective technical experts were interviewed to document the exact time they 
needed to respective scripts to support the MQACP application. This initial 
estimation does not indicate much on its own, as there are no previous 
findings from literature that could be compared to this. It remains to see how 
much it will cost to apply the MQACP in the two remaining cases and then 
compare the results.  
4.9. Conclusions 
In the following table, an overview of all the methods that were used in the 
case of the Learning Federation is provided. These experiments were carried 
out in different phases of the educational repositories’ development, involving 
different actors and concerning different sets of resources each time. All of 






















4 / 60  Metadata 4/2009 Qualitative N/A 
Metadata 
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Metadata 9/2010 Quantitative Microsoft Excel 
Table 4.18: Details of the Metadata Quality Assessment Certification Process 
Methods 
Overall, the selected approach proved to be really efficient for the 
completeness of the metadata records as in most cases the improvement that 
was achieved through the experiments carried out is more than noticeable. 
Key elements of the application profile that were very crucial to the service 
provided and were not used in the beginning (like Educational elements), 
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were later used in a satisfying degree, allowing for advanced search 
mechanisms to be deployed on the content. At the same time, following this 
process of metadata quality assurance, greater visibility of the content was 
achieved with all the contents coming from the content providers being 
accessed more times than in the beginning of the process.  
In total, the MQACP for the case of the educational repositories was deployed 
over a period of 20 months when a total of five (5) experiments were carried 
out, reaching an average metadata completeness of 67% per element with an 
improvement in metadata completeness between the two measurements of an 






5. MQACP Application on a Cultural Federation 
Completing the first experiment, we identified the need to validate the results 
of applying the MQACP to another case of a federation of repositories. In this 
chapter, we present the process as it was validated in the case of the cultural 
collections, along with the main results. A discussion concludes the chapter, 
focusing on the main outcomes of the experiments comparing them to the 
Learning Federation’s case. The second case in which the MQACP was applied 
was the one of the cultural collections of Natural Europe (www.natural-
europe.eu). A federation of six (6) repositories is populated with resources 
related to natural history that account for the digitized collections of 
respective Natural History Museums (NHMs) around Europe. A total of 
approximately 15.000 resources are populated in the Natural Europe 
federation. The metadata describing the content would be bilingual for all 
partners (English and native language) and specific requirements were also 
imposed on the content providers coming from the fact that one part of the 
metadata for the resources would be exposed to Europeana 
(www.europeana.eu), a Europe-wide cultural heritage digital library. In this 
case, the needs of the repositories, dictated for a repository with high quality 
metadata that would allow for the resources of the respective content 
providers to be easily accessible. 
5.1. Content Background 
In Table 5.1, the content coming from all six (6) content providers of Natural 
Europe is described. As the table shows, the content covers various themes of 
natural history from fossils to minerals and plants. In addition to this, Table 
5.2 shows the distribution of the content in the main types offered, that is text, 
images and video.  






4.010 cultural objects on 













2.060 cultural objects on 
botanic, zoology and 
geology 
Word, PDF, high-
resolution JPG, MOV, 
MPEG4 
                                                          
5 Short name of the participant who provides the content 
6 E.g. Text, image, movie, sound, music etc. 
7 E.g. 1,000 film clips, 2 million pages, 20,000 books etc. 
8 E.g. Format - JPEG, MPEG, Quicktime, HTML, PDF etc., Quality – Resolution, sampling rate, colour/greyscale etc. 
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1.650 cultural objects on 
fossils and living fossils 
Word, PDF, high-






450 cultural objects on 
arctic flora and fauna and 
arctic research 
Word, PDF, high-








1.780 cultural objects on 
geology, botany and 
zoology 
Word, PDF, high-








4.210 cultural objects on 
zoology, botany and 
minerals 
Word, PDF, high-
resolution JPG, MOV, 
MPEG4 
 TOTAL 14.160 objects  
Table 5.1: Sources of content by Natural Europe content providers 
As in the case of the learning federations, in the cultural federation, we look at 
all the content based on the content type, to compare the tasks of metadata 
annotation for the two cases. In total, 5.870 text resources, 7.300 images and 
1.550 videos would be uploaded on the Natural Europe federation.  
Media 
Format 
NHMC MNHNL JME AC TNHM HNHM 
Text 510 1.300 830 250 880 2.100 
Image 2.500 1.000 800 200 800 2.000 
Video 1.000 300 20 30 100 100 
Table 5.2: Categorisation of content resources per resource type 
5.2. Tools Used 
Apart from the common set of tools that are used for collection, analysis and 
presentation of results, another set of tools that are related to metadata design 
and management are needed in the application of the MQACP. Therefore, in 
the case of the cultural repositories we used: 
 The Europeana Semantic Elements (Haslhofer & Isaac, 2011) as a base 
schema upon which the Natural Europe-ESE Metadata Application 
Profile (AP) was developed with the aid of domain experts.  
 The MultiMedia Authoring Tool (MMAT) that is a metadata authoring 
and publication tool which was used by content providers of the 
Natural Europe federation to populate the existing repositories with 
cultural content (Makris et al., 2011). 
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5.3. Metadata Design Phase  
During the Metadata Design Phase, domain experts were exposed to the 
Natural Europe-ESE application profile during a focus group meeting where 
they were presented with its elements and provided their input both through a 
questionnaire and also through observations and questions that were noted 
from the metadata experts. 
Duration: 2 hours 
Date: March 2011 
Annotated Objects: Not applicable 
Involved people: 11 museum researchers & 1 metadata expert 
Table 5.3: Metadata Understanding Session Parameters 
This experiment took place during a focus group meeting in March 2011, 
where 11 domain experts and 1 metadata expert were presented with the 
proposed application profile for their digital cultural collections and were 
given an evaluation sheet to provide their input. This input included 
answering the following questions:  
- The element is easy to understand 
- The element is useful for describing LOs in Natural Europe 
Finally. the partners were asked if they though that that each element should 
be mandatory. recommended or optional. Additionally. during this phase. a 
preliminary metadata hands-on exercise took place where the content 
providers/subject matter experts. used the existing application profile to 
describe a set of their resources in paper. This exercise generated discussions 
on the Natural Europe ESE AP which needed many refinements based on the 
input of the content providers. Below. the results of the metadata application 
profile questionnaire are presented in a scale from 1 (low) to 5 (high) showing 
the preliminary understanding of the metadata elements from the content 
providers. Looking at Table 5.4, we see that apart from a few cases, most of 
the elements were rated in average with scores of 4 and above by the domain 
experts, both in terms of easiness as well as in terms of their usefulness for the 
application context. In addition to that looking at the agreement in the 
obligation of the elements between metadata and domain experts we see that 
for 55% of the elements the respective experts agreed in terms of being 
mandatory, recommended or optional. 










1 dc.title 4.82 4.64 Mand Mand 
2 dc.description 5 4.91 Mand Mand 
3 dc.rights 4.73 4.73 Mand Mand 
[120] 
 










4 dc.subject 3.55 4.7 Mand Mand 
5 dc.coverage 2.2 3.25 Mand Optional 
6 Europeana.URI 4.45 4.8 Mand Mand 
7 Europeana.country 5 4.91 Mand Mand 
8 Europeana.language 4.6 4.64 Mand Mand 
9 Europeana.provider 3.55 3.67 Mand Mand 
10 Europeana.data.provider 3.8 3.63 Mand Mand 
11 Europeana.CollectionName 4.82 4.56 Mand Mand 
12 Europeana.Rights 4.64 4.67 Mand Mand 
13 meta-metadata 3.22 3.25 Mand Optional 
14 dc.type 4.27 4.64 Recom Mand 
15 dc.language 5 4.91 Recom Mand 
16 dc.contributor 2.7 2.75 Recom Recom 
17 dc.creator 4.36 4.55 Recom Mand 
18 dc.publisher 3.82 4.2 Recom Mand 
19 dc.provider 3.64 3.64 Recom Mand 
20 dc.identifier 3.55 4.3 Optional Mand 
21 dcterms.created 4 4.1 Optional Mand 
22 dcterms.issued 3.36 3.4 Optional Optional 
23 dc.source 4.45 4.55 Optional Mand 
24 dc.relation 2.91 3.33 Optional Optional 
25 dc.format 4.45 3.8 Optional Optional 
26 dcterms.provenance 2.55 3.2 Optional Optional 
27 Europeana.object 4.2 5 Optional Mand 
28 Europeana.isShownBy 3 3.75 Optional Mand 
29 Europeana.isShownAt 3.2 3.63 Optional Recom 
Table 5.4: Results from evaluation of metadata elements from domain experts. 
The overall analysis of the results agrees with the initial observation from the 
previous table. More specifically, for 82.8% of the elements, the domain 
experts agreed that they are easy to understand with scores of 3 out of 5 or 
more. Additionally, for 96.5% of the elements, the domain experts agreed that 
they would be useful to have when describing their digital cultural resources 
(Table 5.5).  
 Results 
Question [0,1] (1,2] (2,3] (3,4] (4,5] 
Is the element easy for you to 
understand? 
0% 0% 17.2% 34.5% 48.3% 
Is this element useful for 
describing cultural resources? 
0% 0% 3.4% 37.9% 58.6% 
Table 5.5: Overall evaluation of the elements based on aggregated results 
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Table 5.6 shows that there were lots of differences in the obligations indicated 
by the designers of the metadata application profile in comparison to what the 
domain experts requested. Overall, domain experts asked for more mandatory 
and less recommended and optional elements than the original application 
profile.  
 Mandatory Recommended Optional 
Question Before After Before After Before After 
Should this element be mandatory, 
recommended or optional? 
13 21 6 2 10 6 
Percentile change in overall number of 
mandatory  / recommended or optional 
elements 
+62% -66% -40% 
Table 5.6: Overall status of the elements before and after the evaluation process 
5.4. Testing Phase  
During the Testing Phase of the cultural repositories, a peer-review exercise 
was organized on August 2011, where metadata experts obtain a set of 
metadata records that are provided by the domain experts in order to review it 
in terms of metadata quality. The main parameters of this experiment are 
presented in Table 5.7. 
Duration: 1 week 
Date: August 2011 
Annotated Objects: 1000 objects (≈10% of total expected number) 
Resources Reviewed: 100 (50 per expert) 
Involved people: 2 metadata experts 
Table 5.7: Peer-Review Experiment Parameters 
During the Testing Phase, a first working version of the MMAT was made 
available to the content providers. Curators in charge of the collections 
worked with the tool to provide us with their opinion on each element of the 
Natural Europe ESE AP. The results from the questionnaires provided new 
insight for the revisiting of the Natural Europe ESE AP. Based on the 
comments coming from the content providers, revisions were made to the 
MMAT and the application profile and a hands-on annotation of 10% of the 
resources in the cultural federation took place. 1.000 resources were 
annotated with metadata giving the opportunity to content providers to work 
with metadata and the tool in real situations. Once the process was completed 
a small group of metadata experts reviewed a sample of these 1.000 resources 
(almost 10% of them) based on the Metadata Quality Assessment Grid. The 
outcomes of this review were sent to all the content providers as a future 
roadmap but were also used to draft the first version of a metadata good and 
bad practices guide. The major revisions during this stage were the changes 
made in the application profile used. Table 5.7, shows the first version of the 
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application profile and maps it to the adapted one based on the domain 
experts input. As it can be seen below, some of the elements (14) changed their 
name to become easier to understand by the domain experts, i.e. switching 
from the traditional DC names to something else. Three (3) elements were 
broken down into more elements to store complex data about the cultural 
objects, so “dc.title” was substituted by “CHO Title” that provides the title of 
the cultural heritage object itself (the physical object) and “Object Titles” that 
stores the title of its digital counterpart, introducing in this was an FRBR9 
approach to the Natural Europe application profile. On the contrary, some 
elements were grouped and formed one element in the new application 
profile, covering the multiple element names with vocabularies for the new 
elements. As an example, in the case of “Object Creators”, this element 
replaced the “dc.contributor”, “dc.creator”, “dc.publisher”, “dc.provider” by 
incorporating the respective values in the form of a controlled vocabulary.  
No First version Second version No 
1 dc.title 
CHO Title 1 
Object Titles 2 
2 dc.description Object Descriptions 3 
3 dc.rights Copyrights 4 
4 Europeana.Rights Access 5 
5 dc.subject 
Classification 6 
Scientific Name 7 
Common Names 8 
6 dc.coverage CHO Temporal Coverage 9 
7 dc.source 
Object URL 10 
8 Europeana.URI 
9 Europeana.country CHO Spatial Coverage 11 
10 Europeana.provider 
CHO Creators 12 11 Europeana.data.provider 
12 Europeana.CollectionName 
13 meta-metadata N/A  
14 dc.type CHO Types 13 
15 Europeana.language 
Object Languages 14 
16 dc.language 
17 dc.contributor 




21 dc.identifier Object Identifiers 16 
22 dcterms.created CHO Significant Dates 17 
23 dcterms.issued Object Creation Dates 18 




No First version Second version No 
24 dc.relation Related Objects 19 
25 dc.format 
Object Formats 20 
CHO Mediums 21 
26 dcterms.provenance Object Extends 22 
27 Europeana.object Object Content Type 23 
28 Europeana.isShownBy Object Thumbnail URL 24 
29 Europeana.isShownAt Object Context URL 25 
 N/A CHO Keywords 26 
Table 5.8: Mapping between first and second version of Natural Europe 
application profile 
Coming out of the Testing Phase, the application profile now has 26 elements 
which were incorporated into the MMAT tool, meaning that all the content 
providers are now working with the new version of the application profile. 
From this point on, small changes can only take place within the elements 
themselves as the population of the repositories with the majority of the 
digital content begins. 
5.5. Calibration Phase  
More than 3.000 resources from the cultural collections were annotated with 
metadata during the end of the 1st year of the repository lifecycle, entering in 
this way what we call its “Calibration Phase”. After the successful completion 
of the previous phase, a peer review exercise was organized on March 2012, 
where content providers were given a sample of resources coming from 
providers other than themselves to evaluate based on a set of predefined 
quality metrics. In total, 89 reviews were received for 89 different metadata 
records and corresponding resources, provided by ten (10) domain experts. 
The main parameters of this experiment are provided in Table 5.9.  
Duration: 3 weeks 
Date: March 2012 
Annotated Objects: 3.000 objects (≈20% of total expected number) 
Resources Reviewed: 99 resources (≈10 per expert) 
Involved people: 10 domain experts 
Table 5.9: Peer-Review Experiment Parameters 
In Table 5.10, the aggregated scores of the peer review experiment are 
presented. For each metric, the percentage of reviewers that gave the 
corresponding score are mentioned.  
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 16% 22% 36% 73% 32% 62% 26% 
4 42% 43% 40% 13% 29% 22% 38% 
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Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
3 19% 13% 19% 4% 13% 13% 30% 
2 6% 1% 3% 6% 14% 1% 3% 
1 13% 9% 1% 4% 11% 1% 2% 
no 3% 11% 0% 0% 0% 1% 0% 
Table 5.10: Overview of the scores provided for all the quality metrics for 99 
resources that were reviewed 
From Table 5.10, the following conclusions can be drawn: 
 58% of the records were rated with scores of 4 or 5 out of 5, related to 
their completeness,  
 65% of the records were ranked as accurate related to the actual 
resource they describe,  
 Consistency with the ESE CHO Application Profile is high with almost 
76% of the reviews scoring them with 4 or 5 out of 5. This indicates that 
all elements are used in the appropriate manner and in accordance 
with the Natural Europe ESE Application Profile (AP), 
 Objectiveness was both ranked really high with 86% of the records 
being reviewed with either 4 or 5 out of 5, which shows that all records 
were completed in an objective, unbiased way, 
 61% of the records were deemed to be filled out in the appropriate way 
in reference to the way that metadata would be used in the cultural 
repositories. 
 Correctness in the language used in the metadata descriptions was also 
really high, rated almost at 84% for scores of 4 or 5 out of 5.  
Looking at some input that was gathered through the reviews that is not 
present in Table 5.10, we saw that 43 out of 99 (43%) resources were not 
deemed to be of the desired quality (in terms of metadata) so that they could 
be published on the federation of cultural repositories. The reviewers 
indicated this but answering a Yes/No question in the end of each review 
form. This phenomenon may be attributed to the low scores in three of the 
metrics, namely completeness, accuracy and appropriateness but also to the 
fact that looking at the overall ratings provided by the reviewers, 35% of the 
records were rated with 3 or below which can explain a big portion of the 
records that were deemed as unfit for publication. Following these results, 
content providers were provided with targeted input related to their 
collections and the document containing good and bad practices for metadata 
annotation was revised. To check whether or not, the results that we collected 
from our domain experts, matched the actual situation in the cultural 
repositories, we took a closer look at the metadata completeness in the 
repositories themselves. To this end, we analyzed the annotated objects’ 
metadata in terms of their completeness. The parameters of the experiment 
that took place on May 2012 are presented in Table 5.11. 
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Duration: 1 week 
Date: May 2012 
Annotated Objects: 3.417 objects (≈20% of total expected number) 
Resources Analyzed: 3.417 
Involved people: 1 metadata expert 
Table 5.11: Completeness Assessment Parameters 
Table 5.12 shows the completeness of each element in the cultural 
repositories. Grouping the elements based on their obligation, we see that for 
most of the mandatory elements (except from Access), the completeness is 
really high. In the recommended elements, only “Object Languages” is 
problematic in terms of completeness whereas in the optional elements, 
problems are noticed for “Scientific Name”, “Classification”, “Common 
Names”, “CHO Temporal Coverage”, “CHO Mediums”, “CHO Creators”. 
“Object Creation Dates” and “Object Context URL”. 
No Mandatory Elements Records % 
1 CHO Titles 3.414 99,9% 
2 CHO Keywords 3.306 96,8% 
3 Object Titles 3.417 100,0% 
4 Object Descriptions 3.066 89,7% 
5 Object URL 3.408 99,7% 
6 Object Thumbnail URL 3.318 97,1% 
7 Object Content Type 3.417 100,0% 
8 Copyrights 3.417 100,0% 
9 Access 2.063 60,4% 
No Recommended Elements Records % 
10 CHO Types 2.667 78,1% 
11 Object Creators 3.009 88,1% 
12 Object Languages 1.106 32,4% 
No Optional Elements Records % 
13 Scientific Name 11 0,3% 
14 Classification 10 0,3% 
15 Common Names 0 0,0% 
16 CHO Significant Dates 2.452 71,8% 
17 CHO Temporal Coverage 725 21,2% 
18 CHO Spatial Coverage 2.554 74,7% 
19 CHO Mediums 227 6,6% 
20 CHO Creators 0 0,00% 
21 Object Creation Dates 560 16,4% 
22 Object Identifiers 2.112 61,8% 
23 Object Context URL 555 16,2% 
24 Related Objects 1.797 52,6% 
25 Object Formats 3.059 89,5% 
26 Object Extents 1.989 58,2% 




Taking the elements that were problematic, we compared them to the results 
of the Metadata Understanding Session that was held in the Metadata Design 
Phase, keeping in mind their mappings to the first version of the application 
profile. In the case of “Access”, “Object Languages” and “Object Creation 
Dates” there is no clear connection between the understanding and usefulness 
the domain experts provided and their limited use within the repositories. 
Despite that, for all the other elements that were not used as much as 
expected, there were problems either with the easiness to understand them or 
their perceived usefulness which might have led to their limited use 
afterwards.   




1 Access 60,37% 4.64 4.67 
2 Object Languages 32,37% 5 4.91 
3 Scientific Name 0,32% 
3.55 4.7 4 Classification 0,29% 
5 Common Names 0,00% 
6 CHO Temporal Coverage 21,22% 2.2 3.25 
7 CHO Mediums 6,64% 4.45 3.8 
8 CHO Creators 0,00% 3.68 3.65 
9 Object Creation Dates 16,39% 4 4.1 
10 Object Context URL 16,24% 3.2 3.63 
Table 5.13: Problematic elements’ completeness compared to Metadata 
Understanding Session ratings 
To solve the aforementioned problems, we issued clear instructions and 
examples of use for the content providers and revisited the really problematic 
elements such as the classification group (“Scientific Name”, “Classification” 
and “Common Names”), refining their description and explaining their 
envisaged use in the repositories.  
5.6. Critical Mass Phase 
After completing the set of the two experiments in the Calibration Phase, we 
decided to check on the metadata quality of the cultural collections once more. 
To this direction, usage data were exported from MMAT on September 2012 
and they were analyzed in terms of completeness. The main parameters of the 
experiment are shown in Table 5.14 and the results are showcased in Table 
5.15.  
Duration: 1 week 
Date: September 2012 
Annotated Objects: 9.402 objects (≈62% of total expected number) 
Resources Analyzed: 9.402 
Involved people: 1 metadata expert 
Table 5.14: Completeness Assessment Parameters 
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Table 5.15 shows the completeness of each element after the last measurement 
and the guidelines that were provided to the content providers. In this table 
we see that now all mandatory elements are completed in a satisfying degree, 
having solved the problem with the “Access” element and also the problem 
with the “Object Languages” has improved significantly. Finally, looking at the 
optional elements as a total we see that from an average completeness of 
33.6% they rose to an average of 50.8% with only two elements presenting 
completeness below 35% which dropped the average significantly.  
No Mandatory Elements Records % 
1 CHO Titles 9.253 98.4% 
2 CHO Keywords 9.141 97,22% 
3 Object Titles 9.402 100% 
4 Object Descriptions 9.323 99,2% 
5 Object URL 9.349 99,4% 
6 Object Thumbnail URL 8.291 88,2% 
7 Object Content Type 9.402 100% 
8 Copyrights 9.402 100% 
9 Access 9.402 100% 
No Recommended Elements Records % 
10 CHO Types 7.362 78,3% 
11 Object Creators 8.095 86,1% 
12 Object Languages 5.796 61,7% 
No Optional Elements Records % 
13 Scientific Name 5.629 59,9% 
14 Classification 3.717 39,5% 
15 Common Names 3.931 41,8% 
16 CHO Significant Dates 4.332 46,1% 
17 CHO Temporal Coverage 1.689 18% 
18 CHO Spatial Coverage 6.590 70,1% 
19 CHO Mediums 309 3,3% 
20 CHO Creators 4.627 49,2% 
21 Object Creation Dates 4.469 47,5% 
22 Object Identifiers 5.996 63,8% 
23 Object Context URL 3.418 36,4% 
24 Related Objects 8.291 88,2% 
25 Object Formats 9.402 100% 
26 Object Extents 4.436 47,2% 
Table 5.15: Completeness for all elements of AP used in Metadata Authoring 
Tool. 
Coming out of the Critical Mass Phase, the cultural repositories are populated 
with more than half of the envisaged resources and most of the elements are 
completed in a satisfying degree, taking into account (a) their original status 
during the Calibration Phase and (b) their obligation, meaning that we did not 
expect or demand for the optional elements to be completed as much as the 
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mandatory ones. To make sure that the results that we got from analyzing 
completeness in the repositories were consistent, we conducted another small 
peer-review experiment with the participation of four domain experts that 
reviewed a small sample of 34 resources. The main parameters of this 
experiment are shown in Table 5.16 and the results in Table 5.17.  
Duration: 3 weeks 
Date: September 2012 
Annotated Objects: 9.402 objects (≈62% of total expected number) 
Resources Reviewed: 34 resources (≈9 per expert) 
Involved people: 4 domain experts 
Table 5.16: Peer-Review Experiment Parameters 
Looking at Table 5.17, we see that the results compared to the previous peer-
review experiment have significantly improved for all the quality metrics 
which was also reflected on the completeness measurement that was carried 
out during the same period. Overall we see that completeness was improved in 
terms of having fewer resources rated with 1 out of 5 (dropped from 13% to 
0%). Accuracy went from 65% to 80%, Consistency went from 76% to 80% as 
well and Objectiveness remained steady around 85%. Appropriateness went 
from 61% to 76% and Correctness went from 84% to 88%.   
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 38% 59% 68% 79% 47% 79% 53% 
4 29% 21% 12% 6% 29% 9% 29% 
3 26% 9% 12% 6% 15% 12% 9% 
2 6% 12% 9% 9% 6% 0% 9% 
1 0% 0% 0% 0% 3% 0% 0% 
no 0% 0% 0% 0% 0% 0% 0% 
Table 5.17: Overview of the scores provided for all the quality metrics for 34 
resources that were reviewed 
5.7. Regular Operation Phase 
During the Regular Operation Phase, the tools of the cultural collections are 
completed and the application profile is now stable and not likely to change. 
The content providers are completing the upload and annotation of the digital 
resources they are contributing, also making sure to revise the problematic 
ones from previous phases. To assess the quality of the metadata in the 
repositories in terms of their completeness we organized another experiment 
on May 2013, one year after the first measurement. The parameters of the 




Duration: 1 week 
Date: May 2013 
Annotated Objects: 11.375 objects (≈80% of total expected number) 
Resources Analyzed: 11.375 
Involved people: 1 metadata expert 
Table 5.18: Completeness Assessment Parameters 
Looking at the comparison between the two measurements in Table 5.19, we 
see that all the mandatory elements were completed in 97.2% of the cases or 
more, which is really high, also taking into account that the number of 
mandatory elements is almost double the one in the case of the Learning 
Federation (5). For the limited set of recommended elements (3), all of them 
are completed in satisfying percentages with “Object Languages” showing a 
big improvement between the two measurements. Finally, in the case of 
optional elements, with the exception of “CHO Mediums” (17.9%) and “CHO 
Temporal” (18.5%), all the other elements were used in more than 48.1% of 
the cases. Here, the case of “CHO Significant Dates” is a problematic one, as 
this was the only element of the application profile that dropped in terms of 











1 CHO Titles 3.414 99.9% 11.323 99.5% -0.4% 
2 CHO Keywords 3.306 96.8% 11.268 99.1% +2.3% 
3 Object Titles 3.417 100% 11.375 100.00% 0% 
4 Object Descriptions 3.066 89.7% 11.247 98.9% +9.2% 
5 Object URL 3.408 99.7% 11.361 99.9% +0.2% 
6 Object Thumbnail 
URL 
3.318 97.1% 11.055 97.2% +0.1% 
7 Object Content Type 3.417 100% 11.375 100% 0% 
8 Copyrights 3.417 100% 11.375 100% 0% 










10 CHO Types 2.667 78.1% 8.524 74.9% -3.2% 
11 Object Creators 3.009 88.1% 9.931 87.3% -0.8% 
12 Object Languages 1.106 32.4% 8.926 78.5% +46.1% 
No Optional Elements 








13 Scientific Name 11 0.3% 7.401 65.1% +64.8% 
14 Classification 10 0.3% 6.444 56.7% +56.4% 
15 Common Names 0 0% 5.659 49.8% +49.8% 
16 CHO Significant Dates 2.452 71.8% 5.475 48.1% -23.7% 
17 CHO Temporal 
Coverage 
725 21.2% 2.101 18.5% -2.7% 
18 HO Spatial Coverage 2.554 74.7% 8.117 71.4% -3.3% 
19 CHO Mediums 227 6.6% 2.039 17.9% +13.3% 
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20 CHO Creators 0 0% 6.607 58.1% +58.1% 
21 Object Creation Dates 560 16.4% 7.559 66.5% +50.1% 
22 Object Identifiers 2.112 61.8% 7.775 68.4% +6.6% 
23 Object Context URL 555 16.2% 4.789 42.1% +25.9% 
24 Related Objects 1.797 52.6% 5.353 47.1% -5.5% 
25 Object Formats 3.059 89.5% 10.724 94.3% +4.8% 
26 Object Extents 1.989 58.2% 10.138 89.1% +30.9% 
Table 5.19: Completeness comparison for all elements between Critical Mass and 
Regular Operation Phases 
Once more, to cross-check the results from the completeness measurement, a 
peer-review experiment was carried out with the help of domain experts to 
assess multiple parameters of metadata quality, in addition to completeness. 
The main parameters of the experiment that took place on May 2013, are 
presented in Table 5.20 and the results in Table 5.21.  
Duration: 3 weeks 
Date: May 2013 
Annotated Objects: 9.402 objects (≈62% of total expected number) 
Resources Reviewed: 90 resources (≈9 per expert) 
Involved people: 10 domain experts 
Table 5.20: Peer-Review Experiment Parameters 
As Table 5.21 shows, Completeness has increased since the previous peer-
review (66% VS 57%) for the resources rated with 4 or 5 out of 5. With the 
same two ratings in mind, Accuracy (84% VS 80%), Consistency (84% VS 
80%), Objectiveness (95% VS 85%) and Appropriateness (85% VS 76%) have 
increased their values. Correctness dropped slightly (87% VS 88%), actually 
















5 40% 60% 74% 89% 61% 74% 52% 
4 26% 24% 10% 6% 24% 13% 30% 
3 18% 8% 7% 1% 4% 9% 10% 
2 13% 3% 4% 1% 6% 0% 3% 
1 3% 4% 4% 3% 4% 3% 5% 
no 0% 0% 0% 0% 0% 0% 0% 
Table 5.21: Overview of the scores provided for all the quality metrics for 90 
resources that were reviewed 
Completing the experiments carried out, we saw that the completeness of the 
metadata records was greatly improved in all but one cases. In addition, when 
a subset of the same records was examined in terms of other qualitative 
metrics the records were found to be improved in all the metrics except from 
one that remained more or less steady.  
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5.8. Cost Implications 
In Table 5.22, the cost analysis of the application of MQACP on the case of the 
Cultural Federations is presented. In the table, the timing of each experiment 
is presented along with the method used to conduct and the estimated time 
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N/A 2 hours 
TOTAL 45 people   TOTAL 166.5 hours 
Table 5.22: Cost of the MQACP application on the Cultural Federation 
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Having the experience from the Learning Federation in mind, we see that in 
this case, the total time spent to apply MQACP is higher, with 166.5 hours in 
comparison to 134.7 in the case of the Learning Federation. People involved 
were less as in this case, 45 people were involved in the experiments whereas 
for the Learning Federations, 49 people participated in the experiments. 
Nevertheless, we see that the average time per person involved in each 
experiment is close with 2.8 hours per person in the case of Learning 
Federations and 3.7 for the Cultural Federations. In reality, the biggest 
difference between the two experiments lies in the fact that in the Cultural 
Federarion, more peer review experiments took place, adding more hours to 
the overall cost. More specifically, in the Cultural Federation, 323 records 
were peer-reviewed, whereas in the Learning Federation, only 165 records 
were reviewed, which dropped the overall time by more than one hour per 
expert. Theoretically, the experiment would have worked even with less 
resource peer-reviewed, so this is not considered a major difference in terms 
of cost.  
5.9. Conclusions 
In Table 5.23, an overview of all the methods that were used in the case of the 
cultural repositories is provided. As it can be seen, the actual methods that 
were needed in the case of the cultural repositories were more than the ones in 
the Learning Federation case (8 VS 5), which came to happen mainly because 
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N/A 9/2012 Quantitative Microsoft Excel 
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Expertise Date Results Tool 
Log files 
analysis 
2 / 11.375 
(records) 
N/A 5/2013 Quantitative Microsoft Excel 
Table 5.23: Details of the Metadata Quality Assessment Certification Process 
Methods that were used 
Looking at the results yielded in the case of the cultural repositories, it is 
evident that the use of the experiments of Table 5.23, greatly improved the 
quality of the metadata records in the repositories, both in terms of 
completeness but also in terms of the other metrics that were assessed. 
Looking at the actual completeness of recommended and optional elements in 
the cultural collections, it is evident that there’s still room for improvement 
but the fact that all nine of the mandatory elements are completed in almost 
100% of the cases, is a positive step towards enhancing the overall quality of 
the records. 
Focusing more on the other quality metrics used within this work, we present 
in Table 5.24, the aggregated results from the peer-review experiments that 
were carried out during the entire 26-month period that the MQACP was 
applied on the cultural federations. Looking at completeness (which was also 
proven high through the practical results) we see that it remained steady for 
the reviewers, although the actual records changed a lot through the course of 
the time. This may be attributed to their changing expectations through their 
involvement with metadata annotation. Looking at other metrics we see that 
Accuracy, Consistency, Objectiveness, Appropriateness and Correctness were 
in general improving throughout the experiments with some minor deviations 
of 1-2%. The overall score was also greatly improved from March 2012 to 
September 2012, remaining relatively high after that. Overall we see that the 
biggest improvement in the perceived quality of the records took place 
between March and September 2012, which was mainly during the Calibration 




(4 or 5) 
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68% 65% 76% 86% 61% 84% 64% 
September 
2012 
67% 80% 80% 85% 76% 88% 84% 
May  
2013 
66% 84% 84% 95% 85% 87% 82% 
Table 5.24: Aggregated results from Quality Peer Review experiment. 
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In total, the MQACP for the case of the cultural repositories was deployed over 
a period of 26 months, when a total of eight (8) experiments were carried out, 
reaching an average metadata completeness of 74.2% per element with an 
improvement in metadata completeness between the two measurements of an 
average of 16%. 
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6. MQACP Application on a Research Federation 
In the following chapter, we present a different case than the first two cases 
where the MQACP was applied and tested. We understood although the 
domain of application was different in both initial cases, they still presented 
similarities that may affect the results of the experiments. The most 
fundamental ones were that in both projects the content in the federations 
was more or less in the vicinity of 15.000 resources and also all metadata for 
them were created from scratch, in parallel to the application of MQACP. To 
address these similarities, we chose a case where the resources were 
significantly more and also where metadata for the content already existed 
and the task for the content providers was to enrich the metadata rather than 
create it from scratch. Therefore, the third case in which the MQACP was 
tested is VOA3R (http://voa3r.eu), a federation of nineteen (19) institutional 
repositories with scientific and research data to a total of more than 
2.500.000 resources. For a core set of nine (9) content providers, 71.316 
objects would be enriched in at least two languages (English and native). The 
main focus of the application of MQACP is this last set of 70.000 resources, 
offering an interesting case study in terms of the magnitude of the resources 
examined. The two federations of the Cultural and Learning repositories 
examined in Chapters 5 and 6 are evolving in parallel through the different 
stages that MQACP.  
6.1. Content Background  
In order to provide a better image of the collections of VOA3R, Table 6.1 
presents the main characteristics of the collections that bring their content. As 
it can be seen, this case is completely different than the other two that were 
examined so far, since one of the repositories examined possess the same 
resources that in the other two cases, were contributed by all the content 
providers, e.g. the case of ICROFS. 











reviews, data sets 
7.453 objects on Landscape 
Planning, Horticulture and 
Agricultural Science, Natural 
Resources and Agricultural 
Sciences,  Forest Sciences,  
Veterinary Medicine and 
Animal Science 
PDF, Word, HTML, 
Excel 
                                                          
10 Short name of the participant who provides the content 
11 E.g. Text, image, movie, sound, music etc. 
12 E.g. 1,000 film clips, 2 million pages, 20,000 books etc. 
13 E.g. Format - JPEG, MPEG, Quicktime, HTML, PDF etc., Quality – Resolution, sampling rate, colour/greyscale etc. 
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12.097 objects on research on 
organic food and farming 
systems 




2.111 objects on agriculture 
and rural development; 
agricultural economics, 
management, agribusiness, 
agrarian policy, information 
and communication 
technologies, information 
systems, e-business, social 
economy and rural sociology 
PDF, Word, HTML 
ACTA-INFO Conference papers 
981 objects on ICT in 
agriculture 














11.619 objects on agriculture, 
environment and food 
PDF, Word, HTML 
ARI Monographies 343 objects on agriculture PDF, Word, HTML 
CINECA Papers, data 
23.988 objects on agriculture 
and aquaculture 




graduate and PhD 
theses, paper 
abstracts, images 
100 objects on viticulture and 
organic agriculture 
PDF, Word, HTML, 
JPEG 
 TOTAL 71.376 objects  
Table 6.1: Sources of content by VOA3R content providers 
In the analysis of the experimental context that will follow, the expected 
amount of resources for the VOA3R federation will be calculated based on the 
VOA3R content providers (71.376) and not the external ones (2.500.000). In 
Table 6.2, the breakdown of the content per different type is provided. We see 
that in the case of VOA3R, most of the content that was contributed was texts, 
differentiating this collection significantly from the other two.  
Media 
Format 
SLU ICROFS CULS ACTA-INFO UHASSELT 
Text 7.453 12.097 2.111 981 12.624 
Image 0 0 0 0 0 






INRA ARI CINECA AUA  
Text 11.619 343 23.988 100  
Image 0 0 0 250  
Video 0 0 0 0  
Table 6.2: Categorisation of content resources per resource type 
Finally, a significant difference of the VOA3R experiment in comparison to the 
other two, is that no metadata annotation took place from scratch. All the 
metadata that were contributed to the repository federations, came from 
heterogeneous repositories. This phenomenon heavily influenced and made 
more difficult, the process of designing the metadata application profile to be 
used in the VOA3R Federation. In many cases, a few metadata elements were 
initially completed, making it really difficult for the metadata experts to 
decide on a minimum set of mandatory elements that all collections must have 
in all of their records.   
6.2. Tools Used 
The specialized tools that were used in the case of the Research/Scientific 
Repositories are the following:  
 The VOA3R Metadata AP (Diamantopoulos et al., 2011) that was based 
on the Dublin Core standard (Weibel & Koch. 2000), enhanced with 
some additional elements to fit the application domain of scientific 
publications and research data, 
 The Confolio Tool that is a metadata authoring and publication tool 
which was used by content providers of the VOA3R federation to 
describe their resources with metadata (Ebner et al. 2009). 
6.3. Metadata Design Phase  
During the Metadata Design Phase, a focus group meeting was organized in 
July 2011 during which, 16 domain experts were called to provide their 
opinion on the tentative application profile that would be used to describe the 
research data and scientific resources of the content providers. 
Duration: 2 hours 
Date: June 2011 
Annotated Objects: Not applicable 
Involved people: 16 domain experts 
Table 6.3: Metadata Understanding Session Parameters 
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The process applied was the following: 
1. Experts were presented with the proposed metadata application profile 
based on the Dublin Core standard, 
2. Experts used printed forms to describe one resource each. using the 
proposed metadata application profile, 
3. Experts used a questionnaire to provide their input related to (a) how 
easy it was for them to understand the metadata elements presented 
and (b) how useful they thought the specific metadata elements were 
for their institutional collections. Finally, they were also asked to 
identify for each element, the obligation they thought it should have in 
the final application profile as well as any comments related to the 
elements. 
As it is shown in Table 6.3, thirty-five (35) elements were evaluated by the 
domain experts. The experts wanted to have 12 of them be mandatory, 6 of 
them as recommended and 17 of them as optional elements in the final version 
of the application profile. The original distribution of the elements was 13 
mandatory, 14 recommended and 8 optional. This indicates a general 
tendency of content providers to ask for more optional elements than 
recommended, whereas mandatory remained more or less the same.  










1 dcterms.title 4.8 5 Mand Mand 
2 dcterms.alternative 4.27 4 Optional Optional 
3 dcterms.creator 4 4.83 Recom Mand 
4 ags.creatorPersonal 4.29 3.93 Mand Mand 
5 ags.creatorCorporate 4.5 3.93 Mand Optional 
6 dcterms.contributor 3.93 3.93 Recom Optional 
7 dcterms.publisher 4.93 4.73 Recom Mand 
8 dcterms.date 4.47 4.93 Mand Mand 
9 dcterms.identifier 4.13 4.8 Recom Recom 
10 dcterms.language 4.93 5 Mand Mand 
11 dcterms.format 4.33 4.57 Recom Mand 
12 dcterms.source 3.33 3.69 Mand Mand 
13 dcterms.type 4.53 4.8 Mand Recom 
14 meta-metadata.catalog 2.67 3.64 Mand Optional 
15 meta-metadata.entry 2.64 3.93 Mand Optional 
16 mm.contribute.role 3 3.46 Mand Optional 
17 mm.contribute.entity 3 3.92 Mand Optional 
18 mm.contribute.date 3.07 3.75 Mand Optional 
19 mm.metadata schema 3.14 3.93 Mand Mand 
20 mm.language 3.86 4.25 Recom Optional 
21 dcterms.rights 3.87 4.33 Recom Recom 
22 dcterms.accessrights 4.67 4.73 Recom Mand 
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23 dcterms.license 4.53 4.29 Recom Recom 
24 ags.rightsStatement 4.13 4.08 Recom Optional 
25 ags.termsOfUse 4.07 3.92 Recom Optional 
26 dcterms.relation 3.63 3.93 Optional Optional 
27 dcterms.conformsTo 4 3.38 Optional Optional 
28 dcterms.references 4.21 4.08 Optional Optional 
29 dcterms.isReferencedBy 4.36 3.64 Optional Optional 
30 ags.isTranslationOf 4.29 3.43 Optional Optional 
31 ags.hasTranslation 4.27 3.57 Optional Optional 
32 dcterms.subject 4.63 5 Recom Mand 
33 dcterms.description 4.4 4.64 Recom Recom 
34 dcterms.abstract 4.87 4.46 Optional Recom 
35 dcterms.blbiographicCitation 4.71 4.27 Recom Mand 
Table 6.4: Results from evaluation of metadata elements from subject matter 
experts for research repositories 
Looking at the overall table, apart from the case of “meta-metadata” elements, 
all other elements were highly rated in both dimensions that they were 
evaluated. The case of the “meta-metadata” element is not expected to create 
any problems in the content population process as these elements are usually 
completed automatically. Table 6.4, presents and overview where it is evident 
that most elements were considered as easy to understand with 88.6% of the 
elements having an average rating of easiness coming from all the domain 
experts of 3 or more. From this percentage, 62.9% concerned ratings of 4 and 
above which is higher than the corresponding experiments in the other two 
cases examined (Learning and Cultural). 100% of the elements were also 
considered useful for the context of use. This last question showed a tendency 
of the domain experts to keep all the elements proposed within the application 
profile, showing that we would result with a big number of elements in the 
final application profile which can in turn lead to low completeness of the 
corresponding elements. 
 Results 
Question [0,1] (1,2] (2,3] (3,4] (4,5] 
Is the element easy for you to 
understand? 
0% 0% 11.4% 25.7% 62.9% 
Is this element useful for 
describing educational resources? 
0% 0% 0% 48.6% 51.4% 
Table 6.5: Overall evaluation of the elements based on aggregated results 
Adding to the fact that most elements were considered useful, the domain 
experts also agreed with the metadata experts that suggested the application 
profile on the obligation of the elements of the AP in 49% of the cases. Table 
6.5 shows that there were lots of differences in the obligations indicated by the 
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designers of the metadata application profile in comparison to what the 
domain experts requested. Overall, domain experts asked for less 
recommended and more optional elements than the original application 
profile. 
 Mandatory Recommended Optional 
Question Before After Before After Before After 
Should this element be mandatory, 
recommended or optional? 
13 12 14 6 8 17 
Percentile change in overall number of 
mandatory  / recommended or optional 
elements 
-8% -57% +112% 
Table 6.6: Overall status of the elements before and after the evaluation process 
6.4. Testing Phase  
During this phase of the research collections’ federation, a test 
implementation of the repositories was in place, giving to the content 
providers a platform through which they uploaded a small set of their 
resources in August 2011. Table 6.6 shows the main parameters of the peer-
review experiment that was organized at the time. 
Duration: 1 week 
Date: August 2011 
Annotated Objects: 25.000 objects (≈35% of total expected number) 
Resources Reviewed: 65 (≈7 per expert) 
Involved people: 9 domain experts 
Table 6.7: Peer-Review Experiment Parameters 
After the upload of the initial set of resources, mainly through harvesting 
processes and less through manual insertion of metadata, a peer-review took 
place. 65 resources from all content providers were assigned to 9 reviewers to 
review and evaluate them using the Metadata Quality Assessment Grid.  
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 20% 31% 26% 60% 14% 65% 18% 
4 11% 43% 42% 20% 17% 22% 31% 
3 6% 9% 12% 5% 14% 6% 14% 
2 20% 2% 0% 3% 22% 2% 18% 
1 40% 6% 2% 3% 26% 2% 15% 
no 3% 9% 18% 9% 8% 5% 3% 
Table 6.8: Overview of the scores provided for all the quality metrics for 65 
resources that were reviewed 
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As it is shown in Table 6.8, the results from this initial experiment were not 
encouraging. More specifically, the main outcomes were the following: 
 Only 31% of the metadata records were rated to be completed at a 
satisfying level (4 or 5 out of 5). 
 Almost 74% of the metadata records were considered to be accurate of 
the resource they described. 
 68% of the metadata records were considered to be in accordance with 
the VOA3R application profile. 
 80% of the metadata records were considered objective and un-biased 
as to the resource they describe.  
 Only 31% of the metadata records were considered to be really 
appropriate for the envisaged use in the VOA3R portal. 
 87% of the metadata records contained wording and descriptions that 
were syntactically and grammatically correct. 
Looking at some input that was gathered through the reviews that is not 
present in Table 6.8, we saw that 40% of the resources and corresponding 
metadata records were not considered of high quality enough to be published 
online. Based on the reviews conducted from subject-matter experts, a first 
version of a guide for annotators was created, namely the “Good & Bad 
Metadata Practices Guide” that provided good and bad cases of metadata 
records to help content providers to work with metadata in the future.  
6.5. Calibration Phase 
During the Calibration Phase of the institutional collections, 50.000 resources 
were populated to the project repositories until December 2011. In this Phase, 
a second peer review was organized where 61 reviews were provided for a 
selected sample of each content provider’s resources with the help of 9 
reviewers. 
Duration: 1 week 
Date: December 2011 
Annotated Objects: 50.000 objects (≈70% of total expected number) 
Resources Reviewed: 61(≈7 per expert) 
Involved people: 9 domain experts 
Table 6.9: Peer-Review Experiment Parameters 
The results related to the quality of the metadata records but also the 
resources themselves were more encouraging than the previous one but still 
not at the desired level. Table 6.10 presents the overall results, followed by the 




Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 8% 51% 26% 67% 30% 74% 25% 
4 28% 31% 46% 26% 48% 21% 44% 
3 26% 10% 23% 3% 8% 0% 28% 
2 31% 3% 5% 3% 11% 0% 3% 
1 7% 2% 0% 0% 3% 2% 0% 
no 0% 3% 0% 0% 0% 3% 0% 
Table 6.10: Overview of the scores provided for reviewed resources 
Looking at the overall results, the following conclusions can be drawn: 
 36% of the records were considered to be completed at a desired degree 
whereas the majority of them were not.  
 82% of the records represented accurate descriptions of the resource 
they depicted.  
 72% of the metadata records were consistent with the metadata 
application profile adopted, being rated with 3 out of 5 and more. 
 93% of the metadata records were objective related to the description of 
the resource they provided.  
 78% of the metadata records are appropriate for the envisaged use in 
the institutional repositories’ federation.  
 95% of the metadata records are correct in terms of the grammatical 
and syntactical use of the languages in which they are provided. 
Finally, related to the Yes/No question that is included in every questionnaire, 
about whether or not the domain experts consider the metadata record to be 
of the desired quality. 20% of the metadata records and their corresponding 
resources were not deemed to be fit for publishing online. Based on the input 
gathered both from the peer review exercise. a revised version of the metadata 
application profile was produced, based on which the population of the critical 
mass of resources will take place. Following the adaptation of the application 
profile, a new version of the “Good & Bad Metadata Practices Guide” was 
produced, to help content annotators in their tasks.  
6.6. Critical Mass Phase 
During the Critical Mass Phase, a usage data analysis on the metadata records 
of the content management tool (Confolio) took place, looking at a sample of 
51.057 resources that were populated in the institutional repositories until 





Duration: 1 week 
Date: April 2012 
Annotated Objects: 51.057 objects (≈70% of total expected number) 
Resources Analyzed: 51.057 
Involved people: 2 metadata experts 
Table 6.11: Completeness Assessment Parameters 
The findings of this analysis are presented in Table 6.12. The metadata 
element set that was examined is the one current in use in the institutional 
repositories. This is a subset of the application profile which was exposed to 
the domain experts of the project mainly because at the time of this study 
there was no consensus related to the final element set that would be used in 






Occurrences % Obligation 
1 dc.identifier 51.057 50.942 99.8% Recom 
2 dc.title 51.057 51.051 100% Mand 
3 dc.language 51.057 43.510 85.2% Mand 
4 dc.description 51.057 48.076 94.2% Recom 
5 dc.subject 51.057 46.414 90.9% Recom 
6 dc.coverage 51.057 21.090 41.3% Optional 
7 dc.type 51.057 49.854 97.6% Mand 
8 dc.date 51.057 42.141 82.5% Mand 
9 dc.creator 51.057 48.827 95.6% Recom 
10 dc.contributor 51.057 21.961 43.0% Recom 
11 dc.publisher 51.057 32.078 62.8% Recom 
12 dc.format 51.057 47.298 92.6% Recom 
13 dc.rights 51.057 24.389 47.8% Recom 
14 dc.relation 51.057 45.932 90.0% Optional 
15 dc.source 51.057 24.166 47.3% Optional 
Table 6.12: Completeness Analysis from Confolio, for the cultural collections. 
The results of Table 6.12 were satisfying for the content providers, related to a 
core set of elements used in the federation, but still many elements remained 
underused or completely absent in most repositories.  
To address the problems for these elements but also the new ones that were 
not yet part of the application profile, another focus group meeting for the 
metadata application profile took place. A new version of it was presented to 
the domain experts on May 2012, asking for their input. This is a major 
difference from the other two experiments (cultural collections and learning 
collections), with this exercise taking place for the second time instead of 
once. The need for the extra time that this exercise took place came mainly 
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from the fact that the elaboration of an application profile in the case of the 
institutional repositories’ federation was more difficult. Content providers had 
their own, legacy application profiles that greatly varied from the final one, 
requiring a more complicated harmonization process to reach a unanimous 
decision on the metadata application profile. 
Duration: 2 hours 
Date: May 2012 
Annotated Objects: Not applicable 
Involved people: 13 domain experts 
Table 6.13: Metadata Understanding Session Parameters 
As it is shown in Table 6.14, 48 elements of the new version of the metadata 
AP were evaluated from domain experts who concluded that 8 elements 
should be mandatory in the new AP, 11 should be recommended and 29 
optional. The initial obligation coming from the AP included 9 mandatory 
elements, 18 recommended and 19 optional ones. One more time, results from 
such experiments indicate that users prefer to have more optional elements 
than what the metadata experts originally intended for.  










1 Title 4.92 4.85 Mand Mand 
2 Alternative Title 3.08 3.5 Optional Optional 
3 Creator 4.58 4.83 Recom Mand 
4 Contributor 3.25 4.08 Recom Optional 
5 Publisher 4.33 4.67 Recom Recom 
6 Date 3.92 4.54 Mand Mand 
7 Language 4.54 4.46 Mand Mand 
8 Identifier 3.38 4.31 Recom Recom 
9 Format 3.83 3.77 Recom Recom 
10 Is Shown By 3.08 3.67 Optional Recom 
11 Is Shown At 3.25 3.92 Optional Recom 
12 Subject 4.31 4.46 Recom Recom 
13 Description 3.62 3.62 Recom Optional 
14 Abstract 4.54 4.62 Optional Recom 
15 Bibliographic Citation 4 4.38 Recom Mand 
16 Type 3.77 4.38 Mand Mand 
17 Rights 3.31 3.77 Recom Optional 
18 Access Rights 3.54 4.15 Recom Optional 
19 License 3.25 3.83 Recom Optional 
20 Review Status 4.15 3.92 Recom Optional 
21 Publication Status 4.31 3.83 Recom Recom 
22 Relation 2.31 2.92 Optional Optional 
23 Conforms To 2.46 2.5 Optional Optional 
24 References 3.23 3.67 Optional Optional 
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25 Is Referenced By 3.73 3.45 Optional Optional 
26 Has Part 2.42 2.73 Optional Optional 
27 Is Part Of 2.92 2.8 Optional Optional 
28 Has Version 2.75 3 Optional Optional 
29 Is Version Of 2.83 3 Optional Optional 
30 Has Translation 3.25 3.27 Optional Optional 
31 Is Translation Of 3.25 3.18 Optional Optional 
32 Has Meta-metadata 2.67 3.27 Optional Optional 
33 Object of Interest 3.75 3.64 Optional Optional 
34 Variable 2.58 3.18 Optional Optional 
35 Method 3.33 3.55 Optional Optional 
36 Protocol 3.08 3.55 Optional Optional 
37 Instrument 3.08 3.45 Optional Optional 
38 Technique 3.25 3.27 Optional Optional 
39 Identifier 3.33 3.82 Mand Mand 
40 Type 3.73 3.82 Mand Recom 
41 Language 3.83 3.82 Recom Recom 
42 Date 4.33 4.18 Mand Mand 
43 Contributor 3.42 3.55 Recom Recom 
44 Agent/Name 3.83 4.09 Mand Optional 
45 Organization/Name 4 4 Mand Optional 
46 Person/First Name 3.92 4 Recom Optional 
47 Person/Last Name 3.83 4.09 Recom Optional 
48 Person/Personal Mailbox 3.92 3.55 Recom Optional 
Table 6.14: Results from evaluation of metadata elements  
Table 6.14, presents and\ overview where it is evident that most elements 
were considered as easy to understand with 83.4% of the elements having an 
average rating of easiness coming from all the domain experts of more than 
three out of five. 87.6% of the elements were also considered useful for the 
context of use. From these results we see that the attitude of the domain 
experts towards keeping in the AP as many elements as possible has 
significantly changed especially after working with the elements in the tools 
deployed.  
 Results 
Question [0,1] (1,2]  (2,3] (3,4] (4,5] 
Is the element easy for you to 
understand? 
0% 0% 16.7% 64.6% 18.8% 
Is this element useful for 
describing educational resources? 
0% 0% 16.7% 56.3% 31.3% 
Table 6.15: Overall evaluation of the elements based on aggregated results 
Adding to the fact that most elements were considered useful, the domain 
experts also agreed with the metadata experts that suggested the application 
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profile on the obligation of the elements of the AP in 65% of the cases. Overall, 
this Metadata Understanding Session indicated the willingness of the domain 
experts to reduce the elements present in the AP and it also aligned the results 
with Metadata Understanding Sessions held in the other two cases, as in the 
first round with the domain experts, the results overwhelming in comparison 
to the other two experiments presented already.  
6.7. Regular Operation Phase 
During the Regular Operation Phase of the research federation, the content 
providers are still using, in most of the cases, the Dublin Core metadata 
standard, despite the fact that an application profile was developed following 
the recommendations from the MQACP. The application profile developed 
contained additional bibliographic elements that demanded considerable 
effort from the content providers at the time. This effort was deemed as 
necessary but on the other hand, it was not covered financially within the 
project framework that funded the federation of the VOA3R content in the 
first place. More specifically, in an analysis that was carried out (VOA3R, 
2013), the content providers estimated the time that the enrichment of a 
metadata record requires. Their estimations varied significantly, from 5 
minutes to 40 minutes, in cases of collections with really poor metadata. 
Overall, an average of 20 minutes per record was estimated to be needed 
which was not considered cost effective. At the time being, the content 
providers had contributed more than 75.000 records, which would results to a 
cost of 1.500.000 minutes, which is almost 1000 days, or 178 man months. 
The remaining records (almost 2.400.000) of the Cultural Federation that 
were harvested from external content providers were not considered in this 
analysis. 
After deciding to stay with the existing metadata standard and enrich only 
these records, a usage data analysis took place, looking at a sample of 74.379 
resources that were populated in the institutional repositories until June 
2013. In Table 6.15, the main parameters of the experiment are presented.  
Duration: 1 week 
Date: June 2013 
Annotated Objects: 74.379 objects (100% of total expected number) 
Resources Analyzed: 74.379 
Involved people: 2 metadata experts 
Table 6.16: Completeness Assessment Parameters 
The findings of this analysis are presented in Table 6.17 and being compared 















1 dc.identifier Recom 99.77% 100% 74.379 
2 dc.title Mand 99.99% 100% 74.379 
3 dc.language Mand 85.22% 93.3% 69.395 
4 dc.description Recom 94.16% 96.8% 71.999 
5 dc.subject Recom 90.91% 100% 74.379 
6 dc.coverage Optional 41.31% 97.8% 72.743 
7 dc.type Mand 97.64% 91.8% 68.280 
8 dc.date Mand 82.54% 96.3% 71.627 
9 dc.creator Recom 95.63% 100% 74.379 
10 dc.contributor Recom 43.01% 51.8% 38.528 
11 dc.publisher Recom 62.83% 41.2% 30.644 
12 dc.format Recom 92.64% 81.7% 60.768 
13 dc.rights Recom 47.77% 71.3% 53.032 
14 dc.relation Optional 89.96% 75.7% 56.305 
15 dc.source Optional 47.33% 100% 74.379 
Table 6.17: Completeness Analysis from Confolio, for the cultural collections. 
The results of Table 6.17 show a significant increase in the usage of most 
elements with the exception of Relation that was almost 14% lower than in 
May 2012 and Publisher that dropped by almost 20%. On the other side, the 
use of the Coverage and Source elements increased by more than 50% whereas 
Date and Language showed smaller but significant improvements. Looking at 
the June 2013 measurements we see all but two elements being completed in 
more than 70% of the records which is more than satisfying in terms of 
metadata completeness.  
6.8. Cost Implications 
In Table 6.18, the cost analysis of the application of MQACP on the case of the 
Research Federations is presented. In the table, the timing of each experiment 
is presented along with the method used to conduct and the estimated time 
that this occupied the experts involved. 
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N/A 3 hours 
TOTAL 58 people   TOTAL 154.8 hours 
Table 6.18: Cost of the MQACP application on the Research Federation 
Looking at the cost in the case of the Research Federation, we see that the 
total cost amounted to 154.8 hours which was less than the Cultural 
Federation but more than the Learning Federation. We see that the total time 
vested, even in a Federation with significantly more resources, did not exceed 
the other cases. Looking at the time per person, we saw that it was at 2.7 hours 
per person, really close with the 2.8 of the Learning Federation which shows 
that the cost is comparable in all the cases. Once more, the difference in the 
total cost was attributed to the smaller number of resources that were peer-




In the following table, an overview of the methods utilized for applying 
MQACP in the Research Federation is presented. The methods used were six 
(6) in total, more than the Learning Federation (5) and less than the Cultural 
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2 / 74.379 
(records) 
N/A 6/2013 Quantitative Microsoft Excel 
Table 6.19: Details of the Metadata Quality Assessment Certification Process 
Methods 
Looking at the results yielded in the case of the research repositories, it is 
evident that the use of the experiments of Table 6.19 greatly improved the 
quality of the metadata records in the repositories, both in terms of 
completeness but also in terms of the other metrics that were assessed. 
Although that the number of metadata elements used in the case of the 
research repositories is not comparable to the other cases, being way fewer, 
still for these fifteen elements completeness was really high for all elements, 
regardless their obligation, averaging 86,5%. 
Focusing more on the other quality metrics used within this work, we present 
in Table 6.20, the aggregated results from the peer-review experiments that 
were carried out during the entire 24-month period that the MQACP was 
applied on the Research Federation. Table 6.20 shows an overall 
improvement on the quality dimensions examined for the sample of metadata 
records between the two peer-review experiments. Percentages in Table 6.20 
show the amount of resources that were reviewed with 4 or 5 out of 5 in the 
respective metrics and in the case of the column “Publish”, the ones that were 
deemed as fit for publishing. Appropriateness showed the biggest 
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improvement whereas Completeness, Accuracy, Consistency, Objectiveness 
and Correctness showed small positive deviations between the two 
measurements. Finally, the recommendation of publishing the material 
online, went up by 20% showing that metadata records overall were 




(4 or 5) 
Accurate 
(4 or 5) 
Consistent 
(4 or 5) 
Objective 
(4 or 5) 
Appropriate 
(4 or 5) 
Correct 





31% 74% 68% 80% 31% 86% 60% 
May  
2013 
36% 82% 72% 88% 72% 89% 80% 
Table 6.20: Aggregated results from Quality Peer Review experiment. 
In total, the MQACP for the case of the research repositories was deployed 
over a period of 24 months, when a total of six (6) experiments were carried 
out, reaching an average metadata completeness of 86.5% per element with an 
improvement in metadata completeness between the two measurements of an 




7. Conclusions & Future Work 
In the next section, the main conclusions of this thesis are presented, pointing 
out the outcomes of the experiments carried out. Adding to that, a set of 
possible research extensions is described, reflecting ongoing research but also 
future work that has come out of this thesis.   
7.1. Cross-Case Study Discussion 
This section will include a short discussion on the similarities and differences 
between the common experiments carried out in all three case studies to try 
and identify meaningful patterns related to metadata quality.  
7.1.1. Metadata Design Phase 
To begin with, we look at the requirements coming from the side of the 
domain experts that provide the content. Before looking at the results in Table 
7.1, one would expect that the domain experts would ask for less mandatory 
elements and more optional, to avoid cumbersome annotation tasks. In fact 
this was not true in most cases as in the Learning case and the Cultural one, 
the experts asked for more mandatory elements in the application profile than 
the ones that were proposed to them during the AP presentation. In the 
Research case, more or less, the mandatory elements proposed and requested 
were the same in numbers. A similarity in all three cases was that less 
recommended elements were asked from the experts whereas in only one 
case, the cultural one, less optional elements were requested. The other two 
cases, Learning and Research one, requested more optional elements as it was 
anticipated.  
 Mandatory Recommended Optional 
 Before After Before After Before After 
Learning Federations 
(Organic.Edunet) 
6 11 26 17 24 29 
+83% -34% +21% 
Cultural Federations 
(Natural Europe) 
13 21 6 2 10 6 
+62% -66% -40% 
Research Federations 
(VOA3R) 
13 12 14 6 8 17 
-8% -57% +112% 
Table 7.1: Overall status of the elements before and after the Metadata 
Understanding Session 
Overall, we can say with certainty that no specific pattern was distinguished in 
the experiments during the metadata understanding session in regards to the 
obligation of the elements. This clearly contradicts the notion that the 
metadata annotators would be asking for less mandatory elements to avoid a 
demanding metadata annotation process.  
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Looking at another aspect of the same experiment, we focus on the easiness 
and usefulness evaluations of all element by the domain experts. In the 
following table, we group the results of the evaluations on the easiness and 
usefulness of the elements to see how many were deemed as really easy, or 
really useful each time and overall.  
Case 
Element is easy to understand 
Element is useful for the 
targeted use 
[0 to 3.5) [3.5 to 5] [0 to 3.5) [3.5 to 5] 
Learning 24% (11) 76% (34) 49% (22) 51% (23) 
Cultural 28% (8) 72% (21) 21% (6) 79% (23) 
Research 20% (7) 80% (28) 12% (3) 88% (32) 
Table 7.2: Easiness and usefulness of all elements proposed in all case studies 
Looking at Table 7.2 we see that in all cases, almost 75% of the elements are 
deemed as relatively easy to understand by the domain experts, which shows 
that in theory, metadata is not a hard topic for the content providers, with 
most of them really understanding their meaning and purpose. When it comes 
to their usefulness though, things change significantly. In the case of the 
learning federations, half of the elements were deemed as relatively useful for 
the targeted use, with average scores of 3.5 or more, whereas the other half 
scored less than 3.5. This indicated a disagreement among domain experts 
and the metadata experts that built the application profile as to the elements 
that should be used for the description of the digital resources. In the other 
two cases though, the domain experts agreed that most of the elements were 
useful for the targeted use with percentages of 80% or more. Overall, looking 
also at the results in comparison to the number of elements contained in the 
application profile evaluated, we see that for smaller application profiles as 
the ones in the cultural (29 elements) and the research cases (35 elements) the 
ratings of the domain experts are closer whereas when we have bigger 
application profiles like in the learning case (45 elements), problems with the 
easiness or the usefulness of the elements arise.  
Finally, for the experiments that took place during the Metadata Design 
Phase, it would be useful to see how elements were rated in terms of easiness 
or usefulness depending on their obligation. In the following table, their 
easiness and usefulness is presented for the elements grouped based on their 
obligation from the application profile (metadata designers) or the domain 
experts’ feedback.  In Table 7.3, we see that in all cases, elements that were 
deemed as mandatory from the domain experts were thought to be easier to 
understand than the mandatory ones chosen from the metadata experts that 
design the application profile. For the optional elements, it seems that in most 
cases, the optional elements that are chosed by the domain experts are rated 
lower in terms of easiness to understand them, than the ones selected by the 
metadata designers. This means that in general, the elements that the domain 
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experts do not understand well, they usually prefer them to be optional. For 
the recommended element, the same finding is confirmed in the case of the 
cultural federation, whereas in the case of the other two federations, the 
perceived easiness for the elements selected by the experts and the ones 
selected by the domain experts themselves, is more or less the same.  
Easiness of elements Mandatory Recommended Optional 
Learning (AP) 4 3.7 3.53 
Learning (Domain experts) 4.15 3.72 3.47 
Cultural (AP) 4.18 3.97 3.57 
Cultural (Domain experts) 4.25 2.95 3.12 
Research (AP) 3.72 4.3 4.24 
Research (Domain Experts) 4.35 4.39 3.76 
Usefulness of elements Mandatory Recommended Optional 
Learning (AP) 4.08 3.39 3.23 
Learning (Domain experts) 3.97 3.45 3.18 
Cultural (AP) 4.34 4.12 3.91 
Cultural (Domain experts) 4.45 3.19 3.37 
Research (AP) 4.15 4.46 3.81 
Research (Domain Experts) 4.55 4.55 3.81 
Table 7.3: Easiness and usefulness of all elements based on their obligation 
Looking at the perceived usefulness, in all cases, the perceived usefulness for 
the mandatory elements is the approximately the same or higher for the ones 
chosen by the domain experts. Similarly, in all cases, the optional elements 
chosen by the domain experts were the ones with an equal or lower 
usefulness. The same phenomenon is observed for recommended elements. 
Looking at the ratings of the elements based on the selected obligation coming 
from metadata designers, we see that in all cases, as we go from mandatory to 
optional, both easiness and usefulness drop. Only in the case of research 
repositories, domain experts seem to understand the optional elements better 
than they do the mandatory ones. This phenomenon partially explains actually 
the need for a new metadata understanding session that was organized in a 
latter phase of the project. Also, it was “corrected” through the selection of the 
domain experts that chose the easier elements for them, as mandatory and 
recommended, choosing as optional the ones they could not understand or did 
not think useful.  
7.1.2. Calibration Phase 
During the Calibration phase, in all three cases, peer-reviews of samples of 
records from each repository were carried out. The aim of the short analysis 
that follows is to examine whether or not we can find any significant 
similarities or systematic differences that could serve as theory generators for 
peer-reviewing of metadata records.  
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Based on the metrics deployed in the Metadata Quality Grid, all records were 
evaluated in terms of their completeness, accuracy, consistenct, objectiveness, 
appropriateness and correctness. In addition, all domain experts provided an 
overall score for each record.  
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 40% 51% 50% 69% 41% 69% 40% 
4 45% 32% 28% 21% 33% 21% 37% 
3 5% 10% 15% 6% 18% 9% 19% 
2 9% 3% 1% 2% 5% 0% 0% 
1 1% 1% 0% 0% 2% 1% 1% 
no 1% 3% 6% 3% 1% 1% 3% 
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 16% 22% 36% 73% 32% 62% 26% 
4 42% 43% 40% 13% 29% 22% 38% 
3 19% 13% 19% 4% 13% 13% 30% 
2 6% 1% 3% 6% 14% 1% 3% 
1 13% 9% 1% 4% 11% 1% 2% 
no 3% 11% 0% 0% 0% 1% 0% 
Score Completeness Accuracy Consistency Objectiveness Appropriateness Correctness  Overall score 
5 8% 51% 26% 67% 30% 74% 25% 
4 28% 31% 46% 26% 48% 21% 44% 
3 26% 10% 23% 3% 8% 0% 28% 
2 31% 3% 5% 3% 11% 0% 3% 
1 7% 2% 0% 0% 3% 2% 0% 
no 0% 3% 0% 0% 0% 3% 0% 
Table 7.4: Overview of the scores provided for reviewed resources in all cases  
(from top to bottom, Learning, Cultural & Research)  
Looking at the results above, we see that in the Learning case, the metadata 
quality of all reviewed resources in most of the metrics is really high. The 
other two cases, present quite some similarities. In both the cultural and 
research federations, the overall score of the reviews for the resources are 
quite similar with 25% & 26% of the resources having a score of 5, 38% and 
44% of them having a score of 4 and 30% and 28% having a score of 3. 
Looking at the other metrics as well, we find similarities between the two 
cases as well. Because of the nature of the experiments, it is not easy to deduct 
more generic conclusions from this table, but it might be interesting to look at 
how the metrics themselves are used in all three cases:  
 Completeness does not present any pattern in all three cases. The 
only observation that can be made regarding its use, is that most 
resources are reviewed with 4 out of 5 for this metric,  
 Accuracy in all cases is rated quite high, with 65-80% of the records 
being reviewed with 4 or 5 out of 5. The most common value is 4 out of 
5, showing that accuracy is usually rated high,  
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 Consistency presents the same behavior as accuracy. In most cases 
the reviewers provide a score of 4 out of 5 or more. It seems though that 
more frequently than accuracy, consistency also takes values around 3 
out of 5,  
 Objectiveness takes always really high values with 5 out of 5 being the 
most prevalent and frequent value. It is the highest rated metric from 
the reviewers which indicates the tendency of the metadata annotators 
to be really objective with the metadata they provide,  
 Appropriateness is really similar to accuracy and consistency with 
most resources taking a value of 4 out of 5,  
 Correctness is similar to objectiveness in terms of the values 
reviewers have provided. It is also a metric that refers to the language 
used in the metadata and it usually reflects the correctness of the 
English language used in the records. This is expected to be high as all 
annotators possess a good knowledge of the English language. 
Finally, if we were looking to find a metric that could act as a predictor of the 
overall quality of a metadata record as this is expressed by a domain expert, 
this metric would be either consistency or appropriateness.  
7.1.3. Regular Operation Phase  
In all three cases, in the beginning of the Critical Mass phase, a measurement 
of the completeness of all metadata records in the respective repositories took 
place. The comparison of these three cases could not lead to any useful 
insight, as the repositories were not fully aligned, with heavy annotation tasks 
taking place. For that reason, we decided to look at the metadata record 
completeness at a latter stage where the repositories are more stable, like in 
the Regular Operation phase. In the following tables, the elements of each 
application profile are presented, along with their perceived usefulness and 
easiness. The aim of this examination is to see at which degree this initial 
assessment of the elements can “predict” the metadata annotation process in 
the long-term. And also, if after applying all the metadata quality assurance 
methods that were described in each case, the final completeness of the 
elements was high, in spite of their original evaluation which might have been 
problematic.  
7.1.3.1. Learning Federation 
In Table 7.5, the final completeness of all elements in the Learning federation 
is presented. In addition, the evaluation scores of the metadata understanding 
session are provided, to check whether or not these evaluations can serve as 
an indication of the expected completeness of each element.  
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No Learning Federation  % Easiness  Usefulness Obligation 
1 General / Title 100% 4,13 4,25 Mand 
2 …/ Language 99.9% 4,13 4,25 Mand 
3 …/ Description 100% 4,2 4,06 Mand 
4 Rights / Cost 82.4% 4 4,08 Mand 
5 
…/ Cost Copyright & Other 
Restrictions 
99.9% 3,86 3,92 Mand 
6 General / Keyword 99.9% 4,18 3,44 Recom 
7 LifeCycle / Contribute / Role 77.2% 3,53 3,56 Recom 
8 
Educational / Intended End 
User Role 
82.4% 3,56 3,33 Recom 
9 …/ Context 81% 3,75 3,47 Recom 
10 …/ Typical Age Range 63.9% 3,75 3,13 Recom 
11 Rights / Description 92.4% 3,64 3,54 Recom 
12 Classification 73.6% 3,1 3,4 Recom 
13 General / Coverage 82.6% 3,6 3,5 Opt 
14 …/ Structure 82.5% 2,82 2,93 Opt 
15 LifeCycle / Status 39.7% 3,69 3,57 Opt 
16 Educational / Interactivity Type 36.9% 3,2 3,5 Opt 
17 …/ Interactivity Level 37.1% 2,73 2,64 Opt 
18 …/ Semantic Density 37% 2,33 2,67 Opt 
19 …/ Difficulty 37.1% 3,33 3,25 Opt 
20 …/ Typical Learning Time 0.4% 3,27 2,67 Opt 
21 …/ Language 52.3% 3,43 3,25 Opt 
22 …/ Description 14.7% 3,64 3,54 Opt 
Table 7.5: Completeness of elements in the Learning federations  
compared with perceived easiness & usefulness  
Overall, we see that for most mandatory elements as well as the recommended 
ones, the easiness to understand and usefulness for the envisaged use, goes 
hand in hand with the respective percentages of completeness. This means 
that elements that the content providers understand or think that are useful, 
they usually provide them when annotating the resources. As it can be see in 
Figure 7.1, this is not the case for all the elements. In this table, the ratings of 
easiness and usefulness, were expressed as a percentage, to compare them 
with the completeness of the respective elements. The blue (dotted) line is the 
completeness, the red (dashed) is the easiness and the green (solid) is the 
usefulness. In general, the three lines show the same tendency thoughout the 
diagram, apart from some optional elements, depicted on the right. More 
specifically, these elements were not completed as much as expected, although 




Figure 7.1: Completeness VS Easiness VS Usefulness for Learning Federations 
7.1.3.2. Cultural Federation 
In Table 7.6 we can see the completeness of all the elements in the Regular 
Operation phase of the Cultural Federation along with the perceived easiness 
and usefulness of each element as this was decided during the Metadata 
Understanding Session organized early in the lifecycle of the federation.  
No Cultural Federation  % Easiness Usefulness Obligation 
1 CHO Titles 99.5% 4,82 4,64 Mand 
2 CHO Keywords 99.1% 3,55 4,7 Mand 
3 Object Titles 100.00% 4,82 4,64 Mand 
4 Object Descriptions 98.9% 5 4,91 Mand 
5 Object URL 99.9% 4,45 4,8 Mand 
6 Object Thumbnail URL 97.2% 3,55 4,3 Mand 
7 Object Content Type 100% 4,27 4,64 Mand 
8 Copyrights 100% 4,64 4,67 Mand 
9 Access 100% 4,45 4,8 Mand 
10 CHO Types 74.9% 4,27 4,64 Recom 
11 Object Creators 87.3% 4,36 4,55 Recom 
12 Object Languages 78.5% 5 4,91 Recom 
13 Scientific Name 65.1% 3,55 4,7 Opt 
14 Classification 56.7% 3,55 4,7 Opt 
15 Common Names 49.8% 3,55 4,7 Opt 
16 CHO Significant Dates 48.1% 3,36 3,4 Opt 
17 CHO Temporal Coverage 18.5% 2,2 3,25 Opt 
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No Cultural Federation  % Easiness Usefulness Obligation 
18 CHO Spatial Coverage 71.4% 2,2 3,25 Opt 
19 CHO Mediums 17.9% 4,2 5 Opt 
20 CHO Creators 58.1% 4,36 4,55 Opt 
21 Object Creation Dates 66.5% 4 4,1 Opt 
22 Object Identifiers 68.4% 4,45 4,8 Opt 
23 Object Context URL 42.1% 3,2 3,63 Opt 
24 Related Objects 47.1% 2,91 3,33 Opt 
25 Object Formats 94.3% 4,45 3,8 Opt 
26 Object Extents 89.1% 2,91 3,33 Opt 
Table 7.6: Completeness of elements in the Cultural federations  
compared with perceived easiness & usefulness  
Overall, the same observation that was made in the case of the Learning 
Federation can be made for this case as well. For most mandatory and 
recommended elements, high completeness goes along with easiness to 
understand and usefulness. If we generate a similar graph to the one of Figure 
7.1, we will see that this is not the case for optional elements. More 
specifically, as it can be seen in Figure 7.2, for most of the elements, the 
completeness, easiness and usefulness lines, follow the same pattern. Only in 
a handful of cases this is not confirmed. More specifically, in the case of 
keywords, although it was not easy for the domain experts to understand their 
use, still the completeness rate was pretty high.  
 
Figure 7.2: Completeness VS Easiness VS Usefulness for Cultural Federations 
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Similarly to the previous case, the most problems appeared for optional 
elements, were the actual completeness of the elements did not match the 
high level of understanding or usefulness that the domain experts indicated 
for the elements at hand. This showed us that despite the fact that some 
elements are considered important for the domain experts, they still do not 
provide them during metadata annotation. 
7.1.3.3. Research Federation 
In Table 7.7 the elements that were used in the Research Federations are 
presented along with their completeness as this was measured during the 
Regular Operation phase of the respective repositories. In the case of the 
Research repositories, a larger set of metadata elements was supposed to be 
annotated but in the end, the content providers kept the basic Dublin Core 
metadata elements as a feasibility study for the enrichment of the metadata 




Obligation Completeness Easiness Usefulness 
1 dc.title Mand 100,00% 4,8 5 
2 dc.language Mand 93,30% 4,93 5 
3 dc.type Mand 91,80% 4,53 4,8 
4 dc.date Mand 96,30% 4,47 4,93 
5 dc.identifier Recom 100,00% 4,13 4,8 
6 dc.description Recom 96,80% 4,4 4,64 
7 dc.subject Recom 100,00% 4,63 5 
8 dc.creator Recom 100,00% 4 4,83 
9 dc.contributor Recom 51,80% 3,93 3,93 
10 dc.publisher Recom 41,20% 4,93 4,73 
11 dc.format Recom 81,70% 4,33 4,57 
12 dc.rights Recom 71,30% 3,87 4,33 
13 dc.coverage Optional 97,80% 4,4 3,93 
14 dc.relation Optional 75,70% 3,63 3,93 
15 dc.source Optional 100,00% 3,33 3,69 
Table 7.7: Completeness of elements in the Research federations  
compared with perceived easiness & usefulness  
In this case, we see that all the elements that were finally used, we populated 
in high percentages, apart from two or three of them. In general, their 
perceived easiness and usefulness was also high, more or less expected as this 
was not an application profile created from scratch, but an existing standard 
with which most domain experts were familiar and recognized its usefulness. 
In Figure 7.3, we see that completeness (dotted line), easiness (dashed line) 
and usefulness (solid line) were hand in hand for most of the elements. The 
two cases where this was not confirmed were the “Publisher” and 
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“Contributor” elements where the ratings were higher than the actual 
completeness, showing that even if the content providers thought they were 
needed, still they did not spend the time to complete them during the 
annotation process.  
 
Figure 7.3: Completeness VS Easiness VS Usefulness for Research Federations 
Looking at all three cases together, it seems that for mandatory and 
recommended elements, the perceived easiness and usefulness of the 
elements can act as a predictor of a high completeness of the elements (above 
70%) whereas this is not true for optional elements, as we observed cases 
where easiness and usefulness were high, but the completeness was lower 
than anticipated.  
7.2. Research Questions Addressed 
In the introduction of this thesis, eight (8) research questions were discussed 
that the thesis aimed at addressing. In the following paragraph, all these 
questions are shortly discussed in the context of the thesis outcomes.  
1. Can we set up quality assurance methods for ensuring metadata record 
quality that will have a positive effect on the resulting quality of the 
metadata records of a given federation of repositories? 
In our research we set up a Metadata Quality Assurance Certification Process 
that was successfully applied to more than one federation of repositories of 
different contexts, proving a positive effect on the metadata quality of the 




2. Which are the metrics that can be used to effectively assess the metadata 
record quality?  
In the context of MQACP, we used a set of metadata quality metrics that were 
retrieved from relevant literature. We used completeness, accuracy, 
objectiveness, correctness, consistency and appropriateness, as we consider 
those as representative in terms of describing metadata quality whereas at the 
same time enough to keep the complexity of the approach low.   
3. At what levels of the metadata record quality metrics is a repository 
considered to have a satisfying metadata record quality? 
The answer to this question is not an easy one. Going back to the quality 
definition we see that metadata quality is termed as the totality of features 
and characteristics of metadata that bears on its ability to satisfy stated or 
implicit needs. Drawing from this, we will have to take into consideration all 
the metadata quality metrics that we used within MQACP and we will have to 
see if the quality produced, satisfies the needs of the communities of users of 
the three federations examined. Looking at Accuracy, Consistency, 
Objectiveness, Appropriateness and Correctness we see that reviews that are 
above 4 out of 5, are considered as satisfying in the peer-review experiments 
that were carried out in an advanced phase of each repository lifecycle. We can 
say with some certainty, that when all these metrics are rated with 4 or more 
in more than 70% of the metadata records, then the overall quality of the 
records of each federation are in a satisfying degree of quality. Looking on the 
other hand to completeness, we see that in all three cases, average 
completeness of all metadata elements, no matter their quantity, is above 67% 
in all cases. Therefore, a threshold of 70% completeness in average is also 
considered to be satisfactory. In the case of mandatory elements, this number 
rises to more than 95% in all cases, so again it would be safe to expect this 
kind of completeness to consider the completeness metric satisfactory. In 
general, although the results of our research provide an indication for the 
expected metadata quality, they do not seem to be enough for a conclusive 
answer to this question.  
4. Can we introduce a quality assurance process that is transferable 
through different application contexts and types of repositories?  
Through the application of the MQACP in three (3) different cases of 
federations of repositories, we proved that the proposed process can be easily 
transferred to other domains with limited adaptations and more importantly 




5. What are the specific adjustments that have to be made to apply a quality 
assurance process in other contexts? 
Drawing from the experience coming from the application of MQACP in three 
different cases, we saw that no major adjustments were needed in order to 
apply it in other contexts. Apart from adapting the metadata understanding 
session depending on the metadata application profile used and other similar 
adaptations in the forms used, the MQACP can be used as is in different 
contexts. One significant adaptation that was carried out was the number of 
times each separate quality assurance method was deployed. For example, in 
the case of the research federations, more than one metadata understanding 
sessions were needed, as the content providers had a really hard time aligning 
the application profiles they used. In addition, in the cultural case, we selected 
to carry out more peer-reviews of the metadata from experts, to ensure the 
quality of metadata as the intermediate completeness measurements were not 
satisfying. Overall, whereas the MQACP itself was adapted seamlessly, some of 
its methods needed to be carried out more or less times based either on 
specificities of each case or the results of the intermediate metadata 
completeness measurements that took place.  
6. Are the results of the application of the same metadata quality assurance 
process in different repositories comparable in terms of the resulting 
metadata quality? 
To answer this question we will look at the results from the completeness 
measurement that were carried out in the Regular Operation Phase of all three 
federations. In the case of the Learning Federation, the average completeness 
for all elements of the application profile (22) regardless of their obligation 
(mandatory, recommended or optional) was at 67% with a median of 79.1% 
and a range of 99.6%. Looking closely, we see that 14 out of 22 elements were 
completed in more than 60% of the cases, showing that this mediocre average 
was affected by some really low completed elements. This is confirmed from 
the big range between the lowest and highest completeness. In the case of the 
26 elements of the cultural case, the average completeness was at 74.1% with a 
median of 76.7%, and a range of 82.07%. Again, 18 of the 26 elements were 
completed in more than 60% of the cases, showing that the high percentage of 
completeness found could be even higher if one or two elements were not as 
neglected from the users. This is again confirmed by the high range observed. 
In the research federations the average completeness was 85.2% with a 
median of 96.3% and a range of 58.8% showing higher quality in terms of 
completeness which is attributed to the small number of elements that were 
finally deployed in the federation. Overall, the completeness results were 
comparable in all three cases for the mandatory elements in each application 
profile, as well as the recommended ones. The big difference in completeness 
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that is observed in the research federation comes mainly from the optional 
elements that were completed in many more cases by the content providers.  
In addition, looking at the three cases through figures, we see that in all 
Figures 7.1, 7.2 and 7.3 when elements are sorted based on their completeness 
and plotted; the situation in the Learning and Cultural Federations is pretty 
much alike. Most of the elements (63-69%) are completed more than 60% of 
the times whereas only 7-10% of them are completed in less than 40% of the 
times but with really low rates. Finaly, almost 20% of the elements are 
completed 40% to 60% of the times. In the Research Federation, 86% of the 
elements are completed more than 60% of the times, whereas the remaining 
14% are completed 40% to 60% of the times.  
 
Figure 7.4: Completeness of all elements in learning federation  
(ascending order) 
 




Figure 7.6: Completeness of all elements in research federation  
(ascending order) 
7. Is the cost involved in the application of a metadata quality assurance 
process comparable in terms of magnitude for different repositories?  
To answer this question, we look at the comparison of the time that was vested 
for the application of MQACP in each case. Table 7.1, indicates the number of 
quality assurance methods deployed in each case, as well as the people 
involved and the time vested in total. We need to clarify that the number of 
people involved is not absolute, but it includes the same people that may have 
participated in more than one methods. So, if a person participated three 
times in three peer reviews of metadata records, he/she is counted as three 
people. Overall, all the experiments were supported by a total of around 
twenty (20) domain experts, two (2) metadata experts and one (1) technical 
expert.  
Case People Methods used Hours 
Learning 49 5 134.7 
Cultural 45 8 166.5 
Research 58 6 154.8 
Table 7.8: Cost parameters for all experiments. 
The methods used are also comparable, as in an average, around 6 or 7 of 
them are enough to achieve comparable results in terms of completeness for 
all metadata records as it was shown before. Finally, the overall time needed is 
again comparable, as no significant deviations were noted in each experiment. 




8. Is the improvement in metadata record quality comparable with the cost 
of the quality assurance method? 
To answer this question we must look at the overall cost of each experiment in 
hours, and compare it with the metadata completeness it yielded. The 
following table shows the metadata completeness in each federation as these 
were discussed before, along with the cost of each case, in hours. Finally, the 
difference of the average metadata completeness between the beginning of the 














Learning 67% +48.7% 22 134.7 0.36% 
Cultural 74.1% +16% 26 166.5 0.09% 
Research 85.2% +7.2% 15 154.8 0.05% 
Table 7.9: Metadata completeness and cost 
Looking at the improvement in completeness between the Critical Mass phase 
and the regular operation in relation to the cost, we see that overall, the costs 
vested did not yield the same improvement every time. More specifically, the 
lowest overall cost (learning case) brought upon the highest improvement in 
the resulting metadata completeness. In this case, we find that the starting 
point of the metadata that exist in each federation, is of great importance. In 
the learning federation, during the early stages of the Critical Mass phase, the 
average completeness was as low as 18.3% which provided room for 
improvement, greater than in the case of the research federations that started 
with an average completeness of 78%. To address this question, we see that 
the improvement in metadata records completeness (and not quality) is not 
comparable to the cost of applying MQACP. To examine the quality in general, 
was not possible, as many more parameters have to be examined, such as the 
quality of the services offered on top of these federations. What would be safe 
to claim though, is that the higher the starting completeness of the repository 
where MQACP is applied on, the lower the return of the investment is.  
7.3. Research Contributions 
The research carried out within the scope of this Thesis, made the following 
contributions:  
 Proposed a Metadata Quality Assurance Certification Process 
that can be applied during the lifecycle of a repository, to monitor the 
quality of metadata created and contribute to their continuous 
improvement. To achieve that, we defined specific methods that can be 
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used as well as the tools that have to be deployed in the context of these 
methods,  
 Applied the proposed MQACP to a Learning Federation of 
repositories hosting learning resources in multiple languages. More 
specifically, we inserted the proposed methods and tools into specific 
points in the repository lifecycle and managed to showcase significant 
improvement to the quality of the metadata created within the 
federation,  
 Validated the effectiveness of MQACP in new contexts by 
applying it to a Cultural Federation hosting cultural content from 
museums of natural history as well as to a Research Federation, hosting 
bibliographic and research data from institutions around Europe,  
 Identified future areas of research that came out of the 
application of the MQACP in real cases with real users. More 
specifically, extensions of our work are offered in the next section 
where directions of research are discussed trying to address 
problematic areas that came up during the MQACP application in all 
three cases.  
7.4. Research Considerations 
Through the application of MQACP on the three cases chosen, a number of 
issues came up that require more extensive research to be addressed. To this 
end, we present these issues along with some first steps that have already been 
taken from ongoing research to address them.  
7.4.1. Metadata Training 
During the application of MQACP on any given federation, one of the first 
steps that is carried out, is a Metadata Understanding Session with the 
participation of the domain experts that will also provide the content. The 
scope of this session is to allow the experts to understand the metadata 
elements that will be used to describe the content and also affect the selection 
of these elements through their needs. During these sessions, each domain 
expert is presented with the application profile to be used and he/she provides 
a rating of the easiness, usefulness and necessity of each element as already 
described. In some cases though, it was obvious to us that this approach was 
not always working. As we collected and analyzed the ratings coming out of 
theses sessions, we identified two major problems: 
 For many elements, the comprehension from the experts was 
dramatically low, leading afterwards in low completeness for these 
elements in the respective repositories, 
[167] 
 
 For many elements, the necessity for the targeted use by the domain 
experts was also pretty low, indicating that some of the elements that 
we proposed to the domain experts were not considered useful by 
them. These elements were often underused in the repositories.  
This phenomenon showed that we should focus more on the process followed 
during the Metadata Understanding Sessions (MUS) and try to (a) make the 
elements easier to understand for the domain experts and (b) allow a more 
active role to the domain experts in designing the application profile to be 
used in the respective federations.  
In Palavitsinis et al., (2013) we present a Creative Metadata Understanding 
Session which is a new outlook on the traditional MUS that was deployed in 
MQACP so far. We adopted and adapted an existing approach by Agro-Know 
Technologies’ format (the AK Creativity Package), used with communities of 
domain experts to generate ideas on environmental issues. To this end, we 
increased the steps of the process and grouped them in broader categories to 
map in a more efficient way the components of an application profile on which 
we wanted to train the domain experts. 
7.4.2. Creative Metadata Understanding Session 
One lesson learned from the previous Metadata Understanding Sessions was 
that the reference to terms such as metadata or related technical terms is 
problematic for domain experts. To this end, in the new approach to the MUS, 
any reference to such terms is avoided to make sure that the participants that 
are mostly domain experts are not confused. To this end, in the description of 
the phases, both here and during the actual workshop, the terms that follow 
are replaced with terms that are generic and understandable: 
 Metadata element: Attribute 
 Element value/vocabulary: Value 




Figure 7.7: Overview of the Creative MUS Process 
In Figure 7.7, an overview of the Creative MUS approach is presented, with 
the main phases and the sub-phases in which they are broken down. Roughly, 
the first phase is intended to serve as an introduction to metadata where the 
domain experts discuss amongst them related to their needs whereas in the 
second phase, the discussion becomes more specific focusing on specific 
elements. In the third phase, the discussion revolves around vocabularies, 
allowing the experts to gain a better understanding of the elements through 
the values they take. Finally, in the last step, the existing application profile 
that we need to the experts to work with is presented to them and their 
evaluations are collected. 
Harvest Requirements 
During this phase, the participants of the Metadata Understanding Session try 
to collect requirements related to the metadata that they would need in order 
to describe a digital resource. To do so, the process used, discusses about 
metadata in an indirect way, so as not to confuse participants with technical 
terms.  
Group Discussion with Experts 
The participants are posed with a question, related to their needs when 
describing or searching for digital content on their subject. More specifically, 
they are asked to write on a post-it and share with the group, the attributes of 
a digital resource they would provide for a resource they would create 
themselves. In the same sense, they are also asked which attributes they would 
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like to be able to use when searching through this content, in a search engine 
or portal. The two questions posed to the group are the following:  
- Which attributes of the digital object you create would you consider 
important for a person that wants to use it? Title? Description? Other 
attributes?  
- When searching for digital content online, which attributes of a digital 
object would you consider important when searching? Its size? Its title? 
Other? 
To manage and direct the discussion, a facilitator is appointed who provides 
the questions above to the participants and makes sure that the timing is kept. 
Once the questions are given to the group, each participant is given ten (10) 
minutes to think the questions on their own and take notes.  
Share & Cluster Notes 
Once all the participants have their notes, they are asked to share on a 
common space, the attributes they came up with, explaining the rationale to 
the group. All the notes are put on the wall with no specific order, and the 
participants take turns to provide their view on the questions posed in the 
beginning. During this phase, the facilitator may also coordinate a discussion 
among the participants, as there can be different opinions related to the 
attributes that each participant chooses.  To continue with, the notes are 
collected on the wall and the participants are asked to approach and try to 
create clusters of similar attributes, that is connect similar of them, others that 
might refer to metadata elements that may belong under the same category, 
etc. Coming out of this part, the participants have to have a group of clusters 
that would roughly correspond to the high level metadata categories of a 
metadata standard, i.e. the General, Lifecycle, Educational, etc. categories of 
the IEEE LOM standard. The purpose of this exercise is to give to the 
participants the perception of the actual organization of the data that may 
“follow” a digital object that is the metadata record itself.  
Discuss Metadata Needs 
During this phase, the group is introduced to the needs of organizing the 
information that will describe the digital object into a coherent schema of 
information so that the provision of this information during the creation of a 
new digital object is made easier to understand and carry out. No reference to 
metadata is made yet, to avoid confusion with the technical terms involved.  
Identify Metadata Needs 
The participants are asked to revisit the clusters of attributes that they created 
and decide on the ones that are necessary for the description of the digital 
object. They are asked to keep the ones that are either really important or less 
important for them, excluding only the ones that are of minor importance for 
them. The process of deciding on the retention of the attributes or not, is 
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carried out by the group with no intervention of the facilitator other than 
answer any trivial questions about the expected outcomes of the process. 
Define Metadata Elements 
Having kept the attributes that the participants deem as necessary, the 
facilitator asks them to title the clusters of attributes with one word, so that 
they provide a concrete title for each one. The same exercise is carried out for 
each attribute. In this case, next to the post-its describing the attribute, a new 
post-it is placed with one or two words that represent the title for this 
attribute and consequently the metadata element that will be created from it. 
This part of the process is completed with the participants having a final 
attribute set arranged in categories.  
Define Values & Vocabularies 
During this phase, the participants of the Metadata Understanding Session are 
starting to familiarize themselves with the process of structuring a metadata 
application profile by defining the values that each element can take, whether 
it’s a free-text field or a field that contains a vocabulary, ontology, etc.  
Discuss Element Values 
The facilitator asks the participants to place the attributes that they have 
decided upon on a new space and use post-its again to define the type of 
values that these attributes would take. The participants are split into groups 
corresponding to one or two categories of elements as these are decided 
previously. Each group is given twenty (20) minutes to think on the values 
that these attributes would take. Once they are finished, the groups come 
together and each group shares their view of the possible values. Answers here 
may include specific values such as “user, teacher, author”, etc. or ranges of 
values, i.e. “10-100” or even specific ontologies that the participants know of. 
As the groups share their views on the values, other groups are allowed to add 
upon what they hear so that they enrich the notes taken and also contribute 
themselves to other element categories.  
Define Values & Vocabularies 
Finishing with the sharing of the possible element values, the participants are 
asked to decide on the final value of each attribute in the cases where more 
than one possibility is discussed within the groups. Finishing with this phase, 
the participants have defined the set of attributes they need to describe a 
digital object, they have clustered them into groups of attributes with a 
specific title and they have also defined the possible values of all attributes in 
all groups.  
Evaluate & Discuss 
During this phase, the time has come to expose the participants to a 
completed metadata application profile that is already used to describe digital 
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objects. The presentation of this application profile follows, to allow the 
participants to make the connection between what they have defined and what 
is presented.  
Presentation of Existing AP 
During this phase the actual application profile is presented, element by 
element providing also examples of use for each one. The participants already 
have a form in their hands, where they are asked to rate each element that is 
presented using a 5 point Likert scale, in terms of the following (1 being the 
lowest): 
- Is this element easy to understand? 
- Is this element useful for describing digital resources? 
- How important is this element? 
Evaluation of Existing AP 
During this phase that is almost parallel to the previous, the participants 
complete their evaluations of the elements as these are presented and a 
discussion follows that is facilitated by the workshop facilitator, related to the 
similarities and differences between the attributes/elements defined by the 
participants and the ones proposed by the actual application profile.  
 
Following the principle of strict time management that the “Guided 
Brainstorming” technique dictates, we limit the work of the domain experts in 
each phase to the following times provided in Table 7.10. The facilitator of the 
Creative MUS has to make sure that the groups working with the metadata 
concepts finish with each assignment given to them on time so that the 
process moves along quickly.  
 
Phase Proposed Time 
1. Harvest Requirements 40’ 
1.1 Group Discussion with Experts 20’ 
1.2 Share & Cluster Notes 20’ 
2. Discuss Metadata Needs 30’ 
2.1 Identify Metadata Needs 15’ 
2.2 Define Metadata Elements 15’ 
3. Define Values & Vocabularies 35’ 
3.1 Discuss Element Values 20’ 
3.2 Define Values & Vocabularies 15’ 
4. Evaluate & Discuss 45’ 
4.1 Presentation of Application Profile 30’ 
4.2 Evaluation of Application Profile 15’ 
TOTAL 150’ 
Table 7.10: Creative Metadata Understanding Session Time Slots 
Looking at the time required to carry out the Creative MUS we see that the 
total time is increased by 30 minutes from the original MQACP which does 
not affect that much the overall cost of the MQACP as this was discussed 
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previously. This approach has not yet been tested as it was described here, so 
no findings can be discussed related to its performance. Our aim is to test it 
with real users and compare the results to the ones of the MUS to see if the 
two bigger problems that we have identified with the MUS approach can be 
addressed through the Creative MUS.  
7.4.3. Measuring Quality 
One of the open issues that came up during the application of MQACP, was 
the criteria used to assess quality. In the MQACP application it was obvious 
that mostly completeness was used as a quality metri. Although other metrics 
were deployed in the peer-review experiments, these were not cost-effective as 
they could not be applied easily to the total number of metadata records 
hosted in each federation. In the end, a small sample of resources of each 
federation was checked each time against these metrics, which did not allow 
for the MQACP to deduct absolute measures of quality for the whole collection 
examined but rather for a small portion of it. To this direction, Tsiflidou & 
Manouselis (2013) was based on the work carried out in this thesis to examine 
how different metadata quality metrics can be extracted using automated 
tools, allowing for safer measurements of the overall metadata quality of a 
collection. More specifically the authors mentioned above, adopted a set of 
metadata quality metrics as shown below, which can be calculated using 
specific tools, automatically for an entire collection.  
Metric Reference Definition 
Completeness 
Bruce & Hillman 
(2004) 
The percentage of records in which an element 
is used. 
Element frequency 
Ochoa et al. 
(2006) 
This metric provides information about the 
number of values used in a metadata element 
Entropy Ochoa et al.(2006) 
The entropy provides information about the 




Ochoa et al. 
(2006) 
The metric is being used to study the 
frequency distribution of specific vocabulary 
values in controlled elements 
Metadata multi-
linguality for the 
free text elements  
Vogias et al. (2013) 
This metric is used to study the language 
attribute (eg. Lang=en) value usage frequency 
in free text metadata elements such as Title, 
Description and Keyword 




The tools that they used to assess these metrics, were Google Refine14, MINT15 
and the AK Metadata Analytics Tool (Vogias et al., 2013). In their work, 
Tsiflidou & Manouselis (2013) used the aforementioned metrics and tools, to 
examine a collection of almost 2.500 metadata records. The results have 
showed great promise for the use of the metrics proposed and their 
introduction in the MQACP as additional metrics that will define the metadata 
quality of any given collection with significantly lower cost rather than peer-
reviewing each record based on the Metadata Quality Grid which may involve 
a more thorough set of metrics but is less scalable.  
7.4.4. Metadata Quality Cost Considerations 
The parameter of cost is a really important factor for the MQACP proposed in 
this thesis. Our literature review though, has retrieved a limited amount of 
relevant studies that discuss the cost in detail. In very few cases is the cost of 
creating a metadata record or enriching it, discussed. Similarly, the cost of 
applying a quality assurance process on the metadata records of a repository is 
a topic that is not discussed although the initiatives that deploy and maintain 
large repositories continue to multiply. To this direction, we carried out a first 
discussion of the costs involved in applying the MQACP on a repository 
through its lifecycle, determining the number of people that have to be 
involved and the time they need to invest to participate in the experiments 
carried out. From our analysis it became evident that there are more hidden 
costs involved that were not covered sufficiently. Costs such as the time 
needed for the content providers to review their resources and enrich them 
with new metadata as well as the time needed for the content providers to 
work with the supporting material and guides presented to them are not 
factored in to our estimation.  
To this direction, we feel that more work is needed to accurately document the 
metadata associated costs from a curatorial point of view, starting from the 
selection of the content to its annotation with metadata and their continuous 
preservation.  These costs have to be added to the costs of applying MQACP to 
provide a holistic view of the total costs that an institution has to take into 
consideration when developing a repository of resources. Although some of 
these considerations are already covered by work carried out in the library 
sciences domain, we feel that the unique nature of every different domain that 
digital repositories serve, calls for focused research that exceeds the library 
domain and includes in the whole process stakeholders from different 
domains. For example, the cost of training domain experts on metadata 
annotation goes beyond existing library approaches and should also be 





considered. As a first step, Table 7.12 offers a non-exhaustive list of the 
associated metadata costs that a repository manager has to take into 
consideration.  




1 Metadata Design Yes 
Designing an application profile based on 
user needs.  
2 Resource Selection No 
Selecting the resources to be populated in 
the repository 
3 Metadata Annotation No 
Adding metadata to the resources from 
scratch 
4 Metadata Enrichment No 
Enriching/correcting problematic 
metadata fields 
5 Peer Review of Metadata Yes 
Checking the quality of metadata through 





Checking the quality of metadata through 
automated means 
7 
Development of Training 
Material 
Yes 
Develop guidelines and manuals for the 
content providers 
8 Training on Metadata No 
Hold training sessions on metadata 
annotation / spend time on reading 
supportive material 
Table 7.12: Metadata Associated Costs for Repositories 
The costs discussed in Table 7.12 are just some of the costs that are involved in 
the process of populating a repository with resources. Technical costs for the 
deployment of the metadata application profile used or the development of 
metadata authoring tools are also part of the development of a repository. 
Starting to map all of these costs and accurately describing them, will provide 
useful insights for the development process of repositories but also help their 
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Describes a phenomenon in its appearance without any 
use of theory. 
Philosophical 
Reflects upon a phenomenon without data or reference to 
any theory. 
Theoretical  
Reflects upon a phenomenon based on some theory but 
without empirical data or with only anecdotal and 
particular such. 
Theory Generation 
Attempts to analyze / interpret quantitative or qualitative 
data in a systematic manner for the purpose of model 
building. 
Theory Testing 
Attempts to test a theory, using quantitative or qualitative 




Implements a theory or model in a specific case or 




Logical argument but not based on any particular theory or 
relating explicitly or by clear implication to any theory. 
Case Story 
Tells about a case but as opposed to a case study there is 
no strict data collection method. Usually own experiences 
or anecdotal evidence. 
Survey 
Covers qualitative overviews of several documents or 
cases. 
Literature study 
Only documents used, be they scientific, policy documents 
or other. Not necessarily strict method or even explicitly 
labeled as literature study. 
Ethnography 
Any attempt to understand actions by systematic 
observation and interpretation. 
Grounded Theory 
Theoretical examination of a phenomenon based on 
mathematical propositions and proofs. 
Interpretative 
Any kind of more strictly performed data collection than 
‘case story’ but not necessarily strictly explained or 
spelled-out method for interpretation. A case study 
belongs here, but also more limited studies where 
qualitative or quantitative data is analyzed. 
Experiment Field experiment included. 
Experiment 
(simulation) 
Simulated experiment reproducing / imitating field 
conditions. 
Product description IT product, method, or similar, described by its developer. 
Unclear 
Other method, which cannot be classified in the other 






Research which is not completed and paper which makes 
no claim as to the validity or scope of the findings. 
Lessons Only claims of anecdotal value, lessons learned 
Descriptive 
Claims validity but not generality. Authors claim to have 
described the situation correctly and/or credibly. 
Normative Claims generality beyond case. 
Table A.1: Aspects related with the Rigor category of research characteristics 
RELEVANCE 
Focus Unit 
Method Focus is on the specific method or product proposed or used. 
Individual 
Focus is on an individual person or issues are addressed from 
the individuals’ perspective. 
Group Focus is on a group of people with common characteristics. 
Organization 
Focus is on a specific organization or type of organizations 
(e.g. firms). 
Sector Focus is on a specific industry or sector of research field. 
Society The focus is general and a general perspective is adopted. 
Target Audience 
Researchers 




Results explicitly or implicitly primarily aim to people that 
can make practical use and/or implementation of a product 
or method. 
Managers 
Results explicitly or implicitly primarily aim to guide 
managers take decisions about the appropriate use and/or 
implementation of a product or method. 
Unclear 
The primary target audience of the results cannot be clearly 
identified. 
Origin (Institution Type) 
Company 
The affiliation of most of the authors (or of the primary 
author) is a company. 
Research 
Institute 
The affiliation of most of the authors (or of the primary 
author) is a research institute. 
University 
The affiliation of most of the authors (or of the primary 
author) is a university. 
NGO 
The affiliation of most of the authors (or of the primary 
author) is a non-governmental organization that does not 
belong to one of the above types. 
Government 
The affiliation of most of the authors (or of the primary 
author) is a governmental organization 
Library 
The affiliation of most of the authors (or the primary author) 






The background discipline of most of the authors (or of the 




The background discipline of most of the authors (or of the 
primary author) is information systems etc. 
Management 
The background discipline of most of the authors (or of the 
primary author) is management, marketing etc. 
Economics 
The background discipline of most of the authors (or of the 
primary author) is economics, financial engineering etc. 
Mathematics 
The background discipline of most of the authors (or of the 
primary author) is mathematics. 
Education 
The background discipline of most of the authors (or of the 
primary author) is education 
Libraries 
The background discipline of most of the authors (or of the 
primary author) is libraries, information science, etc. 
Other 
The background discipline of most of the authors (or of the 
primary author) is some other discipline, different from the 
above ones. 
Country  
Country The country of most of the authors (or of the primary author). 
Table A.2: Aspects related with the Relevance category of research 
characteristics 
No Element Name Element Description 
1 ID 
A unique number assigned to each paper that was 
retrieved, following a specific coding scheme 
2 Title The title of the paper 
3 Description 
A short description of the paper or alternatively, its 
abstract 
4 Year The year that the paper was published 
5 Volume 
The volume of the journal where the paper was 
retrieved from 
6 Issue 
The issue of the journal where the paper was retrieved 
from 
7 No of Authors The number of authors that wrote the paper 
8 No of Pages The number of pages of the paper 
9 No of References The number of references contained within the paper 
10 Source The journal from where the paper was retrieved 
11 Comments 
Other comments related to the paper, as well as its 
actual source, if no file was downloaded (URL) 
12 Research Type 
The type of research that is carried out in the paper  
(see also Table A.1) 
[234] 
 
No Element Name Element Description 
13 Method 
The research method used within the paper  
(see also Table A.1) 
14 Claim 
The type of claim that the paper makes  
(see also Table A.1) 
15 Focus Unit  
The focus of the research carried out within the paper 
(see also Table A.2) 
16 Target Audience 
The primary target audience of the paper  
(see also Table A.2) 
17 Institution 
The type of institution where the authors of the paper 
come from (see also Table A.2) 
18 Discipline 
The type of discipline that the primary author of the 
paper comes from (see also Table A.2) 
19 Country 
The country of which the main author of the paper 
come from (one value – see also Table A.2) 
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Journal of Library 
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Journal of Library 
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Table B.1: Journals covered by this study 
 
Figure B.1: Percentage of retrieved publications for the journals reviewed  
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Program: electronic library and 
information systems 
10 51 5.10 51 
2 
International Journal of 
Metadata, Semantics and 
Ontologies  (IJMSO) 
1 5 5.00 0 
3 The Electronic Library 13 64 4.92 64 
4 
Interdisciplinary Journal of E-
Learning and Learning Objects 
(IJELLO) 
7 33 4.71 33 
5 
International Journal of 
Technology Enhanced Learning  
(IJTEL) 
4 17 4.25 3 
6 
British Journal of Educational 
Technology 
8 28 3.50 1 
7 Online Information Review 10 34 3.40 34 
8 
Performance Measurement and 
Metrics 
11 35 3.18 35 
9 
Journal of Knowledge 
Management & E-Learning 
3 9 3.00 9 
10 IEEE Transactions on LT 5 13 2.60 11 
11 Journal of Library Trends 5 13 2.60 13 
12 Library Hi Tech 12 28 2.33 28 
13 D-Lib Magazine 16 33 2.06 33 
14 
Journal of Knowledge 
Management 
1 2 2.00 2 
15 Journal of Library Innovation 1 2 2.00 2 
16 Journal of Library Trends 7 13 1.86 13 
17 Journal of Digital Information 12 22 1.83 22 
18 
Journal of Computer Assisted 
Learning (JCAL) 
9 15 1.67 6 
19 Code4lib Journal 5 8 1.60 8 
20 
Journal of Information Science 
(JIS) 
17 27 1.59 2 
21 
Journal of the American Society 
for Information Science and 
Technology 
14 21 1.50 21 
22 
Australasian Journal of 
Educational Technology (AJET) 
8 12 1.50 12 
23 
Cataloguing & Classification 
Quarterly 
2 3 1.50 3 
24 Journal of Library Management 7 9 1.29 9 
25 Computers & Education 17 21 1.24 21 
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Canadian Journal of Learning & 
Technology 
10 11 1.10 11 
27 Data & Knowledge Engineering 5 5 1.00 5 
28 
Journal of Systems and 
Information Technology 
2 2 1.00 0 
29 VINE Journal 1 1 1.00 1 
30 
Information Technology & 
People 
1 1 1.00 0 
31 
The Internet and Higher 
Education 
13 11 0.85 11 
32 Liber Quarterly 8 6 0.75 6 
33 
Information Processing & 
Management 
37 27 0.73 22 
34 
Advances in Library 
Administration and 
Organization 
11 8 0.73 0 
35 
Web Semantics: Science, 
Services and Agents on the 
World Wide Web 
9 6 0.67 6 
36 
Innovations in Education & 
Teaching International 
6 4 0.67 0 
37 
Journal of Online Learning & 
Teaching (JOLT) 
6 3 0.50 3 
38 
Interlending & Document 
Supply 
12 5 0.42 5 
39 
Journal of Librarianship and 
Information Science 
28 10 0.36 0 
Table B.2: Statistics per journal 
 







% of total 
papers 
Descriptive 72 14,23% 
Philosophical 12 2,37% 
Theoretical 83 16,40% 
Theory Generation 157 31,03% 
Theory Testing 66 13,04% 
Applied (Implementation) 116 22,92% 
TOTAL 506 100,0% 
Table B.3: Publications per Research Type 
 
Figure B.3: Distribution of publications per Research Method 
Method # of papers % of total papers 
Case Story 103 20,36% 
Experiment 90 17,79% 
Interpretative 73 14,43% 
Product Description 65 12,85% 
Survey 61 12,06% 
Literature Study 50 9,88% 
Argument 24 4,74% 
Ethnography 20 3,95% 
Grounded Theory 19 3,75% 
Unclear 1 0,20% 
Experiment (Simulation) 0 0,00% 
TOTAL 506 100,0% 








% of total 
papers 
Ongoing Research 33 6,52% 
Lessons 131 25,89% 
Descriptive 254 50,20% 
Normative 88 17,39% 
TOTAL 506 100,0% 
Table B.5: Publications per Claim 
 




Focus Unit # of papers % of total papers 
Method 117 23,12% 
Individual 2 0,40% 
Group 77 15,22% 
Organization 93 18,38% 
Sector 197 38,93% 
Society 20 3,95% 
TOTAL 506 100,0% 
Table B.6: Publications per Focus Unit 
 




% of total papers 
Researchers 222 43,87% 
Practitioners/Implementers 249 49,21% 
Managers 35 6,92% 
Unclear 0 0,00% 
TOTAL 506 100,0% 




Category No of Papers % 
Short (1-5] 10 2.0% 
Medium-Short (5-10] 97 19.2% 
Medium (10-15] 179 35.4% 
Medium-Long (15-20] 81 16.0% 
Long  (20-U) 70 13.8% 
Not Applicable 69 13.8% 
TOTAL 506 100% 
Table B.8: Publications per page length 
 
Figure B.7: Distribution of publications per page length 
Category No of References % 
0 to 10 107 21,1% 
11 to 20 117 23,1% 
21 to 30 129 25,5% 
31 to 40 66 13,0% 
41 to 50 48 9,5% 
51 to 60 4 0,8% 
60+ 35 6,9% 
TOTAL 506 100% 




Figure B.8: Distribution of publications per Research Origin 
Institution # of papers 
% of total 
papers 
University 395 78,06% 
Library 50 9,88% 
Research Institute 43 8,50% 
Government 12 2,37% 
Company 3 0,59% 
NGO 3 0,59% 
TOTAL 506 100,0% 
Table B.10: Publications per Research Origin 
 
 




Disciplines # of papers % of total papers 
Information Science 172 33,99% 
Librarianship 126 24,90% 
Computer Science 117 23,12% 
Education 51 10,08% 
Other 17 3,36% 
Economics 10 1,98% 
Management 7 1,38% 
Mathematics 6 1,19% 
TOTAL 506 100% 







1 USA 151 28 Ecuador 3 
2 Great Britain 66 29 Nigeria 3 
3 Canada 30 30 Singapore 3 
4 Australia 21 31 Slovenia 3 
5 Taiwan 18 32 South Korea 3 
6 India 14 33 Bulgaria 2 
7 Spain 14 34 Egypt 2 
8 New Zealand 13 35 France 2 
9 Greece 11 36 Ireland 2 
10 China 10 37 Pakistan 2 
11 Iran 10 38 Switzerland 2 
12 Finland 9 39 Austria 1 
13 Netherlands 9 40 Chile 1 
14 Belgium 7 41 Kenya 1 
15 Brazil 7 42 Korea 1 
16 Japan 7 43 Mexico 1 
17 Norway 7 44 Peru 1 
18 Italy 6 45 Portugal 1 
19 Turkey 6 46 Saudi Arabia 1 
20 Malaysia 5 47 Trinidad & Tobago 1 
21 Sweden 5 48 Uganda 1 
22 Israel 4 49 United Arab Emirates 1 
23 Poland 4 50 Uruguay 1 
24 Serbia 4 51 Denmark 1 
25 South Africa 4 52 Hong Kong 1 
26 Bangladesh 3 53 Thailand 1 
27 Croatia 3    








America 195 38.5% 
Europe 174 34.4% 
Asia 89 17.6% 
Oceania 34 6.7% 
Africa 14 2.8% 








 ID Journal Title 





1 Journal of Knowledge Management 0 0 0 0 0 2 
2 VINE Journal 0 0 0 0 0 1 
3 Journal of Library Management 1 1 4 2 1 0 
4 Code4lib Journal 1 0 0 1 1 5 
5 Journal of Library Innovation 0 0 1 0 0 1 
6 D-Lib Magazine 2 0 10 10 0 11 
7 Liber Quarterly 1 1 1 2 0 1 
8 
Interdisciplinary Journal of E-Learning and 
Learning Objects (IJELLO) 0 0 9 10 7 7 
9 Journal of Computer Assisted Learning (JCAL) 0 0 2 3 0 1 
10 
International Journal of Technology Enhanced 
Learning  (IJTEL) 0 0 0 1 0 2 
11 The Electronic Library 12 1 13 13 7 18 
12 Interlending & Document Supply 2 1 1 0 0 1 
13 Library Hi Tech 6 1 5 8 3 5 
14 Online Information Review 4 0 1 15 8 6 
15 Program: electronic library and information systems 24 3 3 9 5 7 
16 Performance Measurement and Metrics 6 1 6 10 7 5 
17 Information Processing & Management 1 0 0 10 4 6 
18 
Web Semantics: Science, Services and Agents on the 
World Wide Web 0 0 1 0 0 5 
19 Data & Knowledge Engineering 0 0 1 1 0 3 
20 Journal of Information Science (JIS) 0 0 3 7 2 5 
21 IEEE Transactions on LT 1 0 2 5 0 3 
22 British Journal of Educational Technology 0 0 0 1 0 0 
23 The Internet and Higher Education 2 2 2 3 1 1 
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ID Journal Title 






Australasian Journal of Educational Technology 
(AJET) 0 0 0 4 2 5 
25 Computers & Education 1 0 3 6 8 3 
26 
Journal of the American Society for Information 
Science and Technology 3 0 1 11 5 1 
27 Canadian Journal of Learning & Technology 1 0 2 5 2 1 
28 Journal of Digital Information 2 0 6 7 2 5 
29 Cataloguing & Classification Quarterly 0 0 0 3 0 0 
30 Journal of Online Learning & Teaching (JOLT) 0 0 0 3 0 0 
31 Journal of Knowledge Management & E-Learning 0 0 1 3 1 4 
32 Journal of Library Trends 2 1 5 4 0 1 
Table B.14: Publications per Research Type per Journal 

















Management 0 1 0 0 0 0 0 0 0 1 
2 VINE Journal 




Management 3 3 1 1 0 0 1 0 0 0 
4 
Code4lib 




Innovation 0 2 0 0 0 0 0 0 0 0 
6 D-Lib Magazine 2 9 0 5 0 2 11 3 0 1 
7 Liber Quarterly 1 2 1 1 0 0 0 1 0 0 
8 Interdisciplinary 0 3 2 8 2 1 6 8 0 3 
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The Electronic 
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Management 0 1 0 0 1 3 7 6 0 3 
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Technology 0 0 0 1 0 0 0 0 0 0 
23 
The Internet and 
Higher 






(AJET) 0 4 2 0 3 0 1 1 0 0 
25 
Computers & 
Education 0 2 2 1 0 1 3 9 0 3 
26 










Technology 0 2 4 1 0 0 1 2 0 1 
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E-Learning 0 0 0 1 3 0 1 1 0 3 
32 Journal of 
Library Trends 2 3 3 3 0 0 1 0 0 1 
Table B.15: Distribution of publications per Research Method and per journal 
No Journal Title Ongoing Research Lessons Descriptive Normative 
1 Journal of Knowledge Management 1 0 1 0 
2 VINE Journal 0 1 0 0 
3 Journal of Library Management 0 1 6 2 
4 Code4lib Journal 0 0 6 2 
5 Journal of Library Innovation 0 0 2 0 
6 D-Lib Magazine 0 4 19 10 
7 Liber Quarterly 1 4 1 0 
8 
Interdisciplinary Journal of E-Learning and Learning 
Objects (IJELLO) 2 4 22 5 
9 Journal of Computer Assisted Learning (JCAL) 0 3 3 0 
10 
International Journal of Technology Enhanced Learning  
(IJTEL) 0 1 1 1 
11 The Electronic Library 9 22 26 7 
[252] 
 
No Journal Title Ongoing Research Lessons Descriptive Normative 
12 Interlending & Document Supply 0 3 2 0 
13 Library Hi Tech 4 6 15 3 
14 Online Information Review 1 5 21 7 
15 Program: electronic library and information systems 6 21 21 3 
16 Performance Measurement and Metrics 2 8 21 4 
17 Information Processing & Management 1 4 11 5 
18 
Web Semantics: Science, Services and Agents on the World 
Wide Web 0 4 1 1 
19 Data & Knowledge Engineering 2 1 1 1 
20 Journal of Information Science (JIS) 1 0 10 6 
21 IEEE Transactions on LT 0 3 5 3 
22 British Journal of Educational Technology 0 0 0 1 
23 The Internet and Higher Education 0 6 3 2 
24 Australasian Journal of Educational Technology (AJET) 0 5 2 4 
25 Computers & Education 1 3 11 6 
26 
Journal of the American Society for Information Science 
and Technology 0 6 9 6 
27 Canadian Journal of Learning & Technology 0 1 6 4 
28 Journal of Digital Information 1 12 9 0 
29 Cataloguing & Classification Quarterly 0 0 3 0 
30 Journal of Online Learning & Teaching (JOLT) 0 0 3 0 
31 Journal of Knowledge Management & E-Learning 0 1 8 0 
32 Journal of Library Trends 1 2 5 5 
Table B.16: Distribution of publications per Research Claim and per journal 
No Journal Title Method Individual Group Organization Sector Society 
1 Journal of Knowledge Management 1 0 1 0 0 0 
2 VINE Journal 1 0 0 0 0 0 
3 Journal of Library Management 1 1 1 4 2 0 
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No Journal Title Method Individual Group Organization Sector Society 
4 Code4lib Journal 2 0 0 4 2 0 
5 Journal of Library Innovation 0 0 0 1 1 0 
6 D-Lib Magazine 3 0 1 6 23 0 
7 Liber Quarterly 1 0 0 2 2 1 
8 
Interdisciplinary Journal of E-Learning 
and Learning Objects (IJELLO) 8 0 8 3 14 0 
9 
Journal of Computer Assisted Learning 
(JCAL) 1 0 1 1 3 0 
10 
International Journal of Technology 
Enhanced Learning  (IJTEL) 0 0 1 0 2 0 
11 The Electronic Library 13 0 3 16 32 0 
12 Interlending & Document Supply 0 0 0 2 3 0 
13 Library Hi Tech 4 0 2 8 14 0 
14 Online Information Review 11 0 4 3 15 1 
15 
Program: electronic library and 
information systems 16 0 4 18 8 5 
16 Performance Measurement and Metrics 7 1 14 3 9 1 
17 Information Processing & Management 10 0 6 0 5 0 
18 
Web Semantics: Science, Services and 
Agents on the World Wide Web 4 0 0 0 2 0 
19 Data & Knowledge Engineering 5 0 0 0 0 0 
20 Journal of Information Science (JIS) 7 0 2 0 7 1 
21 IEEE Transactions on LT 4 0 1 1 4 1 
22 British Journal of Educational Technology 0 0 0 0 0 1 
23 The Internet and Higher Education 2 0 0 1 6 2 
24 
Australasian Journal of Educational 
Technology (AJET) 2 0 3 2 3 1 
25 Computers & Education 0 0 3 3 13 2 
26 
Journal of the American Society for 
Information Science and Technology 3 0 5 4 8 1 
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No Journal Title Method Individual Group Organization Sector Society 
27 
Canadian Journal of Learning & 
Technology 2 0 4 0 3 2 
28 Journal of Digital Information 7 0 3 5 6 1 
29 Cataloguing & Classification Quarterly 0 0 1 0 2 0 
30 
Journal of Online Learning & Teaching 
(JOLT) 0 0 2 1 0 0 
31 
Journal of Knowledge Management & E-
Learning 2 0 4 2 1 0 
32 Journal of Library Trends 0 0 3 3 7 0 
Table B.17: Distribution of publications per Focus Unit and per journal 
ID Journal Title Researchers Practitioners/Implementers Managers Unclear 
1 Journal of Knowledge Management 1 1 0 0 
2 VINE Journal 0 1 0 0 
3 Journal of Library Management 2 4 3 0 
4 Code4lib Journal 1 7 0 0 
5 Journal of Library Innovation 0 1 1 0 
6 D-Lib Magazine 17 16 0 0 
7 Liber Quarterly 1 3 2 0 
8 
Interdisciplinary Journal of E-Learning and 
Learning Objects (IJELLO) 25 8 0 0 
9 Journal of Computer Assisted Learning (JCAL) 3 3 0 0 
10 
International Journal of Technology Enhanced 
Learning  (IJTEL) 1 2 0 0 
11 The Electronic Library 29 30 5 0 
12 Interlending & Document Supply 2 3 0 0 
13 Library Hi Tech 6 21 1 0 
14 Online Information Review 7 26 1 0 
15 
Program: electronic library and information 
systems 12 36 3 0 
[255] 
 
ID Journal Title Researchers Practitioners/Implementers Managers Unclear 
16 Performance Measurement and Metrics 15 12 8 0 
17 Information Processing & Management 11 9 1 0 
18 
Web Semantics: Science, Services and Agents on 
the World Wide Web 2 4 0 0 
19 Data & Knowledge Engineering 2 3 0 0 
20 Journal of Information Science (JIS) 6 6 5 0 
21 IEEE Transactions on LT 7 4 0 0 
22 British Journal of Educational Technology 1 0 0 0 
23 The Internet and Higher Education 10 1 0 0 
24 
Australasian Journal of Educational Technology 
(AJET) 7 4 0 0 
25 Computers & Education 15 6 0 0 
26 
Journal of the American Society for Information 
Science and Technology 10 10 1 0 
27 Canadian Journal of Learning & Technology 7 4 0 0 
28 Journal of Digital Information 5 13 4 0 
29 Cataloguing & Classification Quarterly 2 1 0 0 
30 Journal of Online Learning & Teaching (JOLT) 2 1 0 0 
31 Journal of Knowledge Management & E-Learning 5 4 0 0 
32 Journal of Library Trends 8 5 0 0 
Table B.18: Distribution of publications per Target Audience and per journal 
ID Journal Title Company 
Research 
Institute 
University NGO Government Library 
1 Journal of Knowledge Management 0 0 2 0 0 0 
2 VINE Journal 0 0 1 0 0 0 
3 Journal of Library Management 0 2 7 0 0 0 
4 Code4lib Journal 1 0 5 0 0 2 
5 Journal of Library Innovation 0 0 1 0 0 1 
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ID Journal Title Company 
Research 
Institute 
University NGO Government Library 
6 D-Lib Magazine 0 4 24 1 0 4 
7 Liber Quarterly 0 0 4 0 0 2 
8 
Interdisciplinary Journal of E-Learning 
and Learning Objects (IJELLO) 0 0 33 0 0 0 
9 
Journal of Computer Assisted Learning 
(JCAL) 0 3 3 0 0 0 
10 
International Journal of Technology 
Enhanced Learning  (IJTEL) 0 1 2 0 0 0 
11 The Electronic Library 0 8 47 0 1 8 
12 Interlending & Document Supply 0 1 2 0 0 2 
13 Library Hi Tech 0 2 12 0 0 14 
14 Online Information Review 0 2 27 1 3 1 
15 
Program: electronic library and 
information systems 0 4 35 0 5 7 
16 Performance Measurement and Metrics 1 2 28 0 1 3 
17 Information Processing & Management 0 2 19 0 0 0 
18 
Web Semantics: Science, Services and 
Agents on the World Wide Web 0 3 3 0 0 0 
19 Data & Knowledge Engineering 0 0 5 0 0 0 
20 Journal of Information Science (JIS) 1 2 14 0 0 0 
21 IEEE Transactions on LT 0 0 11 0 0 0 
22 British Journal of Educational Technology 0 0 1 0 0 0 
23 The Internet and Higher Education 0 3 8 0 0 0 
24 
Australasian Journal of Educational 
Technology (AJET) 0 1 10 0 0 0 
25 Computers & Education 0 0 21 0 0 0 
26 
Journal of the American Society for 
Information Science and Technology 1 1 19 0 0 0 
27 
Canadian Journal of Learning & 
Technology 0 0 11 0 0 0 
28 Journal of Digital Information 0 0 16 1 2 3 
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ID Journal Title Company 
Research 
Institute 
University NGO Government Library 
29 Cataloguing & Classification Quarterly 0 0 2 0 0 1 
30 
Journal of Online Learning & Teaching 
(JOLT) 0 0 3 0 0 0 
31 
Journal of Knowledge Management & E-
Learning 0 0 9 0 0 0 
32 Journal of Library Trends 0 2 10 0 0 1 
Table B.19: Distributions per Type of Institute and per journal 





Management Economics Mathematics Education Other Librarianship 
1 
Journal of Knowledge 
Management 2 0 0 0 0 0 0 0 
2 VINE Journal 0 1 0 0 0 0 0 0 
3 
Journal of Library 
Management 0 8 0 1 0 0 0 0 
4 Code4lib Journal 6 1 0 0 0 0 0 1 
5 
Journal of Library 
Innovation 0 1 0 0 0 0 0 1 
6 D-Lib Magazine 11 16 0 1 0 0 0 5 
7 Liber Quarterly 0 3 0 1 0 0 0 2 
8 
Interdisciplinary 
Journal of E-Learning 
and Learning Objects 
(IJELLO) 11 11 0 0 0 10 0 1 
9 
Journal of Computer 
Assisted Learning 




Enhanced Learning  
(IJTEL) 2 1 0 0 0 0 0 0 
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Management Economics Mathematics Education Other Librarianship 
11 
The Electronic 
Library 12 19 0 0 1 1 0 31 
12 
Interlending & 
Document Supply 0 3 0 0 0 0 0 2 
13 Library Hi Tech 6 5 0 0 0 0 1 16 
14 
Online Information 












Management 7 8 0 1 0 0 1 4 
18 
Web Semantics: 
Science, Services and 
Agents on the World 
Wide Web 2 3 0 0 0 0 0 1 
19 
Data & Knowledge 




(JIS) 4 10 0 0 0 0 0 3 
21 
IEEE Transactions on 
LT 8 1 0 0 0 1 1 0 
22 
British Journal of 
Educational 
Technology 1 0 0 0 0 0 0 0 
23 
The Internet and 
Higher Education 0 2 1 0 0 8 0 0 
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Technology (AJET) 1 3 0 0 0 6 1 0 
25 
Computers & 
Education 4 1 1 1 1 7 6 0 
26 
Journal of the 
American Society for 
Information Science 
and Technology 3 11 1 0 0 0 0 6 
27 
Canadian Journal of 
Learning & 
Technology 0 2 1 0 1 7 0 0 
28 
Journal of Digital 




Quarterly 0 1 0 0 0 0 0 2 
30 
Journal of Online 
Learning & Teaching 
(JOLT) 0 0 1 0 0 2 0 0 
31 
Journal of Knowledge 
Management & E-
Learning 5 1 1 0 0 2 0 0 
32 
Journal of Library 
Trends 2 5 0 0 0 0 0 6 

















AP development:  
 Definition of own requirements, 
 Selection of elements,  
 Semantics refinement,  
  Required extensions,  
 Application profile binding,  
 Evaluation of AP 
Focus group with domain experts 
that participate in preliminary 
hands-on exercise 
Application Profile print 






experts Focus group with domain experts 
that participate in metadata 
understanding session 
Element assessment form 
Input for application 
profile revision 
Β. Testing Test implementation  
 Implement in test 
environment/tool Metadata Quality Review of test 
sample of resources 
Pre-check/Core Metadata 
Quality Criteria1 





Hands-on annotation  




Implement in controlled environment  
 Hands-on annotation of 
representative sample of resources 
Metadata Quality Peer Review of 
representative sample of resources 
Metadata Quality 
Assessment Grid1 







Implement in final environment/tool  
 Intensive annotation of critical 
mass of content  




Content Providers & 
Metadata AP 
Metadata experts 
Introduce Quality Certification of 
each provider in metadata 
Validation information and 








 Content providers provide new 
resources 
Analysis of Usage Data from 
Annotation Tool 
Completeness Metrics 
Form / Grid Recommendations for 
Content Providers 
Metadata experts 
& Content users/ 
consumers Online Peer Review of metadata 
Core Criteria / Quality of 











 Smaller numbers of resources being 
added than in “critical mass” Quality Prizes & Awards 
Rating Mechanism (Topic 
relevance / Educational 




Quality Certification in Metadata 
Validation information and 
“Conforms To” pointer in 
metadata records 
 Table C.1: Overview of Metadata Quality Assessment Certification Process (MQACP) 
 
Appendix D: Data from Learning Federations Experiment 
Metadata Understanding Session Data 
Element 
Is this element easy to 
understand? 
Is it useful for describing 
Organic.Edunet content 
resources? 
Is the selection of its possible 
values clear and appropriate? 




1. General                                          
1.1 Identifier 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 M R O 
1.1.1 Catalog 3 0 0 1 8 2 0 0 0 6 2 0 1 0 5 8 1 0 
1.1.2 Entry 3 0 0 3 6 2 0 0 0 6 2 0 1 0 5 9 0 0 
1.2 Title 3 0 0 1 11 3 0 0 0 13 3 0 1 0 11 16 0 0 
1.3 Language 3 0 0 1 11 3 0 0 0 13 3 0 1 0 11 17 0 0 
1.4 Description 3 0 0 0 12 3 0 0 3 10 2 1 0 0 12 12 4 0 
1.5 Keyword 2 1 1 1 12 3 0 6 1 6 3 0 2 3 7 10 3 2 
1.6 Coverage 2 2 2 3 6 1 1 5 4 3 3 3 3 3 1 1 4 9 
1.7 Structure 6 0 5 3 3 3 2 6 1 3 6 1 5 1 3 0 5 10 
1.8 Aggregation 
Level 6 1 4 3 3 2 4 5 3 1 3 3 6 2 1 0 7 9 
2. Life Cycle                                         
2.1 Version 2 0 2 3 8 0 3 5 5 2 1 1 3 4 5 2 5 9 
2.2 Status 3 0 1 4 7 0 1 4 7 2 1 1 1 4 6 1 7 7 
2.3 Contribute                                     
2.3.1 Role 3 1 3 4 6 3 0 3 5 5 4 1 0 7 4 6 7 4 
2.3.2 Entity 2 2 1 6 6 2 1 3 3 7 2 2 1 7 4 5 8 4 
2.3.3 Date 3 1 2 1 10 3 1 3 3 5 4 3 0 2 6 5 7 3 
3. Meta-Metadata                                         
3.1 Identifier                                         
3.1.1 Catalog 4 0 2 1 5 3 3 1 0 4 2 2 2 0 5 3 3 3 




Is this element easy to 
understand? 
Is it useful for describing 
Organic.Edunet content 
resources? 
Is the selection of its possible 
values clear and appropriate? 




3.2 Contribute                                         
3.2.1 Role 2 1 2 1 8 3 2 2 2 5 3 0 2 2 6 4 8 2 
3.2.2 Entity 2 2 1 2 7 3 3 1 2 5 3 1 2 2 5 3 9 2 
3.2.3 Date 2 1 0 1 10 3 2 1 3 5 3 0 1 2 7 4 7 2 
3.3 Metadata 
Schema 2 2 0 2 6 3 3 1 0 5 3 0 1 2 5 2 4 4 
3.4 Language 2 0 0 0 9 2 3 0 0 6 2 0 0 0 8 4 3 2 
4. Technical                                         
4.1 Format 2 0 0 0 14 0 0 3 2 10 0 0 2 3 8 10 5 1 
4.2 Size 2 0 0 0 14 1 0 2 3 9 1 0 1 3 9 9 6 1 
4.3 Location 2 0 2 0 11 1 4 1 2 6 1 1 1 4 5 6 5 3 
4.4 Requirement                                         
4.4.1 OrComposite                                         
4.4.1.1 Type 2 1 5 2 7 4 3 1 4 4 4 0 3 4 3 2 8 6 
4.4.1.2 Name 2 2 3 3 7 4 3 3 2 4 3 1 4 4 3 3 6 7 
4.4.1.3 Minimum 
Version 4 0 2 3 8 4 3 2 5 2 3 0 5 6 1 1 4 11 
4.4.1.4 Maximum 
Version 4 0 2 2 8 4 4 2 4 2 3 0 5 6 1 1 4 11 
4.5 Installation 
Remarks 2 1 2 5 6 3 2 3 4 3 3 1 2 7 1 1 4 12 
4.6 Other Platform 
Requirements 2 1 3 4 6 4 2 2 3 3 2 1 4 5 1 1 4 10 
4.7 Duration 2 0 1 3 6 3 0 1 3 5 3 4 4 1 1 1 5 8 
5. Educational                                         
5.1 Interactivity 




Is this element easy to 
understand? 
Is it useful for describing 
Organic.Edunet content 
resources? 
Is the selection of its possible 
values clear and appropriate? 





Resource Type 3 1 0 5 7 2 0 2 4 7 1 2 2 4 8 4 11 0 
5.3 Interactivity 
Level 4 3 3 3 2 2 4 5 3 0 3 3 5 3 2 0 6 9 
5.4 Semantic 
Density 5 5 2 1 2 3 5 2 4 1 3 4 3 5 1 0 3 11 
5.5 Intended End 
User Role 3 1 2 4 6 1 5 2 2 5 0 6 1 4 4 2 10 4 
5.6 Context 3 0 3 2 8 1 5 0 4 5 2 4 1 2 7 2 11 3 
5.7 Typical Age 
Range  4 0 0 4 8 2 2 5 4 2 2 3 3 2 6 0 9 7 
5.8 Difficulty 4 0 3 3 5 1 1 5 4 1 2 3 4 3 4 0 5 10 
5.9 Typical 
Learning Time 4 0 3 4 4 3 2 4 2 1 4 1 3 1 4 0 5 9 
5.10 Description 4 1 2 2 3 3 0 4 1 2 4 1 3 1 4 1 2 8 
5.11 Language 5 0 0 2 7 3 1 2 2 4 2 2 2 2 4 1 7 6 
6. Rights                                         
6.1 Cost 3 0 1 0 10 2 0 0 4 7 1 0 1 3 9 8 7 2 
6.2 Copyright and 
Other Restrictions 3 0 2 0 9 3 0 0 2 8 2 1 2 1 8 11 4 1 
6.3 Description 3 1 2 0 8 3 0 2 3 5 2 2 2 1 7 6 7 3 
7. Relation                                         
 7.1 Kind 2 0 1 5 4   1 2 6 1 0 3 5 1 4   4 10 
7.2 esource                                         
7.2.1 Identifier                                         
7.2.1.1 Catalog 1 0 3 1 3 0 0 1 4 2 1 0 2 2 4 2 1 9 
7.2.1.2 Entry 1 1 2 2 3 1 1 2 1 3 2 1 3 1 3 3 1 9 




Is this element easy to 
understand? 
Is it useful for describing 
Organic.Edunet content 
resources? 
Is the selection of its possible 
values clear and appropriate? 




8. Annotation                                         
8.1 Entity 1 0 2 4 4 1 1 2 2 1 1 1 2 2 5 2 1 9 
8.2 Date 1 0 1 3 6 0 1 4 1 1 0 0 4 3 4 1 2 9 
8.3 Description 1 0 1 3 6 0 0 5 0 2 0 0 5 2 4 0 3 9 
9. Classification                                         
9.1 Purpose 2 0 2 1 5 3 0 2 1 2 4 0 3 1 2 3 4 5 
9.2 Taxon Path                                         
9.2.1 Source                                         
9.2.2 Taxon                                         
9.2.2.1 Id 2 1 0 2 2 1 2 0 2 1 3 1 2 1 1 3 3 4 
9.2.2.2 Entry 2 1 0 2 2 1 2 1 1 1 3 1 1 2 1 3 3 4 
9.3 Description 2 2 1 2 4 2 2 1 2 3 4 1 2 1 4 4 3 5 
9.4 Keyword 2 1 2 1 5 2 1 1 2 4 3 1 1 3 4 5 3 5 
Metadata Record Peer Review Data 
Reviewer URL 
























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















A. Steen-Holm here 4 5 4 5 4 4 5 No Yes 
A. Steen-Holm here 4 5 5 5 5 5 5 No Yes 
A. Steen-Holm here 3 5 5 5 3 5 4 Yes Yes 
A. Steen-Holm here 2 4 5 5 3 5 3 Yes Yes 




























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















T. Jasinski here 5 5 5 5 5 5 5 Yes Yes 
T. Jasinski here 5 5 5 5 5 5 5 Yes Yes 
T. Jasinski here 5 5 5 5 5 5 5 Yes Yes 
T. Jasinski here 5 5 5 5 5 5 5 Yes Yes 
T. Jasinski here 5 5 5 5 5 5 5 Yes Yes 
G. Lieblein here 4 5 5 5 4 5 5 No Yes 
G. Lieblein here 4 5 5 5 5 5 5 No Yes 
G. Lieblein here 2 4 5 5 1 5 3 No Yes 
G. Lieblein here 3 5 5 5 3 5 4 No Yes 
G. Lieblein here 2 5 4 5 4 5 4 No Yes 
D. Rodriguez here 5 5 5 5 5 5 5 Yes Yes 
D. Rodriguez here 5 5 5 5 5 5 5 Yes Yes 
D. Rodriguez here - - - - - - - No No 
D. Rodriguez here 5 4 5 5 4 5 4 Yes Yes 
D. Rodriguez here 5 4 5 5 4 5 5 Yes Yes 
C. Wagner-Alt here 5 5 5 5 5 5 5 Yes No 
C. Wagner-Alt here 5 5 5 5 5 4 5 Yes No 
C. Wagner-Alt here 4 4 5 4 5 3 4 Yes No 
C. Wagner-Alt here 5 5 5 5 5 5 5 Yes No 
C. Wagner-Alt here 5 5 5 5 5 5 5 Yes No 
E. Chryssafidou N//A 5 5 5 5 5 5 5 Yes No 
E. Chryssafidou N//A 5 5 5 4 5 5 5 Yes Yes 
E. Chryssafidou N//A 5 5 5 5 5 5 5 Yes No 




























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















E. Chryssafidou N//A 4 2 5 2 4 4 3 No Yes 
A. Kaasik here 4 3 3 4 4 3 3 Yes Yes 
A. Kaasik here 4 5 4 5 4 3 4 Yes Yes 
A. Kaasik here 5 5 4 5 4 3 4 Yes Yes 
A. Kaasik here 5 5 5 3 5 4 4 Yes No 
A. Kaasik here 4 5 4 5 5 5 5 Yes No 
J. Wickham here 5 4 - 5 5 5 5 Yes Yes 
J. Wickham here 5 4 - 5 5 5 5 Yes Yes 
J. Wickham here 5 4 - 3 3 4 4 Yes Yes 
J. Wickham here 5 3 - 4 4 3 4 Yes Yes 
J. Wickham here 3 2 - 3 2 3 3 No Yes 
A. Extremeno here 2 3 3 4 3 4 3 No Yes 
A. Extremeno here 1 2 3 4 2 4 3 No Yes 
A. Extremeno here 2 3 3 4 3 4 3 No Yes 
A. Extremeno here 2 1 3 2 1 1 1 No Yes 
A. Extremeno here 2 3 3 4 3 4 3 No Yes 
C. Wurzer here 5 5 5 4 4 5 5 Yes Yes 
C. Wurzer here 5 5 5 5 5 5 5 Yes Yes 
C. Wurzer here 5 5 5 5 5 5 5 Yes Yes 
C. Wurzer here 5 4 5 4 5 5 4 No Yes 
C. Wurzer here 5 - 5 - 5 5 - No Yes 
L. Csambalik here 5 5 4 4 5 5 5 Yes Yes 
L. Csambalik here 5 4 4 5 4 4 4 Yes Yes 




























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















L. Csambalik here 4 4 4 4 5 4 4 Yes Yes 
L. Csambalik here 4 3 4 4 3 4 4 Yes Yes 
G. Barbagiannis here 4 - 4 - 3 5 3 No Yes 
G. Barbagiannis here 4 5 5 5 3 5 4 Yes Yes 
G. Barbagiannis here 4 5 3 5 3 5 4 Yes Yes 
G. Barbagiannis here 3 5 4 5 3 5 3 No Yes 
G. Barbagiannis here 4 5 3 5 4 5 4 Yes Yes 
V. Protonotarios here 4 4 4 5 3 5 4 No Yes 
V. Protonotarios here 4 4 4 5 3 5 3 No Yes 
V. Protonotarios here 4 5 5 5 4 5 4 Yes Yes 
V. Protonotarios here 4 5 5 5 4 5 4 Yes Yes 
V. Protonotarios here 3 5 5 5 4 5 3 No Yes 
D. Mikohazi here 5 4 5 5 5 4 5 Yes Yes 
D. Mikohazi here 5 4 4 5 5 5 5 Yes Yes 
D. Mikohazi here 4 4 5 5 4 4 4 Yes Yes 
D. Mikohazi here 4 5 5 5 4 5 5 Yes Yes 
D. Mikohazi here 5 4 5 5 5 5 5 Yes Yes 
Maria Toader here 4 5 5 5 4 5 5 Yes No 
Maria Toader here 4 5 5 5 5 5 5 Yes No 
Maria Toader N/A 4 5 4 5 5 5 5 Yes No 
Maria Toader here 4 4 4 4 4 5 4 Yes No 
Maria Toader here 4 4 5 5 4 5 5 Yes No 
A. Ionescu here 4 5 5 4 4 5 4 Yes No 




























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















A. Ionescu here 2 5 2 5 4 5 4 Yes No 
A. Ionescu here 5 5 5 5 4 5 5 Yes No 
A. Ionescu here 5 5 5 5 4 5 5 Yes No 
U. Moor here 4 5 4 4 3 4 4 Yes No 
U. Moor here 5 5 4 4 4 5 4 Yes No 
U. Moor here 4 3 3 3 2 5 3 No Yes 
U. Moor here 4 3 3 3 2 5 3 No Yes 
U. Moor here 4 3 3 3 2 5 3 No Yes 
A. Katrakilis N/A 4 4 5 5 5 4 4 Yes Yes 
A. Katrakilis N/A 5 5 4 4 5 3 3 No Yes 
A. Katrakilis N/A 5 5 5 5 5 4 5 Yes Yes 
A. Katrakilis N/A 5 5 5 5 5 5 5 Yes Yes 
A. Katrakilis N/A 5 5 5 5 5 5 5 Yes No 
A. Katrakilis N/A 5 4 5 5 5 4 4 Yes Yes 
A. Katrakilis N/A 4 4 3 5 4 5 3 Yes Yes 
A. Katrakilis N/A 4 4 3 5 3 5 4 Yes Yes 
A. Katrakilis N/A 5 5 5 5 5 5 5 Yes No 
A. Katrakilis N/A 4 4 4 5 4 4 4 Yes Yes 
A. Katrakilis N/A 4 4 4 5 4 4 4 Yes Yes 
A. Katrakilis N/A 4 3 3 4 3 4 3 No Yes 
A. Katrakilis N/A 4 4 4 5 5 5 4 Yes No 
A. Katrakilis N/A 4 4 4 5 4 5 4 Yes No 
A. Katrakilis N/A 4 4 4 5 5 5 5 Yes Yes 




























e in an 
objectiv
e way? 
5.  Values 
provided, 
appropriat
e for the 


















A. Katrakilis N/A 4 4 3 5 3 3 3 No Yes 
A. Katrakilis N/A 4 4 3 5 4 3 4 Yes Yes 
A. Katrakilis N/A 4 4 4 5 4 4 4 Yes Yes 






Appendix E: Data from Cultural Federations Experiment 
Metadata Understanding Session Data 
Dublin Core 
Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
dc.title     1   10 4,82 0 1       10 4,64 0 9 1 1 81,82% 9,09% 9,09% 
dc.type   1 2 1 7 4,27 0     2   9 4,64 0 9 0 1 90,00% 0,00% 10,00% 
dc.identifier 1 3 1 1 5 3,55 0   1 2   7 4,3 1 7 0 2 77,78% 0,00% 22,22% 
dc.description         11 5 0       1 10 4,91 0 8 1 1 80,00% 10,00% 10,00% 
dcterms.created 1 2   1 7 4 0 1   2 1 6 4,1 1 4 3 1 50,00% 37,50% 12,50% 
dcterms.issued 3 1 1 1 5 3,36 0 2   4   4 3,4 1 2 1 5 25,00% 12,50% 62,50% 
dc.language         11 5 0       1 10 4,91 0 10 0 0 100,00% 0,00% 0,00% 
dc.source     2 2 7 4,45 0     2 1 8 4,55 0 9 1 0 90,00% 10,00% 0,00% 
dc.rights     1 1 9 4,73 0     1 1 9 4,73 0 10 0 0 100,00% 0,00% 0,00% 
dc.subject 1 1 4 1 4 3,55 0     1 1 8 4,7 1 5 2 1 62,50% 25,00% 12,50% 
dc.relation 3 2 2 1 3 2,91 0 1 1 4   3 3,33 2 2 0 5 28,57% 0,00% 71,43% 
dc.contributor 3 1 4   2 2,7 1 2 1 3 1 1 2,75 3 0 4 2 0,00% 66,67% 33,33% 
dc.format     2 2 7 4,45 0   3 1 1 5 3,8 1 4 1 4 44,44% 11,11% 44,44% 
dc.creator 1   1 1 8 4,36 0   1   2 8 4,55 0 7 3 0 70,00% 30,00% 0,00% 
dc.publisher 1 1 2 2 5 3,82 0   1 1 3 5 4,2 1 5 2 2 55,56% 22,22% 22,22% 
dc.provider 2 1 1 2 5 3,64 0 1 1 3 2 4 3,64 0 4 4 1 44,44% 44,44% 11,11% 
dc.coverage 5 2 1   2 2,2 1 1 2 2   3 3,25 3 1 1 5 14,29% 14,29% 71,43% 
dcterms.provenance 4 1 4   2 2,55 0 1 2 3 2 2 3,2 1 1 3 4 12,50% 37,50% 50,00% 
Europeana         
object     4   6 4,2 1         9 5 2 7 1 0 87,50% 12,50% 0,00% 
URI 1   1   9 4,45 0     1   9 4,8 1 9 0 0 100,00% 0,00% 0,00% 
[274] 
 
country         11 5 0       1 10 4,91 0 9 1 0 90,00% 10,00% 0,00% 
language 1       9 4,6 1   1   1 9 4,64 0 8 1 1 80,00% 10,00% 10,00% 
isShownBy 3 2 1   4 3 1 1 1 1 1 4 3,75 3 4 1 2 57,14% 14,29% 28,57% 
isShownAt 3 2     5 3,2 1 1 1 1 2 3 3,63 3 3 3 1 42,86% 42,86% 14,29% 
provider 2 1 2 1 5 3,55 0 1 1 2 1 4 3,67 2 4 2 2 50,00% 25,00% 25,00% 
data.provider 2   1 2 5 3,8 1 1 1 1 2 3 3,63 3 4 2 1 57,14% 28,57% 14,29% 
CollectionName       2 9 4,82 0   1   1 7 4,56 2 6 3 1 60,00% 30,00% 10,00% 
Rights 1       10 4,64 0   1     8 4,67 2 9 0 1 90,00% 0,00% 10,00% 
IEEE LOM         
meta-metadata 1 2 3   3 3,22 2 1 2 2   3 3,25 3 1 2 3 16,67% 33,33% 50,00% 
 
Metadata Record Peer Review Data (March 2012) 
Reviewer Resource No 

























5.  Values 
provided, 
appropriate 
















MNHNL TNHM 1 3 1 5 2 1 5 3 2,86 No 
MNHNL TNHM 2 4 1 5 2 1 5 3 3,00 No 
MNHNL TNHM 3 4 1 5 2 1 5 3 3,00 No 
MNHNL JME 4 4 5 5 5 5 5 5 4,86 Yes 
MNHNL AC 5 4 1 5 2 1 5 3 3,00 No 
MNHNL AC 6 4 1 5 2 1 5 3 3,00 No 
MNHNL AC 7 4 1 5 2 1 5 3 3,00 No 
MNHNL JME 8 4 5 5 5 5 5 5 4,86 Yes 
MNHNL JME 9 4 5 5 5 4 5 4 4,57 Yes 
[275] 
 
Reviewer Resource No 

























5.  Values 
provided, 
appropriate 
















MNHNL JME 10 4 5 5 5 4 5 4 4,57 Yes 
MNHNL NHMC 11 1 1 2 1 1 3 1 1,43 No 
MNHNL NHMC 12 1 4 3 4 4 3 3 3,14 No 
MNHNL NHMC 13 1 1 1 1 1 3 1 1,29 No 
MNHNL NHMC 14 1 4 3 5 5 5 3 3,71 No 
MNHNL NHMC 15 1 4 3 5 4 4 3 3,43 No 
MNHNL NHMC 16 1 3 3 3 3 3 3 2,71 No 
MNHNL NHMC 17 1 4 4 5 3 4 3 3,43 No 
MNHNL NHMC 18 1 3 3 3 2 3 2 2,43 No 
MNHNL TNHM 19 1 4 4 5 4 4 4 3,71 No 
MNHNL TNHM 20 5 5 5 5 4 5 4 4,71 Yes 
NHMC MNHNL 1 3 4 4 5 4 5 4 4,14 Yes 
NHMC MNHNL 2 3 4 4 5 4 5 4 4,14 Yes 
NHMC MNHNL 3 3 4 4 5 4 5 4 4,14 Yes 
NHMC MNHNL 4 3 4 4 5 4 5 4 4,14 Yes 
NHMC MNHNL 5 3 4 4 5 4 5 4 4,14 Yes 
NHMC HNHM 6 5 4 4 5 5 3 4 4,29 Yes 
NHMC HNHM 7 4 4 4 5 5 4 4 4,29 Yes 
NHMC HNHM 8 5 5 4 5 5 4 5 4,71 Yes 
NHMC TNHM 9 4 4 4 5 4 5 4 4,29 Yes 
NHMC TNHM 10 4 4 4 5 4 5 4 4,29 Yes 
NHMC TNHM 11 4 3 4 5 4 4 4 4,00 Yes 
NHMC JME 12 3 3 3 4 3 3 3 3,14 No 
NHMC JME 13 3 4 5 5 4 5 4 4,29 Yes 
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Reviewer Resource No 

























5.  Values 
provided, 
appropriate 
















NHMC JME 14 4 4 5 5 4 3 4 4,14 Yes 
NHMC JME 15 4 4 5 5 3 4 4 4,14 Yes 
NHMC AC 16 4 4 4 5 2 4 3 3,71 No 
NHMC HNHM 17 5 4 4 5 5 5 5 4,71 Yes 
NHMC HNHM 18 5 4 5 5 5 5 5 4,86 Yes 
NHMC TNHM 19 4 4 5 5 5 4 5 4,57 Yes 
NHMC TNHM 20 4 5 5 5 5 4 5 4,71 Yes 
NHMC AC 21 4 4 5 5 4 5 5 4,57 Yes 
NHMC AC 22 4 4 5 5 4 5 5 4,57 Yes 
NHMC AC 23 4 4 5 5 4 5 5 4,57 Yes 
NHMC AC 24 4 4 5 5 4 5 5 4,57 Yes 
TNHM MNHNL 1 4 1 3 1 1 4 3 2,43 No 
TNHM MNHNL 2 4 5 4 5 5 5 5 4,71 Yes 
TNHM MNHNL 3 4 5 4 5 5 5 5 4,71 Yes 
TNHM MNHNL 4 4 4 5 4 5 5 4 4,43 No 
TNHM HNHM 5 4 4 4 4 4 5 4 4,14 No 
TNHM HNHM 6 4 4 5 5 5 5 5 4,71 Yes 
TNHM NHMC 7 5 5 5 5 5 5 5 5,00 Yes 
TNHM NHMC 8 4 4 4 5 5 5 4 4,43 Yes 
TNHM NHMC 9 4 4 4 5 5 5 4 4,43 Yes 
GRNET HNHM 1 2 4 3 4 3 4 3 3,29 No 
GRNET HNHM 2 2 3 3 4 3 3 3 3,00 No 
GRNET HNHM 3 2 5 4 5 2 5 4 3,86 No 
GRNET MNHNL 4 2 4 4 5 2 5 4 3,71 No 
[277] 
 
Reviewer Resource No 

























5.  Values 
provided, 
appropriate 
















GRNET MNHNL 5 2 4 4 5 2 5 4 3,71 No 
GRNET MNHNL 6 3 3 2 5 1 4 3 3,00 No 
GRNET MNHNL 7 3 4 4 5 1 3 3 3,29 No 
GRNET MNHNL 8 3 3 4 5 4 3 3 3,57 No 
JME MNHNL 1 3 - 3 5 2 5 3 3,50 Yes 
JME MNHNL 2 3 - 3 5 3 - 3 3,40 Yes 
JME HNHM 3 - - 5 5 5 5 5 5,00 Yes 
JME HNHM 4 3 - 4 5 5 5 5 4,50 Yes 
JME HNHM 5 3 - 4 5 5 4 4 4,17 Yes 
JME HNHM 6 - - 3 4 5 5 3 4,00 No 
JME HNHM 7 4 - 4 5 5 5 5 4,67 Yes 
JME NHMC 8 3 - 5 5 5 5 5 4,67 Yes 
JME NHMC 9 5 - 5 5 5 5 5 5,00 Yes 
JME AC 10 3 - 4 5 5 5 3 4,17 No 
HNHM TNHM 1 5 5 5 5 5 4 5 4,86 Yes 
HNHM TNHM 2 5 5 5 5 4 5 5 4,86 Yes 
HNHM TNHM 3 1 5 5 5 5 5 4 4,29 No 
HNHM NHMC 4 1 5 5 5 2 5 4 3,86 No 
HNHM NHMC 5 5 4 5 5 5 5 5 4,86 Yes 
HNHM NHMC 6 4 5 5 5 5 5 5 4,86 Yes 
HNHM NHMC 7 4 5 5 5 5 5 5 4,86 Yes 
HNHM NHMC 8 1 3 5 5 2 5 3 3,43 No 
HNHM NHMC 9 5 4 5 5 5 5 5 4,86 Yes 
AC NHMC 1 4 4 4 4 4 4 4 4,00 Yes 
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5.  Values 
provided, 
appropriate 
















AC MNHNL 2 2 3 3 4 4 2 3 3,00 Yes 
AC MNHNL 3 3 4 3 4 4 4 4 3,71 Yes 
AC HNHM 4 4 3 4 1 2 4 3 3,00 No 
AC HNHM 5 3 2 3 3 3 3 3 2,86 No 
AC NHMC 6 4 4 4 4 4 4 4 4,00 Yes 
AC NHMC 7 4 4 4 4 4 4 4 4,00 Yes 
AC NHMC 8 4 4 4 4 4 4 4 4,00 Yes 
AC NHMC 9 - - 2 3 2 1 2 2,00 No 
AC MNHNL 10 4 4 4 5 5 5 4 4,43 Yes 
HNHM AC 10 5 5 4 5 3 5 4 4,43 No 
HNHM AC 11 5 5 4 5 3 5 4 4,43 No 
HNHM AC 12 5 5 4 5 3 5 4 4,43 No 
HNHM MNHNL 13 4 3 3 5 2 5 3 3,57 No 
HNHM MNHNL 14 4 3 3 5 2 5 3 3,57 No 
HNHM MNHNL 15 4 3 3 5 2 5 3 3,57 No 
HNHM MNHNL 16 5 5 4 5 3 4 4 4,29 Yes 
HNHM MNHNL 17 5 5 4 5 3 3 4 4,14 Yes 









1. In which 













4. Describe the 
resource in an 
objective way? 
5.  Values 
provided, 
appropriate 
for the use 
in the 
Portal? 










AC MNHNL 5 4 5 5 5 5 5 Yes 
AC MNHNL 5 4 5 5 5 5 5 Yes 
TNHM MNHNL 5 1 5 5 4 5 5 No 
TNHM MNHNL 5 5 5 5 5 5 5 Yes 
JME MNHNL 5 5 5 5 5 5 5 Yes 
JME MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 4 5 5 5 5 Yes 
NHMC MNHNL 5 4 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
NHMC MNHNL 5 5 5 5 5 5 5 Yes 
HNHM MNHNL 3 3 3 5 3 4 3 No 
HNHM MNHNL 3 5 3 5 4 4 4 Yes 
HNHM MNHNL 3 5 4 5 4 4 4 Yes 
HNHM MNHNL 5 4 5 5 5 5 5 Yes 
HNHM MNHNL 5 4 5 5 4 4 3 Yes 
HNHM MNHNL 5 4 5 5 5 5 5 Yes 
AC HNHM 5 3 4 5 5 4 4 Yes 
AC HNHM 4 4 3 5 4 3 3,5 Yes 
TNHM HNHM 3 5 5 5 4 5 4 Yes 







1. In which 













4. Describe the 
resource in an 
objective way? 
5.  Values 
provided, 
appropriate 
for the use 
in the 
Portal? 










JME HNHM 5 5 5 5 5 5 5 Yes 
JME HNHM 4 5 5 5 5 5 5 Yes 
MNHNL HNHM 5 5 5 5 5 5 5 Yes 
MNHNL HNHM 5 5 5 5 5 5 5 Yes 
MNHNL HNHM 5 5 5 5 5 5 5 Yes 
MNHNL HNHM 2 4 4 4 4 3 3 Yes 
MNHNL HNHM 2 2 2 2 2 3 2 No 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
NHMC HNHM 5 5 5 5 5 5 5 Yes 
NHMC HNHM 5 5 5 5 5 5 5 Yes 
NHMC HNHM 5 5 5 5 5 5 5 Yes 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
NHMC HNHM 4 5 5 5 5 5 5 Yes 
AC NHMC 5 5 5 5 5 3 5 Yes 
AC NHMC 5 5 5 5 5 5 5 Yes 
AC NHMC 5 5 5 5 5 5 5 Yes 
TNHM NHMC 3 5 5 5 4 5 4 Yes 
TNHM NHMC 3 5 5 5 4 5 4 Yes 
TNHM NHMC 3 5 5 5 4 5 4 Yes 
JME NHMC 4 5 5 5 5 5 5 Yes 
JME NHMC 5 5 5 5 5 5 5 Yes 
JME NHMC 5 5 5 5 5 4 5 Yes 







1. In which 













4. Describe the 
resource in an 
objective way? 
5.  Values 
provided, 
appropriate 
for the use 
in the 
Portal? 










HNHM NHMC 4 4 5 5 5 5 4 Yes 
HNHM NHMC 4 4 4 5 5 5 4 Yes 
HNHM NHMC 5 5 5 5 5 5 5 Yes 
HNHM NHMC 5 5 5 5 5 5 5 Yes 
MNHNL NHMC 5 5 5 5 5 5 5 Yes 
MNHNL NHMC 5 5 5 5 5 5 5 Yes 
MNHNL NHMC 5 5 5 5 5 5 5 Yes 
MNHNL NHMC 4 4 4 4 4 4 4 Yes 
MNHNL NHMC 4 4 4 4 4 4 4 Yes 
MNHNL NHMC 4 4 4 4 4 4 4 Yes 
AC TNHM 2 3 3 5 3 3 3 Yes 
JME TNHM 3 3 5 5 4 5 4 No 
JME TNHM 3 3 5 5 4 5 4 No 
NHMC TNHM 3 4 5 5 5 5 4 No 
NHMC TNHM 2 5 5 5 2 5 3 No 
NHMC TNHM 4 4 5 5 5 5 5 No 
HNHM TNHM 2 4 2 5 4 5 3 No 
HNHM TNHM 4 5 5 5 5 5 2 Yes 
MNHNL TNHM 5 4 5 5 5 5 4 Yes 
MNHNL TNHM 4 4 3 4 4 4 4 Yes 
TNHM AC 2 5 3 5 2 5 3 Yes 
TNHM AC 1 1 1 1 1 1 1 No 
JME AC 2 3 5 5 4 5 4 No 
NHMC AC 4 5 5 5 5 5 5 Yes 
NHMC AC 4 5 5 5 3 5 4 Yes 







1. In which 













4. Describe the 
resource in an 
objective way? 
5.  Values 
provided, 
appropriate 
for the use 
in the 
Portal? 










HNHM AC 2 5 5 5 5 5 3 No 
HNHM AC 1 1 1 5 1 1 1 No 
MNHNL AC 2 1 1 1 1 1 1 No 
MNHNL AC 1 2 1 1 1 3 1 No 
AC JME 3 4 4 5 4 4 4 Yes 
AC JME 2 2 2 5 2 3 2 No 
TNHM JME 3 5 5 5 2 5 3,5 Yes 
NHMC JME 4 5 5 5 5 5 5 No 
NHMC JME 3 5 5 5 4 5 4 Yes 
NHMC JME 3 4 5 5 5 5 4 No 
HNHM JME 2 5 5 5 5 4 4 Yes 
HNHM JME 4 5 5 5 5 5 5 Yes 
MNHNL JME 3 5 5 5 4 5 4 Yes 
MNHNL JME 2 3 2 3 3 3 3 Yes 
 
Metadata Record Peer Review Data (May 2013) 
Reviewer From Resource 
1. In which 



















5.  Values 
provided, 
appropriate 














NHMC HNHM here  5 5 5 5 5 5 5 Yes 
NHMC JME here  5 5 5 5 5 5 5 Yes 
NHMC MNHNL here  5 5 4 5 5 5 5 Yes 
NHMC MNHNL here  5 5 5 5 5 5 5 Yes 
[283] 
 
Reviewer From Resource 
1. In which 



















5.  Values 
provided, 
appropriate 














NHMC TNHM here  5 5 5 5 5 5 5 Yes 
NHMC TNHM here  5 5 5 5 5 5 5 Yes 
HNHM MNHNL here  4 5 5 4 4 5 4 Yes 
HNHM NHMC here  4 5 4 5 4 5 5 Yes 
HNHM NHMC here  5 5 5 5 4 5 5 Yes 
HNHM AC here  2 3 2 5 1 5 2 Yes 
HNHM TNHM here  5 5 4 5 4 5 4 Yes 
HNHM TNHM here  4 4 4 5 3 5 4 Yes 
MNHNL NHMC N/A  3 2 2 2 2 3 2 No 
MNHNL HNHM N/A  5 3 5 3 4 4 4 Yes 
MNHNL TNHM N/A  3 2 2 2 2 3 2 No 
MNHNL JME  N/A 3 2 3 2 3 3 3 No 
MNHNL NHMC  N/A 4 4 3 4 3 4 4 Yes 
JME AC here  4 4 5 5 5 5 5 Yes 
JME HNHM here  4 4 5 5 5 5 5 Yes 
JME MNHNL here  4 4 5 5 5 5 5 Yes 
JME MNHNL here  4 4 5 5 5 5 5 Yes 
JME NHMC here  5 5 5 5 5 5 5 Yes 
JME NHMC here  5 4 5 5 5 5 5 Yes 
AC HNHM  N/A 2 2 3 5 3 4 3 Yes 
AC JME  N/A 3 3 3 3 3 3 3 Yes 
AC MNHNL  N/A 4 5 5 5 5 5 5 Yes 
AC MNHNL  N/A 4 5 5 5 5 5 5 Yes 
AC NHMC  N/A 5 5 5 5 5 5 5 Yes 
AC NHMC  N/A 5 5 5 5 5 5 5 Yes 
TNHM AC  N/A 3 5 5 5 4 5 4 Yes 
[284] 
 
Reviewer From Resource 
1. In which 



















5.  Values 
provided, 
appropriate 














TNHM HNHM  N/A 3 5 5 5 4 5 4 Yes 
TNHM JME  N/A 3 5 5 5 4 5 4 Yes 
TNHM MNHNL  N/A 3 5 5 5 4 5 4 Yes 




Appendix F: Data from Research Federations Experiment 
Metadata Understanding Session Data (June 2011) 
Dublin Core 
Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
dcterms.title   1     14 4,8 1         15 5 1 16     100,00% 0,00% 0,00% 
dcterms.alternative   1 2 4 8 4,27 1 1   3 5 6 4 1 3 3 10 18,75% 18,75% 62,50% 
dcterms.creator 1 1 4   9 4 1     1   11 4,83 4 11 1   91,67% 8,33% 0,00% 
ags.creatorPersonal     4 2 8 4,29 2 1 1 4   8 3,93 2 6 3 5 42,86% 21,43% 35,71% 
ags.creatorCorporate     1 5 8 4,5 2 2   3 1 8 3,93 2 5 4 5 35,71% 28,57% 35,71% 
dcterms.contributor 1 3   2 8 3,93 2 1   4 3 6 3,93 2 5 4 7 31,25% 25,00% 43,75% 
dcterms.publisher       1 13 4,93 2 1       14 4,73 1 10 3 1 71,43% 21,43% 7,14% 
dcterms.date 1   2   12 4,47 1       1 14 4,93 1 14 1   93,33% 6,67% 0,00% 
dcterms.identifier   1 3 4 7 4,13 1     1 1 13 4,8 1 7 8   46,67% 53,33% 0,00% 
dcterms.language       1 14 4,93 1         15 5 1 11 4 1 68,75% 25,00% 6,25% 
dcterms.format   1 2 3 9 4,33 1     1 4 9 4,57 2 7 5 1 53,85% 38,46% 7,69% 
dcterms.source 2 2 5 1 5 3,33 1   2 5 1 5 3,69 3 7 5 2 50,00% 35,71% 14,29% 
dcterms.type       7 8 4,53 1     1 1 13 4,8 1 7 7   50,00% 50,00% 0,00% 
meta-metadata.catalog 2 4 6 3   2,67 1 1 1 3 6 3 3,64 2 5 3 6 35,71% 21,43% 42,86% 
meta-metadata.entry 2 5 3 4   2,64 2   1 3 6 4 3,93 2 4 3 6 30,77% 23,08% 46,15% 
mm.contribute.role   4 5 2 1 3 4 1 2 3 4 3 3,46 3 4 3 6 30,77% 23,08% 46,15% 
mm.contribute.entity 2 2 6 2 2 3 2   1 3 4 4 3,92 4 4 3 5 33,33% 25,00% 41,67% 
mm.contribute.date 2 3 4 2 3 3,07 2   1 4 4 3 3,75 4 3 4 5 25,00% 33,33% 41,67% 
mm.metadata schema 1 4 4 2 3 3,14 2   2 3 3 6 3,93 2 5 3 5 38,46% 23,08% 38,46% 
mm.language   4 1 2 7 3,86 2   1 2 2 7 4,25 4 4 2 5 36,36% 18,18% 45,45% 




Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
dcterms.accessrights     2 1 12 4,67 1     1 2 12 4,73 1 6 4 2 50,00% 33,33% 16,67% 
dcterms.license   1 1 2 11 4,53 1   1 1 5 7 4,29 2 4 7 2 30,77% 53,85% 15,38% 
ags.rightsStatement   2 2 3 8 4,13 1   1 2 4 5 4,08 4 3 3 6 25,00% 25,00% 50,00% 
ags.termsOfUse 1 1 3 1 9 4,07 1   1 3 4 4 3,92 4 3 2 6 27,27% 18,18% 54,55% 
dcterms.relation   5 3 1 7 3,63 0   2 3 3 6 3,93 2 3 3 8 21,43% 21,43% 57,14% 
dcterms.conformsTo   2 2 6 6 4 0 1 2 4 3 3 3,38 3 1 4 7 8,33% 33,33% 58,33% 
dcterms.references   2 2 1 9 4,21 2   1 2 5 5 4,08 3 2 4 7 15,38% 30,77% 53,85% 
dcterms.isReferencedBy   2 1 1 10 4,36 2   2 6 1 5 3,64 2 3 1 9 23,08% 7,69% 69,23% 
ags.isTranslationOf   1 2 3 8 4,29 2     9 4 1 3,43 2 1 2 10 7,69% 15,38% 76,92% 
ags.hasTranslation   1 2 4 8 4,27 1     8 4 2 3,57 2 1 2 10 7,69% 15,38% 76,92% 
dcterms.subject   1 1 1 13 4,63 0         14 5 2 7 6 2 46,67% 40,00% 13,33% 
dcterms.description 1   2 1 11 4,4 1       5 9 4,64 2 4 6 4 28,57% 42,86% 28,57% 
dcterms.abstract       2 13 4,87 1   1 1 2 9 4,46 3 4 7 3 28,57% 50,00% 21,43% 
dcterms.blbiographicCitation   1   1 12 4,71 2 2   1 1 11 4,27 1 8 4 2 57,14% 28,57% 14,29% 
 
Metadata Understanding Session Data (May 2012) 
Dublin Core 
Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
1.1 Title       1 12 4,92 1     1   12 4,85 1 14     100,00% 0,00% 0,00% 
1.2 Alternative Title 1 4 3 1 3 3,08 2 2   3 4 3 3,5 2   2 12 0,00% 14,29% 85,71% 
2.1 Creator     1 3 8 4,58 2       2 10 4,83 2 7 6   53,85% 46,15% 0,00% 
2.2 Contributor 2 2 3 1 4 3,25 2     3 5 4 4,08 2   5 8 0,00% 38,46% 61,54% 




Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
3.1 Date   2 3 2 6 3,92 1 1     2 10 4,54 1 10 3   76,92% 23,08% 0,00% 
3.2 Language 1     2 10 4,54 1 1     3 9 4,46 1 9 3   75,00% 25,00% 0,00% 
3.3 Identifier 2 1 3 4 3 3,38 1   1   6 6 4,31 1 4 9   30,77% 69,23% 0,00% 
3.4 Format   2 2 4 4 3,83 2   2 3 4 4 3,77 1 2 8 3 15,38% 61,54% 23,08% 
4.1 Is Shown By 3   4 3 2 3,08 2   1 4 5 2 3,67 2 2 6 5 15,38% 46,15% 38,46% 
4.2 Is Shown At 3   3 3 3 3,25 2     4 5 3 3,92 2 2 6 5 15,38% 46,15% 38,46% 
5.1 Subject     1 7 5 4,31 1 1   1 1 10 4,46 1 5 6 2 38,46% 46,15% 15,38% 
6.1 Description 2 1 2 3 5 3,62 1 2 1 3 1 6 3,62 1 3 2 8 23,08% 15,38% 61,54% 
6.2 Abstract     2 2 9 4,54 1     1 3 9 4,62 1 5 7 1 38,46% 53,85% 7,69% 
6.3 Bibliographic Citation   1 3 4 5 4 1   1 1 3 8 4,38 1 4 4 5 30,77% 30,77% 38,46% 
6.4 Type 1 1 3 3 5 3,77 1     2 4 7 4,38 1 6 6 1 46,15% 46,15% 7,69% 
7.1 Rights 1 2 3 6 1 3,31 1 1 1 3 3 5 3,77 1 3 4 6 23,08% 30,77% 46,15% 
7.2 Access Rights 1 1 3 6 2 3,54 1 1   2 3 7 4,15 1 5 3 5 38,46% 23,08% 38,46% 
7.3 License 1 3 3 2 3 3,25 2 1 1 2 3 5 3,83 2 2 4 6 16,67% 33,33% 50,00% 
8.1 Review Status 1   2 3 7 4,15 1     4 5 3 3,92 2 2 5 6 15,38% 38,46% 46,15% 
8.2 Publication Status 1   1 3 8 4,31 1     4 6 2 3,83 2 2 6 5 15,38% 46,15% 38,46% 
9.1 Relation 3 4 5 1   2,31 1 2 2 4 3 1 2,92 2   4 8 0,00% 33,33% 66,67% 
9.2 Conforms To 2 5 5   1 2,46 1 3 2 5 2   2,5 2   4 8 0,00% 33,33% 66,67% 
9.3 References 1 2 5 3 2 3,23 1   3 1 5 3 3,67 2 1 4 7 8,33% 33,33% 58,33% 
9.4 Is Referenced By   1 3 5 2 3,73 3   2 4 3 2 3,45 3 1 3 8 8,33% 25,00% 66,67% 
9.5 Has Part 2 5 3 2   2,42 2 3 1 4 2 1 2,73 3   3 9 0,00% 25,00% 75,00% 
9.6 Is Part Of 1 3 5 2 1 2,92 2 3   4 2 1 2,8 4   4 8 0,00% 33,33% 66,67% 
9.7 Has Version 2 3 4 2 1 2,75 2 2 1 4 3 1 3 3   4 8 0,00% 33,33% 66,67% 




Easyness Usefulness Obligation Obligation 
1 2 3 4 5 AVG Blanks 1 2 3 4 5 AVG Blanks Mand Rec Opt Mand Rec Opt 
9.9 Has Translation   3 4 4 1 3,25 2 2   3 5 1 3,27 3 1 2 9 8,33% 16,67% 75,00% 
9.10 Is Translation Of   3 4 4 1 3,25 2 2   4 4 1 3,18 3 1 2 9 8,33% 16,67% 75,00% 
9.11 Has Meta-metadata 3 3 3 1 2 2,67 2 1 1 5 2 2 3,27 3 1 3 8 8,33% 25,00% 66,67% 
10.1 Object of Interest   1 4 4 3 3,75 2 1   3 5 2 3,64 3 2 1 9 16,67% 8,33% 75,00% 
10.2 Variable   6 5 1   2,58 2 1 2 4 2 2 3,18 3 1 2 9 8,33% 16,67% 75,00% 
10.3 Method 1 1 5 3 2 3,33 2 1 1 3 3 3 3,55 3 1 2 9 8,33% 16,67% 75,00% 
10.4 Protocol 1 3 4 2 2 3,08 2 1 1 3 3 3 3,55 3 1 2 9 8,33% 16,67% 75,00% 
10.5 Instrument 1 3 3 4 1 3,08 2 1 1 3 4 2 3,45 3   2 9 0,00% 18,18% 81,82% 
10.6 Technique 1 2 4 3 2 3,25 2 1 1 4 4 1 3,27 3   2 9 0,00% 18,18% 81,82% 
1. Identifier 3 2   2 5 3,33 2 2 1 1   7 3,82 3 6 5 1 50,00% 41,67% 8,33% 
2. Type 1 2 1 2 5 3,73 3 1 2 1 1 6 3,82 3 2 6 3 18,18% 54,55% 27,27% 
3. Language 2 1   3 6 3,83 2 1 2   3 5 3,82 3 4 5 2 36,36% 45,45% 18,18% 
4. Date   1 1 3 7 4,33 2   2 1 1 7 4,18 3 5 4 1 50,00% 40,00% 10,00% 
5. Contributor 2 1 3 2 4 3,42 2 2 1 2 1 5 3,55 3 3 5 3 27,27% 45,45% 27,27% 
foaf: Agent/Name 1 1 3 1 6 3,83 2     3 4 4 4,09 3 4 2 5 36,36% 18,18% 45,45% 
foaf: Organization/Name 1   4   7 4 2   1 2 3 4 4 4 3 3 5 27,27% 27,27% 45,45% 
foaf: Person/First Name 1 1 3   7 3,92 2   1 3 2 5 4 3 3 4 5 25,00% 33,33% 41,67% 
foaf: Person/Last Name 1 2 2   7 3,83 2   1 2 3 5 4,09 3 4 3 5 33,33% 25,00% 41,67% 




Metadata Record Peer Review Data (August 2011) 
Reviewer Resource 
1. In which 


















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 









CULS INRA 2 4 - 3 3 5 4 Yes 
CULS UHasselt 2 4 - 4 5 5 4 Yes 
CULS SLU 2 4 - 4 5 5 4 Yes 
CULS ICROFS 2 4 - - 4 5 4 No 
CULS CINECA 2 5 - 5 5 5 5 Yes 
CULS FAO  2 4 - 4 5 5 4 Yes 
CULS iFremer 2 5 - 5 5 5 5 Yes 
INRA UHasselt 1 4 5 5 2 5 4 Yes 
INRA SLU 1 1 5 5 1 5 3 Yes 
INRA ICROFS 1 5 5 5 1 3 4 Yes 
INRA CINECA 1 1 5 5 1 5 2 No 
INRA iFremer - - - - - - - - 
INRA ICROFS 1 5 5 4 2 5 4 Yes 
INRA FAO  1 1 5 5 1 5 3 No 
INRA Cemadoc 2 5 5 5 2 5 4 Yes 
AUA CINECA 1 1 1 1 1 1 1 No 
AUA FAO  3 4 4 4 4 2 3 Yes 
AUA ICROFS 4 4 5 4 4 4 4 Yes 
AUA INRA 4 5 4 5 4 4 4 Yes 
AUA SLU 4 5 4 4 4 4 4 Yes 
AUA UHasselt 4 5 4 5 4 5 5 Yes 
AUA WUR 4 5 4 4 4 5 4 Yes 
CINECA INRA 1 4 4 5 3 5 3 No 




1. In which 


















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 









CINECA SLU 1 3 4 3 1 4 2 Yes 
CINECA ICROFS 1 4 4 2 1 3 2 No 
CINECA FAO  - - - - - - - - 
CINECA TrAgLor 1 4 3 2 1 3 2 No 
CINECA EKT 1 4 4 3 2 3 3 Yes 
SLU WUR 2 4 4 5 2 5 2 No 
SLU EKT 2 4 4 5 2 5 2 No 
SLU FAO  1 - 5 5 1 5 1 No 
SLU INRA 1 4 4 5 2 5 2 No 
SLU Cemadoc 2 4 4 5 2 5 2 No 
SLU UHasselt 1 5 4 5 2 5 2 No 
SLU ICROFS 1 - 4 5 2 5 2 No 
SLU CINECA 1 4 4 4 2 5 1 No 
UHasselt INRA 5 5 3 5 3 4 5 Yes 
UHasselt SLU 5 5 3 5 3 4 5 Yes 
UHasselt ICROFS 2 - - - - 4 2 No 
UHasselt CINECA 5 4 3 5 3 4 4 Yes 
UHasselt FAO 3 - - - - 4 3 No 
UHasselt iFremer 4 4 4 4 3 5 4 Yes 
UHasselt WUR 2 3 - - - 4 3 - 
ACTA INRA 5 5 5 5 5 5 5 Yes 
ACTA UHasselt 3 2 5 5 2 - 3 Yes 
ACTA SLU 5 5 5 5 5 5 5 Yes 
ACTA ICROFS 5 5 5 5 5 5 5 Yes 
ACTA CINECA 1 3 5 1 1 4 2 No 




1. In which 


















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 









ACTA iFremer 3 4 4 4 4 5 4 Yes 
ARI INRA 5 5 5 5 5 5 5 Yes 
ARI UHasselt 5 5 5 5 4 5 5 Yes 
ARI SLU 5 5 4 5 4 5 5 Yes 
ARI ICROFS 5 4 3 4 2 5 4 Yes 
ARI CINECA 5 5 4 5 4 4 5 Yes 
ARI FAO 5 5 3 5 3 5 4 Yes 
ARI Cemadoc 5 3 3 4 3 4 4 Yes 
ICROFS INRA 1 4 4 5 1 4 1 No 
ICROFS UHasselt 1 4 4 5 1 5 1 No 
ICROFS SLU 1 4 4 5 1 5 1 No 
ICROFS CINECA 1 3 3 5 1 5 1 No 
ICROFS FAO 1 4 4 5 1 5 1 No 
ICROFS Cemadoc 1 4 4 5 1 5 1 No 
ICROFS WUR 1 3 4 5 1 5 1 No 
 
Metadata Record Peer Review Data (December 2011) 
Reviewer Resource 
1. In which 



















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 




7. Overall score 
for the metadata 
of this resource 
Publish? 
ACTA ARI 4 5 4 5 4 5 4 Yes 
ACTA CULS 3 5 3 4 3 5 4 Yes 




1. In which 



















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 




7. Overall score 
for the metadata 
of this resource 
Publish? 
ACTA INRA 4 5 4 5 5 5 5 Yes 
ACTA SLU 4 5 4 5 5 4 5 Yes 
ACTA UHasselt 4 5 4 5 5 4 5 Yes 
ARI ACTA 1 4 4 4 2 5 3 Yes 
ARI AUA 5 5 5 5 5 5 5 Yes 
ARI CINECA 4 4 5 4 4 5 4 Yes 
ARI ICROFS 5 5 5 5 4 5 5 Yes 
ARI INRA 5 5 5 5 4 5 5 Yes 
ARI SLU 5 5 5 5 4 5 5 Yes 
ARI UHasselt 5 5 5 5 4 5 5 Yes 
AUA ACTA 2 5 3 5 2 4 3 Yes 
AUA ARI 3 5 4 5 4 5 4 Yes 
AUA CINECA 2 5 4 5 4 4 4 Yes 
AUA ICROFS 3 5 4 5 4 5 4 Yes 
AUA INRA 3 5 4 5 4 5 4 Yes 
AUA SLU 3 5 3 5 4 5 4 Yes 
AUA UHasselt 3 5 4 5 4 5 4 Yes 
CINECA ARI 4 5 4 5 5 5 5 Yes 
CINECA AUA 4 5 3 4 4 5 5 Yes 
CINECA CULS 3 4 3 5 4 5 4 Yes 
CINECA ICROFS 4 5 4 5 5 5 5 Yes 
CINECA INRA 4 5 3 5 5 5 4 Yes 
CINECA SLU 4 5 3 5 4 5 4 Yes 
CINECA UHasselt 3 5 3 5 5 5 4 Yes 




1. In which 



















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 




7. Overall score 
for the metadata 
of this resource 
Publish? 
CULS CINECA 2 5 4 5 5 5 5 Yes 
CULS ICROFS 2 5 4 5 5 5 5 Yes 
CULS UHasselt 2 4 4 5 4 5 4 Yes 
ICROFS ACTA 1 1 2 3 1 5 2 No 
ICROFS ARI 3 4 5 5 5 5 4 Yes 
ICROFS AUA 2 3 4 5 4 5 3 Yes 
ICROFS CULS 3 2 3 4 2 5 3 No 
ICROFS INRA 3 3 2 5 5 - 3 Yes 
ICROFS SLU 3 5 5 5 5 5 5 Yes 
ICROFS UHasselt 2 2 4 4 4 4 3 Yes 
INRA ACTA 2 4 5 4 1 5 3 No 
INRA ARI 2 4 4 5 5 5 4 Yes 
INRA AUA 2 5 5 5 5 5 4 Yes 
INRA CINECA 1 4 5 5 4 5 3 No 
INRA CULS 1 4 4 5 4 5 4 No 
INRA ICROFS 2 5 5 5 5 4 4 Yes 
INRA SLU 2 5 5 5 5 5 4 Yes 
INRA UHasselt 2 4 5 5 4 5 3 No 
SLU ACTA 2 3 2 2 3 5 3 No 
SLU UHasselt 2 4 3 5 2 5 3 No 
SLU INRA 2 4 4 5 4 - 4 Yes 
SLU AUA 4 3 3 3 3 5 3 No 
SLU SLU 4 4 4 5 4 5 4 Yes 
SLU ICROFS 2 5 5 5 2 5 4 Yes 




1. In which 



















5.  Values 
provided, 
appropriate 
for the use in 
the Portal? 




7. Overall score 
for the metadata 
of this resource 
Publish? 
SLU CULS 2 4 4 5 2 5 3 No 
UHasselt ACTA 3 3 3 4 3 4 3 Yes 
UHasselt ARI 4 - 4 4 4 4 3 Yes 
UHasselt AUA 3 - 4 4 4 4 3 Yes 
UHasselt CINECA 3 4 4 4 4 4 3 Yes 
UHasselt CULS 3 4 4 4 4 4 4 Yes 
UHasselt ICROFS 4 4 4 4 4 4 4 Yes 
UHasselt INRA 4 4 4 4 4 4 4 Yes 
 
