Abstract. An embedding ϕ : (M 1 , ω 1 ) → (M 2 , ω 2 ) (of symplectic manifolds of the same dimension) is called ǫ-symplectic if the difference ϕ * ω 2 − ω 1 is ǫ-small with respect to a fixed Riemannian metric on M 1 . We prove that if a sequence of ǫ-symplectic embeddings converges uniformly (on compact subsets) to another embedding, then the limit is E-symplectic, where the number E depends only on ǫ and E(ǫ) → 0 as ǫ → 0. This generalizes C 0 -rigidity of symplectic embeddings, and answers a question in topological quantum computing by Michael Freedman.
Introduction and main results
In this paper, we consider smooth manifolds M equipped with a symplectic structure ω and a Riemannian metric g. We do not necessarily assume that the metric is compatible with the symplectic structure, or that the induced volume forms coincide (up to a constant multiple), though some of the estimates in this article are more explicit in those cases. Definition 1.1 (Epsilon-symplectic and epsilon-anti-symplectic). Let (M 1 , ω 1 ) and (M 2 , ω 2 ) be two symplectic manifolds of the same dimension, g be a Riemannian metric on M 1 , and ǫ ≥ 0. An embedding ϕ : M 1 → M 2 is called ǫ-symplectic if ϕ * ω 2 − ω 1 2 ≤ ǫ, and ǫ-anti-symplectic if ϕ * ω 2 + ω 1 2 ≤ ǫ.
See section 2 for the definition of the norm · 2 and a number of general related results. A goal of this paper is to prove the following rigidity theorem. Theorem 1.2. Let (M 1 , ω 1 ) and (M 2 , ω 2 ) be two symplectic manifolds of the same dimension, and g be a Riemannian metric on M 1 . Then there are constants δ = δ(ω 1 , g) > 0 and E = E(ω 1 , g, ǫ) ≥ 0 with E → 0 + as ǫ → 0 + so that, if ǫ < δ and ϕ k : M 1 → M 2 is a sequence of ǫ-symplectic embeddings that converges uniformly (on compact subsets) to an embedding ϕ : M 1 → M 2 , then ϕ is E-symplectic.
In case (M 1 , ω 1 ) and (M 2 , ω 2 ) are both subsets of (R 2n , ω 0 ) with its standard symplectic structure and standard flat metric, an explicit lower bound for δ and explicit upper bound for E can be derived from the proof given below. Corollary 1.3. Let (M 1 , ω 1 ) and (M 2 , ω 2 ) be two symplectic manifolds of the same dimension, and ǫ k ≥ 0 be a sequence of non-negative numbers so that ǫ k → 0 + as k → ∞. Suppose that ϕ k : M 1 → M 2 is a sequence of embeddings that converges uniformly (on compact subsets) to another embedding ϕ : M 1 → M 2 , and that each ϕ k is ǫ k -symplectic. Then the limit ϕ is a symplectic embedding.
The choice of Riemannian metric on M 1 is not relevant for the corollary. See Remark 5.9. Analogous to the symplectic case, we show that an embedding is ǫ-symplectic or ǫ-anti-symplectic if and only if it preserves the capacity of ellipsoids up to an ǫ-small error. Most of the paper is devoted to establishing its linear version on R 2n with its standard symplectic structure and Riemannian metric.
Proposition 1.4. Let 0 ≤ ǫ < 1/ √ 2, and ǫ ′ = √ 2 ǫ. Then an ǫ-symplectic linear map Φ : R 2n → R 2n is ǫ ′ -non-squeezing and ǫ ′ -non-expanding.
The constant 1/ √ 2 is not optimal; see section 2 for details. By Remark 6.5 below, there is no form of non-squeezing for ǫ-symplectic embeddings with ǫ ≥ 1. See sections 5 and 6 for details. Symplectic capacities are discussed in section 7. A geometric expression of ǫ-symplectic rigidity is the following generalization of Gromov's non-squeezing theorem. Consider again R 2n with its standard symplectic structure ω 0 . Denote by B Recall that Gromov's non-squeezing theorem (the case ǫ = 0) can be considered as a geometric expression of the uncertainty principle [6, page 458] . Given a point (x 1 , y 1 , . . . , x n , y n ) in R 2n = T * R n , think of x j as the j-th position coordinate and y j as the j-th momentum coordinate of some Hamiltonian system. If the state of the system is measured to lie somewhere in a subset U ⊂ R 2n that is (or contains) a ball of radius r, then the range of uncertainty (to the extend of our knowledge) of the values of the conjugate pair (x j , y j ) is the area πr 2 . Proposition 1.6 then means that if the system is transformed by an ǫ-symplectic diffeomorphism, this range of uncertainty can be decreased by a factor of at most (1 − √ 2 ǫ) 2n . The results of this paper are of interest in symplectic integrator methods and topological quantum computing, where computations can be performed up to any prescribed level of accuracy only. The question by Michael Freedman [4] was the starting point of this paper. Corollary 1.3 is also relevant in C 0 -symplectic topology.
For most of the paper, we assume that M is compact or a relatively compact subset U of R 2n . In the latter case, we also assume that there exists a Riemannian metric g defined on a neighborhood of U such that g |U = g. In particular, all of the supremums considered below are in fact maximums, and in particular, are finite. See the (first paragraph of the) proof of Theorem 1.2 in section 7 for the case of non-compact manifolds. An alternate argument using the shape invariant, and ǫ-contact embeddings, are discussed in the final section 8.
Norms of vector fields and differential forms
The Riemannian metric g induces a norm on each tangent space T x M given by v 2 = g(v, v) for v ∈ T x M . The norm of a vector field X on M is then defined by X 2 = sup x∈M X(x) 2 . Let ⋆ denote the Hodge star of the metric g. Then for a k-covector v
, and for a differential form β, define β 2 = sup x∈M β(x) 2 . We can also define the comass norms
and β C = sup x∈M β(x) C . The norms · 2 and · C are in fact equivalent. We sketch a proof to the degree necessary for our purposes. See [3, Chapter 1] for instance for details.
· C for any k-covector and any k-form, and v * C = v * 2 if and only if the k-covector v * is simple.
Sketch of proof. Note that it suffices to prove the lemma for covectors. The natural isomorphism γ :
for each k, and thus the metric g extends to a metric on the space of k-vectors given by (v, w) → γ(v)(w). The induced norm · 2 on k-vectors is dual to the norm · 2 for k-covectors. In particular,
i.e., the latter supremum is over all simple unit k-vectors only, where a k-(co-)vector is called simple if it is the (alternating) product of 1-(co-)vectors. That proves the first inequality, and the claim that the two norms coincide on simple k-covectors.
To prove the second inequality, choose an orthonormal basis e 1 , . . . , e m of T x M , with dual orthonormal basis α 1 , . . . , α m . Let v * be a k-covector, and write
where the sum is over all strictly increasing functions σ : {1, . . . , k} → {1, . . . , m}. Let d = m k , and choose some order on the set (with d elements) of such functions. Denote by f v * the vector (f σ1 , . . . , f σ d ) in R d , equipped with the standard metric g 0 = ·, · . Then it follows immediately from the definitions that v *
where M σ is the (k × k)-minor obtained from Λ by deleting all but the rows in the image of the function σ. (Geometrically, the minor M σ represents the linear transformation Λ • Π σ : R k → R k , where Π σ : R m → R k denotes the projection to the components that belong to the image of σ. In particular, the absolute value of its determinant can be interpreted as the hyper-volume of the image of a kdimensional face of the unit cube.) Let N ≤ d be the number of non-zero terms in (1). If we choose λ ij = δ iσ(j) for some σ, then v
We point out the following immediate consequence of the preceding proof.
Lemma 2.2. For every k-covector v * and every orthonormal basis B of T x M , there
Remark 2.3. The inequalities in Lemma 2.1 are not necessarily sharp for all pairs of positive integers m and k. Below we find optimal constants in the two cases k = 1 or 2 of interest in this paper. Proof. For k = 1 the proof is an immediate consequence of Lemma 2.1 since any 1-covector is simple. We also give a direct argument. It again suffices to prove the lemma for covectors. A key ingredient in our argument in section 6 is the following lemma. We state and prove it in this section for its corollary.
Lemma 2.5. Let ω be a two-form on an inner product space V . Then there exists an orthonormal basis B for V , S = {u 1 , . . . , u n , v 1 , . . . , v n } ⊂ B, 2n ≤ dim V , and positive numbers 0 < λ 1 ≤ . . . ≤ λ n , such that ω(u j , v k ) = λ 2 j δ jk and ω(u j , u k ) = ω(v j , v k ) = 0 for 1 ≤ j, k ≤ n, and ω vanishes on B \ S. In other words, ω can be written in the form ω = n j=1 λ 2 j α j ∧ β j with one-forms α j and β j dual to the elements of S. Moreover, ω is non-degenerate if and only if 2n = dim V .
1/2 · C for any two-covector and two-form on an m-dimensional Riemannian manifold M , and these inequalities are sharp.
Proof of Corollary. See the last three sentences of the proof of Lemma 2.1. To verify that the second inequality is also sharp, suppose that ω is non-degenerate, and that J is an almost complex structure that is compatible with g so that ω = g(J·, ·). Then ω C = g(J·, ·) C = 1. On the other hand, ω 0 2 = √ n for the standard symplectic structure ω 0 and standard Riemannian metric on R 2n .
Proof of Lemma 2.5. The argument here is taken from [3, Section 1.7.3]. Let A be the skew-symmetric matrix so that ω(v, w) = g(Av, w). Decompose V into a direct sum of mutually orthogonal and A-invariant subspaces W 1 , . . . , W s with dim W j ≤ 2 (which exists since V has a basis of eigenvectors of the symmetric matrix A 2 ), and observe that ω(v, w) = 0 whenever v ∈ W j and w ∈ W k with j = k. Choose an orthonormal basis u j , v j for each W j that is two-dimensional, and extend to any orthonormal basis for For v a vector, denote by ι v the interior multiplication (or contraction) of a co-
, and similarly, for a vector field X, write ι X for interior multiplication of a differential form by X.
Proof. It is again enough to prove the lemma for covectors. For the norm · C , the lemma follows immediately from the definition by writing
For the norm · 2 , the claim follows from the identity v * 2 = f v * 2 established in the course of the proof of Lemma 2.1 and the Cauchy-Schwarz inequality.
Remark 2.9. The inequalities in the previous lemma are sharp for the comass norm, but not for the norm · 2 when 1 < k < dim M .
Epsilon-area-preserving in dimension two
This short section gives a proof of the main theorem in the dimension two case.
Proposition 3.1. Let M 1 and M 2 be surfaces equipped with area forms ω 1 and ω 2 , respectively, g be a Riemannian metric on M 1 , and ǫ ≥ 0. If ϕ k : M 1 → M 2 is a sequence of ǫ-symplectic embeddings that converges uniformly (on compact subsets) to another embedding ϕ : M 1 → M 2 , then the limit ϕ is again ǫ-symplectic.
Therefore in dimension two, Theorem 1.2 holds for any ǫ ≥ 0 and with E = ǫ.
Proof. Let f k and f : M 1 → R be the (nowhere vanishing) functions defined by ϕ * k ω 2 = f k ω 1 and ϕ * ω 2 = f ω 1 . By considering the measures obtained by integrating these area forms, we see that the hypothesis ϕ k → ϕ uniformly on compact subsets implies that f k → f uniformly on compact subsets. Then
See the first paragraph of the proof of Theorem 1.2 below for an interpretation of the final inequality in the case of non-compact manifolds.
Epsilon-symplectic embeddings
Let (M 1 , ω 1 ) and (M 2 , ω 2 ) be symplectic manifolds of the same dimension, g be a Riemannian metric on M 1 , and ǫ ≥ 0. Recall that an embedding ϕ :
Remark 4.1. Let g 2 be a Riemannian metric on M 2 , and ϕ :
Thus if ǫ 1 > 0 and n > 1, the inverse diffeomorphism ϕ −1 is not necessarily ǫ 2 -symplectic for some ǫ 2 ≥ 0 that depends only on ǫ 1 and the metric g 2 . If Φ is a linear map, a similar remark holds for its transpose Φ
T . See the following example.
Example 4.2. Let n ≥ 2, and ω 0 = n j=1 dx j ∧ dy j be the standard symplectic structure on
The preceding remark and example mean that our proof of Theorem 1.5 cannot follow too closely the standard proof in the symplectic case given in [6, Section 2.4]. We include the following result solely for the sake of completeness. Lemma 4.3. Let ϕ : M 1 → M 2 be an embedding, and suppose that ψ 1 and ψ 2 are symplectic diffeomorphisms of M 1 and M 2 , respectively. Then there exists a constant
for both the norm · 2 and the comass norm · C . In fact, we may choose C(ψ 1 ) = (ψ 1 ) * 2 , where ψ * = sup x∈M dψ(x) , and Ψ = max{ Ψv 2 | v 2 = 1}.
Proof. The lemma follows from the identity (ψ
(It is sufficient to prove this for two-covectors or a dual inequality for two-vectors.) The analogous inequality is obvious for the comass norm.
We will use the following obvious remark in our argument in section 6.
Remark 4.4. If ψ is an (anti-)symplectic diffeomorphism of (M 2 , ω 2 ), then an embedding ϕ : M 1 → M 2 is ǫ-(anti-)symplectic if and only if the composition ψ • ϕ is ǫ-symplectic.
Epsilon-symplectic embeddings into Euclidean space
In this section, we consider the case M = R m with its standard Riemannian metric g 0 = ·, · . If m = 2n, we also equip R 2n with its standard symplectic structure ω 0 = n j=1 dx j ∧dy j . Recall that ω 0 = g 0 (J 0 ·, ·), where J 0 is the standard (almost) complex structure on R 2n . Let U ⊂ R m be an open subset that is star-shaped with respect to the origin. The following lemma is an immediate consequence of (the proof of) the Poincaré Lemma [10, 4.18 
Lemma 5.1 (Quantitative Poincaré Lemma). For each k ≥ 1, there is a bounded and R-linear (and hence continuous) transformation
, and in particular, the restriction of h k to the space of closed k-forms is a right inverse to the differential d. In fact,
, and where for each k ≥ 0, α k is defined by
and then extended linearly to all of Ω k . More explicitly, for each k ≥ 1,
This definition is given in [10, 4.18] only for the unit ball B 
To verify the claimed estimates, first note that by Lemma 2.8,
Moreover, with the notation from section 2,
which yields the inequality for
Proof. Apply the argument in the previous proof to A. Banyaga [1, Section 3.1] constructed a homotopy operator I {ϕt} between a (compactly supported) diffeomorphism that is isotopic to the identity and the identity: let {ϕ t } 0≤t≤1 be an isotopy with ϕ 0 = id and ϕ 1 = ϕ, and X = {X t } 0≤t≤1 the unique vector field that generates this isotopy. Then
In particular, if β is a closed k-form, then ϕ * β − β = dI {ϕt} (β). However, the (k − 1)-form I {ϕt} (β) is not necessarily small when β is small, unless the isotopy {ϕ t } is already known to be C 1 -small (or k = 1 and the C 0 -norm X is small).
Lemma
Proof. We construct the embedding ψ as the time-one map of an isotopy ψ t defined on the smaller ball B 2n ρr and with ψ 0 = id using Moser's argument, and so that (ϕ • ψ)
Since ǫ < 1, each two-form ω t is symplectic, and 
We used Lemma 2.8 for the second inequality. Thus X t (x) 2 ≤ C(t) x 2 , where
The trajectories x : [0, 1] → R 2n of X t therefore satisfy (away from the fixed point at the origin) the differential inequality
and thus
where we dropped the subscript from the norm · 2 for better readability. Thus the map ψ has all of the stated properties. For the statement about linear maps, substitute the estimate in Corollary 5.2 into the above argument.
Then the construction in the previous lemma yields ψ(r 1 , θ 1 , . . . , r n , θ n ) = (c 1 r 1 , θ 1 , . . . , c n r n , θ n ), where x j = r j cos θ j and y j = r j sin θ j are polar coordinates on each R 2 -factor.
Remark 5.9. Suppose that g = ·, A(x)· is a Riemannian metric on R m , where A(x) is a non-singular symmetric matrix that depends smoothly on x ∈ R m . Then
, where A(x) = sup{ A(x)v 2 | v 2 = 1}, and
for any k-form β, where A = sup x∈U A(x) . In particular, all estimates with respect to the standard metric g 0 hold for an arbitrary Riemannian metric g up to a constant factor that depends on the metric g only.
Linear epsilon-non-squeezing and non-expanding
We will show in this section that linear ǫ-symplectic maps are characterized by the property that they preserve the linear symplectic width of ellipsoids up to an error that depends continuously on ǫ and converges to zero as ǫ → 0 + . The key observation is that the failure to be symplectic can be expressed quantitatively in terms of the symplectic spectrum of ellipsoids (centered at the origin).
We identify R 2n with C n in the usual way with z = (x, y) corresponding to x+ iy for x, y ∈ R n . Recall that with this identification, Sp(2n) ∩ O(2n) = U(n), where Sp(2n), O(2n), and U(n) denote the groups of symplectic, orthogonal, and unitary matrices, respectively. We do not distinguish between a matrix and the linear map R 2n → R 2n or C n → C n it represents.
Remark 6.1. For a singular matrix Φ we have Φ * ω 0 − ω 0 2 ≥ 1 (cf. the proof of Lemma 5.7). Thus an ǫ-symplectic matrix with ǫ < 1 is always non-singular.
For a non-singular matrix A, denote the ellipsoid AB 2n 1 (the image of the closed unit ball) by E(A) = {z ∈ R 2n | z, ((A −1 ) T A −1 ) z ≤ 1}. For 0 < r 1 ≤ · · · ≤ r n , consider the diagonal matrix ∆(r 1 , . . . , r n ) : C n → C n whose diagonal entries are r 1 , . . . , r n (in that order), and abbreviate E(r 1 , . . . , r n ) = E(∆(r 1 , . . . , r n )), i.e.
Recall that for each ellipsoid E(A), there exists a symplectic matrix Ψ such that ΨE(A) = E(r 1 , . . . , r n ) for some n-tuple (r 1 , . . . , r n ) with 0 < r 1 ≤ · · · ≤ r n , and that is uniquely determined by A. It is called the symplectic spectrum of E(A), and the number r 1 is its linear symplectic width [6, Section 2.4]. In fact, r 2 j = α j , where ±iα j are the (purely imaginary) eigenvalues (counted with multiplicities) of the matrix A T J 0 A [6, Lemma 2.4.6]. Recall in this context that A is symplectic if and only if A T J 0 A = J 0 , and the latter has eigenvalues ±i (with multiplicity n). We will generalize the following lemma to a quantitative result for ǫ-symplectic matrices.
Theorem 6.2. A linear map Φ : R
2n → R 2n is symplectic or anti-symplectic if and only if it preserves the symplectic spectrum of ellipsoids (centered at the origin).
Proof. By [6, Theorem 2.4.4], a linear map is symplectic or anti-symplectic if and only if it preserves the linear symplectic width of ellipsoids (centered at the origin).
It only remains to show that a linear map that preserves the linear symplectic width also preserves the entire symplectic spectrum of ellipsoids (centered at the origin). This statement is implicitly contained in (the proof of) [6, Lemma 2.4.6]; we will give a short direct argument here.
Assume that Φ preserves the linear symplectic width of ellipsoids centered at the origin. Let E be such an ellipsoid. We may assume that E = E(r 1 , . . . , r n ). Write (R 1 , . . . , R n ) for the symplectic spectrum of the image ellipsoid ΦE. Denote by A = ∆(1, . . . , 1, a, 1, . . . , 1) : C n → C n the diagonal matrix with a > 0 in the j-th position and all other diagonal entries equal to 1. Then for a sufficiently small, the linear symplectic width of the ellipsoid AE(r 1 , . . . , r n ) = E (A∆(r 1 , . . . , r n )) is ar j . Since A is a diagonal matrix, it commutes with Φ, so that ΦE(A∆(r 1 , . . . , r n )) = AΦE. The latter has linear symplectic width aR j for a sufficiently small, and thus the assumption on the linear map Φ implies that r j = R j .
We will later make use of the following lemma. 
A linear map Φ has the linear ǫ-non-squeezing property if for each ellipsoid E(A) with linear symplectic width r 1 such that the image ellipsoid ΦE(A) has linear symplectic width R 1 , the inequality s A r 1 ≤ R 1 holds.
(b) The linear map Φ has the linear ǫ-non-expanding property if (for r > 0) the linear symplectic width of the ellipsoid ΦB 2n r is at most ρ −1 r, and moreover, for each ellipsoid E(A) with linear symplectic width r 1 and A −1 (ρ −1 − 1)r A < 1, the linear symplectic width R 1 of the image ellipsoid ΦE(A) satisfies the inequality R 1 ≤ e A r 1 .
Proof of Proposition 1.4. Let ρ = √ 1 − ǫ ′ , and ψ : R 2n → R 2n be the embedding from Lemma 5.7, so that the composition Φ • ψ is symplectic. Let E(A) be as in Definition 6.4(a) with ǫ replaced by ǫ ′ everywhere. Then x ∈ E(s A A) implies
i.e. ψ(E(s A A)) ⊂ E(A), and in particular, (Φ • ψ)E(s A A) ⊂ ΦE(A). Note that ψ need not be linear in general. However, the restriction of any (relative) symplectic capacity to ellipsoids (centered at the origin) equals (up to a factor π) the square of the linear symplectic width [6, Example 12.1.7] (see also section 7), and hence the above inclusion implies s A r 1 ≤ R 1 . Thus Φ is ǫ ′ -non-squeezing.
In the two situations of Definition 6.
r , and x ∈ ∂E(e A A) implies A −1 (ψ(x)) 2 ≥ 1, respectively. The argument for ǫ ′ -non-expanding is then analogous to the above argument for ǫ ′ -non-squeezing.
Remark 6.5. There exists no non-squeezing result in any form for ǫ ≥ 1. Indeed, for any δ > 0, the linear map (x 1 , y 1 , . . . , x n , y n ) → (δx 1 , δy 1 , x 2 , y 2 , . . . , x n , y n ) is 1-symplectic and maps the unit ball to a (symplectic) cylinder of radius δ. More generally, let ω be a symplectic form and δ be the non-degeneracy radius around ω, i.e. the supremum over all numbers d so that ω ′ − ω 2 ≤ d implies that ω ′ is non-degenerate. Again use Moser's argument for any d < δ. Thus ǫ-symplectic does not guarantee any form of non-squeezing beyond (and at) the threshold ǫ = δ.
We will use the following obvious remark in the proof of Theorem 1.2 below. Lemma 6.7. A bounded subset U ⊂ R 2n that is contained in a hyperplane H is contained in an ellipsoid of arbitrarily small linear symplectic width. In particular, a singular matrix Φ does not have the linear ǫ-non-squeezing property for any ǫ.
Proof. Let u be a vector that is orthogonal to H, and v be a vector that belongs to H so that ω 0 (u, v) > 0. After rescaling v if necessary, we may assume that the absolute value of the scalar projection to v of any vector in U is bounded by 1. Let R > 0. After rescaling u if necessary, we may assume that ω 0 (u, v) = R 2 . Choose a symplectic basis {u 1 , . . . , u n , v 1 , . . . , v n } of R 2n so that u 1 = R −1 u and v 1 = R −1 v, and a symplectic matrix Ψ that maps this basis to the standard basis of R 2n . Then
That proves the first claim. The second claim follows by considering U = ΦB 2n 1 and any (positive) radius R < ρ.
Proof of Theorem 1.5. The proof is given in six steps.
Step 1. Apply Lemma 2.5 to ω = Φ * ω 0 (with A = Φ T J 0 Φ) to find an orthonormal basis B = {u 1 , . . . , u n , v 1 , . . . , v n } of R 2n and numbers 0
By Lemma 6.7, we may assume that λ 1 > 0, and therefore ΦB is (up to rescaling) a symplectic basis of R 2n . By composing Φ (on the left) with a symplectic matrix, we may assume that Φu j = λ j e j and Φv j = λ j f j , where {e 1 , . . . , e n , f 1 , . . . , f n } denotes the standard symplectic basis of R 2n . In particular, Φ maps the unit ball B 2n 1 to the standard ellipsoid E(λ 1 , . . . , λ n ). The hypotheses imply that ρ ≤ λ 1 ≤ ρ −1 .
Step 2. For j = 1, . . . , n, write µ j = |ω 0 (u j , v j )| ≤ 1. Fix an index j with 1 ≤ j ≤ n, and abbreviate u = u j , v = v j , λ = λ j , and µ = µ j . Let 0 < a ≤ 1. For the remainder of this proof, let A denote the linear map defined by Au = au, Av = av, and A is the identity on S = span(B\{u, v}). Write r 1 for the linear symplectic width of the ellipsoid E(A). The volume of E(A) yields the constraints a ≤ r 1 ≤ n √ a. We will improve these estimates to symplectic estimates and in terms of the number 0 ≤ µ ≤ 1 as follows.
There exists a unit vector w ∈ S and 0 ≤ s, t ≤ 1 with s 2 + t 2 = 1 so that the vectors u and J 0 u = sv + tw span a unitary disk D ⊂ B 2n 1 of radius 1, and in particular, |ω 0 (u, sv + tw)| = 1. By the Cauchy-Schwarz inequality, the latter implies that s = |ω 0 (u, v)| = µ and t = |ω 0 (u, w)| = 1 − µ 2 . Therefore
On the other hand, the linear symplectic width R 1 of the ellipsoid ΦE(A) is the smaller of the two numbers λ 1 and aλ.
Step 3. By the ǫ-non-expanding hypothesis, min(λ 1 , aλ) ≤ e A r 1 for all numbers a with ρ −1 − 1 < a ≤ 1 (so that the number e A is well-defined). We will show that for appropriate choices of a, ρ > e A √ a, and thus by step 1 and by (5),
Then aλ ≤ e A r 1 ≤ e A a. Therefore λ j ≤ e A < ρ a −1/2 for all j = 1, . . . , n and for all numbers a as above.
Consider the function f (a) = a 3/2 − ρa + 1 − ρ, ρ −1 − 1 < a ≤ 1. Then the condition ρ > e A √ a translates to the inequality f (a) < 0. The (absolute) minimum of the function f (a) is achieved at the point a = 
, the inequality ρ > e A √ a can be solved for some a ≥ ρ for all j = 1, . . . , n. For a more explicit estimate in terms of ρ, observe that f (ρ 6 ) = (ρ 7 (ρ + 1) − 1)(ρ − 1), and
Step 4. As in step 2, fix an index j, and drop the subscripts from the notation. We will prove in this step that µ → 1
Again by (5), the ǫ-non-squeezing hypothesis s A r 1 ≤ min(λ 1 , aλ) ≤ aλ for all a > 0 guarantees that g(a) ≤ 0 for all 0 < a ≤ 1. If µ ≥ λ, then µ ≥ ρ → 1 − as ρ → 1 − , and there is nothing more to prove. Thus we assume henceforth that µ < λ.
The (absolute) maximum of g(a) is achieved at the point
.
We derive at a contradiction if the maximum g(a 0 ) is positive and 0 < a 0 ≤ 1. We distinguish three cases: Case (i). a 0 ≤ 0. Since µ < λ, this is equivalent to 1 − µ 2 − 2λ
− since λ is bounded by step 3. Case (ii). a 0 > 1, or equivalently, µ > 2λ 2 ρ −1 − 1. Since λ ≥ λ 1 ≥ ρ, the latter is bounded from below by
Case (iii). 0 < a 0 ≤ 1 and g(a 0 ) ≤ 0. The latter is equivalent to the inequality
and in particular, µ ≥ 1 − 2λ 2 (ρ −1 − 1) → 1 − as ρ → 1 − as in case (i). In particular, from cases (i) to (iii) we deduce that µ > 0; since c ρ > 2/3, it suffices that the condition ǫ < 1 − z 2 0 from step 3 implies that ρ ≥ 9/11.
Step 5. In this step, we use a standard non-squeezing argument to show that the numbers ω 0 (u j , v j ) = ±µ 2 j all have the same sign for 1 ≤ j ≤ n. By composing Φ (on the left) with a diagonal matrix Ψ with entries equal to ±1, we may assume that for each j the pairs of numbers ω 0 (u j , v j ) and ω 0 (Φu j , Φv j ) have the same sign, and by rearranging the basis B from step 1 if necessary, that these numbers are all positive. We will see in the next step that then Ψ • Φ is ǫ ′ -symplectic for some ǫ ′ ≥ 0 with ǫ 1 into a symplectic cylinder of arbitrarily small radius unless its diagonal entries all have the same sign. That shows that Ψ must be symplectic or anti-symplectic.
Step 6. By post-composing with the anti-symplectic matrix Ψ from the previous step if necessary, we may assume that
− , or equivalently, as ǫ → 0 + . That proves the theorem.
Remark 6.8. Let the matrix A and basis B be as in the preceding proof, and also write B for the matrix with columns the vectors in B. Since B is orthogonal, it is symplectic if and only if it is also complex, i.e. commutes with J 0 . The deviation of A from being conformally symplectic is measured by the symplectic spectrum of E(A), see (5) . A measure of the failure of Φ to be symplectic is therefore the collection of numbers λ j (conformality) and ±µ j (failure to commute with J 0 ).
Capacities and rigidity
In this section we prove Theorem 1.2. The proof follows closely the argument in the symplectic case (ǫ = 0) given in [6, Section 12.2] .
Recall (from [6, Section 12.1]) that a (normalized symplectic) capacity on R 2n is a functor c that assign to an (arbitrary) subset U ⊂ R 2n a non-negative (possibly infinite) number c(U ) such that the following axioms hold:
• (monotonicity) if there exists a symplectic embedding ψ : 
More generally, the restriction of a capacity to compact convex sets is continuous with respect to the Hausdorff metric [6, Exercise 12.1.8]. Therefore, an ǫ-symplectic embedding preserves the capacity of ellipsoids up to an error that converges to zero as ǫ → 0 + , see Proposition 7.2. Note that translations in R 2n are symplectic and thus preserve capacity, so we can consider ellipsoids with arbitrary center. Definition 7.1. Let U ⊂ R 2n and ϕ : U → R 2n be an embedding. Let ǫ ≥ 0, and s A ≤ 1 and e A ≥ 1 be as in Definition 6.4. Then ϕ is said to preserve the capacity of ellipsoids up to ǫ if s
A c(E) for every ellipsoid E = E(A) ⊂ U (where the second inequality holds whenever the number e A is defined). Proof. Proposition 1.4.
r → R 2n be embeddings that preserve the capacity of ellipsoids up to ǫ, and converge uniformly (on compact subsets) to an embedding ϕ : B 2n r → R 2n . Then the limit ϕ again preserves the capacity of ellipsoids up to ǫ.
Proof. By definition and the above continuity properties of capacities. Proof of Theorem 1.2. Suppose that
is a sequence of ǫ-symplectic embeddings that converges uniformly (on compact subsets) to the limit embedding ϕ : (M 1 , ω 1 ) → (M 2 , ω 2 ). Let x ∈ M 1 . Since ǫ-symplectic is a pointwise condition, we may assume that (M 1 , ω 1 ) = (M 2 , ω 2 ) = (R 2n , ω 0 ). The constants δ and E depend continuously on x, see Remark 5.9. If M 1 is compact, let δ and E be the minimum and maximum over all x ∈ M 1 , respectively. For non-compact manifolds, one needs to replace the constants ǫ, δ, and E by continuous positive functions ǫ(x), C(x), and E(x) on M 1 . By Proposition 7.2, the limit ϕ preserves the capacity of ellipsoids up to ǫ ′ . Then by Proposition 7.5, ϕ is E-symplectic or E-anti-symplectic, where
It only remains to show that the former alternative holds. There are several ways to argue. We observe that for ǫ sufficiently small, ϕ k is orientation preserving, and thus so is the limit ϕ. If n is odd, and E is sufficiently small, then ϕ cannot be E-anti-symplectic. If n is even, the same argument applies to the map ϕ × id :
Alternatively, let x ∈ M 1 , L be a Lagrangian torus in M 1 that contains x, and U ⊂ M 1 be a tubular neighborhood that can be symplectically identified with a neighborhood of the zero section in T * L with its standard symplectic structure. For k sufficiently large, ϕ k and ϕ are homotopic, and thus induce the same maps on the cohomology groups of L. A symplectic map sends [ω 0 ] to itself while an anti-symplectic map reverses sign. Thus for ǫ sufficiently small, ϕ must be E-symplectic.
Proof of Corollary 1.3. Since E → 0 as ǫ → 0, taking a subsequence of the sequence ϕ k and applying Theorem 1.2 shows that ϕ is E-symplectic for any E > 0.
Shape invariant and epsilon-contact embeddings
This section outlines an alternative proof of Theorem 1.2 and Corollary 1.3 using the shape invariant, and an adaptation of the proof to ǫ-contact embeddings. See [2, 7, 8, 9] for details on the shape invariant.
Let (M, ω = dλ) be an exact symplectic manifold of dimension 2n, and T n be an n-dimensional torus. An embedding ι : T n ֒→ M is called Lagrangian if ι * ω = 0; the cohomology class [ι * λ] ∈ H 1 (T n , R) = R n is called its λ-period. . . . , r n ) in this paper can therefore be replaced by products of annuli A(a 1 , b 1 , . . . , a n , b n ) = (S 1 × [a 1 , b 1 ]) × · · · × (S 1 × [a n , b n ]), 0 < a i < b i , and the spectrum (r 1 , . . . , r n ) of the ellipsoid E(r 1 , . . . , r n ) by the shape [a 1 , b 1 ] × · · · × [a n , b n ] of the annulus A (a 1 , b 1 , . . . , a n , b n ). Similar to the proof given above, ǫ-symplectic embeddings preserve the shape invariant up to an error that converges to zero as ǫ → 0 + , and this property is preserved by uniform limits (on compact subsets). See [7] for the ǫ = 0 case. Details are forthcoming.
We indicate how to prove Corollary 1.3 based on properties of the shape invariant. An embedding ι : T n ֒→ M is non-Lagrangian if ι * ω = 0 (at at least one point), or equivalently, its image is a non-Lagrangian submanifold.
Theorem 8.3 ( [5, 7] ). Let ι : T n ֒→ (R 2n , ω 0 ) be a non-Lagrangian embedding. Then there exists a tubular neighborhood N of ι(T n ) that admits no Lagrangian embedding  : T n ֒→ N so that the homomorphism  * : H 1 (T n , R) → H 1 (N, R) is injective. In particular, the shape I(N, T n , ι * ) is empty.
Sketch of proof of Corollary 1.3. Let ι : T n ֒→ M 1 be a Lagrangian torus, and N be an arbitrary tubular neighborhood of (ϕ • ι)(T n ). Let ψ k be as in Lemma 5.7 (defined on a polydisk P (r 1 , . . . , r n )) so that ϕ k • ψ k is symplectic. Then for k sufficiently large, the torus (ϕ k • ψ k • ι)(T n ) is Lagrangian and contained in N , and ϕ k •ψ k is homotopic to ϕ. By Theorem 8.3, (ϕ•ι)(T n ) must be Lagrangian. Thus ϕ maps Lagrangian tori to Lagrangian tori, and hence must be conformally symplectic [7] , i.e. ϕ * ω 2 = c ω 1 . That c = 1 can be proved using [7, Proposition 2.29 ].
Let (M 1 , ξ 1 ) and (M 2 , ξ 2 ) be cooriented contact manifolds of the same dimension, and g 1 be a Riemannian metric on M 1 . An embedding ϕ : M 1 → M 2 is called ǫ-contact if there are contact forms α 1 on M 1 and α 2 on M 2 so that ϕ * α 2 − α 1 ≤ ǫ and ϕ * dα 2 − dα 1 ≤ ǫ. This definition allows the Moser argument in the proof of Lemma 5.7 to go through in the contact setting [6, page 135f] , and the proof of C 0 -rigidity of ǫ-symplectic embeddings in this section can be adapted to ǫ-contact embeddings. Note that the proof using capacities does not generalize, since the capacity of the symplectization of a contact manifold is infinite. Compare to [7] .
