The formula of weak-field magnetoconductivity ∆σ(B) proportional to B 2 , with B the strength of a magnetic field, is derived for systems corresponding to monolayer and bilayer graphenes. It is represented by Feynman diagrams given by three hexagons. In order to see qualitative features of the magnetoconductivity, it is calculated for monolayer graphene in a constant broadening approximation, in which a single imaginary self-energy is introduced. The results show that −∆σ(B) is exactly the same as the counter term due to the Hall current in the energy region away from zero energy, leading to the vanishing magnetoresistance in the Hall bar geometry. In the vicinity of zero energy, −∆σ(B) exhibits a prominent double-peak structure similar to that of the counter term. However, its absolute value becomes slightly smaller than the counter term, giving negative magnetoresistance having double-dip structure.
I. INTRODUCTION
Graphenes are attracting much attention as discussed in several reviews. [1] [2] [3] [4] [5] [6] The electron motion in monolayer graphene is described by Weyl's equation for a neutrino or the Dirac equation in the relativistic limit. [7] [8] [9] [10] [11] The wave function is characterized by Berry's phase of ±π under the rotation of wave vector k around the origin, 12, 13 giving topological singularity at k = 0 or at zero energy as well as the absence of backscattering. In a previous theoretical calculation, the conductivity in clean graphene has been predicted to exhibit a sudden drop at zero energy.
14 Such singular behavior is expected to be enhanced in the presence of a weak magnetic field, because of divergence of the classical cyclotron frequency at zero energy. 2 The purpose of this paper is to derive a formula for weak-field magnetoresistance in systems such as monolayer and bilayer graphenes, by expanding the conductivity formula with respect to external magnetic field.
The expansion with respect to a uniform magnetic field is not straightforward because the corresponding vector potential is proportional to coordinates. Usually, we first consider spatially varying magnetic field, then expand the conductivity with respect to the vector potential, and finally take the long-wavelength limit. This procedure was used for the weak-field Hall conductivity proportional to the strength of magnetic field B. 15, 16 In this paper, it will be extended to the case of expansion up to the second order for the purpose of obtaining correction ∆σ(B) ∝ B 2 to the diagonal conductivity. The actual derivation is quite complicated, but turns out to be relatively easier in graphene-like systems characterized by a matrix Hamiltonian linear in the wave vector.
The weak-field Hall conductivity has already been calculated using this scheme in various systems, including graphene, 17-25 molecular conductors, 26, 27 and giant Rashba systems, [28] [29] [30] where transport quantities exhibit intriguing behaviors at a band-crossing point. 7, 14, [31] [32] [33] [34] [35] [36] [37] [38] It has been shown, further, that a divergence problem can appear, which can cause serious problems in particular in the case of scatterers with long-range potential. 39 This can be avoided by introduction of an artificial imaginary self-energy and by numerically extrapolating results to zero. This problem does not appear in a constant broadening approximation to be used in this paper.
The paper is organized as follows: In Sect. II, the correction to the diagonal conductivity ∆σ(B), proportional to the second order in the magnetic-field strength, is derived and is shown to be given by Feynman diagrams represented by three hexagons consisting of current vertices. In Sect. III, this formula is explicitly evaluated within a constant broadening approximation, in which a single imaginary self-energy is introduced and no corrections are considered for the current vertices. In Sect. IV, a short discussion and summary are given. In Appendix A, discussions are made on gauge transformations, giving relations and identities required in the derivation of ∆σ(B). In Appendix B, ∆σ(B) in the clean limit, where the energy is much larger than the broadening, is analytically obtained within the constant broadening approximation.
II. WEAK-FIELD MAGNETOCONDUCTIVITY
Let us consider an isotropic two-dimensional system in the xy plane, described by the Hamiltonian:
where H 0 (k) is a matrix with elements consisting of terms zero-th and/or first order in the wave-vector operator k ≡ −i∇ and V (r) is disorder potential. It has been shown that H 0 can be well approximated by a (2, 2) matrix in monolayer graphene 7-11 (see below) and by a (4, 4) matrix in bilayer graphene. 40, 41 We shall apply spatiallyvarying magnetic field B(r) in the z direction perpendicular to the system. Then, we should make the replacementk
where A(r) is the vector potential corresponding to B(r).
In the presence of small electric field E in direction µ (µ = x, y), the induced current density in the same direction at position R is written as
with spatially-varying conductivity σ µµ (R). It is calculated in a linear response theory 42 as
where α denotes an eigenstate of Hamiltonian H, ε α denotes its energy, f (ε) is the Fermi distribution function, and δ is a positive infinitesimal. The current operators areĴ
The current density at R iŝ
In terms of the Green's operator or the resolvent:
the above is rewritten as
with
where 'Tr' means the summation over all eigenstates of H. We shall expand σ µµ (R) with respect to the magnetic field. When the magnetic field is sufficiently slowlyvarying, the conductivity can be expanded into
where ∆σ[B(R)] is proportional to B(R) 2 in the weakfield limit (see below). For sinusoidal variation of the magnetic field, we have ⟨B(R) 2 ⟩ = B 2 /2, where ⟨· · ·⟩ denotes the average over R. Thus, we have
This shows that the change in the conductivity in the magnetic field is obtained by expanding ⟨σ(R)⟩ with respect to the magnetic field and retaining the terms proportional to B 2 and then multiplying the result by two, i.e.,
The situation is essentially the same as in the case of the derivation of the diamagnetic susceptibility, 43 which has been used in many systems, including graphene, 17, 18, 24, 37, 38, 44, 45 molecular conductors, 27 and giant Rashba systems.
46
By taking the average, we haveĴ µ (R) →Ĵ µ /L 2 , with L being the linear dimension of the system, i.e.,
. (15) Because I µ (ε ′ , ε) becomes symmetric with respect to ε and ε ′ (see below), we have
We shall expand I µ (ε ′ , ε) with respect to B and retain the terms up to the second order in B.
where
Then, the change of the conductivity proportional to B 2 is given by
Let σ xy (B) be the weak-field Hall conductivity proportional to B. Then, the resistivity in a conventional Hall bar geometry becomes (20) 
up to terms second order in B. In the following, we shall call ∆σ(B) or ∆σ(ε) the magnetoconductivity and ∆ρ(B) or ∆ρ(ε) the magnetoresistivity. The second term in the bracket of Eq. (21) represents a counter term due to the Hall current. In clean systems consisting of singletype carriers, this counter term exactly cancels ∆σ(B) and the magnetoresistance becomes nonzero only when we include effects of multiple scattering [47] [48] [49] leading to crossover between weak localization and anti-localization behavior [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] corresponding to the presence of special time-reversal symmetry.
64,65
In the following, we shall consider systems such as monolayer and bilayer graphene in the lowest-order k·p approximation. In such systems, the Hamiltonian matrix contains terms up to the linear order ink and no higher order terms. This considerably simplifies the formula of the magnetoconductivity.
Let us consider magnetic field B(x) and corresponding vector potential A(x), given by
which reduces to uniform magnetic field B in the limit of q → 0. The Hamiltonian is modified into
where l is the magnetic length given by l = √ ch/(eB). Correspondingly, the Green's function is modified intô (25) to the second order in B.
We should note that the translational invariance is recovered after taking the average over impurity configurations. Then, the expansion with respect to B gives 
whereĜ ≡Ĝ(ε) andĜ ′ ≡Ĝ(ε ′ ), for simplicity, and (q → −q) represents terms with q being replaced with −q.
Let us defineĜ
etc., where ν, ν 1 , etc. denote x or y. To the second order in q, we have
and
. (35) Then, to the second order in q, we have
The terms in the zero-th order in q identically vanish due to the gauge invariance as shown in Appendix A, and
The fourth and fifth terms in the bracket in the righthand side of the above equation are related to each other through replacement ε ↔ ε ′ . This symmetry is not apparent for the first three terms, but its validity is shown in Appendix A, giving I
In Appendix A we show that
For simplicity, we shall write I (2)
Again in Appendix A, it is shown that I (2) x (+−) = I (2) y (+−) in isotropic systems with cylindrical symmetry. Therefore, by choosing µ = x, for example, we have the final expression of the magnetoconductivity The first term in the right-hand side of Eq. (41) represents ∆σ (a) , the second ∆σ (b) , and the third ∆σ (c) . This formula can be described diagrammatically by three hexagons as shown in Fig. 1 . It should be noted that there can be many formulas of ∆σ, seemingly different from each other but related to each other through gauge transformations. This situation is exactly the same as in the case of the weak-field Hall conductivity. 39 For example, we can consider a magnetic field varying in the y direction as well and can show that the resulting formula can be converted into Eq. (41) by appropriate gauge transformations.
It is possible also to consider a general magnetic field expressed by a Fourier transform and then take the longwavelength limit. The resulting formula is shown to be equivalent to the above again by gauge transformations. Furthermore, it is possible to calculate the spatiallyvarying conductivity σ(R) for the magnetic field varying in the x direction as discussed above, for example, and show that the term lowest order in the magnetic field is actually proportional to B(R) 2 as has been assumed. However, the derivations of these formal results are quite tedious and complicated, and therefore will not be discussed here.
III. CONSTANT BROADENING APPROXIMATION
In the following we shall consider monolayer graphene, where conduction and valence bands with linear dispersion cross at the K and K' points located at a Brillouinzone corner.
66, 67 The electronic states in the vicinity of the K point are described by the k · p equation:
where γ is a band parameter. The parameter γ is related to tight-binding parameter γ 0 through γ = ( √ 3/2)aγ 0 , where a is the lattice constant given by a = 2.46Å and γ 0 ≈ 3.16 eV.
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The states in the vicinity of the K' point are described by the same Hamiltonian except thatk + andk − are exchanged and give the same contribution to the conductivities. Terms higher order ink are known to be present and to give rise to trigonal warping and asymmetry between the conduction band and the valence bands.
45 Such small corrections are completely neglected in the following.
The states are specified by the set of quantum numbers s and wave vector k, with s = +1 and −1 for the conduction and valence bands, respectively. The wave function is written as
Then, F sk satisfies
where ε sk = sγk and
Let us consider an isotropic multi-band system. In a relaxation-time approximation, the Boltzmann equation in a uniform magnetic field B is written as
where j denotes band index, g jk is the distortion of the distribution function due to applied electric field E, and τ jk is an isotropic relaxation time dependent on ε jk . The cyclotron frequency will be defined by
This is easily solved, giving the conductivity tensor:
where τ j (ε) = τ jk , ω j (ε) = ω jk , and v j (ε) = v jk for ε = ε jk . The zero-field conductivity of band j is given by
with spin and valley degeneracy g s = 2 and g v = 2, respectively, and partial density of states
In a weak magnetic field, we have the well-known results:
These immediately give ∆ρ(B) = 0 at zero temperature when a single band is present at the Fermi level. In the case of multiple bands at the Fermi level or at nonzero temperature, ∆ρ(B) ≥ 0 corresponding to positive magnetoresistance.
In monolayer graphene where j = s = +1 or −1 depending on ε > 0 or ε < 0, in particular, we have
where broadening is defined as Γ =h/τ and the effective magnetic energy is defined ashω B = √ 2γ/l. The cyclotron frequency becomes This classical cyclotron frequency diverges at zero energy in proportion to 1/ε. This divergence of ω(ε) and vanishing conductivity cancel each other, making the Hall conductivity independent of energy except a discontinuous jump at zero energy [Eq. (63)]. The divergent ω(ε) is dominant in the magnetoconductivity ∆σ(ε), leading to the divergent behavior proportional to 1/|ε| [Eq. 62)]. Obviously, the magnetoresistivity vanishes, i.e., ∆ρ(B) = 0, because of the exact cancellation of ∆σ(ε) and σ xy (ε)
2 /σ(ε) except at ε = 0, where both quantities diverge.
In the following, we shall employ a constant broadening approximation, in which broadening Γ is simply introduced as an imaginary part of a single-particle Green's function and the transport quantities are calculating without vertex corrections. This has been frequently used for the purpose of giving qualitative behavior of transport coefficients in graphene and related systems. [17] [18] [19] 30, [69] [70] [71] [72] Within this approximation, we consider the diagrams shown in Fig. 2 . The weak-localization and anti-localization effects are not taken into account in this approximation as has been mentioned above.
Let us consider matrix Green's function
The dependence on angle θ k can be eliminated by
with The velocity operators are written as
The conductivity in the absence of a magnetic field is given by
where now 'Tr' means the trace of a (2,2) matrix, G ≡ G(k, ε+iδ) and G ′ ≡ G(k, ε−iδ), for simplicity, and
for integer n. The magnetoconductivity becomes
The Hall conductivity becomes
Analytic derivation of explicit results for ∆σ(ω) is quite tedious and has been made only in the clean limit, where |ε|/Γ ≫ 1. Details are discussed in Appendix B. The results turn out to be exactly the same as those obtained by the Boltzmann equation in the relaxation-time approximation, given by Eqs. (61), (62) , and (63) . Therefore, the magnetoresistivity can become nonzero only in the energy region |ε|/Γ < 1 in the vicinity of zero energy, where results may deviate from those given by Eqs. (61), (62), and (63). Figure 4 shows some examples of numerical results of the transport quantities as a function of the Fermi energy ε F or the chemical potential for varying temperature T . The temperature dependence is scaled by the broadening Γ, i.e., is determined by k B T /Γ with Boltzmann constant k B . At zero temperature, the magnetoresistivity vanishes at ε F = 0, becomes negative in the region |ε F /Γ| < 1, and vanishes for |ε F /Γ| ≫ 1, exhibiting a sharp double-dip structure near ε F = 0. With the increase of the temperature, the magnetoresistivity becomes positive at ε F = 0 and the double-dip structure becomes weaker. At sufficiently high temperatures, k B T /Γ > 0.2, the magnetoresistivity becomes positive and has a single peak at ε F = 0.
IV. SUMMARY AND DISCUSSION
The formula of the weak-field magnetoconductivity ∆σ(B) ∝ B 2 has been derived for systems like monolayer and bilayer graphenes, where terms linear in the wave vector are dominant and higher order terms can be neglected in the effective matrix Hamiltonian. It is given by Eq. (41) and represented by Feynman diagrams given by three hexagons as shown in Fig. 1 .
In order to see qualitative features of the magnetoconductivity, it has been calculated in a constant broadening approximation, in which a single imaginary self-energy ±iΓ/2 is introduced in the single-particle Green's function. The results show that ∆σ(ε) = −σ xy (ε) 2 /σ(ε) in the energy region |ε|/Γ ≫ 1 away from zero energy, in agreement with the results obtained by the Boltzmann equation within a relaxation-time approximation. This shows that the magnetoresistivity vanishes, i.e., ∆ρ = 0, except in the vicinity of zero energy |ε|/Γ < 1.
In the vicinity of zero energy, −∆σ(ε) shows the double-peak structure nearly the same as that of σ xy (ε) 2 /σ(ε), but exhibits small difference. Some difference between ∆σ(ε) and −σ xy (ε) 2 /σ(ε) is to be expected because electrons in the conduction and valence bands can coexist at the same energy for |ε|/Γ < 1, i.e., because the system behaves as a kind of multi-carrier systems. However, the result |∆σ(ε)| < σ xy (ε) 2 /σ(ε), giving rise to negative magnetoresistivity, may be quite different from common expectations.
In fact, using Eqs. (58), (59), and (60), the magnetoresistivity in the Boltzmann theory is written as
This shows that the magnetoresistivity usually becomes positive in the presence of multiple bands at the Fermi level and/or at nonzero temperatures. Furthermore, experiments on the magnetoresistance in monolayer graphene, so far reported, [73] [74] [75] have shown positive magnetoresistance near zero energy in stead of negative magnetoresistance.
It is highly possible that ∆ρ < 0 for |ε|/Γ < 1 is an artifact of the constant-broadening approximation and that its shortcomings have appeared in the magnetoresistivity. More elaborate calculations seem to be necessary for the magnetoconductivity. Such calculations are under way in a more elaborate self-consistent Born approximation taking into account all necessary vertex corrections in a self-consistent manner. Similar calculations are also underway for bilayer graphene.
The formula of the magnetoconductivity derived in this paper is not limited to applications in graphene-like systems, but also is applicable to the case of single-band systems with parabolic dispersion. In fact, by introducing +∆ and −∆ (∆ > 0, for example) in the diagonal part of the Hamiltonian (44), we have a system approximately characterized by effective mass m
. Numerical calculations have been performed also in such a limit within the constantbroadening approximation and shown nonzero (negative) magnetoresistivity in the vicinity of the band bottom.
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Appendix A: Gauge Transformations
First, we consider the identity corresponding to the gauge invariance:
withĜ ≡Ĝ(ε) andĜ ′ ≡Ĝ(ε ′ ), for simplicity. In the lefthand side, factor e −iqy is shifted to the right side until it cancels e +iqy . By retaining terms up to the second order in q, we have
The terms first and second in q should vanish. In particular, the second order in q gives 
We move e −iqµ to the right side until it cancels e +iqµ in the left-hand side. Then, the terms first order in q should vanish, which correspond to Eq. (39) .
By choosing µ = x and y in Eq. (40), we have
Because the cylindrical symmetry is recovered after the average over impurity configurations, the expressions are invariant under the rotation π/2, i.e., x → y and y → −x, giving
The first term becomes the same as that of I (2) x (+−) given by Eq. (A7). For the second and third terms, we consider identities corresponding to gauge transformations:
Tr e
Again, expanding the left hand sides with respect to q and considering terms in the first order in q, we have
The right-hand side of Eq. (A12) becomes the same as that of Eq. (A13) after exchanging (+) and (−) and taking the Hermitian conjugate. This shows I (2) x (+−) = I (2) y (+−), corresponding to the isotropy of the magnetoconductivity.
with ε k = γk and
In the above (B1), the second and third terms give results higher order in Γ/ε. We consider the quantities:
Actual values of them, relevant to the expansion with respect to Γ/ε, are listed in Table I together with their subscript in the right column. The lowest order term, consisting only of Q + , becomes
The integral over ξ = ε k can be safely extended to (−∞, +∞ Re (26) and F (25) required for the calculation of the magnetoconductivity. The number in the column denoted as 'Subscript' shows the position of Q− and '0' corresponds to the case that no Q− is included. 
Again, using the values listed in 
12 +F
13 +F
23 ,
45 +F
46 +F
56 ,
14 +F 
45 .
Using the values listed in Table I 
1 +F
2 +F 
in agreement with Eq. (61). Thus, in the clean limit, all the results in the constant broadening approximation become exactly the same as those in the Boltzmann theory in the relaxation-time approximation.
