Abstract-A large class of problems in robotics, e.g., trajectory tracking with obstacle avoidance, compliant motion control, and complex assembly, can be formulated as a least-squares tracking problem on the Euclidean group subject to constraints on the state and/or control. In this note we develop an optimal control framework for this general class of problems, and derive analytic solutions for the local and global versions of the general optimal control problem. Our formalism can be viewed in some sense as an extension to the Euclidean group of the linear quadratic regulator (LQR) subject to state equality constraints. Examples from force-guided complex assembly and tracking with obstacle avoidance are given.
I. INTRODUCTION
One of the classical and most widely used results in modern control theory is the linear quadratic regulator (LQR) and its tracking variant. Aside from its direct applicability to the optimal control of linear systems with objective functions that are quadratic in the state and control, the results are also meaningful for general nonlinear systems, since both the state equations and the objective function can be locally approximated by the LQR formulation. Tracking problems are ubiquitous in control, and in most cases the LQR framework is general enough to model a wide range of tracking applications (see, for example, the applications described in [9] ). One of the fundamental premises underlying the LQR formulation is that the state space have the structure of a vector space. However, in robotics and certain aerospace control applications, a large number of systems fail to satisfy this assumption.
Rather, the Special Euclidean group of rigid body motions SE(3), which as is well known does not admit the structure of a vector space, plays a prominent role in these systems. Further complicating matters is the fact that most realistic problems involve some form of constraints on the state and control.
The aim of this note is to generalize in a suitable way the standard LQR formulation on vector spaces to systems that evolve on the Euclidean group. The applications of such a least-squares tracking formulation are numerous. For example, the problem of active compliant motion control in robotics, which includes tasks such as manipulating parts with complex shapes in unstructured dynamic environments, typically with the aid of various force and torque measurements, can naturally be framed as a tracking problem on the Euclidean group subject to state equality constraints. The same is true for obstacle avoidance, planning end-effector motions around singularities, writing on a blackboard, and other motion planning problems involving kinematic constraints.
In the context of these applications, many local methods for optimal tracking have been proposed. Shimmels and Peshkin [5] propose a local admittance control law for force-guided assembly using the concept of a linear compliance mapping. Xiao et al. [6] of hybrid position-force control in uncalibrated environments. Kang [1] formulates the complex assembly problem as a screw-based local quadratic parameter optimization problem subject to linear inequality constraints, and finds a closed-form solution. More closer in spirit to our work is that of Walsh et al. [4] , who investigate a class of unconstrained optimal control problems on matrix Lie groups, and Bullo and Murray [7] , who provide a geometric formulation of PID control on the Euclidean group. In this note we first formulate the least-squares tracking problem on the Euclidean group subject to a set of equality constraints on the state variables. The state and costate equations are then derived from the first-order necessary conditions. We also derive a closed-form analytic solution to the local version of the objective function (i.e., when the objective function is taken to be the integrand), and provide a physical interpretation for each of the solution terms. We conclude with a number of examples involving force-guided motions in unstructured dynamic environments that can be explicitly solved in terms of our least-squares tracking framework.
II. PROBLEM FORMULATION
Denote the Euclidean group of rigid-body motions, also referred to in the literature as the Special Euclidean Group, by SE(3). Its matrix representation is typically given by matrices of the form
where R 2 SO(3) is a 3 2 3 rotation matrix, and p 2 < 3 . As is well-known, SE(3) forms a Lie group, with the associated Lie algebra se(3) whose corresponding matrix representation is usually expressed where !, v 2 < 3 . Elements of se(3) are also referred to in the mechanics literature as twists, while elements of its dual space se(3) 3 are referred to as wrenches (see, e.g., [2] ). Physically, twists represent the generalized velocity of a rigid body, while wrenches correspond to generalized forces. Explicit formulas for the matrix exponential exp: se(3) ! SE(3) and matrix logarithm log: SE(3) ! se(3) are also available; see, e.g., [2] . An element of a Lie group can also be identified with a linear mapping between its Lie algebra via the adjoint representation. If X = (R; p) is an element of SE (3) Note that this norm corresponds to the usual Frobenius norm on the space of n 2 n matrices. The corresponding formulation for right-invariant and other more general Riemannian metrics and their induced norms can be made in a similar fashion. We now pose the least-squares tracking problem in an Euclidean group setting. The state equations for the system are given as
where X 2 SE(3) is the state, and U 2 se (3) is the control. Observe that U = X 01 _ X admits the physical interpretation as the generalized velocity in body frame coordinates described earlier (in the applications that follow later, the body frame is considered attached to the robot end-effector).
For the tracking problem, we assume that a desired reference trajec-
given. An objective function for tracking typically includes a terminal cost function dependent only on the final state and time, in addition to a running cost function in the form of an integral. For our purposes we consider the following objective function:
J(U) = log X 01
Minimizing the first term has the effect of forcing the final state X(t f ) to be close to the desired final state X d (t f ). We should point out that, as observed in [8] , k log X 01 d (t f )X(t f )k does not satisfy the strict definition of a distance metric between X d (t f ) and X(t f ). Locally about X d (t f ), however, the function provides a first-order approximation to the distance metric. For this reason and the fact that-as will be evident later-the final solution can be expressed in a simple and appealing form, we choose this particular form for the terminal cost. The solution for the distance metric can also be obtained straightforwardly following essentially the same procedure.
In the integral running cost term, note that Ad X X (X 01 (3) as discussed in [8] , can be included. The inclusion of such a term will in general lead to more complicated formulas, however, and we choose the present form for both its physical meaning and analytic simplicity.
Note that we use a scale dependent Riemannian metric on SE(3) in the objective function. As a result the outcome depends on the choice of units for translation and rotation. It should be emphasized that this scale dependence arises not from any idiosyncrasies of our formulation, but rather from the fact that no natural length scale exists for physical space; any general Riemannian metric on SE(3) will have this feature.
Engineering considerations typically must be taken into consideration to determine a suitable set of scale factors. A method which selects the units for the Riemannian metric based on some a priori bound for the Cartesian workspace of the mechanism is proposed in [8] .
The objective is to find a control U: [t0; t f ] ! se(3) that minimizes the objective function subject to the scalar constraint equation f(X(t); t) = 0; f: SE(3) 2 < ! <
where f(1; 1) is left-invariant, i.e., for any arbitrary constant T 2 SE(3), we have f(TX(t); t) = 0. The left-invariance property ensures that the constraint is invariant with respect to the choice of fixed reference frame for physical space.
III. SOLUTION
Before stating the complete solution we require the following proposition. Denote by se 3 (3) the dual space to the Lie algebra se(3), and let hN; V i denote the action of an element N 2 se 3 (3) on V 2 se(3). where A = (@f=@R) T R. One physical interpretation of N is as the surface normal [with respect to the left-invariant Riemannian metric on SE(3) defined by the identity quadratic form on se(3)] at X to the five-dimensional hypersurface in SE(3) defined by f(X(t); t) = 0 when @f=@t = 0. Note that the normal subspace to the surface when @f=@t = 0 is one-dimensional and spanned by N.
The above result alternatively expresses the constraint f(X(t); t) = 0 in differential form as g(U) = hN; Ui + @f @t = 0
where we use the fact that _ X = XU. Note that g(U) = 0 explicitly describes the constraint on the control U for remaining on the constraint surface f(X(t); t) = 0.
Armed with these results we now derive the state and co-state equations for determining the optimal U. First, we simplify the objective function (2) into the following form. 
Defining the vector a = [a1; . . . ; a6]
T , we can then express both the differential form of the constraints and the objective function in terms of a, i.e., g(a) = 0 in (6) and J(a) in (7), respectively. With these preliminaries we now derive the state and costate equations for the global optimal control.
A. Global Solution
In deriving the optimal control, note that the k log(X 01 d (t0)X(t0))k 2 term of the objective function is a given constant and can be ignored. The Hamiltonian is H(a; X; ;p) = L(a; X) + g(a; X) + hp; Ui (9) where g(a; X) is defined in (6), L(a; X) is the integrand of J(a) in (7), with 2 < the Lagrange multiplier, andp 2 se 3 (3). Then we derive the costate equations associated with minimizing J(a) in (7) The constants of motion for the given system can be obtained as follows.
Proposition 4:
The constants of motion for the system in question are given by H and i = hp; X 01ê i Xi.
Proof: The proof follows a similar argument as presented in [4] . where k j is the constant value equal to hp;ê j i, j = 4; 5; 6.
B. Local Solution
We now consider the local solution, in which the objective function is taken to be simply the integrand. In this case, we seek the U (parameterized again in terms of a) which minimizes L(a) subject to g(a) = 0, where L(a), g(a) and are defined as before. This problem reduces to a standard parameter optimization problem subject to an equality constraint. Define
Similar to the global solution case, the first-order necessary conditions for optimality, i.e., g(a) = 0 and @H=@aj = 0, j = 1; . . . 6 lead to the following solution.
Proposition 5:
The control U(a) that minimizes L(a) subject to g(a) = 0 is given by U = 0 1 kNk 2 hN; iN + 1 kNk 2 N where and are as defined in Proposition 3. Written in the above form, the optimal control U admits the following physical interpretation. When @f=@t = 0 the terms contained in the first set of braces correspond to the component of that is tangential to the constraint surface f(X(t); t) = 0 at X(t); this can be readily seen by observing that the inner product of the surface normal N with this term is zero. The second term corresponds to the normal component of when @f=@t = 0. In comparing the local and global solutions, we note that the global solution has an additive term in the tangential part of the local solution.
Observe that if Ad X X X 01
for some constants c 1 ; c 2 2 <, then the control U is directed along the direction of the surface normal N . In this case, the system may become trapped at such a configuration, and the control must be suitably modified to escape from such singular configurations. We further note that the generalization to multidimensional equality constraints of the form f : SE(3) 2 < ! < n is straightforward. Similarly, scalar inequality constraints of the form h(X(t); t) 0, where h is scalar, can be converted to equality constraints by using slack variables, i.e., by defining h(X(t); t) = c 2 for some scalar c.
IV. EXAMPLES
In this section, we describe two well-known examples from robotics that fit the least-squares tracking framework described above. The first example involves robot assembly tasks; here we assume that the manipulated parts have complex shapes, and possibly multiple contacts. We also assume there is no nominal motion plan nor prescribed contact states determined from the geometry of the part or the environment; this is akin to a blindfolded person attempting to insert a part into a hole without any geometric information about the part or the environment.
Let the constraint be defined by a physical obstacle. Denote by X the point contacting the obstacle surface. The generalized velocity of the obstacle, expressed in the obstacle frame, is given by X 01 _ X 2 se(3). angular and linear velocity of the obstacle described in the robot frame at the point contacting the obstacle surface. Expressing the constraints in this form, the least-squares tracking controller can now be straightforwardly applied to obtain an optimal tracking law for force-guided motions.
The second example that we consider involves motion planning problems with inequality constraints. To fix ideas, suppose that a mobile robot must track a certain desired trajectory while avoiding moving obstacles. If we describe the surface of the obstacle as f(X(t); t) = 0, where f is scalar, then the constraint that the mobile robot not collide with the moving obstacle can be represented by an inequality of the form h(X(t); t) 0. Now modify our least squares tracking controller so as to make the robot steer clear of the obstacle at some prescribed safety distance. We assume sensors are available for measuring the surface normal vector and velocity vector at the nearest As an example, Fig. 1(a) shows a planar robot (in the shape of a gripper) whose objective is to grab the small ellipsoidal target while avoiding the large rectangular obstacle; both the target and the obstacle are moving. In the local solution case, shown in the top figure, the robot approaches the target according to a simple feedforward plus proportional feedback control of the form
As the rectangular obstacle approaches to within the prescribed tolerance distance (here set to nearly zero), the robot moves accordingly to avoid the obstacle while still attempting to reach the goal (second and third figures). Once the obstacle has been cleared from the robot's path to the target, the robot approaches the target according to the control law in the first phase. Fig. 1(b) shows a plot of the squared error versus time. The region corresponding to the obstacle avoidance phase is denoted by the shaded area. Note that the global solution of Fig. 1(b) produces a path similar to that of the local solution [ Fig. 1(a) ], with a different motion time history depending on the value for k j , j = 4; 5; 6. Note that the local solution corresponds to the global solution for k j = 0, j = 4; 5; 6, indicated by the center curve in Fig. 1(c) . 
V. CONCLUSION
In this note, we have extended the standard LQR formulation on vector spaces to systems that evolve on the Euclidean group subject to equality constraints on the state variables. The state and costate equations are derived for the global optimal control, together with a closed-form analytic expression for the local solution. Examples are provided involving obstacle avoidance and force-guided motions in unstructured dynamic environments that illustrate the applicability of the least-squares tracking formulation.
I. INTRODUCTION
It seems quite obvious that the best sampled-data control performance should converge to the best continuous-time control performance as the sampling period goes to zero. It is indeed possible that the apparent correctness of this conjecture encourages wide acceptance of sampled-data control schemes. In the special case that a fixed antialiasing filter is used for any sampling periods, this conjecture was proved to be correct in the H 2 -framework [20], [24] and in the H 1 -framework [10] . (Related results were given by [4] , [21] , and [23].) However, in a more general situation, this conjecture is not always correct. In Section III, we show by an example that performance convergence does not hold when the bandwidth of an antialiasing filter is chosen proportional to the Nyquist frequency.
Since performance convergence is fundamental to the use of sampled-data control schemes, there is a pressing need to clarify why and when the above phenomenon of nonconvergence occurs. Furthermore, this knowledge is expected to give us new insight into achieving good control performance in sampled-data control systems. With these motivations, we investigate in this note the relationship between the best sampled-data control performance and the best continuous-time control performance. In particular, a necessary and sufficient condition for performance convergence is provided.
The Section II contains preliminary results for the succeeding sections. Section III gives an example in which the best sampled-data control performance does not converge to the best continuous-time control performance. Section IV is the main section, which gives a necessary and sufficient condition for a specified antialiasing filter to guarantee the performance convergence for all generalized plants. Extensive use of a lifting technique [25] , [3] , [2] , [21], [22] , [26] shows that a certain Hankel norm and an aliasing effect computed from the filter must
