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ABSTRACT
With the ever-increasing urbanization process, systematically modeling people’s
activities in the urban space is being recognized as a crucial socioeconomic task.
This task was nearly impossible years ago due to the lack of reliable data sources,
yet the emergence of geo-tagged social media (GTSM) data sheds new light on it.
Recently, there have been fruitful studies on discovering geographical topics from
GTSM data. However, their high computational costs and strong distributional
assumptions about the latent topics hinder them from fully unleashing the power
of GTSM.
To bridge the gap, we present CROSSMAP, a novel cross-modal representation
learning method that uncovers urban dynamics with massive GTSM data. After
extracting activity-related tweets by measuring the dispersion degree of each key-
word, CROSSMAP first employs an accelerated mode seeking procedure on all
the extracted activity-related tweets to detect the spatiotemporal hotspots under-
lying people’s activities. Those detected hotspots not only address spatiotemporal
variations, but also largely alleviate the data sparsity of the GTSM data. With the
detected hotspots, CROSSMAP then jointly embeds all spatial, temporal, and tex-
tual units into the same space using two different strategies: one is reconstruction-
based and the other is graph-based. Both strategies capture the correlations among
the units by encoding their co-occurrence and neighborhood relationships, and
learn low-dimensional representations to preserve such correlations. Our exper-
iments show that CROSSMAP not only significantly outperforms state-of-the-art
methods for activity recovery, but also greatly benefits downstream applications
like activity classification. Further, CROSSMAP is capable of processing millions
of GTSM records within minutes, making it suitable for monitoring large-scale
GTSM streams in practice.
We also further extend our model in two ways. Firstly, we adopt a novel semi-
supervised learning paradigm that leverages the activity category information to
guide the embedding learning process to generate higher quality embeddings.
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Secondly, to overcome the existing models’ incapability of dynamically accom-
modating the latest information in the GTSM stream, we propose a method that
processes continuous GTSM streams and obtains recency-aware urban activity
models on the fly, in order to reflect up-to-date urban activities.
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CHAPTER 1
INTRODUCTION
The rapid urbanization process [1, 2] has been nurturing big and complex cities
worldwide. As of 2016, more than 54 percent of the world’s population live in
urban areas, and the percentage is expected to increase to 66 by 2050. 538 of to-
day’s cities have a population over one million1, and 37 of them are megacities that
have more than ten million inhabitants. With such substantial urbanization, urban
activity modeling is widely recognized as a fundamental task [1, 3] for tackling
urban challenges (e.g., excessive energy consumption, air pollution, and traffic
congestion). However, people’s activities in the urban space are highly dynamic
and vary greatly from one region to anther. Due to its intrinsic complexity and the
lack of reliable data sources, systematically modeling urban activities was almost
impossible years ago. Traditional approaches often rely on costly human surveys,
yet the understanding is still coarse-grained and limited in a few cities.
The recent emergence of geo-tagged social media (GTSM) sheds new light on
this task because of its multi-dimensional nature and sheer size. First, as exem-
plified in Table 1.1, every GTSM record consists of a location, a timestamp, and
a text message. It provides a unified where-when-what view of the user’s activity
as he/she probes the urban space as a human sensor. Second, driven by the pro-
liferation of GPS-enabled smartphones, every single day is witnessing millions of
GTSM records on different platforms (Twitter, Instagram, Facebook, etc.). For
instance, more than 10 million geo-tagged tweets are created in the Twitterverse
every day [4], and around 8 billion checkins have been accumulated by Foursquare
so far [5]. The GTSM data provides an unprecedented coverage of today’s ma-
jor cities [6] and serves as a reliable proxy for understanding human activities
[7, 8, 9], making it possible to perform worldwide urban activity modeling with
negligible extra cost.
Our goal is to harness the power of massive GTSM data for systematically char-
acterizing people’s activities in urban spaces. Although techniques [10, 11, 12]
1http://www.citypopulation.de/world/Agglomerations.html
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Table 1.1: A real geo-tagged tweet created by a Los Angeles user when he was
watching the Lakers’ basketball game at the Staples center.
Location 34.0430, -118.2673
Time Apr 13, 2016, 6:50:00 PM
Message Kobe’s last game! @ Staples Center
have been proposed for geographical topic modeling, they are inadequate for our
goal because they do not meet the following requirements: (1) Comprehensive-
ness. There are three key factors involved in people’s activities: location, time,
and text. The above methods jointly analyze location and text to reveal the topics
in different regions, but all ignore the time factor. As a result, they cannot cap-
ture the temporal dynamics in the same region (e.g., a shopping area during the
daytime might become a center for nightlife activities in the evening) [13]. (2)
Robustness. They are all generative models that impose distributional assump-
tions for the latent topics (e.g., defining the spatial distribution of each topic as
Gaussian). Although such assumptions simplify model inference, they may not
fit real-life data well and are sensitive to noise. (3) Scalability. For urban activ-
ity modeling, the power of GTSM data can be fully unlocked only when a sheer
amount of them is used. Existing geographical topic modeling methods, which
rely on probabilistic graphical models, cannot easily scale up to massive GTSM
records.
We propose CROSSMAP, a novel method that models urban activities from
massive GTSM data via cross-modal representation learning. CROSSMAP auto-
matically extracts the spatiotemporal hotspots underlying people’s activities, and
maps all spatial, temporal, and textual units into the same space with their cross-
modal correlations well preserved. With CROSSMAP, various questions can be
answered regarding people’s urban activities, such as: (1) how are different re-
gions, time periods, and activities correlated? (2) given an activity, where and
when does the activity usually happen? (3) what are the popular activities at a
given location and time? Better still, CROSSMAP is highly useful for a wide spec-
trum of downstream applications. For example, it can empower mobile gadgets
that allow tourists to explore an unfamiliar metropolis (e.g., New York) conve-
niently. At any time, a tourist just needs to take out her mobile phone, then the
gadget can help discover the popular activities around her — based on the digital
traces from millions of people in New York. As another example, the multi-modal
embeddings learnt by CROSSMAP can empower a mobile personal assistant that
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continuously tracks the visited places of a user and infers her preferences. Based
on her preferences along with current location and time, the assistant can smartly
suggest to the user activities/venues of interest, achieving situational and immer-
sive recommendation experience.
From the technical standpoint, the contributions of CROSSMAP are highlighted
by the following two modules:
1. A hotspot detector that detects spatial and temporal hotspots to address spa-
tiotemporal continuity (Section 5). Unlike the text dimension where keywords
are natural basic units for embedding, the space and time are continuous and
it is infeasible to embed every location and timestamp. To address this prob-
lem, we introduce an accelerated mode seeking procedure that detects spatial
and temporal hotspots based on kernel density estimation. Such hotspots, rep-
resenting the geographical regions and time periods where people’s activities
burst, effectively address the spatiotemporal variations and alleviate data spar-
sity.
2. An embedding module that maps all the spatial, temporal, and textual units
into an Euclidean space to preserve their cross-modal correlations (Section
6). We design two different embedding strategies, both of which can cap-
ture the co-occurrence and neighborhood relationships among the units. The
first is reconstruction-based. It directly considers each record as an observed
relation, and learns the embeddings such that the observed relations can be
reconstructed as much as possible. The second is graph-based. It uses a het-
erogeneous graph to encode the correlations among the units and then learns
the low-dimensional representations of the nodes to preserve the graph struc-
ture.
We evaluate CROSSMAP on two million-scale GTSM data sets: one contains
geo-tagged tweets in Los Angeles, and the other contains Foursquare checkins in
New York. Our experiments demonstrate that the urban activity model obtained
by CROSSMAP is of high quality and outperforms state-of-the-art methods for
recovering user activities by as much as 86%. In addition, CROSSMAP finished
processing millions of GTSM records within a few minutes, making it suitable for
monitoring large-scale GTSM streams to obtain up-to-date urban activity models.
Finally, with activity classification as an example, we show that the embeddings
learnt by CROSSMAP are highly useful for downstream applications.
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CHAPTER 2
RELATED WORK
2.1 Urban Understanding With Gtsm Data
There has been considerable research that leverages GTSM data for urban un-
derstanding. In their pioneering study, Noulas et al. [9] analyze user activities
with massive Foursquare checkins and find the checkin data can reveal meaning-
ful spatiotemporal activity patterns. Later, several methods have been proposed
for discovering urban communities: Noulas et al. [14] use venue categories to
generate fingerprints for users and areas, which facilitate discovering semanti-
cally coherent user/area clusters; Frias-Martinez et al. [15] use geo-tagged tweets
to obtain the temporal patterns of land segments, and then cluster those segments
to discover urban landscapes; Cranshaw et al. [16] extract urban communities
with an affinity measure that considers both spatial distance and social proximity.
Recently, Noulas et al. [17] treat venue categories as labels, and extract features
to infer the popular activities around cell towers; Zhang et al. [13] demonstrate
that the time factor plays an important role in revealing people’s urban activities;
Ge et al. [18] use checkin data to model user preferences and recommend venues
that align with a user’s personal preferences; Hristova et al. [19] introduce four
metrics for measuring the social diversity of places.
While inspiring results have been obtained, the above studies either ignore the
semantics of user activities, or simply use venue categories — which are coarse-
grained and unavailable in many data sets (e.g., tweets, Instagram posts). In con-
trast, we deal with the raw text to provide fine-grained understanding of user ac-
tivities, which makes our problem new and more challenging.
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2.2 Geographical Topic Discovery
Geographical topic discovery [10, 12, 11, 20, 21, 22, 23] aims at modeling the top-
ics/activities in different regions. Sizov et al. [10] extends LDA [24] by assuming
each latent topic has a multinomial distribution over text, and two Gaussians over
latitudes and longitudes. They later extend the model to find topics that have
complex and non-Gaussian distributions [12]. Yin et al. [11] extend PLSA [25]
by assuming each region has a normal distribution that generates locations, as well
as a multinomial distribution over the latent topics that generate text. While the
above models are designed to detect macro-level geographical topics, Hong et al.
[20] and Yuan et al. [21] introduce the user factor in the modeling process such
that micro-level user preferences can be inferred.
Our work resembles the studies [10, 12, 11] more because we also model
macro-level activities instead of user-level preferences. That said, there are two
notable differences between our work and [10, 12, 11]. First, these studies have
not considered the time factor during the modeling process, and thus cannot dis-
tinguish different activities happening in different time periods. Second, from the
technical perspective, they all extend topic models. In comparison, we develop
embedding techniques to capture cross-modal correlations in a more direct and
scalable way.
2.3 Local Event Detection
A handful of studies [26, 27, 28, 29, 30] use GTSM for local event detection.
Sakaki et al. [28] train a classifier to judge whether an incoming tweet is related
to earthquake or not, and release an alarm when the number of earthquake-related
tweets is large. Krumm et al. [31] monitor the spatiotemporal distributions of
tweet streams, and detect spikes in the signal as interesting events. There is a
clear difference between local event detection and urban activity modeling. The
former attempts to extract unusual activities bursted in local areas, whereas the
latter aims at summarizing the typical activities at different locations and time.
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2.4 Embedding Methods
Technically, our study is related to recent embedding methods. Mikolov et al.
[32] propose the CBOW and Skip-Gram models to learn vector representations
for words using massive context information. A number of methods [33, 34, 35]
have also been proposed for graph embedding. Our study differs from the above
methods because of the unique characteristics of GTSM data. First, due to spa-
tiotemporal continuities, there are no natural basic spatiotemporal units, and rep-
resentative hotspots must be first detected. Second, in addition to co-occurrences,
the spatiotemporal continuities call for methods that are tailored to capture the
similarities between nearby locations and timestamps.
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CHAPTER 3
PRELIMINARIES
3.1 Problem Description
Let C be a corpus of geo-tagged social media (GTSM) records. Each record r ∈ C
is defined by a tuple 〈tr, lr,mr〉 where: (1) lr is a two-dimensional vector that
represents the user’s location when r is created; (2) tr is the creating time1; and
(3) mr is a bag of keywords denoting the text message of r.
We aim to use a large amount of GTSM records to model people’s activities in
the urban space. As there are three different factors (i.e., location, time, and text)
that are intertwined, an effective urban activity model should accurately capture
their cross-modal correlations. Given any two of the three factors, the activity
model is expected to predict the remaining one. Specifically: (1) What are the
typical activities occurring at a specific location and time? (2) Given an activity
and time, where does this activity usually take place? and (3) Given an activity
and a location, when does the activity usually happen?
3.2 Overview of CrossMap
Before presenting the details of CROSSMAP, we identify two unique challenges
of modeling urban activities with GTSM data, which motivate the design of
CROSSMAP:
1) Spatiotemporal variation. The raw GTSM data exhibits considerable spa-
tiotemporal variations. Consider a crowd of basketball fans. Even if they watched
the same game at the same stadium, their created tweets may contain slightly dif-
ferent GPS coordinates and timestamps. To avoid data sparsity, it is important to
1We convert the raw time to the range of [0, 86400] by calculating its offset (in second) w.r.t.
12:00am.
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tackle such spatiotemporal variations instead of simply considering every loca-
tion or timestamp as independent. Nevertheless, how to effectively and efficiently
address spatiotemporal variations without prior knowledge is challenging.
2) Cross-modal correlation. An effective urban activity model should accu-
rately capture the cross-modal correlations between location, time, and text. For
this purpose, existing models [10, 11, 12] assume latent states that generate multi-
dimensional observations according to pre-defined distributions (e.g., assuming
the location follows Gaussian). Nevertheless, the distributional assumptions may
not fit the real data well because of the intrinsic complexity of people’s activities.
Further, learning such generative models are usually time-consuming. Hence, can
we capture the cross-modal correlations in a more direct and scalable way?
To address the first challenge, our insight is people’s real-life activities usually
center around fixed points-of-interest (e.g., parks, stadiums, restaurants, offices)
and burst in certain time period (e.g., having lunch at noon). In other words, there
are a limited number of spatial and temporal hotspots that lead to the observed
locations and time. Consider the above basketball game example: the stadium
serves as a spatial hotspot that leads to various location observations around it,
and the game time is a temporal hotspot that generates multiple timestamps. We
thus design an accelerated mode seeking module in CROSSMAP, which is a non-
parametric procedure that fast detects such spatiotemporal hotspots without know-
ing the number of hotspots beforehand. The detected hotspots are used as basic
units in later embedding process. In this way, the locations (timestamps) that lie
around the same spatial (temporal) hotspot can be grouped to address spatiotem-
poral variations. Better still, as correlated locations and timestamps are grouped,
the data sparsity can be largely reduced. It is worth mentioning that, once the
embeddings of the spatial (temporal) hotspots are learnt, the embeddings of any
ad-hoc locations (timestamps) can be easily obtained using interpolation.
Relying on the detected spatiomtemporal hotspots, we then develop a joint em-
bedding module to effectively and efficiently capture the cross-modal correlations
between location, time, and text. Different from existing generative models that
use latent states to indirectly bridge different data types, our embedding proce-
dure directly captures the cross-modal correlations by mapping all the units into
a common Euclidean space. We propose two strategies to learn the embeddings
of different units: (1) The first is a reconstruction-based strategy, which consid-
ers every record as a multi-dimensional relation, and learns the embeddings to
maximize the likelihood of observing the given records; and (2) The second is a
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graph-based strategy, which first constructs a heterogeneous graph to encode the
proximities of different units, and then learns the embeddings of all the nodes to
preserve the graph structure.
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CHAPTER 4
THE ACTIVITY EXTRACTOR
In this section, we describe CROSSMAP’s activity extractor, which extract
activity-related posts by quantifying the dispersion degree of keywords.
4.1 Spatiotemporal Discretization and Signature
Computation
Our computation of keyword dispersion degree relies on spatiotemporal dis-
cretization. Figure 4.1 shows a spatiotemporal space D that consists of three
dimensions: (1) the longitude dimension x; (2) the latitude dimension y; and (3)
the time dimension t. We partition D into Nx ×Ny ×Nt equal-size grids, where
Nx, Ny and Nt are pre-specified integers that control discretization granularity.
Based on such discretization, we define the concepts of grid density and signature
for each keyword.
longitude
lat
itu
de
time
Figure 4.1: Discretizing the spatiotemporal space into grids.
Definition 1 (Grid Density) Given a keyword w, the density of w in grid
〈nx, ny, nt〉 (1 ≤ nx ≤ Nx, 1 ≤ ny ≤ Ny, 1 ≤ nt ≤ Nt) is defined as w’s
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frequency in that grid, namely
fw(nx, ny, nt) =
cw(nx, ny, nt)∑
nx′ ,ny′ ,nt′
cw(nx′ , ny′ , nt′)
,
where cw(nx, ny, nt) is the number of posts that contain w and meanwhile fall in
grid 〈nx, ny, nt〉.
Definition 2 (Signature) Given a keyword w, its signature sw is a NxNyNt-
dimensional vector, where fw(nx, ny, nt) is the value for the ((nt − 1)NxNy +
(ny − 1)Nx + nx)-th dimension.
4.2 Keyword Dispersion Based Filtering
A keyword’s signature is a probability distribution that encodes how that keyword
distributes in different grids. As mentioned earlier, the distribution of a babbling
word tends to scatter in many grids, while the distribution of an activity-indicative
keyword is more likely to concentrate in a limited number of grids. With such
an insight, a straightforward idea is to use the entropy measure (Definition 3) to
quantify the dispersion degrees of different keywords. Nevertheless, one draw-
back of such an idea is the entropy measure is sensitive to the overall frequency of
the keyword in the input corpus. For example, a keyword appearing in only one
tweet will always have an entropy of zero. As the frequency increases, there is an
accompanied tendency that the entropy is large. Therefore, if we simply rely on
the entropy measure for selecting activity-indicative keywords, we bias towards
those less frequent keywords.
Definition 3 (Entropy) Given a keyword w along with its signature sw, the spa-
tiotemporal entropy of w is the entropy of the probability distribution defined by
sw.
To address the above issue, we introduce a novel null-hypothesis based strat-
egy. Given a keyword w, our null hypothesis assumes the posts containing w are
randomly distributed in D. Then we quantify how the true distribution deviates
from the null hypothesis.
Definition 4 (Null Hypothesis) Given a keyword w, let Cw ∈ C be the collection
of posts containing w. The null hypothesis assumes the posts in Cw distribute
uniformly in the discretized space D.
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Based on the above null hypothesis, we define keyword dispersion degree as
follows:
Definition 5 (Keyword Dispersion Degree) Given a keyword w, its dispersion
degree is defined as
d(w) =
e(w)− µ0(w)
σ0(w)
,
where: (1) e(w) is the observed entropy of w; (2) µ0(w) and σ0(w) are the expec-
tation and standard deviation of w’s entropy under the null hypothesis.
Definition 5 quantifies how much w’s true entropy deviates from the expected
entropy under the null hypothesis. Now we proceed to describe a sampling-based
procedure for efficiently computing the dispersion degree of w. As shown in Al-
gorithm 1, the procedure first computes the entropy of w (line 1). It then generates
T sample distributions to estimate µ0(w) and σ0(w) (lines 2-8). Specifically, to
generate each sample st, we randomly distribute the collection Cw into the space
D according to a uniform distribution. Once the T distributions are generated,
we compute the entropy mean and standard deviation as estimations of µ0(w) and
σ0(w), and obtain w’s dispersion degree according to Definition 5.
Algorithm 1: Keyword dispersion degree computation.
Input: A keyword w, the collection Cw, the space D.
Output: The dispersion degree of w.
1 e(w)← w’s true spatiotemporal entropy;
2 S ← φ;
3 for t from 1 to T do
4 st ← A sample distribution obtained by uniformly distributing Cw to D;
5 e(st)← The spatiotemporal entropy of st;
6 S ← S ∪ e(st);
7 µ0(w)← The mean of the elements in S;
8 σ0(w)← The standard deviation of the elements in S;
9 return (e(w)− µ0(w))/σ0(w);
After computing the dispersion degree of each keyword, we select the key-
words whose dispersion degrees are small enough. Formally, we identify the set
of activity-indicative keywords as A = {w|w ∈ V ∧ d(w) ≤ δ}, where δ is a pre-
defined threshold. Since the dispersion degree concept originates from the classic
z-score measure, we set δ to−3.0 in practice, which turns out to be effective in our
12
experiments. With those extracted keywords, we simply select posts that contain
any of the keywords as activity-related posts.
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CHAPTER 5
THE HOTSPOT DETECTOR
5.1 Spatial and Temporal Hotspots
Our definitions of spatial and temporal hotspots are based on kernel density es-
timation, which is a non-parametric way to estimate the density function from a
finite set of samples. The nice property of kernel density estimation is that, it does
not assume any prior knowledge about the underlying data distribution, and thus
can flexibly discover arbitrary modes in a complex data space. Given n data points
xi (i = 1, . . . , n) in the d-dimensional space Rd, the kernel density at any point x
is given by
f(x) =
1
nhd
n∑
i=1
K(
x− xi
h
),
where K(·) is a kernel function and h is the kernel bandwidth. While various
kernel functions can be chosen, we use the Epanechnikov kernel [36] due to its
simplicity and optimality in terms of bias-variance tradeoff. We now define spatial
and temporal hotspots as kernel density maxima in the two-dimensional and one-
dimensional spaces, respectively.
Definition 6 (Spatial and Temporal Hotspot) Given a GTSM corpus C, let L be
the collection of locations in C, a spatial hotspot is a local maximum of the kernel
density function estimated from L. Similarly, let T be the collection of timestamps
in C, a temporal hotspot is a local maximum of the kernel density estimated from
T .
5.2 Hotspot Detection
Intuitively, the spatial hotspots represent the locations where people frequently
visit, and the temporal hotspots represent the time periods when people’s activities
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burst.
our goal is to detect all the spatial hotspots that people frequently visit as the
spatial units.
The spatial and temporal hotspots can be essentially regarded as the density
maxima in the spatial and temporal domains, respectively.
We detect spatial and temporal hotspots by adapting a popular mode seeking
method, the mean shift [36] algorithm. For a d-dimensional point, mean shift
finds its corresponding mode by iteratively shifting a radius-h window towards
a local density maxima. The window is called the kernel window and the ra-
dius is called the bandwidth. In each iteration, let y(k) be the center of cur-
rent window, and N = {x1,x2, . . . ,xm} be the m data points inside the win-
dow, then the kernel window is shifted towards the maximum increase of den-
sity for y(k). Using the Epanechnikov kernel, the mean shift vector for y(k) is
m(y(k)) = (
∑m
i=1 xi − y(k))/m. Then y(k) is shifted by m(y(k)), resulting in a
new kernel window located at the mean of {x1,x2, . . . ,xm}, namely
y(k+1) = y(k) + m(y(k)) =
1
m
m∑
i=1
xi. (5.1)
Consider detecting spatial hotspots as an example. As shown in Figure 5.1,
given a location x, we start with an initial window centered at y(0) = x, and
iteratively shift the window according to Equation 5.1. The sequence {y(k)} will
converge to the hotspot x belongs to. After performing the mean shift procedure
from every data point, all the hotspots can be detected.
y(k)
y(k+1)
Figure 5.1: Spatial hotspot detection with mean shift.
Nevertheless, the standard mean shift algorithm has a time complexity of
O(KN2), where N is the total number of points, and K is the average number
of shifting steps for each point. Such a time complexity renders it inefficient for
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large data sets with millions of points. To make the mean shift algorithm capable
of handling massive GTSM records, we design a simple yet effective acceleration
strategy below. The key idea is to accelerate the shifting operation based on space
partitioning. Continue using spatial hotspot detection as an example. As shown in
Figure 5.2, we partition the whole space into small equal-size cells and build an
index to record the points inside each cell. Meanwhile, for each cell c, we main-
tain two statistics: 1) Nc is the number of points inside c; and 2) Sc is the vector
sum of the points in c. Such an indexing operation has O(N) time complexity and
only needs to be performed once.
x
W
covered cell
intersecting cell
c: (Nc, Sc)
Figure 5.2: Accelerated mean shift based on space partitioning. For each cell c,
we maintain 1) Nc: the number of points in c; and 2) Sc: the vector sum of the
points in c.
The index can largely reduce the overhead for kernel center shifting. Specifi-
cally, let W be a kernel window centered at x. To shift the kernel center, we do
not need to scan all the input points and find the ones inside W . Instead, we use
the index to retrieve all the cells that overlap with W in constant time. Such cells
contain all the points that contribute to computing the new kernel center, and can
be categorized into two classes: 1) The first contains the cells that are entirely
covered by W . For a covered cell c, there is no need to access the points inside c.
Rather, we just use the pre-computed Nc and Sc to account for c’s contributions to
the new center; and 2) The second contains the cells that intersect with W . For an
intersecting cell c, we access the points inside it, compute their distances to x, and
preserve the points inside W . By combining the contributions from the covered
and the intersecting cells, the new kernel center can be fast obtained. As a large
amount of points that are guaranteed to be outside W are never accessed, the time
cost of the shifting operation is reduced significantly.
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CHAPTER 6
THE JOINT EMBEDDING MODULE
In this section, we describe the joint embedding module that maps all spatial,
temporal, and textual units into a common Euclidean space. Here, a spatial unit
is a spatial hotspot, a temporal unit is a temporal hotspot, and a textual unit is
a keyword. To learn high-quality embeddings of those units, we claim that two
important relationships among them should be captured: the co-occurrence and
neighborhood relationships.
The co-occurrence relationship exists between two units when they co-occur
in the same record. Consider the tweet in Table 1.1 as an example. As shown,
a spatial unit (34.0430, -118.2673), a temporal unit (6:50pm), and several textual
units (e.g., Kobe, game) occur in the same tweet. Their co-occurrences reflect
their intrinsic correlations — they are all related to the Lakers’ game.
The neighborhood relationship stems from spatial and temporal continuities.
Take the spatial continuity as an example. According to the first law of geogra-
phy: everything is related to everything else, but near things are more related than
distant things. To achieve spatial smoothness, two spatial units that are close to
each other should be considered correlated instead of independent. We thus intro-
duce the neighborhood relationship to capture spatiotemporal proximities based
on Gaussian kernels.
Definition 7 (Spatial and Temporal Kernel) For two spatial hotspots x and y,
the kernel strength between x and y is:
w(x,y) =
{
exp(−‖x− y‖2/(2σ2s))/(2piσ2s) if‖x− y‖ ≤ σs,
0 otherwise,
where σs is a kernel bandwidth for spatial continuity. Similarly, for two temporal
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hotspots x and y, their kernel strength is:
w(x, y) =
{
exp(−(x− y)2/(2σ2t ))/(
√
2piσt) if |x− y| ≤ σt,
0 otherwise,
where σt is a kernel bandwidth for temporal continuity.
Definition 8 (Spatial and Temporal Neighborhood) For a spatial hotspot x, its
spatial neighborhood is the set of spatial hotspots whose kernel strength to x is
non-zero, namely Lx = {y|y ∈ L ∧ w(x,y) > 0} where L is the set of all
spatial hotspots. For a temporal hotspot x, its temporal neighborhood is the set
of temporal hotspots whose kernel strength to x is non-zero, namely Tx = {y|y ∈
T ∧ w(x, y) > 0} where T is the set of all temporal hotspots.
In what follows, we design two algorithms to encode the co-occurrence and
neighborhood relationships and learn high-quality embeddings. The first is
reconstruction-based, named RECONEMBED; and the second is graph-based,
named GRAPHEMBED.
6.1 The ReconEmbed Algorithm
RECONEMBED learns the embeddings of different units such that the observed
records can be reconstructed as much as possible. Given a record r, for any unit
i ∈ r with type X (could be location, time, or text), we model the likelihood of
observing i as
p(i|r−i) = exp(s(i, r−i))/
∑
j∈X
exp(s(j, r−i)),
where r−i is the set of all the units in r except i, and s(i, r−i) is the similarity
score between i and r−i. The key is how to define s(i, r−i). A natural idea is
to average the embedding vectors of the units in r−i, and compute s(i, r−i) as
s(i, r−i) = vTi
∑
j∈r−i vj/|r−i|. Nevertheless, such a simple definition fails to
encode the neighborhood relationships among the spatial and temporal units.
To tackle the above issue, we propose a kernel-smoothed version of s(i, r−i).
Suppose the target unit i is a word, and letting l ∈ r−i be the spatial hotspot
in r−i, then word i is related to not only l, but also other hotspots in l’s
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neighborhood. Hence, we define a pseudo spatial hotspot lˆ, whose embed-
ding is the weighted average of the hotspots in l’s neighborhood, namely
vlˆ =
∑
l′∈Nl w(l, l
′)vl′/
∑
l′∈Nl w(l, l
′). Similarly, for the temporal hotspot
t ∈ r−i, we define a pseudo temporal hotspot tˆ, whose embedding is vtˆ =∑
t′∈Nt w(t, t
′)vt′/
∑
t′∈Nt w(t, t
′). Meanwhile, we define a pseudo word embed-
ding for r−i as: vwˆ =
∑
w∈r−i vw/Nw(r−i), where Nw(r−i) is word count in
r−i. With those pseudo embeddings, we define the kernel-smoothed version of
s(i, r−i) as s(i, r−i) = vTi hi, where
hi =

(vlˆ + vtˆ + vwˆ)/3, if i is a textual unit,
(vtˆ + vwˆ)/2, if i is a spatial unit,
(vlˆ + vwˆ)/2, if i is a temporal unit.
Finally, the loss function of RECONEMBED is simply the total log-likelihood
of observing all the units of the given records:
O = −
∑
r∈C
∑
i∈r
log p(i|r−i). (6.1)
To efficiently optimize the above objective, we use stochastic gradient descent
(SGD) and negative sampling [32]. At each time, we use SGD to sample a record
r and a unit i ∈ r. With negative sampling, we randomly select K negative units
that have the same type with i but does not appear in r, then the loss function for
the selected samples becomes:
L = − log σ(s(i, r−i))−
K∑
k=1
log σ(−s(k, r−i)),
where σ(·) is the sigmoid function. The updating rules for vi, vk and hi can be
obtained based on the following derivatives:
∂L
∂vi
= (σ(s(i, r−i))− 1)hi,
∂L
∂vk
= σ(s(i, r−i))hi,
∂L
∂hi
= (σ(s(i, r−i))− 1)vi +
K∑
k=1
σ(s(i, r−i))vk.
For any unit j in hi, we have ∂L/∂vj = ∂L/∂hi · ∂hi/∂vj , as hi is linear in j,
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the item ∂hi/∂vj is straightforward to obtain, we omit the details for brevity.
6.2 The GraphEmbed Algorithm
GRAPHEMBED uses a heterogeneous graph to encode the proximities of differ-
ent units and learns low-dimensional representations of the nodes to preserve
the graph structure. Below, we first describe how to construct the heterogeneous
graph, and then present the learning procedure.
6.2.1 Heterogeneous Graph Construction
We use a heterogeneous graph to encode both the co-occurrence and neighborhood
relationships. In the graph, there are three different node types: location, time,
and text. The edges among the nodes are constructed as below. First, as each
record consists of one spatial unit, one temporal unit, and multiple textual units,
the co-occurrence relationship induces four edge types: (1) word-word edge; (2)
word-time edge; (3) word-location edge; and (4) time-location edge. Within each
edge type, we set the edge weight to the normalized co-occurrence count. Second,
the neighborhood relationship induces two edge types: (1) location-location edge;
and (2) time-time edge. For any spatial (temporal) hotspot x, we connect it with
its spatial (temporal) neighbors, and set the edge weights to the kernel strengths.
6.2.2 Learning Graph Embeddings
Now the question is how to learn quality embeddings of the graph nodes to pre-
serve their proximities. Our idea is to model the emission probability distribution
of each node based on the latent embeddings, and make such distributions close
to the true observed distributions. In this way, the latent embeddings can capture
not only explicit co-occurrence information, but also implicit interactions among
the units — two nodes sharing many common neighbors tend to have similar em-
beddings even if they are not directly connected.
Consider a node i with node type X , and a node j with node type Y . Based on
the latent embeddings, we model the likelihood of generating node j given node i
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as
p(j|i) = exp(−v′Tj · vi)
/∑
k∈Y
exp(v′Tk · vi). (6.2)
Note that each node i has two different embedding vectors: vi is the vector
when i acts the given center node, while v′i is the vector when i is the emitted
context node. Equation 6.2 gives the embedding-based distribution for node i.
Meanwhile, the true observed distribution of i is defined as follows: let wij be the
weight of the edge eij , and di =
∑
j′∈Y wij′ be the total out-degree of node i for
node type Y . The true emission distribution of node i is given by pˆ(j|i) = wij/di.
To make the embedding-based distributions close to the observed distributions,
for any two node types X and Y , we define the loss function for the subgraph
GXY as
OXY =
∑
i∈X
diKL(p′(·|i)||p(·|i)) +
∑
j∈Y
djKL(p′(·|j)||p(·|j)),
where KL(·) is the KL-divergence measure. As there are three different node
types in the graph, the overall loss functions is
O = OWW +OLL +OTT +OWL +OWT +OLT . (6.3)
We use SGD to optimize the objective by alternating between those edge types
with negative sampling. For a directed edge eij , we randomly select K nodes that
do not connect to node i. We consider node j as a positive example, and the K
nodes as negative examples, then minimize the following function:
L = − log σ(v′Tj · vi)−
K∑
k=1
log σ(−v′Tk · vi).
By taking the derivatives of the above function, we can easily obtain the updat-
ing rules for different variables:
∂L
∂vi
= (σ(v′Tj · vi)− 1)v′j +
K∑
k=1
σ(v′Tk · vi)v′k,
∂L
∂v′j
= (σ(v′Tj · vi)− 1)vi,
∂L
∂v′k
= σ(v′Tk · vi)vi.
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6.3 Further Extensions
In this part, we present our futher extensions to CROSSMAP, namely, semi-
supervised embedding learning, and recency-aware embedding updating.
Let R = {r1, r2, . . . , rN , . . .} be a stream of geo-tagged social media (GTSM)
records. Each record r ∈ R is defined by a tuple 〈tr, lr,mr〉 where: (1) lr is a
two-dimensional vector that represents the user’s location when r is created; (2)
tr is the creating timestamp; and (3) mr is a bag of keywords that represent the
text message of r.
Our goal is to use the stream R to learn recency-aware urban activity models.
As there are three different attributes (i.e., location, time, and text) that are inter-
twined, an effective urban activity model should carefully capture their inter-type
correlations. Further, to continuously incorporate the latest information in R, the
model should keep updating as new records arrive. At any time, two types of ac-
tivity queries can be answered with the learnt model: 1) Spatial query. Given a
spatial location, what are the popular activities around it? and 2) Textual query.
Given an activity query represented by a bunch of keywords, what are the suitable
regions or places for such an activity? For both queries, the users can also specify
a timestamp in their query. As such, the model can return time-specific results in
response, e.g., returning brunch places for the query ‘food’ issued in the morning
and dining places for the same query issued in the afternoon.
6.3.1 Semi-supervised Embedding Learning
The raw GTSM messages are typically short and noisy. Such a characteristic
makes it difficult to capture the semantics of the text to interpret people’s activ-
ities. Nevertheless, we observe that a considerable number of records explicitly
specify the points-of-interests (POIs), e.g., many Foursquare users link their ac-
counts with Twitter to checkin at different venues. The category information (e.g.,
outdoor, shop) of those records, which is clean and well-structured, can serve as
useful signals to understand people’s activities. We thus regard those categories
as labels, and design a semi-supervised paradigm to guide the learning of quality
embeddings.
As shown in Figure 6.1, CROSSMAP a semi-supervised and multi-task
paradigm to embed all the regions, hours, keywords, and activity categories: 1)
For an unlabeled record ru, we optimize the embeddings for the task of recovering
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the attributes in ru; and 2) For a labeled record rl, we optimize the embeddings
for not only attribute recovery but also activity classification. In such a process,
the embeddings of the regions, hours, and keywords are shared across the two
tasks, while the category embeddings are specific to the activity classification task.
In this way, the semantics of the activity categories are propagated from labeled
records to unlabeled ones, thereby better separating the elements with different
semantics in the latent space.
Regions Hours Keywords Categories
Unlabeled 
Records
Labeled 
Records
Attribute Recovery Activity Classification
Embeddings
Figure 6.1: The framework of CROSSMAP. The embeddings of the regions,
hours, and keywords are shared across the attribute recovery task and the activity
classification task; while the category embeddings are specific to activity
classification.
6.3.2 Recency-aware Embedding Learning
When a collection of new records arrive, CROSSMAP should be updated incre-
mentally to reflect the latest information about urban activities. One straight-
forward idea is to use those new records to learn the embeddings from scratch.
However, such an idea not only incurs unnecessary computational overhead, but
also leads to overfitting of the new data. To address this issue, we consider the
previously learnt embeddings as prior knowledge, and design strategies to update
CROSSMAP. The strategies effectively incorporate the new records, while largely
preserving the information encoded in the previous embeddings.
We adopt a life-decaying learning strategy to accomplish the goal, which as-
signs different weights to the records in the GTSM stream such that more recent
records receive higher weights. Specifically, for any record r that has appeared in
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the stream, we set its weight as:
wr = e
−τar ,
where τ > 0 is a decaying parameter, and ar is r’s age with regard to the current
time. The general philosophy of such a weighing scheme is to emphasize the
recent records and highlight the up-to-date observations of urban activities. On
the other hand, the old records in the stream are not completely ignored, they have
smaller weights but are still involved in model training to prevent overfitting.
Practically, it is infeasible to store all the records seen so far on account of
the massive size of the GTSM stream. For tackling this issue, we maintain a
continuously updating buffer B, as shown in Figure 6.2. The buffer B consists of
m buckets B0, B1, . . . , Bm−1, where all the buckets have the same time span ∆T .
For each bucket Bi(0 ≤ i < m), we assign an exponentially decaying weight
e−τi to it, where the weight represents the percentage of samples that we preserve
for the respective time span. In other words, the most recent bucket B0 holds the
complete set of records within its time span, the next bucket B1 holds e−τ of the
corresponding records, and so on. When a new collection of records R∆ arrive,
the buffer B is updated to accommodateR∆. The new recordsR∆ are fully stored
in the most recent bucket B0. For each other bucket Bi(i > 0), the records in its
predecessor Bi−1 are downsampled with rate e−τ and then moved into Bi.
old buffer
new buffer
……
 T
……
R 
B0B1B2B3B4
Figure 6.2: Maintaining a buffer B for life-decaying learning. For any bucket Bi,
e−τi of the records falling in Bi’s time span are preserved for model updating.
When new records arrive, B is updated based on downsampling and shifting.
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CHAPTER 7
EXPERIMENTS
In this section, we empirically evaluate CROSSMAP by examining the following
questions about it: (1) Can it better capture the correlations between regions, pe-
riods, and activities compared with existing methods? (2) Is it fast enough to
process millions of GTSM records? and (3) Are the learnt embeddings useful for
downstream applications?
(2) How is the performance of CROSSMAP affected by the three modules and
different parameters?
7.1 Experimental Setup
Data Sets. Our experiments are based on two real-life GTSM data sets: 1)
TWEET is a data set collected from Twitter. It consists of around 1.5 million
geo-tagged tweets published in Los Angeles during the time period 2014.08.01 -
2014.11.30; and 2) 4SQ is collected from Foursquare, consisting of around 0.7
million Foursquare checkins posted in New York during 2010.08 - 2011.10. For
both data sets, we stem the text and remove stopwords as well as the keywords
that appear less than 100 times in the entire corpus.
Baselines. We compare CROSSMAP with the following methods:
• LGTA [11] is a geographical topic model that assumes a number of latent spa-
tial regions — each described by a Gaussian. Meanwhile, each region has a
multinomial distribution over the latent topics that generate text.
• MGTM [12] is a state-of-the-art geographical topic model based on the multi-
Dirichlet process. It is capable of finding geographical topics with non-
Gaussian distributions.
• TF-IDF constructs the co-occurrence matrices between each pair of the three
data types (location, time, and text); and then transforms every element in each
matrix to its td-idf weight by treating each row as a document and each column
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as a word.
• SVD first constructs the co-occurrence matrices between each pair of location,
time, and text, and then performs Singular Value Decomposition on the con-
structed matrices.
• Tensor [37] builds a tensor to encode the co-occurrences among location, time,
and text. It then factorizes the tensor to obtain low-dimensional representations
of all the units.
TF-IDF, SVD and Tensor are all built upon the spatiotemporal hotspots de-
tected by CROSSMAP. We have also tried space partitioning to handle spatiotem-
poral continuity for them (i.e., partitioning the space and time into equal-size grids
and considering each grid as a unit), and found the hotspot-based versions are con-
siderably better than the partition-based ones.
Parameter Settings. The major parameters of CROSSMAP include: (1) the spa-
tial hotspot detection bandwidth hs; (2) the temporal hotspot detection bandwidth
ht; (3) the spatial proximity bandwidth δs; (4) the temporal proximity bandwidth
δt; and (5) the latent embedding dimension D. By default, we set hs = 0.002,
ht = 1000, δs = 0.005, δt = 4000, and D = 300. With such a setting, the hotspot
detector obtains around 10000 spatial hotspots and 22 temporal hotspots, which
we believe are reasonable numbers for a metropolis (like Los Angeles and New
York) and a time range of one day. In LGTA, there are two major parameters,
the number of regions R, and the number of latent topics Z. After carefully tun-
ing them, we set R = 300 and Z = 50. MGTM is a non-parametric method
but involves several hyper-parameters. We set the hyper-parameters following the
original paper [12]. For SVD and Tensor, we set the latent dimension asD = 300
to ensure fair comparisons with CROSSMAP.
7.2 Experimental Results
In the following, we show our experimental results.
7.2.1 Illustrative Cases
We first use examples to verify whether the learnt embeddings of CROSSMAP
indeed capture the cross-modal correlations between location, time, and text. To
this end, we launch some sample queries on TWEET, and retrieve the top ten
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Figure 7.1: Illustrative queries for CROSSMAP. Figure 7.1(a) and 7.1(b) are textual
queries; Figure 7.1(c) and 7.1(d) are spatial queries; Figure 7.1(e) and 7.1(f) are temporal
queries; Figure 7.1(g), 7.1(h) and 7.1(i) are textual + temporal queries.
most similar units in each data type, with vector cosine distance as the similarity
measure.
Textual Queries. Figure 7.1(a) and 7.1(b) show the results when we query with
the keywords ‘beach’ and ‘shopping’. One can see the retrieved units in each
type are quite meaningful: (1) For the query ‘beach’, the top locations all fall
in famous beach areas in Los Angeles; the top keywords reflect people’s activi-
ties on the beach, such as ‘sand’ and ‘boardwalk’; the top time slots are in the
late afternoon, which are indeed good time to enjoy the beach life. (2) For the
query ‘shopping’, the retrieved locations are at popular malls and outlets in Los
Angeles; the keywords (e.g., ‘nordstrom’, ‘mall’, ‘blackfriday’) are either brand
names or shopping-related nouns; and the time slots are mostly around 3pm in the
afternoon, matching people’s real-life shopping patterns intuitively.
Spatial Queries. Figure 7.1(c) and 7.1(d) show the results for two spatial queries:
(1) the location of the LAX airport; and (2) the location of Hollywood. Again,
we can see the retrieved top spatial, temporal, and textual units are quite related
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to airport and Hollywood, respectively. For instance, given the query at LAX, the
top keywords are all meaningful concepts that reflect flight-related activities, such
as ‘airport’, ‘tsa’, and ‘airline’.
Temporal Queries. Figure 7.1(e) and 7.1(f) show the results when we query with
two timestamps: 6am and 6pm. We find the results in each list make practical
sense (e.g., keywords like ‘sleep’ are ranked high for the query ‘6am’), but are less
coherent compared with those of spatial and textual queries. This phenomenon is
reasonable. As later we will verify with quantitative studies, people’s activities in
the same time slot could vary greatly. For instance, it is common that people have
different activities at 6pm, ranging from having food to shopping and working.
Therefore, the temporal signal alone cannot easily determine people’s activities or
locations.
Temporal-Textual Queries. Figure 7.1(g), 7.1(h), and 7.1(i) show some
temporal-textual queries to demonstrate the temporal dynamics of urban activi-
ties. As we fix the query keyword as ‘restaurant’ and vary the time, the retrieved
units change obviously. Examining the top keywords, we can see the query ‘10am’
leads to many breakfast-related keywords in the list, such as ‘bfast’ and ‘brunch’.
In contrast, the query ‘2pm’ retrieves many lunch-related ones while ‘8pm’ re-
trieves dinner-related ones. Also, the top locations for ‘10am’ and ‘2pm’ mostly
fall in working areas, while the ones for ‘8pm’ distribute more in residential areas.
Those results clearly show that the time factor plays an important role in determin-
ing people’s activities, and CROSSMAP effectively captures such subtle dynamics.
Our spatial-temporal and spatial-textual queries lead to similar observations, we
omit them to save space.
7.2.2 Quantitative Evaluation
We use the task of activity recovery to quantitatively evaluate different urban ac-
tivity models. Recall that a record r reflects the user’s activity with three at-
tributes: a location lr, a timestamp tr, and a text message mr. For each of the
three attributes, say lr, we mark it off and mix it with M randomly chosen neg-
ative locations. With the observed timestamp tr and message mr, the task aims
at pinpointing the ground-truth location by ranking all the candidates. Intuitively,
the better an activity model captures the cross-modal correlations, the more likely
it ranks the ground truth location to top positions. Hence, we use the mean re-
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ciprocal rank (MRR) to quantify the performance of a model. Given a set Q of
queries, the MRR is defined as: MRR = (
∑|Q|
i=1 1/ranki)/|Q|, where ranki is the
ranking of the ground truth for the i-th query.
We describe the ranking procedures of different methods as follows. Consider
location prediction as an example. For CROSSMAP, we compute the average
cosine similarity of each candidate location to the observed timestamp and key-
words, and rank them in the descending order of the similarity; for LGTA and
MGTM, we compute the likelihood of observing each candidate location given
the keywords, and rank the candidates by likelihood; for TF-IDF, we rank the
candidates by computing the tf-idf similarities; for SVD and Tensor, we use the
decompositions to reconstruct densified co-occurrence matrices and tensor, and
then retrieve the matrix/tensor elements to rank the candidates.
For each data set, we randomly choose 80% data for training, and the remaining
20% for testing the methods, with the number of candidates set as M = 10. We
repeat such a process for five times and report the average performance in Table
7.1. Note that, for LGTA and MGTM, since they ignore the time factor in the
modeling process, they do not support the time prediction subtask.
Table 7.1: Mean reciprocal rank for activity recovery. There are three subtasks: (1)
predicting location given text and time; (2) predicting text given location and time; and
(3) predicting time given location and text.
Location Text Time
Method Tweet 4SQ Tweet 4SQ Tweet 4SQ
LGTA 0.376 0.6107 0.3792 0.6083 - -
MGTM 0.3874 0.5974 0.4474 0.5753 - -
TF-IDF 0.62 0.8505 0.4298 0.7097 0.3197 0.3431
SVD 0.4475 0.7137 0.3953 0.646 0.3256 0.3187
Tensor 0.4382 0.6826 0.3871 0.6251 0.3179 0.2983
RECONEMBED 0.6877 0.9219 0.6526 0.9044 0.3582 0.3612
GRAPHEMBED 0.7011 0.9449 0.6758 0.9168 0.3895 0.3716
Among all the methods, CROSSMAP always achieves the best performance
across different subtasks on both data sets. Take location prediction as an exam-
ple, CROSSMAP outperforms geographical topic modeling methods (LGTA and
MGTM) by as much as 86% on TWEET, and 55% on 4SQ. The reason is two-
fold: (1) Neither LGTA nor MGTM considers the time factor in the modeling
process, and thus fails to leverage the time information for prediction; and (2) In-
stead of imposing distributional assumptions, CROSSMAP directly maps different
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data types into a common space, which captures their correlations more directly
and accurately. CROSSMAP outperforms TF-IDF, SVD, and Tensor by large
margins as well. Compared with TF-IDF, the major advantage of CROSSMAP is
that it does not consider spatial, temporal, textual units as independent items, but
captures their correlations by modeling both the co-occurrence and neighborhood
relationships. Interestingly, SVD and Tensor do not perform as well as the sim-
ple TF-IDF method. Our explorations into the results demonstrate that, SVD and
Tensor can effectively recover the co-occurrence matrices and tensor by filling in
the missing values. However, the raw co-occurence is a less effective relatedness
measure for activity recovery compared with the tf-idf measure. It is worth notic-
ing that in Tensor, we had to use a larger hs to obtain fewer spatial hotspots. That
is because Tensor is much less scalable compared with CROSSMAP and other
baselines, thus when hs is small, Tensor becomes unaffordably time-consuming.
If the same hs is used for both SVD and Tensor, we did observe slightly better
MRRs from Tensor than SVD.
Moreover, TF-IDF, SVD, and Tensor all rely on space partitioning, which
causes the hard boundary problem, namely two locations that belong to the same
hotspot may be divided into two grids.
Among the three subtasks, all methods perform the worst for time prediction.
It is because the occurring time of an activity could be ambiguous in practice. For
instance, we have examined an instance on which CROSSMAP did not perform
well. The given text message is “Girls’ shopping day! @ Sephora”. Our top
predicted time slots are around 3pm, but the ground truth is 9am. Clearly, the
predictions make sense but just do not match the ground truth, as the temporal
variation of the shopping activity is large. Meanwhile, all the methods perform
considerably better on 4SQ than TWEET because TWEET is more noisy than 4SQ.
We found that TWEET includes a considerable number of babbling tweets that are
meaningless, as well as noisy tweets where the discussed activity and the referred
location/time do not match.
On both data sets, GRAPHEMBED performs slightly better than RECONEM-
BED. The major advantage of GRAPHEMBED over RECONEMBED is that it
captures not only the direct co-occurrence interactions between the units, but
also their implicit interactions by modeling the conditional distributions of graph
nodes.
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7.2.3 Efficiency.
Figure 7.2 shows the running time of all the methods on TWEET. The core al-
gorithms are implemented in C++ and the experiments are conducted on a ma-
chine with Intel Xeon E5-2680 2.80GHz. One can observe that the two variations
of CROSSMAP both have excellent efficiency, while GRAPHEMBED is slightly
slower than RECONEMBED. The total running time of GRAPHEMBED is 761
seconds. In specific, the hotspot detection step takes 482 seconds, which shows
the acceleration strategy for mean shift is effective. For the joint embedding step,
we set the number of epochs to 50, and it finished processed around 60 million
training samples in 279 seconds.
In other words, it is capable of processing around 12 million samples within
one minute. Compared with geographical topic models, CROSSMAP is more than
34 times faster than LGTA and 9 times faster than MGTM.
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Figure 7.2: Running time on TWEET.
7.2.4 Parameter Study.
We choose GRAPHEMBED as a representative to study the effects of different
parameters on CROSSMAP. Below, we report the location prediction MRRs on
4SQ as different parameters vary. Figure 7.3(a) shows the MRR as the training
data percentage increases. In specific, with the test data set fixed, we choose sub-
sets of the training data to learn CROSSMAP and measure its performance. We
can see the MRR consistently increases as CROSSMAP sees more training check-
ins. Such a phenomenon shows that a sheer amount of GTSM data is indeed
useful for learning quality activity models. Figure 7.3(b) reports the effect of the
latent dimension D. As shown, the MRR keeps increasing as D varies from 10
to 450. This phenomenon is expected. With enough training data, a larger D
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leads to a more complex model that can capture the latent semantics more accu-
rately. Figure 7.3(c) and 7.3(d) show the effects of the kernel bandwidths hs and
ht, respectively. We find that the kernel bandwidth should not be too small or too
large: 1) a too small bandwidth fails to group correlated locations (timestamps),
making the embedding module suffer from severe data sparsity; and 2) a too large
bandwidth mistakenly groups uncorrelated locations (timestamps), and impairs
the discriminative power of location (time). In the extreme case, ht = 106 groups
all timestamps into one hotspot, rendering CROSSMAP not leveraging the time
information at all and causing 8.5% performance drop. Similarly, under the ex-
treme case of hl = 0.05, CROSSMAP cannot leverage the spatial information, and
suffers from even larger performance drop. It is worth noting that CROSSMAP
is quite robust as long as hl and hs are set to reasonable ranges (e.g., note the
plateau in Figure 7.3(c)). Besides the above parameters, we have also studied the
effects of the proximity bandwidths δs and δt, and find that CROSSMAP is not that
sensitive to them, thus we omit the results to save space.
0.0 0.2 0.4 0.6 0.8 1.0
% training data
0.2
0.4
0.6
0.8
1.0
M
R
R
(a) Effect of% training data.
0 100 200 300 400 500
D
0.7
0.8
0.9
1.0
M
R
R
(b) Effect of D.
10-7 10-6 10-5 10-4 10-3 10-2 10-1
hs
0.2
0.4
0.6
0.8
1.0
M
R
R
(c) Effect of hs.
100 101 102 103 104 105 106
ht
0.7
0.8
0.9
1.0
M
R
R
(d) Effect of ht.
Figure 7.3: MRR versus different parameters on 4SQ.
7.2.5 Downstream Application.
We choose activity classification as an example application to demonstrate the
usefulness of the cross-modal embeddings learnt by CROSSMAP. In 4SQ, each
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checkin belongs to one of the following nine categories: Food, Shop & Service,
Travel & Transport, College & University, Nightlife Spot, Residence, Outdoors
& Recreation, Arts & Entertainment, Professional & Other Places. We use those
categories as activity labels, and learn classifiers to predict the label for any given
check-in. After random shuffling, we use 80% checkins for training, and the rest
20% for testing. Given a checkin r, any of the methods introduced in Section 7.1
(including CROSSMAP) can obtain three vector representations for the location,
time, and text message; we concatenate the three vectors as the feature vector of
the checkin r.
After feature transformation, we train a multi-class logistic regression for each
method. We measure the classification performance of each method with the
Micro-F1 metric and report the results in Figure 7.4. As shown, RECONEMBED
and GRAPHEMBED outperform other methods significantly. Even with a simple
linear classification model, the absolute F1 score can reach as high as 0.843. Such
results show that the embeddings obtained by CROSSMAP can well distinguish
the semantics of GTSM records. Figure 7.5 further verifies this fact. Therein,
we choose three categories and use t-SNE [38] to visualize the feature vectors.
One can observe that the learnt embeddings of CROSSMAP result in much clearer
inter-class boundaries compared to LGTA.
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Figure 7.4: Activity classification performance on 4SQ.
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(a) LGTA (b) CROSSMAP
Figure 7.5: Visualizing the feature vectors generated by LGTA and CROSSMAP
for three activity categories: ‘Food’ (cyan), ‘Travel & Transport’ (blue), and
‘Residence’ (orange). The feature vector of each 4SQ checkin is mapped to a 2D
point with t-SNE [38].
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CHAPTER 8
CONCLUSION
We have studied the problem of using geo-tagged social media to model people’s
activities in the urban space. Towards this end, we proposed CROSSMAP, an ur-
ban activity model based on cross-modal representation learning. CROSSMAP
first detects representative spatial and temporal hotspots from massive GTMS
data, addressing spatiotemporal variations and reducing data sparsity. It then
jointly maps the spatial, temporal, and textual units into the common space,
with their cross-modal correlations well preserved. The learnt embeddings of
CROSSMAP can not only well recover urban activities, but also greatly benefit
downstream applications like activity classification. Furthermore, CROSSMAP
can easily process millions of GTSM posts within minutes, making it suitable for
monitoring real-life GTSM streams. We then further extend our model by propos-
ing a recency-aware urban activity model that learns from geo-tagged social media
streams online, and embedding all the regions, hours, and keywords into the same
latent space with a novel semi-supervised embedding paradigm.
There are many interesting future directions based on this work. First,
CROSSMAP has the potential for effective anomaly detection in GTSM data. In
specific, as the attributes in abnormal records are usually incoherent, they have
much lower similarities in the latent space compared with regular records. Thus, it
is promising to combine CROSSMAP with outlier detection to filter noisy records
and/or detect abnormal activities. Second, the usage of CROSSMAP is not limited
to activity classification.
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