Convolutional Neural Network based action recognition methods have achieved significant improvements in recent years. The 3D convolution extends the 2D convolution from operating on one single frame to a video clip, so it is able to extract effective spatial-temporal features for better analysis of human activities in videos. The 3D convolution, however, involves many more parameters than 2D convolution. Thus, it is very expensive on computation, costly on storage, and difficult to learn. In this work, we propose efficient asymmetric one-directional 3D convolutions to approximate the traditional 3D convolution. To improve the feature learning capacity of asymmetric 3D convolutions, we design a set of local 3D convolutional networks, i.e. MicroNets, to incorporate multi-scale 3D convolution branches. Then, we design an asymmetric 3D-CNN deep model which is constructed by MicroNets for the action recognition task. Moreover, to avoid training two networks on RGB and optical flow fields separately as most works do, we propose a simple but effective multi-source enhanced input, which fuses the useful information of the RGB frame and the optical flow field at the * Corresponding author Email addresses: hao.yang@nlpr.ia.ac.cn (Hao Yang), cfyuan@nlpr.ia.ac.cn (Chunfeng Yuan), bli@nlpr.ia.ac.cn (Bing Li), duyang2014@ia.ac.cn (Yang Du), jlxing@nlpr.ia.ac.cn (Junliang Xing), wmhu@nlpr.ia.ac.cn (Weiming Hu), sjmaybank@dcs.bbk.ac.uk (Stephen J. Maybank) February 28, 2018 pre-processing stage.
Introduction
In recent years, Convolutional Neural Networks (CNNs) have achieved great success and become the mainstream method in many computer vision tasks, such as image classification [1, 2, 3, 4] , object detection [5, 6, 7] , semantic segmentation [8, 9, 10] , and human action recognition [11, 12, 13, 14] . From 5 these great improvements, several practices have been drummed in designing deep convolutional networks. First, information bottlenecks should be avoided when the representation size slowly decreases from the input to the output and the number of feature channels should be increased with the depth of the network. Second, the receptive fields at the end of the network should be large 10 enough so that the processing units can base their operations on larger regions of the input. Large receptive fields can be achieved by stacking many small filters or by using large filters. Notably, the first choice can be implemented with fewer parameters and operations, and also allows inclusion of complex nonlinearity. Third, dimension reduction before aggregating filter is supported 15 by the fact that outputs of neighboring filters are highly correlated and therefore the activation can be reduced before aggregation.
To accelerate the training and inference of 2D convolutional networks, many methods [15, 16, 17, 18, 19, 20] have been proposed in recent years. The linear structure in convolutional filters is exploited in the construction of approxima- 20 tions to the convolutional filters [15, 16, 17] . These methods [15, 18] 2D convolutional filters into a sequence of one-dimensional filters across spatial domain and channels. In [19] , the 2D convolution is divided into two phases, namely in-channel convolution and across-channel linear projection. Moreover, the sparse regularity is introduced in training by [20] to remain the sparsity in 25 convolutional filters, which decreases the computational cost of 2D convolution.
The 3D convolutional networks [22, 23] naturally extend the 2D convolutional network to the 3D spatial-temporal domain to better analyze human activities. The traditional 3D convolution is illustrated in Figure 1 (a). However, 3D convolution is very expensive to compute, because a 3D convolution with k pa-30 rameters in each direction requires one order more weights to be learned than 2D convolution (k 3 VS k 2 ). Additionally, a 3D convolutional deep model requires much more training data than a 2D convolutional deep model to be effectively trained, and obtaining the annotations of video data is much more costly than that of images. Last but not least, the 3D convolutional networks cannot be 35 fine-tuned from a model pre-trained on the large-scale ImageNet dataset [24] as 2D-CNN based action recognition methods [11, 25, 26] . To decrease the number of parameters and the computational cost of the 3D convolution, the FstCN [21] approximates a 3D convolutional layer by several 2D convolutional layers. The former 2D convolutional layers operate on the spatial domain and the last one 40 operates on the temporal domain, as simply illustrated in Figure 1( The main contributions of this work are summarized as follows:
• We propose asymmetric 3D convolutions to approximate the traditional 3D convolution. The asymmetric 3D convolutions decrease parameters 80 and computational cost significantly.
• To improve the feature learning capacity of asymmetric 3D convolutional layers, we propose the local 3D convolutional MicroNets which incorporate multi-scale convolutional features.
• Based on the MicroNets, we design asymmetric 3D convolutional deep 85 model which outperforms the tradition 3D-CNN models on both effectiveness and efficiency.
• We propose the multi-sources enhanced input to decrease the computational cost further by avoiding training two deep networks individually. However, it is difficult to transfer these handcrafted features from one training dataset to another.
Related Works

CNN based Methods for Action Recognition
Inspired by the great success of deep convolutional models in many computer vision tasks [3, 4, 6, 8] , many CNN based methods have also been pro-
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posed for action recognition [39, 11, 12, 13] . The Slow Fusion model [39] is proposed to fuse spatial and temporal information at multiple semantic levels.
Although this model is fed with multiple continuous RGB frames, it cannot learn the dynamic motion features, because the temporal information collapses after the first 2D convolutional layer according to [23] . [47] . The focus of attention varies throughout the video sequence.
Learning such attention weights through back-propagation is a computationally demanding task, because all possible combinations of input and output have to 165 be checked.
3D-CNN based Methods for Action Recognition
The 3D-CNN model 
Asymmetric 3D Convolution
The 3D convolution is very effective in extracting spatial-temporal features from videos for action recognition [22, 52, 44, 23, 50] . The weights of a 3D convolution are denoted as 5-dimensional filters:
C is the number of input channels, T , H and W are the temporal length, height and width of the 3D convolutional kernel respectively, and N is the number of convolutional filters or output channels. The input video volume or internal convolutional feature volumes is denoted as V ∈ R C×L×X×Y , where L, X and Y are the temporal length and spatial height and width of input volume.
The operation of each 3D convolutional filter F f ∈ R C×T ×H×W , f = 1, ..., N is formulated as:
where l = 1, ..., L, x = 1, ..., X and y = 1, ..., Y , as shown in Figure 1 (a).
Without loss of generality, we suppose the output feature volumes as V ∈ R N ×L×X×Y . So the number of parameters of the traditional 3D convolutional 205 filters is C(T HW )N and the number of multiplications is C(T HW )N (LXY ), which are dramatically larger than the corresponding numbers for 2D convolutional filters. As a result, 3D convolutional networks have a much higher computational cost and require many more training videos than 2D convolutional networks.
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In order to alleviate the drawbacks of traditional 3D convolution, we propose an efficient asymmetric 3D convolution by approximating each traditional 3D convolutional filter using three cascaded asymmetric 3D convolutional filters operating on three different directions, as shown in Figure 1 (c). Corresponding to Equation 2, the operations of asymmetric 3D convolutional filters are formulated as:
where
denotes the approximated 3D convolutional feature volume. Equations 3, 4 and 5 define the asymmetric 3D convolution operating on height, width and temporal directions respectively. The numbers of parameters and multiplications of our Then, if we approximate each 3×3×3 3D convolutional layer in a traditional 3D-CNN deep models with three asymmetric 3D convolutional layers in the 230 same way, for example, the C3D model will be equivalent to a very deep 3D
convolutional network with 24 asymmetric 3D convolutional layers and it will be very efficient in computation. However, it is difficult to train the very deep asymmetric 3D convolutional network. In this paper, we group together adjacent two traditional 3×3×3 3D convolutional layers and then approximate the group further that the sizes of k 1 , k 2 and k 3 in asymmetric 3D convolutional layers could differ from each other, i.e. k 1 = k 2 = k 3 , and they depend on the dimension of input data. Besides, this approximation method could be extended to higher dimensional convolutions easily. with asymmetric 3D convolutional layers respectively. These MicroNets are representative and efficient for action recognition and they will be used as the building blocks of our 3D convolutional deep model. Based on the asymmetric 3D convolutional MicroNets, we design an asymmetric 3D-CNN model. It stacks several local 3D convolutional MicroNets on traditional 3D convolutional layers, followed by two fully connected layers. The layout of our asymmetric 3D-CNN deep architecture is shown in Figure 4 .
3D Convolutional MicroNets
As shown in Table 1 
Multi-source Enhanced Input
In order to effectively model the dynamic information of actions and avoid training two deep networks on RGB and Flow frames separately, we propose a The RGBF frame is generated by multiplying each channel of the RGB frame 320 with the corresponding movement confidence map. Formally, the RGBF input at the pixel (x, y) in a frame is computed as:
where c = 1, 2, 3. |F | x,y denotes the Flow magnitude at pixel (x, y). |F | max and |F | min denote the maximum and minimum of Flow magnitude in the frame.
We show several examples of RGB, Flow, and the enhanced RGBF frames on 325 the UCF-101 and HMDB-51 benchmarks in Figure 5 . For each dataset, there are three rows which present the RGB, Flow and RGBF frames from top to bottom respectively. It can be seen that the RGBF frame highlights the motion related parts and restrains the redundant information compared with the RGB frame.
The RGBF frame also contains useful appearance information about motion the raw videos without stabilization and reported the average accuracy of the 345 three splits provided by [55] . Additionally, to initialize our 3D-CNN deep model carefully, we pre-trained our model on a large-scale FCVID [56] dataset, which contains 91223 web videos annotated manually into 239 categories. We discarded categories, such as places, animals and scenes, which do not involve obvious movements. Finally, we used about 75K videos distributing over 170 categories. 
Experimental Settings
The asymmetric 3D-CNN deep models are trained using randomly selected 
Evaluation of Asymmetric 3D Convolution
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We designed two groups of experiments to evaluate the effectiveness and efficiency of the asymmetric 3D convolution. In the first group experiments, we converted the third, fourth and fifth 3D convolutional layers of the baseline c3d-b5 to three cascaded asymmetric 3D convolutional layers, i.e. 1×3×1, 1×1×3
and 3×1×1, to obtain seven asymmetric 3D-CNN variants. The names of these 385 asymmetric 3D-CNN variants are prefixed with "b5", and the last numbers in the model names denote the traditional 3D convolutional layers which are replaced by asymmetric 3D convolutional layers, as reported in Table 2 . For example, the "b5-asyConv34 " denotes the network in which the third and fourth 3D convolutional layers in the baseline c3d-b5 are replaced by asymmetric 3D 390 convolutional layers. Similarly, to compare with the deeper 3D-CNN baseline model c3d-b8, the third, fourth and fifth groups of 3D convolutional layers of the c3d-b8 are replaced with three cascaded asymmetric 3D convolutional layers,
i.e. 1 × 5 × 1, 1 × 1 × 5 and 3 × 1 × 1. As reported in Table 2 , there are seven asymmetric 3D-CNN models extended from the baseline c3d-b8. The names 395 of these seven asymmetric 3D-CNN variants are prefixed with "b8", and the last numbers in the model names denote the traditional 3D convolutional layers which are replaced by asymmetric 3D convolutional layers.
All the models above were trained from scratch on the UCF-101 dataset.
The classification accuracy, the number of parameters and the training speed of 400 the models are reported in Table 2 . 1) The proposed asymmetric 3D-CNN mod-els outperform their baseline c3d-b5 and c3d-b8 models. Particularly, the b5-asyConv5 asymmetric 3D-CNN model outperforms the c3d-b5 model by 1.8%
and the b8-asyConv5 achieves the improvement of 2% over the c3d-b8 model.
It indicates that replacing the traditional 3D convolutional layers with the pro-405 posed asymmetric 3D convolutional layers is effective for action recognition.
2)
The models using asymmetric 3D convolutional layers in higher layers are usually better than these models which use the asymmetric 3D convolutional layers in lower layers. For example, the b5-asyConv5 outperforms the b5-asyConv3
and b5-asyConv4 models, and the b8-asyConv5 outperforms the b8-asyConv3 410 and b8-asyConv4 models. These results prove that using the asymmetric 3D
convolutional layers in higher layers is more effective than using them in lower layers. 3) Increasing the asymmetric 3D convolutional layers in the 3D-CNN models cannot improve the performance of the asymmetric 3D-CNN further.
For example, the b5-asyConv345 model cannot outperform its baseline model.
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It is probably because that increasing the asymmetric 3D convolutional layers will increase the depth of the models and the deeper models are more difficult to train from scratch.
Additionally, the average training times for each iteration of the models are reported in Table 2 . All models were trained with the same GPU and batch 420 size. The only difference is the model architecture. The training speed of the asymmetric 3D-CNN models is much higher than that of the baseline models.
For example, the b5-asyConv3 is faster than the c3d-b5 model by 29% and the best performance b8-asyConv5 model improves the speed of the baseline model by 25%. So our asymmetric 3D convolutional layers are more efficient than the 425 traditional 3D convolutional layer.
Evaluation of Asymmetric 3D Convolutional MicroNets
To evaluate the effectiveness of the proposed four local 3D convolutional MicroNets, we designed four 3D-CNN deep models by converting the conv5 layer of the c3d-b5 model to one of the MicroNets. The resulting asymmetric 3D
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convolutional networks are denoted by b5-M1, b5-M2, b5-M3 and b5-M4. All the models are trained from scratch on the UCF-101 dataset. As shown in Table   3 , the four asymmetric 3D-CNN models outperform the baseline c3d-b5 model.
The b5-M2 model achieves the best performance among the four 3D-CNN variants and it outperforms the c3d-b5 model by over 2%. Therefore, adding the 3D
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convolutional MicroNets to the baseline model yields an obvious improvement.
Additionally, compared with the best performance b5-asyConv5 model in Table   2 , the b5-M2 and b5-M3 models both outperform the b5-asyConv5 model. The
MicroNets are thus more effective than a simply cascaded of asymmetric 3D
convolutional layers. The MicroNet-M2 and MicroNet-M3 local networks will 440 be used in the asymmetric 3D-CNN deep models later. 
Evaluation of Our 3D-CNN Model and the RGBF Input
To avoid over-fitting of our 3D-CNN deep models caused by training on the limited quantity of videos, we pre-trained our 3D-CNN models on the large-scale FCVID video dataset. Subsequently, all the layers were fine-tuned on the target 445 dataset with a ten times higher learning rate for the last fully connected layer.
Firstly, based on the conclusion in previous experiments, we designed our asymmetric 3D-CNN deep model, denoted as Asymmetric 3D-CNN, which has been described in detail in Section 3 and Figure 4 . We compared the Asymmet- 
Comparison with the State-of-the-arts
Our asymmetric 3D-CNN models are compared with current state-of-theart methods on the UCF-101 dataset in Table 5 . The Asymmetric 3D-CNN model fed with RGBF frames achieves a better performance than the most current state-of-the-art models, even thought many of them fuse two networks of 480 SpatialNet and TemporalNet [11, 26] . Fusing the Softmax scores of the two networks fed with RGB and RGBF frames respectively can further improve the performance of our 3D-CNN deep model. The Asymmetric 3D-CNN (RG-B+RGBF) outperforms all of the traditional methods, such as the Improved Dense Trajectories (IDT) [33] and the Multi-skIp Feature Stacking (MIFS) [58] . on the UCF-101 dataset.
In Table 6 , the Asymmetric 3D-CNN model is compared with current stateof-the-art methods on the HMDB-51 dataset. The Asymmetric 3D-CNN model 
Visualization of Model Learning Results
To get an intuitive understanding on what is learnt by the Asymmetric 3D-CNN model, we visualized the learned convolutional features and the clustering ability of the last convolutional layer in Figure 8 . Firstly, the Asymmetric and scenes, but two clips of "Hammering" action are included. Actually, the configuration of the person is like a hammer and the "Diving" action shows a person jumping from a diving board, which is like a hammer "jumping" from a bred. In the second row, a soccer running up and down in the "SoccerJuggling" action has a similar configure and motion with a bench running up and down in 535 the "BenchPress" action. In the third row, persons jumping on the ground in the "JumpRope" and "SoccerJuggling" actions are very similar. In the last two rows, most entries show the same or similar actions carried out by a number of different actors in different scenes.
Conclusion
In this paper, we have proposed an efficient 3D convolution method by approximating traditional 3D convolution with three cascaded one-directional asymmetric 3D convolutions. Then, we have designed multiple local asymmetric 3D convolutional MicroNets to further improve the effectiveness of asymmetric 3D convolutional layers. Finally, the asymmetric 3D-CNN deep model has of-the-art methods on two challenging datasets. In the future work, we expect to increase the depth of our 3D-CNN model by stacking more 3D convolutional
MicroNets to improve the performance of action recognition further.
