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Mechanisms of high-harmonic generation from crystals are described by treating the electric field
of a laser as a quasi-static strong field. Under the quasi-static electric field, electrons in periodic
potentials form dressed states, known as Wannier-Stark states. The energy differences between the
dressed states determine the frequencies of the radiation. The radiation yield is determined by the
magnitudes of the inter-band and intra-band current matrix elements between the dressed states.
The generation of attosecond pulses from solids is predicted. Ramifications for strong-field physics
are discussed.
PACS numbers: 72.20.Ht, 42.65.Ky, 42.65.Re
Advances in intense pulsed lasers have opened up an
avenue to field-induced non-perturbative nonlinear opti-
cal phenomena, such as high-harmonic generation (HHG)
and attosecond pulse generation [1, 2]. The scope of
these strong-field phenomena has been mainly focused on
gaseous media, and was extended to solids more recently
[3–10]. In particular, HHG from wide band gap semicon-
ductors under illumination of low-frequency laser light
has been reported [3, 4], and the door to extreme wave-
length conversion employing condensed-matter materials
was opened.
The non-perturbative character of the HHG manifests
itself as plateau structures in its energy spectrum. The
cutoff energy of the plateau provides insights into the
electronic dynamics on attosecond timescales. In the case
of HHG from atoms, the HHG process is well described
by the three step model: field ionization, acceleration,
and recollision [11, 12]. The cutoff energy of the resultant
radiation is given by the maximal kinetic energy gained
by the electron during excursion. It scales quadratically
with the field amplitude, on top of the ionization poten-
tial of the atom. A similar insightful model for HHG from
solids is desired but has so far been elusive, and the three-
step model is not applicable to solids, as is evidenced by
the linear scaling of the experimentally observed cutoff
energies with the peak field strength [3, 4].
The dynamics of electrons in solids has been analysed
by numerical simulations based on the integration of the
time-dependent Schro¨dinger equation (TDSE). In par-
ticular, the interplay of inter-band and intra-band in-
teractions has been shown to play an important role to
determine the HHG radiation spectrum [13–15]. Excel-
lent agreement of the numerical simulations with the ex-
perimental results confirms the validity of this approach
[4]. Various proposals based on such numerical simula-
tions have been made, for example isolating an attosec-
ond pulse by using two-color laser pulses [16].
These numerical simulations, however, require further
interpretation of the results, and a more direct way of
determining the HHG cutoff energy has been eagerly de-
manded [6]. Various methods to determine the cutoff
energies have been proposed, but they cannot fully ex-
plain the observed cutoff energies of HHG from solids, as
discussed in what follows.
(1) Ghimire et al. considered the intraband current as
the source of HHG [3, 17]. Due to the non-parabolicity of
the conduction-band energy, the intraband current con-
tains harmonics of the Bloch frequency ΩB ≡ qaE/~,
where q is the unit charge, a is lattice constant of the
crystal, and E is the electric field amplitude of the laser.
This model explains the linear scaling of the cutoff en-
ergy with the laser field amplitude, but cannot treat the
additional offset observed in the cutoff energy.
(2) Another approach is to consider the frequency of
the oscillating inter-band polarization [6, 18]. In this
model, highest-energy photons are emitted at the top of
the bands: this gives the upper limit of the HHG energy,
but does not explain the linear scaling, and the experi-
mentally obtained cutoff [3, 4] was larger than this limit.
In these models, inter- and intra-band contributions of
the light-matter interactions are considered separately.
This separation is allowed only when the field is weak
enough to be treated as a perturbation, where the elec-
tronic band states stay as a good basis set. When the
electric field is strong and the light-matter interaction
is non-perturbative, however, the interplay between the
inter- and intra-band contributions cannot be neglected
[13–15], and they should be considered together. This ar-
tificial separation hinders proper prediction of the HHG
radiation frequency. Otherwise, both the population and
the matrix elements contains oscillatory components, in
analogue to the carrier-wave Rabi flopping in two-level
systems [19–21].
In this study, we propose a simple analytical model
2FIG. 1: (Color) (a) Schematic of the dynamics of electrons in the valence and conduction bands. The electron experiences both
inter-band transition and the intra-band acceleration. (b) Coordinate-space representation of the system under a static electric
field. (c) Quasi-energy spectra as functions of the quasi-static electric field. (d) Energy spectra of the total current matrix
elements as functions of the quasi-static electric field. The color shows the intensity amplitude of the matrix elements. (e)
Numerically obtained HHG spectra as functions of the peak electric field of the incident laser pulse. (d) and (e) are overlapped
in (f) to show the correspondence of their features. For better visibility, the color of (e) is made more transparent.
to gain insight into the physical processes involved in
the HHG radiation in solids, and to obtain the cutoff
energies. The essential point of our model is to con-
sider electronic states dressed with a quasi static electric
field, which are known as Wannier-Stark localised states
[8, 9, 22]. Both inter- and intra-band couplings are si-
multaneously treated. The energy differences between
these dressed states give the photon energy of the ra-
diation, while the radiation yield is determined by the
magnitude of the current matrix element between them.
We find excellent agreement between this new method
and numerical simulations based on solving the TDSE.
The experimentally observed cutoff energy is well under-
stood on the basis of this model, including both the linear
scaling with the field amplitude as well as the offset. In
addition, we show that the highest energy photons from
solids are emitted when the laser field is the strongest,
which suggests participation of the adiabatic WS states.
Based on this understanding, we predict the possibility
of generation of isolated attosecond pulses from solids.
The optical electric field interacts with electrons in
a periodic lattice through two processes, the inter-
band and intra-band couplings, which are found in the
Schro¨dinger equation for semiconductors [4, 13, 21]:
H(t) =
∫ 2π
a
0
dk
[∑
λ
ελ(k)aˆ
†
λ,k
aˆλ,k
− E(t)
[∑
λ,λ′
µλλ′(k)aˆ
†
λ,kaˆλ′,k + iq
∑
λ
aˆ†λ,k∇kaˆλ,k
]]
.(1)
Here aˆλ,k is the annihilation operator of an electron with
a wave number k, the indices λ and λ′ label the bands.
ελ(k) is the electron energy of band λ at wavenumber
k, µλλ′ (k) is the inter-band dipole moment between the
bands λ and λ′ for wavenumber k. The three terms
describe the energies of the band electrons, the inter-
band polarization, and the intra-band polarization, re-
spectively.
We are interested in higher-harmonic radiation, which
oscillates much faster than the electric field. Therefore,
we assume that the laser electric field is quasi-static,
E(t) = E0, and watch the electronic states under this
assumption. The last term in Eq. (1) results in the ac-
celeration theorem describing the intra-band motion of
the electrons: K(t) = k0 +
qE
~
t, where k0 is the ini-
tial wave number, as schematically depicted in Fig. 1(a).
The electron-electron interaction works as pure dephas-
3ing at the time scale of tens of femtoseconds [21], so the
dynamics of the electrons with different initial k values
can be independently calculated. We take an interaction-
representation picture for k so that k = K(t) changes in
time following this intra-band acceleration. So the last
term in Eq. (1) is eliminated in this picture. The cost we
pay is that the Hamiltonian now depends on time even
though we assumed a static electric field. However, this
temporal dependence is periodic in time, hence we can
employ the Floquet theorem to obtain the solutions.
We illustrate how to apply the Floquet method us-
ing a two-band model for example, i.e., conduction band
and valence band (λ = C or V, respectively) µC,V(k) =
µ∗V,C(k) ≡ µ(k). Note that this procedure is actually
valid for arbitrary number of bands. In matrix form, the
Hamiltonian is
H(t) =
[
εV(K(t)) −E0µ(K(t))
−E0µ
∗(K(t)) εC(K(t))
]
. (2)
The conduction- and valence-band energies and the
dipole coupling energies are periodic functions of k. Un-
der a static field, this periodicity is imprinted onto tem-
poral periodicity because K(t) is linear in t. Therefore,
the Hamiltonian is also periodic in time, and can be de-
composed into a Fourier series as
H(t) =
∑
n
e−inΩBtH˜n, H˜n ≡
[
ε˜nV −E0µ˜
n
−E0µ˜
n∗ ε˜nC
]
.
(3)
where ΩB = aeE0/~ is the frequency of the periodicity,
which is the Bloch frequency. µ˜n and ε˜nλ are the Fourier
coefficients of the dipole moment and the band energies,
respectively.
We can now apply the Floquet theorem to this system.
The problem to find solutions of the original Schro¨dinger
equation (2) is translated into solving the following eigen-
value problem [23]:∑
ν′,n′
(
Hn−n
′
νν′ − n~ΩBδνν′δ
nn′
)
|φn
′
ν′ 〉 = ǫ
n
ν |φ
n
ν 〉 . (4)
ǫnν is a quasi-energy, and the eigenstate |φ
n
ν 〉 is a Wannier-
Stark state [24]. Here the indices ν and ν′ are the labels
of different Floquet quasi-energy series. Within one se-
ries, the quasi-energies are harmonic (equidistant spec-
trum), i.e., ǫnν − ǫ
n′
ν = ~(n − n
′)ΩB. The number of the
series is the same as the number of the original electronic
bands. The solutions of the original Schro¨dinger equa-
tion are constructed from the quasi-energy eigenstates of
the Floquet Hamiltonian:
|Ψ(t)〉 =
∑
ν
∑
n
Cνe
−i
ǫ
n
ν
~
t |φnν 〉 . (5)
The linear-combination coefficients Cν are determined by
the initial electron states and the prior temporal evolu-
tion of the field, following the Landau-Zener tunnelling
probability [5, 8, 25, 26]
It is interesting to see that the above procedure of
the Floquet method can be mapped into a coordinate-
space picture, as shown in Fig. 1(b). For this, we start
from a standard tight-binding procedure. Namely, con-
sider atomic states |φnλ〉 in a lattice, where n indicates
the position of the atomic site and λ is the band in-
dex. These atomic states couple to each other. Without
electric field, ε˜nλ corresponds to the coupling to the n-th
neighbor site. Diagonalization of the Hamiltonian for this
condition gives the standard band structure. An external
electric field provides two additional effects. The first is
the position-dependent energy shift because the electric
field produces a potential, −qxE, where x is the posi-
tion. The second is the dipole coupling µ˜n that causes
inter-band mixing between the n-th neighbor sites. Di-
agonalization of this coordinate-space Hamiltonian gives
the same energy spectrum as the quasi-energy spectrum
in the Floquet analysis.
Figure 1(c) shows the quasi-energy spectra as func-
tion of the quasi-static field amplitude. Parameters are
chosen to simulate a typical wide band-gap semiconduc-
tor: a band offset ∆ ≡ ε˜0C − ε˜
0
V of 6 eV, a conduction-
band width 2ε˜1C = 2ε˜
−1
C of 3 eV, a valence-band width
2ε˜1V = 2ε˜
−1
V of 2 eV, and an intra-atomic dipole moment
µ˜0 of 0.1 |e−|·nm. The other parameters (ε˜nλ for |n| ≥ 2
and µ˜n for |n| ≥ 1) are zero. For the diagonalization, we
introduced a cutoff in n as |n| ≤ 7. Increasing the cutoff
does not change the quasi-energies of the n = 0 states for
ΩB > ∆ (i.e., |E| > ∆/qa) because the mixing between
wave functions having a large difference in n is negligi-
bly small. In the coordinate space picture [Fig. 1(b)],
this corresponds to neglecting the inter-atomic coupling
if they are separated by na, which is larger than the
Wannier-Stark localization length [8]. Note it is also pos-
sible to diagonalize the Floquet Hamiltonian fully analyt-
ically by means of infinite-variable Bessel functions [27].
Next, we calculate the current. The intra-band current
operator is obtained from the electron group velocity as
Jλλ′(t) =
e
~
∂ελ(k)
∂k
∣∣∣
k=K(t)
δλλ′ . (6)
The inter-band current is given as the temporal derivative
of the interband polarization
Pλλ′ (t) = µλλ′(K(t)). (7)
Both are periodic in time, and thus can be described
using their Floquet Matrix elements. We calculate the
expectation value of the total current for the dressed elec-
tronic state in Eq. (5):
d
dt
〈P (t)〉+ 〈J(t)〉 =
∑
ν,ν′
∑
n,n′
C∗νCν′e
i
ε
n
ν
−ε
n
′
ν
′
~
t
×
(
〈φnν |PF |φ
n′
ν′ 〉
i(εnν − ε
n′
ν′ )
~
+ 〈φnν | JF |φ
n′
ν′ 〉
)
. (8)
4Here, the Floquet matrix PF is defined as 〈ψ
n
λ |PF |ψ
n′
λ′ 〉 ≡
〈ψλ| P˜
(n−n′) |ψλ′〉, where |ψ
n
λ〉 are the bases in the ex-
tended Hilbert space and |ψλ〉 are the bases of the original
equation (2). JF is defined similarly. See supplementary
information for details.
Equation (8) predicts the cutoff energies and the radi-
ation yield. The difference between quasi-energy states,
εnν − ε
n′
ν′ , gives the photon energy of the radiation. Fig-
ure 1(c) shows energy spectra of the radiation. According
to the quasi-energy spectrum, seemingly infinitely high
energy photons can be emitted because the quasi-energy
spreads over infinite values. However, this is not the case
because the term in parenthesis in Eq. (8) between differ-
ent quasi-energy eigenstates steeply drops as the quasi-
energy difference increases. This is encoded in the color
in Fig. 1(d). Note the coefficients Cν reflect the popu-
lation distributions among the different bands, but this
affects the population within a factor, while the value of
the matrix elements show variations of orders of magni-
tudes, which we will see later.
To show the validity of this picture, we compare it
with numerical results, as shown in Fig. 1(e). The tem-
poral evolution of the Schro¨dingier equation is obtained
with the Crank-Nikolson method [28]. The valence band
is initially fully occupied, while the conduction band is
empty. We calculate the total current d
dt
〈P (t)〉+ 〈J(t)〉.
The laser pulse has a central frequency of 200 THz and
a FWHM of the intensity envelope of 30 fs. We changed
the peak electric field in the simulations, while fixing the
waveform. Carrier-envelope-phase variation induces neg-
ligible change in HHG spectra for such relatively long
pulses. The numerical results show several cutoff steps
in the energy (change in color), which clearly coincide
with the radiation yield spectra obtained under the quasi-
static field assumption, as shown in Fig. 1(f). Hence, the
analytical results are well supported by numerical simu-
lations.
So far we have clarified the relationship between the
quasi-static electric field and the cutoff energy. This pro-
vides us an opportunity to predict the possibility of gen-
eration of isolated attosecond pulse(s), whose waveforms
can be controlled by the carrier-envelope phase (CEP)
of the incident laser pulse. Figures 2(a) and (b) show
two initial laser waveforms having different (0 and π/2)
CEPs, which correspond to cosine and sine waveforms,
respectively. We numerically simulate the temporal evo-
lution of the TDSE under these laser waveforms, and
obtain spectrograms of the currents [Figs. 2(c) and (d)].
These spectrograms show notable differences. The cosine
pulse generates a single high-energy peak while the sine
pulse generates a double peak. Single or double attosec-
ond pulses can be separated from the rest of the radiation
by introducing high-pass filters, as shown in Figs. 2(a)
and (b).
The quasi-static assumption insightfully accounts for
the main features in the spectrograms when |~ΩB| > ∆.
FIG. 2: (Color) Prediction of the possible generation of at-
tosecond pulse. The incident laser waveforms having (a) co-
sine and (b) sine wave forms are plotted as the red curves,
while their envelopes (green curves) are identical. The blue
shaded areas show the power of the HHG through high-pass
filters, having cutoff energies at (a) 40 eV and (b) 38 eV.
(c)(d) Numerically obtained HHG spectrograms. The win-
dow function is a gaussian having a FWHM of 0.67 fs, i.e.,
6.2 eV in energy, which broadens the spectrograms. (e)(f)
Spectra of the total current matrix elements as functions of
time. The color indicates the intensity amplitude of the ma-
trix elements. (g)(h) Temporal evolution of the upper-level
population. The shaded areas indicate |~ΩB| > ∆, indicating
the field amplitude exceeds the last anti-crossing in Fig. 1(b).
Figures 2 (e) and (f) show the energy and the yield of
the radiation under the quasi-static field approximation,
which well explains the photon energies of the radiation
peaks in Figs. 2(c) and (d). Note that the window func-
tion for the wavelet analysis has a spectral window of
6.2 eV, which broadens the spectrograms. Also, after
the laser pulse passed, there remains a considerable ra-
diation at low energies in the spectrogram. This cannot
be treated in the quasi-static field model because it is
applicable when |E| > ∆/qa.
One limitation of the present approach is that the lin-
ear combination coefficients Cν cannot be determined
with the present value of the field alone, because they are
determined by the initial conditions and depend on how
the field evolved. Therefore, it is worth considering how
these coefficients evolve in the numerical simulations.
The speed of the change in the field value determines
the tunnelling rate when the field value goes through
anti-crossings in the quasi-energy spectra. For example,
5the last anti-crossing in Fig. 1(c) is ∼ 0.5 eV wide (i.e.,
the one for the largest field amplitude), which is com-
parable to the frequency of the laser field, 0.83 eV/~.
Therefore, when the field value goes across the anti-
crossings, electrons experience intermediate transitions
between adiabatic and diabatic ones through Landau-
Zener tunnelling [5, 8, 25, 26]. This is found in Figs. 2
(g) and (h), which show the populations of the upper en-
ergy level on an atomic site. This temporal evolution of
the populations accounts for the more detailed features
in the HHG spectrograms, which are not explained by
the magnitudes of the matrix elements alone. For exam-
ple, the two high-energy pulses in Fig. 2(d) have different
intensities, and this difference reflects the difference in
upper-level population in Fig. 2(h). The evolution of the
upper-level population is important to understand other
strong-field phenomena, such as laser-field induced cur-
rents in dielectrics [5]. The radiation yield obtained with
the present method can bridge the gap between these
intriguing phenomena.
Our method is applicable to any one-dimensional band
structure, and can treat any number of bands. Exten-
sions of this model to higher dimensions will be pub-
lished else where. Band structures and the dipole mo-
ments are periodic functions of the wave vector. When
the quasi-static electric field is not along the crystalline
axis, the Hamiltonian has multiple periods. In this case,
one possibility is to employ the many-mode Floquet the-
ory [29]. Such multiple periodicities could induce de-
phasing of the electrons due to diffraction into different
directions. Therefore, it is worth extending the current
scheme into larger dimension and compare it with exper-
iments and numerical simulations.
To summerize, energies and wave functions of the field-
dressed states are important to determine the HHG cutoff
from solids when the field exceeds the critical strength,
|E| > ∆/qa. The differences of the quasi-energies of the
Wannier-Stark states determine the radiation energies.
The radiation yields are determined by the current ma-
trix elements between different quasi-energy states. This
radiation mechanism is analogous to the one employed
in the quantum cascade laser, where the mini-bands
are formed in semiconductor superlattices under a static
field, and the radiation frequency corresponds to the en-
ergy difference between mini-bands [30, 31]. In this sense,
HHG in solids can be considered as quantum-cascade
emission at extreme ultraviolet frequencies, where high-
energy carriers are coherently injected through Landau-
Zener tunnelling. Highest energy radiation is emitted
when the incident field peaks. This greatly differs from
the atomic case, where the recollision event of the elec-
trons with highest kinetic energy does not happen at the
time when the laser field peaks.
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