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Abstract: This work presents the implementation of the architecture of an independent 
component analysis (ICA) algorithm in a field programmable gate array (FPGA) using 
Verilog hardware description language (HDL), which attenuates noise in telephone calls. 
The algorithm used is the maximization of information called INFOMAX, which was 
developed by Te-Won Lee and by means of some rules in the operating conditions it 
avoids the saturation of the weights. The results showed a noise attenuation of 
approximately 30 dB. 
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Resumen: Este trabajo se presenta la implementación de la arquitectura de un 
algoritmo de análisis de componentes independientes (ICA) en un dispositivo de arreglo 
de compuertas programable en campo (FPGA) utilizando el lenguaje de descripción de 
hardware (HDL) Verilog, que atenúa el ruido en las llamadas telefónicas. El algoritmo 
utilizado es el de maximización de la información llamado INFOMAX, el cual fue 
desarrollado por Te-Won Lee y mediante el cambio en las condiciones de operación evita 
la saturación de los pesos sinápticos. Los resultados arrojaron una atenuación del ruido de 
aproximadamente 30 dB. 
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El procesamiento de señales es utilizado en 
diferentes áreas y ha sido objeto de estudio durante 
muchos años. Un problema clásico en el 
procesamiento de señales es la cancelación del 
ruido, dicho problema ha sido objeto de estudio por 
diversos investigadores, pero aún no se cuenta con 
una solución perfecta, sin embargo, se han 
obtenido niveles aceptables de atenuación y se 
siguen presentado nuevas investigaciones con 
mejoras del mismo. Una de las líneas de 
investigación para la atenuación del ruido se llama 
Análisis de Componentes Independientes (ICA por 
sus siglas en inglés), la cual se basa en las 
propiedades estadísticas de las señales, debido a 
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que esta técnica asume que las fuentes de señales 
son independientes (Te-Won Lee, 2013). Te-Won 
Lee desarrollo un algoritmo llamado Infomax 
(Bell, A. J. et al., 1995), el cual se basa en la 
arquitectura de una red neuronal y su regla de 
aprendizaje. La regla de aprendizaje fue 
desarrollada para maximizar la información de las 
salidas y como consecuencia minimizar su 
información mutua (Gélvez R 2012). Las señales 
utilizadas fueron la de una voz y el ruido generado 
en un ambiente con automotores, ambas señales 
son independientes, la atenuación del ruido se 
obtiene una vez que los pesos de la red neuronal 
convergen. Lo anterior tiene diversas aplicaciones, 
pero el artículo se centra en implementar un 
sistema electrónico de atenuación del ruido en 
llamadas telefónicas. Para la obtención de los 
resultados del algoritmo Infomax, primero se 
implementó en Matlab mediante la herramienta de 
simulink. El cual contiene dos etapas, la primera 
modela la mezcla del ruido y la voz, simulando el 
ambiente cuando se realiza la llamada y la segunda 
ejecuta el algoritmo para la separación de las 
señales. El dispositivo utilizado para realizar la 
implementación de la arquitectura fue un FPGA 
Spartan 3E, utilizando el lenguaje de descripción 
de hardware Verilog. 
 
2. ALGORITMO INFOMAX 
 
El algoritmo Infomax es utilizado en el problema 
de separación ciega de señales (BSS por sus siglas 
en inglés) (Sandoval Giovanny et al., 2011). El 
problema BSS se refiere a una técnica de 
separación de señales, sin el conocimiento de 
alguna de las señales originales, solo la 
característica de la independencia estadística (Oliva 
L. N., 2007). El diagrama a bloques se muestra en 
la figura 1: 
 
 
Fig. 1. Diagrama a bloques INFOMAX. 
 
En donde s(t), es un vector que representa las 
señales originales, A es la matriz de mezcla que se 
genera en el ambiente donde se propagan dichas 
señales, y x(t) es el vector de las señales recibidas 
por los sensores y corresponden a las mezclas 
observadas, W es la matriz de pesos que realiza la 
transformación inversa de la mezcla (Papoulis A, 
2002) y y(t) es el vector de las salidas estimadas de 
las señales originales. Las señales mezcladas se 
expresan de la siguiente forma: 
 
x(t) = Αs(t)                       (1) 
 
El vector y(t) se obtiene a partir de la 
transformación W de las señales x(t) y se expresa 
como:  
 
y(t) =Wx(t) =WAs(t)              (2) 
 
Donde W es la matriz de pesos sinápticos de la red 
neuronal que realiza una transformación lineal para 
obtener las fuentes independientes. La solución del 
problema de BSS consiste en encontrar una matriz 
de transformación inversa de la matriz de mezcla 
A, a partir de las señales s(t). 
Para encontrar la solución de la separación de 
señales originales se utilizó la arquitectura de la red 
neuronal y su regla de aprendizaje. La 
actualización de los pesos sinápticos de la red 
neuronal donde el ajuste se realiza en forma 
continua de acuerdo a la expresión (3), conocida 
como la regla de Hebb o regla de adaptación. 
 
w(t +1) = w(t) +ηΔw           (3) 
 
La actualización de los pesos fue desarrollada por 
Te-Won Lee (Oliva L.N. et al., 2006). y se basa en 
la maximización de la información de las salidas y 
en consecuencia la minimización de la información 
mutua mediante la entropía de las señales: 
 
       (4) 
 
 Donde ϕ (x) es una función no lineal y se 
determina para separar fuentes con distribución 
super gaussianas. La función no lineal propuesta 
por Te-Won Lee es la tanh (x). Por la complejidad 
de la función tangente hiperbólica se utilizó en el 
algoritmo la función satlins. 
 
La figura 2 muestra la arquitectura de la red 
desarrollada con simulink, entradas salidas 
 
 
Fig. 2. Diagrama a bloques de la red neuronal. 
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3. IMPLEMENTACIÓN DE INFOMAX 
 
Esta implementación, separa las señales en tiempo 
real de dos fuentes utilizando el algoritmo Infomax 
(Cardoso, J-F., 1997; Ran T. H., et al., 2015). La 
implementación utiliza un convertidor 
Analógico/Digital (ADCS7476 MSPS 12bit A/D), 
un convertidor Digital/Analógico (DAC121S101 
12bit A/D) y el FPGA (Spartan 3E de la familia de 
Xilinx), que devuelva la respuesta en forma 
analógica de los datos procesados. En la figura 3 se 
muestra la arquitectura digital a bloques para el 
cálculo del peso sináptico. Los módulos fueron 
descritos en código Verilog. 
 
 
Fig. 3. Arquitectura digital para el cálculo del 
peso sináptico. 
 
En la figura 4 se muestra la arquitectura digital de 
la red neuronal que fue descrito en código Verilog 
(Handong B. et al., 2015). 
 
 
Fig. 4. Arquitectura digital de la red neuronal. 
 
 
Fig. 5. Arquitectura digital de la red neuronal. 
 
En la figura 5, se muestra la tarjeta Nexys 2 que se 
utilizó para la implementación y los módulos de 
convertidores ADC y DAC. 
 
 
4. PRUEBAS DE SIMULACIÓN 
 
Para la realización de las pruebas se utilizaron 
señales sinusoidales con diferentes frecuencias, 
creadas por medio de un generador de funciones, y 
las mezclas se obtuvieron por medio de un 
sumador analógico. Para las pruebas con señales de 
audio reales se realizaron diferentes grabaciones 
por medio de micrófonos en formato WAV y se 
crearon las mezclas para ser ingresadas al sistema 
implementado. Las señales seno tiene las 
frecuencias de 300Hz y 500Hz. 
 
 
Fig. 6. Señales mezcladas representadas en tiempo 
y en frecuencia. 
 
En la figura 6, se muestra la mezcla con su 
transformada de Fourier, en donde se observan las 
dos componentes de las señales. 
 
 
Fig. 7. Señales de salida representadas en tiempo y 
en frecuencia. 
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En la figura 7, se tiene la señal de salida en donde 
se observa que la amplitud de la señal seno con 
frecuencia de 300Hz, predomina por encima de la 
amplitud de la otra frecuencia. 
 
La diferencia es de 36 dB. Otras pruebas que se 
realizaron, arrojaron los resultados obtenidos en la 
tabla 1. 
 




La señal 1 y señal 2 son las señales originales con 
diferentes frecuencias y funciones que son 
mezcladas, la relación señal a ruido es la que se 
obtiene a la salida de la red una vez que ha 





Se implementó el algoritmo en un FPGA de la 
familia Spartan 3E logrando la atenuación del ruido 
sobre la señal de voz, la aplicación que se 
consideró para el desarrollo de este trabajo está 
enfocado en los teléfonos móviles o manos libres, 
ya que mediante la atenuación del ruido se puede 
tener una mejor comunicación en las llamadas 
telefónicas.  
 
El algoritmo Infomax utilizado opera en tiempo 
real y las pruebas que se realizaron arrojaron una 
atenuación del ruido de aproximadamente 35 dB, 
además de que al utilizar la función satline evitar la 
saturación de los pesos sinápticos.  
 
En los resultados se puede apreciar de forma 
auditiva, una mejor comunicación al presentarse 
los ruidos del ambiente cuando se realiza una 
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