A fundamental issue in neuroscience research is that of quantifying the similarity or dissimilarity of patterns of neuronal activity, or \`\`spike trains.\'\' Several approaches to solving this problem have been proposed, in particular, a variety of spike train similarity measures have been constructed \[[@B1]-[@B7]\]. Some of these quantitative measures of similarity are metrics in the strict mathematical sense of the word, and all of them can be thought of as attempts to define the intuitive notion of a \`\`distance\'\' between two spike trains. In constructing or choosing a similarity measure, one faces the question of what exactly it means for two trains to be considered similar (close) or dissimilar (far apart), and how this definition of similarity is incorporated into the measure. That choice may depend explicitly upon the nature of the neural system being investigating. In any case, one is faced with the problem of deciding exactly which features of a spike train are physiologically relevant and important for encoding information. Features of interest include neuronal firing rate, spike timing, bursts, or periods of inactivity that are correlated between neurons.

The existence of a wide range of possible mechanisms through which spike trains could be encoding information calls into question the idea that a single similarity measure is appropriate for all data sets or experimental conditions. It may be that the best choice of a similarity measure depends intimately upon the specific features of the spike data under analysis. To date, the extent to which different measures respond differently to various specific features of spike trains has for the most part not been explored, although a recent study \[[@B8]\] has compared a handful of these measures on the basis of their effectiveness in discriminating spike trains on the basis of firing rate, instantaneous firing rate and spike synchrony. In contrast, in the present study we propose a novel set of criteria along which to evaluate spike train similarity measures. In particular, we examine the sensitivity of the measures to periods of common silence and the presence and timing of bursts through a set of simple computational tests. We find that, of the measures we examined, only a few were sensitive to bursts, and only one displayed sensitivity to shared silence. None were sensitive to both bursts and silence. In light of this, we introduce a new measure designed specifically to detect and emphasize shared periods of silent inactivity, and evaluate this measure along the same criteria as the others. We find that this new measure, when combined in a natural way with a measure proposed by Schreiber et al., \[[@B5]\] is unique in its sensitivity to both bursts and shared periods of inactivity. Further work will involve subjecting this new measure to the sort of analysis conducted by others \[[@B8]\] to further elucidate its properties. Another promising avenue is to compare this new measure to others on the basis of clustering performance, as has been done with other measures \[[@B6]\].
