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1. INTRoOUCTI~N 
Both linear and nonlinear problems may lead to linearly perturbed linear 
systems. Sometimes even complicated nonlinear phenomena can be studied 
via a certain linearization procedure in a linear framework (see, e.g., 
Aulbach [ 1 I). Thus, the analysis of linear perturbations of linear systems is 
not only important for its own sake but it also has a broad range of 
applications. 
In this paper we study systems of nonautonomous differential or dif- 
ference equations 
x’(r) = A(r) x(r) (1) 
together with their linear perturbations 
x’(r) = [A(t) + B(t)] x(r). 
Depending on whether the time scale is continuous or discrete we have 
x’(l)=ix(r) or x’(t) = x( t + 1 ), 
respectively. Perturbation problems of this kind have been treated for a 
long time and under various hypotheses on the systems (1) and (2). A first 
systematic treatment of such problems can be found in the book [2] of 
Bellman from 1953. Since that time results on linearly perturbed linear 
systems appeared in many textbooks on ordinary differential equations and 
the research is still going on. This article is motivated by the recent 
research paper [3] by Vidyasagar, Boyarsky and Vannelli, where both dif- 
ferential and difference equations are investigated. Our results represent 
improvements of the main results of this paper in three respects. We have 
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weaker hypotheses, we get stronger conclusions and our proofs are more 
elementary. Let us be somewhat more explicit. 
The class of equations we consider in this paper is characterized by two 
facts. First, the unperturbed equations (1) are supposed to have bounded 
growth and, secondly, the perturbing matrices B(t) are supposed to be 
bounded (in the operator norm associated with an arbitrary vector norm). 
Here a linear differential system is said to have houndedgvowth if there exist 
constants a E R and y > 0 such that for any fundamental matrix solution 
X(t) the estimate 
llX(r) x ‘(,s)l/ <pe”(‘- ” (3) 
holds true for all t, s in an interval J such that t 3 s or t < s. An equivalent 
formulation is that any solution X(I) satisfies the estimate 
(4) 
for all t, s E J, t 3 s or t 6 S. On the other hand, a linear system of difference 
equations is said to have bounded growth if there exist positive constants c1 
and ‘/ such that any fundamental matrix solution X(t) satisfies 
llX(t) x ‘(s)ll dyx4’ ‘) for all t 3 s or 2 <.s (5) 
where t and s belong to a set K of consecutive integers. The corresponding 
estimate for solutions -y(t) is 
ilx(t)ll 6yll~(.s)llz(’ ‘I for all f 3 .r or f < .r. (6) 
The constants r and y are called the growth constants of the corresponding 
system; a is also called the growth rate. If this growth rate is negative in the 
continuous time case or strictly between 0 and 1 in the discrete time case it 
is also called the decay rate since in this case the trivial solution of the 
corresponding system is uniformly asymptotically stable. 
Although it is not explicitly stated in the literature it is known that for 
linear differential systems the property of having bounded growth is not 
destroyed by bounded perturbations. It is the purpose of this paper to 
exhibit both for differential and difference quations the explicit and very 
simple dependence of the growth constants of the perturbed equation (2) 
upon the growth constants of the unperturbed equation (1) and the bound 
for the perturbation B(t). In the general nonautonomous case this depen- 
dence is not described at all or only in rather vague terms in the literature 
so far. 
Next we want to compare our results (Theorems 1 and 2 below) with 
those in the recent paper [3] of Vidyasagar, Boyarsky and Vannelli. First, 
our assumptions on the perturbing matrix B(t) is boundedness whereas in 
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[3] B(t) is supposed to tend to zero as t + 0~;. Secondly, we obtain more 
precise information about the behaviour of the solutions of the perturbed 
equation. In the third place, our proofs are more elementary than those in 
[S]. In fact, Vidyasagar et al. use techniques involving the measures (also 
called logarithmic norms) of matrices and Lyapunov functions whereas our 
proofs are carried out right from the beginning to the end with elementary 
calculus. In addition, the scope of our paper is broader in several respects. 
We allow unbounded as well as bounded domains of definition for the 
matrices A(t) and B(t) and our growth rates are not necessarily decay 
rates. Furthermore, besides the positive time direction we also consider the 
negative time direction which, at least from a theoretical point of view, is 
not less important. In the discrete time case this consideration leads to a 
nontrivial extension of the corresponding results. 
Finally we want to point out that it is a feature of this paper that the 
proofs for the continuous time case and the discrete time case are carried 
out completely in an analogous way. This means that the differential 
calculus is always replaced by the corresponding calculus of finite differen- 
ces. 
2. DIFFERENTIAL EQUATIONS 
Consider a system of nonautonomous linear equations 
dx 
x= A(t) x (7) 
where the matrix A(. ) is continuous on an interval f. We suppose that 
there exist constants x E R and y > 0 such that for all solutions x(r) of (7) 
an estimate of the form 
is valid, where the ranges of t and s are specified in Theorem 1 below. 
Furthermore we consider linear perturbations of (7) of the form 
$= [A(t)+B(r)]J (9) 
where the matrix B( ) is continuous on J and satisfies for some fi >, 0 the 
estimate 
ll&t)ll G /3 for all t E J. (10) 
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THEOREM 1. (i) Suppose the estimate (8) holds true for all t 2 s, t, SE J. 
Then any solution y(t) of (9) on J satisfies 
lIy(t)lI bylly(s)ll e'x+a7)(' ‘) for all t 3 s, t, s E J. (11) 
(ii) Suppose the estimate (8) holds true for all t < s, t, s E J. Then any 
solution y(t) of (9) on J satisfies 
Ily(t)ll <y~ly(s)ll e’a~~‘P~)“~ ‘) for all t 6s, t, SE J. (12) 
Remarks. 1. If the zero solution of (7) is uniformly asymptotically 
stable, i.e., if J is unbounded to the right and (8) holds true for all t, s E J, 
t >s, with c( ~0, then also the zero solution of (9) is uniformly 
asymptotically stable if the bound fl for IllI(t satisfies the estimate 
/I < -a/y. In case of a reversed time scale the corresponding inequality is 
p-c cc/y, where c( > 0. 
2. The theorem shows that the growth rate of the perturbed system can 
be made arbitrarily close to the growth rate of the unperturbed system if 
the bound /I can be made sufficiently small. In particular, if 11 B(t)11 + 0 as 
t -+ t* E J (t* = cc or t* = -CC is included) this is true in a certain 
neighborhood of t*. 
3. The proof of Theorem 1, which we give below, is a standard 
application of Gronwall’s inequality. Thus, the presentation of this proof is 
needless for its own sake. However, we carry out this proof and we par- 
ticularly incorporate a proof of Gronwall’s inequality because we want to 
model the proof of the corresponding result for the discrete time case after 
this one. 
Proof of Theorem 1. (i) Let any s E J be given. Since (11) is valid for 
y(t) = 0 we need to prove (11) only for any nontrivial solution y(t) of (9) 
on J. Such a solution may be viewed as a solution of the inhomogeneous 
linear system 
and thus, by the variation of constants formula, we obtain the relation 
y(t) = @(t> s) y(s) + j-’ @(t> ~1 B(r) Y(T) dz for all t E J, (13) 
s 
where @(t, s) denotes the fundamental matrix solution of (7) with @(s, s) 
being the identity matrix. Recall that the operator norm of this matrix is 
defined as I)@(t,s)]l :=sup {ll@(t, s)~~~/~~~)~:~#O}. Since we may draw 
from (8) the conclusion 
ll@(C ~)511/11511 G V+-O~ < zo, 
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we immediately obtain the estimate 
II@(t, s)ll 6 yebcfes) for all t >s, ~EJ. 
With this and (10) we get from (13) 
Ily(t)ll B yeacrps) Il~$.s)ll +By IS’ e’(f--T)IIY(r)li dz for all t 3 s, t E J. 
With the abbreviations 
u(t) : = e-“‘lly(t)ll (>O)> 
U(t) : = p(s) + by j’ U(T) dT (>O) 5 
we may rewrite this inequality as 
u(t) d U(t) for all t b s, t E J. 
From (16) we get 
; U(t) = h(t) 
and with (17) 
f U(t)/Ut) G PY. 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
Integrating this inequality from s to t and using the relation U(s) = p(s) 
we arrive at the estimate 
U(t) 6 p(s) ePr(‘-‘) for all t >, S, t E J. (20) 
Using (15) and (16) we finally get from this the asserted estimate (11). 
(ii) The proof of this second part is only a minor modification of part (i). 
In (14) and (16) we have to change the limits of the integration, and this 
means that instead of (18) we get 
; U(t) = -&m(t). 
Inequality (19) then becomes 
; U(tW(t) 2 -PY. 
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Integration of this inequality from t to s then gives 
yu(s) ep’r7’r “‘3 U(t) for all t 6 S, t E J. 
The remainder of the proof is as above. 
3. DIFFERENCE EQUATIONS 
In this section we study linear nonautonomous difference quations 
x(k + 1) = A(k) X(k) (21) 
where the matrix A( . ) is defined for all k in a set K of consecutive integers. 
We suppose that there exist positive constants a, ?/ such that all solutions 
x(k) of (21) on K satisfy the estimate 
where the ranges of k and r are specified in Theorem 2 below. In addition, 
we consider perturbations of (2 1) of the form 
,v(k + 1) = CA(k) + B(k)1 ,#I (23) 
where the matrix B( . ) is defined on K and satisfies 
IIWk)ll GB for all k E K 
for some p>O. 
(24) 
THEOREM 2. (i) Suppose the estimate (22) holds true for all k 3 r, 
k, rE K. Then any Cforward) solution y(k) of (23) on K satisfies 
Ilv(k)ll d rllv(r)ll (a + PI))” ’ for all k > r, k, r E K. (25) 
(ii) Suppose the estimate (22) holds true for all k < r, k, r E K. Further- 
more suppose that A(k) is invertible for each k E K and that the bound fl 
satisfies 
p<if. (26) 
Then any (backward) solution y(k) of (23) on K sati$ies 
Ilv~~~ll~~Ily~r)ll(cr-By)“~’ forallkdr, k,rEK. (27) 
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Remarks. 1. The zero solution of (21) is uniformly asymptotically 
stable if K is unbounded to the right and if (22) is valid for all k, r E K, 
k 2 r with a in the open interval (0, 1). Then also the zero solution of (23) 
is uniformly asymptotically stable if b satisfies the inequality b < (1 - a)/y. 
For the reverse time the corresponding relation is p < (a - 1)/y, where 
a> 1. 
2. Remark 2 to Theorem 1 is equally true in the setting of this section. 
3. Due to the time-asymmetry inherent in difference quations the proofs 
for the different time directions differ to some extent. In particular, the 
treatment of the negative time direction requires two additional hypotheses. 
4. For the sake of a uniform presentation of the various inequalities 
appearing in the above theorems we have chosen (27) as it appears above. 
The proof shows that in fact the constant ‘J following the inequality sign in 
(27) can be replaced by the constant y(a + /?)/(a + pi), which is less than or 
equal to y. 
Proof of Theorem 2. (i) As mentioned above this proof is the discrete coun- 
terpart of the proof of Theorem 1. In order not to interrupt the actual 
proof we state here that the variation of constants formula for discrete 
inhomogeneous ystems 
z(k + 1) = A(k) z(k) + b(k) (28) 
has the form 
k-l 
z(k)= Y(k,r)z(r)+ c Y(k,i+l)b(i) for all k 3 r 
,=r 
(C;:f := 0), where 
k-l 
Y(k, r) := fl A(i) for all k 3 r + 1 
,=r 
is the fundamental matrix solution of (21) with Y(r, r) being the identity 
matrix. The verification of this formula is straightforward and therefore 
omitted. 
For fixed r E K we consider a (w.1.o.g.) nonzero solution y(k) of (23) on 
K. Interpreting the identity 
Ak + 1) = A(k) y(k) + B(k) y(k) 
as inhomogeneous equation we may use the variation of constants formula 
to get 
k-l 
y(k)=Y(k,r)y(r)+ 1 Y(k,i+l)B(i)y(i) for all k>r, kE K. (29) 
i=r 
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The definition of the norm I/ Y(k, r)ll : = sup{ 11 Y(k, r)~~~/~~~~~:~ #O} 
together with the relation 
IIW, r)5ll/lltll bvkp’, 5#0 
(see (22)) implies that 
II Wk r)ll d vker for all k > r, k E K. 
Together with (24) and (29) we then get 
Ilv(k)ll <yake~‘Ily(r)ll +& kf’ ~k-‘ll~(~N~ \ a i=r 
Introducing the abbreviations 
u(k) : =~-“ll.t4Wll (>O), 
V(k) : = y(r) +fi ‘2’ v(i) (>O) CI ,=r 
this inequality simplifies to 
u(k) 6 V(k) for all k 3 r, k E K. 
Further we get from the definition of V(k) the identity 
V(k+ l)- V(k)=&(k) 
LY. 
and with (32) 
V(k+ l)- V(k)<& V(k) 
‘CI 
and ipso facto 
for all k B r, k E K. 
By induction we get 
(30) 
(31) 
(32) 
V(r+ 1) for all k>r+l, keK. 
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Using (3 1) for k = Y + 1 we may continue to 
and with (30) and (32) we finally arrive at 
and in rewritten form at 
Ily(k)ll s?$f ll~P)ll(~+~Y)~-~ for all k > r, k E K. 
Since (22) (for k = r) implies the inequality y > 1 the expression 
y(a + /?)/(a + fly) is less than or equal to y and the proof of part (i) is com- 
plete. 
(ii) Since each matrix A(k), k E K, is supposed to be nonsingular the 
backward solutions of (21) are uniquely determined and the corresponding 
variation of constants formula for the backward solutions z(k) of (28) 
reads 
z(k) = !l’(k, r) z(r) - 1 Y’(k, i) b(i- 1) for all k < Y 
i=k+l 
(cf= k + 1 := 0), where 
r-1 
Y(k, r) := fl A-‘(i) for all k<r- 1, 
r=k 
Y(r, r) = identity matrix. 
(33) 
For fixed r E K we consider a (w.1.o.g.) nontrivial solution y(k) of (23) on 
K. For this solution we get then the relation 
y(k)= Y(k, r)y(r)- 1 Y(k, i) B(i- l)y(i-- 1) for all k 6 r, k E K. 
i=k+l 
As in part (i) of this proof we get the estimate 
II Wk r)ll d yak-’ for all k < r, k E K 
and with this 
Ilv(k)ll dvk-71y(r)ll +By i ~k-i+lll~(i- 1111 for all k < r, k E K. 
’ i=k+l 
(34) 
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An elementary rearrangement gives 
~1~ ‘llAi)ll 
for all k<r- 1, keK 
(35) 
and with the abbreviations 
u(k) :=a %W)ll (>O) for k < r, (36) 
V(k) : = -% u(r) + 
8 - lly 
for k<r- 1 (37) 
this relation takes on the form 
u(k) < V(k) for all k<r- 1, kcK. 
The definition (37) together with (38) implies 
(38) 
P(k)- I/(k+ l)<- ” V(k+l) 
cc-fly 
for all k < r - 2, k E K 
and eo ipso 
V(k)&- 
M - BY 
&k+l) for all k < r - 2, k E K. 
Induction then shows that 
r h I 
V(r- 1) for all k 6 r - 2, k E K. 
With (37) for k = r - 1 we get from this 
f- 
u(r) for all k < r - 2, k E K. 
Using (38) and (36) we arrive at 
lW)ll 6 Y(U - 13~)~ ‘llv(~)ll for all k < r - 2, k E K, 
which is the asserted estimate (27) up to the cases k = r and k = r - 1. 
Those remaining cases, however, follow readily from (34) and (35), respec- 
tively. This completes the proof of Theorem 2. 
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