In this paper we show how the transformations associated with the reduction to the Smith form of some classes of multivariate polynomial matrices are computed. Using a Maple implementation of a constructive version of the Quillen-Suslin Theorem, we present two algorithms for the reduction to a particular Smith form often associated with the simplification of linear systems of multidimensional equations.
Introduction
Matrices whose elements are polynomials in more than one indeterminate have been studied by many authors. Such matrices arise in the mathematical treatment of the so-called multidimensional systems which can be considered as extensions of the ordinary differential or difference systems. These include delay-differential systems and partial differential systems. In particular the Smith normal form of a matrix plays an important role in many areas of mathematics such as the polynomial approach in control theory see for example Rosenbrock [1] and Kailath [2] . The problem of reducing an univariate polynomial matrix to its Smith form is well understood and the relevant algorithm is already implemented in most computer algebra systems. For the multivariate case, however the problem is still open. Despite that some necessary and/or sufficient conditions for the reduction of a matrix to its Smith form have been given in the literature, no algorithm has been given to show how the transformations involved in the reduction are actually computed. These transformations are important if the solutions of the reduced system are to be expressed in terms of the original variables. So far the computations associated with these conditions have been difficult if not impossible to carry out. Recently however, some progress has been made in symbolic computation in particular a QuillenSuslin Maple package [3] has been developed. This package which is a maple implementa-tion of the Quillen-Suslin theorem provides an algorithm which computes a basis of a free module over a polynomial ring. In terms of matrices, this algorithm completes a unimodular rectangular matrix to an invertible matrix over the given polynomial ring with rational or integer coefficients (for more details see http://wwwb.math. rwth-aachen.de/QuillenSuslin/). In this paper, we show how this package can be used to compute the Smith form and the associated transformation for some classes of multivariate polynomial matrices. The classes of matrices considered can be regarded as those associated with linear determined systems of multidimensional equations which can be reduced to a single equation, thereby simplifying the analysis of such systems. The transformation used to obtain the Smith form is that of unimodular equivalence which will be defined later. First we need to introduce some definitions and a theorem which play a key role in this paper.
Definition 1 Let be a ring. The general linear group 
This theorem is at the centre of the proofs of the results presented in this paper and its Maple implementation is used in the computation of the transformations.
Theorem 1 (Quillen-Suslin [4,5]) Let be a principal ideal domain and and let be a matrix which admits a right-inverse , i.e., q . Then there exists a unimodular matrix such that
Equivalence to the Smith Form
The Smith form of a S p q  matrix with elements in a ring is usually the result of an equivalence transformation, i.e. a transformation of the form
The resulting Smith form S is given by the diagonal matrix formed by the invariant polynomials. The non-zero invariant poly-
It is a fact that it is not always possible to reduce a matrix to its Smith form by an equivalence of the type (2). In order to show that any matrix can be brought by an equivalence transformation to its Smith form, it is usually required that is a principal ideal or a Euclidean domain. In the case when
, the matrices may be treated as having elements in one of the indeterminates with coefficients that are rational forms in the other indeterminates e.g. T U is ZLP. This is a particular type of Smith form where all the invariant polynomials are equal to 1 except the last one which is given by the determinant of the matrix. This form is important for simplification considerations, i.e. a system whose matrix is equivalent to the Smith form (3) is equivalent to a single equation in one unknown. Thus making it easier to analyse such a system either analyticcally or numerically. In order to express the conclusions and solutions made about the reduced system in terms of the original system, one has to compute the transformations (2) connecting the original system matrix to the Smith form. Suppose that such a vector is obtained then the transformations M and that reduce T to the Smith form (3) can be obtained via the following Maple algorithm. 
 
 Check that the Smith form = S MTN . Another interesting result in the form of a sufficient condition for the reduction of class of linear multidimensional systems was given by Lin et al. [10] . This is the class of systems where the determinant of the system matrix is linear in one of the indeterminates. Such systems are also equivalent to a single equation. The result is given for the case when the determinant is linear in 1 but it is equally valid for any indeterminate Theorem 3 (Lin et al. [10] 
