Abstract-This paper aims to introduce some key parameters for the tracking application in wireless sensor networks. In this paper, the Nearest Closer protocol has been implemented in Jsim simulation platform, and consequently some useful trade-off analysis results among the density, reliability and lifetime have been obtained. Based on these results, two evaluation models are proposed.
I INTRODUCTION
WIRELESS sensor network consists of a number of sensors deployed either randomly or in a pre-determined state in a given two or three dimensional space, thus forming a network of sensors. The sensors are designed to measure one or more physical quantities in the space, such as temperature or location. The sensors need to transmit this collected data to the end-user, who often will be outside of the space being measured, which could well be a dangerous environment. As the sensors concerned are wireless they are typically powered by a battery with a finite lifetime and power output, it may be impossible or impracticable to recharge or replace such batteries. Thus in a real wireless sensor network a number of parameters naturally need to be considered such as energy consumption, network lifetime and network throughput. The network may be assigned a routing protocol. There exist a lot of routing protocols, so to choose the suitable routing protocol has become a significant problem.
A
The routing protocols can be divided into three main types: flat protocols, location-based protocols and hierarchical protocols. Single-hop, Nearest Closer and LEACH are typical and basic routing protocols for these three types respectively.
We have integrated the Single-hop and LEACH [1] protocols into the simulation tool J-Sim and provided mathematical models for each protocol. This paper will focus on the multi-hop routing protocol.
The multi-hop protocol we realized in J-Sim is called Nearest Closer protocol. To implement this protocol each node has to know: its own position, the position of its neighbours within its transmission range and the position of the sink node. The main idea in the Nearest Closer protocol is that the distance between the receiver sensor node and the sink node is shorter than the distance between the transmitter sensor and the sink node. In addition, the transmitter sensor will transmit to its nearest neighbour that is closer to the sink node.
In this paper, the relationships among density, lifetime, and reliability will be investigated for the Nearest Closer protocol by simulating the tracking application. Based on the results of these parameters, two intelligent evaluation models will be proposed. This means that wireless sensor network users can predict lifetime and reliability directly. Thus sensor nodes can be deployed in such a network without further simulations.
The rest of this paper is structured as follows: Section 2 describes some details of J-Sim. Section 3 defines the evaluation parameters. Section 4 focuses on the experimental set-up information. Section 5 describes the results which have been obtained so far. Section 6 proposes the Lifetime model. Section 7 proposes the Reliability model. Section 8 concludes this paper.
II J-SIM J-Sim [2] (formerly known as JavaSim) is an open-source, component-based compositional network simulation environment. The system is based on the IEEE 802.11 [3] [4] implementation provided with J-Sim. IEEE 802.11 is the first wireless LAN (WLAN) standard proposed in 1997. J-Sim is implemented on top of the autonomous component architecture (ACA), components are the basic elements in this architecture and through these J-Sim implements the data transmission process. J-Sim provides a script interface that allows its integration with Tcl, and has been developed entirely in the Java platform. Java is a general purpose object-oriented computing language that is specifically designed to have as few implementation dependencies as possible.
This work selected J-Sim as its simulation tool for the following reasons:
The authors of J-Sim have performed detailed performance comparisons in simulating several typical WSN scenarios in JSim and ns-2. The simulation results indicate J-Sim and ns-2 incur comparable execution time, but the memory allocated to carry out simulation in J-Sim is at least two orders of magnitude lower than that in ns-2. As a result, while ns-2 often suffers from out-of-memory exceptions and was unable to carry out large-scale WSN simulations, the proposed WSN framework in J-Sim exhibits good scalability.
J-Sim models are easily reusable, so users can combine the components in the framework freely. J-Sim also provides a Graphical User Interface (GUI), which makes it easy to operate the simulation.
J-Sim is a Java-based platform. The Java-based sensors could be integrated with Java-based simulation tools in the future.
III. EVALUATION PARAMETERS
In this section, the evaluation parameters of Reliability Lifetime and Density will be defined for use in the following sections. This paper will focus on the parameters of Energy, Density, Lifetime and Reliability. Based on the results of experiments measuring these parameters, an intelligent evaluation model will eventually be constructed.
This work has completed power control over the radio components on the J-Sim simulation platform, which makes simulation of power consumption possible.
There is no need to assume that all sensors in a WSN measure the same phenomena; however, in this paper it is assumed that all sensors can transmit data about the phenomena they detect and can receive and retransmit data from other sensors about any of the phenomena detected in the system.
A. Reliability
In this work, experiments are conducted using the concept of reliability, defined by: Reliability = the number of packets received by the sink node / the number of packets sent to the sink node The advantages of using reliability are two-fold. Firstly, this definition can be used in the field and laboratory. In the field provided the sink node (end-user) knows how many cluster heads or sensors there are and the average number of packets of sensed data per sensor per time unit, then reliability can be estimated at any time during the lifetime of the network using the number of time units elapsed. Any difference between reliability measured in the field and laboratory could be used to detect how many packets of data are lost between sensors and cluster heads or the sink node (this would include counting sensors that have failed or have otherwise been lost to the system). Secondly, this simple definition of reliability can be used in a network where there are sensors of various types monitoring different things to produce a single simple measure of accuracy. In this situation our definition gives a systemic measure of accuracy for the network as a whole independent of the applications. This definition also makes it easy to analyze communication among the sensor nodes; in particular it makes the estimation of data collision in the wireless sensor network possible.
A frequently used definition for tracking accuracy is to set the tracking error equal to the Euclidean distance between the estimated and actual locations of the target.
The chief advantage of our definition for the tracking application, that this paper is going to simulate, is that it is independent of the target position.
B. Lifetime
Network lifetime has become the key characteristic for evaluating sensor networks in an application-specific way. In particular the availability of nodes, and connectivity have been included in discussions on network lifetime. In fact, even quality of service measures can be reduced to lifetime considerations. Network lifetime is the time span from the deployment of the sensors to the instant when the network is considered non-functional. When a network should be considered non-functional is application specific. It could be, for example, the instant when the first sensor dies, a percentage of sensors die. Conserving sensor energy and increasing tracking accuracy are the two main goals for the research of target tracking applications in wireless sensor networks. Simulation is a common way to compare these two parameters. Before the real deployment of sensor nodes, users always perform some simulation tests for the tracking application. In the simulations, finding the trade-off point between energy consumption and tracking accuracy is one of the key questions to be addressed. In addition, evaluation analysis will be performed here among all the related parameters.
Sensors need to send packets to other sensors or sink node in a WSN. On the other hand, the sink node will receive packets from sensors. Thus, the definition for network lifetime we have taken in our experiments is the time when the last packet is received by the sink node. Last packet here means the sink node cannot receive any packet from sensors after receiving this packet.
C. Density
The number of sensors deployed in a fixed area will be taken as the Density parameter in this paper. Obviously as the number of sensors increases, so does the average number of sensors per square metre.
IV. EXPERIMENTAL SET-UP
The simulated area for the experiments in the following sections is a 10 metre × 10 metre square with randomly deployed nodes. The sink node for this application is located in the middle of this square. One of the primary reasons for selecting this setup is to allow the results to be generalized to large areas by concatenation of networks similar to this. For example, a 50 metre × 50 metre square region could be configured using 25 instances of the setup used here in a 10 × 10 grid formation. All the points (in the figures) in the following section are the average value from at least 5 separate experiments.
In the following section, reliability and lifetime will be evaluated using density as a parameter. As the number of nodes increases in a fixed space, the efficiency of the sensor network may become better or worse. So in some simulations the researchers may care about the number of sensors they are using in the network. It is obvious that
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some of the nodes will be out of power in a real wireless sensor network. Thus attention will move to the number of sensors that are alive.
V. RESULTS
A series of experiments were carried out with the number of sensors starting at 10, and increasing in increments of 10 to 300 sensors. The transmission radius for each sensor was fixed at 15 metres. In Fig. 1 , the relationship between the number of sensors and Reliability is very clear. Reliability for this application increased as the number of sensors increased to 40, when it reached its highest value. It then essentially decreased as the number of sensors increased from 40 to 300, when it reached its lowest value. This may be explained by observing that as the number of nodes increases in the fixed space more sensors will join the data transmission process and consequently communication among the sensors will become more and more complex. Consequently dropped data due to data collision and latency cannot be ignored. We conclude that it is reasonable to expect reliability to decrease with density. In addition, the variance for Reliability is 23.3978 and the standard deviation for Reliability is 4.83713. In Fig. 2 , Lifetime reached its lowest value when the number of sensors equalled 220, whereas the highest value of Lifetime occurred when there were 10 sensors. When the number of sensors equalled 40, Reliability was 93.64%, its highest level, but with this number Lifetime is fairly short. This illustrates that it is possible for users to choose an optimum density value for this application depending on the Reliability and Lifetime required. In addition, the variance for Lifetime is 13602.64483 and the standard deviation for Lifetime is 116.63038.
VI. LIFETIME MODEL
Hop count is one way to measure the energy requirement of a routing task, thus using a constant metric per hop. However, if nodes can adjust their transmission power (knowing the location of their neighbours) the constant metric can be replaced by a power metric u d e d α (or some variation of this) for some constants α and e that depend on the distance d between nodes. The value of e, which includes energy loss due to start up, collisions, retransmissions, and acknowledgements, is relatively significant, and protocols using any kind of periodic hello messages are extremely energy inefficient.
The basic idea for the NC protocol model to be constructed in this section is that the energy consumed by an average sensor in sending all its data to its nearest neighbour is of the form w s E d , where E d is the expected value of the square of the distance between sensors and w s is the average number (weight) of packets of data to be sent to its nearest neighbour. This figure also represents the average amount of energy to send one packet of data to the sink node. Now in the NC protocol one possible parameter that could affect Lifetime is the number of paths or trees formed by the sensors. This is not the case as demonstrated by the following experiments, which are of independent interest. Using J-Sim it is difficult to extract the paths that sensors transmit along to the sink node. For this reason a program was written in the algebraic software package Magma [5] to not only compute the individual paths, but to marry them together to form the initial distinct trees.
Of course during the Lifetime of the network various sensors will die, normally from the centre outwards, and new trees will be formed. The mean number of trees corresponding to different numbers of sensors is given in Table 1 below. This mean number of trees was found by running the program 1,000 times for each given number of sensors. It could be seen from this table that the number of trees is almost independent of the number of sensors (excluding very small values) and is of the order of 2.55 trees. The conclusion from Table 1 is that the mean number of trees is independent of the number of sensors and therefore can be discounted as having any effect on Reliability or Lifetime. The reason that on average two or three trees occur can be satisfactorily explained by considering the diagram below. In Fig. 3 the points A, B and C represent the three nearest sensors to the sink node in the centre of the square amongst the randomly distributed sensors in the region. The perpendicular bisectors of the line segments joining A, B and C to the sink node have then been constructed. The next furthest sensor will with high probability be in one of the three zones containing A, B or C and its corresponding perpendicular bisector. Thus, in this diagram that three trees will probably result with A, B and C as the roots. Then, in 'zone' A it may be the case that further out in the tree that sensors cross over into zone B or C. It is fairly easy to draw diagrams where two or four trees will result, but only a very lop-sided distribution will result in just one tree if a reasonable number of sensors are being distributed.
For the NC protocol the relation 'is the closest neighbour to' is not symmetric, that is B can be the closest neighbour to A without A being the closest neighbour to B. Thus for this protocol it is necessary to find the closest neighbour to a sensor A, but with the stipulation that the neighbour is closer to the sink node than A. It is also the case that the sink node could be the closest neighbour to A, but the sink node is a fixed point and therefore does not fit in with the assumption that this work is dealing with a random distribution of sensors.
The expected distance d between a sensor node and its closest neighbour that is closer to the sink node (including the sink node itself) is given in the second column of the table and the expected distance of the square of the distance is given in the third column. Finally in the fourth column the average weight of the sensors is given, where each branch in the various trees count as weight one. This is then a measure of the number of packets of data an average sensor has to transmit to its nearest neighbour and it is also the average number of hops from the sensors to the sink node. The results of these simulations are tabulated in Table 2 . It should be noted that for those sensors whose nearest neighbour is the sink node that the distribution of the distance and distance squared to the sink node is slightly different to those between sensors, and the averages are always slightly higher than those given in Table 2 , with the exception of the 10 sensor case when there is a significant difference.
Two results emanate from this table. The first is that w s E d is nearly constant as it only ranges from 5.16 to 5.45 and is a measure of the average distance from a sensor to the sink node measured along the hop path.
The second is that w s E d decreases as the number of sensors increases, this shows that the energy expended by a sensor in receiving and sending received packets to its nearest neighbour decreases as the number of sensors increases. It also represents a measure of the average amount of energy needed to transmit one packet of data to the sink node. Two theories are proposed to explain why the lifetime decreases as the number of sensors increases.
A. Early Termination
To explain early termination it is useful to consider the situation when two trees occur and the nearest (root) sensors to the sink node. These two sensors have to receive and transmit all the sensor data to the sink node and therefore have long transmission times with one time slot per packet. A transmission break, which in our definition of lifetime is interpreted as the end of lifetime, could result when both of the root sensors do not possess sufficient energy to transmit their data to the sink node. In a sense this is like the situation for the LEACH protocol with the root sensors acting as fixed cluster heads and the lifetime being controlled by the lifetimes of those sensors. A transmission break could also result if there is a catastrophic data collision in which all the packets of data from the root sensors collide with each other at the sink node and from which the system cannot recover. It is highly probable in a large system that some data collisions will occur at the sink node.
B. Data build up
As explained above the tree root sensors have long transmission times to transmit their data in a number of slots. Each sensor can transmit and receive data, but cannot do both simultaneously, also in the slotted ALOHA [6] [7] [8] MAC design transmissions in a tree are sequenced. So the sensors immediately prior to a root sensor will receive more data than previously when the root sensor transmits, which will subsequently be transmitted to the root sensor and then the pattern will be repeated. The situation will become more complicated higher up the tree, but generally the amount of data to be transmitted by a sensor will increase with time in a non-linear manner. In particular the root sensors will have more and more packets of data to transmit as data builds up in the tree. So for a fixed number of sensors the amount of energy required for a root sensor to transmit its packets of data to the sink node will increase with time. Delays in the slotted ALOHA protocol will lead to data build up and data collisions will result in retransmissions.
If a varying number of sensors is considered then the amount of energy needed to send a frame of packets may increase with the number of sensors despite the fact that w s E d ) decreases with the number of sensors. The energy required to transmit such a frame of data (in reality such a frame may not be transmitted in consecutive slots) will increase with the number of sensors if the frame length (the number of packets) exceeds the ratio between E d ) for the corresponding number of sensors; this latter ratio is always less than 1.85 between successive values in Table 2 and approaches 1 as the number of sensors increase, so that it is reasonable to expect that the corresponding ratio of frame lengths will exceed this. This effect is balanced by the fact that in a smaller system sensor will transmit and receive data more often than in a larger system. It is also of note that most energy is used in data transmission rather than reception, however, energy used for data reception could be significant when compared to energy use in a small system.
The conclusion is that w s may not be the correct weight to be attached to an average sensor, but instead represents a lower bound for the weight.
The two theories can be related in that with data build up the root sensors may end up transmitting a large amount of data to the sink node using a lot of energy in the process. This could ultimately lead to root sensors having insufficient energy to transmit the frame or a catastrophic data collision, in either case this will lead to early termination of the system. In reality both theories proposed here contribute to the lifetime figures obtained with the latter theory difficult to quantify in a model because of the complexity of the trees.
Anyway lifetime in general can be modelled by only considering the roots of the normally two or three trees. The case of just one tree occurring is of interest for a small number of sensors, for in this scenario the system should run until the only root sensor dies naturally, at that time the system might interpret the death as a transmission break or the next sensor(s) out will take over the role of the root(s). The basic model constructed here is of the form
where n is the number of sensors, K is the total initial energy of a sensor and E T is the expected number of trees. Here n/E T represents the average weight per tree and since we know that E T is nearly constant, the model should roughly resemble the curve /n. Our model in particular assumes that the sensors are evenly distributed amongst the trees and disregards data build up, it should therefore represent an upper bound for the lifetime once the system is running at full capacity. This would imply that lifetime decreases monotonically as the number of sensors increases; however, this basic model assumes that the system runs at full capacity from the start and ignores idle slots in the slotted ALOHA design. Thus there is a base value below which lifetime will not fall, as the system will behave like a smaller system during its initial phase and there will also always be a number of idle slots, this base value will be taken to be the smallest lifetime value of 223 that occurs when n . So the revised model is
where λ n is a proportionality measure with λ . Now from the lifetime data λ n will be very close to 0 for all n . Setting λ yields the value K . Computation gives the following values for λ n : The parameter λ x can be piecewise approximated by .
. x for x , and
. . x for x by fitting straight lines through the given values. An alternative that will yield better local approximations is to interpolate between the known values of λ. Thus if n x n , then λ x ≅ x n λ n x n λ n .
The general equation obtained for x is
. and the value of E d for x sensors can again either be interpolated between the known values in Table 2 or by using the fitted formula
for 10 x . Using the latter formula (which is a good fit) yields at worst an implicit equation for the lifetime for x .
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Finally we are stating that lifetime is essentially constant for x with a value between 223 and 250 depending on the topology of the sensors. In both Fig 4 (a) and (b) the lifetime model is nearly a straight line and is clearly a better fit for sensors.
VII. RELIABILITY MODEL
In the following Table 1 Reliability (as a percentage) divided by Lifetime is listed for the 15 metre transmission radius case, which gives (100 times) Reliability per unit Lifetime R n /L n : In the first of these regions the function R n /L n may be approximated by .
. n or equivalently since we have determined L n in the previous section R n . * L n . * n * L n for n .
This indicates that 12.5% of the Lifetime figure represents a lower bound for Reliability, but that Reliability per unit Lifetime will increase by about 2% of the Lifetime as the number of sensors is increased by 10.
In the next region the rate R n /L n reaches its highest level and stays constant at about 0.3779, so that Reliability is about 38% of the Lifetime figure for n .
In the last region the rate decreases, this can be satisfactorily explained by the fact that Lifetime may be considered to be constant in this region and thus increasing the number of sensors just increases the complexity of communication to the sink node and the rate can be approximated by .
. n for n . So in this region 55% of the Lifetime is an upper bound for Reliability, but this decreases by about 0.8% for each extra 10 sensors. The model for / in Fig. 5 compared to the actual data point is fairly good with one exception of the point with 50 sensors, which either is genuinely exceptional or it may represent a data error.
VIII. CONCLUSIONS
In this paper, from a series of experiments using the J-Sim simulation tool several conclusions for NC were reached: (i) Reliability for this application increased as the number of sensors increased to 40, when it reached its highest value. It then essentially decreased as the number of sensors increased from 40 to 300. (ii) Lifetime decreased as the number of sensors increased to 130 and then it fluctuated slightly as the number of sensors increased to 300. Lifetime reached its lowest value when the number of sensors equalled 220, whereas the highest value of Lifetime occurred when there were 10 sensors.
Based on these simulation results, two evaluation models among the parameters of lifetime, reliability, and density have been proposed. Thus, wireless sensor network users can predict the lifetime and reliability directly. This means that sensor nodes can be deployed in such a network without further simulations.
