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Abstract
Persistence theory discussed in this paper 1 is an application of algebraic topology (Morse
Theory) to Data Analysis, precisely to qualitative understanding of point cloud data. Math-
ematically a point cloud data is a finite metric space of a very large cardinality. It can
be geometrized as a filtration of simplicial complexes and the homology changes of these
complexes provide qualitative information about the data. There are new invariants which
permit to describe the changes in homology (with coefficients in a fixed field) and these
invariants are the “bar codes”.
In Section 3 we develop additional methods for the calculation of bar codes and their
refinements. When the coefficient field is Z2, the calculation of bar codes is done by ELZ
algorithm (named after H. Edelsbrunner, D. Letscher, and A. Zomorodian). When the
coefficient field is R, we propose an algorithm based on the Hodge decomposition.
The original persistence theory involves the “sub-level sets” of a nice continuous map
(tame map). With Dan Burghelea and Tamal Dey we developed a persistence theory which
involves level sets discussed in Section 4. This is a refinement of the original persistence. The
level persistence we propose is an alternative to Zigzag persistence considered by G. Carlsson
and V. D. Silva. We introduce and discuss new computable invariants, the “relevant level
persistence numbers” and the “positive and negative bar codes”, and explain how they are
related to the known ones.
We provide enhancements and modifications of ELZ algorithm to calculate such invariants
and illustrate them by examples.
Sections 3 is preceded by background materials (Section 2) where the concepts of algebraic
topology used in this paper are defined.
1 Introduction
We view “Persistence Theory” as the Computer Science friendly application of Morse Theory to
Data Analysis.
• Data considered in this thesis is called PCD (point cloud data) which is, mathematically,
a finite metric space (Σ, d) of very large cardinality. A PCD often appears as a collection
1This paper is the Ph.D thesis written under the direction of D. Burghelea at OSU.
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of points in some Euclidean space (RD, d) with d being the Euclidean distance. It is hard
to visualize a PCD or to study its structure directly, since the cardinality is large and
dimension of the Euclidean space in which it embeds can be more than three. However, we
can understand qualitative features of a PCD by analyzing the family of simplicial complexes
associated to it. In this thesis we use Vietoris-Rips complexes which were introduced first by
Vietoris then by Rips in connection with the group theory (Vietoris [37], Hausmann [26]).
• Morse Theory [29] is part of geometric and algebraic topology, whose purpose is to describe
the topology of reasonably nice spaces X , for example smooth manifolds, with the help of
a generic real valued functions f : X → R, for example proper smooth functions with all
critical points nondegenerate. It uses the local changes in the homology of the sub-levels
X−∞,t = f
−1((−∞, t]) to describe the global topology (homology) of the space X . The
topology of the sub-levels for such generic functions changes for a discrete collection of t’s,
called critical values. If X is compact then the topology changes for a finite collection of t’s,
say t0 < t1 < · · · < tN , and a finite filtration X−∞,t0 ⊆ · · · ⊆ X−∞,tN = X is obtained.
Persistence theory, as considered by H. Edelsbrunner, D. Letscher, A. Zomorodian [21], P.
Frosini and C. Landi [22], also anticipated in Rene Deheuvels [16], provides a slight change of
perspective. The object to start with is a space X equipped with a finite filtration rather than a
function f : X → R. This leads to the concepts of persistence vector spaces, and then to linear
algebra of persistence vector spaces, and to additional type of invariants, bar codes [6], [39]. (As
recognized by Carlsson and Zamorodian [39] the concept of bar codes corresponds to “torsion and
rank” of a finitely generated graded module over the ring of polynomials of one variable. This
concept was not previously used in the work of computer scientists.)
When the underlying space X is a simplicial or more general polytopal complex, algorithms
of reasonably low complexity [10], [31], [27] as proposed in [21], [39] can be used to calculate
efficiently the bar codes of the persistence vector space associated with a filtration of the complex.
From the bar codes, one can derive the homology of the sub-levels and then of the underlying
space.
Relationship with Data analysis
The Persistence Theory becomes relevant to Data Analysis due to remarkable new ideas:
One can understand the qualitative features of a PCD by analyzing geometric shapes, in this
case simplicial complexes, associated to it. One associates to the finite metric space (Σ, d) and
ǫ ≥ 0 a simplicial complex Rǫ(Σ) (so called “Vietoris-Rips complex”). Since a single Vietoris-Rips
complex Rǫ(Σ) does not contain enough information of (Σ, d), one considers all of these complexes
for all ǫ ≥ 0. Fortunately only finitely many of them are different and they form a finite filtration
of the standard simplex of dimension the cardinality of Σ less one unit. The result of this analysis
is encoded in bar codes, which carry information about the qualitative features of the data and
signal the missing parts and “accidental noises” in the data.
This theory had already nice applications in many areas of science cf. Carlsson [5] and one
expects much more to follow.
Section 2, Mathematical Preliminaries, provides a concise presentation of the mathematical
concepts behind the Persistence Theory. In Section 2 we recall the definitions of simplicial com-
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plexes, simplicial homology, polytopal complexes, cellular homology, singular homology and Betti
numbers as well as the methods to calculate them when the coefficient field is Z2 or R.
When the field is Z2, the calculation is done by the ELZ algorithm (H. Edelsbrunner, D.
Letscher, and A. Zomorodian) [21].
When the field is R, the calculation can be done by the Hodge decomposition. This is a new
method, at least as long as the calculation of bar codes is concerned, based on the elementary
Hodge theory [18].
In Section 3, Persistent Homology of a PCD, one reviews the basic algebra of (tame) persistence
vector spaces and introduces the bar codes of a tame persistence vector space. These are by now
standard concepts but our presentation is slightly different from the existing literatures.
From a point cloud data (PCD), (Σ, d), one derives a filtration of simplicial complexes (Vietoris-
Rips complexes mentioned before)
Rǫ0(Σ) ⊆ Rǫ1(Σ) ⊆ · · · ⊆ RǫN (Σ).
Then r-dimensional homology groups with coefficients in a fixed field of the spaces of this
filtration with the linear maps induced by inclusions define a tame persistence vector space. The
“bar codes” of this tame persistence vector space are referred to as the bar codes of the PCD. For
the definition of bar code see Subsection 3.3.
When the coefficient field of homology groups is Z2, the calculation of bar codes is done by
the ELZ algorithm.
When the coefficient field of homology groups is R, the calculation of bar codes is done by
a slight generalization of the Hodge decomposition as described in Section 2. This is a new
contribution.
The simultaneous persistence used in Section 4 in relation with level persistence is also a new
contribution, and requires appropriate modifications / improvements of the ELZ algorithm.
In Section 4, Persistence Theory Refined, one considers continuous maps f : X → R. When f is
weakly tame (Definition 3.11), a finite filtrationX−∞,t0 ⊆ X−∞,t1 ⊆ · · · ⊆ X−∞,tN is defined, where
X−∞,ti = f
−1((−∞, ti]) and t0 < t1 < · · · < tN are critical values. The homology groups in each
dimension of the above filtration provide a persistence vector space whose bar codes are referred
to as the bar codes of the (weakly tame) map f in that dimension. In Section 4 the “persistence”
for such filtration (which is the standard persistence considered in Section 3) is referred to as the
sub-level persistence and its invariants as the bar codes for the sub-level persistence of f . The
sub-level persistence analyzes the changes in the homology of sub-levels.
In Section 4 we refine the sub-level persistence to level persistence. The level persistence
considers the changes in the homology of the level sets Xt = f
−1(t) rather than the changes in
the homology of the sub-level sets X−∞,t = f
−1((−∞, t]). In a more primitive form the level
persistence was first considered in [17] under the name “interval persistence”. For tame maps
(Definition 4.1) the level persistence is equivalent to Zigzag persistence previously introduced in
[11].
In this work the maps considered will be tame, i.e. the topology of the levels changes at finitely
many t. The theory requires the tameness hypotheses, however almost all continuous maps and
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in particular all maps of practical interest like simplicial maps or generic smooth maps on smooth
manifolds are tame. Tame maps are weakly tame (Corollary 4.3).
The level persistence determines and is determined by the relevant persistence numbers intro-
duced in Section 4. For a tame map the relevant persistence numbers are equivalent to the bar
codes for the Zigzag persistence, a concept introduced by Carlsson and Silva [11]. We call these
bar codes bar codes for level persistence and also provide their definition from a slightly different
perspective.
For a tame map the relevant level persistence numbers consist of a finite collection of numbers
while the bar codes for level persistence (equivalently for Zigzag persistence) consist of a finite
collection of intervals of four types: closed, open, left open right closed and left closed right open.
For a tame map f : X → R they carry considerably more information than the bar codes for sub-
level persistence of the map f . In fact the former implies the latter as explained and illustrated
by examples in Section 4.
There are two fundamental concepts in the level persistence: death and detectability (or ob-
servability). These concepts should be compared with birth and death in sub-level persistence,
however are not quite the same.
We also introduce in Section 4 the concept of positive and negative bar codes since they are
related to relevant persistence numbers and can be calculated efficiently when the underlying space
of the map is a simplicial complex and the map is linear on each simplex.
We reduce the calculation of bar codes for level persistence or of relevant persistence numbers
to the calculation of bar codes for sub-level persistence. However the sub-level persistence is not
for the map f but for other maps associated with f . These associate maps are derived via the
construction of cuts along levels. For this purpose we provide new algorithms to calculate “cuts
along levels”, of interest to computational geometry, and improve on the existing algorithms (e.g
ELZ).
Section 4 also contains a number of examples and pictures to describe the implementation of
the algorithms.
The level persistence as presented in this thesis was also considered in papers [4] and [17].
This paper is the Ph.D thesis written under the direction of D. Burghelea at OSU.
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2 Mathematical Preliminaries
In this section we review the definitions of simplicial complex / simplicial homology[25] / polytopal
complex / cellular homology[30] and singular homology and the methods to calculate these ho-
mologies when the coefficient field 2 is Z2 or R.
2.1 Basic Knowledge
Affinely Independent [14]:
A set of points (vectors) x0, · · · , xk ∈ R
D is affinely independent iff the vectors
x1 − x0, x2 − x0, · · · , xk − x0
are linearly independent.
Convex Hull [2]:
Let X = {x1, · · · , xk} be a finite set of points(vectors) in R
D. The convex hull of X is the set
of all convex combinations of the elements of X
Hconvex(X) = {
k∑
i=1
αixi | αi ∈ R, αi ≥ 0,
k∑
i=1
αi = 1 }
Affine Hull [15]:
Let X = {x1, · · · , xk} be a finite set of points (vectors) in R
D. The affine hull of X is the set
of all affine combinations of the elements of X
aff(X) = {
k∑
i=1
αixi | αi ∈ R,
k∑
i=1
αi = 1 }
Geometric Simplices in a Real Vector Space [32]:
An n-geometric simplex σ in RD for n ≤ D is the convex hull of n + 1 affinely independent
points v0, · · · , vn ∈ R
D and sometimes denoted by [v0, · · · , vn]. The points v0, · · · , vn are called
vertices of σ.
The convex hull of a subset of vertices of σ containing m + 1 points is called an m-face of σ.
The m-faces of σ are also m-geometric simplices.
Standard n-Simplex [25]:
The standard n-simplex ∆n ∈ Rn+1 is the convex hull of vertices
v0 = (1, 0, · · · , 0), · · · , vn = (0, · · · , 0, 1).
Geometric Simplicial Complexes [32]:
2The homology considered here is always in a fixed field.
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A geometric simplicial complex K = { σι | ι ∈ A } in R
D is a collection of geometric simplices
in RD that satisfies the following conditions:
1. Any face of a simplex of K is also in K.
2. The intersection of any two simplices σ1, σ2 ∈ K is a face of both σ1 and σ2.
Underlining Space of a Geometric Simplicial Complex [32]:
Let’s denote the union of simplices of a geometric simplicial complex K as |K| and call it the
underlying space of K.
Simplicial Maps Between Geometric Simplicial Complexes [32]:
Let K and L be two geometric simplicial complexes. A map f : |K| → |L| is a simplicial map
if it sends each simplex of K to a simplex of L by a linear map taking vertices to vertices.
Abstract Simplicial Complexes [32]:
An abstract simplicial complex X = (V,S) consists of a set V of vertices and a set S of finite
subsets of V called abstract simplices, which satisfy the following property: if σ ∈ S and τ ⊆ σ,
then τ ∈ S.
If σ ∈ S has n+ 1 elements, the dimension of σ is n and σ is called an n-simplex.
If τ ⊆ σ has m+ 1 elements, τ is called an m-face of σ.
Simplicial Maps Between Abstract Simplicial Complexes [32]:
Let X1 = (V1,S1) and X2 = (V2,S2) be two abstract simplicial complexes. A map f :
V1 → V2 is a simplicial map if whenever the vertices v0, · · · , vn of X1 span a simplex, the points
f(v0), · · · , f(vn) are vertices of a simplex of X2.
Spatial Realization of an Abstract Simplicial Complex [32]:
A spatial realization K =< X > of an abstract simplicial complex X is provided by an injective
map f : V → RD that sends each simplex in X to an affinely independent set in RD so that no
interior of different geometric simplices intersect (in particular if f(vi) are all affinely independent).
The union of the convex hulls of the images of all abstract simplices of X is a geometric simplicial
complex, which is a spatial realization of X .
Spatial realizations always exist for D large enough and their underlying spaces are all home-
omorphic to each other. If we have a geometric simplicial complex K, we can also get an abstract
simplicial complex X with V the set of vertices of K and
S = { σ ⊆ V | σ are vertices of some simplex of K }.
Then (V,S) defines an abstract simplicial complex X .
It is not hard to check the above assignments are essentially inverses to each other and they
also induce a bijection between simplicial maps, so an abstract simplicial complex X and its spatial
realization K can be regarded as equivalent objects.
Oriented Simplex (page 26, [32]):
Let σ be a simplex (geometric or abstract). One says that two orderings of its vertices are
equivalent if they differ from one another by an even permutation. If σ is a 0-simplex then,
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obviously, the ordering is unique. If dim σ > 0 then the orderings of the vertices of σ fall into two
equivalence classes. Each of these classes is called an orientation of σ. An oriented simplex (σ, ǫ)
is a simplex σ together with an orientation ǫ.
If the points v0, · · · , vp are affinely independent, we shall use the symbol
〈v0, · · · , vp〉
to denote the oriented simplex consisting of the simplex {v0, · · · , vp} and the equivalence class of
the ordering (v0, · · · , vp).
Simplicial Homology with Coefficients in a Field [25]:
Let X be an abstract simplicial complex as defined above. Let C∆n (X ; κ) be the κ-vector space
generated by the set of n-simplices in X , where κ is a fixed field. Elements of C∆n (X ; κ) are finite
formal sums Σiλiσi where λi ∈ κ, σi are n-simplices of X . By choosing a total ordering of vertices of
X (which provides an orientation on each simplex) a boundary map ∂∆n : C
∆
n (X ; κ)→ C
∆
n−1(X ; κ)
is defined as the linear extension of the map below
∂∆n (〈v0, · · · vn〉) =
∑
i
(−1)i〈v0, · · · , vˆi, · · · , vn〉.
It’s easy to verify that ∂∆n ◦ ∂
∆
n+1 = 0, so that we can define the simplicial homology groups as
H∆n (X ; κ) = ker ∂
∆
n / im∂
∆
n+1.
Choosing different orderings on the vertices of X or different orientations on each simplex, the
boundary maps might change (the sign of entries might change) but the homology groups remain
the same.
Convex Polytope [24]:
An extreme point of a convex set S in a real vector space is a point in S which does not lie in
any open line segment joining two points of S. The extreme points of a simplex in a real vector
space are its vertices.
A convex polytope is the convex hull of a finite set of points. We call extreme points of a
polytope its vertices. A simplex is a convex polytope such that its vertices are affinely independent.
Suppose P is a convex polytope with X the set of its vertices. The dimension of P is the
dimension of the affine hull of X .
A point x ∈ P is an interior point of P if it is interior in the sense of point set topology when
P is regarded as a subspace of aff(X).
Given a1, · · · , aD, b ∈ R, consider the closed half-space defined by
{ (r1, · · · , rD) ∈ R
D | a1r1 + · · ·+ aDrD ≤ b }
The boundary of the above half-space is
{ (r1, · · · , rD) ∈ R
D | a1r1 + · · ·+ aDrD = b }
A face of a convex polytope is any intersection of the polytope with a closed half-space such
that no interior points of the polytope lie on the boundary of the half-space.
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The dimension of a face is the dimension of its affine hull. Faces of a convex polytope are also
convex polytopes. Vertices of a polytope are its 0-dimensional faces.
Polytopal Complex [24]:
Polytopal complex, often named as polyhedra complex or cellular complex, consists of a collec-
tion of convex polytopes in some Euclidean space RD, satisfying two conditions:
(i) Every face of a polytope in Π is also in Π.
(ii) The intersection of any two polytopes in Π is a face of both.
The polytopes in Π are called cells. An n-dimensional polytope in Π is called an n-cell.
For example, the set of all faces of a convex polytope defines a polytopal complex.
A geometric simplicial complex is a polytopal complex in which every cell is a geometric
simplex.
Oriented Convex Polytope [30]:
Let σ be a d-dimensional polytope in RD and V (σ) be the set of vertices of σ. The map
ǫ :
(
V (σ)
d+1
)
→ {1,−1} is an orientation of σ if the following conditions are satisfied:
(1) ǫ(v0, · · · , v
′
i, · · · , vd) = ǫ(v0, · · · , vi, · · · , vd) if vi and v
′
i are in the same open half-space of
R
D delimited by one of the supporting hyperplanes of v0, · · · , vˆi, · · · , vd (hyperplanes that pass
through v0, · · · , vˆi, · · · , vd) and ǫ(v0, · · · , v
′
i, · · · , vd) = −ǫ(v0, · · · , vi, · · · , vd) if not.
(2) ǫ(v0, v1, · · · , vd) = sign(π)ǫ(vπ(0), vπ(1), · · · , vπ(d)) for every permutation π.
0-dimensional polytope admits a unique orientation. Every d-dimensional(d ≥ 1) polytope
admits exactly two distinct orientations. If ǫ is one of them, −ǫ is the other one.
An orientation ǫ on σ induces an orientation ǫ|τ on its codimension-1 face τ . The convention
is that a base in the supporting hyperplane of τ followed by a vector pointing towards the interior
of σ provides a base of the supporting affine space of σ which defines the orientation ǫ.
Let σ be an n-cell, when τ is a (n− 1)-face of σ, one defines the orientation ǫτ by
ǫ|τ (v0, · · · , vn−1) := ǫ(v0, · · · , vn−1, vn)
for any v0, · · · , vn−1 ∈ V (τ) and vn ∈ V (σ) \ V (τ).
Cellular Homology with Coefficients in a Field [30]:
Let Π be a polytopal complex as defined above. Let Cn(Π; κ) be the vector space generated
by the set of n-cells in Π with coefficients in a fixed field κ. Elements of Cn(Π; κ) are finite formal
sums Σiλiσi where λi ∈ κ and σi are n-cells of Π.
For any cell σ choose an orientation ǫ(σ).
The boundary map ∂n : Cn(Π; κ) → Cn−1(Π; κ) is defined as the linear extension of the map
below
∂n(σ) =
∑
τ
Iσ,τ τ.
Iσ,τ = 0 if τ is not a (n− 1)-face of σ and Iσ,τ = ±1 if τ is a (n− 1)-face of σ and ǫ(σ)|τ = ±ǫ(τ),
where ǫ(σ) and ǫ(τ) are orientations of σ and τ respectively.
We can verify that ∂n ◦ ∂n+1 = 0, so the polytopal homology groups are defined as Hn(Π; κ) =
ker ∂n / im∂n+1. Hn(Π; κ) is independent of the chosen orientation although the boundary maps
∂n do depend.
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When κ = Z2, orientation becomes irrelevant and a boundary map is defined by
∂n(σ) =
∑
i
λiσi
where σ is an n-cell and σi’s are (n− 1)-cells, λi = 1 iff σi is a face of σ.
Note. There is a canonical subdivision of a polytopal complex into a simplicial complex. Each
cell σ can be decomposed into a simplicial complex. Choose an interior point xσ of the cell σ. The
cell σ can be decomposed as the union of cones with base codimension-1 faces of σ and apex xσ.
It’s obvious that 2-dimension cell can be decomposed as a simplicial complex. By induction, the
cell σ can be decomposed into a simplicial complex. This decomposition is possible because all
cells are convex polytopes. Once each cell is decomposed into a simplicial complex, we can regard
the polytopal complex as the union of those simplicial complexes, hence as a simplicial complex.
Once we decompose a polytopal complex into a simplicial complex, we can calculate the ho-
mology groups of this simplicial complex. In fact we can use this simplicial homology to replace
the homology of the polytopal complex, since the underlying spaces of the simplicial complex and
polytopal complex are the same and two complexes with the same underlying spaces have the
same homology groups (as pointed below).
It is easier to write programs to get the boundary maps and calculate the homology groups
of a simplicial complex than a polytopal complex. However, it costs much more time to calculate
the homology groups by first decomposing a polytopal complex into a simplicial complex than
to calculate directly without decomposition, since the decomposition increases number of cells
greatly.
It turns out that the homology of a simplicial or polytopal complex depends only on the
underlying topological space. The easiest way to see this is to define the homology for a topological
space, independent of simplices or cells, and show that it leads to the same results as the one
described above. The homology defined in this way is known as singular homology and is defined
below.
Definition 2.1. Singular Homology with Coefficients in a Field(see page 108, 153 [25])
A singular n-simplex in a topological space X is defined as a continuous map σ : ∆n → X on
the standard n-simplex. Let Cn(X ; κ) be the vector space with basis the set of singular n-simplices
in X and coefficients in a fixed field κ. Elements of Cn(X ; κ) are finite formal sums Σiλiσi for
λi ∈ κ and σi : ∆
n → X . A boundary map ∂n : Cn(X ; κ)→ Cn−1(X ; κ) is defined by the formula:
∂n(σ) =
∑
i
(−1)iσ|[v0, · · · , vˆi, · · · , vn]
where σ : ∆n → X is a singular n-simplex, v0, · · · , vn are vertices of ∆
n, vˆi means vi is deleted.
Implicit in this formula is the canonical identification of [v0, · · · , vˆi, · · · , vn] with ∆
n−1, preserving
the ordering of vertices, so that σ|[v0, · · · , vˆi, · · · , vn] is regarded as a map ∆
n−1 → X , that is, a
singular (n− 1)-simplex.
It’s easy to verify that ∂n ◦ ∂n+1 = 0, so that we can define the singular homology group with
coefficients in κ as Hn(X ; κ) = ker ∂n / im∂n+1.
Hn(X ; κ) is a vector space since κ is a field.
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Definition 2.2. Betti Numbers
Given a field κ one can define bn(X ; κ), the n-th Betti number with coefficients in κ, as the
dimension of the vector space Hn(X ; κ).
We will show how to calculate Betti numbers of a polytopal complex Π with Z2 or R coefficients.
When the coefficients are in Z2, we have the following method referred to below as the ELZ
algorithm ([20]).
First order all cells, so that i < j if σi is a face of σj . Then form a boundary matrix ∂, so that
the entry on i-th row and j-th column is
∂[i, j] =
{
1 if σi is a codimension-1 face of σj ;
0 otherwise.
The matrix ∂ is an upper triangular matrix with zeros on diagonal. Let low(j) be the row index
of the lowest 1 in column j. If the entire column is zero, then low(j) is undefined. We call a
matrix reduced if low(j) 6= low(j0) whenever j and j0, with j 6= j0, specify two non-zero columns.
The algorithm below starts with the boundary matix ∂ and changes it by adding columns from
left to right. All matrices in this process are upper triangular with zeros on diagonal. Finally we
get a reduced matrix R.
Algorithm 2.1. The ELZ Algorithm
R=∂
for j = 1 to m do
while there exists j0 < j with low(j0) = low(j) do
add column j0 to column j
endwhile
endfor
From the reduced matrix R one can read off the Betti numbers. It can be proven [20] that
the zero columns of R correspond to generators of cycles and non-zero columns of R correspond
to generators of boundaries. Since the homology group is quotient of cycles over boundaries, the
Betti number is the number of generators of cycle minus the number of generators of boundary.
Therefore the k-th Betti number
bk(Π;Z2) = the number of zero columns which correspond to a k-cycle
−the number of non-zero columns which correspond to a (k + 1)-boundary
Algorithms for the calculation of Betti numbers with coefficient in any finite field also exist,
however they are slightly more complex.
When the coefficients are in R, we develop a different method using the Hodge decomposition
introduced below.
We will see that in Subsection 2.2., Observation 2.7, that the k-th Betti number is
bk(Π;R) = number of k-cells in Π− rank(∂k+1)− rank(∂k).
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2.2 Hodge Decomposition of a Chain Complex with R Coefficients
The constructions below follow the standard “Hodge decomposition” familiar in Riemannian ge-
ometry. This finite dimensional elementary formulation was first considered by B. Eckmann [18].
One starts with a complex of finite dimensional R-vector spaces
· · ·
∂r+2 // Cr+1
∂r+1 // Cr
∂r // Cr−1
∂r−1 // · · ·
∂2 // C1
∂1 // C0
∂0 // C−1 = 0 .
The vector spaces in this complex are equipped with positive definite inner products. If Cr
′s are
equipped with a base, one can take the unique inner product which makes this base orthonormal.
In the cases under consideration, each complex comes from a finite simplicial / polytopal complex
L, with Cr the R-vector space generated by the r-simplices / r-cells of L and ∂r the boundary
maps. ∂r+1 : Cr+1 → Cr are linear operators between inner product spaces. Let δr = ∂
∗
r+1 be the
adjoint operator of ∂r+1.
Lemma 2.1. If A and B are two finite dimensional inner product spaces, f : A→ B is a linear
map and f ∗ : B → A is its adjoint, i.e. 〈b, f(a)〉 = 〈f ∗(b), a〉 for any a ∈ A and b ∈ B, then
i) ker(f) = (im(f ∗))⊥;
ii) For any a ∈ A, if f ◦ f ∗ ◦ f(a) = 0 then f(a) = 0.
Define ∆r = ∂r+1 ◦ δr + δr−1 ◦ ∂r : Cr → Cr for r ∈ Z≥0, (Cr)+ = im(∂r+1), (Cr)− = im(δr−1)
and Hr = ker(∆r).
Proposition 2.2. i) Hr = ker(δr) ∩ ker(∂r);
ii) (Hodge Decomposition) Cr = (Cr)+ ⊕ Hr ⊕ (Cr)−, where (Cr)+, Hr and (Cr)− are
pairwise orthogonal;
iii) There is a canonical isomorphism
jr : Hr = ker(δr) ∩ ker(∂r)→ Hr = ker(∂r)/im(∂r+1).
We will give an algorithm for calculating the Hodge decomposition, i.e., given a chain complex
C(L), we will calculate the three orthogonal projections:
(pr)+ : Cr → Cr with (pr)+(Cr) = (Cr)+
(pr)− : Cr → Cr with (pr)−(Cr) = (Cr)−
and
(pr)H : Cr → Cr with (pr)H(Cr) = Hr
for each r ≥ 0 respectively.
Lemma 2.3. Given any m× n matrix A over R, if the rank of A is k then there exists an m× k
matrix [A] of the form
[A] = (v1, v2, · · · , vk)m×k (2.1)
where {v1, v2, · · · , vk} is a collection of orthonormal column vectors which is equivalent to the
collection of column vectors of A.
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Two collections of vectors are equivalent if they generate the same subspace. Moreover, there is
a canonical construction of such orthonormal column vectors known as Gram-Schmidt Orthonor-
malization.
Note. 1. Given a linear map A : Rn → Rm, one view A as a m × n matrix with respect to the
standard basis of Rn and Rm. The collection of column vectors of [A] represents an orthonormal
basis of im(A).
2. Matlab contains a function orth with input an m× n matrix A and output a matrix [A].
3. [A][A]T is unique although [A] is not(See Lemma 2.4).
Lemma 2.4. Given a linear map A : Rn → Rm, the linear map
pA : R
m → Rm
y 7→ [A][A]Ty
is the orthogonal projection on im(A).
Proposition 2.5. Given a chain complex C(L) of a finite simplicial / polytopal complex L over R
· · ·
∂r+2 // Cr+1
∂r+1 // Cr
∂r // Cr−1
∂r−1 // · · ·
∂2 // C1
∂1 // C0
∂0 // C−1 = 0
Each ∂r can be regarded as an nr−1× nr matrix with respect to the standard basis of Cr and Cr−1.
The following linear maps are orthogonal projections onto (Cr)+,(Cr)− and Hr, respectively.
(pr)+ : Cr → Cr
y 7→ [∂r+1][∂r+1]
Ty
(pr)− : Cr → Cr
y 7→ [(∂r)
T ][(∂r)
T ]Ty
(pr)H : Cr → Cr
y 7→ (Inr − [∂r+1][∂r+1]
T − [(∂r)
T ][(∂r)
T ]T )y
The linear map
kr : Hr = ker(∂r)/im(∂r+1) → Hr = ker(δr) ∩ ker(∂r)
y + im(∂r+1) 7→ (pr)H(y)
is the inverse of jr, which verifies Proposition 2.2 iii).
Observation 2.6. The rank of a real matrix A equals to the rank of AAT or ATA.
By the Hodge decomposition, dim(Hr) = dim(Cr) − dim((Cr)
+) − dim((Cr)
−). By the
above observation, dim((Cr)
+) = rank([∂r+1][∂r+1]
T ) = rank([∂r+1]) = rank(∂r+1). We get
dim((Cr)
−) = rank(∂r) similarly.
Observation 2.7. The r-th Betti number
br(L;R) = dim(Hr(L;R)) = dim(Cr)− rank(∂r+1)− rank(∂r).
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3 Persistent Homology of a PCD
3.1 Introduction
Informally, we call a finite set of points X ⊆ Rm a point cloud data (PCD for short). A PCD can
be regarded as a finite metric space (see Definition 3.1).
A first new idea in Data Analysis is to regard a PCD X as a filtration of the standard n-
simplex ∆n (n = ♯X − 1)3 via a construction known as “Vietoris-Rips complex” (see Subsection
3.2). The first term of the filtration is the 0-skeleton of ∆n or X itself, the last term is ∆n with
the remaining components giving an idea of the qualitative features of the set X ⊆ Rm.
Another new idea is to use homology to describe the topological changes of the components of
this filtration (topological features “are born” in some component, and “die” in some other com-
ponent). This leads to the persistent homology of this filtered simplicial complex. The persistent
homology provides the tools to measure and explain the qualitative patterns of a PCD. The role
of the numerical invariants Betti numbers, when the homology of a space (simplicial / polytopal
complex) is considered, is taken by the invariants bar codes, when the persistent homology of
a filtered simplicial / polytopal complex is under consideration. The homology considered in this
work is always with coefficients in a field κ (κ = Z2 or R), so the homology groups are actually
vector spaces. The linear algebra for persistent homology is “persistent linear algebra” discussed
in Subsection 3.3. The invariant “dimension” for a vector space is replaced by the invariant “bar
codes” for a persistence vector space. The bar codes provides a complete invariant for a persistence
vector space (cf. Theorem 3.5) as the dimension provides a complete invariant for a vector space.
For a filtered simplicial / cell complex as opposed to simplicial / cell complex, we will have “bar
codes” derived from persistent homology as opposed to Betti numbers derived from homology.
The bar codes can be explicitly calculated by algorithms of the same complexity as the algorithms
used for the calculation of the Betti numbers. For κ = Z2, the matrix reduction and pairing
algorithm described in [20] and referred below as the ELZ algorithm is the one we will use. For
κ = R, we will use elementary Hodge theory to produce a new algorithm for the calculation of
the bar codes.
Subsection 3.2 discusses PCD and Vietoris-Rips filtration. Subsection 3.3 discusses persistent
linear algebra, including persistence vector spaces and their bar codes. The essential features
of a persistence vector space are the concept of “birth and death time” 4 of its elements and
the fact that the “bar codes” provides a complete invariant which carries significant information
about “birth and death time” of its elements. Subsection 3.4 defines persistence vector space
Hr(K) and the bar codes B(K) of a filtered simplicial / polytopal complex K and uses the Hodge
decomposition to calculate B(K). Subsection 3.5 gives algorithms to calculate the bar codes of a
PCD with coefficients κ = Z2 or R. In case of the field Z2, the algorithm was introduced in [21].
Subsection 3.6 shows a numerical experiment of the bar codes of a PCD with coefficients κ = R.
3Here and in the remaining part of this text “♯” will denote “cardinality”.
4Time here means the index of the component of the filtration.
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3.2 PCD, Vietoris-Rips Complex and Filtration
Rǫ0(X)
Figure 1: A PCD in R2 with 5 points.
Informally, we call a finite set of points X ⊆ Rm a point cloud data (PCD for short).
Example 3.1. A PCD in R2 with 5 points (see Figure 1 above).
The inclusion X ⊆ Rm defines a finite metric space (X, d) with d being the Euclidean distance
in Rm. From mathematical point of view we will use the following definition
Definition 3.1. A point cloud data is a finite metric space X = (X, d).
Let X be a finite metric space. Given ǫ ≥ 0, the Vietoris-Rips complex Rǫ(X) of PCD X
has X as the set of verticies 5. A k-simplex is any subset of vertices σ = [x0, x1, . . . , xk] with the
property that d(xi, xj) ≤ ǫ for all pairs xi, xj ∈ σ. One obtains in this way an abstract simplicial
complex.
Notice that Vietoris-Rips complex will be determined by its one skeleton.
If ǫ < ǫ′ then there is an inclusion Rǫ(X) →֒ Rǫ′(X).
Since a PCD X is a finite set, Vietoris-Rips complex Rǫ(X) will change at only finitely many
epsilons
0 = ǫ0 < ǫ1 < · · · < ǫN = sup
x,x′∈X
(d(x, x′)). (3.0)
5Other types of simplicial complexes can be associated to the metric space and ǫ but they calculate essentially
the same invariants and are most often less economical. They will not be discussed here.
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We define the filtration of Vietoris-Rips complexes of PCD X as
Rǫ0(X) ⊆ Rǫ1(X) ⊆ · · · ⊆ RǫN (X). (3.1)
In this filtration, Rǫ0(X) is a zero dimensional simplicial complex with ♯X vertices and RǫN (X)
is a ♯X − 1 standard simplex.
Example 3.2. For the example of PCD described in Figure 1, one obtain eleven ǫ′s : ǫ0, ǫ1, · · · , ǫ10
and a filtration with eleven components as indicated below.
Rǫ0(X) Rǫ1(X) Rǫ2(X)
Rǫ3(X) Rǫ4(X) Rǫ5(X)
Rǫ6(X) Rǫ7(X) Rǫ8(X)
Rǫ9(X) Rǫ10(X)
Figure 2: Filtration of Vietoris-Rips complexes of the PCD in Example 3.1.
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The invariant we will calculate will be a collection of intervals for any r, 0 ≤ r ≤ dimRǫN (X).
Each interval will have as ends the numbers ǫ0, · · · , ǫN ,+∞ or equivalently 0, 1, · · · , N, or +∞
with the convention that i specifies the number ǫi.
If we are interested in the bar codes for r ≤ m−1, one can work with Rǫ(X,m), the m-skeleton
of Rǫ(X). The m-restricted filtered simplicial complex
Rǫ0(X,m) ⊆ Rǫ1(X,m) ⊆ · · · ⊆ RǫN (X,m). (3.2)
has the same persistent homology and bar codes as the original filtration (3.1) up to dimension
m− 1 (see subsection 3.4 for the definition of persistent homology and bar codes). This supposes
a much smaller amount of data to be stored in a computer and permits to calculate all bar codes
for r ≤ m− 1.
Given a positive integer number P (P ≤ N), we can make a further restriction of the filtration
(3.2) by stopping at level P
Rǫ0(X,m) ⊆ Rǫ1(X,m) ⊆ · · · ⊆ RǫP (X,m). (3.3)
This will permit the calculation of all bar codes for r ≤ m− 1 with both ends less than P or
the bar codes for r ≤ m− 1 with left end less than P and right end ≥ P .
3.3 Persistent Linear Algebra (a Gentle Introduction)
Definition 3.2. 1) A persistence vector space V is a sequence
{Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
with Vn vector spaces over a field κ and ϕn linear maps.
A persistence vector space is tame iff each Vn has finite dimension and ϕn is an isomorphisms
for n large enough.
The main features of this concept are “birth and death time” 6 for elements and information
about these is provided by the bar codes.
2) A linear map of persistence vector spaces ω : V → W, where V = {Vn, ϕn : Vn → Vn+1 | n ∈
Z≥0} and W = {Wn, φn : Wn → Wn+1 | n ∈ Z≥0} is a commutative diagram
V0
ω0

ϕ0 // V1
ω1

ϕ1 // · · ·
ϕn−1 // Vn
ωn

ϕn // Vn+1
ωn+1

ϕn+1 // · · ·
W0
φ0 //W1
φ1 // · · ·
φn−1 //Wn
φn //Wn+1
φn+1 // · · ·
where ωn is a linear map from Vn to Wn for each n ≥ 0.
A linear map of persistence vector spaces ω : V → W is an isomorphism if there exists another
linear map of persistence vector spaces ω′ :W → V such that ω′ ◦ω : V → V and ω ◦ω′ :W →W
are identities. V and W are isomorphic if there is an isomorphism between them.
6Time here means the index of the component of the filtration.
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The existence of a linear map ω : V → W so that each component ωn : Vn → Wn is an
isomorphism for every n ≥ 0 implies ω is an isomorphism. One takes ω′n = (wn)
−1.
3) Let U = {Un, ψn : Un → Un+1 | n ∈ Z≥0}, V = {Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0} and
W = {Wn, φn : Wn → Wn+1 | n ∈ Z≥0} be persistence vector spaces. A short exact sequence of
persistence vector spaces
0 // U
µ // V
ν //W // 0
is a sequence of linear maps of persistence vector spaces such that
0 // Un
µn // V n
νn // W n // 0
is short exact for all n ≥ 0.
The short exact sequence 0 // U
µ // V
ν //W // 0 splits if there exits a linear map
α : V → U such that α ◦ µ = identity or if there exists a linear map β : W → V such that
ν ◦ β = identity.
Note. The alternative definitions are equivalent. Given α : V → U such that α ◦ µ = identity,
we can define β :W → V such that ν ◦ β = identity and vice versa.
i)Let α : V → U such that α ◦ µ = identity. For any x ∈ Wn, there exists x
′ ∈ Vn such that
νn(x
′) = x. Define
βn : Wn → Vn
x 7→ x′ − µn ◦ αn(x
′).
To see that βn is well defined, i.e. independent of the choice of x
′, consider
γn : Vn → Un ⊕Wn
x 7→ (αnx, νnx).
γn is injective. Indeed if x ∈ ker(γn) hence αnx = 0 and νnx = 0. Since imµn = ker νn, there
exists y ∈ Un such that x = µn(y). Then y = αn ◦ µn(y) = αn(x) = 0, so x = µn(0) = 0.
If x′′ ∈ Vn such that νn(x
′′) = x, then γn will map both x
′ − µn ◦ αn(x
′) and x′′ − µn ◦ αn(x
′′)
to (0, x). Since γn is injective, x
′ − µn ◦ αn(x
′) = x′′ − µn ◦ αn(x
′′) which shows that βn is well
defined.
It is straightforward that νn ◦ βn = identity and the following diagram is commutative
Wn
φn //
βn

Wn+1
βn+1

Vn
ϕn // Vn+1
ii)Let β : W → V with ν ◦ β = identity. For any x ∈ Vn, let yx = x − βn ◦ νn(x), then
νn(yx) = 0 and there exist a unique zx ∈ µn such that µn(zx) = yx.
Define
αn : Vn → Un
x 7→ zx
αn is well defined since for each x, yx and zx is unique.
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It is straightforward to check αn ◦ µn = identity and the following diagram is commutative
Vn
ϕn //
αn

Vn+1
αn+1

Un
ψn // Un+1.
4) Direct sum of a finite collection of persistence vector spaces V i = {V in, ϕ
i
n : V
i
n → V
i
n+1 | n ∈
Z≥0}, i ∈ Λ(Λ finite), is defined by
⊕
i∈Λ
V i = {Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}, where Vn =
⊕
i∈Λ
V in,
ϕn =
⊕
i∈Λ
ϕin for n ≥ 0. Note that a direct sum of a finite collection of tame persistence vector
spaces is tame.
Observation 3.1. 1) Given a split short exact sequence
0 // U
µ // V
ν //W // 0 ,
we have V ∼= U ⊕W, where U ,V,W and µ,νare the same as in Definition 3.2 3).
2) Not any short exact sequence is split.
Proof. 1) Since the two conditions for a short exact sequence to be split are equivalent, WLOG,
we can assume that there exists a linear map β : W → V such that ν ◦ β = identity. Define the
linear map
δn : Un ⊕Wn → Vn
(y, z) 7→ µny + βnz
for all n ≥ 0.
It is easy to check the following diagram is commutative
Un ⊕Wn
(ψn,φn)//
δn

Un+1 ⊕Wn+1
δn+1

Vn
ϕn // Vn+1
Given any element x ∈ Vn. Let z = νn(x), then νn(x − βnz) = z − z = 0 and there exist a
unique y ∈ Un such that µn(y) = x− βnz.
Then δn(y, z) = µny + βnz = x− βnz + βnz = x and δn is surjective.
Let (y, z) ∈ ker δn, then µny + βnz = 0.
Since 0 = νn(µny + βnz) = νn ◦ µn(y) + νn ◦ βn(z) = 0 + z = z, we have z = 0.
Then µny = 0 implies y = 0, since µn is injective.
Therefore (y, z) = (0, 0) and δn is injective.
Hence δn is an isomorphism for all n ≥ 0.
Therefore δ : U ⊕W → V is an isomorphism and V ∼= U ⊕W.
2) Counterexample:
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Consider the following short exact sequence:
U
µ

R
0 //
i1

R
0 //
i1

0 0 //
0

0 0 //
0

0 0 //
0

· · ·
V
ν

α
]]
☛
✤
✸
R⊕ R
c //
p2

R⊕ R
0 //
p2

0
0 //
0

0
0 //
0

0
0 //
0

· · ·
W R
0 // R
0 // 0
0 // 0
0 // 0
0 // · · ·
where
i1 : R→ R⊕ R, p2 : R⊕ R→ R, c : R⊕ R→ R⊕ R
x 7→ (x, 0) (x, y) 7→ y (x, y) 7→ (y, 0)
If the sequence splits, in view of α◦µ = identity, α1(x, 0) = x, which makes the commutativity
of the diagram
R
0 // R
R⊕ R
α0
OO
c // R⊕ R
α1
OO
impossible.
Notation 3.3. Define the following tame persistence vector spaces as basic tame persistence
vector spaces.
1) κ[t] is the tame persistence vector space over a field κ
{Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
where Vn = κ and ϕn = identity for all n ≥ 0.
It corresponds to the interval [0,∞).
2) Srκ[t] is the tame persistence vector space over a field κ
{Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
where Vn = 0 for 0 ≤ n < r, Vn = κ for n ≥ r , ϕn = 0 for 0 ≤ n < r and ϕn = identity for n ≥ r.
It corresponds to the interval [r,∞).
The notation Sr indicates the right shift with r-units.
3) Tr+1κ[t] is the tame persistence vector space over a field κ
{Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
where Vn = κ for 0 ≤ n ≤ r, Vn = 0 for n > r , ϕn = identity for 0 ≤ n < r and ϕn = 0 for n ≥ r.
It corresponds to the interval [0, r].
The notation Tr+1 indicates the truncation at level r + 1.
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4) SrTp+1κ[t] is the tame persistence vector space over a field κ
{Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
where Vn = κ for r ≤ n ≤ r + p and Vn = 0 otherwise; ϕn = identity for r ≤ n ≤ (r + p− 1) and
ϕn = 0 otherwise.
It corresponds to the interval [r, r + p].
Notation 3.4. For tame persistence vector space V = {Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0}
1) Denote ϕi,j = ϕj−1◦· · ·◦ϕi : Vi → Vj for i < j and ϕi,i = identity : Vi → Vi, with i, j ∈ Z≥0.
2) Denote β(i, j) = dim(im(ϕi,j : Vi → Vj)) with i ≤ j ∈ Z≥0.
Note β(i, i) = dimVi and β(i, j) = β(i, j + 1) for j large enough. If ϕn is an isomorphism for
n ≥ N , denote β(i,∞) = β(i,m), where m is any integer larger than i and N .
Definition 3.5. Define an order ≺ of all basic tame persistence vector spaces:
1) Srκ[t] ≺ Sr
′
κ[t] if r < r′;
2) SrTp+1κ[t] ≺ S
r′Tp′+1κ[t] if r < r
′ or (r = r′ and p < p′);
3) SrTp+1κ[t] ≺ S
r′κ[t].
Clearly, this order is a strict total order.
Lemma 3.2. If V and W are two basic tame persistence vector spaces such that V ≺ W, then
any map from V to W is trivial.
Proof. We check situation 2) of Definition 3.5 first.
Suppose V = SrTp+1κ[t] andW = S
r′Tp′+1κ[t] and there is a linear map ω : V → W. We want
to show ω = 0.
We have 2 cases:
Case 1: r < r′
In this case, ωn = 0 for all n < r or n > r + p, since Vn = 0.
For r ≤ n ≤ r + p, consider the following commutative diagram:
κ
id //
ωr

κ
ωn

0
0 //Wn
We have ωn = ωn ◦ id = 0 ◦ ωr = 0.
Hence, ω = 0, if r < r′.
Case 2: r = r′ and p < p′
Consider the commutative diagram:
κ 0 //
ωn

0
ωr′+p′

κ
id // κ
for r ≤ n ≤ r + p.
The proofs of situations 1) and 3) of Definition 3.5 are similar.
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Proposition 3.3. Any tame persistence vector space V = {Vn, ϕn : Vn → Vn+1|n ∈ Z≥0} over a
field κ is isomorphic to ⊕
1≤i≤p
Sriκ[t]⊕
⊕
1≤j≤q
SmjTnj+1κ[t]
where p, q, ri, mj and nj ∈ Z≥0.
So, any tame persistence vector space can be decomposed in to a direct sum of a finite collection
of basic tame persistence vector spaces.
Proof. Since V is a tame persistence vector space dim(Vn) is finite for all n ≥ 0 and there exists
N ≥ 0 such that ϕn is an isomorphisms for n ≥ N .
Define L(V) =
∑
0≤n≤N
dimVn.
We prove by induction on L(V).
If L(V) = 0, then V = 0. We are done.
If L(V) 6= 0, then Vk 6= 0 for some 0 ≤ k ≤ N , with Vi = 0 if i < k.
WLOG, suppose V0 6= 0 and choose a nonzero element v0 from V0.
Define vn = ϕ0,n(v0), n ≥ 0.
Case 1: vn 6= 0 for 0 ≤ n < j and vn = 0 for n ≥ j, where j ≥ 1.
Note. We must have j ≤ N , otherwise vn 6= 0 for all n ≥ 0, a contradiction.
Consider the following “short exact sequence” of tame persistence vector spaces
W0 κ
f0

α0 // κ
f1

α1 // · · ·
αj−1 // κ
fj−2

αj−2 // κ
fj−1

αj−1 // 0
fj

αj // 0
fj+1

αj+1 // · · ·
V V0
g0

ϕ0 //
h0
VV
✖
✤
✭
V1
g1

ϕ1 //
h1
VV
✖
✤
✭
· · ·
ϕj−1 // Vj−2
gj−2

ϕj−2 //
hj−2
VV
✖
✤
✭
Vj−1
gj−1

ϕj−1 //
hj−1
VV
✖
✤
✭
Vj
gj

ϕj //
hj
VV
✖
✤
✭
Vj+1
gj+1

ϕj+1 //
hj+1
VV
✖
✤
✭
· · ·
V ′ V0/κv0
ϕ˜0 // V1/κv1
ϕ˜1 // · · ·
ϕ˜j−1 // Vj−2/κvj−2
ϕ˜j−2 // Vj−1/κvj−1
ϕ˜j−1 // Vj
ϕ˜j // Vj+1
ϕ˜j+1 // · · ·
where
αn = identity for 0 ≤ n ≤ j − 2 and αn = 0 for n ≥ j − 1;
fn : κ→ Vn for 0 ≤ n ≤ j − 1
λ 7→ λvn
and fn = 0 for n ≥ j;
gn : Vn → Vn/κvn for 0 ≤ n ≤ j − 1
x 7→ x+ κvn
and gn = identity for n ≥ j;
ϕ˜n : Vn/κvn → Vn+1/κvn+1 for 0 ≤ n ≤ j − 1
x+ κvn 7→ ϕn(x) + κvn+1
and ϕ˜n = ϕn for n ≥ j.
The above diagram is commutative and is a short exact sequence of tame persistence vector
spaces. Next we will show the above short exact sequence splits.
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Extend vj−1 to a basis {x1 = vj−1, x2, · · · , xp} of Vj−1.
Given any element x ∈ Vj−1, we have a unique expression
x =
p∑
i=1
aixi
Define a linear map
hj−1 : Vj−1 → κ∑p
i=1 aixi 7→ a1
For 0 ≤ n ≤ j − 1, define a linear map
hn : Vn → κ
x 7→ hj−1 ◦ ϕn,j−1(x)
For n ≥ j, define hn = 0.
Clearly h : V → W0 is well defined and h ◦ f = identity.
Therefore the above short exact sequence splits, and
V ∼=W0 ⊕ V
′
= Tjκ[t]⊕ V
′
Hence L(V ′) = L(V)− j < L(V).
Case 2: vn 6= 0 for all n ≥ 0.
Consider the following “short exact sequence” of tame persistence vector spaces
W1 κ
f0

α0 // κ
f1

α1 // · · ·
αN−2 // κ
fN−1

αN−1 // κ
fN

αN // κ
fN+1

αN+1 // · · ·
V V0
g0

ϕ0 //
h0
VV
✖
✤
✮
V1
g1

ϕ1 //
h1
VV
✖
✤
✮
· · ·
ϕN−2 // VN−1
gN−1

ϕN−1 //
hN−1
VV
✖
✤
✮
VN
gN

ϕN //
hN
VV
✖
✤
✮
VN+1
gN+1

ϕN+1 //
hN+1
VV
✖
✤
✮
· · ·
V ′ V0/κv0
ϕ˜0 // V1/κv1
ϕ˜1 // · · ·
ϕ˜N−2// VN−1/κvN−1
ϕ˜N−1// VN/κvN
ϕ˜N // VN+1/κvN+1
ϕ˜N+1// · · ·
where αn = identity , fn : κ→ Vn , gn : Vn → Vn/κvn
λ 7→ λvn x 7→ x+ κvn
ϕ˜n : Vn/κvn → Vn+1/κvn+1
x+ κvn 7→ ϕn(x) + κvn+1
for all n ≥ 0.
We will show the above short exact sequence splits.
Extend vN to a basis {y1 = vN , y2, · · · , yq} of VN .
Given any element y ∈ VN , we have a unique expression
y =
q∑
j=1
bjyj
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Define a linear map
hN : VN → κ∑q
j=1 bjyj 7→ b1
For 0 ≤ n ≤ N , define a linear map
hn : Vn → κ
x 7→ hN ◦ ϕn,N(x)
For n > N , define a linear map
hn : Vn → κ
x 7→ hN ◦ ϕ
−1
N,n(x)
Clearly hn ◦ fn = identity and
κ
αn // κ
Vn
hn
OO
ϕn // Vn+1
hn+1
OO
is commutative for all n ≥ 0.
Therefore the short exact sequence in Case 2 splits, and
V ∼=W1 ⊕ V
′
= κ[t]⊕ V ′
Hence L(V ′) = L(V)− (N + 1) < L(V).
In both cases L(V ′) < L(V).
By induction on L(V), ⊕
1≤i≤s
Sriκ[t]⊕
⊕
1≤j≤t
SmjTnj+1κ[t]
Proposition 3.4. Let
V =
⊕
1≤i≤p
Sriκ[t]⊕
⊕
1≤j≤q
SmjTnj+1κ[t]
and
V ′ =
⊕
1≤i≤p′
Sr
′
iκ[t]⊕
⊕
1≤j≤q′
Sm
′
jTn′j+1κ[t]
.
If V ∼= V ′, then p = p′, q = q′ and ri = r
′
i, mj = m
′
j, nj = n
′
j after a suitable permutation.
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Proof. Reorder components in V and V ′ in increasing order (See Definition 3.5) and group all
copies of the same basic tame persistence vector space together into isotypical components, so we
have
W =
⊕
1≤n≤a
Wn
and
W ′ =
⊕
1≤n≤b
W ′n
Precisely each isotypical component of W or W ′ is a direct sum of isomorphic basic tame
persistence vector spaces.
We only need to prove that a = b and Wn = W
′
n for 1 ≤ n ≤ a = b.
Define S(W) = a, the cardinality of the isotypical components of W. We will prove the
statement by induction on S(W).
If S(W) = 0, clearly W = 0 =W ′.
If S(W) > 0, write W = W1 ⊕R and W
′ = P1 ⊕ R
′,
where R = ⊕2≤n≤aWn, P1 = ⊕1≤n≤b1W
′
n, R
′ = ⊕b1+1≤n≤bW
′
n,
b1 is an integer such that W
′
n ≤W1 for 1 ≤ n ≤ b1 and W
′
n > W1 for n > b1.
Here the order of Wn and W
′
n is determined by the order of their basic components.
Since W ∼= W ′, there is a pair of isomorphisms ω : W → W ′ and ω′ : W ′ → W such that
ω ◦ ω′ = id and ω′ ◦ ω = id.
Write ω :W →W ′ as a matrix
W1 R
P1
R′
(
A C
B D
)
Since any component of W1 < any component of R
′, by Lemma 3.2, B = 0.
So matrix form of ω is
W1 R
P1
R′
(
A C
0 D
)
Similarly, ω′ has matrix form
P1 R
′
W1
R
(
A′ C ′
0 D′
)
Since ω ◦ ω′ = id and ω′ ◦ ω = id, we have(
A C
0 D
)(
A′ C ′
0 D′
)
= I and
(
A′ C ′
0 D′
)(
A C
0 D
)
= I.
So AA′ = I, A′A = I, DD′ = I, D′D = I.
Then W1 ∼= P1 and R ∼= R
′.
Since W1 and P1 are isomorphic, each basic component of P1 must be isomorphic to the basic
component of W1. Their number in W1 and P1 should be the same.
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So W1 = P1.
Since R ∼= R′ and S(R) = a− 1 < a, by induction we finish the proof.
Definition 3.6. Bar codes is a finite collection of intervals
[i, j]
with i ∈ Z≥0,j ∈ Z≥0
⋃
{∞} and i ≤ j.
Given a tame persistence vector space V, there exist a decomposition
V ∼=
⊕
1≤i≤p
Sriκ[t]⊕
⊕
1≤j≤q
SmjTnj+1κ[t]
by Proposition 3.3.
Then assign bar code
B(V) = {[ri,∞], [mj, mj + nj ]|1 ≤ i ≤ p, 1 ≤ j ≤ q}
to V. Call it the bar code of the tame persistence vector space V.
This bar code B(V) is unique by Proposition 3.4.
Theorem 3.5. Two tame persistence vector spaces are isomorphic iff their bar codes are the same.
Proof. Theorem 3.5 is obtained directly from Proposition 3.3 and Proposition 3.4.
Observation 3.6. β(i, j)=number of intervals in B(V) which contain [i, j] for i ∈ Z≥0,j ∈
Z≥0
⋃
{∞} and i ≤ j. In particular, dim(Vi)=number of intervals in B(V) which contain {i}
for i ≥ 0.
Proof. Suppose
V ∼=
⊕
1≤i≤p
Sriκ[t]⊕
⊕
1≤j≤q
SmjTnj+1κ[t] =W.
Since V ∼=W, there exist an isomorphism f : V → W and following commutative diagram:
V0
f0

ϕ0 // V1
f1

ϕ1 // · · ·
ϕn−1 // Vn
fn

ϕn // Vn+1
fn+1

ϕn+1 // · · ·
W0
φ0 //W1
φ1 // · · ·
φn−1 //Wn
φn //Wn+1
φn+1 // · · ·
Since fj : im(ϕi,j : Vi → Vj) → im(φi,j : Wi → Wj) is an isomorphism, β(i, j) = dim(im(φi,j :
Wi →Wj)).
Observe that φi,j is a direct sum of linear maps κ
id //κ or 0 //κ or κ //0. β(i, j) =
dim(imφi,j) is the number of linear maps κ
id //κ . Each κ
id //κ corresponds to an interval in
the bar code B(W) that contains [i, j].
Therefore β(i, j) = the number of intervals in bar code B(V) that contains [i, j].
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Definition 3.7. Given a tame persistence vector space V, define µ(i, j) = number of intervals in
B(V) which equal to [i, j].
Observation 3.7. 1) [20]
µ(i, j) =


β(i, j)− β(i− 1, j)− β(i, j + 1) + β(i− 1, j + 1) 0 < i ≤ j <∞
β(0, j)− β(0, j + 1) i = 0, 0 ≤ j <∞
β(i,∞)− β(i− 1,∞) 0 < i <∞, j =∞
β(0,∞) i = 0, j =∞
2) β(i, j) =
∑
l≤i, m≥j µ(l, m)
Proof. 1) In the case 0 < i ≤ j <∞, we have
µ(i, j) = ♯{τ ∈ B(V) | τ = [i, j]}
= ♯{τ ∈ B(V) | τ ⊇ [i, j]} − ♯{τ ∈ B(V) | τ ⊇ [i− 1, j]}
−♯{τ ∈ B(V) | τ ⊇ [i, j + 1]}+ ♯{τ ∈ B(V) | τ ⊇ [i− 1, j + 1]}
= β(i, j)− β(i− 1, j)− β(i, j + 1) + β(i− 1, j + 1)
The second identity in the above identities holds because
{τ ∈ B(V) | τ = [i, j]}
= {τ ∈ B(V) | τ ⊇ [i, j]} − {τ ∈ B(V) | τ ⊇ [i− 1, j]} − {τ ∈ B(V) | τ ⊇ [i, j + 1]}
The other three cases are easier to prove.
2) Follows directly from definition.
Definition 3.8. Denote k(i, j) = dim(ker(ϕi,j : Vi → Vj)), k(i) = dim(Vi) with i ≤ j ∈ Z≥0.
Observation 3.8. 1)
k(i, j) = β(i, i)− β(i, j);
2)
β(i, j) = k(i)− k(i, j).
From the above observations, we see that the set of numbers {µ(i, j)}, {β(i, j)} and {k(i, j), k(i)}
are equivalent. Sometimes, it is more convenient to define and calculate bar codes using the num-
bers k(i, j) and k(i) instead of β(i, j).
Edelsbrunner-Letscher-Zomorodian’s Interpretation [21]
Let V be a tame persistence vector space (see Definition 3.2).
One says that the nonzero element x ∈ Vj is born in Vi, i ≤ j hence “is born at time i” if it is
in the image of ϕi,j and not in the image of ϕi−1,j and dies in Vk, k ≥ j + 1, hence “dies at time
j” if ϕj,k(x) = 0 but ϕj,k−1 6= 0.
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A subset S ⊆ V (V is a vector space) is called linearly independent if its elements form a
collection of linearly independent vectors in V . If Si ⊆ Vi is linearly independent in Vi and ϕi,j(Si)
is linearly independent in Vj , then we call Si linearly independent on interval [i, j].
With this in mind, β(i, j) is the maximal cardinality of linearly independent sets on the interval
[i, j] and µ(i, j) = the maximal cardinality of linearly independent sets on the interval [i, j], whose
elements are born in Vi and die in Vj+1.
Each interval [i, j] in B(V) guarantee the existence of an element in Vi, which is born in Vi,
survives in each Vr(i ≤ r ≤ j) and dies in Vj+1.
In [21] the authors propose to collect µ(i, j) as points in the extended half space HR :=
{(x, y) ∈ R2 ⊔ R × ∞ | x ≤ y}. With this convention Cohen-Steiner, Edelsbruner, Harer [13]
have established a strong stability result associated with a real valued map(cf. Stability Theorem,
page 182 in [20]) which relates the distance between two real valued functions and the bottle neck
distance of their persistence diagrams. This concept will not be used in the sequel.
Zomorodian - Carlsson’s Interpretation [39]
Definition 3.9. 1) A κ[t]-module V is the vector space over κ equipped with a linear map
A : V → V . The module action is defined as
κ[t]× V → V
(
∑n
i=0 ait
i, v) 7→
∑n
i=0 aiA
i(v)
2) A κ[t]-module V with a linear map A : V → V is finitely generated if there exists
{v1, v2, · · · , vr} such that any v ∈ V is a linear combination of
{v1, v2, · · · , vr, A(v1), A(v2), · · · , A(vr), A
2(v1), A
2(v2), · · · , A
2(vr), · · · }.
3) A graded κ[t]-module V is a κ[t]-module together with a decomposition of the vector space
V =
⊕
n≥0
Vn and a linear map A : V → V such that A(vn) ∈ Vn+1, ∀vn ∈ Vn.
4) Let V =
⊕
n≥0
Vn with the linear map A : V → V and W =
⊕
n≥0
Wn with the linear map
B : V → V be two graded κ[t]-modules.
A morphism of graded κ[t]-modules f : V → W is a linear map of vector spaces such that
f(Vn) ⊆Wn and f ◦ A = B ◦ f .
A morphism of graded κ[t]-module f : V → W is an isomorphism if there exists another
morphism of graded κ[t]-module g : W → V such that g ◦ f : V → V and f ◦ g : W → W are
identities. V and W are isomorphic if there is an isomorphism between them.
One of the main results of [39] is the equivalence of the category of finitely generated κ[t]-
modules and the category of tame persistence vector spaces.
Proposition 3.9. Finitely generated graded κ[t]-modules identify to tame persistence vector spaces
and so do their morphisms.
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Proof. 1) Let V =
⊕
n≥0
Vn be a finitely generated κ[t]-module with a linear map A : V → V such
that A(vn) ∈ Vn+1, ∀vn ∈ Vn.
There exist {v1, v2, · · · , vr} such that any v ∈ V is a linear combination of
(∗) {v1, v2, · · · , vr, A(v1), A(v2), · · · , A(vr), A
2(v1), A
2(v2), · · · , A
2(vr), · · · }.
Since each vi is a sum of homogeneous components, WLOG, we can assume {v1, v2, · · · , vr}
themselves are homogeneous, i.e., vi ∈ Vni, 1 ≤ i ≤ r.
Let ni be the degree of vi, 1 ≤ i ≤ r. WLOG, we can assume ni ≤ ni+1.
Let ϕn = A|Vn : Vn → Vn+1, then
V = {Vn, ϕn : Vn → Vn+1|n ∈ Z≥0}
is a persistence vector space.
To see that V is tame we denote by N0 = max
1≤i≤r
ni. Clearly dim Vn(n ≤ N0) is finite and in view
of (∗) the linear maps ϕn,n+k = ϕn+k−1 ◦ ϕn+k−2 ◦ · · · ◦ ϕn are surjective hence dimVn is finite for
any n > N0. Since ϕn is surjective for any n > N0 and dimVN0 is finite, there exists N so that
dimVn is constant for n > N . Since any surjective map between vector spaces of the same finite
dimension is an isomorphism, the linear map ϕn is an isomorphism for n > N .
Hence, V is a tame persistence vector space.
If V = {Vn, ϕn : Vn → Vn+1 | n ∈ Z≥0} is a tame persistence vector space,define the graded
κ[t]-module V =
⊕
n≥0
Vn with linear map A =
⊕
n≥0
ϕn : V → V .
There exist N ≥ 0 such that ϕn is an isomorphism for n ≥ 0. Let {v1, v2, · · · , vr} be the set
of all generators of V1, V2, · · · , VN , then any v ∈ V is a linear combination of
{v1, v2, · · · , vr, A(v1), A(v2), · · · , A(vr), A
2(v1), A
2(v2), · · · , A
2(vr), · · · }.
2) From definitions of morphisms of finitely generated graded κ[t]-modules and linear maps of
tame persistence vector spaces, we can see that two finitely graded κ[t]-modules are isomorphic
iff the tame persistence vector spaces associated with them are isomorphic.
Recall that the ring κ[t] is a principal ideal domain and a basic theorem in algebra [28] claims
that any finitely generated modules over a principal ideal domain decompose uniquely. In par-
ticular, any finitely generated modules over κ[t] decomposes uniquely as a finite direct sum of
free modules κ[t]’s and torsion modules Tdiκ[t]’s. As noticed by [39], the above result extends to
finitely generated graded modules where the free module κ[t] is to be replaced by Srκ[t] for some
r and torsion module Tdκ[t] by S
rTdκ[t] for some r and d. Notice that the module S
rA has the
component (SrA)p = Ap−r for p ≥ r and equal to zero for p < r. Note that each component
Srκ[t] corresponds to a bar code [r,∞) and each component SrTd+1κ[t] corresponds to a bar code
[r, r + d](cf. [39]).
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Quiver Representation Perspective
As noticed by G. Carlsson and Vin de Silva [11], persistence vector spaces which stabilize for
n ≥ N can be regarded as representation of the oriented graph
•1 // •2 // •3 // · · · // •N−1 // •N
Any such representation is a sum of indecomposable representations which are classified by the
intervals [i, j] , 1 ≤ i ≤ j ≤ N . The interval [i, j] with j < N correspond to bar code [i, j] while
the interval [i, N ] to the bar code [i,∞). The interval [i, j] corresponds to the representation
01 // 02 // · · · // 0i−1 // κi
id // κi+1
id // · · ·
id // κj // 0j+1 // · · ·
This is a result in the theory of quiver representation due to P. Gabriel[23].
3.4 Persistent Homology and Bar Codes of a Filtered Simplicial/Poly-
topal Complex
Definition 3.10. 1) A filtered space X consists of a space X and a finite filtration
X0 ⊆ X1 ⊆ · · · ⊆ XN = X. (∗)
2) Sometimes it is convenient to suppose that X is embedded in X∞ which is contractible.
For a filtration without X∞, we can complete it with X∞ = C(X), the cone over X . Then (∗)
becomes
X0 ⊆ X1 ⊆ · · · ⊆ XN = X ⊆ X∞. (∗∗)
Example 3.3. Filtrations of Vietoris-Rips complexes (3.1) - (3.3) associated to a PCD X with
N + 1 points in Rm provide examples of filtered simplicial complexes where X∞ = RǫN (X) = ∆
n.
Below are two other relevant examples.
Definition 3.11. A continuous map f : X → R is called weakly tame if X is compact and
there exists finitely many values min(f(X)) = t0 < t1 < · · · < tN = max(f(X)) (so called critical
values) so that:
(i) for any t the closed sub-level X−∞,t is a deformation retract of an open neighborhood;
(ii) for any i and t, t ∈ [titi+1), X−∞,t retracts by deformation to X−∞,ti.
Informally this means that each sub-level is homotopically well behaved (neighborhood retract)
and the topology(homotopy type) of sub-levels change only for finitely many t’s.
Example 3.4. A weakly tame map f : X → R with critical values t0 < t1 < · · · < tN provides
another example with Xi = f
−1((−∞, ti]), 0 ≤ i ≤ N , X∞ = CXN , where CXN is the cone with
base XN .
The properties (i) and (ii) are sufficient hypotheses to ensure that in each dimension the
homology vector spaces of Xti provide tame persistence vector spaces.
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Example 3.5. There is a natural filtration of an N -dimensional simplicial complex or polytopal
complex, the skeleton filtration
X0 ⊆ X1 ⊆ · · · ⊆ XN = X ⊆ X∞
where X i(0 ≤ i ≤ N) are i-skeletons of X and X∞ = CX .
This subsection defines and studies persistent homology and bar codes of filtered spaces of
finite simplicial/polytopal complexes.
Given a filtered space K of a finite simplicial/polytopal complex K
K0 ⊆ K1 ⊆ · · · ⊆ KN = K (3.4)
we can associate a commutative diagram defined below.
Denote by Csr the κ-vector space Cr(Ks) with basis the r-simplices / r-cells of Ks, ∂
s
r : C
s
r →
Csr−1 the boundary map from Cr(Ks) to Cr−1(Ks), i
s
r : C
s
r → C
s+1
r the linear map induced by the
inclusion from Ks to Ks+1 (clearly i
s
r is one to one). Let C
s
r = C
N
r , ∂
s
r = ∂
N
r and i
s
r = identity
when s ≥ N , one obtains the commutative diagram
...
∂0M+1

...
∂sM+1

...
∂NM+1

...
∂N+1M+1

C0M
i0M //
∂0M
· · ·
is−1M // CsM
isM //
∂sM
· · ·
iN−1M // CNM
iNM
∼=
//
∂NM
CN+1M
iN+1M
∼=
//
∂N+1M
· · ·
...
∂0r+1

...
∂sr+1

...
∂Nr+1

...
∂N+1r+1

C0r
i0r //
∂0r

· · ·
is−1r // Csr
isr //
∂sr

· · ·
iN−1r // CNr
iNr
∼=
//
∂Nr

CN+1r
iN+1r
∼=
//
∂N+1r

· · ·
C0r−1
i0r−1 //
∂0r−1
· · ·
is−1r−1 // Csr−1
isr−1 //
∂sr−1
· · ·
iN−1r−1 // CNr−1
iNr−1
∼=
//
∂Nr−1
CN+1r−1
iN+1r−1
∼=
//
∂N+1r−1
· · ·
...
∂01

...
∂s1

...
∂N1

...
∂N+11

C00
i00 //
∂00

· · ·
is−10 // Cs0
is0 //
∂s0

· · ·
iN−10 // CN0
iN0
∼=
//
∂N0

CN+10
iN+10
∼=
//
∂N+10

· · ·
0 0 0 0
(3.5)
Note. Since K is finite, each row is a tame persistence vector space and Csr = 0 for r > dim(K).
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Passing to homology with coefficient in a field κ, consider Hsr = ker(∂
s
r)/im(∂
s
r+1), and i˜
s
r :
Hsr →H
s+1
r the linear maps induced in homology by the linear inclusions i
s
r. For each r(≥ 0)
Hr(K) := {H
s
r, i˜
s
r : H
s
r →H
s+1
r |s ∈ Z≥0}
is a persistence vector space with bar code B(Hr(K)).
Following [21], the collection of vector spaces Hs,pr = im(i˜r
s,s+p
: Hsr → H
s+p
r ) is referred to as
the persistent homology.
2) The collection of bar codes B(Hr(K)) for all r is denoted by B(K) and referred to as the
bar code of K.
Suppose K is a filtered simplicial / polytopal complex as in (3.4),
K0 ⊆ K1 ⊆ · · · ⊆ KN = K,
we calculate the bar codes of K in two cases: κ = Z2 and κ = R. We consider only filtered
simplicial complex below, filtered polytopal complex can be dealt with similarly.
Case A: κ = Z2
In this case, we can calculate the bar codes of K using the persistent algorithm given in [20].
There are two steps of this algorithm: 1) matrix reduction; 2) pairing.
Matrix reduction (algorithm (ELZ))
Suppose S(K) is the set of all simplices of K and ♯S(K) = m.
Consider the function find : S(K)→ {0, 1, · · · , N}, such that find(σ) = i for σ ∈ Ki \Ki−1.
Choose a compatible ordering of the simplices, that is, an ordering of all simplices of K, such
that σ ≺ τ if find(σ) < find(τ) or if σ is a face of τ . After we order all simplices of K according
to this compatible ordering, we get a sequence of simplices σ1, σ2, · · · , σm.
Consider the m-by-m boundary matrix ∂ given by
∂[i, j] =
{
1 if σi is a codimension−1 face of σj ;
0 otherwise.
Let low(j) be the row index of the lowest 1 in column j. If the entire column is zero, then
low(j) is undefined. We call R reduced if low(j) 6= low(j0) whenever j and j0, with j 6= j0, specify
two non-zero columns. The algorithm reduces ∂ by adding columns from left to right.
Algorithm 3.1
R=∂
for j = 1 to m do
while there exists j0 < j with low(j0) = low(j) do
add column j0 to column j
endwhile
endfor.
The running time is at most cubic in the number of simplices [27], [31]. In matrix notation,
the algorithm computes the reduced matrix as R = ∂ · V . Since each simplex is preceded by its
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proper faces, ∂ is upper triangular. Since we only add from left to right, V is also upper triangular
and so is R (See page 152-153, [20] for details).
Pairing
Once there are two cases of columns of reduced matrix R.
Case 1: column j of R is zero. We call σj positive since it creates a new cycle and thus gives
birth to a new homology class unless it dies in the same filtration.
Case 2: column j or R is non-zero. We call σj negative because it provides the death to a
homology class.
See page 154-155, [20] for details.
We can read bar codes directly from the matrix R. Suppose column j is zero and dim(σj) = r.
If there exists a column k with low(k) = j and find(σk) > find(σj) then column j provides a
closed interval [find(σj), find(σk)− 1] ∈ B(Hr(K)). If there exists a column k with low(k) = j and
find(σk) = find(σj) then column j doesn’t provides any interval since it indicates a cycle which
dies in the same filtration. Note that find(σk) < find(σj) is impossible according to the definition
of compatible ordering. If there is no column k with low(k) = j then column j provides an infinite
interval [find(σj),∞] ∈ B(Hr(K)).
Case B: κ = R
For each s consider the chain complex C(Ks) with coefficients in R
· · ·
∂sr+2 // Csr+1
∂sr+1 // Csr
∂sr // Csr−1
∂sr−1 // · · ·
∂s2 // Cs1
∂s1 // Cs0
∂s0 // = 0
equipped with the scalar products defined by the standard basis(see subsection 2.2).
Let
(1) δsr−1 = (∂
s
r)
∗ the adjoint operator of ∂sr
7 for r ∈ Z≥0,
(2) ∆sr = ∂
s
r+1 ◦ δ
s
r + δ
s
r−1 ◦ ∂
s
r : C
s
r → C
s
r for r ∈ Z≥0 and
(3) (Csr)+ = im(∂
s
r+1), (C
s
r )− = im(δ
s
r−1) and H
s
r = ker(∆
s
r), with
Hsr = ker(δ
s
r) ∩ ker(∂
s
r)
and
Csr = (C
s
r)+ ⊕H
s
r ⊕ (C
s
r )−
where (Csr )+, H
s
r and (C
s
r)− are pairwise orthogonal.
Recall that [A] represents the orthonormalization of matrix A(see Lemma 2.3). With respect
to the standard basis provided by simplices / cells, ∂sr can be regarded as an n
s
r−1 × n
s
r matrix.
In view of the above considerations, the following linear maps are orthogonal projections onto
7When represented as a matrix w.r.t. the standard base, “adjoint” w.r.t. the scalar product defined by the
standard base is actually “transpose”.
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(Csr )+,(C
s
r )− and H
s
r , respectively.
(psr)+ : C
s
r → C
s
r
y 7→ [∂sr+1][∂
s
r+1]
Ty
(psr)− : C
s
r → C
s
r
y 7→ [(∂sr)
T ][(∂sr)
T ]Ty
(psr)H : C
s
r → C
s
r
y 7→ (Insr − [∂
s
r+1][∂
s
r+1]
T − [(∂sr)
T ][(∂sr)
T ]T )y
(3.6)
jsr : H
s
r = ker(δ
s
r) ∩ ker(∂
s
r) →H
s
r = ker(∂
s
r)/im(∂
s
r+1)
x 7→ x+ im(∂sr+1)
and
ksr : H
s
r = ker(∂
s
r)/im(∂
s
r+1) → H
s
r = ker(δ
s
r) ∩ ker(∂
s
r)
y + im(∂sr+1) 7→ (p
s
r)H(y)
is a pair of isomorphisms between Hsr and H
s
r.
Since Hrs identifies to H
s
r by the pair of isomorphisms j
s
r and k
s
r , the persistence vector space
Hr(K) = {H
s
r , g
s
r : H
s
r → H
s+1
r | s ∈ Z≥0},
where gsr = k
s+1
r ◦ i˜
s
r ◦ j
s
r , is isomorphic to
Hr(K) = {H
s
r, i˜
s
r : H
s
r →H
s+1
r | s ∈ Z≥0}
By Theorem 3.5 one has B(Hr(K)) = B(Hr(K)).
Notation 3.12. 1) Denote
gs,tr = g
t−1
r ◦ · · · ◦ g
s
r : H
s
r → H
t
r
for s < t and
gs,sr = identity : H
s
r → H
s
r
with s, t ∈ Z≥0.
Define is,tr : C
s
r → C
t
r and i˜
s,t
r : H
s
r → H
t
r in similar way.
2) Denote βr(s, t) = dim(im(g
s,t
r : H
s
r → H
t
r)) with s ≤ t ∈ Z≥0.
Note. βr(s, s) = dimH
s
r and βr(s, t) = βr(s, t+ 1) for t ≥ N .
Hence βr(s,∞) = βr(s,m) for m larger than s and N .
Notice that βr(s, t)=number of intervals in B(Hr(K)) which contain [s, t] for 0 ≤ s ≤ t ≤ ∞.
(See Observation 3.6)
3) Denote µr(s, t)=number of intervals in B(Hr(K)) which equal to [s, t] for 0 ≤ s ≤ t ≤ ∞.
We have
µr(s, t) =


βr(s, t)− βr(s− 1, t)− βr(s, t+ 1) + βr(s− 1, t+ 1) 0 < s ≤ t <∞
βr(0, t)− βr(0, t+ 1) s = 0, 0 ≤ t <∞
βr(s,∞)− βr(s− 1,∞) 0 < s <∞, t =∞
βr(0,∞) s = 0, t =∞
(3.7)
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Note. From the above formula and note in 2) we only need to know βr(s, t) for all 0 ≤ s ≤ t ≤ N
in order to calculate µr(s, t) and the bar code B(Hr(K)).
Theorem 3.10. βr(s, s) = rank((p
s
r)H) and βr(s, t) = rank((p
t
r)H ◦ i
s,t
r ◦ (p
s
r)H) for s < t, where
is,tr =
(
Insr
0(ntr−nsr)×nsr
)
.
For the definition of (psr)H , refer to (2.1) and (3.6).
We will use MATLAB and in order to avoid the use of the function “rank” which is not reliable
for large matrices we will need the following observations to complement Theorem 3.10.
Observation 3.11. The rank of a real matrix A equals to the number of positive eigenvalues of
AAT or ATA.
Observation 3.12. βr(s, s) = dim(H
s
r ) = dim(C
s
r)− rank(∂
s
r+1)− rank(∂
s
r).
Observation 3.13. If βr(s, t) 6= 0, s < t, then
i) H ir is nonzero for all s ≤ i ≤ t;
ii) βr(s, i) is nonzero for all s ≤ i ≤ t.
Simultaneous Persistence
In the case κ = Z2 we describe how to calculate the bar codes of Z2-homology groups of the
filtered simplicial complex
K0 ⊆ K1 ⊆ · · · ⊆ KN = K.
Let’s discuss a more general case where the filtration has two directions.
Suppose X is a polytopal complex and X± ⊂ X are two subcomplexes with X0 = X
+ ∩X−.
Suppose X+ and X− are equipped with finite filtration X+0 ⊆ X
+
1 ⊆ · · · ⊆ X
+
N+ and X
−
0 ⊆ X
−
1 ⊆
· · · ⊆ X−N− where X
±
0 = X0, X
−
N− = X
− and X+N+ = X
+.
Define the simultaneous persistence number ωr(s, t) of the above filtration to be the maximal
number of linearly independent elements in Hr(X0) which dies in X
− at s and in X+ at t(See [4]
for details). These numbers are useful in the calculation of relevant level persistence numbers.
One can put the cells of X in three groups I, II, III. The group I contains the cells of X0, the
group II the cells of X− \X0 and the group III the cells of X
+ \X0.
Consider the following filtration of X
X0 ⊆ X1 ⊆ · · · ⊂ XN−+N+ = X
where Xi = X
−
i for 0 ≤ i ≤ N
−, Xi = X
− ∪X+i−N− for N
− + 1 ≤ i ≤ N− +N+.
Suppose S(X) is the set of all cells of X and ♯S(X) = m.
We can define a function find : S(X) → {0, 1, · · · , N
− + N+}, such that f(σ) = i for σ ∈
Xi \Xi−1.
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We use a compatible ordering of the cells, that is, an ordering of all cells of X , such that σ ≺ τ
if find(σ) < find(τ) or if σ is a face of τ . After we order all cells of X according to this compatible
ordering, we get a sequence of cells σ1, σ2, · · · , σm.
With this compatible ordering, the incidence matrix M is given by
M =
A B− C+
0 B 0
0 0 C
with A being the incidence matrix for the subcomplex X0, M
− =
A B−
0 B
being the incidence
matrix for X− and M+ =
A C+
0 C
being the incidence matrix for X+.
The matrix M is said to be in relative reduced form if both M− and M+ are in reduced form.
This relative reduced form Rrel can be achieved by applying Algorithm 2.4.1 to matrix M .
We can read the number ωr(i, j) directly from the relative reduced form Rrel of M . ωr(i, j) =
the number of all triples (σk, σk′, σk′′) with σk ∈ X0, column k of Rrel is zero, dim(σk) = r,
low(k′) = low(k′′) = k, σk′ ∈ X
−
i \X
−
i−1 and σk′′ ∈ X
+
j \X
+
j−1.
3.5 Calculate the Bar Codes of a PCD
Given a point cloud data X = {x1, x2, · · · , xp} ∈ R
n(suppose all points in X are distinct), we will
first consider its distance matrix
D =


d(x1, x1) d(x1, x2) · · · d(x1, xp)
d(x2, x1) d(x2, x2) · · · d(x2, xp)
...
...
. . .
...
d(xp, x1) d(xp, x2) · · · d(xp, xp)


Notice that the D is a symmetric matrix, the diagonal elements of D are zeros and all the other
elements are positive real numbers.
Let S be the set of the entries in D and order these numbers increasingly (since they will be
our epsilons), so we have
E : 0 = ǫ0 < ǫ1 < ǫ2 < · · · < ǫN .
E is exactly (3.0).
Given a positive integer m and P , let’s compute the bar code of PCD X up to
dimension m− 1 and step P (for definition see (3.3)).
To simplify the notation, from now on we will write Ki instead of Rǫi(X,m). K0 is just a
collection of vertices {x1, x2, · · · , xp}.
We will represent the vertex xi0 simply by the index i0, the edge [xi0 , xi1 ] by [i0, i1] and k-
simplex [xi0 , · · · , xik ] is represented by [i0, i1, · · · , ik].
We want first to have the information about the filtered simplicial complex stored as
(a) An (m+1)× (P +1) matrix named Dimension where the entry Dimensionr+1,s+1 is the
integer nsr = dimension of C
s
r .
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(b) An (m + 1) array of matrices named Simplex. The component Simplexr+1 is a matrix
describing r-simplices of KP ; precisely is a matrix of r + 1 columns, each row representing an
r-simplex [i0, i1, · · · , ik]. These rows are ordered consistently with the filtration. The order for
simplices of Ks\Ks−1 is however arbitrary.
There is an obvious way to create these data, which is not very efficient but worth to mention.
Given Ks, we can easily find its 1-simplices from the distance matrix D. All the nonzero numbers
in D which are less than ǫs correspond to the edges in Ks. In order to find the r-simplices, we scan
all possible combination of r+1 numbers of {1, 2, · · · , p}. [i0, i1, · · · , ir] (i0 < i1 < · · · < ir)belongs
to the r-simplices of Ks iff every pair [ij , ik] belongs to the 1-simplices of Ks. As s increases, we
have more r-simplices in Ks. Store each rsimplex as a row in Simplexr+1 in filtration order. In
another word, if [i0, i1, · · · , ir] belongs to Ks but not in Ks−1, then it is “new” and can be added
as a new row to the rows provided by the r-simplices of Ks−1.
We use however the package JPlex [1] [35] to compute Dimension and Simplex , which can
be download from http://comptop.stanford.edu/programs/jplex/.
Once we get Simplex, we get the standard basis of CPr , which is stored in Simplexr+1, for
0 ≤ r ≤ m. Given Simplexr and Simplexr+1, we compute ∂
P
r with respect to the standard basis:
Write Simplexr+1 as 
 a11 · · · a1,r+1... . . . ...
anPr ,1 · · · anPr ,r+1


and Simplexr as 

b11 · · · b1,r
...
. . .
...
bnPr−1,1 · · · anPr−1,r

 ,
where nPr and n
P
r−1 can be obtained from Dimension.
∂Pr is an n
P
r−1×n
P
r matrix with element (∂
P
r )i,j equals to the incidence number of the simplices
[bi,1, · · · , bi,r] and [aj,1, · · · , aj,r+1]. If [bi,1, · · · , bi,r] is not contained in [aj,1, · · · , aj,r+1], (∂
P
r )i,j = 0.
Otherwise, [bi,1, · · · , bi,r] equals to [aj,1, · · · , ˆaj,k, · · · , aj,r+1] for some k, where “ˆ” means deletion.
If k is odd, (∂Pr )i,j = 1; if k is even, (∂
P
r )i,j = −1.
∂sr is the n
s
r−1 × n
s
r upper-left block of ∂
P
r .
Once Dimension and Simplex are determined, we apply Theorem 3.10 and the Observations
3.11, 3.12 and 3.13 to get βr(s, t) and then µr(s, t) according to (3.7).
Here is a brief description of functions written in Matlab. Those Matlab programs contained in
“Computing Barcode of PCD.zip” can be downloaded from http://people.math.osu.edu/du.50
Initial Data:
A p × n matrix X, which stores p points x1, · · · , xp in R
n as rows, two positive integers m
and S. m is the given upper bound of dimension of restricted Vietoris-Rips Complex. S is the
given upper bound of steps of filtration. P = min(S,N). See (3.3).
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1. Function getDistance
Input: X.
Output: A p× p upper triangular matrix D. Dij = d(xi, xj), 1 ≤ i ≤ p− 1, i+ 1 ≤ j ≤ p.
2. Function scaleX
Input: X, D.
Output: X.
Given a point cloud data X, we find all the distances between two points and sort them as
ǫ0 < ǫ1 < · · · < ǫN . Note: If ǫi+1 − ǫi is very small(less than 3 · diam(X) · eps, the upper
bound of round off errors, where diam(X) is the maximal distance between any two points of X,
eps = 2.2204× 10−16 is floating-point relative accuracy in Matlab), we delete ǫi+1. We scale X
such that the minimum difference between two consecutive distances is larger than 3× 10−4. For
details and more explanation, read the comments in my program.
3. Function getEpsilon
Input: D, S.
Output: Two positive integers P = min(S,N) and e = ǫP . Two row vectors epsiorg,
which stores different distances ǫ0 < ǫ1 < · · · < ǫN of D in increasing order and epsiavg, which
stores
ǫ0 + ǫ1
2
, · · · ,
ǫk + ǫk+1
2
, · · · ,
ǫN−1 + ǫN
2
, ǫN +
1
2
.
4. Function getDimensionSimplex
Input: X, P, epsiavg, m and e.
Output:
a) An integer ma = dim(RǫP (X,m)).
b) An (ma + 1) × (P + 1) matrix Dimension. Dimensionr+1,s+1 = n
s
r, the dimension of
Csr .
c) An ma + 1 array Simplex.
The component Simplexr+1 is a matrix with r + 1 columns, which stores r-simplex of
RǫP (X,m) as rows in filtration order.
Note: Here we use the package edu.stanford.math.plex.* of JPlex[1][35].
5. Function getDeltaP
Input: Dimension, Simplex and ma.
Output: An ma array DeltaP. DeltaPr = the matrix of ∂
P
r : C
P
r → C
P
r−1 with respect to
the the standard basis of CPr and C
P
r−1.
6. Function getDelta
Input: DeltaP, Dimension, r, s
Output: The matrix ∂sr : C
s
r → C
s
r−1 with respect to standard basis of C
s
r and C
s
r−1.
7. Function getRank
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Input: P, m, and ma.
Output: An (m+ 1)× (P+ 1) matrix R. Rr+1,s+1 = rank of ∂
s
r .
Algorithm: Rr+1,s+1 = number of eigenvalues of ∂
s
r × ∂
s
r
′ which is greater than 10−8. Here
we use Observation 3.11.
8. Function getDimensionHrs
Input: Dimension, R, P, m and ma.
Output: An integer mc and an (mc + 1) × (P + 1) matrix dimHrs. dimHrsr+1,s+1 =
dim(Hsr ).
Algorithm: dimHrsr+1,s+1 = Dimensionr+1,s+1 − Rr+2,s+1 − Rr+1,s+1.
Here we use use Observation 3.12.
9. Function getHarmonicProjection
Input: Dimension, r and s.
Output: The harmonic projection matrix (psr)H from C
s
r to itself with respect to the standard
basis of Csr .
Algorithm: See (3.6).
10. Function getBeta
Input: Dimension, P, dimHrs and mc. mc is the maximal dimension of nonzero H
s
r ’s.
Output: A (P+ 1)× (P+ 1)× (mc + 1) matrix Beta. Beta(s+ 1, t+ 1, r + 1) = βr(s, t).
Algorithm:
β0(·, ·) =


dim(H00 ) dim(H
1
0 ) · · · dim(H
P
0 )
dim(H10 ) · · · dim(H
P
0 )
. . .
...
dim(HP0 )

;
βr(s, s) = rank((p
s
r)H) = dim(H
s
r )(see Observation 3.12);
βr(s, t) = rank((p
t
r)H ◦ i
s,t
r ◦ (p
s
r)H) for s < t (see Theorem 3.10).
Apply Observation 3.11 when computing rank as in function getRank.
Apply Observation 3.13 to avoid unnecessary computing.
11. Function getMu
Input: Beta, P and mc.
Output: A (P+ 1)× (P+ 1)× (mc + 1) matrix Mu. Mu(s+ 1, t+ 1, r + 1) = µr(s, t)
Algorithm: Apply (3.7).
12. Function getBar codeMatrix
Input: Mu, P, and mc.
Output: A, a q × 4 matrix which stores the bar code in increasing order according to
dimension, left endpoint and right endpoint. M intervals [a, b] in bar code B(Hr(K)) will be
represented by [r a b M] in A.
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13. drawBar code
Input: A and P.
Output: A picture of bar code stored in barcode.eps.
14. Function main
Input: X, S and m.
Output: A matrix A stored in A.mat and a picture of bar code stored in barcode.eps.
Algorithm: Run above functions except 6. and 9. in order.
3.6 Numerical Experiment
We have a PCD in R2 with 53 points:
Rǫ0(X )
Figure 3: A PCD in R2 with 53 points
The restricted filtered simplicial complex of this PCD (m = 4, P = 35) is
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Rǫ0(X ) Rǫ5(X )
Rǫ10(X ) Rǫ15(X )
Rǫ20(X ) Rǫ25(X )
Figure 4: Restricted filtered simplicial complex of this PCD (m = 4, P = 35).
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0 5 10 15 20 25 30 35
H 0
i
H 1
i
H 2 i
∞
Figure 5: Bar codes of the above filtered simplicial complex.
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4 Persistence Theory Refined
In this section we consider refinements of standard persistence for a real valued map and describe
the calculation if its invariants in the case of a linear map f : X → R, X a simplicial complex. In
order to understand the novelty of our considerations we will review in subsection 4.1 the standard
persistence named in this section sub-level persistence.
Let f : X → R be a continuous map, denote by
X−∞,t := f
−1((−∞, t])
Xt,∞ := f
−1([t,∞))
Xt := f
−1(t) and
Xs,t := f
−1([s, t]), s ≤ t
4.1 Sub-level Persistence [3]
Given a continuous map f : X → R, the sub-level persistent homology introduced in [21] and
further developed in [39] is concerned with the following questions:
Q1. Does the class x ∈ Hr(X−∞,t) originate in Hr(X−∞,t′′) for t
′′ ≤ t? Does the class
x ∈ Hr(X−∞,t) vanish in Hr(X−∞,t′) for t < t
′?
Q2. What are the smallest t′ and t′′ such that this happens?
The information that is contained in the linear maps Hr(X−∞,t) → Hr(X−∞,t′) for any t ≤ t
′
is known as sub-level persistence.
Recall that (sub-level)persistent homology is the collection of vector spaces and linear maps
{Hr(X−∞,t)→ Hr(X−∞,t′), t < t
′, t, t′ ∈ R}. Let 0 6= x ∈ Hr(X−∞,t)). One says that
(i) x is born at t′′, t′′ ≤ t, if x is contained in img(Hr(X−∞,t′′)) → Hr(X−∞,t))) but is not
contained in img(Hr(X−∞,t′′−ǫ))→ Hr(X−∞,t))) for any ǫ > 0.
(ii) x dies at t′, t′ > t, if its image is zero in img(Hr(X−∞,t)) → Hr(X−∞,t′))) but is nonzero
in img(Hr(X−∞,t))→ Hr(X−∞,t′−ǫ))) for any 0 < ǫ < t
′ − t.
(iii) x dies at ∞, if its image is always nonzero in img(Hr(X−∞,t)) → Hr(X−∞,t′))) for any
t′ > t.
The standard construction “telescope” in homotopy theory permits to replace any finite filtered
space K0 ⊆ K1 ⊆ · · · ⊆ KN by a weakly tame map f : X → R (cf. Corollary ??), simply by taking
X = K0× [t0, t1]∪φ1 K1× [t1, t2]∪φ2 · · · ∪φN−1 KN−1× [tN−1, tN ]∪φN KN where φi : Ki×{ti+1} →
Ki+1 × {ti+1} is the inclusion and f |Ki×[ti,ti+1] the projection of Ki × [ti, ti+1] on [ti, ti+1].
The sub-level persistence for a filtered space is the sub-level persistence of the associated weakly
tame map.
When f is weakly tame, the sub-level persistence for each r = 0, 1, · · · , dimX is determined
by a finite collection of invariants referred to as bar codes for sub-level persistence [39]. The
r-bar codes for sub-level persistence of f are intervals of the form [t, t′) or [t,∞) with t < t′.
The number µr(t, t
′) of r-bar codes which identify to the interval [t, t′) is the maximal number
of linearly independent homology classes in Hr(X−∞,t), which are born at t, die at t
′ and remain
independent in img(Hr(X−∞,t)→ Hr(X−∞,s)) for any s, t ≤ s < t
′.
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The number µr(t,∞) of r-bar codes which identify to the interval [t,∞) is the maximal number
of linearly independent homology classes in Hr(X−∞,t) which are born at t, never die and remain
independent in img(Hr(X−∞,t)→ Hr(X−∞,s)) for any s > t.
Lemma 4.1. The set of r-bar codes for sub-level persistence is finite and any r-bar code is an
intervals of the form [ti, tj) or [ti,∞) with ti < tj ti, tj critical values of f .
Proof. Indeed the ends of the “bar codes” have to be critical values. Suppose there is an r-bar
code of the form [t, t′), we have t0 ≤ t < t
′ ≤ tN . Suppose ti ≤ t < ti+1 for some i and tj ≤ t
′ < tj+1
for some j.
There exists a class x ∈ Hr(X−∞,t) that is born at t and dies at t
′.
Since the canonical inclusion X−∞,ti →֒ X−∞,t is a deformation retraction and induces an
isomorphism on homology groups, we have x ∈ img(Hr(X−∞,ti) → Hr(X−∞,t)). If t > ti, it will
cause a contradiction with the fact that x is born at t. So we have t = ti and the bar code is of
the form [ti, t
′).
Consider the commutative diagram below
X−∞,ti
//
%%❏
❏❏
❏❏
❏❏
❏❏
X−∞,tj
∼=

X−∞,t′
Since the canonical inclusion X−∞,tj →֒ X−∞,t′ is a deformation retraction, the vertical map
in the above diagram an isomorphism. The image of x in img(Hr(X−∞,ti)→ Hr(X−∞,tj)) is zero.
If t′ > tj , it will cause a contradiction with the fact that x dies at t
′. So we have t′ = tj and the
bar code is of the form [ti, tj).
For the same reason, an r-bar code [t,∞) is of the form [ti,∞). The finiteness of the collection
of r-bar codes follows from the finiteness of dimHr(X−∞,t).
From these bar codes one can derive the Betti numbers βr(t, t
′), the dimension of
img(Hr(X−∞,t)→ Hr(X−∞,t′)),for any t ≤ t
′ and get the answers to questions Q1 and Q2. For
example,
βr(t, t
′) = the number of r-bar codes which contain the interval [t, t′]. (4.1)
From the Betti numbers βr(t, t
′)one can also derive these r-bar codes.
Denote µr(ti, tj)=number of r-bar codes which equal to [ti, tj) for t0 ≤ ti < tj ≤ ∞, where t0
is the smallest critical value. We have
µr(ti, tj)
=


βr(ti, tj−1)− βr(ti−1, tj−1)− βr(ti, tj) + βr(ti−1, tj), t0 < ti < tj <∞
βr(t0, tj−1)− βr(t0, tj), ti = t0, t0 < tj <∞
βr(ti,∞)− βr(ti−1,∞), t0 < ti <∞, tj =∞
βr(t0,∞), ti = t0, tj =∞
(4.2)
The computation of the bar codes for a filtration of simplicial / polytopal complex is discussed
in subsection 3.4 with coefficient field of homology groups being Z2 or R.
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4.2 Level Persistence[3]
Level persistence for a map f : X → R was first considered in [17] and was better understood
when the Zigzag persistence was introduced and formulated in [12]. Given a continuous map
f : X → R, level persistence is concerned with the homology of the fibers Hr(Xt) and addresses
questions of the following type.
Q1. Does the image of x ∈ Hr(Xt) vanish in Hr(Xt,t′), where t
′ > t or in Hr(Xt′′,t), where
t′′ < t?
Q2. Can x be detected in Hr(Xt′) where t
′ > t or in Hr(Xt′′) where t
′′ < t? The precise
meaning of detection is explained below.
Q3. What are the smallest t′ and t′′ for the answers to Q1 and Q2 to be affirmative?
To answer such questions one has to record information about the following maps:
Hr(Xt)→ Hr(Xt,t′)← Hr(Xt′).
The level persistence is the information provided by this collection of vector spaces and linear
maps considered above for all t, t′.
Let 0 6= c ∈ Hr(Xt). One says that
(i) c dies downward at t′ < t, if its image is zero in img(Hr(Xt)→ Hr(Xt′,t)) but is nonzero in
img(Hr(Xt)→ Hr(Xt′+ǫ,t)) for any 0 < ǫ < t− t
′.
(ii) c dies upward at t′′ > t, if its image is zero in img(Hr(Xt) → Hr(Xt,t′′)) but is nonzero in
img(Hr(Xt)→ Hr(Xt,t′′−ǫ)) for any 0 < ǫ < t
′′ − t.
We say that x ∈ Hr(Xt) can be detected at t
′ ≥ t, if its image in Hr(Xt,t′) is nonzero and is
contained in the image of Hr(Xt′) → Hr(Xt,t′). Similarly, the detection of x can be defined for
t′′ < t also.
Definition 4.1. A continuous map f : X → R is called tame (Definition 3.5, [4]) if X is compact
and there exists finitely many values min(f(X)) = t0 < t1 < · · · < tN = max(f(X)) (so called
critical values) so that:
(i) for any t 6= t0, t1, · · · , tN there exists ǫ > 0 so that f : f
−1(t− ǫ, t + ǫ) → (t− ǫ, t + ǫ) and
the second factor projection Xt × (t− ǫ, t+ ǫ)→ (t− ǫ, t+ ǫ) are fiber-wise homotopy equivalent.
(ii) for any ti there exists ǫ > 0 so that canonical inclusions Xti →֒ Xti,ti+ǫ and Xti →֒ Xti−ǫ,ti
are deformation retractions.
This means that the homology group of the level set changes at finitely many t’s. We have
Lemma 4.2. Given ti−1 < s < ti, Xti−1,s and Xs,ti retracts by deformation onto Xti−1 and Xti
respectively.
Proof. We will prove that Xs,ti retracts by deformation onto Xti−1 . The proof that Xs,ti retracts
by deformation onto Xti is essentially the same.
For any a, ti−1 < a ≤ s, there exists an ǫa > 0 such that f : f
−1(a−ǫa, a+ǫa)→ (a−ǫa, a+ǫa)
and the second factor projection Xt × (a − ǫa, a + ǫa) → (a − ǫa, a + ǫa) are fiberwise homotopy
equivalent. Hence for any a − ǫa < t
′′ < t′ < a + ǫa, we have Xt′′,t′ retract by deformation onto
Xt′′ . For a, ti−1 < a < s we can choose 0 < ǫa < min(a − ti−1, s − a), so that (a − ǫa, a + ǫa) is
contained in (ti−1, s).
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For ti−1, there exists an ǫti−1 > 0 so that canonical inclusion Xti →֒ Xti,ti+ǫti−1 is a deformation
retraction.
The union of open intervals (a− ǫa, a+ ǫa) for ti−1 ≤ a ≤ s covers the closed interval [ti−1, s].
Then finitely many of them (ak, bk), 1 ≤ k ≤ m cover [ti−1, s]. Suppose these intervals are not
contained one in another, otherwise we can delete it. Observe that (ti−1 − ǫti−1 , ti−1 + ǫti−1) and
(s− ǫs, s+ ǫs) have to be contained in those finite collection of intervals.
Order (ak, bk), 1 ≤ k ≤ m according to their right endpoints increasingly, we have bj < bk,
when j < k. Observe that bk−1 ∈ (ak, bk) and ak ∈ (ak−1, bk−1). Therefore we also have aj < ak,
when j < k and the intersection of (ak−1, bk−1) and (ak, bk) is always nonempty. Since both left
endpoints and right endpoints are ordered increasingly (a1, b1) = (ti−1 − ǫti−1 , ti−1 + ǫti−1) and
(am, bm) = (s− ǫs, s+ ǫs).
Choose any ck ∈ (ak, bk) ∩ (ak+1, bk+1), 2 ≤ k ≤ m − 1. Let c0 = ti−1, c1 = ti−1 + ǫti−1 and
cm = s.
We have Xck−1,ck retracts by deformation onto Xck−1 for any 1 ≤ k ≤ m.
Hence Xti−1,s = Xc0,cm retracts by deformation onto Xti−1 = Xc0 .
Corollary 4.3. Tame maps are weakly tame.
Note that the tame maps form a generic set of maps in the set of all continuous maps on a
simplicial complex or on a smooth manifold (and more general on a compact ANR).
Lemma 4.4. Given ti−1 < s < t < ti, Xs,t retracts by deformation onto Xs or Xt.
In case of a tame map the collection of the vector spaces and linear maps is determined up
to coherent isomorphisms by a collection of invariants called bar codes for level persistence
which are intervals of the form [t, t′] with t ≤ t′ and (t, t′), (t, t′], [t, t′) with t < t′.
These bar codes are called invariants because two tame maps f : X → R and g : Y → R which
are fiber-wise homotopy equivalent have the same associated bar codes. The above result was
established for the Zigzag persistence from which can be derived, but can also be proven directly.
However the proof is not contained in this paper.
An open end of an interval signifies the death of a homology class at that end (left or right)
whereas a closed end signifies that a homology class cannot be detected beyond this level (left or
right).
There exists an r-bar code (t′′, t′) if there exists a class x ∈ Hr(Xt) for some t
′′ < t < t′ which
is detectable for t′′ < s < t′ and dies at t′′ and t′. The multiplicity of (t′′, t′) is the maximal number
of linearly independent classes in Hr(Xt) such that:
(i) all remain linearly independent in img(Hr(Xt)→ Hr(Xt,s)) for t ≤ s < t
′ and img(Hr(Xt)→
Hr(Xs,t)) for t
′′ < s ≤ t;
(ii) all die at t′′ and t′.
Notice that the change of t above will not affect the multiplicity of (t′′, t′).
There exists an r-bar code (t′′, t′] if there exists an element x ∈ Hr(Xt′) which is not detectable
for s > t′ and detectable for t′′ < s ≤ t′ and dies at t′′. The multiplicity of (t′′, t′] is the maximal
number of linearly independent elements in Hr(Xt′) such that
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(i) neither one is detectable for s > t′;
(ii) all remain linearly independent in img(Hr(Xt′)→ Hr(Xs,t′)) for t
′′ < s ≤ t′;
(iii) all dies at t′′.
There exists an r-bar code [t′′, t′) if there exists an element x ∈ Hr(Xt′′) which is not detectable
for s < t′′ and detectable for t′′ ≤ s < t′ and dies at t′. The multiplicity of [t′′, t′) is the maximal
number of linearly independent elements in Hr(Xt′′) such that
(i) neither one is detectable for s < t′′;
(ii) all remain linearly independent in img(Hr(Xt′′)→ Hr(Xt′′,s)) for t
′′ ≤ s < t′;
(iii) all dies at t′.
There exists an r-bar code [t′′, t′] if there exists an element x ∈ Hr(Xt′′) which is not detectable
for s < t′′ or s > t′ and detectable for t′′ ≤ s ≤ t′. The multiplicity of [t′′, t′] is the maximal number
of linearly independent elements in Hr(Xt′′) such that
(i) neither one is detectable for s < t′′ or s > t′;
(ii) all remain linearly independent in img(Hr(Xt′′)→ Hr(Xt′′,s)) for t
′′ ≤ s ≤ t′.
Lemma 4.5. For a tame map, the set of r-bar codes for level persistence is finite. Any r-bar code
is an interval of the form [ti, tj ] with ti ≤ tj critical values or (ti, tj), (ti, tj ], [ti, tj) with ti < tj ,
ti, tj critical values.
Proof. Using Lemma 4.2 and Lemma 4.4, the proof is similar to Lemma 4.1.
Notation 4.2. Given a tame map f : X → R with critical values t0 < · · · < tN , denote by
BLr(f) := the number of all r-bar codes for level persistence (with respect to r-th homology groups).
Nr(ti, tj) := the number of intervals (ti, tj) in BLr(f).
Nr(ti, tj ] := the number of intervals (ti, tj ] in BLr(f).
Nr[ti, tj) := the number of intervals [ti, tj) in BLr(f).
Nr[ti, tj ] := the number of intervals [ti, tj ] in BLr(f).
Hence ♯BLr(f) = Nr(ti, tj) +Nr(ti, tj] +Nr[ti, tj) +Nr[ti, tj].
In Figure 6, we indicate the bar codes both for sub-level and level persistence for some simple
map in order to illustrate their differences and connections. The class consisting of the sum of
two circles at level t is not detected on the right, but is detected at all levels on the left up to(but
not including) the level t′.
Level persistence provides considerably more information than the sub-level persistence [4]
and the bar codes for the sub-level persistence can be recovered from the bar codes for the level
persistence. An r-bar code [s, t) for level persistence contributes an r-bar code [s, t) for subl evel
persistence. An r-bar code [s, t] for level persistence contributes an r-bar code [s,∞) for sub-level
persistence. r-bar codes (s, t] and (s, t) for level persistence contribute nothing to r-bar codes
for sub-level persistence. An r-bar codes (s, t) for level persistence contributes an r + 1-bar code
[t,∞) for sub-level persistence. See Figure 6 and Lemma 4.6 below.
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Figure 6: Bar codes for level and sub-level persistence.
Lemma 4.6. Given a tame map f : X → R with critical values t0 < t1 < · · · < tN . We have
µr(ti, tj) = Nr[ti, tj)
µr(ti,∞) =
N∑
l=i
Nr[ti, tl] +
i−1∑
l=0
Nr−1(tl, ti)
for any critical values ti < tj.
Proof. Item 1 follows from formulas (4.1) and (4.2).
Item 2 is more elaborate. One uses formula (4.2) which calculates µr(ti,∞) as µr(ti,∞) =
βr(ti,∞) − βr(ti−1,∞). A calculation of βr(ti,∞) can be recovered from Corollary 3.4 in [3]
which implies that this number is exactly the number of (r − 1)-bar codes of the form (tl, ti), l =
0, 1, · · · , i− 1 plus the number of r-bar codes of the form [a, b] with a ≤ ti. Clearly a, b should be
critical values. A different derivation can be achieve independently of [3].
The bar codes for the level persistence can be also recovered from the bar codes for the sub-
level persistence but from the bar codes of a collections of tame maps canonically associated to f .
This will be described in the next subsection.
For this purpose one uses an alternative but equivalent way to describe the level persis-
tence based on a different collection of numbers, referred below as relevant persistence numbers,
lr, l
+
r , l
−
r , er, ir.
Definition 4.3. For a continuous map f : X → R and t′′ ≤ t ≤ t′, let Lr(t) := Hr(Xt), L
+
r (t; t
′) :=
ker(Hr(Xt) → Hr(Xt,t′)), L
−
r (t; t
′′) := ker(Hr(Xt) → Hr(Xt′′,t)) and Ir(t, t
′) := img(Hr(Xt) →
Hr(Xt,t′)) ∩ img(Hr(Xt′)→ Hr(Xt,t′)).
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Define the relevant level persistent numbers
lr(t) := dimLr(t)
l+r (t; t
′) := dimL+r (t; t
′)
l−r (t; t
′′) := dimL−r (t; t
′′)
er(t; t
′, t′′) := dim(L+r (t; t
′) ∩ L−r (t; t
′′))
ir(t, t
′) := dim(Ir(t, t
′))
The relation between these collections of numbers is illustrated in the diagram below.
ir(t, t
′)
Thm 4.2 +3 lr(t), l
+
r (t; t
′)
l−r (t; t
′′), er(t; t
′, t′′)
Thm 4.3 +3
Nr([t, t
′])
Nr((t, t
′))
Nr((t, t
′])
Nr([t, t
′))
Observation 4.1
]]
Observation 4.1
ZZ
The first four have geometric meaning the last ones (the fifth) are more technical. However
the first four lr, l
+
r , l
−
r , er can be derived from the last ones ir
One can derive all the numbers lr, l
+
r , l
−
r , er, ir from the number of bar codes Nr(ti, tj), Nr(ti, tj ],
Nr[ti, tj), Nr[ti, tj ].
Observation 4.7. For a tame map we can derive relevant level persistent numbers from the
numbers N ′s of bar codes for level persistence.
Proof. For t′′ ≤ t ≤ t′
1. lr(t) = number of intervals in BLr(f) which contain t;
2. ir(t, t
′) = number of intervals in BLr(f) which contain [t, t
′];
3.
l+r (t; t
′) =
∑
ti≤t<tj≤t′
Nr[ti, tj) +
∑
ti<t<tj≤t′
Nr(ti, tj); (4.3)
4.
l−r (t; t
′′) =
∑
t′′≤ti<t≤tj
Nr(ti, tj ] +
∑
t′′≤ti<t<tj
Nr(ti, tj); (4.4)
5.
er(t; t
′, t′′) =
∑
t′′≤ti<t<tj≤t′
Nr(ti, tj). (4.5)
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Theorem 4.8. For a tame map the numbers ir(t, t
′) determine the numbers lr(t), l
+
r (t; t
′), l−r (t; t
′′)
and er(t; t
′, t′′).
Proof.
lr(t) = ir(t, t).
Nr(tk, tj) = ir(t
′′, t′)− ir(tk, t
′)− ir(t
′′, tj) + ir(tk, tj)
for any t′′ ≤ t′ such that tk < t
′′ < tk+1, tj−1 < t
′ < tj .
Nr[tk, tj] = ir(tk, tj)− ir(t
′′, tj)− ir(tk, t
′) + ir(t
′′, t′)
for any tk−1 < t
′′ < tk and tj < t
′ < tj+1.
Nr(tk, tj] = ir(t
′′, tj)− ir(tk, tj)− ir(t
′′, t′) + ir(tk, t
′)
for any tk < t
′′ < tk+1 and tj < t
′ < tj+1.
Nr[tk, tj) = ir(tk, t
′)− ir(tk, tj)− ir(t
′′, t′) + ir(t
′′, tj)
for any tk−1 < t
′′ < tk and tj−1 < t
′ < tj.
Plug in equation (4.3), (4.4) and (4.5) we get l+r (t; t
′), l−r (t; t
′′) and er(t; t
′, t′′).
Theorem 4.9. For a tame map we can get the r-bar codes for level persistence from relevant
persistent numbers.
Proof. First the numbers Nr(tk, tj) can be calculated by the formula.
Nr(tk, tj) = er(t; tj , tk)− er(t; tj , tk+1)− er(t; tj−1, tk) + er(t; tj−1, tk+1), (4.6)
for any tk < t < tj .
To determine the numbers Nr(ti, tj], Nr[ti, tj) andNr[ti, tj ], we introduce the following auxiliary
numbers
nr{ti, tj} := the number of intervals in BLr(f) which intersect the levels Xti and Xtj ;
nr{ti, tj) := the number of intervals in BLr(f) which intersect the level Xti
with open end at tj;
nr{ti, tj ] := the number of intervals in BLr(f) which intersect the level Xti
with closed end at tj;
nr(ti, tj} := the number of intervals in BLr(f) which intersect the level Xtj
with open end at ti;
nr[ti, tj} := the number of intervals in BLr(f) which intersect the level Xtj
with closed end at ti.
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The numbers nr{ti, tj), nr{ti, tj), nr{ti, tj} and nr[ti, tj} can be derived from the relevant
persistent numbers as indicated below:
nr{ti, tj) = l
+
r (ti; tj)− l
+
r (ti; tj−1)
nr(ti, tj} = l
−
r (tj; ti)− l
−
r (tj ; ti+1)
nr{ti, tj} = ir(ti, tj)
nr[ti, tj} = nr{ti, tj} − nr{ti−1, tj} − nr(ti−1, tj}
With their help one derive
Nr(ti, tj] = nr(ti, tj} − nr(ti, tj+1} −Nr(ti, tj+1) (4.7)
Nr[ti, tj) = nr{ti, tj)− nr{ti−1, tj)−Nr(ti−1, tj) (4.8)
Nr[ti, tj] = nr[ti, tj} − nr[ti, tj+1} −Nr[ti, tj+1) (4.9)
In order to calculate the relevant persistence numbers lr(t), l
+
r (t; t
′), l−r (t; t
′′) and er(t; t
′, t′′) we
induce so called positive and negative bar codes in subsection 4.4. Positive and negative bar
codes are defined by sub-level persistence, so they can be calculated with the methods as described
in subsection 3.4.
We can also calculate ir(t, t
′) with similar method. Details will be given in subsection 4.3.
Once we get all relevant numbers, we can get the bar codes for the level persistence providing
an alternative to the Carson deSilva algorithm cf. [11] to calculate the level persistence bar codes
as bar codes for Zigzag persistence.
4.3 The General Framework for the Calculation of Bar Codes for Level
Persistence of Generic R-valued Linear Maps on Simplicial Com-
plexes
Definition 4.4. (Generic R-valued Linear Maps on Simplicial Complexes)
Let X be a simplicial complex and |X| its spatial realization. An R-valued linear map on X
is a continuous map f : |X| → R whose restriction to each simplex is linear. Let X0 be the set of
vertices of X . f is called generic if f : X0 → R is injective. (See page 2, [4])
Theorem 4.10. Generic R-valued linear maps on simplicial complexes are tame. 8
Proof. Let f be a generic R-valued linear map on a simplicial complex X with N +1 vertices. Let
t0 < · · · < tN be the the values of f on the vertices of X . Label vertices of X such that f(xi) = ti,
0 ≤ i ≤ N .
(i) For s < t with ti−1 < s, t < ti one produces a canonical homeomorphism θs,t : Xs,t →
Xt × [s, t] which intertwines the map f with the second factor projection of Xt × [s, t] on [s, t].
8Any simplicial maps are tame, the arguments although similar are more elaborate to write down in the general
case.
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Given σ with σ ∩ Xs,t 6= φ. Each point x ∈ Xs,t ∩ σ lies on a unique straight line segment
l(x) which is the trajectory of ∇f |σ w.r.t. the flat metric on σ. Denote by L(l)(resp. R(l)) the
intersection of this line with Xs(resp. Xt) and by ps,t(x) := L(l(x))(resp. qs,t(x) := R(l(x))) the
obviously continuous map Xs,t ∩ σ → Xs ∩ σ(resp. Xs,t ∩ σ → Xt ∩ σ). Consider p˜s,t : Xs,t ∩ σ →
Xs∩σ× [s, t](resp. q˜s,t : Xs,t∩σ → Xt∩σ× [s, t]) the map defined by p˜s,t(x) = (ps,t(x), f(x))(resp.
q˜s,t(x) = (qs,t(x), f(x))). Clearly p˜s,t and q˜s,t are homeomorphisms which intertwines the map f
with the second factor projection of Xt × [s, t] on [s, t].
For any σ1 and σ2, p˜s,t and q˜s,t agree on the intersection σ1 ∩ σ2. So we can define θs,t|σ,
the restriction of θs,t on each σ, as q˜s,t. In this way, one produces a canonical homeomorphism
θs,t : Xs,t → Xt× [s, t] which intertwines the map f with the second factor projection of Xt× [s, t]
on [s, t].
Therefore, for any t 6= t0, t1, · · · , tN , there exists ǫ > 0 so that f : f
−1(t−ǫ, t+ǫ) → (t−ǫ, t+ǫ)
and the second factor projection Xt×(t−ǫ, t+ǫ)→ (t−ǫ, t+ǫ) are fiber-wise homotopy equivalent.
(ii) For s < t with s = ti−1, t < ti and σ with σ ∩Xti−1,t 6= φ, it is easy to see that Xti−1,t ∩ σ is
the mapping cylinder of a canonical map Xt ∩ σ → Xti−1 ∩ σ which prove that Xti−1,t ∩ σ retracts
by deformation on Xti−1 ∩ σ. For any σ1 and σ2, the above deformation retractions agree on the
intersection σ1 ∩ σ2. So Xti−1,t retracts by deformation on Xti−1 .
For s < t with ti−1 < s, t = ti, we can prove Xs,ti retracts by deformation on Xti in the same
way.
Let f be a generic R-valued linear map on a simplicial complex X with N + 1 vertices. Let
t0 < · · · < tN be the the values of f on the vertices of X . Since f is tame, we can define bar codes
for level persistence of f : |X| → R. By Lemma 4.5, the bar codes for level persistence of f are
intervals of the form [ti, tj] with ti ≤ tj and (ti, tj), (ti, tj], [ti, tj) with ti < tj .
Lemma 4.11. For the map f : |X| → R defined above, the bar codes of the form (ti, ti+1) do not
exist.
Let f and X be defined as above. Let MX be the boundary matrix of X which records the
boundary map ∂ : X → X . Start with MX and the values on vertices t0 < t1 < · · · < tN , we can
calculate the bar codes for level persistence with two methods:
Method 1, which involves only ir(t, t
′), and
Method 2, which involves l+r (t; t
′), l−r (t; t
′′), er(t; t
′′, t′) and ir(t, t
′).
Finally one use the pervious results to determine the bar codes. It appears that Method 1 is
simpler, however we will see later that Method 2 is about 8 times faster than Method 1.
Definition 4.5. Given any t, we get a polytopal complex
Xt := { |σ| ∩ |X|t | σ ∈ X }.
Given any s < t, we get aother polytopal complex
Xs,t := Xs ∪Xt ∪ { |σ| ∩ |X|s,t | σ ∈ X }.
For s = t, observe that Xs,t is Xt.
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Method 1 (with coefficients in Z2) Given s < t, order cells in Xs,t in the following way:
(i) if τ ∈ Xs, τ
′ ∈ Xt and τ
′′ ∈ Xs,t, then τ ≺ τ
′ ≺ τ ′′;
(ii) if dim(τ) < dim(τ ′), then τ ≺ τ ′.
The ordering of the vertices provides orientation on simplices and then on the cells obtained
as “cuts”. We can write a matrix MXs,t for the boundary map ∂s,t : Xs,t → Xs,t with respect to
the order of cells above.
From the reduced formR(MXs,t) calculated by Algorithm 2.1., we can read the dim(Hr(|X|s)→
Hr(|X|s,t)) and dim(Hr(|X|s ⊔ |X|t)→ Hr(|X|s,t)).
Let n1 = ♯Xs, n2 = ♯Xt and n = ♯Xs,t. A zero column j, 1 ≤ j ≤ n1, contributes a generator in
the image of Hr(|X|s)→ Hr(|X|s,t), if there is no column k > j such that low(k) = j. Therefore
dim(Hr(|X|s)→ Hr(|X|s,t)) = number of such columns j.
A zero column j′, 1 ≤ j′ ≤ n1+ n2, contributes a generator in the image of Hr(|X|s ⊔ |X|t)→
Hr(|X|s,t), if there is no column k > j
′ such that low(k) = j′. Therefore dim(Hr(|X|s ⊔ |X|t) →
Hr(|X|s,t)) = number of such columns j
′.
Let’s change the order of cells in Xs,t.
Given s < t, order cells in Xs,t in the following way:
(i) if τ ∈ Xt, τ
′ ∈ Xs and τ
′′ ∈ Xs,t, then τ ≺ τ
′ ≺ τ ′′;
(ii) if dim(τ) < dim(τ ′), then τ ≺ τ ′.
We can write a matrix M ′Xs,t for the boundary map ∂s,t : Xs,t → Xs,t with respect to the order
above.
From the reduced form R(M ′Xs,t) calculated by Algorithm 2.1., we can read the dim(Hr(|X|t)→
Hr(|X|s,t)) and dim(Hr(|X|s ⊔ |X|t)→ Hr(|X|s,t) as describe above.
Since
Ir(s, t) = img(Hr(|X|s)→ Hr(|X|s,t)) ∩ img(Hr(|X|t)→ Hr(|X|s,t))
we have
ir(s, t) = dim(Ir(s, t))
= dim(img(Hr(|X|s)→ Hr(|X|s,t)) ∩ img(Hr(|X|t)→ Hr(|X|s,t)))
= dim(img(Hr(|X|s)→ Hr(|X|s,t))) + dim(img(Hr(|X|t)→ Hr(|X|s,t)))
− dim(img(Hr(|X|s)→ Hr(|X|s,t)) + img(Hr(|X|t)→ Hr(|X|s,t))).
Since
img(Hr(|X|s)→ Hr(|X|s,t)) + img(Hr(|X|t)→ Hr(|X|s,t))
= img((Hr(|X|s)⊕Hr(|X|t))→ Hr(|X|s,t))
= img(Hr(|X|s ⊔ |X|t)→ Hr(|X|s,t))
we have
ir(s, t) = dim(img(Hr(|X|s)→ Hr(|X|s,t))) + dim(img(Hr(|X|t)→ Hr(|X|s,t)))
− dim(img(Hr(|X|s ⊔ |X|t)→ Hr(|X|s,t)))
for s < t.
For s = t, we have
ir(s, s) = dim(Hr(|X|s))
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and this can be read from the reduced form R(MXs) directly.
Once we get ir(s, t) for any s ≤ t, we can get the numbers of all bar codes of level persistence
according to Theorem 4.8.
Observe that in view of the tameness of f we only need finitely many ir(s, t). Let t−1 = t0−1,
tN+1 = tN + 1 and ti+1/2 = (ti + ti+1)/2 for −1 ≤ i ≤ N . It is enough to know ir(s, t) for
s, t ∈ {ti/2| − 1 ≤ i ≤ 2N + 1}.
Therefore we need to calculate reduced forms of about 4N2 matrices in order to get r-bar codes
of level persistence.
Method 2 (with coefficients in Z2)
Method 2 is based on the formulas of Theorem 4.9.
So called positive and negative bar codes are introduced in the next subsection in order to
calculate lr(ti), l
+
r (ti; tj), l
−
r (ti; tj) and er(ti; tk, tj) for tk ≤ ti ≤ tj efficiently. We need to calculate
reduced forms of about 2N matrices in order to get lr(ti), l
+
r (ti; tj), l
−
r (ti; tj) and er(ti; tk, tj) for
tk ≤ ti ≤ tj .
We still need to calculate ir(ti; tj) for tj < tj . We have
ir(ti, tj) = dim(img(Hr(|X|ti)→ Hr(|X|ti,tj ))) + dim(img(Hr(|X|tj )→ Hr(|X|ti,tj )))
− dim(img(Hr(|X|ti ⊔ |X|tj)→ Hr(|X|ti,tj ))).
for ti < tj .
dim(img(Hr(|X|ti ⊔ |X|tj) → Hr(|X|ti,tj))) can be calculated in the same way as described in
Method 1.
dim(img(Hr(|X|ti)→ Hr(|X|ti,tj))) and dim(img(Hr(|X|tj)→ Hr(|X|ti,tj ))) can be calculated
at very little cost with the knowledge of lr(ti), l
+
r (ti; tj) and l
−
r (ti; tj).
dim(img(Hr(|X|ti)→ Hr(|X|ti,tj )))
= dim(Hr(|X|ti))− dim(ker(Hr(|X|ti)→ Hr(|X|ti,tj )))
= lr(ti)− l
+
r (ti; tj)
dim(img(Hr(|X|tj)→ Hr(|X|ti,tj )))
= dim(Hr(|X|tj))− dim(ker(Hr(|X|tj)→ Hr(|X|ti,tj )))
= lr(tj)− l
−
r (ti; tj)
We need to calculate reduced forms of about N2/2 matrices in order to get ir(ti; tj) for tj < tj .
Therefore we need to calculate reduced forms of about N2/2 + 2N matrices in order to get
r-bar codes of level persistence.
4.4 Definition of Positive and Negative Bar Codes of a Tame Map
Suppose f : X → R is a tame map with t1 < t2 < · · · < tN the critical values. Define tm+1/2 =
(tm + tm+1)/2, 1 ≤ m ≤ N − 1. Given t1 ≤ u < s < t ≤ tN , there exist k, i, j such that
tk−1 < u ≤ tk, ti ≤ s < ti+1, tj ≤ t < tj+1, we have
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Proposition 4.12.
Hr(Xs) ∼=
{
Hr(Xti), s = ti
Hr(Xti+1/2), ti < s < ti+1
ker(Hr(Xs)→ Hr(Xs,t))
∼=


ker(Hr(Xti)→ Hr(Xti,tj)), s = ti
ker(Hr(Xti+1/2)→ Hr(Xti+1/2 , tj)), ti < s < ti+1 ≤ t
0, ti < s < t < ti+1
ker(Hr(Xs)→ Hr(Xu,s))
∼=


ker(Hr(Xti)→ Hr(Xtk,ti)), s = ti
ker(Hr(Xti+1/2)→ Hr(Xtk ,ti+1/2)), u ≤ ti < s < ti+1
0, ti < u < s < ti+1
ker(Hr(Xs)→ Hr(Xs,t)) ∩ ker(Hr(Xs)→ Hr(Xu,s))
∼=


ker(Hr(Xti)→ Hr(Xti,tj)) ∩ ker(Hr(Xti)→ Hr(Xtk ,ti)), s = ti
ker(Hr(Xti+1/2)→ Hr(Xti+1/2 , tj)) ∩ ker(Hr(Xti+1/2)→ Hr(Xtk,ti+1/2)), u ≤ ti < s < ti+1 ≤ t
0, otherwise
Proof. We will verify the case u ≤ ti < s < ti+1 ≤ t, other cases can be proved similarly.
The commutative diagram (all maps are inclusions)
Xtk ,s

Xsoo //
}}③③
③③
③③
③③
!!❉
❉❉
❉❉
❉❉
❉ Xs,tj

Xu,s Xs,t
induces
Hr(Xtk,s)

Hr(Xs)oo //
xxrrr
rrr
rrr
r
&&▲▲
▲▲▲
▲▲▲
▲▲
Hr(Xs,tj)

Hr(Xu,s) Hr(Xs,t)
We have two isomorphisms in the diagram above, since Xu,s and Xs,t retracts by deformation
onto Xtk,s and Xs,tj by Lemma 4.2. So we have
ker(Hr(Xs)→ Hr(Xs,t)) = ker(Hr(Xs)→ Hr(Xs,tj))
ker(Hr(Xs)→ Hr(Xu,s)) = ker(Hr(Xs)→ Hr(Xtk ,s))
and
ker(Hr(Xs)→ Hr(Xs,t)) ∩ ker(Hr(Xs)→ Hr(Xu,s))
= ker(Hr(Xs)→ Hr(Xs,tj)) ∩ ker(Hr(Xs)→ Hr(Xtk,s))
(∗)
When s = ti, this provides the verification of the isomorphism.
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When ti < s < ti+1, wlog, suppose ti+1/2 ≤ s < ti+1. By Lemma 4.4, Xti+1/2,s retracts by
deformation onto Xti+1/2 and Xs, the commutative diagram below (all maps are inclusions)
Xs
yyrrr
rrr
rrr
rrr

// Xs,tj

Xtk,s Xti+1/2,s
oo // Xti+1/2,tj
Xtk ,ti+1/2
OO
Xti+1/2
oo
OO 99ssssssssss
induces
Hr(Xs)
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
∼=

// Hr(Xs,tj )
∼=

Hr(Xtk ,s) Hr(Xti+1/2,s)
oo //Hr(Xti+1/2,tj )
Hr(Xtk ,ti+1/2)
∼=
OO
Hr(Xti+1/2)
oo
∼=
OO 66♥♥♥♥♥♥♥♥♥♥♥♥
From the diagram above, we have
Hr(Xs) ∼= Hr(Xti+1/2)
ker(Hr(Xs)→ Hr(Xs,tj))
∼= ker(Hr(Xti+1/2)→ Hr(Xti+1/2,tj ))
ker(Hr(Xs)→ Hr(Xtk ,s))
∼= ker(Hr(Xti+1/2)→ Hr(Xtk ,ti+1/2))
ker(Hr(Xs)→ Hr(Xs,tj)) ∩ ker(Hr(Xs)→ Hr(Xtk ,s))
∼= ker(Hr(Xti+1/2)→ Hr(Xti+1/2,tj)) ∩ ker(Hr(Xti+1/2)→ Hr(Xtk,ti+1/2))
Combined with (∗), the isomorphisms follow as stated.
From Proposition 4.12, we can see that relevant level persistent numbers lr(s), l
+
r (s; t), l
−
r (s; u)
and er(s; t, u) for t1 ≤ u ≤ s ≤ t ≤ tN are determined by lr(t(i+1)/2), l
+
r (t(i+1)/2; tj), l
−
r (t(i+1)/2; tk)
and er(t(i+1)/2; tj, tk) for 1 ≤ i ≤ 2N − 1, 1 ≤ k ≤ (i+ 1)/2 ≤ j ≤ N .
Proposition 4.13. Let
V1 V2
f1oo · · ·
f2oo Vi
fi−1oo fi // Vi+1
fi+1 // · · ·
fN−1 // VN
be a diagram of vector spaces V1, · · · , VN over a field κ.
Denote
gk =


fk ◦ · · · ◦ fi−2 ◦ fi−1 k < i
id k = i
fk ◦ · · · ◦ fi+1 ◦ fi k > i
Wk = img(gk : Vi → Vk)
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One can always choose a basis {v1, · · · , vn} of Vi such that condition (P1) below is satisfied for
1 ≤ k ≤ N .
Condition(P1): Nonzero elements of {gk(v1), · · · , gk(vn)} is a basis of Wk.
Proof. First we obtain a base {y1, · · · , yn} of Vi such that P1 is satisfied for all k, i ≤ k ≤ N and
a base {z1, · · · , zn} of Vi such that P1 is satisfied for all k, 1 ≤ k ≤ i.
(a) Let {x1, · · · , xn} be a basis of Vi, then (P1) is true for k = i. Suppose (P1) is true for
i ≤ k ≤ j, we can modify the basis so that (P1) is also true for i ≤ k ≤ j + 1.
If gj+1(xi) = 0 for 1 ≤ i ≤ n, then (P1) is satisfied for i ≤ k ≤ j + 1; otherwise, there exist
1 ≤ n1 < n2 < · · · < nr ≤ n such that gj+1(xn1), · · · , gj+1(xnr) are nonzero and gj+1(xl) = 0 for
l /∈ {n1, · · · , nr}.
If r = dim(Wj+1), then {gj+1(xn1), · · · , gj+1(xnr)} forms a basis of Wj+1; otherwise, there
exist 2 ≤ r1 ≤ r such that gj+1(xn1), · · · , gj+1(xnr1−1) are linearly independent, but gj+1(xnr1 ) =
r1−1∑
l=1
algj+1(xnl) for some al ∈ κ.
Let x′nr1 = xnr1 −
r1−1∑
l=1
alxnl. Replace xnr by x
′
nr1
, {x1, · · · , x
′
nr1
, · · · , xn} is still a basis of
Vi. Since gj+1(xn1), · · · , gj+1(xnr1 ) are nonzero, gk(xn1), · · · , gk(xnr1 ) are nonzero for i ≤ k ≤ j.
Since (P1) is true for {x1, · · · , xn} and i ≤ k ≤ j, gk(xn1), · · · , gk(xnr1 ) are linearly indepen-
dent for i ≤ k ≤ j. Hence gk(x
′
nr1
) 6= 0 for i ≤ k ≤ j. Replace gk(xnr1 ) by gk(x
′
nr1
),
{gk(x1), · · · , gk(xnr1 ), · · · , gk(xn)} and {gk(x1), · · · , gk(x
′
nr1
), · · · , gk(xn)} have the same number
of nonzero elements for i ≤ k ≤ j, since gk(xnr1 ) and gk(x
′
nr1
) are nonzero for i ≤ k ≤ j.
In addition, those nonzero elements can be linearly represented by each other. So nonzero el-
ements of {gk(x1), · · · , gk(x
′
nr1
), · · · , gk(xn)} is still a basis of Wk for i ≤ k ≤ j. Hence (P1)
is still true for {x1, · · · , x
′
nr1
, · · · , xn} and i ≤ k ≤ j, but the number of nonzero elements
of {gj+1(x1), · · · , gj+1(x
′
nr1
), · · · , gj+1(xn)} is one less than the number of nonzero elements of
{gj+1(x1), · · · , gj+1(x
′
nr1
), · · · , gj+1(xn)} since gj+1(x
′
nr1
) = 0 by definition and gj+1(xnr1 ) 6= 0.
By induction on the number of nonzero elements of {gj+1(x1), · · · , gj+1(xnr1 ), · · · , gj+1(xn)},
there exist a basis {x′1, · · · , x
′
n} of Vi such that (P1) is true for i ≤ k ≤ j + 1.
Then by induction on j, we get a basis {y1, · · · , yn} of Vi such that (P1) is true for i ≤ k ≤ N .
Similarly, we can get a basis {z1, · · · , zn} of Vi such that (P1) is true for 1 ≤ k ≤ i. To finalize
the proof we need a definition.
(b) Definition: Negative Life Given zl ∈ Vi as in the basis above, if gk(zl) 6= 0 and
gk−1(zl) = 0 for some 2 ≤ k ≤ i or gk(zl) 6= 0 for k = 1, define the negative life of zl to be i−k+1.
Order z1, · · · , zn according to their negative life increasingly.
Claim: For any given 1 ≤ l ≤ n−1, if we replace zl+1 by z
′
l+1 = zl+1−
l∑
m=1
bmzm for any given
bm ∈ κ, {z1, · · · , z
′
l+1, · · · , zn} still satisfies (P1) for 1 ≤ k ≤ i.
Proof of the claim:
Since z1, · · · , zn are ordered according to their negative life increasingly, the negative life of
zm is less than the negative life of zl+1 for 1 ≤ m ≤ l. Suppose gk1(zl+1) 6= 0 and gk1−1(zl+1) = 0
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for some 2 ≤ k1 ≤ i, then we must have gk(zm) = 0 for all 1 ≤ k ≤ k1 − 1 and 1 ≤ m ≤ l + 1.
Therefore gk(zl+1) = gk(z
′
l+1) = 0 for 1 ≤ k ≤ k1 − 1. Hence {gk(z1), · · · , gk(z
′
l+1), · · · , gk(zn)} is
the same as {gk(z1), · · · , gk(zn)} for 1 ≤ k ≤ k1 − 1. So {z1, · · · , z
′
l+1, · · · , zn} satisfies (P1) for
1 ≤ k ≤ k1 − 1.
Given k1 ≤ k
′ ≤ i, we have gk′(zl+1) 6= 0. There exist 1 ≤ l1 ≤ l, such that gk′(zm) = 0 for
1 ≤ m ≤ l1 and gk′(zm) 6= 0 for l1+ 1 ≤ m ≤ l+1. Hence gk′(z
′
l+1) = gk′(zl+1)−
l∑
m=l1+1
bmgk′(zm).
Therefore nonzero elements of {gk′(z1), · · · , gk′(zn)} and {gk′(z1), · · · , gk′(z
′
l+1
), · · · , gk′(zn)} can be
linearly represented by each other. Since z1, · · · , zn satisfies (P1) for 1 ≤ k ≤ i, nonzero elements of
{gk′(z1), · · · , gk′(zn)} form a basis ofWk′. Then nonzero elements of {gk′(z1), · · · , gk′(z
′
l+1
), · · · , gk′(zn)}
also form a basis of Wk′. So {z1, · · · , z
′
l+1, · · · , zn} satisfies (P1) for k1 ≤ k ≤ i.
The claim is proved.
Notice that in part(a), we replace xnr1 by x
′
nr1
= xnr1 −
r1−1∑
l=1
alxnl. We only need this type
of replacement to modify a basis {x1, · · · , xn} into a basis {y1, · · · , yn} that satisfies (P1) for
i ≤ k ≤ N . And the replacement xnr1 by x
′
nr1
= xnr1 −
r1−1∑
l=1
alxnl is only a special case of the
replacement in the above claim. Therefore, start from a basis {z1, · · · , zn} of Vi such that (P1) is
true for 1 ≤ k ≤ i which is ordered according to their negative life increasingly, we can use the
same process in part(a) to modify this basis until (P1) is satisfied for 1 ≤ k ≤ N .
We use the concept “positive bar code” because it is consistent with the sub-level persistence
associated to the space X[t(i+1)/2,∞) and the map f |X[t(i+1)/2,∞)
. Similarly, we use the concept
“negative bar code” because it is consistent with the sub-level persistence associated to the space
X(−∞,t(i+1)/2] and the map f |X(−∞,t(i+1)/2]
.
Let d(i+1)/2 denote dim(Hr(Xt(i+1)/2)). Choose a basis {c1, · · · , cd(i+1)/2} of Hr(Xt(i+1)/2) such
that for any k < (i+1)/2 and j > (i+1)/2, nonzero elements of {σk(c1), · · · , σk(cd(i+1)/2)} is always
a basis of img(σk : Hr(Xt(i+1)/2)→ Hr(Xtk,t(i+1)/2)) and nonzero elements of {τj(c1), · · · , τj(cd(i+1)/2)}
is always a basis of img(τj : Hr(Xt(i+1)/2) → Hr(Xt(i+1)/2,tj )), where σk and τj are induced by in-
clusion. This is possible by Proposition 4.13.
Definition 4.6. Positive and Negative Bar Codes
(i) The set of r-positive bar codes B+r (f ; t(i+1)/2) of Xt(i+1)/2,∞ is a collection of d(i+1)/2 intervals
described as follows. For any generator ca ∈ {c1, · · · , cd(i+1)/2}, if ca dies upward at tj′(tj′ > t(i+1)/2),
then we have an interval 〈t(i+1)/2, tj′) in B
+
r (f ; t(i+1)/2); otherwise, if ca never dies upward, we have
an interval 〈t(i+1)/2,∞) in B
+
r (f ; t(i+1)/2).
(ii) The set of r-negative bar codes B−r (f ; t(i+1)/2) of X−∞,t(i+1)/2 is a collection of d(i+1)/2
intervals described as follows. For any generator cb ∈ {c1, · · · , cd(i+1)/2}, if cb dies downward at
tk′(tk′ < t(i+1)/2), then we have an interval (tk′, t(i+1)/2〉 in B
−
r (f ; t(i+1)/2); otherwise, if cb never
dies downward, we have an interval (−∞, t(i+1)/2〉 in B
−
r (f ; t(i+1)/2).
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(iii) Each generator ck correspond to an interval (ak, t(i+1)/2〉 in the negative bar codeB
−
r (f, t(i+1)/2)
and an interval 〈t(i+1)/2, bk) in the positive bar code B
+
r (f, t(i+1)/2). Therefore each genera-
tor ck defines an interval (ak, bk). Define Br(f, t(i+1)/2) as the collection of the above intervals
{(ak, bk)|1 ≤ k ≤ d(i+1)/2}.
We have introduced these additional numbers given the fact they can be efficiently calculated as
indicated in subsection 4.5 and they are equivalent to the relevant persistent numbers lr(t(i+1)/2),
l+r (t(i+1)/2; tj), l
−
r (t(i+1)/2; tk) and er(t(i+1)/2; tj, tk) as indicated below.
We can get the relevant persistent numbers lr(t(i+1)/2), l
+
r (t(i+1)/2; tj), l
−
r (t(i+1)/2; tk) and er(t(i+1)/2;
tj , tk) from the positive and negative bar codes:
lr(t(i+1)/2) = dimHr(Xt(i+1)/2) = |B
+
r (f, t(i+1)/2)| = |B
−
r (f, t(i+1)/2)| (4.10)
l+r (t(i+1)/2; tj) = lr(t(i+1)/2)− ♯{〈t(i+1)/2, b) ∈ B
+
r (f, t(i+1)/2) | b > tj} (4.11)
l−r (t(i+1)/2; tk) = lr(t(i+1)/2)− ♯{(a, t(i+1)/2〉 ∈ B
−
r (f, t(i+1)/2) | a < tk} (4.12)
er(t(i+1)/2; tj, tk)
= lr(t(i+1)/2)− (lr(t(i+1)/2)− l
+
r (t(i+1)/2; tj))− (lr(t(i+1)/2)− l
−
r (t(i+1)/2; tk))
+♯{(a, b) ∈ Br(f, t(i+1)/2) | a < tk, b > tj}
= l+r (t(i+1)/2; tj) + l
−
r (t(i+1)/2; tk)− lr(t(i+1)/2) + ♯{(a, b) ∈ Br(f, t(i+1)/2) | a < tk, b > tj}
(4.13)
We can also get the positive and negative bar codes from the relevant persistent numbers
lr(t(i+1)/2), l
+
r (t(i+1)/2; tj), l
−
r (t(i+1)/2; tk) and er(t(i+1)/2; tj , tk):
♯{〈t(i+1)/2, tj) ∈ B
+
r (f, t(i+1)/2)} = l
+
r (t(i+1)/2; tj)− l
+
r (t(i+1)/2; tj−1)
♯{(tk, t(i+1)/2〉 ∈ B
−
r (f, t(i+1)/2)} = l
−
r (t(i+1)/2; tk)− l
−
r (t(i+1)/2; tk+1)
♯{(tk, tj) ∈ Br(f, t(i+1)/2)} = e(t(i+1)/2; tj , tk)− e(t(i+1)/2; tj , tk+1)− e(t(i+1)/2; tj−1, tk)
+e(t(i+1)/2; tj−1, tk+1)
Therefore, positive and negative bar codes and relevant persistent numbers lr(t(i+1)/2), l
+
r (t(i+1)/2; tj),
l−r (t(i+1)/2; tk) and er(t(i+1)/2; tj , tk) are equivalent.
4.5 Computing Positive and Negative Bar codes of Generic R-valued
Linear Maps on Simplicial Complexes
Let X be a simplicial complex with N vertices. Let f : |X| → R be a generic linear map on X ,
with t1 < · · · < tN being values on vertices x1, · · · , xN of X . According to Method 2 in subsection
4.3, we need to calculate lr(ti), l
+
r (ti; tj), l
−
r (ti; tj) and er(ti; tk, tj) for 1 ≤ k ≤ i ≤ j ≤ N . So we
only need to calculate B+r (|X|; ti) and B
−
r (|X|; ti) for 1 ≤ i ≤ N , then plug in (4.10)-(4.13).
We’ll describe how to compute positive bar codes in details and negative bar codes briefly at
the end.
In order to get B+r (|X|; ti), we have to consider the filtration below
|X|ti ⊆ |X|ti,ti+1 ⊆ · · · ⊆ |X|ti,tN
(see Definition 4.1 and 4.2, [4]).
It is not economical to compute the positive bar codes from this filtration directly. Instead,
we’ll consider an equivalent filtration.
Suppose that the vertices are ordered from 1 to N .
Definition 4.7. Given a j-simplex σ = [xn0 , · · · , xnj ] of X , 1 ≤ n0 < · · · < nj ≤ N , define
tmin(|σ|) = tn0, tmax(|σ|) = tnj . For tn0 < s < tnj , let |σ|s denote |σ| ∩ |X|s, |σ|s,∞ denote
|σ| ∩ |X|s,∞, |σ|−∞,s denote |σ| ∩ |X|−∞,s.
Extend tmin and tmax to |σ|s, |σ|s,∞ and |σ|−∞,s, we have
tmin(|σ|s) = tmax(|σ|s) = s,
tmin(|σ|s,∞) = s, tmax(|σ|s,∞) = tnj ,
tmin(|σ|−∞,s) = tn0 , tmax(|σ|−∞,s) = s.
Note: It is easy to see that all cells in Xti,∞ are {|σ| | tmin(|σ|) ≥ ti}, {|σ|ti | tmin(|σ|) < ti <
tmax(|σ|)} or {|σ|ti,∞ | tmin(|σ|) < ti < tmax(|σ|)}.
Definition 4.8. Given s, t such that t1 ≤ s < t ≤ tN , define Ys,t to be a cell complex consist of
cells in Xs,∞ that are contained in the space X−∞,t. In another words, the cells in Ys,t are the cells
c in Xs,∞ which satisfy tmax(c) ≤ t.
Lemma 4.14. Let σ = [x0, · · · , xn] be an n-simplex and f : |σ| → R be a generic linear map on
it. Suppose f(x0) < f(x1) < · · · < f(xn), let tj denote f(xj), 0 ≤ j ≤ n. Given t0 < s < tn,
suppose ti ≤ s < ti+1 for some 0 ≤ i ≤ n−1. Let |σ|−∞,s denote f
−1(−∞, s], then |σ|−∞,s retracts
by deformation onto |[x0, · · · , xi]|.
Proof. Given x ∈ |σ|−∞,s, write x as
n∑
j=0
ajxj , where 0 ≤ aj ≤ 1,
n∑
j=0
aj = 1. We have
i∑
j=0
aj > 0,
otherwise aj = 0,0 ≤ j ≤ i, x =
n∑
j=i+1
ajxj , f(x) =
n∑
j=i+1
ajtj > s, since tj > s for j ≥ i + 1 and
n∑
j=i+1
aj = 1. This is a contradiction with x ∈ |σ|−∞,s.
Define g0 : |σ|−∞,s → |σ|−∞,s to be the identity map.
Define
g1 : |σ|−∞,s → |σ|−∞,s
x =
n∑
j=0
ajxj 7→
1
i∑
j=0
aj
i∑
j=0
ajxj
g1 is a well-defined continuous map and g1||[x0,··· ,xi]| is the identity.
Define
G : |σ|−∞,s × I → |σ|−∞,s
(x, τ) 7→ (1− τ)g0(x) + τg1(x)
G is a deformation retraction from |σ|−∞,s onto |[x0, · · · , xi]| and it is canonical.
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x0
x1
xn
xn−1
xn−2
· · · · · ·
Figure 7: A cone with apex xn and base a convex cell with vertices x0, · · · , xn−1.
Lemma 4.15. Let σ be a cone with apex xn and base a convex cell with vertices x0, · · · , xn−1. See
Figure 7 above. Let f be a linear map on |σ| such that f(x0) ≤ f(x1) ≤ · · · ≤ f(xn−1) < f(xn).
For f(xn−1) ≤ s < f(xn), let |σ|−∞,s denote f
−1(−∞, s], |σ|−∞,s retracts by deformation onto the
base, again by a canonical retraction.
Proof. Since σ is a cone, for any point x ∈ |σ|(x 6= xn), there exists a unique x
′ in the base such
that x = (1− a)x′ + axn, for some 0 ≤ a ≤ 1.
Define g0 : |σ|−∞,s → |σ|−∞,s to be the identity map.
Define
g1 : |σ|−∞,s → |σ|−∞,s
x 7→ x′
g1 is a well-defined continuous map and g1|the base is the identity.
Define
G : |σ|−∞,s × I → |σ|−∞,s
(x, τ) 7→ (1− τ)g0(x) + τg1(x)
G is a deformation retraction from |σ|−∞,s onto the base.
Lemma 4.16. Let X = [x0, x1, · · · , xn] be an n-simplex and f be a generic linear map on |X|.
Suppose f(x0) < f(x1) < · · · < f(xn), let tj denote f(xj), 0 ≤ j ≤ n. Given t0 < s < t < tn, let
Ys,t be as in Definition 4.8, then Xs,t retracts by deformation onto Ys,t. See Figure 8 above.
Proof. Suppose ti < s ≤ ti+1, tj ≤ t < tj+1, 0 ≤ i ≤ j ≤ n − 1. When i = j, Ys,t = Xs and Xs,t
retracts by deformation onto Xs by Lemma4.4. When i < j, Xs,t retracts by deformation onto
Xs,tj . Since Ys,t = Ys,tj , we only need to prove Xs,tj ց Ys,tj .
Note:“ց” means “retracts by deformation onto” here and after.
Xs,∞ is an n-dim convex cell, which can be viewed as union of n-dim cones with apex xn and
base (n− 1)-dim faces of Xs,∞ which do not contain xn.
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XXs,t Ys,t
Figure 8: X , Xs,t and Ys,t .
By Lemma 4.15, the intersection of each of the cones and Xs,tn−1 retracts by deformation to
the base of that cone.
Since the deformation retractions are compatible on the intersection of the cones, Xs,tn−1 =
union of intersections of the cones and Xs, tn−1 ց union of bases of the cones = (n− 1)-dim faces
of Xs,∞ which do not contain xn = Ys,tn−1.
Since Ys,tn−1 are union of (n− 1)-dim faces of Xs,∞ which do not contain xn, Ys,tn−1 = Ys,tn−2∪
cells of Ys,tn−1 which contain xn−1.
Let σ1, σ2 be (n− 1)-dim cells of Ys,tn−1 which contain xn−1, σ1 ∩ σ2 6= φ. σ1 can be viewed as
union of (n− 1)-dim cones with apex xn−1.
By Lemma 4.15, σ1 ∩Xs,tn−2 ց a cell sub complex of Ys,tn−2. Similarly, σ2 ∩Xs,tn−2 ց a cell
sub complex of Ys,tn−2.
The deformation retractions on σ1 ∩ Xs,tn−2 and σ2 ∩ Xs,tn−2 induce the same deformation
retractions on σ1 ∩ σ2 ∩Xs,tn−2 . Therefore Ys,tn−1 ∩Xs,tn−2 ց Ys,tn−2.
Xs,tn−1 ց Ys,tn−1 impliesXs,tn−2 ց Ys,tn−1∩Xs,tn−2 . SoXs,tn−2 ց Ys,tn−2. SupposeXs,tk ց Ys,tk ,
we have Xs,tk−1 ց Ys,tk ∩Xs,tk−1 .
Let σ be a cell of Ys,tk which contains xk. σ can be viewed as union of cones with apex xk and
base convex cells in Ys,tk−1.
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By Lemma 4.15, σ ∩Xs,tk−1 retracts by deformation onto a cell sub complex of Ys,tk−1.
The above deformation retractions are coherent on the boundary of the cones, so they induce
a deformation retraction from Ys,tk ∩Xs,tk−1 onto Ys,tk−1.
By induction Xs,tj ց Ys,tj .
Proposition 4.17. Xs,t retracts by deformation onto Ys,t.
Proof. Four types of simplices of X have nonempty intersection with space |X|s,t:
(1) {σ ∈ X | tmin(σ) < s, s < tmax(σ) ≤ t}
(2) {σ ∈ X | tmin(σ) < s, tmax(σ) > t}
(3) {σ ∈ X | tmin(σ) ≥ s, tmax(σ) ≤ t}
(4) {σ ∈ X | s ≤ tmin(σ) ≤ t, tmax(σ) > t}
Therefore, there are four types of cells of Xs,t:
(1) {σs,∞ | σ ∈ X, tmin(σ) < s, s < tmax(σ) ≤ t}
(2) {σs,t | σ ∈ X, tmin(σ) < s, tmax(σ) > t}
(3) {σ ∈ X | tmin(σ) ≥ s, tmax(σ) ≤ t}
(4) {σ−∞,t | σ ∈ X, s ≤ tmin(σ) ≤ t, tmax(σ) > t}
There are five types of cells of Xs,∞ with respect to t (s < t):
(1) {σs,∞ | σ ∈ X, tmin(σ) < s, s < tmax(σ) ≤ t}
(2) {σs,∞ | σ ∈ X, tmin(σ) < s, tmax(σ) > t}
(3) {σ ∈ X | tmin(σ) ≥ s, tmax(σ) ≤ t}
(4) {σ ∈ X | s ≤ tmin(σ) ≤ t, tmax(σ) > t}
(5) {σ ∈ X | tmin(σ) > t}
There are four types of cell complexes of Ys,t:
(1) {σs,∞ | σ ∈ X, tmin(σ) < s, s < tmax(σ) ≤ t}
(2) {subcomplexes of σs,∞ which do not contain xm+1, · · · , xn | σ = [x0, · · · , xn] ∈ X, tmin(σ) <
s, tmax(σ) > t, f([x0, · · · , xi]) ≤ t, 0 ≤ i ≤ m, f([x0, · · · , xi]) > t,m+ 1 ≤ i ≤ n}
(3) {σ ∈ X | tmin(σ) ≥ s, tmax(σ) ≤ t}
(4) {[x0, · · · , xm] | σ = [x0, · · · , xn] ∈ X, s ≤ tmin(σ) ≤ t, tmax(σ) > t, f([x0, · · · , xi]) ≤ t, 0 ≤
i ≤ m, f([x0, · · · , xi]) > t,m+ 1 ≤ i ≤ n}
Notice that type (1) and (3) cells of Xs,t and Ys,t are the same. By Lemma 4.15 type (2) cells
of Xs,t retract by deformation onto type (2) cell complexes of Ys,t. By Lemma 4.14 type (4) cells
of Xs,t retract by deformation onto type (4) simplices of Ys,t.
By Proposition 4.17, the filtration
Yti ⊆ Yti,ti+1 ⊆ · · · ⊆ Yti,tN
provides the same bar codes as the filtration
Xti ⊆ Xti,ti+1 ⊆ · · · ⊆ Xti,tN .
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The advantage to consider Yti,tj instead of Xti,tj is that Yti,tj keeps more simplices from X
and generates less “new” cells, which makes representation of cells and construction of boundary
matrices more economical.
Note: From now on, we’ll only consider homology groups with Z2 coefficients. Hr(X ;Z2) will
be simply written as Hr(X).
Let X be a simplicial complex containing N vertices x1, x2, · · · , xN . Let n denote dimX , mj
denote number of j-simplices of X , 0 ≤ j ≤ n. Let f be a generic linear map on X . For simplicity,
let f(xi) = i, 1 ≤ i ≤ N . Represent j-simplex of X by (a0, a1, · · · , aj), 1 ≤ a0 < a1 < · · · < aj ≤
N .
All information on the above simplicial complex X can be stored in n + 1 matrices named
Simplex0, Simplex1, · · · , Simplexn. The matrix Simplexj is an mj × (j + 1) matrix, which stores
j-simplices of X as rows in lexicographic order.
x1
x2
x3
x4
x5
x6
Figure 9: Figure for Example 4.1.
Example 4.1.
Simplex0 =


1
2
3
4
5
6


Simplex1 =


12
13
23
24
25
35
36
45
56


Simplex2 =
(
2 3 5
)
Definition 4.9. Initial Order
Order all simplices of X first according to dimension increasingly, then according to lexico-
graphic order, we call this order as initial order of simplices of X .
Example 4.2. The initial order for Example 4.1 is 1 < 2 < 3 < 4 < 5 < 6 < 12 < 13 < 23 <
24 < 25 < 35 < 36 < 45 < 56 < 235.
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Let σ1, σ2, · · · , σm be simplices of X in initial order, where m =
n∑
j=0
mj . We have a boundary
matrix of Z2 coefficients
∂ :=
σ1 σ2 · · · σj · · · σm
σ1
σ2
...
σi
...
σm

 ∂ij


∂ij =
{
1 if σi is a codimension-1 face of σj
0 otherwise
We’ll compute positive and negative bar codes from this boundary matrix ∂.
4.6 Computing of Positive Bar codes B+r (f ; i)
We’ll describe how to compute positive bar codes B+r (f ; i) of Xi,∞ first.
There are five classes of cells in Xi,∞:
P1 = {i}
P2 = {σi | σ ∈ X, tmin(σ) < i and tmax(σ) > i}
P3 = {σi,∞ | σ ∈ X, tmin(σ) < i and tmax(σ) > i}
P4 = {σ ∈ X | dim(σ) > 0 and tmin(σ) = i}
P5 = {σ ∈ X | tmin(σ) > i}
Order cells in Xi,∞ first according to these five classes, then according to initial order within
each class. We can easily construct a boundary matrix ∂+i from ∂ according to this order:
∂+i :=
P1 P2 P3 P4 P5
P1
P2
P3
P4
P5


Q1 Q3
M1 Q2
M2
M3 M4


where Mi(1 ≤ i ≤ 4) are correspondent submatrices of ∂, elements in Q1 = 1 iff dim σ = 2 and
correspondent column in M1 contains only one “1”, Q2 is identity matrix, elements in Q3 = 1 iff
dim σ = 1.
Example 4.3.
Let X be the same as in Example 4.1 and i = 4, we have
P1 = {4}
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12
3
4
5
6
Figure 10: Figure for Example 4.3.
P2 = {25|4, 35|4, 36|4, 235|4}
P3 = {25|4,∞, 35|4,∞, 36|4,∞, 235|4,∞}
P4 = {45}
P5 = {5, 6, 56}
∂+4 :=
P1
4
P2︷ ︸︸ ︷
25|4 35|4 36|4 235|4
P3︷ ︸︸ ︷
25|4,∞ 35|4,∞ 36|4,∞ 235|4,∞
P4
45
P5︷ ︸︸ ︷
5 6 56
P1 4
P2


25|4
35|4
36|4
235|4
P3


25|4,∞
35|4,∞
36|4,∞
235|4,∞
P4 45
P5


5
6
56


Q1 1
1 1
1 1
M1 Q2 1
1
1
1
M2
M3
1 1 1 M4 1
1 1


It’s convenient to construct ∂+4 using the above order. However, since this order is neither
topologically consistent nor filtration compatible with Yi ⊆ Yi,i+1 ⊆ · · · ⊆ Yi,N (see Definition
4.2,[4]), we have to reorder those cells in Xi,∞.
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Definition 4.10. Positive Order
Order cells in Xi,∞ first according to tmax increasingly, then according to the initial order, we
call this order positive order.
For example,τ1 and τ2 are two cells in Xi,∞. If tmax(τ1) < tmax(τ2), then τ1 < τ2 in positive
order. If tmax(τ1) = tmax(τ2), according to the note after Definition 4.7, τj(j = 1, 2) can be
uniquely represented by σj ,σj |i or σj |i,∞ for some σj ∈ X . If σ1 < σ2 in initial order, we require
τ1 < τ2 in positive order.
Notice that P1 and P2 do not change in positive order. The cells in P3, P4 and P5 permute.
Denote the cells in P3, P4 and P5 in positive order by P˜3,4,5. Denote the boundary matrix of Xi,∞
by ∂˜+i when the cells are in positive order.
Example 4.4. Consider Example 4.3, reorder all cells in X4,∞ in positive order, we have
∂˜4
+
:=
P1
4
P2︷ ︸︸ ︷
25|4 35|4 36|4 235|4
P˜3,4,5︷ ︸︸ ︷
5 25|4,∞ 35|4,∞ 45 235|4,∞ 6 36|4,∞ 56
P1 4
P2


25|4
35|4
36|4
235|4
P˜3,4,5


5
25|4,∞
35|4,∞
45
235|4,∞
6
36|4,∞
56


1
1 1
1 1
1
1
1 1 1 1
1
1
1 1


From ∂˜+i , we will get its reduced form R(∂
+
i ) and read the bar code directly from it.
Given an m × m matrix ∂ with Z2 coefficients. Let low(j) be the row index of lowest 1 in
column j. If the entire column is zero, then low(j) is undefined. We call ∂ reduced if for any two
non-zero columns j and j0, we have low(j) 6= low(j0). See page 153,[20]. The following algorithm
reduces ∂ by adding columns from left to right.
Algorithm 2.1.
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for j = 1 to m− 1 do
if column j is nonzero do
while there exists j0 > j with low(j0) = low(j) do
add column j to column j0
endwhile
let {i1, · · · , ik} = {i|1 ≤ i ≤ j − 1, low(i) < low(j)}
such that low(i1) > low(i2) > · · · > low(ik)
for l=1 to k do
while there exists j0 > j with low(j0) = low(l) do
add column l to column j0
endwhile
endfor
endif
endfor
Example 4.5. The reduced form R(∂˜+4 ) of ∂
+
4 in Example 4.4 is:
R(∂˜4
+
) :=
P1
4
P2︷ ︸︸ ︷
25|4 35|4 36|4 235|4
P˜3,4,5︷ ︸︸ ︷
5 25|4,∞ 35|4,∞ 45 235|4,∞ 6 36|4,∞ 56
P1 4
P2


25|4
35|4
36|4
235|4
P˜3,4,5


5
25|4,∞
35|4,∞
45
235|4,∞
6
36|4,∞
56


1
1 1 1 1
1
1 1
1
1
1
1
1


We can read bar codes directly from the reduced form R(∂˜+i ). For the first |P1|+ |P2| columns
of R(∂˜+i ), if a column j is zero, check if any column j0 on the right satisfies low(j0) = j. If
there doesn’t exist such a column j0, then we have an interval [i,∞) in the bar code B
+
r (f ; i),
where r = dim(σj), σj is the cell correspond to column j. If there exists such a column j0 and
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j0 > |P1| + |P2|, then we have an interval [i, j
′) in the bar code B+r (f ; i) where r = dim(σj),
j′ = tmax(σj0), σj and σj0 are the cells correspond to column j and j0 respectively.
Example 4.6. We can read bar code from R(∂˜+4 ) in Example 4.5.
B+0 (f ; 4) = {[4,∞), [4, 5), [4, 6)}
4.7 Computing of Negative Bar codes B−r (f ; i)
About computing of negative bar codes B−r (f ; i), one proceed in a similar manner. Precisely, first
replace the filtration Xi ⊆ Xi−1,i ⊆ · · · ⊆ X1,i by Xi ⊆ Zi−1,i ⊆ · · · ⊆ Z1,i where Zk,i is the set of
all cells in X−∞,i that are contained in Xk,∞. Second, construct the boundary matrix ∂
−
i . There
are five classes of cells in X−∞,i:
N1 = P1 = {i}, N2 = P2, N3 = P3
N4 = {σ ∈ X | dim(σ) > 0 and tmax(σ) = i}
N5 = {σ ∈ X | tmax(σ) < i}
If we order all cells in X−∞,i first according to these five classes then according to the initial
order, we can easily construct ∂−i from the submatrices of ∂. Third, order cells in X−∞,i first
according to tmin decreasingly then according to the initial order(so called negative order), the
boundary matrix of X−∞,i becomes ∂˜
−
i . Fourth, apply Algorithm 2.1 to ∂˜
−
i and get reduced form
R(∂˜−i ). Finally, read the negative bar code B
−
r (f ; i) from the reduced form R(∂˜
−
i ).
Notice: The first |P1|+ |P2| columns of ∂
+
i and ∂
−
i are essentially the same, since P1 ∪ P2 and
N1 ∪ N2 contain the same cells in the same order. It’s the same situation for ∂˜
+
i and ∂˜
−
i , since
reordering cells in positive and negative order will not affect the first |P1| + |P2| cells. The same
thing happened for the reduced form R(∂˜+i ) and R(∂˜
−
i ), since we apply the same algorithm to
them and we only add columns from left to right in that algorithm. We have the same amount
of zero columns in R(∂˜+i ) and R(∂˜
−
i ), which are in the same position and correspond to the same
cycles of Xi. Therefore, the zero columns in R(∂˜
+
i ) and R(∂˜
−
i ) which represent generators of
H∗(Xi) are also in one to one correspondence. We can pair up intervals in positive and negative
bar codes according to generators.
4.8 Numerical Experiments
All the bar code in this section are generated by the Matlab code given in the Appendix. All
intervals in positive and negative bar codes paired up in the given order.
Example 4.7. Bar codes of f 1 in Figure 11.
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12
3
4
5
6
7
8
9
10
Figure 11: f 1: a linear map on a 2-simplicial complex.
B+0 (f
1; 1) = { [1,∞) } B−0 (f
1; 1) = { (−∞, 1] }
B+0 (f
1; 2) = { [2,∞) } B−0 (f
1; 2) = { (−∞, 2] }
B+0 (f
1; 3) = { [3,∞), [3, 4) } B−0 (f
1; 3) = { (−∞, 3], (2, 3] }
B+0 (f
1; 4) = { [4,∞) } B−0 (f
1; 4) = { (−∞, 4] }
B+0 (f
1; 5) = { [5,∞), [5, 6) } B−0 (f
1; 5) = { (−∞, 5], (4, 5] }
B+0 (f
1; 6) = { [6,∞) } B−0 (f
1; 6) = { (−∞, 6] }
B+0 (f
1; 7) = { [7,∞) } B−0 (f
1; 7) = { (−∞, 7] }
B+0 (f
1; 8) = { [8,∞) } B−0 (f
1; 8) = { (−∞, 8] }
B+0 (f
1; 9) = { [9,∞), [9, 10) } B−0 (f
1; 9) = { (−∞, 9], 8, 9] }
B+0 (f
1; 10) = { [10,∞) } B−0 (f
1; 10) = { (−∞, 10] }
1
2
3
4
Figure 12: f 2: a linear map on the surface of a tetrahedron.
Example 4.8. Bar codes of f 2 in Figure 12.
B+0 (f
2; 1) = { [1,∞) } B−0 (f
2; 1) = { (−∞, 1] }
B+0 (f
2; 2) = { [2,∞) } B−0 (f
2; 2) = { (−∞, 2] }
B+0 (f
2; 3) = { [3,∞) } B−0 (f
2; 3) = { (−∞, 3] }
B+0 (f
2; 4) = { [4,∞) } B−0 (f
2; 4) = { (−∞, 4] }
B+1 (f
2; 2) = { [2, 4) } B−1 (f
2; 2) = { (1, 2] }
B+1 (f
2; 3) = { [3, 4) } B−1 (f
2; 3) = { (1, 3] }
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Figure 13: f 3: a linear map on a planar graph.
Example 4.9. Bar codes of f 3 in Figure 13.
B+0 (f
3; 1) = { [1,∞) } B−0 (f
3; 1) = { (−∞, 1] }
B+0 (f
3; 2) = { [2,∞), [2, 5) } B−0 (f
3; 2) = { (−∞, 2], (1, 2] }
B+0 (f
3; 3) = { [3,∞), [3, 5), [3, 5) } B−0 (f
3; 3) = { (−∞, 3], (1, 3], (2, 3] }
B+0 (f
3; 4) = { [4,∞), [4, 5), [4, 5) } B−0 (f
3; 4) = { (−∞, 4], (1, 4], (2, 4] }
B+0 (f
3; 5) = { [5,∞) } B−0 (f
3; 5) = { (−∞, 5] }
1
2
3
4
5
6
7
8
9
Figure 14: f 4: a linear map on the union of the surfaces of two tetrahedra.
Example 4.10. Bar codes of f 4 in Figure 14.
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B+0 (f
4; 1) = { [1,∞) } B−0 (f
4; 1) = { (−∞, 1] }
B+0 (f
4; 2) = { [2,∞), [2, 3) } B−0 (f
4; 2) = { (−∞, 2], (−∞, 2] }
B+0 (f
4; 3) = { [3,∞) } B−0 (f
4; 3) = { (−∞, 3] }
B+0 (f
4; 4) = { [4,∞), [4,∞) } B−0 (f
4; 4) = { (−∞, 4], (3, 4] }
B+0 (f
4; 5) = { [5,∞), [5,∞) } B−0 (f
4; 5) = { (−∞, 5], (3, 5] }
B+0 (f
4; 6) = { [6,∞), [6,∞) } B−0 (f
4; 6) = { (−∞, 6], (3, 6] }
B+0 (f
4; 7) = { [7,∞), [7,∞) } B−0 (f
4; 7) = { (−∞, 7], (3, 7] }
B+0 (f
4; 8) = { [8,∞), [8,∞) } B−0 (f
4; 8) = { (−∞, 8], (3, 8] }
B+0 (f
4; 9) = { [9,∞) } B−0 (f
4; 9) = { (−∞, 9] }
B+1 (f
4; 2) = { [2, 8) } B−1 (f
4; 2) = { (1, 2] }
B+1 (f
4; 3) = { [3, 8), [3, 9) } B−1 (f
4; 3) = { (1, 3], (2, 3] }
B+1 (f
4; 4) = { [4, 9), [4, 8) } B−1 (f
4; 4) = { (2, 4], (1, 4] }
B+1 (f
4; 5) = { [5, 8), [5, 9) } B−1 (f
4; 5) = { (1, 5], (2, 5] }
B+1 (f
4; 6) = { [6, 9), [6, 8) } B−1 (f
4; 6) = { (2, 6], (1, 6] }
B+1 (f
4; 7) = { [7, 9), [7, 8) } B−1 (f
4; 7) = { (2, 7], (1, 7] }
B+1 (f
4; 8) = { [8, 9) } B−1 (f
4; 8) = { (2, 8] }
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