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Notes sur l’indice des alge`bres de Lie (II)
par : Mustapha RAI¨S 1
Ce texte est une suite a` : “Notes sur l’indice des alge`bres de Lie (I)”, dont les notations sont
conserve´es pour l’essentiel.
1 Les champs de vecteurs invariants et leurs de´rive´es
 Soient g une alge`bre de Lie (de dimension finie sur un corps k, disons k = R ou C) et P : g −→ g
une application polynomiale (i.e. un champ de vecteurs sur g, polynomial), homoge`ne de degre´
m ≥ 1, et invariante sous l’action du groupe adjoint G de g. On a donc :
(1) P (Ad(g)x) = Ad(g)P (x) (x ∈ g, g ∈ G).
La forme infinite´simale de cette proprie´te´ est :
dP (x).[y, x] = [y, P (x)] (x et y dans g).
(Ici et plus loin, on utilise les notations habituelles du calcul diffe´rentiel ; par exemple : dP (x) est
la valeur au point x de la de´rive´e premie`re de la fonction P , c’est donc un endomorphisme de l’es-
pace vectoriel g, et dans le premier membre de l’e´galite´ ci-dessus, on applique cet endomorphisme
au “vecteur” [y, x].)
On notera que, de cette e´galite´, il re´sulte imme´diatement que P (x) appartient au centre
z(z(x)) du centralisateur z(x) de x.
 On e´crit la formule de Taylor pour P :
(2) P (x+ ty) =
∑
0≤k≤m
tk
k!
dkP (x).y(k) (x et y dans g, t dans k).
Chaque terme dkP (x).y(k), conside´re´ comme une fonction de x et de y, est polynomial homoge`ne
de degre´ (m− k) en x, de degre´ k en y et on a (une formule d’e´change) :
(3)
1
k!
dkP (x).y(k) =
1
(m− k)!
dm−kP (y).x(m−k).
En particulier :
m!P (x) = P .x(m) (x ∈ g)
ou` P = dmP est la de´rive´e a` l’ordre “maximum” m (c’est donc une m-forme syme´trique sur g,
de degre´ ze´ro en x, donc inde´pendante de x).
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 L’invariance de P se propage en l’invariance des diverses fonctions intervenant dans le second
membre de la formule (2). On a en fait (pour tous x, y dans g, et 0 ≤ k ≤ m) :
(4) [z, dkP (x).y(k)] = dk+1P (x).[z, x].y(k) + k dkP (x).[z, y].y(k−1).
 Soit (h, e, f) un sl(2)-triplet inclus dans g (s’il en existe). En utilisant les formules (4), on trouve
(seule [h, e] = 2e intervient) :
(5) [h, dk P (h).e(k)] = 2k dk P (h).e(k)
(6) [e, dk P (h).e(k)] = −2 dk+1 P (h).e(k+1).
Comme : (ade)m−kdkP (h).e(k) = (−2)m−kdmP (h).e(m) = (−2)m−km!P (e), on voit que sous
l’hypothe`se : P (e) 6= 0, les vecteurs dkP (h).e(k) (0 ≤ k ≤ m) sont line´airement inde´pendants (ce
sont des vecteurs propres de adh, associe´s respectivement aux valeurs propres 0, 2, 4, . . . , 2m).
2 Le cas d’une alge`bre de Lie simple
Dore´navant, g est une alge`bre de Lie simple et le corps de base est le corps des complexes.
Soient p1, p2, . . . , pr un syste`me de ge´ne´rateurs homoge`nes, de degre´s respectifsm1+1, . . . ,mr+1,
alge´briquement inde´pendants, de l’alge`bre C[g]G des fonctions polynoˆmes G-invariantes sur
g. Ainsi r est le rang de g et m1,m2, . . . ,mr sont les exposants de g. Pour chaque entier
j = 1, 2, . . . , r on note : Pj : g −→ g le gradient de pj, calcule´ au moyen de la forme de
Killing B de g :
(
d
dt
)0 pj(x+ ty) = < dpj(x), y > = B(Pj(x), y) (x et y dans g).
Chaque Pj est un champ de vecteurs invariant, polynomial homoge`ne de degre´ mj , et on peut
appliquer le paragraphe 1 a` chaque Pj , et a` un e´le´ment nilpotent re´gulier e, de sorte que (h, e, f)
est un sl(2)-triplet principal. On a donc : [h, Pj(e)] = 2mj Pj(e), et [e, Pj(e)] = 0. Les vecteurs
Pj(e) (1 ≤ j ≤ r) sont line´airement inde´pendants (d’apre`s un ancien re´sultat de Kostant) et
sont des vecteurs primitifs pour la repre´sentation de a = Ch+ Ce + Cf dans g (restriction a` a
de la repre´sentation adjointe de g).
 Notes : Posons vj,k = d
kPj(h).e
(k) (1 ≤ j ≤ r, 0 ≤ k ≤ mj). On a donc :
(7) [h, vj,k] = 2k vj,k
(8) [e, vj,k] = −2 vj,k+1
avec la convention : vj,mj+1 = 0.
Posons wj,k = d
kPj(h).f
(k) (1 ≤ j ≤ r et 0 ≤ k ≤ mj). Par les meˆmes calculs que plus haut
([h, f ] = −2f intervenant a` la place de [h, e] = 2e), on trouve :
[h,wj,k] = −2k wj,k et : [f, wj,k] = 2wj,k+1.
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Il se trouve que l’ensemble des vecteurs (vj,k)1≤j≤r, 0≤k≤mj conjointement avec les wj,k (1 ≤ j ≤
r, 1 ≤ k ≤ mj) forme une base de l’espace vectoriel g, et qu’on a la de´composition triangulaire :
g = n− ⊕ h ⊕ n+, avec h =
∑
1≤j≤r
CPj(h), et n+ =
∑
1≤j≤r
1≤k≤mj
C vj,k et n− =
∑
1≤j≤r
1≤k≤mj
C wj,k.
Clairement, la h-graduation de g est mise en e´vidence : g(0) = h, n+ =
∑
ℓ>0
g(ℓ) et n− =
∑
ℓ<0
g(ℓ).
Le lecteur inte´resse´ pourra trouver la de´monstration de ces faits dans [Ra].
 Conside´rons l’ensemble des fonctions ϕt sur g de´finies par : pour tout x ∈ g, ϕt(x) = ϕ(x+ th)
ou` ϕ de´crit l’ensemble C[g]g des fonctions polynoˆmes invariantes et t de´crit C. Il est bien connu
et imme´diat que deux telles fonctions sont en involution relativement au crochet de Lie-Poisson
sur g. Ce qui pre´ce`de montre que l’espace engendre´ par les [e,∇ϕt(e)] est de dimension e´gale
a` la moitie´ de la dimension de l’orbite nilpotente de e. Ceci s’interpre`te en terme de syste`mes
comple`tement inte´grables (voir par exemple [Bol]).
3 Le normalisateur du centralisateur d’un e´le´ment nilpotent
On reprend les notations du paragraphe pre´ce´dent, a` ceci pre`s que l’e´le´ment nilpotent e n’est
plus force´ment un e´le´ment re´gulier. On fera toutefois l’hypothe`se suivante :
“Le centre δ(e) du centralisateur z(e) de e est engendre´ par la famille (Pj(e))1≤j≤r”.
Soient j1, . . . , js les entiers tels que (Pj1 (e), . . . , Pjs(e)) soit une base de δ(e). Pour simplifier
les notations, on posera :
Q1 = Pj1 , . . . , Qs = Pjs , m
′
1 = mj1 , . . . ,m
′
s = mjs , δ(e) = δ et z(e) = z
et on supposera que les entiersm′1, . . . ,m
′
s sont range´s dans l’ordre croissant (avec la terminologie
de [Ri], (m′1, . . . ,m
′
s) est la suite des exposants de (g, e)).
On pose : yj = dQj(e).h (1 ≤ j ≤ s).
3.1. Lemme : Soit η le normalisateur de z dans g. On a :
η = z ⊕
∑
1≤j≤s
Cyj .
De´monstration : Compte-tenu des formules (4), on a :
[e, yj] = −2m
′
j Qj(e).
Ceci prouve que les yj (1 ≤ j ≤ s) sont line´airement inde´pendants, et qu’en notant V l’espace
vectoriel engendre´ par les yj (1 ≤ j ≤ s), ad(e) induit une bijection de V sur δ. On sait par
ailleurs (voir par exemple [Tau] 17.5.12) que dim η = dim z + dim δ. D’ou` le re´sultat.
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Remarque : Posons zj = Qj(e) (1 ≤ j ≤ s). Toujours avec l’aide des formules (4), on voit que :
[f, zj] = dQj(e).[f, e] = −yj .
Ceci est une autre de´monstration du lemme, compte-tenu de [Tau] (17.5.6).
3.2. On a, compte-tenu des formules (7) :
[h, yj ] = 2(m
′
j − 1)yj (1 ≤ j ≤ s)
[h, zj ] = 2m
′
jzj (1 ≤ j ≤ s).
Dans la suite, on s’inte´resse au calcul des [yi, zj ] (1 ≤ i, j ≤ s). Imme´diatement, compte-tenu
du fait que [yi, zj] est de h-graduation 2(m
′
i +m
′
j − 1), on de´duit :
[yi, zj] = 0
lorsque (m′i+m
′
j−1) n’est pas un exposant de (g, e), et en particulier lorsque m
′
i+m
′
j > m
′
s+1.
On va retrouver ce re´sultat en e´tablissant un lien avec la notion de convolution ou de´placement
des invariants ([A], [G]).
On pose : ωij = B(Qi, Qj) ou`, comme indique´ plus haut, B est la forme de Killing de g (on
peut d’ailleurs remplacer B par n’importe quel multiple scalaire non nul de B).
3.3. Lemme :
(1) [yi, zj ] = [yj , zi]
(2) [yi, zj ] = 2m
′
j dQi(e).Qj(e)
(3) dQi(e).Qj(e) = (Lj Qi)(e)
ou` Lj est l’ope´rateur de de´rivation le long du champ de vecteurs Qj.
(4) [yi, zj ] =
m′im
′
j
m′
i
+m′
j
∇ωij(e)
ou` ∇ωij est le gradient de la fonction ωij.
De´monstration : (1) Ceci est bien connu ([Pa]) :
0 = [f, [zi, zj ]], et [f, zk] = −yk
(2) [zj , yi] = [zj , dQi(e).h] = d
2Qi(e).[zj , e].h+ dQi(e).[zj , h].
Comme [zj , e] = 0 (puisque zj ∈ δ) et [zj , h] = −2m
′
jzj , on arrive a` :
[zj, yi] = −2m
′
j dQi(e).Qj(e).
(3) Par de´finition de l’ope´rateur diffe´rentiel Lj :
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LjQi(x) = (
d
dt
)0 Qi(x+ tQj(x))
= dQi(x).Qj(x)
(4) Avec x et y dans g, on a :
< dωij(x), y > = B(dQi(x).y, Qj(x)) +B(Qi(x), dQj(x).y)
B(dQi(x).y, Qj(x)) = d
2qi(x)(y,Qj(x))
= d2qi(x)(Qj(x), y)
= B(dQi(x).Qj(x), y)
ou` qi = pji . Donc :
< dωij(x), y > = B(dQi(x).Qj(x) + dQj(x).Qi(x), y)
et
∇ωij(x) = dQi(x).Qj(x) + dQj(x).Qi(x)
D’ou` :
m′im
′
j ∇ωij(e) = m
′
i(m
′
j dQi(e).Qj(e)) +m
′
j(m
′
i dQj(e).Qi(e))
= (m′i +m
′
j)(
1
2
[yi, zj] +
1
2
[yj , zi])
= (m′i +m
′
j)[yi, zj ]
et enfin :
[yi, zj] =
m′im
′
j
m′i +m
′
j
∇ωij(e)
3.4. On voit apparaˆıtre les “produits scalaires” ωij de´ja` pre´sents ailleurs, en particulier dans les
travaux d’Arnold et Givental ([A], [G]) sous le nom de convolution ou de´placement des invariants.
 Chaque ωij est une fonction polynoˆme invariante sur g, homoge`ne de degre´ : (m
′
i+m
′
j). Notons
I+ l’ide´al de C[g]
g engendre´ par p1, p2, . . . , pr. Il existe des constantes c
k
ij (1 ≤ k ≤ r), bien
de´termine´es, telles que :
ωij =
∑
1≤k≤r
ckij pk mod I
2
+
La fonction ω′ij =
∑
1≤k≤r
ckij pk s’appelle la “partie line´aire” de ωij dans les travaux d’Arnold-
Givental de´ja` cite´s. On a alors :
∇ωij(e) = ∇ω
′
ij(e) =
∑
1≤k≤r
ckij Pk(e)
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car le gradient d’une fonction appartenant a` I2+ est nul en tout nilpotent de g.
3.5. Supposons dore´navant, en plus de l’hypothe`se de´ja` faite, que les exposants de g soient 2 a` 2
distincts : 1 = m1 < m2 < · · · < mr. Alors, comme indique´ dans [Ri], une base de δ est constitue´e
par les Pj(e) qui sont non nuls. Autrement dit, avec les notations pre´ce´dentes, {j1, j2, . . . , js} est
l’ensemble des indices j tels que Pj(e) 6= 0. Dans cette circonstance, ∇ωij(e) est non nul si et
seulement si : ω′ij =
∑
1≤k≤s
αkij qk, ou` les α
k
ij ne sont pas tous nuls.
 Conclusion :
1. Lorsque m′i +m
′
j − 1 n’est pas un exposant de (g, e), ω
′
ij = 0 et : [yi, zj] = 0. C’est le cas
en particulier lorsque m′i +m
′
j − 1 > m
′
s.
2. Lorsque m′i +m
′
j = 1 +m
′
k, pour un entier k alors bien de´termine´, on a : ω
′
ij = αiqk, αi
e´tant un nombre complexe, et [yi, zj] = βiQk(e), ou` βi est un nombre complexe qui est un
multiple de αi :
βi =
m′im
′
j
1 +m′k
αi
de sorte que [yi, zj] 6= 0 ssi ω
′
ij 6= 0.
3.6. Soit A la matrice ([yi, zj])1≤i,j≤s. Cette matrice est pseudo-triangulaire :
[yi, zj ] = 0 lorsque i+ j > s+ 1
et : [yi, zs+1−i] = βiQs(e). La matrice A e´tant conside´re´e comme une matrice a` coefficients dans
l’alge`bre syme´trique de g, on calcule son de´terminant :
detA = β1 β2 · · ·βs(Qs(e))
s.
 Soit B = (ω′ij)1≤i,j≤s. C’est une matrice pseudo-triangulaire a` coefficients fonctions polynoˆmes
sur g et
detB = α1α2 · · ·αs(qs)
s.
Il vient la conclusion : ind(η, δ) = 0 ssi detA 6= 0 ssi detB 6= 0. Plus pre´cise´ment, on rappelle
que : ind(η, δ) = dim δ − rg(A), ou` rg(A) est le rang de A.
3.7. Revenons au cas particulier ou` e est un e´le´ment nilpotent re´gulier. Dans ce cas, on a :
ind(η, z) = 0 d’apre`s un the´ore`me de Panyushev ([Pa], 5.6), i.e. :
detA = γ(Pr(e))
r , γ ∈ C∗
et Pr(e) est l’e´le´ment de plus grande h-graduation dans z : [h, Pr(e)] = 2mr Pr(e).
Par ailleurs, le fait que detB soit non nul apparaˆıt de´ja` dans [A] et principalement dans
[G]. Dans ce dernier article cite´, on trouvera les calculs explicites pour les alge`bres de type
Bn, Cn, Dn, F4 et E6, des produits scalaires ωij (pour un choix particulier des pj). On peut
utiliser ces calculs pour de´terminer les nombres ind(η, δ) a` condition que l’hypothe`se faite :
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“δ(e) =
∑
1≤j≤r
CPj(e)” soit ve´rifie´e. Pour les alge`bres de Lie classiques, c’est le cas pour tous les
e´le´ments nilpotents des alge`bres sl(n), so(2n + 1), sp(2n) et pour certains types de nilpotents
de so(2n) ; dans toutes ces situations, il a e´te´ prouve´ par Panyushev ([Pa], theorem 4.7) que le
groupe N associe´ a` η admet un nombre fini d’orbites dans η∗, et en particulier que : ind(η, δ) = 0.
Le point de vue adopte´ ici (passage par les ∇ωij(e)) n’apporte rien de nouveau. Toutefois, les
calculs explicites de Givental ([G]) des ωij pour des alge`bres exceptionnelles, par exemple F4
et E6, permettent d’e´crire la matrice A = ([yi, zj ])i,j pour les nilpotents particuliers ve´rifiant
l’hypothe`se rappele´e plus haut, et par suite de calculer ind(η, δ).
Il reste au moins a` faire la liste des e´le´ments nilpotents auxquels on peut appliquer cette
me´thode et a` expliquer l’intervention des ωij .
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