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Abstrakt 
 
Tato práce se zabývá návrhem vhodných optimalizačních algoritmů pro potřeby nově 
vyvíjeného nástroje Mechlab’s parameter estimation, který slouží pro odhad parametrů 
simulačních modelů v prostředí Matlab/Simulink.  
Z gradientních metod byl vybrán algoritmus Levenberg-Marquardt. Z kategorie 
evolučních výpočetních technik byly pro implementaci vybrány genetický algoritmus 
a simulované žíhání. Vybrané algoritmy byly otestovány na uměle vytvořené úloze 
mechanického oscilátoru a také na reálných datech pocházejících z elektronické škrticí 
klapky. Simulované žíhání dosahovalo dostatečných výsledků v obou úlohách, avšak 
s vysokou časovou náročností. Na reálných datech má vytvořený algoritmus LM jen 
omezenou funkčnost, zatímco nově vytvořený genetický algoritmus dosahuje výborných 
výsledků. 
 
Abstract 
This thesis deals with design of appropriate optimization algorithms for purposes of 
newly developed tool Mechlab’s parameter estimation, which serves for parameter estimation 
of simulation models in Matlab/Simulink. 
Levenberg-Marquardt algorithm had been chosen among other gradient methods. On 
the other hand, genetic algorithm and simulated annealing had been chosen from category of 
soft computing techniques to be implemented. Chosen algorithms were tested on artifical 
problem of mechanical oscilator and also on real datasets from electronic throttle. Proposed 
simulated annealing worked in both cases whith sufficient results, nevertheless was time-
costly. For the oscilator problem, all the algorithms provided accurate solutions, but in the 
case of real dataset, Levenberg-Marquardt functionality was limited, while genetic algorithm 
still provided excelent results. 
 
Klíčová slova 
optimalizace, Levenberg-Marquardt, genetický algoritmus, simulované žíhání 
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Seznam symbolů a zkratek 
MPE Mechlab’s parameter estimation 
EVT evoluční výpočetní techniky 
LM Levenberg-Marquardt 
GA genetický algoritmus 
SA simulované žíhání 
SOMA samo-organizující se migrační algoritmus 
MSE mean square error 
MAE mean absolute error 
RMSE root mean square error 
NRMSE normalized root mean square error 
PSNR peak signal to nose ratio 
J Jacobiho matice 
hslm krok algoritmu Levenberg-Marquardt 
µ tlumící parametr 
g gradient 
hgn krok Gauss-Newtonovy metody 
hj krok numerické derivace 
x* hledané řešení 
ρ gain ratio 
L model funkce z Taylorova rozvoje 
P pravděpodobnost přijetí kandidátního bodu 
T teplota 
α chladící parametr (dekrement teploty) 
Ti počáteční teplota 
Tf finální teplota 
p celkový počet teplotních cyklů 
σ směrodatná odchylka 
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m 
Zlomek vyjadřující, jaký skok je povolen při počáteční teplotě 
s pravděpodobností 0,5 
n Zlomek vyjadřující, jaký skok je povolen při finální teplotě s pravděpodobností 0,5 
γ velikost sousedství 
D matice měřítka 
mk funkce modelu 
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1. ÚVOD 
V dnešní době je určujícím parametrem úspěšnosti každého výrobku poměr ceny 
k nabízené kvalitě. Jednou z možností, jak snížit výrobní náklady, je testování na počítačovém 
modelu. Kvalitní model může při návrhu uspořit nemalé množství nákladů ve srovnání 
s testováním již na výrobku hotovém. Takto lze předcházet hrubým chybám i testovat stavy, 
které by na reálné soustavě nebyly možné nebo by vedly ke zničení prototypu. 
Velmi často však dochází k opačnému postupu – vytváření modelu reálné soustavy. 
Může se tak dít například při návrhu řízení nebo při ověření chování dodané komponenty, 
která pak bude součástí větších celků. V takových případech bývá obtížné nebo nemožné 
přímo měřit či jinak zjistit parametry zkoumané soustavy, přičemž tyto jsou esenciální pro 
vytvoření kvalitního modelu. 
Parametry je tedy třeba získat jiným způsobem. Možností je provést experiment 
a naměřit data, která budou sloužit pro srovnání s chováním navrženého modelu. Rozdíl mezi 
odezvou modelu a odezvou získanou experimentálně je možné použít pro tvorbu tzv. účelové 
funkce, jejíž minimum se snažíme dosáhnout. Chceme tedy model takový, aby rozdíl odezev 
byl obecně co nejnižší, ideálně, aby byl nulový. 
Vzhledem k tomu, že v tomto případě nejsme schopni získat analytický předpis 
účelové funkce, je třeba využít jiného než ryze analytického přístupu. Na tyto problémy se 
používají tzv. soft computingové metody, které řeší dané úlohy s možností nepřesnosti 
nalezeného řešení. 
V současné době je v Mechatronické laboratoři vyvíjen kolegou Bc. Martinem 
Appelem software sloužící právě k odhadu parametrů dynamických modelů. Tématem této 
práce je tedy implementace globálních optimalizačních metod pro tento software, který je 
určený pro prostředí Matlab/Simulink. 
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1.1. Parameter Estimation 
Nástroj Parameter Estimation je součástí Simulink a je přístupný z panelu Analysis 
v hlavním okně. Tento nástroj umožňuje preprocessing dat, tedy jejich úpravu a vykreslení. 
Nástroj v „reálném čase” vykresluje odezvu (výstup simulace) uvažovaných řešení zároveň 
s odezvou získanou z naměřených dat, přičemž snahou je nalézt parametry, které by měly 
stejnou odezvu jako ta získaná z dat naměřených. Nalezená řešení je možné validovat na 
základě srovnání s dalšími (ověřovacími) daty. 
Proces odhadu parametrů není možné v průběhu nijak měnit a ani nebylo možné 
dozvědět se, jaké algoritmy jsou na estimaci použity. Tímto jsou neutralizovány znalosti 
o úloze, které může uživatel poskytnout, a tím lépe přizpůsobit použitý algoritmus 
a dosáhnout lepších výsledků. 
Další nevýhodou je celkový vzhled nástroje, nepřívětivý pro uživatele, přičemž nástroj 
neumožňuje kvalitní postprocessing (zpracování) dosažených výsledků. Proto bylo 
rozhodnuto začít s vývojem vlastního programu v Mechatronické laboratoři, jehož vývojem se 
zabývá práce [11]. 
 
  
Obrázek 1: Nástroj Parameter estimation 
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2. CÍLE PRÁCE 
Tato práce byla tvořena s úmyslem vytvoření, co možná nejvhodnějších metod 
sloužících k optimalizaci v rámci vyvíjeného software Mechlab’s parameter estimation. 
 
Cíle práce se dají shrnout do těchto bodů: 
- provést rešerši optimalizačních metod a vybrat metody vhodné pro problematiku 
hledání parametrů dynamických modelů 
- vytvořit zdrojové kódy pro vybrané metody (možností je použít již hotové kódy) 
- otestovat a zhodnotit funkčnost jednotlivých metod na jednodušší úloze 
- implementovat použité kódy v rámci MPE 
- otestovat funkci algoritmů v rámci MPE na reálných datech, popř. srovnat 
s algoritmy, které jsou součástí Matlab 
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3. REŠERŠE 
3.1. Optimization Tool 
Tento nástroj zastřešuje optimalizační techniky v rámci prostředí Matlab. Je zde 
nabízena celá plejáda gradientních metod a dále vybrané evoluční techniky. U gradientních 
metod je možnost nechat vypočítat jacobián soustavy nebo ho dodat jako vstup, dále lze měnit 
formule na výpočet numerické derivace a obecně ladit metody. 
Problémem je vysvětlení použitých metod. Tyto metody jsou popsány obvykle jen 
velmi stroze, vyjma notoricky známých algoritmů, čímž pádem je pro uživatele obtížnější 
zasahovat do nastavení. 
 U genetického algoritmu je možnost např. nastavovat hranice hledaných parametrů, 
velikost populace a dalších, zatímco téměř veškerá nastavení mají možnost hned několika 
alternativ (např. výběr rodičů – ruleta nebo turnaj a další). 
Všechny metody lze volat i přes skript, což ještě rozšiřuje možnosti nastavení 
algoritmů. 
 
  
Obrázek 2: Aplikace Optimization Tool 
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3.2. Gradientní metody 
Gradientní metody využívají pro hledání extrému funkce informaci o derivaci. Z toho 
plynou i požadavky na optimalizovanou funkci – musí být spojitá a hladká, a dále je 
u běžných metod nutné, aby i derivace druhého řádu byly spojité [1]. Tyto metody nejsou 
schopné překonat lokální extrémy. Abychom tedy za pomocí gradientní metody dosáhli 
globálního extrému, musí být tento extrém zároveň i lokálním extrémem pro danou část 
prostoru, ve kterém je umístěn startovní bod. Startovní bod je tedy jedním z nejdůležitějších 
vstupních parametrů gradientních metod. 
Pro nástroj MPE jsou tyto metody velmi vhodné, protože prostorová reprezentace 
velkého množství problémů může být unimodální. Další výhodou je obvykle rychlá 
konvergence [2]. 
Jsou dvě hlavní strategie těchto metod – tzv. „Line Search“ a „Trust Region“. 
U metody využívající Line Search se nejprve vypočte směr, kterým se metoda v příští iteraci 
vydá a následně je dopočítána délka kroku. Obecně tedy řešíme rovnici [1]: 
   
   
          (3.2.1) 
kde x označuje bod, ve kterém se nacházíme, pk je směr, ve kterém hledáme a α je hledaná 
délka kroku. Příkladem může být metoda největšího spádu. 
 Trust Region metody využívají aproximace optimalizované funkce, např. 
kvadratických modelů, které jsou vytvářeny tak, aby co nejlépe korespondovaly s danou 
funkcí v okolí bodu, ve kterém se metoda nachází. Délka kroku je tedy daná velikostí okolí, 
ve kterém považujeme model za dostatečně přesný, a směr kroku metody je následně 
dopočítáván. Hledáme tedy minimum dle rovnice [1]: 
   
 
         (3.2.2) 
kde mk označuje modelovou funkci, p je směr iterace a zároveň platí, že výraz xk + p leží 
uvnitř okolí, kde považujeme model za dostatečně přesný. Příkladem tohoto druhu metod je 
Powell’s Dog Leg method [1,2]. 
 
Madsen, Nielsen, Tingleff: Methods for non-linear least square problems[2] 
V publikaci [2] jsou probírány metody řešící nelineární nejmenší čtverce. Problém 
nejmenších čtverců je popsán rovnicí: 
     
 
 
      
 
 
   
 (3.2.3) 
kde v této rovnici f(x) označuje residuum a předpokládá se, že počet rovnic m je větší nebo 
roven délce vektoru x, tedy m≥n [2,1] 
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Nejprve jsou probírány analytické metody, které počítají s analytickou Jacobiho maticí 
a vůbec s analytickou derivací, dále v publikaci nalezneme i metody pracující s numerickým 
odhadem Jacobiho matice. Tyto metody byly vyhodnoceny jako vhodné k použití v MPE. 
Metody probírané v [2]: 
- metoda největšího spádu 
- Gauss-Newtonova metoda 
- Levenberg-Marquardt metoda („tlumené nejmenší čtverce“) 
- Powell’s Dog Leg Method 
- hybridní metoda LM a Quasi-Newton 
- numerické verze Levenberg-Marquardt a Powell’s Dog Leg 
 
Nocedal: Numerical optimization [1] 
Velmi obsáhlá kniha popisující základní principy optimalizace s nepřeberným 
množstvím metod a rozdílných přístupů. Obsahuje kapitoly zabývající se například 
simplexovými metodami, „Trust region“ metodami a také metodami řešícími problém 
nejmenších čtverců. Z vybraných kapitol můžeme uvést: 
- Line search methods, obsahuje Newtonovské metody i Quasi-Newtonovské 
- Trust region methods, zahrnuje Dog Leg metodu 
- Large scale unconstrained optimization 
- Derivative-free optimization 
- Least squares problems, Levenberg-Marquardt, Gauss-Newton 
-  a mnohé další 
 
Balda: Algorithm for nonlinear least squares [3] 
Dokument shrnuje základní principy Levenberg-Marquardt-Fletcher algoritmu. 
Nejprve jsou vysvětleny principy nejmenších čtverců, dále jsou nastíněny vylepšení, 
které poskytl Fletcher. Také je zde ještě obsažen kód psaný v Matlab. 
 
3.3. Evoluční výpočetní techniky 
EVT jsou algoritmy vycházející z principů všeobecně známé evoluční teorie. 
Základním principem je předávání genetické informace z rodičů na potomky, jejichž generace 
v určitém životním cyklu nahradí generaci rodičů. Evolucí se zabýval anglický vědec Charles 
Darwin nebo Gregor Mendel, jež objevil zákony dědičnosti [4]. 
Evoluční algoritmy patří mezi algoritmy využívající heuristik a ty lze dělit na 
deterministické a stochastické. Stochastické metody v určitých krocích využívají náhody, což 
způsobuje rozdílné výsledky při vícenásobném použití algoritmu [4]. 
Stochastické heuristické metody (metaheuristiky) určují postup fungování algoritmu, 
tedy obecný rámec, přičemž vlastní operace algoritmu je třeba zvolit. Mezi nejznámější 
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metody patří např. genetický algoritmus, simulované žíhání, tabu search, hill-climb search 
a mnohé další [4]. 
 
Zelinka: Evoluční výpočetní techniky: Principy a aplikace [4] 
Obsáhlá kniha v českém jazyce se věnuje téměř celému spektru evolučních algoritmů. 
Věnuje se tématu optimalizace obecně, obsahuje motivaci k použití tzv. soft computingových 
metod, vysvětluje pojmy jako No free lunch teorém či Paretova množina. V dalších kapitolách 
jsou popsány principy nejvýznamnějších metod jako například genetický algoritmus, 
simulované žíhání, rojení částic (particle swarm optimization) a SOMA – algoritmus 
vytvořený autorem. Kniha dále obsahuje galerii standardních testovacích funkcí sloužící 
k otestování nejrůznějších nastavení a vlastností optimalizačních algoritmů. Na závěr jsou 
přidány ukázkové studie. 
 
Goldberg: Genetic algorithm [5] 
Tato kniha shrnuje původní principy genetického algoritmu s binárním kódováním. 
Základem je popis jednoduchého genetického algoritmu, na kterém jsou vysvětleny základní 
principy jednotlivých kroků algoritmu. 
 
Haupt: Practical genetic algorithms [6] 
Opět jsou zde obecné principy fungování algoritmu, avšak navíc obsahuje kapitoly, 
zabývající se reprezentací genů jako reálných čísel. Použití jiného kódování vyžaduje odlišný 
přístup a právě některé takové techniky jsou zde představeny. 
 
Knoflíček: Analýza různých přístupů k řešení optimalizačních úloh [7] 
V této diplomové práci jsou popsány principy různých algoritmů, z nichž vybrané jsou 
otestovány a použity na ukázkových studiích. 
 
Nouraniy, Andresenz: A comparison of simulated annealing cooling strategies [8] 
Článek podává přehled chladicích schémat, která se běžně používají pro algoritmus 
simulovaného žíhání. Nastavení chladicího schématu je pro chod simulovaného žíhání 
určující. 
 
Aarts, Korst: Simulated Annealing and Boltzmann Machines [9] 
V knize je popsáno použití simulovaného žíhání hlavně z pohledu matematiky. 
Pojednává o stochastickém přístupu k optimalizaci. 
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3.4. Stochastické metody 
Metody využívající náhodného prohledávání mohou být při správném rozdělení 
pravděpodobnosti účinné, avšak účinnost závisí na počtu vygenerovaných bodů řešení 
a velikosti prohledávaného prostoru. 
 
Hanna, Miškařík: An efficient two-level optimization method for optimal tuning of 
controllers [10] 
Článek popisuje využití dvouúrovňové optimalizace za použití genetického algoritmu 
s následným použitím techniky lokálního prohledávání k dosažení optimálního řešení. 
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4. ANALÝZA PROBLÉMU A VÝBĚR VHODNÝCH METOD 
Na základě rešerše lze říci, že pro problém hledání parametrů je velmi široký, účelová 
funkce může vypadat jakkoliv v závislosti na dané problematice. Proto bylo rozhodnuto 
vybrat tři funkce s odlišnými přístupy, které budou každá využívat jiných přístupů k řešení. 
Z gradientních metod byla vybrána metoda Levenberg-Marquardt, která v nalezené 
literatuře byla popsána nejčastěji a jeví se jako stabilní v rámci metod využívající derivace. 
Genetický algoritmus byl vybrán z kategorie EVT. Silnou stránkou genetického 
algoritmu je jeho robustnost a vezmeme-li v potaz, že účelová funkce je z optimalizačního 
pohledu problém typu black-box, použití genetického algoritmu bylo vyhodnoceno jako zcela 
vhodné. 
Jako protipól z EVT ke genetickému algoritmu bylo vybráno simulované žíhání. Tento 
algoritmus inspirovaný procesem žíhání tuhého tělesa využívá bodové strategie a náhoda se 
uplatňuje ve větší míře než u GA, přičemž má vlastní způsoby překonávání lokálních 
extrémů. 
 
4.1. Účelová funkce 
Účelová funkce (angl. cost function, fitness function) je matematickou funkcí, jejíhož 
extrému, v našem případě minima, se snažíme dosáhnout, a tím nalézt optimální řešení. 
V případě této práce je postup tvorby účelové funkce nasnadě – hledáme takové 
parametry modelu, aby rozdíl odezvy modelu a reálné soustavy byl minimální. Jako účelová 
funkce bude tedy sloužit odchylka (chyba) modelu. Odchylky modelů mohou být různé, ale 
v rámci MPE byly jako možné vybrány následující [11]. 
 
MSE 
Jedná se o střední kvadratickou chybu a je dána rovnicí: 
    
 
 
       
   
 
   
 (4.1.1) 
kde n je počet měřených hodnot, yi představuje naměřená data (odezvy) reálné soustavy a yi* 
jsou odezvy modelu. 
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MAE 
Zde hovoříme o střední absolutní chybě dané rovnicí: 
    
 
 
       
  
 
   
 (4.1.2) 
 s významem symbolů nezměněným oproti předchozímu. 
 
RMSE 
Odmocněná střední kvadratická chyba je dána rovnicí: 
          (4.1.3) 
 
NRMSE 
Normovaná odmocněná střední kvadratická odchylka řeší škálovací problémy. 
      
    
         
 (4.1.4) 
 
PSNR 
Zde hovoříme o špičkovém poměru signálu k šumu, toto hodnocení se využívá 
zejména ve zpracování obrazu. Vztah vyjadřující tuto účelovou funkci je dán rovnicemi: 
           
  
   
  (4.1.5) 
             (4.1.6) 
 s významem symbolů nezměněným oproti předcházejícím vztahům. 
 
Detailnější rozbor těchto vztahů a funkcí obecně je možné nalézt v diplomové práci 
[11] v kapitole 4.5. 
 
4.2. Levenberg-Marquardt 
Algoritmus je navržen pro řešení nejmenších čtverců. Optimalizovanou funkcí je zde 
suma čtverců residuí (viz. rovnice 3.2.3). Používá se obvykle na řešení soustavy přeurčených 
nelineárních rovnic. Algoritmus v podstatě přepíná mezi metodou největšího spádu a metodou 
Gauss-Newton [1, 2]. 
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Jádro algoritmu je řešením rovnice [1, 2, 3]: 
                 (4.2.1) 
kde J je Jacobiho matice (jacobián) a JT je její transpozicí, µ je tlumící parametr, I je matice 
identity, hslm je krok LM algoritmu a g je gradient. 
 
Jacobián, gradient 
Jacobiho matice je popsána následujícím vztahem [1, 2]: 
  
 
 
 
 
 
   
   
 
   
   
   
   
   
 
   
    
 
 
 
 
 (4.2.2) 
kde f označuje f(xi). 
Jedná se o matici parciálních derivací jednotlivých rovnic f podle všech jednotlivých 
neznámých. Abychom mohli rovnici 4.2.1 řešit, je třeba vypočítat gradient soustavy rovnic. 
Ten je získán z následujícího vztahu [2, 1]: 
         (4.2.3) 
Gradient je směr, ve kterém má f(x) největší spád (nejvíce klesá/roste). Po vyčíslení 
gradientu je možno řešit rovnici 4.2.1 a vypočíst tak neznámý krok hslm. 
Tento krok má u LM metody významný vliv a má následující vlastnosti [2]: 
 
1. Pro všechna μ>0 je matice koeficientů pozitivně definitní, z čehož plyne, že hslm je 
sestupný směr. 
2. Pro velké hodnoty μ bude krok odpovídat: 
      
 
 
  (4.2.4) 
To znamená, že krok bude krátký ve směru největšího spádu, který je výhodný, 
pokud jsme daleko od nalezení řešení (v počátku iterace). 
3. Pokud je μ velmi malé, 
         (4.2.5) 
krok hslm přibližně odpovídá kroku Gauss-Newtonovy metody, který je 
výhodný jestliže jsme již blízko k řešení x*. 
Z výše uvedených rovnic vyplývá důležitost jacobiánu. Tato matice parciálních 
derivací je funkce J(x), a tedy při průběhu metody, jak se přibližujeme k řešení x*, je třeba 
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jacobián přepočítat v každé iteraci. Parciální derivace se numericky dá řešit více způsoby, 
protože existuje více formulí, ale v této práci byla zvolena následující metoda, která je 
předvedena na výpočtu parciální derivace funkce f(x) podle x [2, 1]: 
   
   
    
                
  
 (4.2.6) 
hj zde označuje krok numerické derivace a ej je jednotkový vektor s jedničkou na j-té pozici. 
Existuje optimální krok, který bude dostatečně vystihovat danou funkci a zároveň 
nebude tak malý, aby zaokrouhlovací chyby nebyly příliš velké. Problém s optimálním 
krokem je na obrázku č. 3. 
 
Algoritmus LM 
Nejprve je třeba určit tlumící parametr μ. Tento parametr má vliv jednak na směr 
a jednak na délku kroku. K určení počátečního μ0 nám poslouží vztahy: 
      (4.2.7) 
             
   (4.2.8) 
kde aii jsou prvky matice A  a τ by měla být malá hodnota např. 1e-6, pokud máme startovní 
bod x0 jako dobrý odhad, pokud ne, tak lze užít 1e-3 nebo dokonce 1. Metoda není na τ příliš 
citlivá [2]. 
Toto je dobré pro počáteční odhad, ale pro skutečné „přepínání“ mezi metodami je 
třeba měnit μ  i v průběhu výpočtu, jak se blížíme k řešení x*. K tomu, abychom rozhodli, jak 
velký má tlumící parametr být, použijeme vzorec pro ρ, anglicky nazývané gain ratio. Tento 
Obrázek 3: Chyby numerických metod [12] 
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parametr nám udává jak vhodné μ jsme zvolili. Jedná se tedy o ukazatel toho, jak model 
v bodě x, v němž jsme rozvoj prováděli, odpovídá realitě [2, 3]. 
           (4.2.9) 
  
            
           
 
(4.2.10) 
            
 
 
   
          
(4.2.11) 
 
V čitateli rovnice 4.2.10 máme rozdíl funkčních hodnot v bodě x a v bodě xnew, 
ve jmenovateli máme model vytvořený v bodě x získaný Taylorovým rozvojem. Jak čitatel, 
tak i jmenovatel jsou kladné hodnoty, jestliže hslm je sestupný směr. V závislosti na tomto 
vztahu, lze určit tlumící parametr μ a to buď tak, jak to původně vymyslel Levenberg anebo 
tak, jak to později vylepšil Marquardt (obr. 4). Levenberg měl původně úpravu předepsanou 
pro tři hodnoty ρ, zatímco Marquart použil spojitou funkci, nicméně prahy (0,25 a 0,75) 
zůstaly. [2, 3] 
 
 
4.3. Genetický algoritmus 
Genetický algoritmus byl představen Johnem Hollandem v roce 1975. Vychází 
z evoluční teorie a je pro něj typické, že užívané termíny u tohoto algoritmu jsou převzaty 
právě z biologie [4]. 
Původně byl navržen s binárním kódováním, nicméně později byly vyvinuty metody 
pro reprezentaci jedinců založené na celých nebo reálných číslech [4, 5, 6]. 
Obrázek 4: Strategie uprávy µ navržená Marquardtem [2]. 
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Schéma algoritmu kopíruje evoluci známou z přírody (obr. 5). 
 
Nejprve je vygenerována počáteční náhodná populace řešení. Tato populace je 
následně ohodnocena na základě účelové funkce. Výhodné je využití elitismu neboli uchování 
nejlepší určité poměrné části jedinců. Tito jedinci jsou buďto umístěni přímo do další 
generace (klonování) nebo jim je umožněno se do další generace dostat v závislosti na tom, 
jestli je jejich ohodnocení lepší než hodnocení ostatních jedinců ve vytvořené generaci. Takto 
se předchází ztrátě dosavadních nejlepších řešení. Zároveň ale nejsou elitní jedinci vyloučeni 
z navazující operace výběru rodičů. 
Způsobů výběru rodičů se dá nalézt povícero. Nejběžnější způsobem je ruletový 
výběr, který každému jedinci přiřadí pravděpodobnost výběru (vhodnost). Generováním 
náhodného čísla s rovnoměrným rozdělením se zvolí vybraný jedinec. Jedincům s větší 
vhodností je přiřazena větší výseč (větší pravděpodobnost) na ruletovém kole (obr. 6) [5, 4, 
15,7]. 
  
Obrázek 5: Schéma genetického algoritmu [13] 
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Další možností je turnajový výběr. Náhodně se vygeneruje n-tice možných rodičů a na 
základě hodnoty účelové funkce každého z nich se určí vítěz turnaje, který se stane rodičem. 
Tento způsob výběru má výhodu v tom, že není nutné počítat vhodnost jedinců ke křížení. Pro 
vznik potomka je tedy nutné mít vždy dva rodiče. Počet jedinců vzniklých křížením je pak 
doplněním elitních jedinců do velikosti populace. 
Křížení je rekombinace genetického kódu jedince. Křížení v genetickém algoritmu 
probíhá tak, že se v určitém bodě řetězce (resp. v bodech) dojde k jeho přerušení a nahradí se 
příslušnou částí řetězce druhého z rodičů. Mezi základní typy křížení patří [4, 7] 
a) jednobodové křížení (obr. 7) 
b) vícebodové křížení (obr. 8) 
c) další typy (např. křížení v náhodných pozicích v řetězci) 
 
Obrázek 7: Jednobodové křížení [7] 
 
 
Obrázek 8: Vícebodové (dvoubodové) křížení [7] 
Navazujícím krokem v GA je mutace. Mutace je náhodná změna určitého genu 
v řetězci. Počet změn je dán mírou mutace. V binárním kódování to znamená přehození 
Obrázek 6: Výběr rodičů pomocí ruletového kola [7] 
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hodnoty genu na určité pozici z 0 na 1 a naopak. V oboru reálných čísel může být mutace 
provedena např. přičtením náhodného čísla. Tímto mechanismem se rozptylují jedinci 
v prostoru, čímž je umožněno překonávání lokálních extrémů a předejití tak předčasné 
konvergence [4, 5, 7]. 
Výběr rodičů, křížení a mutace probíhá, dokud nejsou dosaženy ukončující podmínky. 
Ukončujícími podmínkami obvykle bývá počet generací nebo nalezení dostatečně přesného 
řešení. 
 
4.4. Simulované žíhání 
Algoritmus vyvinutý v 80. letech minulého století se inspiroval procesem žíhání 
tuhého tělesa. Metoda má prostředky na překonání lokálních extrémů, tedy za určitých 
okolností připouští kroky vedoucí ke zhoršení účelové funkce [4].  
Žíhání je proces, při kterém se krystaly materiálu snaží dosáhnout co nejnižší 
energetické hodnoty. Cílem je vytvoření stabilní krystalické mřížky pro dosažení lepších 
materiálových vlastností. Proces začíná zahřáním kovu na tzv. žíhací teplotu, následně je 
materiál chlazen podle předem daného schématu a to tak pomalu, aby všechny částice měly 
dostatečný čas na své přeuspořádání do optimálního stavu [4, 9]. 
Schéma algoritmu je na obr. 5. Nejprve je náhodně vybrán bod z prohledávaného 
prostoru. Ten je ohodnocen a z předem definovaného sousedství je vybrán kandidátní bod. 
Mechanismus přijetí bodu se liší v závislosti na jeho ohodnocení. 
 
Obrázek 9: Schéma simulovaného žíhání – upraveno [14] 
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Jestliže je ohodnocení lepší než stávající, je bod přijat jako nový výchozí bod. Jestliže 
je ohodnocení horší neznamená to, že je odmítnut, ale rozhoduje se na základě Metropolisova 
kritéria [4, 9] 
         
 
          
  (4.4.1) 
T označuje teplotu, f(x) je hodnota účelové funkce v x, f(x0) hodnota účelové funkce v x0 
(výchozí bod) a P pravděpodobnost přijetí horšího řešení. 
Když tedy kandidátnímu řešení s horším ohodnocením takto přiřadíme 
pravděpodobnost, můžeme rozhodnout, zda bod přijmeme na základě porovnání hodnoty 
pravděpodobnosti s náhodným číslem s rovnoměrným rozdělením z intervalu <0,1>. Jestliže 
je náhodné číslo větší nebo rovno pravděpodobnosti přijetí, kandidátní bod přijmeme a ten se 
stane novým výchozím bodem. 
Jak je vidět z předcházejícího vztahu, funkce pravděpodobnosti je závislá jednak na 
teplotě a jednak na rozdílu hodnot účelové funkce v daných bodech. Teplota tedy hraje 
významnou roli. Návrh chladícího schématu je tedy jedním z klíčových faktorů. Nejběžnější 
postup je výpočet dekrementu teploty na základě znalosti počtu teplotních cyklů a počáteční 
a koncové teploty. Úbytek může vypadat například takto[4, 8.]: 
   
  
  
 
 
 
 (4.4.2) 
kde α má význam chladícího parametru (dekrement teploty), Ti je počáteční teplota, Tf je 
konečná teplota a p má význam počtu teplotních cyklů. 
Funkce poklesu teploty je pak vypočítána následujícím způsobem [8]: 
        
  (4.4.3) 
s významem symbolů nezměněným oproti předchozímu vztahu. 
Dalšími možnostmi je pak využití lineárního chlazení [8]: 
           (4.4.4) 
nebo logaritmické chlazení [8]: 
     
 
         
 (4.4.5) 
kde c označuje největší možný skok (bariéru) v dané funkci, d je parametr přírůstku (obvykle 
roven 1), p označuje teplotní cyklus. 
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Možnou vizualizací pravděpodobnostní funkce P(T,δ), kdy δ je rozdíl funkčních 
hodnoty v bodě x a v bodě x0, může být znázorněna jako na obr. 10. 
 
  
Obrázek 10: Možné zobrazení pravděpodobnostní funkce u SA 
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5. ŘEŠENÍ A VÝSLEDKY 
5.1. Postup řešení na základě rešerše 
Na základě informací z rešerše bylo rozhodnuto vytvořit nové zdrojové kódy raději 
než použít cizí. Tímto je sice pravděpodobné, že jejich vytvoření potrvá delší dobu, avšak 
tento způsob zaručuje větší kontrolu nad daným algoritmem a zároveň je pak snadnější kód 
upravovat. 
5.1.1. Společné prvky použitých metod 
Pro vybrané metody byly v rámci ladění a vývoje použity stejné funkce, které je třeba 
zdůraznit pro snadnější orientaci v následujících kapitolách. V této části budou popsány 
společné rysy metod ve fázi testování na jednodušší úloze mechanického oscilátoru. 
Reprezentace bodu řešení (jedince) 
Bod řešení je obecně vektor neznámých parametrů. Jestliže ale chceme provést 
simulaci modelu v Simulink, je nutné odeslat hodnoty i těch parametrů modelu, které jsou 
konstantní. 
Z důvodu přehlednosti bylo rozhodnuto, že tento sloupcový vektor je navíc rozšířen 
o řádek navíc, který po ohodnocení jedince obsahuje hodnotu účelové funkce. Parametry 
a konstanty jsou na libovolných pozicích (kromě posledního řádku), ale je tedy nutné 
abychom měli o pozici parametrů v reprezentaci bodu řešení informaci. Bod řešení (jedinec) x 
je tedy reprezentován jako: 
   
        
    
  (5.1.1) 
ParConst je sloupcový vektor parametrů a konstant na libovolných pozicích, f(x) je pak 
hodnota účelové funkce v bodě x. 
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Ohodnocovací funkce obj( ) 
 K ohodnocení bodů byla vytvořena funkce sloužící k zapsání hodnot parametrů 
a konstant do globální workspace, odkud je Simulink převezme a provede simulaci. Pro 
konkrétní model mech. oscilátoru vypadá tato funkce následovně (obr. 11): 
 
 Vstupními parametry je tedy matice bodů řešení s řádkem navíc pro ohodnocení. Tato 
matice může sestávat i z jednoho bodu řešení (jednoho jedince). Funkce vyžaduje ještě název 
modelu a název uložených dat. 
Postup je následující: 
1. načtení naměřených dat. 
2. určení počtu bodů řešení k ohodnocení. 
3. uložení naměřených dat do pracovní proměnné. 
4. cyklus simulace a vyčíslení účelové funkce pro každý bod řešení. 
5. vytvoření ohodnocené „generace“ jako výstupu z funkce. 
  
Obrázek 11: Funkce obj( ) pro mechanický oscilátor 
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Seřazovací funkce sorter( ) 
Tato funkce seřadí, obecně řečeno, matici ohodnocených bodů řešení (u GA generaci) 
a seřadí je podle hodnoty účelové funkce v posledním řádku vzestupně. Pokud se počet bodů 
k seřazení nerovná požadovanému počtu bodů, tato funkce ořízne matici tak, aby počet 
odpovídal předepsanému počtu. Funkce je na obr. 12. 
 
5.1.2. Levenberg-Marquardt s fixním tlumícím parametrem 
Tato metoda využívá pevně daného tlumícího parametru µ. Úspěch této metody závisí 
na tom, jak přesné řešení očekáváme za konečný počet iterací. Metoda totiž v sobě 
neobsahuje mechanismus přepínání kroku, a tak ve finálních fázích konverguje velmi pomalu. 
Vstupy algoritmu jsou: 
1. startovní bod 
2. krok numerické derivace 
3. tlumící parametr 
4. maximální počet iterací 
5. požadovaná přesnost řešení 
6. model v Simulink a naměřená data z reálné soustavy 
 
Význam startovního bodu byl popsán v kapitole 3.2. Sebelepší gradientní metoda není 
schopná překonat lokální extrémy, a proto je volba startovního bodu stěžejní. Krok numerické 
derivace určuje přesnost, s jakou aproximujeme tečnu sečnou. Krok by neměl být přehnaně 
malý a měl by korespondovat s obr. 3. Volba tlumícího parametru je v tomto případě velmi 
složitá a je lepší algoritmus spustit vícekrát s různými nastaveními tlumícího parametru. 
Omezení počtu iterací je rozumné z hlediska předejití nekonečné smyčky, přičemž 
požadovaná přesnost řešení zabrání nadbytečným krokům algoritmu. V poslední řadě je třeba 
mít vytvořený a správně nastavený model v Simulink a je nutné mít naměřené data z reálné 
soustavy. Po počátečním nastavení je možné přistoupit k algoritmu samotnému (obr. 13). 
Obrázek 12: Funkce sorter( ) 
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Nejprve je třeba vypočítat jacobián dle vztahu 4.2.2. Vzhledem k tomu, že máme 
jednu účelovou funkci, jacobián bude řádkový vektor. Dalším krokem algoritmu je výpočet 
gradientu s použitím rovnice 4.2.3. Se znalostí hodnot gradientu můžeme vypočítat krok 
metody za pomocí ortogonálních transformací, přičemž vycházíme ze vztahu 4.2.1. Nakonec 
ke stávajícímu x přičteme vypočtený krok hslm. Takto výpočet v cyklu postupuje, dokud není 
dosaženo maximálního počtu iterací nebo není dosaženo požadované přesnosti. 
5.1.3. Levenberg-Marquardt s adaptivním tlumícím parametrem 
V předchozí kapitole byl využit fixní tlumící parametr. Tato metoda je velmi 
jednoduchá, lehce naprogramovatelná a často účinná. Pokud ale požadujeme lepší efektivnost 
metody, je potřeba zvolit jiný krok v každé fázi běhu algoritmu. Proto bylo snahou odstranit 
nedostatky předchozí metody použitím konceptu o něco bližšímu, jako použil Levenberg 
a později vylepšil Marquardt. 
 V [2] se nachází pseudokód (označen jako Algorithm 3.16.), který popisuje tuto 
metodu s přizpůsobením tlumícího parametru. Vstupní parametry jsou shodné s předchozí 
kapitolou. 
 
LM secant pseudokód 1 
1 Proveď počáteční nastavení a ohodnocení 
2 if f(x) <= eps  
3     řešení nalezeno 
4 end 
5 while (nenalezeno řešení) AND (počet kroků k < kmax) 
6     if k~=1 AND f(x) <= eps 
7         řešení nalezeno 
Obrázek 13: Jádro algoritmu LM s fixním tlumícím parametrem 
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8         break 
9     end 
10     k=k+1; 
11     Vyřeš((A+µ*I)*hlm = -g (4.2.7) 
12     xnew = x + hlm; 
13     R = F(x) – F(xnew) = 0,5*f(x)’ * f(x); 
14     L= L(0) – L(hlm) = 0.5*hlm’*( µ *hlm – g); 
15     ρ= R/L; 
16     if ρ>0  
17         x = xnew; 
18         vypočti A, g; 
19         µ = µ*max(1/3,1-(2*ro-1)^3); 
20          v = 2; 
21     else 
22         µ = µ * v 
23          v =  v * 2 
24     end 
25 end 
 
Pokud však použijeme tento kód, nezřídka se stane, že metoda zhavaruje. Problémem 
je, že často je možné při iteracích získat zápornou hodnotu parametru ρ. Jmenovatel ρ je dán 
vztahem 4.2.11., přičemž platí, že [2] 
   
       (5.1.3.1) 
    
     (5.1.3.2) 
což znamená, že ve jmenovateli nemůžeme dostat záporné číslo. Problémem tedy musí být 
čitatel. Jak již bylo řečeno v kapitole 4.2. v sekci Algoritmus LM, výraz 
             (5.1.3.3) 
je kladný, jestliže hslm je krok v sestupném směru. Jestliže je tedy ρ záporné, nebyl proveden 
krok v sestupném směru. To může být způsobeno chybnou aproximací jacobiánu (vztahy 
4.2.2., 4.2.6.) [2, 1]. 
Pro odstranění tohoto jevu je v [2] popsána další strategie vhodná zejména pro 
problémy typu black-box. Vycházíme zde z Broydenovy formule označované anglicky jako 
Broyden’s update [1, 2]. 
         
  (5.1.3.4) 
  
               
   
 (5.1.3.5) 
Připomeňme jen, že J označuje numerickou aproximaci jakobiánu, h je krok metody, přičemž 
v našem případě je h=hslm a f(x) označuje hodnotu optimalizované funkce v bodě x 
(analogicky f(xnew)). 
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LM secant pseudokód 2 (pouze jádro metody) 
1 while (nenalezeno řešení) AND (počet kroků k < kmax) 
2     Vyřeš((A+µ*I)*hlm = -g) (4.2.7) 
3     xnew = x + hlm; 
4     Aktualizuj J dle vztahu (5.1.3.5) tímto způsobem: 
5     j=mod(j,n)+1; % n oznacuje pocet hledanych parametru 
6     if  abs(hlm(j))<0.8 norm(hlm) 
7         Aktualizuj J dle vztahu (5.1.3.5) s pouzitim xnew=x+ηe(j)▲ 
8     end 
9     xnew = x + hlm; 
10     Aktualizuj J dle vztahu (5.1.3.5) 
11     if pokud je krok v sestupném směru 
12         x=xnew 
13         uprav µ dle ρ 
14         vypočti A,g 
15     end 
16 end 
 
▲     if  x(j)==0 
        η = (krok numerické derivace)^2 
    else 
        η = (krok numerické derivace)*abs(x(j)) 
     end 
 
Tento způsob bohužel také nepřinesl lepší výsledky. Problematicky se jeví vztah pro 
výpočet η. Krok numerické derivace bývá obecně velmi malé číslo a pokud je tedy podmínka 
x(j) = 0 splněna, dostaneme číslo řádově ještě nižší. Pokud podmínka neplatí a hodnota 
parametru x(j) je rovněž malé číslo, dostáváme opět řádově velmi malé číslo a tímto 
způsobem nedocílíme potřebné úpravy a znovunastartování metody, alespoň tedy ne v případě 
této práce a provedených experimentů. 
S ohledem na dané skutečnosti a problémy těchto metod, bylo rozhodnuto po 
mnohačetném zkoušení a testování napsat vlastní kombinovanou metodu. Bylo zjištěno, že 
pokud metodu z LM pseudokódu 2 spustíme a nastane případ, že v určitém bodě algoritmus 
zhavaruje a z tohoto bodu spustíme metodu s počátečním nastavením znovu, metoda rychleji 
konverguje. Algoritmus byl tedy opatřen mechanismem v podobě podmínky zabraňující 
překročení maximální hodnoty tlumícího parametru µmax. Výsledek je pak zachycen 
v následujícím pseudokódu, jedná se o kombinaci předchozího a navíc je inspirován 
i algoritmem [3]. 
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LM Secant pseudokód 3 (finální verze) 
1 nastav(x,µ0,krok derivace hj,přesnost eps, µmax) 
2 vypočti(A,g) 
3 if f(x) <= eps AND norm(g)<=eps2 
4     řešení nalezeno 
5 end 
6 while (nenalezeno řešení) AND (počet kroků k < kmax) 
7     if norm(g)<=g_eps AND f(x) <= eps 
8         řešení nalezeno 
9         break 
10     end 
11     k=k+1; 
12     Vyřeš((A+µ*I)*hlm = -g (4.2.7) 
13     xnew = x + hlm; 
14     R = F(x) – F(xnew) = 0,5*f(x)’ * f(x); 
15     L= L(0) – L(hlm) = 0.5*hlm’*( µ *hlm – g); 
16     ρ= R/L; 
17     if ρ>0  
18         x = xnew; 
19         vypočti A, g; 
20         Aktualizuj J dle vztahu (5.1.3.4) 
21         µ = µ*max(1/3,1-(2*ro-1)^3); 
22          v = 2; 
23     if µ > µmax  
24         µ = µ0 
25          v = 2 
26     end 
27     else 
28         Aktualizuj J dle vztahu (5.1.3.4) 
29         vypočti A,g 
30     end 
31 end 
 
Hlavní odlišností tohoto kódu od předchozích je omezení nárůstu tlumícího parametru 
µ. Pokud tento roste nade všechny meze, euklidovská norma kroku hslm se limitně blíží 0, což 
následně způsobí „zamrznutí“ metody a v některých případech vede až k chybovému hlášení. 
Jestliže se dostaneme na horní hranici µ, je metoda z tohoto bodu spuštěna s počátečním 
nastavením, avšak počítadlo iterací metody samozřejmě není vynulováno. 
Dále metoda obsahuje Broydenovu formuli (5.1.3.4) i pokud máme hodnotu ρ větší 
než nula, což značí sestupný směr, nicméně ρ se snažíme v průběhu maximalizovat. 
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5.1.4. Genetický algoritmus 
Při tvorbě genetického algoritmu bylo dodrženo základní schéma, které je ilustrováno 
na obr. 14. Vstupy této metody jsou: 
1. počet jedinců v populaci 
2. počet generací 
3. hranice prohledávaného prostoru 
4. míra mutace 
5. míra elitismu 
6. počet soupeřů ve výběrovém turnaji 
7. model v Simulink a naměřená data z reálné soustavy 
 
Nejprve je vygenerována počáteční populace na základě vztahu [4]: 
    
                 
       
        
   (5.1.4.1) 
kde xi,j označuje j-tý parametr i-tého jedince, horní index Hi označuje horní hranici j-tého 
parametru a Lo označuje spodní hranici j-tého parametru. 
Po sestavení počáteční generace, je tato generace ohodnocena a za pomocí funkce 
sorter( ) seřazena. Nejlepší jedinci jsou uloženi a přistupuje se k výběru rodičů. Výběr rodičů 
je dělán turnajově, přičemž se vždy vygeneruje n-tice náhodných jedinců a v závislosti na 
hodnotě účelové funkce je vybrán jedinec, který se stane rodičem. 
Dalším krokem je křížení, použito bylo křížení jednobodové, přičemž musí být brána 
na zřetel reprezentace jedinců, která obsahuje i konstanty. Bod křížení musí být vybrán vždy 
za neznámým parametrem, přičemž nesmí být vybrán poslední parametr, aby mělo křížení 
smysl. 
Po křížení následuje mutace. Mutace parametrů reprezentovaných reálnými čísly je 
zmíněna v [6] - v této práci bylo postupováno dle následujícího vztahu: 
    
                  (5.1.4.1) 
kde xij označuje j-tý parametr i-tého jedince, σj je směrodatná odchylka j-tého parametru 
v populaci a randn označuje náhodné číslo z normálního rozdělení se střední hodnotou v 0 
a hodnotou variance 1. 
Nová generace sestává z potomků, ke kterým jsou připojeni elitní jedinci. Tímto lze 
dosáhnout generace větší než bylo předepsáno, avšak funkcí sorter( ) je po ohodnocení počet 
jedinců omezen na předepsanou hodnotu s tím, že nejhorší nadbyteční jedinci jsou smazáni. 
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Obrázek 14: Diagram vytvořeného GA 
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5.1.5. Simulované žíhání 
Jako v předchozích případech i zde byla dodržena standardní struktura vycházející 
z [4] a [9]. Základní schéma je na obr. 15. Vstupními parametry pro použitou metodu SA 
jsou: 
1. počet spuštění metody Monte Carlo 
2. počet teplotních cyklů 
3. parametry m a n, určující velikost přijaté změny δ 
4. velikost sousedství 
5. hranice prohledávaného prostoru 
6. maximální počet zamrznutí 
7. model v Simulink  a naměřená data z reálné soustavy 
Označíme-li  
              (5.1.5.1) 
 a upravíme rovnici 4.4.1, dostaneme vztah pro výpočet teploty 
   
 
   
 (5.1.5.2) 
přičemž T označuje teplotu a P pravděpodobnost přijetí. 
Výpočet počáteční a finální teploty byl navržen s využitím hodnot získaných z metody 
Monte Carlo. 
    
                
     
 (5.1.5.3) 
    
                
     
 (5.1.5.4) 
Ti označuje počáteční teplotu, Tf finální teplotu, MCmax a MCmin jsou maximální resp. 
minimální hodnoty účelové funkce získané metodou Monte Carlo (náhodným prohledáváním) 
Parametry m a n slouží k ladění a musí platit, že m,n > 0, přičemž m>n. Obykle jsou 
hodnoty m, n z intervalu <0,1>. Tímto je splněná nutná podmínka, že 
      (5.1.5.5) 
Pro chladící schéma bylo vybráno to ze vztahu 4.4.3. Toto schéma zaručuje dostatečně 
pomalé chlazení a není obtížné určit dekrement teploty. 
Přijetí kandidátního bodu může být provedeno na základě Metropolisova kritéria [4, 9] 
       (5.1.5.6) 
P je pravděpodobnost ze vztahu 4.4.1 a rand je náhodné číslo z intervalu <0,1> 
z rovnoměrného rozdělení. 
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Obrázek 15: Diagram SA 
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5.2. Výchozí nastavení pro nástroj MPE 
Pro nástroj MPE bylo nutné pokusit se najít co možná nejlepší nastavení pro jednotlivé 
metody. Detailní popis programu MPE i práce s ním lze nalézt v [11]. 
Co se týče metod a algoritmů, ty jsou uloženy jako funkce ve složce 
..MPE_R2012b/Funs/Methods a zde k nim program přistupuje. Obecně mají funkce 
jednoduchou strukturu: 
1. vytvoření struktury s odkazem na jádro algoritmu m_solve a objektu 
funs.properties, který obsahuje počáteční nastavení 
2. jádro algoritmu m_solve 
3. pomocné funkce 
 
Popisem fungování MPE se zabývá práce [11], nicméně zde je důležité propojit 
počáteční nastavení se vztahy v předcházejících kapitolách (zejména kapitol 4.2.–4.4., 5.1.), 
popřípadě okomentovat doporučená nastavení. 
 
5.2.1. Nastavení algoritmů LM 
Vysvětlení nastavitelných parametrů algoritmu je v tabulce 1. 
 
Tabulka 1: Výchozí hodnoty nastavení LM fix 
Název Vysvětlení Výchozí hodnota 
NumberOfIteration Max. počet iterací 200 
ShowSimulation Zobrazení průběhu simulace Off 
Tolerance 
Tolerance pro odlišnosti 
parametrů 
0 
mi Tlumící parametr 0,001 
hj Krok num. derivace 0,0001 
eps Požadovaná přesnost řešení 0,001 
StartPoint 
Startovní bod (sloupcový 
nebo řádkový vektor 
počátečních bodů včetně 
konstant v přesném pořadí) 
[ ] 
MaxTime Časový limit v sekundách [ ] 
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g_eps 
Požadovaná velikost 
euklidovské normy gradientu 
(slouží k určení lokálního 
minima) 
1e-6 
 
V případě algoritmu LM s adaptivním tlumícím parametrem µ, kdy nastavení 
parametru µ nastavením počátečního µ0. Další změnou je nastavení horní hranice parametru 
µmax (viz. LM adapt pseudokód 3). Tyto dvě nastavení jsou zaznamenána v tabulce 2. 
 
Tabulka 2: Výchozí nastavení LM adapt 
Název Vysvětlení Výchozí hodnota 
mi0 Počáteční tlumící parametr 0,001 
mimax 
Maximální hodnota 
tlumícího parametru 
1e4 
 
V případě těchto dvou verzí algoritmu LM je žádoucí tato výchozí nastavení měnit, 
protože je velmi obtížené vytvořit univerzální nastavení. 
 
5.2.2. Nastavení genetického algoritmu 
Počáteční nastavení genetického algoritmu je shrnuto v tabulce 3. 
Tabulka 3: Výchozí nastavení GA 
Název Vysvětlení Výchozí hodnota 
NumberOfGenerations Počet generací 10 
ShowSimulation Zobrazení průběhu simulace Off 
Tolerance 
Tolerance pro odlišnosti 
parametrů 
0 
Individuals Počet jedinců v generaci 
20* Počet hledaných 
parametrů 
ElitePrecentage Poměr elitních jedinců 0,02 
Mutation rate Míra mutace 0,3▲ 
RivalsCount Počet jedinců v turnaji 3 
  DIPLOMOVÁ PRÁCE 
 39 
▲Použitý způsob mutace vyžaduje vyšší hodnoty míry mutace. Mutace je řízena 
směrodatnou odchylkou příslušného parametru v celé populaci, přičemž mutace v průběhu 
slábne s tím, jak se jedinci sobě začínají podobat (geny jednotlivých jedinců se hodnotově 
přibližují). Výsledky z testovací funkce pro různé míry mutace jsou na obr. 16. 
 
 
Obrázek 16: Vliv míry mutace na kvalitu dosažených řešení 
 
Nejlepších výsledků bylo dosaženo, když míra mutace byla mezi hodnotou 0,3 až 0,4. 
Vyšší hodnoty není vhodné používat, protože testovací úloha byla unimodální 
a u multimodálních funkcí by nemusely tyto hodnoty dosahovat kvalitních řešení. 
5.2.3. Nastavení simulovaného žíhání 
Nastavení algoritmu SA v rámci nástroje MPE je shrnuto v následující tabulce (tab. 4). 
Tabulka 4: Výchozí nastavení SA 
Nastavení Vysvětlení Výchozí hodnota 
CyclesPerVariable Počet teplotních cyklů na 
hledaný parametr 
1000 
ShowSimulation Zobrazení průběhu simulace Off 
Tolerance 
Tolerance pro odlišnosti 
parametů 
0 
NumberOfMC 
Počet předcházejících 
simulací metodou MC 
1000 
gamma Velikost sousedství 0,02 
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maxTrials 
Počet pokusů v případě 
neúspěšného přijetí bodu 
10 
m 
Maximální přijaté δ při 
počáteční teplotě 
0,1 
n 
Maximální přijaté δ při 
finální teplotě 
1e-5 
maxMinutes 
Časový limit zadávaný 
v minutách 
Inf (neomezeně) 
frzPar 
Udává v kolikati teplotních 
cyklech nemusí najít 
algoritmus přijatelný bod 
5 
 
5.3. Úloha 1: Mechanický oscilátor se dvěma neznámými parametry 
5.3.1. Popis úlohy 1 
Mechanický oscilátor je bezpochyby nejčastěji řešený problém dynamiky, protože jej 
lze chápat jako náhradní schéma (mechanická analogie RLC obvodů), většiny dynamických 
soustav (např. náprava auta a mnohé další), a proto byla vybrána právě tato úloha. Tato úloha 
zahrnovala vytvoření vlastního modelu a pomocných funkcí na ohodnocení a provedení 
simulaci. 
 
Definice úlohy 
Mějme volný mechanický oscilátor (obr. 10) se známou hmotností m a známou 
počáteční polohou x0. Tento oscilátor je zavěšen k základnímu tělesu za pomocí pružiny 
s neznámou tuhostí k  a tlumiče s neznámým tlumením b. Oscilátor není buzen vnější silou. 
 
Obrázek 17: Schéma mechanického oscilátoru 
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Aby bylo možné tuto úlohu řešit, je nejprve nutné si v prostředí Simulink vytvořit 
matematický model. Dalším krokem je provedení simulace s požadovaným nastavením (tab. 
5), abychom takto dostali potřebná srovnávací data. Srovnávaným výstupem z modelu 
s navrhovanými řešeními bude poloha oscilátoru x. Matematický model v Simulink je na 
obrázku 18. 
Tabulka 5: Nastavení simulace pro získání srovnávacích dat 
Parametr simulace Hodnota 
Řešič Fixed step, ode4 (Runge – Kutta) 
Krok simulace 1e-3 
Tuhost k [N/m] 10 
Tlumení b [N.s/m] 4 
Počáteční poloha x0 [m] 0 
Hmotnost [kg] 5 
 
 
Obrázek 18: Matematický model oscilátoru 
 
K hledání neznámých parametrů byly použity postupně metody LM, GA, SA 
a následně výsledky z nich vyhodnoceny. Nutno podotknout, že nastavení řešiče i kroku 
simulace musí zůstat nezměněné pro všechny simulace. Rozsah hledaných parametrů je také 
stejný, avšak pro metodu LM nemá význam takový, že by omezovala nalezené řešení 
(problém typu unconstrained), nýbrž jako rozsah, odkud jsou vybírány startovací body. 
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5.3.2. Úloha 1: Levenberg-Marquardt s fixním tlumícím parametrem 
Metoda LM (tlumené nejmenší čtverce) vyžaduje jako vstup startovní bod, a proto 
byla vytvořena síť startovacích bodů, jejichž souřadnice reprezentují hodnoty tuhosti 
k a tlumení b. Dále je třeba určit tlumící parametr μ a krok numerické derivace hJ – tyto 
mohou mít zásadní vliv na konvergenci a popř. na kvalitu dosaženého řešení. V tomto případě 
byly oba parametry stanoveny jako fixní. Abychom se vyhnuli nekonečné smyčce, byl 
stanoven maximální počet iterací. Nastavení metody je v tabulce 6. 
 
Tabulka 6:Nastavení metody LM 
Nastavení Hodnota 
Tlumící parametr µ 0,001 
Krok numerické derivace 0,0001 
Rozsah sítě parametru k 0 - 30 
Rozsah sítě parametru b 0-20 
Síť startovacích bodů Čtvercová s hranou délky 1 
Požadovaná kvalita řešení MSE ≤ 0,001 
Hledané řešení (minimum funkce)  k = 10 b = 4 
 
Díky znalostem hodnot MSE v síťových bodech bylo možno vykreslit plochu 
(obr. 19), která je grafickým vyjádřením daného problému. 
Nutno podotknout, že např. v bodě [0,0] je hodnota MSE přibližně rovna 70 000 – 
jedná se o maximum této funkce na v daném rozmezí. Hnědou barvou je tedy vybarvena 
plocha s hodnotou MSE větší než 100. 
Černě jsou vyznačeny body, ze kterých metoda dosáhla řešení dříve, než byl dosažen 
maximální počet kroků. Z bodů označených fialovou barvou (magenta) metoda dosáhla 
požadované přesnosti právě v 30. (maximální možné) iteraci. Poslední skupinou jsou žlutě 
označené body, ve kterých metoda nedospěla k řešení s požadovanou přesností v rámci 
maximálního počtu iterací. 
Všechny tyto body však konvergovaly k řešení s požadovanou přesností, nicméně by 
bylo třeba více iterací. Na daném intervalu tedy nejsou body, ze kterých by metoda 
zhavarovala dosáhnutím lokálního minima, protože, jak je vidět, jedná se o unimodální funkci 
s minimem v bodě [10,4], které je na v obrázku označeno červeným kroužkem. 
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Pro vybrané body je na obrázku 20 zobrazeny body, kterými postupnými iteracemi 
probíhala metoda LM. 
 
Obrázek 20: Kroky metody LM v jednotlivých bodech 
 
Časový průběh je na obr. 21, přičemž hodnota průměrného času na průběh metody 
s řešením v požadované přesnosti je 8,5788 s, medián je roven 8,2292 s.  
Obrázek 19: Mapa konvergence LM 
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5.3.3. Úloha 1: Levenberg-Marquard s adaptivním tlumícím parametrem 
Ze stejné sítě startovních bodů byla spuštěna i metoda LM s adaptivním tlumícím 
parametrem. Počáteční nastavení je v tabulce 7. 
 
Tabulka 7: Počáteční hodnota metody LM adapt 
Nastavení Hodnota 
Počáteční tlumící parametr µ0 0,1 
Krok numerické derivace 1e-8 
Rozsah sítě parametru k 0 - 30 
Rozsah sítě parametru b 0-20 
Síť startovních bodů Čtvercová s hranou délky 1 
Požadovaná kvalita řešení MSE ≤ 1e-6 
Hledané řešení (minimum funkce)  k = 10 b = 4 
Maximální počet iterací 200 
 
S tímto nastavením metoda dosáhla požadovaného řešení v 95% startovních bodů. Co 
se týče zbylých 5%, metoda nekonvergovala v důsledku příliš malých kroků a vyčerpání 
maximálního počtu iterací. Tyto body měly společnou jednu věc – všechny kroky byly 
podniknuty v sestupném směru, přičemž gain ratio ρ bylo kladné, avšak velmi malé 
(maximálně v řádu desetin). Algoritmus tedy při zpomalení nepružně reagoval na stávající 
situaci. 
Obrázek 21: Časový průběh LM s fixním tlumícím parametrem 
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Pokud však bylo v těchto bodech pozměněno µ0 na hodnotu 0,01, ve všech případech 
bylo nalezeno řešení s dostatečnou přesností. Na obrázku 22 je mapa konvergence použitého 
algoritmu. Červenými křížky jsou označeny body, ze kterých metoda na první pokus 
nezkonvergovala. 
 
Obrázek 22: Mapa konvergence metody LM s adaptivním tlumícím parametrem 
 
Z časového průběhu (obr. 23) lze rozpoznat vzdalování se a přibližování se 
startovacího bodu vzhledem k hledanému řešení, zvýšení doby trvání výpočtu v závěru je 
dáno větší vzdáleností startovních bodů od řešení a také zahřátím jádra procesoru. 
 
 
 
Obrázek 23: Časový průběh LM adapt 
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Srovnání s LM s fixním tlumícím parametrem 
Jestliže chceme porovnávat algoritmy LM v obou verzích, musíme nejprve zaručit, 
alespoň do té míry jak je to jen možné, stejné podmínky. Algoritmus s fixním krokem jsme 
tedy spustili znovu s nastavením z následující tabulky (tab. 8): 
 
Tabulka 8: Nastavení LM fix pro srovnání 
Nastavení Hodnota 
Tlumící parametr µ 0,01 
Krok numerické derivace 1e-8 
Rozsah sítě parametru k 0 - 30 
Rozsah sítě parametru b 0-20 
Síť startovacích bodů Čtvercová s hranou délky 1 
Požadovaná kvalita řešení MSE ≤ 1e-6 
Hledané řešení (minimum funkce)  k = 10 b = 4 
Maximální počet iterací 200 
 
Vykreslili jsme stejnou mapu konvergence jako na obr. 23. Požadované přesnosti 
nedosáhla metoda za maximální počet iterací z žádného startovního bodu. Pouze ze 4 bodů 
včetně minima [10,4] dosáhl algoritmus přesnosti menší nebo rovno 1e-5, nutno zmínit, že 
tyto body byly v těsném sousedství minima. Situace je demonstrována na obr. 24, kde fialově 
jsou označeny body, které dosáhly přesnosti alespoň 1e-5. Časový průběh je na obr. 25. 
 
Obrázek 24: Srovnávací mapa algoritmu LM fix se srovnávacím nastavením 
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Obrázek 25: Časový průběh metody LM fix (porovnání s LM adapt) 
 
5.3.4. Úloha 1: Genetický algoritmus 
Pro stejnou úlohu byl pro srovnání použit genetický algoritmus. Počáteční nastavení je 
v tab. 9. 
Tabulka 9: Nastavení GA 
Nastavení Hodnota 
Počet generací 10 
Počet jedinců v generaci 40 
Míra elitismu 0,1 
Počet elitních jedinců 4 
Míra mutace 0,35 
Počet soupeřů v turnaji 3 
 
Rozsah hledaných parametrů se shoduje s rozsahem sítě startovních bodů metody LM 
popsané v přecházející podkapitole – pro parametr k tedy 0-30, pro parametr b 0-20. 
Zde mají rozsahy jiný význam než u LM - všechny nalezené parametry budou právě 
z těchto rozsahů. Abychom eliminovali náhodné nalezení kvalitního řešení, byl genetický 
algoritmus spuštěn se stejným nastavením 20 krát. Byl měřen čas každého testu a z nejlepších 
řešení v každé generaci byl spočítán průměr a medián. Vývoj mediánu a průměru nejlepších 
řešení v jednotlivých generacích ze všech testů je na obr. 26, časový průběh každého z testů je 
na obr. 27. 
Jak plyne z obr. 26, k dosažení kvalitního řešení, za což je považováno MSE <= 0,001, 
dojde již během 6-7 generace. 10 generací je tedy v tomto případě zbytečné, avšak pokud by 
byla požadována větší přesnost řešení, má takovýto počet význam, protože metoda stále 
dosahovala lepších řešení i v poslední generaci. Při testování s daným rozsahem parametrů 
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a s daným nastavením nedošlo k zamrznutí metody – tedy stavu, kdy jsou všichni jedinci 
v dané generaci stejní (nebo velmi podobní) a použitý způsob mutace nefunguje z toho 
důvodu, že směrodatné odchylky parametrů v celé generaci jsou nulové nebo jsou velmi 
blízké nule. 
 
 
Obrázek 26: Vývoj průměru a mediánu MSE pro jednotlivé generace 
 
Z hlediska časového byl medián každého běhu genetického algoritmu roven 68,24 s, 
průměr pak o něco nižší 67,11 s. Rostoucí tendence ve vývoji časů simulace je způsoben 
zahřátím procesoru. 
 
Obrázek 27: Časový průběh jednotlivých testů GA 
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5.3.5. Úloha 1: Simulované žíhání 
Další na řadě je metoda simulovaného žíhání. Rozsahy zůstaly opět nezměněné oproti 
předcházejícím metodám. Jedná se o tzv. constrained optimalizaci a tedy nalezené parametry 
budou z příslušných rozsahů. Počáteční nastavení je v tabulce 10. 
 
Tabulka 10: Počáteční nastavení SA 
Nastavení Hodnota 
Počet MC 500 
Počet teplotních cyklů 2000 
Velikost sousedství γ 0,05 
Parametr m 0,1 
Parametr n 0,001 
Počet pokusů v sousedství 10 
Parametr zamrznutí 5 
Maximální čas Inf 
Pozn.: MC je zkratka metody Monte Carlo. 
Na následujícím grafu (obr. 28) lze vidět nejlepší řešení získané z jednotlivých testů. 
Lze si povšimnout, že požadované přesnosti (MSE = 0,001) většina testů nedosáhla. 
Důvodem je nepřesné nastavení počátečních parametrů, což je Achillova pata simulovaného 
žíhání obecně. 
Vývoj doby trvání jednotlivých testů (obr. 29) vykazuje tvarovou podobnost s GA. 
Pokud se však detailněji podíváme na hodnoty, zjistíme, že jsou téměř 5 krát větší než u GA. 
Obrázek 28: Vývoj nejlepších MSE nejlepších řešení pro jednotlivé testy pru úlohu 1 
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To je taktéž jeden z hlavních argumentů kritiků simulovaného žíhání – vysoký výpočetní čas 
způsobený vyšším počtem ohodnocení. 
Na obr. 30 je typický průběh SA. Zpočátku se algoritmus chová jako algoritmus 
známý jako Random walk a slepě prochází prostorem. S tím, jak klesá teplota, snižuje se 
i pravděpodobnost přijetí horších řešení dané hodnoty a postupně spějí přijatá řešení směrem 
k minimu. Metoda při nízkých teplotách přijímá jen malá zhoršení a začne u ní převládat 
chování podobné algoritmu Hill climb search, který přijímá jen hodnoty lepší než stávající, 
avšak nikdy se nestane tímto algoritmem v jeho ryzí podobě. 
 
Obrázek 29: Časový průběh jednotlivých testů SA pro úlohu 1 
 
Obrázek 30: Průběh vybraného testu SA pro úlohu 1 
 
5.3.6. Srovnání výsledků jednotlivých metod pro úlohu 1 
V této úloze bylo tedy zjištěno, že funkce reprezentující mechanický oscilátor v daném 
rozsahu hodnot je unimodální s globálním minimem v bodě [10,4]. Použité metody byly 
testovány z hlediska časové náročnosti a přesnosti dosaženého řešení. Každá reprezentuje 
jinou skupinu optimalizačních metod, a tak je jejich přímé srovnávání „nefér“, ale z pohledu 
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běžného uživatele bez předchozích znalostí je dobré mít alespoň odhad, jakých výsledků 
dosáhneme a jaký čas si pro jejich hledání vyhradit. 
Nekorektní z pohledu srovnání kvality hledaného řešení bylo předepsání požadované 
MSE pro metodu LM s fixním tlumícím parametrem. Metoda z vlastní podstaty nemůže 
zefektivnit svůj postup směrem k hledanému řešení, a tedy není vhodné ji používat, jsou-li 
vyžadována řešení s vyšší přesností. Pokud však požadujeme co nejrychlejší lokalizaci řešení, 
je metoda LM s fixním tlumícím parametrem jasně nejlepší. 
Použití adaptivního tlumícího parametru LM vedlo k zefektivnění a obecně lepší 
konvergenci než v předchozím případě. Přesto, metoda z 5% startovacích bodů za maximální 
počet iterací nedosáhla na první pokus požadované přesnosti (bylo třeba změnit počáteční 
nastavení µ0). 
GA dosáhl v testu velmi kvalitních výsledků. GA se jeví jako velmi robustní nástroj, 
u kterého byl získán slušný poměr vynaloženého času k přesnosti dosaženého řešení. 
Hlavní výhodou SA, jak již bylo zmíněno, je schopnost překonávat lokální extrémy, 
které se v této funkci nevyskytují, tudíž použití metody na tento problém není vhodné, 
narážíme zde na tzv. No free lunch teorém popsaný v [4]. Proto při této úloze se vychází jako 
jasně nejhorší. Srovnání použitých metod je v tabulce 11. 
 
Tabulka 11: Srovnání metod u úlohy 1 
 LM fix. µ LM adapt. µ GA SA 
Přesnost řešení 
(řádově) 
1e-3 až 1e-4 1e-6 1e-4 až 1e-5 1e-2 až 1e-3 
Čas jednoho 
běhu 
Průměr: 8,59 s 
Medián: 8,23 s 
Průměr: 13,27 s 
Medián: 8,82 s 
Průměr: 67,11 s 
Medián: 68,24 s 
Průměr: 362,07 s 
Medián: 374,12 s 
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5.4. Úloha 2: Škrticí klapka 
5.4.1. Popis úlohy 2 
Elektronická škrticí klapka (obr. 31) slouží k regulaci průtoku tekutin. V rámci práce 
[11] byl vytvořen model klapky (obr. 32). Na reálné klapce bylo naměřeno více sad dat 
s různými počátečními podmínkami. Tento model a data posloužily k otestování algoritmů 
uvnitř nástroje Mechlab Parameter Estimation. Záměrem bylo otestování funkčnosti 
implementovaných algoritmů na reálných úlohách. 
 
Obrázek 31: Škrticí klapka [16] 
 
MPE umožňuje porovnávat a vyhodnocovat chybu s více sadami dat. Pro tuto úlohu 
byly použity dvě sady dat a snahou bylo nalézt co nejmenší chybu odezvy modelu pro obě 
odezvy získané z těchto dat. V tabulce 12 jsou názvy modelů a dat pro úlohu 2. 
 
Obrázek 32: Model škticí klapky v Simulink [11] 
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Tabulka 12: Názvy modelů a dat pro úlohu 2 
 Název souboru 
Model klapky dyn_est_R2012b_phi0_D1.slx 
Data 1 D1_fast.mat 
Data 2 D3_faster.mat 
 
Hledány byly 4 neznámé parametry (J, k, b, k0). Parametr f0 byl určen experimentem 
a je považován za konstantu. Popis významu parametrů lze nalézt v práci [18]. Rozsahy, ve 
kterých bylo hledáno (popř. kde byly vybrány startovací body), jsou uvedeny v tabulce 13. 
 
Tabulka 13: Rozsahy a síť startovacích bodů úlohy 2 
Nastavení Hodnota 
Rozsah J [g.m
2
] 0,1 - 30 
Rozsah b [N.s/m] 0,1 - 3 
f0 [N.m] 0,0864 
Rozsah k [N/m] 0,1 - 3 
Rozsah k0 [N/m] 0,1 - 3 
Vektor startovních bodů: J [8 18 28] 
Vektory startovních bodů: b, k, k0 [0,2 1,4 2,6] 
Počet startovních bodů 81 
 
Síť startovních bodů byla vytvořena jako všechny kombinace z výše uvedených 
vektorů (počet tedy bude 34 = 81). 
 
5.4.2. Úloha 2: LM s fixním tlumícím parametrem 
Počáteční nastavení je v tabulce 14. Bohužel, tato metoda velmi často selhávala, a tak 
bylo nutné využít konstrukce try-catch. Přesto, některá spuštění, která zahlásila chybu, 
dokázala ještě před tímto chybovým hlášením nalézt kvalitní řešení. 
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Tabulka 14: Nastavení metody LM fix 
Nastavení Hodnota 
Počet iterací 120 
Krok numerické derivace hj 1e-4 
Tlumící parametr µ 0,1 
 
Z 81 startovacích bodů bylo 22 s chybovým hlášením, z toho 5 dokázalo najít řešení 
s přijatelnou chybou, za což byla považována hodnota MSE < 0,005. Celkově byla tato 
přijatelná chyba dosažena pouze ve 42 případech z 81. 
Vzhledem k nepříliš dobré úspěšnosti nemá smysl vykreslovat odezvy získané 
z modelu, a to i přes to, že některá řešení dosáhla jedněch z nejlepších výsledků pro úlohu 2. 
5.4.3. Úloha 2: LM s adaptivním tlumícím parametrem 
Navržený algoritmus při použití na této úloze absolutně nefungoval. Algoritmus 
havaroval obvykle z důvodu předepsání příliš malého kroku. 
Byly vyzkoušeny téměř veškeré možné nastavení, přesto, ačkoliv bylo hlášení bez 
chyby, kroky metody byly tak malé, že za 120 iterací nedošlo ani zdánlivě k nalezení řešení 
s přijatelnou chybou (nejlepší řešení se pohybovala okolo MSE = 0,006) 
Jako příčiny tohoto neúspěchu lze označit zejména problém se škálováním úlohy, další 
možnou chybou algoritmu je použití nevhodného modelu, který se pokouší aproximovat 
účelovovou funkci v okolí bodu, ve kterém se nacházíme, přičemž ten má zásadní vliv na 
volbu tlumícího parametru, a tím i nepřímo na krok algoritmu. 
Problém se škálováním popisuje [1], škálování obsahuje i algoritmus popsaný v [3]. 
Situaci popisuje následující obrázek (obr. 56). 
 
Obrázek 33: Problém s měřítkem ilustrovaný na kroku metody největšího spádu [1] 
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Škálování lze zavést do metody LM tím, že ve vztahu 4.2.1 nahradíme jednotkovou 
matici I maticí měřítka D [3, 1]. 
                (5.4.2) 
Jde tedy o to, že hledané parametry „tlumíme“ nestejně v měřítku – na diagonále matice D 
budou tedy měřítka pro jednotlivé neznámé parametry, které by snad bylo možné získat 
z parciálních numerických derivací použitých pro výpočet jacobiánu. Pokud bylo použito 
automatické škálování, tak jak je užito v [3], nevedlo ani toto k ovlivnění špatných výsledků 
algoritmu. 
Druhý problém je chybný model, na základě něhož dochází k ohodnocení správnosti 
použitého kroku a následně k úpravě tlumícího parametru µ. Model byl zřejmě hlavním 
důvodem neúspěchu v této úloze, protože pokud již byla, což bylo pouze ve zlomku 
provedených kroků, hodnota ρ (vztah 4.2.10) kladná, byla velmi malá, řádově 0,01 – 0,1, což 
znamená že hodnota účelové funkce příliš neodpovídala přepokládané hodnotě. Řešením by 
mohlo být nahrazení modelu z publikace [2] některým ze složitějších modelů popsaných 
v [1]. 
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5.4.4. Úloha 2: Genetický algoritmus 
Pro úlohu klapky byl genetický algoritmus spuštěn s následujícím nastavením (tab 15) 
Tabulka 15: Nastavení GA pro úlohu 2 
Nastavení Hodnota 
Počet generací 10 
Počet jedinců v generaci 80 
Míra elitismu 0,2 
Počet elitních jedinců 16 
Míra mutace 0,3 
Počet soupeřů v turnaji 3 
 
Na obr. 34 je vývoj mediánu a průměru MSE v jednotlivých generací spočítané ze 
všech testů, poté je zařazen obrázek s časovým průběhem (obr. 35) a naposled jsou zařazeny 
obrázky s porovnáním naměřených odezev a odezvev nejlepších nalezených řešení 
jednotlivých testů (obr. 36 a 37). 
 
 
 
 
 
Obrázek 34: Vývoj průměru a mediánu MSE v jednotlivých generacích pro úlohu 2 (GA) 
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Obrázek 35: Časový průběh pro úlohu 2 (GA) 
 
 
 
 
 
Obrázek 36: Porovnání nejlepších řešení s daty 1 (GA) 
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Obrázek 37: Porovnání nejlepších řešení s daty 2 (GA) 
 
5.4.5. Úloha 2: Simulované žíhání 
Simulované žíhání bylo použito s nastvením popsaným v tabulce 16. 
 
Tabulka 16: Nastavení SA pro úlohu 2 
Nastavení Hodnota 
Počet MC 1000 
Počet teplotních cyklů 4000 
Velikost sousedství γ 0,05 
Parametr m 0,1 
Parametr n 0,001 
Počet pokusů v sousedství 10 
Parametr zamrznutí 5 
Maximální čas Inf 
 
Úloha 2 byla pro simulované žíhání vyhodnocena obdobným způsobem jako GA 
z kapitoly 5.4.4. Pro každou sadu dat byly vykresleny dva grafy. Pro data 1 je na obr. 38 
porovnání naměřené odezvy s algoritmem SA, na obr. 39 je pak to samé srovnání tentokrát 
čistě s jádrem algoritmu SA (bez MC). Pro data 2 jsou vykresleny odpovídající odezvy 
v porovnání s naměřenou odezvou z klapky (obr. 40 resp 41). Posledním obrázkem v sadě je 
časový průběh jednotlivých testů (obr. 42). 
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Obrázek 38: Porovnání nejlepších řešení jednotlivých testů pro SA (data 1) 
 
 
 
 
 
 
Obrázek 39: Porovnání nejlepších řešení dosažené bez metody MC (data 1) 
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Obrázek 40: Porovnání nejlepších řešení jednotlivých testů pro SA (data 2) 
 
 
 
 
 
 
 
Obrázek 41: Porovnání nejlepších řešení dosažené bez metody MC (data2) 
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Obrázek 42: Časový průběh SA (úloha 2) 
 
 
5.4.6. Úloha 2: Genetický algoritmus MATLAB 
Pro úlohu škrticí klapky bylo použito GA z Matlab Optimization Toolboxu 
s počátečním nastavením (tab. 17), které se mělo přiblížit nastavení GA v kapitole 5.4.4., 
abychom mohli algoritmy co nejlépe porovnat. 
 
Tabulka 17: Nastavení GA Matlab 
Nastavení Hodnota 
Počet generací 10 
Počet jedinců v generaci 80 
Počet elitních jedinců 5 
Míra mutace 0,03 
Crossover fraction * 0,8 
* udává jaká část následující generace je vytvořena křížením 
 
Testování probíhalo obdobně jako v kapitole 5.4.3. Bylo spuštěno 20 testů a z nich byl 
statisticky vyhodnocen průměr a medián nejlepších řešení pro daný test a druhým statisticky 
vyhodnocovaným údajem byla časová náročnost. 
Na obr. 43 je vyhodnocení MSE pro jednotlivé generace, na následujícím obrázku obr. 
44 resp. obr. 45 jsou zobrazeny odezvy nejlepších řešení pro jednotlivé testy s příslušnými 
daty společně s naměřenou odezvou z reálné soustavy. Poslední obrázkem popisujícím 
časovou náročnost je obr. 46. 
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Obrázek 43: Vývoj průměru a mediánu MSE v jednotlivých generacích (GA Matlab) 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 44: Porovnání nejlepších řešení s daty 1 (GA Matlab) 
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Obrázek 45: Porovnání nejlepších řešení s daty 2 (GA Matlab) 
 
 
 
 
 
 
Obrázek 46: Časová náročnost jednotlivých testů (GA Matlab) 
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5.4.7. Srovnání výsledků jednotlivých metod pro úlohu 2 
Výborných výsledků z úlohy 1 obou verzí LM se nepodařilo dosáhnout na reálných 
datech. Problémy a jejich možné příčiny s nástinem možného řešení byly popsány v kapitole 
5.4.2. Je paradoxem, že jednoho z nejlepších výsledků ze všech metod a všech testů jsme 
dosáhli metodou LM s fixním tlumícím parametrem. Toto řešení je zaneseno v tab. 19 kde se 
nachází jednotlivá nejlepší řešení použitých algoritmů. 
Díky znalosti vytvořeného genetického algoritmu a  z toho plynoucího nastavení jsme 
dosáhli vynikajících výsledků. V každém běhu bylo nalezeno hned několik velmi dobrých 
řešení, přičemž ta nejlepší se výslednou chybou od sebe liší jen nevýznamně, což ilustrují obr. 
36 a 37. Těchto řešení bylo dosaženo za relativně krátkou dobu (v průměru 135 s), přičemž 
metoda velmi rychle konvergovala (obr. 35), a na základě toho by se dalo říci, že není potřeba 
zadávat jako počáteční nastavení 10 generací, což ovšem závisí na požadované přesnosti 
výsledku. 
Vestavěný GA algoritmus (GA Matlab) poskytl také velmi kvalitní výsledky, nicméně 
nedosáhl kvality nově vytvořeného GA. Časově vychází GA Matlab lépe, ale rozdíl průměrů 
je pouze okolo 30 s, což se nejeví jako výrazně lepší hodnota, uvážíme-li, že vytvořený GA 
běží v průměru okolo 140 s v případě GA Matlab 110 s. Když se však detailněji podíváme na 
obr. 35 a obr. 43, zjistíme, že vytvořený GA dosáhl za 10 generací kvalitnějších výsledků, 
čímž časová úspora ještě více ztratí na významu. Zároveň je nutno dodat, že výsledkem nemá 
být tvrzení, že vytvořený GA algoritmus je lepší nebo horší než GA Matlab. Je vysoce 
pravděpodobné, že lze zadat jistě vhodnější počáteční nastavení, které by umožnilo dosáhnout 
lepších výsledků. Proto lze pouze tvrdit, že GA s daným počátečním nastavením (tab. 15) 
dosáhl lepších výsledků než GA Matlab s daným počátečním nastavením (tab. 17). 
Simulované žíhání nebylo tak úspěšné jako předchozí algoritmy. Řádově poskytovalo 
horší výsledky, přičemž časová náročnost byla mnohdy téměř 25x větší. Pokud dále uvážíme, 
že až 60% nejlepších výsledků bylo dosaženo v rámci MC, které předchází procesu žíhání, je 
jasné, že simulované žíhání se v této podobě v porovnání s GA jen těžko uplatní. 
Tento komentář k výsledkům je doplněn o tabulku se statistickými hodnotami 
výsledků ze všech testů (tab. 18), následuje tabulka s nejlepšími řešeními ze všech testů 
s příslušnými nalezenými parametry (tab. 19). 
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Tabulka 18: Vyhodnocení úlohy 2 
 GA GA MATLAB SA SA bez MC 
Dosažená 
MSE 
(*1e3) 
Průměr: 0,108 0,463 0,359 0,624 
Medián: 0,109 0,339 0,303 0,657 
Čas jednoho 
běhu 
Průměr: 138,85 s 104,45 s 19,99 min 
 
Medián: 138,06 s 102,02 s 18,77 min 
 
 
 
 
 
Tabulka 19: Nalezená nejlepší řešení pro použité metody z úlohy 2 
Parametr LM fix ▲ GA GA MATLAB SA 
J 17,8036 7,9066 9,1291 19,7501 
b 0,3181 0,3012 0,2967 0,3585 
f0 0,0864 0,0864 0,0864 0,0864 
k 1,1206 0,1129 1,0145 1,1927 
k0 0,1834 0,1870 0,1952 0,1804 
MSE (*1e3) 0,0900 0,0666 0,0698 0,1116 
▲ startovní bod [18; 0,2; 0.0864; 1,4; 0,2] 
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6. ZÁVĚR 
Tato práce se zabývala implementací optimalizačních algoritmů pro potřeby nově 
vyvíjeného nástroje Mechlab’s parameter estimation. Byla provedena rešerše, ve které byly 
vzaty do úvahy gradientní metody a algoritmy ze skupiny evolučních výpočetních technik. 
Z gradientních metod se práce zabývala metodou z kategorie nejmenších čtverců 
známou jako Levenberg-Marquardt. Byly vytvořeny dvě verze algoritmu. První, s fixním 
tlumícím parametrem, se na testovací úloze vyznačovala jednoduchým, krátkým kódem 
a stabilním během. Nedostatkem byla omzená přesnost v konečně velkém počtu kroků.  
Tímto nedostatkem netrpěla druhá verze algoritmu s adaptivním tlumícím parametrem. 
Tlumící parametr je měněn v závislosti na poměru rozdílu funkčních hodnot v bodech, jejichž 
vzdálenost se rovná kroku metody, a modelu vytvořeným na základě Taylorova rozvoje, 
přičemž změna tlumícího parametru je popsána spojitou funkcí. 
Ačkoliv obě verze LM algoritmu na testovací úlohoze dosahovaly nejlepších výsledků 
ze všech metod, nepodařilo se tyto metody aplikovat na reálné úlohy – tato problematika 
vyžaduje ještě další zkoumání. 
Vytvořená verze simulovaného žíhání dosahovala jak na testovací úloze, tak i na 
reálných datech dostatečných výsledků, nicméně k jejich dosažení bylo potřeba 
mnohonásobně více času než v případě ostatních metod. 
V rámci práce byla rovněž vytvořena vlastní verze genetického algoritmu, vyznačující 
se tím, že používá nepříliš častý druh mutace, jejíž míra je dána směrodatnou odchylkou genu 
(hledaného parametru) v celé generaci. Tento navržený algoritmus byl následně srovnán 
s genetickým algoritmem, který je součástí Optimization toolboxu. 
Z celkového srovnání všech metod vyšel nejlépe nově vytvořený genetický 
algoritmus, který poskytoval statisticky nejlepší výsledky v relativně krátkém čase. 
Nejlepší počáteční nastavení všech algoritmů na základě testování byla v rámci 
nástroje Mechlab’s parameter estimation použita jako nastavení výchozí. 
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6.1. Možnosti pokračování práce 
Celá oblast optimalizace je velmi široká a nabízí spoustu různých přístupů. Odhad 
parametrů modelů je specifický v tom, že charakter optimalizované funkce není předem 
znám, a tudíž jsou vyžadovány robustní algoritmy. 
Použitý genetický algoritmus dosahoval velmi dobrých výsledků, ale bylo by vhodné 
rozšířit jeho možnosti nastavení. Například by se dal uvést odlišný způsob mutace nebo 
křížení, přičemž ještě jeden odlišný přístup je uveden v [6], ale jistě se najdou i další. 
Dalším možným vylepšením, které by mohlo zpřesnit dosažená řešení je použití 
víceúrovňové optimalizace s vhodnou technikou lokálního prohledávání jako je např. úvaděno 
v [10] nebo by bylo možné jako algoritmu lokálního prohledávání využít, v této práci nepříliš 
úspěšného, simulovaného žíhání, což se jeví jako velmi vhodné, přičemž inspiraci je možné 
načerpat z článku [14]. Z jedinců poslední generace se dá usuzovat charakter (funkční 
hodnoty) optimalizované funkce, a tím lépe nastavit vstupní parametry algoritmu SA. Je třeba 
podotknou, že v rámci MPE je možné po ukončených bězích jednotlivé metody měnit (např. 
po GA zařadit MC), což je detailně popsáno v rámci [11]. 
Největším vylepšením by pravděpodobně bylo zvolit zcela jiný algoritmus. Slibně se 
jeví algoritmus [17], jehož výhody jsou zejména nízký počet vstupních parametrů a také 
použitá populační strategie, která výrazně snižuje časovou náročnost prováděných simulací. 
Vytvořené algoritmy LM byly téměř nefunkční na reálných datech, proto je třeba tyto 
metody vylepšit a začít zejména u nápadů popsaných v kapitole 5.4.3., přičemž problém 
škálování se týká obou verzí algoritmu. 
Velký prostor ke zlepšní nabízí error handling. Je třeba zamezit špatným uživatelským 
vstupům, způsobeným ať už překlepem či nevědomostí, tak, aby se algoritmy vůbec 
nerozběhly a neposkytovaly tak nesmyslyslná řešení s náležitou lokalizací chyby. 
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