Creación de un sistema experto aplicado a estimación de estado para centros de control de energía by López Sepulveda, Gloria Patricia
 
 
CREACIÓN DE UN SISTEMA EXPERTO APLICADO A ESTIMACIÓN DE 
ESTADO PARA CENTROS DE CONTROL DE ENERGIA 
 
  
  
  
 
 
 
 
 
 
 
  
 
 
 
  
GLORIA PATRICIA LÓPEZ SEPÚLVEDA 
 
 
 
 
 
 
  
  
  
 
 
 
 
  
 
  
  
UNIVERSIDAD TECNOLÓGICA DE PEREIRA 
FACULTAD DE INGENIERÍAS 
INGENIERÍA DE SISTEMAS Y COMPUTACIÓN 
PEREIRA 
2011 
 
 
CREACIÓN DE UN SISTEMA EXPERTO APLICADO A ESTIMACIÓN DE 
ESTADO PARA CENTROS DE CONTROL DE ENERGIA 
  
  
  
  
  
Trabajo de Grado para Optar al Título de 
Ingeniera en Sistemas y Computación 
 
 
 
  
 
 
GLORIA PATRICIA LÓPEZ SEPÚLVEDA 
 
  
  
  
Director. 
MSc. ALEXANDER MOLINA CABRERA 
 
 
 
 
 
 
 
  
  
  
UNIVERSIDAD TECNOLÓGICA DE PEREIRA 
FACULTAD DE INGENIERÍAS 
INGENIERÍA DE SISTEMAS Y COMPUTACIÓN 
PEREIRA 
2011
I 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A Dios, 
A mi adorable esposo  
y a mi hermosa hija. 
II 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Agradecimientos  
 
 
 
 
 
Agradezco en primer lugar a Dios por permitirme culminar satisfactoriamente  
esta etapa en mi vida como profesional. Al MSc. Alexander Molina por sus 
enseñanzas, recomendaciones, consejos, confianza y orientaciones durante 
todo este tiempo. Al grupo de profesores de la ingeniería que acompañaron mi 
aprendizaje durante estos años, por su gran labor al transmitir su conocimiento 
de forma sincera. A los compañeros de trabajo, que durante todos estos años 
fueron parte de mi familia, por sus aportes, orientación y recomendaciones 
académicas. Finalmente agradecerle a mi esposo, a mi hija, y a mi familia por 
su gran apoyo y motivación a todo momento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
III 
 
 
 
 
 
 
 
 
 
 
 
 
 
Objetivos Generales 
 y Específicos 
 
 
 
 
Objetivo General 
  
Construir un sistema experto basado en reglas y probabilidades que permita 
identificar inconsistencias presentes tanto en la información de entrada como 
en los resultados obtenidos de un estimador de estado. 
 
Objetivos Específicos 
 
• Realizar una revisión bibliográfica que permita conocer temáticas 
implementadas en la detección de errores de medición en la estimación 
de estado, principales sistemas de prueba y resultados obtenidos. 
Adicionalmente, consultar referencias relacionadas con la creación y 
manejo de bases de datos, así como aspectos de programación 
relacionados con recursividad y redundancia que permitan construir un 
algoritmo eficiente.   
 
IV 
 
• Crear una base de datos amplia que permita encontrar relaciones 
matemáticas entre las variables de entrada y salida de un estimador de 
estado para diferentes puntos de operación. 
 
• Construir un modelo que permita tener un mejor rendimiento 
computacional para aplicaciones en tiempo real. 
 
• Realizar simulaciones para respaldar la metodología desarrollada. 
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1 
Sistemas  
Expertos 
 
 
 
 
 
 
 
 
 
 
1.1 Introducción 
  
Con el pasar de los años, se ha podido comprobar  que algunos problemas 
tales como la demostración de teoremas, el reconocimiento de voz, y sistemas 
con un alto grado de complejidad entre otros, pueden ser resueltos por 
maquinas, es por esta razón que se ha dejado de ver al hombre como el único 
que podía contar con la habilidad de formular y resolver ciertos problemas. 
 
Algún tiempo atrás, esto se veía imposible, ya que se creía que solo el ser 
humano era  quien tenía la capacidad de pensar, memorizar, aprender, etc. aun 
así, investigadores procedentes de varios campos se unieron para demostrar 
que usando el conocimiento del ser humano es posible hacer que una maquina 
formule y  resuelva problemas como los anteriormente nombrados. 
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De ahí parte un rama de la ciencia conocida como Inteligencia Artificial (IA), la 
cual se encarga de estudiar estos problemas que ha simple vista son 
imposibles y difíciles de formular utilizando computadores. Uno de los pioneros 
estudiosos dedicado a estudiar este tema es [Barry, 1981] quien define la IA 
como se muestra a continuación: 
 
“La Inteligencia Artificial es la parte de la ciencia que se ocupa del diseño 
de sistemas de computación inteligentes, es decir, sistemas que exhiben 
las características que asociamos a la inteligencia en el comportamiento 
humano que se refiere a la comprensión del lenguaje, el aprendizaje, el 
razonamiento, la resolución de problemas, etc.” 
 
En la actualidad, de esta ciencia conocida como IA se derivan varias ramas, 
entre ellas se encuentran los sistemas expertos, la demostración automática de 
teoremas, los juegos automatizados, reconocimiento de voz, el procesamiento 
del lenguaje natural, la visión artificial, redes neuronales, la robótica, entre 
otros. 
 
Este proyecto está desarrollado con base en la rama de los sistemas expertos, 
la cual es una de las áreas de investigación en la ciencia de la IA, que más 
aporta a las demás ramas  de la misma, ya que cada una de ellas tiene como 
componente un sistema experto. 
 
Este capítulo muestra una introducción a los sistemas expertos. Después se 
dan algunas definiciones de  sistemas expertos en el ítem 1.2, también se 
explican las razones por las cuales es importante utilizar los sistemas expertos 
en el desarrollo de este proyecto en el ítem 1.3. Las principales clases de 
sistemas expertos se dan a conocer en el ítem 1.4. De igual manera se analiza 
la estructura de los sistemas expertos y sus  componentes más importantes en 
la sección 1.5. En la siguiente sección 1.6 se enseñan las diferentes etapas 
necesarias para el diseño, desarrollo e implementación de los sistemas 
expertos. Y por último, en el ítem 1.7 se mencionan algunas de las áreas de 
estudio de la IA y se proporciona al lector interesado en el tema, algunas 
referencias importantes como revistas, libros y direcciones de acceso 
electrónico.   
 
 
1.2 ¿Qué son los Sistemas Expertos? 
 
En la literatura encontrada, es posible ver muchas definiciones sobre qué es un 
sistema experto, una de las definiciones más claras es la expresada por 
[Stevens, 1984], quien afirma lo siguiente,  
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“Los sistemas expertos son máquinas que piensan y razonan como un 
experto lo haría en una cierta especialidad o campo. Por ejemplo, un 
sistema experto en diagnóstico médico requeriría como datos los 
síntomas del paciente, los resultados de análisis clínicos y otros hechos 
relevantes, y, utilizando éstos, buscaría en una base de datos la 
información necesaria para poder identificar la correspondiente 
enfermedad. [. . .] Un Sistema Experto de verdad, no sólo realiza las 
funciones tradicionales de manejar grandes cantidades de datos, sino 
que también manipula esos datos de forma tal que el resultado sea 
inteligible y tenga significado para responder a preguntas incluso no 
completamente especificadas.” 
 
A pesar de ser una muy buena definición de lo que es un Sistemas Experto, 
hoy en día es posible encontrar otras definiciones, debido al gran desarrollo 
evolutivo que se ha presentado en el campo de la tecnología, es por esto que 
se muestra una definición sobre este tema según estudiosos en el área de los 
Sistemas Expertos, [Durkin, 1994], resumiendo lo que este autor dice, se puede 
definir un sistema experto como se hace a continuación: 
 
“Un sistema experto puede definirse como un sistema informático el 
cual se encuentra compuesto por hardware y software, los cuales 
tienen la capacidad de simular a los expertos humanos, en 
determinada área de especialización".  
 
Por lo tanto cabe afirmar que un sistema experto debe ser capaz de procesar y 
memorizar datos, aprender y razonar en contextos inciertos y deterministas, 
entablar una comunicación directa con las personas y/u otros sistemas 
expertos, y tomar la decisión adecuada, explicando el por qué de dicha 
decisión. 
 
También se puede definir un sistema experto como un consultor, el cual, 
utilizando sus habilidades, ayuda a las personas en la toma de decisiones. Es 
por esto que han surgido  gran cantidad de aplicaciones que usan los sistemas 
expertos para automatizar ciertos sistemas, buscando dar ayuda a las 
personas. Algunas aplicaciones son:     
 
• Transacciones bancarias a través de cajeros automáticos e 
Internet. 
• Control de tráfico con la ayuda de semáforos.  
• Diagnostico medico. 
 
Entre otras, debido a que en los últimos años esta área de investigación ha 
evolucionado muy  rápidamente, se han creado numerosas aplicaciones de 
sistemas expertos para ser aplicados en muchos campos, así lo muestra 
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[Durkin, 1994] quien revisa en su libro 2.500 sistemas expertos y los clasifica 
teniendo en cuenta diversos criterios, entre ellos, áreas de aplicación, tareas 
realizadas, etc. Dado al creciente número de sistemas expertos encontrados, 
cabe destacar como campos de mayor índice de incidencia en el uso de los 
sistemas expertos, la economía, la industria y la medicina. 
 
Aunque los sistemas expertos tengan un mercado exitoso, podría surgir un 
interrogante entre los investigadores de la ciencia, como por ejemplo, ¿por qué 
usar sistemas expertos si son tantas las ramas que se derivan de la  IA? Por 
tanto a continuación se dará la explicación.  
 
 
1.3 ¿Por qué usar los sistemas expertos? 
 
A pesar de que tanto el desarrollo como la adquisición de un sistema experto 
es relativamente caro, con la adquisición de uno cualquiera que se necesite 
para el buen funcionamiento de determinada empresa, se puede tener un 
ahorro a tiempo futuro, ya que el tratamiento y el coste marginal de su uso 
constante resulta ser mas económico. De igual forma, con el uso de sistemas 
expertos se obtienen ganancias muy altas en términos monetarios, tiempo, y 
precisión, así como también la amortización resulta ser muy rápida. Aun así, es 
aconsejable realizar un análisis de factibilidad y de costo-beneficio antes de 
adquirir o desarrollar un sistema experto.   
 
Existen varias razones de peso que explican por qué usar sistemas expertos 
tiene sus ventajas. Entre ellas están: 
 
1. Un sistema experto permite que un problema complejo, pueda ser 
resuelto por personas con poca experiencia en el tema. Es esta una 
ventaja para aquellas empresas que cuenta con poco personal experto 
en determinadas áreas. Por lo tanto, se puede deducir que con el uso de 
los sistemas expertos aumenta el número de personas con acceso al 
conocimiento. 
 
2. En un sistema experto es posible reunir y combinar el conocimiento de 
varios expertos humanos lo cual conlleva a tener sistemas expertos más 
confiables, puesto que son sistemas expertos que utilizan la inteligencia 
y la sabiduría de varios expertos humanos en vez del de solo uno.  
 
 
3. Una gran ventaja de los sistemas expertos es que su tiempo de 
respuesta es más corto que el de un experto humano, ya que puede 
resolver problemas y dar respuesta a preguntas en un corto tiempo, 
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menor al que tardaría una persona aunque sea muy experta en el tema. 
Es esta cualidad las que los hace más valiosos en circunstancias donde 
el tiempo de respuesta es un factor crítico.  
 
4.  Dependiendo del grado de complejidad de determinado problema es 
posible o no resolverlo por un experto humano. Es aquí donde se puede 
notar la importancia de los sistemas expertos, ya que aprovechando la 
evolución tecnológica, estos usan herramientas de cómputo para 
procesar gran cantidad de operaciones complejas de forma rápida y 
acertada, suministrando respuestas confiables en situaciones en las que 
los expertos humanos podrían tener dificultades.  
 
5. Es posible usar sistemas expertos para la solución de problemas 
monótonos en medios en los cuales los expertos humanos se sienten 
aburridos e incómodos. La verdad es que un sistema experto es la única 
solución a problemas donde la tarea a realizar desborda al ser humano. 
Por ejemplo un avión dirigido por un sistema experto. 
 
6. Por medio de un sistema experto, es posible obtener un ahorro tanto 
económico como en el tiempo requerido para la solución de determinado 
problema. El uso de los sistemas expertos es recomendado en diversas 
situaciones, entre ellas están las siguientes: 
 
• Cuando el experto humano no cuenta con el conocimiento, o 
cuando dicho conocimiento es basado en reglas las cuales 
requiere de la experiencia para poder ser aprendidas. 
 
• Cuando el  problema depende de reglas que se encuentran en 
constante cambio. 
 
• Cuando la mejora continua del conocimiento es lo esencial para 
una organización. 
 
• Cuando no se cuenta con cantidad suficiente de expertos 
humanos. 
 
• Cuando contratar expertos humanos es demasiado costoso. 
 
• Cuando no se tiene el conocimiento suficiente sobre el problema 
que se pretende solucionar.  
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1.4 Clases de sistemas expertos. 
 
Los sistemas expertos son clasificados dependiendo de los problemas capaces 
de resolver, estos problemas pueden ser de naturaleza esencialmente 
determinista o esencialmente estocásticos.  
 
Los problemas de naturaleza determinista se pueden formular utilizando reglas 
que relacionen un conjunto de objetos bien definidos. Es por esta razón que los 
sistemas expertos que se encargan de la solución de problemas deterministas 
son llamados sistemas basados en reglas, ya que como su nombre lo indica, 
son establecidos en un conjunto de reglas para obtener sus conclusiones, 
utilizando como mecanismo el razonamiento lógico.   
 
En determinadas ocasiones, se hacen necesario introducir diferentes medios 
para tratar la incertidumbre. Por ejemplo, existen sistemas expertos que utilizan 
la misma estructura de los sistemas basados en reglas, pero agregan una 
medida relacionada con la incertidumbre de las reglas y a la de sus premisas. 
Es por esta razón que en determinados casos es necesario usar formulas de 
propagación para calcular la incertidumbre relacionada a las soluciones.  
 
Durante los últimos años se han propuesto diversas medidas de incertidumbre, 
entre estas propuestas se encuentran los factores de certeza, los cuales han 
sido usados en las conchas para crear sistemas expertos tales como el sistema 
experto MYCIN [Buchanan, 1984], la lógica difusa [Zadeh, 1983] y la teoría de 
la evidencia de [Shafer, 1976].   
 
De igual forma se ha usado la probabilidad  como otra medida intuitiva de 
incertidumbre, en la cual la distribución conjunta  de un grupo de variables es 
usada para describir las relaciones de dependencia entre dichas variables, y es 
posible obtener conclusiones utilizando fórmulas de la teoría y de la 
probabilidad. Este prototipo fue usado en el sistema experto PROSPECTOR 
[Duda, 1980], el cual se basa en el teorema de Bayes para la exploración de 
minerales.     
 
Los sistemas expertos probabilísticos son aquellos que usan la probabilidad 
como medida de incertidumbre y la técnica de razonamiento que utilizan es 
conocida como razonamiento probabilístico, o inferencia probabilística. 
Estudiosos en el tema como [Durkin, 1994] y [Jensen, 1996], entre otros, hacen 
una introducción más profunda en el tema de medidas de incertidumbre.   
 
Este proyecto se basa en los sistemas expertos de tipo probabilísticos. Esta 
clase de sistema experto inicialmente tuvo varios obstáculos, puesto que fueron 
encontradas dificultades a la hora de definir la distribución de probabilidad 
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conjunta de las variables. Lo cual ha causado una evolución lenta en el 
desarrollo de los sistemas expertos probabilísticos. 
 
Gracias al surgimiento de los modelos de redes probabilísticas, los obstáculos 
que se tenían con respecto a los sistemas expertos probabilísticos se han 
logrado superar, motivo por el cual estos  sistemas expertos han resurgido con 
fuerza durante los últimos años. 
 
Cabe traer a colación los modelos que incluyen las redes de Markov y las 
Bayesianas, las cuales se basan en una representación gráfica de las 
relaciones entre las variables. Tal representación aparte de mostrar la manera 
más eficiente de definir la distribución conjunta de probabilidad,  también deja 
ver la propagación de incertidumbre más eficiente, la cual permite sacar 
conclusiones. Un ejemplo muy claro del uso de estas conchas es notable en el 
desarrollo de sistemas expertos con el sistema HUGIN [Andersen, 1989].    
 
 
1.5 Partes de un sistema experto.  
 
Para comprender con claridad qué es un sistema experto, es recomendable 
explorar sus componentes más importantes. Es por esto que a partir de la 
figura 1.1 se da la definición de cada componente de un sistema experto.  
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FIGURA (1.1) Elementos de un sistema experto. 
 
 
1.5.1 Componente Humana. 
 
Para lograr obtener un sistema experto optimo, es necesario contar con la 
ayuda de los expertos humanos, los ingenieros del conocimiento y los usuarios. 
 
Cada uno de ellos juega un papel muy importante dentro del desarrollo de un 
sistema experto, más explícitamente se puede deducir que son los expertos 
humanos los que proveen el conocimiento sobre el tema que se está tratando y 
los ingenieros del conocimiento son quienes toman el conocimiento y lo 
convierten a un lenguaje que sea comprensible para el sistema experto y es el 
usuario final quien aprueba o da su negativa con respecto al sistema experto 
obtenido. Con esto queda demostrado que un sistema experto es el resultado 
de la unión de varios expertos humanos especialistas en determinado tema de 
estudio y los ingenieros del conocimiento, pensando las necesidades de los 
usuarios.  
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Ya que cada una de las partes de la componente humana se comunica de 
diferente forma, es decir, usan diferentes lenguajes, y tiene tienen diferentes 
experiencias, se necesita de mucha dedicación y esfuerzo para obtener un 
buen resultado en esta etapa de desarrollo del sistema experto. 
 
 
1.5.2 Base del Conocimiento. 
 
En esta parte se debe tener muy claro a qué se hace referencia cuando se 
habla de datos y cuando se habla de conocimiento, ya que son totalmente 
diferentes. Los datos hacen referencia a la información relacionada con una 
aplicación en particular, mientras que  el conocimiento por si solo hace 
referencia a afirmaciones de importancia global, así como son las reglas, 
distribuciones de probabilidad, entre otros.  
 
El conocimiento es una constante permanente, no varía, por lo tanto es 
almacenada en la base de conocimiento, al contrario de los datos, los cuales 
son eliminados del sistema después de haber sido usados, por lo tanto no son 
la componente permanente de un sistema ya que son efímeros,  es por estos 
que son almacenados en la memoria de trabajo, donde de igual forma se 
almacenan todos los procedimientos transitorios de los diferentes sistemas y 
subsistemas.  
 
Son los especialistas los encargados de ordenar y estructurar la base del 
conocimiento, y definir y explicar determinado conjunto de relaciones, antes de 
ser proveídos a los ingenieros del conocimiento. Por lo tanto, un especialista se 
transforma en el mayor conocedor de su área de especialidad, ya que el hecho 
de pensar de una manera tan estructurada, requiere que los expertos humanos 
estudien, restablezcan y reestructuren la base del conocimiento.    
 
 
1.5.3 Subsistema de Adquisición de Conocimiento. 
 
Es el subsistema de adquisición del conocimiento el encargado de controlar el 
flujo de distintos  conocimientos, los cuales salen del experto humano y son 
dirigidos hacia la base de datos. Es así como el sistema logra saber si el nuevo 
conocimiento ingresado a la base de datos es necesario, y determina si en 
realidad  este conocimiento es diferente de los ya incluidos en la base de datos, 
después de evaluar estos puntos se toma la decisión de si se incorpora o no el 
nuevo conocimiento a la base de datos. 
 
 
 
10 
 
1.5.4 Subsistema de Control de la Coherencia.  
 
Un subsistema de control de la coherencia, como su nombre lo indica es el que 
garantiza la coherencia de la información, este subsistema ha sido integrado 
recientemente a los sistemas expertos convirtiéndose en una componente 
esencial, ya que es el encargado de controlar que a la base de datos no entren 
datos errados ni unidades de conocimiento inconsistentes.  
 
En determinadas ocasiones es posible encontrar afirmaciones inconsistentes 
formuladas por un experto humano, es esta una de las razones por las cuales 
se hace necesario un subsistema de control de la coherencia, debido a que una 
base de conocimiento contradictoria daría como resultado un comportamiento  
insatisfactorio del sistema.  
 
Se han encontrado algunos casos de sistemas con mecanismos de 
propagación de incertidumbre, en los cuales se han llegado a conclusiones 
ilógicas, es ahí donde radica el problema, ya que es posible que el sistema 
entre en conflicto, como por ejemplo, dado el caso donde el sistema genera 
probabilidades mayores que la unidad o negativas. Es por esta razón que el 
subsistema de control de la coherencia es el encargado de comprobar e 
informar a los expertos si existe o no alguna inconsistencia y permite dar una 
información confiable.  
 
 
1.5.5 Motor de Inferencia.  
 
El motor de inferencia es el cerebro de todo sistema experto. Su tarea principal 
es obtener conclusiones a partir del conocimiento de los datos. 
 
El motor de inferencia se basa en el conocimiento determinista o conocimiento 
probabilístico para sacar sus conclusiones. Como puede esperarse, se dificulta 
mas trabajar en contextos de incertidumbre (probabilísticas) que trabajar en 
contextos conocidos (determinista), debido a que en algunos casos no se tiene 
seguridad de los datos. Es el motor de inferencia el responsable de la 
propagación del conocimiento incierto, esto sucede cuando se trabaja con 
datos poco confiables, con conocimiento de tipo no determinista, debido a que 
la información es aleatoria o difusa.  
 
Por lo tanto, se reconoce la propagación de incertidumbre como tarea principal 
del motor de inferencia en los sistemas expertos basados en probabilidad, ya 
que permite obtener conclusiones bajo incertidumbre. Debido a la alta 
complejidad de esta tarea, se tiene que la componente más débil de la gran 
mayoría de sistemas expertos ya existentes, es el motor de inferencia. 
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1.5.6 Subsistema de Adquisición de Conocimiento.         
 
El Subsistema de Adquisición de conocimiento entra a jugar un papel muy 
importante a la hora de sacar conclusiones, ya que en algunas ocasiones el 
conocimiento inicial resulta ser muy limitado, es por esta razón que el motor de 
inferencia utiliza este subsistema, para  lograr obtener el conocimiento 
necesario y así continuar con el proceso de inferencia hasta que se hayan 
obtenidos las conclusiones requeridas. 
 
Son comunes los casos, en los cuales los usuarios pueden proporcionar 
información necesaria para éste y otros objetivos. Es por esta razón que se 
hace necesario el uso de una interfase de usuario  y de una comprobación de 
la fiabilidad de la información entregada por el usuario antes de de ser 
insertada en la memoria de trabajo. 
 
 
1.5.7 Interfase de Usuario 
 
Para obtener un sistema experto eficiente, es necesario crear mecanismos que 
permitan mostrar y obtener información, de forma fácil y agradable, es decir, 
permitir que el usuario pueda interactuar con dicho sistema, tal mecanismo es 
conocido como interfase de usuario,  el cual es el encargado de crear una 
comunicación directa entre el sistema experto y el usuario. Por ejemplo, para el 
usuario es muy importante tener conocimiento sobre el trabajo del motor de 
inferencia, ya que de ahí se obtienen las conclusiones, la razón de dichas 
conclusiones y la explicación de las acciones realizadas por el sistema experto, 
es por esto que esta información debe ser mostrada al usuario constantemente 
por medio de alguna herramienta, en este caso la interfase de usuario.  
 
Esta interfase se hace también necesaria en el momento en que el motor de 
inferencia no logra terminar alguna tarea, en algunos casos, debido a la falta de 
información, ahí entra a jugar un papel muy importante la interfase de usuario, 
ya que es el vehículo que dirige la información faltante proporcionada por el 
usuario, y así permitir que el sistema experto pueda terminar su trabajo.   
 
Por lo tanto, la calidad de un sistema experto depende en gran parte de la 
implementación de la interfase de usuario, ya que facilita notablemente el 
proceso descrito anteriormente. Otra de las razones por las cuales se hace 
necesaria la implementación de una interfase de usuario, es que por lo regular 
los usuarios finales evalúan un sistema experto y otros sistemas por medio de 
la calidad de dicha interfase, más que por la del mismo sistema experto, así 
como es acostumbrado escuchar que una imagen vale más que mil palabras, el 
usuario final se guía mas por lo que logra percibir por medio de su visión que lo 
que en realidad puede hacer un sistema experto en sí, es por esta razón que la 
12 
 
calidad de la interfase de usuario juega un papel muy importante. [Brown, 1989] 
explica paso a paso el diseño de una interfase de usuario eficiente. 
  
 
1.5.8 Subsistema de Ejecución de Ordenes  
 
La componente que permite al sistema experto iniciar acciones es el 
subsistema de ejecución de órdenes. Tales acciones son basadas en las 
conclusiones extraídas por el motor de inferencia. Este subsistema es utilizado 
en los diferentes sistemas expertos para evitar acciones premeditadas, como 
por ejemplo en un sistema experto diseñado para el tratamiento de agua en 
una central hidroeléctrica, donde dicho sistema sea el encargado de abrir o 
cerrar ciertas válvulas, mover barras, abrir compuertas, etc. , por medio de este 
subsistema es posible evitar accidentes. 
 
Los motivos por los cuales se realizan estas acciones, son dados al usuario por 
medio del subsistema de explicación. 
 
 
1.5.9 Subsistema de Explicación       
 
El subsistema de explicación, surge de la necesidad de explicación que tienen 
los usuarios al ver las conclusiones finales o por la falta de comprensión de las 
acciones ejecutas por el sistema experto. 
 
Es por esto que se hace necesario un subsistema que explique los pasos 
seguidos por el motor de inferencia o por el subsistema de ejecución. Por 
ejemplo, si se tiene un sistema experto que controle la  apertura y el cierre de 
válvulas por medio de una clave, y en determinado momento la clave que se 
ingresa es rechazada (una acción), el dispositivo debe mostrar un mensaje 
(una explicación) como la siguiente:  
 
¡Lo siento!, su palabra clave es aun incorrecta tras tres intentos. 
El sistema de la válvula será bloqueado por seguridad. 
Por favor, póngase en contacto con personal encargado. 
 
Dependiendo del riesgo asociado con las acciones a ejecutar, se hace 
necesaria o no la explicación de las conclusiones en muchos dominios de 
aplicaciones. 
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1.5.10 Subsistema de Aprendizaje  
 
Una de la característica más importante de un sistema experto, es  su habilidad 
de aprendizaje. Este aprendizaje puede ser de dos tipos, aprendizaje 
estructural y aprendizaje paramétrico. Cuando se habla de aprendizaje 
estructural se está haciendo referencia a reglas, distribución de probabilidad, 
entre otras formas de estructuras del conocimiento. Ejemplo de esto se puede 
ver claramente cuando se hace necesario agregar nuevas reglas a la base del 
conocimiento de un sistema experto. 
 
Mientras que cuando se habla de aprendizaje paramétrico  se hace referencia a 
la estimación hecha para establecer los parámetros necesarios para crear la 
base del conocimiento. Un ejemplo de este tipo de aprendizaje se puede ver en 
la estimación de frecuencias. 
 
De igual manera los sistemas expertos tienen la capacidad de adquirir 
experiencia a partir de los datos disponibles, lo cual es otra característica de 
gran importancia. El subsistema de aprendizaje y el subsistema de adquisición 
de conocimiento pueden usar estos datos, los cuales son obtenidos por 
expertos y no expertos.  
 
Con lo mencionado anteriormente sobre las componentes de un sistema 
experto, se puede notar que son varias las tareas realizadas por él mismo, 
entre las cuales se señalan las siguientes: 
 
• Obtención de conocimiento y comprobación de su coherencia; por lo 
tanto el sistema experto brinda una ayuda a los expertos humanos para 
dar un conocimiento coherente. 
 
•  Acumular o memorizar conocimiento. 
 
• Cuestionar en el momento en que se hace necesaria la obtención de 
nuevo conocimiento. 
 
• Asimilar lo necesario de la base de conocimiento y de los datos que se 
tiene. 
 
• Hacer inferencia y razonamiento en escenarios deterministas y de 
incertidumbre. 
 
• Dar a entender las acciones realizadas o las decisiones tomadas. 
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• Realizar una comunicación directa con los expertos y no expertos 
humanos y con los demás sistemas expertos.      
            
 
1.6 Desarrollo de un Sistema Experto 
 
Son varios los que han escrito sobre las etapas a seguir para diseñar e 
implementar un sistema experto, entre ellos es posible encontrar a [Luger, 
1989] quien sugiere las siguientes etapas mostradas en la figura 1.2: 
 
 
 
 
Figura (1.2) Etapas en el desarrollo de un sistema experto 
 
 
1.6.1 Planteamiento del problema. 
 
En cualquier proyecto que se tenga, normalmente la primera etapa de su 
desarrollo es la definición del problema a resolver. Teniendo en cuenta que un 
sistema experto debe ser capaz de dar respuesta a preguntas y de resolver 
problemas, ya que este es su objetivo principal, la etapa de planteamiento del 
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problema resulta tener un grado de importancia muy alto  en el desarrollo de un 
sistema experto, ya que si el sistema no fue bien definido, lo más probable es 
que sus respuestas serán erróneas. 
 
 
1.6.2 Encontrar expertos humanos.  
 
Para obtener un sistema experto optimo, es necesario contar con expertos 
humanos capaces de resolver los problemas que el sistema experto en 
desarrollo tendrá que resolver. Sin embargo, en algunas ocasiones el papel del 
experto humano puede ser remplazado por las bases de datos. 
 
 
1.6.3 Diseño del sistema experto. 
 
La etapa de diseño de un sistema experto, incluye el diseño de estructuras 
para archivar el conocimiento, al igual que el motor de inferencia, el subsistema 
de explicación, la interfase de usuario, ente otros.  
 
 
1.6.4 Elección de la herramienta de desarrollo. 
 
Una de las decisiones más importantes a la hora de desarrollar un sistema 
experto, es decidir si crear un sistema experto según las necesidades que se 
tiene, es decir a medida, o usar una concha, o utilizar una herramienta 
computacional o un lenguaje de programación. Por razones de tipos 
económicos y fiables es recomendable usar una concha existente que satisfaga 
todos los requerimientos del diseño. Esto debido a que las conchas y las 
herramientas comerciales son  regidas por normas y sujetas a controles de 
calidad, a lo cual otros programas pueden no estarlo.  
 
 
1.6.5 Construir y probar prototipo. 
   
Es necesario en esta etapa desarrollar y probar un prototipo del sistema 
experto, si las pruebas no arrojan los resultados esperados, se hace necesario 
realizar modificaciones a las etapas anteriores, y ejecutar nuevas pruebas 
tantas veces como sea necesario hasta obtener un prototipo satisfactorio.  
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1.6.6 Refinamiento y generalización.  
 
Es en esta etapa donde aparte de corregir los errores encontrados, se 
incorporan nuevas opciones las cuales no habían sido  incluidas en el diseño 
inicial. 
 
 
1.6.7 Mantenimiento y puesta al día.  
  
En esta etapa se presenta el primer contacto del usuario final con el sistema 
experto, lo cual permitirá al usuario plantear problemas o defectos de la primera 
versión obtenida del sistema experto, y estas observaciones hechas por el 
usuario permitirá realizar correcciones y actualizar el  producto con nuevos 
avances. 
 
Este conjunto de etapas, enmarcan la calidad del sistema experto obtenido, el 
cual debe ser evaluado constantemente en función de los aportes entregados 
por los usuarios finales. Así como lo enseña  [Preece, 1990] en sus diferentes 
trabajos. 
 
 
1.7 Demás Áreas de la Inteligencia Artificial (IA) 
 
Debido a que la IA es una ciencia con un campo de investigación muy amplio, 
es necesario dar a conocer una breve descripción del ámbito y dominio de 
otras áreas  distintas de los sistemas expertos que también son pertenecientes 
a este campo de la ciencia.   
 
Ya que la IA es un campo de estudio que se encuentra en continuo desarrollo y 
en evolución constante, y que día tras día emergen nuevos y mejores métodos 
para tratar problemas complejos  que surgen con el pasar de los tiempos y 
gracias a la evolución informática, en este proyecto se muestran algunas áreas 
de la IA, que son representativas en el tratamiento de tales problemas, y que 
brindan una gran ayuda a los seres humanos en la evolución continua.  
 
Son ya muchos los investigadores en este campo que se han dedicado a 
estudiar la IA para ser mostrada de diferentes formas, a continuación doy a 
conocer una referencia que da una visión global de los temas tratados en la IA, 
[Cohen, 1982], muestra varios puntos de vistas de los diferentes temas 
incluidos en la IA. 
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En la actualidad es posible encontrar muchos más libros en los que se tratan 
claramente las diversas áreas de la IA. Solo por mencionar algunos de ellos, 
citamos a: [Vilarroya, 2006] y [Serra, 2009]. 
 
Ya que la IA es un área de intensa investigación, es posible encontrar un gran 
número de revistas que publican artículos en los distintos campos de la IA y 
temas relacionados con ella. Algunas de estas revistas son: Applied Artificial 
Intelligence, Applied Intelligence, Artificial Intelligence, Artificial Intelligence 
Magazine, International Journal of Intelligent Systems. 
 
De igual manera es posible encontrar revistas que se especializan en el 
dominio de determinados temas, tales como: Artificial Intelligence in Medicine, 
Biocybernetics and Biomedical Engineering, Cybernetics and Systems, Fuzzy 
Sets and Systems, IEEE Expert, IEEE Transactions on Systems, Man and 
Cybernetics, International Journal for Artificial Intelligence in Engineering, 
International Journal of Approximate Reasoning, International Journal of 
Computer Vision, International Journal of Expert Systems, Machine Learning, 
Networks, Neural Networks, y Pattern Recognition Letters,  estas revistas 
también muestran el dominio de diversas aplicaciones.  
 
 
1.7.1 Representación del Conocimiento. 
 
Como ya se menciono anteriormente, son muchas las fuentes de información o 
conocimiento relacionadas con la IA. Es por esto que se ha creado un área de 
la IA encargada de representar y manipular esta información utilizando 
diferentes mecanismos, este campo es denominado representación del 
conocimiento. Lo que se pretende con esta representación es permitir una 
búsqueda o una operación eficiente de los mecanismos de inferencia. 
 
Por ejemplo, en los sistemas expertos basados en reglas, se utiliza las reglas 
lógicas que expresan cierta relación entre los objetos y así de forma clara 
lograr representar la información mediante el uso de objetos, los cuales son 
también llamados variables. Este mecanismo es usado ya que esta 
representación de la información puede manipularse usando análisis lógico. 
 
Asi como lo trata [Bachman, 1991] en su libro, donde muestran las diferentes 
metodologías para representar el conocimiento, así como también es posible 
tener una visión general en los  Proceedings of the International Conference on 
Principles of Knowledge Representation and Reasoning (Paginas 89, 91, 92, y 
94) publicados por Morgan y Kaufmann publishers. 
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1.7.2 Planificación. 
  
En el área de la ingeniería es común escuchar frases como “divide y vencerás”, 
esto debido a que cuando se tienen problemas con alto nivel de complejidad es 
recomendado dividir las tareas en partes más pequeñas, para que así sea haga 
más fácil el manejo del problema. 
 
Para obtener una óptima solución de un problema, se han creado diversos 
métodos de planificación, los cuales conllevan al análisis de diferentes 
estrategias para la descomposición de determinado problema, es así como se 
da paso a la solución de cada una de sus partes hasta finalmente conseguir la 
solución adecuada. Se debe tener en cuenta que dependiendo de la forma en 
que se divida el problema será posible o no la interacción entre las partes. 
 
De igual forma, debido al surgimiento de la computación paralela, con la cual 
se es posible realizar varias tareas simultáneamente, han surgido problemas 
que requieren de estrategias de planificación más exigentes. Es aquí donde el 
objetivo no solo es dividir el problema, sino, hacerlo de tal forma que se puedan 
resolver todas aquellas partes resultantes de forma simultánea. En la literatura 
de la ciencia [Allen, 1990] es posible encontrar descripciones generales de esta  
área. Del mismo modo lo hacen [Bond, 1988], en su colección de artículos 
dedicada a hablar sobre el razonamiento paralelo, también nombrado como 
razonamiento distribuido. 
 
 
1.7.3 Demostración Automática de Teoremas.  
 
Durante muchos años se le atribuyo a la mente humana la exclusividad de 
hacer reducciones lógicas, esta atribución solo se empezó a descartar en  las 
investigaciones desarrolladas en los años 1960, donde se logro obtener una 
demostración automática de teoremas y así fue como se mostro al mundo que 
no solo el hombre puede realizar estas tareas, sino que también es posible 
obtener un buen resultado por medio de maquinas programables. Dichas 
maquinas aparte de modificar el conocimiento existente, también tienen la 
capacidad de obtener conclusiones nuevas. Estas maquinas han sido llamadas 
demostradores de teoremas y han sido utilizadas en diversos campos de las 
matemáticas, entre ellos está la Lógica, la Geometría, entre otros.  
 
Debido a la existencia de mecanismos de deducción y de una extensa base de 
conocimiento, el campo de las matemáticas se ha considerado un área natural 
para el uso de esta metodología. No obstante, los demostradores de teoremas, 
también pueden ser utilizados para la resolución de problemas de otras áreas 
del conocimiento que contengan estas dos mismas características.  
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[Wos, 1984] da una introducción amplia con respecto a este tema, mostrando 
un código en Prolog de un demostrador de teoremas muy básico. Una 
referencia más recientes es [Almulla, 1995]. 
 
 
1.7.4 Los Juegos Automatizados.  
 
Una de las áreas más antiguas y fascinantes de la IA, es la llamada juegos 
automatizados, [Newell, 1963] habla en su libro de los inicios de los juegos por 
computadora, los cuales días tras días han presentado un desarrollo masivo, 
se especializan, y evolucionan de una forma tan rápida que es casi imposible 
intuir su siguiente paso. Es por esto, que algunos juegos tienen la capacidad de 
competir y hasta llegar a vencer a su oponente, así como ocurre por ejemplo 
con el juego de ajedrez, el cual logra incluso vencer a maestros reconocidos.  
 
Para obtener un buen resultado en el área de juego automático, es necesario 
realizar un estudio profundo, ya que esta rama de la IA tiene otras aplicaciones 
y una de ellas es en los métodos de búsqueda, optimización, entre otros. 
Algunas referencias históricas de interés sobre este caso se pueden encontrar 
en [Levy, 1988] quien es especialista en el tema. 
 
 
1.7.5 Reconocimiento de Patrones.  
 
El reconocimiento de patrones, es el área de la IA encargada de estudiar las 
diferentes técnicas de clasificación utilizadas para identificar conglomerados o 
subgrupos que tengan características similares en cada grupo. Las 
conclusiones son extraídas teniendo en cuenta el grado de asociación de 
cualquiera de los objetos con cada uno de los grupos. Por lo tanto, son varios 
los campos que utilizan los algoritmos desarrollados en esta área como 
herramientas útiles para la solución de problemas, ejemplos del uso de estos 
algoritmos se denotan en diversos campos, tales como reconocimiento de 
imágenes, reconocimiento de señales, diagnostico de fallos de equipos, control 
de procesos, entre otros. Para tener una visión más amplia del tema véase 
[Niemann, 1990], quien muestran una visión de tipo estadístico.       
 
 
1.7.6 Reconocimiento de Voz. 
 
Puesto que la voz es uno de los medios de comunicación de preferencia del 
hombre, se ha creado una rama de la IA dedicada a  tratar el problema del 
procesamiento del lenguaje hablado y hacer una captura de los diversos 
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elementos semánticos que conforman una conversación, este campo es 
conocido como el reconocimiento de voz.   
 
Unos de los inconvenientes afrontados por esta disciplina es el reconocimiento 
de las diversas pronunciaciones y variados tonos de vos, los cuales dependen 
en gran parte de la situación geográfica. Uno de los investigadores en el tema 
es [Rabiner, 1993] quien trata este problema con profundidad.  
 
 
1.7.7 Procesamiento de Lenguaje Natural. 
 
El principal objetivo de procesamiento del lenguaje natural es extraer la mayor 
cantidad de información como sea posible de un texto escrito. Dado que con el 
aumento continuo del uso de computadores en el tratamiento de la información, 
el lenguaje escrito se ha convertido en otro medio de comunicación de vital 
importancia. Ya que el reconocimiento de voz constituye uno de los problemas 
más difíciles de resolver, se hace necesario tener a disposición un procesado 
óptimo del lenguaje escrito. 
 
Otro problema de alta complejidad y que es totalmente contrario al 
procesamiento del lenguaje, es la generación de lenguaje, el cual consiste en 
dar a los computadores la facultad de generar sentencias de lenguaje natural, 
aparte de los mensajes de tipo telegráfico. 
 
Al combinarse estas dos técnicas, se obtiene como resultado por ejemplo, la 
traducción de textos escritos en diferentes idiomas, lo cual es conocido como 
traducción asistida por computador. En la actualidad traductores de este tipo 
son usados por porcentajes muy altos de la población, debido a su facilidad de 
uso y a la gran ayuda que ofrecen en el área de los idiomas. Una referencia 
clásica que se debe tener en cuenta es [Schank, 1977].  
 
 
1.7.8 Visión Artificial.  
 
Dado a la evolución tecnológica se ha creado la necesidad de localizar y 
reconocer automáticamente objetos en tres dimensiones, este es el objetivo 
general de la visión artificial, la cual ha conseguido hacerlo mediante el uso de 
computadores, por ejemplo,  el proyecto Iris, creado para invidentes y liderado  
por John Alexis Guerra, también se puede percibir este gran avance en los 
juegos automatizados, como lo son el Nintendo Wii, entre otros.   
 
El estudio de la visión artificial ha dado buen resultado debido a la combinación 
de varias áreas de la IA, tales como representación del conocimiento, el 
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reconocimiento de patrones, redes neuronales y juegos automatizados. 
Durante las últimas décadas han sido muchos los avances técnicos que aplican 
este campo de la IA en varios sistemas comerciales utilizados en fabricación, 
inspección, tareas de guía, entre otros. Para tener una idea más clara sobre el 
tema, véase [Shapiro, 1992]. 
 
 
1.7.9 Robótica.  
 
Otra de las áreas de la IA que ha tenido una gran evolución en los últimos 
años, es la robótica. En la actualidad es posible encontrar robots capaces de 
simular al hombre en varias tareas, esto dado a su combinación de elementos 
mecánicos, computacionales y sensores, los cuales le permiten tener una 
interacción directa con objetos reales y realizar varias tareas de forma precisa, 
rápida y acomodándose a las situaciones.  
 
Debido a las características anteriormente mencionadas, se ha considerado a 
los robots herramientas computacionales capaces de interactuar con el mundo 
real, así lo afirma Michio Kaku, quien es un especialista en la ciencia de la IA y 
la física.  [McKerrow, 1991], en este libro es posible encontrar una revisión 
general sobre robótica, y en [Jones, 1993], se puede tener acceso al tema de 
aplicaciones prácticas.  
 
 
1.7.10 Redes Neuronales. 
 
Una de las ramas de la IA son las redes neuronales, las cuales tienen como 
objetivo principal la reproducción de forma básica de las funciones elementales 
del cerebro humano.  Es por esto que su arquitectura es creada en forma de 
red, teniendo un sin número de conexiones entre varias capas de 
procesadores, para obtener la estructura más parecida posible a la del cerebro 
humano. En la estructura de la red y en los pesos de las conexiones se 
encuentra codificada toda la información que contiene determinada red 
neuronal. Es por esto que en determinadas situaciones se hace necesario 
modificar los pesos de las conexiones para lograr obtener la salida deseada. 
 
El entrenamiento de las redes neuronales es una de las tareas de aprendizaje 
más complejas. Debido al hecho de aprender por analogía, es posible entrenar 
un modelo para obtener las salidas de un conjunto de señales con el objetivo 
de lograr codificar así la estructura del fenómeno que se pretende analizar.       
 
Con la aparición de tecnologías más rápidas y eficientes computacionalmente, 
se hizo posible la simulación de redes neuronales grandes y complejas, de 
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igual forma sucede con el descubrimiento de potentes algoritmos de 
aprendizaje. Estas componentes han sido las causas que han posibilitado el 
avance en el desarrollo de esta área del conocimiento. Una introducción clara 
sobre el tema la presenta [Lisboa, 1992] en sus trabajos. 
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2 
Estimación de 
Estado 
 
 
 
 
 
 
 
 
 
 
2.1 Introducción 
 
La estimación de estado y toda su teoría en sistemas eléctricos de potencia 
(SEP) surgió en la década de los 70’s, desde ese momento hasta la actualidad, 
se ha utilizado este método para crear aplicaciones de vital importancia en los 
centros de control de energía (CCE), siendo usado no solo para la evaluación 
de diferentes procedimientos propios de la operación de los sistemas 
eléctricos, sino que también, es considerado en algunas ocasiones como base 
para la ejecución de otras aplicaciones que tienen que ver con la seguridad, 
control y operación de la red [Schweppe, 1970]. 
 
El principal objetivo del estimador de estado es determinar el estado correcto 
de operación del sistema. Para lograr este objetivo es necesario disponer de 
información en una base de datos relacionada con la localización e 
interconexión de los componentes del sistema, así como también se debe 
contar con  la información entregada por el sistema de supervisión y 
adquisición de datos (SCADA) correspondiente a la lectura de los instrumentos 
de medición.  
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Además de eso, existe otro tipo de información disponible para los CCE, dicha 
información puede ser empleada en el proceso de estimación a pesar de no ser 
proveniente de ningún instrumento de medición. Este es el caso de los datos 
obtenidos por medio de registros históricos o en pronóstico de demanda, estas 
técnicas son conocidas como Pseudomedidas [Monticelli, 1999]. 
 
Todas las mediciones recolectadas en el CCE contienen errores propios del 
proceso de adquisición de datos y al ruido presente en la transmisión de la 
información. Por esta razón, se debe hacer una revisión previa para eliminar las 
mediciones que presentan grandes inconsistencias. Aun así, en algunas 
ocasiones es posible encontrar información erróneas que logran evadir este 
filtro, este tipo de información deben ser identificada y separada del conjunto de 
datos que cumple con los requisitos de uso [Tinney, 1970], [Handschin, 1975].  
 
Para hacer esto posible, se cuenta con una metodología clásica de estimación 
de estado, la cual es conocida con el nombre de mínimos cuadrados 
ponderados (WLS) la cual ejecuta un procedimiento estadístico y probabilístico 
sobre el conjunto de medidas, esperando depurar la información para estimar 
de forma precisa y segura las variables de estado del sistema y por 
consiguiente su punto de operación. 
 
La relación encontrada entre el número de mediciones (nm)  y el número de 
variables de estado (ve), es conocida como nivel de redundancia, por lo tanto 
se puede decir que NR ൌ nm / ሺ2n െ 1ሻ. Donde n es equivalente al número de 
barras del sistema. Según el valor obtenido del NR es posible encontrarse con 
los siguientes casos:  
 
 Cuando NR ൌ 1 se efectúa un estudio convencional de flujo de carga. 
Aun así, este procedimiento presenta algunas limitaciones, las cuales 
son presentadas a continuación. 
 
¾ Ante la falta de algún dato nodal, se hace imposible realizar el 
cálculo por medio de este procedimiento. 
 
¾ Al encontrar mediciones erróneas, no logra detectar, ni identificar, 
ni desechar la información obtenida. 
 
¾ Los resultados finales reflejan los errores en los datos nodales. 
 
¾ A pesar de que en  la práctica se dispone de mediciones de flujo 
de potencia (P୧୨, Q୧୨), estas no se encuentran contempladas dentro 
del modelo matemático.    
 
 Cuando NR  ൐  1 se ejecuta un estudio de estimación de estado. Esta 
metodología no presenta las limitaciones descritas anteriormente para el 
análisis de flujo de carga. Es por esto que, un valor alto de NR juega un 
papel importante en la obtención de resultados confiables.  
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 Cuando NR ൏  1 es decir, cuando existe deficiencia en el número de 
mediciones, se hace necesario ejecutar un análisis de observabilidad 
antes de realizar la estimación de estado, para poder determinar la 
posibilidad de calcular las variables de estado del sistema. No obstante, 
en algunos casos, es imposible realizar el estudio de estimación de 
estado, dado que se han perdido uno o varios datos de forma 
simultánea, inclusive cuando NR ൐ 1.   
 
En definitiva la estimación de estado es una metodología que aprovecha la 
información redundante y se encuentra en condiciones de detectar, identificar y 
eliminar aquella información que presenta algún tipo de anormalidad a través 
del uso de la metodología clásica WLS [Monticelli, 1983]. A continuación se 
presentara el procedimiento usado por esa metodología.   
 
 
2.2 Método de los Mínimos Cuadrados 
Ponderados 
 
Debido a la necesidad de conocer el estado actual de un sistema de potencia, 
se ha utilizado el método de mínimos cuadrados ponderados, el cual usa las 
variables de estado, es decir, el conocimiento de las magnitudes y de los 
ángulos de voltaje en cada uno de los nodos, para mostrar en cada instante el 
estado del sistema.  
 
Teniendo como referencia el ángulo del nodo slack, [Cruz, 2005] y [Pantrigo, 
2005], se puede determinar que para un sistema de  nodos, se tiene un total 
de 2n െ 1 variables de estado, los cuales corresponden a los  valores de 
tensión y a los n െ 1 ángulos de los nodos del sistema.    
 
Para que el estimador de estado pueda determinar el estado actual de la red, 
requiere como datos de entrada la siguiente información: 
 
 Valores de los parámetros y elementos de la red. Es decir, líneas de 
transmisión, elementos shunt, transformadores, entre otros. 
 
 Datos concernientes a los medidores conectados al sistema. Lo que 
quiere decir, información sobre las inyecciones de potencia (P୧, Q୧), flujos 
de potencia (P୧୨, Q୧୨, P୨୧, Q୨୧) y magnitudes de voltaje nodal (|V୧|).  
 
Las mediciones anteriores pueden ser expresadas como una función, 
generalmente no lineal, de las variables de estado, agregando un término que 
representa el error asociado con tal medición. Eso debido a que el modelo 
matemático de estimación de estado así lo permite. Por lo tanto al tener un 
conjunto de  mediciones y  variables de estado se obtiene la siguiente 
expresión matricial:  
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z ൌ   ൦
zଵ
zଶ
ڭ
z୫
൪  ൌ   ൦
hଵሺxଵ, xଶ,ڮ , x୬ሻ
hଶሺxଵ, xଶ,ڮ , x୬ሻ
ڭ
h୫ሺxଵ, xଶ,ڮ , x୬ሻ
൪ ൅ ൦
eଵ
eଶ
ڭ
e୫
൪       (2.1) 
 
Donde: 
 
    Representa el vector de mediciones del sistema. 
 h୧  Función no lineal que relaciona la medición  con el vector .  
   Representa el vector de las variables de estado. 
   Representa el vector de error de las mediciones. 
 
Sabiendo que el error se encuentra definido como la diferencia entre el valor 
medido y el valor calculado, la expresión anterior puede ser expresada como 
ሾeሿ ൌ   ሾzሿ െ ሾhሺxሻሿ. Debido a que los valores exactos de ሺxሻ no se pueden 
determinar, se realiza un cálculo iterativo para conocer sus estimados ሺxොሻ, por 
tanto el error estimado ሺeොሻ se calcula de la siguiente forma: 
 
eො୧ ൌ   z୫ୣୢ୧ୢ୭ െ  f୧ሺV, θሻ                        (2.2) 
 
Los errores en las mediciones se consideran como variables aleatorias 
gaussianas independientes y su representación estadística se hace a través de 
la Función de Distribución de Probabilidad Normal con media  y varianza σଶ .  
 
La metodología de mínimos cuadrados ponderados busca darle un peso 
preferencial a aquellas mediciones que poseen valores más exactos. Para ello, 
se establece una matriz de ponderaciones ܹିଵ la cual se define como una 
matriz diagonal cuyos elementos corresponden a los inversos de las varianzas 
individuales de cada medidor. Por tanto, las ponderaciones más altas son 
asignadas a los medidores más confiables. 
 
 
ሾܹିଵሿ ൌ
ۏ
ێ
ێ
ێ
ۍ
1
ߪଵ
ଶൗ ڮ 0
ڭ ڰ ڭ
0 … 1 ߪ௡௠ଶ
ൗ
ے
ۑ
ۑ
ۑ
ې
                               (2.3) 
 
Para cuantificar el error presente en la estimación se emplea la siguiente 
expresión conocida como la función de mínimos cuadrados ܬሺݔොሻ: 
 
 
ܬሺݔොሻ ൌ ∑ ௜ܹ௜
ିଵ௡௠
௜ୀଵ ݁௜
ଶ                              (2.4) 
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Para minimizar la expresión anterior se debe cumplir con las condiciones de 
optimalidad de primer orden. En [Grainger, 1998] es presentado el 
procedimiento matemático usado al aplicar el método de Newton para 
encontrar las variables de estado del sistema a través de un procedimiento 
iterativo tal como se muestra en la siguiente ecuación.   
 
 
ݔො௞ାଵ ൌ ݔො௞ ൅ ∆ݔ                                        (2.5) 
 
 
Siendo ݔො las variables de estado estimadas del sistema y en donde la 
convergencia es alcanzada cuando el término ∆ݔ ՜ 0.  La expresión 
matemática para ∆ݔ se puede apreciar con detalle a través de la siguiente 
expresión: 
 
  ∆ݔ ൌ ሺܪ௧ܹܪሻିଵܪ௧ܹିଵ݁                             (2.6) 
 
 
Donde ܪ corresponde a la matriz Jacobiana y el término ܪ௧ܹܪ se define como 
la matriz ganancia ܩ, matriz simétrica cuyos valores de la diagonal principal 
corresponden a las varianzas de las variables de estado. Esta matriz en 
algunas ocasiones presenta problemas de mal condicionamiento o singularidad 
imposibilitando el cálculo de las variables de estado. Por este motivo surgen 
varias técnicas encaminadas a reducir el mal condicionamiento de esta matriz 
[Do Couto, 1990]. 
  
El proceso paso a paso para el cálculo de las variables de estado del sistema, 
usando el método de los mínimos cuadrados ponderados, es presentado en el 
diagrama de bloques de la Figura (2.1), en el cual se enseña el algoritmo 
general usado para esta metodología.  
 
Después de conocido el procedimiento de mínimos cuadrados ponderados va a 
ser descrita la conformación de la matriz Jacobiana, que a diferencia de los 
estudios de flujo de carga, en estimación de estado presenta una estructura 
rectangular debido a que existen mayor número de mediciones que variables 
de estado a ser estimadas. 
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Figura (2.1): Algoritmo General WLS. 
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2.2.1 Modelado de la matriz Jacobiana 
 
Las ecuaciones que hacen parte del conjunto no lineal ݄ሺݔሻ ൌ ݂ሺܸ, ߠሻ son las 
correspondientes a las inyecciones de potencia, flujos de potencia y 
magnitudes de voltaje tal como se muestran en la Figura (2.2). 
 
 
Figura (2.2): Ecuaciones usadas por el estimador de estado. 
 
Los elementos de la matriz Jacobiana ܪ corresponden a las primeras derivadas 
de las funciones ݄ሺݔሻ con respecto a las variables de estado ܸ y ߠ. Los 
términos correspondientes a las medidas de flujos e inyecciones son mostrados 
en las Figuras (2.3) y (2.4). Por otra parte los elementos correspondientes a las 
medidas de magnitud de tensión son nulas excepto para las columnas 
asociadas a dicha medida [Abur, 2004], [Grainger, 1998]. 
 
 
Figura (2.3): Elementos de H correspondientes a los flujos de potencia. 
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Figura (2.4): Elementos de H correspondientes a las inyecciones de potencia. 
 
 
En definitiva, la estructura de la matriz Jacobiana presenta una estructura 
rectangular en donde el número de filas corresponde al número de mediciones 
ሺ݊݉ሻ y el número de columnas al número de variables de estado ሺ2݊ െ 1ሻ 
como se puede apreciar en la Figura (2.5). 
 
31 
 
 
 
Figura (2.5): Estructura de la matriz Jacobiana. 
 
 
 
2.2.2 Procedimiento para detectar e identificar errores en las 
mediciones 
 
Un estimador de estado, a diferencia del flujo de carga, se encuentra en 
capacidad de detectar e identificar las medidas que puedan contener errores 
que alejen significativamente los resultados de los valores reales. Teniendo en 
cuenta que si algunas de las mediciones tuviesen errores los resultados del 
estimador no serian confiables, el principal objetivo de estos procedimientos es 
eliminar los efectos de estos errores sobre los resultados finales, permitiendo 
realizar acciones de control adecuadas en los centros de control. 
 
Claramente en la ecuación (2.6) se puede apreciar como la condición de 
convergencia ∆ݔ ՜ 0 es alcanzada cuando ݁ ՜ 0. Por tanto, cuando hay 
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presencia de errores en las mediciones el punto de operación calculado se 
aleja de su valor real, lo que implica que para aplicaciones en tiempo real debe 
existir un procedimiento adicional que determine si los cálculos realizados en 
realidad hacen parte de resultados estimados de buena calidad. 
 
Para caracterizar los errores se debe considerar la siguiente clasificación de 
acuerdo a su desviación estándar ߪ [Mili, 1984]: 
 
• Errores de extrema amplitud: La diferencia entre el valor medido y el 
valor calculado sobrepasa hasta 20 veces su desviación ߪ. 
 
• Errores de grande porte: La diferencia entre el valor medido y el valor 
calculado se encuentra entre 5 ߪ y 20 ߪ. 
 
• Errores normales: La diferencia entre el valor medido y el valor calculado 
es menor a 5 ߪ. 
 
Dentro de los procedimientos usados para detectar e identificar las mediciones 
con errores dentro del procedimiento de estimación de estado se encuentran 
los procedimientos estadísticos chi-cuadrado ሺ߯௞,ఈଶ ሻ y t-student ሺݐ௞,ఈሻ [Mili, 
1990]. Siendo ߙ la probabilidad asociada y ݇ los grados de libertad asociados 
en estadística a la información independiente disponible para calcular la 
variabilidad de los datos. En estimación de estado los grados de libertad están 
asociados a la diferencia entre el número de mediciones y el número de 
variables de estado. 
 
El primer procedimiento realiza una prueba global para detectar la presencia de 
errores en las mediciones. Este procedimiento establece que la ecuación (2.4) 
se puede representar a través de la distribución de probabilidad chi-cuadrado 
siempre y cuando el error sea una variable aleatoria gaussiana.  
 
La prueba Chi-cuadrado es una prueba de hipótesis de una cola donde el valor 
de ܬሺݔොሻ se compara con el valor de ߯௞,ఈଶ  dada en tablas. De cumplirse la 
desigualdad ܬሺݔොሻ ൏ ߯௞,ఈଶ  los valores estimados para las variables de estado se 
aceptan. En caso de no cumplirse, es necesario realizar una segunda prueba 
estadística para identificar cuáles son las mediciones que tienen una influencia 
negativa sobre los valores estimados. 
 
El segundo procedimiento es una prueba realizada sobre cada medición para 
identificar puntualmente la medición que contiene algún tipo de error. Para ello 
se calcula la matriz de varianzas estimadas ܴ ൌ ሺܫ െ ܪܩିଵܪ௧ܹሻܹିଵ en donde 
solo interesan los elementos de su diagonal principal. Para identificar las 
mediciones con error los errores se deben normalizar por sus respectivas 
desviaciones de la siguiente forma: 
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  ݁̂௜
ே ൌ
|௘೔|
ඥோ೔೔
                                           (2.7) 
 
La medición con error corresponde a aquella que presente un valor de error 
normalizado de mayor cuantía. La medición identificada en esta prueba 
estadística es eliminada del conjunto de medidas, por lo cual se debe realizar 
nuevamente el cálculo de las variables de estado para las mediciones 
restantes. Después tendrán que ser realizadas operaciones cíclicas de 
estimación, detección e identificación respectivamente. El procedimiento 
finaliza cuando la prueba ߯௞,ఈଶ  no identifica la presencia de errores. 
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3 
Metodología 
Propuesta 
 
 
 
 
 
 
 
 
 
 
3.1 Introducción 
 
A pesar de la gran cantidad de implementaciones y el buen desempeño de los 
estimadores de estado WLS en los centros de control de energía en la mayoría 
de las implementaciones, existen varios aspectos a considerar a la hora de 
evaluar el rendimiento computacional y la efectividad de este procedimiento 
para detectar errores dentro del proceso de adquisición de mediciones, los 
cuales afectan y disminuyen la confiabilidad de los resultados obtenidos. 
 
Dentro de las principales dificultades cabe mencionar aspectos relacionados 
con la observabilidad de la red, malformación y dispersidad de las matrices 
jacobiana y ganancia, esfuerzo computacional elevado e identificación 
inadecuada de mediciones con error, lo cual genera pérdida no deseada de 
información, razón por la cual podría considerarse como una de las condiciones 
más críticas dentro del proceso.  
 
Por esta razón, dentro de la comunidad académica el procedimiento de 
estimación de estado se ha convertido en motivo de estudio por parte de 
investigadores y operadores de red con el objetivo de construir nuevos 
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enfoques y metodologías que logren mitigar los efectos negativos de las 
dificultades descritas anteriormente.  
 
De esta manera, han sido propuestos estimadores de estado con restricciones 
de igualdad a fin de mejorar la confiabilidad de los resultados [Irving, 1978]. Un 
estimador con restricciones de desigualdad con el fin de evitar que sean 
sobrepasados algunos límites operacionales del sistema cuando existen 
errores considerables dentro del proceso de adquisición [Holten, 1988]. Otro 
enfoque que emplea algoritmos de optimización combinatorial junto al 
procedimiento clásico de estimación de estado fue usado en [Monticelli, 1986] y 
después en [Asada, 2003] como alternativa para la detección correcta de 
mediciones con errores caracterizados por su difícil detección, entre otras. 
 
Si bien es cierto que en los centros de control de energía se dispone de 
grandes bases de datos que contienen información y registros numéricos de 
algunos fenómenos eléctricos tales como proyección de la demanda y la 
generación, datos de tensiones y corrientes trifásicas cuando se presentan 
disturbios transitorios ó permanentes, entre otros, para el caso de la estimación 
de estado los registros históricos solamente son tenidos en consideración 
cuando existen cantidades insuficientes de mediciones en tiempo real 
disponibles. Datos con esta características son conocidos como 
pseudomediciones [Monticelli, 1999]. Por tal motivo, la metodología propuesta 
se fundamenta en la construcción de una base de datos que permita establecer 
las principales características de un estimador de estado orientado hacia la 
detección de errores que puedan estar presentes durante el proceso de 
medición en tiempo real. 
 
En este capítulo va a ser descrito una nueva metodología que usa el 
procedimiento convencional de estimación de estado sin considerar las 
pruebas de hipótesis usadas para el tratamiento de errores. En su lugar se 
emplea un procedimiento basado en un sistema experto como alternativa de 
solución cuando hay presencia de mediciones erróneas, el cual busca disminuir 
su influencia dentro de los resultados obtenidos por un estimador de estado. La 
idea de no usar las pruebas de hipótesis se fundamenta en el hecho que es de 
conocimiento público por parte de los especialistas en el tema que estos 
procedimientos presentan dificultades como puede ser visto en algunas 
aplicaciones referenciadas en publicaciones y trabajos académicos [Ruiz, 
2009]. Es por esta razón que en este trabajo de investigación se propone una 
reformulación de fácil implementación del procedimiento clásico WLS, basado 
en el análisis de resultados de casos conocidos presentes en una base de 
datos, que permita resolver las dificultades presentes dentro de los métodos de 
estimación de estado convencionales. 
 
Como es bien sabido, para la creación de un sistema experto se debe tener 
conocimiento previo del comportamiento y las principales características del 
problema que se está abordando. En el caso particular de la estimación de 
estado, es importante tener en cuenta que las condiciones de operación, la 
topología de la red, la cantidad y la distribución de las mediciones, así como la 
relación de los errores estimados,  entre otros aspectos, son propios del 
sistema de potencia analizado. Por tanto, desde el punto de vista de un sistema 
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experto es prácticamente inviable construir un algoritmo de programación 
general, al cual solo con la modificación de algunas variables sea posible su 
aplicación a cualquier sistema de potencia. Por el contrario, para la 
construcción del sistema experto para esta aplicación en particular es 
propuesto el análisis para un sistema de prueba con topología, distribución y 
cantidad de mediciones fijas, del cual son extraídos los resultados de un 
estimador de estado para conformar la base de datos que permitirá, a partir del 
conocimiento adquirido, la creación del procedimiento de identificación de 
errores con aplicación en centros de control de energía.  
 
El algoritmo propuesto se encuentra dividido en dos etapas, la primera es la 
encargada de la creación de la base de datos conformada por los resultados 
del estimador de estado cuando existen errores en las mediciones los cuales 
van a permitir establecer las estrategias para detección de errores. La segunda 
etapa se encarga de la creación del algoritmo propuesto de estimación de 
estado para el tratamiento de errores basado en los criterios establecidos en la 
etapa anterior. La descripción del algoritmo propuesto es presentada en las 
secciones siguientes. 
 
 
3.2 Etapa I – Creación del Sistema Experto 
 
Esta etapa es la encargada de extraer las principales características presentes 
en la teoría de estimación de estado que permiten la creación de un sistema 
experto con el fin de mejorar el desempeño del método de mínimos cuadrados 
cuando existen mediciones con error. Los principales aspectos que se deben 
tener en cuenta para el desarrollo de la primera etapa se describen a 
continuación.  
 
 
3.2.1 Construcción del sistema de prueba 
 
Para el desarrollo del procedimiento propuesto se debe conocer del sistema de 
prueba la información concerniente a los componentes de la red, su topología y 
la distribución de los medidores dentro del sistema. Adicionalmente, se asume 
que con la cantidad de medidores ubicados en el sistema no se presentan 
problemas de observabilidad. Esta condición es garantizada siempre y cuando 
se cuente con niveles de redundancia altos (N.R. > 1.5).  
 
Otro aspecto de gran importancia dentro del procedimiento es la creación de la 
matriz de pesos de las mediciones, debido a que estos valores son usados 
para darle mayor grado de participación a los medidores considerados más 
exactos dentro de los resultados finales. No existe un criterio comprobado que 
defina cuales son las ponderaciones que deban ser usadas a lo largo del 
proceso, convirtiéndose en algunas ocasiones en un parámetro de difícil 
calibración cuando se requieren resultados de calidad. Generalmente, son 
asignados valores fijos a estas ponderaciones, teniendo en cuenta que los 
valores de las varianzas de las mediciones más exactas se encuentran dentro 
del intervalo [0.0001, 0.0009]. 
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Finalmente, para obtener los valores de los medidores  se realiza un estudio 
convencional de flujo de carga y una vez determinado el punto de operación del 
sistema, son seleccionadas las mediciones que van a ser ingresadas al 
estimador de estado. Conocidos los valores de la información de entrada, se 
calculan los resultados del estimador de estado, los cuales deben ser iguales a 
los valores obtenidos del flujo de carga realizado anteriormente. Este 
procedimiento es presentado en el diagrama de bloques Figura (3.1). 
 
Para conocer la calidad de los resultados estimados se calcula el valor de ܬሺݔොሻ, 
el cual bajo estas condiciones debe ser menor a 10-3. Una vez comprobada la 
calidad de los resultados estimados, es almacenado el punto de operación 
respectivo,  el cual va a ser usado como guía dentro del procedimiento 
propuesto, estos resultados pertenecen al punto de operación real. Cumplida 
esta condición se prosigue con el siguiente paso. 
 
 
 
Figura (3.1): Creación del conjunto de mediciones. 
 
 
3.2.2 Construcción de la base de datos 
 
 
Las bases de datos usadas en los sistemas expertos contienen gran cantidad 
de información que permiten interpretar la descripción de un fenómeno. Sin 
embargo, es importante contar con la ayuda de un especialista en el tema para 
obtener el mayor provecho de la información almacenada a fin de encontrar las 
principales características que van a hacer posible la creación del conjunto de 
reglas o de los procedimientos de solución para las aplicaciones en particular. 
 
En los sistemas eléctricos y en especial en los centros de control de energía se 
dispone de una cantidad amplia de información perteneciente a los datos 
históricos de la demanda y la generación, las previsiones de carga,  datos de 
fallos del sistema y en general se cuenta con registros del comportamiento de 
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las principales variables como tensiones y corrientes. Para esta aplicación en 
particular, la base de datos es construida a partir del estudio de los resultados 
de un estimador de estado para diversos puntos de operación del sistema.  
Basado en la experiencia adquirida y en el conocimiento de la problemática 
abordada en esta investigación en las líneas siguientes es descrito el 
procedimiento de construcción de la base de datos.      
 
Considerando la clasificación de errores descrita en la sección (2.2.2), se 
procede a alterar algunos de los valores medidos de forma aleatoria con el fin 
de analizar el comportamiento de las variables de salida ante la presencia de 
ruido en la información inicial. Debido a que en los estudios de estimación de 
estado generalmente se asume que las mediciones correspondientes a los 
flujos e inyecciones de potencia provienen de un mismo medidor, en esta 
aplicación cuando una medición de esta naturaleza es alterada por 
determinado valor, tanto la parte activa como la reactiva son afectadas por la 
misma cantidad. Para garantizar que los casos analizados estén lo más 
cercanos posibles a aplicaciones reales, la cantidad de mediciones que van a 
ser alteradas, a pesar de ser determinada de manera aleatoria, corresponde a 
una pequeña cantidad del conjunto total de mediciones.  
 
Para la construcción de la base de datos, cada vez que sean alteradas las 
mediciones iniciales, van a ser almacenados en la base de datos los siguientes 
resultados del estimador de estado:   
 
• Punto de operación: Dada por los valores fasoriales de las tensiones en 
todas las barras del sistema (variables de estado). 
 
• Errores estimados: Los errores estimados correspondientes a cada 
medidor usando la ecuación (2.2). 
 
• Función de mínimos cuadrados: Para saber la calidad de los resultados 
obtenidos durante el proceso de estimación se calcula el valor de la 
expresión (2.4).  
 
Este tipo de información hace posible determinar, mediante la comparación de 
los resultados obtenidos con el denominado punto de operación real, el grado 
de dispersión de los resultados de acuerdo con el tipo de ruido incorporado, es 
decir, dado un error normal o un error elevado. En consecuencia, de acuerdo al 
conocimiento adquirido a través de la base de datos, puede ser establecido un 
valor umbral para la función ܬሺݔොሻ que indique hasta donde es aceptado el error 
presente en el proceso de estimación, cuyo punto de operación no difiera en 
grandes proporciones al punto de operación real.  
 
 
3.2.3 Descripción del procedimiento para la creación de la base 
de datos 
 
A través del siguiente diagrama de bloques se describe el procedimiento usado 
en la primera etapa que permite la creación de la base de datos que contiene 
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los resultados de del estimador de estado cuando se introducen errores en una 
parte del conjunto de mediciones de manera aleatoria. 
 
 
Figura (3.2): Construcción de la base de datos del algoritmo propuesto. 
 
 
3.2.4 Análisis del error estimado 
 
Uno de los aspectos más importantes a estudiar según la problemática definida 
en esta investigación es el comportamiento del error estimado en los cálculos 
de estimación de estado. Dado que en algunas ocasiones el error se 
caracteriza por su difícil detección al usarse pruebas de hipótesis, deben ser 
propuestas nuevas alternativas de solución que permitan tener resultados 
confiables dentro de los estudios realizados.  
 
Una novedosa propuesta es presentada en este documento basada a través 
del estudio de una base de datos con resultados de casos conocidos, que 
permita construir un sistema experto como una alternativa al tratamiento de 
errores en la estimación de estado de sistemas eléctricos. 
 
Debido a que en los casos de estudio son conocidas cuáles de las mediciones 
son alteradas así como la magnitud del error incorporado, es importante 
analizar el error estimado para determinar cuáles son los motivos por los que a 
través de los procedimientos clásicos de estimación existen dificultades en su 
detección, y por consiguiente, establecer las nuevas estrategias para el 
tratamiento de errores presentes en los datos medidos. 
 
Por esta razón, de cada configuración analizada, la magnitud del error 
estimado correspondiente a cada medición se representa en forma de 
diagrama de barras. El objetivo de este análisis es determinar cuáles son los 
errores de mayor proporción presentes en la estimación y su relación con las 
mediciones alteradas inicialmente.  
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Realizada la recopilación de la información deseada y analizado el 
comportamiento del error para el sistema de prueba en cuestión, se da inicio a 
la segunda etapa del proceso.    
 
 
3.3 Etapa II – Metodología propuesta 
 
En esta etapa se describe de manera detallada el procedimiento propuesto 
para el tratamiento de errores en estimación de estado creado a partir del 
análisis del comportamiento del error realizado en la etapa anterior. Las 
principales consideraciones incorporadas al procedimiento de detección de 
errores son presentados en las próximas secciones. 
 
 
3.3.1 Cálculo de las variables de estado  
 
Para calcular las variables de estado, una vez conocidas las informaciones de 
entrada del estimador, es usado el procedimiento convencional de mínimos 
cuadrados WLS descrito en la sección (2.2). Se debe tener en cuenta que en 
esta etapa se usa el mismo sistema de prueba empleado en la Etapa I sin 
alteraciones en su topología y sin variaciones en la ubicación y cantidad de 
medidores usados. Bajo estas condiciones son evaluados diferentes puntos de 
operación para comprobar la efectividad del algoritmo propuesto. En esta 
metodología la observabilidad del sistema no es evaluada para las diferentes 
configuraciones analizadas, sin embargo, esta siempre es garantizada por el 
uso de mediciones redundantes. 
 
A diferencia de los algoritmos convencionales de estimación de estado, este 
nuevo enfoque no usa las pruebas estadísticas chi- quadrado ሺ߯௞,ఈଶ ሻ y t-student 
ሺݐ௞,ఈሻ para el tratamiento de mediciones con error.  Por el contrario, es 
desarrollado un procedimiento basado en el análisis del comportamiento del 
error registrado en las bases de datos de la sección 3.1.3. Los detalles de este 
procedimiento son presentados en las secciones siguientes. 
 
 
3.3.2 Procedimiento de identificar errores en los valores 
estimados 
 
La identificación del error global dentro del procedimiento de mínimos 
cuadrados se realiza a través de la comparación del valor obtenido del índice 
ܬሺݔොሻ con un valor obtenido de tablas correspondiente a la función de 
probabilidad chi-cuadrado. Suponiendo que se cuenta con un nivel de 
redundancia ݇ ൌ 18 y considerando una probabilidad ߙ ൌ 0.01, esta prueba 
estadística arroja un valor ߯௞,ఈଶ ൌ 7.015 como el máximo valor permisible para el 
error estimado, como se puede ver en la Figura (3.3).  
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Figura (3.3): Regiones de aceptación y rechazo de la prueba chi-cuadrado.  
 
 
Generalmente los valores umbrales en algunas ocasiones pueden ser 
considerados como una cantidad muy alta para aceptar un error estimado, 
teniendo en cuenta que para un nivel de redundancia mayor, situación 
deseable en un sistema de potencia, este límite aumenta para el mismo valor 
de probabilidad. (Por ejemplo, para ݇ ൌ 25 se tiene que ߯௞,ఈଶ ൌ 11.524 ). 
 
A pesar de que idealmente la función de mínimos cuadrados debe ser cero 
(ܬሺݔොሻ ൌ 0), en la práctica se debe aceptar un error para los valores estimados. 
En teoría este valor debe estar cercano a cero para garantizar resultados 
confiables, lo cual, no concuerda con la teoría de las pruebas de hipótesis de 
acuerdo con los límites permitidos mostrados anteriormente.  
 
Como alternativa de solución a esta problemática y considerando el análisis de 
resultados presentes en la base de datos, el valor umbral para ܬሺݔොሻ debe ser 
definido en base a un valor donde las variables de estado no  se distancien en 
gran proporción a los valores reales conocidos. Otra alternativa sería la 
definición de un valor umbral fijo según el conocimiento adquirido a través del 
análisis realizado por el sistema experto. 
 
 
3.3.3 Procedimiento de detección de mediciones con error 
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Debido a que las pruebas de hipótesis estadísticas para detección de errores, 
principalmente el procedimiento t-student, se fundamentan en el análisis del 
máximo error normalizado, y teniendo presente los problemas en la correcta 
identificación de errores, es necesario realizar una reformulación dentro del 
procedimiento que posibilite la consecución de resultados confiables.  
 
Analizando las razones por las cuales en estimación de estado se presenta una 
especia de camuflaje de las mediciones con error que impide su identificación 
usando los procedimientos convencionales, se observa una fuerte relación 
entre las mediciones afectadas con error y las mediciones que se encuentran 
localizadas en regiones cercanas, es decir, dentro del sistema existen variables 
que al ser alteradas de forma directa o indirecta pueden modificar otras 
variables incluso en una proporción mayor.  
 
En la Figura (3.4) se muestra como un error presente en una medición de flujo 
ó de inyección de potencia afecta los valores reales de las variables de estado 
en las barras i - j y en la barra i y sus conexiones respectivamente. Lo anterior 
genera un efecto en cascada en todo el sistema, el cual afecta en principio las 
variables de estado de las barras en cuestión, continuando con las demás 
variables de estado de las otras barras dando como resultado un punto de 
operación diferente al real.  Por lo tanto, gran cantidad de errores estimados 
van a presentar valores más elevados, en donde el máximo valor no 
necesariamente corresponde a la medición que presenta el error. 
 
 
 
Figura (3.4): a. Medición de inyección de potencia. B. Medición de flujo de 
potencia. 
 
 
Matemáticamente en (3.1) se puede apreciar como un error en por lo menos 
una medición afecta las actualizaciones de todas las variables de estado del 
sistema. En consecuencia, se van a presentar errores estimados altos en gran 
número de medidores e incrementando de esta forma el valor de la función de 
mínimos cuadrados.  
 
43 
 
[ ]
1 1
1 1,1 1, 1
,1 ,  1   1  
                 
                                     
t
A
nm
n n n nm nmn x nm xn x nm
x G H W e
x A A e
x A A e
− −Δ = ⋅ ⋅ ⋅
⇓
⎡ ⎤Δ⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥= ⋅⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥Δ⎣ ⎦ ⎣ ⎦⎣ ⎦
	

"
# # % # #
"
       (3.1) 
 
 
Dado lo anterior, en lugar de calcular los errores individuales de las 
mediciones, es propuesto calcular un error correspondiente a cada barra del 
sistema. Para esto, es necesario relacionar cada medición con las variables 
nodales que están siendo monitoreadas. De acuerdo, al tipo de medición 
presente en el sistema se establece la siguiente clasificación: 
 
• Los errores estimados de las mediciones de magnitud de tensión | ௜ܸ|  e 
inyecciones de potencia activa ௜ܲ y reactiva pertenecen ܳ௜ a la barra i. 
 
• Los errores estimados de los flujos de potencia activa ௜ܲି௝ y reactiva 
ܳ௜ି௝ pertenecen a las barras i y j. 
 
Como el número de mediciones asignadas a las barras del sistema no siempre 
es igual, para efectos de este análisis se calcula un error promedio nodal. Este 
procedimiento da origen al otro procedimiento que busca eliminar los efectos 
negativos de las mediciones con errores en los resultados finales del 
estimador. 
 
 
3.3.4 Procedimiento para anular los efectos de mediciones con 
error 
 
A través de la Figura (3.4) mostrada en la sección anterior se indica como un 
error en una medición puede afectar los valores estimados y por consiguiente 
los errores estimados en las demás mediciones del sistema. En conclusión, 
esta característica convierte los métodos convencionales de estimación de 
estado que usan pruebas de hipótesis para detección de errores en 
ineficientes, debido a que estos determinan como medición con error aquella 
que presenta el valor más elevado, situación que no siempre se cumple.  
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En vista de lo anterior y de acuerdo con el análisis del comportamiento del error 
estimado registrado en la base de datos estudiada en la sección I, es propuesto 
un procedimiento que permita disminuir los efectos negativos de las mediciones 
que contengan errores sobre los resultados de un estimador. A diferencia de 
los procedimientos usados en trabajos académicos que buscan eliminar las 
mediciones que contengan errores, en este trabajo a través de un sistema 
experto se realiza un análisis del error equivalente por nodo del sistema sin 
eliminar mediciones para evitar posibles problemas de observabilidad. 
 
La importancia del análisis del error equivalente por nodo, radica en el hecho 
que puede ser seleccionado un conjunto de mediciones que están relacionadas 
con las variables de estado de la barra que presenta un mayor valor de error 
estimado promedio, permitiendo así que a través de la disminución de sus 
ponderaciones dadas en la matriz ܹିଵ, sea controlada su influencia dentro de 
los resultados finales del estimador. Matemáticamente a través de la ecuación 
(3.1) se puede apreciar cómo mediante la manipulación del error ݁ y de la 
matriz de ponderaciones ܹିଵ se pueden modificar los valores estimados de las 
variables de estado ݔො. 
 
Adicionalmente en la sección (3.2.1) se destacó la importancia de esta matriz 
en los resultados finales del estimador. Aprovechando que los valores de ܹିଵ 
son parte de la calibración del modelo y considerando que sirven para darle 
mayor grado de participación en los resultados a los medidores considerados 
más confiables, se propone que a través del conocimiento de los errores 
estimados promedios por nodo sean disminuidas las ponderaciones de las 
mediciones en cuestión para obtener valores estimados más cercanos a los 
valores reales. 
 
 
3.3.5 Algoritmo de solución Etapa II 
 
El procedimiento propuesto en síntesis busca a través de un procedimiento 
iterativo disminuir los efectos negativos de los errores presentes en las 
mediciones hasta que se obtenga un valor menor o igual a la función de 
mínimos cuadrados establecida previamente. El esquema completo es 
mostrado en la Figura (3.5). 
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Figura (3.5): Algoritmo de estimación de estado propuesto.   
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4 
Simulaciones y 
Resultados 
 
 
 
 
 
 
 
 
 
 
4.1 Introducción 
 
En los capítulos anteriores se presenta la fundamentación teórica de los 
sistemas expertos, así como también se hace referencia a los aspectos 
relacionados con la estimación de estado de sistemas eléctricos y finalmente 
es descrito el procedimiento propuesto en esta tesis que permite utilizar de 
forma conjunta estas dos metodologías para el tratamiento de errores 
presentes en las mediciones que son ingresadas a un estimador de estado y 
generan resultados insatisfactorios tanto en el cálculo del punto de operación 
del sistema como en el procedimiento de detección de errores.  
 
A pesar que este método emplea el procedimiento de mínimos cuadrados para 
determinar el punto de operación del sistema, es importante resaltar que el 
procedimiento basado en un sistema experto es el responsable del excelente 
desempeño del método empleado en esta tesis, jugando un papel relevante en 
la consecución de los resultados de excelente calidad.   
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En este capítulo es realizada una descripción paso a paso de las principales 
etapas llevadas a cabo a lo largo del procedimiento propuesto. Para ello se 
emplea el sistema de prueba IEEE 14 barras, ampliamente usado en 
investigaciones y trabajos académicos.  
 
Los resultados obtenidos validan los alcances de este proyecto, permitiendo así 
la creación de un nuevo procedimiento de fácil implementación, que puede ser 
usado en los centros de control de energía para aplicaciones en tiempo real 
con resultados confiables.  
 
 
4.2 Etapa I – Creación del Sistema Experto 
 
 
4.2.1 Construcción del sistema de prueba 
 
Como se ha mencionado con anterioridad, el sistema de prueba usado para 
realizar las simulaciones de la metodología propuesta se conoce con el nombre 
del sistema IEEE de 14 barras y 20 líneas de transmisión, cuya topología e 
información de los parámetros eléctricos que lo conforman se pueden ver en la 
Figura (4.1) y en la Tabla (4.1) respectivamente.    
 
Con la información anterior y con los datos de la Tabla (4.2) correspondiente a 
los valores de demanda del sistema para cada barra, a través de un análisis de 
flujo de carga se obtiene el punto de operación del sistema, el cual va a hacer 
posible la creación del conjunto de mediciones que van a ser ingresadas al 
estimador de estado y posteriormente van a formar parte de la base de datos 
que va a ser usada en una etapa posterior por el sistema experto propuesto.  
 
 
 
 
Figura (4.1): Sistema IEEE 14 barras. 
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Nodo A Nodo B R X Ysh 
1 2 0.0194 0.0592 0.0132 
1 5 0.0540 0.2230 0.0132 
2 3 0.0470 0.1980 0.0110 
2 4 0.0581 0.1763 0.0094 
2 5 0.0570 0.1739 0.0085 
3 4 0.0670 0.1710 0.0086 
4 5 0.0134 0.0421 0.0032 
4 7 0.0000 0.2091 0.0000 
4 9 0.0000 0.5562 0.0000 
5 6 0.0000 0.2520 0.0000 
6 11 0.0950 0.1989 0.0000 
6 12 0.1224 0.2558 0.0000 
6 13 0.0662 0.1303 0.0000 
7 8 0.0000 0.1762 0.0000 
7 9 0.0000 0.1100 0.0000 
9 10 0.0318 0.0845 0.0000 
9 14 0.1271 0.2704 0.0000 
10 11 0.0820 0.1921 0.0000 
12 13 0.2209 0.1999 0.0000 
13 14 0.1709 0.3480 0.0000 
 
Tabla (4.1): Parámetros del sistema. 
 
 
Barra Demanda Barra Demanda 
1 1.8706 ൅ ݆0.1917 2 0.2023 ൅ ݆1.0010 
3 െ0.5404 െ ݆0.1836 4 െ0.4534 െ ݆0.1840 
5 െ0.0744 െ ݆0.0490 6 െ0.1121 െ ݆0.0321 
7 െ0.0193 െ ݆0.0499 8 െ0.0737 െ ݆0.0009 
9 െ0.2818 െ ݆0.1675 10 െ0.0732 െ ݆0.0577 
11 െ0.0345 െ ݆0.0402 12 െ0.0613 െ ݆0.0155 
13 െ0.1164 െ ݆0.0089 14 െ0.1252 െ ݆0.0489 
 
Tabla (4.2): Demanda nodal del sistema. 
 
 
La escogencia de las mediciones para este tipo de aplicación no sigue ningún 
tipo de estrategia o criterio, simplemente se debe tener cuidado que el sistema 
no presente problemas de observabilidad. En teoría, de un sistema de prueba 
se puede obtener un total de 3N ൅ 4L mediciones de voltajes e inyecciones-
flujos de potencia, siendo  y  el número de barras y líneas de transmisión 
respectivamente. Por lo tanto, del sistema anterior se puede obtener un total de 
122 mediciones. Sin embargo, en la realidad no se dispone de esta cantidad 
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elevada de mediciones principalmente por restricciones de tipo económico, por 
lo cual el número de mediciones usadas se escoge de acuerdo a un nivel de 
redundancia específico. 
 
Considerando que en los sistemas de transmisión de energía reales se dispone 
de niveles de redundancia altos ( NR ൐ 1.5 ) a fin de mejorar la calidad de los 
resultados estimados, el sistema de prueba dispone de un total de 52 
mediciones para determinar 27 variables de estado, por tanto el nivel de 
redundancia para esta aplicación en particular corresponde a NR ൌ 1.9259.  
El número total de mediciones se encuentra divido de la siguiente forma: 
 
• 18 mediciones de inyección de potencia activa y reactiva. 
• 26 mediciones de flujo de potencia activa y reactiva. 
• 8 mediciones de voltaje. 
Teniendo en cuenta que un mismo medidor se encarga de suministrar los 
valores de potencia activa y reactiva para los flujos de potencia activa y 
reactiva. Los valores de las mediciones pueden ser vistos en la Tabla (4.3). 
 
Medición Valor Medición Valor 
ݖଵ ൌ ଵܲ 1.9306 ݖଶ଻ ൌ ହܲିସ 0.5183 
ݖଶ ൌ ܳଵ 0.2614 ݖଶ଼ ൌ ܳହିସ 0.1885 
ݖଷ ൌ ଶܲ 0.2161 ݖଶଽ ൌ ଻ܲିଽ 0.2733 
ݖସ ൌ ܳଶ 1.0010 ݖଷ଴ ൌ ܳ଻ିଽ 0.1726 
ݖହ ൌ ସܲ -0.4781 ݖଷଵ ൌ ଽܲିସ -0.1793 
ݖ଺ ൌ ܳସ -0.2037 ݖଷଶ ൌ ܳଽିସ -0.0911 
ݖ଻ ൌ ହܲ -0.0744 ݖଷଷ ൌ ଽܲି଻ -0.2733 
ݖ଼ ൌ ܳହ -0.0147 ݖଷସ ൌ ܳଽି଻ -0.1587 
ݖଽ ൌ ଼ܲ  -0.0300 ݖଷହ ൌ ଽܲିଵ଴ 0.0598 
ݖଵ଴ ൌ ଼ܳ -0.0009 ݖଷ଺ ൌ ܳଽିଵ଴ 0.0445 
ݖଵଵ ൌ ଽܲ -0.2935 ݖଷ଻ ൌ ଵܲଵି଺ -0.0662 
ݖଵଶ ൌ ܳଽ -0.1675 ݖଷ଼ ൌ ܳଵଵି଺ -0.0321 
ݖଵଷ ൌ ଵܲ଴ -0.0912 ݖଷଽ ൌ ଵܲଶିଵଷ 0.0152 
ݖଵସ ൌ ܳଵ଴ -0.0577 ݖସ଴ ൌ ܳଵଶିଵଷ 0.0076 
ݖଵହ ൌ ଵܲଶ -0.0613 ݖସଵ ൌ ଵܲଷି଺ -0.1718 
ݖଵ଺ ൌ ܳଵଶ -0.0155 ݖସଶ ൌ ܳଵଷି଺ -0.0662 
ݖଵ଻ ൌ ଵܲସ -0.1490 ݖସଷ ൌ ଵܲଷିଵସ 0.0522 
ݖଵ଼ ൌ ܳଵସ -0.0489 ݖସସ ൌ ܳଵଷିଵସ 0.0162 
ݖଵଽ ൌ ଵܲିହ 0.6445 ݖସହ ൌ | ଵܸ| 1.0600 
ݖଶ଴ ൌ ܳଵିହ  0.2938 ݖସ଺ ൌ | ଶܸ| 1.0400 
ݖଶଵ ൌ ଶܲିଵ  -1.2557 ݖସ଻ ൌ | ସܸ| 0.9543 
ݖଶଶ ൌ ܳଶିଵ  0.0901 ݖସ଼ ൌ | ହܸ| 0.9696 
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ݖଶଷ ൌ ଶܲିହ  0.4156 ݖସଽ ൌ | ଺ܸ| 0.9048 
ݖଶସ ൌ ܳଶିହ  0.2846 ݖହ଴ ൌ | ଵܸଶ| 0.8874 
ݖଶହ ൌ ସܲିଶ  -0.5182 ݖହଵ ൌ | ଵܸଷ| 0.8819 
ݖଶ଺ ൌ ܳସିଶ  -0.2851 ݖହଶ ൌ | ଵܸସ| 0.8656 
 
Tabla (4.3): Mediciones del sistema IEEE 14 barras. 
 
Antes de continuar con el próximo paso se debe verificar que la información 
que va a ser ingresada al estimador de estado no contiene errores y en 
realidad sus resultados hacen parte de un buen estimado del sistema. Esto 
puede ser verificado a través del valor de la función de mínimos cuadrados 
cuyo valor Jሺxොሻ ൌ 8.1112eିସ garante que el punto de operación obtenido no 
tiene errores y corresponde a un estimado de excelente calidad. Las 
respectivas desviaciones estándar, usadas para construir la matriz de 
ponderaciones correspondientes a las mediciones, son presentadas en la Tabla 
(4.4).  
Medición Desviaciones
Inyección 0.0100 
Flujo 0.0500 
Voltaje 0.0010 
 
Tabla (4.4): Desviaciones estándar de las mediciones del sistema. 
 
Una vez realizada esta evaluación se almacena en la base de datos, 
adicionalmente del valor de  Jሺxොሻ, los valores correspondientes las tensiones 
nodales y los errores estimados equivalentes a cada medición, tal cual es 
presentado a continuación. Estos valores hacen parte del denominado punto de 
operación real que va a servir de guía durante el proceso. 
 
Voltaje Voltaje 
ଵܸ ൌ 1.0603 ס 0.0000 ଶܸ ൌ 1.0404 ס െ 0.0693  
ଷܸ ൌ 0.9653 ס െ 0.1582 ସܸ ൌ 0.9538 ס െ 0.1447 
ହܸ ൌ 0.9694 ס െ 0.1240 ଺ܸ ൌ 0.9047 ס െ 0.2477 
଻ܸ ൌ 0.9031 ס െ 0.2253 ଼ܸ ൌ 0.9029 ס െ 0.2318 
ଽܸ ൌ 0.8911 ס െ 0.2627 ଵܸ଴ ൌ 0.8912 ס െ 0.2701 
ଵܸଵ ൌ 0.9118 ס െ 0.2701 ଵܸଶ ൌ 0.8874 ס െ 0.2687 
ଵܸଷ ൌ 0.8820 ס െ 0.2706 ଵܸସ ൌ 0.8657 ס െ 0.2910 
 
Tabla (4.5): Punto de operación obtenido del estimador WLS. 
 
51 
 
 
 
Figura (4.2): Errores estimados correspondientes a cada medición. 
 
 
4.2.2 Construcción de la base de datos 
 
La base de datos completa va a estar conformada por los resultados obtenidos 
de un estimador de estado convencional de acuerdo al esquema presentado en 
la Figura (3.2). Esta base de datos va a ser originada a partir de errores 
incorporados de forma aleatoria en las mediciones de la Tabla (4.3). La idea de 
este procedimiento consiste en almacenar los resultados del estimador de 
estado cuando hay presencia de errores normales y errores de gran porte 
según la clasificación descrita en la sección (2.2.2).  
 
 
 
4.2.3 Análisis del error estimado 
 
Como se ha mencionado en varias ocasiones, el origen de las dificultades de 
los estimadores de estado convencionales se presenta dentro del proceso de 
identificación de errores cuando se emplean las pruebas de hipótesis. Este 
panorama motiva a la realización de un análisis detallado de los errores 
estimados que permita construir un nuevo procedimiento que no posea este 
tipo de dificultades y elimine los problemas que a partir de ahí se generan. 
 
Para analizar dicho comportamiento va a ser usado uno de los resultados 
almacenados en la base de datos que demuestra claramente este tipo de 
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dificultad que imposibilita la correcta detección del error presente en las 
mediciones. En la Tabla (6.6) se indica las mediciones que fueron alteradas 
con sus respectivos valores, las cuales van a ser ingresadas al estimador de 
estado. El ruido presente en estas mediciones se encuentra clasificado como 
un error de tipo normal. 
 
 
Medición Valor real Valor con error 
ݖଵହ ൌ ଵܲଶ -0.0613 0.2508 
ݖଵ଺ ൌ ܳଵଶ -0.0155 0.2966 
ݖଵ଻ ൌ ଵܲସ -0.1490 0.0070 
ݖଵ଼ ൌ ܳଵସ -0.0489 0.1071 
ݖଷଷ ൌ ଽܲିସ  -0.1793 -0.0766 
ݖଷସ ൌ ܳଽିସ  -0.0911 0.0116 
ݖଷହ ൌ ଽܲି଻  -0.2733 -0.1972 
ݖଷ଺ ൌ ܳଽି଻  -0.1587 -0.0826 
 
Tabla (4.6): Valores de las mediciones del caso de prueba. 
 
A continuación son presentados los resultados del estimador, teniendo en 
cuenta que el valor de la función de mínimos cuadrados arrojó un valor de 
Jሺxොሻ ൌ 3.6123 : 
 
 
Voltaje Voltaje 
ଵܸ ൌ 1.0620 ס 0.0000 ଶܸ ൌ 1.0434 ס െ 0.0709  
ଷܸ ൌ 0.9909 ס െ 0.1817 ସܸ ൌ 0.9497 ס െ 0.1372 
ହܸ ൌ 0.9663 ס െ 0.1170 ଺ܸ ൌ 0.8865 ס െ 0.2272 
଻ܸ ൌ 0.8490 ס െ 0.1981 ଼ܸ ൌ 0.8488 ס െ 0.2054 
ଽܸ ൌ 0.8507 ס െ 0.2321 ଵܸ଴ ൌ 0.8460 ס െ 0.2388 
ଵܸଵ ൌ 0.8575 ס െ 0.2359 ଵܸଶ ൌ 0.9256 ס െ 0.2301 
ଵܸଷ ൌ 0.8609 ס െ 0.2335 ଵܸସ ൌ 0.8714 ס െ 0.2428 
 
Tabla (4.7): Punto de operación del caso de prueba. 
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Figura (4.3): Errores estimados del caso de prueba. 
 
 
Para el análisis de los resultados en primer lugar se debe tener en cuenta que 
según las pruebas de hipótesis de los procedimientos convencionales estos 
resultados serían aceptados debido a que el índice χ୩,஑ଶ ൌ 11.254 para k ൌ 25 y 
α ൌ 0.01 es mayor que Jሺxොሻ.  Sin embargo, al observar el punto de operación 
mostrado en la Tabla (4.7) es claro que los valores de las tensiones nodales 
varían en comparación con el punto de operación real, especialmente el valor 
en magnitud de tensión de la barra 12 que pasa de 0.8874 p.u. a 0.9256 p.u.  
 
Adicionalmente en la Figura (4.3) se observa que el máximo error estimado 
corresponde a la medición zଷଽ cuyo valor inicial no fue alterado. Este aspecto 
es el que dificulta la correcta identificación de mediciones con error 
convirtiéndose en una condición crítica e indeseable para la realización de los 
análisis de los sistemas eléctricos en tiempo real. Claramente el tratamiento del 
error es el punto clave para la consecución de resultados satisfactorios. En el 
capítulo anterior se establece la realización del análisis del error por nodo 
promedio, por tanto, según esta clasificación para el punto de operación 
anterior se obtienen los siguientes errores por nodo mostrados en la Tabla 
(4.8). 
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Error 
Promedio Mediciones Valor 
Error 
Promedio Mediciones Valor 
 ܤܽݎݎܽ 1 ݖଵ-ݖଶ-ݖଵଽ-ݖଶ଴-ݖଶଵ-ݖଶଶ-ݖସହ 
0.0081 ܤܽݎݎܽ 2 
ݖଷ-ݖସ-ݖଶଵ-ݖଶଶ-
ݖଶଷ-ݖଶସ-ݖଶହ-
ݖଶ଺- ݖସ଺ 
0.0115 
ܤܽݎݎܽ 3  0.0000 ܤܽݎݎܽ 4 
ݖହ-ݖ଺-ݖଶହ-ݖଶ଺-
ݖଶ଻-ݖଶ଼-ݖଷଷ-
ݖଷସ-ݖସ଻ 
0.0086 
ܤܽݎݎܽ 5 
ݖ଻-ݖ଼-ݖଵଽ-ݖଶ଴-
ݖଶଷ-ݖଶସ-ݖଶ଻-
ݖଶ଼-ݖସ଼ 
0.0081 ܤܽݎݎܽ 6 ݖଷ଻-ݖଷ଼-ݖସଵ-ݖସଶ-ݖସଽ 
0.0204 
ܤܽݎݎܽ 7 ݖଶଽ-ݖଷ଴-ݖଷହ-ݖଷ଺ 
0.0140 ܤܽݎݎܽ 8 ݖଽ-ݖଵ଴ 0.0000 
ܤܽݎݎܽ 9 
ݖଵଵ-ݖଵଶ-ݖଶଽ-
ݖଷ଴-ݖଷଵ-ݖଷଶ-
ݖଷଷ-ݖଷସ-ݖଷହ-
ݖଷ଺ 
0.0152 ܤܽݎݎܽ 10 ݖଵଷ-ݖଵସ-ݖଷଵ-ݖଷଶ 
0.0168 
ܤܽݎݎܽ 11 ݖଷ଻, ݖଷ଼ 0.0051 ܤܽݎݎܽ 12 
ݖଵହ-ݖଵ଺-ݖଷଽ-
ݖସ଴-ݖହ଴ 
0.0552 
ܤܽݎݎܽ 13 
ݖଷଽ-ݖସ଴-ݖସଵ-
ݖସଶ-ݖସଷ-ݖସସ-
ݖହଵ 
0.0401 ܤܽݎݎܽ 14 ݖଵ଻-ݖଵ଼-ݖସଷ-ݖସସ-ݖହଶ 
0.0157 
 
Tabla (4.8): Valores de los errores nodales promedio. 
 
 
Al graficar estos resultados se puede apreciar que los máximos errores nodales 
corresponden a las barras 12 y 13, por tanto, las mediciones que se encuentran 
clasificadas a estas barras son candidatas a ser las mediciones portadoras de 
error. Este procedimiento permite mediante la disminución del valor de sus 
respectivas ponderaciones iniciales, aminorar su influencia dentro de los 
resultados finales del estimador, aumentando la confiabilidad de los resultados. 
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Figura (4.4): Errores estimados promedio por nodo.  
 
El procedimiento continúa recopilando información en la base de datos, 
almacenando las mediciones alteradas y los resultados obtenidos de igual 
manera  que lo realizado en el caso de prueba anterior. Terminada esta fase, el 
algoritmo propuesto debe ser probado usando nuevos casos y analizando los 
resultados finales. 
 
 
4.3 Etapa II – Algoritmo Propuesto 
 
El algoritmo de estimación de estado propuesto es probado a través de dos 
configuraciones diferentes cuyas mediciones contienen errores de tipo normal y 
de gran porte. El objetivo de este procedimiento consiste mediante el uso de un 
procedimiento iterativo disminuir los valores de las ponderaciones de las 
mediciones con error para obtener resultados confiables. Cabe resaltar que los 
casos de prueba analizados son configuraciones que al usar el procedimiento 
clásico de estimación de estado se obtienen resultados pocos satisfactorios. La 
descripción de los parámetros de entrada y los resultados obtenidos son 
descritos en las siguientes secciones. 
 
 
4.3.1 Error normal 
 
Considerando la topología y la distribución de mediciones presentadas en las 
secciones anteriores, en la Tabla (4.9) se definen las mediciones alteradas con 
errores de tipo normal que van a ser ingresadas al estimador de estado. 
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Medición Valor con error 
ݖଷ ൌ ଶܲ 0.8006 
ݖସ ൌ ܳଶ 1.5855 
ݖହ ൌ ଷܲ 0.0070 
ݖ଻ ൌ ܳଷ 0.1071 
ݖଷହ ൌ ଽܲିଵ଴  -0.0766 
ݖଷ଺ ൌ ܳଽିଵ଴  0.0116 
ݖଷଽ ൌ ଵܲଶିଵଷ  0.2028 
ݖସ଴ ൌ ܳଵଶିଵଷ  0.1953 
 
Tabla (4.9): Mediciones con presencia de error de tipo normal. 
 
Para este caso se establece como valor umbral para el índice Jሺxොሻ ൌ 1.5 debido 
a que después de realizado el análisis de la base de datos se determina que 
los valores de las variables de estado estimadas no se alejan numéricamente 
de los valores obtenidos del punto de operación real. 
 
En esta prueba la convergencia del procedimiento se consigue después de 5 
iteraciones. Los valores de los errores promedio nodal y los valores de las 
tensiones fasoriales estimadas son presentados en las Tablas (4.10) y (4.11) 
respectivamente. 
 
error Iter 1 Iter 2 Iter 5 
݁௣௡ଵ 0.0234 0.0153 0.0144 
݁௣௡ଶ 0.0324 0.0204 0.0191 
݁௣௡ଷ 0.0000 0.0000 0.0000 
݁௣௡ସ 0.0314 0.0261 0.0249 
݁௣௡ହ 0.0228 0.0202 0.0205 
݁௣௡଺ 0.0279 0.0046 0.0089 
݁௣௡଻ 0.1353 0.1557 0.1576 
݁௣௡଼ 0.0000 0.0000 0.0000 
݁௣௡ଽ 0.0736 0.0740 0.0729 
݁௣௡ଵ଴ 0.0075 0.0091 0.0111 
݁௣௡ଵଵ 0.0597 0.0006 0.0084 
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݁௣௡ଵଶ 0.0408 0.0386 0.0383 
݁௣௡ଵଷ 0.0344 0.0310 0.0310 
݁௣௡ଵସ 0.0129 0.0066 0.0057 
 
Tabla (4.10): Error promedio nodal por iteración. 
 
 
 
Iteración 1 Iteración 2 Iteración 5 
ܬ 8.1851 3.9807 1.4375 
ଵܸ 1.0828 ס    0.0000 1.0822 ס 0.0000 1.0597 ס  0.0000 
ଶܸ 1.0671 ס െ 0.0643 
1.0657 ס
െ 0.0657 
1.0390 ס
െ 0.0710 
ଷܸ 0.9248 ס െ 0.2013 
0.9189 ס
െ 0.2254 
0.9595 ס
െ 0.1868 
ସܸ 0.9580 ס െ 0.1499 
0.9582 ס
െ 0.1457 
0.9547 ס
െ 0.1370 
ହܸ 0.9770 ס െ 0.1291 
0.9786 ס
െ 0.1229 
0.9711 ס
െ 0.1158 
଺ܸ 0.9037 ס െ 0.2880 
0.9052 ס
െ 0.2423 
0.9051 ס
െ 0.2066 
଻ܸ 0.8967 ס െ 0.2151 
0.8901 ס
െ 0.1918 
0.8930 ס
െ 0.1768 
଼ܸ  0.8965 ס െ 0.2217 0.8899 סെ 0.1985 
0.8928 ס
െ 0.1864 
ଽܸ 0.8888 ס െ 0.2718 
0.8829 ס
െ 0.2399 
0.8845 ס
െ 0.2211 
ଵܸ଴ 0.8846 ס െ 0.2995 
0.8818 ס
െ 0.2509 
0.8854 ס
െ 0.2270 
ଵܸଵ 0.8971 ס െ 0.3410 
0.8998 ס
െ 0.2596 
0.9078 ס
െ 0.2251 
ଵܸଶ 0.8879 ס െ 0.3046 
0.8892 ס
െ 0.2630 
0.9586 ס
െ 0.2138 
ଵܸଷ 0.8804 ס െ 0.3064 
0.8811 ס
െ 0.2687 
0.8829 ס
െ 0.2286 
ଵܸସ 0.8657 ס െ 0.3067 
0.8622 ס
െ 0.2766 
0.8635 ס
െ 0.2487 
 
Tabla (4.11): Valores de las variables de estado estimadas. 
 
 
A pesar de que los errores incorporados a las mediciones son clasificados 
como errores de tipo normal, puede apreciarse como el punto de operación, 
obtenido en la iteración inicial sin la manipulación de los valores de la matriz de 
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ponderaciones, se encuentra distante del punto de operación real.  Según los 
valores de las variables de estado obtenidos en la columna correspondiente a 
la iteración final para el valor del índice  Jሺxොሻ ൌ 1.4375 y los presentados en la 
Tabla (4.7), se demuestra como a través de la manipulación de los valores de 
las ponderaciones de las mediciones correspondientes a los máximos errores 
promedio por nodo se obtienen resultados numéricos próximos a los valores 
reales, mejorando la confiabilidad a la hora de realizar aplicaciones en tiempo 
real en los centros de control de energía.  
 
 
4.3.2 Error de grande porte 
 
En esta parte de la simulación se alteran aleatoriamente las mediciones 
iniciales con errores de grande porte los cuales representan la mayor dificultad 
cuando se realizan aplicaciones para determinar el punto de operación de los 
sistemas eléctricos. Con el fin de analizar un caso de prueba que haga parte de 
los casos excepcionales a través de los cuales la metodología clásica presenta 
dificultades, se reduce el número de mediciones alteradas en comparación con 
el caso anterior. 
 
Medición Valor con error 
ݖଵହ ൌ ଵܲଶ 0.2822 
ݖଵ଺ ൌ ܳଵଶ 0.3280 
ݖଵ଻ ൌ ଵܲସ 0.3375 
ݖଵ଼ ൌ ܳଵସ 0.4376 
 
Tabla (4.12): Mediciones con presencia de error de grande porte. 
 
 
Los resultados obtenidos en este caso de prueba se pueden apreciar con 
claridad en las Tablas (4.13) y (4.14).  
 
 
error Iter 1 Iter 2 Iter 4 
݁௣௡ଵ 0.0155 0.0108 0.0032 
݁௣௡ଶ 0.0224 0.0215 0.0048 
݁௣௡ଷ 0.0000 0.0000 0.0000 
݁௣௡ସ 0.0336 0.0338 0.0077 
݁௣௡ହ 0.0222 0.0279 0.0056 
݁௣௡଺ 0.0369 0.0112 0.1882 
݁௣௡଻ 0.0347 0.1745 0.0040 
59 
 
݁௣௡଼ 0.0003 0.0000 0.0000 
݁௣௡ଽ 0.0347 0.0809 0.0057 
݁௣௡ଵ଴ 0.0273 0.0191 0.0061 
݁௣௡ଵଵ 0.0406 0.0201 0.0092 
݁௣௡ଵଶ 0.0593 0.0086 0.1096 
݁௣௡ଵଷ 0.0615 0.0030 0.1110 
݁௣௡ଵସ 0.0540 0.1266 0.0865 
 
Tabla (4.13): Error promedio nodal por iteración. 
 
 
Iteración 1 Iteración 2 Iteración 4 
ܬ 7.2878 3.4231 0.3906 
ଵܸ 1.0671 ס    0.0000 1.0634 ס 0.0000 1.0618 ס  0.0000 
ଶܸ 1.0518 ס െ 0.0724 
1.0457 ס
െ 0.0713 
1.0430 ס
െ 0.0700 
ଷܸ 1.0559 ס െ 0.2047 
1.0109 ס
െ 0.1901 
0.9869 ס
െ 0.1690 
ସܸ 0.9373 ס െ 0.1237 
0.9450 ס
െ 0.1312 
0.9492 ס
െ 0.1397 
ହܸ 0.9600 ס െ 0.1093 
0.9644 ס
െ 0.1156 
0.9671 ס
െ 0.1211 
଺ܸ 0.8838 ס െ 0.2340 
0.8980 ס
െ 0.2479 
0.9055 ס
െ 0.2484 
଻ܸ 0.7029 ס െ 0.1541 
0.7923 ס
െ 0.1700 
0.8497 ס
െ 0.2107 
଼ܸ  0.7026 ס െ 0.1647 0.7920 סെ 0.1784 
0.8494 ס
െ 0.2108 
ଽܸ 0.7458 ס െ 0.1936 
0.8117 ס
െ 0.2056 
0.8550 ס
െ 0.2499 
ଵܸ଴ 0.7295 ס െ 0.2045 
0.8044 ס
െ 0.2214 
0.8517 ס
െ 0.2567 
ଵܸଵ 0.7197 ס െ 0.2001 
0.8120 ס
െ 0.2365 
0.8666 ס
െ 0.2543 
ଵܸଶ 0.9269 ס െ 0.2345 
0.8957 ס
െ 0.2408 
0.8809 ס
െ 0.2407 
ଵܸଷ 0.8537 ס െ 0.2364 
0.7587 ס
െ 0.2083 
0.8812 ס
െ 0.2394 
ଵܸସ 0.8868 ס െ 0.1913 
0.8840 ס
െ 0.1815 
0.8766 ס
െ 0.2461 
 
Tabla (4.14): Valores de las variables de estado estimadas. 
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Para esta aplicación fueron necesarias 4 iteraciones para alcanzar la 
convergencia. Ha sido usado como valor umbral Jሺxොሻ ൌ 0.5000 con el fin de 
obtener valores estimados más próximos a los reales. Al analizar la primera 
columna de la Tabla (4.14) se aprecia como en la primera iteración sin 
modificar las ponderaciones iniciales los valores de voltaje entre las barras 7 y 
11 se alejan considerablemente de su valor real. Sin embargo, la convergencia 
es alcanzada rápidamente con resultados satisfactorios. 
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5 
Conclusiones y 
Recomendaciones 
 
 
 
 
 
 
 
 
 
 
• El procedimiento clásico de estimación de estado WLS arroja resultados 
confiables en muchas de sus implementaciones. Sin embargo, quedó 
demostrado que existen ocasiones en las cuales la detección de errores 
no es una tarea trivial, en especial, cuando se usan las pruebas de 
hipótesis tradicionales para la identificación de errores en las 
mediciones.  
 
• A través del enfoque dado en este trabajo, se puede apreciar como la 
teoría de los sistemas expertos permite a través de la información 
recopilada en una base de datos encontrar resultados satisfactorios para 
aplicaciones en tiempo real. 
 
• La implementación de un sistema experto para esta aplicación en 
particular, permite la construcción de un nuevo procedimiento que surge 
como alternativa de solución a todos los inconvenientes presentados en 
la metodología clásica registrados en las investigaciones y las 
publicaciones académicas.   
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• La metodología propuesta a pesar de no identificar puntualmente las 
mediciones que contienen errores, muestra que a través de la 
manipulación de los valores de la matriz de ponderaciones 
correspondientes a las mediciones que entran al estimador, se puede 
disminuir el grado de participación no deseada de estas mediciones 
sobre la respuesta final, garantizando que los resultados obtenidos 
posean un grado de confiabilidad mayor ideal para aplicaciones en 
tiempo real y en especial en los centros de control de energía. 
 
• Se comprueba que los denominados errores normales dentro de la 
teoría de estimación de estado, contrario a lo que existe en la práctica 
en donde son aceptados, se convierten en un problema de 
consecuencias mayores cuando se determina el punto de operación del 
sistema. Sin embargo, a través de los resultados obtenidos en esta tesis 
usando la metodología propuesta se ilustra cómo estos efectos 
negativos pueden ser mitigados incluso cuando existen errores de 
grande porte, lo que hasta hoy es motivo de estudio por parte de 
investigadores.    
 
• Es demostrado que los sistemas expertos se pueden adaptar de manera 
útil en aplicaciones de ingeniería en especial en aquellos procedimientos 
en los cuales se manejan registros históricos, comportamiento de las 
variables de interés, etc. Este tipo de información y el conocimiento de 
un experto ante una problemática en particular, permite la creación de 
una base de datos en donde se almacenen las variables de entrada y el 
comportamiento de las variables de salida para construir un motor de 
inferencia que ayude en la toma de decisiones. 
 
• El enfoque dado en este trabajo sirve como punto de partida para otros 
trabajos académicos que usen como técnicas de solución las redes 
neuronales, los algoritmos de optimización y otras metodologías que 
hacen parte de los algoritmos pertenecientes a la inteligencia artificial. 
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