In this article a variable order variable step size technique in backwards difference form is used to solve nonlinear Riccati differential equations directly. The method proposed requires calculating the integration coefficients only once at the beginning, in contrast to current divided difference methods which calculate integration coefficients at every step change. Numerical results will show that the variable order variable step size technique reduces computational cost in terms of total steps without effecting accuracy.
Introduction
Authors such as [1] , [2] , [3] , [4] and [5] pioneered multistep methods for solving higher order ordinary differential equations (ODEs) directly. An efficient algorithm was adopted by Suleiman [4] for solving higher order ODEs without reducing the order of the problem, known as direct integration method. Drawbacks to the method established by Suleiman [4] is the tedious calculations of the divided differences and also costly computing the integration coefficients at every step change. In this research, a variable order step size algorithm for solving IVPs of higher order ODEs directly in backward difference formulation (VOSBD method) is developed. In contrast to the integration code obtained in [4] , VOSBD code requires calculating the integration coefficients once at the beginning and once for the last point (if required). In addition, the error formulae of backward difference is more elegant than the divided difference which gives an added advantage when formulating and coding the method. The convergence of the VOSBD method can be proved in a similar manner as Suleiman's direct integration (DI) method in [6] . Next, we proceed with description of the problem to be solved. Problems of differential equations are commonly found in various branch of science and engineering. Many of these problems are in the form of Riccati differential equations. The general Riccatti differential equation has the following form:
( dy(x) dx 1) and subject to the initial condition y(x 0 ) = c. When P(x), Q(x) and R(x) are constant variables and α = 1, equation
The Riccati differential equation can be widely found in real life mathematical applications. They are commonly found in various field of science and engineerng such as in random processes, optimal control, stochastic realization theory, financial mathematics many more.
Explicit and Implicit Backward Differences Method
Consider differential equation 
The interpolation polynomial denoted by P n (x), interpolates f (y, y ′ , . . . ,
Approximating f (y, y ′ , . . . , y (d−1) ) with P n (x) and by replacing dx = hds changes the limit of integration which gives
where
Let G d (t) be the generating function for the coefficients γ 1 , i and defined as follows:
, the generating function can be represented as 
The generalized implicit formulae can be established in a similar manner. Refer to [7] for a complete derivation of the coefficients. To avoid tedious calculation of multiple coefficients, the recursive relationship between the coefficients is obtained through mathematical induction, An important aspect in a variable order step size (VOS) algorithm is the decision whether to accept results of an integration step. The efficiency of an algorithm is affected by the VOS strategy where as its reliability is regulated by the acceptance criteria. In the current work, similar order strategies are adopted from [8] . For a conventional estimate of the final step size, h end and also to reduce number of steps rejected, h is multiplied by a safety factor R such that h end = Rh. As suggested by Shampine and Gordon, restrictions on ratio of successive step size is set to overcome convergence and stability issues of variable step size techniques. The step size algorithm from [9] for doubling or halving the step size which is implemented in a step size changing technique from [10] is applied to ensure stability.
Error Estimation
Adopting the method from [3] , our estimation for the local errors of each integration step is assimilated from [3] . Our estimation begins with denoting the predictor in following form pr y
where γ d,i is independent of k. The corrector takes the form of cr y
with ∇ i pr as the i-th backward difference using f (x n+1 , Y pr n+1 ) for f n+1 . From (2.7), for computational purpose the corrector is simplified to the following formulation cr y
The local truncation error (LTE) (by Milne error estimate) is represented by
is selected to control the order and step size. The selection condition of suitable p can be found in [4] and similar proof of the asymptotic validity in [7] is established using
Last Step Coefficient
As mentioned earlier, the proposed method calculates the integrating coefficients only once. In general, this assertion is true except in certain cases of the last step. When administering VOSBD, the final step will not always correspond with the current step size strategy of h, 2h an (1/2)h. For such cases, it is imperative to calculate the coefficients once more. When the last step size is in the form of rh, r > 0 we refer the reader to [7] . This yields the coefficients with the following relationship
) .
Numerical Results
Latest numerical investigations related to Riccati differential equations can be found in works by authors such as [11] , [12] , [13] and many others. We will validate the efficiency of the VOSBD by comparison to the DI method by Suleiman. The numerical results tested with popular RDEs will illustrate the advantage of the VOSBD method. The numerical results for Problems 1-2, is the comparison of direct integration and backwards difference methods. We evaluate the maximum and average values of the error in the computed solution. Problems 4-5 are Painleve's first and second transcendent in the form of Riccati differential equation with out exact solutions. Type of error used to estimate the solutions can be found in [14] . The notations below will indicate 
Discussion and Conclusion
Numerical results for Problem 2 shows that the VOSBD has a slight advantage in accuracy, results for Problem 1 clearly favours the accuracy of the VOSBD over DI method. In terms of total steps taken, results between the DI and VOSBD method are seen to be competative. This VOSBD has the added advantage when calculating the coefficients. The repeated calculation of integration coefficients by DI method effects the over all computational costs. A more detailed analysis of Table 1 reveals the VOSBD has a more efficient accuracy over steps ratio. Table 4 illustrates the numerical results for problems with no given solution. The accuracy of VOSBD method for these problems are validated by comparison with the conventional truncated Taylor series (TTS). The overall numerical results inclines us to choose the VOSBD method due to its accuracy and computational cost. The advantages will become more apparent when implementing a block algorithm with the ability for parallelization.
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