Abstract-We consider the problem of mobile computation offloading to both an edge cloud and to peer devices, and propose bandwidth incentives for those peer devices. Based on this idea, we formulate a joint optimization of the share of computations that are offloaded to the cloud and to peers, the identity of those assisting peers, and the allocation of computational resources at the cloud. The solutions derived from this optimization allow reducing by roughly 40% the completion time of computation tasks at the mobile devices, thereby facilitating the operation of latency-demanding applications.
I. INTRODUCTION
As mobile devices gain popularity, new applications (e.g., face/fingerprint/iris recognition, augmented reality, natural language processing, and interactive gaming) continue to emerge that have intensive computing needs. This motivates the concept of mobile edge computing, whereby cloud facilities become available at the edge of radio access networks, in close proximity to the mobile users, such that mobile computations can be offloaded [1] - [6] .
In delay-sensitive systems with many computing user equipments (CUEs) having computationally intensive tasks, it is not always wise to offload the tasks of all the CUEs to the cloud, as the computing resources therein are finite [7] . The processing capability of mobile devices has increased steadily and, today, the performance of a mid-range mobile processor, say the Intel Atom x5-Z83xx, is already 10% that of a cloud processor, say the Intel Xeon D-15xx [8] . Thus, offloading the tasks of too many mobile devices would overwhelm the cloud.
At the same time, many mobile devices do not fully utilize their processors, and thus offloading tasks to these peers is an enticing alternative. The possibility of having a CUE offload its task to both the cloud and a mobile peer has been investigated in [9] under the assumption that each CUE has a pre-selected mobile peer for that purpose.
In this paper, we push this idea further and consider the joint procedure of (i) identifying peers with idle computation resources, (ii) deciding which computations to offload to these peers and which ones to the cloud, and (iii) allocating cloud computing resources to users. The design objective is to minimize the completion time of the tasks at the CUEs. We apply the term helper user equipment (HUE) to refer a peer that can assist a CUE. And, as these HUEs need not be willing to consume their limited energy to compute for others, we introduce the idea of a bandwidth incentive and explore the benefits of trading computating activity for bandwidth.
II. MODELS AND FORMULATION
Consider a base station (BS), associated with an edge cloud, serving N CUEs C = {1, 2, .., N } each having a computationally intensive task to execute. There are also M HUEs, H = {1, 2, .., M }, with idle processors. To motivate an HUE to assist a CUE, the latter lends to the former some of its available bandwidth. Each CUE has two choices.
• Offload a share of its task to the cloud. In this case, the full bandwidth of the CUE is available for the offload and thus the offloading delay is minimized, but less computational power is then applied to the task.
• Lend some of its bandwidth to an HUE, and subsequently offload a share of its task to the cloud and another share to that HUE. Here, only a fraction of the bandwidth is available to offload, meaning that the offloading delays increase, but more computing power is applied.
For the latter option, we assume that each HUE can assist at most one CUE, a limitation that is not fundamental and could be lifted in follow-up work. While the specifics of the bandwidth lending process are beyond the scope of this work, a straightforward way would be to bill the CUE for the lent bandwidth that the scheduler reassigns to the HUE. User mobility and handover are not considered; these aspects could be the subject of follow-up work.
A. Communication Model
As starting point, a bandwidth B (in Hz) is available to each CUE. Let α i,j ∈ (0, 1) be the share of bandwidth that HUE j requires as incentive to assist CUE i. When CUE i offloads to HUE j and (through the BS) to the cloud, the respective channel capacities (in b/s) from CUE i to HUE j and to the BS in ergodic Rayleigh fading are [10] 
and where
is an exponential integral, g i,j and g i,MEC are the large-scale channel gains from CUE i to HUE j and to the BS, respectively, P i is the transmit power of CUE i, and N 0 is the noise spectral density.
On the bandwidth lent by CUE i, HUE j achieves a bit rate
to its intended receiver, to which the large-scale gain is g j . In cloud-only offloading, CUE i retains its full bandwidth. Therefore, its bit rate to the BS is R i,MEC , given by (2) with α i,j = 0.
B. Computation Model: Cloud-HUE Offloading
CUE i has a computation task φ i = (b i , β i ) where b i and β i are, respectively, the size in bits and the processor cycles required to compute one bit. The methods proposed in [11] can be applied to determine b i and β i .
Suppose that CUE i offloads b 
while, from Section II-A, the delay in offloading b j i bits to HUE j and b MEC i bits to the cloud are
Let f j be the processing power of HUE j and let F i be the cloud's processing power allocated to CUE i. The cloud has a total processing capability F , meaning that i∈C F i ≤ F . Then, the computation times of the shares of φ i at HUE j and the cloud are
Since CUE i offloads sequentially to HUE j and to the cloud, the overall completion times at HUE j and at the cloud are
MEC , respectively. Hence, the overall completion time for task φ i is
We disregard the time spent in sending back the results of the computations, as the size of the output data tends to be small relative to the input data [2] - [5] .
C. Computation Model: Cloud-only Offloading
Suppose now that a CUE k (k ∈ C, k = i) offloads a share of its task solely to the cloud. The overall completion time is now
where
)/f k are, respectively, the offloading delay and the local computation time at CUE k.
D. Problem Formulation
Let π denote a set partition of all users (i.e., of C ∪ H) in which each subset has a CUE and at most one HUE, and let Π denote the set of all such possible partitions. For instance, with C = {1, 2} and H = {1} we have three partitions and
In each subset, the first and second terms are, respectively, the CUE and HUE. For instance, {1}, {2, 1} means that CUE 1 offloads only to the cloud while CUE 2 offloads to the cloud and to HUE 1. Let ζ π and ρ π denote the collections of all the subsets of π with cardinalities two and one, respectively. For instance, if π = {1, 1}, {2} , we have ζ π = {1, 1} and ρ π = {2}. Then, the problem of deciding which HUE to pair with each CUE, which task shares to offload to the paired HUE and to the cloud, and how to partition the cloud's resources among users, can be formulated as
where R j,th is the bit rate that HUE j requires on CUE i's bandwidth in exchange for its computational assistance and b π is the vector of all values of b . In turn, α ζπ and F are, respectively, the vectors of all values of α i,j and
If HUE's rate request R j,th is equal to R max j,th or more, no CUE can support it and hence such HUE is not part of (12).
III. FIXED HUE ASSIGNMENTS
Before facing (12) in its full generality, let us begin by solving a slightly less general version whereby the assignment of HUEs to CUEs is fixed, and the optimization extends to the task shares to offload and to the partition of the cloud's resources among users.
A. Optimum Solution
For a given HUE assignment π, (12) becomes
Since T i,j and R j,i increase with α i,j , R j,i = R j,th , from which the optimum α * i,j is obtained. Then, by removing the second contraint and introducing the slack variable
in (14), we obtain
where τ i,j is a function of α * i,j . While (16) is nonconvex, it can be converted into a geometric programming (GP) problem via the single condensation method [12] . A fractional constraint with a posynomial in the numerator and a monomial in the denominator can be converted to a convex function. And, if the constraint is a ratio of posynomials, the denominator can be approximated into a monomial. The following inequality is useful: if f(x) is a posynomial whose monomials are f (x),
where δ > 0 and δ = 1. Then, for δ = f (x)/f(x),f(x) is the best monomial approximation of f(x) near x =x [12] .
We apply an iterative technique to optimally solve (16) . At each iteration t, the first constraint therein is converted into a monomial using (17) via
where δ 1 (t), δ 2 (t) and δ 3 (t) are obtained from the solution at the (t − 1)th iteration as
Similarly, at each iteration t, the fourth constraint therein is converted into a monomial using (17) via
where γ 1 (t) and γ 2 (t) are obtained from the solution at the (t − 1)th iteration as
.
Altogether, the overall optimization problem to be solved at iteration t is min
The iterations stop when |V (t)−V (t−1)| ≤ with 0 ≤ 1. Presented next is Algorithm 1, which converges to the global solution of (16) [13] .
Algorithm 1 GP-based algorithm for fixed HUE assignment.
∀{i, j} ∈ ζ π , k ∈ ρ π such that the feasibility of (16) 
Calculate δ 1 (t), δ 2 (t) and δ 3 (t)
5:
Find the optimum V (t), (22), ∀{i, j} ∈ ζ π ,k ∈ ρ π , using GGPLAB [14] 
B. Suboptimum Cloud Resource Allocation
In the general formulation in (12) , the optimum allocation of the cloud's resources depends on the HUE assignments. Here, we formulate an efficient suboptimum allocation that is independent of those assignments. For this purpose, we consider the situation where each CUE offloads only to the cloud, i.e.
The above optimization problem is similar to (16) , and therefore can be solved optimally using GP-based algorithm. The value of F i obtained by solving (23), which we distinguish as F i , is the sought suboptimum allocation.
C. Fixed Cloud Resource Allocation
For a given cloud resource allocation such as F i ∀i, (16) reduces to independently minimizing the completion time of each CUE, i.e., minimizing T i,j over b
for {i, j} ∈ ζ π and minimizing T k over b MEC k for k ∈ ρ π . These optimizations can be posed as
and
where V 1 and V 2 are slack variables. The optimization in (24) is a linear programming problem that can be solved optimally with a complexity that is polynomial in the number of variables and bits [15] . Let b
MEC,j i
and b j i be the ensuing solutions for the number of bits offloaded to the cloud and to HUE j, respectively. The completion time for cloud-HUE offloading in (24) can be expressed as
The first and second constraints in (25) respectively decrease and increase with b MEC k
. Hence, the optimum number of bits offloaded to the cloud is obtained when both contraints are satisfied with equality, giving
The completion time of CUE k with cloud-only offloading is
To solve the HUE assignment in (12) with low complexity, F i can be set to F i as obtained from (23) and
as obtained from (24)- (25).
IV. OPTIMUM HUE ASSIGNMENTS
The optimal solution of (12) can be obtained by searching over all possible HUE assignments with application, to each, of the optimization described in Section III-A. However, this requires searching over (M + N )!/M ! HUE assignments. Alternatively, from the suboptimum solutions derived in Sections III-B and III-C for the cloud resource allocation and the number of offloaded bits, (12) 
which we proceed to solve optimally by means of a graphtheoretic matching algorithm. We begin by reviewing some concepts of bipartite graph theory matching [16] , [17] . A graph G comprising a vertex set V and an edge set E is bipartite if V can be partitioned into V 1 and V 2 (the bipartition), such that every edge in E connects a vertex in V 1 to one in V 2 . Fig. 1(a) shows an example of a bipartite graph with two sets of vertices,
2 }, and an edge set
A matching in G is a subset of E such that every vertex v ∈ V is incident to at most one edge of the matching. A maximum matching M * in G contains the largest possible number of edges. For the bipartite graph in Fig. 1(a) , the two possible maximum matchings are {(v
Returning to (29), first the network is represented as a weighted bipartite graph in which each CUE i ∈ {1, .., N }, and each HUE j ∈ {1, .., M } are represented by vertices v 1 i ∈ V 1 and v 2 j ∈ V 2 , respectively, and the weight of the edges (v
A maximum matching for this graph corresponds to a pairing between CUEs and HUEs. To subsume the cloudonly offloading option, we add N dummy vertices to V 2 , with the ith dummy vertex representing the cloud-only offloading option for CUE i. The edge weight between vertices v 
∈ V
2 is assigned as per the completion time for cloud-only offloading, i.e.,
The HUE selection problem in (29) can be expressed as a bottleneck matching (BM) problem of the graph defined by the maximum matching whose the largest edge weight is as small as possible, i.e.,
where Φ contains all possible maximum matchings and the constructed bipartite graph has M N + N edges and 2N + M vertices. Thus, the HUE assignment problem can be solved optimally using the BM algorithm proposed in [17] with complexity O max(N 
V. RESULTS
For the evaluations that follow, the CUEs and HUEs are uniformly distributed on a circular region of radius 50 m having the cloud-associated BS at its center. The HUE's own transmissions are directed to the BS itself. The rate threshold for each HUE equals 0.3R max j,th . The remaining parameters, based on [4] , [6] , [18] , are provided in Table I . The results are averaged over 300 network realizations, pushing the 99% confidence interval below 10 −3 . Based on the analysis in the paper, we have the following strategies. 
• "HUE-cloud BM," for which the offloaded bits are given by (24)-(25) and the HUE assignment is obtained via the BM algorithm in Section IV.
• "HUE-cloud BM-GP," for which the offloaded bits and HUE assignment are first obtained as above, and the offloaded bits and cloud resource allocation are subsequently updated by solving (16) via Algorithm 1. For both foregoing strategies, the first step is to obtain a cloud resource allocation from (23). For these strategies, the optimization problems need to be solved in a centralized fashion at the BS. For this purpose, the BS needs to be privy to the processing power of CUEs and HUEs as well as the large-scale channel gains.
As baselines, we further have the following.
• "HUE-cloud random," for which the offloaded bits are the solution to (24)-(25) and each CUE is randomly assigned an HUE. The complexity of this baseline is O min(N, M ) .
• "Cloud only," whereby the offloading is only to the cloud. This is the traditional choice for task computation [1] - [6] , [18] . In Fig. 3 , we scrutinize the offloading delay and computation times for the task of a particular CUE, to further understand the performance of the proposed strategies. Specifically, we examine the CUE that represents the bottleneck for "cloudonly" offloading and break down its computation (local, at the HUE and at the cloud) and offloading times. The computation time, which is otherwise well balanced among the various processors, is seen to dominate over the offloading time.
VI. SUMMARY
The offloading of computations to an edge cloud can be complemented, via bandwidth incentives, by a further offloading to mobile peers. In the example we have shown, this reduces the overall computation time by 35%-40%. Although this figure might vary in other settings or with different parameters, we expect a significant benefit in many situations of interest.
Although a complete optimization (of the bits offloaded to peers and to the cloud, the identity of the assisting peers, and the allocation of computational resources at the cloud) is exceedingly complex, we have identified suboptimum approaches that perform satisfactorily with acceptable degrees of complexity.
