The encoder-decoder models for unsupervised sentence representation learning tend to discard the decoder after being trained on a large unlabelled corpus, since only the encoder is needed to map the input sentence into a vector representation. However, parameters learnt in the decoder also contain useful information about language. In order to utilise the decoder after learning, we present two types of decoding functions whose inverse can be easily derived without expensive inverse calculation. Therefore, the inverse of the decoding function serves as another encoder that produces sentence representations. We show that, with careful design of the decoding functions, the model learns good sentence representations, and the ensemble of the representations produced from the encoder and the inverse of the decoder demonstrate even better generalisation ability and solid transferability.
Introduction
Learning sentence representations from unlabelled data is becoming increasingly prevalent in both the machine learning and natural language processing research communities, as it efficiently and cheaply allows knowledge extraction that can successfully transfer to downstream tasks. Methods built upon the distributional hypothesis (Harris, 1954) and distributional similarity (Firth, 1957) can be roughly categorised into two types:
Generative objective: These models generally follow the encoder-decoder structure and learn to encode the current sentence and decode the ones in the adjacent context Gan et al., 2017; Tang et al., 2018) . As the focus is on learning representations, the quality of generated sequences is not the main concern, thus the decoder is usually discarded after learning.
Discriminative objective: A classifier is learnt on top of the encoders to distinguish adjacent sentences from those that are not (Li and Hovy, 2014; Jernite et al., 2017; Nie et al., 2017; Logeswaran and Lee, 2018) ; these models make a prediction using a predefined differential similarity function on the representations of the input sentence pairs or triplets. The similarity function, and the effective negative samples, which are pairs of non-adjacent sentences, crucially determine the quality of learnt representations.
Our goal is to exploit invertible decoding functions, which can then be used as additional encoders during testing. The contribution of our work is summarised as follows:
1. The decoder is used in testing to produce representations of sentences. With careful design, the inverse function of the decoder is easy to derive with no expensive inverse calculation.
2. The inverse function of the decoder naturally behaves differently from the encoder; thus the representations from both functions complement each other and an ensemble of both provides good results on downstream tasks.
Related Work
Learning vector representations for words with a word embedding matrix as the encoder and a context word embedding matrix as the decoder (Mikolov et al., 2013a; Lebret and Collobert, 2014; Pennington et al., 2014; can be considered as a word-level example of our approach, as the models learn to predict the surrounding words in the context given the current word, and the context word embeddings can also be utilised to augment the word embeddings (Pennington et al., 2014; Levy et al., 2015) . We are thus motivated to explore the use of sentence decoders after learning instead of ignoring them as most sentence encoder-decoder models do.
Our approach is to invert the decoding function in order to use it as another encoder to assist the original encoder. In order to make computation of the inverse function well-posed and tractable, careful design of the decoder is needed. A simple instance of an invertible decoder is a linear projection with an orthonormal square matrix, whose transpose is its inverse. A family of bijective transformations with non-linear functions (Dinh et al., 2014; Rezende and Mohamed, 2015; Kingma et al., 2016) can also be considered as it empowers the decoder to learn a complex data distribution.
In our paper, we exploit two types of plausible decoding functions, including linear projection and bijective functions with neural networks (Dinh et al., 2014) , and with proper design, the inverse of each of the decoding functions can be derived without expensive calculation after learning. Thus, the decoder function can be utilised along with the encoder for building sentence representations. We show that the ensemble of the encoder and the inverse of the decoder outperforms each of them.
Model Design
Our model has similar structure to that of skipthought and, given the neighbourhood hypothesis (Tang et al., 2017) , learns to decode the next sentence given the current one.
Training Objective
Given the finding (Tang et al., 2018 ) that neither an autoregressive nor an RNN decoder is necessary for learning sentence representations that excel on downstream tasks, our model only learns to predict words in the next sentence. Suppose that the i-th sentence s i = [w 1 , w 2 , ..., w N i ] has N i words, and s i+1 has N i+1 words. The training objective is to maximise the averaged log-likelihood for all sentence pairs:
where θ and φ contain the parameters in the encoder f en and the decoder f de respectively.
Since calculating the probability of decoding each word involves a computationally demanding softmax function, the negative sampling method (Mikolov et al., 2013a) is applied to replace the softmax, and log P (w j |s i ) is calculated as:
where v w k ∈ R 300 is the pretrained vector representation from FastText for w k , x i is the output of the decoder f de , and the empirical distribution P e (w) is the unigram distribution raised to power 0.75 (Mikolov et al., 2013b) . For simplicity, we omit the subscription for indexing the sentences.
Encoder
The encoder is a bi-directional Gated Recurrent Unit (Chung et al., 2014) 
and generates a sequence of hidden states. During training, only the last hidden state serves as the sentence representation z ∈ R 2d .
Decoder
The goal is to reuse the decoding function f de (z) rather than ignoring it for building sentence representations after learning, thus one possible solution is to find the inverse function of the decoder function, which is noted as f −1 de (x). In order to reduce the complexity and the running time during both training and testing, the decoding function f de (z) needs to be easily invertible. Here, two types of decoding functions can be considered.
Linear Projection
The simplest decoding function is a linear projection, which is f de (z) = Wz, where W ∈ R 300×2d is a trainable weight matrix, and usually 2d > 300. Thus, the right inverse of W exists when WW ⊤ is full-rank, and the inverse function is: Table 1 : Results on unsupervised evaluation tasks. Bold numbers are the best results among unsupervised transfer models, and underlined numbers are the best ones among all models. Our approach with a invertible linear decoder demonstrates stronger transferability than other unsupervised tranfer methods.
where β is set to 0.01. After learning, all 300 singular values of W are very close to 1.
Bijective Functions
A general case is to use a bijective function as the decoder, as the bijective functions are naturally invertible. A family of bijective transformation was designed in NICE (Dinh et al., 2014) , and the simplest continuous bijective function f : R D → R D and its inverse f −1 is defined as:
f :
is an arbitrary continuous function, which could be a trainable multilayer feedforward neural network with non-linear activation functions. The requirement of the continuous bijective transformation is that, the dimensionality of the input x and the output y need to match exactly. While in our case, the output x ∈ R 300 of the decoding function f de has lower dimensionality than the input z ∈ R 2d does. Our solution is to add an orthonormal regularised linear projection on top of the bijective function to transform the output to the desired dimension. 1
Using Decoder in the Test Phase
As the decoder is easily invertible, it is also used to produce vector representations. The postprocessing step (Arora et al., 2017 ) that removes 1 Noted as "Bijection+Linear" in the result tables. the top principal component is applied on the representations from f en and f −1 de individually. In the following sections, z en denotes the post-processed representation from f en , and z de from f −1 de . Since f en and f −1 de naturally process sentences in distinctive ways, it is reasonable to expect that the ensemble of z en and z de will outperform each of them.
Experimental Design
The experiments are conducted in PyTorch (Paszke et al., 2017) , and the evaluation is done using the SentEval package (Conneau et al., 2017) with modifications to include the post-processing step. Word vectors are initialised with FastText , and fixed during training.
Unlabelled Corpora: Three unlabelled corpora, including BookCorpus , UMBC News Corpus (Han et al., 2013) and Amazon Book Review (McAuley et al., 2015) , are used to train models with invertible decoders. These corpora are referred as B, U and A in Table  1 and 2.
Evaluation Tasks: The evaluation tasks contain 6 unsupervised tasks, in which the similarity of two sentences is determined by the cosine similarity of their vector representations, and 9 supervised tasks, in which a linear model is learnt on the training set in each of the downstream tasks to make predictions for the test set.
The hyperparameters are tuned on the averaged scores on STS14 of the model trained on BookCorpus, thus it is marked with a ⋆ in tables. (2018) 
Discussion
The inverse functions of our two decoders f −1 de perform well on all tasks, and the linear decoder performs slightly better than the bijection decoder. The comparison is made based on the models trained on the BookCorpus, and the results are presented in Tables 2 and 3 . An ensemble of f en and the f de demonstrates higher performance as shown in Tables 2 and 3 . As the f en and f −1 de encode the input sentence in dis-tinctive ways, an ensemble of them contains richer information, which leads to better results on the downstream tasks.
The results of our model with an invertible linear decoder trained on all three corpora and related work are presented in Tables 1 and 2. The ensemble of f en and f −1 de either outperforms existing transfer learning methods or provides comparable results with the best ones.
Conclusion
Two types of decoders, including an orthonormal regularised linear projection and a bijective function, whose inverses can be derived effortlessly, are presented in order to utilise the decoder as another encoder in the testing phase. The experiments and comparisons are conducted on three large unlabelled corpora, and the performance on the downstream tasks shows the high usability and generalisation ability of the decoders in testing. Furthermore, an ensemble of the original encoder and the inverse function of the decoder gives improved results that are better than each alone. We view this as unifying the generative and discriminative objectives for unsupervised sentence repre-sentation learning, as it is trained with a generative objective which when inverted can be seen as creating a discriminative target. Also all components are used in downstream testing as encoders. Future research can extend our framework to tasks that require training with generative objectives.
A Training Details
The training is done in PyTorch (Paszke et al., 2017) . The bidirectional RNN encoder which has 1200D in each direction, the linear decoder, and the bijective function are initialised with orthonormal matrices (Saxe et al., 2013) . The learning rate is initialised to 5×10 −4 , and all models are trained using the Adam optimiser (Kingma and Ba, 2014) with gradient clipping (Pascanu et al., 2013) .
The word vectors are initialised with FastText , and the words that are not in the FastText vocabulary are initialised to vectors with all 0s. In addition, we fix the word vectors during training. 
B Training Corpora

C Representation Pooling
For supervised tasks, the global max-, mean-, and min-pooling functions (McCann et al., 2017) run on top of hidden states in f en , and same operation is done on f −1 de as well. The two outputs are concatenated to serve as the sentence representation.
For unsupervised tasks, only global meanpooling function runs on top of f en and f −1 de , individually, and the two outputs are added together (Pennington et al., 2014) as the sentence representation.
D Evaluation Tasks
D.1 Unsupervised Evaluation
The unsupervised tasks include five tasks from Se-mEval Semantic Textual Similarity (STS) in 2012-2016 (Agirre et al., 2015 (Agirre et al., , 2014 (Agirre et al., , 2016 (Agirre et al., , 2012 (Agirre et al., , 2013 and the SemEval2014 Semantic Relatedness task (SICK-R) (Marelli et al., 2014) .
The cosine similarity between vector representations of two sentences determines the textual similarity of two sentences, and the performance is reported in Pearson's correlation score and Spearman's rank correlation coefficient between humanannotated labels and the model predictions on each dataset.
D.2 Supervised Evaluation
It includes Semantic relatedness (SICK) (Marelli et al., 2014) , paraphrase detection (MRPC) (Dolan et al., 2004) , question-type classification (TREC) (Li and Roth, 2002) , movie review sentiment (MR) (Pang and Lee, 2005) , Stanford Sentiment Treebank (SST) (Socher et al., 2013) , customer product reviews (CR) (Hu and Liu, 2004) , subjectivity/objectivity classification (SUBJ) (Pang and Lee, 2004) , opinion polarity (MPQA) (Wiebe et al., 2005) .
In these tasks, MR, CR, SST, SUBJ, MPQA and MRPC are binary classification tasks, TREC is a multi-class classification task. SICK and MRPC require the same feature engineering method (Tai et al., 2015) in order to compose a vector from vector representations of two sentences to indicate the difference between them. Table 5 : Comparison on the supervised evaluation tasks. Bold numbers are the best results among unsupervised transfer models, and underlined numbers are the best ones among all models. " †" indicates an ensemble of 2 models. " ‡" indicates additional labelled discourse information is required.
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