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摘 要： 提出一种高码率系统—–LDPC 码的构造方法. 在列重量一定的情况 (通常列重量 Wc >3) 下，构造满足
给定围长条件的子矩阵，然后将该子矩阵和单位阵合并成 LDPC 码的校验矩阵. 构造了 28×76 和 64×328 的校
验矩阵. 仿真表明，这两个 LDPC 码与校验矩阵为 42×105、170×425、66×330 的 LDPC 码在 AWGN 信道下的
性能相比具有更好的 BER. 同时还基于拟阵理论给出了 Tanner 图的围长的充分条件，可用来构造给定的短围长
LDPC 码. 短的高码率 LDPC 码可用于未来的手持数字视频广播.
关键词：高码率；误码率；编码增益；LDPC短码；围长条件
中图分类号：TN911.22 文章编号：0255-8297(2013)06-0559-05
Construction of High Rate LDPC Codes with Short Block Length
WU Guang-fu, WANG Lin
Department of Communication Engineering, Xiamen University, Xiamen 361005, Fujian Province, China
Abstract: A method of constructing low-density parity-check (LDPC) codes is presented, where an identity
matrix is combined with another sub-matrix constructed under the condition of a given girth and fixed weight
of column to generate a parity check matrix. Let Wc denote the fixed weight of column, which is usually not
less than 3. Two kinds of check matrices sized 28×76 and 64×328 are constructed. Simulation results over
additive white Gaussian noise (AWGN) channels show that performance of the codes is better than that of
check matrices sized 42×105, 170×425 and 66×330. Meanwhile, sufficient conditions for the girth of Tanner
graph based on Matroid theory are present. The girth conditions can be used to construct LDPC codes with
given short girths. High-rate LDPC codes with short block length can be applied to the future digital video
broadcast-handsets.
Keywords: high rate, bit error rate, coding gain, low-density parity-check codes with short block length, girth
condition
低 密 度 奇 偶 校 验 码(low-density parity-check,
LDPC)早在 1963 年就已提出[1]，但受当时计算机
计算速度的限制没有引起关注，直到 1996 年才重新
得到学者们的重视. 文献 [2-3] 根据图的扩展方法设
计 LDPC 码，使其在编码、解码方面都具有线性时间






造方法，如文献 [5] 列举了一些构造 LDPC 码校验矩
阵的随机或半随机方法；另一种是代数构造方法，主
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中在代数码，如著名的 Golay 码、QR 码，虽然都具
有最大或接近最大值的最小码距，但因它们校验矩阵
中 1 的数目分布不具有稀疏特性，故不适用于置信传
播 (belief propagation, BP) 迭代译码. 因此，本文基






校验矩阵 H 确定. 根据校验矩阵可得到 k × n 生成
矩阵 G，其中 k 和 n 分别表示信息比特长度和码长.
二进制 LDPC 码的校验矩阵 H 中 1 的数目占总数的
比例很少，故被称为低密度奇偶校验码. 根据每行和
每列中 1 的数目可以将 LDPC 码的种类分为规则和
非规则 LDPC 码. 如果每行中 1 的数目都为固定整数
Wr，且每列中 1 的数目都为固定整数 Wc, 则称为规
则 (Wc，Wr) LDPC 码，否则称为不规则 LDPC 码.
除了用校验矩阵表示 LDPC 码外，还可用 Tan-
ner图[9]表示. 例如校验矩阵 H 为
H =

1 0 0 0 1 0 1 1
0 1 0 0 1 1 1 0
0 0 1 0 0 1 1 1
0 0 0 1 1 1 0 1

其对应的Tanner图如图 1 所示.
图 1 H 矩阵的 Tanner 图
Figure 1 Tanner graph of H matrix
任何 Tanner 图中的环都是指从其中一个顶点出
发经过数个顶点又返回到原点的一条轨迹. 例如，图
1 中的粗线形成了一个长度为 4 的环，因为 Tanner
图是二部图，所以环的长度都是 2 的倍数. 围长是指
Tanner 图中长度最短的环的大小. Tanner 图中存在
环，而在迭代译码过程中消息的传递会受到环的影
响，特别是长度为 4 的环所造成的影响最为显著. 因
此，在码的构造过程中要尽量避免长度为 4 的环，目
前关于构造较大围长 LDPC 长码的研究不少[8,10]，但
关于 LDPC 短码的研究却较少. 本文通过拟阵理论构
造性能较好的给定围长 的 LDPC 短码.
1.2 LDPC 码的常用构造方法
构造 (n− k)× n 校验矩阵 H 的常用方法如下：
方法 1 先产生零矩，然后随机将矩阵的每列 Wc
个位置置换为 1(每列中 Wc 个 1 的位置没必要完全不
同)，一般得到不规则 LDPC 的 H 矩阵.
方法 2 根据校验矩阵的维数随机产生列重量为
Wc 的 H 矩阵.
方法 3 根据校验矩阵的维数随机产生列重量为
Wc 的 H 矩阵，同时保持行重尽量均匀.
方法 4 根据校验矩阵的维数构造列重量为 Wc，
行重量为 Wr，且任意两列重叠的位置不大于 1 的
LDPC 码，这样就可以避免长度为 4 的环.
方法 5 在方法 4 的基础上避免出现短环，如长
度为 6 和 8 的环. 结果可能出现 H 矩阵的秩小于 H
矩阵的行数情况.
方法 6 在方法 5 的基础上把 H 矩阵分割为两
部分子矩阵，即 H = [H1|H2]，使得 H1 是可逆的.
方法 7 根据 Tanner 图的边扩展方法构造校验
矩阵 H [11].
方法 8 根据组合设计构造校验矩阵 H [12].
方法 9 根据准循环结构构造校验矩阵 H [13].
以上构造方法都需要已知校验矩阵的行数和列












的位置数值为 1，则校验矩阵对应的 Tanner 图存在 4
环[14]. 有关 6 环及以上环的检验定理不容易从校验矩
阵建立. 本文则借用拟阵理论把矩阵问题和图论问题
转化为集合问题，并从拟阵的角度给出有关围长的定
理. 为更好地阐明定理 1 和 2，先给出拟阵的定义 1.
定义 1 一个拟阵 M 是一个有序对 (E, I)，E
是有限集，I 是 E 中子集的集合. 它们满足以下 3 个
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条件：
1) ∅ ∈ I.
2) 若 I ∈ I，及 I ′ ⊆ I，则 I ′ ∈ I.
3) 若 I1 ∈ I，I2 ∈ I 且 |I1| < |I2|，则存在




校验矩阵 H 用集合来表示的方法如下：设 r=n−
k, Hr×n = [h1, · · · , hn], hi, i = 1, · · · , n, 是 r 维的列
向量，而向量 hi 中非零的坐标又可以用集合 Li 来表
示. 如图 1 所对应的校验矩阵可表示为如下集合：L1=
{1}, L2={2},L3={3}, L4={4}, L5={1,2,4}, L6={2,3,4},
L7={1,2,3}, L8={1,3,4}. 反之，只要知道 Li, i =
1, · · · , 8, 就可以构造出相应的 H 矩阵. 下面从拟阵的
角度给出有关 4 环的定理 1 以及围长大于 6 的定理 2，
并根据定理 1 和 2推导出了更一般的围长定理.
定理 1 校验矩阵对应的 Tanner 图存在四环当
且仅当 Li , i = 1, · · · , n, 中存在两个集合的交集元素
的数目大于或等于 2.





于 1，则校验矩阵所对应的 Tanner 图的围长至少为 6.
定理 2 如果 Li, i = 1, · · · , n，满足下列两个条
件，则校验矩阵所对应的 Tanner 图的围长至少是 8.
条件 1 |Li ∩Lj | < 2, i 6= j,∀i, j ∈ {1, 2, · · · , n}.
条件 2 |(Li ∩ Lj) ∪ (Li ∩ Lk) ∪ (Lj ∩ Lk)| < 3,
i 6= j 6= k,∀i, j, k ∈ {1, 2, · · · , n}.
证明 用反证法证明，根据定理 1 和条件 1 可推
断出校验矩阵所对应的 Tanner 图的围长至少为 6.
如图 2 所示，若存在围长为 6 的 Tanner 图，则在
集合 Li, i = 1, · · · , n 中一定存在 3 个集合，它们两两
相交的并的元素数目大于或等于 3. 与条件 2 互相矛
盾，故校验矩阵所对应的 Tanner 图的围长至少是 8.
定理 1 和 2 可以推广到任意的围长的确定.
图 2 Tanner 图中长度为 6 的环
Figure 2 A cycle of length six from Tanner graph
定理 3(围长条件) L(n) 表示集合 {1, 2, 3, · · · ,
n}，T (t) 表示 L(n) 的任意 t 元子集. 如果 Li, i = 1,
· · · , n，满足式 (1) 中的 t1 个(t1 > 2) 条件, 则校验矩
阵所对应的 Tanner 图的围长至少是 2(t1 + 2).
对 L(n) 的任一 t 元子集 T (t) 都有
|∪∀i,j∈T (t)⊆L(n) (Li ∩ Lj)|<t, t=2, 3, · · · , t1+1 (1)
证明 根据定理 2 的证明方法，由校验矩阵对应
的 Tanner 图与集合 Li, i = 1, · · · , n 的关系可知，不
存在小于 2(t1 +1) 的环，故校验矩阵所对应的 Tanner
图的围长至少是 2(t1 + 2).
2.2 短的高码率 LDPC 码的构造
根据定理 3 构造给定围长的 LDPC 短码，但在高
码率的情况下构造很大的围长需要很长码长的 LDPC
码. 由于本文只考虑码长在 500 以内的高码率 LDPC
短码，故只要求避免 4 环的出现即可.
接着构造 H = [H1|H2] 型的 LDPC 码，其中 H1
是 r × r 的单位矩阵. H2 矩阵是每列的重量为 Wc 通
过全面搜索且避免 4 环的条件下得到的. 那么给定初




























步骤 1 列举出所有在整数 1∼ r 之间的任意取
Wc 个不同数的集合.
步骤 2 选取第 1 个集合 L1 作为矩阵的第 1 列中




步骤 3 得到 H2 矩阵的所有位置集合以及 H2
矩阵的列数.
构造 H2 矩阵的伪代码算法
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给定 Wc 和 r.
n1 = 0;
for i1 = 1 to r −Wc + 1
for i2 = i1 + 1 to r −Wc + 2
...
for iWc = i(Wc−1) + 1 to r
B = {i1, i2, · · · , iwc}




if (n1 > 0) then
d = 0;
for j = 1 to n1
n2 = |Lj ∩B|

















本文主要以参数 Wc = 4 进行构造分析，并与文
献 [8-12] 的仿真结果进行对比. 仿真采用 AWGN 信
道、BPSK 调制、BP 译码算法，最大迭代次数为 100.
在低信噪比的情况下，本文统计 10 000 个错误比特为
止，而在高信噪比情况下统计 100 个错误比特为止.
3.2 LDPC 码的性能曲线
首先对比本文设计出的 LDPC 码与文献 [8] 所构
造出的 LDPC 码，得到的仿真结果见图 3 和 4. 在图 3
中，文献 [8] 中的 LDPC 码的码长为 105，码率为 0.6，
围长为 12 且最小距离为 6，它是一种性能比较好的
LDPC 码. 为了进行对比，本文构造出来的 LDPC 码
的码率为 0.631 5，码长为 76，围长为 6 且最小距离为
5. 码长比文献 [8] 中的 LDPC 码的码长稍短些，码率
略高于文献 [8] 中的 LDPC 码. 但由图 3 可以看出，
本文构造的 LDPC 码的性能优于文献 [8]，在 BER 为
10−6 的数量级下，约存在 0.2 dB 的编码增益.
图 3 本文与文献 [8] 所构造的码的误码率对比曲线
Figure 3 Comparison of BER performance between
our proposed scheme with that from refer-
ence [8]
在图 4 中，本文构造出码长为 328，码率为 0.804 8
的 LDPC 码，围长为 6 且最小距离为 5. 该码与文献
[8] 中的码长为 425，码率为 0.6，围长为 16 且最小距
离为 8 的 LDPC 码性能作比较. 本文构造的码的码
长比文献 [8] 中构造的 LDPC 短，且码率相对文献 [8]
中的码而言略高. 由图 4 可以看出：当信噪比低于
4.5 dB时，文献 [8] 中 LDPC 码的性能稍好，主要是因
为本文构造的 LDPC 码的码率为 0.804 8, 而文献 [8]
中的码率为 0.6，对应的香农门限大约分别为 1.038 和
0.339. 然而，在高信噪比 4.5 dB 到 5.5 dB 的区间，
本文构造出来的 LDPC 码的性能略优于文献 [8]，在
BER 为10−6 的数量级下，大约存在 0.2 dB 的编码增
图 4 本文与文献 [8] 所构造的码的误码率对比曲线
Figure 4 Comparison of BER performance between
our proposed scheme with that from refer-
ence [8]
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益，这只能从码的结构上分析原因. 文献 [8] 构造的规
则 LDPC 码变量点的度都为 2，校验点的度都为 5. 本
文构造的 64×328 校验矩阵变量点的度分布如下：64
个变量点的度为 1，264 个变量点的度为 4，校验点的
度分布情况见表 1.
表 1 64×328 校验矩阵的校验点的度分布
Table 1 The degree distribution of the check nodes
of a 64×328 check matrix
校验点的度 13 15 16 17 18 19 20
校验点数目 7 4 9 10 8 9 17
为了进一步说明本文设计方法的优越性，下面将
设计出来的 LDPC 码与文献 [12] 中的码进行性能比
较. 文献 [12] 中 LDPC 码的码长为 330，码率为 0.8，
它是根据平衡不完全区组设计构造出来的. 本文所
构造的是码长为 328，码率为 0.804 8，具有围长为 6，
最小距离为 5 的 LDPC 码. 这两个 LDPC 码具有相
近的码长和码率. 从性能仿真曲线图 5 可以看出，当信
图 5 本文与文献 [12] 所构造的码的误码率对比曲线
Figure 5 Comparison of BER performance between
our proposed scheme with that from refer-
ence [12]
噪比低于 3.0 dB时，本文构造的 LDPC 码与文献 [12]
中的 LDPC 码的性能相近；但当信噪比高于 3.0 dB
时，本文构造出来的 LDPC 码的性能优于文献 [12]，
且瀑布区比文献 [12] 的更陡峭. 在 BER 为 10−5 的数





一定围长的条件下的子矩阵组合. 在 AWGN 信道下
的仿真表明，该类 LDPC 码有较好的性能曲线. 但该
算法需要对码进行全面搜索，复杂度太高，故只适合
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