In a recent paper, a sim ple index able to evaluate the non -linear bivariate com ovem ent betw een tw o asset prices has been proposed. In this paper w e assess if that index satisfies the classical seven axiom s form ulated by Ré nyi that a m easure of dependence should m eet. Further, in the cases in w hich the index does not fulfil an axiom , w e propose a w eakened version of the original statem ent that the index satisfies.
Introduction
In a recent paper, an investigating methodology for the non-linear evaluation of bivariate comovement between asset prices has been introduced (see [1] ). That methodology is articulated in three steps. In its first step, a simple index able to evaluate the comovement between two random variables has been proposed.
In this paper we assess if that simple index satisfies the classical seven axioms formulated by Rényi that a measure of dependence should meet (see [9] ). Further, in the cases in which the index does not fulfil a given axiom, we propose a weakened version of the original statement and prove that the index satisfies it.
The reasons for which to investigate the properties of a dependence index are evident in themselves, and particularly when the index is used in economic and financial analyses. In fact, the quality of study and research on crucial topics like, for instance, business cycle, labor economics, global trade, international financial crises and related contagious effects, are based on the properties of the employed dependence indexes (see, for instance, [1] and the references therein, [7] and [8] ).
The remainder of the paper is organized as follows. In the next section we recall the definition of the simple non-linear bivariate comovement index and its main properties. In Section 3 we briefly present the set of seven axioms formulated by Rényi. In Section 4 we verify if and which among such axioms are satisfied by the index. Further, for the axioms which are not satisfied we propose weakened versions of their original formulations that the index satisfies.
In Section 5 we conclude with some final remarks.
The simple comovement index
In this section we recall the definition of the simple non-linear bivariate comovement index and some of its properties.
As the definition of the index (softly) draws one's inspiration from the concept of comonotonicity, before of all we spend some words about this concept.
Comonotonicity is one of the strongest measure of dependence existing among random variables. Limiting our interest to the bivariate case, given two random variables X 1 (·) and X 2 (·), both defined on the same probability space (Ω, F, P ), they are said to be comonotonic if there exists, with probability 1, a subset A of F such that:
For equivalent definitions of comonotonicity see, for instance, [5] , [6] and [12] .
In an analogous way, given two random variables X 1 (·, ·) and X 2 (·, ·), both defined on [t 0 , t 1 ], with t 0 < t 1 , and on the same probability space, we say they are codependent if in correspondence of a realization ω ∈ F:
Note that henceforth, in order to simplify the notation, we omit to write the realization ω ∈ F when this does not create confusion. Now, given the foregoing, we can provide the definition of the simple index.
Let us start by considering two discrete-time time series, {X 1 (t) , t = t 1 , . . ., t N } and {X 2 (t) , t = t 1 , . . ., t N }. The simple index we propose for evaluating the non-linear bivariate dependence between the random variables X 1 (t) and X 2 (t)
is defined as follows:
This index is characterized by several properties. In the following list we recall the main ones.
-It is possible to prove that δ 1,2 ∈ [−1, 1] (in Section 4 we prove an equivalent statement). In particular, the two random variables are counterdependent if δ 1,2 = −1, and are codependent if δ 1,2 = 1.
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-Beyond the previous property, known as property of normalization of the first type, it is also possible to prove that δ 1,2 is defined for every pair of discretetime time series, known as property of existence, and that δ 1,2 = δ 2,1 , known as property of symmetry (see Section 4). Therefore, δ 1,2 is a scalar measure of dependence in the sense illustrated in [11] in Section 6. 1 Given two random variables X1(t) and X2(t), both defined on [t0, t1] with t0 < t1, we say they are counterdependent
for all t2 and t3 such that t2 ̸ = t3 and t2, t3 ∈ [t0, t1]. 2 Also ρ1,2 is a scalar measure of dependence in the sense illustrated in [11] in Section 6.
The Rényi set of dependence axioms
In this Section we briefly present the set of seven axioms formulated by the Hungarian mathematician Alfréd Rényi.
Let us consider two random variables X 1 and X 2 and a functional µ(X 1 , X 2 ) → → R. This functional is a measure of dependence between X 1 and X 2 in the Rényi sense, if it satisfies the following set of axioms.
1. µ(X 1 , X 2 ) is defined for any pair of random variables X 1 and X 2 , neither of them being constant with probability 1 (property of existence).
2. µ(X 1 , X 2 ) = µ(X 2 , X 1 ) (property of symmetry).
3. 0 ≤ µ(X 1 , X 2 ) ≤ 1 (property of normalization of the second type).
4. µ(X 1 , X 2 ) = 0 if and only if X 1 and X 2 are independent (property of independence).
5. µ(X 1 , X 2 ) = 1 if there is a strict dependence relationship between X 1 and
, where ϕ(·) and ψ(·) are Borelmeasurable functions.
6. If Borel-measurable functions ϕ(·) and ψ(·) map the real axis in a one-to-one
7. If the joint distribution of X 1 and X 2 is normal, then µ(
is the Bravais-Pearson linear correlation coefficient between X 1 and X 2 .
Since the publication of these axioms, the same Rényi noticed that some of them are too much restrictive. For instance, the Bravais-Pearson linear correlation coefficient in absolute value, |ρ 1,2 (X 1 , X 2 )|, satisfies axioms 1, 2, 3 and 7, but does not meet axiom 4. Further, with regard to axioms 5 and 6, they are satisfied if and only if the functions φ(·) are ψ(·) are linear. More generally, in [10] several examples are provided indicating that, at least for non-parametric dependence measures, the Rényi set of axioms is too strong. This is the reason for which, in the cases in which δ 1,2 does not fulfil a given axiom, we propose weakened version of the original statement and prove that the δ 1,2 satisfies it.
Verifying the Rényi dependence axioms for a non-linear bivariate comovement. . .
5
4 Is δ 1,2 a measure of dependenceà la Rényi?
In this Section we verify if and which among the Rényi dependence axioms are satisfied by δ 1,2 . Further, for those axioms which are not satisfied we propose weakened versions of their original formulations that δ 1,2 satisfies.
We reveal in advance since now that δ 1,2 does not achieve some of the Rényi's dependence axioms. Nevertheless, this fact does not mean it is an inadequate measure of dependence. In fact, other well known measures of dependence do not satisfy all the seven axioms even if they are considered measures of dependence in the specialized literature.
In the following, in order to verify if δ 1,2 satisfies the Rényi dependence axioms, we consider |δ 1,2 |. In fact, if we do not recur to the absolute value of δ 1,2
it comes up that −1 ≤ δ 1,2 ≤ 1, and it is possible to prove that this property can not coexist with the property of independence stated in axiom 4 (see, for more details, [2] ).
it is true that δ 1,2 is defined for every pair (X 1 (t), X 2 (t)) of random variables, neither of them being constant with probability 1.
Proof. Formally, the index |δ 1,2 | is given by the summation of a variable ∆(t) 1,2 which assumes value −1 or 1 according to [
results to be defined for every value of (X 1 (·), X 2 (·)), i.e. for every bivariate time series (X 1 (t), X 2 (t)), with t = t 1 , ..., t N . ✷ Note that in the case in which the random variables X 1 (·) and X 2 (·) are costant with probability 1, then |δ 1,2 | = 1, that is the index is still defined and assumes the maximum allowable value.
Proposition 2. |δ 1,2 | satisfies axiom 2, i.e. it is true that |δ 1,2 | = |δ 2,1 |.
Proof. By the definition of δ 1,2 we have
Moreover, by the same definition we have Proof. We prove both the necessary condition and the sufficient one by counterexamples.
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(⇐) Irrespective of the hypothesis following which X 1 (t) and X 2 (t) are stochastically independent, let us consider the situation in which N −1 is an odd number.
In this case, the lowest value |δ 1,2 | can reach is 1/N , which is different from 0, when (N − 2)/ 2 products of differences are negative and other (N − 2)/ 2 are non-negative.
(⇒) Let us consider two dependent random variables X 1 (t) and X 2 (t) such that
2 , and their discrete-time time series reported in table 1: Thus the index |δ 1,2 | turns out to be
Now, we propose a weakened version of the original statement of axiom 4
and we prove it.
Proposition 5. Let us consider the random variables X 1 (·) and X 2 (·), their discrete-time increments ∆ 1 (t) . = X 1 (t)−X 1 (t−1) and ∆ 2 (t) . = X 2 (t)−X 2 (t−1), with t = t 1 , . . ., t N , and the probabilities Pr(
3 If the events (∆ 1 (t) < 0) and (∆ 2 (t) > 0) and the events (∆ 1 (t) > 0) and (∆ 2 (t) < 0) are stochastically independent for any t, respectively, and if
, then 3 Note that both p1 + q1 and p2 + q2 may be lower than 1 because we do not take into account the probabilities Pr(∆1(t) = 0) and Pr(∆2(t) = 0), respectively. Proof. Let us start by determining the probability that ∆ 1,2 (t) = −1, that is Pr (∆ 1 (t)∆ 2 (t) < 0):
Note that:
-The second row of the previous relationship is due, by construction, to the fact that the events (∆ 1 (t) < 0 ∩ ∆ 2 (t) > 0) and (∆ 1 (t) > 0 ∩ ∆ 2 (t) < 0) are incompatible for any t;
-The third row of the same relationship is due, by hypothesis, to the fact that the events (∆ 1 (t) < 0) and (∆ 2 (t) > 0) and the events (∆ 1 (t) > 0) and (∆ 2 (t) < 0) are stochastically independent for any t, respectively.
Of course, the probability that
Now, let us express the probabilities above in terms of N − 1, that is: Proof. We prove that the assumption of a strict dependence relationship between X 1 (·) and X 2 (·) is not a sufficient condition for |δ 1,2 | = 1. We prove it only for ϕ(·) as the proof for ψ(·) is absolutely similar.
is odd and
Let ϕ(·) be a Borel-measurable function such that X 1 = ϕ(X 2 ), and let us reformulate the definition of |δ 1,2 | taking into account the equivalence X 1 = = ϕ(X 2 ). So, we have
where
Now, without lack of generality, let us assume that ϕ(·) is a strictly unimodal function with mode equal to m, i.e. a function which is strictly increasing for between X 1 (·) and X 2 (·), i.e. X 1 = ϕ(X 2 (·)) or X 2 = ψ(X 1 (·)), where ψ(·) and ϕ(·) are either strictly decreasing functions or (not strictly) increasing functions on Range (X 1 (·)) and on Range (X 2 (·)), respectively.
Proof. First, we prove that if there exists a dependence relationship between X 1 (·) and X 2 (·) as defined above, then |δ 1,2 | = 1. Second, we prove the other direction of the biimplication. As done for the previous proposition, we prove it only for ϕ(·) as the proof for ψ(·) is absolutely similar.
(⇐) Let ϕ(·) be a dependence relationship as specified in the statement of proposition 7 such that X 1 = ϕ(X 2 ), and let us reformulate the definition of |δ 1,2 | taking into account the equivalence X 1 = ϕ(X 2 ). So, we have
If ϕ(·) is strictly decreasing, then it reverses the order and ∆(ϕ; t) 1,2 = −1 is added in equation 2 for each product of differences. Consequently, |δ 1,2 | = 1.
Similarly, if ϕ(·) is increasing, then it is not order-reversing and ∆(ϕ; t) 1,2 = 1 is added in equation 2 for each product of differences. Consequently, still |δ 1,2 | = 1.
(⇒) By hypothesis |δ 1,2 | = 1, therefore the products of differences have to be either all negative or all non-negative. The former case implies that if
is a strictly decreasing function. The latter case implies that if 
Proof. Let ϕ(·), ψ(·) : R → R be one-to-one Borel-measurable functions, and let us reformulate as follows the definition of |δ 1,2 | in terms of ϕ(·) and ψ(·):
Now, without lack of generality, let us assume that both ϕ(·) and ψ(·) are strictly unimodal functions having modes equal to m and n, respectively, with m ̸ = n and, for instance, m < n. 4 Thus, for the points
have that both ϕ(·) and ψ(·) are order preserver and then ∆(ϕ, ψ; t) 1,2 = ∆(t) 1,2 .
Similarly, for the points X 1 (·), X 2 (·) ≥ max{m, n} . = n we have that both ϕ(·) and ψ(·) are order reverser and then again ∆(ϕ, ψ; t) 1,2 = ∆(t) 1,2 . On the contrary, for the points m ≤ X 1 (·), X 2 (·) ≤ n we have that ϕ(·) reverses the order whilst ψ(·) preserves the order and then ∆(ϕ, ψ; t) 1,2 ̸ = ∆(t) 1,2 . Therefore,
Now, we propose a weakened version of the original statement of axiom 6
Proposition 9. If ϕ(·), ψ(·) : R → R are either strictly decreasing functions or (not strictly) increasing functions on Range (X 1 (·)) and on Range (X 2 (·)),
Proof. Let ϕ(·) and ψ(·) be either strictly decreasing functions or (not strictly) increasing functions on Range (X 1 (·)) and on Range (X 2 (·)), respectively, and let us reformulate as follows the definition of |δ 1,2 | in terms of ϕ(·) and ψ(·):
Now, the following two cases are possible.
-If ϕ(·) and ψ(·) are strictly decreasing functions, then both of them are order-reversing. So, whenever X 1 (t − 1) ≶ X 1 (t) and X 2 (t − 1) ≶ X 2 (t), then ϕ(X 1 (t−1)) ≷ ϕ(X 1 (t)) and ψ(X 2 (t−1)) ≷ ψ(X 2 (t)), respectively. As conse-
-If ϕ(·) and ψ(·) are not strictly increasing functions, then both of them are not order-reversing. So, whenever X 1 (t − 1) ≶ X 1 (t) and
spectively. As consequence, we have still ∆(ϕ, ψ; t) 1,2 = ∆(t) 1,2 that implies
Therefore, |δ 1,2 (ϕ(X 1 ), ψ(X 2 ))| = |δ 1,2 |. ✷ Proposition 10. |δ 1,2 | does not satisfy axiom 7, i.e it is not true that if the joint distribution of X 1 (·) and X 2 (·) is bivariate normal, then |δ 1,2 | = |ρ 1,2 |, where |ρ 1,2 | is the Bravais-Pearson linear correlation coefficient of X 1 (·) and X 2 (·).
Proof. We prove this proposition by a counterexample.
Let us assume that X 1 (·) and X 2 (·) are uncorrelated, i.e. that |ρ 1,2 | = 0, and let us consider the situation in which N − 1 is an odd number. In this case, the lowest value |δ 1,2 | can reach is 1/N , which is different from the assumed value of |ρ 1,2 |, i.e. 0. ✷ For Proposition 10 it is few meaningful to propose a weakened version of its original statement because it would require the relaxation of at least the normality of the bivariate joint distribution. By doing so, the weakened version of the 
Some final remarks
In this last section we present a couple of remarks.
-As premised in Section 4, δ 1,2 does not achieve some of the Rényi's dependence axioms. This occurrence is not surprising. Indeed, this stems from the fact that the Rényi's set of dependence axioms is probably not the most natural for a measure of dependence. In the specialized literature there is a large consensus following which a scalar measure of bivariate dependence, i.e. a measure which summarizes the dependence structure of two real-valued random variables in one single number, should satisfy more suitable properties like, for example, the ones considered in [3] , [4] and [11] .
-Finally, we are currently investigating the possibility of formally deriving a linkage between the concept of comonotonicity and the idea of codependence expressed in terms of δ 1,2 .
