In the resource constrained shortest path problem (RCSPP) there is a directed graph along with a source node and a destination node, and each arc has a cost and a vector of weights specifying its requirements from a set of resource types with finite capacities. A minimum cost source-destination directed path is sought such that the total consumption of the arcs from each resource type does not exceed the capacity of the resource. In this paper we investigate LPbased branch-and-bound methods and introduce new cutting planes, separation procedures, variable fixing, and primal heuristic methods for solving RCSPP to optimality. We provide detailed computational experiments, and a comparison to other methods in the literature.
Introduction
The resource constrained shortest path problem (RCSPP) is an extension of the familiar shortest path problem in directed graphs. Informally, we have a network with directed arcs and a specific source and a specific destination node. Each arc has a cost, and specifies its requirements from a set of resources with finite capacities. A minimum cost directed path from the source to the destination node is sought such that the total resource consumption of the arcs from each resource type does not exceed its capacity.
We will pursue a branch-and-cut approach, where the linear programming relaxation of the integer programming formulation is strengthened by inequalities valid for the convex hull of feasible (integer) solutions, but which cut off optimal fractional (infeasible) solutions.
Our main results can be summarized as follows:
• New cutting planes. We generalize and extend cutting planes from [8] . In particular we generalize the s − t cut precedence inequalities of Garcia [8] and provide a polynomial time separation procedure for the more general class. Furthermore, we extend the subpath precedence inequalities of Garcia [8] . We prove that it is NP-hard to separate the subpath precedence inequalities, which answers an open question in [8] . We also show that our extension yields a class of cuts which are also NP-hard to separate, and provide a heuristic separation procedure.
• New primal heuristic. We describe a procedure for obtaining a feasible solution in each branch-and-bound node using the data (network) of the corresponding subproblem.
• New variable fixing methods. Our variable fixing techniques for reducing the size of the subproblem are based on analyzing the network of the subproblems corresponding to the branch-and-bound nodes.
• New computational results. We have conducted a thorough computational evaluation and compared our new classes of cuts to their precursors by Garcia [8] . We emphasize that in these tests, all problem instances have 10 resource types. The tests suggest that neither the new, nor the old cuts dominate one-another, and we could characterize the favorable instances for each class. Moreover, the variable fixing and primal heuristic methods have proved very effective in solving all the instances. We have also compared our method to state-of-the-art approaches from the literature. Our main finding is that most of the widely used test instances can be solved in a split of a second (without branch-and-cut) by applying the preprocessing procedure of Dumitrescu and Boland [6] provided that an efficient implementation is at hand, and for the rest of the instances, the computation times can be significantly reduced by applying the variable fixing, and the primal heuristic proposed in this paper.
Structure of the paper. Firstly, we give a formal problem statement along with the notation used throughout the paper (Section 2). We review the related literature in Section 3. We continue with the definition of classes of those valid inequalities of Garcia [8] that will be extended in this paper (Section 4).
The new valid inequalities for RCSPP along with the corresponding separation procedures are presented in Section 5. New variable fixing method and a primal heuristic are described in Section 6. Detailed computational evaluation is provided in Section 7, while comparisons with state-of-the-art methods are presented in Section 8. We conclude the paper in Section 9.
Formal problem statement
First we define the Shortest Path Problem (SPP) in directed graphs, then we extend it with resources to obtain the Resource Constrained Shortest Path Problem (RCSPP). An instance of the Shortest Path Problem consists of a directed graph G = (V, E), a cost function c : E → Z (negative valuers are allowed), and two distinct nodes from V , the source node s, and the destination node t. Let P st denote the set of all directed s − t paths in G (a sequence of adjacent directed arcs which do not visit the same node twice). The SPP problem aims at finding the cheapest (least costly) path from s to t in G, that is, min
where c(P ) := e∈P c(e) is the cost of the path. Now, suppose that in addition to the above problem data, we also have a function w : E → Z m which assigns an m-dimensional weight-vector to each arc, which we call resource requirements. There is also an m-dimensional vector W ∈ Z m , which represents the maximum available quantities from the resources. In the Resource Constrained Shortest Path Problem a directed path P from s to t is sought which has the smallest total cost, and which respects the resource constraints e∈P w r e ≤ W r , r = 1, . . . , m.
(2)
Clearly, a shortest s − t path may not respect the resource constraints. It is usually assumed that all the resource requirements are non-negative, and there can be lower bounds L as well on the resource consumptions, see e.g., [3] . In the most general case, the w r e may take negative values as well, see [11] .
Assumption 1. Throughout this paper we assume that G contains no directed cycle of negative total cost, or of negative total resource consumption for any of the resource types.
This is a standard assumption adapted in many papers. We can formulate the problem by a mathematical program in which there is a binary decision variable x e on each arc e ∈ E indicating whether the path sought goes through the arc or not.
s.t.
e∈δ out (i)
x e − e∈δ in (i)
e∈E w r e x e ≤ W r , r = 1, . . . , m
x ∈ {0, 1} E
In the above formulation, δ in (i) and δ out (i) denote the set of arcs entering and leaving node i, respectively. The objective function (3) expresses the total cost of the path sought. Constraints (4) along with (6) ensure that the feasible solutions are paths. The resource consumptions of the paths are bounded by (5) .
Since G does not admit any negative cost, or negative weight cycle by assumption, if (3)-(6) admits a feasible solution, it has an optimal solution which corresponds to a s − t path in G.
The RCSPP polytope is the set of binary vectors satisfying (4)- (6) , noting that if G contains directed cycles, then those cycles have corresponding vertices in the polytope. However, it will not create any difficulties for us under Assumption 1.
Notation. For a directed graph G = (V, E), if e ∈ E is a directed arc from node i to node j, then the head of e is node j, and will be denoted by head (e), and the tail of e is node i, and will be denoted by tail (e). The set of arcs entering node v is denoted by
whereas those leaving v constitute the set
We say that node j is reachable from node i if G contains a directed path from node i to node j. The set of nodes reachable from node i ∈ V on directed paths is denoted by ρ out (i), and symmetrically, let ρ in (i) be the set of nodes from which node i can be reached in G. We assume that i ∈ ρ out (i) and i ∈ ρ in (i). For a subset S ⊆ V of nodes, let γ(S) be the set of all arcs spanned by S, i.e., γ(S) := {e ∈ E | head (e), tail (e) ∈ S}.
For a path π = ({v 0 , . . . , v p }, {e 0 , . . . , e p−1 }) we denote the subpath consisting of the first i arcs of π by π[0, i]. The extension of π with an arc e p with tail (e p ) = v p is denoted by π ⊕ e p .
For a subset of arcs A ⊆ E and any weighting y : E → R, y(A) := e∈A y(e) is the sum of weights of those arcs in A. For a pair of nodes i, j, let σ r ij denote the cost of the shortest i − j path in G with respect to arc weights w r e , whereas σ c ij denotes that with respect to the arc costs c e . If no i − j path exists, σ r ij and σ c ij are ∞. For arcs e 1 , e 2 ∈ E we say that the arc-pair (e 1 , e 2 ) is compatible if
holds for all resources r; otherwise we say the arc-pair is incompatible.
Literature review
The elementary RCSPP has been shown to be NP-hard in the strong sense for graphs containing negative cost cycles by Dror [5] . However, the problem remains NP-hard even if the graph is acyclic, there is a single resource type, and all the arc weights and costs are non-negative (cf. problem [ND30] in Garey and Johnson [9] ). In fact, the latter problem can be solved in pseudo-polynomial time, see e.g., Joksch [13] .
Several types of methods have been proposed to solve variants of RCSPP, for an overview, see e.g., Garcia [8] , Irnich and Desaulniers [11] , Pugliese and Guerriero [17] . For instance, in path ranking methods, the first K shortest s − t paths are generated from which the shortest resource feasible is chosen, if it exists. Clever ways of applying path ranking for solving RCSPP have been suggested in e.g., [10, 16] . Node labeling type methods are based on dynamic programming, where the nodes of the graph are labeled with the cost of the directed (elementary) paths leading to them from the source node s, and also with the possible resource consumptions on these paths. The first method in this class is from Joksch [13] . If all arc weights are positive, the method of Desrochers and Soumis [4] finds the optimal solution in O(|E|U ) time in case of a single resource with upper bound U . An improved algorithm is proposed by Dumitrescu and Boland [6] . The third type of methods uses Lagrangian relaxation to relax the resource constraints. For instance, Beasley and Christofides [3] propose branch-and-bound in which lower bounds are computed using a Lagrange dual, and they also apply various preprocessing and variable fixing methods to reduce the number of branch-and-bound nodes. The methods in the fourth category are based on linear programming relaxation and cutting planes. For instance, Avella et al. [2] use cutting planes to solve RCSPP with negative cycles. In Jepsen et al. [12] , a model with resource weights on the nodes is considered, and the authors adapt several classes of valid inequalities for the capacitated vehicle routing problem to their problem and also proposed a new class. Their computational experiments show that branch-and-cut is more effective than dynamic programming on large instances with 800 nodes.
Garcia [8] propose several types of valid inequalities for the polytope of feasible solutions of RCSPP, some of which being valid for RCSPP with cycles, while others only for the acyclic special case. A detailed computational evaluation shows the merits of the various classes in solving the two variants of the problem by branch-and-cut. In the proposed algorithms preprocessing plays a very important role as well.
Methods in the fifth class: these are methods which do not completely fit in any of the above categories. Lozano and Medaglia [15] propose the Pulse method, which traverses the graph with depth-first-search, and use bounding and pruning strategies to limit the search-space. The method has proved very effective in practice in solving RCSPP with a single resource only, and the authors propose some very limited results with 10 resource instances. Pugliese and Guerriero [18] devised the Reference Point Method, the main idea being that they consider RCSPP as a multi-criteria optimization problem to direct the search toward a resource feasible solution of smallest cost. The authors state that no pre-processing algorithms are invoked before running their own method. The authors provide extensive computational results on single-resource instances and at a glance, their method is as effective as that of Lozano and Medaglia. Unfortunately, there is no detailed comparison between the two approaches.
In this paper we will pursue a polyhedral approach, and use a branch-and-cut method to solve the RCSPP.
Preliminaries
In this section we recapitulate previous results that we will extend in Sections 5 and 6. The inequalities presented in this section are valid for the RCSPP polytope.
Node precedence inequalities
The class of these inequalities is based on the idea that a resource-feasible path through some arc e can leave node head (e) only on those arcs e ∈ δ out (head (e)) that satisfy the condition σ r s,tail(e) + w r e + w r e + σ r head(e ),t ≤ W r for each resource r, as shown by Garcia [8] . Let φ out e,r := {e ∈ δ out (head (e)) | σ r s,tail(e) + w r e + w r e + σ r head(e ),t ≤ W r }.
Since we aim at finding elementary paths, we can safely drop from φ out e,r those arcs e with head (e ) = tail (e) (if any), to obtain the set F out e,r := {e ∈ φ out e,r | head (e ) = tail (e)}.
Then the node precedence inequality for arc e with respect to resource r is
x e ≤ x(F out e,r ).
The validity of this inequality for the RCSPP polytope is easily seen from the definitions. One can also define an analogous inequality using the sets φ in e,r := {e ∈ δ in (tail (e)) | σ r s,tail(e ) + w r e + w r e + σ r head(e),t ≤ W r }, and F in e,r := {e ∈ φ in e,r | tail (e ) = head (e)}. The resulting reverse node precedence inequality for arc e with respect to resource r is
Garcia [8] has also provided a polynomial time exact separation algorithm for node precedence inequalities.
s − t cut precedence inequalities
This class of inequalities generalizes the node precedence inequalities of the previous section. Let S ⊂ V be a set of nodes with s ∈ S and t / ∈ S, and e ∈ E with head (e) ∈ S \ {s}. Then any resource feasible s − t path π through arc e must cross the s − t cut δ out (S) on some arc in γ(ρ out (head (e))) (the set of arcs e ∈ E such that tail (e ) is reachable from node head (e) on a directed path in G). In addition, π must pass through some arc e ∈ δ out (S) ∩ γ(ρ out (head (e))) with σ r s,tail(e) + w r e + σ r head(e),tail(e ) + w r e + σ r head(e ),t ≤ W r , r = 1, . . . , m.
Again, Garcia [8] Then the s − t cut precedence inequality for resource r is
Clearly, the node precedence inequalities of the previous section are just special cases of s − t cut precedence inequalities. This class of inequalities can be separated by computing a minimum head (e) − t cut in a graph derived from G. For further details, see [8] .
For e ∈ E one can define analogously the set Φ in e,r := {e ∈ E | σ r s,tail(e ) + w r e + σ r head(e ),tail(e) + w r e + σ r head(e),t ≤ W r } for each resource r, and for any S ⊂ V with s ∈ S, t / ∈ S, and tail (e) ∈ S \ {t}, F in e,r (S) := {e ∈ δ out (S) | e ∈ Φ in e,r , tail (e ) = head (e), head (e ) = head (e)}.
Then the reverse s − t cut precedence inequality for resource r is
Subpath precedence inequalities
Let π = {v 1 , . . . , v p }, j=1,...,p−1 {e j } be a path from node v 1 to node v p in G such that v 1 = t, v p = s, v 2 , . . . , v p−1 / ∈ {s, t}, and e j being a directed arc of G from node v j to v j+1 . We say that π is an infeasible subpath with respect to resource r if
If e 1 is an arc of a feasible s − t path π * , then π * cannot contain all the arcs of π, and therefore, it must leave the subpath π on some arc adjacent to one of the nodes v 2 , . . . , v p−1 . Suppose π * leaves π on the arc e directed from node v k of π (2 ≤ k ≤ p − 1) to some node v = v k+1 . Since π * is feasible for resource r, the condition
is satisfied. Using this observation, Garcia [8] has defined the sets
for each resource r and k = 2, . . . , p − 1, and
Letting F out π,r = p−1 k=2 F out π,r (k), the subpath precedence inequality with respect to the infeasible subpath π is
It is clear again, that a subpath precedence inequality for an infeasible path with length 2 is nothing but a node precedence inequality of the Section 4.1. One can define analogously the sets
for each resourcr r and k = 2, . . . , p − 1, and F in π,r (k) = {e ∈ φ in π,r (k) | tail (e ) = i k−1 , i k+1 , . . . , i p } k = 2, . . . , p − 1.
Letting F in π,r = p−1 k=2 F in π,r (k), the reverse subpath precedence inequality with respect to the infeasible subpath π is
Both of these classes of inequalities are valid for the RCSPP polytope. However, Garcia [8] neither provided a polynomial time separation procedure, nor a proof that the separation problem is intractable (NP-hard). Nevertheless, he gave a separation heuristic which worked well in practice.
Strengthening the inequalities
All the inequalities presented in this section so far have one of the following two forms:
x e ≤ x(F out r ),
or
where F out r is a set of arcs that lie on a directed head (e) − t path, F in r is a set of arcs that lie on a directed s − tail (e) path, and the inequalities are derived by considering only the resource weights w r on the arcs. Garcia [8] argued that inequalities of these forms can be strengthened by the following trick. Consider e.g., the class (13) . Let B e,r := {e ∈ δ in (head (e)) | σ r s,tail(e ) + w r e ≥ σ r s,tail(e) + w r e }.
Since e ∈ B e,r , inequality (13) can be strengthened: (13) is valid for the RCSPP polytope, then so is
A similar strengthening method applies to inequalities in the class (14). Define the set A e,r := {e ∈ δ out (tail (e)) | w r e + σ r head(e ),t ≥ w r e + σ r head(e),t }.
Notice that e ∈ A e,r .
Proposition 2. If (14) is valid for the RCSPP polytope, then so is
Using a simple observation in case of multiple resources, one can strengthen inequalities of the forms (13) and (14) in the following way: That is, they calculated the values σ r si and σ r it , i.e., the cost of the shortest s − i path and cost of the shortest i − t path in G, respectively, with arc weights w r , for each resource r and for every node i. Then they erased all nodes i such that σ r si + σ r it > W r holds for some resource r, since such a node cannot appear in a feasible s − t path. Similarly, any arc e such that σ r s,tail(e) + w r e + σ r head(e),t > W r holds for some resource r can be eliminated from the graph. This procedure can be applied repeatedly until no other nodes and arcs can be deleted or no s − t path remains in the reduced graph (which means that the problem is infeasible).
Beasley and Christofides [3] considered cost bounds to erase additional arcs and nodes from the underlying graph G. In a tree search procedure in each subproblem corresponding to a branch-and-bound node they calculated cost bounds through Lagrangean relaxation and eliminated arcs and nodes that could not appear in an optimal s − t path in G. Dumitrescu and Boland [6] combined and simplified these approaches. They used the original arc costs instead of those derived from the Lagrangean dual to obtain upper bounds on the optimum value and created a combined preprocessing method. This preprocessing scheme has an additional advantage, namely, it may return an upper bound on the optimal solution value which can be used to improve the branch-and-cut procedure. For details we refer the reader to [6] .
Garcia [8] also extended the preprocessing scheme of Aneja et al. Since the condition σ r si + σ r it ≤ W r is necessary for each resource r, but not sufficient for the existence of an s − t path through node i which is feasible for all resources, Garcia applied the preprocessing procedure for a subgraph of G which contains each s − t path through node i. That is, one can create the graph
, and apply the preprocessing scheme of Aneja et al. for this graph repeatedly. If the procedure terminates because no more s − t path is left in G[i], then node i can be eliminated from the original graph G, since every s − t path through i is infeasible for at least one resource constraint.
The latter approach can be applied not only to a node i, but also to an arc e. That is, we can create the graph G[e] = (V [e], E[e]) where V [e] = ρ in (tail (e)) ∪ ρ out (head (e)) and E[e] = γ(ρ in (tail (e))) ∪ {e} ∪ γ(ρ out (head (e))), and apply for it the preprocessing scheme of Aneja et al. repeatedly. Since preprocessing of G[e] for all e ∈ E can be expensive, Garcia [8] did not use this approach as a preprocessing procedure but created a variable fixing method which can be applied in a branch-and-cut procedure. That is, if a fractional solution x * to the LP relaxation is available, one can preprocess G[e] for all arc e such that x * e > 0. In this case the deletion of an arc e means to fix variable x e to 0.
New valid inequalities and separation procedures
In this section we generalize the valid inequalities of Section 4.
Cut based inequalities
Fix a pair of edges e 1 , e 2 of G with e 1 = e 2 , and let i 1 := tail (e 1 ), j 1 := head (e 1 ) and i 2 := tail (e 2 ), j 2 := head (e 2 ). A necessary condition for a resourcefeasible path π visiting e 1 and e 2 in this order to exist is that for each resource r, the inequality
holds. However, this condition is weak, and we can make it stronger. We define the set
and then for any s − i 1 cut S, the set
The new inequality with respect to the set F (·,e1,e2),r (S) is
Proposition 5. If G contains no directed path from j 2 to i 1 , then the inequality (16) is valid for the RCSPP polytope.
Proof. Consider any resource-feasible elementary s − t path P , and let x P be its characteristic vector, i.e., x P e = 1 if P contains the arc e, otherwise 0. If P does not contain any of {e 1 , e 2 }, then the left-hand-side of (16) is at most 0, while the right-hand-side is at least zero by the non-negativity of x, and the claim follows. So, suppose P passes through both of e 1 and e 2 , i.e., x P e1 = x P e2 = 1. Since G contains no directed path from j 2 to i 1 , it follows that P passes through e 1 first, and then through e 2 . We claim that the right-hand-side of (16) is at least 1. It suffices to verify that x P e = 1 for some arc e ∈ F (·,e1,e2),r (S). Being a resource-feasible elementary s − t path passing through e 1 and then e 2 , P must start in s and visit i 1 , therefore, all the arcs e on the subpath P from s to i 1 belong to Φ (·,e1,e2),r and P contains no nodes from {j 1 , i 2 , j 2 , t}. Since S is an s − i 1 cut, at least one edge e of P must belong to F (·,e1,e2),r (S), and the claim is verified.
One can define analogously the set
and then for any j 1 − i 2 cut S, the set
that gives rise to the new inequality And one can also define analogously the set
and then for any j 2 − t cut S, the set
that gives rise to the new inequality
Proposition 6. If G contains no directed path from j 2 to i 1 , then the inequalities (17) and (18) are valid for the RCSPP polytope.
The proof is similar to that of Proposition 5. Now we give an example showing that a member of this new class of inequalities may be violated, while all s − t cut precedence inequalities (9), (10) are satisfied.
Example 1. Consider the graph in Figure 1 . There is one resource, and the resource weights are indicated by the arcs. The only resource-infeasible path π = (s, 2, 4, t) is not cut off by any s − t cut precedence inequalities, but for the arcs (s, 2) and (4, t), and cut S = {s, 1, 2}, the inequality (17)
is violated by the incidence vector of π.
Given a feasible solution x * of the LP relaxation of (3)-(6), possibly augmented by some valid inequalities for RCSPP, and in which some variables may be fixed to 0 or 1 due to branching or preprocessing. To separate inequalities in this class, we fix e 1 and e 2 such that there is not any directed path from j 2 to i 1 , and we consider the inequalities (16), (17) , and (18) in turn. Suppose we want to find violated (16) inequalities. Firstly, we define a capacity function g : E → R as follows. If an arc e is in Φ (·,e1,e2),r (S) and tail (e) / ∈ {j 1 , i 2 , j 2 , t} and head (e) / ∈ {j 1 , i 2 , j 2 , t}, than let g(e) be equal to x * e , otherwise g(e) = 0. Then we determine a minimum capacity s − i 1 cut S with respect to g. If the minimum capacity is strictly smaller than x * e1 + x * e2 − 1, then a violated inequality is found (determined by S). It is easy to see that this procedure is of polynomial time, and since the number of pairs of arcs is O(|E| 2 ), the inequalities (16), (17) , and (18) can be separated in polynomial time.
Finally notice that the strengthening methods of Section 4.4 can be applied to (16) , (17) , and (18) as well.
Infeasible subpath based inequalities
Let π = ({i 1 , . . . , i p }, {e 1 , . . . , e p−1 }) be an infeasible subpath of G for resource r (cf. Section 4.3), with p ≥ 4. We argue that any resource-feasible path visiting e 1 and e p−1 must leave the subpath π at some node i 2 , . . . , i p−2 , otherwise it would contain all the arcs e 1 , . . . , e p−1 , and thus it would be infeasible for resource r. Therefore, for each k = 2, . . . , p − 2, we define the set of arcs
and usingφ out π,r (k), the arc set
out π,r (k), we define the inequalities
Proposition 7. If G contains no directed path from i p to i 1 , then the inequality (19) is valid for the RCSPP polytope.
Proof. Let P be a resource-feasible path and x P the corresponding vertex of the RCSPP polytope. If x P e1 = 0 or x P ep−1 = 0, then (19) is satisfied because the lefthand side is at most 0, while the right-hand-side is non-negative. Now suppose x P e1 = x P ep−1 = 1, i.e., P goes through both of e 1 , and e p−1 . Since G contains no directed path from i p to i 1 by assumption, P passes through e 1 first. Clearly, P cannot contain all the arcs e 2 through e p−2 as well, because π is a resource infeasible subpath for resource r. Hence, P must contain an arc emanating from one of the nodes i 2 , . . . , i p−2 . So let e be the first arc on P emanating from node i k of π. Since the path is simple, head (e ) = i 1 , . . . , i k−1 , and head (e ) = i k+1 . Moreover, since P is resource-feasible, e ∈F out π,r (k) follows, and then x P e = 1, and the statement of the proposition is proved.
One can define analogously the sets
for each k = 3, . . . , p − 1, and usingφ in π,r (k), the arc set
in π,r (k), and we define the inequalities
Proposition 8. If G contains no directed path from i p to i 1 , then the inequality (20) is valid for the RCSPP polytope.
The following two examples show that neither the subpath precedence (defined in Section 4.3), nor the Infeasible subpath based inequalities dominate the other.
Example 2. Let us consider the graph in Figure 2 . The arcs are indicated with the single resource requirement. There are two infeasible subpaths: π 1 = (s, 2, 5, t) and π 2 = (s, 2, 3, 5, t). Let us write the subpath precedence inequalities (11) and the infeasible subpath inequalities (19):
Condition (23) excludes both π 1 and π 2 , but (21) excludes only π 1 and (22) excludes only π 2 . Example 3. Let us consider the graph in Figure 3 . The arcs are indicated with the single resource requirement. There are three infeasible subpaths: π 1 = (s, 2, 4, t), π 2 = (s, 2, 4, 6, t) and π 3 = (s, 2, 4, 6). Let us write the subpath precedence inequalities (11) and the infeasible subpath inequalities (19):
subpath precedence inequality for π 1 , π 2 , π 3 :
infeasible subpath inequality for π 1 :
Condition (24) excludes all of π 1 , π 2 and π 3 , but (25), (26) and (27) only exclude π 1 , π 2 and π 3 , respectively. The separation of the inequalities (19) and (20) is not an easy problem. Firstly, we prove that the separation of the subpath precedence inequalities (11) and (12) is NP-hard, thus solving an open problem raised in [8] .
Problem (SPP-SEP). Subpath Precedence Separation Instance: We are given a directed graph G = (V, E), a fractional solution x * ∈ [0, 1] E for the LP relaxation of (3) -(6), arc weights w e ∈ R for each e ∈ E, two vertices s, t ∈ V , and capacity W ∈ R.
In the following NP-hardness proof we will make use of the well-known Knapsack Problem.
Problem (KP). Knapsack Problem Instance: We are given a set of n items, each with a non-negative profit p i , and a non-negative weight a i . Additionally we are given a capacity value c, and a desired profit value P . All problem data is integer. Question: Is there a subset J of items such that p(J) > P and a(J) < c?
Let p sum = n i=1 p i denote the sum of all profits in an instance of the knapsack problem. After these preliminaries, we are ready to prove the following:
Proof. We reduce the NP-hard KP problem to SPP-SEP. Given an instance of the KP problem, renumber the items such that a 1 ≤ a 2 ≤ . . . ≤ a n . Without loss of generality we may assume that c > 0, 1 ≤ a i ≤ c and 1 ≤ p i ≤ P for all i = 1, . . . , n. Divide every weight and capacity value by a n + c to obtain the valuesā i andc:ā i = a i a n + c (i = 1, . . . , n) andc = c a n + c If it is necessary, multiply the values p 1 , . . . , p n , and P by a suitable integer to ensure thatc ≤ (P + p sum + 1)/(P + p sum + 2).
Clearly, this can be done, sincec is smaller than 1. For the sake of simplicity we do not use another notations for these modified values, that is, we assume that (28) is met for the values p 1 , . . . , p n , and P . We create an acyclic digraph G as follows. G has n + 3 nodes denoted by 0, 1, . . . , n + 2, where s = 0 is the source and t = n + 2 is the sink. Every pair of nodes (i, i + 1), i = 1, . . . , n + 1, is connected by two arcs, e + i,i+1 and e 0 i,i+1 . Furthermore, there are n more arcs from node 0 to each of the nodes 1, . . . , n: e 0,i = (0, i) for i = 1, . . . , n, and finally from node 0 to node 1: e + 0,1 = (0, 1) and from node 1 to node n + 2: e 1,n+2 = (1, n + 2). We define the arc-weights w, and an s − t flow x * as follows:
w(e + 0,1 ) = p sum + 1, x * (e + 0,1 ) =c w(e + i,i+1 ) = p i , x * (e + i,i+1 ) = 0, i = 1, . . . , n w(e + n+1,n+2 ) = p sum + 1, x * (e + n+1,n+2 ) =ā n w(e 0 i,i+1 ) = 0, x * (e 0 i,i+1 ) =ā i , i = 1, . . . , n w(e 0 n+1,n+2 ) = 0, x * (e 0 n+1,n+2 ) = 0 w(e 0,i ) = 0,
x * (e 0,i ) =ā i −ā i−1 , i = 1, . . . , n w(e 1,n+2 ) = P + p sum + 2, x * (e 1,n+2 ) =c whereā 0 = 0. Let W = P + 2p sum + 2. This network along with the flow x * is depicted in Figure 4 . It is clear that x * is an s − t flow of valueā n +c = 1, and x * is a feasible solution for the LP relaxation of the RCSPP problem, since e∈E x * e w e = (ā n +c)(p sum + 1) +c(P + p sum + 2) ≤ P + 2p sum + 2 = W holds, due to (28). We claim there exists a solution for KP if and only if there exists a solution for SPP-SEP in G.
First suppose the separation problem SPP-SEP admits a solution, and let π = (i 1 , . . . , i p ) be an infeasible subpath with p ≥ 4 such that x * (F out π ) < x * (π[0, 1]). Since arc e 1,n+2 cannot appear in an infeasible subpath with minimum length 3, E π does not contain e 1,n+2 . It is clear that σ s,i = σ i,t = 0 for all i = 0, . . . , n + 2, and n i=1 max{w(e + i,i+1 ), w(e 0 i,i+1 )} = p sum , hence an infeasible subpath with minimum length 3 contains both of the arcs e + 0,1 and e + n+1,n+2 , and thus π is an s − t path. Now we determine F out π . Firstly, notice that 0 1 2 . . . n n + 1 n + 2 Figure 4 : The constructed graph e 1,n+2 / ∈ F out π , since w(e + 0,1 ) + w(e 1,n+2 ) = P + p sum + 3 > W , i.e., the s − t path consisting of the edges e + 0,1 and e 1,n+2 is not resource feasible. If π contains an arc e + i,i+1 for some i = 1, . . . , n + 1, then F out π comprises the arc e 0 i,i+1 , since w(π[0, i]) ≤ 2p sum + 1, w(e 0 i,i+1 ) = 0, and σ i+1,n+2 = 0. On the other hand, if π contains an arc e 0 i,i+1 for some i = 1, . . . , n, then F out π comprises the arc e + i,i+1 , since w(π[0, i]) ≤ 2p sum + 1, w(e + i,i+1 ) = p i , and σ i+1,n+2 = 0. Therefore, letting J := i ∈ {1, . . . , n} : e + i,i+1 ∈ E π , we have proved that
Thus, if π is a solution for SPP-SEP, i.e., π is an infeasible subpath and x * violates (11), i.e., x * (F out π ) < x * (e + 0,1 ) =c, then J is a solution for KP, since p(J) = w(π) − w(e + 0,1 ) − w(e + n+1,n+2 ) > P , andā(J) = x * (F out π ) <c if and only if a(J) < c.
Conversely, let J be a solution for KP. We define the path π with
It is easy to verify that F out
and the inequality (11) is violated by x * .
Now we turn to the separation problem for the inequalities (19) and (20).
Problem (IS-SEP). Infeasible Subpath Separation
Instance: We are given a directed graph G = (V, E), arcs e 1 , e 2 , a fractional solution x * ∈ [0, 1] E , arc weights w e ∈ R for each e ∈ E, two vertices s, t ∈ V , and capacity W ∈ R. Question: Is there a subpath π = ({i 1 , . . . , i p }, {e 1 , . . . , e p−1 }) in G such that p ≥ 5, e 1 = e 1 , e p−1 = e 2 , σ s,i1 + w(E π ) + σ ip,t > W and
Proposition 10. IS-SEP is NP-hard.
Proof. The construction is almost the same as that in the proof of Proposition 9.
To be suitable for the present claim, extend the graph G with a new node and a new arc, denoted by n + 3 and e n+2,n+3 , respectively, where head (e n+2,n+3 ) = n + 3 and tail (e n+2,n+3 ) = n + 2. The weight of the new arc is 0, and let x * en+2,n+3 = 1. Accordingly, the new sink node is t = n + 3, the source node remains s = 0. Let e 1 = e + 0,1 and e 2 = e n+2,n+3 . One may verify that the KP problem admits a solution J if and only if there is an infeasible subpath π with length at least 4, with e + 0,1 as the first edge, e n+2,n+3 as the last edge, and x * (e + 0,1 ) + x * (e n+2,n+3 ) − 1 > x * (F out π ).
For separating the inequalities (19), we propose the heuristic method shown in Algorithm 1. By using the procedure infeasible subpath dfs we find an infeasible s − t subpath which lies (or partially lies) in the support graph of the solution x * . In the general step we have a feasible subpath π consisting of the arcs e 1 , . . . , e p−1 in this order (line 8), and we revise the outgoing arcs from its last node head (e p−1 ) (line 10). If the current arc does not create a cycle, the solution value on the arc is positive, and the extended path is also resource feasible, we store the arc in the set F (line 13). Otherwise, if the extended path is infeasible and still elementary we call the procedure eval out to create inequality (19) for that path (line 17). This simple procedure verifies all the arcs that leave the subpath (lines 28-29) and checks whether an arc is inF out π;r (line 30). Finally, if we get a violated inequality, we store it in the set C (line 36). One can devise a similar method to separate inequalities (20) by modifying the procedure eval out. It is possible to combine the separation of inequalities (19) and (20), because the procedure infeasible subpath dfs is the same in both cases. That is, after an infeasible path is found, we call procedure eval out and a similar procedure eval in to separate inequalities (19) and (20), respectively.
Variable fixing and primal heuristic
In this section we present our depth-first-search based feasible solution search heuristic, and our variable fixing procedure based on the preprocessing method of Dumitrescu and Boland.
Algorithm 1 Heuristic for separating inequalities (19) 
π ← e 1 4:
infeasible subpath dfs(π) 5: end for 6: return C 7:
8: procedure infeasible subpath dfs(π = (e 1 , e 2 , . . . , e p−1 )): 9: F ← ∅ 10: for e p ∈ δ out (head (e p−1 )) do end if 20: end for 21: for e p ∈ F such that head (e p ) = t do 22:
infeasible subpath dfs(π ⊕ e p ) 23: end for 24: end procedure 25:
26: procedure eval out(π = (e 1 , e 2 , . . . , e p )): 27: y ← x * e1 + x * ep − 1 28: for j = 1, . . . , p − 2 do 29:
for e ∈ δ out (head (e j )) − {e j+1 } do C ← C ∪ x e1 + x ep − 1 ≤ x(F out π;r ) 37: end if 38: end procedure
Primal solution search heuristic
The aim of this procedure is to find an s − t path which is feasible for all resource constraints starting out from a fractional solution x * to the LP relaxation. If such an s − t path is found we may strengthen the actual upper bound in the branch-and-cut procedure, thus we may improve its performance. Briefly stated, we perform a depth-first-search from s on the support graph of x * , i.e., G * = (V, E * ) where E * = {e ∈ E | x * e > 0}. Once we reach a previously processed node i, we may improve the best upper bound along an s − t path through i. The sketch of our procedure can be seen in Algorithm 2. At the beginning we create an empty stack S and insert s into it. During the procedure the following two conditions always hold:
• When we process a node u, the label cost s (u) denotes the cost of an s − u path π s (u), and the label ϑ r s (u) denotes the resource consumption from the resource r of the same path. Furthermore, path(v) is true if and only if π s (u) contains v.
• After a node u has been processed, i.e., processed(v) is true, the label cost t (u) denotes the cost of an u − t path π t (u), and the label ϑ r t (u) denotes the resource consumption from the resource r of the same path.
After the initialization steps (lines 1 -7), these conditions clearly hold. In a general step, we consider the node u most recently inserted on stack S. If u has already been processed, i.e., processed(u) = true, we remove u from S. Otherwise, we set path(u) to true, and visit each outgoing arc e ∈ δ out (u) in turn. If adding some e ∈ δ out (u) to the path π s (u) would create a cycle, that is, the head node v = head (e) is on the path π s (u) (i.e., path(v) = true) we finish processing this arc. Otherwise, we distinguish between two cases: (i) if v = head (e) is not processed, we change the labels of v with respect to the path π s (v) = π s (u) ⊕ e (lines 21-22), and insert v into S; (ii) if v has already been processed (being part of a path explored before), we change the label of u corresponding to the u − t path e ⊕ π t (v) (lines 26-27). After we revised all outgoing arcs from u, we set processed(u) to true.
If an s−t path is found (lines 11 and 24), we may update U (lines 12 and 29), that is, if ϑ r s (u) + ϑ r t (u) ≤ W r for each resource r and cost s (u) + cost t (u) < U we replace U with cost s (u) + cost t (u).
Variable fixing based on Dumitrescu-Boland preprocessing
Now, we describe our variable fixing procedure based on the preprocessing method of Dumitrescu and Boland (DB-preprocessing) to be applied in each search-tree node prior to solving the corresponding node LP. To goal is to fix arcs (i.e., the corresponding variables) to 0 if they cannot appear in any optimal solution of the branch-and-bound subtree rooted at the node. In addition, this method may also find primal solutions.
If a variable x e (e ∈ E) is fixed to 0 (to 1) in a search-tree node then we seek a minimal cost, resource feasible s − t path π, such that π does not use (uses) Algorithm 2 DFS based feasible solution search heuristic 1: U ← best upper bound 2: ϑ r s (s) ← 0 and ϑ r t (t) ← 0 for all end if 35: end while arc e. Thus, before we optimize a branch-and-bound node we create a subgraph G of G such thatḠ contains all paths that are feasible according to the fixed variables (however,Ḡ may contain other paths as well), and then we perform DB-preprocessing on subgraphḠ. If the preprocessing finds that there is no resource feasible path inḠ, then we can cut off the current branch-and-bound node. If the preprocessing erases an arc e fromḠ (that is, there is no optimal s − t path through e) we can fix the corresponding variable x e to 0. If the preprocessing finds a resource feasible s − t path inḠ (i.e., a primal solution for the global problem) we may update the best upper bound on the optimal solution, moreover, if the preprocessing proves that the found path is optimal inḠ we can cut off the current branch-and-bound node.
For the sake of completeness we describe our method to create subgraphḠ. The sketch of the procedure can be seen in Algorithm 3. Let E 0 ⊆ E, and E 1 ⊆ E denote the set of arcs previously fixed to 0, and to 1, respectively. First, we initializeḠ as G, and erase all arcs fromḠ that belong to E 0 . Then, for each arc e ∈ E 1 we determine the set of nodes P − from which tail (e) is reachable avoiding head (e) in the current subgraph. Symmetrically, we determine set P + . If for an arc f ∈ E(Ḡ)\{e} both of {head (f ), tail (f )} P − and {head (f ), tail (f )} P + hold, it means that there is no s − t path inḠ consisting both of the arcs e end f . If such an arc is in E 1 we can terminate with E(Ḡ) = ∅, because there is no s − t path in the reduced graph that is feasible according to the fixed arcs. Otherwise, we erase this arc fromḠ. • to assess the effectiveness of the new preprocessing and heuristic algorithms,
• to find the best combination of the various techniques for solving hard instances.
In the following sections we sketch our computational framework, then then we address the above points in turn. We conclude these experiments in Section 7.7.
Test environment and implementation
All the computational experiments were performed on a workstation with 4GB RAM, and XEON X5650 CPU of 2.67 GHz, and under Linux operating system using a single thread only.
Our branch-and-cut solver has been implemented in the C++ programming language using the FICO Xpress Optimization Suite (version 23.01.06) [7] (Xpress) as a branch-and-cut framework. We also used the LEMON C++ library (version 1.3.1) [14] to handle graphs and to perform graph algorithms.
In all of the following experiments, before building an IP model of the problem, the input graph was preprocessed by two of the procedures from the literature (see Section 4.5). Firtly, the procedure of Dumitrescu and Boland [6] (DB-preprocessing) was applied to remove some arcs, and if it also returned a feasible solution, we used its value as an upper bound on the optimum in the branch-and-cut procedure. In addition, the method of Garcia [8] was applied (GQ-preprocessing) to eliminate some nodes from the input graph.
Instances
We performed experiments on several instance sets. First, we used the instances of Beasley and Christofides [3] that range in size from 100 nodes and 955 arcs to 500 nodes and 4978 arcs, and can be grouped into two sets. The first set consists of 12 instances with 1 resource function, while the other 12 instances in the second set use 10 resources. However, we found that these instances are easy to solve and cannot be used to challenge our branch-and-cut procedure. That is, 22 instances out of 24 can be solved using just preprocessing, and the remaining two instances are solved by Xpress at the root node. For results we refer to Appendix B. Therefore, we decided to generate our own instances using the similar generation method as in [8] that we describe next.
To construct a directed graph we used a method similar to that of [3] . Let n be the number of desired nodes, and denote V = {1, 2, . . . , n} the set of nodes with s = 1 and t = n. For all i = 1, . . . , n − 1 and for all j = i + 1, . . . , min{n, i + n/4 } we randomly include arc (i, j) with a probability such that the expected value of the number of arcs is 10n. Since for all arcs (i, j), j − i ≤ n/4, every s−t path consisted of at least 4 arcs. Clearly, the generated graphs are directed, acyclic, and do not contain parallel arcs.
In each of our instances all arc weights and all arc costs are integers. The weights were uniformly and independently generated from [0, 5], and arc costs were uniformly and independently generated from [−5, 0]. To create resource limits we used two different methods. The first one is similar to that in [3] , that is, we searched a minimal cost s − t path and computed its resource consumptions. The resource limits were derived from these values, reduced by a given percentage p (see Beasley and Christofides [3] ). In the second method we chose a fixed uniform limit W for all resources, like in [8] .
We generated 20 graphs for each n ∈ {500, 1000, 1500}. For each graph we generated a cost function and 10 resource functions, and then we derived four instances by the four ways of setting the resource limits. That is, we used the Beasley-Christofides method with p = 20%. The other 3 instances had uniform resource limits with W = 20, 30, and 40, respectively. Since every s − t path consists of at least 4 arcs, and the maximum arc weight is 5, each RCSPP instance with uniform resource limits has a feasible solution.
In summary, we have created 240 = 20 × 3 × 4 RCSPP instances which can be grouped into 12 classes according to their sizes, and the method used to generate their resource limits. Table 1 contains the parameters of the instances in the different classes, namely the number of nodes (Nodes), the number of resource functions (Res), and the resource limit generating method (Method). Tables A1, A2 and A3 of the Supplementary Material contain more information about the instances.
Heuristic and variable fixing experiments
In this section we present the results of the experiments of heuristic and variable fixing methods described in Section 6. Our purpose was to investigate how these methods can improve a simple branch-and-bound procedure. For the sake of a fair comparison, in these experiments we turned off every Xpress presolving and heuristic method (i.e., XPRS HEURSTRATEGY, XPRS PRESOLVE and XPRS MIPPRESOLVE were set to 0) and we did not add any cutting plane to the problem (i.e., XPRS CUTSTRATEGY was set to 0). We call these the PLAIN settings.
The ARCFIX setting refers to the use of the variable fixing method of Garcia [8] at the root node. As described in Section 6 we used our Dumitrescu-Boland preprocessing based variable fixing method (setting DBVARFIX) in every branch-and-bound node before solving the LP relaxation, while our heuristic solution search method (setting HEURSOL) were used in every branch-andbound node after an optimal solution for the LP relaxation had been found. On each instance every method was tested separately, and all together, which is the ALL method.
The summary of the experiments can be found in Table 2 ; whereas the detailed computations are provided in Table A4 of the Supplementary Material. In Table 2 we only indicate the average number of the explored branch-andbound nodes (BBN) and the average running time (Time) of the entire branchand-bound procedure in seconds.
The most successful among the above methods in is definitely the Dumitresu-Boland based variable fixing technique, as it can reduce the total time by 54,8-89,6% with respect to the PLAIN method. Moreover, in most of the cases we obtained the best results by the ALL method, that is, when we combined all of the fixing and heuristic search techniques.
Experiments with cutting planes based on s − t cuts
In this section we summarize the experiments with inequalities described in Section 4.2 and Section 5.1. Our purpose was to compare the performance of the s − t cut precedence inequalities and that of our generalized inequalities. In these experiments we turned off every Xpress presolving and heuristic method (i.e., XPRS HEURSTRATEGY, XPRS PRESOLVE and XPRS MIPPRESOLVE were set to 0) and we forbade Xpress to add any cutting plane of his own to the problem (i.e., XPRS CUTSTRATEGY was set to 0). Moreover, in these experiments we gave the optimal solution value to the solver (i.e., XPRS MIPABSCUTOFF was set to the optimal value).
The summary of the experiments can be found in Table 3 , 4 and 5, respectively; whereas the detailed computations are provided in Table A5 of the Supplementary Material. In Tables 3, 4 and 5 we only indicated the average number of the investigated branch-and-bound nodes (BBN), the average total running time (Time) of the branch-and-cut procedure in seconds, and the average number of generated cuts (Inequalities/{stcp,aca,caa,aac}).
The STCP setting refers to the use of the strengthened s − t cut precedence inequalities (9) and (10) . We generated these inequalities for an arc e only if the solution value on the arc was positive (i.e., x * e > 0). The CAA, ACA and AAC settings refer to the use of our cut based inequalities (16) , (17) and (18), respectively. We generated these inequalities for a pair of arcs (e 1 , e 2 ) such that x * e1 > 0, x * e2 > 0 and the pair (e 1 , e 2 ) is compatible for all resources. The ALL setting refers to the simultaneous use of all the previous inequalities in the same experiments. Cuts were generated in each node with depth at most 8 in one round, except the root node where we separate inequalities in 20 rounds.
We can observe that the efficiency of the procedure depends on the types of the instances rather than their sizes. That is, for all problem sizes, for resource limit types Beasley-and-Christofides(80) and Uniform(20) we obtained the best results either by the ACA or by the ACA + CAA + AAC method; furthermore, for resource limit types Uniform(30) and Uniform(40) the STCP method gave the best results in almost all cases. One of the reasons for this is that RCSPP instances with resource limit types Uniform(30) and Uniform(40) contain a few incompatible arc-pairs. Thus very few inequalities can be generated, however, the generation of inequalities (16) , (17) and (18) is more expensive in total than the generation of the s − t cut precedence inequalities.
Experiments with cutting planes based on infeasible subpaths
In this section we summarize the experiments with cutting planes based on infeasible subpaths as described in Section 4.3 and Section 5.2. Our purpose was to compare the performance of the subpath precedence inequalities and our generalized inequalities. In these experiments we turned off every Xpress presolving and heuristicsolution search methods (i.e., XPRS HEURSTRATEGY, XPRS PRESOLVE and XPRS MIPPRESOLVE were set to 0) and we forbade Xpress to add any cutting Table 3 : Results with s − t cut based cutting planes on 500-node instances.
Inequalities

Class
Settings plane of his own to the problem (i.e., XPRS CUTSTRATEGY was set to 0). Moreover, in these experiments we gave the optimal solution value to the solver (i.e., XPRS MIPABSCUTOFF was set to the optimal value). The summary of the experiments can be found in Table 6 , 7 and 8, respectively; whereas the detailed computations are provided in Table A6 of the Supplementary Material. In Tables 6, 7 and 8 we only indicated the number of the investigated branch-and-bound nodes (BBN), the total running time (Time) of the branch-and-cut procedure in seconds, and the number of generated cuts (Inequalities/spp and Inequalities/sr).
The SPP setting refers to the use of the strengthened subpath precedence inequalities (11) and (12) . We generated these inequalities for an arc e only if the solution value on the arc was positive (i.e., x * e > 0). The SR setting refers to the use of the infeasible subpath based inequalities (19) and (20) . The SPP + SR setting refer to the simultaneous use of all the inequalities in the same experiment. Cuts were generated in each node with depth at most 8 in one round, except the root node where we separate inequalities in 20 rounds.
We can observe that in almost all cases SR or SPP+SR proved to be the most effective method, except on the instances in class G12, where SPP was the winner both in computation time and number of branch-and-bound nodes explored. The reason for this is that the SR cuts could be generated in a much greater number than the SPP cuts. Notice also that when both types of cuts are generated, then the total number of SR and SPP cuts is about the number of SR cuts in the pure SR case.
Combined experiments
In the experiments presented below we combined the various components to find the best way of using them together for solving hard instances. We report only on the most successful combinations.
The detailed results of the experiments can be found in Table A7 of the Supplementary Material, and are summarized in Table 9 , which contains the average results of our tests on each instance class. In these tables we only indicate the number of the investigated branch-and-bound nodes (BBN) and the total running time (Time) of the branch-and-cut procedure in seconds. The XPRS setting refers to the pure use of Xpress with settings XPRS CUTSTRATEGY = -1 (generation of built-in cutting planes), XPRS HEURSTRATEGY = -1 (use builtin heuristics), XPRS PRESOLVE = 0 and XPRS MIPPRESOLVE = 0 (no presolves). The GC and NC settings refer to the use of our branch-and-cut method without the cutting planes of Xpress (XPRS CUTSTRATEGY = 0), without Xpress heuristics (XPRS HEURSTRATEGY = 0), and without presolves (XPRS PRESOLVE = 0, XPRS MIPPRESOLVE = 0). The difference between these settings is that in case GC we use inequalities STCP and SPP, however in case NC we use inequalities STCP, AAC, ACA, CAA, SR. Finally, the NC+XPRS setting refers to our branch-and-cut method with the same inequalities as in NC, along with Xpress cutting planes (XPRS CUTSTRATEGY = -1), heuristics (XPRS HEURSTRATEGY = -1), but without presolves (XPRS PRESOLVE = 0, XPRS MIPPRESOLVE = 0).
We can observe that for all problem sizes, and all types of resource limits, we obtained the best results (in term of solving time) either by the GC or by the NC setting.
Conclusion
The above tests suggest that our primal heuristic and mainly our variable fixing method can significantly reduce the execution time of a branch-and-bound procedure (see Section 7.3). We can also see that both of our cutting planes and the cutting planes from literature (Section 7.4 and 7.5) can reduce the computation times and the number of branch-and-bound nodes of a plain branchand-bound procedure (cf. PLAIN method in Table 2 ). However, if we compare the results of the combined experiments (see Section 7.6) with the results of the heuristic and variable fixing experiments (see Section 7.3), we can conclude that adding cutting planes on top of heuristic and variable fixing methods does not improve, and in most cases degrades the overall performance. 
Comparison with state-of-the-art methods
In this section we compare our branch-and-cut approach with other approaches from the literature, namely the Reference Point Method of Pugliese and Guerriero [18] , and the Pulse Algorithm of Lozano and Medaglia [15] .
The solution method of Pugliese and Guerriero [18] have been implemented in Java programming language and tested by using a PC with Intel Core i7-620M, 2.67 GHz CPU, under Windows 7; while the solution approach of Lozano and Medaglia [15] have been implemented in Java programming language and tested by using a PC with Intel Core 2 Duo P8600, 2.4 GHz CPU, under Windows XP. Since these environments differ from each other and from ours (as we describe it next), we do not intend to directly compare the running times of the different procedures, but we want to investigate how they behave on different sets of instances.
Test environment and implementation
All of our computations were performed on a notebook with Intel Core i7-4710MQ, 2.5 GHz CPU, under Windows 7. Our procedure has been implemented in C++ programming language using the FICO Xpress Optimization Suite (version 28.01.04) [7] (Xpress) as a branch-and-cut framework; and the LEMON C++ library (version 1.3.1) [14] (Lemon) to handle graphs and to perform graph algorithms.
Instances
For these experiments we used well-known instance sets from the literature, see Table 10 . The columns of the table depict (in this order) the name of the instance set, the number of resources, the minimum and the maximum number of nodes, and the minimum and maximum number of arcs, respectively, over the instances in the set.
Experiments
In these experiments, first, we applied DB-preprocessing. If the preprocessing found an optimal solution or proved that problem is infeasible we stopped, otherwise we invoked Xpress to solve the preprocessed problem instance.
The results on all these instances are summarized in Table 11 , which contains one row per instance class. The columns depict (in this order), the name of the instance set, the number of instances in the set, the average time (in seconds) of preprocessing over all instances in the set, and the number of instances solved optimally by just applying preprocessing and no Xpress. Further on, for those instances not solved to optimality by preprocessing, the columns BBN and Time provide the number of branch-and-bound nodes and computation time (in seconds) needed by Xpress to find optimal solutions.
Experiments on instance sets D1 and D2
Instance sets D1 and D2 were developed by Dumitrescu and Boland [6] and also used by Pugliese and Guerriero [18] . The DB-preprocessing procedure could solve only one of these instances, but the preprocessed problems were not difficult to solve with a branch-and-cut method. We considered two scenarios. In the first case (Method A) we allowed Xpress to perform presolves (i.e., XPRS PRESOLVE and XPRS MIPPRESOLVE were set to -1, however XPRS ROOTPRESOLVE was set to 0) while in the second case (Method B) we forbade Xpress to perform presolves (i.e., the previous parameters were set to 0). In both cases we allowed Xpress's cuts and heuristics (i.e., XPRS CUTSTRATEGY and XPRS HEURSTRATEGY were set to -1), and we applied DB-preprocessing procedure as a variable fixing method in each branch-and-bound tree node.
For detailed results we refer to Appendix D of the Supplementary Material, however, we summarize our results in Tables 12 and 13 where we indicate execution times in seconds. Columns under RPM refer to the Reference Point Method, where the total running time is the sum of two parts: the Label Correcting method (LC) and the Interactive Search Strategy Algorithm (ISSA). The columns under Method A and Method B refer to our branch-and-cut methods, consisting of two parts: preprocessing (PP) and solving (if needed) by branch-and-cut (BNC).
We recall that the solution approaches have been tested on different platforms, thus we do not recommend a direct comparison of running times. However, we can observe that our branch-and-cut procedure behaves in a more stable way than the Reference Point Method, since for the latter the running time grows more rapidly with the size of the instances.
For example, for set D1-L the running time of the RMP on the largest instance is more than 8700 times larger than the execution time on the smallest instance, however, in case of our branch-and-cut procedures the difference is about 1450 (Method A) and 500 (Method B), respectively. For set D1-M these values are 1172.7 (RPM) against 197 (Method A) and 125.5 (Method B), respectively.
Experiments on instance set S
Instance set S was developed by Santos et al. [19] and also used by Pugliese and Guerriero [18] , and Lozano and Medaglia [15] . Originally, this problem set contains 900 instances, however, we have got only 880 of them. All of the instances have a single resource constraint and can be classified into 18 classes according to their sizes (S1-S18) or into 5 groups according to their resource types (group 1-group 5). For details we refer to [19] . We found that all but two instances can be solved to optimality by just applying preprocessing in a split of second. For detailed results we refer to Appendix S. In Table 14 we summarize the results of mentioned approaches, namely the Reference Point Method (RPM), the Pulse Algorithm (PA) and our branchand-cut procedure (BNC). In each cell we indicate the average execution time in seconds on the 10 instances of the corresponding group in the corresponding set. Again, we recall that the solution approaches have been tested on different platforms, thus we do not recommend to compare the corresponding execution times with each other. However, we can consider that the pulse algorithm and the branch-and-cut procedure behave more stable way then the reference point method, that is execution times increase less by the increase of the input size. For example, for group 1 in sets S1-S6 the execution times are in the same order of magnitude in case of PA and BNC, however, in case of RPM the execution time increases more by 18 times between set S1 and set S6. For group 5 between sets S13 and S18 the running time of RPM increases more by 40 times. We remark that for BNC we have two salient results, namely for group 2 in set S6 and set S18. These two sets contain the two instances not solved in the preprocessing phase. We note that Pugliese and Guerriero [18] also confirmed the efficiency of the DB-preprocessing procedure on these instances, but our computational times are orders of magnitude better than theirs. A possible reason for their high computation times is that they implemented the methods in Java (while we used C++), and on the other hand we used very efficient graph structures and shortest path algorithms provided by LEMON. 
Conclusions
As we described before, we summarize our results in Table 11 . From the table we can see that in instance set S, 878 out of 880 instances can be solved in a split of second using only the DB-preprocessing procedure, while in the set D, preprocessing techniques (both prior to forming the MIP, and in the course of branch-and-bound) have a major role in reducing the computation times.
In this paper we have extended previous work by Garcia [8] for solving RCSPP by branch-and-cut. We have introduced new cutting planes, new separation-, and variable fixing procedures, as well as a primal heuristic. We have thoroughly tested each of the components in separate, as well as in combined experiments. The experiments show that the new techniques can improve, sometimes significantly, the performance of a branch-and-cut type method.
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