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Abstract We define the empirical spectral distribution (ESD) of a random matrix polynomial with
invertible leading coefficient, and we study it for complex n × n Gaussian monic matrix polynomials
of degree k. We obtain exact formulae for the almost sure limit of the ESD in two distinct scenarios:
(1) n → ∞ with k constant and (2) k → ∞ with n constant. The main tool for our approach is the
replacement principle by Tao, Vu and Krishnapur. Along the way, we also develop some auxiliary results
of potential independent interest: we slightly extend a result by Bu¨rgisser and Cucker on the tail bound
for the norm of the pseudoinverse of a non-zero mean matrix, and we obtain several estimates on the
singular values of certain structured random matrices.
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1 Introduction
Given n× n matrices C0, C1, . . . , Ck ∈ Cn×n, consider the square matrix polynomial of degree k
P (x) =
k∑
j=0
Cjx
j ; (1)
a finite eigenvalue of P (x) is then defined [8,11] as a number λ ∈ C such that
rankCP (λ) < rankC(x)P (x).
The polynomial eigenvalue problem (PEP) is to find all such eigenvalues [1,7,8,9,10,11,14,22], possibly
(and depending on the application) together with other objects – such as eigenspaces, infinite eigenvalues,
minimal indices and minimal bases – whose precise definition is not relevant for this paper. Under the
generic assumption that detP (x) 6≡ 0, the finite eigenvalues of P (x) are the roots of its determinant.
Polynomial eigenvalue problems are common in several areas of applied and computational mathematics;
their applications include acoustics, control theory, fluid mechanics, and structural engineering [9,10,22].
Clearly, two very classical mathematical problems arise as special cases of polynomial eigenvalue
problems: finding the roots of a scalar polynomial corresponds to n = 1, while finding the eigenvalues
of a matrix corresponds to k = 1 and C1 = In. When randomness enters the game, these two extremes
are well understood. It is known that, when the polynomial coefficients are i.i.d. normally distributed
random variables and in the limit k →∞, then the roots of scalar polynomials are uniformly distributed
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on the unit circle. Similarly, classical results in random matrix theory state that, when the entries of an
n× n matrix are i.i.d. normally distributed random variables with mean 0 and variance n−1, and in the
limit n→∞, then the eigenvalues are uniformly distributed on the unit disk. Moreover, the phenomenon
of universality is well known: there exist works that, under relatively mild assumptions, extend these
results to several other distributions of coefficients or entries.
To our knowledge, nothing was so far explicitly known about the eigenvalues of random matrix poly-
nomials, except for the two extremal cases above described. In this paper, we fill this gap by computing
the empirical eigenvalue distribution of monic (Ck = I) square matrix polynomials of size n and degree k,
with all but the leading coefficient being i.i.d. complex Gaussian random matrices, in two different limits:
when n→∞ with k constant, and when k →∞ with n constant. Moreover, our results can equivalently
be interpreted as results on the empirical eigenvalue distribution of certain structured random matrices:
indeed, given a monic matrix polynomials P (x), a linearization of P (x) is a matrix whose eigenvalues
(as well as their geometric and algebraic multiplicities) coincide with those of P (x). In the numerical
linear algebra literature, numerous constructions of linearizations are known: see, e.g., [7,9,14] and the
references therein. In particular, the prototype of all linearizations is the so-called companion matrix,
which plays a central role in this paper.
In previous research on matrix polynomials, probability theory was used in the context of analyzing
the condition number of PEPs. Namely, in [2] Armentano and Beltra´n showed that, computed the average
eigenvalue condition for Gaussian random complex matrix polynomials; and in [3], Beltra´n and Kozhasov
extended the analysis to the case of real Gaussian matrix polynomials. In [11], Lotz and Noferini went
beyond the classical idea of condition by imposing a uniform probability distribution on the sphere for
perturbations of a fixed singular matrix polynomial. However, we are not aware of any previous work
where the exact distribution of the eigenvalues of a random matrix polynomial is obtained. In addition
to being interesting per se, our results can potentially be valuable to numerical analysts in the context of
testing numerical methods for the solution of the PEP. Indeed, although randomly generated problems
are expected not to be very challenging from the numerical point of view (by the results in [2,3]), it
is common practice to use them as benchmark for minimal performance requirements; in published
research papers on this subject, tests on random input are in fact often included among the numerical
experiments. The analytic knowledge of the limit eigenvalue distributions that we obtain in this article
can help to predict the behaviour of randomly generated problems: when scrutinizing a novel algorithm,
if the numerically computed eigenvalues should significantly deviate from the expectations then this fact
can raise legitimate suspicions on the accuracy of the computations.
The structure of the paper is as follows. In Section 2 we review some necessary background material
on linear algebra, matrix polynomial theory, probability theory, and random matrix theory. Moreover, we
define the empirical spectral distribution of a randommatrix polynomial with invertible leading coefficient
(Definition 2.11). In Section 3 we obtain our first main result: the almost sure limit, for n → ∞, of the
empirical spectral distribution of a random n× n monic complex Gaussian matrix polynomial of degree
k. In Section 4, our second main result is discussed: the almost sure limit, for k → ∞, of the empirical
spectral distribution of a random n × n monic complex Gaussian matrix polynomial of degree k. In
Section 5 we present numerical experiments that support our theoretical analysis, and in Section 6 we
draw some conclusions. To keep the main part of the paper as easily readable as possible, the proof of
some technical lemmata, needed in Sections 3 and 4, is postponed to Appendix A; however, we believe
that some of those results could have independent interest. In particular, we slightly improve known
results on the tail bounds for pseudoinverses of random matrices with nonzero mean, and we study the
extremal singular values of certain structured random matrices.
2 Mathematical background
2.1 Linear algebra
Given an m× n complex matrix X , we denote it singular values by σ1(X) ≥ · · · ≥ σmin(X) ≥ 0, having
introduced the shorthand σmin(X) := σmin(m,n)(X). The spectral norm ofX is denoted by ‖X‖ := σ1(X),
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while the Frobenius norm of X is
‖X‖F =
 m∑
i=1
n∑
j=1
|Xij |2
1/2 =√tr(X∗X) =√σ1(X)2 + · · ·+ σmin(X)2.
Recall that both the spectral norm and the Frobenius norm are unitarily invariant, i.e., if U, V are a pair
of any unitary matrices of suitable size, then ‖X‖ = ‖UXV ‖ and ‖X‖F = ‖UXV ‖F . Note moreover
that, if X has full rank, then ‖X†‖ = 1/σmin(X), where X† is the Moore-Penrose pseudoinverse of X .
A square matrix X is normal if X∗X = XX∗; the singular values of a normal matrix are the absolute
values of its eigenvalues. We also use the induced 1 and ∞ matrix norms, defined respectively as
‖X‖1 = max
1≤j≤n
m∑
i=1
|Xij |, ‖X‖∞ = max
1≤i≤m
n∑
j=1
|Xij |.
Since Cm×n is finite dimensional, the various norms mentioned above are of course equivalent to each
other, and the following relations will be useful to us:
‖X‖ ≤ ‖X‖F , ‖X‖ ≤
√
‖X‖∞‖X‖1.
A result we frequently use in our arguments is the following interlacing property of the singular values
of submatrices.
Theorem 2.1 (Interlacing Singular Values for Submatrices [20]) Let A be an m×n matrix, and
B a p× q submatrix of A with singular values, respectively,
α1 ≥ α2 ≥ · · · ≥ αmin(m,n), β1 ≥ β2 ≥ · · · ≥ βmin(p,q).
Then
αi ≥ βi, i = 1, 2, . . . ,min(p, q),
βi ≥ αi+(m−p)+(n−q), i = 1, 2, . . . ,min(p+ q − n, p+ q −m).
Corollary 2.2 Given any matrix A and any p× q submatrix B,
‖A‖ ≥ ‖B‖, σmin(p,q)(A) ≥ σmin(B).
A different interlacing result arises when we consider low rank perturbation of matrices.
Theorem 2.3 (Interlacing Singular Values for Low-Rank Perturbations [21]) Let A and E be
n × n matrices, where E has rank at most k. If B = A + E and the singular values of A and B are,
respectively,
α1 ≥ α2 ≥ · · · ≥ αn, β1 ≥ β2 ≥ · · · ≥ βn,
then
αi ≥ βi+k, i = 1, 2, . . . , n− k,
βi ≥ αi+k, i = 1, 2, . . . , n− k.
If the norm of the perturbation, as opposed to its rank, is to be used to estimate the singular values, then
we can appeal to the following result attributed to Mirsky, which is a corollary of the minimax principle
for singular values.
Theorem 2.4 (Perturbation Theorem [13]) Given two n× n matrices A,B, with singular values,
respectively,
α1 ≥ α2 ≥ · · · ≥ αn, β1 ≥ β2 ≥ · · · ≥ βn,
then
|αi − βi| ≤ ‖A−B‖, i = 1, 2, . . . , n.
Finally, we recall the useful Woodbury identity.
Lemma 2.5 (Woodbury [24]) Let A,B,U, V be complex matrices satisfying B = A + UV with A,B
square. If A and I + V A−1U are both invertible, then
B−1 = A−1 −A−1U(I + V A−1U)−1V A−1.
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2.2 Matrix polynomial theory
Let P (x) be the matrix polynomial defined in (1). We give here a brief overview of those aspects in
the spectral theory of square complex matrix polynomials that are relevant to this paper. More detailed
discussions can be found, e.g., in [1,8,9,11] and the references therein. As mentioned in the introduction,
an element λ ∈ C is said to be a finite eigenvalue of P (x) if
rankC(P (λ)) < rankC(x)(P (x)) =: r,
where C(x) is the field of fractions of C[x], that is, the field of rational functions with coefficients in C.
The geometric multiplicity of the eigenvalue λ is the amount by which the rank decreases in the above
definition, i.e., r − rankC(P (λ)).
A fundamental result is the Smith Theorem [9], which states that there exist two matrices U, V ∈
C[x]n×n that are unimodular, i.e., det(U) ∈ C\{0}, det(V ) ∈ C\{0}, and transform P (x) into its Smith
canonical form,
U∗P (x)V := diag(h1(x), . . . , hr(x), 0, . . . , 0),
where the invariant factors hi(x) ∈ C[x] 6≡ 0 are monic polynomials such that form an ascending divisor
chain, that is, hi(x)|hi+1(x) for all i ∈ {1, . . . , r− 1}. Factorizing (uniquely) hi = (x−λ)ki h˜i(x) for some
h˜i(x) ∈ C[x], with 0 ≤ ki ≤ ki+1 for i ∈ {1, . . . , r − 1} and (x − λ) not dividing any of the h˜i(x), then
the ki are called the partial multiplicities of the eigenvalue λ. The sum of all the partial multiplicities is
called the algebraic multiplicity of λ. A square matrix polynomial is said to be regular if r = n, i.e., if
detP (x) 6≡ 0 (otherwise it is said to be singular). A finite eigenvalue of a regular matrix polynomial is,
equivalently, a root of the characteristic equation detP (x) = 0, and its algebraic multiplicity is equal to
the multiplicity of the corresponding root.
If the leading coefficient Ck of the matrix polynomial P (x) in (1) is invertible, then P (x) is regular
and has kn finite eigenvalues. Under this assumption, one can define the companion matrix of P (x) as
(see e.g. [1])
M =

−C−1k Ck−1 −C−1k Ck−2 . . . −C−1k C1 −C−1k C0
In 0 0 . . . 0
0 In 0 . . . 0
...
. . .
. . .
. . .
...
0 . . . 0 In 0
 ∈ Ckn×kn, (2)
where In and 0 are, respectively, the n×n identity and zero matrices. It is well known that the eigenvalues
of M , defined in the classical sense, coincide with the finite eigenvalues of P (x); moreover, they have the
same geometric and algebraic multiplicities. As a consequence, under the assumption that Ck is invertible,
studying the finite eigenvalues of P (x) is equivalent to studying the eigenvalues of the structured matrix
M . Observe that, if P (x) is monic, then Ck = I so that the assumption is automatically satisfied.
We can identify, say via an arbitrary but fixed rearrangement of the real and imaginary parts of the
entries of each coefficient, the (real) vector space of n × n complex matrix polynomials of degree up to
k with R2(k+1)n
2
. In this setting, let S ⊂ R2(k+1)n2 correspond to the subset of matrix polynomials that
are regular and have kn distinct finite eigenvalues. We conclude this subsection by observing that S is a
nonempty Zariski open set, and hence, its complement has Lebesgue measure zero: in this sense, being
regular with kn distinct finite eigenvalues is a generic property of matrix polynomials.
2.3 Probability theory
2.3.1 Notations and a.s. convergence
In this paper we discuss the almost sure convergence of certain random variables. To this goal, we recall
in this subsection some standard notion and notation from probability theory.
First, we assume that all the random variables we deal with have the same domain (Ω,F,P). We use
expressions like
X ∈ S, |X | ≤ λ, lim
n→∞
|Xn| = c, . . .
4
as shorthands for the corresponding event {ω ∈ Ω | . . . }. Using these conventions, we can define when a
sequence of random variables is almost surely bounded, and when it almost surely converges.
Definition 2.6 Given a sequence {Xn}n of scalar random variables (with values in R or C) we say that
it is bounded almost surely if
P
(
lim sup
n→∞
|Xn| <∞
)
= 1
Given a sequence {Yn}n of random variables, and an additional random variable Y , with values in the
same Hausdorff topological space, we say that {Yn}n converges almost surely to Y if
P
(
lim
n→∞
Yn = Y
)
= 1
and in this case we write Yn
a.s.−−→ Y .
When Y is a random variable whose range consists of a single point R(Y ) = {m }, we write equivalently
Yn
a.s.−−→ Y or Yn a.s.−−→ m.
2.3.2 Fundamental results
Using the notations and definitions introduced above, we recall a series of well known results that will
be used throughout the paper. The first is the Borel-Cantelli Lemma (see, e.g., [23, Ch. 2]), useful to
claim when certain events happens definitively with probability 1.
Lemma 2.7 (Borel-Cantelli) Suppose that En ⊆ Ω are events such that
∞∑
n=1
P(Ecn) <∞.
Then, for almost every ω ∈ Ω, there exists an index N such that
ω ∈
⋂
n≥N
En.
The Borel-Cantelli Lemma will be useful when we have sequences of scalar random variables Xn for
which
P (|Xn| ≥ a(n)) ≤ bn−1−cs(n)
where c > 0, b ≥ 0 are fixed quantities, and s(n) = O(1). Under these circumstances, Theorem 2.7 let us
conclude that
P(|Xn| < a(n) for sufficiently large n) = 1.
The main tool used to bound tail probabilities is the classic Markov’s inequality [23, Ch. 6].
Theorem 2.8 (Markov) For any nonnegative random variable X and any a > 0,
P(|X | ≥ a) ≤ E[X ]
a
.
Finally, we also use the strong law of large numbers [16, Ch. 8] to test the convergence a.s. of the average
for sequences of variables.
Theorem 2.9 (Strong Law of Large Numbers) Given a sequence of i.i.d. variables Xi with mean
m,
1
n
n∑
i=1
Xi
a.s.−−→ m.
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2.3.3 Beta Distribution
A widely used distribution in the theory of probability for real random variables is the Beta distribution
on [0, 1], that depends on two positive parameters α, β and it is described by its density function
Y ∼ B(α, β) =⇒ P (Y ≤ λ) = Γ (α+ β)
Γ (α)Γ (β)
∫ λ
0
xα−1(1− x)β−1 dx, ∀ 0 ≤ λ ≤ 1,
where Γ (z) =
∫∞
0 t
z−1e−tdt is Euler’s gamma function. It is known that if z is a positive integer, then
Γ (z) = (z − 1)!.
Consider now a real random vector X with N components, uniformly distributed on the unit sphere
SN−1 := {X ∈ RN : ‖X‖2 = 1}. It is known [11, Sec. 4.1.1] that the squared norm of the projection of X
onto a k-dimensional space is Beta distributed with parameters B(k/2, (N − k)/2). Note that a complex
random vector with N complex components, uniformly distributed on the respective complex spherical
surface, can be seen as a real vector with 2N real components and uniformly distributed on S2N−1. As
a consequence, the squared norm of the projection of such a vector onto a k-dimensional complex space
is Beta distributed with parameters B(k,N − k). In particular, if k = 1, then
P
(‖P1(X)‖2 ≤ λ) = Γ (N)
Γ (1)Γ (N − 1)
∫ λ
0
(1− x)N−2 dx = 1− (1− λ)N−1, ∀ λ ∈ [0, 1]. (3)
2.4 Random matrix theory
Often, within our probabilistic arguments it will be crucial to consider matrices that have some deter-
ministic entries and some other entries corresponding to (complex) random variables, which in turn can
be seen as pairs of real random variables. We implicitly identify those matrices with a vector in RN , N
being the number of real random variables involved, and equipping RN with an appropriate probability
measure. In this context, we will often invoke, without explicit justification, the well known fact that
events that happen in (subsets of) proper Zariski closed sets of RN have probability zero: for example,
we may claim that a certain square random matrix is almost surely invertible. Recalling that any proper
Zariski closed set has Lebesgue measure zero, it follows immediately that the claimed property is true
for any absolutely continuous probability measure (as are all the ones we discuss in this paper). The ver-
ification that, in all the instances where we make such a claim, the corresponding algebraic set is indeed
contained in a proper algebraic set is a straightforward exercise in linear algebra, and we therefore omit
the details.
2.4.1 Empirical spectral distributions
Given a deterministic matrix A ∈ Mm(C) with eigenvalues λ1(A), . . . , λm(A) we say that its empirical
spectral distribution (ESD) is the atomic measure
µA =
1
m
m∑
i=1
δλi(A),
where the eigenvalues are considered with their respective algebraic multiplicities. A random matrix An
can be seen as a random variable with values in the appropriate space of matrices, that will usually be
Mnk(C), where n and k are fixed parameters. We can extend the concept of ESDs to random matrices
as follows.
Definition 2.10 Given a random matrix A, its empirical spectral distribution (ESD) is a random
variable with values in the space of probabilities on C, defined as
µA(ω) := µA(ω) =
1
m
m∑
i=1
δλi(A(ω)).
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The space of probabilities on C is a measurable subset of Mb(C), the space of signed measure of C
with bounded total variation. Mb(C) is endowed with the topology inducing the vague (or weak−∗)
convergence of measures, where a sequence νn ∈Mb(C) converges vaguely to ν ∈Mb(C) if∫
C
ϕdνn →
∫
C
ϕdν ∀ϕ ∈ Cc(C),
where Cc(C) is the space of real valued continuous functions with compact support. Observe thatMb(C)
is metrizable (for example, with the Le´vy-Prokhorov distance [15]), so it is in particular a Hausdorff space.
We will study the spectral distribution for some families of random matrices {An}n, and find that in our
cases the sequence {µAn}n always converges a.s. to a constant random variable, that can be identified
with a probability measure µ ∈ P(C). In this case, we simply write
µAn
a.s.−−→ µ.
The measure µ will thus be our candidate for the asymptotic spectral distribution of the family {An}n.
Finally, having let us consider a random matrix polynomial P (x;ω) of shape n×n and degree k, under
the assumption that, for all ω ∈ Ω, P (x;ω) has invertible leading coefficient. This implies, in particular,
that P (x;ω) is regular and has kn finite eigenvalues, that we denote by λ1(P (x;ω)), . . . , λkn(P (x;ω)).
Definition 2.11 Let P (x;ω) be a random matrix polynomial of size n and degree k, such that its leading
coefficient is invertible for all ω ∈ Ω. Its empirical spectral distribution (ESD) is a random variable
with values in the space of probabilities on C, defined as
µP (ω) := µP (x;ω) =
1
kn
kn∑
i=1
δλi(P (x;ω)).
It is immediate by Definitions 2.10 and 2.11 that the ESD of a random matrix polynomial coincides
with the ESD of its (random) companion matrix (2). Indeed, in this paper we will strongly rely on its
equivalence.
2.4.2 Bounds on singular values
When dealing with sequences of random matrices, one can estimate the distribution of eigenvalues, sin-
gular values, or related quantities such as, for instance, trace, determinant, norms. Here we collect some
of the estimations we use further on. We do not claim that the bounds we mention below are the best
possible ones; yet, they suffice for our purposes.
First, we provide a probabilistic upper bound for the norm of a Gaussian random matrix.
Theorem 2.12 ([17]) Suppose that the coefficients of a random matrix N of size n× n are i.i.d. copies
of a normal random variable. Then there exist absolute constants C, c > 0 such that
P
(‖N‖ > A√n) ≤ C exp(−cAn)
for all A ≥ C.
A very different kind of estimate, due to Tao and Vu, is needed for the least singular value of random
matrices having nonzero mean.
Theorem 2.13 ([18]) Let c, d be positive constants, and let X be a complex-valued random variable
with non-zero finite variance. Then there are positive constants a and b such that the following holds: if
Nn is the n × n random matrix whose entries are i.i.d. copies of X, and M is an n × n deterministic
matrix with spectral norm at most nc, then,
P
(‖(M +Nn)−1‖ ≥ na) ≤ bn−d.
Note that, in Theorem 2.13, we can always choose d > 1 so that the probability is summable. Thus, we
can use Borel-Cantelli lemma to obtain a lower bound for the last singular value valid for all sufficiently
large n.
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2.4.3 The replacement principle and the circle law
Central to our arguments to derive the empirical spectral distributions is the so-called replacement
principle: a tool in random matrix theory developed by Tao, Vu and Krishnapur. We recall it below.
Theorem 2.14 (Replacement Principle [19]) Let Am, Bm be two m×m random matrices. Assume
that
1. The quantity 1m2
(‖Am‖2F + ‖Bm‖2F ) is bounded a.s.;
2. For a.e. z ∈ C,
1
m
log
∣∣∣∣det(m−1/2Am − zI)det(m−1/2Bm − zI)
∣∣∣∣ a.s−−→ 0.
Then, µ 1√
m
Am − µ 1√
m
Bm
a.s.−−→ 0.
Remark 2.15 The random variable µ 1√
m
Am − µ 1√
m
Bm takes values in the space of signed measures on
C with total variation bounded by 2.
Thanks to the replacement principle, we will be able to generalize a well-known result on random
Gaussian matrices to the case of monic Gaussian matrix polynomials.
Theorem 2.16 (Strong Circle Law [12]) Let Am be the m×m random matrix whose entries are
iid Gaussian random variables with mean 0 and variance 1. Then the ESDs of 1√
m
Am converges almost
surely to the uniform distribution on the unit disk.
3 Empirical spectral distribution for n× n monic complex Gaussian matrix polynomials
of degree k, in the limit n→∞
Let X be a complex random variable, normally distributed with mean 0 and variance 1. We consider the
n× n monic matrix polynomial of degree k ≥ 2
Pn(x) = Inx
k +
k−1∑
j=0
Cjx
j , (4)
where, for j = 0, . . . , k − 1 every coefficient Cj is an n× n random matrix whose entries are i.i.d. copies
of X .
The finite eigenvalues of Pn(x) coincide with the eigenvalues of its companion matrix: in particular,
substituting Ck = In in (2), we obtain
M :=

−Ck−1 . . . −C1 −C0
In
. . .
In
 =: Z + E1CT (5)
where ET1 =
[
In 0 . . . 0
]
and CT = − [Ck−1 . . . C1 C0]. Note that the spectrum of the matrix E1CT
consists of the eigenvalues of the random matrix −Ck−1, with the addition of the eigenvalue 0, which
appears with algebraic multiplicity n(k − 1). As Ck−1 is a Gaussian random matrix, the almost sure
limit ESD of n−1/2Ck−1 follows the circular law (Theorem 2.16), i.e., is distributed with the uniform
measure on the unit disk. Hence, the ESD of n−1/2E1CT converges almost surely, in the limit n → ∞,
to k−1k 10 +
1
k1D, where 10, 1D denote the uniform probability measures on, respectively, the set {0}
and the unit disc. Since n−1/2M is a perturbation of n−1/2E1CT , one can expect that the almost sure
limit ESD of n−1/2M , and thus the almost sure limit ESD of Pn(n1/2x) coincides with the limit ESD
for n−1/2E1CT . This is our main result for this section, which we state as Theorem 3.1 below. Its proof
relies on several technical lemmata on the behaviour of the singular values of certain matrices: in order
to improve the readability of the paper, these are collected in Appendix A.1 and Appendix A.2. Since,
for k = 1, we recover the well known limit distribution of the eigenvalues of a Gaussian random matrix,
within the proof we tacitly assume that k ≥ 2.
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Theorem 3.1 Let Pn(x) be a monic n × n complex random matrix polynomial of degree k as in (4),
where the entries of each coefficient Cj are i.i.d. complex random variables normally distributed with
mean 0 and variance 1. Then, for n → ∞, the empirical spectral distribution of Pn(n1/2x) converges
almost surely to
k − 1
k
10 +
1
k
1D,
where 10, 1D denote the uniform probability measures on, respectively, the set {0} and the unit disc.
Proof. The strategy of the proof is to apply the Replacement Principle (Theorem 2.14) in the special
case where m = kn, Am = M and Bm = E1C
T , where M,E1, C are the matrices defined in (5) and
immediately below. Indeed, by the observations above, this immediately implies the statement. Thus, we
need to verify that the two assumptions of Theorem 2.14 hold.
1. Consider the random variable
Rn =
1
k2n2
2kn2∑
i=1
|Xi|2,
where Xi are i.i.d. normally distributed complex random variables with mean 0 and variance 1. Since
1
m2
(‖Am‖2F + ‖Bm‖2F ) has the same distribution as Rn+ k−1k2n , it suffices to prove that Rn is bounded
almost surely. This is tantamount to P(lim supnRn <∞) = 1. On the other hand, by the strong law
of large numbers (Theorem 2.9),
P
lim
n
1
2kn2
2kn2∑
i=1
|Xi|2 = E[|Xi|2] = 1
 = 1;
it follows that P (lim supnRn <∞) ≥ P
(
lim supnRn =
2
k
)
= 1.
2. Fix a nonzero complex number w 6= 0. We need to verify that, for almost every w,
1
kn
(
log
∣∣∣∣det( 1√knE1CT − wI
)∣∣∣∣− log ∣∣∣∣det( 1√knM − wI
)∣∣∣∣) a.s.−−→ 0.
Defining z := w
√
k we readily see that this is equivalent to showing
1
n
kn∑
i=1
[
log σi
(
1√
n
E1C
T − zI
)
− log σi
(
1√
n
M − zI
)]
a.s.−−→ 0 (6)
for every z 6= 0. Now let 0 < δ < 1/2 and set f(n) := ⌊kn − n1−δ⌋. Observe that, for any n large
enough, kn > f(n) > kn− n. Rather than verifying (6) directly, we will prove a somewhat stronger
statement. Indeed, we claim that the following three facts all hold:
1
n
kn∑
i=f(n)+1
log σi
(
1√
n
M − zI
)
a.s.−−→ 0. (7)
1
n
kn∑
i=f(n)+1
log σi
(
1√
n
E1C
T − zI
)
a.s.−−→ 0. (8)
1
n
f(n)∑
i=1
[
log σi
(
1√
n
E1C
T − zI
)
− log σi
(
1√
n
M − zI
)]
a.s.−−→ 0. (9)
It is clear that (7), (8) and (9), together, imply (6). It now remains to prove each statement separately.
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– Proof of (7). By Lemma A.2 and Lemma A.4, for large enough n, the following is true almost
surely:
kn∑
i=f(n)+1
log σi
(
1√
n
M − zI
)
≥
kn∑
i=f(n)+1
log(n−a−2) ≥ (n1−δ + 1)(−a− 2) log(n),
kn∑
i=f(n)+1
log σi
(
1√
n
M − zI
)
≤
kn∑
i=f(n)+1
log(d) ≤ (n1−δ + 1) log(d),
where a and d are the positive constants appearing in Lemma A.2 and Lemma A.4, and d can be
chosen greater than 1. Hence, dividing by n,
(n−δ + n−1)(−a− 2) log(n) ≤ 1
n
kn∑
i=f(n)+1
log σi
(
1√
n
M − zI
)
≤ (n−δ + n−1) log(d).
Thus, (7) follows by the sandwich rule.
– Proof of (8). By Lemma A.3 and Lemma A.4, there are positive constants a˜ and d > 1 such that,
for sufficiently large values of n, with probability 1
kn∑
i=f(n)+1
log σi
(
1√
n
E1C
T − zI
)
≥
kn∑
i=f(n)+1
log(n−a˜−2) ≥ (n1−δ + 1)(−a˜− 2) log(n),
kn∑
i=f(n)+1
log σi
(
1√
n
E1C
T − zI
)
≤
kn∑
i=f(n)+1
log(d) ≤ (n1−δ + 1) log(d).
The latter inequalities imply
(n−δ + n−1)(−a˜− 2) log(n) ≤ 1
n
kn∑
i=f(n)+1
log σi
(
1√
n
E1C
T − zI
)
≤ (n−δ + n−1) log(d).
yielding in turn (8) via the sandwich rule.
– Proof of (9). We start by the algebraic manipulation
1
n
f(n)∑
i=1
[
log σi
(
1√
n
E1C
T − zI
)
− log σi
(
1√
n
M − zI
)]
= − 1
n
f(n)∑
i=1
log σi
(
1√
n
M − zI
)
σi
(
1√
n
E1CT − zI
)
 .
Thanks to Mirsky’s Theorem (Theorem 2.4), we know that, for every i,∣∣∣∣σi ( 1√nM − zI
)
− σi
(
1√
n
E1C
T − zI
)∣∣∣∣ ≤ 1√n‖M − E1CT ‖ = 1√n
so, for i = 1, . . . , f(n) there exist di satisfying |di| ≤ 1√n and such that
σi
(
1√
n
M − zI
)
= σi
(
1√
n
E1C
T − zI
)
+ di.
Thus,∣∣∣∣∣∣ 1n
f(n)∑
i=1
[
log σi
(
1√
n
E1C
T − zI
)
− log σi
(
1√
n
M − zI
)]∣∣∣∣∣∣ ≤ 1n
f(n)∑
i=1
∣∣∣∣∣∣log
1 + di
σi
(
1√
n
E1CT − zI
)
∣∣∣∣∣∣
(10)
Observe now that, using Lemma A.5, we have that, for some positive constants t, ε and for large
enough n, for every i ≤ f(n) and with probability 1,
|x| :=
∣∣∣∣ diσi(n−1/2E1CT − zI)
∣∣∣∣ ≤ ∣∣∣∣ n−1/2σf(n)(n−1/2E1CT − zI)
∣∣∣∣ ≤ t−1n−ε.
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For sufficiently large n (i.e. n > t−1/ε), the right hand side of the latter inequality is bounded
above by 1. Noting that |x| < 1 ⇔ | log(1 + x)| ≤ − log(1 − |x|), we obtain the following upper
bound for the right hand side of (10):
0 ≤ − 1
n
f(n)∑
i=1
log
1− |di|
σi
(
1√
n
E1CT − zI
)
 ≤ −f(n)
n
log
1− n−1/2
σf(n)
(
1√
n
E1CT − zI
)

which in turn is bounded above by
−k log
1− n−1/2
σf(n)
(
1√
n
E1CT − zI
)
 .
Invoking again Lemma A.5, we have that almost surely
0 ≤ n
−1/2
σf(n)
(
1√
n
E1CT − zI
) ≤ t−1n−ε → 0
=⇒ −k log
1− n−1/2
σf(n)
(
1√
n
E1CT − zI
)
 a.s.−−→ 0,
and this concludes the proof.
Remark 3.2 The relations (7) and (8) still hold if the entries of Ci are i.i.d. copies of any centered
random variable with unit variance, using slight variations of the reported results.
4 Empirical spectral distribution for n× n monic complex Gaussian matrix polynomials
of degree k in the limit k→∞
Consider again1 the monic matrix polynomial
Pk(x) = Inx
k +
k−1∑
j=0
Cjx
j , (11)
so that for all j = 0, . . . , k − 1 every coefficient Cj is a n × n random matrix where all the entries are
i.i.d. Gaussian complex random variables with mean zero and variance 1. The finite eigenvalues of Pk(x)
coincide with those of its companion matrix M as in (5). However, this time we decompose M as the
sum of a deterministic circulant matrix and a random matrix with rank at most n
M = B +A, B =

In
In
. . .
In
 , A =

−Ck−1 . . . −C1 −(C0 + In)
 = E1ĈT , (12)
where ĈT = CT − eTk ⊗ In, ET1 =
[
In 0 . . . 0
]
and CT = − [Ck−1 . . . C1 C0]. In particular, B is a
circulant matrix [6], with spectrum
Λ(B) = { exp(2piij/k) | j = 0, 1, . . . , k − 1 }
where each eigenvalue has multiplicity n. It is thus easy to see that the almost sure limit ESD of B is
the uniform (singular) probability measure on the unit circle 1U. We want to show that the ESD of M
also converge almost surely to the same distribution: we do this below in Theorem 3.1. Note that the
statement includes, as a special case when n = 1, the well known limit distribution of random scalar
polynomials, for which we thus provide a novel proof. For the sake of a clearer exposition, below we
focus on the major lines of thought that lead to the proof, postponing to Appendix A.3 a more detailed
analysis of some technicalities that appear as intermediate steps.
1 The slight notational change with respect to (4) is just to emphasize that here we will let k →∞ rather than n→∞.
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Theorem 4.1 Let Pk(x) be a monic n × n complex random matrix polynomial of degree k as in (4),
where the entries of each coefficient Cj are i.i.d. complex random variables normally distributed with
mean 0 and variance 1. Then, for k →∞, the empirical spectral distribution of Pk(x) converges almost
surely to 1U, the uniform probability measure on the unit circumference.
Proof. The strategy of the proof follows very closely that of Theorem 3.1: we verify that the two
assumptions of Theorem 2.14 hold in the special case where m = kn, Am =
√
kn M and Bm =
√
kn B,
where M,B are the matrices defined in (12) and immediately below.
1. The first item is treated analogously to Theorem 3.1, and we omit the details.
2. Fix a nonzero complex number z such that |z| 6∈ { 0, 1 }. We show that, for every such z,
1
kn
(log |det (M − zI)| − log |det (B − zI)|) a.s.−−→ 0,
that is equivalent to
1
k
kn∑
i=1
log(σi (M − zI))− log(σi (B − zI)) a.s.−−→ 0. (13)
We claim that the following facts are true:
1
k
n∑
i=1
log(σi (M − zI)) a.s.−−→ 0, 1
k
kn∑
i=kn−n+1
log(σi (M − zI)) a.s.−−→ 0. (14)
1
k
n∑
i=1
log(σi (B − zI)) a.s.−−→ 0, 1
k
kn∑
i=kn−n+1
log(σi (B − zI)) a.s.−−→ 0. (15)
1
k
kn−n∑
i=n+1
log(σi (M − zI))− log(σi (B − zI)) a.s.−−→ 0. (16)
It is clear that (14), (15) and (16), together, imply (13). It now remains to prove each statement
separately.
– Proof of (14). By Lemma A.6, for large enough k, the following are true almost surely for some
positive constant r:
σ1(M − zI) ≤ r
√
k + 1 + |z|, σn(M − zI) ≥ |1− |z||.
These facts are enough to conclude that
1
k
n∑
i=1
| log(σi (M − zI))| ≤ n
k
max
{
| log(r
√
k + 1 + |z|)|, | log(|1− |z||)|
}
a.s.−−→ 0
and thus the first a.s. limit in (14) holds. Moreover, by Lemma A.7, for large enough k, we have
that almost surely
σkn (M − zI) ≥ tk−2
for some positive constant t. Hence, it suffices to estimate
1
k
kn∑
i=kn−n+1
| log(σi (M − zI))| ≤ n
k
max{| log(σ1(M − zI))|, | log(σkn(M − zI))|}
≤ n
k
max{| log(r
√
k + 1 + |z|)|, | log(tk−2)|} a.s.−−→ 0.
Thus, the second part of (14) also holds.
12
– Proof of (15). Observe that B− zI is a circulant matrix, and hence, in particular it is normal. Its
spectrum is
Λ(B − zI) = {λ− z | λ ∈ Λ(B) } .
Since all eigenvalues of B have unitary norm, we can bound the singular values of B − zI as
σi(B − zI) = |λi − z|, |1− |z|| ≤ |λi − z| ≤ 1 + |z|. (17)
Importantly, these bounds do not depend on k. As a consequence,
n log(|1− |z||)
k
≤ 1
k
kn∑
i=kn−n+1
log(σi (B − zI)) ≤ n log(1 + |z|)
k
,
n log(|1− |z||)
k
≤ 1
k
n∑
i=1
log(σi (M − zI)) ≤ n log(1 + |z|)
k
,
and (15) follows by the sandwich rule.
– Proof of (16). We start by noting that the statement is implied by
1
k
kn−n∑
i=n+1
∣∣∣∣log(σi (M − zI)σi (B − zI)
)∣∣∣∣ a.s.−−→ 0.
Assume now that k > 2. Observe that M − zI is a perturbation of rank at most n of B − zI. As
a consequence, by Theorem 2.3, we find that
σi+n(B − zI) ≤ σi(M − zI) ≤ σi−n(B − zI) (18)
for every n < i ≤ nk − n. Thus,
1
k
kn−n∑
i=n+1
∣∣∣∣log(σi (M − zI)σi (B − zI)
)∣∣∣∣ ≤ 1k
kn−n∑
i=n+1
max
{∣∣∣∣log(σi−n (B − zI)σi (B − zI)
)∣∣∣∣ , ∣∣∣∣log(σi+n (B − zI)σi (B − zI)
)∣∣∣∣}
The singular values of B − zI are the moduli of λi − z where λi are the eigenvalues of B. For the
rest of this argument, and for the sake of notational simplicity, let us now drop the dependence
on the argument matrix and simply refer to the rth singular value of B − zI as σr. Since all the
eigenvalues of B have multiplicity n, then σi−n = |λj − z|, σi = |λi − z| and σi+n = |λs − z|,
where necessarily i, j, s are pairwise distinct; specifically, j and s are determined by z coherently
with the decreasing ordering of the singular values. We conclude that σi− σi+n and σi−n− σi are
both bounded above by
min
j 6=s6=i6=j
max{||λi − z| − |λj − z||, ||λi − z| − |λs − z||} ≤ min
j 6=s6=i6=j
max{|λi − λj |, |λi − λs|.}
In particular, as k > 2, we can choose
λj = λi exp(2pii/k), λs = λi exp(−2pii/k),
and hence,
min
j 6=s6=i6=j
max{|λi − λj |, |λi − λs|} ≤ |1− exp(2pii/k)| = 2 sin(pi/k).
Therefore, for all values of k large enough so that 0 < 2 sin(pi/k) < |1− |z||, we use (17) to obtain∣∣∣∣log(σi+nσi
)∣∣∣∣ = − log(1− σi − σi+nσi
)
≤ − log
(
1− 2sin(pi/k)|1− |z||
)
,∣∣∣∣log(σi−nσi
)∣∣∣∣ = log(1 + σi−n − σiσi
)
≤ log
(
1 + 2
sin(pi/k)
|1− |z||
)
.
and, since 0 < x < 1 =⇒ − log(1 − x) > log(1 + x), we conclude that
1
k
kn−n∑
i=n+1
max
{∣∣∣∣log(σi−n (B − zI)σi (B − zI)
)∣∣∣∣ , ∣∣∣∣log(σi+n (B − zI)σi (B − zI)
)∣∣∣∣} ≤ −kn− 2nk log
(
1− 2sin(pi/k)|1− |z||
)
that goes to zero as k →∞, implying (16).
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5 Numerical experiments
The goal of this section is to collect some numerical experiments that corroborate the theoretical analysis
of Sections 3 and 4. In particular, the experiments provide evidence to support the correctness of the
distributions obtained in Theorem 3.1 and Theorem 4.1.
5.1 Fixed k and n→∞
Let Pn(x) be a matrix polynomial of degree k as in (4), where all but the leading matrix coefficients are
n× n random Gaussian complex matrices with zero mean and unit variance.
In Figure 1 below, we plot the complex eigenvalues, multiplied by n−1/2, of N realization of the
polynomial Pn(x) for different values of the triple (k, n,N) under the constraint knN = c for some
positive integer c (so that the number of the eigenvalues plotted is the same in every image). We display
several subfigures organized as a matrix: the degree of the polynomial is constant on each row (namely
k = 6 for the first row and k = 4 for the second row), while the columns are characterized by different
values of n, increasing from left to right. To facilitate the visual comparison with Theorem 3.1, we also
superimpose the unit circle on each image.
Fig. 1 Scatter plots of the eigenvalues of Pn(x) for growing n, multiplied by
1√
n
.
Another way to visualize the convergence is to plot the cumulative distribution function (CDF) of the
eigenvalues norms, divided by
√
n, and the CDF of the limit distribution of the eigenvalue norms which
is easily obtainable as a corollary of Theorem 3.1: indeed, a straightforward computation reveals that,
given the degree k of the random matrix polynomial Pn(x), such CDF is the function g : [0,∞)→ [0, 1]
defined as
g(r) =
{
r2+k−1
k if r ∈ [0, 1];
1 if r > 1.
.
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We now take the union of the spectra for N realizations of Pn(x). We then compute the empirical CDF
for the norms of eigenvalues in such a set, as a function f : [0,∞)→ [0, 1] such that f(r) is the rate of
eigenvalues λ such that |λ| ≤ r√n. We plot such CDF for a increasing sequence of n. In Figure 2 we can
appreciate that the CDFs get closer to g(r) as n increases.
Spectral CDF Plot
degree
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fig. 2 Plots of the spectral CDF for growing n, compared with the limit CDF. The lines are: dashed in violet for n = 40,
dot-dashed in orange for n = 160, normal in blue for n = 640 and thick in red for the limit CDF.
Then, we check that the eigenvalues are isotropically distributed over the whole range of angles [0, 2pi).
Since we know from Section 3 that the smallest (k − 1)n eigenvalues converge to zero (see also the next
numerical experiment), we expect that their angles become undefined in the limit. Therefore, we take
the eigenvalues of N realization of Pn(x), and only consider the largest Nn eigenvalues. Here we use the
CDF of the arguments (called angular CDF) of such eigenvalues and confront them with the angular
CDF of the uniform measure 1D on the disk, which is the linear function θ 7→ (2pi)−1θ. Even for small n
and N , the angular CDF of the eigenvalues almost coincides with the angular CDF of 1D. We report in
Table 1 only the error, computed as the infinity norm of the difference between the two angular CDFs,
for growing values of n.
n 10 20 40 80 160
k = 2 0.0450 0.0230 0.0111 0.0071 0.0051
k = 3 0.0277 0.0292 0.0106 0.0069 0.0048
k = 5 0.0352 0.0185 0.0154 0.0072 0.0037
Table 1 Error between the angular CDFs over N = 10 cases.
Finally, we test the property, claimed above, that the smallest (k − 1)n eigenvalues converge to zero.
Given the set of eigenvalues for N realizations of the polynomial Pn(x), we report in Table 2 the norm
of the (k − 1)nN -th smallest eigenvalue, divided by √n, for different values of k and for growing n.
n 40 160 640 2560
k = 2 0.3820 0.2750 0.1979 0.1399
k = 3 0.4181 0.2881 0.1990 0.1406
k = 5 0.4020 0.2891 0.1998 0.1417
Table 2 Norm of the (k − 1)nN-th smallest eigenvalue in N = 10 cases, divided by √n.
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5.2 Fixed n and k →∞
We consider Pk(x) as in (11): an n × n monic matrix polynomial whose coefficients are, except for the
leading one, complex random matrices whose entries are i.i.d. normal random variables with mean 0 and
variance 1.
First, we plot the complex eigenvalues of N realization of the polynomial Pk(x) for different values
of the triple (k, n,N). The interpretation of Figure 3 is the same as Figure 1 after swapping the roles
of the matrix sizes and the degrees: we fix n on each row (to 6 and 4 respectively) and we increase the
degree of the polynomial on the columns. The unit circle is drawn on top of each scatter plot to make
easier the comparison with Theorem 4.1; N is always chosen so that the number of eigenvalues plotted,
equal to knN , is the same in every image.
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Fig. 3 Scatter plots of the eigenvalues of Pk(x) for growing k.
In the second experiment, having fixed the size n of the coefficients of the square random polynomial
Pk(x), we take the union of the moduli of the eigenvalues for N realizations of Pk(x). The CDF of such a
set is a function f : [0,∞)→ [0, 1] such that f(r) is the rate of elements whose values are less or equal to
r. We plot such CDF for a increasing sequence of k. In Figure 4 we can observe that the CDFs converge
to the CDF of the limit measure. By Theorem 4.1, the latter is independent of n and equal to the step
function that jumps from 0 to 1 according to whether r is smaller or larger than 1.
As a reference, we report in Table 3 the L1 norm of the difference between the CDFs of the polynomials
and the limit CDF. The values used for k are 10, 40, 160, 640 and the experiment is run considering the
union of the eigenvalues for N = 10 instances of the polynomials. Again, this test is done for the size n
of the coefficients equal to 2, 3 or 5.
The third experiment compares the angular CDF of the eigenvalues obtained experimentally with
the theoretical CDF of the uniform distribution on [0, 2pi), i.e., θ 7→ (2pi)−1θ. It turns out that the
experimental CDF and the theoretical one nearly match already for small k: thus, we report in Table
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Plot of the spectral CDF
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Fig. 4 Plot of the spectral CDF for growing k. The lines are: dashed in violet for k = 10, dot-dashed in orange for k = 40,
normal in blue for k = 160 and thick in red for the limit CDF.
k 10 40 160 640
n = 2 0.2121 0.0888 0.0311 0.0100
n = 3 0.2581 0.0965 0.0330 0.0105
n = 5 0.2965 0.1071 0.0355 0.0110
Table 3 Error between the CDFs over N = 10 cases.
4 the error, computed as the infinity norm of the difference between the two angular CDFs for growing
values of k.
k 10 20 40 80 160
n = 2 0.02200 0.01094 0.00455 0.00309 0.00169
n = 3 0.01164 0.00693 0.00294 0.00276 0.00163
n = 5 0.00837 0.00579 0.00220 0.00166 0.00076
Table 4 Error between the angular CDFs over N = 10 cases.
6 Conclusions
We have rigorously obtained the limit of empirical spectral distribution for monic complex i.i.d. Gaussian
matrix polynomials. To our knowledge, and in spite of the relatively common use of random matrix
polynomials in the context of numerical experiments to test algorithms for the polynomial eigenvalue
problem, the study in the present paper is the first attempt to study analytically the distribution of
eigenvalues of a class of random matrix polynomials.
We hope that this work may open the path to further future research on eigenvalues of random matrix
polynomials. In particular we believe that it would be of interest to extend our results by considering,
for instance, different ways to send k, n → ∞, non-monic polynomials, coefficients restricted to be real
(and/or otherwise structured) and more general distributions of the entries.
In a forthcoming document, the authors will show further progress about proving the convergence of
non-monic non-Gaussian polynomial empirical spectral distribution in the case k →∞.
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A Appendix: Technical results
In this appendix, we provide the full details on some technical steps that are necessary for our analysis. For convenience,
we have split the appendix into various subsections, according to the specific nature of the results contained therein.
A.1 A variation on a result by Bu¨rgisser and Cucker: a formula for the tail bounds of the norm of the
pseudoinverse of a non-zero mean random matrix
Theorem A.1 yields a tail bound on the norm of the Moore-Penrose pseudoinverse of a random Gaussian complex rectangular
matrix with nonzero mean. It is a modification of the results obtained by Bu¨rgisser and Cucker in [4, Sec. 3] and [5, Ch.
4], with two differences. A minor one is that we work with complex, as opposed to real, numbers and random variables
(as noted already in [5], this extension is not at all difficult). A more significant one is that we are interested in the limit
case where λ = n−1
N
→ 1, and we therefore state the result in such a way that it covers that case, unlike [4,5] that provide
formulae for the regime λ < 1. For these reasons, as well as for the sake of self-containedness, we provide a full proof (which
still follows very closely the lead of [4,5]).
Theorem A.1 Let G be an n×N (with N ≥ n) complex random matrix with i.i.d. normally distributed entries with mean
0 and variance n−1. Suppose R = RD +G where RD ∈ Cn×N is a deterministic matrix, and let R† be the Moore-Penrose
pseudoinverse of R. Then, given t > 0,
P
(
‖R†‖ ≥ t
)
≤ 1√
2pit2(N−n+1)
(nNe2)N−n+1
(N − n+ 1)2(N−n+1)+1/2 .
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Proof. We know that there exists an unit vector u ∈ Cn such that
‖R†u‖ = ‖R†‖
and that, for almost every2 R, u is unique up to multiplication by a unit of C. If v ∈ Cn is any unit vector, then for some
β ∈ C it can be decomposed as
v = (u∗v)u + βu⊥
where u⊥ ∈ Cn is a unit vector orthogonal to u. On the other hand, since R†u is orthogonal to R†u⊥, we have
‖R†v‖2 = |u∗v|2‖R†u‖2 + ‖βR†u⊥‖2 ≥ |u∗v|2‖R†‖2
=⇒ ‖R†v‖ ≥ |u∗v|‖R†‖.
Thus, for any s ∈ (0, 1) and t > 0 we have
PR,v
(
‖R†v‖ ≥ t
√
1− s2
)
≥ PR,v
(
|u∗v| ≥
√
1− s2 and ‖R†‖ ≥ t
)
or equivalently
PR,v
(
‖R†v‖ ≥ t
√
1− s2
)
≥ PR
(
‖R†‖ ≥ t
)
PR,v
(
|u∗v| ≥
√
1− s2
∣∣∣ ‖R†‖ ≥ t) ,
where we choose v uniformly over the unit vectors on Cn. Observe that, by unitary invariance,
PR,v
(
|u∗v| ≥
√
1− s2
∣∣∣ ‖R†‖ ≥ t) = Pv (|e∗1v| ≥√1− s2) = Pv (|v1| ≥√1− s2) .
The vector v can be then seen as a unit real random vector with 2n entries, uniformly distributed on the unit sphere S2n−1.
From (3),
Pv
(
|v1| ≥
√
1− s2
)
= (n− 1)
∫ 1
1−s2
(1 − x)n−2 = (s2)n−1.
Therefore,
PR,v
(
‖R†v‖ ≥ t
√
1− s2
)
≥ PR
(
‖R†‖ ≥ t
)
s2n−2
=⇒ PR
(
‖R†‖ ≥ t
)
≤ PR,v
(
‖R†v‖ ≥ t
√
1− s2
)
s2−2n. (19)
Note now that
PR
(
‖R†v‖ ≥ t
√
1− s2
)
= PR
(
‖R†e1‖ ≥ t
√
1− s2
)
(20)
since any unitary action on R does not change its property to be the sum of a Gaussian matrix with mean 0 and variance
n−1I, plus a deterministic matrix. Moreover, w = R†e1 is the first column of R†, and from RR† = I (which is true with
probability 1 since R is almost surely full rank), we know that w∗ is orthogonal to all the rows of R but rT = eT1 R.
Furthermore,
rTw = 1.
Let r⊥ be the component of r orthogonal to the vector space V generated by the other rows of R. Since RR∗ is almost
surely invertible, with probability 1 we have w∗ = eT1 (RR
∗)−1R, so w∗ belongs to the row space of R. Since it is also
orthogonal to V , we conclude that w∗ and rT⊥ are parallel, and
1 = rTw = rT⊥w =⇒ 1 = ‖r⊥‖ · ‖w‖.
Let ϕ be the density of the random matrix R, that can be split into ϕ = ψρ where ψ is the density of r, and ρ is the density
of the rest of the rows, say, R1. We have
PR
(
‖R†e1‖ ≥ p−1
)
=
∫
‖w‖≥p−1
ϕ(R) dR =
∫
R1
ρ
∫
‖r⊥‖≤p
ψ dr dR1 (21)
Let us focus on the integral over r. Fix R1 as a set of n − 1 linearly independent (almost surely) vectors, with span V .
On the other hand, r⊥ is the projection of r over V⊥. If we split r = rN + rD where rN (the first row of G) is a random
Gaussian vector N(0, n−1I) and rD (the first row of RD) is a deterministic vector of bounded norm, then we conclude
UU∗r = r⊥ = UU∗rN + UU∗rD.
Here, U is a N ×N − n+1 matrix such whose columns are an orthonormal basis of V⊥. We can rewrite U = QE where Q
is unitary and ET = [I 0], so that
UU∗ = Q
(
I 0
0 0
)
Q∗.
The vector Q∗rN is still a random Gaussian vector with mean 0 and variance n−1I, and hence,
Q∗r⊥ =
(
r˜N
0
)
+
(
r˜D
0
)
2 The set of matrices R can be parametrized by a random vector in R2nN . The subset of matrices for which this property
fails corresponds to a subset of the proper algebraic set described by discriminant(det(RR∗ − xI)) = 0.
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where r˜N is a random Gaussian vector, of length N − n + 1, with mean 0 and variance n−1, while ‖r˜D‖ ≤ ‖rD‖. Setting
r˜⊥ = r˜N + r˜D, then
Q∗r =
(
r˜⊥
∗
)
so ∫
‖r⊥‖≤p
ψ dr =
∫
‖r˜⊥‖≤p
ψ˜ dr˜ (22)
where ψ˜ is the distribution of r˜⊥, and r˜ is a generic vector of length N − n+ 1. In other words, we are restricting to the
first N − n+ 1 coordinates of r, up to a unitary transformation. Now, observe that, from (21) and (22),
PR
(
‖R†e1‖ ≥ p−1
)
=
∫
R1
Pv∼N (v⋆,n−1I) (‖v‖ ≤ p) ρ dR1 ≤
∫
R1
Pv∼N (0,2I)
(‖v‖2 ≤ 2np2) ρ dR1 (23)
where v⋆ is a generic complex vector of dimension N − n + 1 and v is a random complex vector of the same rank. Note
further that a complex normally distributed vector v of length N − n + 1 and variance 2 can be seen as a real normally
distributed vector vR of length 2(N − n+ 1) and variance 1. Taking this viewpoint, we write
Pv∼N (0,2I)
(
‖v‖ ≤
√
2np
)
= PvR∼N (0,I)
(
‖vR‖ ≤
√
2np
)
=
1
(2pi)N−n+1
∫
‖X‖≤√2np
e−‖X‖
2/2 dX
≤ 1
(2pi)N−n+1
∫
‖X‖≤√2np
1 dX =
(
√
2np)2(N−n+1)piN−n+1
(2pi)N−n+1(N − n+ 1)! =
(np2)N−n+1
(N − n+ 1)! .
Recalling Stirling’s bound
(N − n+ 1)! ≥
√
2pi(N − n+ 1)
(
N − n+ 1
e
)N−n+1
,
we get the estimate
Pv∼N(0,2I)
(
‖v‖ ≤
√
2np
)
≤ 1√
2pi
(np2e)N−n+1
(N − n+ 1)N−n+3/2 .
The latter upper bound does not depend on R1, so plugging it into (23) we obtain
PR
(
‖R†e1‖ ≥ p−1
)
≤
∫
R1
1√
2pi
(np2e)N−n+1
(N − n+ 1)N−n+3/2 ρ dR1 =
1√
2pi
(np2e)N−n+1
(N − n+ 1)N−n+3/2
and, using (19) and (20),
PR
(
‖R†‖ ≥ t
)
≤ 1√
2pi
(
ne
t2
)N−n+1
(N − n+ 1)N−n+3/2
1
(1− s2)N−n+1(s2)n−1
for every s ∈ (0, 1) and t > 0. We now sharpen the bound by optimizing in the parameter s2: to this goal, we need to find
a maximum over (0, 1) of
q(Y ) = (1 − Y )N−n+1Y n−1.
If n > 1, then a straightforward computation shows that the maximum is achieved at
Y =
n− 1
N
=: λ ∈ (0, 1)
and since
λ−(n−1) = λ−Nλ = (λ−
λ
1−λ )N(1−λ) ≤ eN(1−λ),
we have that
1
q(λ)
=
1
(1− λ)N−n+1λ(n−1) ≤
eN(1−λ)
(1− λ)N−n+1 =
(Ne)N−n+1
(N − n+ 1)N−n+1 .
On the other hand, if n = 1, then supY q(Y ) = 1 and
1 ≤ eN = (Ne)
N−n+1
(N − n+ 1)N−n+1 .
Thus,
PR
(
‖R†‖ ≥ t
)
≤ 1√
2pit2(N−n+1)
(ne)N−n+1
(N − n+ 1)N−n+3/2
(Ne)N−n+1
(N − n+ 1)N−n+1 ,
and hence
PR
(
‖R†‖ ≥ t
)
≤ 1√
2pit2(N−n+1)
(nNe2)N−n+1
(N − n+ 1)2(N−n+1)+1/2 .
This concludes the proof.
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A.2 Estimates on the singular values of certain random matrices in Section 3
In Lemma A.2 below, we obtain (in probability) a lower bound for the smallest singular value of the matrix n−1/2M − zI,
where M is defined in in (5).
Lemma A.2 Let M be the kn× kn matrix defined as in (5) and 0 6= z ∈ C. There exist constants a, b > 0 such that, for
every large enough n,
P
(
σkn(n
−1/2M − zI) < n−a−2
)
≤ 2bn−2
and in particular, with probability 1,
σkn(n
−1/2M − zI) ≥ n−a−2
for all large enough n.
Proof. Using the same notation introduced in (5), let us rewrite
n−1/2M − zI = n−1/2E1CT + n−1/2Z − zI
and denote N := Z −n1/2zI. recall that the inverse of the least singular value of an invertible square matrix X is equal to
the spectral norm of X−1. By Woodbury Lemma (Lemma 2.5), we see that
(n−1/2E1CT + n−1/2Z − zI)−1 = n1/2(N + E1CT )−1 = n1/2
[
N−1 −N−1E1(I + CTN−1E1)−1CTN−1
]
Here we used that (I + CTN−1E1) is invertible with probability 1 and that N is invertible since z 6= 0. As a consequence
1
σkn(n−1/2M − zI)
≤ n1/2‖N−1‖
(
1 + ‖(I + CTN−1E1)−1‖‖CT ‖‖N−1‖
)
.
Observe now that N = Z − n1/2zI is a block Toeplitz matrix lower triangular matrix. It follows that its inverse is also a
block Toeplitz lower triangular matrix, and it is easily verified that the first block column of N−1 is
N−1 =

(
√
nz)−1I
−(√nz)−2I
. . .
...
. . .
(−1)k−1(√nz)−kI
. . .

.
Using ‖N−1‖ ≤
√
‖N−1‖1‖N−1‖∞ = ‖N−1‖1 we can bound the norm from above with
‖N−1‖ ≤ ‖N−1‖1 =
k∑
i=1
(
√
n|z|)−i = (√n|z|)−1 (
√
n|z|)−k − 1
(
√
n|z|)−1 − 1 =
1− (√n|z|)−k√
n|z| − 1 ≤
2√
n|z|
where we are assuming n ≥ 4/|z|2. Hence,
1
σkn(n−1/2M − zI)
≤ 2|z|
(
1 +
2√
n|z| ‖(I + C
TN−1E1)−1‖‖CT ‖
)
.
Note that CT is a n× kn matrix, and can be seen as a submatrix of a kn× kn random matrix C˜ where every entry is an
i.i.d copy of a Gaussian complex random variable X. Thanks to an interlacing theorem for singular values (Corollary 2.2),
we have that ‖CT ‖ ≤ ‖C˜‖. On the other hand, by Theorem 2.12,
P(‖CT ‖ > r√n) ≤ P(‖C˜‖ > r√n) ≤ s exp(−crn) (24)
where c, s, r > 0 are absolute constants. As a consequence, with high probability (at least 1− s exp(−crn)),
1
σkn(n−1/2M − zI)
≤ 2|z| (1 +
2r
|z| ‖(I + C
TN−1E1)−1‖). (25)
Consider now the matrix
CTN−1E1 =
k∑
i=1
(−1)i(√nz)−iCd−i.
Clear, each of its entry is a linear combination of i.i.d. Gaussian variables all having mean 0, and this is still a normally
distributed variable with mean 0. Moreover, the variance is
k∑
i=1
(
√
n|z|)−2i = (√n|z|)−2 (
√
n|z|)−2k − 1
(
√
n|z|)−2 − 1 =
1− (√n|z|)−2k
(
√
n|z|)2 − 1 =:
c(n)2
n
= Θ(
1
n
).
Hence,
‖(I + CTN−1E1)−1‖−1 = σn(I + CTN−1E1) = c(n)√
n
σn
(
I
√
n
c(n)
+G
)
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where now G is a matrix where all entries are i.i.d copies of a complex Gaussian random variable X having mean 0 and
variance 1. Since for large values of n, ‖I
√
n
c(n)
‖ ≤ n, we can apply Theorem 2.13 and conclude that there exist positive
constants a, b such that
P
(
σn
(
I
√
n
c(n)
+G
)
≤ n−a
)
≤ bn−2
meaning that, with high probability (at least 1− bn−2), it holds
‖(I + CTN−1E1)−1‖−1 ≥ c(n)√
n
n−a ≥ n−a−1 (26)
for sufficiently large n. As a consequence, from (25) and (26),
1
σkn(n−1/2M − zI)
≤ 2|z| (1 +
2r
|z|n
a+1)
and thus
σkn(n
−1/2M − zI) ≥ 1
2
|z| (1 +
2r
|z|n
a+1)
≥ n−a−2
with probability at least
1− bn−2 − s exp(−crn) ≥ 1− 2bn−2
for any large enough values of n. In particular, we can conclude the proof by invoking the Borel-Cantelli lemma (Lemma
2.7).
Lemma A.3 is the analogue of A.2 when the matrix E1CT is considered.
Lemma A.3 Let E1 and CT be the matrices defined in (5) and immediately after it. There exists a constant a˜ > 0 such
that, for all large enough n,
P
(
σkn(n
−1/2E1CT − zI) < n−a˜−2
)
≤ 2n−2
and in particular, with probability 1,
σkn(n
−1/2E1CT − zI) ≥ n−a˜−2
for all sufficiently large n.
Proof. The proof is very similar to Lemma A.2, so we only sketch it. In this case, set N := −n1/2zI and
(n−1/2E1CT − zI)−1 = n1/2
[
N−1 −N−1E1(I + CTN−1E1)−1CTN−1
]
where N is invertible since z 6= 0 and I + CTN−1E1 is almost surely invertible. We have ‖N−1‖ = n−1/2/|z|, and hence,
with probability at least 1− s exp(−crn),
1
σkn(n−1/2E1CT − zI)
≤ 1|z| (1 +
r
|z| ‖(I −
1
n1/2z
Ck−1)−1‖).
Again, we write
‖(I − 1
n1/2z
Ck−1)−1‖−1 = σn(I −
1
n1/2z
Ck−1) =
1
n1/2|z|σn(−n
1/2zI + Ck−1)
Notice that ‖ − In1/2z‖ ≤ n for n big enough, so we can apply Theorem 2.13 and find that with high probability (greater
than 1− n−2),
σn(−n1/2zI + Ck−1) ≥ n−a˜
so that
1
σkn(n−1/2E1CT − zI)
≤ 1|z| (1 + rn
a˜+1)
and
σkn(n
−1/2E1CT − zI) ≥ |z|
(1 + rna˜+1)
≥ n−a˜−2.
By the Borel-Cantelli Lemma (Lemma 2.7), the statement follows.
In Lemma A.4, we control the spectral norms of M − zI and E1CT − zI.
Lemma A.4 Let M,E1, CT be defined as in (5) and immediately after it. There exist constants r, s > 0 such that for
any n large enough,
P
(∥∥∥n−1/2E1CT − zI∥∥∥ > r + |z|) ≤ s exp(−r2n)
P
(∥∥∥n−1/2M − zI∥∥∥ > r + |z|+ 1) ≤ s exp(−r2n)
and in particular, there exists d > 0 such that, with probability 1,
σ1(n
−1/2E1CT − zI) ≤ d, σ1(n−1/2M − zI) ≤ d
for any sufficiently large n.
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Proof. Note that ∥∥∥n−1/2M − zI∥∥∥ ≤ ‖n−1/2E1CT ‖+ |z|+ n−1/2,∥∥∥n−1/2E1CT − zI∥∥∥ ≤ ‖n−1/2E1CT ‖+ |z|,
and ‖E1CT ‖ = ‖CT ‖, implying (see proof of Lemma A.2)
P(‖E1CT ‖ > r
√
n) ≤ s exp(−crn)
where c, s, r > 0 are absolute constants. The statement follows immediately.
Lemma A.5, whose proof relies on Theorem A.1, yields a probabilistic lower bound on the f(n)th singular value of
n−1/2E1CT − zI.
Lemma A.5 Let 0 < δ < 1/2, E1, CT be defined as in (5) and immediately after it (so that E1CT is a kn× kn matrix
with k > 1), f(n) = ⌊kn−n1−δ⌋, and 0 6= z ∈ C. Then there exists a positive constant t ≤ 1 and a positive constant ε > 0
such that lower bound
σf(n)
(
n−1/2E1CT − zI
)
≥ tnε−1/2
holds almost surely for all sufficiently large values of n.
Proof. Note first that, denoting by T˜ the matrix composed by the first f(n) rows of n−1/2E1CT − zI, then by the
interlacing theorem for singular values (Corollary 2.2) we have
σf(n)(n
−1/2E1CT − zI) ≥ σf(n)(T˜ )
so it suffices to study T˜ . To this goal, since f(n) ≥ n, we partition
T˜ =
(
H − zI L P
zI
)
where H is a n × n matrix, L is a n × (f(n) − n) matrix and P is a n× (kn − f(n)) matrix. Since a permutation of the
columns does not change the singular values, we can equivalently study the matrix
T =
(
L H − zI P
zI
)
=
(
L R
zI
)
where R := [H − zI P ]. T is an f(n) × kn matrix, and its least singular value σmin(T ) satisfies
σmin(T )
2 = inf
‖v‖=1
‖v∗T‖2 = inf
‖v‖=1
‖v∗1L+ zv∗2‖2 + ‖v∗1R‖2 ≥ inf‖v‖=1(‖v
∗
1L‖ − ‖zv∗2‖)2 + ‖v∗1R‖2,
where v∗ = [v∗1 v
∗
2 ]. There are three possibilities. If v2 is zero, then the minimum is attained as σmin([H − zI L P ])2 and
if v1 is zero, then the minimum is simply |z|2. If neither is true, we can minimize the expression over ‖v1‖ 6= 0, 1. To this
goal, denote y = ‖v1‖2, so that 1− y = ‖v2‖2 and define w1 =: v1/√y, w2 := v2/
√
1− y. Then
(‖v∗1L‖ − ‖zv∗2‖)2 + ‖v∗1R‖2 = (
√
y‖w∗1L‖ −
√
1− y|z|)2 + y‖w∗1R‖2.
Define now α := ‖w∗1L‖, β := |z|, γ2 := ‖w∗1R‖2, so that we end up with the problem of minimizing the function
g(y) = (
√
yα−
√
1− yβ)2 + yγ2 = β2 + y(γ2 + α2 − β2)− 2αβ
√
y − y2.
To further simplify the notation, it is convenient to introduce a := γ2 + α2 − β2 and b := 2αβ. This trick yields
g(y) = β2 + ya− b
√
y − y2;
g′(y) = a+ b
2y − 1
2
√
y − y2
;
g′′(y) =
b
4
(y − y2)−3/2 ≥ 0.
In particular, the computation of the second derivative shows that g(y) is a convex function, and hence, the roots of its
derivative must correspond to minima. If b > 0, then the minimum is also unique. Observe that by assumption β 6= 0, so
b = 0 implies w∗1L = 0 and σmin(T )
2 is surely greater than |z|2 or min‖w1‖=1 γ2. Thus, we assume instead b > 0 and find
a root of the derivative.
g′(y) = 0 =⇒ b(2y − 1) = −2a
√
y − y2 =⇒ sign(a) = sign(1 − 2y)
b2(4y2 − 4y + 1) = 4a2(y − y2) =⇒ 4(a2 + b2)(y2 − y + 1
4
)− a2 = 0 =⇒ (y − 1
2
)2 =
a2
4(a2 + b2)
so the unique root of g′(y) is
y⋆ =
1
2
− a
2
√
a2 + b2
∈ (0, 1).
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Moreover,
g(y⋆) = β
2 +
a
2
− a
2
2
√
a2 + b2
− b
2
2
√
a2 + b2
= |z|2 + a−
√
a2 + b2
2
=
γ2 + α2 + |z|2 −
√
(γ2 + α2 + |z|2)2 − 4|z|2γ2
2
≥ |z|
2
2
γ2
γ2 + α2 + |z|2
To minimize the last expression, we can maximize the denominator by
γ2 + α2 = ‖w∗1 [LR]‖2 ≤ ‖[LR]‖2 ≤ (
1√
n
‖CT ‖+ |z|)2
which is, with high probability (see (24)), bounded by (r + |z|)2. We can thus say that there exists a constant t > 0 such
that
σmin(T )
2 ≥ min{ min
‖w1‖=1
t2γ2, σmin([H − zI L P ])2, |z|2}.
Yet, min‖w1‖=1 ‖w∗1R‖ = σmin(R), and again by the interlacing theorem for singular values (Corollary 2.2) σmin([H −
zI L P ]) ≥ σmin(R). We can therefore conclude that
σf(n)(n
−1/2E1CT − zI) ≥ σmin(T ) ≥ min{tσmin(R), |z|} (27)
for some absolute constant 0 < t ≤ 1 with high probability, and almost surely for large enough values of n.
Almost surely, R is full rank, and thus σmin(R) = ‖R†‖−1. In particular, Theorem A.1 yields the tail bound
PR (σn(R) ≤ τ) ≤
(
2pi(n1−δ + 1)
)−1/2 ( k2n2τ2e2
(n1−δ + 1)2
)⌈n1−δ⌉+1
,
where we used that R is a n× (kn+ n− f(n)) matrix with both dimension less than kn, and
n1−δ + 1 ≤ ⌈n1−δ⌉+ 1 = (kn+ n− f(n)) − n+ 1.
Now, fix any ε such that 0 < ε < 1/2 − δ (as 0 < δ < 1/2, this is surely possible). Choosing τ = nε−1/2, this implies that
for n big enough,
PR
(
σn(R) ≤ nε−1/2
)
≤ 1√
2pi
nδ/2−1/2
(
(ke)2n1+2ε
n2−2δ
)n1−δ+1
.
Setting c := 1− 2δ − 2ε > 0, we conclude that
PR
(
σn(R) ≤ nε−1/2
)
≤ (ke)
2
√
2pi
nδ/2−1/2−c
(
(ke)−2/cn
)−cn1−δ
,
and the right hand side goes exponentially to zero. We conclude that σmin(R) is at least of the order n
ε−1/2 with high
probability, and almost surely for sufficiently large n. From (27), we get that for some absolute constant 0 < t ≤ 1 and
some ε > 0 then, for large enough n, almost surely
σf(n)(n
−1/2E1CT − zI) ≥ tnε−1/2.
A.3 Estimates on the singular values of certain random matrices in Section 4
In Lemma A.6 below, we obtain probabilistic bounds for the first n singular values of the matrix M − zI, where M is
defined in (12).
Lemma A.6 Let M be the kn×kn matrix defined as in (12) and z ∈ C with norm different from 1. There exist constants
r, s, c > 0 such that, for every k > 2,
P
(
σ1(M − zI) > r
√
k + 1 + |z|
)
≤ s exp(−crk), σn(M − zI) ≥ |1− |z||.
In particular, with probability 1,
σ1(M − zI) ≤ r
√
k + 1+ |z|, σn(M − zI) ≥ |1− |z||
for all large enough k.
Proof. From the proof of Lemma A.2, by exchanging the roles of k and n, we know that
P(‖CT ‖ > r
√
k) ≤ s exp(−crk), (28)
where r, s, c are absolute positive constants. As a consequence, with high probability,
σ1(M − zI) ≤ ‖CT ‖+ 1 + |z| ≤ r
√
k + 1 + |z|.
Moreover, from (17) and (18), we know that, if k > 2,
σn(M − zI) ≥ σn+1(M − zI) ≥ σ2n+1(B − zI) ≥ |1− |z|| > 0.
In Lemma A.7 below, we obtain a lower bound (valid with probability 1) for the smallest singular value of the matrix
M − zI, where M is defined in (12).
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Lemma A.7 Let M be the kn×kn matrix defined as in (12) and z ∈ C with norm different from 1. There exist a positive
constant t such that, with probability 1,
σkn (M − zI) ≥ tk−2
for all sufficiently large values of k.
Proof. If we use Woodbury Lemma (Lemma 2.5) on the splitting M − zI = (B − zI) +E1ĈT , then3
(M − zI)−1 = (B − zI)−1 − (B − zI)−1E1(I + ĈT (B − zI)−1E1)−1ĈT (B − zI)−1
and
‖(M − zI)−1‖ ≤ ‖(B − zI)−1‖
[
1 + ‖(B − zI)−1‖‖ĈT ‖‖(I + ĈT (B − zI)−1E1)−1‖
]
. (29)
B − zI is a circulant matrix, so its inverse is still a circulant matrix and its norm can be estimated with (17) by
‖(B − zI)−1‖ = σkn(B − zI)−1 ≤
1
|1− |z|| . (30)
More specifically, (B − zI)−1 is a block circulant matrix with first block column
(B − zI)−1 =

zk−1
1−zk In
zk−2
1−zk In
. . .
...
. . .
1
1−zk In
. . .

.
Consider now the matrix
I + ĈT (B − zI)−1E1 = z
k
zk − 1 I −
k∑
i=1
zk−i
1− zk Ck−i.
It consists of the sum of a constant matrix, and a linear combination of i.i.d. Gaussian variables all having mean 0. Such a
linear combination is still a normally distributed variable with mean 0 and variance
k∑
i=1
∣∣∣∣ zk−i1− zk
∣∣∣∣2 = 1|1− zk|2
k−1∑
i=0
|z|2i = 1
1− |z|2
1− |z|2k
|1− zk|2 := c(k)
2
where c(k)→ |1− |z|2|−1/2 for k →∞. We can thus write
I + ĈT (B − zI)−1E1 = z
k
zk − 1 I + c(k)G
where G is a Gaussian random n×n matrix where each entry has mean zero and unit variance. In Theorem A.1, we proved
that for any deterministic matrix S, we have
P
(
σn(n
−1/2G+ S) ≤ t
)
≤ t
2n2e2√
2pi
,
so
P
(
‖(I + ĈT (B − zI)−1E1)−1‖ ≥ p
)
= P
(
σn(I + Ĉ
T (B − zI)−1E1) ≤ 1
p
)
= P
(
σn
(
zk
zk − 1 I + c(k)G
)
≤ 1
p
)
= P
(
σn
(
n−1/2zk
c(k)(zk − 1) I + n
−1/2G
)
≤ (n1/2c(k)p)−1
)
≤ ne
2
√
2pic(k)2p2
.
Since ne2/
√
2pi does not depend on k, we can choose p = k and conclude by the Borel-Cantelli Lemma (Lemma 2.7) that
with probability 1 and for any k sufficiently large,
‖(I + ĈT (B − zI)−1E1)−1‖ < k. (31)
Finally, from (28), we have that, almost surely for large enough k,
‖ĈT ‖ ≤ ‖CT ‖+ 1 ≤ 1 + r
√
k (32)
for some absolute constant r > 0. Gathering all the bounds (30), (31), (32) and substituting into (29), we find that
‖(M − zI)−1‖ ≤ 1|1− |z||
[
1 +
1
|1− |z|| (r
√
k + 1)k
]
≤ t−1k2 =⇒ σkn(M − zI) ≥ tk−2
for sufficiently large k with probability 1, where t is a positive constant depending only on n and z.
3 B− zI is invertible, and here we are assuming I+ ĈT (B− zI)−1E1 is also invertible, which is true with probability 1.
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