Introduction {#Sec1}
============

Micro-electro-mechanical systems (MEMS) are small-scale devices containing mechanical and electrical components^[@CR1]--[@CR4]^. They are fabricated using integrated circuit and micromachining technologies^[@CR5]--[@CR7]^. A scanning micro mirror denotes an example of a silicon-based MEMS actuator, often driven at resonance, where one mode of oscillation causes a reflective structure to oscillate and deflect a laser beam^[@CR8]--[@CR15]^. For this application, requirements pertaining to the deflection angle that can be reached are of great importance.

In this work, we report on experimental observations showing a drastic difference between the attainable oscillation amplitudes of scanning micro mirror devices despite their matching design layout. While some micro mirrors reach the necessary deflection angles as expected, others show unstable oscillation amplitudes and can even fracture far below the deflection angles needed for reliable operation. We are able to argue that small statistically distributed differences in the mode spectrum of the mirrors originating from the process tolerances of surface micromachining, lead to drastically different device behaviour. We explain all our observations exploiting a fundamental nonlinear dynamics model known as spontaneous parametric down-conversion (SPDC).

SPDC has been widely studied in the context of nonlinear optics^[@CR16]^. It has triggered both technological advances^[@CR17]^, such as tunable lasers or high-quality squeezed light sources^[@CR18],[@CR19]^, and fundamental insights in the field of quantum optics^[@CR20]--[@CR22]^ ranging from quantum information^[@CR23]--[@CR26]^ to modern hybrid opto-mechanical devices^[@CR27],[@CR28]^. Remarkably, we find that the underlying concepts of SPDC apply in full analogy to a complex mechanical system with practical application such as our micro mirror design.

In the mechanical domain, in contrast to the photonic case, the inherent geometric nonlinearities of the structure are responsible for the nonlinear coupling of vibrational modes^[@CR29],[@CR30]^. Nonlinear dynamics of mechanically coupled oscillators have long been an important field of study with a broad range of engineering applications. As MEMS devices grew smaller in size and more complex in design, their nonlinear dynamic behavior sparked interest and thus the development of MEMS-specific models emerged^[@CR31]--[@CR35]^ and is still ongoing, discussing complex nonlinear dynamic phenomena, such as limit cycles^[@CR36],[@CR37]^, under various internal resonance conditions.

Micro Mirror Design and Actuation Principle {#Sec2}
===========================================

In general, a micro mirror can be described as a scanning system with a torsional degree of freedom utilizing mechanical structures^[@CR38]^.

Figure [1](#Fig1){ref-type="fig"} shows a schematic drawing of our micro mirror illustrating its working principle. For scanning applications, the mirror has two main axes of deflection or rather rotation: the static axis in x-direction around which the mirror typically performs the slow (off-resonant) rotation and the resonant axis in y-direction around which the mirror performs the fast rotation. In this paper we focus on the resonantly actuated drive mode of the fast oscillation around the resonant axis. Thus, in all measurements, the slow axis is not actuated at all.Figure 1Schematic drawing of the planar micro mirror design layout. 1: reflective structure, 2: springs of the resonant axis, 3: springs of the static axis, 4: masses, 5: frame. A coordinate system used to describe the mode shapes is indicated. The red dot denotes the point of measurement used for Fig. [2](#Fig2){ref-type="fig"}.

In the drive mode, the reflective structure (1) and the surrounding springs (2) oscillate or rather rotate in phase around the resonant axis in order to deflect a laser beam by a defined angle. The rotation occurs out-of-phase with the out-of-plane motion of the masses (4). The parasitic modes identified from the measurements in Fig. [2](#Fig2){ref-type="fig"} have distinctly different mode shapes: Parasitic mode 1 is a so-called in-plane mode since the main movement of regions 1, 2, 4 and 5 occurs in phase and in the x-y-plane. It mainly causes deformations of the springs of the static axis (3) which are connected to the frame (5) and the anchor (6). The amount of deflection in z-direction is small, but its motion is similar to the rotation of the drive mode. Parasitic mode 2 is an out-of-plane mode where the reflective structure (1) and the resonant springs (2) move along the z-axis out of phase with the four distributed masses (4).Figure 2Laser Doppler vibrometry measurements of micro mirror device A. In both cases, the dashed red lines mark the linear mode frequencies of the three relevant modes: At the lowest *f*~0,1~ = 9126 *Hz* and middle *f*~0,2~ = 17673 *Hz* frequencies lie the parasitic modes labelled 1 and 2, at the highest frequency *f*~0,0~ = 26712 *Hz* the drive mode. In (**a**), the system is actuated sinusoidally at a drive frequency *f*~d~, in this case *f*~d~ = 26712 *Hz* leading to pronounced resonance peaks. Apart from the drive mode, the two parasitic modes resonate at frequencies that add up exactly to the value of the drive frequency but only above the critical deflection angle needed for SPDC. The measurement is performed with the laser spot on the frame of the micro mirror (denoted by the red dot shown in Fig. [1](#Fig1){ref-type="fig"}). Thus, the oscillation amplitude is highest for parasitic mode 2 that exhibits large deformations of the frame structure. (**b**) Shows the amplitude response curve that results from vibratory Gaussian noise actuatioon in out-of-plane direction. The prominence and shape of the peaks varies due to the superposition of modes in the complex MEMS structure which influences the quality factors of the modes and the ease of actuation in out-of-plane direction. To better depict modes that only reach small amplitudes, the amplitude is plotted logarithmically.

The drive mode actuation is implemented using a piezoelectric actuation principle^[@CR15]^, thus, the actuation force is expected to be linear over deflection amplitude and input voltage in contrast to a typical electrostatic actuation principle^[@CR39]^. Indeed, we have confirmed that the critical deflection angles of SPDC do not depend on the applied voltage settings. Moreover, we can also expect material nonlinearities to be negligible since silicon shows a linear-elastic stress-strain dependency for strains within the reach of our experiments and design goals^[@CR40]^.

The Phenomenology of SPDC {#Sec3}
=========================

In the case presented here, the mode spectrum of the micro mirror design contains a 1:1:1 internal resonance, meaning that the sum of the resonance frequencies of two modes *f*~0,1~ and *f*~0,2~ approximately adds up to the resonance frequency *f*~0,0~ of the drive mode, i.e. *f*~0,0~ ≈ *f*~0,1~ + *f*~0,2~. Figure [2b](#Fig2){ref-type="fig"} shows a typical mode spectrum displayed by the response spectrum of a micro mirror device under Gaussian noise excitation. The measurement was performed using Laser Doppler vibrometry (LDV) for detection and a vibratory plate below the device for mechanical actuation.

Statistical distributions of resonance frequencies due to process tolerances of surface micromachining govern the quantity *f*~0,0~ − (*f*~0,1~ + *f*~0,2~) which, as we will show in the course of this paper, mainly influences the critical deflection angles needed for the onset of parametric down-conversion. As a consequence, some devices display SPDC already for small deflection angles, whereas others behave as expected within the relevant parameter range.

Figure [3a](#Fig3){ref-type="fig"} displays such an expected behaviour in the form of a Duffing-like^[@CR41]^ amplitude-response curve measured for the micro mirror device B with *f*~0,0~ − (*f*~0,1~ + *f*~0,2~) = −150 *Hz*. In stark contrast, the measurement shown in Fig. [3b](#Fig3){ref-type="fig"} where the resonance condition of the micro mirror device A is found to be *f*~0,0~ − (*f*~0,1~ + *f*~0,2~) = −87 *Hz* differs greatly from the expectation. Besides the pronounced energy depletion of the drive mode, above the so called critical point or rather threshold of SPDC, we also find its characteristic feature in the response spectrum of the micro mirror. The measured spectral response under resonant actuation of the mirror by a sinusoidal force with frequency *f*~d~ is shown in Fig. [2a](#Fig2){ref-type="fig"}. It exhibits sharp peaks not only at the drive frequency *f*~d~ but also at frequencies *f*~*osc*,1~ ≈ *f*~0,1~ and *f*~*osc*,2~ ≈ *f*~0,2~ such that *f*~d~ − (*f*~*osc*,1~ + *f*~*osc*,2~) = 0.Figure 3Optical measurements of amplitude response curves. Triangles denote the measured data, the forward frequency sweep is depicted in red, the reverse sweep in blue. The steady-state model for a nonlinearly damped Duffing oscillator^[@CR42]^ is shown in black. In (**a**), the oscillation can be accurately modelled using a single mode of oscillation, whereas in (**b**), the mirror displays SPDC where the single mode description does not suffice.

Throughout this paper we will present a detailed analysis of the model for SPDC where the micro mirror will be modelled as an externally driven and damped Duffing oscillator^[@CR41]^ coupled with two parasitic modes through a three-wave coupling term. Additionally, since the mirror is actuated at ambient pressure, a nonlinear damping term is included for all three mechanical modes^[@CR42]^. With such a simple model, we are able to simulate and thus explain the observed effects including bifurcations, resonant actuation of parasitic modes, amplitude depletion of the drive mode, hysteretic behaviour, critical slowing-down^[@CR22],[@CR28]^ and even limit cycles, i.e. amplitude modulations in the stationary state^[@CR30]^. Most importantly, we provide an analytic expression for the critical deflection angles. For engineering applications, the product specifications include a required deflection angle. The critical deflection angle allows us to differentiate between devices that fulfil the specification and devices that do not. Thus, it is of highest practical importance.

Results {#Sec4}
=======

Modal three-wave coupling induced by geometric nonlinearities {#Sec5}
-------------------------------------------------------------

We will now briefly discuss some fundamental properties of elasticity theory to argue for the existence of the essential physical process underlying SPDC given by a three-mode or rather three-wave interaction. Such an interaction is described by the nonlinear three-wave energy term$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\alpha }$$\end{document}$ denotes the coupling strength of the three-wave coupling between the vibrational modal amplitudes *q*~0~, *q*~1~, *q*~2~ of the mechanical structure. As before, the index '0' denotes the drive mode and the indices '1' and '2' the first and second parasitic mode, respectively. The magnitude of the resonance frequencies is given as *f*~0,1~ \< *f*~0,2~ \< *f*~0,0~. In elasticity theory, the internal energy of any geometrical structure is known as the strain energy. In the total Lagrangian description of continuum mechanics^[@CR43],[@CR44]^ it is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$${U}_{{\rm{strain}}}=\frac{1}{2}{\int }_{{V}_{0}}{\rm{Tr}}\,\{{\bf{S}}(\overrightarrow{x},t){\bf{E}}(\overrightarrow{x},t)\}{d}^{3}x,$$\end{document}$$with *V*~0~ denoting the volume of the undeformed structure, **Tr** the trace operation and **E** and **S** the strain- and the stress-field tensor, respectively, depending on the material point $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\overrightarrow{x}$$\end{document}$ as well as time *t*. In particular, the strain-field *E* is given by the so called Green-Lagrange strain measure^[@CR43],[@CR44]^ defined by its tensor matrix elements$$\documentclass[12pt]{minimal}
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                \begin{document}$$\overrightarrow{x}$$\end{document}$ and time *t*. The strain term, quadratic in the displacement, accounts for large structural deformations and describes what is known as *geometric nonlinearity*. Typically, for small deformations this term is neglected^[@CR45]^. Furthermore, the stress field is given by the so called second Piola-Kirchhoff stress which in the linear elastic regime obeys the constitutive relation *S*~*nm*~ = *D*~*nmlk*~*E*~*lk*~ with the constant fourth-order material tensor *D*~*nmlk*~ depending on Young's Moduli and Poisson's ratios of the material.

In summary, it is important to understand that the strain energy *U*~strain~ including geometric nonlinearities contains cubic and quartic terms in the displacement vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\overrightarrow{u}(\overrightarrow{x},t)$$\end{document}$ even in the linear elastic material regime. Finally, when we expand the displacement vector field in a suitable basis $\documentclass[12pt]{minimal}
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                \begin{document}$${f}_{n}(\overrightarrow{x})$$\end{document}$ of the structure, we find that an energy term of the form *U*~SPDC~ is indeed present in the strain energy describing geometrically nonlinear structural behaviour. Thus, we conclude that the SPDC effects observed in our micro mirror design originate from geometric nonlinearities.

System model {#Sec6}
------------

In full generality, the modal representation of the strain energy is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$${U}_{{\rm{strain}}}=\sum _{n}\frac{1}{2}{\omega }_{\mathrm{0,}n}^{2}{q}_{n}^{2}+\sum _{n,m,l}{\tilde{\alpha }}_{n,m,l}\,{q}_{n}{q}_{m}{q}_{l}+\sum _{n,m,l,k}{\tilde{\beta }}_{n,m,l,k}\,{q}_{n}{q}_{m}{q}_{l}{q}_{k}$$\end{document}$$and includes three- and four-wave terms of the form *α*~*n*,*m*,*l*~* q*~*n*~*q*~*m*~*q*~*l*~ and *β*~*n*,*m*,*l*,*k*~* q*~*n*~*q*~*m*~*q*~*l*~*q*~*k*~, respectively^[@CR46]^.

Out of all possible three- and four-wave mixings, we consider only the resonant terms between the drive mode and the two parasitic modes since these are the most relevant ones in our high-Q system. This procedure is based on the fact that nonlinear terms depend on the parasitic mode amplitudes which are small and therefore negligible unless the internal resonance conditions enable a resonant excitation. In such cases, the amplitudes of the parasitic modes can be enlarged by the high quality factors and therefore the nonlinear terms can no longer be neglected.

Within the scope of this paper, we focus on the experimental (instead of the numerical) parameter extraction for the relevant couplings *α*~*n*,*m*,*l*~ and *β*~*n*,*m*,*l*,*k*~ using a three degree-of-freedom model. We describe the details of our parameter extraction procedure in a later section.

Most importantly, we consider energy terms of the form *α*~*n*,*m*,*l*~* q*~*n*~*q*~*m*~*q*~*l*~ with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$n\ne m\ne l$$\end{document}$, which are relevant whenever a 1:1:1 internal resonance is present, that is whenever *f*~*n*~ ≈ *f*~*m*~ + *f*~*l*~ is fulfilled. (Only then, the averaging procedure which we will introduce later and describe in detail in the Methods section yields an influence of these terms. Otherwise, the terms can be neglected.) Furthermore, we consider terms that are always resonant regardless of the mode spectrum, namely the Duffing nonlinearity of a mode *n* given by $\documentclass[12pt]{minimal}
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                \begin{document}$$n\ne m$$\end{document}$ to account for frequency shifts of the n-th mode resonance frequency as a function of the m-th mode oscillation amplitude^[@CR47]^.

Note that all possible permutations of the indices have to be included. For the sake of clarity, the notations are simplified and are given by the following relations: The Duffing nonlinearity is written as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\tilde{\beta }}_{n}\,:\,=4{\beta }_{n,n,n,n}$$\end{document}$, the three-wave coupling $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\alpha }\,:\,={\alpha }_{n,m,l}+{\alpha }_{n,l,m}+{\alpha }_{m,n,l}+{\alpha }_{m,l,n}+{\alpha }_{l,n,m}+{\alpha }_{l,m,n}$$\end{document}$ and the mutual frequency shifts between modes which we will call cross-Duffing nonlinearities as $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{n,m}\,:\,=4{\beta }_{n,n,m,m}+8{\beta }_{n,m,n,m}$$\end{document}$. The cross-Duffing terms, however, can be neglected since an LDV measurement, see methods section, revealed that *V*~0,1~, *V*~0,2~ are negligibly small. From this we deduce that *V*~1,2~ is also negligible. Due to the fact that the actuation principle of the micro mirror is not designed for a direct actuation of the parasitic modes, their actuation induces high local stress which entails the risk of fracture. Considering the limited number of available micro mirror samples, we thus refrain from attempts at measuring *V*~1,2~ directly.

In the modal representation, the equations of motion of our model are given by$$\documentclass[12pt]{minimal}
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                \begin{document}$${\ddot{q}}_{2}+\frac{{\omega }_{0,2}}{{Q}_{2}}{\dot{q}}_{2}+{\omega }_{0,2}^{2}{q}_{2}+{\tilde{\beta }}_{2}{q}_{2}^{3}+\frac{{\omega }_{0,2}}{{Q}_{\mathrm{nl},2}}{q}_{2}^{2}{\dot{q}}_{2}+\tilde{\alpha }{q}_{0}{q}_{1}=0$$\end{document}$$Here, the modal amplitudes of the oscillation are *q*~0~, *q*~1~, *q*~2~ and the linear mode frequencies are given by $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\omega }_{\mathrm{0,0}}}{2\pi },\frac{{\omega }_{\mathrm{0,1}}}{2\pi },\frac{{\omega }_{\mathrm{0,2}}}{2\pi }$$\end{document}$. The equations of motion including the relevant three- and four-wave couplings are further expanded by phenomenological nonlinear damping terms that have been shown to influence the behaviour of such micro mirror devices^[@CR42]^. Thus, *Q*~0~, *Q*~1~, *Q*~2~ denote the linear quality factors and *Q*~nl,0~, *Q*~nl,1~, *Q*~nl,2~ the nonlinear quality factors. The amplitude of the input force is given by *F*~0~ and the angular oscillation frequency of the drive mode by *ω*~d~ := *ω*~osc,0~.

A trivial solution of the system of nonlinear differential equations of motion exists for *q*~1~ = *q*~2~ = 0. However, at the critical point or rather threshold (which denotes the onset of SPDC), this trivial solution becomes unstable in favour of a stable solution with $\documentclass[12pt]{minimal}
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                \begin{document}$${q}_{1}\ne \mathrm{0,}\,{q}_{2}\ne 0$$\end{document}$. Such behaviour occurs at transcritical bifurcations, where a fixed point changes its stability^[@CR30]^. This threshold corresponds to a critical deflection angle that depends on the detuning of the linear mode frequencies and thus varies for different micro mirror devices. The critical angle can lie within the testing range or far beyond any achievable deflection. The effects that occur in such a nonlinear system can therefore be classified into three categories: System behaviour below threshold, at threshold and above threshold. In the following, each of these system states or rather system phases will be treated separately.

### System model below threshold {#Sec7}

Below a threshold value of the drive mode amplitude, the parasitic modes are not actuated. The solution branch $\documentclass[12pt]{minimal}
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                \begin{document}$${q}_{1}={q}_{2}=0\,\forall \,t$$\end{document}$ provides a stable solution of Equations ([6](#Equ6){ref-type=""}) and ([7](#Equ7){ref-type=""}). Moreover, Equation ([5](#Equ5){ref-type=""}) simplifies to the model of one forced and nonlinearly damped Duffing oscillator for which a known approximative steady-state solution exists^[@CR48]^.

### System model above threshold {#Sec8}

When the deflection angle is larger than its threshold value, the trivial solution branch with *q*~1~ = *q*~2~ = 0 becomes unstable in favour of the above threshold solution with *q*~1~ ≠ 0 ≠ *q*~2~ and resonant actuation mediated by the three-wave coupling occurs. In order to arrive at a simplified system model and in order to even give an analytical expression for the critical deflection angle, an averaging procedure is carried out based on the rotating wave approximation (RWA), where only resonant terms are considered and their fast oscillations are neglected. The RWA has been widely used in the field of nonlinear optics and atomic physics, see references^[@CR16],[@CR20],[@CR21],[@CR49],[@CR50]^ and references therein. For the sake of completeness, we will describe the methodological steps of the RWA which are relevant for this work in the Methods section. In essence, like in other averaging methods^[@CR30]^, the model is reduced to the envelope of the oscillation amplitude rather than its fast sinusoidal changes. An approximate model including all nonlinear terms in Equations ([5](#Equ5){ref-type=""}--[7](#Equ7){ref-type=""}) can thus be derived using RWA. We have verified the accuracy of the RWA for some samples within the parameter ranges of this study by using full transient time-domain simulations of Equations ([5](#Equ5){ref-type=""}--[7](#Equ7){ref-type=""}).

First, we introduce the complex coordinates *a*~*n*~ and $\documentclass[12pt]{minimal}
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                \begin{document}$${P}_{n}\,:\,=\frac{i}{2\sqrt{2{\omega }_{\mathrm{0,}n}}}{F}_{n}(t)$$\end{document}$, and introduce the effective detunings $\documentclass[12pt]{minimal}
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In the Methods section, we illustrate the derivation of the approximate model using the RWA. Note that for the RWA to be applicable, we have to specify the relation between the oscillation frequencies of the three modes as *ω*~osc,0~ = *ω*~d~ = *ω*~osc,1~ + *ω*~osc,2~.
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Equations ([10](#Equ10){ref-type=""}--[15](#Equ15){ref-type=""}) do not include the fast oscillating terms and thus, the computing time needed to simulate a frequency sweep is vastly reduced compared to the full transient simulation of Equations ([5](#Equ5){ref-type=""}--[7](#Equ7){ref-type=""}). Furthermore, in the steady-state with $\documentclass[12pt]{minimal}
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### System model at threshold {#Sec9}

The critical amplitude separates the regions below and above threshold. The threshold can be understood as the bifurcation point^[@CR30]^ at which the trivial solution becomes unstable. By exploiting the RWA, we are able to find an analytic expression for the threshold in terms of the critical oscillation amplitude of the drive mode. The strategy is to introduce the stability matrix *L*(*t*) by rewriting Equations ([12](#Equ12){ref-type=""}, [15](#Equ15){ref-type=""}) into a matrix form:$$\documentclass[12pt]{minimal}
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The only possible solution of Equation ([16](#Equ16){ref-type=""}) in the steady-state *v*~ss~ (where $\documentclass[12pt]{minimal}
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In all the calculations we have used Equation ([18](#Equ18){ref-type=""}) to determine the oscillation frequencies *ω*~osc,*n*~ in terms of the system parameters and modal amplitudes. In order to find the very specific point at which the trivial solution becomes unstable, and the system transitions from the trivial solution to the above threshold solution, it suffices to solve for Equations ([17](#Equ17){ref-type=""}, [18](#Equ18){ref-type=""}) by further setting *a*~1~ = *a*~2~ = 0. In this case, we find for the critical steady-state oscillation amplitude $\documentclass[12pt]{minimal}
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                \begin{document}$${a}_{0}^{{\rm{crit}}}=\frac{\sqrt{{d}_{1}{d}_{2}}}{|\alpha |}\sqrt{1+\frac{{{\rm{\Delta }}}^{2}}{{({d}_{1}+{d}_{2})}^{2}}}.$$\end{document}$$where we have introduced the detuning parameter Δ = *ω*~d~ − (*ω*~0,1~ + *ω*~0,2~). In many applications, the actuation of oscillatory MEMS is controlled by a phase-locked loop (PLL) in order to maintain resonant actuation despite any frequency shifts during operation^[@CR42],[@CR51]^. In this case, it can be shown that $\documentclass[12pt]{minimal}
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                \begin{document}$${a}_{0,{\rm{P}}{\rm{L}}{\rm{L}}}^{{\rm{c}}{\rm{r}}{\rm{i}}{\rm{t}}}=\frac{-2{d}_{{\rm{p}}{\rm{b}}}\delta +{d}_{{\rm{s}}}({d}_{s}{\alpha }^{2}\pm \sqrt{{d}_{{\rm{s}}}^{2}{\alpha }^{4}-4{d}_{{\rm{p}}{\rm{b}}}({d}_{{\rm{p}}{\rm{b}}}+{\alpha }^{2}\delta )})}{2{d}_{{\rm{p}}{\rm{b}}}{\beta }_{0}}.$$\end{document}$$with the short-hand notations *d*~pb~ : = *d*~1~*d*~2~*β*~0~ and *d*~s~ := *d*~1~ + *d*~2~ and the design parameter for the linear mode frequencies *δ* = *ω*~0,0~ − (*ω*~0,1~ + *ω*~0,2~). The analytical expression in Equation ([19](#Equ19){ref-type=""}) yields the critical amplitude and, thus, the critical deflection angle for any micro mirror device as a function of the coupling strength *α*, the damping factors of the parasitic modes, *d*~1~ and *d*~2~, and in particular the internal resonance frequency condition *δ*. These quantities can be thought of as the control handle for the design of micro mirror devices with or without the feature of SPDC. Most importantly, the analytic expression in Equation ([19](#Equ19){ref-type=""}) explains why some of our micro mirror devices, despite being taken from the same design layout, feature SPDC and others display the expected Duffing behaviour, see Fig. [3](#Fig3){ref-type="fig"}. Whereas process tolerances in the fabrication of the micro mirrors have only small influence on the damping, the absolute resonance frequencies, and the coupling, they have, in fact, great influence on the internal resonance condition *δ*. Thus, the process tolerances also greatly influence the critical drive mode amplitude.

### System behaviour above threshold {#Sec10}

Figure [4](#Fig4){ref-type="fig"} shows the steady-state amplitudes \|*a*~*n*~\| obtained from the simulated frequency sweep for a parameter set describing the micro mirror device which showed the highest variety of nonlinear effects. In this simulation, we solved the differential Equations ([10](#Equ10){ref-type=""}--[15](#Equ15){ref-type=""}) for a fixed drive frequency up to a time *T* much greater than the relaxation time of the system $\documentclass[12pt]{minimal}
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                \begin{document}$$\approx \frac{1}{{d}_{0}}$$\end{document}$. The steady-state value shown in Fig. [4](#Fig4){ref-type="fig"} was obtained by evaluating the system variables at time *T*. We performed the sweep by stepping through the drive frequencies *ω*~d~ in 1 *Hz* increments. The initial conditions for each calculation were set to the steady-state values of the previous step in the sweep except for the first step, where the initial condition was set to *a*~*n*~ = 0 for all n. With this algorithm, we emulate the measurement procedure in the experiment. In the transient simulations, we introduced a source term for the parasitic modes. Otherwise, the numerical simulation would not reveal the transition of the trivial solution from stable (below threshold) to unstable (above threshold). This source term was chosen to be finite but small such that the overall steady-state result was not affected by it.Figure 4Transiently modelled forward frequency sweeps for all three modes. The red line denotes the critical amplitude, the solution of Equation ([19](#Equ19){ref-type=""}), for each drive frequency. The solid blue line represents the drive mode for the simulated SPDC coupling, the dotted blue line the drive mode without mode coupling for comparison. The dashed grey and black lines show the behaviour of the two parasitic modes.

In Fig. [4](#Fig4){ref-type="fig"}, the drive mode is depicted by the solid blue line, the parasitic modes 1 and 2 are shown as dashed lines in grey and black, respectively. The red line denotes the critical drive mode amplitudes given by Equation ([19](#Equ19){ref-type=""}). As a reference, the dotted blue line shows the expected behaviour of the drive mode as if mode coupling did not occur. We note that the critical drive mode amplitude predicted by Equation ([19](#Equ19){ref-type=""}) agrees well with the transient simulation. However, the critical point model at threshold can only predict the limits of the coupling region and does not make a statement about the effects inside the region.

Before the drive mode reaches its critical oscillation amplitude, the parasitic modes are not actuated at all. At the transition into the SPDC regime, resonant actuation of the parasitic modes occurs such that the oscillation amplitudes of the parasitic modes compare with the drive mode oscillation amplitude. This actuation is due to an energy transfer from the drive mode to the two parasitic modes. Thus, resonant actuation of the parasitic modes entails amplitude depletion of the drive mode.

Remarkably, for the specific set of parameters, the system is able to enter and leave the above threshold regime twice during the frequency sweep. The second region (*f*~d~ between 26780 *Hz* and 26812 *Hz*) above threshold displays stable steady-state solutions, whereas the first region (*f*~d~ between 26715 *Hz* and 26745 *Hz*) above threshold displays amplitude instabilities in all three modes exhibiting periodic steady-state solutions, i.e. limit cycles or rather amplitude modulations. We have depicted exemplary modulations in the inset in Fig. [5](#Fig5){ref-type="fig"} showing the simulated transient behaviour of the deflection angle. At the time range shown, all transient effects have abated and the signal remains periodic.Figure 5Frequency spectrum from measurement of device A contrasted with modelled frequencies during a limit cycle. The measured frequency spectrum is shown in black, whereas the dashed grey lines indicate the modelled frequencies. The signal envelope obtained from RWA (shown in grey in the inset) is analysed and yields a range of slow oscillations, the lowest of which at roughly 17 *Hz* can still be observed as flicker by the human eye.

Moreover, Fig. [5](#Fig5){ref-type="fig"} shows a comparison of the frequency spectrum from measurement and the distinct frequency peaks from the simulation during a limit cycle. The measured (grey) and modelled (black) spectrum are compared close to the drive frequency *f*~d~.

Close to the bifurcation points we have been able to observe another interesting phenomenon in both experiment and simulation known as *critical slowing down*^[@CR22],[@CR28],[@CR30]^. Critical slowing down refers to the slowing down of the relaxation time of the system upon changing the parameter settings across a bifurcation point such that the final parameter settings lie in the vicinity of the bifurcation point. In our experiment, we have changed the drive frequencies just by a small fraction but such that we crossed the critical point from below to above threshold. Depending on the size of the frequency change (we have tried 0.1 Hz up to 1 Hz) we had to wait for several seconds or even minutes for the system to display the characteristic spectrum of SPDC. For comparison, the typical relaxation time is on the order of a few milliseconds. Therefore, we have always been concerned to allow sufficient waiting times in both the simulations and experiments to accurately capture the position of the critical points.

Parameter extraction and model validation {#Sec11}
-----------------------------------------

Table [1](#Tab1){ref-type="table"} shows an overview of all linear and nonlinear parameters needed for the system model. It also indicates the extraction procedure which we have used for each parameter.Table 1Parameters.Mode typeDrive: *n* = 0Parasitic: *n* \> 0ParameterSymbolMethodLinear mode frequency*f* ~0,\ *n*~Direct extraction from measurementLinear quality factor*Q* ~*n*~Direct extraction from measurementDuffing coefficient*β* ~*n*~Extraction below thresholdFit above thresholdNonlinear quality factor*Q* ~nl,\ *n*~Extraction below thresholdFit above thresholdThree-wave coefficient*α*Extraction at critical amplitude threshold

Duffing coefficient and nonlinear quality factor of the drive mode were extracted from measurements below threshold like the ones shown in Fig. [3a](#Fig3){ref-type="fig"}. Here, it should be noted that these measurements had to be conducted using the functional micro mirror device B that did not show any signs of mode coupling. Consequently, variations in these parameters occur between the devices, but they are assumed to be minor. Yet, this provides a possible explanation for small deviations between the measured and modelled system.

Given all the linear parameters, as well as the Duffing- and nonlinear damping coefficient of the drive mode, the coupling coefficient *α* that determines the coupling strength between the three modes can be extracted using Equation ([19](#Equ19){ref-type=""}) without the need for any fit parameters. From a parameter fit above threshold, the remaining Duffing coefficients and nonlinear quality factors are obtained.

Figure [6](#Fig6){ref-type="fig"} shows measured frequency sweeps for the micro mirror device A (red triangles denote the forward sweep, blue triangles the reverse sweep) and the modelled amplitude response curves (solid grey lines for the forward sweep, dashed grey lines for the reverse sweep). Figure [6a](#Fig6){ref-type="fig"} shows measurements and simulations for an input voltage *V*, Fig. [6b](#Fig6){ref-type="fig"} for the input voltage 2*V*. Note that whenever dynamical system behaviour in the form of unstable oscillations or limit cycles occurs in measurements, only the maximum deflection angle for a given frequency is recorded. In Fig. [6a](#Fig6){ref-type="fig"}, measurements for some frequencies have been omitted, since reliable recording of deflection angles was not possible, due to the amplitude modulations in the limit cycle region. (In contrast, for the measurements in Fig. [6b](#Fig6){ref-type="fig"}, the maximum amplitudes of the limit cycle oscillations could be identified unambiguously). In both figures, it becomes apparent that hysteresis effects occur, showing bistable states.Figure 6Discrete measurements of device A during frequency sweeps (red triangles denote the forward sweep, blue triangles the reverse sweep) contrasted with the modelled amplitude response curves (solid grey lines for the forward sweep, dashed grey lines for the reverse sweep). (**a**) Shows measurements and simulations for an input voltage V, (**b**) for an input voltage 2V. Note that whenever dynamical system behaviour in the form of unstable oscillations or limit cycles occurs in measurements, only the maximum deflection angle for a given frequency is recorded.

The comparisons displayed in Fig. [6](#Fig6){ref-type="fig"} show that our model predicts the measured system behaviour with high accuracy, even taking into account that the system is quite sensitive to parameter changes. From this we can conclude that, in this specific case, SPDC does not trigger further couplings or lead to the actuation of more parasitic modes but that the observed coupling stays confined to three modes and is thus predictable.

We have confirmed the predicted SPDC couplings for micro mirror device A, as well as for several more micro mirror samples not depicted here. Since the distribution of the linear mode frequencies is largely due to variations in the process tolerances, only few regular devices show such coupling effects. Of these, most lie within a similar frequency range leading to similar detuning parameters. In future, using test devices with purposefully chosen process tolerance variations that lead to a range of different detuning parameters, we aim to publish our results for larger samples of micro mirror devices in order to strengthen the validity of our model, especially regarding the prediction of the critical point^[@CR52]^. We elaborate on the validity of the RWA in the appendix.

Discussion {#Sec12}
==========

We have observed SPDC processes in a MEMS micro mirror and attributed them to non-degenerate three-wave mixing induced by geometric nonlinearities. All linear and nonlinear system parameters were either taken directly from LDV measurements, extracted from optical measurements using the trivial solution of our model below threshold, extracted from measurements using the simplified model at threshold or fitted to measurements using the non-trivial solution of our full system model.

The accurate results showcase that our assumption of SPDC holds true and that a nonlinear three DOF model explains all the effects observed in measurements of the micro mirror, such as resonant three-mode excitations, amplitude depletion of the drive mode, hysteretic behaviour and limit cycles. Our model not only predicts the frequency range where coupling occurs, but can also be used to emulate the amplitude response curves within the coupling region.

Thus, we have established a procedure with low computational cost that predicts the occurrence of mode coupling and its amplitude. Due to the wide variation in linear mode frequencies which stems from the large deviations from nominal process parameters in MEMS surface technologies, such a prediction can point out individual chips with low critical deflection angles as well as provide valuable input for design optimization. Naturally, a highly desirable future goal is to determine the nonlinear coupling coefficients numerically, e.g. by using finite element formulations of the strain energy^[@CR46]^, and thus provide simulative predictions of mode coupling during device design.

In essence, our work has shown that fundamental nonlinear phenomena such as SPDC occur in mechanical structures where two prerequisites are given: The vibrational modes of the structure must fulfil an internal resonance condition on one hand and have a reasonably large coupling on the other hand. Due to their complex geometry and thus, mode spectrum, our micro mirror designs have a high likelihood of fulfilling these requirements, in contrast to typical design elements such as plates, membranes or beams. Thus, in future work one could aim at designing mechanical structures not only to study further fundamental effects, but also to exploit nonlinearities for innovative actuation and sensing principles. As a further step, one could even create designs in the nanometre scale to reach for quantum mechanical behaviour governed by fundamental nonlinear processes.

Methods {#Sec13}
=======

Laser Doppler vibrometry measurements {#Sec14}
-------------------------------------

By using a piezoelectric vibratory plate below the micro mirror device with a broad-band Gaussian noise spectrum we actuate the linear vibratory modes of the mirror causing deflections in the nanometre range. Depending on the mode shapes, some modes respond better to the vibratory actuation than others. We can thus measure the resulting response spectrum, see Fig. [2b](#Fig2){ref-type="fig"}. The spectrum contains the information about the linear mode frequencies and the linear quality factors of the three relevant modes.

In a different test setup, using direct piezoelectric actuation, we can also detect the response spectrum. In this case, we only find one sharp peak exactly at the drive frequency *f*~d~ below the critical deflection angle, whereas above the threshold of SPDC we find three sharp peaks at *f*~*osc*,1~, *f*~*osc*,2~ and *f*~d~ with the exact relation *f*~*osc*,1~ + *f*~*osc*,2~ = *f*~d~, see Fig. [2a](#Fig2){ref-type="fig"}.

The point of measurement, denoted by the red dot in Fig. [1](#Fig1){ref-type="fig"}, is chosen for its location on the frame. This position entails deflections on a similar scale for all three relevant modes which is of an advantage for precise LDV measurements. The choice of points is also limited by the packaging of the mirror that does not expose the full frame structure, but only the central part.

Optical measurements of amplitude response curves {#Sec15}
-------------------------------------------------

In order to conduct frequency sweeps, an optical test setup is used as shown in Fig. [7](#Fig7){ref-type="fig"}: A laser beam is pointed at the reflective mirror surface and redirected by a stationary mirror onto a screen that incorporates a scale for relating the length of the projected line directly to the deflection angle of the micro mirror (which in turn is directly proportional to the maximum amplitude of the outer mirror edge).Figure 7Schematic of the optical test setup: A laser beam that is pointed at the reflective micro mirror surface. When the mirror is actuated, the beam is deflected and projected onto a screen. The length of the resulting line is proportional to the deflection angle of the mirror.

The actuation of the mirror is provided by a frequency generator that yields a sinusoidal input voltage. The frequency sweep is conducted manually with increments of 1 Hz in forward and reverse direction for each chosen input voltage. Since the onset of parametric down-conversion might experience critical slowing-down, waiting times of several seconds are implemented in the vicinity of the critical point in order to measure stationary state system behaviour. These measurements yield amplitude response curves for forward and reverse frequency sweeps, see Fig. [6](#Fig6){ref-type="fig"}.

Rotating wave approximation {#Sec16}
---------------------------

Rotating wave approximation can be used for the simplified analysis of high-Q oscillatory systems. We introduce the concept of RWA: Starting from Equations ([8](#Equ8){ref-type=""}) and ([9](#Equ9){ref-type=""}), we define an auxiliary function *f* as:$$\documentclass[12pt]{minimal}
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We use Equations ([5](#Equ5){ref-type=""}--[7](#Equ7){ref-type=""}) to rewrite $\documentclass[12pt]{minimal}
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Combining Equations ([22](#Equ22){ref-type=""}), ([23](#Equ23){ref-type=""}) and ([24](#Equ24){ref-type=""}) and using the identity $\documentclass[12pt]{minimal}
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The RWA is based on the central assumption that fast oscillations can be neglected. In practise, the RWA is performed by multiplying Equation ([25](#Equ25){ref-type=""}) on both sides by $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{rcl}{\dot{a}}_{n} & = & -i{{\rm{\Delta }}}_{n}{a}_{n}-\tfrac{{\omega }_{0,n}}{2{Q}_{n}}{a}_{n}-{\delta }_{n,0}\tfrac{{F}_{n}(t)}{\sqrt{2}{\omega }_{0,n}}-NLT\\  & = & -i{{\rm{\Delta }}}_{n}{a}_{n}-\tfrac{{\omega }_{0,n}}{2{Q}_{n}}{a}_{n}-i{P}_{n}^{\ast }-NLT\end{array}$$\end{document}$$

Here, we introduce Δ~*n*~ = *ω*~0,*n*~ − *ω*~osc,*n*~. In the same spirit, we obtain all nonlinear terms in Equation ([5](#Equ5){ref-type=""}):$$\documentclass[12pt]{minimal}
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The three-wave coupling terms take on different forms for the three modes: For the drive mode, we obtain *αq*~1~*q*~2~ → −*iαa*~1~*a*~2~. Similarly, the parasitic modes 1 and 2 yield $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha {q}_{0}{q}_{2}\to -\,i\alpha {a}_{0}{a}_{2}^{\ast }$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha {q}_{0}{q}_{1}\to -\,i\alpha {a}_{0}{a}_{1}^{\ast }$$\end{document}$, respectively.

Like in other averaging methods^[@CR30]^, the validity of the RWA for the three degree-of-freedom model given by Equations ([5](#Equ5){ref-type=""}--[7](#Equ7){ref-type=""}) depends on a time-scale separation between slow and fast variables. Whereas the fast oscillation changes on the time-scale of oscillation frequencies ∝*ω*^−1^, the slow variables change on time-scales $\documentclass[12pt]{minimal}
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                \begin{document}$$\propto {(\frac{\omega }{Q})}^{-1}$$\end{document}$. The RWA assumes that the fast oscillations average to zero during the transient evolution of the slow variables. Thus, the RWA is valid for high-Q systems, i.e. *Q* ∝ 10^2^ or higher. In additon, by neglecting the fast oscillating terms, the RWA implicitly assumes that the remainder of the fast oscillating terms which has not been averaged out is small. For nonlinear terms, this only holds true if the nonlinearities which are the product of nonlinear (coupling) coefficients and amplitude are small in the regimes of interest. One possible way to quantify this statement is by comparing the nonlinear and the linear stiffness: The RWA is valid if e.g. $\documentclass[12pt]{minimal}
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