Abstract. We introduce a class of pseudo-Boolean functions called ordered, symmetric half-products. The class includes a number of well known scheduling problems. We study sets of dominating solutions for minimization of the half-products, and we show their fully polynomial time approximation schemes that use a natural rounding scheme to obtain -solutions in O(n 2 / ) time.
Introduction
A half-product is a pseudo-Boolean function of the form
where a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) are vectors of non-negative integers. The notion of half-products was introduced by Badics and Boros [3] , and independently by Kubiak [18] . It has attracted attention since a number of scheduling problems can be formulated as half-product minimization problems. These include scheduling two machines to minimize to-tal weighted completion time (WCT), Jurisch, Kubiak and Józefowska [15] , scheduling two machines to minimize makespan (MAKS), Jurisch, Kubiak and Józefowska [15] , scheduling a single machine to minimize completion time variance (CTV), Badics and Boros [3] , and Kubiak [18] or to minimize agreeably weighted completion variance (AWCTV), Cheng and Kubiak [7] , scheduling a single machine to minimize total weighted earliness and tardiness (WET), Jurisch, Kubiak and Józefowska [15] , and scheduling with controllable processing times (CON), Janiak, Kovalyov, Kubiak and Werner [12] . The definitions of all these problems as well as their half-products are given in the Appendix. All these scheduling problems have been proven to be NP-hard in the ordinary sense, and fully polynomial time approximation schemes have been developed for all of them, see the Appendix for details.
It is worth observing that half-products occur also in some models of physics, see for instance the energy in the infinite range Mattis model of a spin-glass, Mattis [21] , and also Amit [1] .
Hammer, Hansen, Pardalos and Rader [10] studied exact optimization of half-products.
A subclass of half-products, referred to as symmetric half-products, of the form where x i ⊕ x j = x i x j + x i x j = x i + x j − 2x i x j and x i = 1 − x i , was introduced by Kubiak [18] . We follow here the standard notation for Boolean functions, see for instance Wegener [29] , where the sign ⊕ denotes the exclusive OR also called the parity function. Let e = (1, . . . , 1) be an n-dimensional unit vector. We have the following two relations for the symmetric half-products exploited later in the paper.
for a positive vector a and
for a positive vector b. For convenience, we shall drop the subscripts a and b from the half-product notation whenever this causes no confusion. Symmetric half-products, just like all half-products, have all quadratic terms with non-negative coefficients, and thus, Nemhauser, Wolsey and Fisher [22] , are supermodular functions. The minimization of supermodular functions is known in general to be NP-hard in the strong sense, see for instance
Nemhauser and Wolsey [23] , hence the supermodularity of half-products, in itself, does not seem to help much in finding efficient optimization and approximation algorithms for the half-products.
In this paper, we focus in particular on symmetric half-products with at least one of the two vectors a or b being either ascending or descending. A vector c is ascending
We refer to these half-products as ordered, symmetric halfproducts. It is worth observing that if the half-product on the left hand side in relations (1) and (2) is ordered, then so are both half-products on the right hand side of (1) and (2), furthermore, the order is the same on both sides. Though the minimization of ordered, symmetric half-products still remains generally NP-hard in the ordinary sense (both the CTV and the MAKS half-products are symmetric and ordered, see the Appendix) efficient fully polynomial time approximation scheme of Badics and Boros [3] applies to them as a special class of half-products. Their scheme runs in O((n
time, where A = 1≤i≤n a i and works for any half-product. We show in this paper that a more efficient fully polynomial time approximation scheme based on a natural rounding scheme exist for ordered, symmetric half-products whenever b is descending or a is ascending. The schemes run in O(n 2 / ) time.
On the other hand if b is ascending and a descending, we show that an optimal solution is alternating, and thus its value can be calculated in linear time. Finally, we show dominating and optimal solutions for some other special ordered, symmetric half-products.
W close this short introduction remarking that half-products are special cases of well-known pseudo-Boolean quadratic functions, see Boros and Hammer [4] , Hansen, Jaumard and Mathon [13] , for which the general minimization problem does not admit polynomial approximation scheme if P = N P , see Arora et al. [2] .
Optimization of half-products and their approximation schemes
A half-product optimization problem is an optimization problem with the objective to find a vector x * ∈ {0, 1} n that minimizes a function of the form
where H(x) is a half-product and D is a non-negative constant independent of x. Problems MAKS, CTV, AWCTV, WET, WCT, and CON are all halfproduct optimization problems, also, all of them are NP-hard in the ordinary sense. Furthermore, the CTV problem is an example of a symmetric halfproduct and WET is an example of half-product which is not symmetric. The CTV and AWCTV are also examples of ordered half-products, see the Appendix for details.
Badics and Boros [3] propose a fully polynomial time approximation scheme for half-product minimization. Their scheme finds an -solution to any halfproduct 
Proof. We have
From some problems, f (n) is constant. Consider for instance WCT. Jurisch, Kubiak and Józefowska [15] observed that
where
It follows from Eastman, Even and Isaacs [8] that
Consequently,
which proves that an -solution for F (x) is a 2 -solution for W CT (x), and consequently f (n) = 2. Similar results can be shown for MAKS, where f (n) = 1, and CTV, where f (n) = 3, see Kubiak, Cheng and Kovalyov [19] .
Cheng and Kubiak [7] show that f (n) = 4n 2 − 1 for AWCTV. However, for WET, f (n) can not be bounded by any polynomial of n which we show below:
Jurisch, Kubiak and Józefowska [15] observed that
We have
This inequality follows immediately from the following lemma.
Lemma 2 For any optimal solution x *
to a symmetric half-product F (x),
Proof. Let us observe that F (x) is a multilinear function since [24] (see also Hansen, Jaumard and Mathon [13] )
observes that the maximum of a multilinear function over the unit hypercube
is attained in at least one vertex of that hypercube, i.e. in a point
n . Therefore, we have
which ends the proof.
On the other hand, for
Consequently, by defining
. . , n, and choosing M arbitrarily large, for instance M = 2 n , we can make the ratio
arbitrarily large. Therefore, the fully polynomial time approximation scheme of Badics and Boros [3] does not imply a fully polynomial time approximation scheme for WET, since the a-ratio for WET is not polynomially bounded.
However, such a scheme for WET exists, as was shown by Kovalyov and
Kubiak [16] .
-solutions
We show fully polynomial time approximation schemes for ordered, symmetric half-products with descending b, Theorem 1, or ascending a, Theorem 2.
The schemes are based on the row-column pair of dynamic programs developed by Kubiak [18] originally for the CTV problem but applicable to any symmetric half-product. The schemes use rounding of b vector and a vector, respectively, and each works in O(n 2 / ) time.
Theorem 1 An − solution to the symmetric half-product problem with
Proof. Let us find y that maximizes
(i) y can be found in O(n 1≤j≤n−1 b j ) time by a dynamic programming algorithm of Kubiak [18] . This algorithm solves the following recurrence relation:
for h(1, 0) with the boundary condition h(n + 1, B) = 0 for all B. We have (ii) y is an -solution since
Therefore, it suffices to prove that
This, however, holds since
Theorem 2 An − solution to the symmetric half-product problem with
(i) y can be found in O(n 2≤i≤n a i ) time by a dynamic programming algorithm of Kubiak [18] . This algorithm solves the following recurrence relation: (ii) y is an -solution since
This holds since 0 ≤ a 2 ≤ a 3 ≤ . . . ≤ a n and consequently a ≤ (a j+1 + . . . + a n )/(n − j).
Dominating and Optimal Solutions
If both a and b are either ascending or descending, then the matrix (a i b j ) is anti-Monge, i.e.
for 1 ≤ i < k ≤ n and 1 ≤ j < l ≤ n. The two cases are NP-hard, the former since MAKS (and also CTV) are NP-hard, the latter since MAKS is NP-hard. However, in both cases -solutions can be computed in O(n 
for 1 ≤ i < k ≤ n and 1 ≤ j < l ≤ n. Though the schemes of Section 2 fail for half-products with ascending b and descending a, we show that development of such schemes is superfluous since the alternating solutions are optimal for any half-product F (x) in this case. An alternating solution assigns one value to the even-indexed variables and the other to the oddindexed variables. W have the following result. 
Theorem 3 The symmetric half-product
Proof. By the symmetry of f (x) it is sufficient to consider only solutions x with 0 < n 0 ≤ n 1 , where n 0 and n 1 are the number of 0's and 1's respectively in x. Thus, n 0 = 1, . . . , n/2 . For a solution x and j, j = 1, . . . , n − 1 we
Since there are exactly n 0 n 1 products
where y = B n 0 , which proves the lemma.
On the other hand solutions for ascending a are dominated by blocks B n/2 , . . . , B n−1 since a proof similar to this of Lemma 3 shows the following lemma.
Lemma 4 At least one of the blocks
Finally, for general non-negative ascending a and descending b we have the following theorem. Proof. For a solution x = B n/2 with equal numbers of 0's and 1's, define an n by n matrix X as follows:
Also, define
We now show how to exchange the 1's in X to obtain a matrix Y such that
where y = B n/2 , and
H(X) ≤ H(Y ).
Let k * be the largest k such X kj = 1 for some n/2 < j < k ≤ n. Let X k * l = 0 for some l ≤ n/2. Consider the following two cases:
In Case 1, set X k * j := 0 and X k * l := 1. In Case 2, let X i * l = 1 for some i * < n/2. Set X i * l := 0 and X k * l := 1, and X k * j := 0 and X i * j := 1.
The value of H does not decrease as a result of the exchange since
in Case 2,
. By applying the exchange sufficiently many times we obtain a matrix X with X ij = 0 for n/2 < i, j ≤ n, and 1≤i≤n X ij ≤ n/2 for 1 ≤ j ≤ n/2. Because of the latter, we can move the 1's in a column 1 ≤ j ≤ n/2 "down" to rows n/2 + 1, . . . , n. Thus, we may assume that
H(X) ≤ H(X ).
Finally, we observe that 
Conclusions
We studied the problem of minimizing ordered, symmetric half-products.
The problem is NP-hard in the ordinary sense. We presented fully polynomial Complexity and approximation: NP-hard in the ordinar sense, Karp [14] . Fully polynomial time approximation schemes, Ibarra and Kim [11] , Lawler [20] , and Sahni [25] .
WCT: Find a schedule of n jobs with processing times p 1 , . . . , p n and weights w 1 , . . . , w n on two identical machines to minmize weighted completion time n i=1 w i C i . Equivalent half-product:
where the jobs are ordered so that
Complexity and approximation: NP-hard in the ordinar sense, Bruno, Coffman and Sethi [5] . Fully polynomial time approximation schemes, Sahni [25] , and Section 2 of this paper.
WET: Find a schedule of n jobs with processing times p 1 , . . . , p n and weights w 1 , . . . , w n on a single machine to minmize total weighted earliness/tardiness, n i=1 w i |C i − d|, for a given common unrestrictive due date d.
Equivalent half-product:
Complexity and approximation: NP-hard in the ordinar sense, Hall and Posner [9] . Fully polynomial time approximation scheme, Kovalyov and Kubiak [16] .
CTV: Find a schedule of n+1 jobs with processing times p 1 , . . . , p n , p n+1 on a single machine to minimize completion time variance
where C is the average completion time.
Equivalent half-product: Complexity and approximation: NP-hard in the ordinar sense, Kubiak [17] . Fully polynomial time approximation schemes, Cai [6] , Woeginger [28] , Cheng and Kubiak [7] .
CONT: Find a schedule of n jobs on a single machine to minimize the sum of the total weighted completion time n j=1 w j C j , and the total weighted processing time compression Complexity and approximation: NP-hard in the ordinary sense, Janiak et al [12] . Fully polynomial time approximation schemes Janiak et al [12] .
