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Introduction
Pendant l’anne´e 2008, l’ide´e d’un pe´trole de moins en moins disponible et a` des prix de plus en plus
chers e´tait dans tous les esprits. Les de´calages entre l’offre et la demande ont participe´ a` ce que les
prix du baril augmentent de fac¸on exceptionnelle jusqu’en milieu d’anne´e. Malgre´ une baisse des
prix toute aussi rapide ensuite, les besoins croissants des pays en de´veloppement et les contraintes
sur les ressources pe´trolie`res font que les compagnies pe´trolie`res investissent de plus en plus en
R&D. Un enjeu e´nerge´tique actuel, dans le secteur de l’amont pe´trolier, est le de´veloppement de
technologies qui permettraient d’obtenir de meilleurs taux de re´cupe´ration ou qui rendraient pos-
sible l’exploitation de gisements connus auparavant comme inexploitables.
Le progre`s technologique est un important facteur a` prendre en compte pour l’e´valuation des re´-
serves. En effet, par le terme de re´serves, on ne parle pas de ce qui reste effectivement sous terre,
mais de la quantite´ de pe´trole exploitable aujourd’hui ou qui pourrait eˆtre exploite´ dans le fu-
tur sous re´serve de posse´der les technologies ade´quates et sous re´serve d’un couˆt de production
rentable. On distingue ainsi du pe´trole conventionnel (celui exploite´ actuellement), le pe´trole non-
conventionnel qui regroupe des volumes conside´rables d’hydrocarbures, aujourd’hui a` maturite´,
qu’on ne sait pas extraire.
Par pe´trole non-conventionnel on parle par exemple de pe´trole lourd, extra-lourd et de bitume. Les
accumulations en bruts lourds, dont rece`le le sous-sol, repre´sentent un potentiel majeur de re´serves
e´nerge´tiques pour le futur. Elles se trouvent un peu partout dans le monde (Moyen-Orient, Russie,
Mexique, Bre´zil) mais la majeur partie se concentre au Canada (au bord du lac Athabasca) et au
Ve´ne´zuela (sur les rives de l’Ore´noque). Bien qu’en grande quantite´, l’exploitation de ces bruts
reste limite´e car les pays qui les posse`dent pre´fe`rent concentrer leurs efforts sur les ressources plus
faciles a` re´cupe´rer. D’une consistance visqueuse a` quasi solide, ils ne peuvent eˆtre pompe´s sans
eˆtre au pre´alable chauffe´s ou dilue´s. Il faut donc avoir recours a` des proce´de´s de la re´cupe´ration
assiste´e ame´liore´e, qui permettent, par divers moyens, de chauffer l’huile en place pour diminuer
sa viscosite´ et favoriser son e´coulement vers les puits producteurs.
Malgre´ son couˆt d’exploitation relativement e´leve´ et ses consommations importantes en eau et en
e´nergie, le Steam Assisted Gravity Drainage (SAGD) est le proce´de de re´cupe´ration thermique
sur lequel plusieurs compagnies pe´trolie`res fondent de grands espoirs. Ce proce´de´ consiste en deux
puits horizontaux fore´s l’un au dessus de l’autre a` quelques me`tres d’e´cart. De la vapeur est in-
jecte´e dans le re´servoir par le puits supe´rieur ce qui provoque la formation d’une chambre. L’huile
situe´e au voisinage des parois de la chambre se re´chauffe et descend ensuite par gravite´ vers le
puits producteur en meˆme temps que de l’eau liquide issue de la condensation de la vapeur.
Le de´veloppement de gisements par SAGD ne´cessite de mettre en oeuvre des technologies couˆteuses
qui pre´sentent, de plus, de nombreux risques techniques, e´conomiques et environnementaux. La
simulation nume´rique de ce proce´de´ est alors un outil appre´ciable qui permet de comprendre les
me´canismes physiques de´terminants, mais aussi de fournir des estimations de production et d’aider
a` la de´cision en rendant possible l’e´valuation des investissements et des risques associe´s.
Cependant, les simulations nume´riques du SAGD pre´sentent des inconve´nients non ne´gligeables.
C’est le suivi de l’interface d’e´coulement qui constitue une difficulte´ majeure dans la simulation
du proce´de´. Le proble`me est que la zone d’e´coulement de l’huile est peu e´paisse en pratique (de
quelques de´cime`tres en de´but de simulation a` quelques me`tres ensuite) compare´e aux dimensions du
re´servoir. Ainsi, la discre´tisation en espace doit eˆtre assez fine si l’on souhaite obtenir des re´sultats
qui ne de´pendent pas de la re´solution de la grille et si l’on souhaite pre´dire de fac¸on relativement
pre´cise la production en huile. Il faut donc parfois utiliser des mailles dont les dimensions ne
de´passent pas le me`tre, ce qui peut amener a` des simulations a` plusieurs millions de mailles dans
des cas re´els : cela entraˆıne alors des temps globaux de simulation extreˆmement longs.
C’est pourquoi il est ne´cessaire d’utiliser une technique de sous-maillage dynamique pour suivre
le de´placement de l’interface d’e´coulement, dans le but d’avoir de fines cellules uniquement dans
cette zone et des cellules plus grossie`res en dehors. Ainsi le nombre total de cellules est re´duit tout
comme les temps de calculs.
Des e´tudes re´centes sur l’utilisation de me´thodes de raffinement de maillage adaptatif pour le
proble`me d’injection de vapeur en milieu poreux ont de´ja` e´te´ publie´es ([10], [46]). L’interface
d’e´coulement est ge´ne´ralement de´tecte´e par des gradients de tempe´rature et de saturations, ou
meˆme par des valeurs seuils de ces variables ([30]). Ces e´tudes ont montre´ que l’utilisation d’une
technique de sous-maillage dynamique pouvait permettre d’atteindre une certaine pre´cision dans
les re´sultats tout en diminuant les temps de calculs. Malgre´ les gains en temps observe´s, pour
ajuster l’amplitude des gradients il est ne´cessaire de faire quelques calculs sur grille entie`rement
fine.
A` l’IFP, un ge´ne´rateur de maillages adaptatifs a e´te´ de´veloppe´ pour la simulation du SAGD. Couple´
au simulateur de re´servoir PumaFLOW , il permet de mettre a` jour re´gulie`rement le maillage au
cours de la simulation en raffinant localement les mailles situe´es dans la zone d’e´coulement.
L’objet principal de ce travail de the`se consiste a` de´finir de nouveaux crite`res de raffinement pour
ce ge´ne´rateur de maillages adaptatifs. Base´s sur des estimateurs d’erreur a posteriori pour des sche´-
mas volumes finis pour des e´quations hyperboliques non line´aires, nous verrons que les nouveaux
crite`res que nous proposons ont la particularite´ d’avoir des bornes supe´rieures qui ne de´pendent
que des donne´es initiales du proble`me. Nous verrons de plus, qu’en milieux homoge`ne et he´te´ro-
ge`ne, ils permettent d’e´viter un raffinement trop important, notamment celui de zones ou` il n’y a
pas d’e´coulement.
Ce manuscrit s’organise de la fac¸on suivante.
Chapitre 1
Dans ce chapitre, nous pre´sentons le principe du SAGD et le mode`le mathe´matique associe´.
Apre`s la de´finition des diffe´rentes grandeurs physiques intervenant dans la mode´lisation de fluides
en milieu poreux, nous pre´sentons les diffe´rents me´canismes d’exploitation des hydrocarbures. Nous
verrons pre´cise´ment en quoi consistent les me´thodes d’extraction thermiques, et particulie`rement,
le principe du proce´de´ SAGD.
Nous introduisons ensuite les diffe´rentes lois de conservation et les e´quations de continuite´ qui
de´crivent le mode`le de re´servoir “dead oil thermique” (mode`le mathe´matique de notre e´tude).
Nous rappellerons l’influence de la tempe´rature et de la pression sur les diffe´rentes proprie´te´s des
fluides ainsi que sur les proprie´te´s thermodynamiques.
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Nous terminons le chapitre avec la de´finition des conditions initiales et des conditions d’exploitation
qui reviennent a` imposer des conditions aux limites a` certains endroits du re´servoir (injection de
vapeur par le puits injecteur, production d’eau et d’huile par le puits producteur, etc.).
Chapitre 2
Le but ici est de rappeler l’inte´reˆt d’une me´thode de raffinement de maillage adaptatif pour la
simulation du SAGD.
Nous allons tout d’abord pre´senter le simulateur de re´servoir PumaFLOW et le mode`le nume´rique
imple´mente´ dans ce logiciel.
Des premiers tests nume´riques sur un cas synthe´tique montreront l’influence de la taille des mailles
sur les profils de production en huile. Ainsi, le raffinement de maillage adaptatif apparaˆıt comme
un bon compromis entre pre´cision des re´sultats et temps de calculs.
Nous introduisons alors brie`vement le principe du raffinement de maillage adaptatif. Nous pre´-
sentons ensuite, plus particulie`rement, la me´thode mise en place a` l’IFP pour la mode´lisation du
SAGD.
Enfin, nous pre´sentons des premiers re´sultats ou` la strate´gie de raffinement est base´e sur des tem-
pe´ratures seuils. Malgre´ les gains en temps observe´s, nous verrons que l’utilisation de tempe´ratures
seuils comme crite`re de raffinement limite les performances de l’adaptation du maillage en milieux
homoge`nes. Nous montrerons de plus que cette technique de raffinement n’est pas approprie´e en
milieux he´te´roge`nes.
Chapitre 3
Dans ce chapitre, nous de´finissons, pour la me´thode IFP, une nouvelle strate´gie de raffinement
base´e sur une estimation d’erreur a posteriori pour des sche´mas volumes finis pour des e´quations
hyperboliques non line´aires.
Le mode`le mathe´matique du proble`me SAGD e´tant complexe, nous focalisons notre e´tude sur
l’e´quation de conservation de la masse de l’huile. Apre`s quelques simplifications, nous re´crivons
cette loi de conservation en une e´quation hyperbolique non line´aire connue.
A partir de l’estimation d’erreur a posteriori pour des sche´mas volumes finis pour des e´quations
hyperboliques non line´aires mise au point par D. Kro¨ner et M. Ohlberger [28], nous pre´sentons
les principaux re´sultats mathe´matiques aboutissant a` la construction de nouveaux crite`res de
raffinement.
Ensuite, nous poursuivons par une application de ces nouveaux crite`res en milieux homoge`nes et
he´te´roge`nes. Nous comparons alors les re´sultats ou` les crite`res de raffinement sont dans un cas
le crite`re de´rive´ de l’estimation d’erreur a posteriori et dans l’autre cas des tempe´ratures seuils.
Nous comparons e´galement ces re´sultats avec ceux obtenus pour le cas fin de re´fe´rence. Les points
importants que nous regardons sont le maillage obtenu pour les deux crite`res e´tudie´s, le cumule´
d’huile produit, la re´duction du nombre de mailles et les gains en temps de calculs.
Chapitre 4
Dans ce chapitre, nous de´finissons une strate´gie de raffinement base´e sur une estimation d’erreur a
posteriori pour des syste`mes hyperboliques syme´triques. Il s’agit d’une e´tude acade´mique qui fait
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suite aux travaux de J.P. Vila et P. Villedieu [45].
De fac¸on quasi analogue a` celle mene´e par D. Kro¨ner et M. Ohberger dans [28], comme l’ont
fait V. Jovanovic´ et C. Rohde [26], nous reprenons l’e´tude de J.P. Vila et P. Villedieu [45] sur la
convergence d’un sche´ma volumes finis pour des syste`mes de type Friedrichs.
A partir du re´sultat fondamental de J.P. Vila et P. Villedieu sur le controˆle de l’erreur a` l’aide
de termes de mesures, nous de´montrons une estimation d’erreur a posteriori en norme L2. Les
techniques de passage de l’estimation d’erreur a priori a` l’estimation d’erreur a posteriori sont
similaires a` celles utilise´es dans le chapitre 3.
Nous de´finissons ensuite les estimateurs d’erreur locaux a` partir desquels nous construisons une
technique de raffinement de maillage adaptatif.
Enfin, nous terminons par la validation de cette me´thode a` travers quelques simulations nume´-
riques.
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I. Quelques notions d’ingénierie de réservoir et
présentation de la modélisation du procédé
SAGD
Depuis la re´cente fluctuation des prix, les compagnies pe´trolie`res investissent de plus en plus en
R&D afin d’augmenter les taux de re´cupe´ration, d’exploiter des gisements difficiles (comme des
re´servoirs de bruts lourds, fracture´s ou tre`s peu perme´ables), d’optimiser la production de champs
matures ou la production de gisements en grands fonds, avec un souci de rentabilite´, tout en es-
sayant de pre´server l’environnement. C’est dans ce contexte que l’inge´nierie de re´servoir, qui a
pour objectif d’ame´liorer l’e´valuation, le de´veloppement et l’exploitation des gisements, suit son
e´volution.
Dans ce chapitre introductif, nous allons rappeler, dans un premier temps, le processus de forma-
tion des re´servoirs d’hydrocarbures, ainsi que les caracte´ristiques physiques qui les de´finissent.
Nous verrons ensuite que, lorsque les forces naturelles de ces re´servoirs ne permettent pas une
bonne re´cupe´ration des hydrocarbures en place, diffe´rents proce´de´s d’extraction peuvent eˆtre en-
visage´s.
Parmi ces proce´de´s, des techniques de re´cupe´ration tre`s e´labore´es, telles que les me´thodes ther-
miques, connaissent aujourd’hui un regain d’inte´reˆt qui se justifie par la recherche d’un meilleur
taux de re´cupe´ration et par le besoin d’exploiter des gisements inexploitables autrement. Nous
verrons ainsi, en quoi consiste le proce´de´ thermique : Steam Assisted Gravity Drainage (SAGD).
Le mode`le mathe´matique que nous allons utiliser pour la simulation de ce proce´de´ est le mode`le
dead-oil thermique. Apre`s une courte description des mode`les de re´servoirs, nous introduisons les
diffe´rentes lois qui mode´lisent les e´coulements dans le re´servoir, soient : la loi de Darcy, la loi de
conservation des masses de chaque composant, la loi de conservation de l’e´nergie, les relations
d’e´quilibre des phases et la loi de conservation du volume poreux. Cela conduit a` un syste`me
d’e´quations aux de´rive´es partielles non line´aires dont les inconnues sont les pressions, les saturations
de chacune des phases et la tempe´rature.
I Quelques notions d’inge´nierie de re´servoir et pre´sentation de la mode´lisation du proce´de´ SAGD
1 Formation et caractérisation d’un réservoir
1.1 Formation et migration des hydrocarbures
Les hydrocarbures sont issus de transformations diverses et successives de matie`res organiques, qui
tirent leur origine du phytoplancton marin et de plantes terrestres [15].
Le processus de formation de ces hydrocarbures, qui peut s’e´taler sur une pe´riode allant d’une
dizaine de millions a` quelques centaines d’anne´es, de´bute par une se´dimentation : les restes des
matie`res organiques sont transporte´s par l’eau et enfouis en milieu marin ou fluvial (Figure I.1).
Fig. I.1: Se´dimentation [20]
Au fur et a` mesure que les se´diments s’enfouissent, ils subissent une subsidence qui est accompa-
gne´e par une augmentation de la chaleur et de la pression. Les matie`res organiques, qui n’ont pas
e´te´ de´truites par oxydation lors de l’enfouissement, contiennent du ke´roge`ne qui devient instable
avec la monte´e en tempe´rature. Les hydrates de carbone craquent alors en hydrocarbures (voir la
Figure I.2) : on parle de craquage thermique.
Fig. I.2: Compaction [20]
Les hydrocarbures ainsi forme´s au sein des roches me`res (de tre`s fines roches se´dimentaires riches
en ke´roge`ne et ayant atteint des conditions de tempe´rature et de pression ne´cessaires a` la formation
d’huile et de gaz), sont ensuite tre`s ge´ne´ralement expulse´s vers des zones a` pression plus faible ; c’est
la pression, exerce´e par les couches rocheuses susjacentes, associe´e a` la gravite´ qui provoque cette
migration (dite migration primaire) des hydrocarbures vers des couches se´dimentaires supe´rieures.
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Les densite´s du gaz et de l’huile e´tant plus faibles que celle de l’eau, les hydrocarbures remontent
jusqu’a` ce qu’ils soient emprisonne´s dans des roches se´dimentaires poreuses, telles que du gre`s ou
du calcaire situe´s sous des barrie`res moins perme´ables (comme des argiles), ou jusqu’a` ce qu’ils
atteignent la surface (Figure I.3).
Fig. I.3: Migration [20]
Une fois pie´ge´, le pe´trole peut eˆtre encore de´grade´ suite a` des infiltrations d’eau et de bacte´ries.
Cela de´truit les compose´s le´gers des hydrocarbures. A` de faibles profondeurs, dans des sables tre`s
perme´ables, la de´gradation se fait plus rapidement et peut aboutir a` du pe´trole lourd ou du bitume.
1.2 Les roches sédimentaires
Une fois qu’un gisement a e´te´ identifie´ dans un bassin, l’inge´nieur re´servoir essaie d’estimer trois
quantite´s par divers proce´de´s (telles que les mesures sur carottes en laboratoire ou l’e´tude des
diagraphies) : la porosite´, les saturations d’huile et de gaz et la perme´abilite´. Les deux premie`res
permettent d’estimer les volumes en place et la dernie`re, la facilite´ avec laquelle les fluides pourront
se de´placer et donc eˆtre produits.
1.2.1 Le réseau poreux
Une roche poreuse est constitue´e de grains entre lesquels il existe des espaces de dimensions tre`s
faibles (de l’ordre du microme`tre), appele´s pores, qui permettent le passage de liquides ou de gaz.
La porosite´ est de´finie de fac¸on ge´ne´rale par :
φ = V olume de pores
V olume total de l′échantillon de roche .
Cette grandeur adimensionnelle varie au sein du gisement en fonction de la nature de la roche
et de la pression de pore. Pour des roches faiblement consolide´es (c’est en particulier le cas pour
des champs de bruts lourds), cette porosite´ peut e´voluer au cours de l’exploitation du gisement
sous l’effet de variations de la pression de pore lie´es a` la production et/ou l’injection de vapeur
(exploitation par SAGD par exemple). Pour ce type de champ, une prise en compte des effets
ge´ome´caniques peut eˆtre ne´cessaire [34].
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En ge´ne´ral, la porosite´ est dite :
– faible si elle est < a` 5%,
– me´diocre si elle est comprise entre 5% et 10%,
– moyenne si elle est comprise entre 10% et 20%,
– bonne si elle est comprise entre 20% et 30%,
– et excellente si elle est > a` 30%.
1.2.2 La perméabilité
La perme´abilite´ intrinse`que (ou absolue) de la roche, K, est par de´finition son aptitude a` laisser
circuler, sous l’effet de variations de pression dans le re´seau poreux, un fluide dont elle est sature´e.
La perme´abilite´ de´pend de la nature de la roche et de sa profondeur. Elle est homoge`ne a` une
surface et s’exprime dans le syste`me international en m2. Mais cette unite´ n’e´tant pas physiquement
adapte´e, les inge´nieurs re´servoirs pre´fe`rent travailler avec le milliDarcy (de symbole mD, 1 mD =
0.987 · 10−15 m2).
Une perme´abilite´ est dite :
– tre`s faible si elle est < a` 1 mD,
– faible si elle est comprise entre 1 mD et 10 mD,
– me´diocre si elle est comprise entre 10 mD et 50 mD,
– moyenne si elle est comprise entre 50 mD et 200 mD,
– bonne si elle est comprise entre 200 mD et 500 mD,
– et excellente si elle est > a` 500 mD.
Elle est traditionnellement repre´sente´e par un tenseur, K, de´fini comme suit :
K =
Kxx Kxy KxzKyx Kyy Kyz
Kzx Kzy Kzz
 .
Lorsque les termes diagonaux sont les seuls termes non nuls et qu’ils sont tels queKxx = Kyy = Kzz,
le milieu est dit isotrope. Par contre, si au moins deux de ces termes diagonaux sont diffe´rents, le
milieu est alors dit anisotrope. En ge´ne´ral, la perme´abilite´ d’une roche selon les directions verticale
et horizontale est anisotrope et pre´sente de forts contrastes (Kv < Kh).
On dit aussi que le milieu est homoge`ne si la perme´abilite´ et la porosite´ du milieu sont partout les
meˆmes. Dans le cas contraire, on parle de milieu he´te´roge`ne.
1.2.3 Les saturations
Pour estimer les re´serves, en plus de la porosite´, il est ne´cessaire de connaˆıtre la nature et le volume
des fluides qui occupent les pores de la roche. La saturation en un fluide d’un e´chantillon de roche
repre´sente la proportion d’occupation du volume poreux par ce fluide.
On de´finit ainsi la saturation d’un fluide p par :
Sp =
V olume poreux occupé par le fluide p
V olume de pores
.
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Remarque 1.1. Lors de la migration des hydrocarbures, l’huile chasse l’eau des pores (phe´nome`ne
de drainage), mais il reste toujours une fine pellicule d’eau dite eau interstitielle. Ceci est lie´ aux
phe´nome`nes capillaires. Les valeurs courantes de la saturation en eau interstitielle varient entre
10% et 35%.
1.2.4 La répartition des fluides dans le réservoir
La re´partition des fluides dans la roche re´servoir est conditionne´e par la mouillabilite´ de la roche
et par la gravite´.
Avant le de´but de l’exploitation, un gisement est suppose´ eˆtre a` l’e´quilibre gravitaire et thermo-
dynamique. Sous les effets de la gravite´, on observe une se´gre´gation verticale des fluides dans le
re´servoir : le gaz, moins dense, se situe au dessus de l’huile qui elle-meˆme est au dessus de l’eau
(voir la Figure I.4).
gaz
huile
eau
Fig. I.4: Se´gre´gation verticale des fluides sous l’effet de la pesanteur
Pour de´finir les conditions d’exploitation, notamment les de´bits d’injection et de production, il est
ne´cessaire de de´terminer la pression du gisement. On suppose que la pression d’un fluide p, Pp, ne
de´pend que de la cote z, et est de´termine´e par
dPp
dz
= ρp.g,
ou` g est l’acce´le´ration de la pesanteur, et ou` ρp est la masse volumique du fluide conside´re´.
Notons que la pre´sence d’un doˆme de gaz (ou gas-cap) n’est pas obligatoire si la pression de
l’huile, Po, reste supe´rieure a` la pression de bulle initiale (pression a` laquelle la premie`re bulle de
gaz apparaˆıt). Le gaz peut apparaˆıtre plus tard, au cours de l’exploitation, si la pression diminue
suffisamment.
Lorsque les fluides sont non miscibles, il existe une tension interfaciale entre les fluides au niveau
de leur surface de contact et donc une diffe´rence de pression que l’on appelle pression capillaire.
Ces pressions capillaires de´pendent de la taille des pores et de la mouillabilite´ de la roche a` ces
fluides (pre´fe´rence de la roche a` eˆtre couverte par l’un de ces fluides).
En ge´ne´ral, les roches re´servoirs sont :
– en pre´sence d’eau et d’huile, mouillables a` l’eau,
– en pre´sence d’huile et de gaz, mouillables a` l’huile,
– en pre´sence d’eau et de gaz, mouillables a` l’eau.
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La pression capillaire, qui repre´sente la diffe´rence de pression qui existe a` l’interface de deux fluides
non miscibles (p1 e´tant le fluide mouillant et p2 le fluide non mouillant ), est de´finie par :
Pcp1p2 = Pp1 − Pp2 .
Dans les roches a` faible porosite´, les pressions capillaires sont importantes. Inversement, dans les
roches a` porosite´ forte, ces pressions sont plus faibles.
2 Mécanismes de récupération
Une des taˆches de l’inge´nierie de re´servoir est de proposer des sche´mas de re´cupe´ration des hydro-
carbures en tenant compte de la configuration du re´servoir.
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Fig. I.5: Synthe`se des proce´de´s de re´cupe´ration [32]
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Dans la plupart des gisements d’huile, une simple production ou de´ple´tion dans le gisement ne
permet la re´cupe´ration que d’une faible partie de l’huile (re´cupe´ration primaire). En effet, au cours
de la production, la chute de pression re´duit l’e´coulement de l’huile vers les puits producteurs. Cela
peut e´galement entraˆıner l’apparition de gaz libre dans le re´servoir, ce qui peut eˆtre tre`s pe´nalisant.
Le gaz est ge´ne´ralement plus mobile que l’huile et s’e´coule donc de pre´fe´rence vers les puits, ce qui
ame`ne a` une production essentiellement gazeuse avec une faible fraction d’huile.
Afin d’e´viter cela, des me´canismes de re´cupe´ration assiste´e classique (re´cupe´ration secondaire) ou
ame´liore´e (re´cupe´ration tertiaire) sont mis en place (injection d’eau ou de vapeur par exemple).
Tout en maintenant la pression, le balayage des hydrocarbures par le fluide injecte´ ame´liore ainsi
la production d’huile. Ceci permet de prolonger la production.
Dans ce qui suit, les diffe´rentes valeurs des taux de re´cupe´ration sont issues de [32].
2.1 Méthodes de récupération primaire
La re´cupe´ration primaire se fait par drainage naturel par une chute de pression a` l’aide de puits
producteurs. Le taux de re´cupe´ration, qui est en moyenne de 25%, varie suivant la nature de la
roche et des fluides en place. Par exemple, pour un gisement d’huile monophasique, on peut obtenir
un taux de 10%.
En pre´sence d’un aquife`re actif (re´alimente´ par des circulations d’eau souterraines, la pression dans
cet aquife`re reste constante), l’eau pe´ne`tre dans la re´gion du gisement initialement occupe´e par
l’huile, ce qui permet de maintenir la pression du gisement et d’ame´liorer la re´cupe´ration. Cela
permet d’augmenter le taux de re´cupe´ration de 10% a` 60%. De la meˆme fac¸on, l’expansion d’un
doˆme de gaz peut porter ce taux a` 40%. Enfin, dans le cas d’un gisement de gaz, il sera compris
entre 60% et 95%.
2.2 Méthodes de récupération secondaire
A mesure que le pe´trole et le gaz sont produits par de´ple´tion, la pression baisse a` l’inte´rieur du
re´servoir. Afin de stabiliser cette pression au dessus du “point de bulle” et d’augmenter la quantite´
d’huile re´cupe´re´e, on s’oriente vers des techniques secondaires qui consistent a` injecter des fluides
dans le gisement (en premier lieu de l’eau ou du gaz). L’eau est ge´ne´ralement injecte´e a` la base
du gisement, ou bien en pe´riphe´rie afin d’ope´rer une sorte de balayage qui poussera l’huile vers les
puits de production tout en maintenant la pression dans le re´servoir.
Les injections de gaz sont re´alise´es soit au sommet du gisement quand il s’agit simplement de faire
remonter la pression, soit a` sa base pour qu’il de´place vers les puits de production le pe´trole tout
en minimisant la se´gre´gation gravitaire. Elles sont souvent plus efficaces mais plus one´reuses que
les injections d’eau du fait des couˆts de compression. Mais selon la structure du gisement, ces deux
fluides peuvent eˆtre utilise´s alternativement, l’eau e´tant injecte´e a` la partie infe´rieure du gisement
et le gaz a` sa partie supe´rieure afin d’ame´liorer le balayage.
Ces proce´de´s de re´cupe´ration secondaire ont largement fait leurs preuves puisqu’ils contribuent a`
la production des deux tiers des quantite´s de brut dans le monde. Par ailleurs, en faisant appel a`
des architectures de puits plus complexes, tels que des puits horizontaux, on peut augmenter la
surface de drainage et ame´liorer nettement le taux de re´cupe´ration. Le taux moyen varie de 25%
a` 40%.
13
I Quelques notions d’inge´nierie de re´servoir et pre´sentation de la mode´lisation du proce´de´ SAGD
L’efficacite´ de ce type de re´cupe´ration est toutefois limite´e par deux phe´nome`nes :
– a` l’e´chelle macroscopique, compte tenu du profil des e´coulements entre puits injecteurs
et puits producteurs, certaines zones ne sont pas totalement balaye´es par le fluide
injecte´ comme le montre la Figure I.6 (on parle de l’efficacite´ de balayage) ;
– a` l’e´chelle microscopique, le de´placement d’un fluide par un autre n’est jamais total
car il existe une saturation re´siduelle du fluide en place (conse´quence d’un pie´geage
capillaire et gravitaire).
De´but de l’injection Milieu de la production Abandon des puits
• P (producteur), ◦ I (injecteur)
Fig. I.6: Efficacite´ de balayage sur une configuration de puits 5-spot a` diffe´rents temps
L’efficacite´ de balayage repre´sente le produit des efficacite´s horizontale (ou superficielle) et verticale.
L’efficacite´ horizontale repre´sente le rapport de la surface balaye´e par le fluide injecte´ sur la surface
totale de la couche conside´re´e. De la meˆme fac¸on, l’efficacite´ verticale repre´sente le rapport de la
surface balaye´e par le fluide injecte´ sur la surface totale d’une section verticale. Ces deux efficacite´s
de´pendent non seulement de la configuration des puits, mais aussi du rapport des mobilite´s entre
le fluide injecte´ et le fluide de´place´. La mobilite´ d’un fluide p est globalement de´finie par :
Mp = K
krp
µp
,
ou` K est la perme´abilite´ absolue de la roche, krp la perme´abilite´ relative du fluide p et µp la
viscosite´ de ce meˆme fluide.
Ainsi, l’efficacite´ de balayage diminue lorsque le rapport de la mobilite´ du fluide de´plac¸ant sur
celle du fluide de´place´ augmente [40] ; des digitations apparaissent alors (voir Figure I.7 (a)).
L’e´coulement est stable lorsque ce rapport est infe´rieur a` 1 (voir Figure I.7 (b)).
14
2 Me´canismes de re´cupe´ration
(a) cas instable (b) cas stable
Fig. I.7: Influence du rapport de mobilite´ sur l’e´coulement [1]
Un autre facteur ne´faste a` la re´cupe´ration est le pie´geage du fluide que l’on souhaite extraire,
dans les pores de la roche. Ce sont les forces capillaires qui sont responsables de ce me´canisme. A
l’e´chelle du pore, les pressions capillaires sont fonction de l’inverse du rayon de pore (voir annexe
B). Cela signifie que les forces capillaires sont fortes dans les petits pores, ce qui va faciliter le
de´placement du fluide injecte´ dans ces pores lorsque la roche est mouillable a` ce fluide. Cette
pre´fe´rence a` balayer ces petits pores va entraˆıner le pie´geage de gouttes du fluide initialement en
place dans les plus gros pores (voir la Figure I.8).
Fig. I.8: Pie´geage capillaire d’une goutte d’huile
Les forces gravitaires peuvent aussi contribuer au pie´geage des fluides dans les pores de la roche. Du
fait des diffe´rences entre la densite´ du fluide de´place´ et celle du fluide de´plac¸ant, une segre´gation
peut apparaˆıtre a` l’e´chelle du pore. Par exemple, le gaz peut rester pie´ge´ dans les parties hautes
d’un pore et les liquides (tels que l’eau et l’huile) dans les parties basses du pore. Une fois pie´ge´,
le fluide de´plac¸ant ne peut plus les atteindre.
La proportion de ces gouttes pie´ge´es dans le re´servoir, en fin d’exploitation, correspond a` la satu-
ration re´siduelle du fluide que l’on souhaite re´cupe´rer.
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2.3 Méthodes de récupération assistée améliorée : les méthodes
thermiques
Ces me´thodes, bien qu’elles n’interviennent que dans la production d’environ 2 millions de ba-
rils par jour actuellement (soit a` peine 2% de la production mondiale), portent toutefois l’espoir
d’augmenter, encore, les possibilite´s de re´cupe´ration.
Ce sont des techniques de re´cupe´ration tertiaire qui sont ge´ne´ralement mises en oeuvre dans les
dernie`res phases de la vie d’un gisement (apre`s les me´thodes d’extraction primaire et secondaire).
Elles visent a` pousser plus efficacement le brut vers les puits de production, a` augmenter la fluidite´
du pe´trole qu’on cherche a` re´cupe´rer, ou, au contraire, a` diminuer la perme´abilite´ de certaines
couches du sous-sol qui pourraient nuirent a` l’efficacite´ du balayage.
Elles regroupent les me´thodes d’injection de gaz miscibles, les me´thodes chimiques (injection de
polyme`res ou de tensioactifs par exemple) ou encore les me´thodes thermiques (injection de vapeur
ou combustion in situ).
Dans certains cas, appliquer directement ces me´thodes de re´cupe´ration peut s’ave´rer efficace. Par
exemple, l’exploitation de gisements d’Asie Orientale par des me´thodes thermiques a permis de
porter le taux de re´cupe´ration a` 60% (le taux moyen varie de 30% a` 70%).
Pour augmenter la fluidite´ du pe´trole, notamment lorsqu’il s’agit de bruts lourds, extra-lourds ou de
sables bitumineux on va chercher a` re´chauffer une partie du re´servoir. D’une consistance visqueuse
a` quasi solide (voir Figure I.10), les bruts lourds et les bitumes ne peuvent eˆtre pompe´s sans eˆtre
au pre´alable fluidifie´s : leur viscosite´ peut atteindre des milliers de centipoises voire de´passer le
million de centipoises, alors que celle d’une huile le´ge`re est infe´rieure a` une centaine de centipoises
(voir Figure I.9).
Densite´ selon la norme American Petroleum Institute
◦API
Viscosite´ en centipoises
cPo
10
20
30
<100 <1000 <10000
Huiles le´ge`res
Huiles
moyennes
Huiles
lourdes
Huiles
extra-lourdes
Fig. I.9: Classification des huiles
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Fig. I.10: Sable bitumineux (Alberta, Canada)
Il faut donc avoir recours a` des proce´de´s thermiques, qui permettent, par divers moyens, de chauffer
l’huile en place pour diminuer sa viscosite´ et favoriser son e´coulement vers les puits producteurs.
2.3.1 L’injection de vapeur Huff and Puff
L’injection de vapeur est une technique qui se re´ve`le efficace lorsque les gisements sont peu profonds.
Au dela` de 1000 me`tres de profondeur, la perte d’e´nergie et la monte´e en pression font que le fluide
qui arrive en bas n’est plus de la vapeur mais plutoˆt de l’eau chaude.
Les injections Huff and Puff (ou cycliques) consistent a` injecter de la vapeur dans le gisement
au moyen d’un puits qui ne sera mis en production qu’apre`s plusieurs semaines de maturation
(temps ne´cessaire pour que la chaleur diffuse et fluidifie l’huile avoisinant les puits). A mesure que
la production diminue, on reprend l’injection de vapeur.
Il s’agit surtout d’un proce´de´ de stimulation, qui ne peut pas maintenir la pression du gisement,
ni assurer un taux de re´cupe´ration e´leve´. Son avantage est d’eˆtre e´conomique a` court terme graˆce
a` son bon quotient “huile produite/vapeur injecte´e” (Oil Steam Ratio).
2.3.2 Le procédé SAGD
Le proce´de´ SAGD a e´te´ introduit par R.M. Butler [5] dans les anne´es 80. Il s’agit d’une me´thode
relativement sophistique´e qui, graˆce a` une architecture de puits horizontaux et une injection de
vapeur en continu dans le re´servoir, permet un bon maintien de la pression du gisement durant le
processus de production. La re´cupe´ration finale peut eˆtre e´leve´e.
Il faut d’abord forer une se´rie de doublets : chaque doublet e´tant constitue´ de deux puits horizon-
taux paralle`les distants de 3 a` 5 me`tres (voir Figure I.11). Les doublets sont eux-meˆmes espace´s
d’environ 150 a` 200 me`tres. Les deux puits horizontaux permettent d’augmenter l’aire de drainage,
mais l’efficacite´ du SAGD re´sulte essentiellement de l’effet gravitaire et de la chute de pression au
puits producteur.
Sachant que la vapeur ne peut pas pe´ne´trer dans le re´servoir tant que le pe´trole n’a pas e´te´ fluidifie´,
on commence par faire circuler de la vapeur dans les deux puits des doublets pendant deux a`
trois mois pour re´chauffer la roche et le pe´trole ; une injection imme´diate de vapeur risquerait de
fracturer le milieu. L’utilite´ de cette e´tape, d’une dure´e de quelques semaines a` quelques mois, est
de permettre une communication hydraulique entre les deux puits et une injection plus importante
de vapeur ensuite.
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Fig. I.11: Architecture des puits
Une fois l’e´tape de pre´chauffage termine´e, le puits producteur fonctionne en de´ple´tion naturelle
pendant quelques jours. Quand l’huile se met a` couler vers le puits producteur, on de´bute l’injection
de la vapeur dans le puits injecteur.
Au cours des premiers mois, une re´gulation des de´bits peut eˆtre ne´cessaire : suivant la diffe´rence
de tempe´rature entre les puits, le de´bit de production est re´duit ou bien augmente´ ([18], [19]). Il
s’agit ici d’e´viter que le producteur “aspire” la vapeur injecte´e.
Dans un milieu poreux homoge`ne, a` forte perme´abilite´ verticale, la vapeur, plus le´ge`re que l’huile,
monte progressivement vers le toit du re´servoir (voir la Figure I.12) ; une chambre de vapeur se
forme et grossit lentement.
Fig. I.12: Visualisation de la chambre de vapeur
L’huile au contact de la vapeur se re´chauffe et la vapeur se condense. La chute de pression au
niveau du puits producteur et les effets gravitaires aident ensuite l’huile re´chauffe´e et l’eau liquide
forme´e a` s’e´couler vers le puits producteur le long des parois de la chambre de vapeur (voir Figure
I.13).
Lorsque la phase de production est suffisamment avance´e, trois zones peuvent eˆtre identifie´es a`
l’inte´rieur du re´servoir : la chambre de vapeur, l’interface d’e´coulement et la zone d’huile froide (ce
sont respectivement les zones 1, 2 et 3 de la Figure I.13).
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Fig. I.13: Expansion de la chambre de vapeur
2.3.3 La combustion in situ
La combustion in situ est un proce´de´ qui n’est en pratique pas encore utilise´. Son principe est de
bruˆler une certaine quantite´ du brut pre´sent dans le re´servoir afin de produire la chaleur ne´cessaire
pour re´duire la viscosite´ et ainsi permettre une meilleure extraction de l’huile.
De l’air, ou de l’oxyge`ne, sont ainsi fournis a` la zone de combustion (ou front de combustion) par
le biais d’un puits injecteur vertical. Ce processus de combustion est le plus souvent initie´ par un
re´chauffement de la re´gion avoisinant le puits injecteur, et ce, soit par injection de vapeur dans
le puits injecteur ferme´, soit en plac¸ant un e´le´ment de chauffage dans le puits injecteur posse´dant
une puissance de 10 a` 40 Kwatts. Cette pe´riode de chauffage permet d’atteindre une tempe´rature
suffisamment haute pour que la combustion se produise de`s lors que l’air est injecte´. Cette forte
monte´e en tempe´rature provoque un craquage thermique : un front de combustion soutenu par
l’injection d’air est cre´e´, du coke est produit et un brut plus le´ger est libe´re´. Il est inte´ressant de
noter qu’avec un tel me´canisme de re´cupe´ration il n’y a pas de pertes de chaleur tant que l’oxyge`ne
pre´sent dans le gaz injecte´ re´agit avec l’huile au niveau du front de combustion.
Les attraits principaux de ce proce´de´ de re´cupe´ration sont une production de chaleur a` couˆts
moindres (compare´ a` l’injection de vapeur), mais aussi la pre´sence du combustible a` l’inte´rieur
meˆme du re´servoir.
3 Modélisation du procédé SAGD
L’objet de cette the`se est la simulation du SAGD a` moindre couˆt. Dans cette section, nous pre´-
sentons le mode`le re´servoir utilise´ pour la simulation de ce proce´de´.
3.1 Introduction aux modèles de réservoirs
Les mode`les de re´servoirs les plus re´pandus pour un e´coulement triphasique gaz-huile-eau (le gaz
peut eˆtre de la vapeur d’eau ou des hydrocarbures) sont le mode`le black-oil, le mode`le black-oil
ge´ne´ralise´ et le mode`le dead-oil [2].
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3.1.1 Le modèle black-oil
Le mode`le black-oil est un mode`le tre`s utilise´ pour simuler l’exploitation de re´servoirs par de´ple´-
tion, injection d’eau ou de gaz non miscibles pour des huiles ou des gaz contenant une quantite´
ne´gligeable de condensats (hydrocarbures issus de la condensation du gaz).
Dans ce mode`le, le composant lourd est pre´sent seulement dans la phase huile et le composant eau
dans la phase eau.
Par contre, le composant le´ger peut eˆtre pre´sent dans les phases gaz et huile. En effet pour une
pression supe´rieure a` la pression de bulle, le composant le´ger est dissout dans l’huile et est libe´re´
dans la phase gazeuse lorsque la pression diminue en dessous de ce point. En surface, on obtient
alors du le´ger pouvant provenir de la phase gazeuse ou de la phase huile. On suppose de plus
que le composant le´ger libre et le composant le´ger dissout ont les meˆmes proprie´te´s (leurs masses
volumiques sont e´gales).
3.1.2 Le modèle black-oil généralisé
Ce qui diffe´rencie ce mode`le du mode`le black-oil est la pre´sence dans la phase gaz d’un composant
de type condensat en plus du composant le´ger. Ainsi, le composant lourd en surface proviendra
de la phase huile (huile pre´sente dans le re´servoir) et le condensat sera issu de la phase gaz
(composant dissout dans la phase gaz). Ce mode`le est principalement utilise´ dans le traitement de
gaz a` condensats.
3.1.3 Le modèle dead-oil
Dans ce mode`le, l’huile contenue dans le re´servoir est une huile dite morte. Elle a, en ce sens,
perdu tous ses composants le´gers par de´gradation bacte´rienne par exemple. Ainsi, la phase huile
ne contient qu’un seul composant lourd a` la diffe´rence du mode`le black-oil. Il n’y a donc pas de
changement de phase pour l’huile. L’eau contient toujours un seul composant.
Re´servoir (fond)
Stock-tank (surface) composant le´ger composant lourd
phase gaz
phase huile
Fig. I.14: Repre´sentation sche´matique du mode`le dead-oil
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3.2 Le modèle dead-oil thermique
Pour la simulation du proce´de´ SAGD nous utilisons un mode`le dead-oil thermique en vu de l’ex-
ploitation d’une huile canadienne (le re´servoir est alors peu profond et l’huile n’a plus de composant
le´ger).
Il fait intervenir trois phases : les phases vapeur (indice : s), huile (indice : o) et eau (indice : w). Les
e´coulements de ces phases sont de´crits par les variations spatiales et temporelles des pressions et
des saturations, sous l’effet de l’injection de la vapeur et de la production de l’huile et de l’eau. On
mode´lise alors les e´coulements de chaque composant, que sont le composant lourd et le composant
eau. Dans ce mode`le thermique, il faut e´galement tenir compte de la tempe´rature et mode´liser le
transport de l’e´nergie. Le syste`me d’e´quations se compose :
– de la loi de Darcy,
– des e´quations de conservation des masses d’eau et d’huile,
– de l’e´quation de conservation de l’e´nergie,
– des e´quations d’e´quilibre vapeur/eau,
– de la conservation du volume poreux.
Le proce´de´ SAGD est un proce´de´ qui s’applique pour des gisements peu profonds et ou` la perme´a-
bilite´ absolue et la porosite´ sont excellentes (voir section 1.2) ; les rayons des pores du milieu sont
alors importants. Ces caracte´ristiques font que les pressions capillaires, qui peuvent exister aux
interfaces vapeur-huile et eau-huile, sont relativement faibles. C’est pourquoi ces pressions sont
ne´glige´es dans notre mode`le. Cela entraine donc la de´finition d’une seule pression, P , telle que :
P = Po = Pw = Ps.
Les inconnues du proble`me sont alors la pression (P ), la tempe´rature (T ) et les saturations des
phases vapeur, huile et eau (Ss,So,Sw).
3.2.1 La loi de Darcy
Cas d’un écoulement monophasique
Conside´rons un e´chantillon de perme´abilite´ K. Un fluide de viscosite´ dynamique µ est injecte´
horizontalement en entre´e de l’e´chantillon. S’il n’existe pas de re´action du fluide avec la roche,
ce qui est le cas en ge´ne´ral, Henry Darcy a e´tabli une loi qui relie la vitesse de l’e´coulement a` la
pression P ; cette loi est donne´e par :
−→
U = −K
µ
−−→∇P .
Cas d’un écoulement polyphasique
Pour des e´coulements polyphasiques la loi de Darcy peut eˆtre ge´ne´ralise´e en introduisant la notion
de perme´abilite´ relative. La perme´abilite´ relative est un terme de correction de la perme´abilite´
absolue K exprimant le fait qu’un fluide, en s’e´coulant, peut eˆtre geˆne´ par la pre´sence des autres
fluides. Dans ce cas, la vitesse de filtration d’un fluide p,
−→
Up, s’e´crit sous la forme :
−→
Up = −Kkrp
µp
(−−→∇Pp − ρp.−→g ), p ∈ {w, s, o} (1)
dans laquelle−→g est l’acce´le´ration de la pesanteur, K la perme´abilite´ absolue de la roche, Pp la pres-
sion de la phase p, krp la perme´abilite´ relative a` la phase p, ρp la masse volumique et µp la viscosite´.
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Dans ce qui suit, nous pre´cisons chacune des grandeurs intervenant dans l’expression de la vitesse
de Darcy polyphasique : masse volumique, viscosite´ et perme´abilite´s relatives. Toutes les lois et
corre´lations cite´es dans cette section sont issues de [31].
La masse volumique
Les masses volumiques des fluides sont des fonctions qui de´pendent de la tempe´rature et de la
pression et sont donne´es par des corre´lations.
Ainsi, la masse volumique de l’huile, ρo, est donne´e par :
ρo(P, T ) = ρoref [1 + c(P − Pref )− d(T − Tref )],
ou` ρoref est la masse volumique de l’huile calcule´e a` partir d’une pression et d’une tempe´rature de
re´fe´rence, Pref (exprime´e en Pa) et Tref (exprime´e en K) ; c est la compressibilite´ de l’huile et d
est le coefficient d’expansion thermique.
La corre´lation donnant la masse volumique de l’eau, ρw, s’e´crit sous la forme :
ρw(P, T ) = ρw(T )[1 + Cw(P, T )(P − Psat)]f(Cs),
ou` ρw(T ) est donne´e par une corre´lation ; Cs de´signe la salinite´, Cw la compressibilite´ de l’eau et
Psat la pression saturante [42].
La corre´lation qui de´finit la masse volumique de la vapeur, ρs, tient compte de la compressibilite´
de la vapeur (Z(T )) et de la constante des gaz parfaits (R). Elle est donne´e par :
ρs(P, T ) =
P × 0.018016
Z(T )RT .
La viscosité
Lorsque la tempe´rature augmente, cette proprie´te´ tend a` de´croˆıtre de fac¸on exponentielle.
La viscosite´ de l’huile se de´termine a` partir de points de mesure, en fonction de la tempe´rature.
A une tempe´rature T, situe´e entre deux tempe´ratures de la table, T1 et T2 (pour lesquelles cor-
respondent les deux viscosite´s, µ1 et µ2), la viscosite´ de l’huile est interpole´e selon la relation
d’Andrade : µ = AeBT . Nous avons ainsi :
µo(T ) = µ1e
[
(1− T1
T
)( T2
T2 − T1 ) ln(
µ2
µ1
)
]
.
La viscosite´ de l’eau est donne´e par la loi de Bingham (pour T ≤ 260◦C). La viscosite´ de la vapeur
µs(T ) est obtenue par interpolation dans les tables internationales ou par la formule d’Hilsenrath.
Les perméabilités relatives
Lorsque plusieurs phases s’e´coulent dans un milieu, la perme´abilite´ a` introduire dans la loi de Darcy
n’est plus la perme´abilite´ absolue du milieu mais une perme´abilite´ re´duite appele´e perme´abilite´
tensorielle. La perme´abilite´ tensorielle est de´finie comme le produit de la perme´abilite´ relative,
note´ kr, et du tenseur de perme´abilite´ K vu pre´ce´demment.
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Cette notion de perme´abilite´ relative a pour but d’e´tendre le concept de perme´abilite´ a` des e´cou-
lements polyphasiques et permet de donner une formulation quantitative a` ces e´coulements. Les
perme´abilite´s relatives, ge´ne´ralement de´finies pour un type de roche, sont des fonctions de la sa-
turation.
Il existe deux couples de perme´abilite´s relatives :
– un couple eau-huile avec une perme´abilite´ relative a` l’eau krw,
fonction de la saturation en eau Sw et une perme´abilite´ relative
a` l’huile en balayage a` l’eau krow, fonction de Sw ;
– un couple gaz-huile avec une perme´abilite´ relative a` la vapeur
krs, fonction de la saturation en vapeur Ss et une perme´abilite´
relative a` l’huile en balayage a` la vapeur kros en pre´sence d’eau
irre´ductible, fonction de Ss.
Chaque courbe kr est de´finie par sa forme et par ses points limites (voir annexe A). Dans le cas
thermique, chacun de ces points limites peut varier line´airement avec la tempe´rature [47]. Il faut
alors modifier localement en temps et en espace les courbes de perme´abilite´s relatives.
A` partir des courbes de perme´abilite´s relatives et de combinaisons line´aires, il est possible de
de´terminer la valeur de la perme´abilite´ relative triphasique de l’huile kro qui intervient dans les
termes d’e´coulement de l’huile. Dans notre mode`le, elle est donne´e par la me´thode de Stone 2, dans
laquelle elle est fonction des courbes de perme´abilite´ relative de l’huile diphasiques en balayage
eau-huile et gaz-huile et des perme´abilite´s relatives de l’eau et du gaz. La formule utilise´e et issue
de la version normalise´e par Aziz et Settari [2] est la suivante :
kro = max
0, krowmax
( krow
krowmax
+ krw
)(
krog
krogmax
+ krg
)
− krw − krg
.
3.2.2 Les lois de conservation des masses d’eau et d’huile
Les e´quations de conservation des masses d’eau et d’huile sont donne´es par :
∂t
[
φ(ρwSw + ρsSs)
]
+ div
[
ρw
−→
Uw + ρs
−→
Us
]
= 0 (2)
∂t
[
φρoSo
]
+ div
[
ρo
−→
Uo
]
= 0 (3)
ou`
−→
Uw est la vitesse de filtration de l’eau,
−→
Us est la vitesse de filtration de la vapeur (voir la section
3.2.1) et, Sw et Ss les saturations respectives de ces deux fluides. ρw, ρs et ρo sont les masses
volumiques de l’eau, de la vapeur et de l’huile.
Dans ces e´quations de conservation on retrouve la porosite´ de la roche. Celle-ci est suppose´e ne
de´pendre que de la nature de la roche (donc de l’espace).
Remarque 3.1. Si l’on souhaite tenir compte des effets ge´ome´caniques qui peuvent intervenir
lors de l’exploitation par SAGD, il faut dans ce cas, de´finir une porosite´ fonction de la pression.
Lors du processus d’exploitation, l’huile re´chauffe´e par la vapeur tend a` se dilater. Par ailleurs,
la vapeur injecte´e entraine une augmentation de la pression de pore au cours du temps, ce qui
augmente la porosite´ du milieu. Une relation possible pour tenir compte des effets de la pression
est la suivante :
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φ(P ) = φref (1 + Cr · (P − Pref )),
ou` φref est une porosite´ de re´fe´rence, Pref une pression de re´fe´rence et Cr la compressibilite´ de la
roche [31].
3.2.3 La loi de conservation de l’énergie
Le syste`me d’e´quations de conservation des masses est comple´te´ par la loi de conservation de
l’e´nergie donne´e par :
∂t
[(
φ(Swρwew + Soρoeo + Ssρses)
)
+ (1− φ)ρrer
]
+ div(−→J + ρwHw−→Uw + ρoHo−→Uo + ρsHs−→Us) = 0
(4)
ou` l’on a note´, ep l’e´nergie interne de la phase p, er l’e´nergie interne de la roche, Hp l’enthalpie du
fluide p et
−→
J le flux thermique.
Le flux thermique,
−→
J , est donne´ par la loi de Fourier :
−→
J = −λ · −→∇T . λ repre´sente la conductivite´
thermique de la roche re´servoir et des fluides qu’elle contient ; de´pendante de la tempe´rature, elle
de´croˆıt lorsque la tempe´rature augmente selon la relation de Somerton suivante :
λ(T ) = λref + α(T − Tref )(λref − 1.42),
ou` α est une constante ge´ne´ralement donne´e par l’utilisateur et ou`, λref et Tref sont respectivement
la conductivite´ thermique et la tempe´rature de re´fe´rence. Dans notre cas,
λ(T ) = λref .
Les enthalpies des phases vapeur, eau et huile s’expriment en fonction de la tempe´rature. Pour
obtenir l’enthalpie de l’huile , nous inte´grons, entre une tempe´rature de re´fe´rence, Tref , et une
tempe´rature, T , la capacite´ calorifique. Nous avons alors :
Ho(T ) =
∫ T
Tref
ρoc(T )dT =
∫ T
Tref
(o1 + o2T )dT= o1(T − Tref ) + o22 (T
2 − T 2ref ),
avec o1 la capacite´ calorifique de re´fe´rence et o2 la de´rive´e par rapport a` la tempe´rature de la
capacite´ calorifique de´finie par : ρoc(T ) = o1 + o2T .
Dans notre cas,
Ho(T ) = o1(T − Tref ).
L’enthalpie de l’eau est une fonction cubique de la tempe´rature. L’enthalpie de la vapeur se calcule
en utilisant la relation de Koch.
Les e´nergies internes de l’huile, de l’eau et de la vapeur sont prises e´gales respectivement aux
enthalpies de l’huile, de l’eau et de la vapeur.
Tout comme pour les fluides, l’e´nergie interne de la roche est e´gale a` l’enthalpie de la roche. Le
calcul de l’enthalpie de la roche est identique a` celui de l’enthalpie de l’huile.
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Nous avons donc :
Hr(T ) = roc1(T − Tref ) + roc22 (T
2 − T 2ref ),
avec roc1 la capacite´ calorifique de re´fe´rence et roc2 la de´rive´e par rapport a` la tempe´rature de la
capacite´ calorifique de´finie par : ρrc(T ) = roc1 + roc2T .
Dans notre cas,
Hr(T ) = roc1(T − Tref ).
3.2.4 Les relations d’équilibre liquide-vapeur
Pour de´finir l’e´tat d’e´quilibre, les relations suivantes sont toujours satisfaites :
SsSw(T − Tsat(P )) = 0, (5a)
Sw ≥ 0, Ss ≥ 0 (5b)
Ss(T − Tsat(P )) ≥ 0, Sw(T − Tsat(P )) ≤ 0, (5c)
ou` Tsat est la tempe´rature a` laquelle la vapeur est en e´quilibre avec sa phase liquide.
Les e´quations (5) correspondent a` trois cas :
– si la tempe´rature est infe´rieure a` la tempe´rature saturante
(T − Tsat(P ) < 0), il y a alors lique´faction (Sw ≥ 0) et la satu-
ration en vapeur est nulle ;
– lorsque la tempe´rature est e´gale a` la tempe´rature saturante de la
vapeur (T = Tsat), les phases vapeur et eau sont dites en e´quilibre ;
– si la tempe´rature de´passe la tempe´rature saturante (T − Tsat(P ) > 0),
on a alors de la vapeur se`che (Ss ≥ 0) et la saturation en eau est nulle.
3.2.5 La conservation du milieu poreux
Pour clore le syste`me, on exprime la conservation du volume poreux qui est donne´e par l’e´quation
de continuite´ suivante :
Ss + So + Sw = 1. (6)
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3.2.6 Le système d’équations
En re´sume´, le syste`me d’e´quations est le suivant :
(
P
)

∂t
[
φ(ρwSw + ρsSs)
]
+ div
[
ρw
−→
Uw + ρs
−→
Us
]
= 0, (2)
∂t
[
φρoSo
]
+ div
[
ρo
−→
Uo
]
= 0, (3)
∂t
[(
φ(Swρwew + Soρoeo + Ssρses)
)
+ (1− φ)ρrer
]
+ div(−→J + ρwHw−→Uw + ρoHo−→Uo + ρsHs−→Us) = 0, (4)
−→
Up = −Kkrpµp
(−−→∇P − ρp.−→g ) pour p = s, o, w , (1)
SsSw(T − Tsat(P )) = 0, (5a)
Sw ≥ 0, Ss ≥ 0, (5b)
Ss(T − Tsat(P )) ≥ 0, Sw(T − Tsat(P )) ≤ 0 (5c)
Ss + So + Sw = 1. (6)
Remarque 3.2. Dans ce mode`le, nous rappelons que les pressions capillaires sont ne´glige´es.
Si cela n’e´tait pas le cas, il y aurait trois pressions, une pour chaque phase, et donc deux inconnues
supple´mentaires. Se rajouteraient alors a` ce syste`me, les relations des pressions capillaires vapeur-
huile (Pcs) et eau-huile (Pcw) suivantes (voir annexe B) :
Pcw = Po − Pw,
Pcs = Ps − Po.
Les de´pendances des parame`tres par rapport aux inconnues du proble`me sont donne´es dans le
Tableau I.1.
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Parame`tres Inconnues
Espace P Ss So Sw T
φ ×
K ×
ρs × ×
ρo × ×
ρw ×
µs ×
µo ×
µw ×
krs × × ×
kro × × × ×
krw × × ×
λ ×
Hs × ×
Ho ×
Hw ×
es × ×
eo ×
ew ×
Tsat ×
Tab. I.1: De´pendance des parame`tres
3.3 Les conditions initiales et les conditions aux limites
Pour que le proble`me mathe´matique soit bien pose´, nous devons de´finir des conditions aux limites
et initiales pour les inconnues du proble`me, soient la pression, les saturations et la tempe´rature.
Les conditions initiales
On se place dans le cas ou` le re´servoir n’a pas e´te´ exploite´ et on suppose qu’il est a` l’e´quilibre
hydrostatique.
Une pression de re´fe´rence est suppose´e connue a` une certaine coˆte dans la zone a` huile.
La pression de l’huile initiale se de´duit de cette pression de re´fe´rence et se calcule en utilisant la
loi hydrostatique :
−−→∇P = ρo−→g .
Une fois les pressions initialise´es, on de´finit les saturations initiales en eau et en huile. La saturation
en eau est a` sa saturation en eau irre´ductible : Sw,ini = Swi.
D’apre`s (6), la saturation en huile est e´gale a` : So = 1− Swi (la saturation en vapeur est nulle car
l’injection n’a pas encore de´bute´).
Enfin, la tempe´rature est uniforme dans le re´servoir.
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Les conditions aux limites
Les notations utilise´es pour les bords du domaine sont donne´es sur la Figure I.15.
e´ponte infe´rieure
Γr,inf
e´ponte supe´rieure
Γr,sup
Re´servoirΓl Γl
Γi,Γperfi
Γp,Γperfp
Fig. I.15: Repre´sentation des limites du domaine
Γl repre´sente les bords late´raux du re´servoir. Les limites supe´rieure et infe´rieure du re´servoir sont
respectivement Γr,inf et Γr,sup. Γi et Γp repre´sentent respectivement les puits injecteur et produc-
teur (pas seulement leurs perforations).
Sur Γl
On fixe une condition de type flux nul. En d’autres termes, il n’y a pas d’e´change de masse ni de
chaleur.
Sur les perforations des puits injecteur et producteur (respectivement, Γperfi et Γperfp )
Pour mode´liser le couplage puits-re´servoir, on utilise la loi de Darcy (1) en e´coulement plan radial,
tout en supposant que le re´gime permanent est atteint a` chaque pas de temps au cours de la
simulation dans le volume des mailles du re´servoir traverse´es par les puits.
Le flux de Darcy d’une phase p d’une couche perfore´e vers le puits est donne´e par :
Upuitsp = IP
krp
µp
(
(P − Ppuits)− ρp g (z − zpuits)
)
,
ou` P repre´sente la pression moyenne de la maille (solution des e´quations du re´servoir), P puits la
pression des mailles traverse´es par les puits et IP l’Indice de Productivite´.
L’IP est calcule´ d’apre`s la formule de Peaceman [35]. Si le re´servoir est anisotrope et si les puits
horizontaux sont paralle`les a` l’axe (Oy) :
IP = 2pi
√
kxxkzzNy
log
(
r0
rpuits
)
+ skin
,
ou` rpuits de´finit le rayon du puits et Ny la largeur du re´servoir.
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Remarque 3.3. Le skin est le coefficient d’effet parie´tal. Il de´termine le degre´ de modification
de la perme´abilite´ aux alentours du puits a` la suite du forage. S’il est positif, cela signifie que la
couche pre`s du puits est colmate´e ; la perme´abilite´ est alors diminue´e. A l’inverse, s’il est ne´gatif,
la couche pre`s du puits a une perme´abilte´ meilleure. Dans notre e´tude, ce coefficient est nul.
Le rayon e´quivalent de la maille, r0, est donne´ par
r0 = 0.28
N
D
avec
N =
√kxx
kzz
∆2z +
√
kzz
kxx
∆2x
 12 , D =
kxx
kzz
 14 +
kzz
kxx
 14
ou` ∆x et ∆z sont les mesures des cote´s de la maille selon les directions X et Z.
Les flux massiques sont caracte´rise´s :
– soit par des conditions sur les pressions, on dit alors que le puits
fonctionne en pression limite impose´e (en teˆte ou en fond du
puits) ;
– soit par des de´bits, on dit alors que le puits fonctionne en de´bit
(maximum ou minimum) impose´.
Sur Γi
La tempe´rature, T puits, est impose´e. Le flux diffusif de Fourier est donne´ par :
Jpuits = IT λ (T − T puits),
ou` l’indice de conductivite´ thermique, IT , est e´gal a` :
2pi Ny
log
(
r
rpuits
) , avec r = 0.2√∆x∆z.
Sur Γp
On impose une condition de flux de Fourier nul ; la tempe´rature des mailles du puits producteur
est alors e´gale a` la tempe´rature impose´e aux perforations (T = T puits).
Sur Γr,inf et Γr,sup
Les couvertures supe´rieure et infe´rieure du re´servoir (ou e´pontes supe´rieure et infe´rieure) e´tant
imperme´ables, les flux massiques sont nuls.
On suppose de plus que la chaleur ne diffuse pas entre les e´pontes et le re´servoir : le flux de fourier
est alors nul.
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II. Simulation du procédé de récupération SAGD
L’exploitation par SAGD d’un re´servoir sature´ en une huile lourde ne´cessite de mettre en œuvre
des technologies complexes et relativement couˆteuses comme les puits ou encore les ge´ne´rateurs
de vapeur installe´s en surface. Par ailleurs, ce proce´de´ est un grand consommateur d’e´nergie et les
gaz a` effet de serre qu’il e´met peuvent avoir des conse´quences sur l’environnement tre`s ne´fastes.
Ces diffe´rents points font que la simulation nume´rique du SAGD est un outil important. Elle per-
met d’estimer le rapport du volume de vapeur injecte´e par le volume d’huile produit (appele´ SOR
de l’anglais Steam-Oil Ratio) et ainsi d’e´valuer la rentabilite´ du projet.
Les simulations nume´riques du proce´de´ SAGD se font a` l’IFP avec le logiciel PumaFLOW [25].
Apre`s une pre´sentation des caracte´ristiques de ce simulateur de re´servoir (sche´ma nume´rique uti-
lise´, re´solution du syste`me discret), nous pre´sentons un exemple de simulation SAGD sur un cas
synthe´tique. Sur cet exemple nous montrerons la sensibilite´ du mode`le nume´rique a` la taille du
maillage. Pour estimer correctement les volumes d’huile produits, nous verrons que les simulations
SAGD ne´cessitent une discre´tisation fine de l’interface d’e´coulement, engendrant des temps de
simulations longs.
Le raffinement de maillage adaptatif apparaˆıt ainsi comme un bon compromis entre pre´cision dans
les re´sultats et temps de calculs. Nous pre´senterons le fonctionnement du ge´ne´rateur de maillages
adaptatifs de l’IFP [33], ou` deux tempe´ratures seuils sont utilise´es comme crite`res de de´tection de
la zone d’e´coulement. Enfin, les re´sultats obtenus en milieux homoge`nes et he´te´roge`nes vont nous
permettre de mettre en e´vidence les limites du crite`re de raffinement.
II Simulation du proce´de´ de re´cupe´ration SAGD
1 Introduction au simulateur de réservoir PumaFLOW
Le logiciel PumaFLOW est utilise´ pour la simulation dynamique des re´servoirs.
Dans des contextes ge´ologiques varie´s, de la re´cupe´ration primaire a` la re´cupe´ration ame´liore´e,
divers proce´de´s d’extraction des hydrocarbures peuvent eˆtre mode´lise´s. Les re´servoirs peuvent
pre´senter des fractures (voir Figure II.1) ainsi que des porosite´s et des perme´abilite´s variables. De
nombreux types de maillages peuvent e´galement eˆtre utilise´s, comme par exemple des maillages
non uniformes (voir section 1.1.1).
Fig. II.1: Exemple d’e´tude PumaFLOW en milieu fracture´ [43]
1.1 La discrétisation des équations du modèle
Nous avons vu dans le chapitre pre´ce´dent que le mode`le conside´re´ est un syste`me couple´, compose´
des lois de conservation des masses des constituants eau (2) et huile (3), et de la loi de conservation
de l’e´nergie (4).
La complexite´ du syste`me d’e´quations ne permet pas de trouver une solution analytique au pro-
ble`me pose´. Ces e´quations continues sont alors approche´es par des e´quations discre`tes qu’il est
possible de re´soudre nume´riquement. Dans PumaFLOW , elles sont discre´tise´es en espace a` l’aide
de volumes finis centre´s sur les mailles.
1.1.1 Le maillage
Les maillages en simulation de re´servoir doivent proposer une image discre´tise´e fide`le au mode`le
ge´ologique, en tenant compte de la ge´ome´trie du re´servoir et des he´te´roge´ne´ite´s.
Parmi les maillages utilise´s en simulation de re´servoir, on retrouve les maillages carte´siens structu-
re´s. Ces maillages simples ne permettent pas de repre´senter des ge´ome´tries complexes ni de prendre
en compte les failles.
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Dans ce cas, on utilise des maillages de type Corner Point Geometry (CPG) ou` les mailles sont
des hexae`dres quelconques. Ce type de maillage offre plus de souplesse dans la repre´sentation des
ge´ome´tries des re´servoirs, comme le montre la Figure II.2.
Fig. II.2: Exemple de grilles CPG [43]
Pour corriger la diffusion nume´rique sans trop augmenter le nombre de mailles, on utilise en
inge´nierie de re´servoir des maillages non structure´s raffine´s localement. Dans notre cas, on travaille
avec un maillage carte´sien raffine´ localement1(voir la Figure II.3).
puits horizontaux
Fig. II.3: Exemple de maillage carte´sien non structure´ raffine´ localement en dimension 2
1 La zone des puits est toujours raffine´e.
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1.1.2 Le schéma numérique
Plusieurs sche´mas nume´riques sont disponibles dans PUMAflow. Concernant la discre´tisation en
temps, les sche´mas dits IMPES (sche´ma implicite en temps pour la pression et explicite pour la
saturation) et fully implicit (sche´ma totalement implicite en temps pour toutes les variables) res-
tent les plus utilise´s.
Le sche´ma nume´rique utilise´ pour simuler notre mode`le SAGD est le sche´ma volumes finis a` cinq
points implicite en temps. Il est inconditionnellement stable contrairement au sche´ma explicite.
Cependant, les valeurs des pas de temps sont limite´es par la convergence de l’algorithme de New-
ton (utilise´ pour la re´solution du syste`me non line´aire). Compare´ au sche´ma explicite, le temps de
re´solution d’un pas de temps est plus important car le syste`me line´aire a plusieurs inconnues par
cellule, mais le nombre de pas de temps peut eˆtre re´duit.
Soit T un maillage carte´sien structure´ et uniforme. Pour une maille K ∈ T , nous introduisons les
notations suivantes :
m(K) : la mesure de la maille K,
∂K : la frontie`re de la maille K, de mesure m(∂K),
E(K) : l’ensemble des areˆtes de la maille K,
E int(K) : l’ensemble des areˆtes de la maille K inte´rieures au domaine,
e ∈ E(K) : une areˆte de la maille K, de mesure m(e),
Ke : la cellule voisine de K telle que K ∩Ke = e, on note alors e = K|Ke,
dK,Ke : la distance qui se´pare les centres des mailles K et Ke,
dK,e : la distance qui se´pare le centre de la maille K de l’areˆte e,
nK,e : la normale unitaire a` e exte´rieure a` K.
Pour N ∈ N, soit 0 = t0 < t1 < · · · < tN = T une partition de l’intervalle [0, T ]. Nous de´finissons
e´galement le pas de temps ∆t par ∆t = tn+1 − tn pour n ∈ N ou` N = {0, . . . , N − 1}.
La me´thode des volumes finis consiste a` chercher une approximation de la solution constante sur
chaque volume de controˆle K et a` chaque pas de temps ∆t. Pour obtenir le sche´ma, on e´crit dans
un premier temps un sche´ma diffe´rences finies pour la partie temporelle. Puis, on inte`gre, sur une
maille K, le syste`me obtenu.
Ainsi, pour l’e´quation de conservation de la masse d’huile (3), le sche´ma en temps s’e´crit :
1
∆t
[
φρo(x, tn+1)So(x, tn+1)− φρo(x, tn)So(x, tn)
]
+ div
[
ρo
−→
Uo(x, tn+1)
]
= 0.
Ensuite, nous avons
1
∆t
∫
K
[
φρo(x, tn+1)So(x, tn+1)− φρo(x, tn)So(x, tn)
]
dx
+
∫
K
div
[
ρo
−→
Uo(x, tn+1)
]
dx = 0.
En utilisant la formule de Green, nous obtenons alors :
1
∆t
∫
K
[
φρo(x, tn+1)So(x, tn+1)− φρo(x, tn)So(x, tn)
]
dx
+
∑
e∈E(K)
∫
e
[
ρo
−→
Uo(γ, tn+1) · nK,e
]
dγ = 0.
34
1 Introduction au simulateur de re´servoir PumaFLOW
La discre´tisation nume´rique de l’e´quation de conservation de la masse d’huile (3) s’e´crit pour une
maille K ∈ T sous la forme suivante :
φK m(K)
∆t
[
(ρo)n+1K (So)n+1K − (ρo)nK(So)nK
]
+
∑
e∈E(K)
Fo,K,e = 0,
ou` Fo,K,e repre´sente le flux nume´rique de Darcy (consistant, conservatif et monotone) de la phase
huile, sur l’areˆte e ∈ E(K), oriente´ selon la normale sortante a` la maille K, c’est-a`-dire une ap-
proximation de ∫
e
[
ρo
−→
Uo(γ, tn+1) · nK,e
]
dγ.
On rappelle que ,
−→
Uo(γ, t) = −K(γ)kro(γ, t)
µo(γ, t)
(−−→∇P (γ, t)− ρo(γ, t)g∇z).
Si le maillage est admissible [23], nous approchons par des diffe´rences finies le gradient de pression
dans la direction normale a` l’interface :
−−→∇P (γ, tn+1) · nK,e ≈ P
n+1
Ke − P n+1K
dK,Ke
, pour e = K|Ke.
De la meˆme fac¸on :
∇z · nK,e ≈ zKe − zK
dK,Ke
, pour e = K|Ke.
Dans l’ide´e d’un de´centrage amont, on utilise une moyenne arithme´tique pour approcher, sur une
interface e (e = K|Ke), la masse volumique qui est devant le terme de gravite´ :
(ρo)ne =
ρo(P nK, T nK) + ρo(P nKe , T nKe)
2 .
Pour calculer a` l’interface de deux mailles la perme´abilite´ absolue, on utilise une moyenne hamor-
nique : (
K
)
e
= dK,KedK,e
KK·nK,e +
dKe,e
KKe ·nK,e
.
Pour approcher les autres termes d’interface, on effectue un de´centrage amont en fonction du
sens de l’e´coulement de chaque phase. Le sens de cet e´coulement est de´termine´ par le signe de la
diffe´rence de potentiel entre les deux mailles.
Ainsi nous de´finissons :
(
ρo
)n+1
e
(kro
µo
)n+1
e
=

ρo(P n+1Ke , T
n+1
K )
kro(Sn+1Ke )
µo(T n+1Ke )
si P n+1Ke +
(
ρo
)n
e
gzKe ≥ P n+1K +
(
ρo
)n
e
gzK,
ρo(P n+1K , T n+1Ke )
kro(Sn+1K )
µo(T n+1K )
sinon.
Dans le de´centrage pre´ce´dent nous tenons compte respectivement de la monotonie de la masse
volumique de l’huile, de la perme´abilite´ relative a` l’huile et de la viscosite´ de l’huile (voir 3.2.1).
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Remarque 1.1. Contrairement au sche´ma IMPES, les mobilite´s des flux nume´riques (soit le
rapport de la perme´abilite´ relative avec la viscosite´) sont prises ici au temps n+ 1.
Finalement, si e ∈ E int(K),
Fo,K,e = −m(e)
(
K
)
e
(kro
µo
)n+1
e
(
ρo
)n+1
e
P n+1Ke − P n+1K
dK,Ke
+
(
ρo
)n
e
g
(zKe − zK)
dK,Ke
.
Remarque 1.2. Si l’areˆte e est sur le bord du domaine, on utilise les conditions aux limites pour
de´finir le flux nume´rique Fo,K,e.
De la meˆme fac¸on, la discre´tisation nume´rique de l’e´quation de conservation de la masse de l’eau
(2) s’e´crit :
φK
∆t
m(K)
[
(ρw)n+1K (Sw)n+1K − (ρw)nK(Sw)nK + (ρs)n+1K (Ss)n+1K − (ρs)nK(Ss)nK
]
+
∑
e∈E(K)
(
Fw,K,e + Fs,K,e
)
= 0
avec, ∀e ∈ E int(K),
Fw,K,e = −m(e)
(
K
)
e
(krw
µw
)n+1
e
(
ρw
)n+1
e
P n+1Ke − P n+1K
dK,Ke
+
(
ρw
)n
e
g
(zKe − zK)
dK,Ke
,
Fs,K,e = −m(e)
(
K
)
e
(krs
µs
)n+1
e
(
ρs
)n+1
e
P n+1Ke − P n+1K
dK,Ke
+
(
ρs
)n
e
g
(zKe − zK)
dK,Ke
.
Enfin, la discre´tisation nume´rique de l’e´quation de conservation de l’e´nergie (4) s’e´crit :
φK
∆t
m(K)
(ρo)n+1K (eo)n+1K (So)n+1K − (ρo)nK(eo)nK(So)nK + (ρw)n+1K (ew)n+1K (Sw)n+1K − (ρw)nK(ew)nK(Sw)nK
+(ρs)n+1K (es)n+1K (Ss)n+1K − (ρs)nK(es)nK(Ss)nK
+ (1− φK)∆t m(K)
(ρr)n+1K (er)n+1K − (ρr)nK(er)nK

+
∑
e∈E(K)
(
FT,K,e + FH,o,K,e + FH,w,K,e + FH,s,K,e
)
= 0
avec, ∀e ∈ E int(K),
FT,K,e = −m(e)λT
n+1
Ke − T n+1K
dK,Ke
,
FH,o,K,e =
(
Ho
)n+1
e
Fo,K,e,
FH,w,K,e =
(
Hw
)n+1
e
Fw,K,e,
FH,s,K,e =
(
Hs
)n+1
e
Fs,K,e.
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Remarque 1.3. FT,K,e repre´sente le flux nume´rique de Fourier (consistant, conservatif et mono-
tone) sur l’areˆte e ∈ E(K), oriente´ selon la normale sortante a` la maille K.
Comme pour les mobilite´s, on effectue un de´centrage amont en fonction du sens de l’e´coulement
de chaque phase pour approcher les enthalpies ; ainsi, nous avons :
pour les phases huile et eau (ici, p ∈ {o, w})
(
Hp
)n+1
e
=
 Hp(T
n+1
Ke ) si P
n+1
Ke +
(
ρp
)n
e
gzKe ≥ P n+1K +
(
ρp
)n
e
gzK,
Hp(T n+1K ) sinon,
et pour la phase vapeur,
(
Hs
)n+1
e
=
 Hs(P
n+1
K , T
n+1
Ke ) si P
n+1
Ke +
(
ρp
)n
e
gzKe ≥ P n+1K +
(
ρp
)n
e
gzK,
Hs(P n+1Ke , T
n+1
K ) sinon.
1.1.3 Calcul des flux dans le cas d’un maillage cartésien non structuré raffiné
localement
Nous avons vu en section 1.1.1 que le raffinement local de maillage permet de re´duire la diffusion
nume´rique.
Cependant, pour que les re´sultats ne soient pas affecte´s par la topologie non structure´e du maillage,
il faut que le sche´ma nume´rique soit adapte´. Des e´tudes ont en effet montre´ que l’application d’un
sche´ma a` cinq points sur un maillage raffine´ localement entraˆınait une dispersion significative dans
les re´sultats [38].
Nous avons vu que le gradient de pression dans les termes de flux est calcule´ par des diffe´rences
finies. Pour que ce gradient soit consistant, la droite reliant les centres de deux cellules voisines
doit eˆtre orthogonale a` l’interface [23]. Cela n’e´tant plus le cas entre les mailles de centres e1 et c
(voir la Figure II.4), les valeurs des inconnues sont donne´es en un pseudo centre de la cellule plus
grossie`re (le pseudo centre c1, de la maille de centre c, est situe´ en face du centre e1 de la sous-
maille), par une combinaison convexe des valeurs des mailles grossie`res voisines [37]. Le gradient
est alors calcule´ entre e1 et c1.
c
c1
c3
e1
e2
e3
Fig. II.4: Sche´matisation de la connection entre deux niveaux de grilles
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1.2 La gestion des pas de temps
La longueur des pas de temps est calcule´e en fonction des variations des inconnues au cours du
temps.
Soient X une inconnue et dX sa variation maximale calcule´e par rapport a´ l’instant pre´ce´dent
(dX = max
i
|Xn+1i −Xni |). dX1 et dX2 repre´sentent des valeurs seuils choisies pour la variable X
et dvar un coefficient ge´ne´ralement e´gal a` 0.1 .
On distingue quatre cas :
• si dX ≤ dX1/(1 + dvar), le pas de temps est augmente´,
• si dX1/(1 + dvar) ≤ dX ≤ dX1.(1 + dvar), le pas de temps reste le meˆme,
• si dX1.(1 + dvar) ≤ dX ≤ dX2, le pas de temps est re´duit pour l’ite´ration suivante,
• si dX ≥ dX2, le calcul est recommence´ avec un pas de temps plus petit.
Ce test est effectue´ pour toutes les variables et le pas de temps final sera contraint par la variation
de la plus forte des variables. La re´duction ou l’augmentation du pas de temps se fait a` l’aide de
deux ratios de´finis au pre´alable R1 et R2.
Si le pas de temps final doit eˆtre re´duit, il est divise´ par R1 ; si au contraire il doit eˆtre augmente´,
il est alors multiplie´ par R1. Enfin si les calculs apparaissent incorrects (pressions ne´gatives, sa-
turations non comprises entre 0 et 1) a` la fin d’un pas de temps, alors celui-ci est divise´ par R2
(ge´ne´ralement les valeurs de R1 et R2 sont comprises entre 1.2 et 1.5) .
1.3 Résolution du schéma implicite en temps
Les pressions, les saturations et la tempe´rature interviennent toutes dans les e´quations du syste`me
(voir section 3.2.6). En fonction de l’e´tat thermodynamique de la maille (voir chapitre 1 section
3.2.4) il est possible de re´duire le nombre d’inconnues ainsi que le nombre d’e´quations du syste`me.
Trois cas se pre´sentent.
– On est a` l’e´quilibre eau-vapeur.
La tempe´rature est alors a` la tempe´rature saturante (T = Tsat(P )) et les trois
phases sont en e´quilibre. Nous pouvons alors choisir pour inconnues princi-
pales la pression et deux saturations (P , So et Ss par exemple) ; la troisie`me
saturation (Sw) se de´duit des deux autres graˆce a` la loi de conservation du
volume poreux (6).
– On a de la vapeur se`che.
La tempe´rature est supe´rieure a` la tempe´rature saturante et la saturation
en eau est nulle. Les inconnues principales peuvent alors eˆtre la pression, la
tempe´rature et la saturation en huile ; la saturation en vapeur est dans ce
cas e´gale a` 1− So.
– On a de l’eau liquide uniquement.
La saturation en vapeur est nulle. Les inconnues principales sont donc la
pression, la tempe´rature et la saturation en huile ; la saturation en eau est
dans ce cas e´gale a` 1− So.
Si par exemple nous prenons pour inconnues principales P , T et So, le syste`me d’e´quations peut
s’e´crire : F (X) = 0 avec X = (P, T, So).
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Le syste`me discret est un syste`me non line´aire. Pour le re´soudre, nous utilisons une me´thode de
Newton. Chaque ite´ration de Newton implique la re´solution d’un syste`me line´aire. Celui-ci est
re´solu par une me´thode ite´rative de type Bi-CGstab pre´conditionne´e.
2 Présentation d’un cas test synthétique
Le re´servoir conside´re´ pour ces premiers tests nume´riques est repre´sente´ sur la Figure II.5. Celui-ci
e´tant homoge`ne, on ne conside`re qu’une moitie´ en utilisant la syme´trie (yOz) : dans ce cas un seul
doublet de puits est de´fini et positionne´ en bordure de domaine. On simule donc le de´veloppement
d’une moitie´ de la chambre de vapeur, l’autre moitie´ se de´duisant de la premie`re par syme´trie.
Cela permet de re´duire les temps de calculs. Nous avons de plus pris une seule maille en y, avec
un maillage (X,Z). Les donne´es pe´trophysiques et thermodynamiques, ainsi que les donne´es aux
puits, sont de´taille´es dans l’annexe D.
x
z
y
21 m 27 m
puits injecteur
puits producteur
72 m
36 m300 m
Fig. II.5: Ge´ome´trie du re´servoir
Les simulations sont effectue´es en utilisant un maillage carte´sien re´gulier et portent sur une pe´riode
d’une dizaine d’anne´es environ. Les 150 premiers jours consistent a` pre´chauffer la re´gion avoisinant
les puits. Une pe´riode de 3 jours suit, ou` seul le puits producteur est ouvert, le re´servoir est alors
en de´ple´tion naturelle. Enfin, la dernie`re pe´riode est une pe´riode d’injection/production.
Au puits injecteur on impose un de´bit maximum de 250 tonnes de vapeur par jour, avec une
pression limite de 59 bars. Au puits producteur on impose un de´bit maximum de 250 m3 par
jour d’eau et d’huile, avec une pression limite de 25 bars. Pour e´viter que la vapeur injecte´e soit
produite, suivant la diffe´rence de tempe´rature entre les puits injecteur et producteur, les de´bits aux
puits sont re´gule´s : si la diffe´rence de tempe´rature est faible, l’injection de vapeur est diminue´e ;
par opposition, si la diffe´rence de tempe´rature est grande, le de´bit de production est augmente´ (on
parle de “steam trap control” [18]). Pour la simulation, la solution fine (prise pour re´fe´rence par la
suite) est calcule´e sur une grille compose´e de 108 mailles selon x et 54 mailles selon z. Les mailles
sont carre´es et mesurent 0.66 m de coˆte´. Les puits injecteur et producteur, tous deux horizontaux
et paralle`les a` l’axe des y, sont situe´s en bordure de domaine pre´cise´ment, a` 3 m du bord, a` 21 m
et 27 m de profondeur, ce qui donne un e´cart entre puits de 6 m (voir figure II.5).
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2.1 Description de la solution obtenue sur maillage fin
Dans ce paragraphe, nous de´crivons les solutions obtenues pour l’exemple de´crit pre´ce´demment.
2.1.1 Comportement de la chambre de vapeur
Une chambre de vapeur se forme de`s l’ouverture du puits injecteur. Nous distinguons trois phases
au cours desquelles la chambre de vapeur a une forme diffe´rente.
1. La chambre de vapeur croˆıt en prenant une forme ovo¨ıde ; cette pe´riode se termine de`s que
la vapeur a atteint le toit du re´servoir (voir Figure II.6).
Fig. II.6: Visualisation de la chambre de vapeur lors de la premie`re phase
2. La chambre de vapeur s’e´largit le long du toit du re´servoir, jusqu’aux limites late´rales du
domaine (voir Figure II.7).
Fig. II.7: Visualisation de l’e´largissement de la chambre de vapeur au toit du re´servoir
3. La vapeur envahit la partie infe´rieure du re´servoir. Le me´canisme de production est ici da-
vantage un me´canisme de de´placement force´ de l’huile par la vapeur qu’un me´canisme de
drainage par gravite´ (voir Figure II.8).
Fig. II.8: Visualisation de la descente de la chambre de vapeur
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2.1.2 Description de la solution fine
Les diffe´rents profils de saturation et de tempe´rature pre´sente´s ci-apre`s ont e´te´ obtenus au bout
d’un temps de 1000 jours. A cet instant, la chambre de vapeur est dans sa phase d’e´largissement.
La saturation en huile, repre´sente´e sur la Figure II.9, reste constante dans la zone de vapeur et a
pour valeur 0.1 ce qui correspond a` la saturation en huile re´siduelle suite au balayage par la vapeur.
Ensuite, elle augmente tre`s rapidement pour atteindre un premier plateau ou` sa valeur est de 0.5.
Ce plateau se trouve imme´diatement en aval de la chambre de vapeur et est caracte´ristique de
l’huile re´chauffe´e mobile. Enfin, le second et dernier plateau repre´sente la zone d’huile non mobile.
La saturation dans cette re´gion est e´gale a` la saturation initiale, soit 0.85.
Le profil de la saturation en vapeur que l’on peut voir sur la Figure II.10 nous permet de bien
localiser la chambre de vapeur dans le re´servoir : elle est maximale la` ou` est la vapeur et nulle
ailleurs.
La saturation en eau n’est supe´rieure a` la saturation d’eau interstitielle que sur la zone d’inter-
face marquant la transition entre la chambre de vapeur et l’huile froide. Cette eau re´sulte de la
condensation de la vapeur au contact de l’huile froide.
Avec la gravite´, elle contribue au de´placement de l’huile re´chauffe´e vers le puits producteur (voir
Figure II.11).
La tempe´rature atteint les 272◦C dans la chambre de vapeur ; cette tempe´rature correspond a` la
tempe´rature saturante a` la pression locale (Tsat(P )). Elle diminue ensuite re´gulie`rement jusqu’a`
atteindre la tempe´rature initiale du re´servoir, soit 27◦C (voir Figure II.12).
Fig. II.9: Cas fin de re´fe´rence : la saturation en huile a` t=1000 jours
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Fig. II.10: Cas fin de re´fe´rence : la saturation en vapeur a` t=1000 jours
Fig. II.11: Cas fin de re´fe´rence : la saturation en eau a` t=1000 jours
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Fig. II.12: Cas fin de re´fe´rence : la tempe´rature a` t=1000 jours
Fig. II.13: Cas fin de re´fe´rence : la pression a` t=1000 jours
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La Figure II.13 repre´sente le champ de pression. On constate que la pression reste constante dans
la zone vapeur, puis augmente continuˆment et atteint sa valeur maximale de 59.93 bars.
Les Figures II.14 et II.15 nous montrent l’e´volution au cours du temps du volume cumule´ d’huile
produit et du de´bit d’huile surfacique produit par jour. On observe sur une pe´riode, comprise entre
l’instant ou` l’on ouvre les puits (a` 153 jours) et l’instant ou` on atteint le plateau de production
(vers 2500 jours), une augmentation continue du volume cumule´ d’huile ; la valeur maximale est
le´ge`rement supe´rieure a` 0.18hm3, ce qui correspond a` 97% du volume d’huile initial (voir Figure
II.14).
La courbe donnant le de´bit d’huile (voir Figure II.15) nous permet de distinguer les diffe´rents stades
ou` la chambre de vapeur change de morphologie. Les deux pics de production, aux alentours de
170 et 280 jours, suivent l’ouverture des puits et sont repre´sentatifs d’une re´gulation du de´bit. Le
de´bit augmente ensuite continuˆment jusqu’a` environ 1300 jours. Durant cette pe´riode, la chambre
atteint le toit du re´servoir et s’e´vase en prenant la forme d’un e´ventail. De`s que la chambre de
vapeur atteint les bords late´raux du domaine, le de´bit d’huile produit diminue. Au dela`, on se
trouve dans la phase de descente de la vapeur vers la base du re´servoir. Il n’y a plus a` ce stade de
drainage par gravite´ mais plutoˆt un de´placement force´ de l’huile sous l’effet du pompage.
Fig. II.14: Cas fin de re´fe´rence : le cumule´ d’huile produit
Fig. II.15: Cas fin de re´fe´rence : le de´bit d’huile produit
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3 Sensibilité du modèle
3.1 Influence de la taille des mailles
En pratique, vu l’augmentation rapide des temps de calculs avec l’augmentation de la taille du
maillage, on essaie de trouver le meilleur compromis entre temps de calculs et pre´cision des re´sul-
tats : partant d’une solution grossie`re, le maillage est raffine´ jusqu’a` obtenir une bonne pre´cision
des calculs dans des de´lais acceptables.
Le paragraphe qui suit montre pour trois maillages les re´sultats que l’on peut obtenir. Trois grilles
aux mailles carre´es ont e´te´ utilise´es :
– cas
 A Nz = 6 Nx = 12, mailles de 6m de coˆte´
– cas
 B Nz = 18 Nx = 36, mailles de 2m de coˆte´
– cas
 C Nz = 54 Nx = 108, mailles de 0.66m de coˆte´
Les Figures II.16 a` II.22 montrent, a` des dates correspondant aux trois phases de production men-
tionne´es dans le paragraphe 1.3.2 (page 18), l’influence de la taille des mailles sur la tempe´rature,
les trois saturations, le cumule´ d’huile et le cumule´ d’eau. On remarque sur le Tableau II.1 que le
raffinement des mailles diminue la dure´e des phases de production.
dure´e des phases de production
grille phases de production dure´e (jours) A phase 1 0 −− > 500
phase 2 500 −− > 2000
phase 3 2000 −− > 3100 B phase 1 0 −− > 310
phase 2 310 −− > 1300
phase 3 1300 −− > 2800 C phase 1 0 −− > 270
phase 2 270 −− > 1150
phase 3 1150 −− > 2600
Tab. II.1: Dure´e des phases de production en fonction de la taille des mailles
Les re´sultats avec la grille grossie`re 12 × 6 ne sont pas satisfaisants. Nous observons de faibles
tempe´ratures avec un maximum de 238◦C dans la chambre de vapeur : les mailles grossie`res ne
sont pas assez chauffe´es et par conse´quent, la production de l’huile est sous-estime´e (voir Figure
II.20).
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 A
 B
 C
(a) 270 jours (b) 1000 jours (c) 2000 jours (d) 2600 jours
Fig. II.16: Sensibilite´ de la tempe´rature a` la taille des mailles
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 A
 B
 C
(a) 270 jours (b) 1000 jours (c) 2000 jours (d) 2600 jours
Fig. II.17: Sensibilite´ de la saturation en huile a` la taille des mailles
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 A
 B
 C
(a) 270 jours (b) 1000 jours (c) 2000 jours (d) 2600 jours
Fig. II.18: Sensibilite´ de la saturation en eau a` la taille des mailles
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3 Sensibilite´ du mode`le
 A
 B
 C
(a) 1000 jours (b) 2000 jours (c) 2600 jours
Fig. II.19: Sensibilite´ de la saturation en vapeur a` la taille des mailles
La re´cupe´ration en huile cumule´e atteint 0.181 hm3 avec la grille fine et 0.17 hm3 avec la grille A
(voir la Figure II.20) ; l’erreur relative en fin de simulation est supe´rieure a` 6%, soit une diffe´rence
de plus de 88 000 us.bl.
Le de´bit total au puits producteur e´tant impose´, on estime une production d’eau plus importante
par rapport aux deux autres cas plus fins : en fin de simulation, 0.55 hm3 d’eau sont produits en
plus avec la grille A (voir Figure II.22).
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Fig. II.20: Sensibilite´ a` la taille des mailles : le cumule´ d’huile produite
Fig. II.21: Sensibilite´ a` la taille des mailles : le de´bit d’huile produit
Fig. II.22: Sensibilite´ a` la taille des mailles : le cumule´ d’eau produit
A diffe´rentes dates de la simulation, les courbes de la Figure II.23 donnent les temps CPU ainsi que
le nombre de pas de temps obtenus. On constate que raffiner la grille entraˆıne une augmentation
des temps CPU et du nombre de pas de temps.
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 A
 B
 C
Fig. II.23: Sensibilite´ a` la taille des mailles : les temps CPU et le nombre de pas de temps
Ces diffe´rents re´sultats montrent que si l’on souhaite obtenir des pre´visions de production fiables,
il faut mailler finement l’interface d’e´coulement. Les re´sultats obtenus avec la grille B sont relati-
vement satisfaisants mais les mailles sont de´ja` fines et sur des cas 3D cela aboutirait a` des temps
CPU trop importants.
Le raffinement de maillage adaptatif apparaˆıt alors comme une bonne alternative : il consiste a`
raffiner localement la discre´tisation en temps et en espace afin que la solution donne´e par le sche´ma
nume´rique soit la plus proche possible de la solution exacte tout en limitant les temps de calculs.
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4 Application du raffinement de maillage adaptatif à la simulation du
SAGD
4.1 Principe du raffinement de maillage adaptatif
Ce paragraphe a pour but de pre´senter, dans les grandes lignes, les principes de base du raffinement
de maillage adaptatif.
Depuis les travaux de Berger et Collela [4], le raffinement de maillage adaptatif est une technique
couramment utilise´e dans la re´solution de proble`mes aux de´rive´es partielles.
Cette technique a e´te´ introduite a` l’origine pour la re´solution de proble`mes issus de la me´canique
des fluides. Les solutions e´tudie´es dans ce domaine pre´sentent souvent des discontinuite´s qu’il faut
eˆtre capable de reproduire nume´riquement. Malheureusement, en pre´sence de maillages trop gros-
siers, les sche´mas nume´riques introduisent une diffusion nume´rique qui tend a` lisser les fronts.
Le moyen le plus simple de re´duire cette diffusion est d’affiner le maillage la` ou` la solution peut
pre´senter des irre´gularite´s. Mais en pre´sence d’un front tre`s mobile, cette zone peut eˆtre e´tendue
et aboutir a` des temps de calculs trop importants. L’ide´e inhe´rente au raffinement de maillage
adaptatif est de suivre le de´placement du front et de ne raffiner le maillage au cours d’un pas de
temps que la` ou` l’erreur de discre´tisation est trop importante.
Le raffinement de la solution en temps et en espace s’effectue, en ge´ne´ral, sur l niveaux (l = 1, 2, 3, 4
en pratique). Notons ∆t et h les pas de temps et d’espace de la discre´tisation la plus grossie`re. Au
niveau 1, i.e. au premier niveau, ces parame`tres sont raffine´s selon un meˆme ratio r.
Ainsi ∆t1 = ∆t/r et h1 = h/r et le meˆme ratio est utilise´ pour les niveaux suivants (∆t2 = ∆t1/r
et h2 = h1/r, . . ., ∆tl = ∆tl−1/r et hl = hl−1/r). Le fait d’utiliser ce meˆme parame`tre r a` la fois
pour la discre´tisation en temps et en espace et a` chaque niveau, pre´sente plusieurs avantages.
Pour des sche´mas explicites, si les pas de temps et d’espace du niveau le plus grossier ont e´te´
choisis de fac¸on a` satisfaire la condition de type CFL, alors les pas de temps et d’espace des
niveaux supe´rieurs ve´rifieront e´galement cette condition. De plus, par cette me´thode, on n’utilise
des petites mailles et de petits pas de temps que la` ou` l’erreur est importante et non pas sur
l’ensemble du domaine. En termes de temps de calculs, on optimise donc a` la fois l’inte´gration en
temps et l’inte´gration en espace.
D’un point de vue algorithmique, les diffe´rents niveaux de grille satisfont une re`gle d’emboˆıtement :
une grille de niveau l est toujours contenue dans une grille de niveau l − 1 et chaque niveau de
grille a son propre vecteur de solutions (cf. Figure II.24). Ainsi, un meˆme point de l’espace peut
eˆtre recouvert par plusieurs niveaux de grille. Pour limiter les temps de calculs, la mise a` jour
du maillage ne s’effectue pas a` chaque pas de temps. Dans ce cas, les algorithmes construisent, a`
chaque niveau, une zone tampon autour de chaque re´gion a` raffiner. Cela permet d’anticiper les
de´placements futurs du front et d’e´viter qu’il ne quitte la zone raffine´e avant la prochaine mise a`
jour du maillage.
Remarque 4.1. Les maillages de niveau 1 . . . l n’ont pas ne´cessairement la meˆme orientation que
la grille initiale. Leur orientation peut eˆtre calcule´e de fac¸on a` suivre au maximum la limite de la
zone de front. Cela limite l’e´tendue de la zone raffine´e et re´duit l’effet d’axe (voir [36] pour une
illustration de l’effet d’axe en simulation de re´servoir).
Le calcul d’un pas de temps ∆t se fait en commenc¸ant par les niveaux de discre´tisation les plus
e´leve´s et en descendant la hie´rarchie des grilles.
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A` chaque fois, il faut calculer les conditions aux limites a` appliquer aux bords de la zone raffine´e
et, a` la fin du pas de temps, mettre a` jour la solution au niveau imme´diatement infe´rieur. Lorsque
deux grilles d’un meˆme niveau de raffinement se recouvrent en un ou plusieurs points, il peut eˆtre
ne´cessaire de faire une moyenne des solutions calcule´es dans les deux domaines avant de passer au
calcul du niveau suivant.
Fig. II.24: Exemple de raffinement local
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4.2 Le générateur de sous-maillages dynamiques du groupe IFP
Nous pre´sentons ici la technique de raffinement de maillage adaptatif mise en place pour simuler
le SAGD avec le simulateur de re´servoir de l’IFP, PUMAflow.
4.2.1 Principe du couplage
La gestion du sous-maillage dynamique est originale car elle se fait a` l’exte´rieur de PUMAflow
(contrairement au simulateur STARS du groupe canadien Computer Modelling Group [41]), ce qui
permet d’utiliser, potentiellement, n’importe quel simulateur thermique de re´servoir.
PUMAflow
nouveau pas de temps
calcule´
temps final atteint ?
non
ne´cessite´ de de´placer
le sous-maillage ?
oui
Arreˆt de la
simulation
Ge´ne´rateur de
maillages
nouveau sous-maillage
nouveau jeu de donne´es
ge´ne´ration du jeu de
donne´es initial
oui
non
Fig. II.25: Couplage entre le ge´ne´rateur de maillage et le simulateur Pumaflow
Une simulation SAGD est de´coupe´e en plusieurs pe´riodes. La premie`re pe´riode fait l’objet d’un
traitement a` part : au cours de cette premie`re pe´riode, la chambre de vapeur e´tant dans sa premie`re
phase de de´veloppement (voir section 2.1.1), le ge´ne´rateur de maillage met alors en place un
maillage localement raffine´ autour des puits pour simuler les premiers instants d’injection de vapeur
dans le re´servoir.
Au de´but de chacune des pe´riodes suivantes, le simulateur de re´servoir s’arreˆte et le ge´ne´rateur
de maillages cre´e, graˆce au crite`re de raffinement, un nouveau maillage, raffine´ la` ou` s’e´coulera a
priori l’huile au cours de la pe´riode suivante (le maillage est fixe sur toute la dure´e de la pe´riode).
Remarque 4.2. Le calcul des pas de temps sur une pe´riode de´pend de la grille de niveau le plus
e´leve´. Il n’existe pas dans ce programme adaptatif de sous pas de temps locaux, contrairement a` ce
qui a e´te´ pre´sente´ dans le paragraphe 4.1.
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En plus de re´actualiser le maillage, le coupleur met aussi a` l’e´chelle les parame`tres pe´trophysiques
et les diffe´rentes variables (pressions, saturations, tempe´ratures) en fonction de leur position sur
la grille et de leur nouveau niveau de raffinement. Ce couplage est re´sume´ sur la Figure II.25.
Pour le bon fonctionnement du ge´ne´rateur de maillage, l’utilisateur doit fournir un certain nombre
de donne´es en entre´e. Ainsi, en plus des donne´es thermodynamiques, pe´trophysiques, nume´riques
et de gestion des de´bits aux puits, doivent eˆtre pre´cise´s la taille des pe´riodes, la dimension du
re´servoir, la taille du maillage grossier, le ratio de raffinement dans chaque direction, le nombre de
niveaux de grille, le nombre de doublets de puits ou encore la position dans le re´servoir des puits.
Il est possible d’avoir un a` plusieurs doublets de puits. Pour des proble`mes homoge`nes, nous avons
vu que simuler le SAGD sur une moitie´ de domaine permettait de re´duire les temps de calculs :
dans ce cas un seul doublet de puits est de´fini et positionne´ en bordure de domaine.
Initialement, les diffe´rents cas tests qui pouvaient eˆtre e´tudie´s e´taient essentiellement des proble`mes
en milieu homoge`ne en deux dimensions. Ce n’est que par la suite, dans le cadre de ce travail, que
son champ d’application a e´te´ e´largi aux proble`mes he´te´roge`nes (toujours en deux dimensions).
4.2.2 Le positionnement du maillage fin
Supposons qu’une pe´riode vient d’eˆtre simule´e (pe´riode Pi de la Figure II.26, par exemple) et que
le ge´ne´rateur de maillages est appele´ pour cre´er un nouveau maillage.
Comme nous l’avons pre´cise´ pre´ce´demment (voir section 4.2.1), le ge´ne´rateur va cre´er un nouveau
maillage adaptatif qui sera fixe pendant la simulation de la prochaine pe´riode (pe´riode Pi+1). Pour
cela, il re´cupe`re le maillage utilise´ lors de la pe´riode Pi ainsi que les valeurs de toutes les variables
aux instants tn et tn−1 (voir Figure II.26).
PUMAflow
maillage
+
valeurs des variables
tn−1 tn tn+1
Pe´riode Pi simule´e Pe´riode Pi+1
Ge´ne´rateur de maillages
nouveau maillage
+
variables mises a` l’e´chelle
Fig. II.26: Donne´es re´cupe´re´es par le ge´ne´rateur de maillages
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En utilisant un crite`re permettant de mettre en e´vidence les zones de discontinuite´s de certaines
variables (zones ou` le sche´ma diffuse beaucoup en pre´sence de grosses mailles), le ge´ne´rateur de´tecte
la position de l’interface d’e´coulement aux instants tn−1 et tn.
Cela permet de calculer une vitesse moyenne de de´placement de cette interface et ainsi d’estimer
son de´placement sur la pe´riode Pi+1 (voir Figure II.27).
Fig. II.27: Estimation de la position de l’interface
Les cellules fines seront donc dans les zones qui seront a priori balaye´es par l’interface. Le code
maille alors finement toute la zone comprise entre la position de l’interface a` l’instant tn et sa
position estime´e a` l’instant tn+1 (voir la Figure II.28). Le code e´largit ensuite la zone raffine´e pour
conserver une marge de se´curite´.
Fig. II.28: Position du maillage fin
56
4 Application du raffinement de maillage adaptatif a` la simulation du SAGD
Enfin, une fois les cellules fines active´es, en fonction de leur position et de la hie´rarchie des grilles,
le ge´ne´rateur active les mailles de niveau interme´diaire a` grossier. Le nouveau maillage est alors
cre´e´. Il faut a` ce stade, en fonction de l’ancien maillage, mettre a` l’e´chelle toutes les variables.
4.2.3 La mise à l’échelle des variables pour des problèmes en milieu homogène
On appelle “downscaling” le passage d’un maillage grossier a` un maillage plus fin. L’“upscaling”
de´signe le passage d’un maillage fin a` un niveau plus grossier.
Le downscaling des variables
Lorsqu’une maille grossie`re est raffine´e, il faut calculer les proprie´te´s physiques (tempe´rature,
saturations, pression) associe´es aux mailles sous-jacentes. Cette e´tape est appele´e downscaling.
Dans le ge´ne´rateur de maillages, la tempe´rature et les saturations d’une sous-maille sont les meˆmes
que celles de la maille d’appui (voir la Figure II.29).
T, S
T,S T,S T,S
T,S T,S T,S
T,S T,S T,S
Fig. II.29: Downscaling de la tempe´rature et des saturations
En ce qui concerne la pression, elle est calcule´e par l’interpolation verticale line´aire suivante :
Pl+1,K∗ = Pl,K +
d(xK , xK∗)
d(xK , xKe)
(Pl,Ke − Pl,K),
ou`, comme le montre la Figure II.30,
• Pl+1,K∗ est la pression de la sous-maille K∗ de niveau l + 1,
• Pl,K est la pression de la maille d’appui, K de niveau l,
• Pl,Ke est la pression de la maille de l’ancien maillage la plus proche
verticalement de la maille K∗,
• d(xK , xK∗) repre´sente la distance entre les centres des mailles (l,K) et
(l + 1, K∗),
• d(xK , xKe) repre´sente la distance entre les centres des mailles (l,K) et
(l,Ke).
Remarque 4.3. La Figure II.30 illustre un exemple d’interpolation possible.
Sur l’ancien maillage, la maille la plus proche de la maille (l + 1, K∗) peut eˆtre une maille de
niveau l + 1.
57
II Simulation du proce´de´ de re´cupe´ration SAGD
Pl,K
Pl,Ke
Pl+1,K∗
Fig. II.30: Downscaling de la pression
L’upscaling des variables
Inversement, lorsqu’une maille est de´raffine´e, le fait de de´duire les proprie´te´s physiques de la maille
grossie`re a` partir des mailles sous-jacentes est appele´ upscaling.
Pour toutes les variables, on calcule les nouvelles proprie´te´s de la maille de niveau infe´rieur par
une moyenne arithme´tique [46] :
Xl,K =
∑M
j=1Xl+1,Kj
M
ou`
• Xl,K est la proprie´te´ de la maille K de niveau l,
• Xl+1,Kj est la meˆme proprie´te´ mais pour la sous-maille Kj de niveau l + 1,
• M est le nombre de sous-mailles de niveau l + 1 contenues dans la maille
(l,K).
Xl+1,Kj
Xl,K
Fig. II.31: Upscaling des variables en milieu homoge`ne
4.2.4 La mise à l’échelle des variables pour des problèmes en milieu hétérogène
Nous pre´cisons maintenant comment sont mises a` l’e´chelle les variables et les proprie´te´s pe´trophy-
siques pour des cas he´te´roge`nes.
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Initialement, le code dispose en entre´e des cartes de perme´abilite´s et de porosite´s sur la grille
fine. Les cartes des niveaux infe´rieurs (niveaux plus grossiers) sont de´duites de ces cartes fines a`
l’aide d’une moyenne arithme´tique. Pour la perme´abilite´, le choix de cette moyenne est purement
arbitraire. D’autres lois alge´briques peuvent eˆtre utilise´es. Des solutions nume´riques sont aussi
envisageables ([39], [17]).
L’upscaling et le downscaling de la tempe´rature et de la pression se font de la meˆme fac¸on qu’en
milieu homoge`ne (voir section 4.2.3).
Pour les saturations, on conserve en permanence la solution sur la grille fine. On cre´e ainsi au
temps initial une carte fine des saturations que l’on met a` jour a` la fin de chaque pe´riode simule´e.
Seules les nouvelles saturations des mailles fines du maillage adaptatif sont mises a` jour car il n’y
pas d’e´coulement en dehors des zones raffine´es.
Pour assurer la conservation des volumes des fluides, les saturations issues du niveau fin sont mises
a` l’e´chelle sur les deux niveaux plus grossiers. On utilise pour cela une moyenne arithme´tique
ponde´re´e par les valeurs des porosite´s donne´es a` l’e´chelle imme´diatement supe´rieure.
Ainsi, pour calculer les saturations d’un niveau l nous utilisons la formule suivante :
Sl,K =
∑M
j=1 φl+1,Kj dxl+1 dyl+1 dzl+1 Sl+1,Kj
φl,K dxl dyl dzl
,
ou`
• Sl,K est la saturation de la maille K de niveau l,
• Sl+1,Kj est la saturation de la jème sous-maille de K de niveau l + 1,
• φl,K est la porosite´ de la maille K de niveau l,
• dxl, dyl, dzl sont respectivement les dimensions d’une maille de niveau l,
• M est le nombre de sous-mailles de niveau l + 1 contenues dans (l,K).
Sl+1,Kj
Sl,K
Fig. II.32: Upscaling des saturations en milieu he´te´roge`ne
4.3 Le raffinement de maillage basé sur les températures seuils
Au de´but du chapitre, nous avons vu que les me´thodes classiques de raffinement de maillage adapta-
tif sont base´es sur l’estimation d’une erreur de troncature du sche´ma nume´rique. Malheureusement,
ces e´tudes se limitent souvent a` des cas simplifie´s.
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Pour des syste`mes plus complexes, comme celui pre´sente´ au chapitre 1, il faut avoir recours a` des
heuristiques [46], comme des valeurs seuils ou des calculs de gradient (sur la tempe´rature et/ou
sur les saturations), pour de´tecter les zones ou` la solution pre´sente de fortes irre´gularite´s et, ou`,
potentiellement, l’erreur de discre´tisation risque d’eˆtre plus importante.
Initialement, les e´tudes mene´es a` l’IFP e´taient base´es sur l’utilisation de tempe´ratures seuils [30].
Elles ont montre´ que le raffinement de maillage adaptatif pouvait permettre d’atteindre une certaine
pre´cision dans les re´sultats tout en diminuant les temps de calculs : des gains en temps de 3 et 2 ont
respectivement e´te´ de´montre´s pour des cas tests en milieu homoge`ne en deux et trois dimensions.
Plus re´cemment, des e´tudes ou` la strate´gie de raffinement est base´e sur des gradients de tempe´ra-
ture, des saturations et/ou des fractions molaires ont e´te´ publie´es (voir [10] et [46]).
Christensen et al. [10] ont imple´mente´, a` l’inte´rieur du simulateur de re´servoir STARS, une tech-
nique de maillage dynamique qui identifie le de´placement de l’interface d’e´coulement au travers de
larges gradients de la tempe´rature, des saturations et des fractions molaires (le mode`le re´servoir
utilise´ e´tant un mode`le compositionnel). Ils ont montre´ des gains en temps de 2 et de 3, respecti-
vement pour un cas 2D-homoge`ne et un cas 3D-he´te´roge`ne. L’inconve´nient pour ce type de crite`re
de raffinement est qu’il est ne´cessaire d’effectuer des premiers calculs sur une grille entie`rement
fine afin d’e´valuer les amplitudes des gradients et ainsi leurs valeurs seuils.
Pour des milieux he´te´roge`nes, ou` diffe´rentes courbes de perme´abilite´s relatives sont de´finies pour
chaque type de roche, Wang et al. [46] proposent un crite`re de raffinement base´ sur les variations
des perme´abilite´s relatives. Avec cette strate´gie de raffinement de maillage adaptatif, un gain en
temps de 5 pour un cas 1D a e´te´ observe´.
4.3.1 Application à un cas homogène
Nous rappelons ici les premiers re´sultats obtenus sur un cas 2D-homoge`ne en utilisant comme
tempe´ratures seuils 50◦C et 250◦C pour le suivi de l’interface d’e´coulement [30]. Le cas test utilise´
est celui pre´sente´ en section 2. Le maillage grossier est d’une taille 12 × 6 (Nx = 12 et Nz = 6).
Nous avons deux niveaux de raffinement et le maillage est ge´ne´re´ tous les 10 jours.
La strate´gie de raffinement assure un maillage fin autour des puits et sur le front de tempe´rature
tout entier (a` savoir, la surface comprise entre 50◦C et 250◦C) comme le montrent les Figures II.33
et II.34, ou` sont repre´sente´s les profils de la tempe´rature et de la saturation en huile a` diffe´rents
stades de de´veloppement de la chambre de vapeur.
Le nombre de mailles est diminue´ en moyenne de 58% sur l’ensemble de la simulation par rapport
au cas fin avec une valeur supe´rieure a` 80% en de´but de simulation (voir Figure II.35).
En terme de gain en temps CPU, cette approche permet un gain cumule´ moyen de 4, 5 (voir Figure
II.37) sans perte de pre´cision sur la production cumule´e en huile comme le montre la Figure II.36.
Remarque 4.4. Le gain cumule´ repre´sente le rapport entre le temps cumule´ du cas fin et celui du
cas avec sous-maillage dynamique.
Bien que l’utilisation des tempe´ratures seuils soit un bon compromis entre temps de calculs et
pre´cision des re´sultats, l’efficacite´ de la me´thode pour ce cas test est limite´e. En effet, au cours
du processus, il y a un e´talement du front de tempe´rature, ce qui entraˆıne une augmentation du
nombre de mailles fines dans la zone d’huile froide non mobile (voir les profils (a) a` (d) de la Figure
II.34).
La zone raffine´e est alors encore trop importante. En fait le maillage devrait eˆtre fin la` ou` la solution
(pre´cise´ment la saturation en huile) est irre´gulie`re, typiquement dans les zones de fort gradient.
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(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
(e) 3250 jours
Fig. II.33: Maillage adaptatif avec les tempe´ratures seuils : la tempe´rature
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(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
(e) 3250 jours
Fig. II.34: Maillage adaptatif avec les tempe´ratures seuils : la saturation en huile
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Fig. II.35: Re´duction du nombre de mailles
Fig. II.36: Production cumule´e de l’huile
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Fig. II.37: Gain en temps CPU cumule´
4.3.2 Application à un cas héterogène
Nous conside´rons un re´servoir he´te´roge`ne a` deux facie`s : de l’argile est lamine´e en diffe´rentes
couches ou` les plus fines ont l’e´paisseur d’une cellule fine, soit 0.66 m. La carte des facie`s est repre´-
sente´e sur la Figure II.38. Nous utilisons pour le sable les donne´es pe´trophysiques du cas homoge`ne
(voir section 2) ; pour l’argile, nous avons les donne´es suivantes : la perme´abilite´ horizontale, la
perme´abilite´ verticale, la porosite´ et la saturation en eau initiale sont respectivement e´gales a` 0.01
mD, 0.01 mD, 10% et 100%.
Fig. II.38: Milieu he´te´roge`ne : l’argile est en noir et le sable en blanc
A partir des re´sultats obtenus sur la grille entie`rement fine, nous allons tout d’abord e´tudier la
dynamique des e´coulements de vapeur, d’eau et d’huile dans le re´servoir.
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Comme nous pouvons le voir sur la Figure II.39, de`s le de´but de l’injection dans le re´servoir, la
vapeur est bloque´e par une couche d’argile imperme´able (la vapeur ne peut plus progresser vers
le toit du re´servoir) ; la chambre de vapeur s’e´tend en dessous de la barrie`re argileuse, jusqu’a` ce
qu’elle la contourne et qu’elle se de´veloppe dans une autre zone du re´servoir. Contrairement au cas
homoge`ne, la vapeur se subdivise ici en plusieurs chambres de tailles diffe´rentes.
Le front de tempe´rature quant a` lui est diffe´rent du front de saturation puisque la chaleur se pro-
page au travers des couches d’argile (voir la Figure II.40).
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.39: Maillage entie`rement fin : la saturation en vapeur
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II Simulation du proce´de´ de re´cupe´ration SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.40: Maillage entie`rement fin : la tempe´rature
Des e´coulements d’huile ont lieu dans les zones de fortes tempe´ratures (supe´rieures a` 220◦C). Sur
les Figures II.41 et II.42 nous pouvons distinguer des zones sature´es en huile lourde (zones dites
d’huile froide) et des zones balaye´es par la vapeur, les zones ou` l’huile re´chauffe´e et l’eau (venant
de la condensation de la vapeur) s’e´coulent vers le puits producteur.
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4 Application du raffinement de maillage adaptatif a` la simulation du SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.41: Maillage entie`rement fin : la saturation en huile
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II Simulation du proce´de´ de re´cupe´ration SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.42: Maillage entie`rement fin : la saturation en eau
L’utilisation d’une me´thode de raffinement de maillage adaptatif base´e sur le suivi du front de
tempe´rature entraˆıne le raffinement de plusieurs zones ou` il n’y a pas d’e´coulement d’huile (cela
peut eˆtre des zones d’argiles ou des zones ou` l’huile n’a pas e´te´ suffisamment re´chauffe´e pour eˆtre
mobile). C’est ce que nous pouvons voir sur les Figures II.43, II.44 II.45.
Un autre proble`me peut apparaˆıtre avec les tempe´ratures seuils pour crite`re de raffinement.
En dehors du front de tempe´rature, dans les zones les plus chaudes et les plus froides du re´servoir, il
y a un grossissement des cellules et un upscaling des proprie´te´s. La manie`re dont les perme´abilite´s
sont moyenne´es peut avoir des conse´quences se´rieuses sur l’e´coulement.
En effet, dans notre cas, en utilisant une moyenne arithme´tique, les perme´abilite´s des cellules
grossie`res ne sont pas repre´sentatives des he´te´roge´ne´ite´s que l’on peut avoir a` l’e´chelle fine. De ce
fait, l’huile, qui ne devrait pas s’e´couler en raison des barrie`res d’argile avoisinantes, est balaye´e
par la vapeur qui s’e´tend plus facilement avec ces nouvelles perme´abilite´s. Ceci entraˆıne alors une
le´ge`re surestimation de la production en huile comme le montre la Figure II.46.
L’utilisation d’une moyenne harmonique permettrait au contraire de re´duire les perme´abilite´s des
cellules grossie`res ce qui pourrait diminuer les pre´dictions de la production en huile [46].
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4 Application du raffinement de maillage adaptatif a` la simulation du SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.43: Maillage adaptatif en milieu he´te´roge`ne avec les tempe´ratures seuils : la saturation en
vapeur
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II Simulation du proce´de´ de re´cupe´ration SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.44: Maillage adaptatif en milieu he´te´roge`ne avec les tempe´ratures seuils : la tempe´rature
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4 Application du raffinement de maillage adaptatif a` la simulation du SAGD
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. II.45: Maillage adaptatif en milieu he´te´roge`ne avec les tempe´ratures seuils : la saturation en
huile
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II Simulation du proce´de´ de re´cupe´ration SAGD
Fig. II.46: Production cumule´e de l’huile
Ces premiers tests de raffinement de maillage adaptatif pour la simulation du SAGD montrent
clairement que le choix des tempe´ratures seuils comme crite`re de raffinement n’est pas applicable.
En milieu homoge`ne, l’e´talement du front de tempe´rature au cours du temps entraˆıne un raffine-
ment trop e´tendu, notamment dans la zone d’huile non mobile, et tend a` limiter les performances
de la me´thode.
En milieu he´te´roge`ne, nous avons vu que le ge´ne´rateur de maillages conserve un nombre important
de cellules fines en raffinant notamment des zones de´pourvues d’huile mobile. Par ailleurs, dans la
zone la plus chaude du re´servoir, le grossissement des mailles peut aboutir a` une mauvaise estima-
tion de la production.
Dans le chapitre suivant nous proposons de nouveaux crite`res de raffinement qui permettent de
mieux suivre les discontinuite´s de la saturation en huile et ainsi de de´tecter de fac¸on plus pre´cise
l’interface d’e´coulement.
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III. Construction de nouveaux critères de
raffinement basés sur des estimateurs d’erreur
a posteriori
Nous avons vu, qu’en pratique, il n’est pas possible de raffiner uniforme´ment la taille des e´le´ments
autant que ne´cessaire, pour des raisons e´videntes de couˆts de calculs. Nous avons e´galement vu
qu’il e´tait possible d’optimiser la taille du maillage et les temps de calculs en raffinant seulement
des zones pre´de´finies et en de´raffinant en dehors de celles-ci. Ce processus, ge´ne´ralement dicte´ par
des conside´rations lie´es d’une part a` la ge´ome´trie du domaine et d’autre part a` la physique du
proble`me e´tudie´, ne´cessite l’identification a priori des zones a` raffiner. Nous avons montre´ que le
crite`re de raffinement base´ sur des tempe´ratures seuils limite les performances de la me´thode en
milieu homoge`ne et qu’il n’e´st pas applicable en milieu he´te´roge`ne. De ce fait, un choix judicieux de
la strate´gie d’adaptation de maillage s’impose. C’est pourquoi nous allons dans ce chapitre de´finir
de nouveaux crite`res de raffinement.
Une option possible est d’associer le maillage a` une me´trique qui permet de guider le raffinement
de maillage en fonction d’un crite`re d’erreur a posteriori. Cette approche permet en particulier de
guider le maillage en tenant compte de la dynamique des phe´nome`nes mode´lise´s. La qualite´ de la
solution obtenue est e´value´e a` travers des techniques d’estimation a posteriori de l’erreur. Une fois
l’erreur estime´e, il est possible de controˆler la qualite´ de la solution en calculant la taille optimale
de chaque e´le´ment du maillage.
Dans ce chapitre, une pre´sentation de l’estimation d’erreur a posteriori, mise au point par D. Kro¨ner
et M. Ohlberger [28], pour des sche´mas volumes finis pour des e´quations hyperboliques non line´aires
est faite. Cette estimation d’erreur, applique´e a` l’e´quation de conservation de l’huile du mode`le
re´servoir, nous permet de de´finir de nouveaux crite`res de raffinement.
Nous poursuivons ensuite par une application de ces nouveaux crite`res de raffinement pour les cas
homoge`ne et he´te´roge`ne de´finis dans le premier chapitre.
III Construction de nouveaux crite`res de raffinement base´s sur des estimateurs d’erreur a
posteriori
Vue la complexite´ du mode`le de re´servoir (P), il semble difficile de de´river des estimations d’erreur
a posteriori pour le syste`me tout entier. C’est pourquoi nous nous focaliserons sur le de´placement
de l’huile re´chauffe´e mobile en conside´rant l’e´quation de conservation de la masse de l’huile (3).
1 Réduction à un problème hyperbolique
Sur la Figure III.1 sont repre´sente´es, pour un re´servoir homoge`ne exploite´ depuis 400 jours, les
saturations en vapeur, en eau et en huile, ainsi que la masse volumique de l’huile, a` une profondeur
de 14 me`tres.
On remarque que les saturations pre´sentent d’importantes discontinuite´s alors que la masse volu-
mique de l’huile augmente de fac¸on plutoˆt re´gulie`re. La zone d’e´coulement se situe dans la zone
de variations des saturations en eau et en huile. Les saturations en eau et en huile sont constantes
en dehors de l’interface d’e´coulement ; cela montre qu’il n’est pas ne´cessaire de mailler finement
l’ensemble du re´servoir.
Sur la Figure III.2, les meˆmes profils sont repre´sente´s apre`s 1000 jours d’exploitation. On peut
ainsi voir comment les fronts se de´placent. On remarque que, dans la zone d’e´coulement, les sa-
turations en eau et en huile se re´gularisent. Cela montre qu’un de´raffinement de l’inte´rieur de la
zone d’e´coulement peut avoir lieu au cours du temps.
Devant ces diffe´rents points, nous constatons qu’il est possible de suivre le de´placement de la zone
d’e´coulement en suivant les discontinuite´s de la saturation en huile.
Fig. III.1: Profils 1D des saturations et de la masse volumique de l’huile a` 400 jours et a` 14 me`tres
de profondeur en milieu homoge`ne
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1 Re´duction a` un proble`me hyperbolique
Fig. III.2: Profils 1D des saturations et de la masse volumique de l’huile a` 1000 jours et a` 14 me`tres
de profondeur en milieu homoge`ne
En regardant la loi de conservation de la masse de l’huile (3), nous constatons qu’il est possible de
la simplifier moyennant quelques hypothe`ses.
En effet, sachant que dans cette zone seule de l’eau, provenant de la condensation de la vapeur,
s’e´coule avec l’huile re´chauffe´e mobile, la saturation en vapeur est nulle. Ainsi, d’apre`s l’e´quation
de conservation du volume poreux (6), la saturation en eau devient une fonction de la saturation
en huile tout comme la perme´abilite´ relative a` l’huile. L’huile s’e´coulant uniquement dans le sable
du re´servoir, nous supposons la porosite´ constante. De plus, au cours du temps, la masse volumique
de l’huile ne connaˆıt pas de grandes variations dans la zone d’e´coulement (voir Figure III.2) ; nous
faisons alors l’hypothe`se simplificatrice qu’elle est constante.
Sous ces hypothe`ses, nous pouvons re´crire l’e´quation de conservation de la masse de l’huile comme
suit :
∂tSo + div
[
−Kkro(So)
φµo
(−−→∇P − ρo.−→g )] = 0.
C’est une e´quation hyperbolique non line´aire de la forme :
∂tSo(x, t) + div(F (x, t, So)) = 0
ou`
F (x, t, So) = −→v (x, t)kro(So),
avec
−→v (x, t) = −K
φµo
(−−→∇P − ρo.−→g ).
La bonne notion de solution pour ce type de proble`me est la solution entropique introduite par
S.N. Kruzkov [29]. De nombreux sche´mas nume´riques pour ces proble`mes hyperboliques non li-
ne´aires scalaires ont e´te´ construits et e´tudie´s.
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III Construction de nouveaux crite`res de raffinement base´s sur des estimateurs d’erreur a
posteriori
La convergence de sche´mas volumes finis et des estimations d’erreur a priori ont e´te´ e´tablies par
R. Eymard, T. Gallouet, R. Herbin [22] [23] avec M. Ghilani [21], J. P. Vila [44], B. Cockburn, F.
Coquel, P. Lefloch [11] [12] et par C. Chainais-Hillairet [8].
Par la suite, des estimations d’erreur a posteriori pour des sche´mas volumes finis ont e´te´ obtenus
par B. Cockburn, H. Gau [13], D. Kro¨ner et M. Ohlberger [28].
Les estimations d’erreur a posteriori sont des outils tre`s utiles pour l’adaptation de maillages car
elles fournissent une borne supe´rieure pour l’erreur commise entre la solution exacte et la solu-
tion approche´e. De´pendant uniquement de constantes calculables et de la solution approche´e, ces
bornes permettent de controˆler facilement l’erreur. Cela implique que la taille de la grille peut eˆtre
localement choisie en fonction de l’amplitude de l’erreur ; si l’erreur est plus grande qu’une valeur
seuil donne´e, la grille devra eˆtre localement raffine´e. De cette fac¸on, le nombre total de cellules est
re´duit ce qui diminue les temps de calculs.
Dans la section qui suit, nous e´tudions l’estimation d’erreur a posteriori propose´e par D. Kro¨ner
et M. Ohlberger dans [28]. Plus pre´cise´ment, nous montrons comment les estimateurs d’erreur a
posteriori locaux, qui s’appliquent a` des sche´mas implicites, peuvent eˆtre utilise´s pour la de´finition
de nouveaux crite`res de raffinement pour le proble`me SAGD.
2 Estimation d’erreur a posteriori pour des équations hyperboliques
non linéaires pour des schémas volumes finis implicites
2.1 Présentation du problème
Conside´rons l’e´quation hyperbolique non line´aire suivante
ut(x, t) + div(F (x, t, u)) = 0 ∀x ∈ Rd,∀t ∈ R+ (9a)
u(x, 0) = u0(x), ∀x ∈ Rd (9b)
avec
F : Rd × R+ × R → Rd
(x, t, s) 7→ F (x, t, s) .
Nous supposons que
u0 ∈ L∞(Rd) avec A,B ∈ R tels que A ≤ u0 ≤ B p.p., (10a)
F ∈ C1(Rd × R+ × R,Rd) et ∂sF est localement lipschitzienne, (10b)
divx[F (x, t, s)] = 0 ∀ (x, t, s) ∈ Rd × R+ × R, (10c)
pour tout compact Kc inclus dans R, il existe une constante c0(Kc) telle que
pour presque tout (x, t, s) ∈ Rd × R+ ×Kc,
|∂sF (x, t, s)| ≤ c0(Kc)∣∣∣∣∣ ∂2F∂x∂s(x, t, s)
∣∣∣∣∣+
∣∣∣∣∣ ∂2F∂t∂s(x, t, s)
∣∣∣∣∣ ≤ c0(Kc).
(10d)
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2 Estimation d’erreur a posteriori
Pour un couple de nombres re´els quelconques (a, b), nous notons par a>b le maximum entre a et
b, et par a⊥b le minimum.
Nous notons e´galement par | x | la norme euclidienne de x dans Rd et par x · y le produit scalaire
de x et y dans Rd.
Sous les hypothe`ses (10), le proble`me (9) admet une unique solution entropique [29], u, qui est
de´finie par :
De´finition 2.1. Une solution u ∈ L∞(Rd×]0,+∞[) est une solution entropique de (9) si pour
tout κ ∈ R∫
Rd×R+
[| u(x, t)− κ | Φt(x, t) + (F (x, t, u(x, t)>κ)− F (x, t, u(x, t)⊥κ)) · ∇Φ(x, t)]dxdt+
∫
Rd
| u0(x)− κ | Φ(x, 0)dx ≥ 0,∀Φ ∈ C1c (Rd × R+,R+). (11)
Nous rappelons que, sous les hypothe`ses pre´ce´dentes, l’existence et l’unicite´ de la solution entro-
pique du proble`me (9) a e´te´ prouve´e par S.N. Kruzkov [29].
Dans [28] une estimation d’erreur a posteriori a e´te´ e´tablie pour des sche´mas volumes finis explicites
en temps. Dans ce qui suit, nous allons montrer que cette estimation reste valable pour des sche´mas
volumes finis implicites en temps car, comme nous l’avons vu au chapitre 2, c’est ce type de sche´ma
qui est utilise´ pour la simulation du proble`me SAGD.
Remarque 2.1. (10c) est une hypothe`se technique non re´aliste dans notre proble`me du fait de
la compressibilite´ des fluides. Le travail pre´sente´ ci-apre`s peut eˆtre e´tendu a` des proble`mes ou`
divx[F (x, t, s)] 6= 0 et ou` les termes sources sont pris en compte. Dans ce cas, l’ine´galite´ d’entropie
approche´e (voir le The´ore`me 4 de [9]) pre´sente un terme d’erreur supple´mentaire qui ne change
pas l’allure des estimateurs d’erreur (en temps et en espace) de´finis dans la section 2.4.
2.2 Définition du schéma volumes finis implicite en temps
Les notations pour le maillage sont les meˆmes que celles introduites dans la pre´sentation du sche´ma
nume´rique utilise´ pour la simulation du SAGD (voir chapitre 2).
On de´finit par hK, le diame`tre d’une cellule K (hK = diam(K)) et par m(K) sa mesure dans Rd.
m(e) est la mesure dans Rd−1 d’une areˆte de K et he le maximum entre le diame`tre de K et celui
de sa cellule voisine dont l’areˆte commune est e (he = max{hK, hKe}). E repre´sente l’ensemble des
areˆtes du maillage.
Nous supposons qu’il existe une constante α > 0 telle que pour tout K ∈ T nous avons :
m(K) ≥ αhdK, (12a)
αm(e) ≤ hd−1e . (12b)
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posteriori
Le sche´ma volumes finis implicite en temps s’e´crit :
un+1K = unK −
∆t
m(K)
∑
e∈E(K)
gnK,Ke(u
n+1
K , u
n+1
Ke ), (13a)
u0K =
1
m(K)
∫
K
u0(x)dx. (13b)
Les flux nume´riques gnK,Ke satisfont les hypothe`ses suivantes de monotonie, conservativite´, re´gularite´
et consistance :
(u, v)→ gnK,Ke(u, v) est croissante par rapport a` u et de´croissante par rapport a` v, (14a)
gnK,Ke(u, v) = −gnKe,K(v, u) ∀u, v ∈ Rd × Rd, (14b)
∃L > 0 telle que | gnK,Ke(u, v)− gnK,Ke(u′, v′) |≤ Lm(e)(| u− u′ | + | v − v′ |), (14c)
gnK,Ke(u, u) =
1
∆t
∫ tn+1
tn
∫
e
F (x, t, u)nK,Kedxdt, (14d)
ou` L est inde´pendante de n et du maillage.
L’hypothe`se (14d) peut aussi eˆtre remplace´e par :∣∣∣gnK,Ke(s, s)− 1∆t
∫ tn+1
tn
∫
e
F (x, t, s)nK,Kedxdt
∣∣∣ ≤M1(∆t+ he)hd−1e ∀s ∈ [A,B], (15a)
∑
e∈E(K)
gnK,Ke(s, s) = 0 ∀K ∈ T , ∀n ∈ N , ∀s ∈ [A,B]. (15b)
Remarque 2.2. Si F (x, t, s) = F (s) et gnK,Ke(s, s) = m(e)F (s), la constante M1 est nulle.
La solution approche´e, uh, et la condition initiale discre`te, u
0
h, sont de´finies par :
uh(x, t) = un+1K ∀x ∈ K et t ∈ ]tn, tn+1], (16a)
u0h(x) = u0K ∀x ∈ K. (16b)
2.3 L’inégalité d’entropie approchée
Dans cette sous-section nous rappelons que la solution approche´e satisfait une ine´galite´ d’entropie
approche´e. Cette ine´galite´ est similaire a` l’ine´galite´ d’entropie ve´rifie´e par la solution entropique
(voir De´finition 2.1), mais avec en supple´ment des termes d’erreur exprime´s a` l’aide de mesures.
Pour Ω = Rd ou Rd × R+ nous utiliserons M(Ω) pour de´finir l’ensemble des formes line´aires
continues et positives sur Cc(Ω). Par ailleurs, < µ, g > de´notera
∫
Ω
g dµ pour tout g ∈ Cc(Ω) et
µ ∈M(Ω).
78
2 Estimation d’erreur a posteriori
Lemme 2.1. Soit uh la solution discre`te de´finie par (13),(16). Nous supposons que les hypothe`ses
(10), (12) et (14) sont ve´rifie´es. Alors, il existe des mesures µ0h ∈ M(Rd) et µh ∈ M(Rd × R+)
telles que, pour tout κ ∈ R et pour tout Φ ∈ C∞c (Rd × R+,R+), nous ayons
∫
Rd×R+
 | uh(x, t)− κ | Φt(x, t) + [F (x, t, uh(x, t)>κ)− F (x, t, uh(x, t)⊥κ)] · ∇Φ
dxdt
+
∫
Rd
| u0(x)− κ | Φ(x, 0)dx ≥ − < µh, | ∇Φ | + | Φt |> − < µ0h,Φ(x, 0) >
(17)
avec, pour ψ ∈ C∞c (Rd × R+),
< µh, ψ >=
∑
n∈N
∑
K∈Th
| un+1K − unK |
∫
K
∫ tn+1
tn
ψ(x, t)dtdx+ 2
∑
n∈N
∑
e∈E
e=K|Ke
∆t(σ1K,Ke + σ
2
K,Ke)
+ 2M1
∑
n∈N
∑
e∈E
e=K|Ke
< νnK,Ke , ψ >,
σ1K,Ke = max
un+1Ke ≤c≤d≤u
n+1
K
(
gnK,Ke(d, c)− gnK,Ke(d, d)
)
< µnK,Ke , ψ >,
σ2K,Ke = max
un+1Ke ≤c≤d≤u
n+1
K
(
gnK,Ke(d, c)− gnK,Ke(c, c)
)
< µnK,Ke , ψ >,
< µnK,Ke , ψ >=
1
(∆t)2 m(K) m(e)
∫ tn+1
tn
∫
K
∫ tn+1
tn
∫
e
∫ 1
0
(he + ∆t)ψ(γ + θ(x− γ), s+ θ(t− s))dθdγdsdxdt,
< νnK,Ke , ψ >=
1
∆tm(e)
∫ tn+1
tn
∫
e
∫ tn+1
tn
∫
e
∫ 1
0
(he + ∆t)2ψ(ξ + θ(γ − ξ), τ + θ(s− τ))dθdξdτdγds,
et pour ψ ∈ Cc(Rd),
< µ0h, ψ >=
∫
Rd
| u0h(x)− u0(x) | ψ(x)dx,
ou` M1, qui ne de´pend que de F , u0 et T , est donne´e par (15).
Voir [7] pour la de´monstration. Un outil clef dans cette de´monstration est l’ine´galite´ d’entropie
discre`te donne´e dans le Lemme 2.2 de [7].
Connaissant l’ine´galite´ d’entropie approche´e ainsi que les diffe´rents termes d’erreur, nous pouvons
maintenant de´duire une estimation d’erreur a posteriori.
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III Construction de nouveaux crite`res de raffinement base´s sur des estimateurs d’erreur a
posteriori
2.4 Une estimation d’erreur a posteriori et des estimateurs d’erreur a
posteriori locaux
L’estimation d’erreur a posteriori est base´e sur l’ine´galite´ d’entropie approche´e (voir Lemme 2.1)
et sur les Lemmes 2.2 et 2.3 e´nonce´s ci-apre`s.
Lemme 2.2. On suppose les hypothe`ses (10) ve´rifie´es avec de plus u0 ∈ BVloc(Rd). On note alors
u l’unique solution du proble`me (9) de´finie par (11).
Soit u˜ ∈ L∞(Rd × R+) telle que A ≤ u˜ ≤ B presque partout. Nous supposons qu’il existe des
mesures µ ∈M(Rd×R+) et µ0 ∈M(Rd). Alors, pour toute fonction ψ ∈ C∞c (Rd×R+,R+) il existe
a0, a et b telles que
∫
Rd×R+
[
| u˜(x, t)− u(x, t) | ψt(x, t) + [F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))]
· ∇ψ(x, t)
]
dxdt ≥ −
[
a0µ0({ψ(., 0) 6= 0}) + aµ({ψ 6= 0}) + b
√
µ({ψ 6= 0})
]
.
(18)
avec
a0 = ‖ψ(., 0)‖∞, a = ‖ψt‖∞ + ‖∇ψ‖∞,
b =
[
‖ψt‖∞ + 2d c0([A,B])
∥∥∥ψ∥∥∥∞ + c0([A,B]) ‖∇ψ‖∞] |u|BV (Kψ,r)
+
(
2d c0([A,B]) + 1
)
‖ψ(., 0)‖∞|u0|BV (Kψ0,r)
+ ‖ψ‖∞(4 + 2d) + ‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|)),
ou`
Kψ = {(x, t) ∈ Rd × R+;ψ(x, t) 6= 0}, Kψ0 = {x ∈ Rd;ψ(x, 0) 6= 0},
Kψ,r = {(x, t) ∈ Rd × R+|∃(y, s) ∈ Kψ, d(x, y) ≤ 1
r
, d(t, s) ≤ 1
r
}
et Kψ0,r = {x ∈ Rd|∃y ∈ Kψ0 , d(x, y) ≤
1
r
}.
Preuve. Pour obtenir le de´tail des constantes a et b, il suffit de reprendre les arguments du Lemme
3.6 dans [7] et de controˆler toutes les constantes qui apparaissent dans les estimations.
Conside´rons des noyaux re´gularisants ρ¯1 ∈ C∞c (R,R) et ρd ∈ C∞c (R,R) tels que
supp(ρ¯1) ⊂ [−1, 0], ρ¯1 ≥ 0,
∫
R
ρ¯1(x)dx = 1,
supp(ρd) ⊂ {x ∈ Rd | | x |≤ 1}, ρd ≥ 0,
∫
Rd
ρd(x)dx = 1.
De plus, on ajoute les conditions suivantes :∫
R
|ρ¯′1(t)|dt ≤ 4,
∫
Rd
|∇ρd(y)|dy ≤ 2d.
Pour tout r ≥ 1 nous de´finissons ρ¯1,r et ρd,r de telle sorte que
ρ¯1,r(t) = rρ¯1(rt), ρd,r(x) = rdρd(rx),
∫
Rd×R+
ρd,r(x− y)ρ¯1,r(t− s)dyds = 1,∫
Rd×R+
|∇ρd,r(x− y)|ρ¯1,r(t− s)dyds ≤ 2dr,
∫
Rd×R+
ρd,r(x− y)|ρ¯′1,r(t− s)|dyds ≤ 4r.
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Nous posons finalement,
Φ(x, t, y, s) = ψ(x, t)ρd,r(x− y)ρ¯1,r(t− s).
On applique l’ine´galite´ (17) avec la fonction Φ(., ., y, s) et en prenant κ = u(y, s). Ensuite nous
inte´grons par rapport a` y et s. Ceci nous donne une estimation de la forme :
D1 +D2 +D3 +D4 +D5 ≥ −E
ou`
D1 =
∫
(Rd×R+)2
|u˜(x, t)− u(y, s)|ψt(x, t)ρd,r(x− y)ρ¯1,r(t− s)dxdydsdt,
D2 =
∫
(Rd×R+)2
|u˜(x, t)− u(y, s)|ψ(x, t)ρd,r(x− y)ρ¯′1,r(t− s)dxdydsdt,
D3 =
∫
(Rd×R+)2
[
F (x, t, u˜(x, t)>u(y, s))− F (x, t, u˜(x, t)⊥u(y, s))
]
· ∇ψ(x, t)
×ρd,r(x− y)ρ¯1,r(t− s)dxdydsdt,
D4 =
∫
(Rd×R+)2
[
F (x, t, u˜(x, t)>u(y, s))− F (x, t, u˜(x, t)⊥u(y, s))
]
· ∇ρd,r(x− y)
×ψ(x, t)ρ¯1,r(t− s)dxdydsdt,
D5 =
∫
Rd
∫
Rd×R+
|u0(x)− u(y, s)|ψ(x, 0)ρd,r(x− y)ρ¯1,r(t− s)dxdyds.
Le terme E provient des termes de mesures de (17) :
E =
∫
(Rd×R+)2
|ρd,r(x− y)||ψt(x, t)||ρ¯1,r(t− s)|dµ(x, t) +
∫
(Rd×R+)2
|ρd,r(x− y)||∇ψ(x, t)|
× |ρ¯1,r(t− s)|dµ(x, t) +
∫
(Rd×R+)2
|ρd,r(x− y)||ψ(x, t)||ρ¯′1,r(t− s)|dµ(x, t)
+
∫
(Rd×R+)2
|∇ρd,r(x− y)||ψ(x, t)||ρ¯1,r(t− s)|dµ(x, t)
+
∫
(Rd)2×R+
|ρd,r(x− y)||ψ(x, 0)||ρ¯1,r(−s)|dµ0(x).
Posons (r,Kψ, u) = sup
{∫
Kψ
|u(x, t)− u(x+ η, t+ τ)|dxdt, |η| ≤ 1
r
, 0 ≤ τ ≤ 1
r
}
.
Traitons chaque terme Di (voir [7], page 53).
Etude du terme D1.
Posons,
D10 =
∫
(Rd×R+)2
|u˜(x, t)− u(x, t)|ψt(x, t)dxdt
=
∫
(Rd×R+)2
|u˜(x, t)− u(x, t)|ψt(x, t)ρd,r(x− y)ρ¯1,r(t− s)dxdydsdt.
Nous avons,
|D1 −D10| ≤
∫
(Rd×R+)2
∣∣∣∣∣|u˜(x, t)− u(y, s)| − |u˜(x, t)− u(x, t)|
∣∣∣∣∣
|ψt(x, t)||ρd,r(x− y)||ρ¯1,r(t− s)|dxdydsdt.
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En utilisant le caracte`re 1-Lipschitzien de la valeur absolue, nous obtenons :
|D1 −D10| ≤
∫
(Rd×R+)2
|u(x, t)− u(y, s)|
|ψt(x, t)||ρd,r(x− y)||ρ¯1,r(t− s)|dxdydsdt.
Les de´finitions de (r,Kψ, u), ρ¯1,r et ρd,r nous permettent d’e´crire :
|D1 −D10| ≤ ‖ψt‖∞ (r,Kψ, u).
Etude du terme D3.
Posons
D30 =
∫
(Rd×R+)2
[
F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))
]
· ∇ψ(x, t)dxdydsdt.
Nous avons alors,
|D3 −D30| ≤
∫
(Rd×R+)2
∣∣∣∣∣F (x, t, u˜(x, t)>u(y, s))− F (x, t, u˜(x, t)⊥u(y, s))− F (x, t, u˜(x, t)>u(x, t))
+F (x, t, u˜(x, t)⊥u(x, t))
∣∣∣∣∣∣∣∣∇ψ(x, t)∣∣∣|ρd,r(x− y)||ρ¯1,r(t− s)|dxdydsdt.
Pour [A,B] ⊂ R, pour a ∈ [A,B], les hypothe`ses sur F assurent que :
la fonction g :z 7→ F (x, t, a>z) − F (x, t, a⊥z) = sign(a − z)[F (x, t, a) − F (x, t, z)], est lipschit-
zienne en z uniforme´ment en x et t avec pour constante de lipschitz c0([A,B]).
|D3 −D30| ≤ c0([A,B])
∫
(Rd×R+)2
|u(x, t)− u(y, s)||∇ψ(x, t)||ρd,r(x− y)||ρ¯1,r(t− s)|dxdydsdt
≤ c0([A,B]) ‖∇ψ‖∞ (r,Kψ, u).
Etude du terme (−D2 −D4).
Posons,
D40 =
∫
(Rd×R+)2
[
F (y, s, u˜(x, t)>u(y, s))− F (y, s, u˜(x, t)⊥u(y, s))
]
· ∇ρd,r(x− y)
× ψ(x, t)ρ¯1,r(t− s)dxdydsdt.
D’apre`s la de´finition de la solution entropique :
−D2 −D40 ≥ 0.
Nous avons alors,
−D2 −D4 ≥ D4, avec D4 = D40 −D4,
Nous savons que
F (y, s, u˜(x, t)>u(y, s))− F (y, s, u˜(x, t)⊥u(y, s))− F (x, t, u˜(x, t)>u(y, s))
+ F (x, t, u˜(x, t)⊥u(y, s)) = sign
(
u˜(x, t)− u(y, s)
)[
F (y, s, u˜(x, t))− F (y, s, u(y, s))
− F (x, t, u˜(x, t)) + F (x, t, u(y, s))
]
.
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De plus,
F (y, s, u˜(x, t))− F (y, s, u(y, s)) =∫ 1
0
∂F
∂s
(
y, s, u(y, s) + θ
(
u˜(x, t)− u(y, s)
))(
u˜(x, t)− u(y, s)
)
dθ,
F (x, t, u(y, s))− F (x, t, u˜(x, t)) =
−
∫ 1
0
∂F
∂s
(
x, t, u(y, s) + θ
(
u˜(x, t)− u(y, s)
))(
u˜(x, t)− u(y, s)
)
dθ.
Nous avons alors,
|D4| =
∣∣∣∣∣∣
∫
(Rd×R+)2
∫ 1
0
[
∂F
∂s
(
y, s, u(y, s) + θ
(
u˜(x, t)− u(y, s)
))
− ∂F
∂s
(
x, t, u(y, s) + θ
(
u˜(x, t)− u(y, s)
))](
u˜(x, t)− u(y, s)
)
×ψ(x, t)|∇ρd,r(x− y)||ρ¯1,r(t− s)|dθdxdydsdt
∣∣∣∣∣∣.
∂F
∂s
e´tant localement lipschitzienne, nous obtenons l’ine´galite´ suivante :
|D4| ≤
∫
(Rd×R+)2
∣∣∣∣∣ ∂2F∂x∂s
∣∣∣∣∣|x− y|+
∣∣∣∣∣ ∂2F∂t∂s
∣∣∣∣∣|t− s|
∣∣∣u˜(x, t)− u(y, s)∣∣∣∣∣∣ψ(x, t)∣∣∣
×|∇ρd,r(x− y)||ρ¯1,r(t− s)|dxdydsdt
≤ 1
r
c0([A,B])
∥∥∥ψ∥∥∥∞ (r,Kψ, u)
∫
(Rd×R+)
|∇ρd,r(x− y)||ρ¯1,r(t− s)| dy ds
≤ 2d c0([A,B])
∥∥∥ψ∥∥∥∞ (r,Kψ, u).
Nous obtenons finalement,
−D2 −D4 ≥ D4 ≥ −2d c0([A,B])
∥∥∥ψ∥∥∥∞ (r,Kψ, u).
Etude du terme (−D5).
En re´e´crivant l’ine´galite´ (11) avec Φ(y, s) = ψ(x, 0)ρd,r(x − y)
∫ ∞
s
ρ¯1,r(−τ)dτ et κ = u0(x), et en
inte´grant par rapport a` x, on obtient :
−D5 ≥ −D6 −D7,
avec
D6 =
∫
(Rd)2×R+
[
F (y, s, u(y, s)>u0(x))− F (y, s, u(y, s)⊥u0(x))
]
· ∇ρd,r(x− y)
× ψ(x, 0)
∫ +∞
s
ρ¯1,r(−τ)dτdxdyds,
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et
D7 =
∫
Rd
∫
Rd
|u0(y)− u0(x)|ψ(x, 0)ρd,r(x− y)
∫ +∞
0
ρ¯1,r(−τ)dτdxdy.
D’apre`s la de´finition de la fonction ρ¯1,r, nous avons
∫ +∞
0
ρ¯1,r(−τ)dτ = 1.
Ainsi,
|D7| ≤ ‖ψ(., 0)‖∞ (r,Kψ0 , u0).
Soit,
D60 =−
∫
(Rd)2×R+
[
F (y, s, u(y, s)>u0(y))− F (y, s, u(y, s)⊥u0(y))
]
· ∇ρd,r(x− y)
×ψ(x, 0)
∫ +∞
s
ρ¯1,r(−τ)dτdxdyds.
Par inte´gration par parties, nous avons
D60 =
∫
(Rd)2×R+
[
F (y, s, u(y, s)>u0(y))− F (y, s, u(y, s)⊥u0(y))
]
· ∇ψ(x, 0)
×ρd,r(x− y)
∫ +∞
s
ρ¯1,r(−τ)dτdxdyds.
Ainsi,
|D60| ≤
∫
(Rd)2×R+
∣∣∣F (y, s, u(y, s)>u0(y))− F (y, s, u(y, s)⊥u0(y))∣∣∣ |∇ψ(x, 0)|
×|ρd,r(x− y)|
∫ +∞
s
|ρ¯1,r(−τ)|dτdxdyds
≤
∫
(Rd)2×R+
c0([A,B])|u(y, s)− u0(y)| |∇ψ(x, 0)||ρd,r(x− y)|
∫ +∞
s
|ρ¯1,r(−τ)|dτdxdyds
≤
∫
(Rd)2×R+
c0([A,B])(‖u‖∞ + ‖u0‖∞)|∇ψ(x, 0)||ρd,r(x− y)|
∫ +∞
s
|ρ¯1,r(−τ)|dτdxdyds
≤ c0([A,B])(2 max(|A|, |B|))
∫
(Rd)2×R+
|∇ψ(x, 0)||ρd,r(x− y)|
∫ +∞
s
|ρ¯1,r(−τ)|dτdxdyds
≤ ‖∇ψ(., 0)‖∞c0([A,B])(2 max(|A|, |B|))
∫
R+
∫ +∞
s
|ρ¯1,r(−τ)|dsdτ
≤ ‖∇ψ(., 0)‖∞c0([A,B])(2 max(|A|, |B|))
∫
R+
|τ ρ¯1,r(−τ)|dτ
≤ ‖∇ψ(., 0)‖∞c0([A,B])(2 max(|A|, |B|))1
r
∫
R+
|ρ¯1,r(−τ)|dτ
≤ 1
r
‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|)).
Comme −D5 ≥ −D6−D7 ≥ −(D6−D60)−D7−D60, il nous reste a` e´valuer la quantite´ (D6−D60).
D6 −D60 =
∫
(Rd)2×R+
[
F (y, s, u(y, s)>u0(x))− F (y, s, u(y, s)⊥u0(x))
−F (y, s, u(y, s)>u0(y)) + F (y, s, u(y, s)⊥u0(y))
]
· ∇ρd,r(x− y)
× ψ(x, 0)
∫ +∞
s
ρ¯1,r(−τ)dτdxdyds.
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|D6 −D60| ≤
∫
(Rd)2×R+
∣∣∣F (y, s, u0(x))− F (y, s, u0(y))∣∣∣ |∇ρd,r(x− y)|
× |ψ(x, 0)|
∫ +∞
s
|ρ¯1,r(−τ)|dτdxdyds
≤ 1
r
‖ψ(., 0)‖∞c0([A,B])
∫
(Rd)2
|u0(x)− u0(y)||∇ρd,r(x− y)|dxdy
≤ 1
r
‖ψ(., 0)‖∞c0([A,B]) (r,Kψ0 , u0)
∫
Rd
|∇ρd,r(x− y)|dy
≤ r
r
‖ψ(., 0)‖∞2d c0([A,B]) (r,Kψ0 , u0)
≤ ‖ψ(., 0)‖∞2d c0([A,B]) (r,Kψ0 , u0).
Nous obtenons finalement la majoration suivante :
−D5 ≥ −‖ψ(., 0)‖∞2d c0([A,B]) (r,Kψ0 , u0) −
1
r
‖∇ψ(., 0)‖∞c0([A,B]) (‖u‖∞ + ‖u0‖∞)
− ‖ψ(., 0)‖∞(r,Kψ0 , u0)
≥
(
− 2d c0([A,B])− 1
)
‖ψ(., 0)‖∞(r,Kψ0 , u0) −
1
r
‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|)).
Evaluation de D1 +D2 +D3 +D4 +D5 ≥ −E.
Nous rappelons :
E =
∫
(Rd×R+)2
|ρd,r(x− y)||ψt(x, t)||ρ¯1,r(t− s)|dµ(x, t)
+
∫
(Rd×R+)2
|ρd,r(x− y)||∇ψ(x, t)||ρ¯1,r(t− s)|dµ(x, t)
+
∫
(Rd×R+)2
|ρd,r(x− y)||ψ(x, t)||ρ¯′1,r(t− s)|dµ(x, t)
+
∫
(Rd×R+)2
|∇ρd,r(x− y)||ψ(x, t)||ρ¯1,r(t− s)|dµ(x, t)
+
∫
(Rd)2×R+
|ρd,r(x− y)||ψ(x, 0)||ρ¯1,r(−s)|dµ0(x).
Alors,
E ≤ ‖ψt‖∞µ(Kψ) + ‖∇ψ‖∞µ(Kψ) + ‖ψ‖∞ 4r µ(Kψ) + ‖ψ‖∞ 2dr µ(Kψ) + ‖ψ(., 0)‖∞ µ0(Kψ0).
Nous avons alors, −E ≥ −‖ψ(., 0)‖∞µ0(Kψ0)−
(
‖ψt‖∞ + ‖∇ψ‖∞ + r‖ψ‖∞(4 + 2d)
)
µ(Kψ).
D1 +D2 +D3 +D4 +D5 ≥ −E revient a` e´crire :
(D1 −D10) +D2 + (D3 −D30) +D4 +D5 +D10 +D30 ≥ −E.
85
III Construction de nouveaux crite`res de raffinement base´s sur des estimateurs d’erreur a
posteriori
Ainsi,
D10 +D30 ≥ −E − (D1 −D10)−D2 −D4 − (D3 −D30)−D5
≥ −‖ψ(., 0)‖∞µ0(Kψ0)−
(
‖ψt‖∞ + ‖∇ψ‖∞ + r‖ψ‖∞(4 + 2d)
)
µ(Kψ)
− ‖ψt‖∞ (r,Kψ, u)− 2d c0([A,B])
∥∥∥ψ∥∥∥∞ (r,Kψ, u)− c0([A,B]) ‖∇ψ‖∞(r,Kψ, u)
+
(
− 2d c0([A,B])− 1
)
‖ψ(., 0)‖∞(r,Kψ0 , u0)
− 1
r
‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|)).
Si u0 ∈ BVloc(Rd), nous avons (voir The´ore`me 3.3 de [7] page 57) :
(r,Kψ, u) ≤
|u|BV (Kψ,r)
r
,
et
(r,Kψ0 , u0) ≤
|u0|BV (Kψ0,r)
r
.
En prenant, 1
r
=
√
µ(Kψ) nous obtenons l’estimation suivante :
∫
Rd×R+
 | u˜(x, t)− u(x, t) | ψt(x, t) + [F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))] · ∇ψ(x, t)

dxdt
≥ −‖ψ(., 0)‖∞µ0(Kψ0)−
(
‖ψt‖∞ + ‖∇ψ‖∞
)
µ(Kψ)− ‖ψt‖∞ |u|BV (Kψ,r)
√
µ(Kψ)
− 2d c0([A,B])
∥∥∥ψ∥∥∥∞ |u|BV (Kψ,r)
√
µ(Kψ)− c0([A,B]) ‖∇ψ‖∞ |u|BV (Kψ,r)
√
µ(Kψ)
+
(
− 2d c0([A,B])− 1
)
‖ψ(., 0)‖∞|u0|BV (Kψ0,r)
√
µ(Kψ)
−
√
µ(Kψ)‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|))− ‖ψ‖∞(4 + 2d)
√
µ(Kψ)
≥ −‖ψ(., 0)‖∞µ0(Kψ0)−
(
‖ψt‖∞ + ‖∇ψ‖∞
)
µ(Kψ)
−
[
‖ψt‖∞ |u|BV (Kψ,r) + 2d c0([A,B])
∥∥∥ψ∥∥∥∞ |u|BV (Kψ,r) + c0([A,B]) ‖∇ψ‖∞ |u|BV (Kψ,r) + ‖ψ‖∞(4 + 2d)
−
(
− 2d c0([A,B])− 1
)
‖ψ(., 0)‖∞|u0|BV (Kψ0,r)
+ ‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|))
]√
µ(Kψ).
En posant,
a0 = ‖ψ(., 0)‖∞, a = ‖ψt‖∞ + ‖∇ψ‖∞
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et
b =‖ψt‖∞ |u|BV (Kψ,r) + 2d c0([A,B])
∥∥∥ψ∥∥∥∞ |u|BV (Kψ,r) + c0([A,B]) ‖∇ψ‖∞ |u|BV (Kψ,r)
+‖ψ‖∞(4 + 2d)−
(
− 2d c0([A,B])− 1
)
‖ψ(., 0)‖∞|u0|BV (Kψ0,r)
+‖∇ψ(., 0)‖∞c0([A,B]) (2 max(|A|, |B|)),
nous obtenons finalement l’ine´galite´ (18). 
De´finissons la fonction test, avant d’e´noncer le deuxie`me Lemme sur lequel repose l’estimation
d’erreur a posteriori.
De´finition 2.2. Pour tout t ∈ [0, T ], pour tout x ∈ Rd, soit
ψ(x, t) = T − t
T
ρ(| x− x0 | +ωt), (19)
avec ω ∈ R+ et ρ ∈ C10(R+; [0, 1]).
La fonction ρ est telle que ρ′ ≤ 0, et pour tout R > 0 et tout T > 0,
ρ =

1 sur [0, R]
0 sur [R + 1,+∞]
et ‖ρ′‖∞ ≤ 2 .
Lemme 2.3. On suppose les hypothe`ses (10) ve´rifie´es avec de plus u0 ∈ BVloc(Rd). On note alors
u l’unique solution du proble`me (9) de´finie par (11).
Soit u˜ ∈ L∞(Rd × R+) telle que A ≤ u˜ ≤ B presque partout. Nous supposons qu’il existe des
mesures µ ∈ M(Rd × R+) et µ0 ∈ M(Rd) telles que le Lemme 2.1 soit ve´rifie´ avec u˜ a` la place
de uh. Alors, pour toute fonction ψ ∈ C∞c (Rd × R+,R+) de la forme (19), avec ω = c0([A,B]), il
existe a0, a et b telles que∫
Kψ
|u− u˜|dxdt ≤ T
(
a0µ0({ψ(., 0) 6= 0}) + aµ({ψ 6= 0}) + b
√
µ({ψ 6= 0})
)
(20)
avec
a0 = 1, a = 2ω +
1
T
+ 2
et
b =(2ω + 1
T
− 2d ω + 2ω) |u|BV (Kψ,r) + (2dω + 1)|u0|BV (Kψ0,r)
+
(
4 + 2d+ 4ω max(|A|, |B|)
)
.
Preuve.
En appliquant l’ine´galite´ (18) avec la fonction ψ donne´e par la De´finition 2.2, nous avons :
∫
Rd×R+
| u˜(x, t)− u(x, t) |
(
T − t
T
ρ′ω − 1
T
)
+ [F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))]
(
T − t
T
ρ′
x− x0
|x− x0|
)
dxdt
≥ −µ0(Kψ0)− aµ(Kψ)− b
√
µ(Kψ).
87
III Construction de nouveaux crite`res de raffinement base´s sur des estimateurs d’erreur a
posteriori
Le terme contenant F peut eˆtre estime´ comme suit :∣∣∣∣∣[F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))]
(
T − t
T
ρ′
x− x0
|x− x0|
)∣∣∣∣∣
≤ c0([A,B])|u˜(x, t)>u(x, t)− u˜(x, t)⊥u(x, t)|T − t
T
|ρ′|
≤ c0([A,B])|u˜(x, t)− u(x, t)|T − t
T
|ρ′|.
Nous de´duisons alors la majoration suivante :
∣∣∣∣∣[F (x, t, u˜(x, t)>u(x, t))− F (x, t, u˜(x, t)⊥u(x, t))]
(
T − t
T
ρ′
x− x0
|x− x0|
)∣∣∣∣∣
≤ ω|u˜(x, t)− u(x, t)|T − t
T
|ρ′|.
Ainsi, nous obtenons :
− 1
T
∫
Rd×R+
| u˜(x, t)− u(x, t) | dxdt ≥ −µ0(Kψ0)− aµ(Kψ)− b
√
µ(Kψ).
Nous montrons finalement, pour Kψ ⊂ Rd × R+,∫
Kψ
| u˜(x, t)− u(x, t) | dxdt ≤ T
(
µ0(Kψ0) + aµ(Kψ) + b
√
µ(Kψ)
)
.

L’estimation d’erreur a posteriori repose sur le Lemme de l’ine´galite´ d’entropie approche´e 2.1 et
sur le Lemme 2.2. L’estimation d’erreur a posteriori e´tablie par M. Ohlberger et D. Kro¨ner dans
[28] (voir The´ore`me 2.11 de [28]) leur a permis de de´finir trois estimateurs d’erreur a posteriori
locaux pour le cas particulier ou` F (x, t, v) = F (v) (Corollaire 2.14 de [28]). Pour chacun des ces
estimateurs, ils ont de´fini des bornes supe´rieures calculables et avec lesquelles ils controˆlent l’er-
reur en norme L1 commise entre la solution exacte et la solution approche´e. Ceci est la base de
l’algorithme adaptatif qu’ils proposent.
Afin d’adapter cette strate´gie a` notre proble`me, nous avons re´crit l’estimation d’erreur a posteriori
pour le cas ge´ne´ral (voir The´ore`me 2.1).
En utilisant la re´gularite´ des flux (14c), nous avons
max
un+1Ke ≤c≤d≤u
n+1
K
(gnK,Ke(d, c)− gnK,Ke(d, d)) + max
un+1Ke ≤c≤d≤u
n+1
K
(gnK,Ke(d, c)− gnK,Ke(c, c))
≤ 2Lm(e)|un+1K − un+1Ke |.
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The´ore`me 2.1. Soit uh la solution discre`te de´finie par (16). On suppose les hypothe`ses (10) et
(12) ve´rifie´es. Soit u0 ∈ BV (Rd), ω = c0([A,B]), R > 0 et T tel que T ∈]0, R
ω
[. Nous posons
Kc ⊂
⋃
0≤t≤T
BR−ωt(x0)× {t},
I0 =
n ∈ N|0 ≤ tn ≤ min
{R+ 1
ω
, T
},
DR+1 = {(x, t) ∈ Rd × R+, |x− x0|+ ωt < R+ 1},
M(t) = {K ∈ T |∃x ∈ K, (x, t) ∈ DR+1}.
Nous avons alors∫
Kc
|u− uh|dxdt ≤ T
[ ∫
|x−x0|<R+1
|u0(x)− uh(x, 0)|dx+ aQ∗ + b
√
Q∗
]
avec a et b telles qu’elles ont e´te´ de´finies dans le Lemme 2.2 et ou`
Q∗ =
∑
n∈I0
∑
K∈M(tn)
∆thdK|un+1K − unK|+ 4L
∑
n∈I0,n>0
∑
e∈E(tn)
∆t(∆t+ he)hd−1e |unK − unKe|δnK,Ke
+ 2M1
∑
n∈I0
∑
e∈E(tn)
∆thd−1e (∆t+ he)2δnK,Ke
avec
δnK,Ke = 0, si (K ∪Ke)× [tn, tn+1[ ∩ DR+1 = ∅,
δnK,Ke = 1, sinon.∑
e∈E(tn)
repre´sente la somme sur toutes les areˆtes incluses dans M(tn).
Preuve. Par le Lemme 2.1, le Lemme 2.2 est ve´rifie´ pour u˜ = uh. Ensuite, en suivant les e´tapes
de la de´monstration du The´ore`me 2.11 et en utilisant les Lemmes 2.12 et 2.13 de [28], l’estimation
d’erreur a posteriori peut eˆtre de´montre´e.
A partir de l’estimation du The´ore`me 2.1 et, comme M. Ohlberger et D. Kro¨ner l’ont fait, nous
de´finissons les estimateurs d’erreur locaux suivants :
(η0)K =
∫
K
|u0(x)− uh(x, 0)|dx,
(ηt)nK = hdK|un+1K − unK|,
(ηx)ne = (∆t+ he)hd−1e |unK − unKe |,
(ηm)ne = (∆t+ he)2hd−1e .
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Associe´es a` chaque estimateur local, nous de´finissons les bornes supe´rieures suivantes pour α, β, θ ∈
[0, 1] :
B0 =
Tol0
TM0
,
Bt = min{α Tolt
aT 2Mn
, (1− α)2 Tol
2
t
b2T 3Mn
},
Bx = min{β Tolx4LaT 2En , (1− β)
2 Tol
2
x
4Lb2T 3En},
Bm = min{θ Tolm2aT 2M1En , (1− θ)
2 Tol
2
m
2b2T 3M1En
}.
Ici, nous rappelons que les constantes a, b, T , L et M1 sont les constantes du The´ore`me 2.1. M
n
et En repre´sentent respectivement le nombre de cellules et le nombre d’areˆtes a` l’instant tn dans
l’ensemble M(tn). Ensuite, Tol0, Tolt, Tolx et Tolm sont les tole´rances de η0, ηt, ηx et ηm. Elles
sont choisies de sorte que, pour une tole´rance Tol donne´e, nous avons :
Tol = Tol0 + Tolt + Tolx + Tolm.
Avec ces de´finitions, nous pouvons e´noncer le Corollaire suivant.
Corollaire 2.1. On suppose les hypothe`ses du The´ore`me 2.1 satisfaites. Si nous avons (η0)K ≤ B0,
(ηt)nK ≤ Bt, (ηx)ne ≤ Bx et (ηm)ne ≤ Bm pour tout n ∈ I0, K ∈ M(tn) et pour toutes les areˆtes
incluses dans M(tn), alors l’estimation suivante est ve´rifie´e pour toute tole´rance Tol donne´e :
∫
Kc
|u− uh| ≤ Tol.
Preuve. En utilisant les hypothe`se du Corollaire, nous avons d’apre`s le The´ore`me 2.1,∫
Kc
|u− uh| ≤ T
∫
|x−x0|<R+1
|u0(x)− uh(x, 0)|dx
+a
( ∑
n∈I0
∑
K∈M(tn)
∆thdK|un+1K − unK|
+4L
∑
n∈I0
∑
e∈E(tn)
∆t(∆t+ he)hd−1e |unK − unKe|
+2M1
∑
n∈I0
∑
e∈E(tn)
∆thd−1e (∆t+ he)2δnK,Ke
)
+b
(∑
n∈I0
∑
K∈M(tn)
∆thdK|un+1K − unK|
+4L
∑
n∈I0
∑
e∈E(tn)
∆t(∆t+ he)hd−1e |unK − unKe|
+2M1
∑
n∈I0
∑
e∈E(tn)
∆thd−1e (∆t+ he)2δnK,Ke
) 1
2
.
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∫
Kc
|u− uh| ≤ T
 ∑
K∈M(0)
B0
+a
(∑
n∈I0
∑
K∈M(tn)
∆tBt + 4L
∑
n∈I0
∑
e∈E(tn)
∆tBx + 2M1
∑
n∈I0
∑
e∈E(tn)
∆tBm
)
+b
(∑
n∈I0
∑
K∈M(tn)
∆tBt + 4L
∑
n∈I0
∑
e∈E(tn)
∆tBx + 2M1
∑
n∈I0
∑
e∈E(tn)
∆tBm
) 1
2

≤ Tol0 + αTolx + βTolt + θTolm
+
[
(1− α)2Tol2x + (1− β)2Tol2t + (1− θ)2Tol2m
] 1
2
≤ Tol.
3 De nouveaux critères de raffinement basés sur des estimateurs
d’erreur a posteriori
Nous appliquons maintenant ces estimateurs d’erreur locaux afin de de´finir une strate´gie de raf-
finement pour le proble`me SAGD. La re´solution e´tant fixe sur chaque niveau de grille, les deux
estimateurs (η0)K et (ηm)ne sont constants. De ce fait, des quatre estimateurs pre´sente´s dans la
section pre´ce´dente, nous travaillons essentiellement avec les estimateurs en espace et en temps.
Lorsque nous les appliquons a` la saturation en huile, So, nous obtenons :
(ηx)ne = (∆t+ he)hd−1e |(So)nK − (So)nKe|,
(ηt)nK = hdK|(So)n+1K − (So)nK|.
Notre ge´ne´rateur de maillages adaptatifs fonctionne avec un crite`re par maille pour de´cider du
grossissement ou non d’une cellule fine. Pour cela, nous modifions le crite`re en espace, (ηx)ne (qui
est un crite`re sur les areˆtes), en un crite`re sur les mailles.
Ainsi, notre crite`re en espace se compose partiellement d’une somme de ηx sur les areˆtes. Pre´cise´-
ment, nous utilisons :
(ζx)nK = T 2 En
∑
e⊂∂K
(∆t+ he)hd−1e |(So)nK − (So)nKe|,
(ζt)nK = T 2 MnhdK|(So)n+1K − (So)nK|,
ou` T est le temps final de la simulation, En est le nombre d’areˆtes de la grille fine, Mn le nombre
de cellules de la grille fine, ∆t est la taille de pe´riode, he est le diame`tre maximum entre deux
cellules voisines K et Ke, hK est le diame`tre de K, d est la dimension de l’espace et (So)nK est la
saturation en huile de la cellule K a` l’instant tn.
Etudions tout d’abord le crite`re en espace.
Comme nous pouvons le voir, cette quantite´, que nous e´valuons sur chaque cellule, provient de
la comparaison de ηx avec sa borne supe´rieure Bx (voir la section pre´ce´dente). La suppression du
terme T 2 En dans la borne supe´rieure Bx, nous permet d’obtenir, pour notre crite`re en espace,
une valeur seuil (que l’on note εx), qui de´pend uniquement des donne´es du proble`me e´tudie´.
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Lorsque le crite`re exce`de εx, la saturation en huile connait de fortes discontinuite´s, ce qui indique
qu’une discre´tisation fine est ne´cessaire a` cet endroit.
Comme nous pouvons le voir sur la Figure III.3, qui repre´sente une cartographie des valeurs que
prend le crite`re, en milieu homoge`ne pour diffe´rentes tailles de grille a` diffe´rents instants (voir
aussi le Tableau III.1), l’interface d’e´coulement est correctement de´tecte´e ; les discontinuite´s de la
saturation en huile sont caracte´rise´es par les zones de plus grande valeur (zones blanches de la
Figure III.3).
Il est e´galement important de noter que le crite`re en espace est totalement inde´pendant de l’instant
ou` l’on se place et de la taille de la grille : c’est un point fort qui assure que la valeur de εx ne
change pas de fac¸on significative durant une simulation tout entie`re.
Toutefois, la manie`re dont ce crite`re re´agit en milieu he´te´roge`ne tend a` re´duire l’efficacite´ de la me´-
thode de raffinement de maillage adaptatif. En effet, il a tendance a` de´tecter un nombre important
de cellules ce qui augmente le nombre de zones raffine´es. Comme le montrent les cartographies de
la Figure III.4, le crite`re atteint sa valeur maximale non seulement dans les zones ou` l’huile est
mobile mais aussi au niveau des interfaces se´parant deux types de roches (a` savoir sur les frontie`res
des couches d’argiles).
Griles grille grossie`re grille interme´diaire grille fine
Nombre de cellules Nz = 6 Nz = 18 Nz = 54
(direction Z)
Nombre de cellules Nx = 12 Nx = 36 Nx = 108
(direction X)
Taille des cellules 6m 2m 0.66m
Tab. III.1: Discre´tisation en espace
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(a) grille interme´diaire a` 400 jours (b) grille interme´diaire a` 1000 jours
(c) grille fine a` 400 jours (d) grille fine a` 1000 jours
Fig. III.3: Cartographies du crite`re en espace pour le cas homoge`ne
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(a) grille interme´diaire a` 400 jours (b) grille interme´diaire a` 1000 jours
(c) grille fine a` 400 jours (d) grille fine a` 1000 jours
Fig. III.4: Cartographies du crite`re en espace pour le cas heteroge`ne
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Etudions maintenant le crite`re en temps.
Ce crite`re compare, pour une cellule, la saturation en huile a` deux instants tn et tn+1, avec en
supple´ment des termes qui viennent des donne´es du maillage et de la comparaison de ηt avec Bt
(voir la section pre´ce´dente).
Dans notre approche, ces deux instants, tn et tn+1, sont respectivement le de´but et la fin d’une
pe´riode. Etant donne´ que le maillage adaptatif cre´e´ par le ge´ne´rateur est fixe sur toute la dure´e
d’une pe´riode, ce crite`re devient rapidement inapplicable pour des tailles de pe´riode longues. Par
exemple, si une cellule du maillage se situe dans la zone d’huile non mobile a` l’instant tn et dans
la zone vapeur a` l’instant tn+1, le crite`re en temps atteindrait sa valeur maximale et la cellule
serait e´tiquete´e pour un futur raffinement bien qu’elle ne soit pas dans une zone qui requiert une
re´solution plus fine.
Toutefois, ce crite`re garde de l’inte´reˆt sur des tailles de pe´riode raisonnables et surtout parce qu’il
est, comme le crite`re en espace, inde´pendant de l’instant et de la taille de la grille (voir la Figure
III.5). Ainsi, la valeur de εt ne connait pas d’importantes variations au cours d’une simulation tout
entie`re.
(a) grille interme´diaire a` 400 jours (b) grille interme´diaire a` 1000 jours
(c) grille fine a` 400 jours (d) grille fine a` 1000 jours
Fig. III.5: Cartographies du crite`re en temps pour le cas homoge`ne
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Par ailleurs, en milieu he´te´roge`ne, si aucun e´coulement n’apparaˆıt autour des couches d’argile
durant la pe´riode, le pourtour de ces couches d’argiles, ou` un front raide de la saturation en huile
existe (duˆ au changement de type de roche), ne sont pas raffine´es (voir la Figure III.6).
Ce crite`re apparaˆıt alors comme une bonne alternative au crite`re en espace pour l’e´tude de cas
he´te´roge`nes. Pre´cise´ment, coupler ce crite`re au crite`re en espace peut re´duire de fac¸on conside´rable
le nombre de cellules fines en milieu he´te´roge`ne.
(a) grille interme´diaire a` 400 jours (b) grille interme´diaire a` 1000 jours
(c) grille fine a` 400 jours (d) grille fine a` 1000 jours
Fig. III.6: Cartographies du crite`re en temps pour le cas he´te´roge`ne
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Finalement, notre strate´gie de raffinement de maillage adaptatif fonctionne de la manie`re suivante :
• εx et εt sont de´termine´s nume´riquement apre`s une simulation sur grille fine sur une courte
pe´riode de 300 jours (cela correspond dans notre exemple a` la pe´riode de pre´chauffage et aux
premiers mois d’injection de vapeur)
• En milieu homoge`ne
Pour chaque pe´riode
{
Pour chaque cellule K de la grille fine
{
Si
(
(ζx)nK ≥ εx
)
la cellule K est active´e ;
}
Les cellules de tailles interme´diaires et grossie`res sont cre´e´es en respectant, la re`gle
d’emboˆıtement des niveaux de grilles, la` ou` les cellules fines n’ont pas e´te´ active´es
}
• En milieu he´te´roge`ne
Pour chaque pe´riode
{
Pour chaque cellule K de la grille fine
{
Si
(
(ζx)nK ≥ εx et (ζt)nK ≥ εt
)
la cellule K est active´e ;
}
Les cellules de tailles interme´diaires et grossie`res sont cre´e´es, en respectant la re`gle
d’emboˆıtement des niveaux de grilles, la` ou` les cellules fines n’ont pas e´te´ active´es
}
Remarque 3.1. Nous rappelons que la re`gle d’emboˆıtement des niveaux de grilles est explique´e
dans le chapitre 2.
Dans la section suivante, nous e´valuons ces nouvelles strate´gies de raffinement sur les exemples
introduits dans les chapitre 1 et 2.
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4 Résultats numériques
4.1 Résultats obtenus en milieu homogène avec le critère en espace
Dans cette section, nous montrons l’efficacite´ du nouvel algorithme adaptatif base´ sur le crite`re en
espace. Nous utilisons ici, le meˆme exemple introduit dans le chapitre 1.
Comme nous l’avons explique´ pre´ce´demment et comme la Figure III.7 le montre, la grille la plus fine
recouvre les zones de forts gradients de la saturation en huile et des cellules de taille interme´diaire
recouvrent l’inte´rieur de l’interface d’e´coulement.
Le nombre de cellules est re´duit de 70% en moyenne (voir la Figure III.12), par rapport a` la
grille fine, sur le temps global de la simulation qui est de 3000 jours. En terme de temps CPU,
cette approche permet d’avoir un facteur d’acce´le´ration de 6 en moyenne, avec un gain en temps
maximum de 10 sur les premie`res anne´es simule´es, comme le montre la Figure III.11. De plus, ces
gains sont obtenus tout en gardant une estimation pre´cise de la production cumule´e en huile (voir
la Figure III.13).
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. III.7: Profils de la saturation en huile
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4 Re´sultats nume´riques
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. III.8: Profils de la saturation en eau
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(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. III.9: Profils de la saturation en vapeur
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4 Re´sultats nume´riques
(a) 400 jours (b) 1100 jours
(c) 1300 jours (d) 1750 jours
Fig. III.10: Profils de la tempe´rature
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Fig. III.11: Gains en temps cumule´
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Fig. III.12: Re´duction du nombre total de cellules
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Fig. III.13: Production cumule´e de l’huile
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(a) 400 jours, crite`re en tempe´rature (b) 1100 jours, crite`re en tempe´rature
(c) 400 jours, crite`re en espace (d) 1100 jours, crite`re en espace
(e) 1300 jours, crite`re en tempe´rature (f) 1300 jours, crite`re en tempe´rature
(g) 1300 jours, crite`re en espace (h) 1750 jours, crite`re en espace
Fig. III.14: Comparaison des maillages adaptatifs obtenus avec les tempe´ratures seuils et le crite`re
en espace
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La comparaison des grilles adaptatives avec celles obtenues avec les tempe´ratures seuils (illustre´es
sur la figure fig. III.14) permet de mettre en e´vidence le fait que la zone raffine´e est moins
importante avec le nouveau crite`re.
Le de´raffinement qui a lieu a` l’inte´rieur de la zone d’huile mobile permet de re´duire le nombre de
mailles en particulier lorsque la zone de transition s’e´largit, ce qui n’est pas le cas avec le crite`re
base´ sur les tempe´ratures.
Le tableau III.2 compare les re´sultats de ces deux approches : nous pouvons voir que le gain en
temps est meilleur avec le crite`re en espace ; il est de 1.3 par rapport a` l’approche initiale.
2D grille fine grille adaptative grille adaptative
(crite`re sur les tempe´ratures seuils) (crite`re en espace)
Nombre 5832 × ×
total
de cellules
Re´duction 0% 58% 70%
du nombre
total de cellules
Temps 14342 3222 2407
CPU (Sec)
Gains 1 4.5 6
en temps
Tab. III.2: Comparaison des re´sultats nume´riques pour le cas 2D homoge`ne
4.2 Résultats obtenus en milieu hétérogène avec les critères en temps
et en espace
Le controˆle de la taille des cellules avec le crite`re en espace conduit a` un raffinement des zones ou`
la saturation en huile est discontinue, incluant a` certains endroits les couches d’argile alors qu’au-
cun e´coulement d’huile n’apparaˆıt (voir les Figures III.15 (a) et (b)). Cela entraˆıne un nombre
important de cellules fines et de faibles gains en temps de calculs : la re´duction du nombre total
de mailles est de 36% en moyenne et la simulation est acce´le´re´e par un facteur de 1.7 sans perte
de pre´cision sur les pre´dictions de production en huile.
Couple´ au crite`re en espace, le crite`re en temps permet une re´duction du nombre de cellules plus
importante toujours en maintenant une bonne pre´cision dans les re´sultats.
Les zones raffine´es sont localise´es dans les zones de fortes discontinuite´s de la saturation en huile
et la` ou` des e´coulements ont lieu. Par ailleurs, les interfaces lie´es aux changements de facie`s (ou
roche) sont raffine´es uniquement si de l’eau et de l’huile coulent autour d’elles.
Ainsi, nous obtenons une re´duction du nombre de mailles de 58% en moyenne, comme le montre la
Figure III.20. Le gain en temps est supe´rieur a` 2 (voir la Figure III.19) avec une bonne restitution
du profil de la production en huile (voir la Figure III.21).
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4 Re´sultats nume´riques
(a) crite`re en espace, 1100 jours (b) crite`re en espace, 1750 jours
(c) crite`res en temps et en espace, 1100 jours (d) crite`res en temps et en espace, 1750 jours
Fig. III.15: Profils de la saturation en huile
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(a) crite`re en espace, 1100 jours (b) crite`re en espace, 1750 jours
(c) crite`res en temps et en espace, 1100 jours (d) crite`res en temps et en espace, 1750 jours
Fig. III.16: Profils de la saturation en eau
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(a) crite`re en espace, 1100 jours (b) crite`re en espace, 1750 jours
(c) crite`res en temps et en espace, 1100 jours (d) crite`res en temps et en espace, 1750 jours
Fig. III.17: Profils de la saturation en vapeur
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(a) crite`re en espace, 1100 jours (b) crite`re en espace, 1750 jours
(c) crite`res en temps et en espace, 1100 jours (d) crite`res en temps et en espace, 1750 jours
Fig. III.18: Profils de la tempe´rature
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Fig. III.19: Gains en temps cumule´s
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Fig. III.20: Re´duction du nombre de cellules
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Fig. III.21: Production en huile cumule´e
Remarque 4.1. Le volume d’huile estime´ a` 2000 jours, soit 0.07 hm3, repre´sente environ 40%
du volume d’huile initial. Devant ce faible volume, on peut s’interroger sur la rentabilite´ de l’ex-
ploitation. L’objectif ici n’e´tait pas d’e´valuer la rentabilite´ d’un tel projet, mais de valider sur un
cas synthe´tique la nouvelle strate´gie de raffinement.
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IV. Une stratégie de raffinement de maillage
adaptatif basée sur des estimateurs d’erreur a
posteriori locaux pour des systèmes
hyperboliques symétriques
Comme nous l’avons vu dans le chapitre pre´ce´dent, D. Kro¨ner et M. Ohlberger ont de´montre´ une
estimation d’erreur a posteriori [28] a` partir de l’e´tude de C. Chainais sur la convergence d’un
sche´ma volumes finis pour des proble`mes hyperboliques scalaires non line´aires. Cette estimation
repose sur l’ine´galite´ d’entropie approche´e e´crite pour des entropies de Kruskov et satisfaite par la
solution du sche´ma nume´rique [7].
Pour des syste`mes hyperboliques line´aires de type syste`mes de Friedrichs [24], J.P. Vila et P.
Villedieu ont e´tudie´ la convergence d’un sche´ma volumes finis sur des maillages non structure´s
et ont de´montre´ une estimation d’erreur a priori d’ordre h
1
2 pour l’approximation de solutions
dans H1 [45]. Celle-ci ne repose pas sur une ine´galite´ d’entropie approche´e avec des entropies de
Kruskov (cette technique n’est adapte´e qu’au cas scalaire) mais sur une formulation faible et une
formulation d’e´nergie approche´es (cette technique utilise la line´arite´ du syste`me).
V. Jovanovic´ et C. Rohde ont e´tendu les re´sultats de J.P. Vila et P. Villedieu : ils ont de´montre´
une estimation d’erreur a priori pour des solutions dans Hs(s ≥ 0) et aussi une estimation d’erreur
a posteriori qui pourrait eˆtre la base d’un algorithme adaptatif [26].
De fac¸on quasi analogue a` celle mene´e par D. Kro¨ner et M. Ohlberger dans [28], nous allons a` partir
des travaux de J.P. Vila et P. Villedieu [45] reprendre les e´tapes de la de´monstration de l’estimation
d’erreur a priori et de´finir, comme l’ont fait V. Jovanovic´ et C. Rohde, une estimation d’erreur
a posteriori. On en de´duira des estimateurs d’erreur locaux, a` partir desquels, une technique
de raffinement de maillage adaptatif est construite. Cette strate´gie de raffinement de maillage
adaptatif sera ensuite valide´e a` travers des simulations nume´riques.
IV Une adaptation de maillages pour des syste`mes hyperboliques syme´triques
1 Présentation du problème et du schéma numérique
1.1 Présentation des systèmes de Friedrichs
Soit Q = Rd×]0,+∞[ etMm(R) l’ensemble des matrices de taille m×m a` coefficients re´els. Nous
conside´rons des fonctions
Ai : (x, t) ∈ Q → Ai(x, t) ∈Mm(R) 1 ≤ i ≤ d
telles que :
les matrices Ai, pour i = 1, ...., d, sont syme´triques
(
i.e. Ai = (Ai)>
)
, (20a)
pour i = 1, ...., d, Ai ∈ L∞
(
Q,Mm(R)
)
∩ C1
(
Q,Mm(R)
)
, (20b)
divA ∈ L∞
(
Q,Mm(R)
)
, avec divA =
d∑
i=1
∂Ai
∂xi
. (20c)
Pour B : (x, t) ∈ Q → B(x, t) ∈ Mm(R) et pour f : (x, t) ∈ Q → f(x, t) ∈ Rm, nous
conside´rons, comme J.P. Vila et P. Villedieu, le syste`me de Friedrichs [24] sous la forme conservative
suivante :
∂tu +
d∑
i=1
∂
(
Aiu
)
∂xi
+Bu = f, sur Q. (21)
Notons que ce syste`me peut s’e´crire sous une forme non conservative [3] :
∂tu +
d∑
i=1
Ai
∂u
∂xi
+ (divA+B)u = f, sur Q. (22)
Pour u0 : x ∈ Rd → u0(x) ∈ Rm, nous conside´rons le proble`me de Cauchy suivant :
∂tu +
d∑
i=1
∂
(
Aiu
)
∂xi
+Bu = f, sur Q (23a)
u(x, 0) = u0(x), x ∈ Rd. (23b)
1.2 Existence d’une unique solution faible
Notons H1 = H1(Rd)m. Si u0 ∈ H1 et si, il existe T > 0 tel que f ∈ L2([0, T ],H1), alors il existe
une unique solution faible. Ce re´sultat, de´montre´ dans [3], est le suivant :
The´ore`me 1.1. Sous les hypothe`ses (20), on suppose que u0 ∈ H1, qu’il existe T > 0 tel que
f ∈ L2([0, T ];H1) et que B ∈ L∞(Q,Mm(R)) ∩ C1(Q,Mm(R)).
Alors le proble`me (23) admet une unique solution faible u ∈ C([0, T ],H1) qui satisfait,
sup
t∈[0,T ]
‖u(., t)‖H1 ≤ C(T,Ai, B)(‖u0‖H1 + ‖f‖L2([0,T ];H1)).
Enfin, si u0 ∈ [C∞c (Rd)]m et f ∈ [C∞c (Rd × [0, T ])]m alors u ∈ [C∞c (Rd × [0, T ])]m est une solution
classique.
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La solution faible u satisfait la formulation faible suivante :
pour tout ψ ∈ C∞c (Rd × [0,+∞],Rm),
−
∫
Rd×[0,+∞]
u>(x, t)∂tψ(x, t)dxdt−
∫
Rd
u>0 (x)ψ(x, 0)dx−
∫
Rd×[0,+∞]
u>(x, t)
d∑
i=1
Ai(x, t) ∂ψ
∂xi
dxdt
+
∫
Rd×[0,+∞]
(u>(x, t)B>(x, t)− f>(x, t))ψ(x, t)dxdt = 0.
Une conse´quence de la formulation faible est la formulation de l’e´nergie. Satisfaite par la solution
faible u, elle s’e´crit :
pour toute fonction φ ∈ C∞c (Rd × [0,+∞],R) :
−
∫
Rd×[0,+∞]
‖u‖2∂tφ(x, t)dxdt−
∫
Rd
‖u0‖2φ(x, 0)dx−
∫
Rd×[0,+∞]
d∑
i=1
u>(x, t)Ai(x, t)u(x, t) ∂φ
∂xi
dxdt
+
∫
Rd×[0,+∞]
u>(x, t) divA(x, t)u(x, t)φ(x, t)dxdt+
∫
Rd×[0,+∞]
2u>(x, t)B(x, t)u(x, t)φ(x, t)dxdt
=
∫
Rd×[0,+∞]
2u>(x, t)f(x, t)φ(x, t)dxdt.
Cette formulation de l’e´nergie est un outil important pour la convergence du sche´ma nume´rique et
l’estimation d’erreur a priori. Pour les syste`mes de Friedrichs, elle joue le meˆme roˆle que l’ine´galite´
d’entropie avec les entropies de Kruskov pour les proble`mes hyperboliques scalaires [7].
Dans ce qui suit nous pre´sentons le sche´ma nume´rique de type volumes finis ainsi que les re´sultats
fondamentaux pre´sente´s par J.P. Vila et P. Villedieu dans [45].
1.3 Le schéma numérique
Nous approchons la solution du syste`me (23) par un sche´ma volumes finis sur un maillage non
structure´. La construction du sche´ma suit celle pre´sente´e dans [26] (ou [45]).
Nous utilisons pour le maillage les notations et les hypothe`ses introduites dans la section 2.2 du
chapitre 3. Par ailleurs, pour Ψ suffisamment re´gulie`re, nous introduisons les e´critures suivantes :
ΨK(t) =
1
m(K)
∫
K
Ψ(x, t)dx, (24a)
ΨnK =
1
∆t
∫ tn+1
tn
ΨK(t)dt, (24b)
Ψne =
1
∆tm(e)
∫ tn+1
tn
∫
e
Ψ(γ, t)dγdt. (24c)
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Les valeurs de vh sont calcule´es, pour n ∈ N et pour K ∈ T , par le sche´ma nume´rique conservatif
suivant :
vn+1K = vnK −
∆t
m(K)
∑
e∈E(K)
m(e)gnK,e(vnK, vnKe) + ∆tf
n
K, (25a)
avec
v0K =
1
m(K)
∫
K
u0(x)dx. (25b)
Le flux nume´rique, sortant de l’areˆte e ∈ E(K) d’une cellule K ∈ T , est donne´ par :
gnK,e(u, v) = −CnK,e.v +DnK,e.u, pour (u, v) ∈ Rm (25c)
ou`
−CnK,e = (AnK,e)−, DnK,e = (AnK,e)+,
(Ai)ne =
1
∆tm(e)
∫ tn+1
tn
∫
e
Ai(t, γ)dγdt, AnK,e =
d∑
i=1
niK,e(Ai)ne .
(25d)
Les ope´rateurs (.)+ et (.)− repre´sentent respectivement les parties positive et ne´gative d’une matrice
syme´trique.
Remarque 1.1. Pour une matrice A syme´trique, on a A = P−1DP ou` la matrice D est la matrice
diagonale des valeurs propres. En notant respectivement D+ et D− les matrices des valeurs propres
positives et ne´gatives, on de´finit la partie positive et la partie ne´gative de la matrice A de la fac¸on
suivante :
A+ = P−1D+P, A− = P−1D−P.
D’apre`s la de´finition (25d), nous avons :
CnK,e = DnKe,e . (26)
Cela conduit a` un flux nume´rique consistant et assure un sche´ma nume´rique conservatif. En effet,
pour K ∈ T et e ∈ E(K), nous avons : gnK,e(v, w) = −gnKe,e(w, v).
Le sche´ma (25a) peut e´galement s’e´crire sous une forme non conservative. En utilisant la formule
de Green nous obtenons :
∑
e∈E(K)
m(e)AnK,e = m(K)(divA)nK.
Ainsi, en combinant cette e´galite´ a` (25a) et en utilisant (26), nous obtenons :
vn+1K = vnK −
∆t
m(K)
∑
e∈E(K)
m(e)CnK,e(vnK − vnKe)−∆t
((
(divA)nK +BnK
)
· vnK − fnK
)
. (27)
Enfin, sous les hypothe`ses du maillage, l’approximation de u par des volumes finis (note´e vh) est
de´finie par :
vh(x, t) = vnK, ∀(x, t) ∈ K× [tn, tn+1[ ou` tn = n∆t. (28)
2 Propriétés du schéma numérique
En pratique, les termes en divA, B et f ne contribuent pas a` des estimateurs d’erreur locaux
e´volutifs en temps. On se place alors, dans toute la suite, dans le cas ou` divA = B = f = 0.
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2.1 Résultats de stabilité
Dans cette section, nous rappelons les re´sultats de stabilite´ introduits dans [45].
L’estimation d’e´nergie locale faisant introduire la condition de CFL et la stabilite´ uniforme de
la solution approche´e vh sont des outils ne´cessaires a` l’estimation d’erreur a posteriori (voir la
Proposition 2.1). On introduit les notations suivantes :
∀v ∈ Rm, ‖v‖ =
( m∑
i=1
v2i
) 1
2
,
∀v ∈ Rm, ‖v‖CnK,e = (v>.CnK,e.v)
1
2 ,
∀M ∈Mm(R), ‖M‖ = sup
‖v‖=1
‖M.v‖.
Proposition 2.1. Sous les hypothe`ses (20) sur les donne´es, on conside`re, vh, l’approximation par
volumes finis de la solution u. Sous la condition de CFL suivante :
sup
K∈T ,e∈E(K)
∆tm(∂K)
m(K) ‖C
n
K,e‖ ≤ 1−  (29a)
ou`  ∈]0, 1[, la solution du sche´ma explicite (25) satisfait :
m(K)(‖vn+1K ‖2 − ‖vnK‖2) + ∆t
∑
e∈E(K)
[(vnK)>.CnK,e.vnK − (vnKe)>.CnK,e.vnKe ] m(e)
≤ −∆t ∑
e∈E(K)
‖vnK − vnKe‖2CnK,e m(e)
(29b)
Par ailleurs, pour h assez petit et pour T ∈ R+, la solution approche´e vh ve´rifie :
‖vh(., t)‖2L2 ≤ ‖u0‖2L2 , ∀t ∈ [0, T ] (29c)
De plus, les de´rive´es discre`tes de vh satisfont :∑
n∈N
∑
K∈T
∑
e∈E(K)
‖vnK − vnKe‖2CnK,e∆t m(e) ≤
1

‖u0‖2L2 (29d)
Pour (29b) voir la preuve de la proposition 3.1 dans [45]. La de´monstration des ine´galite´s (29c) et
(29d) suit celle de la proposition 3.2 de [45].
2.2 Formulation faible et formulation d’énergie approchées
Le point de de´part pour la de´finition de l’estimation d’erreur a posteriori repose sur les formula-
tions faible (30a) et d’e´nergie (30b) approche´es donne´es par la Proposition 2.2.
Pour tout sous-ensemble compact B de R+ × Rd, de´finissons tout d’abord par HB l’espace des
fonctions H1(]0,+∞[×Rd) a` support compact dans B. Posons HB = (HB)m, H = ∪
B
HB et H =
Hm. Nous de´finissons e´galement par H′ l’ensemble des formes line´aires µ de H.
Pour tout sous-ensemble compact B, il existe une constante positive C(B) telle que :
∀ψ ∈ HB, | < µ,ψ > | ≤ C(B)‖ψ‖(H1(B)m).
On notera par R l’ensemble des mesures de Radon sur R+×Rd et par C1+c l’ensemble des fonctions
positives C1 a` support compact dans R+ × Rd.
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Proposition 2.2. On suppose les hypothe`ses (20) et la condition de CFL (29a) ve´rife´es. Soit u
une solution de (23) telle que u ∈ C0([0,+∞[,H1) ∩ C1([0,+∞[, L2(Rd)m). La solution approche´e,
vh, de´finie par le sche´ma nume´rique (25) satisfait :
∀ψ ∈ H,−
∫
R+×Rd
v>h .∂tψdxdt−
∫
R+×Rd
v>h .
d∑
i=1
Ai.∂iψdxdt−
∫
Rd
u>0 .ψ(x, 0)dx = < µh, ψ >,
(30a)
∀φ ∈ C1+c ,−
∫
R+×Rd
‖vh‖2∂tφdxdt−
∫
R+×Rd
v>h .
d∑
i=1
Ai.v∂iφdxdt−
∫
Rd
‖u0‖2.φ(x, 0)dx ≤ < νh, φ > .
(30b)
Les mesures µh ∈ H′ et νh ∈ R sont de´finies par :
∀ψ ∈ H, < µh, ψ > =
4∑
l=1
Rlh(ψ), (30c)
∀φ ∈ C1+c , < νh, φ > =
4∑
l=1
Elh(φ)− εQh(φ), (30d)
ou` Qh est un terme positif de´fini par
Qh(φ) =
∑
n∈N
∑
K∈T
∑
e∈E(K)
‖vnK − vnKe‖2CnK,eφ
n
K ∆t m(e),
et ou`
R1h(ψ) =
∑
n∈N
∑
K∈T
m(K)(vn+1K − vnK)>(ψK(tn+1)− ψnK),
R2h(ψ) =
∑
n∈N
∆t
∑
K∈T
∑
e∈E(K)
m(e)
(
vnK − vnKe
)>
.CnK,e.
(
ψne − ψnK
)
,
R3h(ψ) =
∫
Rd
(vh(x, 0+)− u0(x))>.ψ(x, 0)dx,
R4h(ψ) =
∑
n∈N
∑
K∈T
∆tm(K)(vnK)>.
 ∑
e∈E(K)
m(e)
m(K)A
n
K,eψ
n
e −
1
∆tm(K)
∫ tn+1
tn
∫
K
d∑
i=1
∂i(Ai.ψ)dxdt
,
E1h(φ) =
∑
n∈N
∑
K∈T
m(K)(‖vn+1K ‖2 − ‖vnK‖2)(φK(tn+1)− φnK),
E2h(φ) =
∑
n∈N
∆t
∑
K∈T
∑
e∈E(K)
m(e)
(
vnK − vnKe
)>
.CnK,e.(vnK + vnKe
)(
φne − φnK
)
,
E3h(φ) =
∫
Rd
(‖vh(x, 0+)‖2 − ‖u0(x)‖2)φ(x, 0)dx,
E4h(φ) =
∑
n∈N
∑
K∈T
∆tm(K)(vnK)>.
 ∑
e∈E(K)
m(e)
m(K)A
n
K,eφ
n
e −
1
∆tm(K)
∫ tn+1
tn
∫
K
d∑
i=1
∂i(Ai.φ)dxdt
.vnK.
Les e´tapes de la de´monstration sont de´taille´es en annexes dans [45] (voir la preuve de la proposition
5.1 de [45]).
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3 Estimation d’erreur a posteriori
3.1 Contrôle de l’erreur
Dans cette section nous rappelons que, si la proposition 2.2 est satisfaite par la solution approche´e
vh, alors l’erreur en norme L
2 commise entre vh et une solution re´gulie`re classique du proble`me
(23) peut eˆtre estime´e (objet de la Proposition 3.1).
Proposition 3.1. Soit u ∈ C0([0,+∞[,H1) ∩ C1([0,+∞[, L2(Rd)m) une solution de (23) et vh la
solution approche´e de´finie par le sche´ma nume´rique (25) telles que leurs supports sont dans la
boule de rayon R > 0. On suppose que vh satisfait les ine´galite´s de la proposition 2.2.
Alors, pour T > 0 et δ > 0∫ T
0
∫
Rd
‖u− vh‖2dxdt =
∫ T
0
∫
B(0,R)
‖u− vh‖2dxdt ≤ < νh, gδ,R > − 2 < µh, gδ,Ru >. (31a)
Les fonctions gδ,R : Rd × [0, T [ → R et θ : [0, T [ → R sont de´finies par
gδ,R(x, t) = θ(t)ξδ,R(x, t), θ(t) = (T − t)I[0,T ] (31b)
ou` ξδ,R(x, t) est une re´gularisation de la fonction caracte´ristique pour la boule B(0, R) et pour
t ≤ T , de´finie par
ξδ,R(x, t) = 1− Yδ(|x| −R− λ(T − t)), avec Yδ(s) =
{ 0 si s ≤ 0
1 si s ≥ 2δ . (31c)
Enfin, la constante λ est donne´e par λ = sup

∥∥∥∥ d∑
i=1
niA
i
∥∥∥∥∞
∣∣∣∣ n = (n1, . . . , nd)>, ‖n‖ = 1
.
La preuve de l’ine´galite´ (31a) suit celle de la Proposition 4.1 de [45].
En supposant u0 a` support compact, on a u et vh a` support compact dans [0, T ]× Rd. On choisit
alors δ = 1 et R = R0 avec R0 assez grand pour assurer que ξ1,R0(x, t) = 1 et donc g1,R0(x, t) = θ(t)
sur le support de u et de v. Ainsi,∫ T
0
∫
Rd
‖u− vh‖2dxdt ≤ < νh, θ > − 2 < µh, θu >.
3.2 Calcul du terme d’erreur
Dans cette section nous allons e´valuer le terme d’erreur < νh, θ > −2 < µh, θu >. D’apre`s la
proposition 2.2, nous avons :
< νh, θ > −2 < µh, θu > ≤
 4∑
l=1
Elh(θ)− 2Rlh(θu)
− εQh(θ).
Le terme εQh(θ) e´tant positif, il suffit de majorer :
4∑
l=1
Elh(θ)− 2Rlh(θu).
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3.2.1 Evaluation du terme (E1h(θ)− 2R1h(θu))
Nous avons,
R1h(θu) =
∑
n∈N
∑
K∈T
m(K)(vn+1K − vnK)>((θu)K(tn+1)− (θu)nK).
On remarque que
(θu)K(tn+1) = θ(tn+1)uK(tn+1)
et que
(θu)K(tn+1)− (θu)nK = θ(tn+1)uK(tn+1)− uK(tn+1)θn + uK(tn+1)θn − (θu)nK.
On re´crit alors
R1h(θu) = R
1,a
h (θu) +R
1,b
h (θu),
avec
R1,ah (θu) =
∑
n∈N
∑
K∈T
m(K)(vn+1K − vnK)>uK(tn+1)(θ(tn+1)− θn)
et
R1,bh (θu) =
∑
n∈N
∑
K∈T
m(K)(vn+1K − vnK)>(uK(tn+1)θn − (θu)nK).
Travaillons sur R1,bh (θu).
Nous avons dans un premier temps :
uK(tn+1)θn − (θu)nK =
1
∆t
∫ tn+1
tn
 1
m(K)
∫
k
u(x, tn+1)− u(x, t)dx
θ(t)dt.
Ainsi nous avons :
‖uK(tn+1)θn − (θu)nK‖ ≤
1
∆t
∫ tn+1
tn
 1
m(K)
∫
k
‖u(x, tn+1)− u(x, t)‖dx
θ(t)dt.
Sachant que u(x, tn+1)− u(x, t) =
∫ tn+1
t
∂tu(x, s)ds, nous avons :
‖uK(tn+1)θn − (θu)nK‖ ≤
1
∆t
∫ tn+1
tn
 1
m(K)
∫
k
∫ tn+1
t
‖∂tu(x, s)‖ dsdx
θ(t)dt.
De plus,
∫ tn+1
tn
∫ tn+1
t
‖∂tu(x, s)‖ dsθ(t)dt =
∫ tn+1
tn
∫ s
tn
θ(t)dt
 ‖∂tu(x, s)‖ ds
≤ ∆tθn
∫ tn+1
tn
‖∂tu(x, s)‖ ds.
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Donc
‖uK(tn+1)θn − (θu)nK‖ ≤ θn
1
m(K)
∫
k
∫ tn+1
tn
‖∂tu(x, t)‖ dtdx.
Si nous appliquons l’ine´galite´ de Cauchy-Schwarz, nous obtenons :
‖uK(tn+1)θn − (θu)nK‖ ≤ θn
1
m(K)
∫
k
∫ tn+1
tn
‖∂tu(x, t)‖2 dtdx
 12m(K)∆t
 12 .
Ainsi,
‖uK(tn+1)θn − (θu)nK‖2 ≤ (θn)2
∆t
m(K)
∫
k
∫ tn+1
tn
‖∂tu(x, t)‖2 dtdx.
Si nous regardons maintenant | R1,bh (θu) |, avec une ine´galite´ de Cauchy-Schwarz nous obtenons la
majoration suivante :
| R1,bh (θu) |
≤
∑
n∈N
∑
K∈T
m(K)2‖vn+1K − vnK‖2
∆t(θn)2
m(K)
 12∑
n∈N
∑
K∈T
m(K)
∆t(θn)2‖uK(t
n+1)θn − (θu)nK‖2
 12
≤
∑
n∈N
∑
K∈T
∫
k
∫ tn+1
tn
‖∂tu(x, t)‖2 dtdx
 12∑
n∈N
∑
K∈T
m(K)∆t(θn)2‖vn+1K − vnK‖2
 12
≤ T‖∂tu‖L2([0,T ]×Rd)
 ∞∑
n=0
∑
K∈T
m(K)∆t‖vn+1K − vnK‖2
 12 .
Etant donne´ que ∂tu = −
∑
i=1,...,d
Ai
∂u
∂xi
, nous avons d’apre`s le The´ore`me 1.1 :
‖∂tu‖L2 ≤ max
i
(‖Ai‖) ‖Du‖L2 ≤ max
i
(‖Ai‖) ‖u0‖H1 .
Alors,
| R1,bh (θu) |≤ T maxi (‖A
i‖) ‖u0‖H1
 ∞∑
n=0
∑
K∈T
m(K)∆t‖vn+1K − vnK‖2
 12 .
Travaillons maintenant sur R1,ah (θu).
Nous voulons e´valuer la quantite´
(
E1h(θ)− 2R1,ah (θu)
)
.
Nous pouvons tout d’abord e´crire :
| E1h(θ)− 2R1,ah (θu) |=
∣∣∣∣∣∑
n∈N
∑
K∈T
m(K) | θ(tn+1)− θn |
(
vn+1K − vnK
)> (
vn+1K + vnK − 2uK(tn+1)
)∣∣∣∣∣
≤ ∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖ ‖vn+1K + vnK − 2uK(tn+1)‖.
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Ensuite, l’ine´galite´ de Cauchy-Schwarz nous donne :
| E1h(θ)− 2R1,ah (θu) | ≤
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12
×
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K + vnK − 2uK(tn+1)‖2
 12 .
Nous avons de plus,
‖vn+1K + vnK − 2uK(tn+1)‖2 = ‖
(
vn+1K − vnK
)
+ 2
(
vnK − unK
)
+ 2
(
unK − uK(tn+1)
)
‖2
≤ 3‖vn+1K − vnK‖2 + 12‖vnK − unK‖2 + 12‖unK − uK(tn+1)‖2.
Par conse´quent,∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K + vnK − 2uK(tn+1)‖2
 12 ≤
3∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12
+
12∑
n∈N
∑
K∈T
m(K)∆t ‖vnK − unK‖2
 12
+
12∑
n∈N
∑
K∈T
m(K)∆t ‖unK − uK(tn+1)‖2
 12 .
Regardons maintenant chacun des trois termes de droite de l’ine´galite´ pre´ce´dente.
Nous gardons tout d’abord le premier terme.
Le second terme donne :
12∑
n∈N
∑
K∈T
m(K)∆t ‖vnK − unK‖2
 12 ≤ 2√3‖u− vh‖L2([0,T ]×Rd).
Ensuite, concernant le troisie`me terme, nous savons que :
‖unK − uK(tn+1)‖ ≤
(
∆t
m(K)
) 1
2
‖∂tu‖L2(K×[tn,tn+1]) .
Il se majore donc par :12∑
n∈N
∑
K∈T
m(K)∆t ‖unK − uK(tn+1)‖2
 12 ≤
12∑
n∈N
∑
K∈T
∆t2 ‖∂tu‖2L2(K×[tn,tn+1])
 12
≤ 2√3 ∆t ‖∂tu‖L2([0,T ]×Rd)
≤ 2√3 ∆t max
i
(‖Ai‖) ‖u0‖H1 .
Nous obtenons finalement :
| E1h(θ)−2R1,ah (θu) |≤
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K −vnK‖2
 12√3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K −vnK‖2
 12
+ 2
√
3‖u− vh‖L2([0,T ]×Rd) + 2
√
3 ∆t max
i
(‖Ai‖) ‖u0‖H1
.
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En combinant tous les re´sultats nous avons l’estimation finale de l’entite´ | E1h(θ)− 2R1h(θu) | :
| E1h(θ)− 2R1h(θu) | =| E1h(θ)− 2R1,ah (θu)− 2R1,bh (θu) |
≤| E1h(θ)− 2R1,ah (θu) | + | 2R1,bh (θu) |
≤ √3∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12‖u− vh‖L2([0,T ]×Rd)
+2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+2
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1 .
3.2.2 Evaluation du terme (E2h(θ)− 2R2h(θu))
E´tant donne´ que θ ne de´pend que de t nous avons : E2h(θ) = 0. De ce fait, il suffit d’e´valuer la
quantite´ | 2R2h(θu) | . Nous savons que :
R2h(θu) =
∑
n∈N
∆t
∑
K∈T
∑
e∈E(K)
m(e)
(
vnK − vnKe
)>
CnK,e
(
(θu)ne − (θu)nK
)
.
Nous avons alors :
| 2R2h(θu) | =
∣∣∣∣∣∣2
∑
n∈N
∑
K∈T
∑
e∈E(K)
m(e)
(
vnK − vnKe
)>
CnK,e
∫ tn+1
tn
θ(t)
(
ue(t)− uK(t)
)
dt
∣∣∣∣∣∣ .
En utilisant l’ine´galite´ de Cauchy-Schwarz, nous obtenons :
| 2R2h(θu) | ≤ 2
∑
n∈N
∑
K∈T
diam(K)
∑
e∈E(K)
m(e)‖(vnK − vnKe)>CnK,e‖2θn ∆t
 12
∑
n∈N
∑
K∈T
1
diam(K)
∑
e∈E(K)
m(e)
∫ tn+1
tn
‖ue(t)− uK(t)‖2θ(t)dt
 12 .
Posons
S =
∑
n∈N
∑
K∈T
1
diam(K)
∑
e∈E(K)
m(e)
∫ tn+1
tn
‖ue(t)− uK(t)‖2θ(t)dt.
La majoration de ce terme S repose sur le Lemme 6.3 de [16] qui se ge´ne´ralise pour v ∈ (H1)m.
Rappelons ce Lemme :
Lemme 3.1. Soit T , l’union de sous-ensembles convexes d’une famille finie de polygones ouverts
de Ω et v ∈ (H1)m. On suppose qu’il existe une constante α telle que pour tout K ⊂ T , la boule
de centre xK et de rayon α diam(K) est incluse dans K. Alors, il existe une constante C(d, α), qui
ne de´pend que de d et de α, telle que∥∥∥∥∥∥ 1m(K)
∫
K
v(x)dx− 1m(e)
∫
e
v(y)dy
∥∥∥∥∥∥
2
≤ C(d, α) diam(K)m(e)
∫
K
‖Dv(x)‖2dx.
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Remarque 3.1. C(d, α) = 2 d
1 + 1
α
2 + (2)d+2(d− 1) αd+1
.
Nous pouvons maintenant majorer le terme S. Nous avons tout d’abord :
‖ue(t)− uK(t)‖2 ≤ C(d, α)diam(K)m(e)
∫
K
‖Du‖2dx ≤ C(d, α)diam(K)m(e) ‖u(t)‖
2
H1(K).
Ainsi,
S =
∑
n∈N
∑
K∈T
1
diam(K)
∑
e∈E(K)
m(e)
∫ tn+1
tn
‖ue(t)− uK(t)‖2θ(t)dt
≤ ∑
n∈N
∑
K∈T
∑
e∈E(K)
∫ tn+1
tn
C(d, α)‖u(t)‖2H1(K)θ(t)dt
≤ Em C(d, α) T sup
t∈[0,T ]
‖u(t)‖2H1(Rd)
∑
n∈N
∆t
≤ Em C(d, α) T 2 ‖u0‖2H1 ,
avec Em le nombre maximum d’areˆtes pour une maille.
Nous obtenons finalement
| 2R2h(θu) |≤
∑
n∈N
∑
K∈T
diam(K)
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 12
×
4 Em C(d, α) T 2 ‖u0‖2H1
 12 .
3.2.3 Evaluation du terme (E3h(θ)− 2R3h(θu))
Nous avons simplement :
| E3h(θ)− 2R3h(θu)) |= T
∫
Rd
| vh(x, 0)− u0(x) |2 dx.
3.2.4 Evaluation du terme (E4h(θ)− 2R4h(θu))
Pour A constant, les termes E4h et R4h disparaissent.
Pour A non constant, nous avons :
R4h(θu) =
∑
n∈N
∑
K∈T
∆tm(K)(vnK)>.
 ∑
e∈E(K)
m(e)
m(K)A
n
K,e(θu)ne −
1
∆tm(K)
∫ tn+1
tn
∫
K
d∑
i=1
∂i(Ai.(θu))dxdt
,
E4h(θ) =
∑
n∈N
∑
K∈T
∆tm(K)(vnK)>.
 ∑
e∈E(K)
m(e)
m(K)A
n
K,eθ
n
e −
1
∆tm(K)
∫ tn+1
tn
∫
K
d∑
i=1
∂i(Ai.θ)dxdt
.vnK.
La majoration du terme (E4h(θ)− 2R4h(θu)) fait apparaˆıtre des termes qui ne de´pendent pas de la
solution approche´e mais de la re´gularite´ de A. Ces termes vont essentiellement impacter sur les
donne´es du maillage. Ils n’interviendront pas dans les aspects e´volutifs en temps et n’auront donc
pas d’influence particulie`re dans l’estimation d’erreur a posteriori. L’estimation finale e´crite pour
A constant peut alors suffire.
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3.2.5 Majoration finale
En conside´rant A constant et en regroupant tous les re´sultats obtenus dans la section 3.2, nous
avons la majoration du terme (< νh, θ > −2 < µh, θu >) suivante :
< νh, θ > −2 < µh, θu >≤ −εQh +
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12‖u− vh‖L2([0,T ]×Rd)
+ 2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 2
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
diam(K)
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 124 Em C(d, α) T 2 ‖u0‖2H1
 12
+ T
∫
Rd
| vh(x, 0)− u0(x) |2 dx. (32)
3.3 Estimation d’erreur a posteriori
Nous pre´sentons ici le re´sultat principal de notre e´tude.
Proposition 3.2. Soit u ∈ C([0, T ],H1) une solution de (23) et vh la solution approche´e de´finie par
le sche´ma nume´rique (25) telles que leurs supports sont dans la boule de rayon R0 > 0 suffisament
grand. On suppose que vh satisfait les ine´galite´s de la proposition 2.2.
Alors,
‖u− vh‖2L2([0,T ]×Rd) ≤ 2(
√
3 + 6)
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 4
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 4
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
he
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 1224 Em C(d, α) T 2 ‖u0‖2H1
 12
+ 2T
∫
Rd
| vh(x, 0)− u0(x) |2 dx.
(33)
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Preuve. D’apre`s la proposition 2.2 et en utilisant l’ine´galite´ de Young sur l’ine´galite´ (32), nous
obtenons :
1
2
∫ T
0
∫
Rd
‖u− vh‖2dxdt+ εQh ≤ (
√
3 + 6)
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 2
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
diam(K)
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 12
×
4 Em C(d, α) T 2 ‖u0‖2H1
 12
+ T
∫
Rd
| vh(x, 0)− u0(x) |2 dx.
En posant he = max{diam(K), diam(Ke)}, nous avons
1
2‖u− vh‖
2
L2([0,T ]×Rd) + εQh ≤ (
√
3 + 6)
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 2
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 2
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
he
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 12
×
4 Em C(d, α) T 2 ‖u0‖2H1
 12
+ T
∫
Rd
| vh(x, 0)− u0(x) |2 dx.
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Le terme εQh e´tant positif, nous obtenons finalement l’estimation d’erreur a posteriori suivante :
‖u− vh‖2L2([0,T ]×Rd) ≤ 2(
√
3 + 6)
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 4
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 4
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
he
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 12
×
24 Em C(d, α) T 2 ‖u0‖2H1
 12
+ 2T
∫
Rd
| vh(x, 0)− u0(x) |2 dx.
(34)
4 Une stratégie adaptative
4.1 Définition d’estimateurs d’erreur a posteriori
A partir de l’estimation (34) nous de´finissons les estimateurs d’erreur a posteriori locaux suivants :
∀n ∈ N ,∀K ∈ T et ∀e ∈ E(K),
(η0)K =
∫
K
| vh(x, 0)− u0(x) |2 dx,
(ηt)nK = m(K) ‖vn+1K − vnK‖2,
(ηx)ne = he m(e) ‖(vnK − vnKe)>CnK,e‖2.
Par ailleurs nous de´finissons les bornes supe´rieures suivantes pour β ∈ [0, 1] :
B0 =
Tol0
2T M ,
Bt = min
 βTolt2(√3 + 6) T M , (1− β)
2Tol2t
T 3 M (max
i
(‖Ai‖))2‖u0‖2H1
(
4
√
3 + 4
)2
,
Bx =
Tol2x
24 T 4 M (Em)2 C(d, β) ‖u0‖2H1
.
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Ici M et E de´finissent respectivement le nombre de mailles et le nombre d’areˆtes. De plus, Tol0,
Tolt et Tolx repre´sentent les tole´rances des estimateurs η0, ηt et ηx. Ces tole´rances sont choisies de
telle sorte que, pour une tole´rance donne´e Tol, nous avons : Tol = Tol0 + Tolt + Tolx.
The´ore`me 4.1. On suppose les hypothe`ses (20) ve´rife´es. On conside`re l’approximation par vo-
lumes finis, vh. On suppose la condition de CFL (29a) ve´rifie´e.
Si ∀n ∈ N ,∀K ∈ T et ∀e ∈ E(K) nous avons (η0)K ≤ B0, (ηt)nK ≤ Bt et (ηx)ne ≤ Bx, alors pour
toute tole´rance Tol donne´e
‖u− vh‖2L2([0,T ]×Rd) ≤ Tol.
preuve. En utilisant les hypothe`ses du The´ore`me 4.1 et d’apre`s l’estimation (34), nous avons
‖u− vh‖2L2([0,T ]×Rd) ≤ 2(
√
3 + 6)
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
+ 4
√
3
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12∆tmax
i
(‖Ai‖) ‖u0‖H1
+ 4
∑
n∈N
∑
K∈T
m(K)∆t ‖vn+1K − vnK‖2
 12Tmax
i
(‖Ai‖) ‖u0‖H1
+
∑
n∈N
∑
K∈T
he
∑
e∈E(K)
‖(vnK − vnKe)>CnK,e‖2θn ∆t m(e)
 12
24 Em C(d, β) T 2 ‖u0‖2H1
 12
+ 2T
∫
Rd
| vh(x, 0)− u0(x) |2 dx

‖u− vh‖2L2([0,T ]×Rd) ≤ 2(
√
3 + 6)
∑
n∈N
∑
K∈T
∆t Bt
+
(
4 + 4
√
3
)
T max
i
(‖Ai‖) ‖u0‖H1
∑
n∈N
∑
K∈T
∆t Bt
 12
+
∑
n∈N
∑
K∈T
∑
e∈E(K)
θn ∆t Bx
 1224 Em C(d, β) T 2 ‖u0‖2H1
 12
+ 2T
∑
K
B0
≤ βTolt +
(
(1− β)2Tol2t
) 1
2
+
(
Tol2x
) 1
2
+ Tol0
≤ Tol. 
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4.2 Algorithme adaptatif
Base´ sur l’estimation d’erreur a posteriori (34) et d’apre`s le re´sultat du The´ore`me 4.1, nous de´fi-
nissons l’algorithme adaptatif suivant :
Pour tout n ∈ N
{
pour toute grille Tl de niveau l
{
pour tout K ∈ Tl et tout e ∈ E(K)
{
on raffine K si (η0)K ≥ B0 ou (ηt)nK ≥ Bt ;
on raffine K et Ke si (ηx)ne ≥ Bx ;
on calcule la taille du prochain pas de temps ;
}
}
}
5 Tests numériques
Dans cette section nous validons les re´sultats the´oriques de la section 4 sur des tests nume´riques
en deux dimensions. Pour les exemples que nous pre´sentons ci-apre`s, nous avons utilise´ la librairie
Chombo [14].
Dans cette approche, les mailles sont carre´es de longueur de coˆte´ ∆xl pour la grille de niveau l.
Les pas de temps sont donne´s par la condition de CFL ; ils de´pendent donc du niveau de la grille.
Par ailleurs, le raffinement des mailles est guide´ par l’estimateur local en espace : une maille est
raffine´e lorsque le seuil relatif a` ηx est de´passe´. La condition de CFL est pour la norme de l’e´nergie
∆tl ≤ (1− ξ)∆xl4 supK∈T,e∈∂K Cne,K
et l’estimateur en espace devient : (ηx)ne =
√
2(∆xl)2(CnK|L,K)2(unK − unL)2.
Enfin, nous pre´sentons les re´sultats obtenus avec 2, 3 et 5 niveaux de grille. Pour ces maillages
adaptatifs, les mailles sont respectivement divise´es (selon chaque direction de l’espace) en 16, 4 et
2.
5.1 Déplacement d’un front incliné
Cet exemple nous rappelle le de´placement de l’interface d’e´coulement d’une moitie´ de chambre de
vapeur en milieu homoge`ne.
5.1.1 Présentation du problème
Ω× (0, T ) = [−1, 1]× [−1, 1]× [0, 2]. Le flux est ici donne´ par :
F (x, t, u) = v(x, t)u(x, t),
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ou`
v(x, t) =
(
x2 + 1
0
)
.
Initialement u(x, t) = 0. Les conditions aux limites sont de type flux nuls sur les bords excepte´ sur
le bord x1 = −1 ou` u(x, t) = 1.
Dans ce cas, la solution est u(x, t) = u0
(
(x1 − (x2 + 1)t, x2)>
)
.
5.1.2 Expression de Cne,K
En faisant l’approximation
(Ai)ne =
1
∆tm(e)
∫ tn+1
tn
∫
e
Ai(t, x(σ))dσdt ≈ 1∆t
∫ tn+1
tn
Ai(t, xe)dt
nous avons,
Cne,K =

−(−x2,e − 1)− si nK,e = (−1, 0)>
−(x2,e + 1)− si nK,e = (1, 0)>
0 si nK,e = (0,−1)>
0 si nK,e = (0, 1)>.
5.1.3 Résultats numériques
On prend ∆x0 = 130 comme pas d’espace le plus grossier. Comme ici supK∈T,e∈∂K C
n
e,K ≤ 1, le pas
de temps utilise´ est
∆tl =
0.9∆xl
4 = 0.225∆xl
ou` l’indice l indique le niveau de raffinement. Le seuil  relatif a` l’estimateur (au-dela` duquel une
maille doit eˆtre raffine´e) est fixe´ a` 10−8. Les solutions obtenues par la technique de raffinement de
maillage adaptatif, avec 2, 3 et 5 niveaux de grille, aux temps t = 1 et t = 2 sont repre´sente´es
sur la Figure IV.1. La Figure IV.2 donne les maillages correspondants. La meˆme simulation a e´te´
re´alise´e sur le maillage le plus fin (∆xF = 1480) (voir Figure IV.3). Enfin la figure IV.4 donne la
solution sur le maillage le plus grossier.
Le tableau IV.1 montre l’erreur nume´rique obtenue pour : la grille grossie`re M0, la grille fine M5,
la grille adaptative a` 2 niveaux Mad,2, la grille adaptative a` 3 niveaux Mad,3 et la grille adaptative
a` 5 niveaux Mad,5. On remarque que les re´sultats obtenus avec les diffe´rentes grilles adaptatives
sont pre´cis. Leur erreur nume´rique reste tre`s proche de celle de la grille fine.
Le tableau IV.2 montre le nombre cumule´ de mailles au temps final t = 2 pour chacune des
grilles pre´sente´es pre´ce´demment. Nous pouvons voir que plus le nombre de niveaux de grille est
important, plus le nombre cumule´ de mailles est petit. Enfin, nous avons repre´sente´ sur le tableau
IV.3 le cumule´ du nombre de pas de temps ainsi que le nombre moyen de mailles par pas de temps
pour chacune des grilles.
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.1: Solutions obtenues avec un raffinement de maillage adaptatif sur 2, 3 et 5 niveaux
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.2: Maillages adaptatifs obtenus avec 2, 3 et 5 niveaux de grille
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Fig. IV.3: Solution fine a` t = 2
Fig. IV.4: Solution grossie`re a` t = 2
Temps maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
N = 30 N = 480
t1 = 0.5 0.261 0.131 0.1407 0.1411 0.146
t2 = 1 0.308 0.1550 0.161 0.1611 0.1639
t3 = 1.5 0.263 0.131 0.1345 0.1346 0.136
t4 = 2 0.230 0.115 0.118 0.1173 0.118
Tab. IV.1: Erreur en norme L2
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maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
120 600 491 673 600 153 986 584 81 896 440 66 563 024
Tab. IV.2: Cumule´ du nombre de mailles au temps final
maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
nombre total de
pas de temps 134 2134 2291 2940 4290
nombre moyen de
mailles par pas 900 230 400 67 214 27 856 15516
de temps
Tab. IV.3: Cumule´ du nombre de pas de temps et nombre moyen de mailles par pas de temps
5.2 Cylindre tournant
5.2.1 Présentation du problème
Ω× (0, T ) = [−1, 1]× [−1, 1]× [0, 2]. On conside`re le flux et la condition initiale suivants :
F (x, t, u) =
( −x2u
x1u
)
et u0(x) =
{
1, si |x− (0.5, 0)| ≤ 0.2,
0, sinon.
Dans ce cas, la solution est u(x, t) = u0
(
(cos(t)x1 + sin(t)x2,− sin(t)x1 + cos(t)x2)>
)
.
5.2.2 Expression de Cne,K
Ici A1(x, t) = −x2 et A2(x, t) = x1. Ainsi, pour une interface e, en faisant l’approximation
(Ai)ne =
1
∆tm(e)
∫ tn+1
tn
∫
e
Ai(t, x(σ))dσdt ≈ 1∆t
∫ tn+1
tn
Ai(t, xe)dt
nous avons :
Cne,K =

−(x2,e)− si nK,e = (−1, 0)>
−(−x2,e)− si nK,e = (1, 0)>
−(−x1,e)− si nK,e = (0,−1)>
−(x1,e)− si nK,e = (0, 1)>.
5.2.3 Résultats numériques
Nous reprenons ∆x0 = 130 comme pas d’espace le plus grossier. Comme ici supK∈T,e∈∂K C
n
e,K ≤ 1,
le pas de temps utilise´ sur la grille de niveau l est
∆tl =
0.9∆xl
4 = 0.225∆xl .
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Le seuil  relatif a` l’estimateur est fixe´ a` 10−8. Les solutions obtenues par la technique de raffi-
nement de maillage adaptatif avec respectivement 2, 3 et 5 niveaux de grille, aux temps t = 0 et
t = 2, sont repre´sente´es sur la Figure IV.5.
La Figure IV.6 donnent les maillages correspondants. La meˆme simulation a e´te´ re´alise´e sur le
maillage le plus fin (∆xF = 1480) (voir Figure IV.7). Enfin la Figure IV.8 donne la solution sur le
maillage le plus grossier.
Les erreurs nume´riques sont repre´sente´es sur le tableau IV.4. Le tableau IV.5 montre, au temps
final t = 2, le nombre cumule´ de mailles des cinq maillages. Enfin, nous avons repre´sente´ sur le
tableau IV.6 le cumule´ du nombre de pas de temps ainsi que le nombre moyen de mailles par pas
de temps pour chacune des grilles.
Temps maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
N = 30 N = 480
t1 = 0.5 0.177 0.0830 0.0835 0.0835 0.0834
t2 = 1 0.220 0.1020 0.1020 0.1020 0.1020
t3 = 1.5 0.240 0.1120 0.1126 0.1126 0.1121
t4 = 2 0.264 0.120 0.1205 0.1204 0.120
Tab. IV.4: Erreur en norme L2
maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
120 600 491 673 600 83 633 432 44 246 392 33 363 776
Tab. IV.5: Cumule´ du nombre de mailles au temps final
maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
nombre total de
pas de temps 134 2134 2307 2964 4364
nombre moyen de
mailles par pas 900 230 400 36 252 14 928 7645
de temps
Tab. IV.6: Cumule´ du nombre de pas de temps et nombre moyen de mailles par pas de temps
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.5: Solutions obtenues avec un raffinement de maillages adaptatifs sur 2, 3 et 5 niveaux
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.6: Maillages adaptatifs obtenus avec 2, 3 et 5 niveaux de raffinement
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Fig. IV.7: Solution fine a` t = 2
Fig. IV.8: Solution grossie`re a` t = 2
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5.3 Cas système
5.3.1 Présentation du problème

∂tu+
(
1 0
0 −1
)
∂1u+
(
0 1
1 0
)
∂2u = 0 sur Ω× (0, T ) = [0, 10]× [0, 10]× [0, 2]
u1(., 0) = u2(., 0) =
{
1 si 4 ≤ x ≤ 6 et 4 ≤ y ≤ 6,
0 sinon .
Le sche´ma volumes finis sur un maillage carte´sien uniforme de pas d’espace ∆x s’e´crit :
vn+1K = vnK −
∆t
∆x
∑
e∈E(K)
gnK,e(vnK, vnKe) ,
avec
gnK,e(vnK, vnKe) = (AnK,e)− vnKe + (AnK,e)+ vnK.
Les premie`re et deuxie`me composantes du flux nume´rique sont respectivement :
gnK,e,1 =
{
vnK,1 si nK,e = (1, 0)>,
1
2v
n
K,1 + 12vnK,2 − 12vnKe,1 + 12vnKe,2 si nK,e = (0, 1)>,
gnK,e,2 =
{−vnKe,2 si nK,e = (1, 0)>,
1
2v
n
K,1 + 12vnK,2 +
1
2v
n
Ke,1 − 12vnKe,2 si nK,e = (0, 1)>.
5.3.2 Expression de Cne,K
Ici A1(x, t) =
(
1 0
0 −1
)
et A2(x, t) =
(
0 1
1 0
)
. Nous avons alors :
Cne,K =

(
0 0
0 1
)
si nK,e = (1, 0)>
( 1
2 −12−12 12
)
si nK,e = (0, 1)>.
5.3.3 Résultats numériques
Nous reprenons ∆x0 = 130 comme pas d’espace le plus grossier. La condition de CFL est e´gale
a` 1 et le seuil  relatif a` l’estimateur est fixe´ a` 10−3. Les solutions obtenues par la technique de
raffinement de maillage adaptatif avec respectivement 2, 3 et 5 niveaux de grille, aux temps t = 0
et t = 2, sont repre´sente´es sur les Figures IV.9 et IV.10.
La Figure IV.11 donne les maillages correspondants. La meˆme simulation a e´te´ re´alise´e sur le
maillage le plus fin (∆xF = 1480) (voir Figure IV.12) et la Figure IV.13 donne la solution sur le
maillage le plus grossier.
Sur le tableau IV.7 sont repre´sente´s les nombres cumule´s de cellules obtenus pour chacun des tests
nume´riques. Le cumule´ du nombre de pas de temps ainsi que le nombre moyen de mailles par pas
de temps, pour chacune des grilles, sont donne´s dans le tableau IV.8 .
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.9: Solutions obtenues avec un raffinement de maillage adaptatif sur 2, 3 et 5 niveaux (pre-
mie`re composante)
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.10: Solutions obtenues avec un raffinement de maillage adaptatif sur 2, 3 et 5 niveaux
(deuxie`me composante)
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(a) 2 niveaux de grille, a` t = 1 (b) 2 niveaux de grille, a` t = 2
(c) 3 niveaux de grille, a` t = 1 (d) 3 niveaux de grille, a` t = 2
(e) 5 niveaux de grille, a` t = 1 (f) 5 niveaux de grille, a` t = 2
Fig. IV.11: Maillages adaptatifs obtenus avec 2, 3 et 5 niveaux de grille
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Fig. IV.12: Solution fine a` t = 2
Fig. IV.13: Solution grossie`re a` t = 2
maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
24 300 98 380 800 29 642 476 13 436 844 9 090 580
Tab. IV.7: Cumule´ du nombre de mailles au temps final
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maillage maillage maillage maillage maillage
grossier M0 fin M5 adaptatif Mad,2 adaptatif Mad,3 adaptatif Mad,5
nombre total de
pas de temps 27 427 459 567 837
nombre moyen de
mailles par pas 900 214 337 64 581 23 698 10 861
de temps
Tab. IV.8: Cumule´ du nombre de pas de temps et nombre moyen de mailles par pas de temps
Pour ce proble`me, nous n’avons pas calcule´ la solution exacte. Toutefois, les re´sultats obtenus
avec les diffe´rents maillages adaptatifs semblent eˆtre pre´cis. Tout comme pour les deux exemples
pre´ce´dents, on augmente l’efficacite´ de la me´thode en augmentant le nombre de niveaux de grille.
Par ailleurs, on observe qu’en diminuant le nombre de niveaux de grilles on augmente sensiblement
le nombre de mailles par pas de temps.
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Conclusion
L’objectif principal de cette the`se est la de´finition de crite`res de raffinement, sur la base d’estima-
teur d’erreur a posteriori, pour piloter le raffinement de maillage adaptatif avec une application a`
la simulation du proce´de´ thermique SAGD.
Nous avons vu au chapitre 1 le principe de fonctionnement du proce´de´ SAGD et un exemple
de simulation dans un cas simplifie´. Sur cet exemple nous avons constate´ qu’en pratique la zone
d’e´coulement de l’huile e´tait relativement fine et se situait dans une tranche comprise entre la
chambre de vapeur et l’huile froide du re´servoir. Nous nous sommes e´galement rendus compte
qu’un grossissement du maillage pouvait de´te´riorer les profils de production.
Nous en avons alors conclu qu’effectivement un raffinement de maillage adaptatif au niveau de
la zone d’e´coulement pouvait permettre de re´duire les temps de calculs, tout en maintenant une
bonne pre´cision des re´sultats.
Nous avons de´crit au chapitre 2 le ge´ne´rateur de maillage adaptatif de´veloppe´ ces dernie`res anne´es
a` l’IFP et montre´ ses limitations. Nous avons vu en particulier que le crite`re de raffinement base´
sur des seuils de tempe´rature n’e´tait pas optimal. En effet, on constate un e´talement du front de
tempe´rature au cours du temps et donc une extension de la zone raffine´e, ce qui limite l’efficacite´
de la me´thode. De plus, nous avons remarque´ que ce front de chaleur ne co¨ıncidait pas force´ment
avec la zone d’e´coulement en milieu he´te´roge`ne. Avec cette me´thode la re´duction du nombre de
mailles est en moyenne de 58% et le gain cumule´ moyen en temps est de 4.5 .
Nous avons ensuite montre´ au chapitre 3 comment construire un nouveau crite`re de raffinement sur
la base d’une e´tude d’estimateur d’erreur a posteriori faite sur une e´quation scalaire hyperbolique
discre´tise´e a` l’aide d’un sche´ma volumes finis. En appliquant ce crite`re a` la saturation d’huile,
nous avons observe´ que le ge´ne´rateur effectuait un raffinement du maillage dans les zones de fort
gradient et de´raffinait e´ventuellement l’inte´rieur de la zone d’e´coulement la` ou` la solution est plus
re´gulie`re. De plus, en milieu he´te´roge`ne, les interfaces lie´es aux changements de roche sont raffine´es
uniquement si de l’eau et de l’huile coulent autour d’elles. Ceci a permis de re´duire davantage le
nombre de mailles (en moyenne de 70% en milieu homoge`ne et de 58% en milieu he´te´roge`ne) et
donc d’obtenir de meilleurs gains en terme de temps CPU (les gains moyens sont respectivement
de 6 et de 2).
Bien que le nombre de mailles soit diminue´ de fac¸on significative, on ne re´duit pas pour autant de
fac¸on tre`s importante les temps de calculs car les pas de temps restent petits (1 ou 2 jours). Une
perspective serait alors de mettre au point de nouvelles me´thodes pour augmenter la taille des pas
de temps. L’objectif majeur e´tant de simuler des cas re´els d’exploitation par SAGD, il est impor-
tant d’e´tendre les champs d’application de la me´thode comme, par exemple, simuler des cas 3D
he´te´roge`nes avec plusieurs doublets de puits. Par ailleurs, comme nous l’avons vu dans le chapitre
1, la combustion in situ est un autre proce´de´ thermique de re´cupe´ration pour les bruts lourds.
Les simulations de ce proce´de´ font apparaˆıtre des fronts raides autour de la zone d’e´coulement.
En pre´sence de grosses mailles, les fronts sont lisse´s ; l’utilisation de la strate´gie de raffinement de
maillage pour reconstituer ces fronts paraˆıt alors inte´ressant.
Nous avons enfin montre´ au chapitre 4 comment construire un crite`re de raffinement base´ sur
l’expression des flux nume´riques et sur une estimation d’erreur a posteriori faite pour des syste`mes
hyperboliques de Friedrichs discre´tise´s a` l’aide d’un sche´ma volumes finis. Nous avons de´fini une
strate´gie d’adaptation de maillage que nous avons valide´e sur des test nume´riques en 2D. Sur ces
exemples acade´miques, on constate que l’algorithme adaptatif permet d’obtenir une erreur similaire
a` celle obtenue sur grille fine. Il serait alors inte´ressant de tester cette strate´gie de raffinement sur
des syste`mes de Friedrichs moins acade´miques.
144
ANNEXES
146
A. Les perméabilités relatives
Chaque courbe de perme´abilite´s relatives est de´finie par sa forme et par ses points limites. Ces
points limites sont :
– Swir, la saturation en eau irre´ductible,
– Sorw, la saturation en huile re´siduelle apre`s un balayage a` l’eau,
– Sorg, la saturation en huile re´siduelle apre`s un balayage au gaz,
– krwmax, la perme´abilite´ relative a` l’eau maximale,
– krowmax, la perme´abilite´ relative a` l’huile maximale,
– krgmax, la perme´abilite´ relative a` la vapeur maximale.
Par ailleurs, elles de´pendent de la nature des e´coulements (imbibition ou drainage).
En drainage, c’est le fluide non mouillant qui de´place le fluide mouillant ; par exemple, pour une
roche mouillable a` l’eau, l’huile de´place l’eau.
Pour le de´placement de l’eau par l’huile, la saturation en eau de´croˆıt au cours du temps jusqu’a` sa
valeur minimale qui est la saturation en eau irre´ductible, Swi. Si la saturation en eau est infe´rieure
ou e´gale a` la saturation en eau irre´ductible, la perme´abilite´ relative a` l’eau est nulle (voir la
Figure A.1). Elle est a sa valeur maximale, krwmax, pour une saturation en eau e´gale a` 1. Pour des
saturations comprises entre Swi et 1, la perme´abilite´ relative a` l’eau est croissante.
La perme´abilite´ relative a` l’huile est quant a` elle, maximale a` la saturation en eau irre´ductible et
minimale pour une saturation en eau e´gale a` 1.
Si les valeurs de saturation en eau sont infe´rieures a` la saturation en eau irre´ductible, on interpole
de krowmax jusqu’a` 1.
Pour le de´placement de l’huile par le gaz, la saturation en gaz augmente au cours du temps jusqu’a`
la saturation en gaz e´gale a` 1 − Sorg − Swi (l’huile est alors a` sa saturation re´siduelle apre`s un
balayage au gaz en pre´sence d’eau irre´ductible). La perme´abilite´ relative au gaz croˆıt de sa valeur
minimale, atteinte a` la saturation en gaz critique (kr(Sgc) = 0), a` sa valeur maximale, atteinte
pour la valeur 1 − Sorg − Swi ( krg(1 − Sorg − Swi) = krgmax). Si les valeurs de saturation en gaz
sont infe´rieures a` la saturation en gaz critique, on interpole de krogmax jusqu’a` krowmax.
L’imbibition correspond a` la situation inverse ou` c’est le fluide mouillant qui de´place le fluide non
mouillant ; l’eau de´place alors l’huile pour une roche mouillable a` l’eau.
Pour le de´placement de l’huile par l’eau, la perme´abilite´ relative a` l’eau croˆıt de la saturation en
eau irre´ductible, Swi a` la saturation 1 − Sorw. Si la saturation en eau est infe´rieure ou e´gale a` la
saturation en eau irre´ductible, la perme´abilite´ relative a` l’eau est nulle (voir la Figure A.2). Elle
est a` sa valeur maximale, krwmax, pour une saturation en eau e´gale a` 1− Sorw.
La perme´abilite´ relative a` l’huile est quant a` elle, maximale a` la saturation en eau irre´ductible et
minimale a` la saturation 1− Sorw.
Si les valeurs de saturation en eau sont infe´rieures a` la saturation en eau irre´ductible, on interpole
de krowmax jusqu’a` 1.
Fig. A.1: Courbes de perme´abilite´s relatives eau-huile et gaz-huile en drainage
Pour le de´placement du gaz par l’huile, la saturation en gaz diminue au cours du temps jusqu’a`
la saturation en gaz re´siduelle Sgr. La perme´abilite´ relative au gaz croˆıt de la saturation en gaz
re´siduelle (kr(Sgr) = 0) a` sa valeur maximale, atteinte pour la valeur 1−Sorg−Swi (krg(1−Sorg−
Swi) = krgmax). La perme´abilite´ relative a` l’huile de´croˆıt de la saturation en gaz re´siduelle a` la
saturation en gaz e´gale a` 1 − Sorg − Swi. Si les valeurs de saturation en gaz sont infe´rieures a` la
saturation en gaz re´siduelle, on interpole de krogmax jusqu’a` krowmax.
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Fig. A.2: Courbes de perme´abilite´s relatives eau-huile et gaz-huile en imbibition
Hystérésis des perméabilités relatives
Suivant le proce´de´ de re´cupe´ration utilise´, au cours de l’exploitation, la nature de l’e´coulement
peut changer et ainsi passer du drainage a` l’imbibition (ou inversement) dans certaines zones du
re´servoir.
Pour cela, des courbes de perme´abilite´s relatives interme´diaires sont construites par ponde´ration
entre les courbes de drainage et d’imbibition, initialement fournies sous formes de tables ou par
des expressions analytiques de type lois de Corey.
Les mode`les les plus commune´ment utilise´s pour construire ces courbes de perme´abilite´ relatives
interme´diaires sont les mode`les de Killough [27] et de Carlson [6].
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B. Les pressions capillaires
Pour comple´ter le mode`le mathe´matique d’un e´coulement triphasique gaz-huile-eau, il faut ge´ne´-
ralement introduire les pressions capillaires existant aux interfaces gaz-huile et eau-huile.
La pression capillaire est par de´finition e´gale a` la diffe´rence de pression existant entre deux points
situe´s de part et d’autre de l’interface se´parant le fluide non mouillant du fluide mouillant.
Il y a ainsi, en pre´sence d’eau et d’huile, une pression capillaire eau-huile :
Pcw = Po − Pw,
et en pre´sence de gaz et d’huile, une pression capillaire gaz-huile :
Pcg = Pg − Po.
Les pressions capillaires, de´termine´es en laboratoire par couple de phase, sont de´finies comme une
fonction de la saturation S et de la porosite´ φ. Ces courbes ne sont pas uniques : a` une saturation
et une porosite´ donne´es peuvent correspondre diffe´rentes valeurs de la pression capillaire suivant
la fac¸on dont les fluides envahissent le milieu poreux.
Elles de´pendent de plus, comme les perme´abilite´s relatives, de la nature de l’e´coulement, qu’il soit
en mode drainage ou en mode imbibition.
En drainage eau-huile, la saturation en eau diminue au cours temps de 1 a` la saturation en eau
irre´ductible, Swi. La pression capillaire eau-huile croˆıt a` mesure que la saturation en eau de´croˆıt ;
elle atteint alors sa valeur maximale, Pcwmax, a` la saturation en eau irre´ductible, comme le montre
la Figure B.1.
En drainage gaz-huile, la saturation en gaz augmente au cours du temps jusqu’a` la saturation
Sg = 1 − Sorg − Swi (l’huile est a` sa saturation re´siduelle apre`s un balayage au gaz en pre´sence
d’eau interstitielle). La pression capillaire gaz-huile augmente elle aussi, de sa valeur minimale,
Pcgmid atteinte pour une saturation en gaz nulle, a` sa valeur maximale, Pcgmax, atteinte pour la
saturation en gaz Sg = 1− Sorg − Swi (voir la Figure B.1).
En imbibition, la saturation en eau augmente au cours du temps de la saturation en eau irre´ductible
a` la saturation Sw = 1− Sorw (l’huile est a` sa saturation re´siduelle apre`s un balayage a` l’eau). La
pression capillaire eau-huile diminue a` mesure que la saturation en eau augmente ; elle atteint alors
sa valeur maximale, Pcwmax, pour une saturation en eau e´gale a` la saturation en eau irre´ductible.
Sa valeur minimale, Pcwmii, est obtenue pour la valeur Sw = 1 − Sorw. La valeur de Pcwmii peut
eˆtre positive ou nulle si la roche est mouillable a` l’eau, ou ne´gative, si la roche est de mouillabilite´
interme´diaire ou mouillable a` l’huile (voir la Figure B.2).
Pour le couple gaz-huile, la saturation en gaz diminue, alors que la pression capillaire augmente de
la saturation en gaz re´siduelle, Sgr, a` la saturation Sg = 1− Sorg − Swi.
Fig. B.1: Pressions capillaires eau-huile et gaz-huile en drainage
152
Fig. B.2: Pressions capillaires eau-huile et gaz-huile en imbibition
Hystérésis des pressions capillaires
Comme pour les perme´abilite´s relatives, on construit des courbes de pressions capillaires inter-
me´diaires pour tenir compte des changements de mouillabilite´ des e´coulements (du drainage a`
l’imbibition, et/ou inversement). On ponde`re entre les courbes de drainage et d’imbibition, initia-
lement fournies sous formes de tables.
Le mode`le principalement utilise´ pour construire ces courbes de pressions capillaires interme´diaires
est le mode`le de Killough [27].
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C. Description du simulateur de réservoir du
groupe IFP : PumaFLOW
Le logiciel PumaFLOW est utilise´ pour la simulation de divers proce´de´s de re´cupe´ration d’huiles
ou de gaz pre´sents dans les re´servoirs.
Il est capable de mode´liser diffe´rents proce´de´s dans des contextes ge´ologiques diffe´rents : les re´ser-
voirs peuvent eˆtre avec ou sans fractures et il peut e´galement y avoir des perme´abilite´s variables.
Ce simulateur prend en compte de nombreux types de phe´nome`nes physiques comme les effets
thermiques et ge`re e´galement des maillages non uniformes.
Le mode`le s’organise en trois modules lie´s a` la structure du fichier de donne´es qui lui est associe´.
On trouve commune´ment :
– le module de lecture des donne´es et d’initialisation (pre´-processing)
– le module de simulation (processing)
– le module d’extraction (post-processing).
Le module de pré-procession
Le module de pre´-processing prend en compte les donne´es dites “statiques” qui sont relatives aux
caracte´ristiques de la roche (porosite´, perme´abilite´), aux proprie´te´s physiques des fluides mis en
jeu (viscosite´, etc.) et aux valeurs initiales des tempe´rature, saturation et pression du re´servoir.
Ces informations sont liste´es en de´but du fichier de donne´es et se terminent par le mot clef “IN-
IDATE” qui caracte´rise la fin de l’initialisation et le de´but de la simulation. Afin de mettre ce
module en action, il est ne´cessaire de lui associer le fichier de donne´es d’extension “.edo”. De la`, un
fichier d’extension “.edi” est ge´ne´re´ ; celui-ci rappelle les donne´es de l’initialisation et pre´sente les
e´ventuelles erreurs de compilation. Un autre fichier, d’extension “.eli”, sera cre´e´ en tant que copie
commente´e du fichier de donne´es. Si le fichier de donne´es convient, un troisie`me fichier contenant
toutes les informations de la simulation (d’extension “.fad”) sera cre´e´.
A` l’exe´cution de ce module, la simulation par le mode`le n’a pas encore de´bute´ ; c’est avec le suivant
qu’elle s’enclenche.
Le module de processing
Le module de processing re´alise la simulation dynamique avec pour contraintes des donne´es dites
“dynamiques”, susceptibles d’e´voluer au fil de la simulation et relatives au sche´ma nume´rique, a` la
pre´cision des calculs, au controˆle du nombre d’ite´rations ou encore aux contraintes de pression.
La simulation pre´sente, suivant le choix de l’utilisateur, un de´coupage d’une ou plusieurs pe´riodes.
Ces pe´riodes peuvent constituer les diffe´rentes phases du comportement d’un proce´de´. Elles com-
portent les conditions sur les puits (ouverts ou ferme´s), les pressions a` leur positions respectives
ou en surface, le controˆle du de´bit, la production d’huile et les valeurs des proprie´te´s physiques a`
diffe´rents pas de temps.
Une pe´riode est de´finie par le mot clef “TIME” auquel on associe un moment en jours :
TIME = 150
...
...
TIME = 180
On de´finit ainsi une pe´riode de 30 jours. Les fichiers d’entre´e exploite´s par le module sont les
fichiers “.edo” et “.fad” et les fichiers ge´ne´re´s sont d’extension “.odi” et “.oli”. Le premier repre´sente
un bilan nume´rique et le deuxie`me n’est autre qu’un compte-rendu de production.
Le module d’extraction
A` partir d’un fichier de type “.sdo” (fichier de donne´es), l’utilisateur pre´cise par mots-clefs les
re´sultats qu’il souhaite re´cupe´rer de la simulation. Le module d’extraction, tout en compilant ce
fichier, interpre`te le fichier “.fad” pour y extraire les informations demande´es.
Le module ge´ne`re a` son tour deux fichiers, l’un d’extension “.sdi” commentant le “.sdo” en y notant
les erreurs de compilation s’il y en a, l’autre d’extension “.sli” ou` les re´sultats attendus sont liste´s.
De plus, un fichier d’extension “.int1” est cre´e spe´cialement pour l’interface graphique associe´e a`
PumaFLOW : Simview.
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D. Données utilisées pour les simulations du
procédé SAGD
donne´es pe´trophysiques de la roche re´servoir
Perme´abilite´ horizontale, Darcy 2
Perme´abilite´ verticale, Darcy 1
Porosite´, % 35
Capacite´ calorifique de la roche, J/CM3/K 2.34
Conductivite´ thermique, W/M.DEGC 2.7
Compressibilite´ de la roche, 1/Bar 3.10−4
Saturation en eau irreductible, SWI 0.15
Saturation en huile initiale 0.85
SORW 0.2
SORG 0.1
SGC 0
Krwmax 0.2104
Krgmax 1.0
Krogmax 0.9
Krowmax 0.9
Tab. D.1: Donne´es pe´trophysiques
donne´es thermodynamiques
Mode`le simule´ Black Oil
Masse molaire de l’huile, G 500
Tempe´rature de re´fe´rence pour les enthalpies, DEGC 0
Masse volumique de re´fe´rence de l’huile, G/CM3 0.97
Masse volumique de l’huile dans les conditions STD, G/CM3 0.97
Pression de re´fe´rence, Bar 1.013
Tempe´rature de re´fe´rence, DEGC 15
Tempe´rature initiale du re´servoir, DEGC 27
Compressibilite´ de l’huile, 10−4 1/Bar 2.17
Coefficient d’expansion thermique, 10−4 1/DEGC 8.5
Salinite´ 40.10−3
Pas de perte de chaleur au niveau des e´pontes
Tab. D.2: Donne´es thermodynamiques
donne´es aux puits
Position des puits en bordure de domaine en bas a` gauche
Axe de perforation pour l’injecteur I Y
Axe de perforation pour le producteur P Y
Rayon de I, CM 11
Rayon de P, CM 11
Pression limite en bas de puits (BHP) avec I ferme´, Bar 55
Pression limite en bas de puits (BHP) avec P ferme´, Bar 40
Pression limite en bas de puits (BHP) avec I ouvert, Bar 59
Pression limite en bas de puits (BHP) avec P ouvert, Bar 25
De´bit min et max en fonction des conditions de surface pour I, M3/D 20 250
De´bit min et max en fonction des conditions de surface pour P, M3/D 20 250
Skin coefficient des perforations 0
Qualite´ de la vapeur en bas du puits I 0.8
Tempe´rature d’injection, DEGC 260
Tab. D.3: Donne´es aux puits
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E. Publications et communications à congrés
• ECMOR XI, European Conference on Mathematics for Oil recovery, Norway, 2008.
M. Mamaghani, C. Chainais and G. Enche´ry, Study of a New Refinement Criterion for Adaptive
Mesh Refinement in SAGD Simulation.
• IEA, International Energy Association Conference, Australia, 2009.
M. Mamaghani, C. Chainais and G. Enche´ry, Study of a New Refinement Criterion for Adaptive
Mesh Refinement in SAGD Simulation.
• Computational Geosciences Journal, Article soumis en 2009.
M. Mamaghani, C. Chainais and G. Enche´ry, Development of a refinement criterion for adaptive
mesh refinement in Steam Assisted Gravity Drainage simulation.
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Development of a refinement criterion for adaptive mesh 
refinement in Steam Assisted Gravity Drainage simulation 
 
 
Steam Assisted Gravity Drainage (SAGD) is an enhanced oil recovery process for heavy oils 
and bitumens. Numerical simulations of this thermal process allow us to estimate the 
retrievable volume of oil and to evaluate the benefits of the project.  
As there exists a thin flow-interface (compared to the reservoir dimensions), SAGD 
simulations are sensitive to the grid size. Thus, to obtain precise forecasts of oil production, 
very small-sized cells have to be used, which leads to prohibitive CPU times. To reduce 
these computation times, one can use an adaptive mesh refinement technique, which will 
only refine the grid in the interface area and use coarser cells outside. 
To this end, in this work we introduce new refinement criteria, which are based on the work 
achieved by Kröner and Ohlberger on a posteriori error estimators for finite-volume schemes 
for hyperbolic equations. Through numerical experiments we show that they enable us to 
decrease in a significant way the number of cells (and then CPU times) while maintaining a 
good accuracy in the results. 
Suivi de fronts par des méthodes de raffinement de maillage 
adaptatif et application à la simulation du procédé de 
récupération Steam Assisted Gravity Drainage 
 
 
Le Steam Assisted Gravity Drainage (SAGD) est le procédé de récupération thermique sur lequel 
plusieurs compagnies pétrolières fondent de grands espoirs. Il consiste en deux puits horizontaux 
forés l'un au dessus de l'autre à quelques mètres d'écart. De la vapeur est injectée dans le 
réservoir par le puits supérieur ce qui provoque la formation d'une chambre. L'huile au voisinage 
des parois de la chambre se réchauffe et descend ensuite par gravité vers le puits producteur avec 
l'eau liquide issue de la condensation de la vapeur. 
La simulation numérique de ce procédé est un outil qui permet de comprendre les mécanismes 
physiques, d’estimer la production et d'évaluer les investissements ainsi que les risques associés. 
Cependant, les simulations numériques du SAGD présentent des inconvénients : la zone 
d'écoulement est peu épaisse comparée aux dimensions du réservoir. La discrétisation en espace 
doit être assez fine si l'on souhaite prédire de façon précise la production, ce qui peut amener à 
des simulations à plusieurs millions de mailles dans des cas réels et donc à des temps de 
simulation extrêmement longs. 
A l'IFP, un générateur de maillages adaptatifs permet de mettre à jour le maillage au cours de la 
simulation en raffinant localement les mailles situées dans la zone d'écoulement. 
Basés sur des estimateurs d'erreur a posteriori pour des schémas volumes finis pour des 
équations hyperboliques non linéaires, les nouveaux critères de raffinement que nous proposons 
ont la particularité de dépendre uniquement des données initiales du problème. De plus, en milieux 
homogène et hétérogène, ils permettent d'éviter un raffinement trop important. 
