Abstract-Current approaches to facial expression classification employ a variety of expression classes and different preprocessing steps, making comparison of results difficult. To outline the effects of these variations we explore several image and action preprocessing steps, using the discrete expressions: happy, sad, surprised, fearful, angry, disgusted and neutral; with a dataset aligned and normalised by our proposed face model. Each of the preprocessing steps is organised across four prominent approaches: holistic, holistic action, component and component action. These are compared using a modified multiclass Support Vector Machine (SVM) that uses pairwise adaptive model parameters. We illustrate that including the neutral expression as part of the study has a noticeable impact, and suggest that it should be used in future research in this area. We also show that results can be improved through innovative use of image and action preprocessing steps. Our best correct classification rate was 98.33% using 10-fold cross validation and a component action approach.
I. INTRODUCTION
Facial expression classification has gained popularity because of its application potential towards human computer interaction (HCI), where the ability to automate the capture of emotions, personality traits and cognitive intentions from facial expressions [1] was a significant advancement [2] . Current approaches to facial expression classification employ a variety of expression classes and different preprocessing steps, which makes comparison of results between studies difficult ( [3] , [4] , [5] ).
Happy, sad, surprised, fearful, angry and disgusted are the typical expression classes studied ( [6] , [7] , [8] ), and neutral is used as a reference image in a dynamic analysis (aka holistic action/component action) ( [9] , [10] , [11] , [12] , [13] , [14] ) and as an individual class in a static analysis (aka holistic/component) ( [6] , [7] , [15] , [16] , [17] , [18] , [19] , [20] , [21] ). Paul Ekman and Wallace V. Friesen hypothesise these expressions are appropriate to be universally recognized ( [22] , [23] ); and have devised a widely used system of metrics known as 'The Facial Action Coding System' (FACS) that captures facial actions that are applicable to facial expressions [24] .
In order to define and evaluate expression classes of face images, a dataset is required. The JAFFE [7] , Cohn-Kanade [25] , FEEDTUM [26] and MMI [27] are common datasets which have been used in [12] , ([8] , [28] , [29] , [30] , [31] ( [10] , [32] ), and ( [8] , [12] ), respectively. To a lesser extent the Yale [33] , AR [34] , and SFED07 [35] datasets have been used in recent studies such as [11] and [20] -these studies use fewer expressions [11] and deviate from the typical [20] . Of the mentioned datasets only the Cohn-Kanade [25] and MMI [27] have cited certification of their face images using facial expression experts.
Once a dataset is acquired the decision of which preprocessing steps to utilise becomes a challenge due to the many variations available. Edge detection ( [36] , [37] ) and histogram equalisation ( [20] , [21] , [31] ) are commonly used to counter the effects of noise from poor lighting. The method of Local Binary Patterns (LBP) has also become popular for tackling poor lighting and has shown promising results in facial expression classification ( [12] , [16] ). Wavelet compression techiques have been used to reduce noise by taking into account the spatial information of the face. For instance, Haar-like (using the Integral Image [38] ) and Gabor wavelets have been used in [30] and ( [7] , [16] , [17] , [18] , [21] ), respectively. Further studies involve the use of Active Appearance Modeling (AAM) [6] to describe the face using feature points ( [11] , [14] , [39] ). Labelled as a component approach feature points are relevant for action preprocessing.
Action preprocessing methods extract facial actions from a set of face images. An important factor to consider is how many and where the feature points are to be used for aligning and normalising the face images. For instance, ( [12] , [30] , [40] ) chose the eyes, [20] chose the eyes and middle of the nose, [11] chose the eyes and nose tip, [41] chose the eyes and lateral nose corners, [42] chose the eyes and philtrum, and [17] chose the eyes, nose and mouth.
Once the face images are normalised, methods such as difference imaging and optical flow fields are employed to extract facial actions. Difference imaging uses a neutral and an expressive face image which are subtracted from one another (aka holistic action) ( [43] , [44] ) while optical flow fields compute the motion vector of pixels from an image sequence (aka component action) ( [28] , [45] ); supplementary methods that have been used with facial actions include fuzzy logic and heuristics [28] .
Our aim is to compare several image and action preprocessing steps using the discrete expressions: happy, sad, surprised, fearful, angry, disgusted and neutral; with a dataset aligned and normalised by our proposed face model. For the classification task we propose a modified multiclass support vector machine (SVM) that uses pairwise adaptive model parameters, and compare that to a standard multiclass SVM. Our aim is to find the best techniques and suggest a standard so that results can be compared. Our hypothesis is that a component based approach will outperform a holistic approach for facial expression analysis despite of ongoing interest in holistic approaches. An additional hypothesis is that by fine tuning the decision plane of a multiclass SVM via one adaptive parameter assignment per binary classifier, the performance of facial expression classification can be improved.
A system overview is presented in the next section, followed by a description of the dataset and preprocessing in section III and the classification of facial expressions in section IV. Section V presents the experimental results and discussion, and is followed by concluding remarks in Section VI.
II. SYSTEM OVERVIEW
The system consists of three preprocessing steps followed by the classification step. There are several preprocessing options. The full system structure is shown in Figure 1 . The first preprocessing step is to align and normalise the face images in the dataset. Then, for comparison, the individual images are preprocessed to four image formatsgrayscale, LBP, edge images, and feature points. These are then organised into four prominent approaches-holistic, holistic action, component and component action. Details about further preprocessing and each module of the system are explained in subsequent sections. 
III. DATASET AND PREPROCESSING
We generate our face images from the JACFEE and JAC-NEUF datasets [46] by Paul Ekman Group LLC which have been certified by facial expression experts. The combined dataset is composed of 260 coloured face images of 100×100 pixels, consisting of 140 neutrals and 20 images of 6 different facial expressions. For each face image 60 feature points were manually placed around the brows, eyes and mouth for use in face alignment and normalisation as shown in Figure 2 Affine transformations: The individual face images are aligned and normalised via translation, rotation and scaling such that the inner eye corners lie on the horizontal x-axis and the midpoint between the inner eye corners sits on the origin of the transformed plane. The transformation matrix is as follows:
x y where x L , x R , y L , y R are the left and right inner eye corners.
where θ is the angle from the x-axis.
where x R is right eye corner.
A. Image preprocessing
An ITU-R 601-2 luma transform was used to convert RGB (red green blue) colour into grayscale [47] . grayscale = red * 0.299 + green * 0.587 + blue * 0.114 A 3x3 neighborhood LBP operator was used [12] ; and as LBP is a non-parametric transform no selection of parameters was required.
For Examples of the grayscale, LBP, Sobel and Canny edges are shown in Figure 3 . Further details are explained in the next subsection. The facial actions assigned to feature points are shown in Table I and illustrated in Figure 2 . Differences in the distance of feature points between a neutral and an expressive face image are used to determine the directional actions left, right, up and down. The horizontal contraction and expansion uses the difference of the sum of the distances between the feature points along the inner mouth opening (vermillion); while the vertical contraction and expansion uses the difference of the distance between the midpoints of the outer (vermillion border) and inner mouth opening (vermillion). The horizontal and vertical facial actions were introduced to describe the mouth more clearly as it has a higher degree of movement than the brows and eyes. Their equation is as follows:
B. Action preprocessing
where the E i,i=0,...,n−1 represent the expressive feature points, the N i,i=0,...,n−1 represent the neutral feature points, diff> 0 is an expansion and diff< 0 is a contraction. Figure 3 illustrates the combinations of image and action preprocessing steps used. The columns are examples of the preprocessed images with the rows showing the facial expressions and various attributes of the dataset. For instance, rows 2-4 are averaged images of the dataset showing clearly the inner eye corners that was used for alignment and normalisation. Rows 5-7 are averaged images of the differences between a neutral and expressive face-the scattered grainy effect suggests noise and it is more evident in the LBP and Canny edge formats than the grayscale and Sobel formats. IV. CLASSIFICATION OF FACIAL EXPRESSIONS Support vector machines (SVM) was used in our study as they are one of the most effective tools for facial expression classification ( [12] , [14] , [25] , [30] , [31] ). Others have classified facial expressions using such methods as Neural Networks ( [42] , [48] ) and k-Nearest Neighbors ( [12] , [49] ). Dimensionality reduction methods have been used prior to classification such as principal component analysis (PCA) ( [48] , [49] , [50] , [51] ), linear discriminant analysis (LDA) [52] and independent component analysis (ICA) ( [31] , [49] ). Further, the concatenation of these methods has been tried and tested, for example PCA with NN [48] , SVM with NN [42] , PCA/ICA with kNN [49] and LDA with kNN [12] .
In the subsequent subsections we provide a description of multiclass support vector machines followed by our proposed modified multiclass SVM using pairwise adaptive model parameters and the structure of the feature vectors used.
A. Multiclass classification and kernel
The basic description of support vector machines can be phrased as a two-class classification problem where datapoints are mapped into a high dimensional hyperspace so that they can be separated by a hyperplane [53] . A margin exists on each side of the hyperplane which is distanced to the nearest set of datapoints of each class. A high margin indicates good separation and good generalisation. The datapoints that sit on the margin are known as support vectors.
Current multiclass SVM approaches use two possible classification strategies: one-against-all and one-against-one. In a one-against-all approach, q classes of SVMs are trained. The highest output value among the q classes wins. In a one-against-one approach, a pairwise evaluation via a voting system in tree form is used to determine the overall winner. We use the one-against-one approach because of its suitability for application to a large dataset [54] .
When using a SVM classifier there are three main kernels available: linear, polynomial and radial basis function (RBF). We chose the RBF kernel because several facial expression studies have reported higher results using RBF followed by the polynomial and then the linear kernel ( [25] , [12] , [13] ); while others have used the RBF ( [8] , [15] , [11] ), polynomial [10] and linear kernel [31] as their default choice. In fewer cases the polynomial ( [30] , [42] ) and linear kernel [17] were reported to perform better than the RBF kernel.
The SVM with RBF kernel has two parameters to optimise: C > 0 and γ > 0 (Gamma). C > 0 adjusts the penalty of the error term that maximises margin separation by minimising the primal form [53] :
where w is the normal vector, b is the bias, ξ i ≥ 0 are the slack variables, x i are the samples and y i are the labels (±1); while γ > 0 adjusts the RBF kernel function:
B. Proposed pairwise adaptive Multiclass SVM
We propose a pairwise multiclass SVM that uses adaptive model parameters to improve classification. What is different to the standard multiclass SVM is that individual (C, γ) pairs are assigned to each binary classifier and their values are determined e.g. via a grid search. A voting strategy is then used to count each binary classifier of an expression. The maximum count gives the final expression. Equally weighted expressions are picked by the lowest index in the array [55] . The total number of binary classifiers required is n 2 where n is the number of expressions to evaluate. We use the LIBSVM library for the classification task as the one-againstone multiclass strategy and grid search [55] . The grid search used in LIBSVM is a coarse to fine search that grows the sequences of C and γ exponentially.
C. Feature vectors
Four feature vectors were defined for each of the approaches by a sequence of values. The holistic and holistic action feature vectors consist of 100 × 100 dimensions of the image intensities; while the component feature vector consists of 120 dimensions of the 60 feature points, and the component action feature vector consists of 44 dimensions of the facial actions.
As the left, right, up, down actions are common to most of the feature points, it is of interest to know the accuracy using only these actions-this is a 36 dimensional feature vector which is the 44 dimensional feature vector without the horizontal and vertical expansions and contractions.
With the exception of the component approach all other feature vectors were normalised between -1 and +1.
V. RESULTS AND DISCUSSION
The general view is that classification improves when cropping closer to the facial features (i.e. face crop > head crop) and excluding neutral. The component action based approach (using neutral) returned the best result with an accuracy of 98.33%. This was followed by the component based approach with 80.83% accuracy (neutral excluded) and the holistic approach with an accuracy of 71.15% (grayscale and neutral excluded). Least accurate was the holistic action approach at 62.50% (grayscale and neutral excluded). The reported percentages are from the proposed pairwise adaptive multiclass SVM which performed favourably in many of the experiments conducted.
An overview of the results is shown in Table II . Details of the dataset, preprocessing steps, approaches and our proposed classifier are discussed further in subsequent subsections. In addition, we discuss our results in regards to the expression space prior to conclusion. 
A. Dataset
Issues to be considered in the examination of our results include comparison with other relevant studies, the neutral expression, and whether our choice of pixel resolution was optimal.
To compare with other relevant studies we examined the best results of other facial classification studies that use the Cohn-Kanade and MMI datasets. For the Cohn-Kanade dataset, the studies which employed six expression classes (happy, sad, surprised, fearful, angry and disgusted) achieved 93.85% [30] and 93.8% [56] ; and those with seven expression classes (the typical six plus neutral) achieved 93.8% [17] and 93.3% [13] . For the MMI dataset, the studies which employed six expression classes achieved 82.68% [8] and 92.6% [12] ; and those with seven expression classes achieved 88.9% [12] and 93.61% [21] . In comparison, our best results employing six expression classes achieved 80.83% via a component approach, and for a seven expression class we achieved 98.33% via a component action approach.
The neutral face is an expression that is difficult to classify. One main reason is its subtle resemblance to other facial expressions which can be linked to the overgeneralization of an emotion recognition system [57] . To analyse this impact we use a standard two class RBF-SVM that compares the neutral expression with the rest of the expressions. A result of 88.85% (component approach using feature points) suggests that the SVM is capable of distinguishing between a neutral and an expressive face. This is supported by the Receiver Operator Characteristic Curve (ROC) shown in Figure 4 where the component approach (i.e. feature points) is the overall best performer. This is shown by the red dashed ROC curve with the maximum area under the curve. Was the generated data resolution optimal for our experiments? Several studies have experimented with multiple pixel resolutions to determine an optimal balance of image height and image width. For instance, [16] compared 64×64, 48×48, 32×32 and 16×16 on the JAFFE dataset, [12] compared 110×150, 55×75, 36×48, 27×37, 18×24 and 14×19 on the JAFFE, Cohn-Kanade and MMI dataset; and [56] compared 288×384, 144×192, 72×96, 36×48 and 18×24 on the Cohn-Kanade dataset. Each showed that the performance decreased when the face data were downsampled- [16] , [12] , and [56] returned reduce performance when the pixel resolutions fell below 64×64, 110×150 and 72×96 respectively. We chose 100×100 pixels because it sits between 64×64 and 110×150 and the expressive features were visually clear.
B. Image preprocessing
The feature points of the component approach performed best-there was minimal noise when compared with other preprocessing steps and there were no parameters to tune; however the feature point had to be manually inserted. On the other hand, changing the edge operator's parameters in the holistic approach affects the visual clarity of the facial features in the final edge image. As there is currently no literature on determining the optimal parameters for edge filtering on face images our approach was to observe the face edge images as the upper and lower thresholds changed in ratios of 1:1, 1:2, 1:3 and so on. This gave an initial upper and lower threshold of 128. When the thresholds are the same, specular edges appear. Because of this we moved to a 1:2 ratio of 85 and 170. After trials of other ratios we perceive that the 1:2 ratio was optimal for both the Sobel and Canny edge operators. In regards to the Sobel edge operator, we have left blur to 0 and a mid-gain of 5 as a good compromise between high and low attenuation of the edge images.
C. Action preprocessing
The most commonly used action preprocessing step in the literature is the 'Facial Action Coding System' (FACS) by Paul Ekman and W.V. Friesen [24] . The large list of 32 action units (AU) in [58] explains the many variations of feature points proposed. For instance, the brows, eyes and mouth are the primary areas studied, while some included the jawline ( [8] , [14] , [59] ), chin [32] , forehead and between the eyes [15] , and others included the cheeks [32] as well as wrinkles and furrows [9] . Of these variations, which feature points are relevant and which are redundant for detecting facial actions? We hypothesize that feature points that are easily detectable via image preprocessing are relevant and the remaining are redundant as they can be inferred by the relevant feature points. For instance, the action unit of raising cheek (AU 6) would be difficult to detect in image processing however can be deduced through detecting the action of raising the mouth corners and raising the lower eyelids. The wrinkling of the nose (AU 9) is another example. How does one separate transient wrinkles from permanent wrinkles (i.e. aging)? This can be difficult to detect in image processing however can be inferred by the raising of the upper lip and lowering of the inner brows.
D. Component or holistic approach
There is still an on-going debate between the merits of the holistic and component approaches [5] . Our results indicate that a component based approach improves classification of discrete facial expressions over a holistic approach. Could it be the influence of holistic approaches from facial recognition? When face recognition research was first introduced, the primary methods relied mostly on feature points and distances between them [60] . This resulted in poor recognition and researchers looked into holistic methods that dealt with intensity values such as grayscale [61] . Facial expression studies emerged at the peak of the popularity of holistic methods [62] and soon a large set of literature on holistic approaches for facial expression analysis followed ( [4] , [5] ).
E. Pairwise adaptive multiclass SVM
Our proposed pairwise adaptive multiclass SVM has shown better results than the standard multiclass SVM in many cases. Out of 28 experiments, only 8 reported a minor decrease in performance-5 in holistic action, 2 in holistic and 1 in the component action approach. These results suggest that the proposed method is superior except for the case of the holistic action approach.
As the component action feature vectors are represented by binary strings, SVM multiclass classification may benefit from using Error Correcting Output Coding (ECOC) approaches [63] . Figure 5 plots the best C, γ and correct classification rate of the standard multiclass SVM from the grid search. It clearly shows that the component action approach is ranked the highest followed by the component, holistic and holistic action approach. Figure 6 plots the best C, γ and correct classification rate of the binary classifiers of our proposed pairwise multiclass SVM. The approaches are highlighted by colour coded circles and the largest circles represent the most frequent pair.
F. Optimal parameters for multiclass SVM
The question is if there is an optimal C and γ pair. This is not likely for the standard multiclass SVM as there was no repeated (C, γ) pair. However for the pairwise adaptive multiclass SVM there were 26 times and 23 times repeated (C, γ) pairs of log2(-5,-7) with correct classification rates of 100% and 87.5%, respectively. The 26 times repeated pair was composed of 9 component action feature vectors of 44 dimensions, 10 component action feature vectors of 36 dimensions, 6 component feature vectors and 1 holistic action feature vector in LBP format. The 23 times repeated pair was composed of 8 binary classifiers in Canny format, 2 in grayscale format, 2 in Sobel and 11 in LBP format.
As shown in Figure 7 , there are several C and γ pairs that allow correct classification.
G. Expression space
Recently the topic of expression space based on discrete facial expressions was investigated ( [18] , [19] ). In the experiments conducted, the performance of the pairwise expression Fig. 5 . This graph displays the correct classification rate of (C, γ) pairs for all experiments from the standard multiclass SVM where the different approaches are indicated by colour coded circles. Fig. 6 . In the pairwise adaptive multiclass SVM approach a (C, γ) pairing can occur several times in one experiment. The frequency of (C, γ) pairs is indicated by the number of increasing circles. The most frequently occuring pair is log2(-5,-7) with a 100% correct classification rate.
pairs suggests that the weighting of the expressions are not equal. For instance, the fearful and surprised pair from Table  III performed poorly while the happy and surprised pair gave the best result. The poor performance of the fearful and surprised pair corresponds to the difficulty in distinguishing the two expressions that is apparent in preliterate cultures [64] -suggesting that the expression space of fearful and surprised has a larger overlapped region than that of happy and surprised.
Further, these results agree with studies such as [14] which showed that participants performed poorly at separating anger and disgust while happy and surprised were easily distinguished. That study excluded sadness and fear as they decided that these expressions were not as distinctive as the other basic emotions. Our fearful-sadness expression pair from Table III agrees with their conclusion as it is ranked 
VI. CONCLUSION
The current approaches to facial expression classification employ a variety of expression classes and different preprocessing steps, which makes comparison of results difficult. This study was initiated to find the best techniques and suggest a standard so that results can be compared. From our literature review we found that there was a lack of certified datasets publicly available and many did not cover the neutral expression. Our comparison showed that including the neutral expression leads to decreased performance in classifying the discrete expressions. Reported classification rates will be artificially higher for studies that exclude the neutral expression. A face model was proposed for aligning and normalising the datasets. The roles of each of the feature points in the face model were justified-this was not clear in the literature. For the classification task, our proposed pairwise adaptive multiclass SVM performed better than the standard multiclass SVM in many of the experiments conducted except for the holistic action approach, which involved difference imaging of face images. Further, the performance of the binary classifiers in our proposed method supports the unequal weighting of the expression space as we observed specific pairs of expressions performing better than others, and these observations correspond to psychological studies using real human subjects. ACKNOWLEDGMENT This work was supported in part by the Australian Research Council Discovery Project DP0770106.
