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D :={z ∈ C : |z| < 1}. Denote PJ,0(D) the set of all meromorphic
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Potapov sequences of complex m × m matrices. The main goal of
this paper is to investigate the inner structure of inﬁnite J-Potapov
sequences. It turns out that such sequences have a clear geometric
structure. Let (Aj)
∞
j=0 be a J-Potapov sequence. Then we will show
that for each n ∈ N the matrix An belongs to a certain matrix ball
depending on the sequence (Aj)
n−1
j=0 . This observation leads us to
the consideration of those J-Potapov sequences (Aj)
∞
j=0 for which
there exists some k ∈ N such that for j ∈ {k, k + 1, . . .} the matrix Aj
coincides with the center of the corresponding matrix ball. We will
call these J-Potapov sequences J-central of order k. It turns out that
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We investigate connections between J-Potapov sequences and
their J-Potapov–Ginzburg transforms, which are m × m Schur se-
quences. In particular, we derive formulas containing explicit inter-
relations between the parameters of the corresponding matrix
balls. An essential consequence of these formulas is the obser-
vation that the concept of centrality is invariant with respect to
J-Potapov–Ginzburg transform.
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1. Introduction
The central object of this paper is a particular class of ﬁnite or inﬁnite sequences of complexm × m
matrices. The interest in studying these sequences is generated by the fact that these sequences are
closely related to a special class ofm × mmatrix-valued functions meromorphic in the unit diskD of
the complex plane (see [4]). This class of matrix functions is connected to anm × m signature matrix J
and originates in the classical work [5] by Potapov, who developed a far-reaching factorization theory
for matrix-valued functions of this class, which is nowadays called the Potapov class PJ(D) (see
Section 2 for exact definition). Denote PJ,0(D) the subclass of all functions from PJ(D) which are
holomorphic at the origin. In [4] we showed that the Taylor coefﬁcient sequences of the functions
belonging toPJ,0(D) are exactly the inﬁnite J-Potapov sequences (see Section 2 for exact definition).
The considerations in [4] were concentrated on the study of the interplay between functions of the
classPJ(D) and J-Potapov sequences.
The main goal of this paper is to investigate the inner structure of J-Potapov sequences. Here we
are guided by the strategy used in [2,3] where the class of m × m Schur sequences was handled. This
corresponds to the special case that the signature matrix J coincides with them × m unit matrix Im. In
this paper, we will be able to generalize larger parts of results which were obtained in [2,3] form × m
Schur sequences to the case of J-Potapov sequences.
This paper is organized as follows. In Section 2, we summarize some basic facts on the interplay
between functions of the classPJ,0(D) and J-Potapov sequences (Aj)
∞
j=0 of m × m complex matrices.
These results were taken from [4].
In Section 3, we start a systematic study of J-Potapov sequences. In particular, we treat the exten-
sion problem for J-Potapov sequences. Let (Aj)
∞
j=0 be a J-Potapov sequence. Then a key observation
made in Section 3 tells us that for each n ∈ N the element An can be described by its position in a
matrix ball depending on the sequence (Aj)
n−1
j=0 of preceding m × m matrices (see Theorem 3.9). This
observation leads to a Schur paramatrization of J-Potapov sequences, which will be considered in
Section 4. Furthermore, the matrix ball description of a J-Potapov sequence suggests the study of a
particular subclass of J-Potapov sequences, namely the class of so-called J-central J-Potapov sequences.
A J-Potapov sequence (Aj)
∞
j=0 is called J-central if there exists some k ∈ N such that for j ∈ {k, k + 1, . . .}
the matrix Aj coincides with the center of the corresponding matrix ball. The main theme of Section 5
is the investigation of J-central J-Potapov sequences. It turns out that these sequences have a recursive
structure (see Theorem 5.7).
In [4] therewas used a special transformation for sequences ofm × m complexmatrices, whichwas
called J-Potapov–Ginzburg transform (or more short J-PG transform). The J-PG transform (Bj)
∞
j=0 of a
J-Potapov sequence (Aj)
∞
j=0 is anm × m Schur sequence. In Section 6, we will study new aspects of the
interplay between the sequences (Aj)
∞
j=0 and (Bj)
∞
j=0. In particular, we obtain explicit formulas describ-
ing connections between the corresponding parameters of the sequences of matrix balls associated
with (Aj)
∞
j=0 and (Bj)
∞
j=0. A ﬁrst consequence of these formulas is the observation that the concept of
centrality is invariant with respect to the J-Potapov–Ginzburg transformation (see Theorem 6.5).
In the ﬁnal Sections 7 and 8, we continue our investigations on the algebraic structure of J-Potapov
sequences. In particular, we study distinguished extension problems for J-Potapov sequences. The
corresponding results are even new for the special case J = Im which is connected to m × m Schur
sequences.
2. On interrelations between J-Potapov sequences and the J-Potapov class in the open unit disk
We start with some notations and preliminaries. Throughout this paper, letm be a positive integer.
We will use the notations N,N0, and C to denote the set of all positive integers, the set of all non-
negative integers, and the set of all complex numbers, respectively. If s ∈ N0 and κ ∈ N0 ∪ {+∞}, then
Ns,κ stands for the set of all integers n satisfying s  n κ .
Let p, q ∈ N. Then Cp×q designates the set af all complex p × q matrices. The notation 0p×q stands
for the null matrix which belongs to Cp×q, and the identity matrix which belongs to Cq×q will be
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designated by Iq. In cases where the size of a null matrix or the size of an identitymatrix is obvious, we
will omit the indeces. If A ∈ Cp×q, then A+ denotes the Moore–Penrose inverse of A. Furthermore, for
each A ∈ Cp×q, letR(A) be the range of A, and let ‖A‖ be the operator norm of A. We will write Cq×q
(respectivly,Cq×q> ) for the set of all nonnegative (respectively, positive Hermitian) matrices belonging
toCq×q. In the setCq×qH of all Hermitian q × qmatrices we will use the Löwner semi-ordering, i.e., we
will write A B or B  A to indicate that A and B are Hermitian matrices of the same size such that
B − A is nonnegative Hermitian.
Let n and p1, . . . , pn be positive integers, and let Aj ∈ Cpj×pj for each j ∈ N1,n. Then diag(A1, . . . ,An)
denotes the block diagonal matrix with diagonal blocks A1, . . . ,An.
If f is anm × mmatrix-valued function which is meromorphic inD :={z ∈ C : |z| < 1}, then letHf
be the set of all points atwhich f is holomorphic. Let J beanm × m signaturematrix and let f beaCm×m-
valued function which is meromorphic in the open unit disk D. Then f is called a J-Potapov function
inD (respectively, a strong J-Potapov function inD), if for eachw ∈ Hf the matrix f (w) is J-contractive
(respectively, strictly J-contractive).Here amatrixA ∈ Cm×m is called J-contractive (respectively, strictly
J-contractive), if the matrix J − A∗JA is nonnegative Hermitian (respectively, positive Hermitian). For
eachm × m signature matrix J, we will use the notationPJ(D) (respectively,P′J(D)) to denote the set
of all J-Potapov functions inD (respectively, strong J-Potapov functions inD). We will turn particular
attention to a distinguished subclass ofPJ(D), namely the class
PJ,0(D) :={f ∈PJ(D) : 0 ∈ Hf }.
In the case J = Im the classesPJ(D) andPJ,0(D) coincide. Indeed,PIm (D) is exactly the setSm×m(D)
of allm × m Schur functions inD, i.e., the set of all matrix-valued functions f : D → Cm×m which are
holomorphic inD and the values of which are contractive complex matrices.
The sequences (Aj)
∞
j=0 of Taylor coefﬁcients of the matrix-valued functions which belong to the
class PJ,0(D) can be characterized in a clear way. In order to recall this characterization we intro-
duce the central notion of this paper, the notion of a J-Potapov sequence of matrices. For this reason
we observe that, for each m × m signature matrix J and every nonnegative integer n, the complex
(n + 1)m × (n + 1)mmatrix
J[n] :=diag(J, . . . , J) (2.1)
is an (n + 1)m × (n + 1)m signaturematrix. If n ∈ N0, then a sequence (Aj)nj=0 of complexm × mmatri-
ces is called a J-Potapov sequence (respectively, a strict J-Potapov sequence) if the block Toeplitz matrix
S(A)n :=
⎛⎜⎜⎜⎝
A0 0m×m · · · 0m×m
A1 A0 · · · 0m×m
.
.
.
.
.
.
.
.
.
An An−1 · · · A0
⎞⎟⎟⎟⎠ (2.2)
is J[n]-contractive (respectively, strictly J[n]-contractive). For each n ∈ N0 we will use PJ,n (respec-
tively, P<J,n) to denote the set of all J-Potapov sequences (respectively, strict J-Potapov sequences)
(Aj)
n
j=0. For each n ∈ N0 and each sequence (Aj)nj=0 of complexm × mmatrixes, we will work with the
matrices
Pn,J := J[n] − SnJ[n]S∗n and Qn,J := J[n] − S∗nJ[n]Sn, (2.3)
where Sn is short for S
(A)
n . Since for each n ∈ N, the matrix Qn,J admits the block representation
Qn,J =
(
J − A∗
0
JA0 − y∗nJ[n−1]yn −y∗nJ[n−1]Sn−1
−S∗
n−1J[n−1]yn Qn−1,J
)
, (2.4)
where yn :=(A∗1,A∗2, . . . ,A∗n)∗, one can immediately see that if (Aj)nj=0 belongs toP

J,n (respectively,P
<
J,n),
then (Aj)
k
j=0 ∈P

J,k (respectively, (Aj)
k
j=0 ∈P
<
J,k) for each k ∈ N0,n. A sequence (Aj)∞j=0 of complexm × m
matrices is said to be a J-Potapov sequence (respectively, a strict J-Potapov sequence) if for each n ∈ N0
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the sequence (Aj)
n
j=0 is a J-Potapov sequence (respectively, a strict J-Potapov sequence). We will write
PJ,∞ for the set of all J-Potapov sequences (Aj)∞j=0 andP
<
J,∞ for the set of all strict J-Potapov sequences
(Aj)
∞
j=0.
Now we can formulate the Taylor series characterization of the classPJ,0(D).
Theorem 2.1. Let J be an m × m signature matrix. Then:
(a) If f ∈PJ,0(D) and if
f (w) =
∞∑
j=0
Ajw
j (2.5)
is the Taylor series representation of f in someneighborhoodof 0, then (Aj)
∞
j=0 is a J-Potapov sequence.
(b) If (Aj)
∞
j=0 is a J-Potapov sequence, then there is a unique f ∈PJ,0(D) such that (2.5) holds for all w
belonging to some neighborhood of 0.
A proof of Theorem 2.1 is given in [4, Theorem 6.2].
Considering the special case J = Im one can see immediately that Theorem 2.1 is a generalization
of a well-known characterization of the Taylor coefﬁcients of matricial Schur functions deﬁned on D
(see, e.g. [2, Theorem 5.1.1]).
In [4] the following interpolation problem for functions belonging to the classPJ,0(D) is discussed.
Interpolation problem for Potapov functions (P). Let J be anm × m signaturematrix, let n ∈ N0, and
let (Aj)
n
j=0 be a sequence of complex m × m matrices. Describe the set PJ,0[D, (Aj)nj=0] of all matrix-
valued functions f ∈PJ,0(D) such that
f (j)(0)
j! = Aj
for each j ∈ N0,n where the notation f (j) stands for the jth derivative of f . In particular, characterize the
case that the setPJ,0[D, (Aj)nj=0] is nonempty.
The next result characterizes the situation that problem (P) has a solution.
Theorem 2.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a sequence of complex
m × mmatrices. Then the setPJ,0[D, (Aj)nj=0] is nonempty if and only if (Aj)nj=0 is a J-Potapov sequence.
A proof of Theorem 2.2 is given in [4, Theorem 7.2].
Corollary 2.3. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Then {
f (n+1)(0)
(n + 1)! : f ∈PJ,0
[
D, (Aj)
n
j=0
]}
=
{
An+1 ∈ Cm×m : (Aj)n+1j=0 ∈P

J,n+1
}
Proof. Use Theorem 2.2. 
3. On the extension problem for J-Potapov sequences
In view of Corollary 2.3, in this section we are going to study the following extension problem for
sequences of matrices:
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Extension problem (E). Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a sequence of
complexm × mmatrices. Describe the setE[(Aj)nj=0] of allAn+1 ∈ C
m×m
such that (Aj)
n+1
j=0 is a J-Potapov
sequence.
Remark 3.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a sequence of complex
m × mmatrices. Taking into account Theorem2.2 one can easily see that the setE[(Aj)nj=0] is nonempty
if and only if (Aj)
n
j=0 is a J-Potapov sequence.
If n ∈ N0 and a sequence (Aj)nj=0 of complexm × mmatrices are given, then we continue to use the
notation Sn to designate shortly the right-hand side of (2.2), the notations Pn,J and Qn,J given by (2.3).
If n ∈ N, then for each k ∈ N1,n we set
y(A)
k
:=(A∗1,A∗2, . . . ,A∗k)∗ and z(A)k :=(Ak ,Ak−1, . . . ,A1) (3.1)
and for each k ∈ N1,n, yk (respectively, zk) is short for y(A)k (respectively, z(A)k ).
Lemma 3.2. Let J be anm × m signature matrix, let n ∈ N, and let (Aj)nj=0 be a sequence fromC
m×m
. Then
the following statements are equivalent:
(i) (Aj)
n
j=0 is a J-Potapov sequence.
(ii) The following three conditions are fulﬁlled:
(α) (Aj)
n−1
j=0 is a J-Potapov sequence.
(β) R(Sn−1J[n−1]z∗n) ⊆R(Pn−1,J).
(γ ) The matrix
L˜n+1,J := J − A0JA∗0 − znJ[n−1]z∗n − znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]z∗n (3.2)
is nonnegative Hermitian.
(iii) The following three conditions are fulﬁlled:
(δ) (Aj)
n−1
j=0 is a J-Potapov sequence.
(ν) R(S∗
n−1J[n−1]yn) ⊆R(Qn−1,J).
(φ) The matrix
R˜n+1,J := J − A∗0JA0 − y∗nJ[n−1]yn − y∗nJ[n−1]Sn−1Q+n−1,JS∗n−1J[n−1]yn (3.3)
is nonnegative Hermitian.
Proof. By definition, condition (i) holds if and only if the block Toeplitz matrix Sn is J[n]-contractive.
Thus (i) is true if and only if the matrix Qn,J is nonnegative Hermitian. Taking into account the block
representation (2.4) of Qn,J and Remark A.3 we can conclude then that (i) is fulﬁlled if and only if the
conditions (δ), (ν), and (φ) hold. Since the matrix Sn is J[n]-contractive if and only if the matrix S∗n is
J[n]-contractive (see, e.g. [2, Theorem 1.3.3]), condition (i) holds true if and only if the matrix Pn,J is
nonnegative Hermitian. Having in mind the block representation
Pn,J =
(
Pn−1,J −Sn−1J[n−1]z∗n
−znJ[n−1]S∗n−1 J − A0JA∗0 − znJ[n−1]z∗n
)
(3.4)
of Pn,J , application of Remark A.3 yields that (i) is valid if and only if (α), (β), and (γ ) are true. 
Analogously to Lemma 3.2 the following result can be proved.
Lemma 3.3. Let J be anm × m signature matrix, let n ∈ N, and let (Aj)nj=0 be a sequence fromC
m×m
. Then
the following statements are equivalent:
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(i) (Aj)
n
j=0 is a strict J-Potapov sequence.
(ii) (Aj)
n−1
j=0 is a strict J-Potapov sequence and the matrix L˜n+1,J is positive Hermitian.
(iii) (Aj)
n−1
j=0 is a strict J-Potapov sequence and the matrix R˜n+1,J is positive Hermitian.
In the sequel,wewill continue touse thenotations given in (3.2) and (3.3) if ann ∈ N anda sequence
(Aj)
n
j=0 of complexm × mmatrices are given. Moreover, if A0 ∈ C
m×m
, then let
L˜1,J := J − A0JA∗0 and R˜1,J := J − A∗0JA0. (3.5)
Remark 3.4. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence (respectively, a strict J-Potapov sequence). Then the sequence (Aj)
0
j=0 is a J-Potapov sequence
(respectively, a strict J-Potapov sequence), i.e., the matrix R˜1,J is nonnegative Hermitian (respectively,
positive Hermitian). Furthermore, from [2, Theorem 1.3.3] we know that L˜1,J is nonnegative Hermitian
(respectively, positive Hermitian) as well.
Lemma 3.5. Let J ∈ Cm×m be such that J2 = Im, let S ∈ Cm×m, let P := J − SJS∗ and Q := J − S∗JS. Further,
let k ∈ N and let E ∈ Cm×k. Then:
(a) PJS = SJQ and S∗JP = QJS∗.
(b) R(SJE) ⊆R(P) if and only ifR(E) ⊆R(Q ).
(c) R(S∗JE) ⊆R(Q ) if and only ifR(E) ⊆R(P).
Proof. (a) The equations stated in (a) are obvious.
(b) First supposeR(SJE) ⊆R(P). From (a) we get then
QJS∗P+SJE = S∗JPP+SJE = S∗JSJE = (J − Q )JE = E − QJE
and henceR(E) ⊆R(Q ).
Conversely, if we assume thatR(E) ⊆R(Q ), then (a) provides us
PP+SJE = PP+SJQQ+E = PP+PJSQ+E = PJSQ+E = SJQQ+E
= SJE.
Thus (b) is proved. Replacing S by S∗ one obtains (c). 
Lemma 3.6. Let J be anm × m signature matrix, let n ∈ N, and let (Aj)nj=0 be a sequence of complexm × m
matrices. Then:
(a) The following statements are equivalent:
(i) R(Sn−1J[n−1]z∗n) ⊆R(Pn−1,J).
(ii) R(z∗n) ⊆R(Qn−1,J).
If (i) holds, then the matrix L˜n+1,J given by (3.2) admits the representation L˜n+1,J = Ln+1,J where
Ln+1,J := J − A0JA∗0 − znQ+n−1,J z∗n. (3.6)
(b) The following statements are equivalent:
(iii) R(S∗
n−1J[n−1]yn) ⊆R(Qn−1,J).
(iv) R(yn) ⊆R(Pn−1,J).
If (iii) holds, then thematrix R˜n+1,J given by (3.3) admits the representation R˜n+1,J = Rn+1,J where
Rn+1,J := J − A∗0JA0 − y∗nP+n−1,Jyn. (3.7)
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(c) If (i) and (iii) are fulﬁlled, then the matrix
Mn+1,J := − znJ[n−1]S∗n−1P+n−1,Jyn (3.8)
can be represented via
Mn+1,J = −znQ+n−1,JS∗n−1J[n−1]yn. (3.9)
Proof. From part (b) of Lemma 3.5 we obtain immediately the equivalence stated in (a). Now we
assume that (i) is satisﬁed. Using (ii), Remark A.1 and part (a) of Lemma 3.5 we get
znJ[n−1]S∗n−1P
+
n−1,JSn−1J[n−1]z
∗
n
= znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]Qn−1,JQ+n−1,J z∗n
= znJ[n−1]S∗n−1P+n−1,JPn−1,J J[n−1]Sn−1Q+n−1,J z∗n.
Hence (i), (ii), and Remark A.1 yield
znJ[n−1]S∗n−1P
+
n−1,JSn−1J[n−1]z
∗
n = znJ[n−1]S∗n−1J[n−1]Sn−1Q+n−1,J z∗n
= znJ[n−1](J[n−1] − Qn−1,J)Q+n−1,J z∗n
= znQ+n−1,J z∗n − znJ[n−1]z∗n.
This implies L˜n+1,J = Ln+1,J . Thus (a) is proved. Parts (b) and (c) can be veriﬁed in a similar way. 
We will continue to use the notations given in (3.6)–(3.8) if a positive integer n and a sequence
(Aj)
n
j=0 of complexm × mmatrices are given. Moreover, if A0 ∈ C
m×m
, then let
L1,J := J − A0JA∗0, R1,J := J − A∗0JA0, and M1,J :=0m×m. (3.10)
Lemma 3.7. Let J beanm × msignaturematrix, let κ ∈ N0 ∪ {+∞},and let (Aj)κj=0 bea J-Potapov sequence.
Let n ∈ N0,κ . Then the identities
L˜n+1,J = Ln+1,J and R˜n+1,J = Rn+1,J (3.11)
are true, and both Ln+1,J and Rn+1,J are nonnegative Hermitian matrices. Moreover, in the case κ  1 and
n ∈ N1,κ the relations
R(Sn−1J[n−1]z∗n) ⊆R(Pn−1,J) and R(S∗n−1J[n−1]yn) ⊆R(Qn−1,J) (3.12)
as well as
R(z∗n) ⊆R(Qn−1,J) and R(yn) ⊆R(Pn−1,J) (3.13)
hold, and the matrix Mn+1,J can be represented via (3.9).
Proof. From (3.5), (3.10), and Remark 3.4 we know that L1,J = L˜1,J  0m×m and R1,J = R˜1,J  0m×m.
Now suppose κ  1 and n ∈ N1,κ . Then (Aj)nj=0 is a J-Potapov sequence. Thus, the assertion follows
from Lemmas 3.2 and 3.6. 
Proposition 3.8. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Let An+1 ∈ Cm×m. Then:
(a) The following statements are equivalent:
(i) R(S∗nJ[n]yn+1) ⊆R(Qn,J).
(ii) R(An+1 − Mn+1,J) ⊆R(Ln+1,J).
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If (i) holds, then
Rn+2,J = Rn+1,J − (An+1 − Mn+1,J)∗L+n+1,J(An+1 − Mn+1,J) (3.14)
and in particular Rn+2,J  Rn+1,J .
(b) The following statements are equivalent:
(iii) R(SnJ[n]z∗n+1) ⊆R(Pn,J).
(iv) R[(An+1 − Mn+1,J)∗] ⊆R(Rn+1,J).
If (iii) holds, then
Ln+2,J = Ln+1,J − (An+1 − Mn+1,J)R+n+1,J(An+1 − Mn+1,J)∗ (3.15)
and in particular Ln+2,J  Ln+1,J .
Proof. (a) In the casen = 0 theequivalenceof (i) and (ii) follows immediately fromLemma3.6,whereas
Eq. (3.14) is trivial.
Now we consider the case n 1. We observe that from Lemma 3.7 we know that (3.11) holds. Let
Gn,J :=
(
P+
n−1,JSn−1J[n−1]z
∗
n
Im
)
and Hn,J :=
(
P+
n−1,Jyn
0m×m
)
.
Since (Aj)
n
j=0 is a J-Potapov sequence, from (3.4), Lemma 3.7, and (3.11) we can conclude that
Pn,JGn,J =
(
0nm×m
Ln+1,J
)
and Pn,JHn,J =
(
yn
Mn+1,J
)
. (3.16)
In particular,
H∗n,JPn,JHn,J = y∗nP+n−1,Jyn. (3.17)
Since (Aj)
n
j=0 is a J-Potapov sequence, application of Lemma3.2 yields thatR(Sn−1J[n−1]z
∗
n) ⊆R(Pn−1,J).
In view of Remark A.1 and Pn−1,J = P∗n−1,J , this implies
znJn−1S∗n−1P
+
n−1,JPn−1,J = znJn−1S∗n−1. (3.18)
Setting
Fn+1,J :=
(
0nm×m
An+1 − Mn+1,J
)
(3.19)
from the second equation in (3.16) we get
yn+1 = Fn+1,J + Pn,JHn,J . (3.20)
(i) ⇒ (ii): Because of (i) and Lemma 3.6 we haveR(yn+1) ⊆R(Pn,J). In view of (3.20), this implies
Fn+1,J = yn+1 − Pn,JHn,J = Pn,J(P+n,Jyn+1 − Hn,J). (3.21)
Let
P+n,Jyn+1 − Hn,J =
(
u
w
)
be the block partition of P+n,Jyn+1 − Hn,J withm × m block w. From (3.21), (3.19), and (3.4) we get then
Pn−1,Ju = Sn−1J[n−1]z∗nw (3.22)
and
An+1 − Mn+1,J = −znJ[n−1]S∗n−1u + (J − A0JA∗0 − znJ[n−1]z∗n)w. (3.23)
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Thus from (3.23), (3.18), (3.22), and (3.11) we infer
An+1 − Mn+1,J = (J − A0JA∗0 − znJ[n−1]z∗n)w − znJ[n−1]S∗n−1P+n−1,JPn−1,Ju
=
(
J − A0JA∗0 − znJ[n−1]z∗n − znJ[n−1]S∗n−1P+n−1,JSn−1J[n−1]z∗n
)
w
= Ln+1w.
Hence (ii) holds.
(ii) ⇒ (i): Using (ii) and the ﬁrst equation in (3.16) we obtain
Fn+1,J =
(
0nm×m
Ln+1,J
)
L+
n+1,J(An+1 − Mn+1,J)
= Pn,JGn,JL+n+1,J(An+1 − Mn+1,J). (3.24)
Consequently, from (3.24) and (3.20) we see thatR(yn+1) ⊆R(Pn,J) holds. From Lemma 3.6 condition
(i) follows.
Now we suppose (i) in order to check (3.14). Because of (3.21) we have
H∗n,JPn,JP
+
n,JFn+1,J = H∗n,JFn+1,J = 0 (3.25)
and consequently, in view of Pn,J = P∗n,J , then
F∗n+1,JP
+
n,JPn,JHn,J = 0. (3.26)
Using the equivalence of (i) and (ii), (3.24), and F∗
n+1,JGn,J = (An+1 − Mn+1,J)∗ we obtain
F∗n+1,JP
+
n,JFn+1,J = F∗n+1,JP+n,JPn,JGn,JL+n+1,J(An+1 − Mn+1,J)
= F∗n+1,JGn,JL+n+1,J(An+1 − Mn+1,J)
= (An+1 − Mn+1,J)∗L+n+1,J(An+1 − Mn+1,J). (3.27)
From the definition of the matrix Rn+2,J , from (3.20), (3.17), (3.25), (3.26), and (3.27) then (3.14)
follows. Thus in the case n 1 part (a) is proved.
Part (b) can be veriﬁed analogously to part (a). 
In the following, we will use the notion of a matrix ball. Let p, q ∈ N. For each C ∈ Cp×q, each
A ∈ Cp×p, and each B ∈ Cq×q, the set of all X ∈ Cp×q which admit the representation X = C + AKB
with some contractive (respectively, strictly contractive) complex p × q matrix K is called the matrix
ball (respectively, open matrix ball) with center C, left semi-radius A, and right semi-radius B and will
be denoted byK(C;A,B) (respectively,K◦(C;A,B)). The theory of matrix and operator balls was
developed by Yu.L. Smuljan [7] (see also [2, Section 1.5]).
The next theorem is the ﬁrst main result of this paper. In particular, it contains a complete answer
to the extension problem (E) posed at the beginning of this section. Theorem 3.9 is a generalization of
the corresponding result form × m Schur sequences (see, e.g. [2, Theorem 3.5.1]).
Theorem 3.9. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)n+1j=0 be a sequence of complex
m × mmatrices. Then:
(a) The following statements are equivalent:
(i) (Aj)
n+1
j=0 is a J-Potapov sequence.
(ii) (Aj)
n
j=0 is a J-Potapov sequence and An+1 belongs to the matrix ball
K
(
Mn+1,J;
√
Ln+1,J ,
√
Rn+1,J
)
.
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(b) The following statements are equivalent:
(iii) (Aj)
n+1
j=0 is a strict J-Potapov sequence.
(iv) (Aj)
n
j=0 is a strict J-Potapov sequence and An+1 belongs to the open matrix ball
K◦
(
Mn+1,J;
√
Ln+1,J ,
√
Rn+1,J
)
.
Proof. (a) (i) ⇒ (ii): Because of (i), Lemmas 3.2, and 3.7 we know that (Aj)nj=0 is a J-Potapov sequence,
that each of the matrices Ln+1,J ,Rn+1,J , Ln+2,J , and Rn+2,J is nonnegative Hermitian, and that the condi-
tions (i) and (iii) of Proposition 3.8 are fulﬁlled. From Proposition 3.8 we get
R(An+1 − Mn+1,J) ⊆R(Ln+1,J) and R[(An+1 − Mn+1,J)∗] ⊆R(Rn+1,J) (3.28)
and that (3.14) and (3.15) hold. Application of Lemma A.5 provides us then
An+1 ∈K
(
Mn+1,J;
√
Ln+1,J ,
√
Rn+1,J
)
.
(ii) ⇒ (i): Since (Aj)nj=0 is a J-Potapov sequence, Lemma 3.7 yields that thematrices Ln+1,J and Rn+1,J
are both nonnegative Hermitian. By virtue of (ii) there is a contractive complex m × m matrix K such
that
An+1 − Mn+1,J =
√
Ln+1,JK
√
Rn+1,J .
In particular, (3.28) holds. Using Proposition 3.8 we get then that (3.14) and R(S∗nJ[n]yn+1) ⊆R(Qn,J)
are true. Because of (3.28), (3.14), and (ii) application of Lemma A.5 provides us that the matrix Rn+2,J
is nonnegative Hermitian. Thus, Lemma 3.6 shows that R˜n+2,J is nonnegative Hermitian. From Lemma
3.2 then (i) follows.
(b) (iii) ⇒ (iv): From(iii) andLemma3.3 it follows that (Aj)nj=0 is a strict J-Potapov sequence. Thus the
matrixQn,J is positiveHermitian. In particular, condition (i) of Proposition 3.8 is satisﬁed. FromProposi-
tion 3.8 we get therefore that (3.14) holds. Moreover, using Lemma 3.3, Remark 3.4, and Lemma 3.7 we
see that each of the matrices Ln+1,J ,Rn+1,J , and Rn+2,J is positive Hermitian. Consequently, application
of Lemma A.6 and (3.14) yields
An+1 ∈K◦
(
Mn+1,J;
√
Ln+1,J ,
√
Rn+1,J
)
.
(iv) ⇒ (iii): Since (Aj)nj=0 is a strict J-Potapov sequence, the matrix Qn,J is positive Hermitian. In
particular,R(S∗nJ[n]yn+1) ⊆R(Qn,J). Thus Proposition 3.8 shows that (3.14) holds. Moreover, the com-
bination of Lemma 3.3, Remark 3.4, and Lemma 3.7 yields that the matrices Ln+1,J and Rn+1,J are both
positive Hermitian. Hence, using (iv), Lemma A.6, (3.14), and part (b) of Lemma 3.6 we obtain that the
matrix R˜n+2,J is positive Hermitian. Application of Lemma 3.3 then yields (iii). 
As a particular consequence of Theorem 3.9 we see that a J-Potapov sequence (Aj)
∞
j=0 has a clear
geometric structure. For each n ∈ N, the matrix An belongs to a certain matrix ball depending on the
preceding elements A0, . . . ,An−1.
Now let J be an m × m signature matrix, and let (Aj)κj=0 be a J-Potapov sequence, where κ ∈ N0 ∪
{+∞}. Then our next considerations are devoted to the ranks and the determinants of the left and right
Schur complements Ln+1,J and Rn+1,J and the matrices Pn,J and Qn,J deﬁned by (2.3).
Remark 3.10. Let J be anm × m signaturematrix, and letX ∈ Cm×m. FromRemarkA.2 one immediately
obtains det(J − X∗JX) = det(J − XJX∗) and rank(J − X∗JX) = rank(J − XJX∗).
Lemma 3.11. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then the following statements hold:
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(a) If κ  1 then, for each n ∈ N1,κ ,
rankPn,J = rankPn−1,J + rankLn+1,J
and
rankQn,J = rankQn−1,J + rankRn+1,J .
(b) If κ  1 then, for each n ∈ N1,κ ,
det Pn,J = det Pn−1,J · det Ln+1,J and detQn,J = detQn−1,J · det Rn+1,J .
(c) For each n ∈ N0,κ ,
rankPn,J =
n∑
k=0
rankLk+1,J and rankQn,J =
n∑
k=0
rankRk+1,J .
(d) For each n ∈ N0,κ ,
det Pn,J =
n∏
k=0
det Lk+1,J and detQn,J =
n∏
k=0
det Rk+1,J .
(e) For each n ∈ N0,κ ,
rankPn,J = rankQn,J and det Pn,J = detQn,J .
(f) For each k ∈ N0,κ ,
rankLk+1,J = rankRk+1,J and det Lk+1,J = det Rk+1,J .
Proof. Let κ  1, and let n ∈ N1,κ . Since (Aj)κj=0 is a J-Potapov sequence, according to Lemma 3.2 the
sequence (Aj)
n
j=0 is a J-Potapov sequence as well, i.e., the block Toeplitz matrix Sn is J[n]-contractive.
This implies that S∗n is J[n]-contractive (see, e.g. [2, Theorem 1.3.3]), i.e., the matrix Pn,J is nonnegative
Hermitian. Taking into account (3.4) and (3.2), application of Remark A.3 and Lemma 3.7 yields
rankPn,J = rankPn−1,J + rank˜Ln+1,J = rankPn−1,J + rankLn+1,J
and
det Pn,J = det Pn−1,J · det L˜n+1,J = det Pn−1,J · det Ln+1,J .
Thus, the ﬁrst equations stated in (a) and (b) are veriﬁed. The second equations of (a) and (b) can be
shown analogously. Taking into account (3.10), parts (c) and (d) follow from (a) and (b) by induction.
Part (e) is an immediate consequence of Remark 3.10. The ﬁrst equation stated in (f) follows from parts
(a) and (e).
It remains to prove the second equation of (f). In view of Lemma 3.7 and Proposition 3.8, (Lk+1,J)κk=0
and (Rk+1,J)κk=0 are both monotonously nonincreasing sequences of nonnegative Hermitian matrices.
Hence, each of the sequences (det Lk+1,J)κk=0 and (det Rk+1,J)
κ
k=0 is a monotonously nonincreasing se-
quence of nonnegative real numbers. Thus, using (d) and (e) we infer inductively the second equation
stated in (f). 
In view of Theorem 3.9, we can now give a characterization of the case that the extension problem
(E) has a unique solution.
Proposition 3.12. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Then the following statements are equivalent:
(i) E[(Aj)nj=0] = {Mn+1,J}.
(ii) Ln+1,J = 0m×m.
(iii) Rn+1,J = 0m×m.
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Proof. According to part (a) of Theorem 3.9 we have E[(Aj)nj=0] =K
(
Mn+1,J;
√
Ln+1,J ,
√
Rn+1,J
)
. From
[2, Lemma 1.5.2] it follows therefore that (i) holds if and only if
√
Ln+1,J = 0m×m or
√
Rn+1,J = 0m×m. On
the other hand, part (f) of Lemma 3.11 implies that Ln+1,J = 0m×m if and only if Rn+1,J = 0m×m. Thus,
the asserted equivalences follow. 
4. A Schur parametrization for J-Potapov sequences
In this section we will continue our investigations on the inner structure of J-Potapov sequences
(Aj)
∞
j=0. Our considerations will be closely connected to the matrix ball description of the elements An
of the sequence obtained in Theorem 3.9. A special emphasis will be laid on the sequence (Kn,J)
∞
n=1
deﬁned below.
Proposition 4.1. Let J be an m × m signature matrix, let κ ∈ N ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then the following statements hold:
(a) For each n ∈ N1,κ , the matrix
Kn,J :=
√
Ln,J
+
(An − Mn,J)
√
Rn,J
+
(4.1)
is a (well-deﬁned) contractive complex matrix which fulﬁlls the equations
Ln+1,J =
√
Ln,J(I − Kn,JK∗n,J)
√
Ln,J , (4.2)
Rn+1,J =
√
Rn,J(I − K∗n,JKn,J)
√
Rn,J , (4.3)
and
An = Mn,J +
√
Ln,JKn,J
√
Rn,J . (4.4)
(b) The following statements are equivalent:
(i) (Aj)
κ
j=0 is a strict J-Potapov sequence.
(ii) A0 is strictly J-contractive and for each n ∈ N1,κ , the matrix Kn,J is strictly contractive.
(c) For each n ∈ N1,κ , the following statements are equivalent:
(iii) Ln+1,J = Ln,J .
(iv) Rn+1,J = Rn,J .
(v) An = Mn,J .
(vi) Kn,J = 0.
Proof. Let n ∈ N1,κ . According to Lemma3.7, thematrices Ln,J andRn,J are both nonnegativeHermitian,
and the relationsR(S∗
n−1J[n−1]yn) ⊆R(Qn−1,J)andR(Sn−1J[n−1]z∗n) ⊆R(Pn−1,J)hold. Thus, combination
of Proposition 3.8 and Remark A.4 yields that Eqs. (4.2)–(4.4) are fulﬁlled and that (c) is true.Moreover,
from Lemma 3.7 we know that the matrix Ln+1,J is nonnegative Hermitian. Hence Lemma A.5 implies
that Kn,J is contractive. It remains to prove part (b). First suppose that (i) is fulﬁlled. Then from Lemma
3.3, Remark 3.4, and Lemma 3.7 we conclude that each of the matrices Ln,J ,Rn,J , and Ln+1,J is positive
Hermitian. Thus, application of Lemma A.6 yields that, for each n ∈ N1,κ , the matrix Kn,J is strictly
contractive. Furthermore, Remark 3.4 implies that A0 is strictly J-contractive. Thus, (ii) is satisﬁed.
Conversely, now assume that (ii) holds. Then (Aj)
0
j=0 is a J-Potapov sequence. Thus, condition (i) follows
inductively from (4.4) and part (b) of Theorem 3.9. 
Deﬁnition 4.2. Let J be an m × m signature matrix, let κ ∈ N ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then, for each n ∈ N1,κ , the matrix Kn,J deﬁned by (4.1) is called the nth Schur parameter
corresponding to (Aj)
κ
j=0 and J.
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Remark 4.3. Let J be anm × m signaturematrix, let κ ∈ N ∪ {+∞}, and let (Aj)κj=0 and (˜Aj)κj=0 be J-Pota-
povsequences. Let (Kn,J)
κ
n=1 (respectively, (K˜n,J)
κ
n=1)be thesequenceofSchurparameters corresponding
to (Aj)
κ
j=0 (respectively, (˜Aj)
κ
j=1) and J. Then, from part (a) of Proposition 4.1 we infer inductively that
the following statements are equivalent:
(i) (Aj)
κ
j=0 = (˜Aj)κj=0.
(ii) A0 = A˜0 and (Kn,J)κn=1 = (K˜n,J)κn=1.
Remark 4.4. Let J be an m × m signature matrix, let κ ∈ N ∪ {+∞}, let A ∈ Cm×m be a J-contractive
matrix, and let (Kn)
κ
n=1 be a sequence of contractive complexm × mmatrices. Having inmind Theorem
3.9 and Lemma 3.7 we deﬁne the sequence (Aj)
κ
j=0 recursively by A0 :=A and An :=Mn,J +
√
Ln,JKn
√
Rn,J
for each n ∈ N1,κ . Then Theorem 3.9 implies that (Aj)κj=0 is a J-Potapov sequence.
Proposition 4.5. Let J be an m × m signature matrix, let κ ∈ N ∪ {+∞}, let A ∈ Cm×m be a strictly
J-contractive matrix, and let (Kn)
κ
n=1 be a sequence of strictly contractive complex m × m matrices.
Then there is a unique J-Potapov sequence (Aj)
κ
j=0 with A0 = A such that the sequence of Schur
parameters corresponding to (Aj)
κ
j=0 and J coincides with (Kn)
κ
n=1. Moreover, (Aj)
κ
j=0 is a strict J-Potapov
sequence.
Proof. Let the sequence (Aj)
κ
j=0 be deﬁned as in Remark 4.4. Then part (b) of Theorem 3.9 yields induc-
tively that (Aj)
κ
j=0 is a strict J-Potapov sequence. Hence Lemmas 3.3 and 3.7 show that, for each n ∈ N,
the matrices Ln,J and Rn,J are both nonsingular. Thus, application of Remarks 4.4 and 4.3 completes the
proof. 
Let J be anm × m signaturematrix, and let κ ∈ N ∪ {+∞}. Then, in view of part (b) of Proposition 4.1
and Proposition 4.5, we see that the Schur parametrization yields a bijective correspondence between
the setP<J,κ of all strict J-Potapov sequences (Aj)
κ
j=0 and the set of all ordered pairs [A, (Kn)κn=1] consist-
ing of a strictly J-contractive matrix A and a sequence (Kn)
κ
n=1 of strictly contractive complex m × m
matrices.
Remark 4.6. Let J be an m × m signature matrix, and let (Aj)∞j=0 be a J-Potapov sequence. In view of
Lemma3.7 and Proposition 3.8, (Lk,J)
∞
k=1 and (Rk,J)
∞
k=1 are bothmonotonously nonincreasing sequences
of nonnegative Hermitian matrices. Hence the sequences (Lk,J)
∞
k=1 and (Rk,J)
∞
k=1 both converge. The
limits
L∞,J := lim
k→∞
Lk,J and R∞,J := lim
k→∞
Rk,J (4.5)
are called the asymptotic left and the asymptotic right Schur complement corresponding to J and (Aj)
∞
j=0.
Obviously, L∞,J and R∞,J are both nonnegative Hermitian matrices.
Remark 4.7. Let J be anm × m signaturematrix, and let (Aj)∞j=0 be a J-Potapov sequence. Let thematri-
ces L∞,J andR∞,J be deﬁned by (4.5). Then frompart (f) of Lemma3.11 andRemark 4.6 one can easily see
that det L∞,J = det R∞,J holds true. In particular, L∞,J is positive Hermitian if and only if R∞,J is positive
Hermitian.
Deﬁnition 4.8. Let J be anm × m signaturematrix, and let (Aj)∞j=0 be a J-Potapov sequence. Then (Aj)∞j=0
is called a totally strict J-Potapov sequence if the asymptotic left Schur complement L∞,J corresponding
to J and (Aj)
∞
j=0 is positive Hermitian.
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Lemma 4.9. Let J be anm × m signaturematrix, and let (Aj)∞j=0 be a totally strict J-Potapov sequence. Then
(Aj)
∞
j=0 is a strict J-Potapov sequence.
Proof. From Remark 4.6 and Definition 4.8 we see that for each k ∈ N the matrix Lk,J is positive Her-
mitian. In particular, det Lk,J /= 0 for each k ∈ N. Hence Lemma 3.11 yields
detQn,J =
n∏
k=0
det Rk+1,J =
n∏
k=0
det Lk+1,J /= 0 (4.6)
for each n ∈ N0. Since (Aj)∞j=0 is a J-Potapov sequence, the matrix Qn,J is nonnegative Hermitian for
each n ∈ N0. Thus, (4.6) implies that Qn,J is positive Hermitian for each n ∈ N0, i.e., (Aj)∞j=0 is a strict
J-Potapov sequence. 
Remark 4.10. Let J be anm × m signature matrix, and let (Aj)∞j=0 be a J-Potapov sequence. For each n ∈
N, letKn,J begivenby (4.1). Then, frompart (a)ofProposition4.1 theequationdet Lk+1,J = det Lk,J det(I −
Kk,JK
∗
k,J
) follows for each k ∈ N. Hence we obtain
det Ln+1,J = det L1,J
n∏
k=1
det(I − Kk,JK∗k,J) (4.7)
for each n ∈ N. In view of part (a) of Proposition 4.1, the inﬁnite product ∏∞k=1 det(I − Kk,JK∗k,J)
converges. Thus, for the asymptotic left Schur complement L∞,J corresponding to J and (Aj)∞j=0, the
formula
det L∞,J = det L1,J
∞∏
k=1
det(I − Kk,JK∗k,J) (4.8)
holds.
Now we will give a characterization of the situation that a given strict J-Potapov sequence (Aj)
∞
j=0
is even totally strict.
Proposition 4.11. Let J be an m × m signature matrix, and let (Aj)∞j=0 be a strict J-Potapov sequence. For
each n ∈ N, let Kn,J be given by (4.1). Then the following statements are equivalent:
(i) (Aj)
∞
j=0 is a totally strict J-Potapov sequence.
(ii)
∑∞
n=1 ‖Kn,J‖2 < +∞.
Proof. Let n ∈ N, and let λ(n)
1
 λ(n)
2
 · · · λ(n)m be the eigenvalues of Kn,JK∗n,J . Then
det(I − Kn,JK∗n,J) =
m∏
j=1
(1 − λ(n)
j
) (4.9)
follows. According to part (b) of Proposition 4.1, thematrixKn,J is strictly contractive. Thus, 0 λ(n)j < 1
holds for each j ∈ N1,m. Moreover, λ(n)1 = ‖Kn,J‖2 is valid. Using (4.9) we obtain therefore
(1 − ‖Kn,J‖2)m  det(I − Kn,JK∗n,J) 1 − ‖Kn,J‖2. (4.10)
Obviously,
0 < 1 − ‖Kn,J‖2  1 (4.11)
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holds. Due to Remark 4.6, the matrix L∞,J deﬁned by (4.5) is nonnegative Hermitian. Furthermore,
Remark 3.4, (3.5), and (3.10) ensure that L1,J is positive Hermitian. Thus, in view of Remark 4.10 and
Definition 4.8, condition (i) is equivalent to the inequality
∞∏
n=1
det(I − Kn,JK∗n,J) > 0. (4.12)
Taking into account (4.10) and (4.11), we infer that (4.12) is equivalent to
∞∏
n=1
(1 − ‖Kn,J‖2) > 0. (4.13)
In view of (4.11), an elementary result from the theory of inﬁnite products shows that (4.13) holds if
and only if (ii) is satisﬁed. Thus, the proof is complete. 
Having in mind the connection between J-Potapov sequences and J-Potapov functions announced
in Theorem 2.1, we are now going to translate the notion of a totally strict J-Potapov sequence into the
language of J-Potapov functions.
Deﬁnition 4.12. Let J be an m × m signature matrix, let f ∈PJ,0(D), and let (2.5) be the Taylor series
representation of f in some neighborhood of 0. Then f is called a totally strict J-Potapov function if the
sequence (Aj)
∞
j=0 is a totally strict J-Potapov sequence.
We will now recall a notation introduced in [4]. Let J be an m × m signature matrix, and let κ ∈
N0 ∪ {+∞}. Thenwewill writePJ,0,κ (D) for the set of all functions f ∈PJ,0(D)with Taylor coefﬁcient
sequence (Aj)
∞
j=0 for which the sequence (Aj)
κ
j=0 is a strict J-Potapov sequence. Then in view of Lemma
4.9 we see that every totally strict J-Potapov function f belongs to the classPJ,0,∞(D).
It should be mentioned that in the special case J = Im, Theorem 8.4 in [1] shows that for each
κ ∈ N0 ∪ {+∞} the classPIm ,0,κ (D) coincides with the set of all functions g ∈Sm×m(D) for which the
Schur-Potapov algorithm does not break down immediately after the κth step.
5. J-central J-Potapov sequences
Thematrix ball description for the elements of a J-Potapov sequence obtained in Theorem 3.9 leads
us to the study of a particular subclass of inﬁnite J-Potapov sequences. For the special signaturematrix
J = Im this subclass was already studied in [2,3]. In this section we will generalize several results from
[2,3] to the case of an arbitrary signature matrix J.
For a better understanding of the special case J = Im we ﬁrst recall the notion of an m × m Schur
sequence. If n ∈ N0, then a sequence (Bj)nj=0 of complex m × m matrices is called an m × m Schur
sequence (respectively, a strict m × m Schur sequence) if the block Toeplitz matrix S(B)n (see (2.2)) is
contractive (respectively, strictly contractive). A sequence (Bj)
∞
j=0 of complex m × m matrices is said
to be an m × m Schur sequence (respectively, a strict m × m Schur sequence) if for each n ∈ N0 the
sequence (Bj)
n
j=0 is an m × m Schur sequence (respectively, a strict m × m Schur sequence). One can
easily see that if κ ∈ N0 ∪ {+∞} and if (Bj)κj=0 is a sequence of complexm × mmatrices, then (Bj)κj=0 is
an m × m Schur sequence (respectively, a strict m × m Schur sequence) if and only if (Bj)κj=0 is an Im-
Potapov sequence (respectively, a strict Im-Potapov sequence). A classical result due to Schur [6] says
that scalar Schur sequences (Bj)
∞
j=0 are exactly the sequences of Taylor coefﬁcients of Schur functions
in the open unit disk D :={z ∈ C : |z| < 1}. This result is true in the matrix case as well (see, e.g. [2,
Theorem 3.1.1]).
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At the beginning of this section we specify Theorem 3.9 for the case J = Im.
Theorem 5.1. Let n ∈ N0, and let (Bj)n+1j=0 be a sequence of complex m × m matrices. Then the following
statements are equivalent:
(i) (Bj)
n+1
j=0 is an m × m Schur sequence.
(ii) (Bj)
n
j=0 is an m × m Schur sequence and Bn+1 belongs to the matrix ballK
(
mn+1;
√
ln+1,
√
rn+1
)
where
m1 :=0m×m, l1 := Im − B0B∗0, r1 := Im − B∗0B0, (5.1)
and, if n 1,
mn+1 := − z(B)n (S(B)n−1)∗[Inm − S(B)n−1(S(B)n−1)∗]+y(B)n , (5.2)
ln+1 := Im − B0B∗0 − z(B)n [Inm − (S(B)n−1)∗S(B)n−1]+(z(B)n )∗, (5.3)
rn+1 := Im − B∗0B0 − (y(B)n )∗[Inm − S(B)n−1(S(B)n−1)∗]+y(B)n , (5.4)
and where the matrices y
(B)
n , z
(B)
n , and S
(B)
n−1 are given by (3.1) and (2.2).
A self-contained proof of Theorem 5.1 can be taken from [2, Theorem 3.5.1]. On the other hand,
Theorem 5.1 is a special case of part (a) of Theorem 3.9.
Let (Bj)
∞
j=0 be an m × m Schur sequence. Then, according to Lemma 3.7 and Proposition 3.8, the
sequences (lk)
∞
k=1 and (rk)
∞
k=1 are bothmonotonously nonincreasing and bounded. Thus, the sequences
(lk)
∞
k=1 and (rk)
∞
k=1 both converge. We denote the limits by
l∞ := lim
k→∞
lk and r∞ := lim
k→∞
rk. (5.5)
Obviously, the matrices l∞ and r∞ are both nonnegative Hermitian matrices.
In [2, Section 3.5.1] so-called central Schur sequences are studied. Anm × m Schur sequence (Bj)∞j=0
is said to be a central m × m Schur sequence if there is an n ∈ N such that Bj = mj for each integer j
with j  n. If n ∈ N, then we will say that (Bj)∞j=0 is a central m × m Schur sequence of order n if Bj = mj
for each integer j with j  n. In this case the smallest positive integer n for which (Bj)∞j=0 is a central
m × m Schur sequence of order n is called the minimal order of the central Schur sequence (Bj)∞j=0. (We
observe that the notion of the order of a central m × m Schur sequence is slightly modiﬁed here in
comparison with the considerations in [2].) If n ∈ N0, and if (Bj)nj=0 is anm × m Schur sequence, then
them × m Schur sequence (Bj)∞j=0 deﬁned recursevely by Bk :=mk for each k ∈ Nn+1,∞ is said to be the
central m × m Schur sequence corresponding to (Bj)nj=0.
In view of the connection between matricial Schur sequences and matricial Schur functions men-
tioned above the concept of centrality can also be formulated in terms ofm × m Schur functions (see,
e.g. [2, Section 3.5.1]). Let g ∈Sm×m(D), and let g(w) =∑∞j=0 Bjwj be the Taylor series representation
of g for each w ∈ D. Then g is said to be a central m × m Schur function if (Bj)∞j=0 is a central m × m
Schur sequence. If n ∈ N, then g is called a central m × m Schur function of order n (respectively, of
minimal order n) if (Bj)
∞
j=0 is a central m × m Schur sequence of order n (respectively, of minimal
order n). Furthermore, if n ∈ N0, if (Bj)nj=0 is an m × m Schur sequence, and if (Bj)∞j=0 is the central
m × m Schur sequence corresponding to (Bj)nj=0, then the matrix function g ∈Sm×m(D) deﬁned by
g(w) :=∑∞j=0 Bjwj for each w ∈ D is also said to be the central m × m Schur function corresponding to
(Bj)
n
j=0.
Inspired by Theorem 3.9 we are going to translate the notion of a central m × m Schur sequence
into the language of J-Potapov sequences.
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Deﬁnition 5.2. Let J be anm × m signature matrix.
(a) Let n ∈ N. A sequence (Aj)∞j=0 of complexm × mmatrices is called a J-central sequence of order n
if Ak = Mk,J holds for each integer k with k  n.
(b) A sequence (Aj)
∞
j=0 of complex m × m matrices is said to be a J-central sequence if there is an
n ∈ N such that (Aj)∞j=0 is a J-central sequence of order n. In this case, the smallest integer n
for which (Aj)
∞
j=0 is a J-central sequence of order n is called the minimal order of the J-central
sequence (Aj)
∞
j=0.
Proposition 5.3. Let J be an m × m signature matrix, let n ∈ N, and let (Aj)∞j=0 be a J-central sequence of
order n. Then (Aj)
∞
j=0 is a J-Potapov sequence if and only if (Aj)
n−1
j=0 is a J-Potapov sequence.Moreover, (Aj)
∞
j=0
is a strict J-Potapov sequence if and only if (Aj)
n−1
j=0 is a strict J-Potapov sequence.
Proof. Apply Theorem 3.9. 
Remark 5.4. Let J be an m × m signature matrix, and let (Aj)∞j=0 be a sequence of complex m × m
matrices. In view of (3.10) and (3.8), then it is readily checked that (Aj)
∞
j=0 is a J-central sequence of
order 1 if and only if Aj = 0m×m for each j ∈ N.
Proposition 5.5. Let J be an m × m signature matrix, let (Aj)∞j=0 be a J-Potapov sequence, and let n ∈ N.
Then the following statements are equivalent:
(i) (Aj)
∞
j=0 is a J-central sequence of order n.
(ii) Lk+1,J = Lk,J for each integer k with k  n.
(iii) Rk+1,J = Rk,J for each integer k with k  n.
(iv) Ln,J = L∞,J .
(v) Rn,J = R∞,J .
Proof. (i) ⇔ (ii), (ii) ⇔ (iii): Use Proposition 4.1.
(ii) ⇒ (iv), (iii) ⇒ (v): These implications are trivial.
(iv) ⇒ (ii), (v) ⇒ (iii): From (4.5), Lemma 3.7 and Proposition 3.8 we get that Ln,J  Ln+k,J 
L∞,J and Rn,J  Rn+k,J  R∞,J hold for each k ∈ N0. Hence (iv) implies (ii), and (v) is sufﬁcient for
(iii). 
Corollary 5.6. Let J be an m × m signature matrix, and let (Aj)∞j=0 be a J-Potapov sequence. Suppose that
there is some k ∈ N such that Lk,J = 0m×m or Rk,J = 0m×m is fulﬁlled. Then (Aj)∞j=0 is a J-central sequence
of order k.
Proof. Use Remark 4.6 and Proposition 5.5. 
The following theorem is the second main result of this paper. It allows a deep insight into the
behaviour of J-central J-Potapov sequences. It turns out that these sequenceshave a recursive structure.
The recursion formulas obtained below are a generalization of the corresponding result for m × m
central Schur sequences (see, e.g. [2, Theorem 3.5.1]).
Theorem 5.7. Let n ∈ N, and let (Aj)∞j=0 be a J-Potapov sequence which is J-central of order n + 1. For each
integer k with k  n + 1, then
Ak = −(Ak−1,Ak−2, . . . ,Ak−n) · J[n−1]S∗n−1P+n−1,Jyn (5.6)
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and
Ak = −znQ+n−1,JS∗n−1J[n−1] · (A∗k−n,A∗k−n+1, . . . ,A∗k−1)∗. (5.7)
Proof. For each l ∈ Nwith l  n + 1, let
ρl :=
(
P+
n−1,Jyn
0(l−n)m×m
)
. (5.8)
Using the block representation (3.4) of the matrix Pn,J and Lemma 3.7 we get
Pn,Jρn+1 =
(
Pn−1,JP+n−1,Jyn
−znJ[n−1]S∗n−1P+n−1,Jyn
)
=
(
yn
Mn+1,J
)
= yn+1.
Hence there is an integer l with l  n + 1 such that
Pk−1,Jρk = yk (5.9)
holds for each k with n + 1 k  l. Taking into account (3.4), we have
Pl,Jρl+1 =
(
Pl−1,J ∗
−zlJ[l−1]S∗l−1 ∗
)(
ρl
0m×m
)
=
(
Pl−1,Jρl
−zlJ[l−1]S∗l−1ρl
)
. (5.10)
Because of Lemma 3.2 and (5.9) we can conclude
− zlJ[l−1]S∗l−1ρl = −zlJ[l−1]S∗l−1P+l−1,JPl−1,Jρl = −zlJ[l−1]S∗l−1P+l−1,Jyl
= Ml+1,J = Al+1. (5.11)
From (5.11) and (5.10) we see that (5.9) holds for k = l + 1 as well. Thus (5.9) is inductively proved for
each integer k with k  n + 1. Consequently,
Ak = (0m×(k−1)m, Im)yk = (0m×(k−1)m, Im)Pk−1,Jρk
= (0m×(k−1)m, Im)J[k−1]ρk − (0m×(k−1)m, Im)Sk−1J[k−1]S∗k−1ρk (5.12)
for each k ∈ Nn+1,∞. Obviously,
(0m×(k−1)m, Im)J[k−1]ρk = (0m×(k−1)m, J)ρk = 0m×m (5.13)
for each k ∈ Nn+1,∞. In view of (2.2) and (2.1) we have
(0m×(k−1)m, Im)Sk−1J[k−1] = (Ak−1,Ak−2, . . . ,A0)J[k−1]
= ((Ak−1,Ak−2, . . . ,Ak−n)J[n−1], ∗)
and
S∗k−1ρk =
(
S∗
n−1 ∗
0(k−n)m×(k−n)m ∗
)(
P+
n−1,Jyn
0(k−n)m×m
)
=
(
S∗
n−1P
+
n−1yn
0(k−n)m×m
)
for each k ∈ Nn+1,∞. Combining this with (5.12) and (5.13) completes the proof of (5.6). Eq. (5.7) can
be checked analogously. 
Deﬁnition 5.8. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a sequence of complex
m × m matrices. Then the sequence (Aj)∞j=0 deﬁned recursively by Ak :=Mk,J for each integer k with
k  n + 1 is called the J-central sequence corresponding to (Aj)nj=0.
In view of Definitions 5.2 and 5.8, every J-central sequence (Aj)
∞
j=0 of order n + 1 is the J-central
sequence corresponding to (Aj)
n
j=0.
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Note that, for n ∈ N0, the Im-central sequence (Bj)∞j=0 corresponding to some given m × m Schur
sequence (Bj)
n
j=0 is exactly the centralm × m Schur sequence corresponding to (Bj)nj=0.
Proposition 5.9. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence
(respectively, a strict J-Potapov sequence). Then the J-central sequence (Aj)
∞
j=0 corresponding to (Aj)
n
j=0 is
a J-Potapov sequence (respectively, a strict J-Potapov sequence).
Proof. Apply Proposition 5.3. 
Corollary 5.10. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Let (Aj)
∞
j=0 be the J-central sequence corresponding to (Aj)
n
j=0. Then (Aj)
∞
j=0 is a totally strict
J-Potapov sequence.
Proof. According to Proposition 5.9, the sequence (Aj)
∞
j=0 is a J-Potapov sequence. Since (Aj)
∞
j=0 is a
J-central sequence of order n + 1, Proposition 5.5 implies L∞,J = Ln+1,J . Thus, from Lemmata 3.3 and
3.7 we get that L∞,J is positive Hermitian, i.e., (Aj)∞j=0 is a totally strict J-Potapov sequence. 
Corollary 5.11. Let J beanm × msignaturematrix, let n ∈ N0,and let (Aj)nj=0 bea strict J-Potapov sequence.
Let U be a unitary m × mmatrix, and let
An+1 :=Mn+1,J +
√
Ln+1,JU
√
Rn+1,J .
Then (Aj)
n+1
j=0 is a J-Potapov sequence, and there is a unique J-Potapov sequence (˜Aj)
∞
j=0 such that Aj = A˜j is
fulﬁlled for each j ∈ N0,n+1 (namely, the J-central sequence corresponding to (Aj)n+1j=0 ).
Proof. From Theorem 3.9 we know that (Aj)
n+1
j=0 is a J-Potapov sequence. If (˜Aj)
∞
j=0 is the J-central
sequence corresponding to (Aj)
n+1
j=0 then according to Definition 5.8 and Proposition 5.9, (˜Aj)
∞
j=0 is a
J-Potapov sequence fulﬁlling Aj = A˜j for each j ∈ N0,n+1.
Now suppose that (˜Aj)
∞
j=0 is an arbitrary J-Potapov sequence such that Aj = A˜j is fulﬁlled for each
j ∈ N0,n+1. Taking into account Lemma 3.3 and Lemma 3.7, we get that both Ln+1,J and Rn+1,J are
positive Hermitian matrices. Hence the matrix Kn+1,J deﬁned by (4.1) fulﬁlles Kn+1,J = U. Thus, part
(a) of Proposition 4.1 yields Ln+2,J = 0m×m. Corollary 5.6 implies therefore that (˜Aj)∞j=0 is a J-central
sequence of ordern + 2. Thus, (˜Aj)∞j=0 is the J-central sequence corresponding to (Aj)n+1j=0 . This completes
the proof. 
Remark 5.12. Let J be anm × m signaturematrix, and let (Aj)0j=0 be a J-Potapov sequence. Let (Aj)∞j=0 be
the J-central sequence corresponding to (Aj)
0
j=0. Then we see from Remark 5.4, that Aj = 0m×m holds
for each j ∈ N.
Proposition 5.13. Let J be an m × m signature matrix, let n ∈ N, and let (Aj)nj=0 be a J-Potapov sequence.
Then the sequence (Aj)
∞
j=0 deﬁned recursively by
Ak := − (Ak−1,Ak−2, . . . ,Ak−n) · J[n−1]S∗n−1P+n−1,Jyn
for each integer k with k  n + 1 is exactly the J-central sequence corresponding to (Aj)nj=0.Moreover, (5.7)
holds for each integer k with k  n + 1.
Proof. Use Proposition 5.9 and Theorem 5.7. 
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Example 5.14. Let p, q ∈ N, and let E be a strictly contractive p × q matrix. Denote H(E) the Halmos
extension of E, i.e.
H(E) :=
( √
I − EE∗−1 E√I − E∗E−1
E∗
√
I − EE∗−1 √I − E∗E−1
)
.
Let J :=diag(Ip,−Iq),
A0 :=H(E) · diag(0p×p, Iq) and A1 :=H(E) · diag(Ip, 0q×q).
Then using [H(E)]∗J[H(E)] = J (see, e.g. [2, Lemma 3.6.32]) a straightforward calculation yields that the
matrix Q1,J is nonnegative Hermitian, i.e., the sequence (Aj)
1
j=0 is a J-Potapov sequence. Moreover, it
is readily checked that M2,J = 0(p+q)×(p+q) and R˜2,J = 0(p+q)×(p+q). Thus, using Lemma 3.7 and part (f)
of Lemma 3.11 we obtain R2,J = 0(p+q)×(p+q) and L2,J = 0(p+q)×(p+q). In particular, from Proposition 5.13
we see that the sequence (Aj)
∞
j=0 where Aj :=0(p+q)×(p+q) for each j ∈ N2,∞ is the J-central sequence
corresponding to (Aj)
1
j=0. Moreover, if (˜Aj)
∞
j=0 is a J-Potapov sequence fulﬁlling A˜0 = A0 and A˜1 = A1,
then Corollary 5.6 implies (Aj)
∞
j=0 = (˜Aj)∞j=0.
Having in mind Theorem 2.1, we are now going to translate the concept of J-central J-Potapov
sequences into the language of J-Potapov functions.
Deﬁnition 5.15. Let J be an m × m signature matrix, let f ∈PJ,0(D), and let (2.5) be the Taylor series
representation of f in some neighborhood of 0.
(a) Let n ∈ N. Then f is called a J-central J-Potapov function of order n if the sequence (Aj)∞j=0 is a
J-central sequence of order n.
(b) The function f is said to be a J-central J-Potapov function if (Aj)
∞
j=0 is a J-central sequence. In
this case, the minimal order of the J-central sequence (Aj)
∞
j=0 is called the minimal order of the
J-central J-Potapov function f .
In view of Proposition 5.9 and Theorem 2.1 the following definition is correct.
Deﬁnition 5.16. Let J be anm × m signaturematrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Let (Aj)
∞
j=0 be the J-central sequence corresponding to (Aj)
n
j=0, and let f ∈PJ,0(D)be such that theTaylor
series representation (2.5) holds for all w belonging to some neighborhood of 0. Then f is called the
J-central J-Potapov function corresponding to (Aj)
n
j=0.
Remark 5.17. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a strict J-Potapov
sequence. Let f be the J-central J-Potapov function corresponding to (Aj)
n
j=0. Then we easily see from
Corollary 5.10 that f is a totally strict J-Potapov function.
In a forthcoming paper we will deal with Problem (P) posed in Section 2. We will see that the
concept of J-central J-Potapov functions plays a crucial role in our treatment of Problem (P). In this
connection, Theorem 5.7 turns out to be an essential tool.
6. Interrelations between J-Potapov and Schur sequences
In [4, Section 5] we have shown that via the concept of the J-PG transform there is an intimate
connection between J-Potapov sequences andm × m Schur sequences. In this section,wewill continue
these studies by focussing on interrelations between J-central J-Potapov sequences and central Schur
sequences.
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Remark 6.1. Let J be anm × m signature matrix. Then the matrices
PJ := 1
2
(Im + J) and QJ := 1
2
(Im − J) (6.1)
are Hermitian and idempotent matrices such that
PJ + QJ = Im, PJ − QJ = J, PJQJ = 0m×m, QJPJ = 0m×m,
and
PJ J = PJ , JPJ = PJ , QJ J = −QJ , JQJ = −QJ .
In order to describe the desired interrelations between J-Potapov sequences and Schur sequences
we recall the notion of the J-Potapov–Ginzburg transform of a sequence of matrices. If κ ∈ N0 ∪ {+∞}
and if (Aj)
κ
j=0 and (Bj)
κ
j=0 are sequences of complex m × m matrices, then the sequence (Cj)κj=0 de-
ﬁned by Cj :=
∑j
k=0 AkBj−k for each j ∈ N0,κ is called the Cauchy product of (Aj)κj=0 and (Bj)κj=0. If κ ∈
N0 ∪ {+∞} and if (Aj)κj=0 is a sequence of complex m × m matrices with detA0 /= 0, then there is
a unique sequence (Bj)
κ
j=0 of complex m × m matrices such that (S(A)n )−1 = S(B)n for each n ∈ N0,κ
(see [4, Lemma 5.6 and Remark 5.8]). This sequence (Bj)
κ
j=0 is called the reciprocal sequence corre-
sponding to (Aj)
κ
j=0. Now we recall the notion which was introduced in [4, Deﬁnition 5.9, Proposition
5.14].
Deﬁnition 6.2. Let J beanm × m signaturematrix, letPJ andQJ begivenby (6.1), and letκ ∈ N0 ∪ {+∞}.
Let (Aj)
κ
j=0 be a sequence of complexm × mmatrices with det(QJA0 + PJ) /= 0. For each j ∈ N0,κ let
Xj :=PJAj + δj0QJ and Wj :=QJAj + δj0PJ
where δ00 :=1 and δj0 :=0 for each j ∈ N. Further, let (W j )κj=0 be the reciprocal sequence corresponding
to (Wj)
κ
j=0. Then the Cauchy product (Bj)
κ
j=0 of (Xj)
κ
j=0 and (W

j
)κ
j=0 is called the J-Potapov–Ginzburg
transform (short: J-PG transform) of (Aj)
κ
j=0.
Nowwe formulate the announced connection between J-Potapov sequences and Schur sequences.
Proposition 6.3. Let J be an m × m signature matrix, and let κ ∈ N0 ∪ {+∞}.
(a) If (Aj)
κ
j=0 is a J-Potapov sequence (respectively, a strict J-Potapov sequence), thendet(QJA0 + PJ) /= 0,
and the J-PG transform (Bj)
κ
j=0 of (Aj)
κ
j=0 is an m × m Schur sequence (respectively, a strict m ×
m Schur sequence) which fulﬁlls det(QJB0 + PJ) /= 0. Furthermore, (Aj)κj=0 is the J-PG transform of
(Bj)
κ
j=0.
(b) If (Bj)
κ
j=0 is anm × mSchur sequence (respectively,astrictm × mSchur sequence) such thatdet(QJB0 +
PJ) /= 0, then the J-PG transform (Aj)κj=0 of (Bj)κj=0 is a J-Potapov sequence (respectively, a strict
J-Potapov sequence), and (Bj)
κ
j=0 is the J-PG transform of (Aj)
κ
j=0.
A proof of Proposition 6.3 is given in [4, Propositions 5.16 and 5.17].
In the following, we will use the notations given in (2.2), (3.1), (5.1)–(5.4).
Proposition 6.4. Let J beanm × msignaturematrix, letκ ∈ N0 ∪ {+∞}, let (Aj)κj=0 bea J-Potapov sequence,
and let (Bj)
κ
j=0 be the J-PG transform of (Aj)
κ
j=0. Then:
(a) The matrices QJA0 + PJ and A0QJ − PJ are both nonsingular with
(QJA0 + PJ)−1 = QJB0 + PJ and (A0QJ − PJ)−1 = B0QJ − PJ .
B. Fritzsche et al. / Linear Algebra and its Applications 430 (2009) 2324–2361 2345
(b) For each k ∈ N0,κ ,
rk+1 = (QJA0 + PJ)−∗Rk+1,J(QJA0 + PJ)−1 (6.2)
and
lk+1 = (A0QJ − PJ)−1Lk+1,J(A0QJ − PJ)−∗. (6.3)
In particular, for each k ∈ N0,κ ,
rankrk+1 = rankRk+1,J and ranklk+1 = rankLk+1,J . (6.4)
Moreover, in the case κ = +∞ the equations
r∞ = (QJA0 + PJ)−∗R∞,J(QJA0 + PJ)−1, (6.5)
l∞ = (A0QJ − PJ)−1L∞,J(A0QJ − PJ)−∗, (6.6)
rankr∞ = rankR∞,J and rankl∞ = rankL∞,J (6.7)
hold.
(c) For each k ∈ N1,κ , the matrices QJ[k]S(A)k + PJ[k] and S(A)k QJ[k] − PJ[k] are both nonsingular with
(QJ[k]S
(A)
k
+ PJ[k] )−1 = QJ[k]S(B)k + PJ[k] (6.8)
and
(S
(A)
k
QJ[k] − PJ[k] )−1 = S(B)k QJ[k] − PJ[k] . (6.9)
(d) For each k ∈ N1,κ ,
mk+1 = −(A0QJ − PJ)−1
·[Mk+1,J − z(A)k (QJ[k−1]S(A)k−1 + PJ[k−1] )−1QJ[k−1]y(A)k ]
·(QJA0 + PJ)−1, (6.10)
mk+1 = −(A0QJ − PJ)−1
·[Mk+1,J − z(A)k QJ[k−1] (S(A)k−1QJ[k−1] − PJ[k−1] )−1y(A)k ]
·(QJA0 + PJ)−1, (6.11)
Mk+1,J = −(B0QJ − PJ)−1
·[mk+1 − z(B)k (QJ[k−1]S(B)k−1 + PJ[k−1] )−1QJ[k−1]y(B)k ]
·(QJB0 + PJ)−1 (6.12)
and
Mk+1,J = −(B0QJ − PJ)−1
·[mk+1 − z(B)k QJ[k−1] (S(B)k−1QJ[k−1] − PJ[k−1] )−1y(B)k ]
·(QJB0 + PJ)−1. (6.13)
(e) For each k ∈ N1,κ ,
Bk − mk = −(A0QJ − PJ)−1(Ak − Mk,J)(QJA0 + PJ)−1 (6.14)
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and
Ak − Mk,J = −(B0QJ − PJ)−1(Bk − mk)(QJB0 + PJ)−1. (6.15)
Proof. Since (Aj)
κ
j=0 is a J-Potapov sequence, Proposition 6.3 shows that the matrix QJA0 + PJ is non-
singular. From [4, Lemma 5.15] we get then that, for each k ∈ N0,κ , the matrices QJ[k]S(A)k + PJ[k] and
S
(A)
k
QJ[k] − PJ[k] are both nonsingular. Since (Bj)κj=0 is the J-PG transform of (Aj)κj=0, from [4, Proposition
5.11], for each k ∈ N0,κ , we obtain
S(B)
k
= (PJ[k]S(A)k + QJ[k] )(QJ[k]S(A)k + PJ[k] )−1 (6.16)
and consequently, because of Remark 6.1,
QJ[k]S
(B)
k
+ PJ[k] = QJ[k] (PJ[k]S(A)k + QJ[k] )(QJ[k]S(A)k + PJ[k] )−1 + PJ[k]
= QJ[k] (QJ[k]S(A)k + PJ[k] )−1 + PJ[k]
= [QJ[k] + PJ[k] (QJ[k]S(A)k + PJ[k] )](QJ[k]S(A)k + PJ[k] )−1
= (QJ[k] + PJ[k] )(QJ[k]S(A)k + PJ[k] )−1 = (QJ[k]S(A)k + PJ[k] )−1.
Similarly, taking into account additionally [4, Remark2.1] (see also [4, formula (5.15)]), Eq. (6.9) follows.
Hence, parts (a) and (c) are proved. Using [4, Proposition 5.16 and Lemma 5.15], for each k ∈ N0,κ , we
get
J[k] − (S(A)k )∗J[k]S(A)k = (QJ[k]S(B)k + PJ[k] )−∗[I − (S(B)k )∗S(B)k ](QJ[k]S(B)k + PJ[k] )−1
and, in view of parts (a) and (c), hence
I − (S(B)
k
)∗S(B)
k
= (QJ[k]S(A)k + PJ[k] )−∗[J[k] − (S(A)k )∗J[k]S(A)k ](QJ[k]S(A)k + PJ[k] )−1.
(6.17)
For each k ∈ N1,κ , from
QJ[k]S
(A)
k
+ PJ[k] =
(
QJ[k−1]S
(A)
k−1 + PJ[k−1] 0
QJ z
(A)
k
QJA0 + PJ
)
,
part (a), and part (c) we can conclude that
(QJ[k]S
(A)
k
+ PJ[k] )−1
=
(
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1 0
−(QJA0 + PJ)−1QJ z(A)k (QJ[k−1]S(A)k−1 + PJ[k−1] )−1 (QJA0 + PJ)−1
)
.
For each k ∈ N1,κ , Eq. (6.16) can therefore be rewritten in the form(
S
(B)
k−1 0
z
(B)
k
B0
)
=
(
PJ[k−1]S
(A)
k−1 + QJ[k−1] 0
PJ z
(A)
k
PJA0 + QJ
)
·
(
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1 0
−(QJA0 + PJ)−1QJ z(A)k (QJ[k−1]S(A)k−1 + PJ[k−1] )−1 (QJA0 + PJ)−1
)
.
In particular, for each k ∈ N1,κ , we have
z(B)
k
= −[−PJ + (PJA0 + QJ)(QJA0 + PJ)−1QJ ]z(A)k (QJ[k−1]S(A)k−1 + PJ[k−1] )−1.
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Taking into account (6.16) and part (a) we infer
−PJ + (PJA0 + QJ)(QJA0 + PJ)−1QJ = −PJ + B0QJ = (A0QJ − PJ)−1.
Consequently, for each k ∈ N1,κ , we obtain
z
(B)
k
= −(A0QJ − PJ)−1z(A)k (QJ[k−1]S(A)k−1 + PJ[k−1] )−1. (6.18)
On the other hand, for each k ∈ N1,κ , Lemma 3.7 yields
z
(A)
k
= z(A)
k
[J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+[J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]. (6.19)
Thus from (6.18), (6.19), and (6.17), for each k ∈ N1,κ , we can conclude
z
(B)
k
= −(A0QJ − PJ)−1z(A)k [J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+
·[J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1](QJ[k−1]S(A)k−1 + PJ[k−1] )−1
= −(A0QJ − PJ)−1z(A)k [J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+
·(QJ[k−1]S(A)k−1 + PJ[k−1] )∗[I − (S(B)k−1)∗S(B)k−1]. (6.20)
and hence, by virtue of (6.17), then
z
(B)
k
[I − (S(B)
k−1)
∗S(B)
k−1]+(z(B)k )∗
= (A0QJ − PJ)−1z(A)k [J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+
·(QJ[k−1]S(A)k−1 + PJ[k−1] )∗[I − (S(B)k−1)∗S(B)k−1](QJ[k−1]S(A)k−1 + PJ[k−1] )
·[J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+(z(A)k )∗(A0QJ − PJ)−∗
= (A0QJ − PJ)−1z(A)k [J[k−1] − (S(A)k−1)∗J[k−1]S(A)k−1]+
·(z(A)
k
)∗(A0QJ − PJ)−∗. (6.21)
From part (a) and [4, Proposition 5.13], for each k ∈ N0,κ , we get
S
(B)
k
= (S(A)
k
QJ[k] − PJ[k] )−1(−S(A)k PJ[k] + QJ[k] ) (6.22)
and therefore
I − S(B)
k
(S
(B)
k
)∗ = (S(A)
k
QJ[k] − PJ[k] )−1[J[k] − S(A)k J[k](S(A)k )∗](S(A)k QJ[k] − PJ[k] )−∗.
(6.23)
In particular,
I − B0B∗0 = (A0QJ − PJ)−1(J − A0JA∗0)(A0QJ − PJ)−∗. (6.24)
Hence (6.3) is fulﬁlled for k = 0. For each k ∈ N1,κ , Eq. (6.3) follows immediately from (6.21) and (6.24).
For each k ∈ N1,κ , from
S
(A)
k
QJ[k] − PJ[k] =
(
A0QJ − PJ 0
y
(A)
k
QJ S
(A)
k−1QJ[k−1] − PJ[k−1]
)
,
(a), and (c), we can conclude that Eq. (6.22) can be rewritten in the form(
B0 0
y(B)
k
S
(B)
k−1
)
= [(Xjl)2j,l=1] ·
(
−A0PJ + QJ 0
−y(A)
k
PJ −S(A)k−1PJ[k−1] + QJ[k−1]
)
,
where
X11 :=(A0QJ − PJ)−1, X12 :=0m×km,
X21 := − (S(A)k−1QJ[k−1] − PJ[k−1] )−1y(A)k QJ(A0QJ − PJ)−1
2348 B. Fritzsche et al. / Linear Algebra and its Applications 430 (2009) 2324–2361
and
X22 :=(S(A)k−1QJ[k−1] − PJ[k−1] )−1.
In particular, for each k ∈ N1,κ , we have
y
(B)
k
= −(S(A)
k−1QJ[k−1] − PJ[k−1] )−1y(A)k
·[QJ(A0QJ − PJ)−1(−A0PJ + QJ) + PJ ].
Taking into account (6.22) and part (a) we infer
QJ(A0QJ − PJ)−1(−A0PJ + QJ) + PJ = QJB0 + PJ = (QJA0 + PJ)−1.
Consequently, for each k ∈ N1,κ , we obtain
y
(B)
k
= −(S(A)
k−1QJ[k−1] − PJ[k−1] )−1y(A)k (QJA0 + PJ)−1 (6.25)
On the other hand, for each k ∈ N1,κ , Lemma 3.7 yields
y
(A)
k
= [J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗][J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k . (6.26)
Using (6.25), (6.26), and (6.23), for each k ∈ N1,κ , we get
y
(B)
k
= −(S(A)
k−1QJ[k−1] − PJ[k−1] )−1[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k (QJA0 + PJ)−1
= −[I − S(B)
k−1(S
(B)
k−1)
∗](S(A)
k−1QJ[k−1] − PJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k (QJA0 + PJ)−1 (6.27)
and, by virtue of (6.23), hence
(y
(B)
k
)∗[I − S(B)
k−1(S
(B)
k−1)
∗]+y(B)
k
= (QJA0 + PJ)−∗(y(A)k )∗[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+
·y(A)
k
(QJA0 + PJ)−1. (6.28)
From (6.17) we see that (6.2) is true for k = 0. For each k ∈ N1,κ , Eq. (6.2) follows from (6.17) and (6.28).
Moreover, (6.4), (6.5), and (6.6) follow immediately from (6.2) and (6.3). Further, (6.5) and (6.6) imply
(6.7).
Now we are going to prove part (d). For each k ∈ N1,κ , because of (6.27) we obtain
mk+1 = −z(B)k (S(B)k−1)∗[I − S(B)k−1(S(B)k−1)∗]+y(B)k
= z(B)
k
(S
(B)
k−1)
∗[I − S(B)
k−1(S
(B)
k−1)
∗]+
·[I − S(B)
k−1(S
(B)
k−1)
∗](S(A)
k−1QJ[k−1] − PJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k (QJA0 + PJ)−1. (6.29)
Applying Lemma 3.2 (with J = Im), for each k ∈ N1,κ , we get
z(B)
k
(S
(B)
k−1)
∗ = z(B)
k
(S
(B)
k−1)
∗[I − S(B)
k−1(S
(B)
k−1)
∗]+[I − S(B)
k−1(S
(B)
k−1)
∗]. (6.30)
Using (6.29), (6.30), (6.22), and (6.18), for each k ∈ N1,κ , we infer then
mk+1 = z(B)k (−S(A)k−1PJ[k−1] + QJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k (QJA0 + PJ)−1
= −(A0QJ − PJ)−1z(A)k
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·(QJ[k−1]S(A)k−1 + PJ[k−1] )−1(−S(A)k−1PJ[k−1] + QJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k (QJA0 + PJ)−1. (6.31)
Using Remark 6.1 we can conclude that
(−S(A)
k−1PJ[k−1] + QJ[k−1] )∗ + (QJ[k−1]S(A)k−1 + PJ[k−1] )J[k−1](S(A)k−1)∗
= QJ[k−1] + QJ[k−1]S(A)k−1J[k−1](S(A)k−1)∗
= −QJ[k−1] [J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗] (6.32)
for each k ∈ N1,κ . From (3.8), (6.32), and (6.26), for each k ∈ N1,κ , we get
z
(A)
k
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1(−S(A)k−1PJ[k−1] + QJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k
= z(A)
k
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1(−S(A)k−1PJ[k−1] + QJ[k−1] )∗
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k
+z(A)
k
J[k−1](S
(A)
k−1)
∗[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k + Mk+1,J
= z(A)
k
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1
·[(−S(A)
k−1PJ[k−1] + QJ[k−1] )∗ + (QJ[k−1]S(A)k−1 + PJ[k−1] )J[k−1](S(A)k−1)∗]
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k + Mk+1,J
= −z(A)
k
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1QJ[k−1] [J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]
·[J[k−1] − S(A)k−1J[k−1](S(A)k−1)∗]+y(A)k + Mk+1,J
= −z(A)
k
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1QJ[k−1]y(A)k + Mk+1,J
and, in view of (6.31), hence (6.10). Because of Remark 6.1, for each k ∈ N1,κ , we have
QJ[k−1] (S
(A)
k−1QJ[k−1] − PJ[k−1] ) = (QJ[k−1]S(A)k−1 + PJ[k−1] )QJ[k−1]
and in view of part (a) and part (c) consequently
(QJ[k−1]S
(A)
k−1 + PJ[k−1] )−1QJ[k−1] = QJ[k−1] (S(A)k−1QJ[k−1] − PJ[k−1] )−1.
Hence (6.10) implies (6.11). Equations (6.12) and (6.13) can be checked similarly.
Nowwewill prove part (e). In the case k = 1 Eq. (6.14) follows immediately from (6.25). Because of
(a) and (c), for each k ∈ N1,κ , we have
S
(A)
k
QJ[k] − PJ[k] =
(
S
(A)
k−1QJ[k−1] − PJ[k−1] 0
z
(A)
k
QJ[k−1] A0QJ − PJ
)
and
(S(A)
k
QJ[k] − PJ[k] )−1 = (Yjl)2j,l=1
where
Y11 :=(S(A)k−1QJ[k−1] − PJ[k−1] )−1,
Y21 := − (A0QJ − PJ)−1z(A)k QJ[k−1] (S(A)k−1QJ[k−1] − PJ[k−1] )−1,
Y12 :=0km×m, and Y22 :=(A0QJ − PJ)−1.
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Thus, for each k ∈ N2,κ , from (6.25) and (6.11) we get then
Bk = (0, Im)y(B)k = −(0, Im)(S(A)k−1QJ[k−1] − PJ[k−1] )−1y(A)k (QJA0 + PJ)−1
= −(A0QJ − PJ)−1
·[Ak − z(A)k−1QJ[k−2] (S(A)k−2QJ[k−2] − PJ[k−2] )−1y(A)k−1](QJA0 + PJ)−1
= −(A0QJ − PJ)−1(Ak − Mk,J)(QJA0 + PJ)−1 + mk
and consequently (6.14). For each k ∈ N1,κ , Eq. (6.15) is an immediate consequence of (6.14) and part
(a). 
The following theorem is the third main result of this paper. It shows that the concept of centrality
is invariant with respect to J-PG transformation.
Theorem 6.5. Let J be anm × msignaturematrix, let (Aj)∞j=0 be a J-Potapov sequence, and let (Bj)∞j=0 be the
J-PG transformof (Aj)
∞
j=0. Then (Bj)
∞
j=0 is anm × mSchur sequence.Moreover, the following statements hold:
(a) Let n ∈ N. Then the following statements are equivalent:
(i) (Aj)
∞
j=0 is a J-central sequence of order n (respectively, of minimal order n).
(ii) (Bj)
∞
j=0 is a central m × m Schur sequence of order n (respectively, of minimal order n).
(b) The following statements are equivalent:
(iii) (Aj)
∞
j=0 is a J-central sequence.
(iv) (Bj)
∞
j=0 is a central m × m Schur sequence.
Proof. Taking into account Proposition 6.3 it is sufﬁcient to prove that (Aj)
∞
j=0 is a J-central sequence
of order n if and only if (Bj)
∞
j=0 is a centralm × m Schur sequence of order n. However, this equivalence
follows immediately from parts (a) and (e) of Proposition 6.4. 
Proposition 6.6. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Denote (Bj)
n
j=0 the J-PG transform of (Aj)
n
j=0. Let (Aj)
∞
j=0 be the J-central sequence corresponding to (Aj)
n
j=0,
and let (Bj)
∞
j=0 be the Im-central sequencecorresponding to (Bj)
n
j=0.Then (Aj)
∞
j=0 is a J-Potapov sequence, (Bj)
∞
j=0
is an m × m Schur sequence, and (Bj)∞j=0 is the J-PG transform of (Aj)∞j=0.
Proof. According to Proposition 5.9, the sequence (Aj)
∞
j=0 is a J-Potapov sequence. Let (˜Bj)
∞
j=0 be the
J-PG transform of (Aj)
∞
j=0. Then from [4, Remark 5.10]we get that (˜Bj)
n
j=0 is the J-PG transform of (Aj)
n
j=0,
i.e., we have
(˜Bj)
n
j=0 = (Bj)nj=0. (6.33)
Since (Aj)
∞
j=0 is a J-central sequence of order n + 1, Theorem 6.5 implies that (˜Bj)∞j=0 is a centralm × m
Schur sequenceofordern + 1.Thus, inviewof (5.2), (3.8),Definitions5.2, and5.8, thesequence (˜Bj)∞j=0 is
the Im-central sequence corresponding to (˜Bj)
n
j=0. Taking into account (6.33),weobtain (˜Bj)
∞
j=0 = (Bj)∞j=0.
Thus, (Bj)
∞
j=0 is the J-PG transform of (Aj)
∞
j=0, and (Bj)
∞
j=0 is anm × m Schur sequence. 
In the following we will translate the results obtained in Theorem 6.5 and Proposition 6.6 into the
language of J-Potapov functions andm × m Schur functions.
Remark 6.7. Let J be anm × m signature matrix, and let the matrices PJ and QJ be deﬁned by (6.1). Let
f ∈PJ,0(D). From [4, Proposition 3.4] it follows that det(QJ f (w) + PJ) /= 0 holds for each w ∈ Hf and
that the matrix-valued function
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g :=(PJ f + PJ)(QJ f + PJ)−1 (6.34)
belongs to Sm×m(D). Let (2.5) be the Taylor series representation of f in some neighborhood of
0. Then Theorem 2.1 yields that (Aj)
∞
j=0 is a J-Potapov sequence. Let (Bj)
∞
j=0 be the sequence of the
Taylor coefﬁcients of g. Furthermore, for each n ∈ N0, let PJ[n] := 12 (I + J[n]) and QJ[n] := 12 (I − J[n]). Then
[4, Remark 6.1] shows that det(QJ[n]S
(A)
n + PJ[n] ) /= 0 and S(B)n = (PJ[n]S(A)n + QJ[n] )(QJ[n]S(A)n + PJ[n] )−1 are
fulﬁlled for each n ∈ N0. Thus, using [4, Proposition 5.11] we get that (Bj)∞j=0 is the J-PG transform of
(Aj)
∞
j=0.
Theorem 6.8. Let J be an m × m signature matrix, and let the matrices PJ and QJ be deﬁned by (6.1). Let
f ∈PJ,0(D), and let g be deﬁned by (6.34). Then:
(a) Let n ∈ N. Then the following statements are equivalent:
(i) f is a J-central J-Potapov function of order n (respectively, of minimal order n).
(ii) g is a central m × m Schur function of order n (respectively, of minimal order n).
(b) The following statements are equivalent:
(iii) f is a J-central J-Potapov function.
(iv) g is a central m × m Schur function.
Proof. Use Remark 6.7 and Theorem 6.5. 
Proposition 6.9. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Denote (Bj)
n
j=0 the J-PG transform of (Aj)
n
j=0. Let f be the J-central J-Potapov function corresponding to
(Aj)
n
j=0, and let g be deﬁned by (6.34). Then (Bj)
n
j=0 is an m × m Schur sequence, and g is the central m × m
Schur function corresponding to (Bj)
n
j=0.
Proof. From part (a) of Proposition 6.3 we know that (Bj)
n
j=0 is anm × m Schur sequence. Moreover, [4,
Proposition 3.4] implies g ∈Sm×m(D). Let (˜Bj)∞j=0 be the sequence of Taylor coefﬁcients of g. Then the
combination of Remark 6.7 and Proposition 6.6 yields that (˜Bj)
∞
j=0 is exactly the Im-central sequence
corresponding to (Bj)
n
j=0. Thus, in view of (5.2), (3.8), and Definition 5.8, the proof is complete. 
7. On the rank characteristic of a J-Potapov sequence
In this section, we study certain algebraic aspects of the behaviour of ﬁnite or inﬁnite J-Potapov
sequences (Aj)
κ
j=0. We will see that much information about a J-Potapov sequence (Aj)
κ
j=0 is contained
in the sequences of m × m matrices (Lk+1,J)κk=0 and (Rk+1,J)κk=0 which are deﬁned in (3.6), (3.7), and
(3.10). Combination of Lemma3.7 and Proposition 3.8 shows that (Lk+1,J)κk=0 and (Rk+1,J)
κ
k=0 aremonot-
onously nonincreasing sequences of nonnegative Hermitianm × mmatrices. Important aspects of the
behaviour of a J-Potapov sequence (Aj)
κ
j=0 are contained in the sequences (J[n] − (S(A)n )∗J[n]S(A)n )κn=0 and
(J[n] − S(A)n J[n](S(A)n )∗)κn=0. A closer look at Lemma 3.11 shows that the ranks and determinants of these
matrices are completely determined by the sequences (Lk+1,J)κk=0 and (Rk+1,J)
κ
k=0. In continuation of
this line of ideas we introduce the following notion.
Deﬁnition 7.1. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Let
σk :=
{
m − rankR1,J if k = 0
rankRk,J − rankRk+1,J if k ∈ N1,κ .
Then the sequence (σj)
κ
j=0 is called the rank characteristic of the J-Potapov sequence (Aj)
κ
j=0.
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Remark 7.2. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence with rank characteristic (σj)
κ
j=0. Then from part (f) of Lemma 3.11 we get
σk =
{
m − rankL1,J if k = 0
rankLk,J − rankLk+1,J if k ∈ N1,κ . (7.1)
In view of Lemma 3.7 and Proposition 3.8, (Rk+1,J)κk=0 is amonotonously nonincreasing sequence of
nonnegative Hermitian matrices. Hence, the sequence (rankRk+1,J)κk=0 is a monotonously nonincreas-
ing sequence of nonnegative integers with rankR1,J  m. Thus, (σj)κj=0 is a sequence of nonnegative
integers which fulﬁlls
κ∑
j=0
σj  m. (7.2)
In particular, at mostmmembers of the sequence (σj)
κ
j=0 do not vanish.
Moreover, σk  rankRk,J  m holds for each k ∈ N1,κ .
Lemma 7.3. Let J be anm × msignaturematrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov sequence
with rank characteristic (σj)
κ
j=0. For each n ∈ N0,κ , then
rank
[
J[n] − (S(A)n )∗J[n]S(A)n
]
= (n + 1)m −
n∑
j=0
(n + 1 − j)σj. (7.3)
Proof. The case n = 0 is trivial. If κ  1, then part (a) of Lemma 3.11 and Definition 7.1 yield
rank
[
J[n] − (S(A)n )∗J[n]S(A)n
]
= rank[J[n−1] − (S(A)n−1)∗J[n−1]S(A)n−1] + m −
n∑
j=0
σj
for each n ∈ N1,κ . Hence, (7.3) follows by induction. 
Observe that the special choice of the signature matrix J = Im ensures that Definition 7.1 includes
the notion of the rank characteristic of anm × m Schur sequence.
Remark 7.4. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Then from Proposition 6.3 and part (b) of Proposition 6.4 one can easily see that the J-PG
transform (Bj)
κ
j=0 of (Aj)
κ
j=0 is anm × m Schur sequence and the rank characteristic of (Bj)κj=0 coincides
with the rank characteristic of the J-Potapov sequence (Aj)
κ
j=0.
Remark 7.5. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (Aj)κj=0 be a J-Potapov
sequence. Let (σj)
κ
j=0 be the rank characteristic of (Aj)
κ
j=0 and let (Bj)
κ
j=0 the J-PG transform of (Aj)
κ
j=0.
Then from [4, Propositions 5.16, 5.17], and Lemma 7.3 one can easily see that the following statements
are equivalent:
(i) (Aj)
κ
j=0 is a strict J-Potapov sequence.
(ii) (Bj)
κ
j=0 is a strictm × m Schur sequence.
(iii) σj = 0 for each j ∈ N0,κ .
Remark 7.6. Let J be an m × m signature matrix, let n ∈ N, let (Aj)nj=0 be a J-Potapov sequence with
rank characteristic (σj)
n
j=0, and let (Aj)
∞
j=0 be the J-central sequence corresponding to (Aj)
n
j=0. According
to Proposition 5.5 then Rk,J = Rn+1,J holds for each integer k with k  n + 1. In particular, (Aj)∞j=0 has
the rank characteristic (σj)
∞
j=0 where σk :=0 for each integer k with k  n + 1.
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Our next consideration deals with a particular extension problem for J-Potapov sequences. This
will be explained now. Let J be an m × m signature matrix, let n ∈ N, and let (Aj)n−1j=0 be a J-Potapov
sequence. Moreover, denote Rn,J the matrix deﬁned via (3.7) and (3.10). If An is a complex m × m
matrix such that (Aj)
n
j=0 is a J-Potapov sequence and ifRn+1,J is deﬁnedvia (3.7), then the combinationof
Lemma3.7 andProposition3.8 shows that rankRn+1,J  rankRn,J . Conversely, ifρ is an integer satisfying
0 ρ  rankRn,J wewill construct a complexm × mmatrixAn such that (Aj)nj=0 is a J-Potapov sequence
for which the matrix Rn+1,J deﬁned via (3.7) satisﬁes the condition rankRn+1,J = ρ.
Proposition 7.7. Let J be an m × m signature matrix, let n ∈ N and let (Aj)n−1j=0 be a J-Potapov sequence.
Let ρ be an integer such that 0 ρ  rankRn,J . Then there is a complex m × mmatrix An such that (Aj)nj=0
is a J-Potapov sequence with rankRn+1,J = ρ.
Proof. From Lemma 3.7 we know that the matrices Ln,J and Rn,J are nonnegative Hermitian. Let λ1 
λ2  · · · λm (respectively, ω1  ω2  · · · ωm) be the eigenvalues of Rn,J (respectively, of Ln,J). Then
there are unitary complexm × mmatrices U and V such that
U∗Rn,JU =  and V∗Ln,JV =  (7.4)
where :=diag(λ1, λ2, . . . , λm) and :=diag(ω1,ω2, . . . ,ωm). In particular, from (7.4) it follows:
V∗L+n,JV = +. (7.5)
Let σn :=rankRn,J − ρ. Then we have 0 σn  m. Let
 :=
⎧⎨⎩
Im if σn = m
diag(Iσn , 0(m−σn)×(m−σn)) if 1 σn  m − 1
0m×m if σn = 0.
The application of part (f) of Lemma 3.11 provides us rankLn,J = rankRn,J  σn. Thus,
+ =  (7.6)
follows. As product of contractive complex matrices the matrix K :=VU∗ is contractive. Applying
Theorem 3.9 we get that An :=Mn,J +
√
Ln,JK
√
Rn,J is a matrix such that (Aj)
n
j=0 is a J-Potapov sequence.
From Proposition 4.1 we get then that the matrix Rn+1,J fulﬁlls
Rn+1,J =
√
Rn,J(I − K∗n,JKn,J)
√
Rn,J ,
where Kn,J :=
√
Ln,J
+
(An − Mn,J)
√
Rn,J
+ = √Ln,J+√Ln,JK√Rn,J√Rn,J+. Thus, we obtain
Rn+1,J = Rn,J −
√
Rn,JK
∗
n,JKn,J
√
Rn,J = Rn,J −
√
Rn,JK
∗Ln,JL+n,JK
√
Rn,J
= Rn,J − UU∗
√
Rn,JU
∗
V∗Ln,JVV∗L+n,JVU
∗
√
Rn,JUU
∗.
Taking into account (7.4), (7.5), (7.6), and ∗ = we can conclude
Rn+1,J = Rn,J − U
√
∗+
√
U∗ = Rn,J − U
√

√
U∗
= U
√
(I −)
√
U∗ = U(I −)U∗
and consequently
rankRn+1,J = rank[(I −)] = rankRn,J − σn = ρ.
Thus, the proof is complete. 
Remark 7.8. Let J be an m × m signature matrix, let n ∈ N and let (Aj)n−1j=0 be a J-Potapov sequence
with rank characteristic (σj)
n−1
j=0 . Let σn be an integer such that 0 σn  m −
∑n−1
j=0 σj . According to
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Proposition 7.7, then there is a complexm × mmatrix An such that (Aj)nj=0 is a J-Potapov sequencewith
rank characteristic (σj)
n
j=0.
Remark 7.9. Let n ∈ N and let (Bj)n−1j=0 be an m × m Schur sequence with rank characteristic (σj)n−1j=0 .
Let σn be an integer such that 0 σn  m −∑n−1j=0 σj . Taking into account Remark 7.8 with J = Im we
see that there is a complex m × m matrix Bn such that (Bj)nj=0 is an m × m Schur sequence with rank
characteristic (σj)
n
j=0.
Remark 7.10. Let κ ∈ N0 ∪ {+∞} and let (Aj)κj=0 be a J-Potapov sequence with rank characteristic
(σj)
κ
j=0. In view of (2.2), (2.3), (3.7), and (3.10), it is readily checked that for each complex number
ν with |ν| = 1, the sequence (νAj)κj=0 is a J-Potapov sequence with rank characteristic (σj)κj=0.
Remark 7.11. Let J be anm × m signaturematrix and let σ ∈ N0,m. Taking into account that J is unitarily
equivalent to a diagonal matrix the diagonal elements of which are equal to 1 or to −1, one can easily
see that there is a J-contractive matrix A such that rank(J − A∗JA) = σ .
Remark 7.12. Let J be an m × m signature matrix and let σ ∈ N0,m. In view of Remark 7.11, [4, Propo-
sition 5.16, Lemma 5.15], one can see then that there is a contractive complex m × m matrix B which
fulﬁlls det(QJB + PJ) /= 0 and rank(I − B∗B) = σ .
Proposition 7.13. Let J be an m × m signature matrix, let κ ∈ N0 ∪ {+∞}, and let (σj)κj=0 be a sequence of
nonnegative integers such that
∑κ
j=0 σj  m. Then there is a J-Potapov sequence (Aj)κj=0 with rank charac-
teristic (σj)
κ
j=0.
Proof. Use Remarks 7.11 and 7.8. 
Corollary 7.14. Letκ ∈ N0 ∪ {+∞}and let (σj)κj=0 bea sequenceofnonnegative integers such that
∑n
j=0 σj 
m. Then there is an m × m Schur sequence with rank characteristic (σj)κj=0.
Proof. Use Proposition 7.13 with J = Im. 
In view of Theorem 2.1, now we are going to translate our considerations into the language of
J-Potapov functions and matricial Schur functions.
Deﬁnition 7.15. Let J be an m × m signature matrix, let f ∈PJ,0(D) and let (2.5) be the Taylor series
representation of f in some neighborhood of 0. Then the rank characteristic of the J-Potapov sequence
(Aj)
∞
j=0 is also said to be the rank characteristic of f .
Observe that the special choice of the signature matrix J = Im ensures that Definition 7.15 includes
the notion of the rank characteristic of anm × m Schur function inD.
Proposition 7.16. Let J be anm × msignaturematrix, let f ∈PJ,0(D) and let (σj)∞j=0 be the rank character-
istic of f . Then det(QJ f (w) + PJ) /= 0 for each w ∈ Hf and thematrix-valued function g :=(PJ f + QJ)(QJ f +
PJ)
−1 is an m × m Schur function inD with rank characteristic (σj)∞j=0.
Proof. Use Remarks 6.7 and 7.4. 
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Remark 7.17. Let J be an m × m signature matrix and let g ∈Sm×m(D) be such that the function
det(QJg + PJ) does not vanish at the origin. From [4, Proposition 3.4] and Proposition 7.16 we see then
that f :=(PJg + QJ)(QJg + PJ)−1 belongs toPJ,0 (D) and that the rank characteristics of g and f coincide.
8. Further considerations on the left and right Schur complements belonging to a J-Potapov
sequence
The goal of this section can be formulated as follows. Let J be anm × m signaturematrix, let n ∈ N0,
and let (Aj)
n
j=0 be a J-Potapov sequence. Then we want to characterize the ordered pairs [L,R] of non-
negative Hermitianm × mmatrices L and R for which there exists a complexm × mmatrix An+1 such
that (Aj)
n+1
j=0 is a J-Potapov sequence for which the conditions Ln+2,J = L and Rn+2,J = R are satisﬁed.
Proposition 8.1. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let L and R be Hermitian matrices belonging toCm×m such that
Ln+1,J  L  0 and Rn+1,J  R  0. (8.1)
Let ψ1  ψ2  · · · ψm (respectively,φ1  φ2  · · · φm) be the eigenvalues of :=
√
Ln+1,J
+
(Ln+1,J −
L)
√
Ln+1,J
+
(respectively,  :=
√
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
). Then the following statements are equiva-
lent:
(i) There is an An+1 ∈ Cm×m such that (Aj)n+1j=0 is a J-Potapov sequence with Ln+2,J = L and Rn+2,J = R.
(ii) ψj = φj for each j ∈ N1,m.
Proof. Because of (8.1) the matrices and are both Hermitian and
0
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
 I and 0  I
hold. Hence for each j ∈ N1,m we have
ψj ∈ [0, 1] and φj ∈ [0, 1]. (8.2)
(i) ⇒ (ii): According to Proposition 4.1, we get that Kn+1,J deﬁned by (4.1) is a contractive complex
matrix and that√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
= Kn+1,JK∗n+1,J
and √
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
= K∗n+1,JKn+1,J
are valid. Consequently, (ii) follows.
(ii) ⇒ (i): According to (8.2) the matrix
P :=diag
(√
ψ j
)m
j=1 (8.3)
is well-deﬁned and contractive. From (8.1) we see that
R(L) ⊆R
(√
Ln+1,J
)
and R(R) ⊆R(
√
Rn+1,J)
hold. Consequently√
Ln+1,J
√
Ln+1,J
+
L = L and
√
Rn+1,J
+√
Rn+1,JR = R (8.4)
are true. Since L and R are Hermitian, this implies
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L
√
Ln+1,J
+√
Ln+1,J = L and R
√
Rn+1,J
√
Rn+1,J
+
= R. (8.5)
Let ρ :=rankRn+1,J . From part (f) of Lemma 3.11 we know that ρ = rankLn+1,J holds. Since thematri-
ces
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
and
√
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+
are idempotent and Hermitian, we can then
conclude that there are unitary complexm × mmatricesW and X such that
W∗
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
W = ρ
and
X∗
√
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+
X = ρ ,
where
ρ :=
⎧⎨⎩
Im if ρ = m
diag(Iρ , 0(m−ρ)×(m−ρ)) if 1 ρ  m − 1
0m×m if ρ = 0.
From (8.1) we get then
0W∗
√
Ln+1,J
+
L
√
Ln+1,J
+
W  ρ (8.6)
and
0 X∗
√
Rn+1,J
+
R
√
Rn+1,J
+
X  ρ . (8.7)
We consider the case 1 ρ  m − 1. Because of (8.6) and (8.7) there are nonnegative Hermitian com-
plex ρ × ρ matrices S and T such that
W∗
√
Ln+1,J
+
L
√
Ln+1,J
+
W = diag(S, 0(m−ρ)×(m−ρ)) (8.8)
and
X∗
√
Rn+1,J
+
R
√
Rn+1,J
+
X = diag(T , 0(m−ρ)×(m−ρ)). (8.9)
Hence there are nondecreasing sequences (ηj)
ρ
j=1 and (νj)
ρ
j=1 of real numbers and unitary complex
ρ × ρ matrices U and V such that
U∗(Iρ − S)U = diag(ηk)ρk=1 and V∗(Iρ − T)V = diag(νk)
ρ
k=1.
Setting G :=W · diag(U, Im−ρ),H :=X · diag(V , Im−ρ), and ηk :=0 and νk :=0 for each k ∈ Nρ+1,m we get
G∗
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
G
= (W · diag(U, Im−ρ))∗
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
W · diag(U, Im−ρ)
= diag(U∗, Im−ρ) · W∗
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
W · diag(U, Im−ρ)
−diag(U∗, Im−ρ) · W∗
√
Ln+1,J
+
L
√
Ln+1,J
+
W · diag(U, Im−ρ)
= diag(U∗, Im−ρ)ρdiag(U, Im−ρ)
−diag(U∗, Im−ρ)diag(S, 0(m−ρ)×(m−ρ))diag(U, Im−ρ)
= diag(U∗, Im−ρ)diag(Iρ − S, 0(m−ρ)×(m−ρ))diag(U, Im−ρ)
= diag(U∗(Iρ − S)U, 0(m−ρ)×(m−ρ)) = diag(ηk)mk=1
and analogously
H∗
√
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
H = diag(νk)mk=1.
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Since G and H are unitary complexm × mmatrices standard arguments of linear algebra yield ηj = ψj
and νj = φj for each j ∈ N1,m. Hence because of (ii) and (8.3) then
G∗
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
G = P2 (8.10)
and
H∗
√
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
H = P2 (8.11)
follow. Taking into account (8.2) we see that thematrix Kn+1 :=GPH∗ is contractive. Moreover, because
there exists a complex ρ × ρ matrix P˜ such that P = diag(˜P, 0(m−ρ)×(m−ρ)) we have√
Ln+1,J
+√
Ln+1,JKn+1
=
√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
Kn+1
= WρW∗Kn+1 = WρW∗GPH∗
= WρW∗W · diag(U, Im−ρ) · PH∗ = Wρ · diag(U, Im−ρ) · PH∗
= W · diag(Iρ , 0(m−ρ)×(m−ρ))diag(U, Im−ρ)diag(˜P, 0(m−ρ)×(m−ρ)) · H∗
= W · diag(UP˜, 0(m−ρ)×(m−ρ)) · H∗
= W · diag(U, Im−ρ)diag(˜P, 0(m−ρ)×(m−ρ)) · H∗
= W · diag(U, Im−ρ) · PH∗ = GPH∗ = Kn+1 (8.12)
and analogously
Kn+1
√
Rn+1,J
√
Rn+1,J
+
= Kn+1. (8.13)
Setting An+1 :=Mn+1,J +
√
Ln+1,JKn+1
√
Rn+1,J from Theorem 3.9 we can conclude then that (Aj)n+1j=0 is a
J-Potapov sequence. Eqs. (8.12) and (8.13) yield√
Ln+1,J
+
(An+1 − Mn+1,J)
√
Rn+1,J
+
=
√
Ln+1,J
+√
Ln+1,JKn+1
√
Rn+1,J
√
Rn+1,J
+
= Kn+1.
Consequently, from Proposition 4.1 we see that
Ln+2,J =
√
Ln+1,J(I − Kn+1K∗n+1)
√
Ln+1,J (8.14)
and
Rn+2,J =
√
Rn+1,J(I − K∗n+1Kn+1)
√
Rn+1,J (8.15)
are true. From (8.10) and (8.11) we obtain√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
= GP2G∗
and √
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
= HP2H∗.
Hence√
Ln+1,JKn+1,JK∗n+1,J
√
Ln+1,J
=
√
Ln+1,JGPH∗HPG∗
√
Ln+1,J
=
√
Ln+1,JGPPG∗
√
Ln+1,J =
√
Ln+1,JGP2G∗
√
Ln+1,J
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=
√
Ln+1,J
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+√
Ln+1,J
= Ln+1,J −
√
Ln+1,J
√
Ln+1,J
+
L
√
Ln+1,J
+√
Ln+1,J . (8.16)
Using (8.16), (8.4), and (8.5) we get√
Ln+1,J(I − Kn+1K∗n+1)
√
Ln+1,J = Ln+1,J −
√
Ln+1,JKn+1K∗n+1
√
Ln+1,J
=
√
Ln+1,J
√
Ln+1,J
+
L
√
Ln+1,J
+√
Ln+1,J = L. (8.17)
Similarly, one can prove that√
Rn+1,J(I − K∗n+1Kn+1)
√
Rn+1,J = R (8.18)
is valid. Comparing (8.14) and (8.17) we obtain Ln+2,J = L. Analogously, Rn+2,J = R follows from (8.15)
and (8.18). Thus, in the case 1 ρ  m − 1 the proof is complete. In the cases ρ = 0 and ρ = m the
assertion can be shown similarly. 
Corollary 8.2. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let L ∈ Cm×m be a Hermitian matrix such that Ln+1,J  L  0. Then there exists an An+1 ∈ Cm×m
such that (Aj)
n+1
j=0 is a J-Potapov sequence with Ln+2,J = L.
Proof. Let λ1  λ2  · · · λm (respectively,ω1  ω2  · · · ωm) be the eigenvalues of Ln+1,J (respec-
tively, of Rn+1,J). Then there are unitary complexm × mmatrices U and V such that
U∗Ln+1,JU =  and V∗Rn+1,JV =  (8.19)
where  :=diag(λ1, λ2, . . . , λm) and  :=diag(ω1,ω2, . . . ,ωm). Part (f) of Lemma 3.11 provides us
rank Ln+1,J = rankRn+1,J . Thus, we obtain+ = + and hence
V∗
√
Rn+1,J
+√
Rn+1,JV = + = + = U∗
√
Ln+1,J
+√
Ln+1,JU. (8.20)
Let
R :=
√
Rn+1,JVU∗
√
Ln+1,J
+
L
√
Ln+1,J
+
UV∗
√
Rn+1,J . (8.21)
Obviously, R is a nonnegative Hermitian matrix. Moreover, from L  Ln+1,J we get√
Ln+1,J
+
L
√
Ln+1,J
+

√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+
= Ln+1,JL+n+1,J  Im
and therefore R 
√
Rn+1,JVU∗UV∗
√
Rn+1,J = Rn+1,J , i.e., the matrix R fulﬁlls
Rn+1,J  R  0. (8.22)
Let
 :=
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
and
 :=
√
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
.
Then using (8.21) and (8.20), and the identities
√
Rn+1,J
+
Rn+1,J
√
Rn+1,J
+ =
√
Rn+1,J
+√
Rn+1,J and√
Ln+1,J
+
Ln+1,J
√
Ln+1,J
+ =
√
Ln+1,J
+√
Ln+1,J we obtain
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V∗V = V∗
√
Rn+1,J
+
(Rn+1,J − R)
√
Rn+1,J
+
V
= V∗
√
Rn+1,J
+√
Rn+1,JV
−V∗
√
Rn+1,J
+√
Rn+1,JVU∗
√
Ln+1,J
+
L
√
Ln+1,J
+
UV∗
√
Rn+1,J
√
Rn+1,J
+
V
= U∗
√
Ln+1,J
+√
Ln+1,JU
−U∗
√
Ln+1,J
+√
Ln+1,JUU∗
√
Ln+1,J
+
L
√
Ln+1,J
+
UU∗
√
Ln+1,J
√
Ln+1,J
+
U
= U∗
√
Ln+1,J
+
(Ln+1,J − L)
√
Ln+1,J
+
U
= U∗U. (8.23)
Let φ1  φ2  · · · φm (respectively, ψ1  ψ2  · · · ψm) be the eigenvalues of  (respectively, of
). Then (8.23) yields that φj = ψj for each j ∈ N1,m. Thus, in view of (8.22) and Proposition 8.1 the
proof is complete. 
Analogously, one can prove the following result.
Corollary 8.3. Let J be an m × m signature matrix, let n ∈ N0, and let (Aj)nj=0 be a J-Potapov sequence.
Further, let R ∈ Cm×m be a Hermitian matrix such that Rn+1,J  R  0. Then there exists an An+1 ∈ Cm×m
such that (Aj)
n+1
j=0 is a J-Potapov sequence with Rn+2,J = R.
Appendix A. Some particular considerations on matrices
In this section let p, q, r ∈ N. The following statements are frequently used in this paper.
Remark A.1. Let A ∈ Cp×q, and let B ∈ Cp×r . Then it is readily checked thatR(B) ⊆R(A) if and only if
AA+B = B.
Remark A.2. Let E ∈ C(p+q)×(p+q) and let
E =
(
A B
C D
)
(A.1)
be the block partition of E with p × p block A. Then using the well-known Schur block decomposition
of matrices it is readily checked that the following statements hold (see, e.g. [2, Lemma 1.1.7]):
(a) IfR(B) ⊆R(A) andR(C∗) ⊆R(A∗), then
det E = detA · det(D − CA+B) and rankE = rankA + rank(D − CA+B). (A.2)
(b) IfR(C) ⊆R(D) andR(B∗) ⊆R(D∗), then
det E = detD · det(A − BD+C) and rankE = rankD + rank(A − BD+C). (A.3)
Remark A.3. Let E ∈ C(p+q)×(p+q) and let the block partition of E be given by (A.1) where A is a p × p
block. Then the following statements are equivalent (see, e.g. [2, Lemma 1.1.9]):
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(i) E ∈ C(p+q)×(p+q) .
(ii) A ∈ Cp×p ,C = B∗,R(B) ⊆R(A), and D − CA+B ∈ Cq×q .
(iii) D ∈ Cq×q ,B = C∗,R(C) ⊆R(D), and A − BD+C ∈ Cp×p .
Moreover, if (i) is fulﬁlled then Remark A.2 implies that (A.2) and (A.3) hold.
Remark A.4. Let M ∈ Cp×q, let L ∈ Cp×p , and let R ∈ Cq×q . Let X ∈ Cp×q such that R(X − M) ⊆R(L)
andR[(X − M)∗] ⊆R(R) hold. Further, let the matrices KX , LX , and RX be given by
KX :=
√
L
+
(X − M)√R+, (A.4)
LX :=L − (X − M)R+(X − M)∗, (A.5)
and
RX :=R − (X − M)∗L+(X − M). (A.6)
Then it is readily checked that X = M + √LKX
√
R,
LX =
√
L(I − KXK∗X )
√
L, and RX =
√
R(I − K∗XKX )
√
R, (A.7)
and that the following statements are equivalent:
(i) LX = L.
(ii) RX = R.
(iii) X = M.
(iv) KX = 0.
Moreover, if the matrix KX is contractive, then 0 LX  L and 0 RX  R.
Lemma A.5. Let M ∈ Cp×q, let L ∈ Cp×p , and let R ∈ Cq×q . Let X ∈ Cp×q such thatR(X − M) ⊆R(L) and
R[(X − M)∗] ⊆R(R) hold. Then the following statements are equivalent:
(i) X belongs to the matrix ballK(M;√L,√R).
(ii) The matrix KX is contractive.
(iii) The matrix LX is nonnegative Hermitian.
(iv) The matrix RX is nonnegative Hermitian.
(v) KXK
∗
X  LL+.
(vi) K∗XKX  RR+.
Proof. FromR(X − M) ⊆R(L) andR[(X − M)∗] ⊆R(R) we get
X − M = √L√L+(X − M)√R√R+ = √LKX
√
R. (A.8)
(i) ⇒ (ii). Because of (i) there is a contractive complex p × q matrix C such that X − M = √LC√R.
Every H ∈ Cq×q fulﬁlls
√
H
+
H
√
H
+  I. This implies
KXK
∗
X =
√
L
+√
LC
√
RR+
√
RC∗
√
L
√
L
+ 
√
L
+√
LCC∗
√
L
√
L
+

√
L
+
L
√
L
+  I.
(ii) ⇒ (i): This implication follows immediately from Remark A.4.
(ii) ⇒ (iii), (iv): Apply Remark A.4.
(iii) ⇒ (v): Use LL+ − KXK∗X =
√
L
+
LX
√
L
+
.
(iv) ⇒ (vi): Use RR+ − K∗XKX =
√
R
+
RX
√
R
+
.
(v) ⇒ (ii), (vi) ⇒ (ii): These implications are obvious. 
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Similarly, one can prove the following result.
Lemma A.6. Let M ∈ Cp×q, let L ∈ Cp×p> , let R ∈ Cq×q> , and let X ∈ Cp×q. Then the following statements
are equivalent:
(i) X belongs to the open matrix ballK◦
(
M;√L,√R
)
.
(ii) The matrix KX is strictly contractive.
(iii) The matrix LX is positive Hermitian.
(iv) The matrix RX is positive Hermitian.
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