



































































<s6,s7, p11, p12, p13, p14, p15, p16, p17, p21, p22, p23, p24, p25, p26, p27 , p31, p32, p33, p34, p35, p36, p37, …                      >
Comparing Documents
• We have n documents, each with m samples
How do we compare them?
Comparing Documents (2)
Simple Voting:  All samples vote for the 
document containing their most similar match
Rank Voting:  Each sample votes for documents 
based on the mean inverse ranks of its 
matches.
Weighted Rank Voting:  Like rank voting, but 
some letter types count more (learned)
Weighted Rank Voting
• Greedy method:  select best feature on 
training set, repeat until precision plateaus
• Folds show some variance
Experiment
• 19 manuscripts x 4 pages from each
• Four‐fold cross validation
– Each query page has three targets
– Measure precision at 33%, 67%, 100% recall
?
Computational Digression
• Congealing computation takes time:
Not practical to complete for every query!
• Must align query sample to pre‐congealed set
– Record mean sample image and stabilization 
correction after each congealing round
– Query congealing uses stored values for 2 & 3
Gradient descent step in 
space of affine 
transformations toward 
previous mean image
1
Global correction to 
all transformations to 
prevent drift2
Compute new 
mean image3
Results
Baseline Comparison
Conclusion
• Promising approach to style‐based retrieval
• Needs testing on more data (coming!)
• Goal:  Build working system to serve 
community of Syriac scholars
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Exploring Plato’s Cave
• Congealing [Learned‐Miller ‘05] 
– Aligns set of character samples 
via entropy‐minimizing affine transforms
– Mean aligned image is ideal form
Geographic Extent
Letter Weights
