We establish a new functional relation for the probability density function of the exponential functional of a Lévy process, which allows to significantly simplify the techniques commonly used in the study of these random variables and hence provide quick proofs of known results, derive new results, as well as sharpening known estimates for the distribution. We apply this formula to provide another look to the Wiener-Hopf type factorisation for exponential functionals obtained in a series of papers by Pardo, Patie and Savov, derive new identities in law, and to describe the behaviour of the tail distribution at infinity and of the distribution at zero in a rather large set of situations.
Introduction and main results
Let ξ be a real valued Lévy process killed at an independent exponential time of parameter q ≥ 0, and assume that the cemetery state is −∞. By ζ we denote its lifetime ζ = inf{t > 0 : ξ t = −∞}. The characteristic exponent of ξ is denoted by Ψ : R → C, and it is given by E e iλξ1 , 1 < ζ = exp{−tΨ(λ)}, with Ψ(λ) = q + aiλ + Q 2 λ 2 2 + R \{0}
(1 − e iλx − iλx1 {|x|<1} )Π(dx), λ ∈ R, and q ≥ 0 is the killing rate, a the linear term, Q the Gaussian term and Π its Lévy measure. We call (q, a, Q, Π) the characteristic quadruplet of ξ. We will assume that either q > 0, that is the process jumps to its cemetery state −∞ in a finite time or q = 0 and lim t→∞ ξ t = −∞ a.s. According to Theorem 1 in [12] these are only cases under which the exponential functional associated to ξ
is finite a.s. Furthermore, in [8] and [50] it has been proved that its probability distribution admits a density, say k.
It is important to mention that in the existing litterature the exponential functional is also defined as the r.v.
ζ 0 exp{−X s }ds, with X a Lévy process that either has a finite lifetime or has an infinite lifetime and drifts towards ∞, as in [12] . As there is no a agreement about which is the more convenient notation to take, we will stick to the former notation because we believe that it has the advantage of not involving a negative sign in many computations. When necessary we will add a subindex to point out the dependence in the underlying Lévy process ξ, namely , I ξ , will also stand for ζ 0 exp{ξ s }ds. The exponential functionals of a Lévy processes have become a key object in stochastic modelling, for instance one founds these r.v. in the following areas: random algorithms [30] , composition structures [27, 26] , generalized Ornstein-Uhlenbeck processes [43] , finance [65] , financial time series [36] , population dynamics [23] and [45] , random media [60] , risk theory [22] and [25] , self-similar fragmentation theory [5] and [9] , self-similar Markov processes theory [12, 16, 37, 40, 19, 49] , self-similar branching processes [41] and [51] , random networks [34] , telecommunications [30] , quantum mechanics [20] and many others, see e.g. [12] .
Determining the explicit distribution for exponential functionals is in general a difficult problem and, because of its importance, the obtainment of distributional properties, providing tools for characterising its law or asymptotic behaviour of its distribution has been at the source of many researches in the last two decades. Most of this activity was ignited by the seminal paper by Carmona, Petit and Yor [17] were a systematic study of these r.v. has been started and various properties have been established. A thorough review by Bertoin and Yor [12] includes many of the available tools for the study of exponential functionals, some other that partially update this review will be given along the text.
To start our exposition we recall the integro-differential equation obtained by Carmona, Petit and Yor [17] , see also [12] . That equation establishes that if ξ has an infinite lifetime, its jump part has bounded variation, x>1 xΠ + (x)dx < ∞, with Π + (x) = Π(x, ∞), Π − (x) = Π(−∞, −x), x > 0, and E(|ξ 1 |) < ∞, then the law of I has a density, say k, which is the unique probability density function that solves the equation 
This equation has been extended to exponential functionals of bivariate Lévy processes, see [48] , [2] and the references therein. In general, it is difficult to extract from it an explicit formula for the density, although it has been successfully used in determining the asymptotic behaviour at zero of the distribution of I, as well as its tail distribution, in the case where ξ is the negative of a subordinator, see [50] and [31] , respectively. The reader familiar with the theory of Lévy process might have observed that the formula in (2) is closely related to the infinitesimal generator of ξ. Our main result establishes a dual formula, in the sense that it is given in terms of the potential measure of ξ, which, by standard Markov processes theory, is known to be the inverse operator of the infinitesimal generator. Theorem 1. Let U (dy) be the renewal or potential measure of ξ,
The probability density function of the exponential functional I, say k, satisfies ∞ t k(s)ds = R k(te −y )U (dy), a.e. t on (0, ∞).
In the particular case where ξ is the negative of a subordinator the validity of the identity (3) has been established in [50] using an identification of the moments of I. The proof here uses a different and elementary argument, see Section 2. Our argument is also unrelated to the one used by Carmona et al. in establishing (2) ; they shrewdly use that the law of the exponential functional of a Lévy process arises as the invariant law of an Ornstein-Uhlenbeck type process.
The purpose of this paper is to explain how the identity in Theorem 1 allows to simplify some of the techniques commonly used and hence provide quick proofs of known results, obtain new results, as well as in some cases sharpening known estimates for the distribution.
As a first consequence of the above identity (3) we obtain, by integrating in both sides with respect to βt β−1 dt on (0, ∞) with β ∈ C, ℜβ > 0, β = 0, the following corollary. Corollary 1. Let C be the set defined by C := λ ∈ C : ℜλ > 0 and | E e λξ1 | < 1 , and denote still by Ψ the analytic extension of the characteristic exponent of ξ on C. The following identity holds true for all β ∈ C,
Some versions of this result have been obtained for instance in [17] , [44] , [58] , [38] .
Proof. The proof is indeed elementary but needs the remark that since we are assuming that the Lévy process either has a finite lifetime or drifts towards −∞ we have that the measure U is σ-finite and for λ ∈ C,
see e.g. [4] Chapter I.
We recall that the name of renewal measure for U is justified by the fact that it is the renewal measure associated to the distribution function F (dx) = P(ξ e ∈ dx), with e an independent exponential random variable of parameter 1. Indeed, the monotone convergence theorem implies that the following equality of measures holds
So, as an immediate consequence of the identity (3) is that it opens the gate to the use of the renewal theory for the study of the distribution of I. The possibility of applying renewal theory to the study of exponential functionals was indirectly known from the paper by Goldie [28] , where, for perpetuities, renewal sequences are built to study its tail distribution. That I is an example of a perpetuity is a consequence of the strong Markov property of the Lévy process ξ. Indeed, to verify that there exists r.v. (Q, M ) independent of I, a copy of I, such that the equality in law
holds, it suffices to take Q = 1 0 exp{ξ s }ds, M = exp{ξ 1 }1 {1<ζ} , write the exponential functional as
and apply the property of independent and stationary increments of ξ. This can also be seen in [12] Section 4.3. Albeit more specific, the advantage of our approach over Goldie's is two fold. First the connection with renewal measures is transparent, and second, our identity allows to describe both the behaviour of the tail distribution at infinity and that of the distribution at 0 as well to derive new identities in law. Below we will describe some of the results that can be obtained, but before we will make a digression to recall some notions and facts from the fluctuation theory of Lévy processes. For background we refer to [4] , [21] and [40] , from where most of the results quoted below have been extracted.
Some facts from fluctuation theory
We denote by H = (H t , t ≥ 0), H = ( H t , t ≥ 0), the upward, resp. downward, ladder height process of ξ. H and H are subordinators, that is a non-decreasing Lévy processes. We will denote by (κ(q, 0), b, Π H ), respectively ( κ(q, 0), b, Π H ), the killing, drift and Lévy measure of H and H respectively. The Laplace exponent of H, respectively H, will be denoted by κ(q, ·) and κ(q, ·), respectively, and it can be expressed as
and a similar formula holds for κ(q, ·). Since we are assuming that either ξ drifts to −∞ or has a finite lifetime, H has a finite lifetime, equivalently κ(q, 0) > 0, and H has a finite lifetime if and only if ξ has an finite lifetime. The celebrated Wiener-Hopf factorisation, in its Fourier transform representation, establishes the equalities
for a constant c > 0. This important factorisation is at the root of the development of the fluctuation theory of Lévy processes and can be expressed in many other equivalent forms. One of them, obtained by Fourier inversion, ensures that the renewal measure U can be decomposed in terms of the renewal measures of H, and H,
by means of the formula
for every f : R → R measurable and bounded, and 0 < K < ∞ is a fixed constant, whose value depends only on the normalisation of the local time at the supremum and infimum of ξ, and we can assume w.l.o.g. that K = 1. Moreover, since H has finite lifetime, the measure V H is a finite measure and furthermore the law of the overall supremum of ξ, ξ ∞ = sup 0≤s<ζ ξ s , is given by
In this notation the equation (3) can be expressed as
The latter equation is at the root of the identity (11) below. If moreover, ξ has a finite lifetime, that is q > 0, then also κ(q, 0) > 0 and by duality the law of ξ ∞ = − inf 0≤s<ζ ξ s , is given by
In that case the equation (3) reads
where ξ ∞ and ξ ∞ are taken as independent copies of the overall supremum and infimum. Another version of the Wiener-Hopf factorisation, obtained by Vigon [63] , establishes a relation between the measures Π, Π H and V H , see the Section 5.3 in [21] or Theorem 6.22 in [40] for a precise statement.
Distributional identities
In what follows we aim at deriving from our key identity further distributional identities for exponential functionals, and in particular to provide an alternative approach to the factorisation identity obtained by Pardo, Patie and Savov [48] and Patie and Savov [52] and [53] . To describe that factorization we require a key result obtained by Bertoin and Yor in [10] , see also Theorem 2 in [12] . Lemma 1. Assume that ξ = −σ, with σ a possibly killed subordinator with Laplace exponent φ,
and take I −σ := ∞ 0 e −σs ds. There exists a random variable R σ whose law is determined by its entire moments, which satisfy the recurrence relation
The identity is true in the limit sense if λ = 0. In particular,
If R σ and I −σ are taken independent then
with e 1 an exponential random variable of parameter 1. The random variable R σ is called the residual exponential functional associated to the subordinator σ.
Hereafter and unless otherwise stated, for a pair non-negative r.v. (X, Y ) in a product XY, we will assume that there is independence of the factors.
We have now all the elements to state the striking Wiener-Hopf type factorisation for I, (10) below, obtained in [48] , [52] and [53] ; which is the first main instance where we would like apply Theorem 1 to contribute to the understanding of the law of the exponential functional I. More precisely, we add to that factorisation the identity (11), suggested by (8) . These will be very useful in deriving the asymptotic behaviour of the distribution of I in the forthcoming Theorems 4 and 5. Theorem 2. Let R H the residual exponential functional associated to the upward ladder height subordinator H and I − H the exponential functional of the negative of the downward ladder height H. Assume I − H and R H are independent. We have E(R −1 H ) = (κ(q, 0)) −1 and the random variable, J H , whose law is defined by
Furthermore, we have the identities
We are sure that the large potential of applicability of this factorisation will be demonstrated in a near future, as it gives the possibility of deriving properties of exponential functionals using exponential and remainer exponential functionals of subordinators, which are in general simpler objects. In [53] the factorisation has been used to provide a formula for the Mellin transform of I and in [54] it has been used to obtain spectral decompositions of the semigroup of self-similar Markov and related processes. In the sequel we would like to point out a few other consequences of it.
The identity (11) readily implies the finiteness of some negative moments of I.
Corollary 2. One has
This result can be useful in applying the recurrence in Corollary 1. Indeed, it follows from the latter and former Corollaries that for δ > 0, E I δ < ∞ if and only if E (exp{δξ 1 }, 1 < ζ) < 1. This fact was proved in [58] . The latter Corollary also gives evidence of an at least linear behaviour near zero for the distribution of I, as it will be seen later, as a consequence of Theorem 6.
Proof of Corollary 2. Indeed, using that R H has entire moments of any order it is enough to justify that for any δ ∈ (0, 1), we have E(I −δ − H ) < ∞. But this is a straightforward consequence of the factorisation in Lemma 1 and that the exponential r.v. has moments of order −δ for any δ ∈ (0, 1).
Moreover, one also sees that the finiteness of the moments of negative (resp. positive) order of I depend only on those of I − H (resp. of R H ). This suggests a decomposition of the support of the law of I, justifying the name Wiener-Hopf factorisation for the result in Theorem 2.
Furthermore, the equation (10) and Lemma 1 imply that if we take independent copies of I, R H , e 1 and J H , then the r.v. IR H has the same law as e 1 J H . As a consequence the law of IR H has a completely monotone density. This elementary remark allow us to easily establish the existence claim in the following Theorem. The uniqueness will be obtained as a further consequence of equation (3).
Theorem 3. The pdf of I, say k, solves the equation (3) and it is such that the mapping
defines a completely monotone density function with limit
Furthermore, any other pdf with these properties equals k a.e.
The proof of Theorem 3 will be given in Section 2 after we establish some auxiliary results for exponential and remainder exponential functionals of subordinators in subsection 2.1. We will see that this result can be obtained as a corollary to the forthcoming Proposition 2, to come, whose proof we find particularly interesting because it exploits, in a probabilistic manner, the recursive nature of our main identity (3). Furthermore, Theorem 3 partially settles the natural question of determining whether there is an unique solution to the equation (3). We conjecture that the answer is positive in general, in the sense that if two density functions do satisfy the equation then they should be equal a.e.
Estimates for the distribution of I
We will now describe some results with respect to the behaviour at infinity, then at zero, of the distribution of I that can be deduced from the identities in law in Theorem 2. The first part of our discussion will only concern the case where ξ is not monotone, that is, it is not the negative of a subordinator. Notice that this does not exclude the case where ξ is a killed subordinator, because such a process has no monotone paths as it eventually jumps to its cemetery state −∞. The reason why we exclude the monotone case from our present discussion is that a detailed description of this case has been carried up in [31] . Thus, up to further notice we assume that ξ is not monotone.
In the paper [58] it has been conjectured that the tail behaviour of the distribution of I should satisfy that
for some constant c ∈ (0, ∞). Which in turn is based on the heuristic that the large values of I are due to the large values of exp{ξ ∞ }. The second identity in law in Theorem 2 establishes that
which implies that there is an even stronger relation between the large values of I and those of the absolute supremum of ξ. Now, to study the asymptotic behaviour of the tail distribution, the latter identity set us in the context of determining when for independent random variables X and Y we have that
Which in a general setting has no solution because of the wide range of distributions that are involved. Nevertheless, in the context of heavy tails, and motivated by Breiman's [14] key result, in recent years very important results have emerged that allow to give a precise answers when either tail distribution is regularly varying, see e.g. [33] . For our ends those results will provide the necessary tools to establish the above conjecture in the most common and tractable case among those possible for exponential functionals of Lévy processes, that of regular variation. According to the Theorem 4.1 in [29] the exponential functionals of non-monotone Lévy process should at least have a power law tail distribution. That is the content of the following Lemma, essentially lifted from [29] .
Lemma 2. Let ξ be a non-monotone Lévy process and I = ∞ 0 exp{ξ s }ds. The law of I has at least a power law (Pareto) tail:
Proof. We have seen in the argument around (5) that I is a perpetuity. Since ξ 1 > 0, with a strictly positive probability, then in the notation of the introduction, P(M > 1) > 0, and hence Theorem 4.1 in [29] implies the claim in the Lemma.
With this information at hand the following theorem establishes the above described conjecture in the most general and tractable case. (ii) the function t → P(e ξ ∞ > t) is regularly varying at infinity with index −α.
In this case
Conditions under which the latter hold have been obtained in [44] , [56] and [58] . For sake of reference, and because we offer some refinements, we include them below.
for all x ∈ R, is said to be convolution equivalent or close to exponential if (a) it has an exponential tail with rate
(b) and the following limit exists
where as usual G * 2 means G convoluted with itself twice.
In that case, we use the notation G ∈ S γ . If γ = 0, the family S 0 is better known as the class of subexponential distributions. It is known that M = M G := R e γx dG(x), and that if γ > 0 the convergence in (a) holds uniformly over intervals of the form (b, ∞), for b ∈ R .
A result by Pakes [46, 47] , see also [64] , establishes that if F is an infinitely divisible distribution with Lévy measure ν and
then we have the following equivalences
where by µ ν ∈ S γ we mean the distribution that is in the class S γ and whose right tail equals µ ν . We will use the notation ν ∈ S γ whenever µ ν ∈ S γ . For further background on convolution equivalent distributions we refer to [46, 47] , [64] and the reference therein. We will say that a Lévy process ξ is in S γ , for some γ ≥ 0, if the law of ξ 1 , conditionally on {1 < ζ}, is in S γ or equivalently its Lévy measure Π ∈ S γ .
Theorem 5. (i) Assume ξ 1 is no-lattice and there exists a θ > 0 such that
In this case we have that
(ii) Assume that ξ is not spectrally negative, and ξ ∈ S 0 . When q = 0, E(|ξ 1 |) < ∞ and 0 < µ = − E(ξ 1 ) < ∞, we have that
When q > 0,
(iii) Assume that ξ ∈ S α for some α > 0, and E(e αξ1 , 1 < ζ) < 1. We have that E(I α ) < ∞, and
where ψ(α) = log(E(e αξ1 1 {1<ζ} )).
To give a larger panorama of the behaviour of the distribution function of I we will now explain how the factorisation in Theorem 2 also gives the behaviour of the distribution at zero. In the sequel we allow the case where ξ is monotone and exclude instead the case where ξ is spectrally positive. For details about the case where ξ is spectrally positive the reader is referred to [54] .
Theorem 6. Assume that ξ is not spectrally positive. For α ≥ 0, the following are equivalent
• the function t → P(I ≤ t) is regularly varying at 0 with index α,
• the function t → P(I − H ≤ t) is regularly varying at 0 with index α.
In this case
For sake of completeness in the following result we provide sufficient conditions for the regular variation of the distribution of I. From the conditions below we see that the regular variation of the distribution of I holds under very mild assumptions. 
(ii) If q = 0, and the left tail Lévy measure Π − (x) = Π(−∞, −x), x > 0, has exponential decrease, i.e. ∃α ≥ 0 such that
and when α > 0 the non-Cramér condition, E e −αξ1 < 1, is satisfied, then E(I −α ) < ∞ and
We would like to point out that most of the estimates provided in Theorems 5 and 7 could also be obtained from (3) using renewal theoretic arguments, but an specific, perhaps lengthier, argument would be needed for each of them, we have thus opted for the shortest path. See however the proof of Theorem 5.1 in [39] , where the argument to prove (i) in Theorem 5 has been developed in the context of Markov additive processes. That argument can be extended to obtain versions of (i) in Theorem 5 when the mean E ξ + 1 exp(θξ 1 )1 {1<ζ} is infinite using Erickson's strong renewal theorem [24] . The identities in Theorem 2 do not lead to second order estimates for the tail distribution though. So, in the final part of this section we discuss how renewal theoretic arguments can be used for that end.
Second order estimates
To motivate some of our results, let us start by considering the particular case where ξ is spectrally negative. In this case and assuming that either it has a finite lifetime or drifts towards −∞, the upward ladder height process, H, is a pure drift subordinator killed at an exponential time of parameter θ > 0 such that E(exp{θξ 1 }1 {1<ζ} ) = 1. See e.g. [4] Chapter VII. This implies in particular that the potential measure of H takes the form
Then the potential measure U can be written as
for any measurable and positive function f : [0, ∞) → [0, ∞). It follows from our key identity and elementary manipulations that
Therefrom we recover in this specific case the result in (i) in Theorem 5
and in particular that P(I > t) is a regularly varying function at infinity with index −θ. We can actually extract from the above identity a convergence order. Indeed, for z ≥ 0, by an integration by parts and Karamata's theorem, we get
The above estimate is uniform in z > 0, since the functions t → t θ−1 P(I > t) and t → ∞ t duu θ−2 P(I > u), t > 0, are regularly varying at infinity with an index −1, and hence Theorem 1.5.2 in [13] applies. We have so proved the next result. Proposition 1. Assume ξ is spectrally negative and take θ > 0 such that E(exp{θξ 1 }1 {1<ζ} ) = 1. We have the following estimate
In a grater generality we have the following result.
Theorem 8. Assume that ξ has an absolutely continuous 1-resolvent
with respect to Lebesgue's measure, that ξ is regular upwards and furthermore that there exists a θ > 0 and an integer m ≥ 2 such that
We have that
where 0 < a < ∞, and C θ = E(ξ1e θξ 1 ,1<ζ)
∈ (0, ∞). If we have furthermore that E e (θ+ρ)ξ1 , 1 < ζ < ∞, for some ρ > 0, then there exists a 0 < γ < 1 ∧ ρ such that the rate of convergence is of order o(t −γ ).
Quantifying the rate of convergence of t θ P(I > t) towards C θ could also be determined using results about the rate of convergence in Kesten's renewal theorem obtained in [28] and [15] . However, the expression for the error in [28] seems rather difficult to make precise and covers only the rate of convergence when there are exponential moments. Besides, the combined moment conditions in [15] are less explicit than the conditions here provided, although the structure for the renewal measure could hold under less regularity on the law of ξ as the one here required. As in [28] , our result relies in Stone's decomposition theorem [61] for the renewal measure U which requires a renewal measure with spread-out step distribution, this explains why we require ξ to have an absolutely continuous 1-resolvent.
Moreover, in [31] it has been shown that under the assumptions in (i) in Theorem 5 the exponential functional I belongs to the maximum domain of attraction of a Fréchet distribution of parameter θ. In extreme value theory it is well known that this is equivalent to have that the excess distribution of I, defined via its tail, F t , as
As a corollary to Theorem 8 we have the following result which in our specific case complements what could be derived from known results in the topic, as for instance those in [55] .
Corollary 3. Under the assumptions of Theorem 8 we have the estimate
The rest of this paper is organised as follows. In Section 2 we prove Theorems 1-3. Then Section 3 is devoted to the proof the Theorems 4-8. Finally, in Section 4 we derive other distributional identities and obtain another version of equation (2) .
Proof of Theorems 1-3
Proof of Theorem 1. We will prove the result by showing that the left and right hand side of the equation have the same Laplace transform. Observe that on the one hand an application of Fubini's theorem implies that for any λ ≥ 0,
On the other hand, we have the pathwise identity
Now, by the property of independent and stationary increments we know that the r.v.
on the event where t < ζ, has the same law as I and it is independent of (ξ u , u ≤ t). Using this we get the following equalities
Now, using the definition of the potential measure U, and that I has the same law as I, the above can be written as
Putting the pieces together we conclude the equality of measures du P(I > u) = R U (dy)e y P(e y I ∈ du) on (0, ∞).
Since I has a density, k, a change of variables implies that
The result follows.
Some auxiliary results for remainder exponential functionals
The recurrence relation in Lemma 1 for the moments of the remainder exponential functional R σ was translated into a functional equation for the pdf of R σ , when it exists, by Hirsch and Yor [32] , under the assumption that the renewal measure, V σ , of σ, has a density on (0, ∞), that we will denote by v σ . Namely, Hirsch and Yor [32] proved R σ has a density f Rσ and it satisfies the equation
If we remove the assumption that the potential density of σ is absolutely continuous on (0, ∞) the identity above is preserved but in measure form.
Lemma 3.
Using the notation of Lemma 1 we have the equality of measures
Proof of Lemma 3. Let σ be a subordinator and X be the 1-self-similar Markov process associated to σ = −σ via Lamperti's transformation, see [42] and [40] . That is X is a positive valued strong Markov process killed at its first hitting time of 0, T 0 = inf{t > 0 : X t = 0}, and it has the scaling property: for c > 0, the law of the process (c X t/c , t ≥ 0) issued from X 0 = x equals that of ( X t , t ≥ 0) issued from X 0 = cx. Furthermore, it can be represented as
where X 0 = x > 0 and with the usual convention that inf{∅} = ∞. We will denote P z the law of X issued from X 0 = z > 0. In [10] it has been proved that the law of R σ is a quasi-stationary law for X, that is that the following identity of measures holds for any t ≥ 0
Integrating this equation in t we get
on [0, ∞). The self-similarity and Lamperti's transformation give the following identities, for f : R + → R + positive and measurable and any z > 0
where in the first equality we use the self-similarity, in the second the change of variables s = tz −1 , in the third we use Lamperti's transformation, and finally in the fourth we make the change of variables v = τ (s). The above identity and the equality of measures (15) imply
for any f : R + → R + positive and measurable. This implies the claimed equality of measures.
In the particular case where σ is a subordinator with finite lifetime a.s. the measure φ(0)V σ (dy) is a probability measure and hence the above result can be interpreted as follows. 
We have the equality in law
where the factors on the right hand side of the equality in law are assumed to be independent.
In [3] and [32] it has been proved that log R σ is an infinitely divisible random variable whose Lévy measure is carried by (−∞, 0), and has been described in [1] in terms of the so-called harmonic potential of σ. Moreover, it is a consequence of Theorem 3 in [1] that R σ can be written as the infinite product
where (G (k) , k ≥ 1) are independent random variables such that for
and mean
for k = 1, 2, · · · and the constant γ σ is given by
The identity (16) will be useful in proving the following result from where Theorem 3 will be deduced.
Proposition 2. Let σ be a killed subordinator and W be a [0, ∞)-valued r.v. with a pdf h W which solves the equation
and h W is completely monotone. We have that
with G (0) the r.v. with law given by φ(0)V σ (dy).
The proof of this Proposition relies in the following Lemma.
Lemma 4. Let W be as in the above Proposition and (G (k) , k ≥ 0) independent r.v. such that the law of G (n) is given by (17) . For any n ≥ 0 there is a r.v. ℓ n independent of (G (k) , 0 ≤ k ≤ n) such that the equality in law
holds and
W the n-th derivative of h W .
Proof of Lemma 4. We will prove this lemma by recurrence. For that end we start by setting some properties of the density h W . Since h W is non increasing, we can apply Fatou's lemma and the monotone convergence theorem, respectively, and that the total mass of V σ is 1 φ(0) , to obtain from (19) that lim t→0 h W (t) = φ(0), and lim t→∞ h W (t) = 0. Furthermore, differentiating ntimes both sides of the equation (19) we obtain
We claim that for any n ≥ 0,
φ(j), and lim
For n = 0, we just established this fact. Assuming that the claim is true for n we readily derive the result for n + 1 from (21) using the monotone convergence theorem and the identity
These facts allow us to take ℓ 0 as a r.v. independent of G (0) whose tail distribution is
The identity (19) can then be expressed as
This proves the claim of the lemma for n = 0. We next assume that the result holds for n ≥ 0. The equation (19) reads
for t > 0. By plugging the identity (21) in the latter equation we infer the following identity
for any t > 0. This establishes the claim for n + 1 and hence concludes the proof.
Proof of Proposition 2. According to the factorisation (16) we have the convergence in distribution
This fact together with the identity in Lemma 4 imply that
with ℓ the weak limit of φ(n + 1)ℓ n as n → ∞. We should now verify that ℓ
From the proof of Lemma 4 we derive that the r.v. ℓ 0 with tail distribution given by (22) has the same law as 1 Rσ ℓ. Since 1 φ(0) h W is a completely monotone function with limit 1 at 0, Bernstein theorem implies that there is a probability measure µ such that
From the properties for h W proved in Lemma 4 together with Lemma 1 we get
Since the law of R σ is moment determinate we derive that the probability measure µ(dy) equals P(R σ ∈ dy). These facts allow us to ensure
where e 1 is a standard exponential r.v. independent of R σ . Said otherwise
Finally, since the r.v log R σ is infinitely divisible its characteristic function has no zeros and hence the latter equality in law leads to the identity
which implies
By uniqueness of the Fourier transform we conclude that ℓ Law = e 1 .
As a consequence of Proposition 2 we have the following Corollary.
Corollary 5. Let σ be a killed subordinator and R σ be the residual exponential functional associated to it. In the notation of Proposition 2 we have the equality in law
Proof. We start by observing that from Theorem 1 the r.v. I σ := ∞ 0 exp{σ s }ds has a density h Iσ , that satisfies the identity (25), i.e.
Since σ is a killed subordinator Corollary 2.2 in [50] implies that I σ is a mixture of exponentials, that is that its density is a completely monotone function and thus can be represented as
with µ a measure on (0, ∞) such that (0,∞) 1 z µ(dz) = 1; see e.g. [59] Section 51 for background on mixtures of exponentials. Corollary 2.2 in [50] establishes furthermore that h Iσ (t) → φ(0) as t → 0, and hence the total mass of µ is φ(0). The result follows from the uniqueness in Proposition 2.
Proof of Theorem 3
Proof of Theorem 3. As we mentioned before, that the r.v. R H I has a density that is completely monotone follows from the equation (10) and Lemma 1. We will now prove the uniqueness. For that end we assume there is a r.v. Z on (0, ∞) which has a density h Z such that the following identity is satisfied
Let R H be the residual exponential functional associated to the downward ladder height subordinator H, and assume that R H and Z are independent. We claim that the r.v. W = R H Z has a density h W which solves the equation
where V H is as before the potential measure of the upward ladder height subordinator H. To prove that this is indeed the case notice first that from (24) and the Wiener-Hopf factorization in (7) for the potential U we have
for a.e. t > 0; then using Lemma 3 we derive the equality
Our claim follows therefrom since the right hand side of the equation above equals the density of the r.v. W = ZR H . Since by hypotheses the mapping in Theorem 3 defines a completely monotone function it follows from the monotone convergence theorem that (25) holds for all t > 0.
From Proposition 2 and Lemma 1 we obtain the equality in law
As before, since the r.v. log R H is infinitely divisible, its characteristic function has no zeros, and hence the latter identity allow us to conclude
Proof of Theorem 2. The first claim in this theorem has been proved in [48] , [52] and [53] . Let us however provide an alternative proof based in Theorem 1 and Theorem 3. Let k H denote the density of the exponential functional I − H . Theorem 1 implies that for t > 0
with I − H and J H independent. Then Lemma 3 implies that the above expression equals
The function F defined by
is a probability density function and an elementary verification shows that this is the density of Z := I − H J H . It follows from Lemma 1 that the equality in law
holds. This has as a consequence that the pdf of W is given by
This implies that k W is a completely monotone function with limit κ(q, 0) at 0. Theorem 3 implies that I has the same law as I − H J H . Then the identity in law
is just a consequence of Corollary 4 using that the law of the supremum of ξ ∞ has distribution
The final identity in law in the Theorem is a consequence of the latter.
Asymptotic behaviour of the distribution of I
We devote this Section to establish Theorems 4-8
Proof of Theorem 4, (ii) implies (i).
If (ii) is satisfied we have that E(e βξ ∞ ) < ∞ for any β < α, and by the spatial Wiener-Hopf factorisation, see [35] Proposition 5.1, this implies that
By Lemma 3 in [58] this implies that E(I β ) < ∞ for any 0 < β < α. The factorisation in Theorem 2 implies that E(I β − H ) < ∞ and more importantly
Because of this and the fact that I − H has entire moments of any order we have that there is an ǫ > 0 such that
By Breiman's classical result [14] , Proposition 3, we infer that
We conclude the proof by recalling the second factorisation in Theorem 2.
Proof of Theorem 4, (i) implies (ii).
We assume that (i) holds. In view of the second factorisation in Theorem 2 and according to Theorem 4.2 in [33] (ii) holds true as soon as
To verify these facts we will start by showing that
for some δ > 0. Since I − H has entire moments of any order it suffices to prove that E(R −α−δ H ) < ∞. From the regular variation of the tail distribution of I it follows as above that we have even more, namely E(R −β−1 H ) < ∞, for all β < α. Next, in the paper [3] and [1] it has been proved that the logarithm of the remainder exponential functional of any subordinator is infinitely divisible, and so is log R H . Moreover, the probability measure
is an Esscher transform of the law of log R H . According to Theorem 33.1 in [59] under this probability measure log R H still is an infinitely divisible r.v. and therefore its characteristic function does not take the value zero
We are left to prove that
By the factorisation in Lemma 1 for the exponential r.v. we have the equality
where Γ(z) denotes the usual Gamma function at z ∈ C, with ℜ(z) > 0. Since the Gamma function has no zeros our claim follows.
Since most of the estimates provided in Theorem 5 are essentially known, we provide only a sketch of proof.
Sketch of proof for Theorem 5. The result in (i) has been proved in [56] , it can also be obtained as a Corollary to Theorem 4 using the estimates for the law of the supremum in [7] . In the case where q = 0 the result in (ii) was obtained [44] , but they had it expressed in terms of the tail distribution of ξ 1 . The version here presented is obtained as a consequence of the Theorem 4, the estimates for the law of the supremum in Theorem 4.1 in [35] , and the estimate for the tail Lévy measure of H in Theorem 3 in [57] . The result in (iii), when q = 0, has been established in [58] under the extra assumption that when 0 < α < 1, E(|ξ 1 |) < ∞; we remove this assumption by applying Theorem 4 and using the estimates for the law of the supremum in [35] .
For q > 0 the results in (ii) and (iii) can be obtained adapting the results in Theorem 4.1 in [35] , which were proved under the assumption that q = 0, but a perusal of their arguments allows to guarantee that the results are valid for q ≥ 0. For we just need to observe the following. First, mimicking the arguments in Proposition 17 in Section VI in [4] it is not difficult to verify that the law of the supremum of ξ on (0, ζ), is equal to the law of a subordinator with infinite lifetime H and Laplace exponent λ → κ(q, λ) − κ(q, 0), sampled at an independent exponential time of parameter κ(q, 0), that we will denote by e κ(q,0) , viz.
Moreover, the upward ladder height H has the same law as H killed at e κ(q,0) . According to Exercise 7.5 in [40] the tail Lévy measure of H is obtained from Π by Vigon's identity and
Since H is also a killed subordinator, its potential measure V H (dy) is a renewal measure with finite total mass and Laplace transform
The arguments in the proof of Proposition 5.3 in [35] apply to show that when α > 0, if Π + has an exponential decrease with index α, then Π H bears the same property and also
We can now follow the proof of Theorem 4.1 in [35] , both when α > 0 and α = 0, to deduce that
When α > 0, the rightmost term behaves asymptotically as x → ∞ like
In this case the Wiener-Hopf factorization implies that κ(q, −α) κ(q, α) = −ψ(α), with ψ(α) as defined in the statement of the Theorem. According to Theorem 4
we have the estimate
To finish the case α > 0 we just need to verify the equality of constants
.
But this follows from the identity in law in Theorem 2 and the Lemma 3. Now, when α = 0, Theorem 4 ensures that
So, we should now verify that
This is an immediate consequence of the dominated convergence theorem, as in the proof of Theorem 3 (b) in [57] .
Proof of Theorem 6. As for the proof of Theorem 4 the result is a consequence of Theorem 4.2 in [33] . Indeed, because of the factorisation identity in Theorem 2
we have that it is enough to verify that
The former is immediate from the infinite divisibility of log R H . The latter follows from the fact that R H has entire moments of any order. So, Theorem 4.2 in [33] ensures that (i) and (ii) are equivalent. Moreover, since for any ǫ > 0 we have that
Breiman's result implies the estimate
Proof of Theorem 7. The proof of this Theorem is based in the results in [50] . When q > 0, both the upward and downward ladder height processes are killed subordinators. The Theorem 2.5 in [50] implies that
By Theorem 6 we have that 
Moreover, the Theorem 2.5 in [50] implies that
and
Putting the pieces together we get
The recurrence for the moments of R H gives the identity
, which together with the factorisation in (2) allows to deduce that the constant in the above estimate satisfy the identity
This also ensures that E(I −α ) < ∞.
The rate of convergence
To work in the more general setting we will use the following form of Stone's decomposition theorem.
Lemma 5. Assume ξ = (ξ s , s ≥ 0) is real valued Lévy process with infinite lifetime, finite mean E(|ξ 1 |) < ∞, and such that 0 < µ = E(ξ 1 ) < ∞. Assume furthermore that the 1-resolvent of H,
has a density w.r.t. Lebesgue's measure on (0, ∞) and that there is a m ≥ 2 such that E(H m 1 ) < ∞. In this case we have that there is a bounded function q such that
Proof of Lemma 5. The hypothesis of H having a 1-resolvent that is absolutely continuous w.r.t. Lebesgue's measure is equivalent to the absolute continuity of the law of H e1 , with e 1 a standard exponential r.v. independent of H. This implies in particular that H e 1 has a spread-out distribution. The identity (4) implies that the potential measure of H has a density w.r.t. Lebesgue's measure on (0, ∞) that we will denote by v H . The assumption that E(H m 1 ) < ∞ implies that E(H m t ) < ∞ for all t ≥ 0, and because the mapping t → E(H m t ) is a polynomial of order m it follows that E H m e1 < ∞. According to Stone's decomposition theorem [61] , the potential density v H is continuous and bounded and can be written as
and p(y) = o(y −(m−1) ) as y → ∞. Using this the Wiener-Hopf factorization for the potential (7) takes the form
Moreover, using the equality in (35) and the fact that
, with κ(q, 0) the killing rate of the downward ladder height process, we obtain the equality
So, for any compactly supported and measurable function f we have the equalities
The result follows by taking
Proof of Theorem 8. [62] the latter implies that under P θ the upward ladder height has moment of order m finite, E θ (H m t ) < ∞, for all t ≥ 0. Moreover, the absolute continuity of the 1-resolvent of ξ under P with respecto to Lebesgue's measure, together with the local absolute continuity relation between P θ and P, implies that under P θ the 1-resolvent of ξ is also absolutely continuous. The assumption of ξ being regular upwards under P implies that it is so under P θ because this a local property of ξ and the measures P θ and P are locally equivalent. The regularity upwards implies that that the potential measure of H under P θ has no mass at zero, V θ H {0} ≡ 0. Theorem 3 in [18] implies that the law of H e 1 under P θ , with e 1 an independent standard exponential r.v., has a density with respect to Lebesgue's measure.
Theorem 1 allows to rewrite the difference
in terms of the renewal measure of ξ under P θ , U θ (dy) = e θy U (dy), and the integrable function
where µ θ = E θ (ξ 1 ). By the hypotheses, under the transformed probability measure P θ , ξ is a Lévy process that drifts to +∞, satisfies 0 < E θ (ξ 1 ) < ∞, and it has renewal measure U θ . Using Lemma 5, it follows that (28) takes the form
with V θ H the potential measure of the downward ladder height process under
and, making the change of variables u = te −y in the first term of (29), we get
Notice that ℓ is a bounded function because so is q and V θ H is a finite measure in view of the fact that under P θ , ξ drift towards ∞. To deal with the above integral, let χ ∈ (0, 1) fixed, and split the interval (0, ∞) into the sets (0, t χ ) and [t χ , ∞). The integral over [t χ , ∞) can be bounded by above by
and, by an integration by parts and Karamata's theorem, we get
The above estimate is uniform both in δ and λ, on each interval of the form [a, ∞) (0 < a < ∞), this latter because the functions t → t θ−1 P(I > t) and 
∼ θ sup
which has order t −χ uniformly in a ≤ δ ≤ λ ≤ ∞. Consider now the term of the integral over (0, t χ ). Since ℓ(y) = o(y −(m−1) ) as y → ∞, and, for 0 < u < t χ , log(t/u) > (1 − χ) log t, taking ǫ > 0 and t large enough we have |ℓ(log(t/u))| ≤ ǫ(log(t/u)) −(m−1) .
As a result, the integral over (0, t χ ) can be bounded by above by Stone's theorem ensures that then ℓ(y) = o(e −γy ) as y → ∞, for some 0 < γ < ρ. We can assume γ < 1 ∧ ρ so that we also have E(I θ+γ−1 ) < ∞. Going back to the estimate of the integral on (0, t χ ), we see that in this case for ǫ > 0 and t large enough, this expression is bounded by above by
The finiteness of E(I θ+γ−1 ) allows us to write 
From (30) and (32) we finally get an order o(t −γ ′ ), with γ ′ = χ ∧ γ, which gives the claimed result.
We finish this section by establishing Corollary 3.
Proof of Corollary 3. The result is easily deduced from Theorem 8 using the inequalities
C θ t θ P(I > t(1 + x)) − 1 (1 + x) θ + 1 C θ t θ P(I > t) 1 − C θ t θ P(I > t) .
Further consequences of equation (3)
Recall the notation in subsection 1.1. Let ν H be the measure on [0, ∞) defined by ν H (dy) = bδ 0 (dy) + (Π H (y) + κ(q, 0))dy , y ≥ 0.
The Laplace transform of ν H is given by
while that of V H is 1 κ(q, λ) = This implies that the measure obtained by convolution of ν H and V H is equal to Lebesgue's mesure on (0, ∞). The same properties hold for the objects defined in terms of H. If q = 0, and the mean of ξ is finite, E (|ξ 1 |) < ∞ and −∞ < m = E (ξ 1 ) < 0, then −m = E I −1 , see e.g. [12] Theorem 6, and also the downward ladder height process has infinite lifetime, has a finite mean and the following formula holds, see [21] Chapter 4 Corollary 4,
In this case the probability measure ν H (dy) = 1 Corollary 6. Assume that ξ drifts towards −∞ and its mean is finite, E (|ξ 1 |) < ∞ and −∞ < E (ξ 1 ) < 0. The following identity in law holds
where the factors in both sides of the equality are assumed to be independent and L is a random variable with law given by P (L ∈ dt) = 1 E(1/I) 1 t P(I ∈ dt), t > 0.
This identity has been observed in the case where ξ is the negative of a subordinator by Bertoin and Caballero [6] . In the particular case where ξ is spectrally positive, that is, it has no-negative jumps, and hence U ≡ 0, the above equality has been obtained by Bertoin and Yor [11] . In terms of the densities, the latter identity becomes [0,∞) ν H (dz)e z k(xe z ) = 1
If in equation (36) we replace x by xe −w and integrate with respect to ν H (dw) we get By doing so, using the explicit expression of the measures v H and v H , and that Q 2 /2 = b b, we obtain the following Corollary which is an extension of the formula (2).
Corollary 7. Assume q = 0 and ξ has a finite mean E(|ξ 1 |) < ∞, and let E(ξ 1 ) < 0. We have the following identity for x > 0 
