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Abstract 
The paper gi ves four semantic models for Guarded Horn Clauses ( GHC ). Two operational 
models are based on a transition system; the first one gives the set of computed answer sub-
stitutions ( the so-called success set) and the second one takes deadlock a nd infinite behaviour 
into account. They are easily related. The main purpose of the paper is to develop composi-
tional models for GHC: that are correct with respect to th e operational models . For the success 
set case we give a compositional declarative semant ics which can be seen as an extension of 
models for Horn Clause Logic. Further, a metric semantics tha t uses tree-like structures is 
given, which is proved to be correct with respect to the second operational semantics. 
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1 Introduction 
In this paper we consider several models for the concurrent logic language Guarded Horn Clauses 
(GHC). We have good hope that these models (with some minor changes) are also suitable for 
other concurrent logic languages like Concurrent Prolog ([Sha83] [Sha87]) and PARLOG ([CG86], 
(Rin88]). Interesting features of concurrent logic languages include synchronization mechanisms 
(annotated variables , rules of suspension) and operators that restrict the flow of control (commit). 
For an introduction to GHC consult (Ued85]. See also [Sar87a] for some remarks about the definition 
of GHC. 
\Ve introduce four models for GHC: Two operational models, a denotational model and a declamtive 
model. 
"Part of this work was carried ou t in the contex t of ESPRIT 415 : Parallel Architectures and Languages fo r 
Ad,·anced Informat ion Processing - a VLSI-directed approach. 
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The first operational model gives the results of successfull finite computations, that is the set of 
computed answer substitutions. A second operational model gives more information: it also deals 
with deadlock and infinite behaviour. The two operational semantics 01 and Oz are based on the 
same transition relation (in the so-called SOS style {[HP79]) ). For concurrent logic programming 
we can find this s tyle of semantics for example in (Sar87a, GCLS88, dBK88]. 
Although intuitively very clear, these operational models have one drawback : they are not com-
positional. In this paper, we se t ou t to develop both for 0 1 and O:! a more distinctive model that 
is compositional and correct with respect to the corresponding operational model. For CJ~ we give 
a denotational model D that focuses on the flo w of co11trol, including the deadlock behavior of a 
GHC program, and for l'.\ a declarative model is given in the spirit of log ic (programming) . 
In order to define the denotational semantics, which is compositional, we need structures that 
allow for interleaving and that contain some information about choice points and deadlock. We 
use tree-like structures labeled by functions that can be annotated. A function that is annotated 
is used to model the last step in the execution of a guard, after which we have a new interleaving 
point. Note that i11side such a guard computation, which is rnnsidered to be atomic , we do not 
have interleaving. Further we have operators like sequential composition, choice and merge on 
processes; moreover we have an operator to increase the grain size of a prot·ess. These operators 
allow us to give a compositional denotational semantics. 'v\'e then show the correctness of the 
denotational semantics with respect to CJ~: there exists an operator yield which relates the two 
models. (Because the two operational models are easily related. , D is also correct with respect to 
0 i.) The proof of the correctness is rather technical. In the proof we do a step by step analysis of 
the denotational and operational model: The uniqueness of fixed points is exploited : we show that 
the operational semantics and the composition of yield and the denotational semantics are both 
fixed points of the same contraction. Other references that follow the 'flow of control' approach 
are (GCLS88] {for Flat Concurrent Prolog), [DM8i] and [J M84]. Our denotational semantics is 
related to [dBK88]. where a compositional semantics is presented for Concurrent Prolog. A major 
difference is that there the semantics is constructed for an abstract uniform programming language. 
onto which the language CP is mapped. Here, the semantic models are defined for G HC directly. 
Further, our semantic universe using annotated functions is slightly simpler than the one used 
there, which facilitates a more transparant correctness proof. 
The compositional model for the 0 1 is a declarative semantics, which is more in the style of the 
traditional semantics for logic languages. References t.o a declarati ve style of models include [FL88], 
[Lev88], [LP85] and [LP8i]. A declarative semantics of a program, say in Horn Clause Logic {not 
to be confused with GHC), is a set of pairs of goals and substitutions, of which the substitution 
verifies the goal. The situation for concurrent logic languages is more difficult. Given a substitution, 
we cannot check whether or not all the input mode constraints are satisfied for a certain atom. We 
also need to check the input mode constraints for those atoms on which it is dt'pendent. We make 
use of an extended notion of Herbrand base and interpretations, enriched with variables (allowing 
to model the notion of comp uted .rnbstitution, [LP87, FLMP88a, FLPM88b]) and a11 notat ions. 
(Annotated variables are implicit in G HC , but are explicit in languages like Concurrent Prolog 
and PARLOG. They allow to model the synchronization mechanism; see [LP85] and [LP87] for 
similar approaches.) We extend the standard notions of the unification theory ( [Ede85, LMl\188]) in 
a formal framework. In particular, we provide an extended unification algorithm that preserves all 
the 'nice' properties of the standard one. Moreover, we introduce the notion of parallel composit ion, 
that allows to formalize the combinat.ion (plus consistency check) of the substitutions computed 
by subgoals run in parallel. Finally, we introduce the notion of streams of substitutions, that allows 
to overcome the difficulties presented in [LP87]. An interpretation is now a set of tuples of the 
form < A, z >, where a is an atom and :: is a sequence of substitutions. \Ve give an operator, 
which is called t.he immediate consequence operator, that, given some interpretation, gives the 
set of immediate consequences (i.e. that can be derived with the use of only one clause). In the 
definition of this operator we use annotated variables to ensure the correct semantics. We prove 
this declarative semantics to be correct t. o the first operational model. 
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Figure 1: Overview of the models 
Figure l gives an overview of the results. An arrow indicates that we have established an abstraction 
mapping between the two models . 
We have omitted many proofs due to lack of space. They can be found in the full paper, of which 
this is an extended abstract. 
Acknowledgement: 'vVe are grateful to the members of the Amsterdam Concurrency Group; while 
discussing a preliminary version of this paper, they detected a serious error. 
2 The language GHC 
We only give an informal introduction tot.he language Guarded Horn Clauses (GHC). For a better 
description we refer to [Ued85] and [Ued86]. 
Terms and atoms are defined as usual, except for that the set of atoms is extended with so-called 
unification atoms. An unification atom is of the form t 1 = t 2 • where t 1 and t2 are terms. (The 
int.ended meaning of t 1 = t2 is that we have to unify t1 and t2 .) A GHC program is a finite set of 
clauses. Each clause is of the form H +- (;J B, where H is a non unification atom and G and B 
are finite multisets of atoms. The atom H is called the head, G the guard and fJ the body of the 
clause. The vertical bar I is called the commit operator. 
A program is invoked by a goal clause +- C , where C is a multiset of atoms and with current 
substitution the empty substitution. A goal tries to redµce itself in the following manner. Assume 
that the current substitution is {). If there is an unification atom t 1 = 12 in the goal we can remove 
it from the goal if the most general unifier of t 1 iJ and t2 {) exists. We then also update the current 
substitution with this unifier. We can remove a non unification atom A if there exists a clause 
H +- GIB (properly renamed) in the program such that 
• there exists a most general unifier ')' of the atom .49 and the head of the clause H 
• the goal made up of the atoms in G can in current substitution ~I reduce to D (the empty 
goal) yielding current substitution O' 
• such that no variables in the atom AO are instantiated by -y{)'. 
If all these requirements are satisfied then we can add iJ to the goal (commitment to the clause 
H +- GjB) and update the current substitution to V"(IJ'. 
In this description we already made some simplifications to the original semantics of G HC: unifica-
tion is atomic, we impose an ordering on execution (first head unification followed by the execution 
of the guard and then the execution of the body) and we use an interleaving model. The second and 
the third restriction are very common in the literature. It is not difficult to lift the first restriction 
in the semantic models below. 
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Another well known restriction is the flatness of guards . A guard is called flat if it only consists of 
unification atoms and atoms which are made up of clauses with empty bodies. We do not impose 
this restriction. 
3 Operational semantics 
For the rest of the paper let W denote a fi xed program. We introduce the set of substitutions 
( i9, 1 E) Subst; further we have the familiar notion of mgu, which is a partial function from pairs 
of atoms to substitutions. For X a finit e set of variables , we use tJ lx to denote the rest riction of 0 
to X. Given an atom A. and term t the set of variables occurring in A and t we denote by V(.4), 
V( t ), respectively . The operational semantics will be based on the following transition l'elation: 
Definition 3.1 (Transition relation) 
Let -+ ~ (Goal x S ubst) x (Goal x Subst) be the smallest relat ion satisfying 
1. < ..-- .4 , 0 >_. < o , O' > 
If A. = t 1 = t~ and O' = Omg u(t 1 0, t:itl). 
2. « -- A, r:J >_. < ..-- B, Oi9' > 
whenever H +--- GIB E W (properly renamed), <- G, mgu(A.O, H) 
O' lv(M l = f. 
3. If <+- A, iJ > <+- .41 ,17' > 1< D,0' > 
then <+--- A. B, 1) >-+ <..- A', B, 1J' >I< - fJ,O' > 
<..-- fJ, .4, o >__. < .._ fJ, .4', a' > I< - fJ, o' > 
. 
:> -+ D , i9' >, and 
Here ~ denotes the transitive closure of the relation -+, In these transitions, {} represents the 
substit ution that has been computed until that moment . In 1. it is stated that we can resolve an 
unification atom by unifying its terms. In 2, it is stated that we can resolve +--- A. if we can find 
a clause in our program with a head H that can be unified with .4; moreover, the refutation of 
the guard G of that clause must terminate successfully and must yield a substitution O' that does 
not instantiate any variables of AO. A conjunction, in 3, is evaluated by the parallel execution 
of its conjuncts, modeled here by interleaving. In the following definition we give the operational 
semantics. 
Definition 3.2 (Operational semantics) 
\Ve define 
0 1 : Goal __. M 1 , with A11 = P(Subst), and O:i: Goal __. 1\J:i , with .M:i = P(Subst';'). 
(Here Subst'[' = Subst+ U Substw U Subst • · {li}; the symbol fJ denotes deadlock.) We put O;~ -
fl'ueij = {€}, the identity substitution; 
02 ~ +--- .4u {(01 · · · On )lv(A:JI < ..-- .4, i: >--+ < +--- A1, i'J1 > --+ · · · - < o , {)" >} 
u {(i'J1 .. ·) lv(.4J I « -- .4," >--+ < - A1i il1 >_. · .. } 
U {(01 · · · fJn) lv(A:) · cS I < +--- A,t: >--+·· · - < An, On >f> /\ +--- An f:. D}. 
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The success set for +-- A is given by Od +-- A~: It contains all computed answer substitutions 
corresponding to all successfully terminating computations. The set 02 ~ +-- A~ takes in addition 
into account some deadlocking and infinite computations, represented by elements of Subst• · {6} 
and Substw, respectively. The relation between 0 1 and 0~ is obvious: Ifwe set last(X) = {t9 i :3w E 
Subst•(w .1) E X)} then we have: 0 1 = last o O~. 
[n the following sections, 0 1 and 0 2 will be related to a declarative and a denotational semantics, 
respectively. 
We did not include all deadlocking and infinite behaviours in 0 2 . In fact, we omitted so called local 
deadlock in guards. This can appear when a local computation in a guard commits to "wrong" 
clauses. It is not difficult to adapt 0 2 and the denotational model below as is shown in [KK89], but 
we prefer not to do so because it obscures the equivalence proof between 02 and the denotational 
model. Moreover, on the version of GHC with flat guards, which is the language that is used in 
the Japanese fifth generation project, the models coincide. 
We end this section by noticing that our operational semantics is not compositional. Consider the 
program 
{p(y) ~ 1·( y)l. 1 q( y) +-- ls(y)., r(a) +--I .} 
and let p(x) and .- q( :c) be two goals. Operationally, they both yield failure, the former because 
of the constraint on the variables of the goal and the latter because of the absence of a clause for 
s( y ). However , if we extend both goals with an unification atom .r: = a , thus yielding the goals 
+-- p(.c), .r = a and q( :1,), .r = a, then we get diffe rent operational meanings: The first goal will 
never fail whereas the second one al ways will. 
4 Denotational semantics 
The semantic universe Af2 of the operational semantics offers too lit.tie structure to define a com-
positional semantics , as we noticed at the end of the previous section. One of the reasons being 
that it is not able to distinguish between different kinds of deadlock. A standard solution stemming 
from the semantic studies of imperative languages is to use tree-like structures. Following [BZ82], 
we introduce a domain of such structures or a complete metric space satisfying a so-called reflexive 
domain equation. (We omit the proof of its existence; in .[BZ82] and [AR89], it is described how to 
solve in general domain equations in a metric setting.) 
Definition 4.1 The set (p , q E) P is given as the unique complete metric space satisfying 
P := {po} U P c(f X P ). 
where := means "is isometric to" and 'Pc(f x P) denotes the set of all compact subsets off x P. 
Further f is given by 
(a E ) f = V U ir[ l , with 
(! E) V = Subst --+ S ubst6, and V [ l = {[J] : f E V}. 
Here Subst6 = Subst U {o} , and 6 is a special element denoting deadlock. 
Elements of P are called processes. A process p can either be p0 , which stands for termination, or 
a compact subset { < a i , p, >: i E I}, for some index set I. In that case, p has the choice among 
the steps < a; , Pi >. Each step consists of some action ai, which is a state transformation, and a 
res umption p; of this action, that is, the remaining actions to be taken after this action. 
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T h e  m a i n  d i f f e r e n c e  b e t w e e n  P  a n d  1 1 1 2  i s ,  a s  w a s  a l r e a d y  o b s e r v e d  a b o v e ,  t h e  f a c t  t h a t  P  c o n t a i n s  
t r e e - l i k e  s t r u c t u r e s  w h e r e a s  N I
2  
i s  a  s e t  o f  ( s u b s e t s  o f )  s t r e a m s .  I n  a d d i t i o n ,  t h e r e  a r e  t w o  o t h e r  
i m p o r t a n t  d i f f e r e n c e s .  F i r s t ,  w e  u s e  s t a t e  t r a n s f o r m i n g  f u n c t i o n s  r a t h e r  t h a t  s t a t e s  ( s u b s t i t u t i o n s ) .  
T h i s  f u n c t i o n a l i t y  i s  m a n d a t o r y  i f  w e  w a n t  t o  d e f i n e  a  c o m p o s i t i o n a l  s e m a n t i c s .  S e c o n d l y ,  i n t e r n a l  
s t e p s  a r e  v i s i b l e  i n  P ,  w h i c h  i s  n o t  t h e  c a s e  i n  t h e  o p e r a t i o n a l  s e m a n t i c s .  F o r  t h i s  p u r p o s e  w e  
d i s t i n g u i s h  b e t w e e n  t w o  k i n d s  o f  a c t i o n s :  a n  e l e m e n t  J  E  V  r e p r e s e n t s  a n  i n t e r n a l  c o m p u t a t i o n  
s t e p ,  w h i c h  i n  t h e  s e m a n t i c s  o f  G  H C  c o r r e s p o n d s  t o  a  s t e p  i n  t h e  e v a l u a t i o n  o f  a  g u a r d .  A n  a c t i o n  
[ ! ]  E  i . r [  l  i n d i c a t e s  a n  e x t e r n a l  s t e p  o r  t o  b e  m o r e  p r e c i s e ,  t h e  e n d  o f  a n  i n t e r n a l  c o m p u t a t i o n .  ( I n  
o t h e r  w o r d s ,  e x t e r n a l  s t e p s  a r e  m o d e l e d  a s  i n t e r n a l  c o m p u t a t i o n s  o f  l e n g t h  l . )  A  t y p i c a l  e x a m p l e  
o f  a  p r o c e s s  i s  
\ V e  s h a l l  u s e  t h e  f o l l o w i n g  s e m a n t i c  o p e r a t o r s .  
D e f i n i t i o n  4 . 2  W e  d e f i n e  ;  ,  I I :  P  x  P - >  P  a n d  i n t  :  P  - >  P :  
1 .  P o ;  q  =  q ,  p ;  q  =  {  <  a ,  p ' ;  q  >  I  <  a ,  p '  >  E  p } .  ;  q  =  {  <  a ,  p ' ;  q  >  I  <  a ,  p '  >  E  p } .  
2 .  P o  I I  q  =  q  I I  P o  =  q ,  
P  1 1  q  =  P  1  q  u  q  l l _ p ,  
p l l _ q = { < o : , p ' > l l _ q l  < a , p ' > E p } ,  
<  f , p '  > l l q  = <  f , p '  l l q  > ,  <  [ J J , p '  > l i q = <  [ f ] , p '  I I  q  > .  
3 .  i n t ( p o )  
i n t ( p )  
u  
P o  
{ <  f ,  i n t ( p ' )  > I ( <  f , p '  > E  p V  <  [ f ] , p '  > E  p )  / \ p '  I - P o }  
{  <  [ ! ] , P o  >  I  <  f ,  P o  > E  p V  <  [ ! ] , P o  > E  p } .  
{ N o t i c e  t h a t  t h e s e  d e f i n i t i o n s  a r e  r e c u r s i v e ;  t h e y  c a n  b e  g i v e n  i n  a  f o r m a l l y  c o r r e c t  w a y  w i t h  t h e  
u s e  o f  c o n t r a c t i o n s . )  T h e  d e f i n i t i o n  o f ;  i s  s t r a i g h t f o r w a r d .  T h e  p a r a l l e l  m e r g e  o p e r a t o r  I I  m o d e l s  
t h e  p a r a l l e l  e x e c u t i o n  o f  t w o  p r o c e s s e s  b y  t h e  i n t e r l e a v i n g  o f  t h e i r  r e s p e c t i v e  s t e p s .  I n  d e t e r m i n i n g  
a l l  p o s s i b l e  i n t e r l e a v i n g s ,  t h e  n o t i o n s  o f  i n t e r n a l  a n d  e x t e r n a l  s t e p s  a r e  c r u c i a l ;  i n s i d e  a n  i n t e r n a l  
c o m p u t a t i o n ,  n o  i n t e r l e a v i n g  w i t h  o t h e r  p r o c e s s e s  i s  a l l o w e d .  O n l y  a f t e r  t h e  l a s t  i n t e r n a l  s t e p ,  
i n d i c a t e d  b y  t h e  b r a c k e t s  [  ] ,  w e  h a v e  a n  i n t e r l e a v i n g  p o i n t .  T h i s  e x p l a i n s  t h e  d e f i n i t i o n  o f  t h e  
{ a u x i l i a r y )  o p e r a t o r  f o r  t h e  l e f t  m e r g e ,  w h i c h  i s  l i k e  t h e  o r d i n a r y  m e r g e  b u t  w h i c h  a l w a y s  s t a r t  w i t h  
a  s t e p  f r o m  t h e  l e f t  p r o c e s s :  I f  t h i s  s t e p  i s  i n t e r n a l  ( b u t  n o t  t h e  l a s t  s t e p  o f  t h e  i n t e r n a l  c o m p u t a t i o n )  
t h e n  w e  h a v e  t o  c o n t i n u e  w i t h  a  n e x t  s t e p  o f  t h i s  l e f t  p r o c e s s :  <  f ,  p '  >  l l  q  =  <  f ,  p '  l l  q  > .  I f  o n  
t h e  o t h e r  h a n d  a n  i n t e r l e a v i n g  p o i n t  i s  r e a c h e d  t h e n  w e  s w i t c h  b a c k  t o  t h e  o r d i n a r y  m e r g e  a g a i n :  
<  [ ! ] ,  P '  > l L  q  = <  [ ! ] ,  p '  I I  q  > .  
T h e  o p e r a t o r  i n t  m a k e s  a  c o m p u t a t i o n  i n t e r n a l  b y  r e m o v i n g  a l l  i n t e r n a l  i n t e r l e a v i n g  p o i n t s .  
N o w  w e  a r e  r e a d y  f o r  t h e  d e f i n i t i o n  o f  a  d e n o t a t i o n a l  s e m a n t i c s  f o r  G H C .  L e t  W  b e  a  f i x e d  p r o g r a m .  
D e f i n i t i o n  4 . 3  W e  d e f i n e  ' D  :  P (  V a r )  - G o a l  - P  a s  f o l l o w s :  
1 .  'D ~X ~ ~ ; . - t i  =  t2 ~ =  { <  [ f ( t . , 1 , , x J J . P o  > } ,  
w i t h  
i f  m g u ( t i  i 9 ,  t 2 l l )  l  a n d  m g u ( t 1  i i ,  i 2 i 9 ) l x t 1  =  f  
o t h e r w i s e  
{ H e r e  X i 9  =  U { V ( v ( x ) )  :  x  E X } ,  a n d  m g u . ( t
1
1 ' . 1 ,  t
2
i 9 )  l  s h o u l d  b e  i n t e r p r e t e d  a s  s t a t i n g  t h e  
e x i s t e n c e  o f  t h e  m o s t  g e n e r a l  u n i f i e r . )  
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2. D ~X ~~ <--- .4 ~ = U{i nt({< f ( A ,H ,X )> D ~X U V(A) ~~G ~ > });D ~X ~ ~B ~ : H <--- GIB E W}, 
with 
r _ \·'' { iJmg u(Al'.1 , H) 
J (A ,H ,X ) - ' u . fJ 
if mgu(Al'.1, H) 1 and mgu(.4t9, H) lxttuV(M) = E 
otherwise 
(Notice that the definition of D is recursive; like the semantic operators, it can be given as the 
fixed point of a contraction.) Both in the clauses l and 2, the additional parameter of D, the set 
of variables X , is used in the condition concerning the resulting new state in the definition of the 
state-transformation; moreover it is changed in clause 2 from X to X U V(.4) because a new guard 
computation is entered there. 
In clause 2 we have further that the computations of the unification and the guard are made 
internal by an application of the function int. 
5 Correctness of 'D with respect to 0 2 
We shall relate 0 2 and D via a function yield - id : P -+ 1\Iz by showing CJ'.? = yield - id oD. This 
implies the correctness of D with respect to Oz , that is, the fact that D makes at least the same 
distinctions that 0 2 makes . It appears technically convenient to turn Af2, the semantic universe of 
Oz, int o a complete metric space. 
Definition 5.1 We define ilh = Pc1 ( Subst 'J" ), where Pc1 denotes the set of all closed subsets. The 
set .f>,[z is a complete metric space if we supply it with the Hausdorff metric induced by the usual 
metric on S ubst '['. 
Next we define a function yield as follows: 
Definition 5.2 Let the function yield : P _. Subst --+ Mz be given by 
yield (Po)( iJ) 
yie ld(p)(O) 
= {i9 } 
= U6 { iJ' · yield(pn)(O'): < f1,P1 > E pi\··· /\ < fn - 11Pn - I > E Pn- 2/\ 
< [fn], Pn > E Pn - 1 /\ Un O • • • O Ji)(iJ) = i9'} 
(The attentive reader might observe that the function yield is not well defined, because in general 
yield(p)(l'.1) is not closed. He is right. Fortunately, however, we are saved by the observation that 
the restriction of yield to the set {p: :JA, X(p = D ~X ~ ~ <--- A ~ )} always delivers closed sets. This 
turns out to be everything we need. ) 
The function yield performs four abstractions at the same time. First, it turns a process (a tree-like 
structure) into a set of streams; secondly, it computes for every state transformation a new state 
(given some initial state), which is passed through to a next state transformation in the process; 
moreover, it performs the function composition of all functions occurring in a sequence Ji, ... , fn 
that is derived from a finite path in p like 
Such a sequence represents an internal computation, the end of which is indicated by [Jn). If we 
apply the resulting composition to a state i1 then we obtain a new state {)'of which the substitution 
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iJ' is passed through to the recursive application of the function yield. Finally, the function yield 
removes all infinite internal computations. 
A final technical comment on this definition of the function yield concerns the use of the operation 
LJ6 ; it is defined by 
LJ6 X = LJX \ {c5} ifLJX \{c5}f:.0 
= {b} otherwise. 
The main result of this section is 
where yield - id: P --+ i'\-h is given by yield - id(p) = yield(p)(i:). 
The proof is rather technical and is omitted due to lack of space. It has the following structure: 
First we introduce an intermediate syntax IS such that Goal (',:;; IS ; next we extend the definititions 
of 0 2 and D to 0' : JS -+ Su.bst --+ Af2 and D' : IS --+ P such that CJ'.! = CJ' I Goal (the restriction 
of CJ' to the set Goal) and D ~ 0 ~ = D' I Goal; finally, we prove CJ' = yield o D', from which the result 
follows. In JS, internal computation steps are represented explicitly; this will enable us to prove 
CJ' = yie ld o D' . 
6 Declarative semantics 
In this section we define the declarative semantics of G HC. In order to model the synchronization 
mechanism of G HC we introduce the notion of an-notated 11a1'iable. The annotation can occur on a 
variable in the goal, and it represents the input-mode constraint. Namely, such a variable can get 
bound by the execution of other atoms in the goals , but not by the execution of the atom in which 
it occurs (before commitment) . 
We will denote the set of va riables, with typical elements .v, y, . . . , by Va,. , and the set of the 
annotated variables , with typical elements x - , y - , . . . , by Var -. (.From a ma thematical point of 
view, we can consider "-" as a bijective mapping - : Var --+ Var - . The elements of Var U Fa r_ 
will be represented by l' , w, . . .. The set of terms Tenn, with typical element t , is extended on 
Var U Va r -. C is the term obtained by replacing in t every variable x E Var by .r. - . 
The notion of substitution extends naturally to the new set of variables and terms. Namely, a 
substitution{) is a mapping iJ : Var U Vi1r - --+ Term, such that iJ ( t> ) f:. v for finitely many u only. 
{} will be represented by the set {11/ t I u E V11r U Var - /\ iJ(t•) = t f:. u}. The application of a 
substitution iJ to a variable is defined by 
xii = i'.l (.v) 
x - v = v( .r - ) 
x - {) = v (x) -
if t? (x - ) f:. .r: -
ift?( x - ) = .i: -
The new notion of application differs from the standard one in that { u E Var U Var - I {)( v) f:. u} 
(the set of variables mapped by {) to a different term) is now a subset of {t> E Var U Var- I 
p t) f:. u} (the set of variables bound by{) to a different term). An annotated variable mapped 
to a different term represents a violation of the associated input-mode constraint. An annotated 
variable bound to a different term represents the ability to receive a binding from the computation 
of another atom in the goal. The application of iJ to a term (or atom, or formula) t is defined by 
tiJ = t•ilift = u E Var U Var-, and t{) = J(t1iJ, ... ,tnO)ift = J(t1 1 ... , t n) We factorize the set 
of substitutions with respect to the equivalence relation l.1 1 := {) 2 iff'v'v E Var U Var -[viJ 1 = vv 2 ]. 
l,From now on, a substitution iJ will indicate its equivalence class. 
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The notion of composition v1iJ 2 , of two substitutions, v1 and t)z is extended as follows 
The composition is associative and the empty substitution f is the neutral element. Given a set of 
sets of terms M, we define {) to be a unifier for M iff 
The ordering on substitutions is the standard one, namely: 01 :::; rJ2 iff :3 !93 [t>103 = !92 ] (t>1 is more 
general than 02 ). The set of mgu's {most general unifiers) of a set of sets of terms AI is denoted 
by mgu(Af). The unification algorithm can be extended, without modifying its structure, in order 
to deal with the new notion of application of a substitution to a term. 
We need now an operation for combining the substitutions obtained by running in parallel two 
different atoms in the same goal. This operation can be performed in the following way: Consider 
the set of all the pairs corresponding to the bindings of both the substitutions. Then, compute the 
most general unifier of such a set. Note that the consistency check corresponds to a verification 
that such a set is unifiable. We will call this operation parallel composition. 
Definition 6.1 Let S{rJ) denote the set of sets {{u,t} I t1 / t E 19}. We define 
Moreover, for 01. 02 sets of substitutions, we define 01 0 02 = U11, E0.,il, E0, t?1 0 !92. vVe will 
denote the sets { t>} o 0 and 0 o {O} by i9 o 0 and 0 o v respectively. 
We introduce now the notion of sequence of substitutions. We need it because the standard fiat 
representation of the computed bindings (obtained by composing all the substitutions associated 
to the derivation steps) , is not powerful enough to model the effects of the possible interleavings in 
the executions of the atoms in a goal. See (LP85], (LP87] and (Le2] for a discussion of this problem. 
Since we model declaratively the success set only, we need to consider only finite sequences. 
Definition 6.2 The finite sequences of substitutions, ~ith typical element z, are defined by the 
following {abstract) syntax 
- ·· - rJ I (-Jv I - -.., •• .... ..:... 1.-:? 
The role of the squared brackets is to delimitate the cri tical sections. V represents a set of variables, 
whose annotation has to be removed when computing the result of a sequence of substitutions. 
Their meaning will be clarified by the definition of the inter·leaving operator and result operator. 
We introduce the following notations. If Z and Z' are sets of sequences, then Z.Z' d!J {z.z' I z E 
Z, z' E Z' } and [Z]v d!J {[=]v I :: E Z}. If:: = iJ' .::', then iJ o z d!J { rJ o rJ').z' and i9 o {(::] v . .: ") d!J 
[(iJ 0 iJ').z']v. z". Fore a set of substitution we have 0 0 :; d!J u,, E0 iJ 0 z. 
Definition 6.3 (Interleaving operator). 
1. Z 1 II = 2 
( V.zi) ll Z 2 
([z]v .zi) ll ::2 
Z 1 1 =2 u Z2 II Z 1 
v.(.:::1 11 =2l 
[z]v.( =1 II z2) 
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Since the interleaving operator is associative we can omit parentheses. We note that the definition 
of the operator II is similar to the one given in definition 4.2, but it works on different structures 
(sequences instead of trees). 
The following definition introduces the notion of result R of a sequence ::; (or a set of sequences Z ) 
of substitutions. Roughly, such a result is obtained by performing the parallel composition of each 
element of the sequence with the next one, and by checking, each time, that the partial result does 
not violate input-mode constraints. 
Definition 6.4 
1. R. (tl) = { ~tJ} if l) I Vur - = e 
otherwise 
2. R. ([: )v) = disannv(R(.:)) 
3. R(.: 1 . :~) = R(R.( z i) o .:2 ) 
where disannv( : ) removes all the annotations of the variables of V which occur in ::; . Thus, 
rule 2. specifies that, after a critical section, the input-constraints are released. Rule l checks 
that iJ (to be intended as the partial result) does not map annotated variables. Rule :~ speci-
fi es the order of evaluation of a sequence: from left to right. Indeed, we have R.(t.1 1 .1'.1 2 ....• t.ln) = 
R( . . . R. (R.(t.1 1 ) o t.l~) . . . o i'J,, ). 
For z a set of sequences we define R(Z) = u=E Z R.( z). 
Next we introduce the notion of interpretation, and a continuous mapping (associated to the 
program ) on interpretations, whose least fixed point will be used to define the declarative semantics. 
Such a mapping is the extension of the immediate consequence operator (see [Apt87)) , firstly 
introduced by van Emden and Kowalski (vEKi6). First we recall some basic not ions . (Consult 
also the appendix with basic notions.) Given a program W, the Herbrand base with 1•ariables Bw 
associated to the program is the set of all the possible atoms that can be obtained by applying 
the predicates of ~V to elements of Term . Term consists of terms built of Va r U Var - and of 
const ruc tors of ~V. 
Definition 6.5 An interpretation of i-v is a set of pairs of the form < A,;; >, where A. is an atom 
in B1v and : is a sequence of substitu tions on Var U Var - and Term. Iw will denote the set of all 
the interpretations of W . 
Iw is a complete lattice with respect to the set- inclusion, with 0 as the minimum element , and 
the set 11 nio11 and set intersection as the sup and inf operations, respectively. 
The following definition, that will be used in the least fixed point construction, is mainly introduced 
for technical reasons. 
Definition 6.6 Let ;;1 , ... , Zh be sequences of substitutions, and let A. 1 , ... , A.A: ( h :S k) be atoms. 
The sequences =i. ... , Zh are said to be locally independent on Ai. ... , Ak if and only if 
Vi E { 1, .. . I h }VO E z;[(V( i'J) u C( i'J )) n V(A1 J\ .. . J\ Ak) <;;; V( .4; )). 
where V( i9) and C(O) are the standard domain and codomain of tJ, and V(F) denotes the set of 
variables of the formula F. 
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If X is a set of variables, then Wx will denote all the possible 11ariants of W with respect to X, 
i.e. the programs whose clauses are variants, with respect to X, of the clauses of W. We give now 
the definition of our immediate consequence operator. 
Definition 6. 7 The mapping Tw : Iw _, Iw, associated to a program W, is defined as follows: 
Tw(I) = { < A, z > I 3.4.' <-- .41 /\ ... /\ An l.4n+I I\ ... /\ Am E Wv(A) 
3.:1, ... , =m locally independent on .4, .41 1 ••• , Am 
} 
{ < .41,Z1 >, ... , < Am, .:m >} C I /\ 
:: E [mgu(A- ,A').(z1 11 ··· II .:n) ]v.( zn+i II ··· II ::m) 
l 
u {< A, IJ > I 3.4.' E {:r = x}v(A ) : {) E mgu(A, .4')} 
In this definition V stands for V{ .4, .4', :: 1 , ... , Zn ). If .4 is not a unificat ion atom, then a possible 
sequence for A results from the critical section containing the mgu with the head of a clause, and 
a sequence resulting from the guard. The variables in .4 are annotated. The whole is followed by a 
sequence resulting from the body. If A is a unifica.tion atom, say 11 = t 2 , then the sequence contains 
only the mgu with an atom of the form x = x (or. equivalently, the mgu oft 1 and t 2 ). 
Proposition 6.8 Tw is continuous. 
Corollary 6.9 The least fixed point lfp(Tw) ofTw exists, and lfp(Tw) = Un :2: 0 T1'V(0) holds. 
vVe define now the least fixed point semantics associated to a program iv. 
Definition 6.10 The least fixed point semantics :F of a program iv is the set 
:F(lV) = { < A1 I\ ... I\ An, iJ > : 3::1, ... , Zn locally independent on .41, ... , An 
}. 
< .41, ::1 >, .... , < A n ,Zn >E lfp(Tw) 
IJ E (R( z1 II ··· II Zn)) 1v(A 1 , .• .,A~ ) 
We are able to show that the informal operational semantics (as it is given in Guarded Horn Clauses 
section) is sound and complete with respect to the declarative semantics :F: :F(l'V) = <'.Ji( W) for 
any GHC program W. For the proof(which is omitted here for reasons of space) we refer to [Pal88]. 
The following example illustrates the necessity to use sequences of substitutions. Similar examples 
have been given in [LP85], [Lev88] and [Le2] to prove that a flat representation of the computed 
bindings (as given in [LP85] and (LP87]) is not adequate to deal with the cases of deadlock (it does 
not allow to distinguish between the two programs below). 
Example 
1. Consider the program {p(a, wi) <-- lw1 = b., q(w2, b) <- lw2 = a.}, and consider the goal 
.._ p(x, y), q(x, y). We have < p(x, y), ::1 > , < q(.r, y), ::2 >E lfp(Tw ), for 
= 1 = [{x- / a, wi/y- }]{.., ,y}·{wi/b} and z2 = [{y- /b, wz / x- }]{x,y}·{w2 / a}. 
11 
For all the possible interleavings : E .:; 1 II :3 , we get R.(:) = 0. Indeed, no refutations are 
possible (deadlock). 
2. Consider now the program {p(w1, w3) +- lr(wi), w3 = b., r(a) +- I., q(wJ, b) +- lw2 = a.}. 
We have < p( .i:, y), .;:1 >, < q(;c , y), =2 >E lfp(Tw ), for .:;1 = ({uii/.r - , w3 / y- }]{.r,y}-{w3/ b}. ({u·! / a}]{ w1} 
and ::2 = [{y- /b, tcd.r - }]{x ,y}-{w2 / a} . We have 
.:; = ({wt / :r. - , w3/ y- }]{;,,. y}-{tt•3/ b}. ({y- /h, w2 / x- }]{.r,y}·{w2/ a} .({w! / a}]{wi} E = 1 II ::2. 
Now, we observe that {;i: / a, y/b, Wt / a, w3/b, w3fa} E R.( :: ). Indeed , there exists a refuta-
tion of the goal ...___ p( :c, y). q(.r, y) giving the answer {x / a, y/ b}. 
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K .  U e d a .  G u a r d e d  H o r n  C l a u s e s :  A  P a r a l l e l  L o g i c  P r o g r a m m i n g  L a n g u a g e  w i t h  t h e  
C o n c e p t  o f  a  G u a r d .  T e c h n i c a l  R e p o r t  T R - 2 0 8 ,  I C O T ,  1 9 8 6 .  R e v i s e d  i n  1 9 8 i .  A l s o  t o  
a p p e a r  i n  M .  N i v a t  a n d  K .  F u c h i ,  e d i t o r s ,  P r o g r a m m i n g  o f  F u t u r e  G e n e r a t i o n  C o m -
p u t e r s ,  N o r t h  H o l l a n d ,  1 9 8 8 .  
7  A p p e n d i x :  B a s i c  N o t a t i o n  
W e  w i l l  u s e  m a i n l y  t h e  s a m e  t e r m i n o l o g y  a n d  n o t a t i o n s  o f [ A p t 8 7 ] ,  ( L M l \ 1 8 8 ] ,  a n d  ( E d e 8 5 ]  t o  w h i c h  
t h e  r e a d e r  i s  r e f e r r e d  a l s o  f o r  t h e  m a i n  p r o p e r t i e s  a b o u t  s u b s t i t u t i o n s  a n d  u n i f i c a t i o n .  
L e t  V a r  b e  a  s e t  o f  v a r i a b l e s ,  w i t h  t y p i c a l  e l e m e n t s  x ,  . . . .  L e t  T e r m  b e  a  s e t  o f  t e r m s ,  w i t h  t y p i c a l  
e l e m e n t s  t ,  . . .  ,  b u i l t  o n  i ' a r  a n d  o n  a  g i v e n  s e t s  o f  c o n s t r u c t o r s .  A  s u b s t i t u t i o n  0  i s  a  m a p p i n g  f r o m  
V a r  i n t o  T e r m  s u c h  t h a t  ' D (  { ) )  =  {  x  E  l i a r  :  i i (  x )  - : / =  . 1 : }  i s  f i n i t e .  ' D (  0 )  i s  c a l l e d  t h e  d o m a i n  o f  t h e  
s u b s t i t u t i o n  i i .  W e  w i l l  u s e  a l s o  t h e  s e t - t h e o r e t i c  n o t a t i o n  f o r  0 :  { )  =  { : r . / t  I x  E  ' D ( 1 / ) , r J ( x )  =  t } .  
L e t  F  b e  a  e x p r e s s i o n  ( t e r m ,  a t o m  o r  c l a u s e ) .  T h e  s e t  o f  v a r i a b l e s  o c c u r r i n g  i n  F  i s  d e n o t e d  
b y  V ( F ) .  T h e  a p p l i c a t i o n  F r : J  o f  { )  t o  F  i s  d e f i n e d  a s  t h e  e x p r e s s i o n  o b t a i n e d  b y  r e p l a c i n g  e a c h  
v a r i a b l e  x  i n  F  b y  t J ( x ) .  C ( r J )  ( w h i c h  w e  w i l l  i m p r o p e r l y  c a l l  t h e  c o - d o m a i n ,  o r  r a n g e  o f  0 )  i s  
t h e  s e t  Ur E P ( ~ ) V ( r J ( .1 : ) ) .  A  r e n a m i n g  p  i s  a n y  b i j e c t i v e  s u b s t i t u t i o n  f r o m  V a r  t o  V a r .  I f  X  i s  a  
s e t  o f  v a r i a b l e s ,  t h e n  F  p  i s  a  v a r i a n t  o f  a  e x p r e s s i o n  F  w i t h  r e s p e c t  t o  X  i f f  p  i s  a  r e n a m i n g  
a n d  V ( F p )  n  V  =  0 .  F p  i s  s a i d  t o  b e  a  v a r i a n t  o f  F  i f f  F p  i s  a  v a r i a n t  o f  F  w i t h  r e s p e c t  t o  
V (  F ) .  T h e  c o m p o s i t i o n  { J O '  o f  t w o  s u b s t i t u t i o n s  { )  a n d  t J '  i s  d e f i n e d  i n  t h e  u s u a l  w a y ,  n a m e l y  
( r J r J ' ) ( x )  =  ( { ) ( x ) ) { ) ' .  W e  r e c a l l  t h a t  t h e  c o m p o s i t i o n  i s  a s s o c i a t i v e ,  t h e  e m p t y  s u b s t i t u t i o n  E  i s  
t h e  n e u t r a l  e l e m e n t ,  a n d  f o r  e a c h  r e n a m i n g  p  t h e r e  e x i s t s  t h e  i n v e r s e  p -
1
,  i . e .  p p -
1  
=  p -
1
p  = E.  
M o r e o v e r ,  F ( t h J ' )  =  ( F O ) l J ' .  { ) i s  c a l l e d  i d e m p o t e n t  i f f i J t J  = { ) ( o r ,  e q u i v a l e n t l y ,  i l f ' D ( i J ) n C ( 1 7 )  =  0 ) .  
T h e  p r e - o r d e r  r e l a t i o n  : : : ;  o n  s u b s t i t u t i o n s  i s  d e f i n e d  b y :  r : J  : : : ;  { ) '  .; : : ;  .  . 3 t J i ( D r J
1  
=  t J ' ] .  T h e  r e s t r i c t i o n  
i l 1x  o f { )  t o  a  s e t  o f  v a r i a b l e s  X  i s  t h e  s u b s t i t u t i o n  i l 1x ( x )  =  i J ( . r )  f o r  x  E  X  a n d  0 1x ( x )  =  x  
o t h e r w i s e .  
G i v e n  a  s e t  o f  s e t s  o f  t e r m s  A l ,  a  s u b s t i t u t i o n { )  i s  a  u n i f i e r  o f  A l i f f  V S  E  M V t ,  t '  E  S ( t i . 1  =  t ' i J ]  
h o l d s .  0  i s  a  m o s t  g e n e r a l  u n i f i e r  (  m g u )  o f  M  i f  i t  i s  a  u n i f i e r  o f  1U  a n d  i J  : : : ;  t J '  f o r  a n y  o t h e r  u n i f i e r  
{ ) '  o f  A l .  
8  A p p e n d i x :  E x t e n d e d  u n i f i c a t i o n  a l g o r i t h m  
I n  t h i s  a p p e n d i x  W e  g i v e  a n  e x t e n d e d  v e r s i o n  o f  t h e  u n i f i c a t i o n  a l g o r i t h m ,  b a s e d  o n  t h e  o n e  
p r e s e n t e d  i n  ( A p t 8 7 ] ,  t h a t  w o r k s  o n  f i n i t e  s e t s  o f  p a i r s .  G i v e n  a  f i n i t e  s e t  o f  f i n i t e  s e t s  o f  t e r m s  , \ . [ ,  
c o n s i d e r  t h e  ( f i n i t e )  s e t  o f  p a i r s  
. M p a i r •  =  u  { <  t ,  u  > I t ,  u  E S } .  
S E 1' v f  
T h e  u n i f i e r s  o f  a  s e t  {  <  t
1
,  u 1  > ,  . . .  ,  <  t , , ,  U n  > } a r e  t h e  o n e s  o f  {  { t 1 i  u
1
} ,  . . .  ,  { t n ,  u n }  } .  O f  c o u r s e ,  
. f t [  a n d  A f p a i r •  a r e  e q u i v a l e n t  ( i . e .  t h e y  h a v e  t h e  s a m e  u n i f i e r s ) .  A  s e t  o f  p a i r s  i s  c a l l e d  s o i l l e d  i f  i t  
i s  o f  t h e  f o r m  
w h e r e  a l l  t h e  x ; " s  a r e  d i s t i n c t  e l e m e n t s  o f  V a r U  V a r - ,  x ;  < f .  V ( t
1
,  • . .  , t , . ) ,  a n d ,  i f x ,  E  F a r  a n d  
t , - : / =  x ; ,  t h e n  x ;  < f .  V ( x 1 ,  . . .  , x , . , t 1 1  . . .  , t n ) .  F o r  P  s o l v e d ,  d e f i n e  " f p  =  { x i f t 1 ,  . . .  , x , . / t n } ,  a n d  
b p  =  1 ' P 1 ' P ·  
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The following algorithm transforms a set of pairs into an equivalent one which is solved , or halts 
with failure if the set has no unifiers. 
Definition 8.1 (Extended unification algorithm) 
• Let P, P' be sets of pairs. Define P :::::- P' if P' is obtained from P by choosing in P a pair of 
the form below and by performing the corresponding action 
2. < f(t 1, ... ,tn) ,g( uti ... ,Un ) >, where f -/: g 
3. < x , .1: > where x E Va r U Va r -
4. < t, x > where x E Va·r U Var - ,t ff_ Var U Va r -
5. < x, t > where x E Var, .t-/: t , x - f. t 
and .r or x - occurs in other pairs 
6. < x, .t - > where x E Var, 
and T occurs in other pairs 
7. < x - ,t > where x - E Fa r - , x - :j:. t 
and x - occurs in other pairs 
replace by the pairs 
< f1 , tt 1 >, ... , < t ,.,, tt ,., > 
halt with failure 
delete the pair 
replace by the pair < x, t > 
if x E V(t) or x - E V( t ) 
then hal t with failure 
else apply the substitution 
{.l! / t } to all the other pairs 
apply the substitution 
{x / x - } to all the other pairs 
if x - E V( t) 
then hal t with failure 
else apply the substitution 
{x - / t} to all the other pairs. 
We will write P ~· fai l if a failure is detected (steps 2, 5 or 7). 
• Let ~· · be the reflexive- transitive closure of the relation ::::;. , and let P, 0 1 be the set P rn1 = 
{ P' I symm (P ) ::;. • P' , andP'issolved }, where symm ({ < f1 1 t1 1 > , .. . ,< t n ,ttn > }) = {< 
l1,u1 >, . . . , < tn ,lln >} U{< t! , u! >, .. . , < t; , u; >}. 
The se t of substitutions determined by the algorithm is il(P) = {b p• I P' E P,0 1}. 
The following proposition shows that the se t of the idempotent most general unifiers of M is finit e 
and can be computed in finit e time by the extended unification algorithm. 
Proposition 8.2 Let P be a finite set of pairs, and Ilf be a finite set of finite sets of terms. 
1. (finiteness) The relation ::::;· is fi nitely- bra nching and noetherian (i.e. terminat ing). 
2. (solved form) If P is in norm al fo rm (i.e. there exist no P' such that P =? P'), then P is 
in solved form. 
3. (soundness) il (P) ~ m gu(P) 
4. (completeness) m g u( .M ) ~ D. (Mpair,). 
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5 .  P  = = ? • J a i l  i f f  P  i s  n o t  u n i f i a b l e .  
T h i s  r e s u l t  i m p l i e s  t h a t  t h e  s e t  o f  t h e  i d e m p o t e n t  m o s t  g e n e r a l  u n i f i e r s  o f  I l , J  i s  f i n i t e  a n d  c a n  b e  
c o m p u t e d  i n  f i n i t e  t i m e  b y  a  d e t e r m i n i s t i c  s i m u l a t i o n  o f  t h e  e x t e n d e d  u n i f i c a t i o n  a l g o r i t h m  ( t h e  
n o n - d e t e r m i n i s m  o f  t h e  r e l a t i o n  - >  c a n  b e  s i m u l a t e d  v i a  a  s i m p l e  b a c k t r a c k i n g ) .  
1 6  
