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Abstract—In this letter, we propose a modified version of
Fast Independent Component Analysis (FICA) algorithm to solve
the self-interference cancellation (SIC) problem in In-band Full
Duplex (IBFD) communication systems. The complex mixing
problem is mathematically formulated to suit the real-valued
blind source separation (BSS) algorithms. In addition, we propose
a method to estimate the ambiguity factors associated with
ICA lumped together with the channels and residual separation
error. Experiments were performed on an FD platform where
FICA-based BSS was applied for SIC in the frequency domain.
Experimental results show superior performance compared to
least squares SIC by up to 6 dB gain in the SNR.
Keywords—In-band Full Duplex, Self-Interference, Suppression,
Independent Component Analysis, Blind Source Separation.
I. INTRODUCTION
IN-BAND full duplex (IBFD) communication systems havewitnessed significant progress during the last decade due
to developing practical methods to overcome the mixing of
the self-interference signal with the signal of interest [1]. Self-
interference cancellation (SIC) is generally divided into dif-
ferent stages as follows; 1) Propagation cancellation which is
essential to avoid Low Noise Amplifier (LNA) saturation from
the interferer. This can be performed via antenna separation,
directional antennas, circulators, ... etc. 2) Analog cancellation
where the tuned delayed paths are used to subtract the self-
interference signal from the received signal, thus reducing
LNA saturation and preserving ADC dynamic range, and 3)
digital cancellation (DC) to remove any residual interferer
signal [1].
Blind Source Separation (BSS) techniques are widely used
to solve cocktail party-type problems to separate linearly and
nonlinearly mixed signals [2]. In the case of linear mixtures,
the BSS problem is mathematically formulated as follows:
x = As, (1)
where A, s and x are the mixing matrix, sources, and mixed
signals, respectively. BSS methods, therefore, lend themselves
naturally to solving the problem of SIC. Independent Com-
ponent Analysis (ICA) is a powerful tool to separate mixed
sources based on their statistical independence and non-
gaussianity [3]. However, BSS techniques suffer two main
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issues to recover the mixed signals [3]; a) it recovers the
mixing matrix with a random permutation, and b) the recovered
signals have arbitrary scaling values (scaling ambiguity).
During the last decade, many ICA algorithms were proposed
based on different optimization criteria such as minimizing the
mutual information or information maximization or maximiz-
ing the non-gaussianity [2]. One of the widely used techniques
is Fast Independent Component Analysis (FICA) which works
on maximizing the signal non-gaussianity, proposed by Hyvri-
nen and Oja for real-valued signals [4]. The power of FICA
is that it is based on stochastic gradient descent with cubic
convergence.
Recently, FICA-based BSS was applied to SIC in full duplex
systems [5]. The authors applied their proposed technique in
the time domain, albeit without addressing the permutation
and scaling ambiguity problems. Furthermore, ideal conditions
were assumed where the channel and transceivers nonidealities
are ignored such as nonlinearity, phase noise, .. etc.
Specifically, this letter presents the following contributions:
• A BSS-based method for SIC in In-Band Full Duplex
(IBFD) systems applied in the frequency domain is
presented for OFDM signals.
• A method to estimate the ambiguity factors associated
with ICA lumped together with residual separation er-
rors and channels is presented, avoiding direct channel
estimation.
• We reformulate the complex mixing problem in order to
apply the real-valued FICA scheme.
• Experimental confirmation is presented by testing the
proposed FICA-based BSS on a real IBFD platform
showing performance improvements of up to 6 dB in
output SINR compared to least-squares SIC.
The remainder of this letter is organized as follows: Section
II presents the IBFD system model and Least-squares SIC.
Section III discusses the BSS formulation of the IBFD problem
and the problems associated with the application of BSS in
addition to the modified FICA algorithm for resolving the
complex mixing problem. Section IV presents the experimental
results on the IBFD system. Finally, the conclusion is given
in section V.
Notation: We use E[.] to denote expectation. Frequency
domain variables use uppercase letters. Furthermore, bold
letters denote vectors.
II. IN-BAND FULL DUPLEX SYSTEM
Fig. 1 shows the IBFD system which consists of two nodes.
Each node is transmitting to and receiving from the other
node simultaneously, in the same frequency band. Each node
receives a signal of interest (SOI) from the other node and a
self-interferer signal (SI) from its own transmitter. Thus, the
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Fig. 1: Block diagram of FD system.
received signal in the frequency domain can be modeled as
R(k) = α1Ssi(k) + α2Ssoi(k) +N(k), (2)
where Ssi(k) and Ssoi(k) are the SI and SOI signals, respec-
tively, associated with subcarrier k, α1 and α2 are the complex
channel coefficients associated with each, respectively, and N
is the complex Additive White Gaussian Noise (AWGN) term
in the received signal for the k−th subcarrier.
In order to extract the SOI component from R(k) with high
signal-to-interference-plus-noise ratio (SINR), the receiver has
to suppress SI close to below the noise floor. Both SOI
and SI channels estimation and equalization are needed. A
typical approach is to use least squares (LS) estimation, where
the receiver relies on the received training sequence with no
interferer (i.e nonoverlapped long preamble) and computes the
channel estimate as
αˆ1,2(k) =
L∑
l=1
Rl(k)
Tl(k)
= α1,2 +
L∑
l=1
Nl(k)
Tl(k)
, (3)
where l is the training symbol index in time, T (k) is the
training or known sequence, and L is the length of the training
sequence. This initial estimate is followed by a correction
every symbol using nonoverlapped subcarriers (i.e pilots) to
track the channel variation. The channel estimates are used
to suppress the SI component, and to equalize SOI channel
impact. The estimated SOI can be written as
Sˆsoi(k) =
R(k)− αˆ1(k)Ssi(k)
αˆ2(k)
. (4)
In this work, a WiFi-like frame structure is assumed with
a nonoverlapped short preamble, shown in Fig. 2, for IBFD
synchronization purposes as discussed in [6]. In order to apply
self-interference cancellation, there are two assumptions: a)
channel is quasi-static within the frame which is reasonable for
low-mobility environments. b) SI and SOI are synchronized
to use the knowledge of the interferer signal in the cancel-
lation. Prior work such as [6] present IBFD synchronization
techniques that have been experimentally verified, utilizing
nonoverlapped short preamble.
III. ICA FORMULATION OF IBFD PROBLEM
In this work, FICA-based BSS is applied in the frequency
domain for an Orthogonal Frequency Division Multiplexed
(OFDM) system. ICA is applied to the received signal, which
is a mixture of SOI and SI in addition to noise. One of the
known issues in BSS is the scaling ambiguity problem [2],
where the resulting estimated sources have a multiplicative
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Fig. 2: IBFD frame structure (a) with overlapped and (b) with
nonoverlapped long premble (LP). SP, CP and NoXmt stand
for short preamble, cyclic prefix and no transmission.
scaling factor. By taking into account the scaling factor, the
problem can be reformulated as follows:[
X1(k)
X2(k)
]
=
[
1/β1 0
α1/β1 α2/β2
] [
β1Ssi(k)
β2Ssoi(k)
]
+
[
0
N(k)
]
, (5)
where X1(k) is the direct feed signal (self-interferer) for
subcarrier k, X2(k) is the received over the air (mixed) signal,
i.e. R(k) of (2), and β1 and β2 are the complex scale ambiguity
factors associated with the SI and SOI signals, respectively, as
perceived by the BSS algorithm. This system can be written
as X(k) = AaSa(k) +N(k) = AS(k) +N(k), which is the
well known formulation of the noisy BSS problem and where
we denote the ambiguated mixing matrix by Aa and the
ambiguated sources vector by Sa. After application of ICA, the
estimated sources are recovered, which can be mathematically
formulated as Y =WX =WAS where W is the demixing
matrix. We may write J = WA, where J is the estimated
coefficient matrix for the sources vector and should ideally
be the identity matrix, with W ideally equal to A−1, i.e.
upon perfect demixing and without ambiguity. However, due
to residual separation errors that depend on many factors
including the ICA algorithm used, data size, the number of
iterations, and convergence rate, J will have non-diagonal
components, where W can be expressed as W = (A−1a + δ),
and J = (A−1a + δ)A, where δ is the residual separation error
matrix term, which may be written as follows
J =
[
β1 + δ11 + δ12α1 δ12α2
δ21 + δ22α1 β2 + δ21
]
. (6)
It is evident that if {δij}, the elements of δ, are zeros, J is
diagonal and if, furthermore, β1 = β2 = 1 (i.e no ambiguity
scaling), J = I . We are interested in recovering the SOI, which
may be written as
Ysoi(k) = J21Ssi(k) + J22Ssoi(k) +Nsoi(k), (7)
where {Jmn} are the elements of J and Nsoi(k) is the AWGN
term after applying the demixing matrix W . Given known
training symbols Ssoi(k) = T (k), then dividing the LHS by
T (k) and taking the sample mean as in (3) yields an estimate
for J22. This is because E[(J21Ssi(k) +Nsoi(k))/T (k)] = 0
due to the statistical independence of SOI, SI, and noise terms,
thus nulling out the first and third terms of (7) yielding
J22 = E
[
Ysoi(k)
T (k)
]
. (8)
3With the limited length of the training sequence, the variance
of the sample mean estimator for the first term of (7) may be
large due to the much higher power of the SI signal. Hence,
using the frame structure presented in [6] and shown in Fig. 2,
non-overlapped Long Preamble (LP) can be used to set SI LP
to zero when SOI LP is transmitting. Having thus obtained the
estimate Jˆ22 for the unknown data symbols, we divide Ysoi(k)
by Jˆ22 to obtain the estimate Sˆsoi(k) of the source signal for
the SOI with good performance as will be shown in the results
section. The permutation ambiguity can also be easily resolved
in this case using the same training sequence and the special
structure of the demixing matrix afforded by knowledge of the
SI signal.
A. Modified FICA Algorithm
BSS works on the statistical independence nature of the
sources by either minimizing the mutual information or maxi-
mizing the information. Numerous techniques have been pro-
posed for BSS but most assume a real mixing matrix such
as FICA, Infomax, and JADA [2]. The problem of SIC in
IBFD presents a complex mixing matrix. While complex-ICA
methods such as [7] exist, they are generally computationally
expensive. However, SIC in IBFD can be easily reformulated
as a higher dimension BSS real mixing matrix due to the
limited dimension of the problem, as we show next.
FICA is a robust method to extract the independent compo-
nents and was proposed in [3], [4]. There are two methods to
separate the signals; the deflection method where the sources
are separated one after another, and the symmetric method
where the sources are separated simultaneously. In this work,
the deflection approach is used due to its ability to estimate
a subset of the original components which is the case for
IBFD. Since FICA works on real-valued data, we write out
the real and imaginary components of the complex mixing
problem yielding a 4x4 real matrix formulation. Thus, (5) can
be rewritten as followsX1rX1iX2r
X2i
 =
 1 0 0 00 1 0 0α1r −α1i α2r −α2i
α1i α1r α2i α2r

 SsirSsiiSsoir
Ssoii
+
 00Nr
Ni
 ,
(9)
where, for convenience, we have dropped the subcarrier index-
ing and explicit ambiguation, and where the second subscripts
r and i denote the real and imaginary parts, respectively.
As in the formulation described earlier, the sample mean
estimation is used to obtain the desired coefficient matrix
terms, except that two sample mean estimates are needed
based on the real and imaginary parts of the training symbols.
The deflection algorithm is applied on the last two rows only
with identity initial matrix, Wi = I , which satisfies the SI
conditions, and using prewhitening and tanh() nonlinearity.
It is worth mentioning that IQ imbalance (IQI) can be lumped
inside the mixing matrix which means that the FICA can
resolve the IQI while separating the signals (see supplementary
material).
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Experiment Setup
In order to experimentally validate the proposed SIC
method, a complete full-duplex experimental system was built
≈
Fig. 3: The experimental setup of Node A (left) and Node B
(right).
Parameters Value Parameters Value
# OFDM Subcarriers 64 Data Packet Duration 1.6ms
# Data Subcarriers 44/52 # symbols/block 100
# Pilot Subcarriers 8/0 Carrier Frequency 2.5 GHz
CP Duration 3.2µs Symbol Duration (CP+FFT) 16µs
LP Duration 32µs Signal Bandwidth 5 MHz
SP Duration 16µs Subcarrier Frequency Spacing 78125Hz
TABLE I: Experimental setup parameters.
using two Universal Software Radio Peripheral (USRP) SDR
platform which contains a Radio Frequency (RF) transceiver
and a Field Programmable Gate Array (FPGA). The USRPs
are connected to a PC to perform baseband signal processing
(mainly DC). The RF transceivers are deployed to perform
real-time transmission and reception. The baseband signals are
connected to USRPs at a rate of 25M Samples/sec. As shown
in Fig. 3, Node A is equipped with two dipole omnidirectional
antennas; one transmit and one receive antenna with 10 cm
separation while Node B uses only one dipole omnidirectional
antenna. Both transmit and receive antennas have the same
antenna polarization. The distance between the two nodes is
set to 10m. The timing of all USRPs and the FPGA that drive
the antenna radiation selection are aligned with one reference
Pulse Per Second signal. Table I summarizes the parameters
used in our framework. The performance metrics, the input
signal to interference noise ratio (ISINR), the output signal to
interference noise ratio (OSINR) values are calculated at the
demodulation step before and after applying DC.
B. Comparison with Least-Squares
We compare FICA-based SIC with LS-based SIC. In LS-
based channel estimation, the channel is estimated as discussed
in section II in addition to using eight nonoverlapped sub-
carriers as pilots; four for each node while the rest are used for
data. The estimated channels are used and interpolated through
the OFDM symbol to track the changes in each channel with
initial estimates using nonoverlapped long preamble. LS-based
SIC causes loss of spectral efficiency. On the other hand,
FICA-based SIC does not require subcarrier pilots since the
whole frame is used to estimate the channel except that the
nonoverlapped preamble is needed for ambiguity estimation.
Thus, the spectral efficiency of FICA-based SIC is better by
52
44× compared to LS-based SIC where 52 is the number
of used subcarriers in WiFi and 44 is the number of data
subcarriers of LS-based SIC, in our experimental setup.
4Fig. 4: Experimental comparison of the output SINR (solid
lines) and bit error rate (dashed lines) for different input SINR.
Fig. 5: Experimental comparison of the SIC for different input
SINR between LS- and FICA-based SIC.
It should be noted that the FICA-SIC requires the entire
frame for separation whereas the LS-SIC processes the frame
symbols sequentially, i.e. the latency of FICA-SIC is O(N),
relative to O(1) for LS-SIC which serves other functions such
as decoding.
C. Experiment Results
In order to sweep over ISINR, the SOI Tx power is swept
from 0 dBm up to 15 dBm with a 0.5 dBm step while fixing
the SI Tx power to 0 dBm. The measured SI power before
DC is fixed to -37 dBm. The performance after applying both
FICA-based and LS-based cancellation are shown in Fig. 4.
Also, the overall SIC is depicted in Fig. 5. Clearly, FICA-based
cancellation outperforms the LS-based cancellation by around
6 dB due to the intrinsic de-noising feature in ICA[2]. How-
ever, the performance starts to saturate due to the nonlinearity
of both transmitter and receiver. FICA-based cancellation is
more sensitive to the nonlinearity.
Fig. 6: Experimental and simulation of the OSINR for different
frame lengths with ISINR=-10 dB.
In order to show the effect of the nonlinearity, experiments
with different third harmonic power ratio (HPR3) were con-
ducted in the simulation platform and verified experimentally
for different frame lengths. Fig. 6 shows LS-based and FICA-
based SIC for HPR3 = 200 dB representing no nonlinearity
and HPR3 = 35 dB representing the practical values existing
in our experimental framework and compared to the exper-
imental result. Clearly, the nonlinearity causes performance
saturation. This occurs due to the assumption of the linear
mixture which is true only for low ISINR. Thus, nonlinearity
estimation techniques can be used to improve the performance
or nonlinear ICA techniques can be applied [2], which may be
the subject of future work.
V. CONCLUSION AND FUTURE WORK
In this letter, ICA is deployed to solve the self-interference
problem in IBFD systems in the frequency domain of an
OFDM system. The self-interference problem formulation as
an ICA problem is introduced. Experimental results show that
the proposed technique is very effective in solving the SI prob-
lem thanks to the intrinsic de-noising feature in ICA. Besides,
the FICA-based SIC achieves spectral efficiency improvement
by an extra 18% compared to LS-based SIC. Comparisons
to other SIC schemes would be of interest as well. Another
natural extension to this work would be application of BSS
to SIC in IBFD-MIMO since multiple antennas would add
new received signals with independent channels to the linear
mixture. The specific BSS problem formulation in this case
would depend on the diversity-multiplexing tradeoff used. Be-
yond the obvious complexity issue, there are a few challenges
as well as opportunities associated with multiple antennas
[8], [9]. These include the design of MAC protocols to
minimize network interference (and, in our proposed scheme,
to coordinate the synchronization of preambles), the need for
stronger SIC algorithms, precoder design, and the need for
theoretical performance bounds on the capacity increase for
multiple shared antennas.
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