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LOCAL ZETA FUNCTIONS, PSEUDODIFFERENTIAL
OPERATORS, AND SOBOLEV-TYPE SPACES OVER
NON-ARCHIMEDEAN LOCAL FIELDS
W. A. ZU´N˜IGA-GALINDO
Abstract. In this article we introduce a new type of local zeta functions and
study some connections with pseudodifferential operators in the framework of
non-Archimedean fields. The new local zeta functions are defined by integra-
ting complex powers of norms of polynomials multiplied by infinitely pseudo-
differentiable functions. In characteristic zero, the new local zeta functions
admit meromorphic continuations to the whole complex plane, but they are
not rational functions. The real parts of the possible poles have a description
similar to the poles of Archimedean zeta functions. But they can be irrational
real numbers while in the classical case are rational numbers. We also study, in
arbitrary characteristic, certain connections between local zeta functions and
the existence of fundamental solutions for pseudodifferential equations.
1. Introduction
This article aims to explore the connections between local zeta functions (also
called Igusa’s local zeta functions) and pseudodifferential operators in the frame-
work of the non-Archimedean fields. The local zeta functions over local fields,
i.e. R, C, Qp, Fp((T )), are ubiquitous objects in mathematics and mathematical
physics, this is due mainly to the fact that they are the ‘dual objects’ of oscillatory
integrals with analytic phases, see e.g. [2], [3], [6], [7], [9], [10], [11], [12], [16], [17],
[18], [21], [25], [27], [28], [30], [33] [34], [35], [36] and the references therein. Let
(K, |·|K) be a local field of arbitrary characteristic, φ : K
n → C a test function,
f ∈ K [x1, . . . , xn] and |d
nx|K a Haar measure on K
n. The simplest type of local
zeta function is defined as
(1.1) Zφ (s, f) =
∫
Knrf−1(0)
φ |f|sK |d
nx|K for s ∈ C, with Re(s) > 0.
These objects are deeply connected with string and Feynman amplitudes. Let
us mention that the works of Speer [25] and Bollini, Giambiagi and Gonza´lez
Domı´nguez [7] on regularization of Feynman amplitudes in quantum field theory
are based on the analytic continuation of distributions attached to complex powers
of polynomial functions in the sense of Gel’fand and Shilov [12]. For connections
with string amplitudes see e.g. [8] and the references therein. In the Archimedean
setting, the local zeta functions were introduced in the 50’s by Gel’fand and Shilov.
The main motivation was that the meromorphic continuation of Archimedean local
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zeta functions implies the existence of fundamental solutions for differential ope-
rators with constant coefficients. This result has a non-Archimedean counterpart.
In [35], see also [33] and the references therein, the author noticed that the classical
argument showing that the analytic continuation of local zeta functions implies
the existence of fundamental solutions also works in non-Archimedean fields of
characteristic zero, and that for particular polynomials the Gel’fand-Shilov method
gives explicit formulas for fundamental solutions. In this article, we use methods
of pseudodifferential operators to study non-Archimedean local zeta functions.
A pseudodifferential operator with ‘polynomial symbol’ |h|K , h ∈ K [ξ1, . . . , ξn],
is defined asA(∂, h)φ = F−1ξ→x(|h|K Fx→ξφ), where F denotes the Fourier transform
in the space of test functions. A theory of non-Archimedean pseudodifferential
equations is emerging motivated by its connections with mathematical physics, see
e.g. [1], [20], [29], [33] and the references therein. The space of test functions is
not invariant under the action of pseudodifferential operators. We replace it with
H∞ ⊂ L2 a Sobolev-type space which is a nuclear countably Hilbert space in the
sense of Gel’fand-Vilenkin. This type of spaces was studied by the author in [32].
In this article we study the following integrals:
(1.2) ZF(g) (s, f) =
∫
Knrf−1(0)
|f|sK F (g) |d
nx|K
for s ∈ C, with Re(s) > 0, and g ∈ H∞. For instance, if ‖ξ‖K = maxi |ξi|K , t > 0,
and α > 0, then g (x, t) = F−1ξ→x
(
e−t‖ξ‖
α
K
)
∈ H∞. This function is the ‘fundamental
solution’ of the heat equation over Kn, see e.g. [20], [29], [33]. We study these local
zeta functions in Section 4.1 for certain polynomials. It is interesting to mention
that the complex counterparts of these integrals are related with relevant arithmetic
matters, see e.g. [9] and the references therein. The space of test functions is
embedded in H∞, and since the Fourier transform is an isomorphism on this space,
integrals of type (1.2) are generalizations of the classical non-Archimedean local
zeta functions (1.1). In characteristic zero, by using resolution of singularities,
we show that integrals ZF(g) (s, f) admit meromorphic continuations to the whole
complex plane as H∗∞-valued functions, here H
∗
∞ denotes the strong dual of H∞,
see Theorem 2. These meromorphic continuations are not rational functions of q−s,
see Section 4.1, and the description of the real parts of the possible poles resembles
the case of the Archimedean zeta functions, but there are relevant differences. If
{Ni, vi}i∈T are the numerical data of an embedded resolution of singularities of
the map f : Kn → K, then the real parts of the possible poles of the meromorphic
continuation of ZF(g) (s, f) belongs to the set ∪i∈T
−(vi+Mi)
Ni
, where each Mi is an
‘arbitrary arithmetic progression of real numbers’, see Theorem 2. In the real case
all the Mi are just the set of non-negative integers, see e.g. [16], [18]. The Hironaka
resolution of singularities theorem [19] allow us to reduce the study of ZF(g) (s, f)
to the case in which f is a monomial, like in the classical case. But the study of
these monomial integrals does not follow the classical pattern because there is no a
simply description for the functions in H∞. All our results about the meromorphic
continuation for monomial integrals are valid in arbitrary characteristic, see Section
4.3.
The pseudodifferential operators A(∂, h) give rise to continuous operators from
H∞ onto itself, and thus they have continuous adjoints, denoted as A∗(∂, h), from
H∗∞ onto itself. In this framework, ZF(A(∂,hi)g) (s, f) defines a H
∗
∞-valued function
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for s in the half-plane Re(s) > 0. Then, for instance, it makes sense to ask if
ZF(g) (s, f) satisfies a pseudodifferential equation of the form
D∑
i=1
ci
(
q−s
)
ZF(A(∂,hi)g) (s+ ki, f) = 0,
where the ci (s) ∈ C (q−s) and the ki are integers. We also study the existence of
fundamental solutions, i.e. solutions for equations of the form A∗(∂, f)E = δ in
H∗∞, where δ denotes the Dirac distribution. We show, like in the real case, see for
instance [3], [6], [16], that the existence of a fundamental solution is equivalent to
the division problem: there exists E inH∗∞ such that Ê |f|K = 1 almost everywhere,
here Ê denotes the Fourier of E as a distribution, see Theorem 3. Finally, by using
the Gel’fand-Shilov method of analytic continuation, we show that the existence
of an analytic continuation for ZF(g) (s, f) implies the existence of a fundamental
solution for operator A∗(∂, f), see Theorem 4. These results are valid in arbitrary
characteristic.
Another important motivation for studying integrals ZF(g) (s, f) comes from the
fact that existence of meromorphic continuations for local zeta functions in local
fields of positive characteristic is an open and difficult problem, see e.g. [17], [34],
[36] and the references therein. A natural and possible way to attack this problem is
by developing a suitable theory ofD-modules in the framework of non-Archimedean
fields of arbitrary characteristic, which would allow us to use Bernstein’s approach
to establish the meromorphic continuation for local zeta functions in positive char-
acteristic, see e.g. [6], [16]. Several theories of arithmetic-type D-modules on fields
of arbitrary characteristic have been constructed, see e.g. [5], [22]. However, all
these theories involved operators acting on functions from Kn into K, and the op-
erators needed to study local zeta functions must act on functions from Kn into C,
thus, the only possibility is to use pseudodifferential operators. Our results suggest
the existence of a theory of pseudodifferentialD-modules a` la Bernstein which could
be used to establish the analytic continuation of local zeta functions in arbitrary
characteristic.
2. Fourier analysis on Non-Archimedean local fields: essential ideas
In this section we fix the notation and collect some basic definitions on Fourier
analysis on non-Archimedean local fields that we will use through the article. For
an in-depth exposition the reader may consult [1], [26], [29], [30].
2.1. Non-Archimedean local fields. Along this article K will denote a non-
Archimedean local field of arbitrary characteristic unless otherwise stated. The
associated absolute value ofK is denoted as |·|K . The ring of integers ofK is RK =
{x ∈ K; |x|K ≤ 1}, its unique maximal ideal is PK = {x ∈ RK ; |x|K < 1} = πRK ,
where π is a fixed generator of PK , typically called a local uniformizing parameter
of K; and R×K = {x ∈ RK ; |x|K = 1} is the group of units of RK . The residue field
of K is RK/PK ≃ Fq, the finite field with q elements, where q is a power of a prime
number p. Let ord : K → Z ∪ {∞} denote the valuation of K. We assume that
for x ∈ K×, |x|K = q
−ord(x), i.e. |·|K is a normalized absolute value. Every non-
Archimedean local field of characteristic zero is isomorphic (as a topological field)
to a finite extension of the field of p−adic numbers Qp. And any non-Archimedean
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local field of characteristic p is isomorphic to a finite extension of the field of formal
Laurent series Fq((T )) over a finite field Fq, see e.g. [30].
We extend the norm || · ||K to Kn by taking
||x||K := max
1≤i≤n
|xi|K , for x = (x1, . . . , xN ) ∈ K
n.
We define ord(x) = min1≤i≤N{ord(xi)}, then ||x||K = p−ord(x). The metric space
(Kn, || · ||K) is a complete ultrametric space, which is a totally disconnected topo-
logical space. For l ∈ Z, denote by Bnl (a) = {x ∈ K
n; ||x − a||K ≤ ql} the ball
of radius ql with center at a = (a1, . . . , aN ) ∈ Kn, and take Bnl (0) := B
n
l . Note
that Bnl (a) = Bl(a1) × · · · × Bl(an), where Bl(ai) := {x ∈ K; |x − ai|K ≤ q
l} is
the one-dimensional ball of radius ql with center at ai ∈ K. The ball Bn0 equals
the product of n copies of B0 := RK , the ring of integers of K. For l ∈ Z, de-
note by Snl (a) = {x ∈ K
n; ||x − a||K = q
l} the sphere of radius ql with center at
a = (a1, . . . , aN ) ∈ Kn, and take SNl (0) := S
N
l .
2.2. Some function spaces. A complex-valued function φ defined on Kn is called
locally constant if for any x ∈ Kn there exists an integer l(x) ∈ Z such that
φ(x + x′) = φ(x) for x′ ∈ BN
l(x). A such function is called a Bruhat-Schwartz
function (or a test function) if it has compact support. The C-vector space of
Bruhat-Schwartz functions is denoted by D(Kn) := D. Let D
′
(Kn) := D′ denote
the set of all continuous functionals (distributions) on D.
Along this article, |dnx|K will denote a Haar measure on K
n normalized so that∫
Rn
K
|dnx|K = 1. Given r ∈ [0,∞), we denote by L
r (Kn, |dnx|K) := L
r(Kn) = Lr,
the C-vector space of all the complex valued functions g satisfying
∫
Kn
|g (x)|r |dnx|K
< ∞; L∞ (Kn, |dnx|K) := L
∞(Kn) = L∞ denotes the C-vector space of all the
complex valued functions g such that the essential supremum of |g| is bounded.
Let denote by C (Kn,C) := C, the C-vector space of all the complex valued func-
tions which are continuous. Set
C0 (K
n) :=
{
f : Kn → C; f is continuous and lim
x→∞ f(x) = 0
}
,
where limx→∞ f(x) = 0 means that for every ǫ > 0 there exists a compact subset
B(ǫ) such that |f (x)| < ǫ for x ∈ Kn rB(ǫ). We recall that (C0 (Kn) , ‖·‖L∞) is a
Banach space.
2.3. Fourier transform. We denote by χ(·) a fixed additive character on K, i.e.
a continuous map from K into the unit circle satisfying χ(y0 + y1) = χ(y0)χ(y1),
y0, y1 ∈ K. If x = (x1, . . . , xn), ξ = (ξ1, . . . , ξn), we set x · ξ =
∑n
i=1 xiξi.
If g ∈ L1 its Fourier transform is defined by
(Fg)(ξ) =
∫
Kn
g (x)χ (−x · ξ) |dnx|K =
∫
Kn
g (x)χ (x · ξ) |dnx|K ,
where the bar denotes the complex conjugate. The Fourier transform is an isomor-
phism of C-vector spaces from D (Kn) into itself satisfying
(2.1) (F(Fg))(x) = g(−x)
for every g in D (Kn). If g ∈ L2, its Fourier transform is defined as
(Fg)(ξ) = lim
l→∞
∫
‖x‖K≤ql
g (x)χ (−x · ξ) |dnx|K ,
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where the limit is taken in L2. We recall that the Fourier transform is unitary on
L2, i.e. ‖g‖L2 = ‖Fg‖L2 for g ∈ L
2 and that (2.1) is also valid in L2, see e.g. [26,
Chapter III, Section 2]. We will also use the notation Fx→ξg and ĝ for the Fourier
transform of g.
The Fourier transform F (T ) of a distribution T ∈ D
′
(Kn) is defined by
(F (T ) , g) = (T,F (g)) for all g ∈ D′ (Kn) .
The Fourier transform T → F (T ) is a linear isomorphism from D
′
(Kn) onto itself.
Furthermore, T = F [F [T ] (−ξ)]. We also use the notation Fx→ξT and T̂ for the
Fourier transform of T .
3. The spaces H∞
The Bruhat-Schwartz space D(Kn) is not invariant under the action of pseudo-
differential operators. In this section, we review and expand some results about a
class of nuclear countably Hilbert spaces introduced by the author in [32], these
spaces are invariant under the action of large class of pseudodifferential operators.
The notation here is slightly different to the notation used in [32], in addition, the re-
sults in [32] were formulated for Qnp , but these results are valid in non-Archimedean
local fields of arbitrary characteristic. For an in-depth discussion about nuclear
countably Hilbert spaces, the reader may consult [13], [14], [15], [23].
Notation 1. We set R+ := {x ∈ R : x ≥ 0}. We denote by N the set of non-
negative integers. We set [ξ]K := max (1, ‖ξ‖K).
We define for ϕ, ̺ in D(Kn) the following scalar product:
(3.1) 〈ϕ, ̺〉l :=
∫
Kn
[ξ]
l
K ϕ̂ (ξ) ̺̂(ξ) |dnξ|K ,
for l ∈ N, where the bar denotes the complex conjugate. We also set ‖ϕ‖2l = 〈ϕ, ϕ〉l.
Notice that ‖·‖l ≤ ‖·‖m for l ≤ m. Let denote by Hl (K
n) := Hl the completion of
D(Kn) with respect to 〈·, ·〉l. Then Hm →֒ Hl (continuous embedding) for l ≤ m.
We set
H∞ (Kn) := H∞ =
⋂
l∈N
Hl.
Notice that H0 = L2 and that H∞ ⊂ L2. With the topology induced by the family
of seminorms ‖·‖l∈N, H∞ becomes a locally convex space, which is metrizable.
Indeed,
d (f, g) := max
l∈N
{
2−l
‖f − g‖l
1 + ‖f − g‖l
}
, with f , g ∈ H∞,
is a metric for the topology of H∞ considered as a convex topological space. A
sequence {fl}l∈N in (H∞, d) converges to f ∈ H∞, if and only if, {fl}l∈N converges
to f in the norm ‖·‖l for all l ∈ N. From this observation follows that the topology
on H∞ coincides with the projective limit topology τP . An open neighborhood
base at zero of τP is given by the choice of ǫ > 0 and l ∈ N, and the set
Uǫ,l := {f ∈ H∞; ‖f‖l < ǫ} .
The space H∞ endowed with the topology τP is a countably Hilbert space in the
sense of Gel’fand and Vilenkin, see e.g. [14, Chapter I, Section 3.1] or [23, Section
1.2]. Furthermore (H∞, τP ) is metrizable and complete and hence a Fre´chet space,
cf. Lemma [32, Lemma 3.3]. In addition, the completion of the metric space
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(D(Kn), d) is (H∞, d), and this space is a nuclear countably Hilbert space, cf. [32,
Lemma 3.4, Theorem 3.6].
Lemma 1. With the above notation, the following assertions hold:
(i) H∞ (Kn) is continuously embedded in C0 (Kn);
(ii) Hl (Kn) =
{
f ∈ L2(Kn); ‖f‖l <∞
}
= {T ∈ D′(Kn); ‖T ‖l <∞};
(iii) H∞ (Kn) =
{
f ∈ L2(Kn); ‖f‖l <∞, for every l ∈ N
}
;
(iv) H∞ (Kn) = {T ∈ D′(Kn); ‖T ‖l <∞, for every l ∈ N}. The equalities in (ii)-
(iv) are in the sense of vector spaces.
(v) H∞ (Kn) ⊂ L1 (Kn). In particular, ĝ ∈ C0 (Kn) for g ∈ H∞ (Kn).
Proof. (i) Take f ∈ H∞ and l > n, then by using Cauchy-Schwarz inequality,∥∥∥f̂∥∥∥
L1
=
∫
Kn
∣∣∣f̂ ∣∣∣ |dnξ|K = ∫
Kn
{
[ξ]
l
2
K
∣∣∣f̂ ∣∣∣}{ 1
[ξ]
l
2
K
}
|dnξ|K
≤
∥∥∥∥∥ 1[ξ] l2K
∥∥∥∥∥
L2
∥∥∥[ξ] l2K ∣∣∣f̂ ∣∣∣∥∥∥
L2
≤ C(n, l) ‖f‖l ,
where C(n, l) is a positive constant, which shows that f̂ ∈ L1. Then, f is continuous
and by the Riemann-Lebesgue theorem, (see e.g. [26, Theorem 1.6]), f ∈ C0 (Kn).
On the other hand, ‖f‖L∞ ≤
∥∥∥f̂∥∥∥
L1
≤ C(n, l) ‖f‖l, which shows that Hl is conti-
nuously embedded in C0 (K
n) for l > n. Thus H∞ ⊂ C0 (Kn). Now, if fm d−→ f in
H∞ (Kn), i.e. if fm ‖·‖l−−→
f in Hl for any l ∈ N, then fm ‖·‖L∞−−−→
f in C0 (K
n).
(ii) In order to prove the first equality, it is sufficient to show that if f ∈ L2
and ‖f‖l < ∞ then f ∈ Hl. The condition ‖f‖l < ∞ is equivalent to [ξ]
l
2
K f̂ ∈
L2(Kn), which implies that
̂{
[ξ]
l
2
K f̂
}
(−ξ) ∈ L2(Kn). By the density of D(Kn) in
L2(Kn), there is a sequence {gk}k∈N in D(K
n) such that gk (ξ) ‖·‖L2−−−→
̂{
[ξ]
l
2
K f̂
}
(−ξ),
which implies that ĝk ‖·‖L2−−−→
[ξ]
l
2
K f̂ , which is equivalent to F
−1(ĝk/ [ξ]
l
2
K)‖·‖l−−→
f with
ĝk/ [ξ]
l
2
K ∈ D(K
n) for any k ∈ N. To establish the second equality, we note that
since ‖·‖0 ≤ ‖·‖l for any l ∈ N, if T ∈ Hl then T̂ ∈ L
2, and thus T ∈ D′(Kn) and
‖T ‖l <∞. Conversely, if T ∈ D
′(Kn) and ‖T ‖l <∞ then T ∈ L
2 and ‖T ‖l <∞.
(iii) It follows from (ii).
(iv) It follows from (iii) by using that the following assertions are equivalent: (1)
T ∈ D′(Kn) and ‖T ‖l <∞ for any l ∈ N; (2) T ∈ L
2 and ‖T ‖l <∞ for any l ∈ N.
(iv) By Theorem 3.15-(ii) in [32], H∞ (Kn) ⊂ L1 (Kn). The fact that ĝ ∈
C0 (K
n) for g ∈ H∞ (Kn) follows from the Riemann-Lebesgue theorem. 
3.1. The dual space of H∞. For m ∈ N and T ∈ D′(Kn), we set
‖T ‖2−m :=
∫
Kn
[ξ]−mK
∣∣∣T̂ (ξ)∣∣∣2 |dnξ|K .
Then H−m := H−m (Kn) =
{
T ∈ D′(Kn); ‖T ‖2−m <∞
}
is a complex Hilbert
space. Denote by H∗m the strong dual space of Hm. It is useful to suppress the
correspondence between H∗m and Hm given by the Riesz theorem. Instead we
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identify H∗m and H−m by associating T ∈ H−m with the functional on Hm given
by
(3.2) [T, g] :=
∫
Kn
T̂ (ξ)ĝ (ξ) |dnξ|K .
Notice that
(3.3) |[T, g]| ≤ ‖T ‖−m ‖g‖m .
Now by a well-known result in the theory of countable Hilbert spaces, see e.g. [14,
Chapter I, Section 3.1], H∗0 ⊂ H
∗
1 ⊂ . . . ⊂ H
∗
m ⊂ . . . and
(3.4) H∗∞ (K
n) = H∗∞ =
⋃
m∈N
H−m =
{
T ∈ D′(Kn); ‖T ‖−l <∞, for some l ∈ N
}
as vector spaces. We mention that since H∞ is a nuclear space, cf. [32, Lemma
3.4, Theorem 3.6], the weak and strong convergence are equivalent in H∗∞, see e.g.
[13, Chapter I, Section 6, Theorem 6.4]. We consider H∗∞ endowed with the strong
topology. On the other hand, let B : H∗∞ × H∞ → C be a bilinear functional.
Then B is continuous in each of its arguments if and only if there exist norms ‖·‖(a)m
in H∗m and ‖·‖
(b)
l in Hl such that |B (T, g)| ≤ M ‖T ‖
(a)
m ‖g‖
(b)
l with M a positive
constant independent of T and g, see e.g. [14, Chapter I, Section 1.2] and [13,
Chapter I, Section 4.1]. This implies that (3.2) is a continuous bilinear form on
H∗∞ ×H∞, which we will use as a paring between H∗∞ and H∞.
Remark 1. The spaces H∞ ⊂ L2 ⊂ H∗∞ form a Gel’fand triple (also called a
rigged Hilbert space), i.e. H∞ is a nuclear space which is densely and continuously
embedded in L2 and ‖g‖2L2 = [g, g]. This Gel’fand triple was introduced in [32].
Remark 2. By the proof of Lemma 1-(i), if g ∈ H∞, then ĝ ∈ L1 ∩ L2 and by the
dominated convergence theorem, g (0) =
∫
ĝ |dnξ|K . Consequently,[
1̂, g
]
=
∫
Kn
ĝ (ξ) |dnξ|K = g (0) ,
and thus 1̂ defines an element of H∗∞, which we identify with the Dirac distribution
δ, i.e. [δ, g] = g (0). In addition, δ ∗ g = g for any g ∈ H∞. Indeed, take gn
‖·‖l−−→
g for any l ∈ N, with {gn}n∈N in D (K
n) and g ∈ H∞. Then ‖δ ∗ gn − g‖l =
‖gn − g‖l → 0, since δ ∗ gn = gn, for any l ∈ N, which means that g → δ ∗ g is
continuous in D (Kn), which is dense in H∞.
3.2. Pseudodifferential operators acting on H∞. Let hi be a non-constant
polynomial in RK [ξ1, . . . , ξn] of degree di, for i = 1, . . . , r, with 1 ≤ r ≤ n, and
let αi be a complex number such that Re(αi) > 0 for i = 1, . . . , r. We set h =
(h1, . . . , hr) and α = (α1, . . . , αr) and attach them the following pseudodifferential
operator:
D(Kn) → L2 ∩ C
ϕ → P
(
∂, h,α
)
ϕ,
where
(
P
(
∂, h,α
)
ϕ
)
(x) = F−1ξ→x (
∏r
i=1 |hi (ξ)|
αi
K Fx→ξϕ).
Notation 2. For t ∈ R, we denote by ⌈t⌉ := min {m ∈ Z;m ≥ t}, the ceiling
function.
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Lemma 2. The mapping P
(
∂, h,α
)
: H∞ → H∞ is a well-defined continuous
operator between locally convex spaces.
Proof. The result follows from the following assertion:
Claim. P
(
∂, h,α
)
: Hm(l) → Hl, with m(l) := l+2
∑r
i=1 di ⌈Re(αi)⌉, defines a
continuous operator between Banach spaces.
Indeed, by the Claim, if g ∈ H∞, then P
(
∂, h,α
)
g ∈ H∞. To check the
continuity, we take a sequence {gk}k∈N in H∞ such that gk d−→ g, with g ∈ H∞, i.e.
gk ‖·‖l−−→
g for any l ∈ N. By the Claim∥∥P (∂, h,α) gk − P (∂, h,α) g∥∥l ≤ ‖gk − g‖m(l) .
which implies that P
(
∂, h,α
)
gk ‖·‖l−−→
P
(
∂, h,α
)
g for any l ∈ N.
Proof of the Claim. By taking ϕ ∈ D(Kn), and using that
(3.5) |hi (ξ)|
Re(αi)
K ≤ [ξ]
di⌈Re(αi)⌉
K ,
where di denotes the degree of hi, we have∥∥P (∂, h,α) g∥∥2
l
=
∫
Kn
[ξ]
l
∏r
i=1
|hi (ξ)|
2Re(αi)
K |ϕ̂ (ξ)|
2 |dnξ|K
≤
∫
Kn
[ξ]l+2
∑r
i=1 di⌈Re(αi)⌉ |ϕ̂ (ξ)|2 |dnξ|K ≤ ‖ϕ‖
2
l+2
∑
r
i=1 di⌈Re(αi)⌉ .
Now, from the density of D(Kn) in Hl+2
∑
r
i=1 di⌈Re(αi)⌉, we conclude that
P
(
∂, h,α
)
: Hl+2
∑
r
i=1 di⌈Re(αi)⌉ → Hl
defines a continuous operator between Banach spaces. 
3.2.1. Adjoint operators on H∞. By using that P
(
∂, h,α
)
: H∞ → H∞ is a con-
tinuous operator and some results on adjoint operators in the setting of locally
convex spaces, see e.g. [31, Chapter VII, Section 1], one gets that there exists a
continuous operator P ∗
(
∂, h,α
)
: H∗∞ → H∗∞ satisfying[
P ∗
(
∂, h,α
)
T, g
]
=
[
T,P
(
∂, h,α
)
g
]
for any T ∈ H∗∞ and any g ∈ H∞. We call P
∗ the adjoint operator of P .
3.3. Some additional results.
Lemma 3. Take h = (h1, . . . , hr) with hi ∈ RK [ξ1, . . . , ξn] r RK , 1 ≤ r ≤ n, and
α = (α1, . . . , αr) ∈ Cr with Re(αi) > 0 for any i, as before, and g ∈ H∞, and
define
Ig
(
α, h
)
=
∫
Knr∪r
i=1h
−1
i
(0)
r∏
i=1
|hi (ξ)|
αi
K ĝ (ξ) |d
nξ|K .
Then Ig
(
α, h
)
defines a H∗∞-valued holomorphic function of α in the half-plane
Re(α) > 0 for i = 1, . . . , r.
Proof. By using (3.5), we get∣∣Ig (α, h)∣∣ ≤ ∫
Kn
[ξ]
∑r
i=1 di⌈Re(αi)⌉
K |ĝ (ξ)| |d
nξ|K ,
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and by proof of Lemma 1-(i),∣∣Ig (α, h)∣∣ ≤ C(n, l) ‖g‖2l+2∑r
i=1 di⌈Re(αi)⌉
for any positive integer l > n. This implies that Ig
(
α, h
)
is a H∗∞-valued func-
tion if α belongs to the half-plane Re(αi) > 0, i = 1, . . . , r. To establish the
holomorphy of Ig
(
α, h
)
, we recall that a continuous complex-valued function de-
fined in an open set A ⊆ Cr, which is holomorphic in each variable separately,
is holomorphic in A. Thus, it is sufficient to show that Ig
(
α, h
)
is holomorphic
in each αi. This last fact follows from a classical argument, see e.g. [16, Lemma
5.3.1], by showing the existence of a function ΦK (ξ) ∈ L1 such that for any com-
pact subset K of {αi ∈ C; Re(αi) > 0}, with αj fixed for j 6= i, it verifies that∏r
i=1 |hi (ξ)|
Re(αi)
K |ĝ (ξ)| ≤ ΦK (ξ) for αi ∈ K. 
Notation 3. If I is a finite set, then |I| denotes its cardinality.
Lemma 4. Let I and J be two non-empty subsets of {1, . . . , n} such that I ∩J = ∅
and I ∪ J = {1, . . . , n}. Set x = (x1, . . . , xn) = (xI , xJ ) ∈ K |I| × K |J| with
xI = (xi)i∈I and xJ = (xi)i∈J . With this notation, the measure |d
nx|K becomes
the product measure of
∣∣d|I|xI ∣∣K and ∣∣d|J|xJ ∣∣K . Fix ξ(0)J ∈ K |J|. Then the mapping
P
J,ξ
(0)
J
: H∞ (Kn) → H∞
(
K |I|
)
g (xI , xJ ) →
∫
K|J|
χ
(
xJ · ξ
(0)
J
)
g (xI , xJ )
∣∣d|J|xJ ∣∣K
gives rise to a well-defined linear continuous operator.
Proof. By using that g (xI , xJ ) ∈ L1 (Kn, |dnx|K), cf. [32, Theorem 3.15-(ii)], and
applying Fubini’s theorem, g (xI , xJ ) ∈ L1
(
K |J|,
∣∣d|J|xJ ∣∣K) for almost all the xI ’s.
Thus
FxI→ξI
xJ→ξJ
(g) |
ξJ=ξ
(0)
J
= FxI→ξI
(
P
J,ξ
(0)
J
g
)
.
Now,∥∥∥P
J,ξ
(0)
J
g
∥∥∥2
l
=
∫
K|I|
[ξI ]
l
K
∣∣∣FxI→ξI (P J,ξ(0)
J
g
)∣∣∣2 ∣∣∣d|I|ξI ∣∣∣
K
=
∫
K|I|
[ξI ]
l
K
∣∣∣ĝ (ξI , ξ(0)J )∣∣∣2 ∣∣∣d|I|ξI ∣∣∣
K
≤
∫
Kn
[ξ]
l
K |ĝ (ξI , ξJ )|
2 |dnξ|K
= ‖g‖2l <∞
for any l ∈ N, which implies that P
J,ξ
(0)
J
is a continuous operator. 
Lemma 5. Fix two subsets I, J of {1, . . . , n} satisfying I ∩ J = ∅ and I ∪ J =
{1, . . . , n}. Set αI = (αi)i∈I ∈ C
|I| and βJ = (βi)i∈J ∈ C
|J|. Assume that
Re (αi) > 0 for i ∈ I and Re (βi) > 0 for i ∈ J . Set for g ∈ H∞,
Eĝ (αI ,βJ) :=
∫
Knr{0}
∏
i∈I
|ξi|
αi
K∏
i∈J
|ξi|
βi
K
ĝ (ξ) |dnξ|K ,
with the convention that
∏
i∈∅· = 1. Then Eĝ (αI ,βJ) gives rise to a H
∗
∞-valued
function which is holomorphic in αI and βJ in the open set Re (αi) > 0 for i ∈ I
and 0 < Re (βi) < 1 for i ∈ J .
10 W. A. ZU´N˜IGA-GALINDO
Proof. We first consider the case J = ∅,
Eĝ (αI) =
∫
Knr{0}
∏
i∈I
|ξi|
αi
K ĝ (ξ) |d
nξ|K .
By Lemma 3, Eĝ (αI) defines a H
∗
∞-valued function which is holomorphic in αI in
the open set Re (αi) > 0 for i ∈ I.
We assume that J 6= ∅. For L ⊆ {1, . . . , n}, we define
AL = {ξ = (ξ1, . . . , ξn) ∈ C
n; |ξi|K > 1⇔ i ∈ L} .
Then
Kn =
⊔
L⊆{1,...,n}
AL and Eĝ (αI ,βJ) =
∑
L⊆{1,...,n}
E
(L)
ĝ
(αI ,βJ)
where
E
(L)
ĝ (αI ,βJ) :=
∫
ALr{0}
∏
i∈I
|ξi|
αi
K∏
i∈J
|ξi|
βi
K
ĝ (ξ) |dnξ|K .
The proof is accomplished by showing that each functional E
(L)
ĝ
(αI ,βJ ) satisfies
the requirements announced for Eĝ (αI ,βJ).
Case 1. If L = ∅, AL = R
n
K .
In this case, with the notation of Lemma 4, we have
E
(L)
ĝ
(αI ,βJ ) =
∫
Rn
K
r{0}
∏
i∈I
|ξi|
αi
K∏
i∈J
|ξi|
βi
K
ĝ (ξ) |dnξ|K
=
∫
R
|J|
K
r{0}
1∏
i∈J
|ξi|
βi
K

∫
R
|I|
K
∏
i∈I
|ξi|
αi
K FxI→ξI (P J,ξJ g)
∣∣∣d|I|ξI ∣∣∣
K

∣∣∣d|J|ξJ ∣∣∣
K
,
and∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤ ∫
R
|J|
K
r{0}
1∏
i∈J
|ξi|
Re(βi)
K
×

∫
R
|I|
K
|FxI→ξI (P J,ξJ g)|
∣∣∣d|I|ξI ∣∣∣
K

∣∣∣d|J|ξJ ∣∣∣
K
≤

∫
R
|J|
K
r{0}
∣∣d|J|ξJ ∣∣K∏
i∈J
|ξi|
Re(βi)
K
 supξJ∈K|J|
∫
R
|I|
K
|FxI→ξI (P J,ξJ g)|
∣∣∣d|I|ξI ∣∣∣
K
≤

∫
R
|J|
K
r{0}
∣∣d|J|ξJ ∣∣K∏
i∈J
|ξi|
Re(βi)
K
 supξJ∈K|J|
∫
R
|I|
K
1
[ξI ]
l
2
K
[ξI ]
l
2
K |FxI→ξI (P J,ξJ g)|
∣∣∣d|I|ξI ∣∣∣
K
.
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Now, by applying Cauchy-Schwarz inequality and Lemma 4,
∣∣∣E(L)ĝ (αI ,βJ )∣∣∣ ≤

∫
R
|J|
K
r{0}
∣∣d|J|ξJ ∣∣K∏
i∈J
|ξi|
Re(βi)
K
×
sup
ξJ∈K|J|
√√√√√∫
R
|I|
K
∣∣d|I|ξI ∣∣K
[ξI ]
l
K
√√√√√
∫
R
|I|
K
[ξI ]
l
K |F (P J,ξJ g)|
2 ∣∣d|I|ξI ∣∣K
≤

∫
R
|J|
K
r{0}
∣∣d|J|ξJ ∣∣K∏
i∈J
|ξi|
Re(βi)
K
 supξJ∈K|J|
√√√√∫
Kn
[ξ]lK |ĝ (ξ)|
2 |dnξ|K
≤

∫
R
|J|
K
r{0}
∣∣d|J|ξJ ∣∣K∏
i∈J
|ξi|
Re(βi)
K
 ‖g‖l .
We now use that, if 0 < Re (βi) < 1 then
1
|ξi|Re(βi)K
∈ L1 (RK , |dξi|K), to conclude
that
(3.6)
∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤ C(βJ) ‖g‖l
for any l ∈ N. This implies that E
(L)
ĝ
(αI ,βJ ) is a H
∗
∞-valued function for βJ in
the set 0 < Re (βi) < 1 for i ∈ J and Re (αi) > 0 for i ∈ I. In order to show that
E
(L)
ĝ (αI ,βJ) is holomorphic in (αI ,βJ) in αI ,βJ in the set 0 < Re (βi) < 1 for
i ∈ J and Re (αi) > 0 for i ∈ I, we show that E
(L)
ĝ (αI ,βJ) is holomorphic in each
variable separately. This fact is established by using (3.6) and Lemma 5.3.1 in [16].
Case 2. If L = {1, . . . , n}, AL = {ξ ∈ Kn; |ξi|K > 1 for i = 1, . . . , n}.
In this case∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤ ∫
AL
∏
i∈I
|ξi|
Re(αi)
K |ĝ (ξ)| |d
nξ|K
≤
∫
AL
[ξ]
∑
i∈I⌈Re(αi)⌉
K |ĝ (ξ)| |d
nξ|K ≤ C(l, n) ‖g‖l+2
∑
i∈I⌈Re(αi)⌉,
for any positive integer l > n, which implies that E
(L)
ĝ (αI) is a H
∗∞-valued function
in the set Re (αi) > 0 for i ∈ I.
We now analyze the case where L is a non-empty and proper subset from
{1, . . . , n} and J 6= ∅.
Case 3. If J ∩ L = ∅, i.e. L ⊆ I.
In this case, by proceeding as in the proof of Case 1, and using that∫
K|L|
∣∣d|L|ξL∣∣K
[ξ]
l
K
<∞ for l > n,
one gets that ∣∣∣E(L)ĝ (αI ,βJ )∣∣∣ ≤ C(βJ , l, n) ‖g‖l+2∑i∈I⌈Re(αi)⌉ ,
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which implies that E
(L)
ĝ (αI ,βJ) is a H
∗∞-valued function for βJ in the set 0 <
Re (βi) < 1 for i ∈ J and Re (αi) > 0 for i ∈ I. The verification that E
(L)
ĝ (αI ,βJ)
is holomorphic in αI ,βJ in the set 0 < Re (βi) < 1 for i ∈ J and Re (αi) > 0 for
i ∈ I is done like in Case 1.
Case 4. J ∩ L 6= ∅ and I ∩ L = ∅ (i.e. L ⊆ J) and M := J r L.
In this case, taking {1, . . . , n} = L
⊔
L′ and
(3.7) AL r {0} =
(
R
|L′|
K r {0}
)⊔(
K |L| r {0}
)
,
and using the notation of Lemma 4, E
(L)
ĝ
(αI ,βJ) equals
∫
R
|L′|
K
r{0}
1∏
i∈M
|ξi|
βi
K

∫
K|L|r{0}
∏
i∈I
|ξi|
αi
K∏
i∈L
|ξi|
βi
K
FxL→ξL
(
PL′,ξL′g
) ∣∣∣d|L|ξL∣∣∣
K

∣∣∣d|L′|ξL′ ∣∣∣
K
and thus
∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤
∫
R
|L′|
K
r{0}
∣∣∣d|L′|ξL′∣∣∣
K∏
i∈M
|ξi|
Re(βi)
K
 supξL′∈K|L′|
∫
K|L|
∣∣FxL→ξL (PL′,ξL′g)∣∣ ∣∣∣d|L|ξL∣∣∣
K
=

∫
R
|M|
K
r{0}
∣∣d|M|ξM ∣∣K∏
i∈M
|ξi|
Re(βi)
K
×
sup
ξL′∈K|L
′|
∫
K|L|
1
[ξ
L
]
l
2
K
[ξL]
l
2
K
∣∣FxL→ξL (PL′,ξL′ g)∣∣ ∣∣∣d|L|ξL∣∣∣
K
.
By taking l > n, 0 < Re(βi) < 1 for i ∈M , and applying Cauchy-Schwarz inequality
and Lemma 4,
∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤ C (βJ , l, n)×
sup
ξL′∈K|L
′|
√√√√ ∫
K|L|
[ξL]
l
K
∣∣FxL→ξL (P L′,ξL′g)∣∣2 ∣∣d|L|ξL∣∣K ≤ C (βJ , l, n) ‖g‖l .
Case 5. J ∩ L 6= ∅ , I ∩ L 6= ∅, and M := J r L.
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In this case, taking {1, . . . , n} = L
⊔
L′ and using (3.7), and proceeding like in
Case 4,
∣∣∣E(L)ĝ (αI ,βJ)∣∣∣ ≤

∫
R
|M|
K
r{0}
∣∣d|M|ξM ∣∣K∏
i∈M
|ξi|
Re(βi)
K
×
sup
ξL′∈K|L
′|
∫
K|L|
∏
i∈I∩L
|ξi|
Re(αi)
K
∣∣FxL′→ξL′ (PL′,ξL′g)∣∣ ∣∣∣d|L|ξL∣∣∣
K
≤ C (βJ , l, n) ‖g‖l+2
∑
i∈I∩L⌈Re(αi)⌉
for l > n. 
4. Local zeta functions in H∞
We fix a non-constant polynomial f in RK [ξ1, . . . , ξn] of degree d. We set f˜ (ξ) :=
f (−ξ). Then
∣̂∣∣˜f∣∣∣s
K
, Re(s) > 0, defines a distribution from D′ satisfying
∣̂∣∣˜f∣∣∣s
K
= |f|sK
in D′ for Re(s) > 0. In addition,
∣̂∣∣˜f∣∣∣s
K
, with Re(s) > 0, gives rise to a holomorphic
H∗∞-valued function in s, cf. Lemma 3. In this section we establish the existence
of a meromorphic continuation of H∗∞-valued functions of type
(4.1) Zĝ (s, f) :=
[∣̂∣∣˜f∣∣∣s
K
, g
]
=
∫
Knrf˜−1(0)
|f (ξ)|sK ĝ (ξ) |d
nξ|K ,
Re(s) > 0, g ∈ H∞ (Kn), to the whole complex plane. Since D (Kn) ⊂ H∞ (Kn),
integrals of type (4.1) are generalizations of the classical Igusa’s local zeta functions,
see e.g. [16], [18]. Before further discussion we present an example that illustrates
the analogies an differences between the classical Igusa’s zeta functions and the
local zeta functions on H∞.
4.1. Local zeta functions for strongly non-degenerate forms modulo π.
Notation 4. We denote by ‘·’, the reduction modulo π, i.e. the canonical mapping
RnK → (RK/πRK)
n = Fnq . If f is a polynomial with coefficients in RK , we denote
by f, the polynomial obtained by reducing modulo π the coefficients of f.
We take g (x) = F−1ξ→x
(
e−‖ξ‖
α
K
)
, with α > 0. By Lemma 1-(iii), g ∈ H∞ (Kn).
It is interesting to mention that function F−1ξ→x
(
e−t‖ξ‖
α
K
)
with t > 0, α > 0 is the
‘fundamental solution’ of the heat equation over Kn, see e.g. [33, Section 2.2.7].
We also pick a homogeneous polynomial f with coefficients in RK r πRK of degree
d, satisfying f (a) = ∇f (a) = 0 implies a = 0. We set[∣̂∣∣˜f∣∣∣s
K
, g
]
=
∫
Knrf−1(0)
|f (ξ)|sK e
−‖ξ‖α
K |dnξ|K for Re(s) > 0.
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Claim.
[∣̂∣∣˜f∣∣∣s
K
, g
]
admits meromorphic continuation to the whole complex plane
and the real parts of the possible poles belong to the set {−1} ∪ ∪l∈N
{
−(n+αl)
d
}
.
To establish the Claim we proceed as follows. We use the partition Kn r {0} =⊔∞
j=−∞π
jSn0 to obtain[∣̂∣∣˜f∣∣∣s
K
, g
]
=
∞∑
j=−∞
∫
πjSn0
|f (ξ)|sK e
−‖ξ‖αK |dnξ|K(4.2)
=
∫
Sn0
|f (ξ)|sK |d
nξ|K

 ∞∑
j=−∞
q−jds−jne−q
−jα

=
∫
Sn0
|f (ξ)|sK |d
nξ|K

 1
1− q−n
∫
Kn
‖ξ‖dsK e
−‖ξ‖α
K |dnξ|K
 =: Z0(s)Z1(s).
By using that
Z(s, f) :=
∫
Rn
K
|f (ξ)|sK |d
nξ|K
L (q−s)
(1− q−1−s) (1− q−n−ds)
for Re(s) > 0,
where L (q−s) is a polynomial in q−s, see e.g. [16, Proposition 10.2.1], and the par-
tition RnK = πR
n
K
⊔
Sn0 , we have Z(s, f) = q
−n−dsZ(s, f) + Z0(s), and consequently
(4.3) Z0(s) =
L (q−s)
(1− q−1−s)
.
Now
Z1(s) =
1
1− q−n
∫
Rn
K
‖ξ‖dsK e
−‖ξ‖α
K |dnξ|K +
1
1− q−n
∫
KnrRn
K
‖ξ‖dsK e
−‖ξ‖α
K |dnξ|K
(4.4)
=: Z1,1(s) + Z1,2(s).
The integral Z1,2(s) is holomorphic in the whole complex plane. To study Z1,1(s)
we use e−‖ξ‖
α
K =
∑L
l=0
(−1)l
l! ‖ξ‖
αl
K + f (‖ξ‖K) as follows:
Z1,1(s) =
1
1− q−n
L∑
l=0
(−1)l
l!
∫
Rn
K
‖ξ‖ds+αlK |d
nξ|K +
1
1− q−n
∫
Rn
K
‖ξ‖dsK f (‖ξ‖K) |d
nξ|K
(4.5)
=
L∑
l=0
(−1)l
l!
1
1− q−ds−n−αl
+
1
1− q−n
∫
Rn
K
‖ξ‖dsK f (‖ξ‖K) |d
nξ|K .
The announced Claim follows from (4.2)-(4.5). The local zeta functions
[∣̂∣∣˜f∣∣∣s
K
, g
]
admit meromorphic continuations to the whole complex plane but they are not
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rational functions of q−s and the real parts of the possible poles are ‘real’ negative
numbers. In addition, if take α = 1, then the real parts of the poles of the mero-
morphic continuations resemble the poles of Archimedean zeta functions, see e.g.
[16, Theorem 5.4.1].
4.2. Multidimensional Vladimirov operators.
4.2.1. Riesz kernels. For α ∈ C, we set Γ (α) := 1−q
α−1
1−q−α . The function
fα (x) =
|x|α−1K
Γ (α)
for α 6= µj , α 6= 1 + µj , j ∈ Z, x ∈ K,
where µj =
2π
√−1j
ln q , j ∈ Z, gives rise to a distribution from D
′(K) called the one-
dimensional Riesz kernel. This distribution has a meromorphic extension to the
whole complex plane α, with poles at the points α = µj , 1 + µj , j ∈ Z. The
distribution f0 (x) is defined by taking
f0 (x) = lim
α→0
fα (x) = δ (x) , x ∈ K (the Dirac distribution)
where the limit is understood in the weak sense. Notice that f0 (x) = limα→µj fα (x)
for j ∈ Z. The definition of the distribution f1 (x) requires to substitute the space
of test functions by the Lizorkin space of the first kind, see e.g. [1, Section 9.2].
We do not use this approach in this article.
We recall that if α ∈ C, with Re(α) 6= 1, then
(4.6)
∫
K
fα (ξ) φ̂ (ξ) |dξ|K =
∫
K
|x|−αK φ (x) |dx|K ,
for φ ∈ D(K) with the convention that f0 (ξ) = δ (ξ), see e.g. [26, Theorem 4.5].
Remark 3. If T ∈ D′(Kn) and G ∈ D′(Km), then its direct product is the distri-
bution defined by the formula
(T (x)×G (y) , ϕ) = (T (x) , (G (y) , ϕ (x, y))) for ϕ (x, y) ∈ D(Kn+m).
By using that any test function ϕ (x, y) in D(Kn+m) is a linear combination of test
functions of the form φk (x)ψk (y) with φk (x) ∈ D(Kn) and ψk (y) ∈ D(Km), one
verifies that the Fourier transform of T ×G in D′(Kn+m) is given by the formula(
T̂ ×G,ϕ
)
=
(
T̂ × Ĝ, ϕ
)
= (T ×G, ϕ̂) for ϕ ∈ D(Kn+m).
For further details, the reader may consult [29, Chap. 1, Sect. VI].
Let α = (α1, . . . , αn) ∈ Cn and x = (x1, . . . , xn) ∈ Kn. We define fα (x) :=
fα1 (x1) × · · · × fαn (xn) ∈ D
′ (Kn) as the multidimensional Riesz kernel, which is
the direct product of the unidimensional Riesz kernels fαj (xj), j = 1, . . . , n. We
will identify the distribution fα (x) with the function
∏n
i=1fαi (xi). Thus, from
Remark 3 and (4.6), for Re(αj) 6= 1 for j ∈ {1, . . . , n},
(4.7) Fx→ξ (fα (x)) =
∏n
i=1 |ξi|
−αi
K in D
′ (Kn) ,
with the convention f0 (x) = δ (x) ∈ D
′ (Kn).
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4.2.2. Vladimirov operators. Let α = (α1, . . . , αn) ∈ Cn, with Re(αi) ≥ 0 for all i.
The multidimensional Vladimirov operator is defined as
(4.8) (Dαφ) (x) = F−1ξ→x (
∏n
i=1 |ξi|
αi
K Fx→ξφ) , α ∈ C
n, φ ∈ D (Kn) .
Notice that Dα : H∞ (Kn)→ H∞ (Kn) is continuous operator, cf. Lemma 2. Let
[·, ·] denote the pairing between H∗∞ and H∞, see (3.2). Then D
α has an adjoint
operator Dα∗: H∗∞ (K
n)→ H∗∞ (K
n). Note that
(Dαφ) (x) = f−α (x) ∗ φ (x) = (fα1 (y1)× · · · × fαn (yn) , φ (x− y)) ,
for φ ∈ D (Kn), in the case Re(αj) ∈ [0, 1) ∪ (1,∞) for j = 1, . . . , n.
Proposition 1. (i) Let α = (α1, . . . , αn) ∈ Cn, with Re(αi) > 0 for all i, β =
(β1, . . . , βn) ∈ C
n, with Re(βi) > 0 for all i. The following formula holds:[
Dβ∗F
{∏n
i=1 |xi|
αi−1
K
}
, g
]
=
[
F
{∏n
i=1 |xi|
αi+βi−1
K
}
, g
]
for g ∈ H∞ (Kn) and F
{∏n
i=1 |xi|
αi−1
K
}
∈ H∗∞ (K
n). In particular, the distribu-
tion Fy→x
[∏n
i=1 |yi|
−αi
K
]
is a H∗∞-valued function, which admits an analytic con-
tinuation to Cn.
(ii) Let α = (α1, . . . , αn) ∈ Cn, β = (β1, . . . , βn) ∈ Cn, with Re(βi) > 0 for all i.
The following formula holds:∫
Kn
fα (ξ) ĝ (ξ) |d
nξ|K =
∫
K
∏n
i=1 |xi|
−αi
K g (x) |d
nx|K ,
for g ∈ H∞ (Kn). In particular, the distribution Fx→ξ [fα (x)] is a H∗∞-valued
function, which admits an analytic continuation to Cn.
Remark 4. The formula given in the second part of Proposition 1 shows that
Fx→ξ [f1 (x)], with 1 = (1, . . . , 1) ∈ Cn, is a well-defined H∗∞-valued function.
Proof. (i) By the existence of Dβ∗, we have[
Dβ∗F
{∏n
i=1 |xi|
αi−1
K
}
, g
]
=
[
F
{∏n
i=1 |xi|
αi−1
K
}
,Dβg
]
.
Now [
F
{∏n
i=1 |xi|
αi−1
K
}
,Dβg
]
=
∫
Kn
∏n
i=1 |xi|
αi−1
K D̂
βg (x) |dnx|K
=
∫
Kn
∏n
i=1 |xi|
αi+βi−1
K ĝ (ξ) |d
nξ|K =
[
F
{∏n
i=1 |xi|
αi+βi−1
K
}
, g
]
.
Now, since
∏n
i=1 |xi|
αi−1
K , and then F
{∏n
i=1 |xi|
αi−1
K
}
, is a H∗∞-valued function,
which is holomorphic in α ∈ Cn in Re (αi) > 0 for all i, and F
{∏n
i=1 |xi|
αi+βi−1
K
}
is a H∗∞-valued function, which is holomorphic in α ∈ C
n in Re (αi) > −Re (βi),
i = 1, . . . , n, cf. Lemma 5, we conclude that F
{∏n
i=1 |xi|
αi−1
K
}
has an analytic
extension to the half-plane Re (αi) > −Re (βi), i = 1, . . . , n. By using the fact
that β is arbitrary, the principle of analytic continuation assures the existence of
an analytic continuation of F
{∏n
i=1 |xi|
αi−1
K
}
to the whole Cn.
(ii) By (4.7), we have
(4.9)
∫
Kn
fα (ξ) φ̂ (ξ) |d
nξ|K =
∫
Kn
∏n
i=1 |xi|
−αi
K φ (x) |d
nx|K ,
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for φ ∈ D (Kn) and Re(αi) 6= 1 for i = 1, . . . , n. By Lemma 5, the left-hand side
of (4.9) defines a H∗∞-valued function, which is holomorphic in α ∈ Cn in the
half-plane
Re(αi) > 0 for i = 1, . . . , n.
By switching φ̂ and φ in (4.9) and applying Lemma 5, we obtain that the functional
in the right-hand side of (4.9) defines a H∗∞-valued function, which is holomorphic
in α ∈ Cn in the half-plane
Re(αi) < 1 for i = 1, . . . , n.
Then both functionals appearing in (4.9) are holomorphic in the open subset
(4.10) Re(αi) ∈ (0, 1) for i = 1, . . . , n.
Now, by the principle of analytic continuation, and the fact that D is dense in
H∞, cf. [32, Lemma 3.4.], formula (4.9) is valid when fα (ξ) and
∏n
i=1 |xi|
−αi
K are
considered H∗∞-valued functions of α, with Re(αi) 6= 1 for all i. Notice that (4.9)
can be re-written as
[Fx→ξ {fα (x)} , g] =
[
Fy→x
{∏n
i=1 |yi|
αi
K
}
, ĝ
]
, g ∈ H∗∞,
where the Fourier transforms are understood inD′. Finally, since Fy→x
{∏n
i=1 |yi|
αi
K
}
admits an analytic continuation to Cn, we conclude that Fx→ξ {fα (x)} also admits
an analytic continuation to Cn. 
Remark 5. It is important to mention that the verification that the functionals
appearing in both sides of the formula given in Proposition 1-(ii) have a common
domain of regularity is an essential matter. There are several examples of functional
equations for local zeta functions where the domain of regularity is ‘the empty set’.
For an in-depth discussion of this phenomenon the reader may consult [24, pp.
551-552] and the references therein.
4.3. Meromorphic continuation of elementary integrals in H∞. We fix
N = (N1, . . . , Nn) ∈ (Nr {0})
n, v = (v1, . . . , vn) ∈ (Nr {0, 1})
n. The elemen-
tary integral attached to (N ,v) and g ∈ H∞ (Kn) is defined as
Eĝ (s;N ,v) =
∫
Kn
∏r
i=1
|ξi|
Nis+vi−1
K ĝ (ξ) |d
nξ|K ,
where 1 ≤ r ≤ n. By Lemma 5, Eĝ (s;N ,v) defines H
∗∞-valued holomorphic
function of s in the half-plane Re(s) > max1≤i≤n −viNi .
Definition 1. Let {γi}i∈Nr{0} be a sequence of positive real numbers such that
γ1 ≥ 1. The generalized arithmetic progression generated by {γi}i∈N is the sequence
M = {mi}i∈N of real numbers defined as: (1) m0 = 0 and m1 = γ1 − 1; (2)
ml =
∑l
j=1 γj for l ≥ 2.
Proposition 2. Let Mj =
{
m
(j)
i
}
i∈N
, for j = 1, . . . , n, be given generalized arith-
metic progressions. Then Eĝ (s;N ,v) has an analytic continuation the whole com-
plex plane as a H∗∞ (K
n)-valued meromorphic function of s, denoted again as
Eĝ (s;N ,v), and the real parts of the possible poles of Eĝ (s;N ,v) belong to the
set ∪ri=1
−(vi+Mi)
Ni
. In particular the real parts of the possible poles are negative real
numbers.
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Proof. First, without loss of generality, we may assume that r = n. Indeed, by
using the fact that |ĝ (ξ)|
∏r
i=1 |ξi|
Ni Re(si)+vi−1
K ∈ L
1 (Kn, |dnξ|K) for Re(s) >
max1≤i≤r −viNi , and applying Fubini’s theorem, we have
Eĝ (s;N ,v) =
∫
Kn
∏r
i=1
|ξi|
Nsi+vi−1
K F
(
P
(ξr+1,...,ξn),0
g
)
(ξ1, . . . , ξr) |d
rξ|K ,
with P
(ξr+1,...,ξn),0
g (ξ1, . . . , ξr) ∈ H∞ (Kr), cf. Lemma 4. Consequently, we can
take r = n. By taking αi = Nis + vi − 1, i = 1, . . . , n, and applying Proposition
1-(i), we have that Eĝ (s;N ,v) has an analytic continuation the whole complex
plane as a H∗∞ (K
n)-valued meromorphic function of s.
We now proceed to describe the possible poles of the analytic continuation of
Eĝ (s;N ,v): we start with the integral
Eĝ (s;N ,v) =
[
F
[∏n
i=1
|ξi|
Nis+vi−1
K
]
, g
]
which holomorphic in Re(s) > max1≤i≤n −viNi . Now, we take γ1 =
(
γ
(1)
1 , . . . , γ
(n)
1
)
an ‘arbitrary vector’ in (R+r {0})
n
, and consider the integral[
Dγ1∗F
[∏n
i=1
|ξi|
Nis+vi−1
K
]
, g
]
=
∫
Kn
∏n
i=1
|ξi|
Nsi+vi−1
K D̂
γg (ξ) |dnξ|K
which holomorphic in Re(s) > max1≤i≤n −viNi since D
γ1∗ : H∗∞ → H
∗
∞. By using
that ∫
Kn
∏n
i=1
|ξi|
Nsi+vi−1
K D̂
γ1g (ξ) |dnξ|K
=
∏n
i=1
Γ (Nis+ vi)
∫
Kn
∏n
i=1
fNis+vi (ξ) D̂
γ1g (ξ) |dnξ|K
=
∏n
i=1
Γ
(
Nis+ vi + γ
(i)
1
) ∫
Kn
∏n
i=1
f
Nis+vi+γ
(i)
1
(ξ) ĝ (ξ) |dnξ|K ,
and using Proposition 1-(ii),∏n
i=1
Γ (Nis+ vi)
∫
Kn
∏n
i=1
|ξi|
−Nis−vi
K D
γ1g (ξ) |dnξ|K(4.11)
=
∏n
i=1
Γ
(
Nis+ vi + γ
(i)
1
)∫
Kn
∏n
i=1
|ξi|
−Nis−vi−γ(i)1
K g (ξ) |d
nξ|K .
We take γ
(i)
1 = βNi for i = 1, . . . , n, with β ∈ Nr {0} arbitrary, and set z =
− (s+ β), thus −Nis − vi − γ
(i)
1 = Niz − vi and −Nis − vi = Niz − vi + γ
(i)
1 ,
therefore formula (4.11) becomes∫
Kn
∏n
i=1
|ξi|
Niz−vi
K g (ξ) |d
nξ|K(4.12)
=
∏n
i=1 Γ
(
−Niz + vi − γ
(i)
1
)
∏n
i=1 Γ (−Niz + vi)
∫
Kn
∏n
i=1
|ξi|
Niz−vi+γ(i)1
K D
γ1g (ξ) |dnξ|K .
Now the integral in the left-hand side of (4.12) is holomorphic on Re(z) > maxi
−1+vi
Ni
,
and the integral in the right-hand side of (4.12) is holomorphic in Re(z) > −β +
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maxi
−1+vi
Ni
, and the factor∏n
i=1 Γ
(
−Niz + vi − γ
(i)
1
)
∏n
i=1 Γ (−Niz + vi)
=
∏n
i=1
(
1− q−Niz+vi−γ
(i)
1 −1
1− qNiz−vi+γ
(i)
1
1− qNiz−vi
1− q−Niz+vi−1
)
gives poles with real parts Re(z) = vi
Ni
−β or Re(z) = vi
Ni
− 1
Ni
. Therefore, in terms
of the variable s, the integral in the right-hand side of (4.11), which is holomorphic
in Re(s) < −β + maxi
1−vi
Ni
, has a meromorphic continuation in the half-plane
Re(s) < maxi
1−vi
Ni
, with possible poles having real parts in the set
(4.13) ∪ni=1
−vi
Ni
∪ ∪ni=1
−
(
vi + γ
(i)
1 − 1
)
Ni
.
Therefore, the real parts of the possible poles of[
Dγ1∗F
[∏n
i=1
|ξi|
Nis+vi−1
K
]
, g
]
=
∫
Kn
∏n
i=1
|ξi|
Nsi+vi+γ
(i)
1 −1
K ĝ (ξ) |d
nξ|K
= Eĝ (s;N ,v + γ1)
belong to set (4.13). We repeat the calculation starting with Eĝ (s;N ,v + γ1) and
γ2 =
(
γ
(1)
2 , . . . , γ
(n)
2
)
∈ (R+r {0})
n
, to obtain that the real parts of the possible
poles of Eĝ (s;N ,v + γ1 + γ2) belong to the set
(4.14) ∪ni=1
−vi
Ni
∪ ∪ni=1
−
(
vi + γ
(i)
1 − 1
)
Ni
∪ ∪ni=1
−
(
vi + γ
(i)
1 + γ
(i)
2 − 1
)
Ni
.
By proceeding inductively, we obtain the description of the real parts of the possible
poles of Eĝ (s;N ,v) announced. Finally, by Lemma 5, Eĝ (s;N ,v) is holomorphic
in the half-plane Re(s) > −1 and consequently all the real parts of the poles of
Eĝ (s;N ,v) are negative real numbers, and thus in (4.14) we have to take γ
(i)
1 ≥
1. 
Remark 6. We notice that there is no canonical way of picking the sequence of
vectors {γm}m∈N, this is the reason for Definition 1. On the other hand, integral∫
K
|x|Ns+v−1K e
−|x|αK |dx|K , with α > 0, has a meromorphic continuation to the
whole complex plane with possible poles belonging to −
(
v+αN
N
)
.
4.4. Meromorphic Continuation of Local Zeta Functions in H∞. Only in
this section, K denotes a non-Archimedean local field of characteristic zero, i.e. K
is a finite extension of Qp, the field of p-adic numbers. In this section, we show the
existence of a meromorphic continuation for the functional
∣̂∣∣˜f∣∣∣s
K
, with Re(s) > 0.
A key ingredient is Hironaka’s desingularization theorem (analytic version). For
an in-depth discussion of this result as well as, an introduction to the necessary
material, the reader may consult [19], [16] and the references therein.
Notation 5. We set f−1 (0)sing := {ξ ∈ K
n; f (ξ) = ∇f (ξ) = 0}. If Π is a K-
analytic map, then the pull-back of the differential form
∧
1≤i≤n
dξi by Π is classically
denoted as Π∗
( ∧
1≤i≤n
dξi
)
, but since we use ‘∗’ in connection with dual space of H∞
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and the adjoint of an operator, we modify this classical notation as Π∗
( ∧
1≤i≤n
dξi
)
.
Similarly, in the case of function, we use the notation φ∗ = φ ◦Π. This notation is
used only in this section. We denote by 1A (x) the characteristic function of A.
Theorem 1 (Hironaka [19]). Let K denote a non-Archimedean local field of char-
acteristic zero and f (ξ) a non-constant polynomial in K [ξ1, . . . , ξn]. Put X = K
n.
Then there exist an n-dimensional K-analytic manifold Y , a finite set E = {E} of
closed submanifolds of Y of codimension 1 with a pair of positive integers (NE , vE)
assigned to each E, and a proper K-analytic mapping Π : Y → X satisfying the
following conditions:
(i) Π is the composite map of a finite number of monomial transformations each
with smooth center;
(ii) (f ◦Π)−1 (0) = ∪E∈EE and Π induces a K-bianalytic map
(4.15) Y rΠ−1
(
f−1 (0)sing
)
→ X r f−1 (0)sing ;
(iii) at every point b of Y if E1,. . . ,Er are all the E in E containing b with respective
local equations y1,. . . ,yr around b and (NEi , vEi) = (Ni, vi), then there exist local
coordinates of Y around b of the form (y1, . . . , yr, yr+1, . . . , yn) such that
(4.16)
(f ◦Π) (y) = ε (y)
∏
1≤i≤r
yNii , Π
∗
 ∧
1≤i≤n
dξi
 = η (y) ∏
1≤i≤r
yvi−1i
 ∧
1≤i≤n
dyi

on some neighborhood of b, in which ε (y), η (y) are units of the local ring Ob of Y
at b.
We call the pair (Y,Π) an embedded resolution of singularities of the map f :
Kn → K. The set {(NE , vE)}E∈E is called the numerical data of the resolution
(Y,Π).
Remark 7. The following facts will be used later on: (i) Y is a 2-countable and
totally disconnected space. This follows from the fact that Qnp is a 2-countable space,
and from the fact that Y is obtained by a gluing a finite number of subspaces of Qnp .
(ii) There exists a covering of Y of the form ∪m∈N Um with each Um open and
closed, Ui ∩ Uj = ∅ if i 6= j and such that in local coordinates each Um has the
form cm + (π
emRK)
n with cm ∈ Kn and em ∈ N for each m.
(iii) We denote by D(Y ) the space of complex-valued locally constant functions
with compact support defined in Y , any such function is a linear combination of
characteristic functions of open and compact subsets of Y , see e.g. [16, Chapter 7].
(iv) The differential form
∧
1≤i≤ndξi in K
n (considered as K-analytic manifold)
induces a measure, denoted as
∣∣∣∧1≤i≤ndξi∣∣∣
K
, which agrees with normalized Haar
measure of Kn, see e.g. [16, Chapter 7].
Theorem 2. Assume that K is a non-Archimedean local field of characteristic zero
and let f denote an arbitrary element of RK [ξ1, . . . , ξn]rRK ; take g ∈ H∞ (Kn), s ∈
C, with Re(s) > 0. Then
[∣̂∣∣˜f∣∣∣s
K
, g
]
defines a H∗∞ (K
n)-valued holomorphic function
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of s, which admits a meromorphic continuation, denoted again as
[∣̂∣∣˜f∣∣∣s
K
, g
]
, to the
whole complex plane. Furthermore, if Π : Y → X, with X = Kn, E = {E} and
(NE , vE) as in Theorem 1, then the possible real parts of the poles of
[∣̂∣∣˜f∣∣∣s
K
, g
]
are
negative real numbers belonging to the set⋃
E∈E
− (vE +ME)
NE
,
where each ME is a generalized arithmetic progression.
Proof. The fact that
[∣̂∣∣˜f∣∣∣s
K
, g
]
defines a H∗∞ (Kn)-valued holomorphic function of
s in the half-plane Re(s) > 0 follows from Lemma 3. To establish the meromorphic
continuation, we pick an embedded resolution of singularities of the map f : Kn →
K as in Theorem 1 and we use all the notation that was introduced there. We take
φ ∈ D(Kn) and use (4.15) as an analytic change of variables in
[∣̂∣∣˜f∣∣∣s
K
, φ
]
to obtain
[∣̂∣∣˜f∣∣∣s
K
, φ
]
=
∫
Xrf−1(0)
|f ◦Π(y)|sK (φ ◦Π) (y)
∣∣∣∣∣∣Π∗
 ∧
1≤i≤n
dξi
∣∣∣∣∣∣
K
for Re(s) > 0.
At very point b ∈ Y we can take a chart (V, hV ) with V open and compact and
coordinates (y1, . . . , yr, yr+1, . . . , yn) such that formulas (4.16) hold in V . Since
φ ◦Π, |ε (y)|K , |η (y)|K are locally constant functions, by subdividing V as a finite
union of disjoint open and compact subsets Um, we have φ ◦ Π |Um= φ (Π (b)),
|ε (y)|K |Um= |ε (b)|K , |η (y)|K |Um= |η (b)|K and further hV (Um) = y˜m+π
emRnK =
Bn−em (y˜m) for some y˜m ∈ K
n, em ∈ N. Now, by using the fact that Y is 2-countable
we may assume that {Um}m∈N is a covering of Y consisting of open and compact
subsets which are pairwise disjoint. Consequently, we have, first, a map
∗ : D(X) → D(Y )
φ → φ∗ := φ ◦Π,
in addition, φ∗ |Um is an element of D
(
Bn−em (y˜m)
)
→֒ D(Kn), where Kn is an
affine space with coordinates (y1, . . . , yr, yr+1, . . . , yn); and second,
(4.17)
[
̂∣∣∣˜f (ξ)∣∣∣s
K
, φ (ξ)
]
=
∑
m∈N
dm
[
F
(
1˜Bn−em (y˜m)
(y)
∏r
i=1
|yi|
Nis+vi−1
K
)
, φ∗ (y)
]
for Re(s) > 0, where 1Bn−em (y˜m)
(y) is the characteristic function of y˜m+π
emRnK , 1 ≤
r = r(n) ≤ n, and 1Bn−em (y˜m) (y)φ
∗ (y) is an element of D(Kn). Since (D(Kn), d)
is dense in (H∞, d) and
F
(
1˜Bn−em (y˜m)
(y)
∏r
i=1
|yi|
Ns+vi−1
K
)
∈ H∗∞ (K
n) for Re(s) > 0, m ∈ N,
then (4.17) extends to an equality between functionals in H∗∞ in the half-plane
Re(s) > 0. Then, from Proposition 2 follows that
̂∣∣∣˜f (ξ)∣∣∣s
K
has a meromorphic
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continuation to the whole complex plane as a H∗∞-valued function and that the
real parts of the possible poles belong to the set⋃
E∈E
{
− (vE +ME)
NE
}
.

Remark 8. In [18, Chapter III, Section 5] Igusa computed an embedded reso-
lution of singularities for a strongly non-degenerate form, with numerical data
{(1, 1) , (d, n)}. Then, the Claim in Section 4.1 agrees with Theorem 2.
5. Fundamental solutions and local zeta functions
Theorem 3. Let f be a non-constant polynomial with coefficients in RK , with
K a non-Archimedean local field of arbitrary characteristic. Then, the following
assertions are equivalent:
(i) there exists E ∈ H∗∞ such that Ê |f|K = 1 in L
2;
(ii) set A(∂, f)g = F−1 (|f|K F (g)) for g ∈ Dom (A(∂, f)) :=
{
g ∈ L2; |f|K ĝ ∈ L
2
}
.
There exists E ∈ H∗∞ such that A
∗(∂, f)E = δ in H∗∞;
(iii) there exists E ∈ H∗∞ such that E ∗ h ∈ H
∗
∞ for any h ∈ H∞, and u = E ∗ g is
a solution of A∗(∂, f)u = g in H∗∞, for any g ∈ H∞.
Definition 2. The functional E ∈ H∗∞ is called a fundamental solution for A
∗(∂, f).
Proof. (i)⇒(ii) Since A(∂, f) : H∞ → H∞ is a continuous operator, cf. Lemma 2,
and E ∈ H∗∞,
[A∗(∂, f)E, g] = [E,A(∂, f)g] =
∫
Kn
Ê |f|K ĝ |d
nξ|K
=
∫
Kn
Ê |f|K ĝ |d
nξ|K =
∫
Kn
ĝ |dnξ|K = [δ, g] ,
for g ∈ H∞.
(ii)⇒(i) [A∗(∂, f)E, g] = [δ, g] implies∫
Kn
Ê |f|K ĝ |d
nξ|K =
∫
Kn
ĝ |dnξ|K ,
i.e. ∫
Kn
{
Ê |f|K − 1
}
ĝ |dnξ|K = 0
for any g ∈ H∞. Since H∞ is dense in L2, because D →֒ H∞, the functional g →∫
Kn
{
Ê |f|K − 1
}
ĝ |dnξ|K extends to L
2 as the zero functional, i.e. the function
Ê |f|K − 1 is orthogonal to any ĝ ∈ L
2, which implies that Ê |f|K = 1 in L
2.
(iii) ⇒(i) Take h ∈ H∞, and u = E ∗ h ∈ H∗∞, then
[A∗(∂, f)u, h] = [u,A(∂, f)h] = [g, h]
i.e.
(5.1)
∫
Kn
Ê ∗ g |f|K ĝ |d
nξ|K =
∫
Kn
ĝĥ |dnξ|K .
By using that E ∗h ∈ D′ (Kn), see (3.4), we have Ê ∗ h = Êĥ in D′ (Kn), and thus
(5.1) becomes ∫
Kn
{(
Ê |f|K − 1
)
ĝ
}
ĥ |dnξ|K = 0,
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which implies that
(
Ê |f|K − 1
)
ĝ = 0 in L2 for any g ∈ H∞, and hence Ê |f|K = 1
in L2.
(ii)⇒(iii) First E ∗ g exists in D′ (Kn) if and only if Êĝ ∈ D′ (Kn), see e.g.
[29, p.115]. We check this last condition: taking θ ∈ D (Kn), we have for some
non-negative integer l that∣∣∣∫KnÊĝθ |dnξ|K∣∣∣ = ∣∣∣∫KnÊF (g ∗ F−1 (θ)) |dnξ|K∣∣∣ ≤ ‖E‖−l ∥∥g ∗ F−1θ∥∥l
≤ ‖θ‖L∞ ‖E‖−l ‖g‖l .
This shows that E ∗ g ∈ D′ (Kn) and that Ê ∗ g = Êĝ in D′ (Kn). On the other
hand, E ∗ g ∈ H∗∞ (Kn) for any g ∈ H∞ (Kn), because
‖E ∗ g‖2−l =
∫
Kn
[ξ]
−l
K
∣∣∣Ê∣∣∣2 |ĝ|2 |dnξ|K ≤ ‖ĝ‖2L∞ ‖E‖2−l
for any positive integer l, since ĝ ∈ C0 (Kn), cf. Lemma 1-(v). Now by using that
(i)⇔(ii), we have
[A∗(∂, f)u, h] = [E ∗ g,A(∂, f)h] =
∫
Kn
Êĝ |f|K ĥ |d
nξ|K
=
∫
Kn
{
Ê |f|K
}
ĝĥ |dnξ|K =
∫
Kn
ĝĥ |dnξ|K = [g, h] .

Theorem 4. Let f be a non-constant polynomial with coefficients in RK , with K
a non-Archimedean local field of arbitrary characteristic. Assume that
[∣̂∣∣˜f∣∣∣s
K
, g
]
has a meromorphic continuation to the whole complex plane as a H∗∞ (K
n)-valued
function of s, with poles having negative real parts. Then there exists a fundamental
solution for operator A∗(∂, f).
Proof. The proof is based in the Gel’fand-Shilov method of analytic continuation,
see [16, p. 65-67]. By the hypothesis that
[∣̂∣∣˜f∣∣∣s
K
, g
]
has an analytic continuation
to the whole complex plane, there exists a Laurent expansion around s = −1 of
the form [∣̂∣∣˜f∣∣∣s
K
, g
]
=
∫
Knrf−1(0)
|f|sK ĝ |d
nξ|K =
∑
k∈Z
[Tk, g] (s+ 1)
k
where Tk ∈ H∗∞ for k ∈ Z. This fact is established by using the ideas presented in
[16, p. 65-67]. Now,[∣̂∣∣˜f∣∣∣s
K
,A(∂, f)g
]
=
∫
Knrf−1(0)
|f|s+1K ĝ |d
nξ|K =
∑
k∈Z
[Tk,A(∂, f)g] (s+ 1)
k
= [T0,A(∂, f)g] +
∞∑
k=1
[Tk,A(∂, f)g] (s+ 1)
k ,
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since
∫
Knrf−1(0)
|f|s+1K ĝ |d
nξ|K does not have poles with real part −1. Therefore
lim
s→−1
[∣̂∣∣˜f∣∣∣s
K
,A(∂, f)g
]
=
∫
Knrf−1(0)
|f|s+1K ĝ |d
nξ|K = [T0,A(∂, f)g]
=
∫
Knrf−1(0)
ĝ |dnξ|K ,
since ĝ ∈ L1, i.e. [T0,A(∂, f)g] = [δ, g], for any g ∈ H∞, which implies that
A∗(∂, f)T0 = δ with T0 ∈ H∗∞. 
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