





FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF MATHEMATICS
NATIONAL UNIVERSITY OF SINGAPORE
2005
Acknowledgments
First of all, I will like to thank my supervisor, Professor A. Jon Berrick. He has allowed
me to work independently and at the same time making an effort to set time aside from
his busy schedule for consultation hours with me. He is always ready to answer my queries
and, whenever possible, recommending me related materials which I can further read on.
Last, but not the least, I like to thank him for reading my report and correcting many of
my mistakes, especially my grammatical errors.
I will like to express my appreciation toAssociate Professor Wu Jie andAssociate
Professor Chan Heng Huat for the mind-stimulating courses (Differentiable Manifolds
and Algebraic Number Theory respectively) I took under them. The knowledge, the
training and the mathematical maturity I acquired and developed from these courses
have proven to be useful in my preparation of this thesis.
Finally I will to thank my family and friends for their support and encouragement
during the period of time that I was working on this thesis.
i
Author’s Contribution
The objective of this thesis is to study and understand the papers by Max Karoubi and
Thierry Lambre ([KarLam1], [KarLam2]). I have tried to present the materials in the
papers in a manner, which I hope that graduate students, or even ambitious honours
students with the appropriate background, can understand.
In the process of writing this thesis, I have had the occasion to give alternative proofs
to some of the results in the paper. They are Theorem 1.4.3, Proposition 1.4.7
and Proposition 2.1.2. Also, I have filled in some details in the proofs of Theorem
1.3.3, Proposition 1.4.5, Proposition 2.3.1, Corollary 3.2.3, Proposition 3.3.1,
Proposition 3.3.2, Proposition 3.3.5, Proposition 3.5.1 and Lemma 3.5.2.
I have formulated and proved Proposition 1.4.6 which enables the construction of
intertwining matrices over arbitrary number rings, extending that in [Ber]. I have also
formulatedCorollary 2.1.3, which is a slight modification of Proposition 2.1.2 as given
in [KarLam2]. Following the method of proof in [Nar, Theorem 8.9] and using a result
in [KarLam2], I prove Theorem 2.3.6. I have also worked out the whole of Section
2.4 independently. With suggestions from Prof. Berrick, I gave a proof of Proposition
3.5.3, which was conjectured in [KarLam2].
1
Summary
The objective of this report is to give an introduction to characteristic classes in Number
Theory. We follow rather closely Karoubi’s and Lambre’s papers ([KarLam], [KarLam2])
in the materials presented. We assume the reader has a good knowledge in algebra. He
should also be familiar with some Algebraic Number Theory and perhaps some Homolog-
ical Algebra. It will be even better if he or she knows some Algebraic K-Theory.
Chapter 1 will be the backbone of this thesis. We will develop the theory of char-
acteristic classes in number theory, namely the Dennis trace map mod n, following the
approach in [KarLam2]. The first section serves as a review on some facts from Algebraic
K-Theory. The theory will then be built and developed in Section 1.2 and Section 1.3 of
the chapter for commutative rings. In Section 1.4, we will develop the theory in the case
of number rings.
In chapter 2, we will apply the theory developed in Chapter 1 to find n-torsion elements
in the class group of a number field. In particular, we will look at the cases of quadratic
number fields and a certain class of cubic number fields. Also we will prove that for a
given squarefree odd integer n > 2, there exists an infinite number of imaginary quadratic
number fields with discriminant divisible by n and at the same time, having an element
of order n in the class group.
Finally in the last chapter, we will make some study on the cyclotomic number fields
using the trace map. Here we will give a proof of the first case of Fermat’s Last Theorem.
Also we shall see some relationships between Fermat’s Last Theorem and Mirimanoff poly-
nomials. Finally, we finish off by relating briefly to the Kummer logarithmic derivatives
and the Bernoulli numbers.
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Dennis Trace with Coefficients
The materials presented in Section 1.1 come mainly from [Rosen]. For the rest of the
chapter, we follow closely [KarLam2].
We shall standardize some notations that will be followed throughout this report.
When we say a ring, we mean a ring with identity 1 6= 0. If A is a ring, the group of units
will be denoted by A×. If M is an abelian group, we may define a group homomorphism
.n : M → M by .n(z) = nz if M is an additive group, and .n(z) = zn if M is a
multiplicative group. Then we denote the kernel and cokernel of .n by nM and M/(n)
respectively. Also if M is an additive abelian group, we write nM for M ⊕ · · · ⊕M (n
times).
1.1 Review of some Algebraic K-Theory
In this section, we shall review some facts on K0 and K1. Unless otherwise stated, one
may refer to [Rosen] for the proofs of the materials presented.
For any finitely generated projective (right) A-module P , we denote (P ) as the iso-
morphism class of P . Then we define the group K0(A) to be the free abelian group on the
isomorphism classes of finitely generated projective A-modules factored out by the sub-
group generated by all the relators (P )+ (Q)− (P ⊕Q) where P,Q are finitely generated
projective modules. We write [P ] as the image of (P ) in K0(A). It is known that every
element of K0(A) can be expressed as [P ] − [Q] for some finitely generated projective
A-modules P and Q.
1
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Examples: (1) When A is a field or a local ring (not necessarily commutative), we have
K0(A) = Z.
(2) When A is a Dedekind domain (in particular a number ring), K0(A) = Z⊕Cl(A),
where Cl(A) is the class group of A.
We define the pair (P, α) as follows: P is a finitely generated projective A-module and
α is an A-automorphism of P . We say that the pairs (P, α) and (P ′, α′) are isomorphic if
there exists an isomorphism ϕ : P












Plainly this is an equivalence relation. Thus it makes sense to talk about the free abelian
group on the isomorphism classes [P, α].
We define K1(A) to be the free abelian group on all the isomorphism classes [P, α]
factored out by the subgroup generated by the following relators:
(1) [P, α] + [P, β]− [P, βα]
(2) [P ′, α′] + [P ′′, α′′]− [P, α] whenever they are related by the following commutative
diagram with exact rows.
P ′-
i - P




- i - P
α
? ε -- P ′′
α′′
?
By an abuse of notation, we will write the image of [P, α] in K1(A) as [P, α].
We shall give another interpretation of K1(A). Recall that GL(A) = lim→
GL(n,A).
For i 6= j and a ∈ A, we denote eij(a) as the infinite matrix with 1’s in the diagonal,
a at the ij-entry and 0 everywhere else. Then we define E(A) to be the subgroup of
GL(A) generated by all the elements of the form eij(a). By Whitehead’s Lemma, we have
E(A) = [E(A), E(A)] = [GL(A), GL(A)]. Hence E(A) is a normal subgroup of GL(A)
with GL(A)/E(A) an abelian group.
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The map from GL(A)/E(A) toK1(A) given by sendingM , an n×nmatrix, to [nA,M ]
is an isomorphism, thus yielding another interpretation of K1(A).
Examples: (1) If A is a field, K1(A) = A
×.
(2) If A is a local ring (not necessarily commutative), K1(A) = A
×
ab.
(3) If A is commutative, the determinant map from GL(A) to A× factors through
K1(A) to give a split surjection K1(A)  A× with kernel SL(A)/E(A) where SL(A) is
the collection of matrices with determinant 1. Denoting the kernel by SK1(A), we have
an isomorphism K1(A) ∼= A× ⊕ SK1(A).
(4) If A is a number ring, one has SK1(A) = 0 (see [BMS] or Chapter 16 of [Milnor])
and so K1(A) = A
×.
1.2 K1(A;Z/n)
Given two rings with identity, A and B, we denote Proj (A) (resp. Proj (B)) as the
category of finitely generated projective right A-modules (resp. B-modules). Recall that
an additive functor ϕ : Proj (A)→ Proj (B) is said to be cofinal (see [Bass]) if for every
R of Proj (B), R is a summand of ϕ(P ) for some P of Proj (A).
Now given a cofinal functor ϕ : Proj (A) → Proj (B), we define the triples (P, α,Q)
as follows: P and Q are objects of Proj (A) and α : ϕ(P ) → ϕ(Q) is an B-isomorphism.













where f : P
∼→ P ′ and g : Q ∼→ Q′ are A-isomorphisms. It is evident that this is an
equivalence relation. We denote the isomorphism class by [P, α,Q].
Definition 1.2.1. Define an abelian group K(ϕ) as the free abelian group on all the
isomorphism classes [P, α,Q] factored out by the subgroup generated by the following
relators:
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(a) [P, α,Q] + [Q, β,R]− [P, βα,R],
(b) [P ′, α′, Q′]+[P ′′, α′′, Q′′]−[P, α,Q] whenever they fit into the following commutative


















 Q′′ are short exact sequences.
Lemma 1.2.2. [KarLam2] (1) If α is an A-automorphism of P , then [P, ϕ(α), P ] = 0 in
K(ϕ).
(2) Every element of K(ϕ) can be represented as [L, α,Q] where L is a finitely generated
free A-module.












we have [P, ϕ(α), P ] = [P, 1ϕ(P ), P ], which is clearly 0 by part (a) of the preceding defini-
tion.
(2) Plainly every element of K(ϕ) can be expressed in the form [P, α,Q] for some
finitely generated projective modules P and Q with α an isomorphism from ϕ(P ) onto
ϕ(Q). Now we may embed P as a summand of a finitely generated free A-module L, say
P ⊕ S = L. It follows that [P, α,Q] = [P, α,Q] + [S, 1ϕ(S), S] = [L, α′, Q⊕ S], where α′ is
the composition of isomorphisms ϕ(L) ∼= ϕ(P ) ⊕ ϕ(S) α⊕1ϕ(S)−→ ϕ(Q) ⊕ ϕ(S) ∼= ϕ(Q ⊕ S).
2
The next theorem, which we will quote from [Bass] without proof, will link up all the
K-groups in an exact sequence.
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Theorem 1.2.3. [Bass] Let ϕ : Proj (A) → Proj (B) be a cofinal functor. Then we have






where ϕ1, ϕ0, ∂ are defined by ϕ1[P, α] = [ϕ(P ), ϕ(α)], ϕ0[P ] = [ϕ(P )] and ∂[P, α,Q] =
[Q] − [P ]. ρ is defined as follows: Given [R, ε] in K1(B), by cofinality, there exists
P of Proj (A) such that ϕ(P ) ∼= R ⊕ S for some S of Proj (B). ρ is then given by
ρ[R, ε] = [P, ε⊕ 1S, P ]. 2.
In particular, we may rewrite the exact sequence (1.2.1) as a short exact sequence.
0 - K1(B)/ϕ1(K1(A))
ρ - K(ϕ)
∂ - kerϕ0 - 0 (1.2.2)
In this thesis, we will only be interested in the following special case of ϕ.
Definition 1.2.4. For n > 1, let n : Proj (A) −→ Proj (A) be given by P 7→ nP =
P ⊕ · · · ⊕ P . Plainly this is a cofinal functor. We denote K(.n) by K1(A;Z/n).










nK0(A) - 0 (1.2.4)
We end this section with the following observation.
Lemma 1.2.5. [KarLam2] Let n > 1. If n 6≡ 2 (mod 4), nK1(A;Z/n) = 0.
If n ≡ 2 (mod 4), 2nK1(A;Z/n) = 0.
Proof : We first show that we always have 2nK1(A;Z/n) = 0. Given two positive integers p
and q, we have the isomorphism p(qP ) ∼= q(pP ). Set p = q = n, we have an isomorphism
vP : n(nP ) ∼= n(nP ) with v2P = id. Write xP = [nP, vP , nP ]. Let x = [P, α,Q] ∈
K1(A,Z/n). Then writing p = q = n for distinction with α : qP ∼= qQ and x′ =
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[qP, pα, qQ] = 0 (by Lemma 1.2.2(1)), we have xP + xQ = [pP, vP , qP ] + [qP, pα, qQ] +




























where the pii, pi
′
i are the i-th coordinate projection in the p direct sum. Using part (b) of
Definition 1.2.1 repeatedly, one obtains [qP, vQ ◦ pα ◦ vP , qQ] = px. Since one clearly has
2xP = 0 = 2xQ by part (a) of Definition 1.2.1, we have 2nx = 0.
From the exact sequence (1.2.4), we have n2K1(A;Z/n) = 0. Thus if n is odd, it
follows that nK1(A;Z/n) = 0.
It remains to show for n ≡ 0 (mod 4) that nK1(A;Z/n) = 0. We introduce some
notations before proceeding. Let σ ∈ Sn where Sn is the permutation group on {1, 2, ..., n}.
Each σ ∈ Sn gives an automorphism on nP by sending (z1, ..., zn) to (zσ(1), ..., zσ(n)) where
zi ∈ P . Now note that vP is precisely a product of n(n− 1)
2
disjoint transpositions. Since
n ≡ 0 (mod 4), n(n− 1)
2
is an even number. This part of the lemma will now follow from
the following proposition. 2
Proposition 1.2.6. [KarLam2] Let n ≥ 4. If τ ∈ Sn is a product of an even number of
disjoint transpositions, then [P, τ, P ] = 0 in K1(A;Z/n).
Proof : Making use of part (a) of Definition 1.2.1, it suffices to prove this for a product of
two disjoint transpositions. By conjugation, we may also assume τ = (12)(34). Note that
τ = ((24)(13)) (34) ((24)(13))−1 (34). Thus its matrix representative is in [GL(Z), GL(Z)]
and so by (a) of Definition 1.2.1, we have [P, τ, P ] = 0. 2
1.3 Dennis trace map mod n, D
(n)
1
Throughout this section, k is a commutative unital ring and A is a commutative and
associative k-algebra with unit.
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Definition 1.3.1. We define the module of differentials as the free A-bimodule on the
symbols da, where a runs through A, factored out by the submodule generated by dλ for
λ ∈ k and d(a1a2) − a1da2 − a2da1 for a1, a2 ∈ A. We denote this A-module as Ω1dR(A).
By an abuse of notation, we still write da as the image of the symbol da in Ω1dR(A).
We shall give an alternative description for Ω1dR(A). Define the map µ : A⊗k A→ A
by a1 ⊗ a2 7→ a1a2. This is clearly an A-bilinear map. It is straightforward to check that
kerµ is generated by elements of the form a⊗ 1− 1⊗ a,for a ∈ A. Now define a function
φ : kerµ → Ω1dR(A) by a ⊗ 1 − 1 ⊗ a 7→ da. For λ ∈ k, we have λ ⊗ 1 = 1 ⊗ λ and so
φ(λ⊗ 1− 1⊗ λ) = φ(0) = 0 = d(λ). Thus φ is a well-defined A-homomorphism. Observe
that
(a⊗ 1− 1⊗ a)(b⊗ 1− 1⊗ b) = ab⊗ 1− a⊗ b− b⊗ a+ 1⊗ ba
= ab⊗ 1− 1⊗ ab− b(a⊗ 1− 1⊗ a)− a(b⊗ 1− 1⊗ b).
Applying φ, we have φ(a⊗ 1− 1⊗ a)(b⊗ 1− 1⊗ b) = d(ab)− bda− adb = 0. Thus φ will
factor through kerµ/(kerµ)2 to give an A-homomorphism from kerµ/(kerµ)2 to Ω1dR(A).
On the other hand, the map ψ : Ω1dR(A)→ kerµ/(kerµ)2 defined by da 7→ a⊗1−1⊗a
can be easily seen to be a well-defined A-homomorphism. Since φ and ψ are clearly inverse
to each other, we have Ω1dR(A)
∼= kerµ/(kerµ)2.
Let P be an object of Proj (A). Recall that every projective module P has a basis
of coordinates S = {xj, ϕj}1≤j≤r (where xj ∈ P, ϕj ∈ HomA(P,A)), i.e for each x ∈ P ,
we have x = Σrj=1xjϕj(x). The Levi − Civita (commutative) connection ∇ : P →
P ⊗A Ω1dR(A) is defined for x = Σrj=1xjϕj(x) by ∇(x) = Σrj=1xjd(ϕj(x)). Note that the
connection is dependent on the choice of basis of coordinates.
Let P and Q be objects of Proj (A) and α : P → Q an A-homomorphism. Fix a pair
of bases of coordinates S = {xj, ϕj}1≤j≤r and S ′ = {yi, ψi}1≤i≤s for P and Q respectively.
Let ∇ and ∇′ be the corresponding Levi-Civita connections. We then define a function
dα = d(α,∇,∇′) : P → Q⊗A Ω1dR(A) by d(α,∇,∇′) = ∇′ ◦ α− (α⊗ id) ◦ ∇.
It is straightforward to verify that this is an A-homomorphism. We shall give a matrix
interpretation of this map. For each j, α(xj) = Σ
s





i=1yiψi(α(xj))ϕj(x). Write M = (Mij) with Mij = ψi ◦ α(xj).
Chapter 1: Dennis Trace with Coefficients 8
We have the following.















i=1yiϕj(x)(dMij) + α⊗ id ◦ ∇(x).
Hence (dα)(x) = Σi,jyiϕj(x)(dMij). The matrix (dMij) ∈ Mats×r(Ω1dR(A)) is the desired
matrix representation of dα. Again we note that this representation is dependent on the
choice of bases of coordinates S and S ′.
Suppose further α : P → Q is an isomorphism. Then we may define anA-homomorphism
from P to P ⊗A Ω1dR(A) by
α−1dα := (α−1 ⊗ id) ◦ d(α,∇,∇′).
Let N ∈ Matr×s(A) be a matrix representation of α−1 with respect to the bases of
coordinates of P and Q as above. It is evident that NdM is a matrix representation
of α−1dα in the above sense. Also note that NdM ∈ Matr×r(Ω1dR(A)), so it makes
sense to define tr(α−1dα), which is just the usual trace for a square matrix. Note that
tr(α−1dα) ∈ Ω1dR(A).
We shall now prove some properties of d with the operations found in matrices. These
will be used in the subsequent parts of this chapter. In the following lemma, the matrices
have entries in A. A note on the notations: if M = (Mij) is a matrix, then dM denotes
the matrix (dMij).
Lemma 1.3.2. (1) Let M and N be two matrices, then d(MN) = MdN + (dM)N
whenever the matrix multiplication makes sense.
(2) If M and N are matrices with M ′M = I and NN ′ = I ′ where I and I ′ are some
identity square matrices, then tr(N ′M ′d(MN)) = tr(M ′dM) + tr(N ′dN) whenever the
matrix multiplication makes sense.
(3) If M is a square matrix, then d(detM) = tr((adjM)dM) where det and adj are
defined as the usual determinant and adjoint of a square matrix. Furthermore if M is
invertible in the usual sense, d(detM) = (detM)tr(M−1dM).
Proof : (1) Straightforward verification.
(2) Note that all the matrices inside tr are square matrices. Now by (1), N ′M ′d(MN) =
N ′dN +N ′(M ′dM)N . The conclusion follows by taking trace, since tr(UV ) = tr(V U).
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(3) Write M = (mij). Now by the defining property of d, we have d(detM) =
Σi,jcijdmij, where cij ∈ A. (These cij can be thought as partial derivatives in the usual
sense of Calculus) On the other hand, for each i, we have the usual expression of determi-
nant in terms of cofactors, namely detM = ΣjMijmij, where Mij denotes the ij-cofactor.
Since none of the cofactors contain mij, upon applying the differential, we see that Mij
is the only term that can contribute to the coefficients of dmij. Hence we have cij =Mij.
It follows that d(detM) = Σi,jMijdmij = tr((adjM)dM). The second assertion is imme-
diate. 2
We now come to the main theorem of this section.
Theorem 1.3.3. [KarLam2] Let k be a commutative unital ring and A a commutative
and associative unital k-algebra. Define
D
(n)
1 : K1(A;Z/n) −→ Ω1dR(A)/(n)
for x = [P, α,Q] in K1(A;Z/n) by
D
(n)
1 (x) = tr(α
−1d(α, n∇, n∇′)) mod nΩ1dR(A),
where ∇ and ∇′ are the Levi-Civita connections of P and Q respectively.
Then D
(n)
1 is an abelian group homomorphism.
Proof : The idea of the proof is to first show that the above assignment gives a well-
defined abelian group homomorphism on the free abelian group on the isomorphism classes
[P, α,Q] as defined in the beginning of section 1.2. Then we show that this factors through
the relations in the Definition 1.2.1 to give a group homomorphism from K1(A;Z/n) to
Ω1dR(A)/(n).
To show that the definition of tr(α−1dα) mod nΩ1dR(A) is independent of the choice
of connections of P and Q, let ∇ and ∇1 be two connections of P and ∇′ a connection of
Q. Observe that α−1d(α, n∇, n∇′) − α−1d(α, n∇1, n∇′) = n(∇1 −∇). Taking trace, we
have 0 mod nΩ1dR(A).
On the other hand, setting ∇ to be a connection of P and two connections ∇′ and ∇′1
of Q, we have α−1d(α, n∇, n∇′)− α−1d(α, n∇, n∇′1) = α−1 ◦ n(∇1 −∇) ◦ α, which again
gives 0 mod nΩ1dR(A) upon taking trace.
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Now we check that the assignment is well-defined on the isomorphism classes. Suppose
we have two triples (P, α,Q) and (P1, α1, Q1) with α1 = ng◦α◦nf−1 for some isomorphisms
f : P ∼= P1 and g : Q ∼= Q1. It follows from part (2) of Lemma 1.3.2 that
tr(α−11 dα1) = ntr(g
−1dg) + tr(α−1dα) + ntr(fdf−1)
implying tr(α−11 dα1) = tr(α
−1dα) mod nΩ1dR(A).
Hence we have shown that the assignment is a well-defined group homomorphism from
the free abelian group on the isomorphism classes to Ω1dR(A)/(n). We now check that this
factors through the relations defined in Definition 1.2.1 to give a group homomorphism
from K1(A;Z/n) to Ω1dR(A)/(n). Again by part (2) of Lemma 1.3.2, we have
tr(αβ)−1d(αβ) = tr(α−1dα) + tr(β−1dβ)
Thus it remains to check the relation (b) in Definition 1.2.1. Note that since every
exact sequence of projective modules splits, we may set s and s′ to be splittings of ε and
ε′ respectively. Let τ : n(P ′ ⊕ P ′′) ∼−→ nP ′ ⊕ nP ′′ and τ ′ : n(Q′ ⊕ Q′′) ∼−→ nQ′ ⊕ nQ′′
be the canonical isomorphisms by permutations. Now set α˜ to be the composition of
isomorphisms n(P ′⊕P ′′) τ−→ nP ′⊕nP ′′ α′⊕α′′−→ nQ′⊕nQ′′ τ ′−1−→ n(Q′⊕Q′′). Then we have
the commutative cube with exact rows (see next page). Note that ι, ι′ are the canonical
inclusions and p, p′ are the canonical projections. (We abuse notations by using each of
them twice in the diagram.)
Considering the center vertical square and noting that ni ⊕ ns ◦ τ = n(i ⊕ s) and
ni′⊕ns′ ◦ τ ′ = n(i′⊕ s′), we have [P, α,Q] = [P ′⊕P ′′, α˜, Q′⊕Q′′]. By part (2) of Lemma
1.3.2, we have
tr(α˜−1dα˜) = tr(τ−1dτ) + tr
(
(α′ ⊕ α′′)−1d(α′ ⊕ α′′))+ tr(τ ′−1dτ ′)
Now since τ and τ ′ are just permutations, their matrix representation will only have 0
and 1 as entries. Hence it follows that dτ and dτ ′ are zero matrices. So we have
tr(α−1dα) = tr(α˜−1dα˜) = tr
(
(α′ ⊕ α′′)−1d(α′ ⊕ α′′)) = tr(α′−1dα′) + tr(α′′−1dα′′)
as required.
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nP ′-
































- ι- nP ′ ⊕ nP ′′





































- ni - nP

































In this section, we will consider the case where A is a number ring. We give another
interpretation of K1(A;Z/n) which actually gives a way of constructing elements in it.
We also give a method of constructing intertwining matrices for such elements. Finally,
we give a description of the image of the elements constructed via the Dennis trace map
mod n under certain imposed conditions.
Recall that a number field is a finite field extension over Q. The number ring of a
number field is just the integral closure of Z in the number field. Throughout this section,
A is taken to be a number ring of a number field F .
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Definition 1.4.1. U(A;Z/n) := {x ∈ F× : xA = In for some fractional ideal I}/(n).





Proof : Here i is the canonical inclusion. Now if x ∈ F with xA = In for some fractional
ideal I, we set ∆[x] = [I]. To see that this is well-defined, for any y ∈ F×, we have
xynA = (yI)n and so [yI] = [I] in nCl(A). Clearly i is injective, ∆ is surjective and
∆ ◦ i = 0. Now suppose xA = In with I = zA for some z ∈ F ; then we have xz−nA = A
implying xz−n ∈ A. Thus it follows that i(xz−n) = [xz−n] = [x]. 2






Therefore we see that K1(A;Z/n) and U(A;Z/n) differ up to extension. In fact, we shall
prove that they are isomorphic.
Theorem 1.4.3. [KarLam] K1(A;Z/n) ∼= U(A;Z/n) as abelian groups.
Proof : The method of proof is similar to that of Theorem 1.3.3. Let [P, α,Q] be an
isomorphism class. Since A is a number ring (and so a Dedekind Domain), we have
isomorphisms f : P
∼→ (r − 1)A ⊕ I and g : Q ∼→ (r − 1)A ⊕ J for some fractional
ideals I, J . Since α is an isomorphism from nP to nQ, we have det(ng ◦ α ◦ nf−1)In =
Jn implying det(ng ◦ α ◦ nf−1)A = (I−1J)n. This assignment gives a function from
the free abelian group on the isomorphism classes to U(A;Z/n) given by [P, α,Q] 7→
[(det(g))n(detα)(det f−1)n] = [detα], which is clearly a well-defined group homomor-
phism.
To see that this factors through K1(A;Z/n) to give a group homomorphism from
K1(A;Z/n) to U(A;Z/n), we note that relation (a) of Definition 1.2.1 follows from the
multiplicative property of det. To check for relation (b), we reuse the notations used in
the last part of the proof of Theorem 1.3.3. Now note that τ and τ ′ have the same matrix
representations. Since they are just permutations, their determinant is just the sign of
permutations and so is ±1. Thus detα = det α˜ = det(α′ ⊕ α′′) = (detα′)(detα′′). Hence
we have shown that the assignment gives rise to a group homomorphism from K1(A;Z/n)
to U(A;Z/n).
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The exactness of the bottom row comes from the preceding lemma. The exactness of the
top row follows from the exact sequence (1.2.3), and the facts that K0(A) = Z⊕ Cl(A),
K1(A) = A
× and Z being torsion-free. Clearly, the outer two squares are commutative.
For the second square, we see that det ρ(u) = det[A, 1(n−1)A ⊕ u,A] = u. For the third
square, let [P, α,Q] be an isomorphism class where we may assume P = (r− 1)A⊕ I and
Q = (r − 1)A⊕ J . Then ∂[P, α,Q] = [Q]− [P ] = [J ]− [I] = [I−1J ]. On the other hand,
∆ ◦ det[P, α,Q] = ∆(detα) = [I−1J ], since (detα)In = Jn.
Finally by the Five Lemma, we have our conclusion. 2
Remark. The proof given is a more direct approach than that given in [KarLam]. We
also mention here that the more general statement (The´ore`me 28 of [KarLam2]) does not
seem to have a correct proof, as it is not clear how one can define a splitting map from
U(A;Z/n) to K1(A;Z/n) when A is a Dedekind domain.
We now come to the second part of this section. Let F be a finite field extension over
K of degree l. For each z ∈ F , we have a K-linear map µz of F induced by multiplication
by z. Define Ni(z) ∈ K for 1 ≤ i ≤ l by the following equation.
det(XI + µz) = Nl(z)X
l + ...+N1(z)X +N0(z)
Lemma 1.4.4. N0(z) = det(µz) = N(z), N1(z) = tr(adj µz), Nl−1(z) = tr(µz) = tr(z)
and Nl(z) = 1. Here N(z) and tr(z) are the usual norm and trace for field elements.




det(XI+µz)|X=0. By Lemma 1.3.2(3), d
dX
det(XI+µz) = tr(adj(XI+µz))
and so it follows that N1(z) = tr(adj µz). 2
The following proposition gives us a way to construct elements in K1(A;Z/n) through
U(A;Z/n). Although we are mainly concerned with number rings, we shall prove this
result in a more general context.
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Proposition 1.4.5. [KarLam2] (N-N1 Lemma) Let F/K be an extension of number
fields where A (resp. B) is the number ring of F (resp. K). Let u ∈ A such that
N(u) = ebn(n > 1), e ∈ B×, b ∈ B and (N(u), N1(u)) = B. Then [u] ∈ U(A;Z/n).
Proof : WriteN(u) = uv, where v = Πσ 6=idσ(u). Here σ are theK-embeddings of F into its
algebraic closure. Plainly v ∈ A. Since (N(u), N1(u)) = B, we claim that (un−1, v) = A.
Suppose not, then we have a prime ideal P of A dividing uA and vA, and so N(u)A.
Set p = P ∩ B, we have the prime ideal p dividing N(u)B. Also note that N1(u) is a
linear combination of u and v. Thus, it follows that PC divides N1(u)C, where C is the
number ring of the splitting closure of F over K. This implies that p divides N1(u)B,
contradicting our assumption.
Now set I = (u, b). Then In = (un, un−1b, ..., N(u)) = u(un−1, un−2b, ..., v). Since
(un−1, v) ⊆ (un−1, un−2b, ..., v), we have In = uA as required. 2
Remarks. (1) As mentioned before the proof, we will be mainly applying the lemma to
the case where B = Z and K = Q.
(2) The proof in [KarLam2] seems to assume that a field extension of number fields is
always splitting, which is not always the case.
The next proposition relates the above lemma to the construction of intertwining
matrices over number rings. An n × n matrix M is said to be intertwining if M is not
a zero divisor and M (Matn(A)) = (Matn(A))M . For a more detailed discussion of such
matrices, we refer readers to [Ber].
Proposition 1.4.6. Let F be a number field with A its number ring. Suppose there exists
u ∈ A with N(u) = bn, b ∈ Z and (N(u), N1(u)) = 1, then we have an n× n intertwining
matrix given by 
u −b 0 · · · · · · 0
0 u −b . . . . . . ...
... 0 u





. . . . . . 0
0 0
...
. . . u −b
xu yu 0 · · · 0 zu

for some x, y, z ∈ A. (These elements will be described in more detail in the proof.)
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Proof : Let l = [F : Q] and µu the Q-linear map of F induced by multiplication of u. Then
by the Cayley-Hamiliton Theorem, we have u satisfying the equation 0 = det(XI−µu) =
l∑
j=0
(−1)l−jNj(u)Xj. In other words,
l∑
j=0
(−1)l−jNjuj = 0 (1.4.1)
where we write Nj for Nj(u) to ease notations.
From (N(u), N1(u)) = 1, we may choose integers r and s such that rN1 + sb
n−1 = 1.
Multiplying the equation (1.4.1) by r and substituting rN1 + sb
n−1 = 1, we obtain




Define x21 = r, x22 = s and x2j = (−1)j−1rNj−1 for 3 ≤ j ≤ l + 1. For k ≥ 2, we define
xk+1,1 = xk1 + xk3ru
k−1, xk+1,2 = xk2 + xk3suk−1, xk+1,j = (−1)j−1rNj−1xk3 + xk,j+1 for








The case k = 2 follows from equation (1.4.2). Suppose equation (1.4.3) holds for k, then
from equation (1.4.2), after multiplying by uk−1, we have




Replace the term uk in equation 1.4.3 by the above equation (leave the higher powers of
u untouched when doing the substitution), we have equation (1.4.3) for the case k + 1,
thus proving our claim.











j−2 and from the proof of Theorem 9.1 of [Ber], the matrix in the
proposition is an intertwiner. 2
We conclude this section with a description of the image of some special elements
under the Dennis trace map mod n.
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Proposition 1.4.7. [KarLam2] Let u ∈ A with N(u) = ±bn, b ∈ Z and (N(u), N1(u)) =
1. Suppose (N(u), n) = 1, then we have D
(n)
1 ([u]) = u
−1du mod nΩ1dR(A) (‘viewing’ [u]
as an element of K1(A;Z/n) under the isomorphism proven in Theorem 1.4.3).
Proof : By the N -N1 Lemma and Theorem 1.4.3, we may view [u] as an element [P, α,Q] ∈
K1(A;Z/n) with detα = u. By Lemma 1.3.2(3), we have du = utr(α−1dα) mod n. Write
N(u) = uv, where v = Πσ 6=idσ(u). Now tr(α−1dα) = N(u)−1vutr(α−1dα) mod n, which
makes sense because (N(u), n) = 1. Hence tr(α−1dα) = N(u)−1vdu, which is what we
want to show. 2.
Remark. The proof of this result in [KarLam2] uses rather complicated ideas from the
theory of adeles. Here we give a simpler proof, which will be easier to follow.
Chapter 2
n-torsion elements in the Class
Group of a Number Ring
In this chapter, we will apply what we have done so far to derive two criteria for finding n-
torsion elements in the class group of a number ring. This will be done in the first section,
after which the remainder of the chapter will be devoted to the cases of general quadratic
extensions and a class of purely real cubic extensions. Other than Theorem 2.3.6 and
materials in Section 2.4, the remaining contents will come mainly from [KarLam2].
2.1 The General Case
In this section, A is taken to be a number ring of a number field F . By Dirichlet’s
Theorem, we have A× = µ×Πri=1Zεi where µ is the group of roots of unity and {εi}1≤i≤r
is a system of fundamental units.
The first criterion is derived from the exact sequence 1.2.4 and is as follows.
Proposition 2.1.1. [KarLam2] Let n ≥ 2. Let u ∈ A with N(u) = ±bn and (N(u), N1(u)) =
1. Suppose that for all proper divisors m of n, ±bm is not the norm of an element of A.
Then Cl(A) contains an element of order n.
Proof : By the N -N1 Lemma, we have uA = I
n for some integral ideal I. Let m be the
order of [I] in Cl(A). So, m divides n. Write n = lm and let Im = wA for some w ∈ A.
Then uA = I lm = wlA. Thus we have u = ewl for some e ∈ A×. Taking norms, we have
17
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±blm = N(w)l ∈ Z implying N(w) = ±bm. By the hypothesis in the proposition, we must
have m = n and so the conclusion follows. 2
Remark. The proof given here differs from that of [KarLam2]. We also mention that the
proof in [KarLam2] contains some minor mistakes.
The second criterion makes use of the Dennis trace map mod n.
Proposition 2.1.2. [KarLam2] Let n ≥ 2 and A× = µ× Πri=1Zεi. Suppose we have the
following:
(a) for all ξ ∈ µ, ξ−1dξ = 0 mod nΩ1dR(A),
(b) for 1 ≤ i ≤ r, ε−1i dεi = 0 mod nΩ1dR(A), and
(c) there exists u ∈ A with N(u) = ±bn, (N(u), N1(u)) = 1 = (N(u), n) such that
u−1du 6= 0 mod nΩ1dR(A).
Then nCl(A) 6= 0.
Proof : By (a) and (b), D
(n)
1 factors through nCl(A) to give a group homomorphism d
(n)
1

















Write N(u) = uv, where v = Πσ 6=idσ(u). By part (c) and Proposition 1.4.7, we have
D
(n)
1 (u) = N(u)
−1vdu. Since this is nonzero, ∂(u) is also nonzero in nCl(A) by the
commutativity of the diagram. 2
Corollary 2.1.3. Let n ≥ 2 and A× = µ× Πri=1Zεi. Suppose we have the following:
(a) for all ξ ∈ µ, dξ = 0 mod nΩ1dR(A),
(b) for 1 ≤ i ≤ r, dεi = 0 mod nΩ1dR(A), and
(c) there exists u ∈ A with N(u) = ±bn, (N(u), N1(u)) = 1 = (N(u), n) and N(u) = uv
(where v = Πσ 6=idσ(u)) such that du 6= 0 mod nΩ1dR(A).
Then nCl(A) 6= 0.
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Proof : It follows from the relations du = u(u−1du) and u−1du = N(u)−1vdu that du = 0
mod nΩ1dR(A) if and only if u
−1du = 0 mod nΩ1dR(A). Hence the conclusion follows. 2
We conclude the section with a description of Ω1dR(A).
Proposition 2.1.4. Let A be a number ring with discriminant δ. Then Ω1dR(A)
∼= A/d,
where d is the different of A over Z. In particular, |Ω1dR(A)| = |N(d)| = |δ|.
Proof : This is a special case of Proposition 14 in p.59 of [Serre]. The second assertion is
just a standard algebraic number theory result. 2
2.2 The Case of Quadratic Number Fields I
We will now apply Proposition 2.1.1 to the case of a quadratic extension over Q.
Proposition 2.2.1. [KarLam2] Let A be the number ring of a quadratic number field F
with discriminant δ and n an odd integer > 2. Suppose (a, b, c) ∈ Z3 satisfies the equation
a2−4bn = c2δ with (a, b) = 1. Suppose also that for all proper divisors m of n, 1 ≤ m < n,
and for all β ∈ Z, β2δ ± 4bm is not a perfect square. Then Cl(A) contains an element of
order n.





. Then N(u) = bn and N1(u) = tr(u) = a, so they are coprime by





. Suppose we have N(z) = ±bm,
where m is a proper divisor of n. It follows that
γ2 − β2δ
4
= ±bm and β2δ ± 4bm = γ2,
contrary to the given hypothesis. Hence we have u satisfying the hypothesis of Proposition
2.1.1 and so the result follows. 2
Remark. This proposition works most easily with δ < 0 and b > 0 for then one only
needs to check β2δ + 4bm is squarefree for only a finite number of β for each m dividing
n.
We end this section by giving a list of examples of imaginary quadratic extensions
Q(
√
δ) with class group containing an element of order n. This list is additional to the
list appearing in [KarLam2].
Examples: n = 3
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δ = −107, 12 − 4(3)3 = −107
δ = −152 = −4.38, 22 − 4(7)3 = 32(−152)
δ = −499, 12 − 4(5)3 = −499
δ = −1327, 62 − 4(11)3 = 22(−1327)
n = 5
δ = −119, 32 − 4(2)5 = −119
δ = −161047, 42 − 4(11)5 = 22(−161047)
δ = −399991, 32 − 4(10)5 = −399991
n = 7
δ = −239, 42 − 4(3)7 = 22(−239)
δ = −1119719, 52 − 4(6)7 = −1119719
n = 9
δ = −1879, 132 − 4(2)9 = −1879
δ = −1953076 = −4.488269, 142 − 4(5)9 = 22(−1953076)
δ = −161414419, 32 − 4(7)9 = −161414419
n = 11
δ = −8023, 132 − 4(2)11 = −8023
δ = −708587, 12 − 4(3)11 = −708587
2.3 The Case of Quadratic Number Fields II
In this section, we will see how Proposition 2.1.2 can be applied to find n-torsion elements
(for n odd squarefree) in the class group of a quadratic number field. Unlike the previous
section, it turns out that we need to work a bit more before we can obtain what we want.
In this section, A is taken to be the number ring of a quadratic number field F with
discriminant δ either < −4 or > 0. (The case of δ = −4,−3 are missed out but in both




], which are both Euclidean domains and
so have trivial class groups.) Note that under such assumptions, we have (see p. 177 of
[FT])
A× =
{±1} if δ < −4,{±1} × Zε if δ > 0.
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So part (a) of the hypothesis in Proposition 2.1.2 is satisfied when δ < −4, i.e F is
imaginary.
Let A = Z[w], where w =
√




when δ ≡ 1
mod 4. The minimal polynomials are given by X2 − δ
4
= 0 and X2 − X + 1− δ
4
= 0
respectively. With these notations, we now give a more concrete description of the group
Ω1dR(A)/(n).
Proposition 2.3.1. [KarLam2] (a) If δ ≡ 1 mod 4, then Ω1dR(A) = Z/δ dw with 2wdw =
dw.
(b) If δ ≡ 0 mod 4, then Ω1dR(A) = Z/δ dw ⊕ Z/2 wdw with 2wdw = 0.
Proof : (a) One has 2wdw = d(w2) = d(w− 1− δ
4
) = dw and δwdw = (2w− 1)2wdw = 0.
It follows that Ω1dR(A) is generated by wdw with δwdw = 0. By Proposition 2.1.4,
|Ω1dR(A)| = |δ|. Thus it follows that Ω1dR(A) = (Z/δ) wdw. Since δ ≡ 1 mod 4, it is odd.
Thus we have Ω1dR(A) =
1
2
(Z/δ) wdw = Z/δ dw.
(b) We have the following relations in the differentials, namely 2wdw = d(w2) =
d(δ/4) = 0 and δ/2 dw = 2w2dw = 0. Thus we have Ω1dR(A) being generated by dw
and wdw with 2wdw = 0 and δ/2 dw = 0. By Proposition 2.1.4, necessarily Ω1dR(A) =
Z/(δ/2) dw ⊕ Z/2 wdw. 2
Corollary 2.3.2. [KarLam2] Let n ≥ 2. (a) If n is an odd divisor of δ, then Ω1dR(A)/(n) =
Z/n dw.
(b) If n is an even divisor of δ, then Ω1dR(A)/(n) = Z/n dw ⊕ Z/2 wdw. 2
We now set out to derive a sufficient condition for a class group of a quadratic number
field to have an element of order n.









. One has N1(u) = tr(u) = x. Suppose N(u) = b
n, b 6= ±1 and (b, x) = 1,
then we have u satisfying the hypothesis of the N -N1 Lemma. The next question is what
is the arithmetic condition that can be made out from part (c) of Proposition 2.1.2. As
a start, we have the following lemma.




Chapter 2: n-torsion elements in Class Group of a Number Ring 22








+ yw and v =
x+ y
2




ydw − y2wdw ≡ xy
2
dw mod nΩ1dR(A) since 2wdw = dw.
On the other hand if δ ≡ 0 mod 4, then u = x
2
+ yw and v =
x
2
− yw with x being
even. Thus du = ydw. It follows that vdu =
xy
2
dw − y2wdw ≡ xy
2
dw mod nΩ1dR(A). 2
We now come to the result we first set out for.
Proposition 2.3.4. [KarLam2] Let A be the number ring of a quadratic number field
F with discriminant δ and n an odd divisor ( 6= 1) of δ. In the case where F is real,





is such that n divides ε2. Let
(a, b, c) ∈ Z3 be a solution of the equation a2 − 4bn = c2δ with (a, b) = (c, n) = 1 and
b 6= ±1. Then Cl(A) contains an element of order n.






and v its conjugate. By the paragraph before Lemma 2.3.3, we have u
satisfying the hypothesis of the N -N1 Lemma.
If F is real, then by the preceding lemma dε = ε2dw mod nΩ
1
dR(A) which is zero
because n divides ε2.
Since N(u) ≡ a
2
4
mod n and (a, n) = 1, we have (N(u), n) = 1. Now consider
vdu ≡ ac
2
dw mod nΩ1dR(A). Since we have (ac, n) = 1, this is an element of order n
in Ω1dR(A)/(n) = Z/n dw. Since (N(u), n) = 1, N(u)−1vdu is also an element of order
n. Lifting this element to nCl(A), we obtain an element of order n in nCl(A) (and thus
Cl(A)). 2
As an application of Proposition 2.3.4, we will show that for a given squarefree odd
integer n > 2, there exists an infinite number of imaginary quadratic number fields with
discriminant divisible by n and at the same time, having an element of order n in the
class group. The idea of the proof will be similar to that of Theorem 8.9 in [Nar]. As a
start, we have the following lemma.
Lemma 2.3.5. Let f(X) ∈ Z[X] be a nonconstant polynomial. Then there exist infinitely
many primes p such that the congruence f(X) ≡ 0 mod p is solvable.
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Proof : If f(0) = 0, then this is clearly solvable for all primes. Thus we may suppose
f(0) = c 6= 0. Since f is nonconstant, we can find some a ∈ Z such that |f(a)| > 2. In
particular, there exists at least one prime such that the congruence is solvable. To see that
there exist an infinite number of such primes, let p1, ..., pr be such that the congruence
is solvable mod pi. Choose k large enough such that |f((p1p2 · · · pr)kc)| > |c|. Then
f((p1p2 · · · pr)kc) = c(Np1 · · · pr + 1) for some nonzero N ∈ Z. Since N is nonzero, there
exists a prime divisor q of Np1 · · · pr + 1, which is clearly not equal to any of the pi’s.
Hence the lemma is proven. 2
Now we shall prove the following.
Theorem 2.3.6. Given n a squarefree odd integer > 2, then there exist infinitely many
imaginary quadratic number fields with discriminant divisible by n and at the same time,
having an element of order n in the class group. (In particular, we have n dividing the
class number.)
Proof : Write n = p1p2...pr, where each pi is an odd prime. Fix an a such that (a, n) = 1,
a is odd, a ≡ 2 mod n and for all i we have a 6≡ 2 mod p2i (for example, set a = n + 2).
Now by the preceding lemma, the equation 4Xn − a2 ≡ 0 mod p is solvable for infinitely
many odd primes p with (p, a) = 1. Note that for each i, 4Xn − a2 ≡ 0 mod pi has
solution X = 1. In this case, we see that 4− a2 = (2+ a)(2− a) 6≡ 0 mod p2i . For an odd
prime p not dividing n and x an integer with 4xn−a2 ≡ 0 mod p, if we have 4xn−a2 ≡ 0
mod p2, then replace x by x+ p to obtain 4xn − a2 6≡ 0 mod p2.
Let S be a finite set of primes, containing each of the pi, and such that for every p in
S, the congruence 4Xn − a2 ≡ 0 mod p is solvable with (p, a) = 1. Note that by Lemma
2.3.5, we can take the set S to be arbitrarily large. Now for each p ∈ S, by the above
argument, we have bp ∈ Z such that 4bnp − a2 ≡ 0 mod p and 4bnp − a2 6≡ 0 mod p2. By
the Chinese Remainder Theorem, we obtain an integer b > 1 such that b ≡ bp mod p2 for
each p ∈ S. It follows that for all p ∈ S, p | 4bn − a2, p2 - 4bn − a2 and 4bn − a2 > 0. In
particular, for all p ∈ S, p - ab.
Now suppose q is a prime such that q|(a, b), then q /∈ S. Let qs be the highest power















p2. Now for all p ∈ S, 4bn0 − a2 ≡ 4bn − a2 mod p2. So we still have
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p | 4bn0−a2 and p2 - 4bn0−a2 for all p ∈ S. Now suppose that l is a prime divisor of (a, b0). In







and so l | bqs implying l | b. Thus l | (a, b). Hence we see that the number of prime
divisors of (a, b0) is strictly less than (a, b).
We continue the above process, replacing b by b0 at each step, until we obtain (a, b) = 1.
Note that we still have p | 4bn − a2, p2 - 4bn − a2 for all p ∈ S. Write 4bn − a2 = −δc2
where δ is squarefree and < 0. For each p ∈ S, p does not divide c, else we have p2
dividing c2 and hence 4bn − a2 contradicting our construction. Thus we have n | δ and
(n, c) = 1. Now set A to be the number ring of the field Q(
√
δ). By Proposition 2.3.4,
the class group of A contains an element of order n.
Since the set S was arbitrarily large, it follows that there are infinitely many imaginary
quadratic number fields satisfying the conditions of the theorem. 2
We conclude this section giving some examples of quadratic number fields Q(
√
δ)
(additional to the list in [KarLam2]) with discriminant divisible by n and class group
containing an element of order n.
Examples : n = 3




δ = −439, 72 − 4(10)3 = 32(−439)
n = 5
δ = −455 = −5 · 7 · 13, 12 − 4(4)5 = 32(−455)
n = 7
δ = −65537 = −7 · 11 · 23 · 37, 32 − 4(4)7 = −65537
δ = −8388527 = −7 · 1198361, 92 − 4(8)7 = −8388527
n = 11
δ = −195312491 = −11 · 3761 · 4721, 32 − 4(5)11 = −195312491
2.4 Q( 3
√
m), m 6≡ ±1 mod 9 and is squarefree
In this section, our number field F is Q( 3
√
m), where m 6≡ ±1 mod 9 and squarefree. The
number ring A in this case is precisely Z[ 3
√
m] (see p.272 of [FT]). Set α = 3
√
m. The
minimal polynomial of α is given by X3 −m. As before, we compute Ω1dR(A) first.
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Lemma 2.4.1. Ω1dR(A) = Z/3m dα⊕ Z/3m αdα⊕ Z/3 α2dα.
Proof : One can easily calculate the discriminant of A to be −27m2. Plainly Ω1dR(A) is
generated by dα, αdα and α2dα. Also we have 3α2dα = d(α3) = dm = 0 implying 3mdα =
0 = 3mαdα. Therefore, necessarily we have Ω1dR(A) = Z/3m dα⊕Z/3m αdα⊕Z/3 α2dα
by Proposition 2.1.4. 2
Corollary 2.4.2. If n divides 3m, then
Ω1dR(A)/(n) =
Z/n dα⊕ Z/n αdα if 3 - n,Z/n dα⊕ Z/n αdα⊕ Z/3 α2dα if 3 | n. 2
Let u = x + yα + zα2 be an element of A. The product of its conjugates v is then
given by x2 −myz + (mz2 − xy)α + (y2 − xz)α2. With respect to the basis 1, α, α2, the





Taking the determinant, we have N(u) = x3 +my3 +m2z3− 3mxyz. Taking the trace of
its adjoint, we have N1(u) = 3x
2 − 3myz. We now prove the following.
Proposition 2.4.3. Let m be a squarefree nonzero integer 6≡ ±1 mod 9. Let n be a non-
trivial divisor of 3m. Suppose (x, y, z, b) ∈ Z4 satisfies the equation x3 +my3 +m2z3 −
3mxyz = bn with (x3 +my3 +m2z3, n) = (b, 3x2 − 3myz) = 1, b 6= ±1 and n - (y, 2z).
Let A be the number ring of the field Q( 3
√
m) with fundamental unit ε = ε1 + ε2α + ε3α
2
such that n | (ε2, 2ε3). Then nCl(A) 6= 0. Furthermore if (n, y) = 1 or (n, 2xz − y2) = 1,
then Cl(A) contains an element of order n.
Proof : Set u = x + yα + zα2. We shall check that (N1(u), N(u)) = 1 = (N(u), n). The
first relation (N1(u), N(u)) = 1 follows from (b, 3x
2−3myz) = 1. For the second equality,
simply note that N(u) ≡ x3 +my3 +m2z3 mod n and so the conclusion will follow from
(x3 +my3 +m2z3, n) = 1. Finally it can be verified that du = ydα+ 2zαdα. This is zero
if and only if n|(y, 2z). Thus du 6= 0 and dε = 0. Applying Corollary 2.1.3, we have the
result.
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To check the second assertion, consider vdu = x2ydα + (2x2z − xy2)αdα + y3α2dα
in Ω1dR(A)/(n). If (n, y) = 1 or (n, 2xz − y2) = 1, then it is clear that vdu, and thus
N(u)−1vdu, is an element of order n in Ω1dR(A)/(n). Lifting this element to nCl(A), the
conclusion follows. 2
Remarks. (1) If it turns out that n is a divisor of m in the preceding proposition, one
can easily see that the condition (x3 +my3 +m2z3, n) = 1 can be replaced by (x, n) = 1.
(2) If n is a squarefree divisor of 3m and 3 divides n, we may replace the condition
(x3 +my3 +m2z3, n) = 1 by (x, n/3) = (x +my +m2z, 3) = 1. To see this, we simply
observe that since 3 divides n and n divides 3m, we have n/3 dividing m. Thus we
have 1 = (x, n/3) = (x3, n/3) = (x3 + my3 + m2z3, n/3). On the other hand, we have
1 = (x +my +m2z, 3) = (x3 +my3 +m2z3, 3). Since n is squarefree, (n/3, 3) = 1 and
hence we obtain the conclusion that (x3 +my3 +m2z3, n) = 1.
Example : Set F = Q(α), where α = 3
√
182 and let A be its number ring. Let n = 3. The
fundamental unit is ε = 17−3α. (One can verify this using Artin’s bound: see pp.199-200
of [FT].) Now, 3 | (−3, 0), and thus the fundamental unit condition in Proposition 2.4.3
is fulfilled. Also we see that x = 5, y = −2, z = 0, b = −11 satisfies the equation in the
hypothesis of Proposition 2.4.3. Hence it follows that Cl(A) contains an element of order
3. Set u = 5− 2α. Using Proposition 1.4.6, one can compute the intertwining matrix of
u to be
5− 2α 11 0
0 5− 2α 11




In this chapter, we will make some study of cyclotomic number fields. Again, the materials
presented here are based mainly on [KarLam2].
We list some notations which will be adhered throughout this chapter. F denotes the
field Q(ζp), where p is an odd prime and ζ = ζp denotes a primitive p-root of unity. A is
the number ring of F . G is the Galois group Gal(F/Q) with generator g where gζ = ζs
with s being the generator of the group (Z/p)×. Set σ = g
p−1
2 which is precisely the
complex conjugation.
3.1 Regular Primes
We start off by giving an alternative description of regular primes. Recall that a prime
p is said to be regular if p does not divide the class number of A, the number ring of
Q(ζp). Set h and h+ to be the class number of A and the number ring of Q(ζ + ζ−1)
respectively. From p.16 of [Wash], the number ring of Q(ζ + ζ−1) is precisely Z[ζ + ζ−1].
Also one has h+|h with Cl(Z[ζ + ζ−1]) identified as the subgroup of Cl(A) invariant
under σ (see p.40 of [Wash]). Set h− = h/h+. Now the action of σ on pCl(A) yields
the following decomposition of Z/p-vector spaces: pCl(A) = pCl(A)+⊕ pCl(A)− with
pCl(A)
± = ker(σ ∓ id). Plainly |pCl(A)−| divides h−.
Since p is odd, it follows from Lemma 1.2.5 that K1(A;Z/p) can be viewed as a Z/p-
vector space. Hence the action of σ on K1(A;Z/p) yields a decomposition of Z/p-vector
spaces: K1(A;Z/p) = K+1 (A;Z/p)⊕K−1 (A;Z/p) with K±1 (A;Z/p) = ker(σ ∓ id).
27
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Set µp = {exp(2ikpi/p), 0 ≤ k ≤ p − 1}. Then we have A× = µp × Z[ζ + ζ−1]×
(p.3 of [Wash]). Since Z[ζ + ζ−1] ⊆ R, the units of this ring are fixed under σ. Thus(
(A/(p))×
)− ∼= µp. It follows from the above and the exact sequence (1.2.4) that we have
the following short exact sequence.
0 - µp - K
−
1 (A;Z/p) - pCl(A)− - 0 (3.1.1)
With this exact sequence, we are now able to give an equivalent formulation of regular
primes.
Definition 3.1.1. d−p := dimZ/p pCl(A)
− = dimZ/pK−1 (A;Z/p)− 1.
Proposition 3.1.2. [KarLam2] d−p = 0 if and only if p is a regular prime.
Proof : If p is regular, then clearly pCl(A) = 0 implying pCl(A)
− = 0. Conversely if
d−p = 0, then p does not divide h
−. By a theorem in p.78 of [Wash], this will imply that
p does not divide h+. Hence p does not divide h = h+h−. 2
3.2 First Case of Fermat’s Last Theorem
In this section, we will prove the first case of Fermat’s last Theorem for regular primes
using the theory developed in this thesis. Let p be an odd prime and a, b, c positive
integers. We say that (p, a, b, c) satisfies FLT1 if ap = bp+ cp with (p, abc) = (a, b, c) = 1.
Lemma 3.2.1. [KarLam2] Let p be an odd prime, A = Z[ζ] and F = Q(ζ). If (p, a, b, c)
satisfies FLT1, then for 1 ≤ l ≤ (p − 1)/2, zl = a− bζ
sl
a− bζ−sl mod F
×(p) is an element in
K−1 (A;Z/p).
Proof : It follows from the conditions of FLT1 that the ideals (a − bl), 1 ≤ l ≤ p − 1,
are pairwise coprime (see p.5 of [Wash]). Thus (a − bζ l) = Ipl for some ideals Il. By the
definition of U(A;Z/p) and identifying with K1(A;Z/p), the elements a− bζ l mod F×(p)




, we have the conclusion. 2
Let ϕ : A→ A/(p) be the canonical projection. Set λ = 1−ϕ(ζ). Then A/(p) = Z/p[λ]
with λp−1 = 0. Plainly the ring A/(p) is local and (A/p)× = (Z/p)× + λZ/p[λ]. Hence
K1(A/p;Z/p) = (A/p)×/(p) = (1 + λZ/p[λ],×) where the last identification is given by
x+ λy 7→ 1 + λx−1y for x ∈ (Z/p)×, y ∈ Z/p[λ].
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The next things we wish to determine are Ω1dR(A/p) and Ω
1
dR(A/p)/(p). In fact, we
shall calculate these in a slightly more general context.
Proposition 3.2.2. Let k be a commutative ring with 1 and n ≥ 1. Set A = k[x]/(xn).
Then we have Ω1dR(A) = A/nx
n−1A.
Proof : A is a commutative free k-algebra and so we have Ω1dR(A)
∼= TorA⊗ZA1 (A,A) (see
ch.6 of [Rosen]). Write B = A⊗Z A ∼= k[x, y]/(xn, yn). We claim that the following long
sequence is a B-free resolution of A, where the maps are multiplication by some elements
of B.




−→ B x−y−→ B x=y A.

































By comparing coefficients, we have ai0 = 0 = a0j and ai,j+1 = ai+1,j for 0 ≤ i, j ≤ n−2. It
follows that ars = 0 if r+ s ≤ n− 2. Viewing T as a multinomial in terms of x and y, we
write Tm as its homogenous component of degree m. Now since ars = 0 if r+s ≤ n−2, we
have Tm = 0 for m ≤ n− 2. On the other hand, Tn−1 = a0,n+1(yn−1 + yn−2x+ ...+ xn−1),
whereas Tn = a1,n−1(xyn−1+...+xn−1y) = a1,n−1(xyn−1+...+xn−1y+xn) = a1,n−1x(yn−1+




and hence T .
Now we verify that ker
n−1∑
i=0











l+iym+j. By comparing the coefficients of xn−1yv for
each 0 ≤ v ≤ n − 1, we have
v∑
w=0
aw,v−w = 0. Using this relation, one can show that
Tv ∈ im(x− y) and thus T ∈ im(x− y).
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Applying −⊗B A to the resolution, we obtain the following complex
· · · nxn−1−→ A 0−→ A nxn−1−→ A 0−→ A.
Computing the first homology group, we have the required result. 2
Corollary 3.2.3. [KarLam2] Ω1dR(A/p)/(p) = Ω
1
dR(A/p) = Z/p[λ]dλ with λp−2dλ = 0.
Proof : By the preceding proposition, Ω1dR(A/p)
∼= Z/p[λ] with λp−2 = 0, which is a Z/p-
vector space of dimension p−2. On the other hand, we have λp−2dλ = d(λp−1) = 0. Thus
Ω1dR(A/p) is generated by dλ, λdλ, ..., λ
p−3dλ over Z/p. Hence these will form a basis of
Ω1dR(A/p) over Z/p and so the second equality follows. Since pΩ1dR(A/p) = 0, we have the
first equality. 2
Before we go on to the next proposition, we introduce some notations. Let x, y ∈
(Z/p)× with x − y = 1. Set w = x − y(1 − λ). Then σ(w) = x − y(1 − λ)−1. We
define z′ = z′(x) by z′ =
x− y(1− λ)
x− y(1− λ)−1 mod (A/p)
×(p). Clearly z′(x) is an element of
K−1 (A;Z/p).
Proposition 3.2.4. [KarLam2] Let p be an odd prime > 3 and x ∈ Z/p \ {0, 1, 1/2}.
Then z′(x) and 1− λ are non-collinear in K−1 (A/p;Z/p).
Proof : Supposing on the contrary they are collinear, we shall calculate the Dennis trace
of z′(x) and 1 − λ. From there, we derive a contradiction, thus proving the proposition.
From Theorem 1.3.3, one has D
(p)
1 (z
′) = w−1dw− σ(w)−1dσ(w). Now w = 1+ yλ and so
it follows from the identity
(1 + yλ)
(




(−1)iyi+1λidλ, because λp−2dλ = 0.
Note that σ(w) =
1− xλ
1− λ . It follows that σ(w)
−1 = 1 +
∑
i≥1














Chapter 3: Cyclotomic Fields 31
On the other hand, one can easily check that D
(p)
1 (1− λ) = −
p−3∑
i=0
λidλ. By our initial
assumption that z′ and 1 − λ are collinear, we have z′ = (1 − λ)t for some t ∈ Z/p.
Comparing the coefficients of dλ and λ2dλ, we obtain the equation 2y3 + 3y2 + y = 0.
Solving the equation, we have y = 0,−1 or −1/2 implying x = 0, 1 or 1/2 contradicting
our definition of x. 2
Proposition 3.2.5. [KarLam2] Suppose (p, a, b, c) satisfies FLT1 with p > 3. Then
d−p ≥ 1.
Proof : The canonical map ϕ : A −→ A/p induces a group homomorphism
ϕ1 : K1(A;Z/p) → K1(A/p;Z/p). Set w = a− bζ
a− bζ−1 mod F
×(p). This is in K−1 (A;Z/p),
since w = z−1p−1
2
. Set x = a¯/c¯ and y = b¯/c¯ = x − 1 where a¯, b¯, c¯ denote their residues in
Z/p. Clearly x 6= 0, 1. Similarly we set x1 = a¯/b¯ and w1 = a− cζ
a− cζ−1 mod F
×(p). We
claim that we cannot have x = x1 = 1/2. Else we have 2a¯ = b¯ = c¯. This in turns yields
3a¯ = 0 implying a¯ = 0 since p > 3. But this contradicts that (p, abc) = 1. Thus at least
one of x or x1 is not equal to 1/2. Applying the preceding proposition to either w or w1,
we obtain the conclusion. 2.
Corollary 3.2.6. (Kummer, 1847) Let p be a regular prime. Then the equation ap =
bp + cp has no nontrivial integral solutions with (p, abc) = (a, b, c) = 1.
Proof : By the preceding proposition and Proposition 3.1.2, we have the corollary for
p > 3. It remains to show for p = 3. Since (3, abc) = 1, we have a3, b3, c3 ≡ ±1 mod 9.
But then b3+ c3 ≡ −2, 0 or 2 mod 9; thus it is impossible to have such integral solutions.
2
3.3 K1(R;Z/p)
We shall continue the study of Fermat’s Last Theorem in the next two sections with a
different approach. Along the way, we will see how the roots of the Mirimanoff polynomials
come into play.
Recall from the beginning of the chapter, we define G to be the Galois group of the
extension Q(ζ)/Q where ζ is a primitive p-root of unity and g is the generator of G with
gζ = ζs. Here s is a generator of the group (Z/p)×. We have also defined σ = g
p−1
2 .
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Now we define R′ = Z[X]/(Xp − 1) and R = R′/p. R can be identified as Z/p[t]
where tp = 1. The action of G on R is given by gt = ts. Note that σ(t) = t−1. We
may also rewrite R = Z/p[1 − t] with (1 − t)p = 0. It is clear that R is a local ring and
R× = (Z/p)×⊕ (1− t)Z/p[1− t]. Hence K1(R;Z/p) = (1+ (1− t)Z/p[1− t],×). We shall
now compute Ω1dR(R).
Proposition 3.3.1. [KarLam2] Ω1dR(R) = Z/p[t]dt with tp = 1. In particular, it is a
Z/p-vector space of dimension p.
Proof : From the above discussion, we have R = Z/p[1 − t] with (1 − t)p = 0. Applying
Proposition 3.2.2, we obtain the isomorphism Ω1dR(R)
∼= R which is a Z/p-vector space of
dimension p. Clearly Ω1dR(R) is generated by dt, tdt, ..., t
p−1dt over Z/p, and since there
are p of them, they necessarily form a Z/p-basis for Ω1dR(R). This will give the required
assertion. 2
We shall now investigate the action of G on Ω1dR(R). g will still act on t as usual. As
for dt, recall that from the discussion after Definition 1.3.1, we may view dt as t⊗1−1⊗t.
Thus, it follows that g(dt) = d(gt) = d(ts) = sts−1dt. For 1 ≤ k ≤ p − 1, it follows from






t−1dt) = −t−skt−1dt. Similarly,
one also has g(t−1dt) = st−1dt and σ(t−1dt) = −t−1dt. With all these, we now have the
following.
Proposition 3.3.2. [KarLam2] Let f−0 = t
−1dt and, for 1 ≤ l ≤ (p − 1)/2, f±l =
(ts
l ∓ t−sl)t−1dt. Then one has Ω1dR(R) = Ω−dR(R)⊕Ω+dR(R) where Ω−dR(R) has dimension
(p + 1)/2 with basis f−0 , f
−




dR(R) has dimension (p − 1)/2 with basis
f+1 , ..., f
+
(p−1)/2.




l ) = sf
±
l+1, 1 ≤ l < (p − 1)/2,
g(f±(p−1)/2) = ∓sf±1 and σ(f−0 ) = −f−0 , σ(f±l ) = ±f±l , 1 ≤ l ≤ (p− 1)/2.
Proof : Note that we may take t−1dt, tst−1dt, ..., ts
p−1
t−1dt as a basis for Ω1dR(R). Now






k ) for 1 ≤ k ≤ (p − 1)/2. If (p − 1)/2 < k ≤ p − 1,
then for each such k, we can find an lk with 1 ≤ lk ≤ (p − 1)/2 such that sk + slk = 0.





(f−lk − f+lk ) for (p − 1)/2 < k ≤ p − 1. Thus Ω1dR(R) is generated by
f−0 , f
±
l , 1 ≤ l ≤ (p − 1)/2. Since there are p of them, they will form a basis for Ω1dR(R)
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and so the first assertion will follow. The second part of the proposition can be shown by
a routine calculation. 2
For x ∈ Z/p \ {0, 1}, set y = x − 1. Then define αk = (x/y)sk−1 + (y/x)sk−1 for
1 ≤ k ≤ (p− 1)/2. Note that each αk lies in Z/p. Now define vk(x) = x− ytsk mod R×(p)
and zk(x) = vk(x)/σ(vk(x)). Then we have the following proposition, for which we will
go through the proof, as there are some misprints in [KarLam2].
Proposition 3.3.3. [KarLam2] D
(p)







Proof : One has D
(p)
1 (z1(x)) = v1(x)
−1dv1(x) − σ(v1(x))−1dσ(v1(x)). We shall calculate
v−11 (x)dv1(x) first. Write v1(x) = −yts(1− (x/y)t−s). Using the identity




1 + (x/y)t−s + ...+ (x/y)p−1t−(p−1)s
)








































Now set βk = (x/y)
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Finally combining everything, we have
D
(p)








Definition 3.3.4. We denote V (x) as the vector space of K−1 (R,Z/p) generated by the
orbits of z1(x) under the action of G. In other words,
V (x) = VectZ/p (zk(x), 1 ≤ k ≤ (p− 1)/2) .
Proposition 3.3.5. [KarLam2] Let C = C(x) be the circulant matrix with coefficients in
Z/p,
C = C(x) =





α1 · · · α p−3
2
...
. . . . . .
...
α2 α3 · · · α1
 .
Then dimZ/p V (x) ≥ rank(C(x)).
Proof : With respect to the basis f−0 , ..., f
−
(p−1)/2, we have a vector representation of
D
(p)
1 (z1(x)) given by (2, α1, ..., α(p−1)/2) (differs by some nonzero constant). Since zk(x) =
gk−1(z1(x)), we also have vector representations ofD
(p)
1 (z2(x)), ..., D
(p)
1 (z(p−1)/2(x)). Putting
all these together, we obtain the following matrix where each row differs by a nonzero
constant from the actual representation.
C ′ =









. . . . . .
...
2 α2 α3 · · · α1

One can check easily that Σp−1k=1αk = −1. Using this, one can row-reduce C ′ to










. . . . . .
...
−1 −1 −1 · · · −1
 .
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This clearly has the same rank as the matrix









. . . . . .
...
−1 −1 · · · −1
 ,
which can be easily seen to be row-equivalent to C(x) using the relation Σp−1k=1αk = −1.
Thus we have dimZ/p V (x) ≥ rank C ′ = rank(C(x)). 2
Definition 3.3.6. The Mirimanoff polynomial Mk(X) ∈ Z/p[X] is defined for 1 ≤ k ≤
p− 1 by Mk(X) =
p−1∑
j=1
jk−1Xj. For t ∈ Z/p, we set rp(t) to be the cardinality of the set
{k : 1 ≤ k ≤ (p− 1)/2,M2k+1(t) 6= 0}.
Proposition 3.3.7. [KarLam2] Let x, y ∈ (Z/p)× with x − y = 1. The eigenvalues of
C(x) are precisely M2k+1(x/y), 1 ≤ k ≤ (p− 1)/2, and the rank of C(x) is rp(x/y).






















The rank of C(x) is the number of nonzero eigenvalues, which is precisely the number of
k such that 1 ≤ k ≤ (p− 1)/2 and M2k+1(x/y) 6= 0. Hence the proposition follows. 2
Combining with proposition 3.3.5, we have the following theorem.
Theorem 3.3.8. [KarLam2] Let x, y ∈ (Z/p)× with x − y = 1. Then dimZ/p V (x) ≥
rp(x/y). 2
Corollary 3.3.9. [KarLam2] Let rp = min {rp(t) : t ∈ Z/p \ {0, 1,−1}}. Then for every
x ∈ Z/p \ {0, 1, 1/2}, one has dimZ/p V (x) ≥ rp.
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3.4 Fermat’s Last Theorem again
We shall make use of the results that have been developed in the last section to investigate
the first case of Fermat’s Last Theorem again. Recall that (p, a, b, c) is said to satisfy
FLT1 if ap = bp + cp with (a, b, c) = (p, abc) = 1.
We set V (p, a, b, c) to be the subspace of K−1 (A;Z/p) generated by the orbits of z =
z1 =
a− bζs
a− bζ−s mod F
×(p), in other words,
V (p, a, b, c) = VectZ/p(zk, 1 ≤ k ≤ (p− 1)/2).
Proposition 3.4.1. [KarLam2] Let x = a/c and y = x − 1 = b/c. Then one has the
inequality
dimZ/p V (x)− dimZ/p V (p, a, b, c) ≤ 1.
Proof : Let ϕ : A → A/p be the canonical quotient map and ψ : R → A/p be given
by ψ(t) = 1 − λ. These maps will induce group homomorphisms ϕ1 : K1(A;Z/p) →
K1(A/p;Z/p) and ψ1 : K1(R;Z/p) → K1(A/p;Z/p) respectively. To see that ψ1 is sur-
jective, one just observes that every element of K1(A/p;Z/p) has the form 1+ a1λ+ ...+
ap−2λp−2, ai ∈ Z/p and each of these is the image of 1 + a1(1− t) + ...+ ap−2(1− t)p−2 ∈
K1(R;Z/p) under ψ1. Since dimZ/pK1(R;Z/p) = p− 1 and dimZ/pK1(A/p;Z/p) = p− 2,
it follows that kerψ1 has dimension 1. Now observe that ϕ1(V (p, a, b, c)) = ψ1(V (x)).
Hence we have dimZ/p V (p, a, b, c) ≥ dimZ/p ψ1(V (x)) ≥ dimZ/p V (x)− 1. 2
Theorem 3.4.2. [KarLam2] Suppose p ≥ 5 and (p, a, b, c) satisfy FLT1, then we have
d−p ≥ rp − 2.
Proof : Since p ≥ 5, a/c 6= 0, 1, 1/2. It follows from Corollary 3.3.9 and the preceding
proposition that we have the inequalities
d−p = dimZ/pK
−
1 (A;Z/p)− 1 ≥ dimZ/p V (p, a, b, c)− 1 ≥ dimZ/p V (a/c)− 2 ≥ rp − 2.
2




Proof : From [Met], we have h− ≤ 2p(p/24)(p−1)/4. Since pd−p divides h−, we have pd−p ≤
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1
4 ln p
(4 ln 2 − (p − 1) ln 24). One can easily check that the right hand side expression is
negative for p ≥ 2. 2
With all that being accomplished, we obtain the following result which gives another
criterion for the first case of Fermat’s Last Theorem to hold.
Proposition 3.4.4. [KarLam2] If p ≥ 5 is a prime number with rp ≥ (p + 11)/4, then
the equation ap = bp + cp has no nontrivial integral solutions with (p, abc) = (a, b, c) = 1.
2
3.5 Miscellaneous
We have come to the last section of this thesis. In this section, we shall relate briefly
what we have done to two other topics, namely the Kummer logarithmic derivatives and
the Bernoulli numbers.
3.5.1 Kummer logarithmic derivatives
Recall from the discussion after Lemma 3.2.1, we have K1(A/p;Z/p) = (1 + λZ/p[λ],×).
Let z = Σp−1i=0 aiζ
i be an element of A not divisible by 1 − ζ. We define the Kummer











Proposition 3.5.1. [KarLam2] lk : K1(A/p;Z/p) → Z/p is a group homomorphism for
1 ≤ k ≤ p− 2.
Proof : First we shall check that this is well-defined. Recall that A has a Z-basis
1, ζ, ..., ζp−2. So if z = Σp−1i=0 aiζ
i, using the identity 1 + ζ + ... + ζp−1 = 0, we have




iX and z0(X) =
p−2∑
i=0
(ai − ap−1)eiX . Note








log z(X) is a ratio-
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log z(X)|X=0, thus establishing that each of the lk is well-defined.
To see that each of the lk is a group homomorphism, let z1, z2 ∈ A be both not divisible
by 1− ζ. Define z1(X), z2(X) and (z1z2)(X) as above. It can be checked by some routine






(log z1(X) + log z2(X))|X=0 = lk(z1) + lk(z2). 2
Let x, y ∈ (Z/p)× with x− y = 1. Recall that we have the element z′(x) = x− yζ
x− yζ−1
in K−1 (A;Z/p). The following lemma will investigate the image of this element under
the logarithmic derivatives. In fact, one will obtain a rather surprising relation with the
Mirimanoff polynomials.
Lemma 3.5.2. [KarLam2] (i) l2k(z
′(x)) = 0, l2k+1(z′(x)) = 2l2k+1(x− yζ).
(ii) l2k+1(x− yζ) = −xM2k+1(y/x) = −yM2k+1(x/y) for 1 ≤ k ≤ (p− 3)/2.







(log(x − ye−U))|U=0 = (−1)klk(x − yζ−1), where we make a substitution U =
−X.















where t = y/x. Now note that (1 − teX)(1 +
p−1∑
i=1
tieiX) = 1 − t = 1/x. Hence we have
1
1− teX = x(1 +
p−1∑
i=1
tieiX) and l2k+1(x− yζ) = −x
p−1∑
i=1
i2ktieiX |X=0 = −xM2k+1(t). It can
be easily verified that M2k+1(t) = tM2k+1(t
−1) and the second equality follows from this.
2
Thus it follows that the eigenvalues of C(x) (as defined in Proposition 3.3.5) are
determined by the logarithmic derivatives up to some constant.







idλ with γ0(x) = 2y
and, for i ≥ 1, γi(x) = (−1)iyi+1 + (i + 1)y +
i∑
j=1
jy2(1 + y)i−j. Define a pair of column
vectors l(x) and D(x) of (Z/p)(p−1)/2 by l(x) = (l2k+1(x − yζ))1≤k≤(p−1)/2 and D(x) =
(γ2k(x))0≤k≤(p−3)/2. We have the following proposition relating these two vectors.
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Proposition 3.5.3. There exists a lower triangular matrix T ∈ GL(p−1)/2(Z/p) such that
l(x) = TD(x).
Proof : Note that we have the following matrix relations
l(x) =

−M3(x/y) 0 · · · 0















2 0 0 · · · 0
∗ 2 0 · · · 0
∗ 0 3 . . . ...
∗ ... ... . . . 0









where we denote the diagonal matrix by M and the lower triangular matrix by D. Since
detD 6= 0, D is invertible. Also D−1 is a lower triangular matrix since D is. Now set
T =MD
−1
and it is clear that this is the matrix we want. 2
3.5.2 Bernoulli Numbers
Recall that the Bernoulli Numbers, denoted by Bk, are rational numbers which are defined
by the following equation.
X






Also we have the index of irregularity, denoted by i(p), defined as the cardinality of the
set
{k : 1 ≤ k ≤ (p− 3)/2, p|B2k}.
Note that when we say p|B2k, we mean p dividing the numerator of B2k.
We say that an element x ∈ Z/p\{0, 1} satisfies the Kummer-Mirimanoff congruences
if Bp−(2k+1)M2k+1(x) = 0 mod p for 1 ≤ k ≤ (p − 3)/2. In particular, it follows that if
x ∈ Z/p\{0, 1} satisfies the Kummer-Mirimanoff congruences, then one has rp(x) ≤ i(p).
We remark that Kummer has actually shown that if (p, a, b, c) satisfies FLT1, then a/c
satisfies the Kummer-Mirimanoff congruences (see [Gran]). From this, one deduces that
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i(p) ≤ d−p . However this inequality is dependent on the existence of an ordered quadruple
(p, a, b, c) satisfying FLT1. By a theorem of [Ribet], the inequality i(p) ≤ d−p holds
without relying on the existence of an ordered quadruple (p, a, b, c) satisfying FLT1.
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