Adapting the Gibbs sampler by Chimisov, Cyril
 warwick.ac.uk/lib-publications  
 
 
 
 
 
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/108829  
 
Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Adapting the Gibbs Sampler
by
Cyril Chimisov
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Department of Statistics
January 2018
Contents
Acknowledgments iv
Declarations vi
Abstract vii
List of Algorithms viii
Abbreviations ix
Chapter 1 Introduction 1
1.1 Markov Chain Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Metropolis-Hastings framework . . . . . . . . . . . . . . . . . 2
1.1.2 Gibbs Sampler . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Adaptive MCMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Overview of the thesis and main results . . . . . . . . . . . . . . . . 13
1.3.1 Adaptive Gibbs Sampler . . . . . . . . . . . . . . . . . . . . . 14
1.3.2 AirMCMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Chapter 2 Adaptive Gibbs Sampler 18
2.1 RSGS spectral gap for Multivariate Gaussian distribution . . . . . . 18
2.2 Pseudo-spectral gap . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Motivating examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Adapting Gibbs Sampler . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Adapting Metropolis-within-Gibbs . . . . . . . . . . . . . . . . . . . 34
2.6 Ergodicity of the Adaptive Gibbs Sampler . . . . . . . . . . . . . . . 37
2.7 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.7.1 Adaptive Random Scan Gibbs Sampler . . . . . . . . . . . . 48
2.7.2 Adaptive Random Walk Metropolis within Adaptive Gibbs . 54
2.7.3 Computational cost of the adaptation . . . . . . . . . . . . . 56
i
2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.9 Proofs of the statements from Chapter 2 . . . . . . . . . . . . . . . . 59
Chapter 3 AirMCMC 71
3.1 Motivating Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.1 Adaptive Scaling of Random Walk Metropolis . . . . . . . . . 71
3.1.2 Adaptive Metropolis for high dimensional correlated posteriors 74
3.2 AirMCMC Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.1 Simultaneous Geometric Ergodicity . . . . . . . . . . . . . . . 81
3.2.2 Local Simultaneous Geometric Ergodicity . . . . . . . . . . . 82
3.2.3 Simultaneous Polynomial Ergodicity . . . . . . . . . . . . . . 84
3.2.4 Convergence in distribution . . . . . . . . . . . . . . . . . . . 85
3.3 Comparison with available Adaptive MCMC theory . . . . . . . . . 89
3.4 Examples: Air versions of complex AMCMC algorithms . . . . . . . 91
3.4.1 Adaptive Random Scan Gibbs Sampler . . . . . . . . . . . . 91
3.4.2 Kernel Adaptive Metropolis-Hastings . . . . . . . . . . . . . . 92
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.6 Proofs for Section 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.6.1 Proof of Theorem 10 . . . . . . . . . . . . . . . . . . . . . . . 101
3.6.2 Proof of Theorem 11 . . . . . . . . . . . . . . . . . . . . . . . 104
3.6.3 Proof of Theorem 12 . . . . . . . . . . . . . . . . . . . . . . . 104
3.6.4 Proof of Theorem 13 . . . . . . . . . . . . . . . . . . . . . . . 110
3.6.5 Proof of Theorem 14 . . . . . . . . . . . . . . . . . . . . . . . 111
3.7 Appendix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.8 Appendix B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Chapter 4 Software package 119
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2 Installation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.2.1 Compile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.2.2 After compilation . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3 R-defined target densities . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4 C++-defined target densities . . . . . . . . . . . . . . . . . . . . . . . 122
4.5 Does the adaptation help? . . . . . . . . . . . . . . . . . . . . . . . . 124
4.6 AMCMC function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.6.1 Starting values . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.6.2 Adaptations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.6.3 Blocking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
ii
4.6.4 Full conditional density specification . . . . . . . . . . . . . . 129
4.6.5 Gibbs sampling . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.6.6 Parallel adaptations . . . . . . . . . . . . . . . . . . . . . . . 132
4.6.7 AirMCMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.7 Accessing chain output . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.8 Customising template.hpp . . . . . . . . . . . . . . . . . . . . . . . . 133
4.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
Bibliography 135
iii
Acknowledgments
First, I would like to express my genuine gratitude to Dr Krys  Latuszyn´ski and
Prof Gareth Roberts. Without their guidance and patience, it would not have been
possible to complete this dissertation. It was a great pleasure to have all the fruitful
and encouraging discussions, which have led to the development of ideas described
in the present work.
I also owe a great deal of gratitude to Murray Pollock, Christian Robert and Matt
Moores, with whom I had numerous conversations, which helped me comprehend
a large chunk of the Bayesian world. I would also like to thank every member
of the Algorithms, Simulations, and Machine Learning reading groups, and, more
generally, everyone at the Department of Statistics for creating the dynamic and
stimulating environment.
Special thanks to Daniel, Ellie, Neil, Rodrigo, Te-Anne and my office mates who
have shaped my life for the much better.
It would not be possible to stay concentrated and motivated throughout the PhD
years without my caring and supportive partner Lana. Last but not the least, I
would like to thank my mother, who has given me more than I can ever give back.
I would also like to acknowledge the Engineering and Physical Sciences Research
Council (grant number EP/M506679/1) and the University of Warwick for the fi-
nancial support of my studies.
iv
Many thanks to Kengo Kamatani and Anthony Lee for taking their time to thor-
oughly read and examine my work, and also for making useful suggestions to improve
the thesis.
v
Declarations
I hereby declare that the present thesis has been written by myself and that the
work has not been submitted for any other degree or professional qualification. All
the content was obtained by legal means. Every effort has been made to indicate
and reference clearly where the work of others has been used.
vi
Abstract
In the present thesis, we close a methodological gap of optimising the ba-
sic Markov Chain Monte Carlo algorithms. Similarly to the straightforward and
computationally efficient optimisation criteria for the Metropolis algorithm accep-
tance rate (and, equivalently, proposal scale), we develop criteria for optimising the
selection probabilities of the Random Scan Gibbs Sampler. We develop a general
purpose Adaptive Random Scan Gibbs Sampler, that adapts the selection proba-
bilities, gradually, as further information is accrued by the sampler. We argue that
Adaptive Random Scan Gibbs Samplers can be routinely implemented and sub-
stantial computational gains will be observed across many typical Gibbs sampling
problems.
Additionally, motivated to develop theory to analyse convergence properties
of the Adaptive Gibbs Sampler, we introduce a class of Adapted Increasingly Rarely
Markov Chain Monte Carlo (AirMCMC) algorithms, where the underlying Markov
kernel is allowed to be changed based on the whole available chain output, but only
at specific time points separated by an increasing number of iterations. The main
motivation is the ease of analysis of such algorithms. Under regularity assumptions,
we prove the Mean Square Error convergence, Weak and Strong Laws of Large
Numbers, and the Central Limit Theorem and discuss how our approach extends
the existing results. We argue that many of the known Adaptive MCMC algorithms
may be transformed into the corresponding Air versions and provide an empirical
evidence that performance of the Air version remains virtually the same.
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Chapter 1
Introduction
1.1 Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) methods are a class of tools to sample from
a generic probability distribution which are widely used in virtually any field where
one needs to deal with uncertainty (see e.g., Gelman et al. [2004], Liu [2001], Robert
and Casella [2004] for various examples). These methods are of particular interest
in Bayesian statistical inference, where one has to estimate a model parameter as an
integral with respect to a posterior distribution. More generally, in many scientific
problems we are interested in computing
pi(f) =
∫
f(x)pi(dx)
for various measurable functions f (see, e.g., Chapter 1 of Liu [2001]).
An elegant Monte Carlo method to estimate integrals pi(f) was introduced by
Metropolis and Ulam [1949]. The method is based on the idea that by generating a
number of independent samples {Xi}N−1i=0 from the distribution pi, the integral pi(f)
can be estimated as
pˆiN (f) :=
1
N
N−1∑
i=0
f(Xi). (1.1)
By the Law of Large Numbers, pˆiN (f) converges to pi(f) almost surely, if the lim-
iting integral exists. However, the distribution of interest often has a complicated
structure so that the direct sampling from pi is not feasible.
Metropolis et al. [1953] have developed a modified Monte Carlo method aimed
to overcome the issue. The method is an example of a large class of Markov Chain
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Monte Carlo methods. An MCMC algorithm runs a Markov chain that converges
to pi. Of course, we expect the Markov chain to be implementable on a computer.
The output of the chain {Xi}Ni=0 can then be used in the same manner as the Monte
Carlo samples, i.e., we could compute (1.1) in order to estimate pi(f).
Due to the lack of computational power and limited availability of computers
at the time, it took another few decades before publication of the seminal paper by
Hastings [1970], who generalised the ideas of Metropolis et al. [1953] in an algorithm
now known as the Metropolis-Hastings algorithm. A further push towards popu-
larity of the MCMC methods has been done by Geman and Geman [1984], who
developed the Gibbs Sampler which is the basic algorithm to deal with Hierarchical
models (see, e.g., Gelman et al. [2004]). The interested reader can find a detailed
historical background in Robert and Casella [2011].
There is a wide variety of MCMC algorithms available for users’ needs.
The present thesis focuses on two of the aforementioned frameworks, namely, the
Metropolis-Hastings and Gibbs Sampler. As we shall show below, many of cur-
rently popular algorithms fall into the Metropolis-Hastings framework, such as Ran-
dom Walk Metropolis (RWM), Metropolis-adjusted Langevin Algorithm (MALA),
or Hamiltonian Monte Carlo (HMC). All of these algorithms have parameters that
need to be chosen by the user. Moreover, any of them can be interlaced with the
Gibbs Sampler into the Metropolis-within-Gibbs Sampler, which altogether provides
users with plenty of algorithms to choose from. Below we describe the Metropolis-
Hastings and Gibbs Sampler frameworks in greater detail.
1.1.1 Metropolis-Hastings framework
We assume that the reader is familiar with basic Markov Chain theory on general
state spaces and refer to Meyn and Tweedie [2009] for the main definitions and
results. The basic concepts of the MCMC theory can be found in Roberts and
Rosenthal [2004]. Having this remark in mind, we outline the Metropolis-Hastings
framework below.
Let pi be a probability distribution of interest on a state space X with count-
ably generated σ−algebra. Often, X is a subset of a d-dimensional Euclidean space
Rd. Let Q(x, ·) be essentially any Markov kernel on X . For practical reasons, Q
should be chosen so that for any x ∈ X , it is possible sample from Q(x, ·).
We assume that both pi and Q(x, ·) have densities with respect to (w.r.t.)
some reference measure ϕ on X (usually, ϕ is the Lebesgue measure on Rd). Without
causing ambiguity, let pi(x) and q(x, y) denote the corresponding densities.
Algorithm 1 is the Metropolis-Hastings sampler that proceeds by generating
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a Markov chain using the kernel Q with an additional acceptance-rejection procedure
at each iteration, that ensures pi is a stationary distribution of the underlying Markov
chain.
Algorithm 1: Metropolis-Hastings
Set some initial values for X0 ∈ X ; n := 0.
Beginning of the loop
1. Sample a proposal Y ∼ Q(Xn, ·);
2. Compute acceptance ratio α = α(Xn, Y ) = min
{
1, pi(Y )q(Y,Xn)pi(Xn)q(Xn,Y )
}
;
3. With probability α accept the proposal and set Xn+1 = Y , otherwise,
reject the proposal and set Xn+1 = Xn;
4. n := n+ 1;
Go to Beginning of the loop
The target distribution pi is only utilised when computing the acceptance
ratio α in Step 2. Since α involves a ratio of pi at two points, the user needs to
know the density pi only up to a normalising constant. The acceptance ratio α is
specifically constructed to ensure that the algorithm produces a reversible chain
w.r.t. pi and thus, implying that pi is a stationary distribution of the chain (see
Propositions 1 and 2 of Roberts and Rosenthal [2004]).
It is possible to use a different version of the acceptance ratio in Step 2
(see an algorithm by Barker [1965] and a discussion by Tierney [1998]) but for the
purpose of present thesis we restrict ourselves to the Metropolis-Hastings framework
of Algorithm 1. Many of the well-known popular algorithms fall into this framework:
• Random Walk Metropolis (RWM). Here the kernel density has a property
q(x, y) = q(x− y). Often Q(x, ·) ∼ N(x,Σ) is chosen to be a normal distribu-
tion centred at x with some user-defined covariance structure Σ.
• Metropolis-adjusted Langevin Algorithm (MALA). Here we assume that the
support of the target distribution pi is the Euclidean space X = Rd and that
log pi exists and differentiable. The proposal is generated using a single step
of the discretised Langevin dynamics (see, Roberts and Tweedie [1996]):
Y ∼ N (Xn + σ2/2∇ log pi(Xn), σ2Id) , (1.2)
where σ > 0 is a user-defined parameter, ∇ is the gradient operator, and Id is
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the identity matrix of dimension d.
• Hamiltonian Monte Carlo (HMC). The algorithm is based on the discretisation
of Hamiltonian dynamics for a target distribution pi supported on Rd (see
Duane et al. [1987], Neal [2011], Hoffman and Gelman [2014]). We assume
that log pi exists and differentiable. The Markov chain (Xn, rn) corresponding
to the algorithm evolves on the extended space R2d and has a stationary
distribution pi × N(0, Id), i.e., a product distribution of pi and the standard
multivariate normal distribution. The proposal (Y, r) is generated in three
steps:
1. Generate r ∼ N(0, Id), set Y = Xn;
2. For user-defined constants L ∈ N, ε > 0, evolve (Y, r) L times using the
leapfrog integrator:
r := r +
ε
2
∇ log pi(Y );
Y := Y + εr;
r := r +
ε
2
∇ log pi(Y );
3. Set r := −r.
It turns out that the corresponding density of the proposal is symmetric, i.e.,
q
(
(x, r), (x˜, r˜)
)
= q
(
(x˜, r˜), (x, r)
)
, so that the acceptance ratio in Step 2 of
Algorithm 1 simplifies to
pi(Y ) exp(−r2/2)
pi(Xn) exp(−r2n/2) .
Remark. The presented MALA and HMC samplers are not in their most generic
form. A non-isotropic and non-constant diffusion matrix can be used for MALA
Roberts and Stramer [2002], Stramer and Tweedie [1999], i.e., the proposal co-
variance matrix can take the form M = M(Xn) in (1.2); a non-isotropic proposal
N(0,M) can be used in Step 1 of the HMC Neal [2011]. For further discussions we
refer the reader to Girolami and Calderhead [2011].
From practical point of view, it is important to have a guarantee of conver-
gence for the MCMC algorithms. The basic type of convergence for Markov chains
is the convergence in distribution or total variation convergence.
Definition. We say that the MCMC is ergodic if it converges in distribution, i.e.,
lim
n→∞ ‖L(Xn|X0 = x)− pi‖TV = 0 pi − a.s., (1.3)
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where L(Xn|X0 = x) is the distribution law of the chain at iteration n started at
location x, and for a signed measure ν on X , ‖ν‖TV := supA|ν(A)|, where the
supremum is taken over all measurable sets.
Since pi is the stationary distribution of the Metropolis-Hastings Algorithm
1, ergodicity follows once we show that the chain visits all measurable sets infinitely
often (ϕ−irreducibility) and does not demonstrate periodic behaviour (for precise
statements, see Theorem 13.0.1 of Meyn and Tweedie [2009] or Theorem 4 of Roberts
and Rosenthal [2004]).
It turns out that the RWM is ergodic under very weak assumptions on the
proposal density q for essentially any target distribution, which follows from Roberts
and Smith [1994] (for example, when Q(x, ·) is the normal proposal N(x,Σ) and pi
has a Lebesgue density). If log pi is differentiable, then MALA is ergodic, which
follows from Roberts and Tweedie [1996]. HMC, however, may exhibit a periodic
behaviour and thus, fail to converge without additional assumptions (see ergodicity
section of Neal [2011]). Discussion on the sufficient conditions that imply ergodicity
of the HMC are presented in a recent paper by Durmus et al. [2017].
1.1.2 Gibbs Sampler
Assume that the state space admits a partition X = X1 × .. × Xd into d com-
ponents (e.g., X = Rd). For each i ∈ {1, .., d} and x = (x1, .., xd) ∈ X , let
x−i = (x1, .., xi−1, xi+1, .., xd).
For many Bayesian hierarchical models, it is typically infeasible to sample
from the posterior directly. On the other hand, the state space has a natural par-
tition X = X1 × .. × Xd, in which full conditional distributions pi(x|x−i) belong to
known families of distributions which one can sample from. A number of examples
can be found in Chapter 15 of Gelman et al. [2004] or Chapter 10 of Robert and
Casella [2004].
As was noticed by Geman and Geman [1984], it is possible to construct an
ergodic (under mild assumptions) Markov Chain that alternates between using dif-
ferent full conditionals pi(xi|x−i) to update the state of the chain. The correspond-
ing MCMC algorithm is called Gibbs Sampler. It has been popularised in statistical
community by Gelfand and Smith [1990], where the authors have discussed the
applicability of the algorithm in Bayesian hierarchical modelling.
There are two different formal approaches to the Gibbs Sampler. Determinis-
tic Update Gibbs Sampler (DUGS) updates each component xi in a sequential order.
Alternatively, Random Scan Gibbs Sampler (RSGS) chooses a coordinate i at ran-
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dom at each iteration according to a user-supplied probability vector p = (p1, .., pd).
Algorithm 2 is a unified Gibbs Sampling framework.
Algorithm 2: Gibbs sampler
Set some initial values for X0 ∈ X1 × ..×Xd, n := 0. Let
s : N0 → {1, .., d} be a coordinate selection map, which is either
• DUGS: s(n) = 1 + (n mod d);
• RSGS: s(n) randomly selects i ∈ {1, .., d} according to a user-defined
probability vector p = (p1, .., pd).
Beginning of the loop
1. Compute i = s(n);
2. Y ∼ pi(Xn,i|Xn,−i);
3. Set Xn+1 = (Xn,1, .., Xn,i−1, Y,Xn,i+1, .., Xn,d);
4. n := n+ 1;
Go to Beginning of the loop
Sufficient conditions for the ergodicity of the Gibbs Sampler are presented in
Roberts and Smith [1994]. Despite being based on the same idea, DUGS and RSGS
may exhibit significantly different performance properties, as studied in Roberts and
Sahu [1997b]. Convergence rate in (1.3) of the DUGS depends on the order in which
one updates through the full conditionals pi(xi|x−i), while, as we discuss in Section
2.1 of Chapter 2, the rate of convergence of the RSGS depends on the selection
probabilities (p1, .., pd).
The careful reader can notice that the Gibbs Sampler can be put into Metro-
polis-Hastings framework. Indeed, let Pri(x, ·) be a Markov kernel that updates xi
using its full conditional distribution pi(xi|x−i). Then Step 2 of the Gibbs Sampler
may be seen as the proposal generating Step 1 of the Metropolis algorithm 1. One
can easily see that the acceptance ratio α in this case is equal to 1, meaning that
the proposal should always be accepted in Step 3 of the Gibbs Sampler.
From the author’s point of view, it is better to think of Gibbs Sampler as a
meta-sampler. More precisely, with an additional accept-reject step, it is possible to
utilise any proposal Qx−i(x−i, ·) in Step 2 of the Gibbs Sampler instead of the full
conditional proposal. The resulting Algorithm 3 is called Metropolis-within-Gibbs
(MwG), or Metropolised Gibbs Sampler as in Robert and Casella [2004]. The MwG
allows the user to explore the different dimensions of the state space using different
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proposal distributions. As we shall see in Section 2.7.3 of Chapter 2 it might be
advantageous to use MwG even when one can sample from the full conditionals.
Algorithm 3: Metropolis-within-Gibbs
Set some initial values for X0 ∈ X1 × ..×Xd, n := 0. Let
s : N0 → {1, .., d} be a coordinate selection map, which is either
• DUGS: s(n) = 1 + (n mod d);
• RSGS: s(n) randomly selects i ∈ {1, .., d} according to a user-defined
probability vector p = (p1, .., pd).
Beginning of the loop
1. Compute i = s(n);
2. Y ∼ QXn,−i(Xn,−i, ·);
3. Compute acceptance ratio α = min
{
1,
pi(Y |Xn,−i)qXn,−i (Y,Xn)
pi(Xn,i|Xn,−i)qXn,−i (Xn,Y )
}
;
4. With probability α accept the proposal and set
Xn+1 = (Xn,1, .., Xn,i−1, Y,Xn,i+1, .., Xn,d),
otherwise, reject the proposal and set Xn+1 = Xn;
5. n := n+ 1;
Go to Beginning of the loop
1.2 Adaptive MCMC
The idea behind the MCMC technique is fairly simple. First, choose a Markov kernel
P with stationary distribution pi. Then run a Markov chain with the kernel P and
use the chain output {Xi}ni=1 to estimate integrals
∫
f(x)dpi(dx) by the average pˆiN
in (1.1). While we have already seen that designing valid kernels P is easy, it is a
hard problem to identify the ones for which pˆiN does not converge excessively slow.
Typically, one would re-run the MCMC algorithm many times before an optimal
Markov kernel P is found.
It is, of course, impossible to identify the best kernel P that minimises the
running time of the corresponding MCMC algorithm. In practice, one rather en-
counters a problem of choosing the best Markov kernel out of a parametrised subclass
Pγ , γ ∈ Γ, should it be the best proposal covariance Σ for the RWM or the scaling
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parameter σ for MALA. Usually the optimal parameter γ is unknown a priori, as it
depends on the intractable distribution pi in a complicated way.
A more attractive alternative to hand tuning is to design an automated
algorithmic procedure that would adjust γ indefinitely, as further information ac-
crues from the chain output. Formally, this approach is called adaptive MCMC
(AMCMC) (see, e.g., Andrieu and Thoms [2008], Roberts and Rosenthal [2007],
Rosenthal [2011]). AMCMC produces a chain Xn by repeating the following two
steps:
(1) Sample Xn+1 from Pγn (Xn, ·);
(2) Given {X0, .., Xn+1, γ0, .., γn}, update γn+1 according to some adaptation rule.
After running an adaptive chain, we can use its output in the same way as
if it were a usual MCMC output (e.g., compute pˆiN to estimate
∫
fdpi).
Ultimately, we encounter two equally important issues. First, we need to
construct the adaptation rule in Step (2). Secondly, the output chain {Xn} of
AMCMC algorithms is usually not Markov, meaning that specialised techniques
should be used for their theoretical analysis.
In many basic settings, there is a constructive methodological guidance of
how to hand tune γ based on a pilot MCMC run.
• Optimal scaling of the RWM algorithm. The state space is assumed to be
Euclidean X = Rd. The optimal covariance matrix Σ of the proposal Q(x, ·) ∼
N(x,Σ) is Σ = σ2Σpi, where Σpi is the covariance matrix of pi and σ
2 is such
that the average acceptance ratio
αave :=
∫
α(x, y)Q(x,dy)pi(dx) (1.4)
is equal to 0.44 if the state space is one dimensional (i.e., d = 1) and 0.234 if
d ≥ 5.
The above optimal scaling in one dimensional case follows from the experimen-
tal results of Gelman et al. [1996] for the standard normal target distribution.
For large values of d (d ≥ 5 as suggested in Rosenthal [2011]) and a proposal
of the form Q(x, ·) ∼ N(x, σ2Id), Roberts et al. [1997] prove that under strong
assumption on the target distribution (it should be a product of d i.i.d. ran-
dom variables), stochastic process Ut = Xbtdc,1 (the first coordinate of Xbtdc)
behaves like a diffusion (see Theorem 1.2 of Roberts et al. [1997]). The speed
of convergence of the diffusion to the stationary distribution is maximised for
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σ2, that results in the average acceptance ratio (1.4) being 0.234. Moreover,
for large values of d, the optimal value of σ2 is 2.38
2
d . The assumption of i.i.d.
structure of the target distribution was relaxed by Roberts and Rosenthal
[2001], Be´dard [2007] and generalised to the multivariate normal target with
a covariance matrix Σpi and proposal Q(x, ·) ∼ N(x,Σ) (see also Roberts and
Rosenthal [2009], Rosenthal [2011]).
While the results seem to be too restrictive, the suggested scaling of the normal
proposal covariance to retain the average acceptance ratio (1.4) around 0.234
seems to be very robust and useful in many applications. Roberts and Rosen-
thal [2001] demonstrate that the proposed scaling of the RWM is optimal in
certain settings even on discrete spaces. Be´dard and Rosenthal [2008] provide
in-depth discussion of the optimality result, while useful practical advice can
be found in Section 4.2.6 of Rosenthal [2011].
• Optimal scaling of MALA. In this case for d ≥ 5 the optimal scaling σ2 of
the proposal Q(x, ·) ∼ N(x + σ2/2∇ log pi (x) , σ2Id) is such that the average
acceptance ratio (1.4) is 0.574.
In the same manner as for the RWM, Roberts and Rosenthal [1998] have
shown that under certain strong conditions (pi is a product of d i.i.d. random
variables), a process Ut := Xbn/(d1/3)c,1 has a diffusion limit and the speed of
convergence of the diffusion is maximised precisely when the average accep-
tance ratio (1.4) is 0.574. Non-i.i.d. target pi has been considered by Breyer
et al. [2004] for “mean field” models and in the most general case by Pillai
et al. [2012], where the authors have proved that under certain conditions on
the covariance structure of pi, Ut converges to a diffusion on a Hilbert space
with the same optimal average acceptance ratio of 0.574.
• Optimal HMC parameters for a fixed integration time. The author is not aware
of any results for optimal choice of both the discretisation parameter ε and
the number of Leapfrog steps L simultaneously.
On the other hand, in a high dimensional Euclidean space Rd, for a fixed
integration time T (i.e., for a fixed integration time T and given discretisation
ε, the number of Leapfrog steps is L := dT/εe), the optimal value of ε is such
that results in the average acceptance ratio (1.4) being equal to 0.651.
The result is established by Beskos et al. [2013] in the i.i.d. scenario (i.e.,
the target distribution pi is a product of d i.i.d. random vectors), where the
optimal ε is chosen to maximise the mean-squared jumping distance, which is
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the same ε that retains the average acceptance ratio at 0.651.
The above optimality result, however, does not tell how to choose the inte-
gration time T . A successful attempt to overcome this issue is proposed by
Hoffman and Gelman [2014], where the authors construct an HMC based sam-
pler called No-U-Turn Sampler. We shall not further discuss the algorithm,
since it does not fall into the Metropolis-Hastings framework, and refer the
reader to the original paper for details.
In all of the proposed algorithms, the optimal scaling parameter is expressed
in terms of the average acceptance ratio αave (1.4), which depends on the target
distribution pi. Therefore, in order to find the optimal scaling parameter, at every
iteration of an optimisation algorithm we need to run an MCMC algorithm that
estimates αave, which is very inefficient in practice. On the other hand, the optimi-
sation algorithm can be very naturally incorporated into Step (2) of the Adaptive
MCMC framework. It is proposed by Roberts and Rosenthal [2009], Andrieu and
Thoms [2008] to use Robbins-Monro stochastic optimiser Robbins and Monro [1951]
to learn optimal scaling σ on the fly by iteratively updating
σn+1 := σn · exp (rn(αoptimal − α)) , (1.5)
where αoptimal is the target acceptance ratio (e.g., 0.234 for RWM in high dimen-
sions), α is the acceptance ratio 2 at n−th iteration of Algorithm 1; rn > 0 is the
learning rate, such that limn→∞ rn = 0. Condition
∑∞
n=1 rn = ∞ ensures that the
adaptations are done infinitely often, preventing σn from converging to a wrong
value (see Section 5.1.2 of Andrieu and Thoms [2008]).
Based on the optimal scaling results described above and the scaling proce-
dure (1.5), a variety of AMCMC algorithms has been developed, including, among
others, the Adaptive Metropolis (AM) Haario et al. [2001], Roberts and Rosenthal
[2009], Vihola [2012], Adaptive MALA Atchade´ [2006], Marshall and Roberts [2012],
Adaptive Metropolis-within-Gibbs Roberts and Rosenthal [2009], or samplers spe-
cialised to model selection Nott and Kohn [2005], Griffin et al. [2017].
Empirically, Adaptive MCMC methods largely outperform their non-adaptive
counterparts, often by a factor exponential in dimension, and enjoy great success in
many challenging applications (see e.g. Solonen et al. [2012], Bottolo and Richard-
son [2010]). Nevertheless, despite the large body of work that we discuss in Section
3.3 of Chapter 3, the theoretical underpinning of AMCMC is lagging behind that of
non-adaptive MCMC. The AMCMC algorithms are notoriously difficult to analyse
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due to their intrinsic non-Markovian dynamics resulting from alternating Steps (1)
and (2) above.
The first guidance on how to construct an ergodic AMCMC is proposed by
Gilks et al. [1998], where the authors allow any kind of adaptations to take place but
only at regeneration times (3.12) of the underlying Markov chains. Unfortunately,
the algorithm is inefficient in high dimensional settings since the regeneration rate
deteriorates exponentially in dimension. We shall recycle ideas of Gilks et al. [1998]
in Chapter 3, where we develop a new methodology for AMCMC.
More practical conditions, introduced by Roberts and Rosenthal [2007], are
known as diminishing and containment conditions:
(C1) Diminishing adaptation condition.
sup
x∈X
‖Pγn(x, ·)− Pγn+1(x, ·)‖TV →P 0 as n→∞,
where ‖ · ‖TV is the total variation norm, γn ∈ Γ - random sequence of param-
eters, and →P denotes the convergence in probability.
(C2) Containment condition. For x ∈ Rd, γ ∈ Γ and all ε > 0 define a function
Mε(x, γ) := inf
{
N ≥ 1
∣∣∣∣∣‖PNγ (x, ·)− pi(·)‖TV ≤ ε
}
.
We say that an adaptive chain {Xn, γn} started at (X0, γ0) satisfies contain-
ment condition if for all ε > 0, the sequence {Mε(Xn, γn)}∞n=0 is bounded in
probability, i.e., lim
N→∞
sup
n
P
(
Mε(Xn, γn) > N
)
= 0, where P is the probability
measure induced by the chain started at (X0, γ0).
Theorem 2 of Roberts and Rosenthal [2007]. Let {Xn, γn} be an adaptive
chain with {γn} being the corresponding sequence of parameters. If {Xn, γn} satisfies
(C1) and (C2), then the adaptive chain is ergodic, i.e.,
‖L(Xn|X0, γ0)− pi‖TV → 0 as n→∞,
where L(Xn) is the probability distribution law of Xn and pi is the target distribution.
Condition (C1) can often be easily verified for many practical problems (e.g.,
when estimating the optimal scaling parameter through (1.5). The condition only
requires adaptations to happen at a decreasing rate. Where it does not hold, it is
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easy to enforce the condition. For example, at every iteration n of the adaptive
chain, we can flip a coin with heads probability pn and adapt the parameter γn
in Step (2) only if the coin heads. If lim pn
n→∞
= 0, then (C1) holds. Note that the
sequence pn may decay arbitrarily slowly.
Condition (C2), however, is very technical and hard to verify in practice.
The condition controls uniform convergence over the parameter space to the sta-
tionary distribution. It is shown by  Latuszyn´ski and Rosenthal [2014], that if an
adaptive algorithm satisfies (C1) but fails the containment condition, it performs
worse than any non-adaptive algorithm for any kernel Pγ , γ ∈ Γ. Therefore, the
containment condition is in some sense intrinsic to a successful AMCMC algorithm.
There has been a lot of effort put into developing practical conditions that
guarantee the containment (C2). The most up-to-date results are due to Bai et al.
[2011]. The key assumptions are simultaneous geometric (polynomial) drift Assump-
tions 2 and 3, which are presented in Section 3.2 of Chapter 3, where we also intro-
duce a novel local simultaneous geometric drift Assumptions 4 to deal with a wider
class of adaptive MCMC algorithms (such as the Adaptive Gibbs Sampler). The
major part of the research concerning ergodicity of AMCMC algorithms deals with
developing easily verifiable conditions that imply the aforementioned assumptions
(see, e.g., Haario et al. [2001],  Latuszyn´ski et al. [2013b], Atchade´ and Rosenthal
[2005], Andrieu and Moulines [2006], Saksman and Vihola [2010]).
For Markov chains, ergodicity and the Strong Law of Large Numbers (SLLN)
for the averages (1.1) are verified under the same assumptions (see Theorems 13.0.1
and 17.0.1 (i) of Meyn and Tweedie [2009]). On the contrary, for AMCMC, the
containment and diminishing adaptation conditions do not guarantee the SLLN, as
shown in a counter Example 4 of Roberts and Rosenthal [2007]. Various additional
sufficient conditions for the SLLN were considered by Atchade´ and Fort [2010],
Vihola [2012, 2011], Saksman and Vihola [2010], Atchade´ et al. [2011].
It is typical to use drift conditions in the proof of the Central Limit Theo-
rem (CLT) for Markov chains (see, e.g., Theorem 17.0.1 (iii) of Meyn and Tweedie
[2009] or the results of  Latuszyn´ski et al. [2013a]), making Assumptions 2, 3 and 4
from Chapter 3 look natural. Nevertheless, even under the simultaneous drift con-
ditions, proving the CLT for adaptive MCMC seems particularly hard. Andrieu and
Moulines [2006] introduce additional technical conditions to prove the CLT, where,
in particular, convergence of the adapted parameters is required.
In Chapter 3 we shall develop a methodology to modify the existing AMCMC
that is aimed to avoid any additional assumptions on top of the standard simulta-
neous drift conditions, and still guarantee the SLLN, Mean Square Error (MSE)
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convergence, and CLT for the adaptive algorithms.
1.3 Overview of the thesis and main results
The main body of the present thesis consists of three chapters. In Sections 1.3.1
and 1.3.2 we describe the contributions of Chapters 2 and 3 in greater detail.
To date, there is no criteria for optimising the selection probabilities of the
Random Scan Gibbs Sampler (see Algorithm 2 in Section 1.1.2 above). In Chapter
2 we close this methodological gap and develop a general purpose Adaptive Random
Scan Gibbs Sampler that adapts the selection probabilities.
We present a number of moderately- and high-dimensional examples, includ-
ing truncated Gaussians, Bayesian Hierarchical Models and Hidden Markov Models,
where significant computational gains are empirically observed for both the Adap-
tive Gibbs and Adaptive Metropolis within Adaptive Gibbs version of the algorithm.
We argue that the Adaptive Random Scan Gibbs Sampler can be routinely imple-
mented and substantial computational gains will be observed across many typical
Gibbs sampling problems. We introduce the local simultaneous polynomial drift
condition (2.34) that relaxes the commonly used simultaneous geometric drift con-
dition (2.33) and ensures ergodicity of a larger class of modified AMCMC presented
in Algorithm 13, and, in particular, of the Adaptive Gibbs Sampler Algorithm 14.
In Chapter 3 we develop a class of Adapted Increasingly Rarely Markov Chain
Monte Carlo (AirMCMC) algorithms where the underlying Markov kernel is allowed
to be changed based on the whole available chain output, but only at specific time
points, separated by an increasing number of iterations. The main motivation is the
ease of analysis of such algorithms. Under assumption of either simultaneous (3.9)
or (weaker) local simultaneous (3.11) geometric drift condition, or simultaneous
polynomial drift (3.10), we prove the Strong and Weak Laws of Large Numbers
(SLLN, WLLN), the Central Limit Theorem (CLT), quantify the rate of Mean-
Square Error (MSE) decay, and discuss how our approach extends the existing
results. We argue that many of the known AMCMC algorithms may be transformed
into an Air version and provide an empirical evidence that the performance of the
Air versions remains virtually the same.
In Chapter 4 we describe a C++ implementation of Adaptive Metropolis-
within-Gibbs framework. The library is handy for writing Metropolis-within-Gibbs
type algorithms and can be used to reproduce the simulations from the present
thesis.
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1.3.1 Adaptive Gibbs Sampler
The RSGS and MwG Algorithms 2 and 3 are very popular in practice. Recall that
at every iteration the RSGS chooses a coordinate i with probability pi and updates
it from its full conditional distribution. Usually, uniform selection probabilities pi
are used, while we argue that this is often a sub-optimal strategy. To date, there
is no guidance on the optimal choice of the selection probabilities (see  Latuszyn´ski
et al. [2013b]).
A possible solution is to use those probabilities that maximise the L2−spectral
gap (hereafter, spectral gap) (2.2) of the corresponding algorithm. Of course, esti-
mating the spectral gap is a challenging problem. On the other hand, if the target
distribution is normal, then for the RSGS, there is an explicit formula for the spec-
tral gap (2.4). Since (2.4) depends only on the correlation structure of the target
distribution, the equation (2.4) may be optimised for an arbitrary target distribution
resulting in some selection probabilities popt that we call pseudo-optimal.
In Bayesian Analysis, by virtue of Bernstein-von Mises Theorem (see, e.g,
van der Vaart [2000]), under certain conditions and given sufficient amount of obser-
vations, the posterior distribution is well approximated by an appropriate Gaussian.
Thus, if one applies the RSGS to sample from the posterior, the pseudo-optimal
weights pi might represent a good approximation of the true optimal weights that
maximise the spectral gap. Moreover, as we demonstrate by simulations in Section
2.7, even if the target distribution is far from normal or not continuous, the pseudo-
optimal weights might still be advantageous over the uniform selection probabilities.
Since the pseudo-optimal selection probabilities are a function of the corre-
lation structure of the target distribution, which is usually not known in practice,
and optimising (2.4) is a hard problem (see, e.g., Overton [1988]), in Section 2.4
we develop a general purpose Adaptive Random Scan Gibbs Sampler (ARSGS) that
adapts the selection probabilities on the fly.
We also find that a special case of the MwG algorithm, namely, Random
Walk Metropolis within Gibbs (RWMwG) algorithm, may be significantly improved
by adapting both the proposal distribution (for instance, as suggested in Rosenthal
[2011]) and the underlying selection probabilities in the same manner as for the
RSGS.
Because the implementation of the adaptive algorithms is easy and the addi-
tional computational cost is often negligible compared to the total computational ef-
fort, we argue that the algorithms could be routinely implemented. We demonstrate
in Section 2.7 that the ARSGS and ARWMwAG algorithms speed up convergence
to the target distribution for many typical Gibbs sampling problems.
14
Finally, we introduce a notion of local simultaneous geometric drift condition
(A3) in Section 2.6, which is a natural property for the RSGS, as we demonstrate
in Theorem 5. In Theorem 8 we prove convergence of the modified ARSGS under
the local simultaneous geometric drift condition. In Section 3.2 of Chapter 3 we
derive various convergence properties of (1.1) of generic AMCMC algorithms under
this condition.
1.3.2 AirMCMC
In this chapter we propose to redesign adaptive MCMC algorithms so that they
become more tractable mathematically, but the ability to self tune the parameters
becomes unaffected.
We develop Adaptive Increasingly Rarely MCMC (AirMCMC) framework,
where adaptations of the underlying Markov kernel Pγ are only allowed to happen
at scheduled times with an increasing lag between them. Denote the consecutive
lags as nk ↗∞ and the adaptation times as
Nj :=
j∑
k=1
nk, with N0 = n0 := 0. (1.6)
The generic design of an AirMCMC is presented in Algorithm 4.
Algorithm 4: AirMCMC Sampler
Set some initial values for X0 ∈ X ; γ0 ∈ Γ; γ := γ0; k := 1; n := 0.
Beginning of the loop
1. For i = 1, .., nk
1.1. sample Xn+i ∼ Pγ(Xn+i−1, ·);
1.2. given {X0, .., Xn+i, γ0, .., γn+i−1} update γn+i according to some
adaptation rule.
2. Set n := n+ nk, k := k + 1. γ := γn.
Go to Beginning of the loop
Note that Step 1.2 of the AirMCMC pseudo code allows a background pre-
computation of the parameter γ, analogous to that in Step (2) of AMCMC. However,
the dynamics of {Xn} is driven by Pγ , and the value of γ is updated at the sched-
uled times Nj only. It is intuitively clear that updating the transition kernel at
every step is not necessary for efficient tuning because the new information about
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the optimal γ acquired from pi in a single move of Xn is infinitesimal as the total
length of simulation increases. We demonstrate this empirically in Section 3.1 by
comparing performance of adaptive scaling and Adaptive Metropolis algorithms to
their Air versions for various choices of the lag sequence {nk}.
Theoretical analysis of AirMCMC benefits from the fact that the law
L (XNj+1, . . . , XNj+nj+1∣∣Gj) , where Gj := σ(X0, .., XNj , γ0, .., γNj),
is that of a Markov chain with transition kernel PγNj . Consequently, the standard
Markov chain arguments apply to individual epochs between adaptations of increas-
ing length nk. In Section 3.2 we state that AirMCMC algorithms preserve the main
convergence properties, namely, the WLLN, SLLN and the CLT. Also, we show that
MSE of pˆiN (f) decays to 0 at a rate that is arbitrary close or equal to 1/N and with
constants that in principle can be made explicit. We establish these results under
regularity conditions that are standard for MCMC and AMCMC analysis, namely
simultaneous geometric drift conditions of {Pγ}γ∈Γ, (MSE, WLLN, SLLN, CLT)
and simultaneous polynomial drift conditions (WLLN, SLLN, CLT), as well as as-
suming a weaker (and non-standard) local simultaneous geometric drift conditions
(MSE, WLLN, SLLN, CLT). No further technical assumptions are needed, in par-
ticular, neither diminishing adaptation, nor Markovianity of the bivariate process
(Xn, γn) that are typically required in theoretical analysis of the AMCMC. A de-
tailed discussion of how these results relate to available AMCMC theory is provided
in Section 3.3. Proofs of the theoretical properties of AirMCMC are gathered in
Section 3.6.
There are many other advanced MCMC algorithms that are outside the scope
of this thesis, in particular, the Scalable Langevin Exact Algorithm Pollock et al.
[2016], Zig-Zag algorithm Bierkens and Duncan [2017], or non-reversible MALA
Ottobre et al. [2017]. While we do not discuss these algorithms, it is worth to notice
that virtually any MCMC algorithm may be put into the AirMCMC framework for
the adaptation purpose as long as one has the adaptation rule for the Step 1.2.
We provide a case study in Section 3.1, where we demonstrate that a careful
choice of the sequence of lags {nk} between the adaptations does not slow down
convergence of the corresponding AMCMC. In fact, Air versions of the algorithms
may significantly reduce the total computational time, since less resources are spent
on adaptation.
In Section 3.4 we demonstrate how AirMCMC helps establish theoretical
underpinning of advanced algorithms. We consider the Adaptive Random Scan
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Gibbs Sampler (ARSGS) and the recently proposed Kernel Adaptive Metropolis
Hastings (KAMH) Sejdinovic et al. [2014] algorithms. Asymptotic properties of (1.1)
for both the ARSGS and KAMH are not covered by the currently available AMCMC
theory when applied to a target with unbounded support. However, for their Air
versions, we establish MSE convergence, the WLLN and SLLN when applied to
suitable targets. We conclude the chapter with a discussion in Section 3.5.
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Chapter 2
Adaptive Gibbs Sampler
The chapter is organised as follows. In Section 2.1 we exploit ideas of Amit [1991,
1996] and Roberts and Sahu [1997a] to derive the formula for the spectral gap
(2.4) for a particular case of sampling from the multivariate normal distribution
using RSGS scheme. For a general target distribution we introduce the concept
of pseudo-spectral gap and pseudo-optimal weights in Section 2.2 and demonstrate
potential advantage of the pseudo-optimal weights over the uniform ones on toy
examples studied in Section 2.3. Derivation of the Adaptive Ransom Scan Gibbs
Sampler (ARSGS) and Adaptive Random Walk Metropolis within Adaptive Gibbs
(ARWMwAG) algorithms is done in Sections 2.4 and 2.5, respectively. Convergence
properties of the adaptive algorithms are discussed in Section 2.6. We provide sim-
ulation study and discuss computational cost of the adaptive algorithms in Section
2.7. We close the chapter with a discussion in Section 2.8. If not stated otherwise,
all the proofs are given in the Section 2.9.
2.1 RSGS spectral gap for Multivariate Gaussian dis-
tribution
In this section we consider the RSGS for the normal target distribution and establish
an explicit representation of the spectral gap in Theorem 1. One may skip all the
technical details and notice only that the spectral gap in this case relies solely on
the correlation structure of the target distribution and the selection probabilities.
Let pi be a distribution of interest in Rd. Let Σ and Q = Σ−1 denote the
covariance matrix of pi and its inverse respectively, where we assume throughout the
paper that Σ is positive-definite. Partition Q into blocks Q = (Qij)
s
i,j=1 where Qij is
a ri×rj matrix,
∑s
i=1 ri = d. For vectors x ∈ Rd introduce splitting x = (x1, . . . , xs),
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where xi is a vector in Rri so that xi = (xi1, . . . , xiri).
Given a probability vector p = (p1, . . . , ps) (i.e., pi > 0,
∑s
i=1 pi = 1),
RSGS(p) is a Markov kernel that at every iteration chooses a subvector xi =
(xi1, . . . , xiri) with probability pi and updates it from the conditional distribution
pi(xi|x−i) of xi given x−i := (x1, . . . , xi−1, xi+1, . . . , xs). In other words, the RSGS(p)
is a Markov chain with kernel
Pp(x,A) =
s∑
i=1
piPri(x,A), (2.1)
where A is a pi−measurable set, x ∈ Rd and Pri is a kernel that stands for updating
xi from the full conditional distribution pi(xi|x−i). We call the kernel Pr since it
is in fact a projection operator (i.e., Pr2 = Pr) on the set of the space of square
integrable functions L2(Rd, pi) with respect to pi.
For pi−integrable functions f , let (Ppf) (x) :=
∫
f(y)Pp(x,dy).
Definition. Let ρ = ρ(p) > 0 be the minimum number such that for all f ∈
L2(Rd, pi) and r > ρ,
lim
n→∞ r
−2nEpi[{
(
Pnp f
)
(x)− pi(f)}2] = 0. (2.2)
Then ρ is called the L2−rate of convergence in L2(Rd, pi) of the Markov chain with
the kernel Pp. The value 1− ρ is called the L2−spectral gap (or simply spectral gap)
of the kernel Pp.
In the case when s = d and the selection probabilities are uniform, i.e.,
p = (1d , . . . ,
1
d), Amit Amit [1996] provides a formula for the spectral gap. Here we
generalise Amit’s result by essentially changing pi for
1
s in the proof of Theorem 1
in Amit [1996].
It is easy to see that the RSGS kernel is reversible w.r.t. the target distri-
bution pi. It is known that if the spectrum of kernel Pp (considered as an operator
on L2(Rd, pi)) consists of eigenvalues only, the L2−rate of convergence is given by
the second largest eigenvalue of the kernel Pp (follows, e.g, from Theorem 2 and the
following remark in Roberts and Rosenthal [1997]).
There are two key steps to establish an explicit formula for the rate of con-
vergence ρ(p).
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Step 1. For the kernels Pp, find finite dimensional invariant subspaces Sk (i.e.,
PpSk ⊂ Sk) in L2(Rd, pi) by considering action of Pp on the orthonormal basis of
Hermite polynomials.
Step 2. Identify the subspace Sk with the maximum eigenvalue less than one.
To clarify the steps we need to introduce some additional notations. Without
loss of generality, suppose that pi has zero mean.
Let K =
√
Q be the symmetric square root of Q defined through the spec-
tral decomposition , i.e., if for an orthogonal matrix U (i.e., UTU = Id), Q =
Udiag(λ1, . . . , λd)U
T, then P = Udiag(
√
λ1, . . . ,
√
λd)U
T. Set
Di = diag(0, . . . , Q
−1
ii , . . . , 0), (2.3)
where we stress that Di is a d × d matrix with Q−1ii being at the same place as in
partition (Q−1ii )
s
i=1.
For α = (α1, . . . , αd) ∈ Zd+ let α! = α1! · · ·αd!, |α| = α1 + · · ·+αd. Define hk
to be the Hermite polynomial of order k, i.e.,
hk(x) = (−1)k exp
(
x2
2
)
dk
dxk
exp
(
−x
2
2
)
, x ∈ Rd.
Set Hα(x) =
1√
α!
hα1(x1) · · ·hαd(xd), H0(x) := 1. The next lemma sum-
marises Steps 1 and 2 above.
Lemma 1.
{
Hα(Kx)| α ∈ Zn+
}
form an orthonormal basis in L2(Rd, pi) and for all
integers k ≥ 0, spaces
Sk := span
{
Hα(Kx)
∣∣∣ |α| = k},
spanned by {Hα(Kx)| |α| = k}, are finite dimensional and Pp−invariant (i.e.,
Pp(f) ∈ Sk for all f ∈ Sk). Moreover, for all k ≥ 0,
λmax(Pp|S1) ≥ λmax(Pp|Sk),
where λmax(·) is the maximum eigenvalue and Pp|Sk is a restriction of Pp on Sk.
Lemma 1 immediately implies that Gap(p) = 1 − λmax(Pp|S1) and the next
theorem provides a representation of Gap(p) through the correlation structure of
the target distribution.
Theorem 1. The L2−spectral gap in the RSGS(p) scheme for the Gaussian target
distribution with precision matrix Q is given by
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Gap(p) = 1− λmax(F1), (2.4)
where
F1 = I −K
(
s∑
i=1
piDi
)
K, (2.5)
Di is given by (2.3), and K =
√
Q.
Since S1 is a set of linear functions, Lemma 1 also implies
Theorem 2. Consider a Gibbs kernel Pp that corresponds to a normal target dis-
tribution pi. Then the second largest eigenfunction of Pp in L2(Rd, pi) is a linear
function in Rd.
We end this section by comparing formula (2.4) with the results by Roberts
and Sahu [1997a]. Consider the case when p1 = · · · = ps = 1s and introduce a matrix
A = I − diag(Q−111 , . . . , Q−1ss )Q, (2.6)
The following lemma will be useful throughout the paper and can be easily
obtained.
Lemma 2. Let A and B be two d× d matrices. Then AB and BA have the same
eigenvalues.
Lemma 2 implies that the spectrum (the set of all eigenvalues) of A defined
in (2.6) is equal to the spectrum of
I −Kdiag(Q−111 , . . . , Q−1ss )K.
One can easily see that T (i) := I −KDiK is a projection matrix, hence
I −Kdiag(Q−111 , . . . , Q−1ss )K = I +
s∑
i=1
T (i) − sI ≥ (1− s)I,
and the minimum eigenvalue of A is bounded below by (1 − s). Therefore, (2.4)
gives
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Gap
(
1
s
)
= λmax
(
1
s
((s− 1)I +A)
)
=
1
s
(
s− 1 + λmax(A)
)
,
where Gap
(
1
s
)
is the spectral gap of the RSGS with the uniform selection probabil-
ities.
The last equation is the representation of the spectral gap in Theorem 2 of
Roberts and Sahu [1997a].
2.2 Pseudo-spectral gap
For a general target distribution computing the spectral gap is not feasible. But
one can always deal with its normal counterpart (2.4) which we call pseudo-spectral
gap. Optimising (2.4) over all possible selection probabilities p leads to the notion
of pseudo-optimal selection probabilities.
As we have discussed in Chapter 1, in many Bayesian settings Bernstein-
von Mises theorem (see, e.g, Section 10.2 of van der Vaart [2000]) applies, that is,
under certain conditions the posterior distribution converges to normal in the total
variation norm. Thus, we hope that the pseudo-spectral gap of RSGS is a meaningful
approximation to the true value of the spectral gap and the pseudo-optimal weights
are close to the ones that maximise the spectral gap.
In fact, as we will see in Section 2.7, where we sample from the Truncated
Multivariate Normal distribution and the posterior in Markov Switching Model, if
the correlation matrix is well-informative about the dependency structure of the
target distribution, running the RSGS with the pseudo-optimal weights instead
of the uniform ones, may substantially fasten the convergence, even if the target
distribution has discrete components.
To formally define the pseudo-spectral gap, we need a couple of additional
notations.
∆s−1 := {p¯ ∈ Rs−1|p¯i > 0, i = 1, . . . , s− 1; 1− p¯1 − · · · − p¯s−1 > 0}
is a convex set in Rs−1, so that ∆s−1 defines a set of s−dimensional probability
vectors p = (p1, . . . , ps) and we write p ∈ ∆s−1 meaning (p1, . . . , ps−1) ∈ ∆s−1.
Let λmin(·) and λmax(·) denote the minimum and the maximum eigenvalues
of a matrix respectively. As before, for a covariance matrix Σ, Q = Σ−1, K =
√
Q.
For probability weights p = (p1, . . . , ps), let
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Dp = diag(p1Q
−1
11 , . . . ,psQ
−1
ss ) (2.7)
be a d× d block-diagonal matrix.
Definition (Pseudo-spectral gap). For arbitrary distribution pi with precision
matrix Q, and any probability vector p ∈ ∆s−1, the pseudo-spectral gap for RSGS(p)
is defined as
P-Gap(p) := 1− λmax (I −KDpK) , (2.8)
which due to Lemma 2 can be written as
P-Gap(p) = 1− λmax (I −DpQ) = λmin (DpQ) . (2.9)
Weights popt =
(
popt1 , . . . , p
opt
s
)
∈ ∆s−1 are called pseudo-optimal for RSGS
if they maximise the corresponding pseudo-spectral gap, i.e,
popt = argmax
p∈∆s−1
λmin (DpQ) . (2.10)
Remark. Theorem 1 implies that for RSGS(p) the pseudo-spectral and the spectral
gap are the same if the target distribution is normal.
Useful observation for both theoretical and practical purposes is the unique-
ness of the pseudo-optimal weights.
Theorem 3. There exists a unique solution for (2.10).
We conclude this section by presenting an upper bound on the possible im-
provement of the spectral gap of RSGS(popt) compared to the spectral gap of the
vanilla chain, i.e., the chain with uniform selection probabilities.
Theorem 4. Let Gap(p) be the spectral gap of RSGS(p) and Gap
(
1
s
)
be the spectral
gap of the vanilla chain, i.e., the RSGS with uniform selection probabilities. Then
for any probability vectors p and q
Gap(p) ≤
(
max
i=1,...,s
pi
qi
)
Gap(q),
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in particular,
Gap(p) ≤
(
max
i=1,...,s
spi
)
Gap
(
1
s
)
, (2.11)
where s is the number of components in the Gibbs sampling scheme.
Remark. Theorem 4 implies
P-Gap(p) ≤
(
max
i=1,...,s
spi
)
P-Gap
(
1
s
)
, (2.12)
where P-Gap(1s ) is the pseudo-spectral gap for the vanilla chain.
Theorem 4 states that the maximum gain one can get by using non-uniform
selection probabilities is bounded by s times - the number of blocks in the Gibbs
sampling scheme. Thus, we expect the pseudo-optimal weights to be particularly
useful in high dimensional settings.
2.3 Motivating examples
The pseudo-optimal weights (2.10) have complicated interpretation as we will see in
the following examples.
Example 1. In case where the correlation matrix of the target distribution has
blocks of highly correlated coordinates, one would prefer to update them more fre-
quently than the others. In this section we construct an artificial example where
the upper bound in (2.12) is d2Gap
(
1
d
)
. Consider a target distribution in Rd, d = 2k
with correlation and normalised precision (inverse covariance) matrices given re-
spectively by their block form, i.e., Corr = (Cij)
k
i,j=1, Q = (Qij)
k
i,j=1, where Cij and
Qij are 2 × 2 matrices such that all Qij , Cij are zero matrices if i 6= j and for all
i = 1, . . . , k
Cii =

1 −ρi
−ρi 1
 , Qii =

1 ρi
ρi 1
 ,
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where we assume ρi ≥ 0, i = 1, . . . , k. Assume one wants to apply the coordinate-
wise RSGS to sample from a distribution with the above correlation matrix.
Proposition 1. Let the inverse covariance matrix Q be as above. Define
αi =
∏k
l=1,l 6=i(1− ρl)∑k
l=1
∏k
j=1,j 6=l(1− ρj)
. (2.13)
Then the pseudo-optimal weights are given by
popt2i−1 = p
opt
2i =
αi
2
. (2.14)
The corresponding P-Gap is
P-Gap
(
popt
)
=
∏k
l=1(1− ρl)
2
∑k
l=1
∏k
j=1,j 6=l(1− ρj)
. (2.15)
Without loss of generality assume ρ1 = max{ρ1, . . . , ρk}. We shall compare
pseudo-spectral gaps of the vanilla chain with RSGS(popt). One can easily obtain
that the pseudo-spectral gap of the vanilla chain is given by
P-Gap
(
1
d
)
=
1
d
(1− ρ1).
Simple calculations yield
lim
ρ1→1
P-Gap
(
1
d
)
P-Gap (popt)
= lim
ρ1→1
1− ρ1
2k
( ∏k
l=1(1−ρl)
2
∑k
l=1
∏k
j=1,j 6=l(1−ρj)
)
= lim
ρ1→1
1
k
(∑k
l=1
∏k
j=1,j 6=l(1− ρj)
)
∏k
l=2(1− ρl)
=
1
k
=
2
d
.
Moreover,
lim
ρ1→1
(
max
i
dpopti
)
=
1
k
=
2
d
.
Thus, we obtained a sequence of precision matrices for which the pseudo-
optimal weights improve the pseudo-spectral gap by d2 times in the limit which is
the upper bound in (2.12). Notice, if the underlying target distribution is normal,
the upper bound in (2.11) for the L2−spectral gap is approximated.
Remark. Corollary 1 to Theorem 5 of Roberts and Sahu [1997a] implies that the
spectral gap of Deterministic Update Gibbs Sampler (denoted by Gap (DUGS)) for
the normal target with a 3-diagonal precision Q is greater than the gap of the vanilla
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RSGS (i.e., with the uniform selection probabilities). Moreover, from Corollary 2
to Theorem 5 of Roberts and Sahu [1997a], lim
ρ1→1
Gap(DUGS)
P-Gap( 1d)
= 2. We constructed an
example of a 3-diagonal precision matrix, where in dimensions greater than 6, RSGS
with pseudo-optimal weights popt converges d4 times faster than DUGS for ρ1 → 1.
Example 2. One mistakenly might conclude that significant gain from using the
pseudo-optimal weights is achieved only if some of the off-diagonal entries of the
covariance matrix are close to one . Here we provide a somewhat counter-intuitive
example that demonstrates fallacy of such statement.
Consider a correlation matrix matrix given by Σ(2) = (Cij)
d
i,j=1, where Cii =
1 for i = 1, . . . , d, C1i = Ci1 := ci ≥ 0 for i = 2, . . . , d and all other entries Cij = 0.
One can easily work out that the smallest eigenvalue of Σ(2), λmin = 1 −√∑d
i=2 c
2
i . Thus, if λmin > 0, then Σ
(2) is a valid correlation matrix. Set d = 50
and ci =
1
7.01 ≈ 0.143 for i = 2, . . . , 50.
We run the subgradient optimisation algorithm presented in Section 2.4 in
order to estimate popt. We estimate popt1 ≈ 0.484, popti ≈ 0.01 for i = 2, . . . , 50. From
(2.9) the pseudo-spectral gap is roughly 11496 , whilst P-Gap
(
1
50
)
is roughly 118294 .
Thus, if the target distribution is normal, the spectral-gap of the vanilla RSGS is
improved by more than 12 times. Note, however, all off-diagonal correlations are
less than 0.143.
2.4 Adapting Gibbs Sampler
In this section we derive the Adaptive Random Scan Gibbs Sampler (ARSGS) Al-
gorithm 9. We provide all the steps and intuition leading towards the final working
version of the algorithm presented in the end of the section.
The goal is to compute the pseudo-optimal weights (2.10) for the RSGS (2.1).
However, in practice the correlation matrix of the target distribution is usually not
known. Thus, we could proceed in the adaptive way, similarly to Haario et al.
Haario et al. [2001]. Given output of the chain of length n, let Σ̂n, Q̂n, and D̂(p)n
be estimators of Σ, Q, andDp respectively built upon the chain output. For instance,
one may choose the naive estimator
Σ̂n =
1
n
(
n∑
i=0
XiX
T
i − (n+ 1)XnXTn
)
, (2.16)
where Xn is the chain output at time n and Xn is a sample mean of the output up
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to time n.
Algorithm 5: Adaptive Random Scan Gibbs Sampler (general idea)
Generate a starting location X0 ∈ Rd. Set an initial value of p0 ∈ ∆s−1.
Choose a sequence of positive integers (km)
∞
m=0. Set n = 0, i = 0.
Beginning of the loop
1. n := n+ ki. Run RSGS(p
i) for ki steps;
2. Re-estimate Σ̂n and D̂(pi)n;
3. Compute pi+1 = argmaxp∈∆s−1λmin
(
D̂(pi)nQ̂n
)
;
4. i := i+ 1.
Go to Beginning of the loop
The Algorithm 5 summarises the above ideas. The algorithm is limited by
Step 3, where one needs to maximise the minimum eigenvalue. Maximising the min-
imum eigenvalue is known to be a complicated optimisation problem. There is vast
literature covering optimisation problem in Step 3 and we refer to Overton [1988,
1992], Chu [1990], and references therein. Unfortunately, the existing optimisation
algorithms require computation of the minimum eigenvalues of λmin
(
D̂(p)nQ̂n
)
,
which is an expensive procedure. Since at every iteration of Algorithm 5 the weights
pi are subotimal, it is reasonable to solve the optimisation problem in Step 3 ap-
proximately in order to reduce the computational time of each iteration. Therefore,
we develop a new algorithm based on the subgradient method for convex functions
(see Chapter 8 of Bertsekas [2003]) applied to (2.10).
For ε > 0, introduce a contraction set of ∆s:
∆εs := {w ∈ Rs|wi ≥ ε, i = 1, . . . , s− 1; 1− w1 − · · · − ws ≥ ε}, (2.17)
and consider (d+ 1)× (d+ 1) matrices
Qext = diag (Q, 1) ,
Σextn = diag
(
Σ̂n, 1
)
,
Dextw = diag
(
Dw, 1−
s∑
i=1
wi
)
,
Σext = diag (Σ, 1) ,
Qextn = diag
(
Q̂n.1
)
,
Dextn (w) = diag
(
D̂(w)n, 1−
s∑
i=1
wi
)
.
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Let us denote the target function
f(w) = λmin
(
Dextw Q
ext
)
= λmin
(√
QextDextw
√
Qext
)
, (2.18)
where the last equality holds in view of Lemma 2.
Using the definition of the pseudo-optimal selection probabilities (2.10), one
can easily verify the following proposition
Proposition 2. The pseudo-optimal weights (2.10) can be obtained as a normalised
solution of
w? = argmax
w∈∆s
f(w),
i.e.,
poptj =
w?j
w?1 + · · ·+ w?s
, j = 1, . . . , s, (2.19)
Moreover,
P-Gap(popt) =
1
(w?1 + · · ·+ w?s)
f(w?),
where f is defined in (2.18).
Remark. One could easily avoid introducing the extended matrices Σext, Qext by
simply setting ps = 1− p1 − · · · − ps−1 and treating function λmin
(
D̂(p)nQ̂n
)
as a
function of s− 1 variables. However, we found empirically, that such approach can
significantly slow down convergence of the ARSGS Algorithm 9 introduced later in
this section.
It is easy to prove concavity of the function f (2.18).
Proposition 3. Function f defined in (2.18) is concave in ∆s.
Andrew et al. [1993] show that f is differentiable at w ∈ ∆s if and only
if f(w) is a simple eigenvalue of
√
QextDextw
√
Qext. It is also known that convex
functions in Euclidean spaces are differentiable almost everywhere w.r.t. Lebesgue
measure (see Borwein and Vanderwerff [2010], Section 2.5). Andrew et al. [1993] also
provide exact formulas for computing derivatives of f where they exist. Thus, we
are motivated to adapt subgradient method for convex functions in order to modify
Step 3 in the above algorithm.
Let < ·, · > denote scalar product in Rd. Recall the definition of subgradient
and subdifferential.
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Definition. Let h : Rd → R be a convex function. We say v is a subgradient of h
at point x if for all y ∈ Rd,
h(y) ≥ h(x) + 〈y − x, v〉 .
If h is concave, we say that v is a supergradient of h at a point x, if (−v) is a
subgradient of the convex function (−h) at x. The set of all sub−(super−)gradients
at the point x is called sub-(super-)differential at x and is denoted by ∂h(x).
In other word, ∂h(x) parametrises a collection of all tangent hyperplanes at
a point x.
Note that f(w) = 0 on the boundary of ∆s. Therefore, the maximum of f is
attained inside ∆s. One may apply the subgradient optimisation method in order
to estimate popt. The method is described in Algorithm 6.
Algorithm 6: Subgradient optimisation algorithm
Set an initial value of w0 = (w01, . . . , w
0
s) ∈ ∆s. Define a sequence of
non-negative numbers (am)
∞
m=1 such that
∑∞
m=1 am =∞ and
limm→∞ am = 0. Set i = 0.
Beginning of the loop
1. Compute any di ∈ ∂f(wi). Normalise di := di|di1|+···+|dis| ;
2. wnewj := w
i
j + ai+1d
i
j , j = 1, . . . , s;
3. wi+1 := Pr∆s (w
new) , where Pr∆s is the projection operator on ∆s;
4. i := i+ 1.
Go to Beginning of the loop
It is known that Algorithm 6 produces a sequence {wi} such that wi → w?
as i→∞ (see Chapter 8 of Bertsekas [2003]). Therefore, it is reasonable to combine
the Algorithm 5 with the subgradient algorithm. In order to do so, define a sequence
of approximations of (2.18):
fn(w) = λmin
(
Dextn (w)Q
ext
n
)
= λmin
(√
Qextn D
ext
n (w)
√
Qextn
)
.
Algorithm 7 resembles the aforementioned ideas. Here we consider itera-
tions wi to be in ∆εs for ε > 0 because of three reasons. Firstly, the RSGS with
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Algorithm 7: Adaptive Gibbs Sampler based on subgradient optimisa-
tion method (not implementable)
Generate a starting location X0 ∈ Rd. Fix 1s+1 > ε > 0. Set an initial
value of w0 = (w01, . . . , w
0
s) ∈ ∆εs. Define a sequence of non-negative
numbers (am)
∞
m=1 such that
∑∞
m=1 am =∞ and limm→∞ am = 0 . Set
i = 0. Choose a sequence of positive integers (km)
∞
m=0.
Beginning of the loop
1. n := n+ ki. p
i
j :=
wij
wi1+···+wis
, j = 1, . . . , s. Run RSGS(pi) for ki steps;
2. Re-estimate Σ̂n and D
ext
n (w);
3.1. Compute di ∈ ∂fn(wi). Normalise di := di|di1|+···+|dis| ;
3.2. wnewj := w
i
j + ai+1d
i
j , j = 1, . . . , s;
3.3. wi+1 := Pr∆εs (w
new) , where Pr∆εs is the projection operator on ∆
ε
s;
4. i := i+ 1.
Go to Beginning of the loop
selection probabilities that are on the boundary of ∆s−1 is not ergodic. Secondly,
this assumption is motivated by the results of  Latuszyn´ski et al. [2013b], where it
is a minimum requirement to establish convergence of an Adaptive Gibbs Sampler.
Finally, in the final Algorithm 9, it is an essential assumption to be able to perform
power iteration Step 3.1.1. Note, however, that ε > 0 may be chosen arbitrary
small.
In order to construct an implementable and practical ARSGS algorithm, we
still need to find a way to approximate the subgradient ∂fn(w
i) in Step 3.1 and also
find a cheap way of computing the projection Pr∆εs (w
new) in Step 3.3.
An efficient algorithm to compute the projection on ∆εs is presented in Wang
and Carreira-Perpin˜a´n [2013] and summarised in Algorithm 8. First, we increase
all small coordinates to be ε in Step 1. If the resulting point is outside ∆εs, we
need to project it on the hyperplane {w ∈ Rs|1 − ∑sj=1wj = ε, wi ≥ ε}. In
order to find the projection, we first rescale the coordinates in Step 3. Then we use
the algorithm of Wang and Carreira-Perpin˜a´n [2013] to compute the projection on
{w ∈ Rs|∑sj=1w = 1, wi ≥ 0} in Steps 4 - 6. Finally, we rescale the resulting point
in Step 7 and thus, obtain the desired projection.
We are left to construct a procedure that approximates a supergradient di ∈
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Algorithm 8: Projection on ∆εs
The output of the algorithm is wproj - projection of w ∈ Rs onto ∆εs.
1. Define an auxiliary variable waux := w. For j = 1, . . . , s, if wauxj < ε, set
wauxj := ε;
2. If 1−∑sj=1wauxj > ε, then wproj := waux and go to Step 8;
else go to Step 3;
3. For j = 1, . . . , s, wtempj :=
1
1−ε(s+1)(w
aux
j − ε);
4. Sort vector (wtemp1 , . . . , w
temp
s ) into u : u1 ≥ · · · ≥ us;
5. ρ := max
{
1 ≤ j ≤ s : uj + 1j
(
1−∑jk=1 uk) > 0
}
;
6. Define λ = 1ρ
(
1−∑ρk=1 uk);
7. For j = 1, . . . , s, wprojj := ε+ (1− ε(s+ 1)) max{wtempj + λ, 0};
8. Return wproj.
∂fn(w
i) in Step 3.1 of Algorithm 7. Since fn(w) is the minimum eigenvalue of a
self-adjoint matrix, fn(w) may be obtained as
fn(w) = min
x:‖x‖=1
〈√
Qextn D
ext
n (w)
√
Qextn x, x
〉
,
where x ∈ Rd+1 and 〈·, ·〉 denotes scalar product in Rd. Define
gnx(w) =
〈√
Qextn D
ext
n (w)
√
Qextn x, x
〉
.
Let ∇ denote a gradient w.r.t. w. Then
∇gnx (w) =
(〈√
Qextn
∂Dextn (w)
∂w1
√
Qextn x, x
〉
, . . . ,
〈√
Qextn
∂Dextn (w)
∂ws
√
Qextn x, x
〉)
. (2.20)
Here ∂∂wi stands for the element-wise derivative w.r.t. wi, i = 1, . . . , s. Ioffe-
Tikhomirov theorem (see, e.g., Za˘linescu [2002]) implies that the superdifferential
of fn at a point w ∈ ∆εs can be computed as
31
∂fn(w) = conv
{
∇gx(w)
∣∣∣∣∣ x : √Qextn Dextn (w)√Qextn x = fn(w)x, ‖x‖ = 1
}
,
where conv{A} denotes a convex hull of the set A.
Computing elements of the set ∂fn(w) is computationally expensive, since
one has to calculate the minimum eigenvectors of
√
Qextn D
ext
n (w)
√
Qextn . Therefore,
we look for a cheap approximation of the points ∇gnx(w) in ∂fn(w).
Let y =
√
Qextn x. Since we are interested in minimum eigenvectors x, such
that √
Qextn D
ext
n (w)
√
Qextn x = fn(w)x,
we can rewrite this equation as
1
fn(w)
y =
(
Dextn (w)
)−1
Σextn y. (2.21)
That is, computing the minimum eigenvector of
√
Qextn D
ext
n (w)
√
Qextn is
equivalent to computing the maximum eigenvector of
(
Dextn (w)
)−1
Σ̂n. Given y
that solves (2.21) and substituting x = 1‖
√
Σextn y‖
√
Σextn y into (2.20), we obtain
∇gnx(w) =
1
‖√Σextn y‖2
(〈∂Dextn (w)
∂w1
y, y
〉
, . . . ,
〈∂Dextn (w)
∂ws
y, y
〉)
. (2.22)
We can do further transformations. Let
(
Dextn (w)
)−1
= Ln(w)L
T
n (w) (2.23)
be the Cholesky decomposition of
(
Dextn (w)
)−1
, where Ln(w) is a lower tri-
angular matrix. Define z := L−1n (w)y and
Ri(w) := diag
(
0, . . . , 0,
1
wi
, . . . ,
1
wi
, 0, . . . , 0,− 1
1− w1 − · · · − ws
)
, (2.24)
where 1wi are placed exactly on the positions of the diagonal elements of Qii in the
partition Q = (Qij)
s
i,j=1. Then after simple manipulations, (2.21) and (2.22) are
equivalent respectively to
LTn (w)Σ
ext
n Ln(w)z =
1
fn(w)
z
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and
∇gnx(w) =
1
〈LTn (w)Σextn Ln(w)z, z〉
(
〈R1(p)z, z〉 , . . . , 〈Rs−1(p)z, z〉
)
, (2.25)
where we used the block-diagonal structure of Ln(w) and a representation
∂Dextn (w)
∂wi
= diag
(
0, . . . , 0, Q−1ii , 0, . . . , 0,−1
)
.
Because of the normalisation in Step 3.1 of the Adaptive Gibbs Sampler 7,
(2.22) and (2.25) imply that a supergradient of fn(w) is proportional to
dy(w) =
(〈
(Dextn (w))1y, y
〉
, . . . ,
〈
(Dextn (w))s−1y, y
〉)
, (2.26)
or, in terms of z, to
dz(w) = (〈R1z, z〉 , . . . , 〈Rsz, z〉) , (2.27)
where y and z are the maximum eigenvectors of
(
Dextn (w)
)−1
Σ̂n and
LTn (w)Σ
ext
n Ln(w), respectively. Here the lower triangular matrix Ln(w) is defined
by the Cholesky decomposition (2.23).
Power iteration step may be performed in order to approximate y and z.
Let z0 and y0 be randomly generated unit vectors. Then at every iteration of the
algorithm, we compute
yi+1 = Q
ext
n D
ext
n (w
i)yi, (2.28)
zi+1 = L
T
n (w
i)Σextn Ln(w
i)zi. (2.29)
and use the normalised vectors yi+1 and zi+1 instead of y and z when computing
the directions (2.26) and (2.27)
Given the intuition above, we present two versions of the ARSGS in the Algo-
rithm 9, where in round brackets we denote an alternative version of the algorithm.
One might notice the perturbation term bi+1ξi+1 in the Step 3.1.1. In fact,
without the perturbation we may break the algorithm due to the fact that the power
iteration step may fail to approach the maximum eigenvalue. It happens when zi
(or yi) ”slips” into the eigenspace of a wrong eigenvalue and can’t get out of it for
the subsequent algorithm steps.
The simplest example one can think of is sampling from N(0, I2) using
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coordinate-wise RSGS. Set Σextn = I3. If one starts from w
0 = (14 ,
1
4 ,
1
2) and steps am
(see Algorithm 9 for the meaning of am) are chosen to be tiny, (0, 0, 1) is the maxi-
mum eigenvector of LTn (w
i)Σextn Ln(w
i) = diag(wi1,w
i
2, 1−wi1−wi1) for i = 1, . . . , N0,
where N0 depends on the sequence am. If N0 is big enough (equivalently, am is
small enough), eventually zi = (0, 0, 1) for all i due to the computational precision
error and we will not get out of this eigenspace. Therefore, there is a possibility
that eventually wi sticks to the boundary of ∆εs. To surpass the issue we modify
the power iteration Step 3.1.1 by perturbing the values of zi,
zi+1 = L
T
n (w
i)Σextn Ln(w
i)zi + biξi,
where bi is a non-negative sequence convergent to 0, and ξi is i.i.d. sequence of
points uniformly distributed on the unit sphere.
Remark. In Step 3.1.1 of the ARSGS Algorithm 9 , 1‖LTn (wi)Σ̂nLn(wi)zi‖
and 1‖(Dextn (wi))−1Σ̂nyi‖
are approximations of max
w∈∆εs
f(w), where f is defined in (2.18). Therefore, taking into
an account Proposition 2, we can estimate P-Gap(popt) by
P-Gap(popt) ≈ ((wi1 + · · ·+ wis) ‖LTn (wi)Σextn Ln(wi)zi‖)−1 (2.30)
or
P-Gap(popt) ≈
(
(wi1 + · · ·+ wis) ‖
(
Dextn (w
i)
)−1
Σextn yi‖
)−1
. (2.31)
2.5 Adapting Metropolis-within-Gibbs
Sometimes one can not or does not want to sample from the full conditionals Pri of
the target distribution. In this case one may want to proceed with the Metropolis-
within-Gibbs algorithm. For simplicity, we restrict ourselves to the coordinate-wise
update Random Walk Metropolis-within-Gibbs (RWMwG) Algorithm 10, though
the idea presented below goes beyond this particular case.
One should not get confused with the parameter q in Step 2 of the Algorithm
10. If q = 1, one recovers the RWMwG algorithm in its canonical form.
It is often not clear how to choose proposal variances βi to speed up the
convergence. We follow Gelman et al. [1996] suggestion that the average acceptance
rate α should be around 0.44 and adapt βi on the fly to keep up with this accep-
tance rate. Algorithm 11 is the adaptive version of the RWMwG as suggested in
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Algorithm 9: Adaptive Random Scan Gibbs Sampler (final version)
Generate a starting location X0 ∈ Rd. Fix 1s+1 > ε > 0. Set an initial
value of w0 = (w01, . . . , w
0
s) ∈ ∆εs, generate a random unit vectors
z0 ∈ Rd+1 (or y0 ∈ Rd+1). Define two sequences of non-negative
numbers (bm)
∞
m=1 and (am)
∞
m=1 such that
∑∞
m=1 am =∞, am → 0 and
bm → 0 as m→∞. Set i = 0. Choose a sequence of positive integers
(km)
∞
m=0.
Beginning of the loop
1. n := n+ ki. p
i
j :=
wij
wi1+···+wis
, j = 1, . . . , s. Run RSGS(pi) for ki steps;
2. Re-estimate Σ̂n. Recompute Σ
ext
n , D
ext
n (w
i), Ln(w
i);
3.1. Compute approximate gradient direction di:
3.1.1. Generate ξi+1 ∼ N(0, Id+1). ξi+1 := ξi+1‖ξi+1‖ .
Compute
zi+1 := L
T
n (w
i)Σextn Ln(w
i)zi + bi+1ξi+1.(
yi+1 :=
(
Dextn (w
i)
)−1
Σextn yi + bi+1ξi+1
)
Normalise zi+1 :=
zi+1
‖zi+1‖ .
(
yi+1 :=
yi+1
‖yi+1‖
)
.
3.1.2. Compute di = dzi+1(w
i) from (2.26)
(
di = dyi+1(w
i) from (2.27)
)
.
Normalise di := d
i
|di1|+···+|dis|
;
3.2. wnewj := w
i
j + ai+1d
i
j , j = 1, . . . , s;
3.3. Using Algorithm 8 compute projection wi+1 of wnew onto ∆εs;
4. i := i+ 1.
Go to Beginning of the loop
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 Latuszyn´ski et al. [2013b].
One could also adapt the selection probabilities pi but, as noted in  Latuszyn´ski
et al. [2013b], there is no to-date guidance on the optimal choice of pi. Heuristically,
we would expect the Adaptive RWMwG to mimic the RSGS, so that we find it to
be reasonable to adapt the selection probabilities pi in the same manner as for the
RSGS. Therefore, we introduce Adaptive Random Walk Metropolis within Adaptive
Gibbs (ARWMwAG) Sampler described in Algorithm 12, where running the AR-
WMwG sampler in Step 1 alternates with adaptation of the selection probabilities
in Step 2.
Algorithm 10: Random Walk Metropolis-within-Gibbs
Generate a starting location X0 ∈ Rd. Let (p1, . . . , ps) be a probability
vector, 0 < q ≤ 1, σ2 > 0. Fix variances β1, . . . , βs and choose starting
location
(
X01 , . . . , X
0
d
) ∈ Rd. n := 0.
Beginning of the loop
1. Sample i ∈ {1, . . . , s} from probability distribution (p1, . . . , ps);
2. Draw Y ∼

N(Xi, β
2
i ) with probability q,
N(Xi, σ
2) with probability 1− q;
3. Compute acceptance rate α = min
{
1,
pi(Y |Xn−i)
pi(Xni |Xn−i)
}
;
4. With probability α accept the proposal and set
Xn+1 =
(
Xn1 , . . . , X
n
i−1, Y,X
n
i+1, . . . , X
n
s
)
,
otherwise, reject the proposal and set Xn+1 = Xn;
5. n = n+ 1.
Go to Beginning of the loop
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Algorithm 11: Adaptive Random Walk Metropolis-within-Gibbs
Generate a starting location X0 ∈ Rd. Let (p1, . . . , ps) be a probability
vector, 0 < q ≤ 1, σ2 > 0. Fix variances β01 , . . . , β0s and choose starting
location
(
X01 , . . . , X
0
d
) ∈ Rd. n := 0.
Beginning of the loop
1. Do Steps 1 - 4 of RWMwG Algorithm 10 with proposal variances
(βn1 , . . . , β
n
s );
2. βn+1i = β
n
i · exp
(
1
n0.7
(α− 0.44)), where α is the acceptance rate
in Step 3 of RWMwG Algorithm 10;
3. n = n+ 1.
Go to Beginning of the loop
Algorithm 12: Adaptive Random Walk Metropolis within Adaptive
Gibbs
Generate a starting location X0 ∈ Rd. Fix variances β01 , . . . , β0s ,
0 < q ≤ 1, and σ2 > 0. Choose also 1s+1 > ε > 0. Set an initial value of
w0 = (w01, . . . , w
0
s) ∈ ∆εs, generate a random unit vector z0 ∈ Rd+1 (or
y0 ∈ Rd+1). Define two sequences of non-negative numbers (bm)∞m=1
and (am)
∞
m=1 such that
∑∞
m=1 am =∞, am → 0 and bm → 0 as
m→∞. Set i = 0. Choose a sequence of positive integers (km)∞m=0.
Beginning of the loop
1. n := n+ ki. p
i
j :=
wij
wi1+···+wis
, j = 1, . . . , s. Iterate ki times Steps 1 and
2 of ARWMwG Algorithm 11 with sampling weights (pi1, . . . , p
i, s) and
proposal variances (βn1 , . . . , β
n
s );
2. Do steps 2 - 4 of ARSGS Algorithm 9.
Go to Beginning of the loop
2.6 Ergodicity of the Adaptive Gibbs Sampler
Here {Pγ}γ∈Γ is a collection of Markov kernels with a common stationary distribu-
tion pi. For example, this can be a collection of RSGS kernels (2.1) or the kernels
of the Random Walk Metropolis Algorithm 10.
The main result is presented in Theorem 8, where ergodicity of the modified
ARSGS Algorithm 14 is established under the local simultaneous geometric drift
condition (A3). We shall show in Theorem 5 that the local simultaneous geometric
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drift is a natural condition for the ARSGS to have. More generally, if the condition
(A3) holds, we prove ergodicity for a class of modified AMCMC Algorithms 13 in
Theorem 7.
Ergodicity of the ARWMwG and ARWMwAG (Algorithms 11 and 12) is
established under various conditions on the tails of the target distribution pi in
Section 5 of  Latuszyn´ski et al. [2013b]. In order to fulfil these conditions we, for
example, could take arbitrary 0 ≤ q < 1 and large enough σ2 in the settings of the
adaptive algorithms (see Theorems 5.6, 5.9 and Remark 5.8 in  Latuszyn´ski et al.
[2013b]).
One can easily see that (C1) holds for the ARSGS since the adaptation rate
am in the Step 3.2 of Algorithm 9 decays to zero.
Verifying the containment condition (C2) is less so trivial. In Theorem 3 of
Bai et al. [2011] the containment is established if the simultaneous geometric drift
conditions hold, i.e., if the following assumptions are fulfilled:
(A0) Uniform small set. There exist a uniform (νγ ,m)−small set C, i.e., there
exists a measurable set C ∈ Rd, an integer m ≥ 1, a constant δ > 0 and a
probability measure νγ probably depending on γ ∈ Γ, such that
Pmγ (x, ·) ≥ δνγ(·), x ∈ C. (2.32)
(A1) Simultaneous geometric drift. There exist numbers b < ∞, 0 < λ < 1, and a
function 1 ≤ V <∞, such that sup
x∈C
V (x) <∞ and for all γ ∈ Γ,
PγV ≤ λV + bIC ,
where PγV (x) =
∫
Rd
V (y)Pγ(x,dy) and the small set C is defined in (A0).
Where the entire state space is small (i.e., C = Rd in (A0)) for some
RSGS kernel Pp, p ∈ ∆εs−1, ergodicity of the ARSGS is established in Section 4
of  Latuszyn´ski et al. [2013b] (under additional pi−irreducibility and aperiodicity
assumptions).
In general, one could establish the geometric drift condition (A1) and use
Theorem 5.1 of  Latuszyn´ski et al. [2013b] to derive the ergodicity. For ARSGS it
might be hard to find a drift function that satisfies (A1). Nevertheless, we will
now show that the local simultaneous geometric drift condition holds given that Pp
is geometrically ergodic for some p ∈ ∆εs−1.
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(A2) Geometric ergodicity. There exists γ ∈ Γ such that Pγ is geometrically ergodic.
That is, Pγ is pi−irreducible, aperiodic (see Section 3.2 of Roberts and Rosen-
thal [2004] for definitions), and there exist drift coefficients (λγ , Vγ , bγ , Cγ)
such that
PγVγ ≤ λγVγ + bγI{Cγ}, (2.33)
where bγ < ∞, 0 ≤ λγ < 1, Vγ is a function such that pi−almost surely
1 ≤ Vγ <∞ , and I{Cγ} is an indicator function of a small set Cγ (that is, for
all x ∈ Cγ , (2.32) holds).
(A3) Local simultaneous geometric drift. For every γ ∈ Γ, there exists a measurable
function 1 ≤ Vγ < ∞, a small set Cγ and an open neighbourhood Bγ such
that
(a) Cγ is a uniform small set for γˆ ∈ Bγ , i.e., (2.32) holds for all γˆ ∈ Bγ and
x ∈ Cγ ;
(b) for all γˆ ∈ Bγ ,
PγˆVγ ≤ λ˜γVγ + b˜γI{Cγ} (2.34)
for some b˜γ <∞ and λ˜γ < 1.
Theorem 5. Assume (A2) for the RSGS kernels Pp, p ∈ ∆εs−1 = Γ. Then Pp
is geometrically ergodic for each p ∈ ∆εs−1 and satisfies the local simultaneous drift
condition (A3).
Proof of Theorem 5. Since for reversible pi−irreducible chains, geometric ergod-
icity and existence of L2−spectral gap are equivalent (see Theorem 2 of Roberts and
Tweedie [2001]), the first statement follows from Theorem 4.
Let (λp, Vp, bp, Cp) be the drift conditions that satisfy (2.33). For every selec-
tion probability vector p = (p1, . . . , ps) let m = m(p) = min
i∈{1,...,s−1}
pi. Define norm
|p| = max
i∈{1,...,s−1}
|pi| and take δ = δ(p) > 0 such that (1 + (s − 1)δ)λp ≤ 1. Set
λ˜p = (1 + (s− 1)δ)λp. Then for every pˆ such that |pˆ− p| ≤ mδ,
PpˆVp =
s∑
i=1
pˆiPriVp ≤
s∑
i=1
(pi + (s− 1)mδ)PriVp ≤ (1 + (s− 1)δ)
s∑
i=1
piPriVp
= (1 + (s− 1)δ)PpVp ≤ λ˜pVp + (1 + (s− 1)δ)bpI{Cp},
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where we used representation (2.1) for Pp and the bound
|ps − pˆs−1| ≤
s−1∑
i=1
|pi − pˆi| ≤ (s− 1)mδ.
We are left to show that the condition (a) of (A3) is satisfied. Indeed, fix
any probability vector p ∈ ∆εs−1. Since Cp is a small set, Pmp (x, ·) ≥ δ0ν(·) for some
m ≥ 1, δ0 > 0, some probability measure ν and all x ∈ Cp. Then for all pˆ ∈ ∆εs−1,
Pmpˆ (x, ·) ≥
 ε
max
i∈{1,...,s}
pi
m Pmp (x, ·) ≥
 ε
max
i∈{1,...,s}
pi
m δ0ν(·),
whence the condition (a) follows.

In order to derive the ergodicity of the ARSGS, we will need the following
crucial consequence of the assumption (A3).
Theorem 6. Assume that Γ is compact in some topology and that the collection of
Markov kernels Pγ satisfy (A3). Then there exists a finite partition of Γ into k sets
Fi such that
∪ki=1Fi = Γ,
and simultaneous geometric drift conditions (A0) and (A1) hold inside Fi with
coefficients (λ, Vi, b, Ci), where 0 ≤ λ < 1, 1 ≤ Vi < ∞, pi−a.s., b < ∞, and Ci is
the uniform small set for γ ∈ Fi.
Proof of Theorem 6. Notice,
Γ ⊂ ∪γ∈ΓBγ ,
where Bγ is an open neighbourhood of γ as in the assumption (A3). Since ev-
ery open coverage of a compact set Γ has a finite subcover (see, e.g., Theorem
6.37 of Hewitt and Stromberg [1965]), there exist a finite number of Bγ that cover
Γ, say Bγ1 , . . . , Bγk . Then one can take λ := max{λγ1 , . . . , λγk}, Fi := Bγi , b =
max{bγ1 , . . . , bγk}, Ci := Cγi .

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(A4) Assumption (A3) holds and for a chosen set B ∈ Rd, and the corresponding
drift functions Vγ , γ ∈ Γ are bounded on B, i.e.,
sup
x∈B
Vγ(x) <∞.
We are now ready to state the main ergodicity result.
Theorem 7. Fix a measurable set B ⊂ X . Assume Γ is compact in some topology
and let Pγ, γ ∈ Γ be a collection of pi−irreducible, aperiodic Markov kernels with
a common stationary distribution pi. Consider an AMCMC Algorithm 13, where
the adaptations are allowed to take place only when the adaptive chain {Xn} visits
B. Let the conditions (C1), (A3) and (A4) hold and assume that for a starting
location (X0, γ0) of the adaptive chain, E(X0,γ0)Vγ0(X0) <∞, where Vγ0 is the drift
function for the initial kernel Pγ0. Then the adaptive chain {Xn} produced by the
Algorithm 13 is ergodic.
Algorithm 13: Modified AMCMC
Set some initial values for X0 ∈ X ; γ0 ∈ Γ; γ := γ0; k := 1; n := 0. Fix
any measurable set B ⊂ X .
Beginning of the loop
1. sample Xn+1 ∼ Pγ(Xn, ·);
2. given {X0, . . . , Xn+1, γ0, . . . , γn} update γn+1 according to some adaptation
rule;
3. If Xn+1 ∈ B, γ := γn+1.
Go to Beginning of the loop
Proof of Theorem 7. Since we assume the diminishing adaptation condition (C1),
the proof follows once we establish the containment (C2).
Theorem 6 yields there exists a finite partition {Fi}ki=1 such that
∪ki=1Fi = Γ,
where simultaneous geometric drift conditions hold within every Fi with some drift
coefficients (λ, Vi, b, Ci) (as in Theorem 6).
On Γ define a function r such that r(p) = j if γ ∈ Fj . (A4) yields there
exists M <∞ such that Vi(x) < M for x ∈ B, i = 1, . . . , k.
As in the proof of Theorem 3 of Bai et al. [2011], to verify the containment
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condition, it suffices to prove that
sup
n
E[Vr(γn)(Xn)] <∞,
where hereafter E = E(X0,γ0) is the expectation with respect to the probability
measure generated by the adaptive chain started from (X0, p
0).
Drift condition (2.34) implies
E
[
Vr(γn+1)(Xn+1)|Xn = x, γn = γ
]
= E
[
Vr(γn+1)(Xn+1)I{Xn+1 /∈B}|Xn = x, γn = γ
]
+ E
[
Vr(γn+1)(Xn+1)I{Xn+1∈B}|Xn = x, γn = γ
]
≤ E [Vr(γn+1)(Xn+1)I{Xn+1 /∈B}|Xn = x, γn = γ]+M
= E
[
Vr(γn)(Xn+1)I{Xn+1 /∈B}|Xn = x, γn = γ
]
+M
≤ E [Vr(γ)(Xn+1)|Xn = x, γn = γ]+M
= Pr(γ)Vr(γ)(x) +M ≤ λVr(γ)(x) + b+M,
where in the first inequality we used the condition (A4) and in the last one we used
the fact that γn+1 = γn, if Xn+1 /∈ B. Here 0 < λ < 1 and b <∞ are as in Theorem
6. Integrating out γn and Xn leads to
E
[
Vr(γn+1)(Xn+1)
] ≤ λE [Vr(γn)(Xn)]+ b+M,
implying (see Lemma 2 of Roberts and Rosenthal [2007]),
sup
n
E[Vr(γn)(Xn)] ≤ max
{
EVr(γ0)(X0),
b+M
1− λ
}
<∞.

The reader can easily see that Theorem 7 can be applied to a modified version
of the ARSGS Algorithm 14, where the adaptations are allowed to happen only when
the adaptive chain hits a set B that satisfies (A4).
Theorem 8. Fix a measurable set B ∈ Rd. Consider an Adaptive Random Scan
Gibbs Sampler (ARSGS) Algorithm 14 that produces a chain {Xn} for which the
selection probabilities pn+1 are allowed to be changed only if Xn+1 ∈ B (i.e., pn+1 =
pn if Xn+1 /∈ B).
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Let the assumption (A2) hold. Then the assumption (A3) holds.
Let also (A4) be satisfied for the set B and assume that for the starting location
(X0, p
0) of the adaptive chain, E(X0,p0)Vp0(X0) <∞, where Vp0 is the drift function
for the initial kernel Pp0. Then the adaptive chain {Xn} produced by the ARSGS
Algorithm 14 is ergodic.
Proof of Theorem 8. Since ∆εs−1 is closed and bounded, it is compact (see Heine-
Borel Theorem in Hewitt and Stromberg [1965]). Theorem 5 implies that (A3)
holds. The diminishing adaptation condition (C1) holds since max
i∈{1,...,s}
|pn+1i −pni | →
0 as n→∞, by the construction of the ARSGS Algorithm 9. Therefore, we are in a
position to apply Theorem 7 to derive the desired ergodicity of the adaptive chain.

Remarks
1) We do not have a proof that the ARSGS Algorithm 9 presented in Section 2.4 is
ergodic. However, the modified Algorithm 14 is ergodic under the assumptions
of Theorem 8. The only difference of the ergodic modification from the original
version of the ARSGS is that we do not change the sampling weights pi if the
chain is not in the set B.
2) The idea of introducing the set B to an adaptive algorithm comes from the
work of Craiu et al.Craiu et al. [2015], where the authors study stability prop-
erties (e.g., recurrence) of adaptive chains where the adaptations are allowed
to occur only in the set B.
3) Assumption (A4) is satisfied for level sets B = B(N) = ∩ki=1{x : Vi(x) < N},
where Vi are the drift functions as in the proof of the theorem. Theorem
14.2.5. of Meyn and Tweedie [2009] implies that for large N , B(N) covers
most of the support of pi, meaning that the adaptation will occur in most of
the iterations of the Algorithm 14.
4) In practice often one can choose B to be any bounded set in Rd.
2.7 Simulations
It is known that for reversible Markov chains existence of the spectral gap is equiva-
lent to geometric ergodicity (see Theorem 2 of Roberts and Tweedie [2001]). More-
over, geometric ergodicity implies that the Central Limit Theorem holds (see, e.g.,
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Algorithm 14: Adaptive Random Scan Gibbs Sampler (ergodic modifi-
cation)
Generate a starting location X0 ∈ Rd. Fix a measurable set B ⊂ Rd.
Fix 1s+1 > ε > 0. Set an initial value of w
0 = (w01, . . . , w
0
s) ∈ ∆εs,
generate random unit vectors z0, y0 ∈ Rd+1. Define two sequences of
non-negative numbers (bm)
∞
m=1 and (am)
∞
m=1 such that
∑∞
m=1 am =∞,
am → 0 and bm → 0 as m→∞. Set i = 0. Choose a sequence of
positive integers (km)
∞
m=0.
Beginning of the loop
1. n := n+ ki. Run RSGS(p
i) for ki steps;
2. Do Steps 2 - 4 of ARSGS Algorithm 9.
3. If current state of chain Xn ∈ B, then pi := wiwi1+···+wis ;
Otherwise, pi := pi−1.
Go to Beginning of the loop
Bednorz et al. [2008]) . The following theorem of Kipnis & Varadhan Kipnis and
Varadhan [1986] states an important relation between the asymptotic variance in
CLT and the spectral gap.
Theorem 9. Assume that Pp is a RSGS kernel (2.1). Then the following upper
bound holds, connecting notions of the asymptotic variance with the spectral gap:
σ2as(f) ≤
2−Gap(p)
Gap(p)
V arpi(f), (2.35)
where V arpi denotes variance w.r.t. pi and Gap is the spectral gap of Pp. Moreover,
if the spectrum of Pp is discrete, then the equality in (2.35) is attained on a second
largest eigenfunction of Pp.
Theorem 9 states that by increasing the spectral gap, one decreases the worst
case asymptotic variance. Theorem 2 states that the second largest eigenfunction
of the RSGS kernel for the normal target distribution is a linear function. Of
course, for arbitrary distribution Theorem 2 is false. Nevertheless, we believe that
comparing the maximum asymptotic variance over linear functions for the adaptive
and non-adaptive algorithms is a reasonable thing to do. Define
li = li(x) =
xi√
V arpi(xi)
(2.36)
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to be normalised linear functions depending on one coordinate only.
We compute the maximum asymptotic variance in CLT, max
i=1,...,d
σ2as(li), for
the adaptive and vanilla RSGS. We believe that in many situations the ratio between
the estimated pseudo-spectral gaps is close to the ratio of the maximum asymptotic
variances over li as follows from Theorem 9. We study also how the pseudo-optimal
weights affect the autocorrelation function (ACF) of li.
Three different examples are studied, where we implement coordinate-wise
ARSGS, ARWMwAG and their non-adaptive versions. Two of the examples are
in moderate dimension 50: sampling from the posterior in a Poisson Hierarchical
Model (PHM) and sampling form the Truncated Multivariate Normal (TMVN)
distribution. We also consider sampling from a posterior in a Markov Switching
Model (MSM) in 200-dimensional space.
All the asymptotic variances are obtained using the batch-means estimator
(see Jones et al. [2006] and Bednorz and  Latuszyn´ski [2007]). Below we outline
settings for every problem.
Poisson Hierarchical Model
Gibbs Sampler arises naturally for Hierarchical Models, where our goal is to sample
from a posterior distribution. In the present model data Yi comes from the Poisson
distribution with intensity λi:
Yi ∼ Poisson(λi), i = 1, . . . , n, (2.37)
where
λi = exp
 d∑
j=1
xijβj
 , (2.38)
with β = (β1, . . . , βd) being the parameter of interest. Stress that here d is the
dimensionality of the problem and n is the number of observations. We set d = 50,
n = 100.
Gibbs sampling through the adaptive rejection sampling presented by Gilks &
Wild in Gilks and Wild [1992] is utilised for this problem. See Doss and Narasimhan
[1994] for details and formulas for the full conditionals.
We fix the true parameter β0 := (1, . . . , 1) and take the prior distribution on
β to be normal with mean (−1, . . . ,−1) and variance matrix Id. We consider two
different examples of the design matrix X = (xij)
n
i=1
d
j=1.
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Design matrix X(1) is formed as follows. First, we set all the elements to
be zero. Let k = nd = 2. Then, we form two upper blocks of ones: X
(1)
ij = 1 for
i ∈ {1, . . . , 2k}, j ∈ {1, 2}, and X(1)ij = 1 for i ∈ {2k + 1, . . . , 5k}, j ∈ {3, 4, 5}.
Now there are at least two blocks of correlated variables in the posterior. For every
other variable βj , j = 5, . . . , d, set X
(1)
ij = 1 for i ∈ {jk + 1, . . . , (j + 1)k}. In
order to enforce dependency between all variables, we perturb every entry of X(1):
X
(1)
ij = x
(1)
ij + 0.1ξij , where ξij are independent beta distributed variables with
parameters (0.1, 0.1).
The second design matrix X(2) is formed as follows. For i = 1, . . . , n and
j = 1, . . . , d set
X
(2)
ij = 0.3
(
δij +
ξi
i
)
,
where δij is the Kronecker symbol and ξi are i.i.d. beta distributed with parameters
(0.1, 0.1).
Remark. Correlation matrix of the posterior with the design matrix X(1) has
blocks of highly correlated coordinates, whereas in case of the design matrix X(2),
the correlation matrix seems to have only moderate non-diagonal entries.
Truncated Multivariate Normal Distribution
Gibbs sampler is a natural algorithm to sample from the TMVN distribution as
suggested by Geweke [1991]. We consider linear truncation domain b1 ≤ Ax ≤ b2
where x ∈ Rd, A is some d × d matrix. Geweke [1991] suggested to transform the
underlying normal distribution so that one needs to sample from N(0,Σ0) truncated
to a rectangle c1 ≤ x ≤ c2.
We set c1 = (1, . . . , 1) ∈ Rd, c2 = (3, . . . , 3) ∈ Rd and generate two different
covariance matrices Σ0.
Σ
(1)
0 = Corr
(
0.01Id + v1v
T
1
)
,
Σ
(2)
0 = Corr
(
0.01Id + v2v
T
2
)
,
where v1 = (ξ1, . . . , ξd), v2 =
(
ξ1
log(2) ,
ξ2
log(3) , . . . ,
ξd
log(d+1)
)
, and ξi are i.i.d. beta
distributed with parameters (0.1, 0.2). Here Corr(M) denotes a correlation matrix
that corresponds to M .
Note that the truncation domain does not contain the mode of the distribu-
tion, making it very different from the non-truncated normal distribution.c
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Markov Switching Model
Let x1:i = (x1, . . . , xi). We consider a version of stochastic volatility model where
the underlying chain may be in either high or low volatility mode. Namely, the
latent data Xi forms an AR(1) process:
Xi ∼ N(Xi−1, σ2r(i)),
where the chain can be in one of the two volatility regimes r(i) ∈ {0, 1}. r(i) itself
forms a Markov chain with a transition matrix
1− a1 a1
a2 1− a2
 .
Here a1 and a2 are called switching probabilities and assumed to be known. The
observed data Yi is normally distributed:
Yi ∼ N(Xi, β2)
with known variance β2. We consider data of n = 100 observations and aim to
sample from the posterior
X1, . . . , Xn, r(1), . . . , r(n)|Y1, . . . , Yn.
Since n = 100, the total number of parameters d = 200. We fix a1 = 0.001
and a2 = 0.005.
The underlying hidden Markov chain (Xi, r(i)) is obtained as follows. We
start chain r(i) at it’s stationary distribution and X0 ∼ N(0, σ2r(0)). We then ran-
domly generate chain r(i) so that there are two switchings occur. Thus, we obtain
r(i) = 1 for i = 57, . . . , 79, and r(i) = 0, otherwise.
We consider data for 3 different combinations of σ20, σ
2
1, and β
2:
(a) σ20 = 1, σ
2
1 = 10, β
2 = 1;
(b) σ20 = 1, σ
2
1 = 10, β
2 = 3;
(c) σ20 = 1, σ
2
1 = 5, β
2 = 1.
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Full conditionals may be obtained and are easy to sample from. We shall
demonstrate performance of the coordinate-wise Gibbs Sampler for this problem.
One might notice that the even and odd blocks of the coordinates can be up-
dated simultaneously, meaning that coordinate-wise updates might be suboptimal.
However, we are not motivated to find the best algorithms, but rather to demon-
strate that the ARSGS can provide speed up even when the target distribution is
discrete. Our intuition is such that the variables around the switching points will
mix much slower, meaning that the ARSGS should update those coordinates more
frequently.
2.7.1 Adaptive Random Scan Gibbs Sampler
We implement the ARSGS Algorithm 9 for all the examples. To do so, we need
to specify a number of parameters in the algorithm. Since in the Euclidean space
Rd distance from the origin to a simplex is 1√
n
, we find it reasonable to choose
am =
log(50
√
d+m)
50
√
d+m
. In fact, one may choose arbitrary positive constant instead of 50.
We do not know the right scaling for bm and thus, set bm = am.
We set the lower bound ε := 1
d2
. The choice of ε is motivated by Theorem 4,
where it is shown that the maximum improvement of the pseudo-spectral gap is d
(dimensionality of the space), which can only happen when one of the coordinates
gets all of the probability mass. With the above choice of ε, the maximum prob-
ability mass that coordinate can get is 1 − (d−1)
d2
, meaning that we might not be
able to identify the optimal selection probabilities. On the other hand, the pseudo-
spectral gap that corresponds to the selection probabilities obtained by the adaptive
algorithm (with the specified value of ε = 1
d2
) will be close to the optimal value.
We choose the sequence km to be km = 5000 for PHM and TMVN examples,
and km = 8× 105 for MSM. We discuss an effective choice of km in Section 2.7.3.
We run the coordinate-wise ARSGS and the vanilla RSGS to obtain 5 million
samples with 50 iterations thinning (i.e., we record every 50-th iteration of the chain)
in PHM and TMVN examples. For the MSM example thinning is 8000 and number
of samples is 10 million in cases (a), (b), and 30 million in the case (c).
Poisson Hierarchical Model
For this example, we show that in a long run the ARSGS not only outperforms the
vanilla RSGS but performs similarly to the RSGS with the pseudo-optimal weights
(that are estimated from the adaptive chain run).
The data Yi is generated separately for the design matrices X
(1) and X(2).
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We summarise results in Tables 2.1 and 2.2, respectively. In a view of the von Mises
theorem (see van der Vaart [2000]), we expect the ARSGS to work well in both
examples. One can observe reduction in the maximum asymptotic variance over the
linear functions (2.36) by 9.27 and 6.97 times respectively.
In the example with the design matrix X(1), the correlation between the 1st
and 2nd coordinate is −0.98 and they are both nearly uncorrelated with the other
coordinates. However, the corresponding optimal weights are such that popt1 ≈
popt2 ≈ 0.085. The most of the probability mass is put on the coordinate 5: popt5 ≈
0.29. The maximum correlation of the coordinate 5 with other directions is at most
0.57 in absolute value. In fact, excluding coordinates 1, 2 and 5, all the off-diagonal
correlations do not exceed 0.57 in absolute value.
For the second example with the design matrix X(2), all the correlations are
less than 0.21. In some sense this example is consistent with the toy Example 2 from
Section 2.3. Here popt1 ≈ 0.188, whereas all other optimal selection probabilities are
in a range between 0.001 and 0.01.
Note that the RSGS with the optimal weights performs nearly the same as
the adaptive counterpart. For each design matrix ACF plots are produced for two
coordinates with high and low optimal weights in Figures 2.1a and 2.1b.
Empirically, we observe that the adaptive algorithm tries to allocate the se-
lection probabilities in such a way that the effective number of independent samples
(effective sample size) for every direction is the same. Hence, all the coordinates
have about the same autocorrelation function (see Figure 2.1 and 2.2). Note that the
autocorrelation changes proportionally to the reduction in the asymptotic variance.
Table 2.1: PHM. Gibbs (d=50). Example 1
1/P-Gap max
i
σ2as(li)
vanilla 13435 482
adaptive 1355 52
optimal - 54
vanilla
adaptive
9.9 9.27
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Table 2.2: PHM. Gibbs (d=50). Example 2
1/P-Gap max
i
σ2as(li)
vanilla 7340 272
adaptive 919 39
optimal - 40
vanilla
adaptive
7.97 6.97
Remark. We use the Adaptive Rejection Sampling algorithm (see Gilks and
Wild [1992]) in order to sample from the full conditionals. Since the normalising
constant is not known in this case, we could not establish geometric ergodicity of
the RSGS in this case. On the other hand, results of Latuszynski et al.  Latuszyn´ski
et al. [2013b] ensure that the RWMwG is geometrically ergodic. Since typically the
RSGS converges faster than the corresponding RWMwG, we suggest that the RSGS
is also geometrically ergodic for the Poisson Hierarchical Model. This means that
heuristically the modified ARGS Algorithm 14 is ergodic in the current settings.
Truncated Multivariate Normal Distribution
For the first correlation matrix Σ
(1)
0 the reduction in the maximum asymptotic vari-
ance over the linear functions(2.36) is 3.44, which is surprisingly very close to the
ratio of the pseudo-spectral gaps (Table 2.3). The autocorrelation plot of 2nd and
47th coordinates is in Figure 2.2. The same effect of keeping the same autocorrela-
tions for all the coordinates is observed.
Table 2.3: TMVN (d = 50). Example 1
1/P-Gap max
i
σ2as(li)
vanilla 6449 239
adaptive 1857 72
vanilla
adaptive
3.47 3.32
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Figure 2.1: d = 50. PHM. ACF
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Figure 2.2: d = 50. TMVN. ACF. Example 1
For the second correlation matrix Σ
(2)
0 , the improvement of the asymptotic
variance is only half of the improvement of the spectral gap, as seen from Table 2.4.
However, we still observe that the ARSGS assigns more weight to the coordinates
that mix slower.
Table 2.4: TMVN (d = 50). Example 2
1/P-Gap max
i
σ2as(li)
vanilla 467 12.6
adaptive 161 8.3
vanilla
adaptive
2.9 1.5
Remark. In this example, the RSGS kernels (2.1) satisfy the uniform mi-
norisation condition (A0). The corresponding small set is the whole domain, be-
cause it is compact. The diminishing adaptation condition (C1) holds by con-
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struction. Therefore, the ARSGS algorithm is ergodic by virtue of Theorem 4.2
 Latuszyn´ski et al. [2013b].
Markov Switching Model
Note that half of the coordinates in the target distribution are discrete. The naive
estimator (2.16) of the covariance structure is often singular (i.e., non-invertible)
in these settings. Therefore, to implement the ARSGS, in Step 2 of the Algorithm
9, we use a perturbed naive estimator Σ̂n +
1
d3
Id, where d = 200 is dimensionality
of the target distribution. We did not observe any significant impact of the added
perturbation on the estimated optimal selection probabilities.
We expect that if the dependency structure is described by the correlations
(i.e., zero correlation implies weak in some sense dependency), then the ARSGS shall
outperform the vanilla RSGS. We observe that this happens in cases (a) and (b).
More precisely, the ARSGS tends to put more weight on coordinates that have larger
asymptotic variance and results are found in Table 2.5, where the improvement of
the pseudo spectral gap for each case is presented, and in Table 2.6, where the
corresponding improvement in asymptotic variance over the linear functions (2.36)
is presented. Notice, in all cases the maximum asymptotic variance max
i
σ2as(li) is
attained for the coordinate i that corresponds to some discrete direction r(i).
Table 2.5: MSM (d = 200). 1/P-Gap
(a) (b) (c)
vanilla 18875 71106 117127
adaptive 3450 9924 19301
vanilla
adaptive
5.47 7.17 6.07
Table 2.6: MSM (d = 200). max
i
σ2as(li)
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(a) (b) (c)
vanilla 21.7 45.7 197
adaptive 6 12.6 204
vanilla
adaptive
3.6 3.63 0.97
The case (c) is special in a sense that the correlation structure does not reveal
the dependency structure. Here the maximum selection probability is assigned to
the coordinate that corresponds to the variable r(99). The asymptotic variance
for the corresponding linear function li drops roughly by 4.5 times from 40.56 to
9.06. However, the maximum asymptotic variance over the linear functions (2.36)
is attained on the coordinate i that corresponds to r(64). The estimated optimal
weight popti corresponding to r(64) is only slightly larger than the uniform weight
1/200.
To justify convergence of the ARSGS and the results in Tables 2.5 and 2.6,
we provide a proof of the geometric ergodicity.
Proposition 4. In cases (a), (b) and (c), the RSGS for the Markov Switching
Model described above is geometrically ergodic, i.e., satisfies (A2).
2.7.2 Adaptive Random Walk Metropolis within Adaptive Gibbs
As before, we sample from the same PHM in R50. We consider the same algorithm
settings for the ARWMwAG Algorithm 12 as for the ARSGS Algorithm 9, and also
set parameter q := 1. We compare performance of the Random Walk Metropolis-
within-Gibbs algorithm with it’s adaptive versions ARWMwG and ARWMwAG.
For the RWMwG, the proposal variances βi are chosen to be ones.
Poisson Hierarchical Model
Tables 2.7 and 2.8 provide the analysis of the asymptotic variances. For the first
design matrix X(1) we observe a 7 times improvement of the ARWMwAG over the
ARWMwG algorithm, and the total improvement of almost 15 times over the non-
adaptive RWMwG. For the second design matrix X(2), the corresponding improve-
ment is 6.1 and 12.3 times respectively. On Figure 2.3 we present the improvements
to the ACF.
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Table 2.7: PHM. MwG (d = 50). Example 1
1/P-Gap max
i
σ2as(li)
RWMwG
(non-adaptive)
– 1993
ARWMwG (partially
adaptive)
13244 971
ARWMwAG
(fully adaptive)
1376 138
partially adaptive
fully adaptive
9.63 7
non-adaptive
fully adaptive
– 14.45
Table 2.8: PHM. MwG (d = 50). Example 2
1/P-Gap max
i
σ2as(li)
RWMwG
(non-adaptive)
– 1276
ARWMwG (partially
adaptive)
7461 639
ARWMwAG
(fully adaptive)
970 104
fully adaptive
partially adaptive
7.69 6.14
fully adaptive
non-adaptive
– 12.27
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Remark. The target distribution satisfies the Assumption 5.4 of  Latuszyn´ski
et al. [2013b]. If one chooses the proposal in Step 2 of RWMwG Algorithm 10 to
be a mixture of normals, i.e., 0 < q < 1, or restricts the proposal variances βi to be
in some interval [c1, c2], ∞ > c2 > c1 > 0, then the ARWMwG and ARWMwAG is
ergodic by the virtue of Theorem 5.5 of  Latuszyn´ski et al. [2013b].
2.7.3 Computational cost of the adaptation
By doing the adaptations of an MCMC algorithm we increase the total running time
of the algorithm. Complexity of the projection Algorithm 8 is bounded by the com-
plexity of a sorting algorithm used in Step 4, which is usually of order O(d log(d)).
Thus, one can easily see that the total adaptation cost of Steps 2 - 4 of the ARSGS
Algorithm 9 is bounded by the complexity of the Step 2, which requires finding
diagonal blocks of the inverted covariance matrix. Usual Gauss matrix inversion is
of order O(d3). In high dimensional settings it is an expensive procedure. However,
one can choose the sequence km in the setting of the ARSGS Algorithm 9 in order
to make the adaptation cost negligible comparing to the sampling Step 1.
Turn back to the Poisson Hierarchical Model example with the design matrix
X(1). The sequence km was chosen to be km = 5000. In column 2 of Table 2.9 we
put the average real time in seconds spent on sampling Step 1 of the ARSGS and
ARWMwAG algorithms. The average time spent for one adaptation (i.e., to perform
Steps 2 - 4 of the ARSGS Algorithm 9 is in column 3. The maximum asymptotic
variance over the linear functions (2.36) is in column 1.
Table 2.9: PHM. Example 1 (d = 50)
max
i
σ2as(li) Cost per 5000
iterations
Cost of
adaptation
ARSGS 52 0.37 0.0025
ARWMwAG 138 0.028 0.0025
Gibbs Sampling for the PHM requires the use of the adaptive rejection sam-
pling (see Doss and Narasimhan [1994], Gilks and Wild [1992]), which significantly
increases the time needed to obtain a sample. Therefore, even though the AR-
SGS has 2.65 times lower asymptotic variance than the ARWMwAG algorithm, it
samples more than 10 times slower.
56
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
MwG, coordinate  1
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
MwG, coordinate  6
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
ARWMwG, coordinate  1
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
ARWMwG, coordinate  6
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
ARWMwAG, coordinate  1
0 50 100 150 200 250 300
0.
0
0.
4
0.
8
Lag
AC
F
ARWMwAG, coordinate  6
(a) Example 1
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Figure 2.3: d = 50. PHM. ACF
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By adjusting the sequence km one can tune the ratio of the adaptation time
over the sampling time. In fact, the sampling and adaptations can be performed
independently in a sense that they may be computed on different CPUs as demon-
strated in the Algorithm 15.
Algorithm 15: Parallel versions of ARSGS and ARWMwAG
Set all initial parameters for the ARSGS
(
ARWMwAG
)
.
Do on different CPUs:
• n = n+ ki. pi = w
i
wi1+···+wis
Run RSGS(pi)
(
or ARWMwG(pi)
)
for ki steps.
• Do steps the steps 2 - 4 of ARSGS based on available chain output.
Wait till both CPUs finish their jobs. Then iterate the
procedure.
2.8 Discussion
We have devised the Adaptive Random Scan Gibbs and Adaptive Random Walk
Metropolis within Adaptive Gibbs algorithms, where adaptations are guided by opti-
mising the L2−spectral gap for the Gaussian target analogue called pseudo-spectral
gap. The performance of the adaptive algorithms has been studied in Section 2.7.
We have seen that it might hard to decide in advance whether the adaptive al-
gorithm would outperform the non-adaptive counterpart. On the other hand, as
suggested in Section 2.7.3, the computational time added by the adaptation can be
made negligible comparing to the total run time of the algorithm. Therefore, we
believe that it is reasonable to utilise the adaptive algorithms given that substantial
computational gain may be achieved. However, one needs a natural notion of the
covariance structure for the target distribution in order to implement the adaptive
algorithms.
We have analysed ergodicity property of the adaptive algorithms in Section
2.6. We have developed a concept of the local simultaneous drift condition (A3).
We have shown in Theorem 5 that the condition is natural for the ARSGS. Under
this condition, in Theorem 7 we have established ergodicity of modified AMCMC
Algorithms 13. In particular, in Theorem 8 we have proved ergodicity of the modified
ARSGS Algorithm 14.
In order to establish convergence in Theorem 8, we do not require the se-
quence of estimated optimal sampling probabilities weights pn to converge at all.
Instead, we require only the diminishing condition to hold, i.e., |pn − pn−1| P→ 0
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as n → ∞. In fact, it is not clear whether the estimated weights converge to the
pseudo-optimal ones, even if one knows the target covariance matrix. Empirically,
for numerous examples, we have observed that the adapted selection probabilities
do converge to a unique solution, where the uniqueness is guaranteed by Theorem
3.
Open problem. Assume that the covariance matrix of the target distri-
bution is known, i.e., Σ̂n = Σ for all n. Prove that the estimated weights p
i in the
ARSGS algorithm converge to the pseudo-optimal weights popt.
We emphasise that there is no universal algorithm to optimise the pseudo-
spectral gap function (2.18), given that the covariance structure Σ is unknown.
Various other modification of the ARSGS algorithm are possible. For in-
stance, we can think of using some other optimisation algorithm instead of the
subgradient method (described in Algorithm 6) in order to estimate the pseudo-
optimal weights (2.10). Also, the user may know the structure of the covariance
matrix Σ in advance, so that the naive estimator (2.16) could be improved. For
example, if the covariance matrix is banded, a more efficient threshold estimator
should be used (see Bickel and Levina [2008]).
In Section 3.4.1 of Chapter 3 we discuss a modified (Air) version of the
ARSGS Algorithm 14, for which we prove the SLLN and the MSE convergence
under the local simultaneous geometric drift assumption (A3). If, additionally, the
sequence of adapted selection probabilities pn converges, we derive the CLT.
2.9 Proofs of the statements from Chapter 2
Proof of Lemma 1. The proof is a modification of Theorem 1 of Amit [1996], and
thus, we outline only the key points.
One can easily check that {Hα(Kx)} form an orthonormal system in L2(Rd, pi)
using the definition. From Theorem 6.5.3 of Andrews et al. [1999], it follows
that one dimensional Hermite polynomials hk form a complete orthogonal basis
of L2(R, exp(−x2/2)), implying {Hα(Kx)} form an orthogonal basis of L2(Rd, pi).
For c ∈ Rd, define a generating function
fc(x) :=
∑
α
cα
Hα(Kx)√
α!
, (2.39)
where cα := cα11 , . . . , c
αd
d and 0
0 := 1.
From Section 4.2.1 of Roman [1984], we know that the generating function
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can be represented as
fc(x) = exp
(
〈c,Kx〉 − ‖c‖
2
2
)
.
Recall that Pri stands for full conditional update of xi = (xi1, . . . xiri) from
its full conditional. For functions f ∈ L2(Rd, pi), let
(Prif)(x) :=
∫
f(yi, x−i)pi(yi|x−i)dyi.
Define T (i) := I −KDiK. Note that T (i) =
(
T
(i)
ij
)d
i,j=1
is a d−dimensional
matrix.
The key property to prove the first part of the lemma is the following state-
ment that can be obtained via direct calculations.
Lemma 3. For all c ∈ Rd
(Prifc)(x) = fT (i)c(x),
where fc is defined in (2.39).
Let Πk be the set of all sequences (ε1, . . . , εk) of length k with elements from
{1, . . . , d}. Partition Πk into equivalence classes Rα, α = (α1, . . . , αd) ∈ Zd+, |α| = k,
such that ε = (ε1, . . . , εk) ∈ Rα if and only if the sequence ε has α1 1’s,. . . , αd d’s.
In other words, Rα forms a set of all permutations of the elements of (ε1, . . . , εk),
implying that the number of elements in Rα is |Rα| = k!α! .
Lemma 3 implies
Pri
(∑
α
cα
Hα(K·)√
α!
)
(x) =
∑
α
(T (i)c)α
Hα(Kx)√
α!
. (2.40)
Fix β such that |β| = k. For each α, |α| = k, fix some representative σ = σ(α) ∈ Rα.
Rewrite T (i)c as
T (i)c =
(
T
(i)
j1 c1 + · · ·+ T (i)jd cd
)d
j=1
.
Since c ∈ Rd is arbitrary, the coefficient of cβ on both sides of (2.40) should coincide
for all β ∈ Zd+, providing a formula for the image of Hβ(Kx):
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Pri
(
Hβ(K·)√
β!
)
(x) =
∑
|α|=k
1√
α!
∑
ε∈Rβ
T (i)σ1ε1 · · ·T (i)σkεk
Hα(Kx).
Since σ = σ(α) was chosen arbitrary, the above sum is equal to
Pri
(
Hβ(K·)√
β!
)
(x) =
∑
|α|=k
1
|Rα|
√
α!
 ∑
ε∈Rβ , σ∈Rα
T (i)σ1ε1 · · ·T (i)σkεk
Hα(Kx)
=
∑
|α|=k
√
α!
k!
 ∑
ε∈Rβ , σ∈Rα
T (i)σ1ε1 · · ·T (i)σkεk
Hα(Kx).
We conclude that
Pri(Hβ(K·))(x) =
∑
|α|=k
√
α!
√
β!
k!
 ∑
ε∈Rβ , σ∈Rα
T (i)σ1ε1 · · ·T (i)σkεk
Hα(Kx), (2.41)
implying the first part of the Lemma.
We are left to show that the maximum eigenvalue of Pp on Sk is non-
increasing, revealing that the second largest eigenvalue of Pp is attained on S1.
Recall that {Rα| α ∈ Zn+, |α| = k} form a partition of all possible sequences
(ε1, . . . , εk), εi ∈ {1, . . . , d}. Moreover, as we have just seen, Pri is invariant on Sk
(Sk is defined in the statement of the lemma), that is Pri acts like a matrix on Sk.
(2.41) implies that Pri can be represented as
Pri(Hβ(K·))(x) =
∑
|α|=k
1√|Rα||Rβ|
 ∑
ε∈Rβ , σ∈Rα
T (i)σ1ε1 · · ·T (i)σkεk
Hα(Kx),
implying that the matrix that corresponds to Pri consists of entries
1√|Rα||Rβ|
 ∑
ε∈Rβ , σ∈Rα
T (i)σ1ε1 · · ·T (i)σkεk

Thus, we have shown that on Sk, Pp acts as a matrix with corresponding entries
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obtained as normalised block sums of
Fk =
s∑
i=1
pi (T
(i))⊗k,
where (T (i))⊗k is the k−th Kronecker product of T (i) (i.e., the k−th tensor product,
see Reed and Simon [1980], VIII.10).
The next statement is Lemma 1 from Amit [1996] and we do not prove it.
Lemma 4. Let A be a non-negative definite r × r matrix. Let R1, . . . , Rq be a
partition of {1, . . . , r}. Define matrix B to be the q × q matrix,
Bkl =
1√|Rk||Rl|
∑
i∈Rk, j∈Rl
Aij .
Then the maximum eigenvalue of B is less or equal than the maximum eigenvalue
of A.
Lemma 4 shows that the maximum eigenvalue of Pp restricted to Sk is dom-
inated by the maximum eigenvalue of Fk.
Rewrite Fk+1 as a difference of two positive semi-definite operators
Fk+1 = Fk ⊗ I −
s∑
i=1
pi
(
T (i)
)⊗k ⊗ (I − T (i))
It follows that for all k ≥ 0, Fk⊗I ≥ Fk+1 (i.e., for all vectors x, 〈Fk ⊗ Ix, x〉 ≥
〈Fk+1x, x〉). Since ‖Fk‖ = ‖Fk⊗I‖ (see Reed and Simon [1980], VIII.10), the largest
eigenvalue of Fk (that is equal to largest eigenvalue of Fk ⊗ I) is greater than the
one of the operator Fk+1. Thus, the largest eigenvalues of Pp|Sk , k ≥ 0 form a
non-increasing sequence.
Note that Pp|S0 corresponds to the unit eigenvalue and that the matrix that
corresponds to Pp|S1 is exactly F1, as easily seen from (2.41). Therefore, the second
largest eigenvalue of Pp is attained on S1 and is equal to the maximum eigenvalue
of F1.

Proof of Theorem 1. From the formula (2.41) it follows that for k = 1, a matrix
that corresponds to Pp|S1 is exactly F1.

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Proof of Lemma 2. Let λ 6= 0 such that
ABx = λx
for some non-zero x. Multiply both sides by B
BA(Bx) = λBx.
If λ = 0 and x 6= 0 such that
ABx = 0,
we may have either Bx 6= 0 or Bx = 0. In the first case multiply both sides by B
so that BA(Bx) = 0. Otherwise, if A is invertible, find y such that Ay = x so that
BAy = 0. If A is not invertible, there exists y 6= 0 such that Ay = 0 so that again
BAy = 0.

Proof of Theorem 3. Define
h(p) = λmin (DpQ) = λmin
(√
QDp
√
Q
)
. (2.42)
Assume popt1 and p
opt
2 are two different points that maximise h. Then a function
g(α) := h(αpopt1 + (1− α)popt2 )
is constant on [0, 1] due to concavity of h (see Proposition 3) and equals, say, λ.
Since h(p) is itself the minimum eigenvalue of
√
QDp
√
Q, there exist unit vectors
x0, x1, x2 such that √
QD 1
2
popt1 +
1
2
popt2
√
Qx0 = λx0√
QDpopt1
√
Qx1 = λx1√
QDpopt2
√
Qx2 = λx2
Since g is constant on [0, 1],
1
2
〈√
QDpopt1
√
Qx0, x0
〉
+
1
2
〈√
QDpopt2
√
Qx0, x0
〉
= g
(
1
2
)
=
g(0)
2
+
g(1)
2
=
1
2
〈√
QDpopt1
√
Qx1, x1
〉
+
1
2
〈√
QDpopt2
√
Qx2, x2
〉
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≤ 1
2
〈√
QDpopt1
√
Qx0, x0
〉
+
1
2
〈√
QDpopt2
√
Qx0, x0
〉
,
where the last inequality holds since x1, x2 are the minimum eigenvectors. Hence,〈√
QDpopt1
√
Qx0, x0
〉
=
〈√
QDpopt1
√
Qx1, x1
〉
= λ,〈√
QDpopt2
√
Qx0, x0
〉
=
〈√
QDpopt2
√
Qx2, x2
〉
= λ.
Therefore, √
QDpopt1
√
Qx0 = λx0 and
√
QDpopt2
√
Qx0 = λx0, (2.43)
which follows from the following simple statement.
Lemma 5. Let A be a n × n symmetric matrix, and x be a unit vector, such that
〈Ax, x〉 = λmin(A). Then Ax = λmin(A)x.
Let y0 =
√
Qx0. Then (2.43) is equivalent to
Dpopt1
y0 = λΣy0 and Dpopt2
y0 = λΣy0.
Using the definition of (2.7), the last equalities yield
(popti )j = λ
〈
(Σy0)j , (y0)j
〉
〈
Q−1jj (y0)j , (y0)j
〉 ,
for i = 1, 2, if (y0)j 6= 0.
Let p := 12p
opt
1 +
1
2p
opt
2 . It is left to show that for every j ∈ {1, . . . , s}, one
can find a minimum eigenvector x0 of
√
QDp
√
Q, such that for the corresponding
vector y0 =
√
Qx0, we have (y0)j 6= 0.
Define a space S0 = {x0|
√
QDp
√
Qx0 = λx0} as a space generated by all the
minimum eigenvectors of
√
QDp
√
Q.
Assume, on the contrary, that for some j ∈ {1, . . . , s}, and all x0 ∈ S0, we
have (y0)j = 0.
Define a space S⊥ := {x |x is orthogonal to S0}. For ε ≥ 0, let
Aε :=
√
QDp(ε)
√
Q,
where p
(ε)
k = (1 + ε)pk if k 6= j, and p(ε)j = pj − ε
∑
k 6=j pk. Note that for all x0 ∈ S0
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and ε ≥ 0,
Aεx0 =
√
QDp(ε)
√
Qx0 =
√
QDp(ε)y0 = (1 + ε)λ
√
Σy0 = (1 + ε)λx0, (2.44)
since y0 =
√
Qx0, Dpy0 = λΣy0, and (y0)j = 0 by the assumption. That is, (1 + ε)λ
is an eigenvalue of Aε, and S0 is the subspace of the corresponding eigenvectors.
Also, S⊥ is invariant under Aε (i.e., AεS⊥ ⊂ S⊥). Indeed, for all x ∈ S⊥ and
x0 ∈ S0,
〈Aεx, x0〉 = 〈x,Aεx0〉 = λ(1 + ε) 〈x, x0〉 = 0.
Let λ(ε) be the minimum eigenvalue of Aε restricted to the space S⊥. Since
S0 contains all possible minimum eigenvectors of
√
QDp
√
Q, we have λ(0) > λ.
Therefore, we can find small enough r > 0, such that
λ(0) > (1 + r)λ.
Recall that λ(ε) is a continuous function of ε (since it is a concave function
by the Proposition 3). Thus, there exists δ ∈ (0, r), such that for all ε ∈ [0, δ],
λ(ε) > (1 + r)λ and also p(ε) ∈ ∆s−1. In particular,
λ(δ) > (1 + r)λ > (1 + δ)λ.
Since S⊥ ∪ S0 = Rd, and Aδ is a symmetric, invariant operator on S⊥ and
S0, we obtain,
λmin(Aδ) = min{λmin(Aδ|S⊥), λmin(Aδ|S0)} = min{λ(δ), (1 + δ)λ} = (1 + δ)λ,
meaning λ(1 + δ) is the minimum eigenvalue of Aδ =
√
QDp(δ)
√
Q, p(δ) ∈ ∆s−1.
Hence λ is not the maximum of (2.42), which contradicts to the definition of λ.
Thus, there exists x0 ∈ S0, such that (y0)j 6= 0.

Proof of Lemma 5. Let {xi} be an orthonormal basis of eigenvectors of A with
{λi} being the corresponding eigenvalues. Then x =
∑n
i=1 〈x, xi〉xi. We need to
show that 〈x, xi〉 = 0 for all xi that are not the minimum eigenvectors. Assume there
are at least two vectors xk and xj such that λk 6= λj , 〈x, xk〉2 > 0, and 〈x, xj〉2 > 0.
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Then
〈Ax, x〉 =
n∑
i=1
λi 〈x, xi〉2 > λmin(A)
n∑
i=1
〈x, xi〉2 = λmin(A),
contradicting the assumption that 〈Ax, x〉 = λmin(A).

Proof of Theorem 4. Let Pp be the Gibbs kernel as in (2.1) with corresponding
weights p and let P 1
s
be the kernel of the vanilla chain. For functions f, g ∈ L2(Rd, pi)
let
< f, g >=
∫
fgdpi, ‖f‖2 =
∫
f2dpi.
Using an equivalent representation for the spectral gap (see a remark to Theorem 2
of Roberts and Rosenthal [1997]), inequality (2.11) is equivalent to
inf
‖f‖=1,pi(f)=0
〈
(I − Pp)f, f
〉
≤ max
i
(
pi
qi
)
inf
‖f‖=1,pi(f)=0
〈
(I − Pq)f, f
〉
It suffices to establish〈
(I − Pp)f, f
〉
≤ max
i
(
pi
qi
)〈
(I − Pq)f, f
〉
for all f , ‖f‖ = 1, pi(f) = 0. Let j = argmax
i
pi
qi
Using the representation (2.1) of
Pp, the last inequality is equivalent to
s∑
i=1
pi
(
qi
pi
− qj
pj
)
〈Prif, f〉+ qj
pj
‖f‖2 ≤ ‖f‖2.
Since
qj
pj
≤ qipi and 〈Prif, f〉 ≤ ‖f‖2, the last inequality follows:
s∑
i=1
pi
(
qi
pi
− qj
pj
)
〈Prif, f〉+ qj
pj
‖f‖2 ≤
s∑
i=1
pi
(
qi
pi
− qj
pj
)
‖f‖2 + qj
pj
‖f‖2 = ‖f‖2,
where in the last equality we used the fact that
∑s
i=1 pi =
∑s
i=1 qi = 1.

Proof of Proposition 1. For i = 1, . . . , k let
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Ai =

p2i−1 p2i−1ρi
p2iρi p2i
 .
One can see that the pseudo-optimal weights popt satisfy
popt = argmaxp∈∆2k−1 min{λmin(A1 − λI), . . . , λmin(Ak − λI)}. (2.45)
Set αi = p2i−1 + p2i, i = 1, . . . , k. We obtain
argmaxp∈∆2k−1λmin(Ai − λI) = popt2i = popt2i−1 =
αi
2
,
so that (2.45) takes the form
popt = argmaxp∈∆2k−1 min
{
α1(1− ρ1)
2
, . . . ,
αk(1− ρk)
2
}
. (2.46)
It is easy to verify that popt should satisfy
α1(1− ρ1)
2
= · · · = αk(1− ρk)
2
.
The last relation leads to (2.13) and we conclude that the optimal selection prob-
abilities popti , i = 1, . . . , k are computed as in (2.14). Finally, (2.15) follows from
(2.46).

Proof of Proposition 2. Note that the target function f in (2.18) is the minimum
eigenvalue of 
√
QDw
√
Q 0
0 1− w1 − · · · − ws
 ,
so that we can rewrite f as
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f(w) = λmin
(
Dextw Q
ext
)
= λmin
(√
QextDextw
√
Qext
)
= min{λmin(
√
QDw
√
Q), 1− w1 − · · · − ws}
= min{P-Gap(w), 1− w1 − · · · − ws}.
(2.47)
Let w? = argmax
w∈∆s
f(w), and denote p?j =
w?j
w?1+···+w?s , j = 1, . . . , s,. To prove the
proposition it suffices to show that for the pseudo-optimal weights popt,
P-Gap(popt) ≤ P-Gap(p?). (2.48)
Let k? =
∑s
i=1w
?
i . It is easy to see from (2.47) that
1− k? = P-Gap(w?) = P-Gap(k?p?) = f(k?p?).
Since for any k > 0 and any p ∈ ∆s, P-Gap(kp) = kP-Gap(p), we can choose
k < 1 such that
1− k = P-Gap(kpopt) = f(kpopt).
Hence, by definition of w?,
P-Gap(kpopt) = 1− k ≤ 1− k∗ = P-Gap(k?p?),
implying k? ≤ k. Therefore,
P-Gap(popt) =
1
k
P-Gap(kpopt) ≤ 1
k
P-Gap(k?p?)
=
k?
k
P-Gap(p?) ≤ P-Gap(p?),
whence we conclude (2.48).

Proof of Proposition 3. Note that
〈√
Qextn D
ext
n (w)
√
Qextn x, x
〉
is linear in w for
all x ∈ Rd+1. That is, there exist functions a0(x), . . . , as(x) such that
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〈√
Qextn D
ext
n (w)
√
Qextn x, x
〉
= a0(x) + w1a1(x) + · · ·+ wsas(x).
Thus,
〈√
Qextn D
ext
n (w)
√
Qextn x, x
〉
is concave for all x. Then fn is concave
as the minimum over concave functions.

Proof of Proposition 4. Geometric ergodicity follows if we find drift coefficients
to establish (A2). Let x1:n := (x1, . . . , xn). We argue that
V (x1:n) =
x21
2
+ x22 + · · ·+ x2n−1 +
x2n
2
is an appropriate drift function for the vanilla RSGS is cases (a), (b) and (c). Note
that V does not depend on the regimes r(i). One can work out the full conditionals
for Xi,
Xi|X−i, Y1:n, r(1), . . . , r(n) ∼ N(µ, qr(i),r(i+1)),
µ = qr(i),r(i+1)
(
Xi−1I{i>1}
σ2r(i)
+
Xi+1I{i<n}
σ2r(i+1)
+
Yi
β2
)
,
(2.49)
where
qr(i),r(i+1) =
1
1
β2
+
I{i>1}
σ2
r(i)
+
I{i<n}
σ2
r(i+1)
.
Here we set Xn+1 = X0 := 0.
Let fi(x1:n) = x
2
i . For Pri, i = 1, . . . , n, defined in (2.1), where Pri corre-
sponds for updating Xi from its full conditional, one see it is obvious that
Prjfi(x1:n) = fi(x1:n), i 6= j. (2.50)
From (2.49), using the Cauchy-Schwartz inequality, we get
Prifi(x1:n) = µ
2 + qr(i),r(i+1)
≤ q2r(i),r(i+1)
(
I{i>1}
σ4r(i)
+
I{i<n}
σ4r(i+1)
)
×
(
fi−1(x1:n)I{i>1} + fi+1(x1:n)I{i<n}
)
+ Li(xi−1, xi+1),
(2.51)
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where Li(xi−1, xi+1) is a linear function. Note that for the considered cases (a), (b)
and (c), for any configuration of (r(1), . . . , r(n)) and i ∈ {2, . . . , n− 1},
2q2r(i),r(i+1)
(
1
σ4r(i)
+
1
σ4r(i+1)
)
< 0.99. (2.52)
Moreover, for i ∈ {1, n},
q2r(i),r(i+1)
(
I{i>1}
σ4r(i)
+
I{i<n}
σ4r(i+1)
)
≤ 0.57. (2.53)
It follows from (2.51), (2.52) and (2.53),
1
2
Pr1f1(x1:n) +
n−1∑
i=2
Prifi(x1:n) +
1
2
Prnfn(x1:n)
≤ 0.99V (x1:n) + L(x1:n),
(2.54)
where L(x1:n) is a linear function. Together with (2.50), the inequality (2.54) yields
1
d
n∑
i=1
PriV (x1:n) ≤ λ
2
V (x1:n) +A, (2.55)
for some λ < 1 and A <∞.
For Pri+n that corresponds for updating r(i) from its full conditional, since
V does not depend on r(i), we get
Pri+nV = V. (2.56)
Let P 1
d
be the RSGS kernel that corresponds to the vanilla chain with uniform
sampling weights 1d . Combining (2.55) and (2.56) together, we obtain,
P 1
d
V ≤ λ
2
V +
1
2
V +A.
Since for all C < ∞, set {(x1:n, r(1), . . . , r(n)) | V (x1:n) < C} is small, Lemma
15.2.8 of Meyn and Tweedie [2009] yields that V is a geometric drift function.
For the RSGS with non-uniform selection probabilities p = (p1, . . . , pd), we
can use theorem 5 to conclude the geometric ergodicity.

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Chapter 3
AirMCMC
As we discussed in Section 1.3.2, in this chapter we are interested in deriving the
asymptotic convergence properties of
pˆiN (f) :=
1
N
N−1∑
i=0
f(Xi) (3.1)
for a class of AirMCMC Algorithms 4. In Section 3.1 we demonstrate performance
of the Air version of the RWM algorithm. The main theoretical results are presented
in Section 3.2. We compare our results with the available AMCMC theory in Section
3.3. Air versions of the ARSGS Algorithm 14 and the KAMH algorithm of Sejdinovic
et al. [2014] are discussed in Section 3.4. We present detailed proofs for the main
results in Section 3.6 with accompanying lemmas in Section 3.8. All other statements
are proven in Section 3.7, which we clearly indicate.
3.1 Motivating Examples
In this section we examine the ability of AirMCMC to self tune, and see how it
compares to standard Adaptive MCMC in its two most successful design versions
that adapt the scaling and the covariance matrix of the proposal. We also empirically
investigate sensitivity of AirMCMC to its key design parameter, the sequence of
blocks lengths nk.
3.1.1 Adaptive Scaling of Random Walk Metropolis
In this example we shall study Air version of the Adaptive Random walk Metropolis
(ARWM) for a one dimensional target distribution. We consider an adaptive algo-
rithm with normal proposals that tunes the proposal variance in order to achieve
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the optimal acceptance ratio 0.44 (see Gelman et al. [1996]).
In Algorithm 16 we present Air version of the algorithm, where the adapta-
tions of the variances are separated by the sequence of {nk} iterations. By taking
nk ≡ 1 we recover the original ARWM.
Below we compare performance of the ARWM with the AirRWM on sampling
from a t-distribution.
pi(x) ∼
(
1 +
x2
ν
)−(ν+1)/2
,
where we set ν = 10 and consider three different sequences nk = bkβc for
β ∈ {1, 2, 3}. We start algorithms from with the initial proposal variance γ = (0.1)2.
We also run a non-adaptive RWM with this initial variance to demonstrate the speed
up of the adaptive algorithms.
Algorithm 16: AirRWM
Set some initial values for X0 ∈ R, k := 1, n := 0. Choose a slowly
decaying to zero sequence {ck}k≥1.
Beginning of the loop
1. For i = 1, .., nk
1.1. sample Y ∼ N(Xn+i−1, γ), aγ := min
{
pi(Y )
pi(Xn+i−1) , 1
}
;
1.2. Xn+i :=

Y with probability aγ ,
Xn+i−1 with probability 1− aγ ;
1.3. a := a+ aγ .
2. γ := exp
(
log(γ) + ck
(
a
nk
− 0.44
))
.
3. Set n := n+ nk, k := k + 1, a := 0.
Go to Beginning of the loop
Remark. To prevent γ from converging to a poor proposal variance, the sequence
ck should be chosen so that
∑∞
i=1 ck = ∞, where Ni are the adaptation times. For
example, we could choose ck := k
−s for some s ∈ (0, 1).
Below we present the simulation results. The sequence ck in the settings of
the Algorithm 16 is chosen as in the above remark, ck := k
−0.7. For every algorithm
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we run 1000 independent chains for 100,000 iterations all started from the origin.
We estimate the optimal variance to be around 6.5. We observe that Air-
RWM with β = 1 approximates the optimal variance very well and performs only
446 adaptations; AirRWM with β = 2, performs 66 adaptations and underestimates
the optimal variance to be 4.5; whereas in case β = 3, the AirRWM does only 24
iterations and estimates the variance only as 1.95. On the other hand, it is known
that the adaptive algorithms are robust to the choice of the adapted parameters
(see., e.g., Gelman et al. [1996]). As we can see in Figure 3.1, all the adaptive al-
gorithms estimate the 0.95 quantile equally well after 100,000 iterations. Note that
the non-adaptive chain with proposal variance (0.1)2 converges extremely slowly, so
that its running quantile estimation plot does not fit Figure 3.1. We present trace
plots of the non-adaptive and adaptive chains in Figure 3.2.
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Figure 3.1: Error in estimation of a quantile at 0.95 level. X-axis – number of
iterations. Y-axis – error in estimation
Remark. If the target distribution pi has polynomial tails, then under mild condi-
tions, as follows from results of Jarner and Roberts Jarner and Roberts [2007], the
Random Walk Metropolis (RWM) with normal proposals produces a polynomially
ergodic chain. More precisely, for some r > 0 consider a target distribution pi on
the whole line R with Lebesgue density given by
pi(x) =
l(|x|)
|x|1+r , x ∈ R, (3.2)
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Figure 3.2: Trace plots
where l(·) is a normalised slowly varying function. By slowly varying function l we
understand a function such that for all a > 0 xal(x) is eventually increasing and
x−al(x) is eventually decreasing.
From Proposition 3 of Jarner and Roberts [2007], it follows that the collec-
tion of RWM kernels Pγ (here γ is a variance of the proposal) are simultaneously
polynomially ergodic (see Assumption 3 in Section 3.2).
Thus, we can see that Theorem 12 of Section 3.2 is applicable and, given a
sequence {nk} is chosen as in the theorem, the AirRWM Algorithm 16 produces a
chain for which the SLLN and WLLN hold. If, additionally, the adapted variance γ
converges, then the CLT holds, although we do not investigate further these details
in the present chapter.
3.1.2 Adaptive Metropolis for high dimensional correlated poste-
riors
In this example we shall analyse ‘Air‘ version of the Adaptive Random Walk Metropo-
lis (ARWM) algorithm introduced by Haario et al. Haario et al. [2001] and studied
in Roberts and Rosenthal [2009].
For a d−dimensional distribution pi with covariance matrix Σ, consider a
Metropolis-Hastigns algorithm with a sequence of proposals
Qn(x, ·) = 0.9N
(
x,
[
(2.38)2
d
]
Σn
)
+ 0.1 N
(
x,
(0.1)2
d
Id
)
,
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where Id is a d−dimensional identity matrix and Σn is a covariance matrix estimated
from the first n steps of the adaptive algorithm.
The algorithm is aimed to approximate the optimal proposal N
(
x, (2.38)
2
d Σ
)
(see Roberts et al. [1997], Roberts and Rosenthal [2001], Rosenthal [2011]), where Σ
is a covariance matrix of the target distribution. Roberts & Rosenthal Roberts and
Rosenthal [2009] argue that the ARWM may be very efficient in high-dimensional
settings, where a good proposal is crucial. We shall analyse the same example as in
Section 2 of Roberts and Rosenthal [2009]. The target distribution is a multivariate
normal
pi ∼ N(0,MMT),
where the covariance matrix is formed of a d× d dimensional matrix with randomly
generated entries Mij ∼ N(0, 1).
For the ‘Air‘ version of the algorithm, introduce a sequence of increasing lags,
nk = bkβc k ≥ 1,
for some β > 0, and consider Algorithm 4, where adaptations are allowed to take
place only at times (1.6), i.e., after nk non-adaptive iterations.
Roberts and Rosenthal [2009] measure the efficiency of an adaptive algorithm
by looking at two crucial properties. First, is the ability of the algorithm to learn the
appropriate scale (variance), which is monitored by looking at the trace plot. Second,
is the ability of the algorithm to learn the shape of the target distribution, which is
measured by inhomogeneity factor introduced by Roberts and Rosenthal [2001] (see
also Roberts and Rosenthal [2009], Rosenthal [2011]). For a d−dimensional target
distribution, the inhomogeneity factor is defined as
b = d
∑d
i=1 λ
−1
i(∑d
i=1 λ
−1/2
i
)2 ,
where {λi}di=1 are the eigenvalues of Σ−1Σn, where, as before, Σ is the covariance
matrix of pi and Σn is the empirical covariance matrix. Note that by Jensen’s
inequality, b ≥ 1, and b = 1 only for the proposal, which shape is proportional to Σ.
For three different values of the parameter β ∈ {1, 3, 5} we run ARWM
and AirRWM algorithms to obtain 1 million samples for a 100 dimensional target
distribution pi. Trace plots of the 1st coordinate can be found in Figure 3.3, whereas
the running inhomogeneity factor estimator is plotted in Figure 3.4.
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Figure 3.3: Trace of the 1st coordinate. d = 100
Surprisingly, it seems that AirRWM performs at least as well as the usual
ARWM for any β ∈ [1, 2], whence we conclude that one does not need to adapt the
covariance matrix after each iteration. Moreover, we present total computational
cost of the adaptive algorithm in Table 3.1. One can observe that Airing delivers a
5 fold speed up to the ARWM, where adaptations are performed at every iteration.
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Figure 3.4: Inhomogeneity factor estimation. d = 100
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Table 3.1: Time to obtain 1 million samples
ARWM AirRWM
β = 1
AirRWM
β = 2
AirRWM
β = 4
Time
(seconds)
507.6 90.5 86.9 80.2
3.2 AirMCMC Theory
Recall that we are interested in the long time behaviour of the sample average pˆiN (f)
defined in (3.1), where the sequence {Xn}Nn=0 is generated by the generic AirMCMC
Algorithm 4. Hence, for nj+1 iterations between Nj and Nj+1, the process {Xn}
is evolving according to PγNj , and it is the properties of these Markov transition
kernels that play the key role in the analysis.
The transition kernel Pγ , is a map Pγ(·, ·) : X × B(X ) → [0, 1], such that
Pγ(x, ·) is a probability measure on (X ,B(X )) for every x ∈ X , and Pγ(·, A) is a
B(X ) measurable function for every A ∈ B(X ). Pγ acts on the space of probability
measures from the left, µ → µPγ , with µPγ(A) :=
∫
X Pγ(x,A)µ(dx), and on the
space of functions from the right, f → Pγf , with Pγf(x) :=
∫
X f(y)Pγ(x,dy).
Given a collection of transition kernels {Pγ}γ∈Γ, a sequence of lags {nk}∞k=0,
an adaptation rule, say Rn+1 : X n+2 × Γn+1 → Γ, and initialisation (X0, γ0), the
AirMCMC Algorithm 4 induces a probability measure on X∞ × Γ∞, i.e. on the
space of trajectories of {(Xn, γn)}∞i=0. Denote this probability measure as P(X0,γ0)
and write E(X0,γ0) for its expectation.
Properties of AirMCMC translate into statements about P(X0,γ0) and, in
particular,
• we say that the AirMCMC algorithm is ergodic, if it converges in distribution,
i.e. for all (X0, γ0) ∈ X × Γ,
lim
n→∞ ‖L(Xn|X0, γ0)− pi‖TV = 0; (3.3)
• the Mean Square Error of pˆiN (f) defined in (3.1) and obtained from AirMCMC,
is
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MSE (pˆiN (f)) := E(X0,γ0)
[
pˆiN (f)− pi(f)
]2
; (3.4)
• the Weak Law of Large Numbers holds for AirMCMC, if for every ε > 0,
pˆiN (f) converges in probability to pi(f), i.e.,
lim
N→∞
P(X0,γ0)
(|pˆiN (f)− pi(f)| > ε) = 0, (3.5)
and we use
P−→ to denote the convergence in probability;
• the Strong Law of Large Numbers holds for AirMCMC, if pˆiN (f) converges to
pi(f) almost surely, i.e.,
P(X0,γ0)
(
lim
N→∞
pˆiN (f) = pi(f)
)
= 1, (3.6)
and we use
a.s.−−→ to denote almost sure convergence;
• and finally, the Central Limit Theorem holds if for every u ∈ R,
lim
n→∞P(X0,γ0)
(√
N{pˆiN (f)− pi(f)} ≤ u
)
=
1√
2piσ2f
∫ u
−∞
e
− v2
2σ2
f dv. (3.7)
where σ2f = σ
2(f, Pγ) > 0 is called the asymptotic variance. We use
d−→ to
denote convergence (3.7).
We start by introducing regularity conditions commonly used in analysis of
MCMC and AMCMC algorithms. We refer to Meyn and Tweedie [2009], Roberts
and Rosenthal [2004] for the Markov chains and MCMC context of these conditions,
and to Bai et al. [2011], Craiu et al. [2015], Roberts and Rosenthal [2007] for the
AMCMC context. Throughout the chapter the following will hold:
Assumption 1 (Regularity and Small Set).
• All considered Markov kernels Pγ are pi-invariant, pi-irreducible, and aperiodic
(see Meyn and Tweedie [2009] for definitions);
78
• One step simultaneous minorisation condition holds, i.e., there exist a
set C ⊆ X , with positive mass pi(C) > 0, a probability measure ν on B(X ),
and a constant δ > 0, such that
Pγ(x, ·) ≥ δν(·) for all x ∈ C, γ ∈ Γ. (3.8)
We shall consider AirMCMC in several stability settings.
Assumption 2 (Simultaneous Geometric Drift). The collection of transition ker-
nels {Pγ}γ∈Γ satisfies the Simultaneous Geometric Drift condition, if there exist
constants b <∞, 0 < λ < 1, and a function V : X → [1,∞), such that
PγV ≤ λV + bI{C}, for all γ ∈ Γ, (3.9)
where C is the small set defined in (3.8).
Assumption 3 (Simultaneous Polynomial Drift). The collection of transition ker-
nels {Pγ}γ∈Γ satisfies the Simultaneous Polynomial Drift condition, if there exist
constants b <∞, 0 < α < 1, c > 0, and a function V : X → [1,∞), such that
PγV ≤ V − cV α + bI{C}, for all γ ∈ Γ, (3.10)
where C is the small set defined in (3.8).
Most theoretical work on Adaptive MCMC has been developed under simul-
taneous geometric or polynomial drift defined above, however these assumptions
are not well suited for some classes of algorithms. Hence, we introduce the local
simultaneous drift conditions.
Assumption 4 (Local Simultaneous Geometric Drift). The collection of transition
kernels {Pγ}γ∈Γ satisfies the Local Simultaneous Geometric Drift condition, if for
every γ ∈ Γ there exist an open neighbourhood Bγ ⊆ Γ, such that γ ∈ Bγ, and there
exist constants bγ <∞, 0 < λγ < 1, and a function Vγ : X → [1,∞), such that
Pγ∗Vγ ≤ λγVγ + bγI{C}, for all γ∗ ∈ Bγ , (3.11)
where C is the small set defined in (3.8) for all Pγ, γ ∈ Γ.
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The above formulation of the Local Simultaneous Drift condition is easy to
verify in some fairly general settings, c.f. Theorem 5 of Chapter 2 for the case
of Random Scan Gibbs Samplers. Recall, that Theorem 7 of Chapter 2 makes the
Assumption 4 operational in a sense that it helps conclude ergodicity of the modified
AMCMC Algorithms 13.
For the CLT to hold, we require a bound on the regeneration times of the
Markov chain generated by a kernel Pγ . Assumption 1 allows construction of a split
chain (Xn, Yn) on the space X × {0, 1} defined as
P (Yn−1 = 1|Xn−1) = δIXn−1∈C ,
P (Xn ∈ A|Yn−1 = 1, Xn−1) = ν(A),
P (Xn ∈ A|Yn−1 = 0, Xn−1) = Qγ(Xn−1, A),
where
Qγ(x, ·) =
Pγ(x, ·)− δν(·)I{C}
1− δI{C}
.
Note that marginally Xn is a Markov chain that evolves according to Pγ . Regener-
ation time T = T (γ) is defined as
T = inf{n ≥ 1 : Yn−1 = 1}. (3.12)
Assumption 5. For some δ > 0 a function of interest f satisfies
sup
γ∈Γ
Eν,γ
T−1∑
j=0
f(Xj)
2+δ <∞, (3.13)
where Eν,γ is the expectation w.r.t. to a Markov chain with the kernel Pγ started
from the measure ν (called regeneration measure), and T = T (γ) is a regeneration
time of a Markov chain with transition kernel Pγ.
For functions g : X → R and V : X → [1,∞) define a V−norm as
‖g‖V := sup
x
|g(x)|
V (x)
.
For a singed measure µ, the corresponding V−norm is defined as
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‖µ‖V := sup
g:‖g‖V =1
‖µ(g)‖V ,
where µ(g) :=
∫
g(x)dµ(x).
Suppose that the parameter space Γ is a metric space. We say that the kernel
Pγ is a continuous function of γ ∈ Γ in V−norm if for any sequence {γn} such that
γn → γ,
sup
x
‖Pγn(x, ·)− Pγ(x, ·)‖V
V (x)
→ 0 as n→∞.
We are now ready to state the main results of the chapter.
3.2.1 Simultaneous Geometric Ergodicity
Theorem 10. Let a collection of Markov kernels {Pγ}γ∈Γ with an invariant distri-
bution pi satisfy Assumptions 1 and 2, and let (λ, V, b, C) be the drift coefficients in
(3.9).
Fix an arbitrary real number β > 0 and let {nk}k≥1 be a sequence such that
for some c1 > 0, c2 > 0,
c2k
β ≥ nk ≥ c1kβ. (3.14)
For these parameters consider a chain {Xi}i≥1 generated by the AirMCMC
Algorithm 4.
Then for any starting distribution X0 such that EV (X0) < ∞, and any
function f such that ‖f‖V 1/2 := supx |f(x)|V 1/2(x) <∞:
i) For any β > 0, the MSE of pˆiN (f) converges to pi(f) at a rate N
−min
{
1, 2β
1+β
}
,
i.e.,
lim
N→∞
MSE (pˆiN (f)) = O
(
1
N
min
{
1, 2β
1+β
}) ,
in particular, the WLLN holds.
ii) If β ≥ 1, the rate in mean-square convergence is 1N , i.e.,
MSE (pˆiN (f)) = O
(
1
N
)
.
iii) If β > 1/2, the SLLN holds,
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pˆiN (f)
a.s.−−→ pi(f).
iv) Suppose β > 1, Assumption 5 holds, Γ is a metric space, and the adapted
parameter γNi converges to a limit γ∞ ∈ Γ almost surely (where γ∞ it-
self might be a random variable). Assume that Pγ is a continuous func-
tion of γ ∈ Γ in V 1/2−norm. If also, f has a positive asymptotic variance
P(X0,γ0)
(
σ2(f, Pγ∞) > 0
)
= 1, then the CLT holds, i.e.,
√
N (pˆiN (f)− pi(f)) d−→ N
(
0, σ2(f, Pγ∞))
)
.
Assumption 5 is standard to verify under simultaneous geometric ergodicity
Assumption 2. We present the corresponding proposition below.
Proposition 5. Let the Assumption 2 hold and sup
x∈C
V (x) < ∞. Then Assumption
5 holds for any function f such that ‖f‖V 1/2−δ <∞ for some δ > 0.
3.2.2 Local Simultaneous Geometric Ergodicity
In order to extend Theorem 10 to the local geometric ergodicity settings, we need
to modify AirMCMC algorithm. We introduce a set B, where all the drift functions
Vγ that satisfy (3.11), are bounded on B. Algorithm 17 is a modified version of
AirMCMC, where the adaptations are allowed to take place only when the chain
hits B.
Algorithm 17: Modified AirMCMC Sampler
Set some initial values for X0 ∈ X ; γ0 ∈ Γ; γ := γ0; k := 1; n := 0. Fix
any set B ∈ B(X ).
Beginning of the loop
1. For i = 1, .., nk
1.1. sample Xn+i ∼ Pγ(Xn+i−1, ·);
1.2. given {X0, .., Xn+i, γ0, .., γn+i−1} update γn+i according to some
adaptation rule.
2. Set n := n+ nk, k := k + 1. If Xn ∈ B, γ := γn.
Go to Beginning of the loop
Remark. Efficiency of the algorithm depends on the choice of the set B. If B is
too “small”, adaptations will not occur frequently. However under the conditions of
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Theorem 11, the set B will be visited infinitely many times so that the adaptation
will continue. Moreover, Theorem 7 of Chapter 2 implies that, if the parameter
set Γ is compact, there exits a finite number of drift functions V1, .., Vk that satisfy
Assumption 4. Theorem 14.2.5. of Meyn and Tweedie [2009] implies that for large
N , level sets B = B(N) = ∩ki=1{x : Vi(x) < N}, cover most of the support of pi for
large N , meaning that, with the appropriate choice of B, the adaptations will occur
in most of the iterations of the modified Algorithm 17.
Theorem 11. Let a collection of Markov kernels {Pγ}γ∈Γ with an invariant distri-
bution pi satisfy Assumptions 1 and 4, and let (λγ , Vγ , bγ , C) be the drift coefficients
in (3.9). Assume that Γ is a compact set in some topology and let B ⊂ B(X ) be any
set such that supx∈B Vγ(x) <∞, γ ∈ Γ.
Fix an arbitrary real number β > 0 and let {nk}k≥1 be a sequence such that
for some c1 > 0, c2 > 0,
c2k
β ≥ nk ≥ c1kβ.
For these parameters consider the chain {Xi}i≥1 generated by the AirMCMC
algorithm 17.
Then for any starting distribution X0 such that EVγ(X0) < ∞, γ ∈ Γ, and
any function f such that sup
x
|f(x)|
V
1/2
γ (x)
<∞, γ ∈ Γ:
i) For any β > 0, the MSE of pˆiN (f) converges to pi(f) at a rate N
−min
{
1, 2β
1+β
}
,
i.e.,
lim
N→∞
MSE (pˆiN (f)) = O
(
1
N
min
{
1, 2β
1+β
}) ,
in particular, the WLLN holds.
ii) If β ≥ 1, the rate in mean-square convergence is 1N , i.e.,
MSE (pˆiN (f)) = O
(
1
N
)
.
iii) If β > 1/2, the SLLN holds,
pˆiN (f)
a.s.−−→ pi(f).
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iv) Suppose β > 1, Assumption 5 holds, Γ is a metric space, and the adaptive
parameter γNi converges to a limit γ∞ ∈ Γ almost surely (where γ∞ itself
might be a random variable). Assume that for every γ? ∈ Γ, Pγ is a continuous
function of γ in some open neighbourhood of γ? in V
1/2
γ? −norm. If also, f has
a positive asymptotic variance
P(X0,γ0)
(
σ2(f, Pγ∞) > 0
)
= 1, then the CLT holds, i.e.,
√
N (pˆiN (f)− pi(f)) d−→ N
(
0, σ2(f, Pγ∞))
)
.
The following proposition allows to practically verify Assumption 5 in the
local geometric ergodicity settings.
Proposition 6. Let the Assumption 4 hold and supx∈C Vγ < ∞ for γ ∈ Γ. Then
Assumption 5 holds for any function f such that ‖f‖
V
1/2−δ
γ
< ∞ for some δ > 0
and all γ ∈ Γ.
3.2.3 Simultaneous Polynomial Ergodicity
In this section we extend Theorem 10 for the case of polynomially ergodic kernels
Pγ , γ ∈ Γ.
Theorem 12. Let a collection of Markov kernels {Pγ}γ∈Γ with an invariant distri-
bution pi satisfy Assumptions 1 and 3, and let (α, V, b, C, c) be the drift coefficients
in (3.10). Assume also that α > 2/3.
Fix an arbitrary real number β > 0 and let {nk}k≥1 be a sequence such that
for some c1 > 0, c2 > 0,
c2k
β ≥ nk ≥ c1kβ.
For these parameters consider the chain {Xi}i≥1 generated by the AirMCMC
algorithm 4.
Then for any starting distribution X0 such that EV (X0) < ∞, and any
function f such that supx
|f(x)|
V α3/2−1(x) <∞:
i) For any β > α4α−2 the WLLN holds, i.e, for any ε > 0
lim
N→∞
PX0,γ0
(∣∣∣pˆiN (f)− pi(f)∣∣∣ ≥ ε) = 0.
ii) If β > 1/2 + α4α−2 , the SLLN holds,
pˆiN (f)
a.s.−−→ pi(f).
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iii) Suppose β > 1 + α2α−1 , Assumption 5 holds, Γ is a metric space, and the
adaptive parameter γNi converges to a limit γ∞ ∈ Γ almost surely (where γ∞
itself might be a random variable). Assume that Pγ is a continuous function
of γ ∈ Γ in V α3/2−1−norm. If also, f has a positive asymptotic variance
P(X0,γ0)
(
σ2(f, Pγ∞) > 0
)
= 1, then the CLT holds, i.e.,
√
N (pˆiN (f)− pi(f)) d−→ N
(
0, σ2(f, Pγ∞))
)
.
Remark. It follows from the theorem that β > 12 disregarding the value of α.
As before, we present a proposition allows to practically verify Assumption
5 in simultaneous polynomial ergodicity settings.
Proposition 7. Let the Assumption 3 hold and supx∈C V <∞. Then Assumption
5 holds for any function f such that ‖f‖
V
α(3α−2)
4α−2 −δ
<∞ for some δ > 0.
3.2.4 Convergence in distribution
We have shown in the previous section that under regularity conditions of Theorems
10, 11, and 12, the AirMCMC algorithm produces a chain with various convergence
properties. However, without any additional assumptions the chain might fail to
converge in distribution, as we demonstrate in Example 1 below. On the other, we
show in Theorem 13 that imposing an additional diminishing adaptation condition
(C1), guarantees ergodicity (i.e., convergence in distribution) of the AirMCMC
algorithm. We argue that this is a minor condition that either holds in practice
or can be easily enforced. In Theorem 14 we introduce an AirMCMC Algorithm
18, where the sequence of increasing lags {nk} is randomised, which ensures the
diminishing adaptation condition.
Recall that the diminishing adaptation condition (C1) is a restriction on the
adaptation size of the algorithm:
sup
x∈X
‖Pγn(x, ·)− Pγn+1(x, ·)‖TV P−→ 0 as n→∞. (3.15)
The following theorem demonstrates that the regularity conditions of the pre-
vious section together with the diminishing adaptation condition imply convergence
in distribution of the AirMCMC algorithms.
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Theorem 13. Suppose that the diminishing adaptation condition (3.15) and As-
sumption 1 hold. Let also one of the following conditions hold
(a) Assumption 2 and for the corresponding drift function V , sup
x∈C
V (x) < ∞ and
EV (X0) <∞;
(b) Assumption 4 and for the corresponding collection of drift functions Vγ,
sup
x∈C
Vγ(x) <∞ and EVγ(X0) <∞ for all γ ∈ Γ;
(c) Assumption 3 and for the corresponding drift function V , EV (X0) < ∞ and
every level set Cd := {x|V (x) ≤ d} is a uniform small set, i.e., satisfies (3.8).
Then any AirMCMC Algorithm 4 (or, in case (b), any modified AirMCMC
Algorithm 17, where the set B in the algorithm settings is such that for the corre-
sponding drift functions Vγ, sup
x∈B
Vγ(x) <∞, γ ∈ Γ) produces an ergodic chain {Xn},
i.e.,
‖L(Xn)− pi‖TV → 0,
where L(Xn) is the distribution law of Xn.
As argued in Roberts and Rosenthal [2007], the diminishing adaptation con-
dition is not an issue in practice. The condition holds for many typical adaptive
MCMC algorithms (e.g., as for the standard Adaptive Metropolis or Adaptive Gibbs
Samplers). For the adaptive algorithms where the condition does not hold (e.g., as
for KAMH Sejdinovic et al. [2014]) or it is hard to verify the condition, we could,
nevertheless, easily modify the algorithms in order to enforce (3.15). For example,
at the adaptation times Ni, we could flip a coin with success probability pi to decide
whether to adapt the Markov kernel. If lim pi
i→∞
= 0, then (3.15) holds. Notice that
the sequence pi can decay arbitrarily slowly.
Alternatively, for the AirMCMC algorithms, we could allow the sequence of
increasing lags {nk} to be random. More precisely, let sequence {n?k} be determinis-
tic that satisfies (3.14) for some β > 0. We could consider an AirMCMC Algorithm
4, where in Step 2 we set nk = n
?
k + Uniform[0, bkκc] for some κ ∈ (0, β). Since,
{nk} satisfies (3.14), we could still prove the statements of Theorems 10, 11, 12 for
this randomised version of the AirMCMC. Moreover, the resulting Algorithm 18
would be ergodic and satisfy the statements of Theorems 10, 11 or 12 under the
corresponding regularity conditions. We summarise our observations in Theorem 14
below.
Theorem 14. Consider settings of Theorem 10 (alternatively, of Theorem 11 or
12), where the condition (3.14) holds for a sequence {n?k}. Consider an AirMCMC
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Algorithm 18: Randomised AirMCMC Sampler
Set some initial values for X0 ∈ X ; γ0 ∈ Γ; γ := γ0. Let {n?k} be an
increasing sequence of positive integers. Fix some δ ∈ (0, 1). Set
k := 1; n := 0, n1 := n
?
1.
Beginning of the loop
1. For i = 1, .., nk
1.1. sample Xn+i ∼ Pγ(Xn+i−1, ·);
1.2. given {X0, .., Xn+i, γ0, .., γn+i−1} update γn+i according to some
adaptation rule.
2. Set n := n+ nk, k := k + 1, nk = n
?
k + Uniform
[
0, bkcδ
]
, γ := γn.
Go to Beginning of the loop
Algorithm 18 (in case of the settings of Theorem 11, we allow adaptations in Step 2
to happen only if the chain hits the corresponding set B). Then the adaptive chain
{Xn} produced by the algorithm satisfies statements of Theorem 10 (alternatively,
of Theorem 11 or 12, respectively).
Moreover, for any sequence of lags {n∗k}, the AirMCMC Algorithm 18 sat-
isfies the diminishing adaptation condition (3.15). Under regularity conditions of
Theorem 13 (in case of the settings (b) of the theorem, we allow adaptations to
happen only if the chain hits the corresponding set B), the adaptive chain {Xn}
produced by the algorithm converges in distribution.
We conclude this section with a counterexample that demonstrates that an
AirMCMC Algorithm 4 might fail to be ergodic (i.e., the corresponding adaptive
chain does not converge in distribution) without the diminishing adaptation condi-
tion.
Example 1. This example is a modified version of Example 4 of Roberts & Rosenthal
Roberts and Rosenthal [2007]. Our goal is to construct an AirMCMC algorithm that
satisfies conditions of Theorem 10 but fails to be ergodic. Let X = {1, 2, 3, 4}. For
some ε > 0, define a target as pi({1}) := ε, pi({2}) := ε3, pi({3}) = pi({4}) := 1−ε−ε32 .
For γ ∈ Γ := {1, 2}, let Pγ correspond to a Metropolis-Hastings kernel with proposals
Q1(x, ·) ∼ Uniform{x− 1, x+ 1}, Q2(x, ·) ∼ Uniform{x− 2, x− 1, x+ 1, x+ 2}.
Pγ proceeds as follows. At every iteration given Xn, simulate proposal Yn+1 ∼
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Qγ(Xn, ·), with probability min
{
1, pi(Yn+1)pi(Xn)
}
set Xn+1 := Yn+1, otherwise, reject
the proposal, i.e., Xn+1 := Xn. If the proposal is outside X , then we always reject
it. Consider the following adaptive Algorithm 19.
Algorithm 19: AMCMC with the SLLN but failing convergence in dis-
tribution
Start with X0 = X1 = X2 = 1, γ0 = γ1 = γ2 = 1, k = 1.
Beginning of the loop
1. Sample X
2k2+1
∼ Pγ
2k
2 (X2k2 , ·);
2. If γ
2k2
= 1, then update as follows. If X
2k2+1
6= X
2k2
, i.e., the proposal is
accepted, γ
2(k+1)
2 := 2. Otherwise, γ
2(k+1)
2 := 1;
If γ
2k2
= 2, then set γ
2(k+1)
2 = 1 if X2k2+1 = 1, otherwise, set γ2(k+1)2 = 2.
3. For n ∈ N, 2k2 + 2 ≤ n ≤ 2(k+1)2 run a Markov chain with the kernel
Pγ
2(k+1)
2 ;
4. k := k + 1.
Go to Beginning of the loop
Proposition 8. Kernels Pγ, γ ∈ Γ satisfy the simultaneous minorisation Assump-
tion 1 and the simultaneous drift Assumption 2. Therefore, by virtue of Theorem
10, the SLLN holds for Algorithm 19. However, the adaptive chain produced by the
algorithm does not converge in distribution for sufficiently small ε > 0 in the setting
of the underlying target distribution.
Proof of Proposition 8. Algorithm 19 is designed in such a way, that Steps 1 and
2 “drift” the adaptive {Xn} chain away from the correct stationary distribution.
Since the chain approaches the stationary distribution arbitrarily closely after Step
3, we conclude that at times 2k
2
+ 2,∥∥∥L(X2k2+2|X0, γ0)− pi∥∥∥TV > δ
for some δ > 0. Therefore, {Xn} does not converge in distribution. We provide a
detailed proof of the proposition in Appendix A.

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3.3 Comparison with available Adaptive MCMC theory
AMCMC algorithms have received an increasing attention in the past two decades
with much research devoted to studying ergodicity property Atchade´ and Rosenthal
[2005], Bai et al. [2011], Haario et al. [2001],  Latuszyn´ski et al. [2013b], Roberts and
Rosenthal [2007], robustness and stability of the algorithms Andrieu and Atchade´
[2007], Craiu et al. [2015], Vihola [2012], as well as asymptotic behaviour of the
average (3.1) of the adaptive chain output Andrieu and Moulines [2006], Atchade´
and Fort [2010], Gilks et al. [1998], Saksman and Vihola [2010], Vihola [2011]. In the
current paper we are interested in the latter part, i.e., in studying the asymptotic
behaviour of (3.1).
As discussed in Roberts and Rosenthal [2007], convergence of any AMCMC
algorithm depends on the combination of two factors: the speed of convergence of the
underlying Markov kernels Pγ (their mixing properties) and the adaptation scheme
of the algorithm. In practice the appropriate combination of mixing and adaptation
is established by verifying the containment and diminishing adaptation conditions.
Together these conditions imply convergence in distribution of the AMCMC (see
Roberts and Rosenthal [2007]). Violating either of the conditions can ruin the
convergence of an AMCMC scheme (see e.g., example in Section 3 of  Latuszyn´ski
et al. [2013b]; Examples 1 and 2 in Roberts and Rosenthal [2007]). As we discussed
in Section 3.2.4, the diminishing adaptation is a mild condition, that can be imposed,
if necessary, by slightly modifying the adaptation procedure.
The containment condition is not necessary for convergence, but an ergodic
adaptive algorithm that fails the containment, is also more inefficient than any of its
non-adaptive counterparts, as was proven in  Latuszyn´ski and Rosenthal [2014]. The
containment is a technical condition, which is notoriously hard to verify directly.
However, it is implied by the regularity assumptions presented in Section 3.2 (see
Bai et al. [2011], Roberts and Rosenthal [2007], and Theorem 7 of Chapter 2). As
demonstrated in Example 4 Roberts and Rosenthal [2007], even on finite state spaces
the containment and diminishing adaptation conditions alone do not guarantee the
SLLN.
Under the diminishing adaptation and simultaneous geometric drift condi-
tion (3.9), the SLLN was established in, e.g., Andrieu and Moulines [2006], Atchade´
and Fort [2010], Saksman and Vihola [2010], Vihola [2011]. Moreover, under an
additional assumption that the adapted parameters converge, the CLT was estab-
lished in Andrieu and Moulines [2006]. The SLLN was also established under the
simultaneous polynomial drift condition (3.10) in Atchade´ and Fort [2010]. Note,
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however, the authors effectively require the joint process (Xn, γn) to be an inho-
mogeneous Markov chain. The results are well-suited for many popular algorithms,
e.g., Adaptive Metropolis-Hastings (see Section 3.2 in Atchade´ and Fort [2010]),
Adaptive Metropolis-within-Gibbs (see, e.g.,  Latuszyn´ski et al. [2013b], Rosenthal
[2011]), or Adaptive Metropolis adjusted Langevin Algorithm (see Atchade´ [2006]).
On the other hand, there are algorithms that do not meet the conditions
of Andrieu and Moulines [2006], Atchade´ and Fort [2010], Saksman and Vihola
[2010], Vihola [2011]. For example, the ARSGS Algorithm 9 presented in Chapter
2, generally does not satisfy the simultaneous drift condition, whereas the Kernel
Adaptive Metropolis-Hastings (KAMH) algorithm, proposed by Sejdinovic et al.
Sejdinovic et al. [2014], produces an adaptive chain (Xn, γn) that is not Markov.
Furthermore, none of the available adaptive MCMC results quantifies the MSE rate
of convergence.
We have introduced a concept of AirMCMC algorithms, for which we have
relaxed the generally imposed conditions. First, we do not require the joint adaptive
chain (Xn, γn) to be Markov. Secondly, for the modified AirMCMC Algorithm 17,
instead of the simultaneous geometric drift condition (3.9), we require only the local
geometric drift (3.11) to hold, which is a natural condition for the ARSGS. Thus,
we could prove the SLLN, MSE convergence, and convergence in distribution for
the Air versions of the ARSGS and the KAMH in Section 3.4.
Moreover, for the AirMCMC algorithms, under the local geometric drift As-
sumption 4 or the simultaneous polynomial drift Assumption 3, we have established
the CLT. We have also derived the MSE convergence under the local or simultaneous
geometric drift conditions (Assumptions 4 and 2, respectively).
We emphasise that virtually any AMCMC algorithm can be transformed into
an Air version via lagging the adaptations in a way described in Algorithms 4, 17,
and 18.
The technique we have used for analysis is tightly related to the one devel-
oped by Gilks et al. Gilks et al. [1998]. The key idea in Gilks et al. [1998] is to allow
adaptations of the Markov kernel Pγ to happen only at suitably constructed regen-
eration times of the chain. Under only Assumption 1, it is then possible to establish
the SLLN, CLT, and MSE convergence. This is an effective idea for AMCMC in low
dimensional spaces but impractical in higher dimensions, since the chain typically
regenerates at a rate which recedes to 0 exponentially in dimension.
By introducing an increasing sequence of iteration {nk} between adaptation
in Algorithms 4, 17, and 18, we have shown that the regularity conditions of Section
3.2 guarantee that the chain regenerates between adaptations with an increasingly
90
high probability. Since {nk} grows sufficiently fast, we can use the technique of
Gilks et al. [1998] to analyse the Markov tours of the adaptive chain between the
regenerations, and control the remainder terms of the adaptive chain using the
explicit bounds of  Latuszyn´ski et al. [2013a].
3.4 Examples: Air versions of complex AMCMC algo-
rithms
3.4.1 Adaptive Random Scan Gibbs Sampler
We could directly apply Theorem 11 to the ARSGS Algorithm 14 presented in
Chapter 2. Let p = (p1, .., ps) be a probability vector and assume that the target
distribution sits on a product space X1× ..×Xs. Recall, that the RSGS proceeds at
each iteration by first choosing a coordinate i with probability pi, and then updating
the coordinate from its full conditional distributions. In the ARSGS Algorithms 9
and 14 the adaptations of the selection probabilities p are separated by ki RSGS
iterations. Therefore, if the sequence ki is chosen to be non-decreasing, the ARSGS
already fits into the AIRMCMC framework.
As we mentioned in Section 3.3, it is hard to verify the simultaneous geomet-
ric drift condition (3.9) for the ARSGS. On the other hand, the local simultaneous
geometric drift condition (3.11) is a natural property for the ARSGS as long as the
RSGS Markov kernel is geometrically ergodic for at least some selection probability
vector p = (p1, .., ps) (see Theorem 5 of Chapter 2). We summarise our observations
in the following theorem
Theorem 15. Let pi be a target distribution on X1×..×Xs, where Xi = Rdi for some
positive integers d1, .., ds. Consider a collection of RSGS kernels Pp parametrised by
the sampling weights p = (p1, .., ps). Assume that Pp satisfy Assumption 1 and for
some p = (p1, .., ps), Pp is geometrically ergodic , i.e., (3.9) holds. Then:
1. The collection of kernels Pp satisfy the local simultaneous drift condition (3.11).
2. Then the modified ARSGS Algorithm 14 described in Chapter 2, with the cor-
responding sequence of lags between adaptations ki = bciβc for some β > 0,
c > 0, is an example of AirMCMC algorithm for which i) - iii) of Theorem 11
hold.
Proof of Theorem 15. Part 1 follows from Theorem 5 of Chapter 2. Part i) of
the theorem follows by simple application of Theorem 11.
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Remark. One needs the adapted selection probabilities to converge, in order to
derive the CLT using iv) of Theorem 11. We do not have a proof that the adapted
selection probabilities converge at all. However, one could choose the learning rate
am in the settings of the ARSGS so that the adapted probabilities converge to a
suboptimal value (i.e., take am such that
∑∞
m=1 am <∞, where am is defined in the
settings of Algorithm 9 and used as a learning rate in Step 3.2 of the algorithm).
Now we are in a position to use iv) of Theorem 11 in order to verify the CLT.
3.4.2 Kernel Adaptive Metropolis-Hastings
Our results are also applicable to the Kernel Adaptive Metropolis-Hastings (KAMH)
algorithm presented in Sejdinovic et al. [2014]. The idea behind the KAMH is
to locally adapt the variance of a symmetric random walk proposal based on a
subsample of the whole previous chain history. Thus, the adaptive chain (Xn, γn)
is not Markovian so that the results of Andrieu and Atchade´ [2007], Atchade´ and
Fort [2010] do not apply. However, one may easily put the algorithm into the Air
framework. We shall provide conditions which ensure that i) - iii) of Theorem 10
hold for the AirKAMH and thus, establish the SLLN and MSE convergence for the
algorithm.
KAMH is an Adaptive Metropolis algorithm with a family of local proposals
QZ,ν(x, ·) = N(x, κI + ν2M(x, Z)), (3.16)
where M(x, Z) is a d × d positive semidefinite matrix that depends on a current
position x ∈ Rd and d× t matrix Z (see (3.17) for the precise representation). Here
each column Zi, i = 1, .., t of Z is a randomly chosen state from the adaptive chain
history, γ is a fixed scale parameter (e.g., κ = 0.2), and ν is tuned on the fly in
order to retain the average acceptance ratio around 0.234 (see e.g., Andrieu and
Thoms [2008], Rosenthal [2011], Roberts et al. [1997]). Let {pi} be a sequence of
probability weights slowly decaying to zero. Let qZ,ν be the density corresponding
to (3.16). The KAMH proceeds by iterating through three steps:
1. With probability pn, subsample Z = (Z1, .., Zt) from the whole current output
{X1, .., Xn};
2. Generate a proposal Y from (3.16);
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3. Accept/reject the proposal using the standard Metropolis acceptance ratio
α(Xn, Y ) = min
{
1,
pi(Y )qZ,ν(Xn,Y )
pi(Xn)qZ,ν(Y,Xn)
}
.
4. Tune the proposal variance ν to retain the average acceptance ratio around
0.234:
ν := exp
(
log(ν) +
1√
n
{α(Xn, Y )− 0.234}
)
.
Implicitly M(x, Z) depends on a covariance kernel k(x, y) in Rd:
M(x, Z) = V (x, Z)(It − 1
t
1t)V
ᵀ(x, Z), (3.17)
V (x, Z) = 2(∇xk(x, z1), ..,∇xk(x, zt)),
where It is a t × t identity matrix and 1t is a t × t matrix of ones. If k(x, y) is a
linear kernel (i.e., k(x, y) = xTy ), then M(x, Z) = M(Z) does not depend on x
and approximates the global covariance structure of the target distribution. More
complicated kernels k(x, y) ,e.g., the Gaussian or Mate´rn kernel, (see Sejdinovic et al.
[2014] for the definitions), Qz,ν(x, ·) allow for local approximation of the covariance
structure. Thus, KAMH has the potential to adapt to distributions with complicated
shapes.
Below we shall show, if the target distribution has super-exponential tails
one can establish the simultaneous geometric ergodicity Assumption 2, if (Z, ν) are
restricted to any compact domain.
Proposition 9. Assume that the target distribution pi in Rd has a density w.r.t.
Lebesgue measure, which is differentiable, bounded, has super-exponential tails, i.e.,
lim sup
|x|→∞
〈
x
|x| ,∇ log pi(x)
〉
= −∞,
and satisfies the curvature condition
lim sup
|x|→∞
〈
x
|x| ,
∇ log pi(x)
|∇ log pi(x)|
〉
< 0,
where | · | and 〈·, ·〉 are the norm and the scalar product in Rd respectively. Let
k(x, y) be a Gaussian or Mate´rn kernel. Then the collection of Metropolis kernels
{PZ,ν}(Z,ν)∈Γ with the corresponding proposals {QZ,ν(x, ·)}(Z,ν)∈Γ, satisfy Assump-
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tion 1 and the simultaneous geometric drift Assumption 2 for any compact set Γ in
Rd×t+1.
Proof of Proposition 9. See Appendix A.

For the Air version of the KAMH, we update Z in Step 1 at the pre-specified
times (1.6), Ni, whereas the proposal ν in Step 4 could be updated at the times
bNil c for some integer l ≥ 1, in the same manner as in Algorithm 16 of Section 3.1.
Theorem 16. Assume that the target distribution is super-exponentially tailed, dif-
ferentiable, bounded, and (Z, ν) are restricted to any compact domain Γ ⊂ Rd×t+1.
Then for an Air version of the KAMH, i) - iii) of Theorem 10 hold.
Proof of Theorem 16. Follows from Proposition 9.

Remark. One can see that due to Step 1 of the KAMH, the adapted parameter
γ = (ν, Z) does not converge, since we randomly subsample Z infinitely often. Thus,
we can not apply iv) of Theorem 10 to derive the CLT.
3.5 Discussion
In this chapter we introduced a class of AMCMC algorithms, AirMCMC, where
adaptations are separated with a sequence of increasing lags {nk}. In Section 3.2
we have proved that the simultaneous or local simultaneous drift Assumptions 2 or
4, imply the SLLN, MSE convergence and, if the adapted parameter converges, the
CLT for the AirMCMC. The same technique was used to prove the SLLN and CLT
under the simultaneous polynomial drift Assumption 3.
In Sections 3.1 and 3.4 we have demonstrated that many of the known AM-
CMC can be put into the Air framework (Algorithms 4 and 17). In Section 3.4 we
have seen that this could lead to the algorithms with theoretical underpinning for
the asymptotic convergence properties of the averages (3.1). Moreover, empirically,
in Section 3.1 we have demonstrated that including a lag between the adaptations
does not necessarily slow down convergence of the adaptive algorithm. On the con-
trary, in Section 3.1.2, we have experienced computational speed up, since the Air
version of the adaptive algorithm spent less time adapting the parameter.
Our settings are different from what we have seen in the literature since
the diminishing adaptation condition (3.15) does not necessarily hold. As we have
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seen in Section 3.2.4, without the diminishing adaptation condition, the AirMCMC
algorithm might converge in distribution. This does not affect the properties of
ergodic averages (3.1), and also it is easy to impose the condition, which guarantees
convergence in distribution, as we have proven in Theorem 13 of Section 3.5.
We have discussed in Section 3.3 that our settings are closely related to the
ones of Gilks et al. [1998], where the authors consider AMCMC with adaptations
allowed to happen only at the regeneration times of the underlying Markov chains.
It follows, that in the settings of Gilks et al. [1998], one can establish the MSE
convergence and the CLT of the AMCMC. Unfortunately, the framework of Gilks
et al. [1998] is not useful in high dimensional settings, since the regeneration times
deteriorate to zero exponentially in dimension. On the other hand, by introducing a
sequence of increasing lags {nk} between adaptations, that grow sufficiently fast, the
underlying Markov chains between the adaptations regenerate with an increasing to
1 probability, which allows us to exploit technique of Gilks et al. [1998] in the proofs
of the main results.
An important open question about the design of AirMCMC algorithms is the
optimal choice of the sequence {nk} that could potentially be established through
information theoretical arguments (see MacKay [2003]).
3.6 Proofs for Section 3.2
In this section we prove the theorems and propositions from Section 3.2. We first
prove Theorems 10, 11 and 12. The rest of the results are proven in the same order
they appear in the paper. Accompanying lemmas are proven in Appendix B.
We start with the general approach valid for any of the Theorems 10, 11, 12.
Without loss of generality we assume pi(f) = 0. As before, N0 = 0, Ni = Ni−1 + ni.
The following lemma provides the rate of growth of Nk relative to k.
Lemma 6. For all β > 0 and n ≥ 1,
n∑
i=1
iβ =
1
1 + β
n1+β + o(n1+β), as n→∞.
It follows from Lemma 6, and the assumption (3.14), that for some cˆ > 0,
1
cˆ
k1+β ≥ Nk ≥ cˆk1+β. (3.18)
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For i ≥ 1 define
si(f) =
Ni−1∑
j=Ni−1
f(Xj).
For each i consider a Markov chain {Y (i)j } with a kernel PγNi−1 started at
XNi−1 , such that for j ∈ {0, .., ni − 1},
Y
(i)
j := XNi−1+j , (3.19)
and for j ≥ ni, {Y (i)j } evolves independently of {XNi , XNi+1, ..}.
Let T
(i)
k be the k-th regeneration time (see (3.12) for the definition) of the
chain Y
(i)
j . Set
T (i) := T
(i)
1
and
Ri(n) := inf{r ≥ 1 : T (i)r ≥ n}.
For i, j ≥ 1 define
ηi(f) =
T (i)−1∑
j=0
f(Y ij ), ξi(f) =
T
(i)
Ri(ni)
−1∑
j=T (i)
f(Y ij ),
ζi(f) =
T
(i)
Ri(ni)
−1∑
j=ni
f(Y ij ), ξi,j(f) =
T
(i)
j+1−1∑
m=T
(i)
j
f(Y im).
where ξi(f) := 0 if T
(i) = T
(i)
Ri(ni)
.
The partial sum si(f) can be represented as
si(f) = ηi(f) + ξi(f)− ζi(f).
For the average
SN (f) :=
N∑
j=0
f(Xj)
find k = k(N) such that Nk < N < Nk+1. We shall rewrite Sn as a sum of four
term each of which we analyse separately.
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SN (f) =
k∑
i=1
si(f) +
N∑
j=Nk
f(Xi)
=
k∑
i=1
ηi(f) +
k∑
i=1
ξi(f)−
k∑
i=1
ζi(f) +
N∑
j=Nk
f(Xi)
= Ξ
(1)
Nk
+ Ξ
(2)
Nk
+ Ξ
(3)
Nk
+ Ξ
(4)
Nk,N
.
(3.20)
Terms Ξ
(i)
Nk
, i ∈ {1, 3} and Ξ(4)Nk,N will be analysed later below with using
specific conditions of every theorem.
On the contrary, the main term Ξ
(2)
Nk
, containing most of the adaptive chain
trajectory, can be analysed similarly for all the theorems using the standard renewal
theory approach as suggested by Gilks et al. [1998]. We prove properties of Ξ
(2)
Nk
in
the following proposition.
Proposition 10. Suppose that the conditions of either Theorem 10, 11 or 12 hold.
Then
E(X0,γ0)
[
1
Nk
Ξ
(2)
Nk
]2
= O
(
1
Nk
)
. (3.21)
Assume also that the CLT asymptotic variance σ2(f, Pγ) is a continuous function
of γ and γNk → γ∞ ∈ Γ. If also, σ2∞ := σ2(f, Pγ∞) > 0, then
1√
Nk
Ξ
(2)
Nk
d−→ N(0, σ2∞). (3.22)
Proof of Proposition 10. First, note that simultaneous minorisation condition
(3.8) yields that
µ := Eν,γT (3.23)
is independent of γ, since E(ν,γ)T = 1δpi(C) (see (3.3.6) and (3.5.2) of Nummelin
[2002]).
Note that ξi(f) can be written as
ξi(f) =
Ri(ni)−1∑
j=1
ξi,j(f).
Introduce a filtration
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F0 = {∅},Fi = σ
{
Fi−1 ∪
{
Y
(i)
0 , .., Y
(i)
T
(i)
Ri(ni)
−1
}}
. (3.24)
The sequence {ξi} is adapted to Fi. Note that conditionally on Fi−1, variables
{(ξi,j , T (i)j+1 − T (i)j )}j≥1 are i.i.d. as tours between regenerations of a Markov chain.
Therefore, we can use first Wald’s identity in order to get the following representa-
tion:
E(X0,γ0)
[
ξi+1|Fi
]
= E(X0,γ0)
[
ξi+1,1|Fi
]
E(X0,γ0)
[
Ri+1(ni+1)− 1|Fi
]
. (3.25)
and use relations (3.3.7), (3.5.1) of Nummelin [2002] to see that
E(X0,γ0)
[
ξi+1,j |Fi
]
= pi(f)µ. (3.26)
Therefore, since pi(f) = 0 by the assumption, (3.25) and (3.26) imply
E(X0,γ0)[ξi+1|Fi] = 0,
whence
E(X0,γ0)[ξiξi+1] = E(X0,γ0)
[
E[ξiξi+1|Fi]
]
= E(X0,γ0)
[
ξiE[ξi+1|Fi]
]
= 0.
We conclude that for i 6= j,
E(X0,γ0)[ξiξj ] = 0.
It follows,
E(X0,γ0)
[(
Ξ
(2)
Nk
)2]
=
k∑
i=1
E(X0,γ0) [ξi]
2 . (3.27)
To establish (3.21) we need an upper bound on the right hand side of (3.27). An
appropriate bound is derived by  Latuszyn´ski et al. [2013a]. Combining (3.12) and
(3.14) from the aforementioned paper, we get
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E(X0,γ0) [ξi]
2 ≤ sup
γ
σ2(f, Pγ)(ni + 2µ),
providing an upper bound for every k ≥ 1,
E(X0,γ0)
[(
Ξ
(2)
Nk
)2]
≤ sup
γ
σ2(f, Pγ) (Nk − 2µk) . (3.28)
Theorems 4.2 and 5.2 of  Latuszyn´ski et al. [2013a] and Theorem 6 of Chapter
2 imply that any of the (local) simultaneous drift Assumptions 2, 4, or 3 imply
sup
γ
σ2(f, Pγ) <∞.
Therefore, together with (3.18) and (3.28), this implies the first part of the
proposition, i.e., the MSE convergence (3.21).
We shall now establish the CLT (3.22).
Consider also a filtration {F˜n} that is defined as follows. For
(i, j) ∈ {(m, 1), .., (m,nm) : m ≥ 1}, define
F˜0 = {∅}, F˜Ni−1+j = σ
{
F˜Ni−1+j−1 ∪ σ
{
Y
(i)
T
(i)
j
, .., Y
(i)
T
(i)
j+1−1
}
∪ {T (i)j+1}
}
, (3.29)
where {Y (i)n } is defined in (3.19). Let
ξ˜i,j(f) = ξi,jI{T (i)j <ni}
.
Lexicographically ordered sequence {ξ˜i,j} is adapted to the filtration {F˜n},
i.e., ξi,j is measurable w.r.t. F˜Ni−1+j . Moreover, since T (i)Ri(ni) ≤ T
(i)
ni ,
ξi(f) =
ni−1∑
j=1
ξ˜i,j(f),
and conditionally on F˜Ni−1+j−1,
E(X0,γ0)[ξ˜i,j |F˜Ni−1+j−1] = I{T (i)j <ni}E(ν,γNi )
[
ξi,j
∣∣∣F˜Ni−1+j−1
]
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= I{T (i)j <ni}
pi(f)µ = 0,
where the second equality follows from (3.26).
The desired CLT (3.22) would follow from the martingale CLT (see Theorem
2.2 in Dvoretzky [1972]) for {ξ˜i,j(f)}, once we show that
1
Nk
k∑
i=1
ni−1∑
j=1
E(X0,γ0)
[
ξ˜2i,j |F˜Ni−1+j−1]
]
P−→ σ2∞ (3.30)
for σ2∞ > 0 defined in the statement of the proposition.
Using identity (3.12) of  Latuszyn´ski et al. [2013a], we can write
1
Nk
k∑
i=1
ni−1∑
j=1
E(X0,γ0)
[
ξ˜2i,j |F˜Ni−1+j−1
]
=
1
Nk
k∑
i=1
ni−1∑
j=1
σ2
(
f, PγNi−1
)
µI{T (i)j <ni}
=
1
Nk
k∑
i=1
σ2
(
f, PγNi−1
)
µ(Ri(ni)− 1)
=
1
Nk
k∑
i=1
σ2
(
f, PγNi−1
)
µRi(ni) +O
(
1
Nk
k∑
i=1
σ2
(
f, PγNi−1
))
=
1
Nk
k∑
i=1
σ2
(
f, PγNi−1
)
(µRi(ni)− ni) +
k∑
i=1
σ2
(
f, PγNi−1
) ni
Nk
+ o(1),
where we used O
(
1
Nk
∑k
i=1 σ
2
(
f, PγNi−1
))
= o(1) due to Lemma 6.
Lemma 7. There exists a constant M <∞ such that
sup
γ∈Γ
E(ν,γ)
∣∣∣µRi(ni)− ni∣∣∣ ≤M(1 +√ni)
It follows from the lemma and (3.18),
1
Nk
k∑
i=1
σ2
(
f, PγNi−1
)
sup
γ∈Γ
E(ν,γ)
∣∣∣E(ν,γ)[T (i)]Ri(ni)− ni∣∣∣
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≤ sup
γ∈Γ
σ2 (f, Pγ)
k∑
i=1
M(1 +
√
ni)
Nk
= O
(
k1+β/2
k1+β
)
= O
(
1
kβ/2
)
.
Therefore,
lim
k→∞
1
Nk
k∑
i=1
ni−1∑
j=1
E(X0,γ0)
[
ξ˜2i,j |F˜Ni+j−1
]
= lim
k→∞
k∑
i=1
σ2
(
f, PγNi−1
) ni
Nk
.
Since we assume that σ2 (f, Pγ) is a continuous function of γ, we have σ
2
(
f, PγNk
)
→
σ2∞ as k →∞, and thus (3.30) holds, whence the CLT (3.22) follows.

3.6.1 Proof of Theorem 10
We can control the terms Ξ
(4)
Nk,N
, Ξ
(j)
Nk
, j ∈ {1, 3} from the decomposition (3.20)
using the following lemma
Lemma 8. Under conditions of Theorem 10, there exists M <∞ such that
sup
j
EX0,γ0V (Xj) ≤M. (3.31)
Jensen’s inequality implies
E(X0,γ0)
[ (
Ξ
(1)
Nk
)2 ] ≤ k k∑
i=1
E(X0,γ0)
[
(ηi)
2
]
.
Theorem 4.2 of  Latuszyn´ski et al. [2013a] yields that for some M̂ < ∞ and
all i ≥ 1,
E(X0,γ0)
[
η2i
] ≤ M̂E(X0,γ0) [V (XNi)] .
Thus, together with Lemma 8 we obtain the bound
E(X0,γ0)
[ (
Ξ
(1)
Nk
)2 ]
(3.32)
≤ k2M̂ sup
j≥0
(
E(X0,γ0)
[
V (XNj )
]) ≤ k2M̂M = O(k2).
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Similarly,
E(X0,γ0)
[ (
Ξ
(3)
Nk
)2 ] ≤ k k∑
i=1
E(X0,γ0)
[
(ζi)
2
]
(3.33)
≤ k2M̂ sup
j≥0
(
E(X0,γ0)
[
V (XNj )
]) ≤ k2M̂M = O(k2).
Using the decomposition (3.20) and bounds (3.21), (3.32) and (3.33), the
triangle inequality yields
E(X0,γ0)
[
SNk(f)
]2
= O (Nk) +O
(
k2
)
+O (k2) . (3.34)
Notice, the adaptive chain {Xn} is Markov on the interval [Nk, N ] and thus,
Theorem 4.2 of  Latuszyn´ski et al. [2013a] can be applied to bound EX0,γ0
[
Ξ
(4)
Nk,N
]2
.
We get, that for some M̂ <∞,
EX0,γ0
[
Ξ
(4)
Nk,N
]2 ≤ M̂nk sup
j≥0
(
E(X0,γ0)
[
V (XNj )
])
= O(nk) = O(kβ), (3.35)
where we used the theorem assumption nk = O(kβ).
Finally, (3.34) and (3.35) combined together imply
MSE(pˆiN (f)) = O
(
1
Nk
)
+O
(
k2
N2k
)
= O
(
1
k1+β
)
+O
(
1
k2β
)
, (3.36)
where for the second equality we used (3.18).
We shall prove every statement of the theorem below.
i) If β ∈ [0, 1], the right hand side of (3.36) converges to zero at rate k2β,
which is due to (3.18) equal to the rate of N
2β
1+β .
ii) If β ≥ 1, the rate of convergence in (3.36) is k1+β, which is due to (3.18)
precisely the rate at which N grows.
iii) For β > 1/2 we have that for any ε > 0, using (3.36) and Chebyshev’s
inequality,
P(X0,γ0) (|pˆiNk(f)| > ε) = O
(
1
k1+β
)
+O
(
1
k2β
)
,
so that
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∑
k≥1
P(X0,γ0) (|pˆiNk(f)| > ε) <∞
and by Borel-Cantelli lemma we ensure that lim supk→∞
∣∣∣pˆiNk(f)∣∣∣ < ε. Since
pˆiN =
Nk
N
pˆiNk +
1
N
Ξ
(4)
Nk,N
,
in order to get the SLLN for pˆiN , it is enough to show that
1
NΞ
(4)
Nk,N
a.s.−−→ 0. Cheby-
shev’s inequality and (3.35) imply that for some M <∞
∑
N≥1
P(X0,γ0)
(∣∣∣Ξ(4)Nk,N ∣∣∣ ≥ Nε
)
≤M
∑
k≥1
n2k
N2k
, (3.37)
where we used N ≥ Nk. (3.14) and (3.18) imply that n
2
k
N2k
= O ( 1
k2
)
so that the right
hand side of (3.37) is finite, whence using Borel-Cantelli lemma, we conclude the
SLLN for pˆiN .
iv) We shall use Proposition 10. In order to get the CLT for (3.22) we need
to show continuity of the asymptotic variance σ2 (f, Pγ) in γ ∈ Γ for functions f
such that ‖f‖V 1/2 <∞.
Recall that without loss of generality we assume pi(f) = 0. From Section
17.4.2 of Meyn and Tweedie [2009], the asymptotic variance in the CLT can be
written as
σ2 (f, Pγ) = pi(fˆ
2 − {Pγ(fˆ)}2) = 2pi(fˆf)− pi(f2), (3.38)
where fˆ = fˆ (γ) solves the Poisson equation
fˆ − Pγ(fˆ) = f. (3.39)
For parameters γ1, γ2 ∈ Γ, we can bound
∣∣∣σ2 (f, Pγ1)− σ2 (f, Pγ2) ∣∣∣ ≤ 2pi (|fˆ (γ1) − fˆ (γ2)| · f) (3.40)
≤ 2Mpi
(
|fˆ (γ1) − fˆ (γ2)| · V 1/2
)
≤Mpi(V )‖fˆ (γ1) − fˆ (γ2)‖V 1/2 , (3.41)
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where we used that for some M <∞,
|f | ≤MV 1/2
and
|fˆ (γ1) − fˆ (γ2)| ≤ V 1/2‖fˆ (γ1) − fˆ (γ2)‖V 1/2 .
Under conditions of the theorem it follows from Section 4.2 of Glynn and
Meyn [1996] that ‖fˆ (γ)‖V 1/2 <∞ and fˆ (γ) is continuous in V 1/2−norm as a function
of γ. Combining these observations together with (3.40), we conclude that σ2γ(f) is
a continuous function of γ, so that
σ2
(
f, PγNi−1
)
→ σ2∞ := σ2 (f, Pγ∞) ,
whence (3.22) follows.
It is left to notice that (3.18), (3.32), (3.33) and (3.35) imply that 1√
N
Ξ
(4)
Nk,N
P−→
0 and 1√
N
Ξ
(i)
N
P−→ 0 for i ∈ {1, 3}, if β > 1.

3.6.2 Proof of Theorem 11
Let V1, .., Vm and F1, .., Fm be the finite collection of drift functions and finite parti-
tion of Γ from Theorem 6 of Chapter 2. On Γ define a function r that maps r(γ) = j
if γ ∈ Fj . Theorem 7 of Chapter 2 implies that
sup
n
E(X0,γ0)Vr(γn)(Xn) <∞.
The rest of the proof is identical to the proof of Theorem 10 where V (x) is substituted
with Vr(γ)(x) and V (Xn) with Vr(γn)(Xn).

3.6.3 Proof of Theorem 12
In view of Propositon 10, (3.21) together with the Chebyshev’s inequality imply
that for any ε > 0,
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P(X0,γ0)
(∣∣∣∣∣Ξ
(2)
Nk
Nk
∣∣∣∣∣ ≥ ε
)
= O
(
1
Nk
)
. (3.42)
Lemma 8 that we used to control Ξ
(1)
Nk
, Ξ
(3)
Nk
, Ξ
(4)
Nk,N
in the proof of Theorem
10 does not apply for the polynomial ergodicity Assumption 3. On the other hand,
the following alternative holds.
Lemma 9. Under conditions of Theorem 12, there exists M <∞ such that for all
n > 0 and m ≥M ,
P(X0,γ0)
(
V 2α−1(Xn) > m
) ≤MV (X0) log(1 +m)
m
. (3.43)
Lemma 9 implies that for arbitrary fixed δ > 0,
∞∑
i=k
P(X0,γ0)
(
V 2α−1(XNk) > k
1+δ
)
<∞. (3.44)
Define sets.
Ek :=
{
V (XNk) < k
1+δ
2α−1
}
, Am = ∩k≥mEk. (3.45)
Borel-Cantelli lemma together with (3.44) imply
P(X0,γ0)
(
lim inf
k→∞
Ek
)
= 1. (3.46)
and, in particular, for every m ≥ 1 we have
lim
m→∞P(X0,γ0) (Am) = 1. (3.47)
Lemma 9 and (3.47) imply that for every ε > 0, m ≥ 1 and s > 0,
lim
k→∞
P(X0,γ0)
(
Am,
∣∣∣∣∣Ξ
(1)
Nk
Nsk
∣∣∣∣∣ > ε
)
= lim
k→∞
P(X0,γ0)
(
1
Nsk
∣∣∣∣∣
k∑
i=1
ηiIEi
∣∣∣∣∣ > ε
)
, (3.48)
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lim
k→∞
P(X0,γ0)
(
Am,
∣∣∣∣∣Ξ
(3)
Nk
Nsk
∣∣∣∣∣ > ε
)
= lim
Nk→∞
P(X0,γ0)
(
1
Nsk
∣∣∣∣∣
k∑
i=1
ζiIEi
∣∣∣∣∣ > ε
)
, (3.49)
where we notice,
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(1)
Nk
Nsk
∣∣∣∣∣ > ε
)
= P(X0,γ0)
(
1
Nsk
∣∣∣∣∣
k∑
i=1
ηiIEi
∣∣∣∣∣ > ε
)
,
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(3)
Nk
Nsk
∣∣∣∣∣ > ε
)
= P(X0,γ0)
(
1
Nsk
∣∣∣∣∣
k∑
i=1
ζiIEi
∣∣∣∣∣ > ε
)
.
Jensen’s inequality, Theorem 5.2 of  Latuszyn´ski et al. [2013b], (3.45) and
Lemma 6 imply that for some M̂ <∞,
E(X0,γ0)
( k∑
i=1
ηiIEi
)2 ≤ k k∑
i=1
EX0,γ0 [ηiIEi ]
2 ≤
≤ kM̂
k∑
i=1
E
[
V α(XNi)IEi
]
≤ kM̂
k∑
i=1
i
α(1+δ)
2α−1 = O
(
k2+
α(1+δ)
2α−1
)
,
and, similarly,
E(X0,γ0)
( k∑
i=1
ζiIEi
)22 = O(k2+α(1+δ)2α−1 )
Applying Chebyshev’s inequality to (3.48) and (3.49) we obtain,
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(1)
Nk
Nsk
∣∣∣∣∣ > ε
)
= O
(
k2+
α(1+δ)
2α−1
N2sk
)
= O
(
k
α(1+δ)
2α−1 +(2−2s)−2βs
)
, (3.50)
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(3)
Nk
Nsk
∣∣∣∣∣ > ε
)
= O
(
k2+
α(1+δ)
2α−1
N2sk
)
= O
(
k
α(1+δ)
2α−1 +(2−2s)−2βs
)
, (3.51)
where we used (3.18).
Since the adaptive chain {Xn} is Markov on [Nk, N ], we can apply Theorem
5.2 of  Latuszyn´ski et al. [2013a] to bound Ξ
(4)
Nk,N
:
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(4)
Nk,N
Nsk
∣∣∣∣∣ > ε
)
= O
(
k
α(1+δ)
2α−1 nk
N2sk
)
= O
(
k
α(1+δ)
2α−1 +β
k2s+2βs
)
(3.52)
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and for all m ≥ 1,
lim
k→∞
P(X0,γ0)
(
Am,
∣∣∣∣∣Ξ
(4)
Nk,N
Nsk
∣∣∣∣∣ > ε
)
= lim
k→∞
P(X0,γ0)
(
A1,
∣∣∣∣∣Ξ
(4)
Nk,N
Nsk
∣∣∣∣∣ > ε
)
. (3.53)
We shall prove every statement of the theorem below.
i) If β > α4α−2 , then for sufficiently small δ > 0,
lim
N→∞
k
α(1+δ)
2α−1 −2β = 0.
Therefore, the right hand side of (3.42), (3.50), (3.51) and (3.52) converges to zero
when s = 1. Therefore, by taking limit m → ∞ in (3.48), (3.49) and (3.53) we
derive the WLLN for pˆiN .
ii) For β > 1/2 + α4α−2 , in the same manner as in the proof of Theorem 10,
using (3.42) and (3.50), (3.51), we could establish that
∑
k≥1
P(X0,γ0) (A1, |pˆiNk(f)| > ε) <∞.
and use Borel-Cantelli lemma to establish the SLLN for pˆiNk(f)I{A1}. Then from
(3.52) and Borel-Cantelli lemma, we could derive the SLLN for pˆiN (f)I{A1} and use
(3.46) to ensure that the SLLN holds for pˆiN (f).
iii) We shall use Proposition 10 in order to get the CLT for
Ξ
(2)
Nk√
Nk
. The CLT
would follow if we show that σ2 (f, Pγ) is a continuous function of γ.
Consider the following representation of the asymptotic variance (see, e.g.,
Section 17.4.3 of Meyn and Tweedie [2009]):
σ2 (f, Pγ) = pi
(
f2
)
+ 2
∞∑
i=1
E(pi,γ)f(X0)f(Xi),
where without loss of generality we assume pi(f) = 0.
It is known that ‖Pnγ −pi‖V α3/2−1 converges to zero at a polynomial rate (see,
e.g., 3.6 of Jarner and Roberts [2002]). Theorem 6 of Fort and Moulines [2003]
provides a quantitative bound on the rate of convergence in terms of polynomial
drift coefficients. In particular, it follows that for any κ ∈
[
1, 11−α
]
and δ > 0, there
exists some M = M(κ) <∞, such that
nκ−1−δ‖Pnγ (x, ·)− pi(·)‖V 1−κ(1−α) ≤MV 1−κ(1−α)(x).
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By the theorem assumption α > 2/3. Thus, for κ = 2−α3/21−α and appropriate
δ > 0, we have
n3/2‖Pnγ (x, ·)− pi(·)‖V α3/2−1 ≤MV α3/2−1(x).
Note that
E(x,γ)f(X0)f(Xi) < |f(x)|‖P iγ(x, ·)− pi(·)‖V α3/2−1 ≤Mi−3/2V 3α−2(x).
Since pi
(
V 3α−2
)
<∞ (see Proposition 5.4 of  Latuszyn´ski et al. [2013a]), we
have that for any ε > 0, there exists N = N(ε) <∞, such that
σ2 (f, Pγ) ≤ pi
(
f2
)
+ 2
N∑
i=1
E(pi,γ)f(X0)f(Xi) + ε. (3.54)
For any parameters γ ∈ Γ and a sequence {γn} ⊂ Γ, (3.54) implies
∣∣∣σ2 (f, Pγ)− σ2 (f, Pγn) ∣∣∣ = 2
∣∣∣∣∣
N∑
i=1
E(pi,γ)f(X0)f(Xi)
−
N∑
i=1
E(pi,γn)f(X0)f(Xi)
∣∣∣∣∣+ ε
≤ 2
N∑
i=1
∫
|f(y)|
∣∣∣∣∣ (P iγf) (y)− (P iγnf) (y)
∣∣∣∣∣pi(dy) + ε.
(3.55)
Since Pγ is a continuous operator in V
α3/2−1−norm, there exists δ˜ > 0, such
that for ‖γ − γn‖ < δ˜, and i ∈ {1, .., N},
sup
x
‖P iγ(x, ·)− P iγn(x, ·)‖V α3/2−1
V α3/2−1(x)
≤ ε
Npi (V 3α−2)
,
where we note that pi
(
V 3α−2
)
< ∞ (see Proposition 5.4 of  Latuszyn´ski et al.
[2013a]).
Therefore, since |f | ≤ M̂V α3/2−1 for some M̂ <∞, (3.55) implies
∣∣∣σ2 (f, Pγ)− σ2 (f, Pγn) ∣∣∣ ≤ 2M̂2 N∑
i=1
∫
ε
Npi (V 3α−2)
V 3α−2pi(dy) + ε
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=
(
M̂2 + 1
)
ε.
We conclude that σ2 (f, Pγ) is a continuous function of γ. Thus, (3.22)
follows.
Taking s = 1/2 in (3.48) - (3.53), we conclude that for β > 1 + α2α−1 , we have
1√
N
Ξ
(4)
Nk,N
P−→ 0 and 1√
N
Ξ
(i)
N
P−→ 0 for i ∈ {1, 3}.

Proof of Proposition 5.
Lemma 10. For any δ > 0 and p > 2 + δ,
E(ν,γ)
T−1∑
j=0
f(Xj)
2+δ
≤
(
E(ν,γ)
[
T
(2+δ)(p−1)
p−2−δ
]) p−2−δ
p
E(ν,γ)
T−1∑
j=0
f(Xj)
p

2+δ
p
.
(3.56)
From Theorem 4.1 of Roberts and Tweedie [1999] it follows that for any
κ > 1, there exists a constant C(κ) depending only on the drift coefficients, such
that
E(ν,γ) [T κ] ≤ C(κ),
implying that
sup
γ
E(ν,γ) [T κ] <∞.
We are left to show that we can find p > 2, such that
sup
γ∈Γ
E(ν,γ)
T−1∑
j=0
f(Xj)
p
 <∞ (3.57)
By the assumption of the proposition, the function f is such that ‖f‖V 1/2−δ < ∞
for some δ > 0. Therefore, there exists p > 2, such that |fp(x)| ≤MV (x) for some
M <∞ and all x. Identity (3.26) yields (3.57), which finishes the proof.

Proof of Proposition 6.
Let V1, .., Vm be the finite collection of drift functions from Theorem 6 of
Chapter 2. As in the proof of Proposition 5, we can use Theorem 4.1 of Roberts and
Tweedie [1999], to establish that for any κ > 1 there exists a constant C(κ) depend-
ing only on the drift coefficients such that E(ν,γ) [T κ] ≤ C(κ), so that supγ E(ν,γ) [T κ] <
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∞, and thus, conclude the proposition statement.

Proof of Proposition 7.
From Theorem 4 of Douc et al. [2008] it follows that there exists a constant
C depending only on the drift coefficients such that
E(ν,γ)
[
T
α
1−α
]
≤ C,
implying that
sup
γ
E(ν,γ)
[
T
α
1−α
]
<∞. (3.58)
We shall use Lemma 10. For the right hand side of (3.56) to be finite for
some δ > 0, we need:
(a) ‖fp‖V α <∞ (see Proposition 5.4 of  Latuszyn´ski et al. [2013a]);
(b) E(ν,γ)
[
T
(2+δ)(p−1)
p−2−δ
]
<∞ for some δ < 0.
It follows from (3.58), that in order to satisfy (b), α and p should be chosen
so that
2(p− 1)
p− 2 <
α
1− α.
Since p > 2 and α > 2/3, we have to choose p such that
p >
4α− 2
3α− 2 .
Note that ‖fp‖V α < ∞ iff ‖f‖V α/p < ∞. Thus, we conclude that any func-
tion f for which ‖f‖
V
α(3α−2)
4α−2 −δ
<∞ for some δ > 0, satisfies (a) and (b), and thus,
the Assumption 5 holds for f .

3.6.4 Proof of Theorem 13
Ergodicity follows from Theorem 3 of Bai et al. [2011] in case conditions (a) holds,
and from Theorem 7 of Chapter 2 in case conditions (b) are satisfied.
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For the case (c), we could use Theorem 5 of Bai et al. Bai et al. [2011],
provided that there exists b′ > b such that for all x /∈ C
cV α(x) ≥ b′. (3.59)
However, since we assume that all level sets of V are uniform small sets, the condi-
tion (3.59) is fulfilled by virtue of Corollary A.2 of Atchade´ and Fort [2010].

3.6.5 Proof of Theorem 14
Since sequence {ni} satisfies (3.14), in order to prove statements of Theorems 10,
11, or 12 we could literally repeat the proofs of the theorems, where the filtrations
(3.24) and (3.29) should be substituted with
F0 = {∅},Fi = σ
{
Fi−1 ∪ {Y (i)0 , .., Y (i)T (i)
R(ni)
−1} ∪ {ni}
}
,
and for (i, j) ∈
{
(m, 1), ..,
(
m,n?m + bn?mcδ
)
: m ≥ 1
}
, with
F˜0 = {∅}, F˜Ni−1+j = σ
{
F˜N?i−1+j−1 ∪ σ
{
Y
(i)
T
(i)
j
, .., Y
(i)
T
(i)
j+1−1
}
∪ {T (i)j+1} ∪ {ni}
}
,
respectively. Here we set N?k =
∑k
i=0
(
n?i + bn?i cδ
)
and n?0 = 0.
It is left to notice that the diminishing condition (3.15) holds, since kernels
Pγn and Pγn+1 are the same with high probability by construction of Algorithm 18.

3.7 Appendix A
Proof of Proposition 8. One can easily see that C := {1, 3} is a small set
for Pγ , γ ∈ Γ, i.e, (3.8) holds. Also define a function V as: V (1) = V (3) = 1,
V (2) = V (4) = 8; constant λ := 78 . Then for any ε such that 1 − ε − ε3 ≥ 2ε, the
simultaneous geometric drift condition (3.9) holds. Indeed,
P1V (2) =
1
2
× V (1) + 1
2
× V (3) = 1 < 7 = λV (2),
P2V (2) =
1
4
× V (1) + 1
4
× V (3) + 1
4
× V (4) + 1
4
× V (2) = 9
2
< 7 = λV (2),
111
and
P1V (4) =
1
2
× V (3) + 1
2
× V (4) = 9
2
< 7 = λV (4),
P2V (4) =
1
4
× V (3) + 1
4
× V (2)× 2ε
3
1− ε− ε3 +
+
1
4
× V (4)×
(
1− 2ε
3
1− ε− ε3
)
+
1
2
× V (4) = 25
4
< 7 = λV (4).
Therefore, by virtue of Theorem 10, the SLLN holds.
However, the adaptive chain fails to be ergodic for small enough ε > 0 (recall
that pi(1) = ε). It suffices to show that for some δ > 0 and small enough ε > 0,
lim sup
k→∞
P(X
2k2+2
= 1) > pi(1) + δ. (3.60)
Using Markov property and the definition of the Algorithm 19, we get,
P(X
2k2+2
= 1|γ
2k2
= 1)
≥ P(X
2k2+2
= 1, X
2k2+1
= 3, X
2k2
= 4, |γ
2k2
= 1)
+ P(X
2k2+2
= 1, X
2k2+2
= 1, X
2k2
= 1, |γ
2k2
= 1)
= P2(X2k2+2 = 1|X2k2+1 = 3)× P1(X2k2+1 = 3|X2k2 = 4)
× P(X
2k2+2
= 4|γ
2k2
= 1)
+ P1(X2k2+2 = 1|X2k2+1 = 1)× P2(X2k2+1 = 1|X2k2 = 1)
× P(X
2k2
= 1|γ
2k2
= j)
=
1
4
2ε
1− ε− ε3 ×
1
2
× P(X
2k2
= 4|γ
2k2
= 1)
+
(
1
2
+
1
2
(1− ε2)
)
×
(
1
2
+
1
2
(1− ε2)
)
× P(X
2k2
= 1|γ
2k2
= j).
Similarly,
P(X
2k2+2
= 1|γ
2k2
= 2)
≥ P(X
2k2+2
= 1, X
2k2+1
= 3, X
2k2
= 4, |γ
2k2
= 2)
+ P(X
2k2+2
= 1, X
2k2+2
= 1, X
2k2
= 1, |γ
2k2
= 2)
+ P(X
2k2+2
= 1, X
2k2+2
= 1, X
2k2
= 3, |γ
2k2
= 2)
= P2(X2k2+2 = 1|X2k2+1 = 3)× P2(X2k2+1 = 3|X2k2 = 4)
× P(X
2k2+2
= 4|γ
2k2
= 2)
+ P1(X2k2+2 = 1|X2k2+1 = 1)× P2(X2k2+1 = 1|X2k2 = 1)
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× P(X
2k2
= 1|γ
2k2
= 2)
+ P1(X2k2+2 = 1|X2k2+1 = 1)× P2(X2k2+1 = 1|X2k2 = 3)
× P(X
2k2
= 3|γ
2k2
= 2)
=
1
4
2ε
1− ε− ε3 ×
1
4
× P(X
2k2
= 4|γ
2k2
= 1)
+
(
1
2
+
1
2
(1− ε2)
)
×
(
1
2
+
1
4
(1− ε2)
)
× P(X
2k2
= 1|γ
2k2
= j)
+
(
1
2
+
1
2
(1− ε2)
)
× 1
4
2ε
1− ε− ε3 × P(X2k2 = 3|γ2k2 = 2).
For j ∈ {1, 2},
lim
k→∞
P(X
2k2
= 1|γ
2k2
= j) = pi(1) = ε,
lim
k→∞
P(X
2k2
= 3|γ
2k2
= j) = pi(3) =
1− ε− ε3
2
,
and
lim
k→∞
P(X
2k2
= 4|γ
2k2
= j) = pi(4) =
1− ε− ε3
2
,
whence (3.60) follows, which finishes the proof.

Proof of Proposition 9. For every γ := (Z, ν) let Pγ be the Metropolis-Hastings
kernel corresponding to the proposal Qγ . Let the corresponding acceptance ratio
be αγ(x, y) = min
{
1,
pi(y)qγ(y,x)
pi(x)qγ(x,y)
}
, where qγ(y, x) is the density of Qγ w.r.t. the
Lebesgue measure.
Let P0 be the Metropolis-Hastings kernel that corresponds to a proposal
Q0(x, ·) = N(x, κI) with the corresponding density q0(x, y). One can conclude from
the representation (3.17) that for the Gaussian and Mate´rn kernels there exists
β > 0, such that for a matrix norm ‖ · ‖,
‖M(Z, x)‖ = O
(
exp
(
− max
i∈{1,..,t}
|Zi − x|/β
))
, |x| → ∞, (3.61)
where we used an asymptotic result for modified Bessel functions
Pv(|x|) ∼
√
pi/2|x| exp(−|x|), |x| → ∞ (see equation 10.25.3 DLMF).
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Since the target distribution pi has super-exponential tails and satisfies the
curvature condition, it follows from Theorem 4.3 of Jarner and Hansen [2000], that
the kernel P0 is geometrically ergodic, in particular, the drift function can be chosen
as V (x) := a√
pi(x)
≥ 1 for some constant 0 < a <∞, so that
lim sup
|x|→∞
P0V (x)
V (x)
< 1.
We shall show that (3.61) implies that for any bounded closed (i.e., compact) set Γ
lim sup
|x|→∞
sup
γ∈Γ
PγV (x)
V (x)
< 1, (3.62)
whence we conclude that Assumption 2 holds. Note that, it is easy to check that
the simultaneous minorisation Assumption 1 holds, since κ > 0 in the definition of
Qγ , (3.16).
We observe that (3.62) follows if we show that for every ε > 0, there exists
T <∞, such that
sup
γ∈Γ,|x|>T
|PγV (x)− P0V (x)|
V (x)
< ε. (3.63)
One can rewrite the difference
PγV (x)− P0V (x) =
∫
V (y)αγ(x, y)qγ(x, y)dy −
∫
V (y)α0(x, y)q0(x, y)dy
+ V (x)
∫
(α0(x, y)q0(x, y)− αγ(x, y)qγ(x, y)) dy,
where α0(x, y) = min
{
1, pi(y)pi(x)
}
. Since (3.61) holds,
lim sup
|x|→∞
∫
|αγ(x, y)qγ(x, y)− α0(x, y)q0(x, y)|dy = 0.
Therefore, to establish (3.63), it suffices to show that for large T ,
sup
γ∈Γ,|x|>T
1
V (x)
∫
V (y)
∣∣∣αγ(x, y)qγ(x, y)dy − α0(x, y)q0(x, y)∣∣∣dy < ε.
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Let hγ(x, y) = V (y)
∣∣∣αγ(x, y)qγ(x, y)− α0(x, y)q0(x, y)∣∣∣ and
Iγ(x) =
∫
hγ(x, y)dy. Introduce sets
A1 = A1(x) = {y : pi(y) > pi(x)},
A2 = A2(x) =
{
y :
pi(y)
pi(x)
qγ(y, x)
qγ(x, y)
> 1
}
,
and rewrite
Iγ(x) =
∫
Ac1∩Ac2
hγ(x, y)dy +
∫
A1∩A2
hγ(x, y)dy +
∫
A1∩Ac2
hγ(x, y)dy (3.64)
+
∫
Ac1∩A2
hγ(x, y)dy =: I1(x, γ) + I2(x, γ) + I3(x, γ) + I4(x, γ). (3.65)
We obtain the following bounds.
I1(x, γ)
V (x)
=
∫
Ac1∩Ac2
|qγ(y, x)− q0(x, y)|pi(y)
pi(x)
V (y)
V (x)
dy
=
∫
Ac1∩Ac2
|qγ(y, x)− q0(x, y)|
√
pi(y)√
pi(x)
dy ≤
∫
|qγ(y, x)− q0(x, y)|dy,
since pi(y)pi(x) ≤ 1 on Ac1 ∩Ac2.
I2(x, γ)
V (x)
=
∫
A1∩A2
|qγ(x, y)− q0(x, y)|V (y)
V (x)
dy ≤
∫
|qγ(x, y)− q0(x, y)|dy
since V (y)V (x) < 1 on A1.
I3(x, γ)
V (x)
=
∫
A1∩Ac2
∣∣∣∣pi(y)pi(x)qγ(y, x)− q(x, y)
∣∣∣∣ V (y)V (x)dy
≤
∫
A1∩Ac2
|qγ(y, x)− q0(x, y)| dy +
∫
A1∩Ac2
qγ(y, x)
(
pi(y)
pi(x)
− 1
)
dy
≤
∫
|qγ(y, x)− q0(x, y)| dy +
∫
|qγ(x, y)− qγ(y, x)|dy,
since on A1 ∩Ac2, V (y)V (x) < 1, 0 < pi(y)pi(x) − 1 ≤ qγ(x,y)−qγ(y,x)qγ(y,x) .
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Finally,
I4(x, γ)
V (x)
=
∫
Ac1∩A2
∣∣∣∣qγ(x, y)− pi(y)pi(x)q0(x, y)
∣∣∣∣ V (y)V (x)dy
≤
∫
Ac1∩A2
|qγ(x, y)− q0(x, y)|
√
qγ(y, x)√
qγ(x, y)
dy
+
∫
Ac1∩A2
q0(x, y)
(
1− pi(y)
pi(x)
) √
qγ(y, x)√
qγ(x, y)
dy
≤
∫
|qγ(x, y)− q0(x, y)|
√
qγ(y, x)√
qγ(x, y)
dy
+
∫
Ac1∩A2
q0(x, y)
(
1− qγ(x, y)
qγ(y, x)
) √
qγ(y, x)√
qγ(x, y)
dy,
where we used that on Ac1 ∩A2, V (y)V (x) <
√
qγ(y,x)√
qγ(x,y)
and 0 ≤ 1− pi(y)pi(x) < qγ(y,x)−qγ(x,y)qγ(y,x) .
Because of the bound (3.61), it is easy to verify, using Lebesgue dominated
convergence theorem, that for every ε > 0 and compact set Γ, there exists T < ∞
such that for i ∈ {1, 2, 3, 4},
sup
γ∈Γ, |x|>T
Ii(x, γ)
V (x)
< ε.

3.8 Appendix B
Proof of Lemma 6. The lemma follows from Beardon [1996]. See formula (2.3)
therein. Here we provide an alternative proof. We apply Stolz-Cesa`ro theorem (see
Section 3.1.7 of Mures¸an [2009]) in order to get
lim
n→∞
∑n
i=1 i
β
n1+β
= lim
n→∞
nβ
n1+β − (n− 1)1+β .
After simple manipulations we get
lim
n→∞
nβ
n1+β − (n− 1)1+β = limn→∞
1/n
1− (1− 1/n)1+β =
= lim
x→0
x
1− (1− x)1+β =
1
1 + β
,
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where we used L'Hopital's rule to derive the last equality.

Proof of Lemma 7. We exploit the proof of Theorem 5 of Lai and Siegmund
[1979]. Let Tk be the k-th regeneration time of a Markov chain with kernel Pγ
started from the regeneration measure ν. Either (3.11), (3.9), (3.10) together with
Theorem 4.2 and 5.2 of  Latuszyn´ski et al. [2013a] yield
σ2 = sup
γ∈Γ
Eν,γT 2 <∞.
To shorten notations, let E := Eν,γ . The second Wald’s identity yields
E[TR(b) − µR(b)]2 = ET 2ER(b).
Bounds (3.12) - (3.14) of  Latuszyn´ski et al. [2013a] imply
E[TR(b) − b] ≤ 2µ− 1,
ER(b) =
1
µ
(
b+ E[TR(b) − b]
) ≤ 1
µ
(b+ 2µ− 1).
Therefore, we can estimate
E
∣∣∣µR(b)− b∣∣∣ = E∣∣∣(µR(b)− TR(b)) + (TR(b) − b)∣∣∣
≤
√
E
[
µR(b)− TR(b)
]2
+ E
[
TR(b) − b
]
≤
√
ET 2ER(b) + 2µ− 1 ≤ σ
√
1
µ
(b+ 2µ− 1) + 2µ− 1,
which finishes the proof.

Proof of Lemma 8. Follows immediately from the proof of Theorem 3 of Roberts
and Rosenthal [2007].

Proof of Lemma 9. The inequality (3.43) is derived in Theorem 10 of Bai et al.
[2011], where it is shown, in particular, that there exists constant M1 such that for
all n, ξ ∈ [1, 1/(1− α)), and large m,
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P(X0,γ0)
(
V 1−ξ(1−α)(Xn) > m
)
≤M1(1 + V (X0))
n−1∑
i=0
1
(n− i)ξ−1(m+ n− i) .
Since α ≥ 2/3 by the conditions of Theorem 12, we can take ξ = 2 and obtain the
following bound
P(X0,γ0)
(
V 2α−1(Xn) > m
) ≤M1(1 + V (X0)) n−1∑
i=0
1
(n− i)(m+ n− i) .
Integral convergence test for series (see Chapter 23 of Spivak [1994]) implies that
for all n > 1,
∑n−1
i=0
1
(n−i)(m+n−i) is bounded by
log(1+m)
m +
1
m+1 which proves (3.43).

Proof of Lemma 10. Using Jensen’s inequality, we get
Eν,γ
T−1∑
j=0
f(Xj)
2+δ ≤ Eν,γ
T p−1 T−1∑
j=0
f(Xj)
p
 2+δp ,
Now Ho¨lder inequality yields
Eν,γ
T p−1 T−1∑
j=0
f(Xj)
p

2+δ
p
= Eν,γ
T (p−1)(2+δ)p
T−1∑
j=0
f(Xj)
p

2+δ
p

≤
(
Eν,γ
[
T
(2+δ)(p−1)
p−2−δ
]) p−2−δ
p
Eν,γ
T−1∑
j=0
f(Xj)
p

2+δ
p
.

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Chapter 4
Software package
4.1 Overview
Metropolis-Hastings and Gibbs Sampler Algorithms 1 and 2 are arguably two of the
most widely used Markov Chain Monte Carlo (MCMC) methods. The popularity of
the algorithms is explained by the simplicity of their implementation and analysis.
In this chapter we describe a software package Chimisov [2018], where we
implement the ARSGS and ARWMwAG Algorithms 9 and 12 presented in Chapter
2. The software is open source and freely available on GitHub. The package is
closely related to the AMCMC package of Rosenthal [2007] that implements the
Adaptive Metropolis within Gibbs algorithm in C providing R interface. We extend
the AMCMC package in a multiple ways. First, we rewrite the code in C++ using
Rcpp library to make the source code more user-friendly. Secondly, the adaptive
algorithms tune both the variance of the proposal and the selection probabilities of
the RWM algorithm. Thirdly, we allow the user to employ blocking schemes for the
algorithm (see, e.g., Roberts and Sahu [1997a]). Fourthly, the package supports the
ARSGS Algorithm 9 for user-defined sampling procedures from the full conditional
distributions. Finally, we implement Air versions of the algorithms, i.e., allow for
an increasing lag between adaptations (see Section 3.4.1 of Chapter 3).
At a high-level, the user can run the ARWMwAG Algorithm 12 by solely
specifying the target density in either R or C++ language. At a low level, the
user may specify sampling procedure from full-conditionals in C++ and perform
the ARSGS. The user can also use a mixture of the AMwAG and ARSGS, where
some of the components are updated using either Metropolis normal proposals or
full-conditional updates.
Detailed manual is provided on the package source code web-page Chimisov
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[2018]. We shall only outline the main features of the package.
In Section 4.2 we briefly guide through the installation instructions to the
library. We shall explain how to specify the target density in R and C++ in Sections
4.3 and 4.4, respectively. We shall demonstrate usage of the library in Section 4.5
by sampling from the normal distribution with a toy covariance matrix presented
in Example 1 of Section 2.3. Various library features are described in Sections 4.6,
4.7, and 4.8.
Running example. Throughout, we will demonstrate performance on sampling
from a d-dimensional multivariate normal distribution with mean zero and covari-
ance matrix has blocking structure like in Example 1 of Section 2.3, Chapter 2,
namely, Σ = (Σij)
d
i,j=1, where Σii = 1, Σ2i−1,2i = Σ2i,2i−1 =
−0.95
i , and Σij = 0
otherwise.
4.2 Installation
The library consists of a series of R-callables. The dependencies are Rcpp, Rcp-
pArmadillo, and RcppParallel libraries.i If not yet installed, the user is required
to do so through an R session. Rcpp provides integration between C++ and R,
RcppArmadillo is a linear algebra library, and RcppParallel is used for the parallel
adaptation feature described later in Section 4.6.6.
4.2.1 Compile
In order to use the library functions, the user is required to manually compile the
library. For this purpose, copy the library to a desired folder and in the library
folder run sourceCpp for the “Adaptive Gibbs.cpp” file:
Rcpp::sourceCpp("Adaptive_Gibbs.cpp")
4.2.2 After compilation
Create a folder where the output of the chain will be stored, say,
“../simulation results”. Set this folder to be the working directory using
set_working_directory command which is defined in Adaptive Gibbs.hpp:
set_working_directory("../simulation_results/")
The main function provided with the library is AMCMC(...) which performs
sampling and saves the output to the folder defined by set_working_directory
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command. The full list of arguments is available in a package description files
provided in Chimisov [2018].
4.3 R-defined target densities
We recommend to define the density in C++ since the program will execute much
faster in that case. However, for simple problems, it should suffice to define the tar-
get distribution in R. Notice, only the MwG with normal proposals and its adaptive
versions are implemented for R-defined densities.
As a simple example, consider sampling from normal target distribution with
precision matrix Q. For demonstration purposes “gaussian target.hpp” provides
set_example_covariance function that takes the number of dimensions as an
argument and produces the block diagonal matrix Σ as described in the running
example of Section 4.1.
dim <- 10 # dimensionality of the target
N <- 10000 # number of desired samples
# set a covariance matrix such as in the Introduction
set_example_covariance(dim)
# set precision matrix. Here get_covariance returns the value of
set_example_covariance(dim)↪→
Q = solve(get_covariance())
# set logarithm of the target distribution up to a normalising
constant. Should return a real number↪→
example_logdensity<-function(x)
{
return( -1./2* (t(x) %*%Q%*% x)[1,1] )
}
# set random seed
set.seed(1)
#run adaptive MCMC for N steps
adaptive_chain <- AMCMC(R_density = example_logdensity, logdensity =
1, dimension = dim, N = N)↪→
Here AMCMC(..) performs the coordinate-wise ARWMwAG Algorithm 12
with normal proposals described in Section 2.5 of Chapter 2. dim and N denote
the number of dimensions and the number of desired samples, respectively. Non-
empty parameter R_density indicates that R-defined density is used. Setting
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logdensity = 1 means that the input R_density is passed as a logarithm of the
target density function.
Function AMCMC(..) returns estimated values for the pseudo-spectral gap
and optimal sampling probabilities (as defined in Section 2.2 of Chapter 2):
> adaptive_chain
$sp_gap
[1] 0.02061687
$weights
[1] 0.37989888 0.37542078 0.04652505 0.04120361 0.02780708
0.03084711 0.01387269 0.03186175↪→
[9] 0.02678018 0.02578287
The user can trace output of each coordinate using trace_coordinate(i)
command. For example, in order to obtain the estimated correlation matrix, we
could run the following script:
S <- matrix(0,nrow = N, ncol = dim)
for(i in 1:dim)
{
v <- trace_coord(i)
S[,i] <- v
}
S <- cor(S)
# estimated correlation matrix:
S
4.4 C++-defined target densities
As we have stated in the previous section, the current library is designed to run
adaptive MCMC algorithms for C++-defined densities. The main drawback as such
is that the user has to manually recompile the whole library every time a new C++-
density is defined. For convenience, we provide a “template.hpp” file, where the
target density could to be specified. The target density is treated as a class. In
“template.hpp” file we can see that the density class has the following structure:
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class new_density: public distribution_class
{
public:
//add some additional functions/parameters if necessary
new_density();//specify constructor if necessary
~new_density(); //specify destructor if necessary
double density(vec theta); //target density at the point
theta↪→
double logdensity(vec theta); //logarithm of the target
density↪→
double full_cond(vec theta, int block_ind); //full
conditional of the block `block_ind`↪→
double logfull_cond(vec theta, int block_ind); //logarithm
of the full conditional of the block `block_ind`↪→
vec sample_full_cond(vec theta, int block_ind); //sample
block `block_ind` from its full conditional
distributiont
↪→
↪→
};
That is, a new user-defined density should be a child of a general parent
abstract class distribution_class defined in “Adaptive Gibbs.hpp”. In order to
sample from the new distribution, the user is expected to specify at least one of the
attributes.
As an example, we specified all the attributes for normal target distribution
in “gaussian target.hpp file”. Note that specifying the log-density is extremely easy
in this case:
double gaussian::logdensity(vec theta)
{
return -1./2*dot(theta.t()*Q,theta);
}
Here Q is a precision matrix that is defined in the class constructor, and
dot(..) is a dot product provided with RcppArmadillo library.
After the density (or log-density) functions are specified in “template.hpp”,
the minimum code to start sampling is
AMCMC(distribution_type = "new_density", dimension = dim, N = N)
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Argument distribution_type = "new_density" tells the AMCMC(..)
function to use the distribution defined in “template.hpp”.
As an example, the following script can be used for sampling from the multi-
variate normal distribution with the toy covariance matrix described in the running
example of Section 4.1:
# set a covariance matrix such as in the Introduction
set_example_covariance(dim)
AMCMC(distribution_type = "gaussian", logdensity = 1, dimension =
dim, N = N)↪→
In Section 4.8 we describe how to customize “template.hpp” file in order to
create a new name for distribution_type parameter.
4.5 Does the adaptation help?
In this section we demonstrate potential speed up of the adaptive algorithms. We
shall run three different algorithms for the running example described in Section 4.1
and compare the output.
Consider a 10-dimensional target normal distribution centred at the origin.
dim <- 10 # dimensionality of the target
N <- 10000 # number of desired samples
# set a covariance matrix such as in the Introduction
set_example_covariance(dim)
# set random seed
set.seed(42)
We run the RWMwG started at (100, .., 100) with misspecified starting di-
rectional proposal variances (0.1, .., 0.1).
AMCMC(distribution_type = "gaussian", logdensity = 1, dimension =
dim, N = N, adapt_weights = 0, adapt_proposals = 0,
start_location = rep(100, 10), start_scaling = rep(0.1,10))
↪→
↪→
We have disabled adaptations completely by setting adapt_weights = 0 ,
adapt_proposals = 0 (see Section 4.6.2 for details). We can access the output of
every coordinate i by invoking trace_coord(i) . Since in this case the covariance
of the target distribution is known and has a block-diagonal form, we trace only
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1st and 10th coordinate (the “hardest” and the “easiest ” coordinates). On Figure
4.1 we produce trace plots for the first 15000 iterations after the burn-in and the
estimated autocorrelation (ACF) plot. It can be seen that the MwG with badly
tuned parameters converges extremely slowly.
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Figure 4.1: Metropolis within Gibbs
On the other hand, by adapting the proposals (set adapt proposals = 1) as
in the ARWMwG Algorithm 11, convergence can be significantly improved as seen
from Figure 4.2
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Figure 4.2: Adaptive Random Walk Metropolis within Gibbs
The autocorrelation plot 4.2b suggests that convergence along the first co-
ordinate can be improved by putting more selection probability weight on it. By
setting adapt_weights = 1 and adapt_proposals = 1 we run the fully adaptive
ARWMwAG Algorithm 12. The corresponding plots for 1st and 10th coordinates
can be seen on Figure 4.3.
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Figure 4.3: Adaptive Random Walk Metropolis within Adaptive Gibbs
Roughly speaking, for a target distribution pi, the ARWMwAG sampler min-
imises convergence time of the chain output average (1.1) to
∫
f(x)dpi(x) for the
worst case function f .
One can trace the sampling weights by invoking trace_weights() . It is
easy to conclude then that the optimal sampling weights are found only after 40000
iterations of the adaptive chain. However, as one can see from the trace plots
on Figure 4.3a, even when the optimal parameters are not found yet, the chain
successfully manages to explore the target probability distribution even within first
15000 iterations.
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4.6 AMCMC function
In this section we shall describe some of the main arguments of AMCMC(...) . The
full description is available on the package documentation web page Chimisov [2018].
4.6.1 Starting values
If not specified, the starting location start_location is set to be the origin (i.e.,
a vector of zeros), starting sampling weights start_weights are uniform 1dim , and
starting scalings start_scaling are set to be ones. If parameter blocking is
not specified, then start_scaling is exactly the starting value for the standard
deviation of the normal proposals.
Burn-in parameter frac_burn_in = 10 is by default set to be 10 percent
of the length of the desired sample size N.
4.6.2 Adaptations
By default, both sampling weights and Metropolis proposal variances are adapted.
The adaptation procedure is implemented in a way described in Algorithms 9 and
12 of presented in Chapter 2. If the user doesn’t want to adapt the proposal scal-
ings or the sampling weights, the corresponding parameters adapt_weights and
adapt_proposals may be disabled. In order to disable estimation of the pseudo-
spectral gap introduced in Section 2.2 of Chapter 2, one needs to set
estimate_spectral_gap = 0 . Also, the number of iterations between adaptations
may be tuned. Too frequent adaptation may impose significant additional compu-
tational burden (see Section 4.6.6 for details). Parameter batch_length indicates
number of iterations of a Markov chain before changing the sampling weights, while
frequency_proposal_update controls the relative frequency of scales adaptations.
By default, batch_length=100 and frequency_proposal_update = 100 , which
means that proposals are updated at each iteration of the algorithm.
4.6.3 Blocking
By default, the coordinate-wise AMwAG is performed. Argument blocking al-
lows the user to specify a blocking structure for the algorithm. For example, if
dimension = 10 and blocking = c(5 ,2, 3) , the coordinates are grouped into
three blocks: first 5 coordinates are combined into a first block, coordinates 6 and 7
into a second block, and the last three coordinates into a third block. The algorithm
then updates all the coordinates within a block simultaneously.
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At iteration n, a normal proposal N(Xn, σ
2
n,iΣn,i) is generated for a block i
and then accepted/rejected using Metropolis procedure. If the block is of size one,
Σn,i := 1 and the corresponding value of the scaling parameter σ
2
n,i is tuned in order
to retain average acceptance ratio around 0.44. If the block size is greater than one,
the proposal scaling σ2n,i is tuned to achieve the average acceptance ration of 0.234,
whereas the covariance Σn,i is set to be Q
−1
ii . Here Q is the estimated precision
matrix (i.e., inverse of the covariance) and Qii is the i−th diagonal block. Note, if
the target distribution is normal, Q−1ii represent conditional covariance matrix of the
block i and our choice of proposal is motivated by Haario et al. [2001], Rosenthal
[2011].
We also provide a methodological improvement for the sampling weights
tuning procedure. Say, there are s blocks to update of size di each. Heuristically,
the standard Metropolis-Hastings algorithm with full dimensional normal proposal
requires O(dim) iterations to converge (see e.g., Green et al. [2015]). That is, larger
blocks i require di times more iterations to achieve the same convergence rate as the
1-dimensional blocks. In order to account for this fact, having estimated the optimal
sampling weights to be, say, (p1, .., ps), we re-weight the selection probabilities by
multiplying them by the size of the corresponding blocks. Namely, we offer to sample
the next block using the adjusted selection
1
C
(p1d1, .., psds),
where C =
∑s
i=1 pidi is a normalising constant.
The user can enable the re-weighting procedure by setting reweight = 1 .
4.6.4 Full conditional density specification
This feature is available for C++-defined densities only. Argument full_cond , if en-
abled, tells the algorithm to use double full_cond(vec theta, int block_ind)
function from “Adaptive Gibbs.hpp” that is used to compute the Metropolis-Hastings
acceptance ratio. This function allows the user to specify the full conditional density
directly. Here theta is a point in a state space and block_ind is a block index
to be updated.
The blocking structure of the algorithm is recorded in a global variable
blocking_structure . In order to access block block_ind of the vector theta ,
one can refer to its corresponding subvector using blocking_structure . For ex-
ample,
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block(block_ind) = theta.subvec(blocking_structure(block_ind),
blocking_structure(block_ind+1)-1)↪→
provides access to the block block_ind of vector theta . A comprehensive exam-
ple is presented in “gaussian target.hpp” file, where the full conditional density is
described as:
double gaussian::full_cond(vec theta, int block_ind)
{
vec mn(blocking_structure(block_ind + 1) -
blocking_structure(block_ind));
vec v(blocking_structure(block_ind + 1) -
blocking_structure(block_ind));
mn.zeros();
for (int j = 0; j<par; j++)
{
mn = (mn + A_block(block_ind, j) *
theta.subvec(blocking_structure(j),
blocking_structure(j+1)-1));
}
v = (inv_sd(block_ind) *
theta.subvec(blocking_structure(block_ind),
blocking_structure(block_ind+1)-1)
- mn);
return exp(-1./2*dot(v,v));
}
Here par is a global variable of the number of blocks in the Gibbs sampling
scheme. We tried to be consistent with notations of Roberts and Sahu [1997a].
Variable mn represents the conditional mean. Matrix valued functions inv_sd
and A_block are described in the constructor of the class. inv_sd(block_ind)
represents conditional precision matrix of the block block_ind , whereas A_block
is the matrix A in formula (3) of Roberts and Sahu [1997a] defined as A block =
I − diag(Q−111 , ..,Q−1ss )Q.
If the parameter logdensity is enabled, the full conditional log-density
double logfull_cond(vec theta, int block_ind) is utilised by the algorithm.
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4.6.5 Gibbs sampling
For C++-defined densities we have also provided Gibbs sampling support if the user
can specify the sampling procedure from the full conditional distribution. In order
to enable Gibbs sampling updates, one has to set gibbs_sampling = 1 . More-
over, one can provide gibb_step vector of 0s and 1s, where 1 indicates that the
corresponding block is updated using Gibbs sampling. For example, for a given
blocking structure, say blocking = c(1,2,2,5) , gibb_step = c(1,1,0,0) in-
dicates that the first two blocks are updated using Gibbs sampling and the last two
are updated using the Metropolis-Hastings procedure with normal proposals.
In order to describe Gibbs sampling step for a block block_ind , one has to
specify vec sample_full_cond(vec theta, int block_ind) function in “Adap-
tive Gibbs.hpp”. The function should return a vector of the same length as the
length of block block_ind . Notice that the user is expected to use R random num-
bers generator. More precisely, any R random generating function that is supported
Rcpp could be used, e.g., rnorm , rt , runif , rbeta , etc. A comprehensive
example from gaussian target.hpp file is below.
vec gaussian::sample_full_cond(vec theta, int block_ind)
{
vec res(blocking_structure(block_ind + 1) -
blocking_structure(block_ind));
res.zeros();
for (int j = 0; j<par; j++)
{
res = (res + A_block(block_ind, j) *
theta.subvec(blocking_structure(j),
blocking_structure(j+1)-1));
}
res = (res + sd(block_ind) *
vec(rnorm(blocking_structure(block_ind+1) -
blocking_structure(block_ind))));
return res;
}
Note that rnorm(n) generates an Rcpp vector of length n of type NumericVector,
which is then converted to an Armadillo vector using vec(...) .
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4.6.6 Parallel adaptations
It is possible to perform sampling and adaptations simultaneously as we have dis-
cussed in Section 2.7.3 of Chapter 2. By doing so, we could suppress the additional
computational time imposed by adaptations. To enable the parallel computation
feature, one has to set parallel_adaptation = 1 . It will often be the case that
the total adaptation time is negligible compared to the total computational effort.
In other cases, as we have seen in Section 3.1 of Chapter 3, adaptation time may
not be ignored.
Below we present computational script that compares time spent for sampling
from a 500 dimensional normal distribution from the running example of Section
4.1.
dim <- 500
N <- 10000
set_example_covariance(dim)
# Time spent without adaptations
system.time(AMCMC(distribution_type = "gaussian", dimension = dim, N
= N, full_cond = 1, blocking = c(rep(1,100), rep(5,80)), save =
0, adapt_proposals = 0, adapt_weights = 0, estimate_spectral_gap
= 0))
↪→
↪→
↪→
user system elapsed
54.959 0.165 55.130
# Time spent without parallelisation
system.time(AMCMC(distribution_type = "gaussian", dimension = dim, N
= N, full_cond = 1, blocking = c(rep(1,100), rep(5,80)), save =
0, parallel_adaptation = 0))
↪→
↪→
user system elapsed
93.459 6.929 100.469
# Time spent with parallelisation
system.time(AMCMC(distribution_type = "gaussian", dimension = dim, N
= N, full_cond = 1, blocking = c(rep(1,100), rep(5,80)), save =
0, parallel_adaptation = 1))
↪→
↪→
user system elapsed
103.766 6.883 68.123
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4.6.7 AirMCMC
The current implementation supports Air versions of the algorithms (see Algorithm
4 in Section 1.3.2 of Chapter 1). In order to enable the AirMCMC, the user
has to set rate_beta to any positive real number. This will iteratively change
batch_length to batch_length * floor (i^{rate_beta}) after sampling i-th
batch of samples. Note that the initial value of batch_length can be any positive
real number which is rounded to the nearest positive integer during the sampling
stage of AMCMC(...) function.
4.7 Accessing chain output
We provide a series of commands to access the chain output. In order to trace a
coordinate i one can use trace_coord(i) command, as we have seen in an example
from Sections 4.3, where this function was used to estimate the correlation matrix.
Moreover, the user is free to trace adapted probability weights, spectral gap, and
scalings of the proposals.
Prob <- trace_weights()
# trace of the estimated optimal weights:
Prob
######
Gap <- trace_inv_sp_gap()
# trace of the estimated 1/spectral gap:
Gap
######
Scaling <- trace_proposals()
# trace of the estimated optimal proposal scalings:
Scaling
4.8 Customising template.hpp
One can manually extend the scope of possible distribution type names. Say, the
user wants to describe a density “my distribution” and being able to call directly
AMCMC(distribution_type = "my_distribution", ... )
This can be done through the following steps:
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1. Create a new .hpp file and call it, say, “my distribution.hpp”.
2. Copy paste the content of “template.hpp to the newly created file “my distribution.hpp”.
3. Change the class name from “new density” to “my distribution”.
4. Define the desired functions of the class “my distribution”.
5. Open “density list.hpp” file. In the preamble add
#include "my_distribution.hpp"
and also add the following to density_list function:
else if(distribution_type == "t_distribution")
{
c_density = new my_distribution;
}
4.9 Discussion
The Adaptive Gibbs library of Chimisov [2018] provides C++ implementation of the
ARSGS and ARWMwAG algorithms presented in Chapter 2 and their Air versions
as described in Chapter 3. We provide an R interface allowing C++-inexperienced
users running standard and adaptive versions of popular MCMC algorithms. A
number of examples are included in accompanying tutorial files, which should help
the users avoid any confusions when working with the library.
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