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Abstract
This paper is devoted to the study of the composition operator Tf (g) := f ◦g on Lizorkin–Triebel spaces
Fsp,q(R). In case s > 1 + (1/p), 1 < p < ∞, and 1 q ∞ we will prove the following: the operator Tf
takes Fsp,q(R) to itself if and only if f (0) = 0 and f belongs locally to Fsp,q(R).
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let E denote a normed space of functions. Composition operators Tf : g → f ◦ g, g ∈ E, are
simple examples of nonlinear mappings. It is a little bit surprising that the knowledge about these
operators is rather limited. One reason is, of course, that the properties of Tf strongly depend
on E. Here in this paper we are concerned with E being a Lizorkin–Triebel space Fsp,q defined
on the real line R.
Sobolev spaces Wmp are indispensable in the modern theory of nonlinear partial differen-
tial equations. Nowadays there is an increasing interest in Sobolev spaces of fractional order of
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differences and derivatives and leads to Slobodeckij spaces Wsp , s > 0. The other one makes use
of Fourier transform methods and leads to Bessel potential spaces Hsp , s > 0. Lizorkin–Triebel
spaces cover both approaches simultaneously.
After the pioneering work of Marcus and Mizel, see [25], which have studied composition
operators on W 1p , it took some years (till 1991, see [5]), to characterize the set of all functions
f : R → R such that Tf (Wmp (R)) ⊂ Wmp (R), m 2. For convenience of the reader we recall this
result.
Let 1 p < ∞ and m ∈ N, m 2. Then
Tf
(
Wmp (R)
)⊂ Wmp (R) ⇐⇒ f ∈ Wm,ocp (R) and f (0) = 0.
The main tool in the proof in [5] (sufficiency part) has been a partial integration argument
involving the norm of Wmp . We have looked for an appropriate counterpart in the fractional setting
but up to now without success. So, in a quite different way than in [5] we are going to establish
the following generalization.
Theorem 1. Let 1 <p < ∞, 1 q ∞, and s > 1 + (1/p).
(i) The composition operator Tf , associated to a Borel-measurable function f : R → R, acts
on F sp,q(R) if and only if f (0) = 0 and f ∈ F s,ocp,q (R).
(ii) If f (0) = 0 and f ∈ F s,ocp,q (R), then the operator Tf : F sp,q(R) → F sp,q(R) is bounded but
not sublinear, unless f itself is linear.
Remark 1. (i) Since Wmp (R) = Fmp,2(R), 1 < p < ∞ (in the sense of equivalent norms, see e.g.
[33, 2.5.6]), Theorem 1 covers the results in [5], except for Wm1 (R).
(ii) Let Hsp(R) denote the Bessel potential spaces, see [33, 2.2.2] for a definition. Then
Hsp(R) = F sp,2(R), 1 < p < ∞ (in the sense of equivalent norms, see [33, 2.5.6]). Hence, The-
orem 1 gives a complete characterization of composition operators on Bessel potential spaces
Hsp(R), 1 <p < ∞, s > 1 + (1/p), as well.
(iii) Let Wsp(R) denote the Slobodeckij spaces, see [33, 2.2.2] for a definition. Then Wsp(R) =
F sp,p(R), 1  p < ∞, s > 0, s /∈ N (in the sense of equivalent norms, see [33, 2.5.12]). Hence,
Theorem 1 also gives a complete characterization of composition operators on Slobodeckij
spaces Wsp(R), 1 <p < ∞, s > 1 + (1/p), s /∈ N.
The claimed boundedness in Theorem 1(ii) will be reflected by certain inequalities. For this
reason we found it convenient to introduce some new spaces. We denote by F sp,q(Rn) the space
of all functions in L∞(Rn) which belong to the homogeneous Lizorkin–Triebel space F˙ sp,q(Rn),
and endow it with the natural norm
‖f ‖F sp,q (Rn) := ‖f ‖F˙ sp,q (Rn) + ‖f ‖∞.
In [17] we tried to prove the inequality (4) below, but we have been unable to do that without
additional restrictions on f and the parameters s and p. This little bit more complicated spaces
F s (R) (in comparison with F s (R)) are essential for proving the inequality (4) below.p,q p,q
1100 G. Bourdaud et al. / Journal of Functional Analysis 259 (2010) 1098–1128Theorem 2. Let 1 < p < ∞, 1 q ∞, and s > 1 + (1/p). There exists a constant c > 0 such
that for all function f such that f ′ ∈ F s−1p,q (R) and all g ∈ F sp,q(R), the inequality∥∥(f ◦ g)′∥∥F s−1p,q (R)  c∥∥f ′∥∥F s−1p,q (R)(‖g‖Fsp,q (R) + ‖g‖s−(1/p)F sp,q (R) ) (1)
holds.
Remark 2. Theorems 1 and 2 hold as well for p = 1, at least if s is not an integer, see in
particular Proposition 15. By means of the induction argument in Section 3.2 a possible proof of
the claimed assertions for Fm1,q(R), m = 3,4, . . . , can be reduced to a proof in the specific case
F 31,q (R). However, it seems that a treatment of composition operators on F
3
1,q(R) requires new
methods.
Well-known Sobolev type embedding will show that as a consequence of Theorem 2 we obtain
the following corollary. Here we need a smooth positive radial function ρ on Rn such that
ρ(x) = 1 if |x| 1, ρ(x) = 0 if |x| 3/2. (2)
We put ρt (x) := ρ(x/t), t > 0. This function will be used throughout the paper.
Corollary 1. Let 1 <p < ∞, 1 q ∞, and s > 1 + (1/p).
(i) Any function f ∈ Fs,ocp,q (R) such that f (0) = 0 acts by composition on F sp,q(R). Moreover,
there exists a constant c > 0 such that the inequality
‖f ◦ g‖Fsp,q (R)  c
∥∥(fρ‖g‖∞)′∥∥F s−1p,q (R)(‖g‖Fsp,q (R) + ‖g‖s−(1/p)F sp,q (R) ) (3)
holds for all such functions f and all g ∈ F sp,q(R).
(ii) There exists a constant c > 0 such that the inequality
‖f ◦ g‖Fsp,q (R)  c‖f ‖Fsp,q (R)
(‖g‖Fsp,q (R) + ‖g‖s−(1/p)F sp,q (R) ) (4)
holds for all functions f ∈ F sp,q(R), f (0) = 0, and all functions g ∈ F sp,q(R).
Next we turn to the generalization of a famous result of Marcus and Mizel [25]. These authors
had established the equivalence of acting condition, boundedness and continuity for composition
operators in case of first order Sobolev spaces. The appropriate result for Lizorkin–Triebel spaces
is obtained as a consequence of Corollary 1 and some general assertions in [12].
Corollary 2. Let 1 <p < ∞ and s > 1 + (1/p). Let f : R → R be Borel-measurable.
(i) Let 1 q < ∞. Then the following assertions are equivalent:
• Tf satisfies the acting condition Tf (F sp,q(R)) ⊂ F sp,q(R).• Tf maps bounded sets in F sp,q(R) into bounded sets in F sp,q(R).• Tf : F sp,q(R) → F sp,q(R) is continuous.
• f ∈ F s,ocp,q (R) and f (0) = 0.
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• Tf satisfies the acting condition Tf (F sp,∞(R)) ⊂ F sp,∞(R).
• Tf maps bounded sets in F sp,∞(R) into bounded sets in F sp,∞(R).
• f ∈ F s,ocp,∞ (R) and f (0) = 0.
(iii) There exist functions f in F s,ocp,∞ (R), f (0) = 0, such that Tf : F sp,∞(R) → F sp,∞(R) is not
continuous.
Some further comments
Restricted to Sobolev spaces Wmp (Rn) the result in Theorem 1 is known also in the n-
dimensional setting, see [5]. The lower bound for m is then given by max(1 + (1/p),n/p)
(instead of 1+ (1/p)). We concentrate on n = 1 here. An extension to the general n-dimensional
case seems to be not straightforward, see [8] for some partial result in this direction. However,
some necessary as well as some sufficient conditions are always known, we refer to [31, Chap. 5].
During the last decade the progress has been concentrated on the investigation of composition
operators on intersections like
F sp,q
(
Rn
)∩W 1ps(Rn), s > 1,
see Adams and Frazier [1,2], Brezis and Mironescu [18], Maz’ya and Shaposnikova [27] as well
as [28], [31, 5.3.7] and [10]. We refer to [18] and [31] also for further historical remarks. In our
earlier contributions to the subject, see in particular [16], we have also dealt with Besov spaces
Bsp,q(R). These spaces also generalize Slobodeckij spaces but in a different way than Lizorkin–
Triebel spaces. Our methods presented here will also apply in case of Besov spaces. However,
additional restrictions with respect to the so-called microscopic parameter q enter. The result will
appear in a future publication.
The present paper is a continuation of [7,16,17], where first characterizations as in Theo-
rem 1(i) have been proved.
The paper is organized as follows. Section 2 is devoted to a comprehensive study of the space
F sp,q(Rn) and Section 3 to the proof of the main theorems. In a first step, see Section 3.1.1, we
reduce the proof of the inequality (1) to the case of f and g being smooth enough. This is mainly
justified by the Fatou property of the Lizorkin–Triebel spaces. Since the cases 1+ (1/p) < s  2
and s = 2 + (1/p) < 3 are essentially contained in our former paper [17], we then turn to the
most important case 2 < s < 2+(1/p), see Section 3.1.3. Afterwards an easy induction argument
gives the general case, see Section 3.2. Our proof uses various Sobolev-type embeddings as well
as Peetre embedding theorem which relates Lizorkin–Triebel spaces to the Wiener classes BVp .
The norm in a Lizorkin–Triebel space is a certain balance between smoothness properties and
integrability properties, respectively. To find a good balance for the composition f ◦ g of the
functions f and g we have splitted its norm into a lot of different pieces which all have to be
estimated separately. Each substep of our proof is not really complicated. The most complicated
part consists in finding the proper splitting of the norm of f ◦ g.
Notation
As usual, N denotes the natural numbers, Z the integers and R the real numbers. We denote
by 1A the indicatrix (or characteristic function) of a set A. All functions are assumed to be real-
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with difference operators. We define
hf (x) := f (x + h)− f (x), h, x ∈ R.
With ‖·‖p we denote the Lp-norm on Rn. If p ∈ [1,∞] then its conjugate exponent p′ is given
by (1/p) + (1/p′) = 1. Several times we will use the Hardy–Littlewood maximal function Mg
of a locally integrable function g defined as
Mg(x) := sup 1|Q|
∫
Q
∣∣g(y)∣∣dy, x ∈ Rn,
where the supremum is taken with respect to all cubes Q with sides parallel to the axes and
containing x. Here |Q| means the Lebesgue measure of the cube Q.
If E and F are two Banach spaces, then the symbol E ↪→ F indicates that the embedding is
continuous. All the function spaces we consider are subspaces of D′(Rn), i.e. spaces of equiva-
lence classes w.r.t. almost everywhere equality. However, if such an equivalence class contains a
continuous representative, then usually we work with this representative and call also the equiv-
alence class a continuous function.
As usual, the symbol c denotes a positive constant which depends only on the fixed param-
eters n, s,p, q and probably on auxiliary functions, unless otherwise stated; its value may vary
from line to line. Sometimes we will use the symbols “” and “” instead of “” and “”,
respectively. The meaning of A B is given by: there exists a constant c > 0 such that A cB .
Similarly  is defined. The symbol A  B will be used as an abbreviation of A B A.
A mapping T : E → E is called sublinear, if there exists a constant c such that
‖T g‖E  c
(
1 + ‖g‖E
)
holds for all g ∈ E. If E is a Banach function space on Rn we denote by Eoc the collection of
all functions f having the property that the products ϕf ∈ E for all ϕ ∈ D(Rn). We denote by
Cmb (R
n) the Banach space of functions on Rn which are continuous and bounded, together with
their derivatives up to order m, and by Cub(Rn) the Banach space of bounded and uniformly
continuous functions on Rn. For the definition of the inhomogeneous Lizorkin–Triebel spaces
F sp,q(R
n), the homogeneous Lizorkin–Triebel spaces F˙ sp,q(Rn) as well as the Wiener classes
BVp we refer to Section 2. General information about these function spaces can be found, e.g.,
in [31,33,34] (F sp,q(Rn)), [22,23,33] (F˙ sp,q(Rn)), and [14,13,36] (BVp).
2. Homogeneous and inhomogeneous Lizorkin–Triebel spaces
Here we collect some material about Lizorkin–Triebel spaces and the Wiener classes, respec-
tively.
2.1. Basic facts on homogeneous Lizorkin–Triebel spaces
To begin with we fix some more notation. We denote by P∞(Rn) the set of all polynomials
on Rn. The symbol S∞(Rn) will be used for the set of all u ∈ S(Rn) such that 〈f,u〉 = 0 for all
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The mapping which takes any [f ] to the restriction of f to S∞(Rn) turns out to be a vector space
isomorphism from S ′(Rn)/P∞(Rn) onto S ′∞(Rn). For this reason, S ′∞(Rn) is called the space
of distributions modulo polynomials. The Fourier transform of a function f ∈ L1(Rn) is defined
as
(Ff )(ξ) = f̂ (ξ) :=
∫
Rn
e−ix.ξ f (x)dx, ∀ξ ∈ Rn.
The operator F is extended to S ′(Rn) in the usual way.
2.1.1. The Littlewood–Paley setting
Let ρ be the cut-off function introduced in Section 1, see (2). We define
γ (ξ) := ρ(ξ)− ρ(2ξ), ∀ξ ∈ Rn.
Then γ is supported by the compact annulus 1/2 |ξ | 3/2, and the following identities hold:∑
j∈Z
γ
(
2j ξ
)= 1, ∀ξ ∈ Rn \ {0},
ρ(ξ)+
∑
j1
γ
(
2−j ξ
)= 1, ∀ξ ∈ Rn.
For any j ∈ Z, we introduce the operators Sj and Qj by means of the following formulas:
Ŝj f (ξ) := ρ
(
2−j ξ
)
f̂ (ξ) and Q̂jf (ξ) := γ
(
2−j ξ
)
f̂ (ξ). (5)
It is clear that Sj and Qj are defined on S ′(Rn). However, Qj is also well defined on S ′∞(Rn).
All these operators take values in the space of analytic functions of exponential type, see the
Paley–Wiener Theorem. The Littlewood–Paley decompositions of a tempered distribution are
described in the following well-known statements:
Proposition 1.
(i) For every f ∈ S∞(Rn) (resp. S ′∞(Rn)), it holds
f =
∑
j∈Z
Qjf, (6)
in S∞(Rn) (resp. S ′∞(Rn)).
(ii) For every f ∈ S(Rn) (resp. S ′(Rn)) and every k ∈ Z, it holds
f = Skf +
∑
j>k
Qjf, (7)
in S(Rn) (resp. S ′(Rn)).
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{Qj }j∈Z constitute bounded subsets of the normed space L(Lp(Rn)), for any p ∈ [1,+∞].
2.1.2. Definition and first properties
Definition 1. Let s ∈ R, p ∈ [1,∞[ and q ∈ [1,∞]. The homogeneous Lizorkin–Triebel space
F˙ sp,q(R
n) is the set of distributions modulo polynomials f such that
‖f ‖F˙ sp,q (Rn) :=
∥∥∥∥(∑
j∈Z
(
2sj |Qjf |
)q)1/q∥∥∥∥
p
< +∞.
Remark 4. The homogeneous Besov space B˙sp,q(Rn) is the set of distributions modulo polyno-
mials f such that
‖f ‖B˙sp,q (Rn) :=
(∑
j∈Z
(
2sj‖Qjf ‖p
)q)1/q
< +∞.
The elementary embeddings
min(p,q)(Lp) ↪→ Lp(q) ↪→ max(p,q)(Lp)
yield the chain of embeddings
B˙sp,min(p,q)
(
Rn
)
↪→ F˙ sp,q
(
Rn
)
↪→ B˙sp,max(p,q)
(
Rn
)
. (8)
Good references are [29,3], [33, Chap. 5], [4,11].
Theorem 3. F˙ sp,q(Rn) is a Banach space, and the following chain of continuous embeddings
holds:
S∞
(
Rn
)
↪→ F˙ sp,q
(
Rn
)
↪→ S ′∞
(
Rn
)
.
Proof. Homogeneous Besov spaces are treated in Peetre’s book [29]. The counterparts of the
claimed assertions for Besov spaces are proved there, we refer to Theorems 2 and 3 in Chapter 3,
pp. 61, 62. In view of (8) this proves the claim. 
It is sometimes difficult to handle distributions modulo polynomials. In this respect, the notion
of realization can be useful. Let E be a subvectorspace of S ′∞(Rn), endowed with a norm which
renders continuous the embedding E ↪→ S ′∞(Rn). A realization of E in S ′(Rn) is a continuous
linear mapping σ : E → S ′(Rn) such that [σ(f )] = f for all f ∈ E. By definition, σ is then a
linear isomorphism of E onto σ(E) which allows identification of E as a subspace of S ′(Rn).
A typical example of realization is given by the classical Littlewood–Paley theorem:
Proposition 2. Let 1 < p < +∞. For any f ∈ F˙ 0p,2(Rn), the series σ(f ) :=
∑
j∈ZQjf con-
verges unconditionally in Lp(Rn). The mapping σ : F˙ 0 (Rn) → Lp(Rn) defined in this way isp,2
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of F˙ 0p,2(Rn) onto Lp(Rn).
For a detailed study of realizations of Besov spaces, we refer to [4]. The results of this article
have counterparts for Lizorkin–Triebel spaces.
A useful tool in connection with Lizorkin–Triebel spaces turns out to be Marschall pointwise
inequality, see [26], where this inequality is contained implicitly, or [24]. Let f ∈ C∞(Rn) and
let ϕ ∈ D(Rn). Further we suppose
supp f̂ ⊂ {ξ : |ξ |AR} and suppϕ ⊂ {ξ : |ξ |A}
for some positive A and R  1. With 0 < t  1 it follows
∣∣F−1[ϕFf ](x)∣∣ c(AR)n( 1t −1)‖ϕ‖
B˙
n/t
1,t (R
n)
(
M|f |t)1/t (x), (9)
where c does not depend on ϕ,f,A,R and x.
By means of this inequality one also proves the assertions below in some standard manner.
Proposition 3.
(i) The Lizorkin–Triebel space F˙ sp,q(Rn) does not depend on the chosen function ρ. For different
functions ρ1, ρ2 the resulting spaces coincide in the sense of equivalent norms.
(ii) For all f ∈ F˙ sp,q(Rn) and all λ > 0, it holds
λ(n/p)−s
∥∥f (λ(·))∥∥
F˙ sp,q (R
n)
 ‖f ‖F˙ sp,q (Rn).
Remark 5. References for Proposition 3 are [22] and [33, Rem. 5.1.3/2] for (i) and [33,
Rem. 5.1.3/4] for (ii).
Proposition 4. Let a, b be real numbers such that 0 < a < b. Let (uj )j∈Z be a sequence in
S ′(Rn) such that:
• ûj is supported by the annulus a2j  |ξ | b2j ,
• A := ‖(∑j∈Z(2js |uj |)q)1/q‖p < +∞.
(i) The series ∑j∈Z uj converges in S ′∞(Rn), and satisfies
∥∥∥∥∑
j∈Z
uj
∥∥∥∥
F˙ sp,q (R
n)
 cA, (10)
where c depends only on n, s,p, q, a and b.
(ii) In case s > 0 the same conclusion holds for a = 0.
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see [11]. Here we consider the standard norms of f in S(Rn) given by
ζM(f ) := sup
|α|M
sup
x∈Rn
(
1 + |x|)M ∣∣f (α)(x)∣∣, M ∈ N.
Lemma 1.
(i) For any N ∈ N, there exists a natural number M = M(n,p,N) such that
‖Qjf ‖p  2−jNζM(f )
holds for all f ∈ S(Rn) and all j ∈ N.
(ii) For any N ∈ N, there exists a natural number M = M(n,p,N) such that
‖Qjf ‖p + ‖Sjf ‖p  2jNζM(f )
holds for all f ∈ S∞(Rn) and all negative integers j .
Proof of Proposition 4. Step 1: Convergence in S ′∞(Rn).
Substep 1.1: The case s > 0. Let f ∈ S∞(Rn). By assumption ûj is supported by the ball
|ξ |  b2j . There exists an integer m, depending only on b, such that Sj+m(uj ) = uj , hence
〈uj , f 〉 = 〈uj , Sj+mf 〉, for all j ∈ Z. By Lemma 1 we obtain
‖Sj+mf ‖p′  ζM(f )min
(
1,2j (s+1)
)
, ∀j ∈ Z,
for some natural number M = M(n,p, s). It follows
∑
j∈Z
∣∣〈uj , f 〉∣∣ ( sup
j∈Z
2js‖uj‖p
)∑
j∈Z
2−js‖Sj+mf ‖p′ AζM(f ),
the desired property.
Substep 1.2: The case s  0. There exist integers m1,m2, depending only on a and b, such
that Qk(uj ) = 0 except perhaps for m1 < j − k <m2. Then
〈uj , f 〉 =
∑
m1<m<m2
〈uj ,Qj−mf 〉
for all f ∈ S∞(Rn). We obtain a finite number of terms which can be estimated with the help of
Lemma 1, as in the preceding substep.
Step 2. We turn to prove estimate (10). Let u := ∑j∈Z uj . There exist m1 ∈ Z and m2 ∈
Z ∪ {+∞}, depending only on a and b, such that
Qku =
∑
Qk(uj ), ∀k ∈ Z
k+m1<j<k+m2
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Qk(uj ). Let us fix t ∈ ]0,1[, with
1
t
< 1 + s
n
in case s > 0. (11)
For some c1, c2 > 0, depending on b, it follows∣∣Qkuj (x)∣∣ c12jn( 1t −1)∥∥γ (2−k(·))∥∥B˙n/t1,t (Rn)(M(|uj |t))1/t (x),
hence
2ks
∣∣Qkuj (x)∣∣ c22(j−k)(n( 1t −1)−s)2js(M(|uj |t))1/t (x),
for all j > k +m1, and all x ∈ Rn. Since∑
m1<m<m2
2m(n(
1
t
−1)−s) < +∞,
which is clear for m2 < +∞, and follows by (11) in case m2 = +∞, we can apply Young
inequality in q(Z). Thus we obtain
(∑
k∈Z
(
2ks
∣∣Qku(x)∣∣)q)1/q  c3(∑
j∈Z
(
2js
(
M
(|uj |t))1/t (x))q)1/q, ∀x ∈ Rn.
By means of the vector-valued Hardy–Littlewood maximal inequality, see [20], and p > t , and
q > t , we find
( ∫
Rn
(∑
k∈Z
(
2ks
∣∣Qku(x)∣∣)q)p/q dx)1/p  c4A.
The proof is complete. 
Remark 6. Proposition 4 is a variant of the classical Nikol’skij representation method, see [31,
Prop. 2.3.2(1), p. 59] or [37].
Proposition 5. An element f of S ′∞(Rn) belongs to F˙ sp,q(Rn) if and only if its first order deriva-
tives ∂jf belong to F˙ s−1p,q (Rn) for j = 1, . . . , n. Moreover
n∑
j=1
‖∂jf ‖F˙ s−1p,q (Rn)
is an equivalent norm in F˙ s (Rn).p,q
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multiplier theorems in combination with a specific decomposition of unity. Using Marschall
pointwise estimate in combination with the vector-valued Hardy–Littlewood inequality instead of
these Fourier multiplier theorems, the same type of arguments yields the claim for homogeneous
Lizorkin–Triebel spaces. 
Finally we recall some embedding results due to Jawerth [23].
Proposition 6. Let 1 q1, q2 ∞.
(i) The continuous embedding
F˙ s1p1,q1
(
Rn
)
↪→ F˙ s2p2,q2
(
Rn
)
holds for all parameters satisfying
s1 − n
p1
= s2 − n
p2
and 1 p1 <p2 < ∞.
(ii) The continuous embedding
F˙ s1p1,q1
(
Rn
)
↪→ B˙s2p2,p1
(
Rn
)
holds for all parameters satisfying
s1 − n
p1
= s2 − n
p2
and 1 p1 <p2 ∞.
2.1.3. Duality
Any homogeneous Lizorkin–Triebel space is the dual space of a separable Banach space. To
prepare this assertion we need first to introduce the spaces F˙ s∞,q (Rn). The definition of these
classes differs from a naive extension of Definition 1. We follow [22]. By Pj,k we denote the
dyadic cube with side length 2−j+1, left lower corner in the point 2−j k and sides parallel to the
coordinate axes.
Definition 2. Let s ∈ R.
(i) Let q ∈ [1,∞[. The homogeneous Lizorkin–Triebel space F˙ s∞,q (Rn) is the set of distribu-
tions modulo polynomials f such that
‖f ‖F˙ s∞,q (Rn) := sup
j∈Z
sup
k∈Zn
(
2jn
∫
Pj,k
∞∑
=j
(
2s
∣∣Qf (x)∣∣)q dx)1/q < +∞.
(ii) We put F˙ s∞,∞(Rn) := B˙s∞,∞(Rn).
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Nsp,q(f ) := sup
{∣∣〈f,g〉∣∣: g ∈ S∞(Rn), ‖g‖F˙−s
p′,q′ (R
n)  1
}
< +∞.
Moreover Nsp,q is an equivalent norm in F˙ sp,q(Rn). Consequently F˙ sp,q(Rn) can be identified as
the dual space of the closure of S∞(Rn) in F˙−sp′,q ′(Rn).
Proof. Except the case q = ∞ the assertion is proved in [22]. In the specific situation p = 1 and
1  q < ∞, we refer to Corollary 5.15 in [22]. This is the difficult part. Using Remarks 5.11,
5.14 there, the cases 1 < p < ∞ and 1  q ∞ can be treated in the same way. Taking into
account Lp(c0)′ = Lp′(1), for 1 p < +∞, one can proceed as there for q = ∞ as well. 
Next we turn to the Fatou property, which follows immediately by Theorem 4.
Proposition 7. Let s ∈ R, 1  p < ∞ and 1  q ∞. Let (uk)k0 be a bounded sequence in
F˙ sp,q(R
n) converging to f in S ′∞(Rn). Then f ∈ F˙ sp,q(Rn) and
‖f ‖F˙ sp,q (Rn)  lim infk0 ‖uk‖F˙ sp,q (Rn).
2.2. Inhomogeneous Lizorkin–Triebel spaces
By using the inhomogeneous Littlewood–Paley decomposition (7) instead of the homoge-
neous one (6), we obtain the inhomogeneous Lizorkin–Triebel spaces:
Definition 3. Let s ∈ R, p ∈ [1,∞[ and q ∈ [1,∞]. The inhomogeneous Lizorkin–Triebel space
F sp,q(R
n) is the set of tempered distributions f such that
‖f ‖Fsp,q (Rn) := ‖S0f ‖p +
∥∥∥∥(∑
j1
(
2sj |Qjf |
)q)1/q∥∥∥∥
p
< +∞.
The properties of the homogeneous spaces listed in the last two subsections have well-known
counterparts for the inhomogeneous ones, see Triebel [33,34]. At least for s > 0 the later can be
easily deduced from the former. Indeed we have the following:
Proposition 8. Let s > 0, p ∈ [1,∞[ and q ∈ [1,∞]. Then it holds
Fsp,q
(
Rn
)= {f ∈ Lp(Rn): [f ] ∈ F˙ sp,q(Rn)}.
Moreover ‖f ‖p + ‖f ‖F˙ sp,q (Rn) is an equivalent norm in F sp,q(Rn).
We have also the following counterpart of Proposition 5, see [33, 2.3.8].
Proposition 9. Let s ∈ R, 1 p < ∞, 1 q ∞. Then the estimate
‖∂jg‖Fs−1p,q (Rn)  ‖g‖Fsp,q (Rn)
holds for all g ∈ F s (Rn), and j = 1, . . . , n.p,q
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The Littlewood–Paley approach to Lizorkin–Triebel spaces is the simplest, as far as we are
concerned with duality, approximation by smooth functions, etc. Alternative descriptions by
using differences turn out to be more convenient for the study of the composition operators.
We recall the following characterization of the inhomogeneous Lizorkin–Triebel spaces, see [34,
Thm. 3.5.3].
Proposition 10. Let 1 p < ∞ and 1 q ∞.
(i) Further, let 0 < s <m for some m ∈ N. Then a function f belongs to Fsp,q(Rn) if and only if
‖f ‖p +
∥∥∥∥∥
( ∞∫
0
t−sq
(
t−n
∫
|h|t
∣∣mh f ∣∣dh)q dtt
)1/q∥∥∥∥∥
p
< +∞ (12)
and the expression (12) is an equivalent norm in F sp,q(Rn). Moreover, we obtain another
equivalent norm by replacing in (12) the integral ∫∞0 by ∫ a0 , for any fixed a > 0.
(ii) Let n/p < s <m. Then a function f belongs to F sp,∞(Rn) if and only if
‖f ‖p +
∥∥∥ sup
0<t<1
t−s sup
|h|<t
∣∣mh f ∣∣∥∥∥
p
< +∞. (13)
Moreover, the expression (13) is an equivalent norm in F sp,∞(Rn).
2.2.2. The Fatou property for inhomogeneous spaces
Proposition 11. Let s ∈ R, 1 p < ∞ and 1 q ∞. Let (uk)k0 be a bounded sequence in
F sp,q(R
n) converging to f in S ′(Rn). Then f ∈ F sp,q(Rn) and
‖f ‖Fsp,q (Rn)  lim inf
k0
‖uk‖Fsp,q (Rn).
We refer to [21].
2.3. Lizorkin–Triebel algebras
2.3.1. Definition and first properties
For s ∈ R, 1 p < ∞ and 1 q ∞, we introduce the function space
F sp,q
(
Rn
) := {f ∈ L∞(Rn): [f ] ∈ F˙ sp,q(Rn)}
and we endow it with its natural norm, i.e.
‖f ‖F sp,q (Rn) := ‖f ‖∞ + ‖f ‖F˙ sp,q (Rn).
We will prove below that F sp,q(Rn) is a Banach algebra for the pointwise product as long as
s > 0. In this case we will call these spaces Lizorkin–Triebel algebras.
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holds:
S∞
(
Rn
)
↪→ F sp,q
(
Rn
)
↪→ L∞
(
Rn
)
↪→ S ′(Rn).
Proof. The claims are direct consequences of Theorem 3. 
Remark 7. In case s > 0 the left embedding can be improved in the sense that S(Rn) is embed-
ded into F sp,q(Rn). This follows from F sp,q(Rn) ↪→ F˙ sp,q(Rn).
We give now the relevant embedding theorems involving Lizorkin–Triebel algebras.
Proposition 12.
(i) For s > n/p, it holds
F sp,q
(
Rn
)
↪→ F sp,q
(
Rn
)
↪→ Bs−(n/p)∞,p
(
Rn
)
↪→Cub
(
Rn
)
.
(ii) If s > 1 + (n/p), then
F sp,q
(
Rn
)= {f ∈ L∞(Rn): ∂jf ∈ F s−1p,q (Rn), j = 1, . . . , n}
and ‖f ‖∞ +∑nj=1 ‖∂jf ‖F s−1p,q (Rn) is an equivalent norm in F sp,q(Rn).
Proof. Step 1: Proof of (i). The first embedding is a consequence of Proposition 8 and of the
Sobolev embedding F sp,q(Rn) ↪→ Cb(Rn). The third one follows by a well-known property of
Besov spaces Bt∞,∞(Rn) for t > 0.
We turn now to the second embedding. If f ∈ F sp,q(Rn), then, by Proposition 6(ii), it holds
‖f ‖∞ +
∥∥[f ]∥∥
B˙
s−(n/p)∞,p (Rn)
 ‖f ‖F sp,q (Rn).
The desired property then follows by the counterpart of Proposition 8 for Besov spaces.
Step 2: Proof of (ii). By Proposition 5, it suffices to establish the inequality
‖∂jf ‖∞  ‖f ‖F sp,q (Rn), ∀f ∈ F sp,q
(
Rn
)
.
But that follows by the first step, and by the well-known embedding Bt∞,∞(Rn) ↪→ C1b(Rn) for
t > 1. 
Proposition 13. Let s > 1 and
1 − s + 1
p
 1
u
<
1
sp
if s < 1 + 1
p
, 0 <
1
u
<
1
sp
if not. (14)
For all f ∈ F s (R), it holds ‖f ′‖u  ‖f ‖F s (R).p,q p,q
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of interpolation of Gustaffson and Peetre, see [22, Thm. 8.5]. With 0 < λ< 1 it follows that
〈
B˙0∞,∞(R), F˙ sp,q(R);λ
〉= F˙ sλp/λ,q/λ(R).
By the above relation, together with Proposition 5, we derive
∥∥[f ′]∥∥
F˙ sλ−1p/λ,q/λ(R)
 ‖f ‖F sp,q (R), ∀f ∈ F sp,q(R), ∀λ ∈ [0,1]. (15)
By Proposition 6, the embedding F˙ sλ−1p/λ,q/λ(R) ↪→ F˙ 0u,2(R) holds if
0 <
1
u
= 1 + λ
(
1
p
− s
)
<
λ
p
.
By the above inequality, the range of λ becomes 1/s < λ 1. Hence the range of 1/u is
1 + 1
p
− s  1
u
<
1
sp
and 0 <
1
u
,
i.e. the condition (14). By (15), we obtain
∥∥[f ′]∥∥
F˙ 0u,2(R)
 ‖f ‖F sp,q (R), ∀f ∈ F sp,q(R),
under condition (14). Using the mapping σ , introduced in Proposition 2, we deduce
∥∥σ ([f ′])∥∥
u
 ‖f ‖F sp,q (R), ∀f ∈ F sp,q(R).
Now σ([f ′]) and f ′ differ by a polynomial. Since both functions tends to 0 at infinity, in the
weak sense, see [15, Def. 6], we conclude that they coincide. This completes the proof. 
2.3.2. Estimate for difference operators in Lizorkin–Triebel algebras
The homogeneous Lizorkin–Triebel spaces can be described via difference operators like the
inhomogeneous ones, see Proposition 10. The general result needs introducing specific realiza-
tions. We give here a simple partial result, which it sufficient for our purpose.
Let 0 < s < 1, 1 p < +∞ and 1 q +∞. For all measurable function f on R, we set
Msp,q(f ) :=
(∫
R
( ∞∫
0
t−sq
(
1
t
∫
|h|t
∣∣hf (x)∣∣dh)q dt
t
)p/q
dx
)1/p
. (16)
Proposition 14. For 1 < s < 2, it holds
Ms−1p,q
(
f ′
)
 ‖f ‖F˙ sp,q (R), ∀f ∈ F sp,q(R).
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Ms−1p,q
(
f ′
)
 ‖f ‖p + ‖f ‖F˙ sp,q (R), ∀f ∈ F sp,q(R). (17)
Let us set f λ(x) := f (λx) for any λ > 0. By elementary changes of variable, we obtain
Ms−1p,q
((
f λ
)′)= λs−(1/p)Ms−1p,q (f ′).
Then, by replacing f by f λ in (17), using Proposition 3(ii), dividing by λs−(1/p), and letting
λ → +∞, we obtain
Ms−1p,q
(
f ′
)
 ‖f ‖F˙ sp,q (R), ∀f ∈ F sp,q(R). (18)
Now consider any function f ∈ F sp,q(R). Let us define
fk :=
k∑
j=−k+1
Qjf, ∀k  1.
The assumption f ∈ F˙ sp,q(R) implies Qjf ∈ Lp(R) for all j , hence fk ∈ Lp(R). By Proposi-
tion 4 it holds
‖fk‖F˙ sp,q (R)  ‖f ‖F˙ sp,q (R), ∀k  1. (19)
We deduce that fk ∈ F sp,q(R). Then combining (18) and (19), we derive
Ms−1p,q
(
f ′k
)
 ‖f ‖F˙ sp,q (R), ∀k  1. (20)
By definition, it holds
f ′k =
k∑
j=−k+1
Qj
(
f ′
)
, ∀k  1.
Let u be a real number such that (14). By Propositions 13 and 2, it follows that f ′k → f ′ in Lu(R).
Taking a subsequence if necessary, and applying twice the Fatou Lemma in (20), we deduce the
desired estimate. 
2.3.3. The algebra property
As mentioned above we are now turning to the algebra property of F sp,q(Rn).
Theorem 6. For s > 0 the space F sp,q(Rn) is an unital Banach algebra for the pointwise product.
The main tool is the following paraproduct estimate, a straightforward consequence of Propo-
sition 4(ii):
1114 G. Bourdaud et al. / Journal of Functional Analysis 259 (2010) 1098–1128Lemma 2. Assume s > 0 and m ∈ Z. For all f ∈ L∞(Rn) and all g ∈ F˙ sp,q(Rn), let us define
πm(f,g) :=
∑
j∈Z
(Sj−mf )(Qjg).
Then πm is a continuous bilinear mapping from L∞(Rn)× F˙ sp,q(Rn) to F˙ sp,q(Rn).
Proof of Theorem 6. Let us take f,g in F sp,q(Rn). By an Abel transform we deduce
j∑
k=−j
(Skf )(Qkg)+
j−1∑
k=−j
(Skg)(Qk+1f ) = (Sjf )(Sjg)− (S−j f )(S−j−1g), (21)
for all j > 0. We claim that
lim
j→−∞(Sjf )(Sj−1g) = 0 in S
′∞
(
Rn
)
.
Recall that ‖Sjf ‖∞  ‖f ‖∞ for all j ∈ Z. Then, for u ∈ S∞(Rn), we have∣∣〈(Sjf )(Sj−1g),u〉∣∣= ∣∣〈(Sjf )(Sj−1g), Sj+2u〉∣∣ ‖f ‖∞‖g‖∞‖Sj+2u‖1,
which tends to 0 for j → −∞ by Lemma 1. Furthermore, Sjf (x) → f (x) as j → +∞ for
almost every x ∈ Rn. By Dominated Convergence Theorem, we deduce that
lim
j→+∞(Sjf )(Sjg) = fg in S
′(Rn).
Now taking j → +∞ in (21), we obtain
π0(f, g)+ π1(g, f ) = [fg] in S ′∞
(
Rn
)
.
Using Lemma 2, we conclude that∥∥[fg]∥∥
F˙ sp,q (R
n)
 ‖f ‖∞‖g‖F˙ sp,q (Rn) + ‖g‖∞‖f ‖F˙ sp,q (Rn),
which finishes our proof. 
2.4. The Wiener classes BVp
For a function g : R → R we denote by ‖g‖BVp the supremum of numbers(
N∑
k=1
∣∣g(bk)− g(ak)∣∣p)1/p,
taken over all finite sets {]ak, bk[; k = 1, . . . ,N} of pairwise disjoint open intervals. A function
g is said to be of bounded p-variation if ‖g‖BVp < +∞. The collection of all such functions is
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of these classes.
2.5. More on embeddings
We recall here the classical embeddings that we need.
(i) The spaces F sp,q(Rn) are monotone with respect to s and q , more exactly
F sp,∞
(
Rn
)
↪→ F s′p,q
(
Rn
)
↪→ F s′p,∞
(
Rn
)
if s′ < s and 1 q ∞.
(ii) We have the following counterpart (and consequence) of Proposition 6.
Let 1 q, q1 ∞. The continuous embedding
F sp,q
(
Rn
)
↪→ F s1p1,q1
(
Rn
)
holds for all parameters satisfying
s − n
p
 s1 − n
p1
and 1 p < p1 < ∞.
In particular, it holds
F sp,q
(
Rn
)
↪→ Lp1
(
Rn
)
for all parameters satisfying
s  n
p
− n
p1
and 1 p < p1 < ∞.
(iii) We will apply several times the embedding
F sp,q(R) ↪→ BVp(R), s > 1/p, (22)
see e.g. [29] and [14, Thm. 5], which states a similar result in terms of Besov spaces. To get the
connection to (22) it is enough to use F sp,q(R) ↪→ Bsp,∞(R).
3. Proofs of the main theorems
In this section all functions are defined on the real line R and assumed to be real-valued. We
will omit R in all notation. All along the proofs, the parameter
δ := s − 1 − 1
p
will play a major role.
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3.1.1. Some reduction arguments
We claim that one can deduce Theorem 2 in case 1 + (1/p) < s  2 + (1/p) from the follow-
ing statement:
Proposition 15. Let 1 p < ∞, 1 q ∞, and
either 1 + (1/p) < s  2 + (1/p) if p > 1 or 2 < s < 3 if p = 1.
It holds
‖f ◦ g‖Fsp,q 
∥∥f ′∥∥F s−1p,q (‖g‖Fsp,q + ‖g‖s−(1/p)F sp,q ) (23)
for all functions f and g satisfying the following conditions:
• f is of class C2, f ′ ∈ F s−1p,q and f (0) = 0,
• g is real analytic and g ∈ F sp,q .
Proof of the claim. Let s,p, q as in Proposition 15.
Step 1. First we will prove that (23) holds under conditions f ′ ∈ F s−1p,q , f (0) = 0 and g ∈ F sp,q .
We use the operators Sj introduced in (5). Then gj := Sjg is real analytic, gj → g in Lp and,
by translation invariance of F sp,q , it holds
‖gj‖Fsp,q  ‖g‖Fsp,q , ∀j  0. (24)
Applying the embedding F s−1p,q ↪→ Cub, see Proposition 12, and some standard computation, it
holds
lim
j→+∞
∥∥(Sjf )′ − f ′∥∥∞ = 0 and ‖Sjf − f ‖∞  2−j∥∥f ′∥∥∞. (25)
Let us define fj := Sjf − Sjf (0)ρ, see (2). Then fj is a C∞ function such that fj (0) = 0 and∥∥f ′j∥∥F s−1p,q  ∥∥f ′∥∥F s−1p,q + ∣∣Sjf (0)∣∣. (26)
Since limj→∞ Sjf (0) = f (0) = 0 the estimate (25) implies
lim
j→+∞
∥∥f ′j − f ′∥∥∞ = 0. (27)
Then using Proposition 15, (24) and (26), we obtain
‖fj ◦ gj‖Fsp,q 
(∥∥f ′∥∥F s−1p,q + ∣∣Sjf (0)∣∣)(‖g‖Fsp,q + ‖g‖s−(1/p)F sp,q ). (28)
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‖f ◦ g − fj ◦ gj‖p 
∥∥f ′∥∥∞‖g − gj‖p + ∥∥f ′ − f ′j∥∥∞‖gj‖p,
complemented by (27), yields the convergence of the sequence (fj ◦ gj )j0 in Lp . Hence, we
can apply the Fatou property, see Proposition 11, in (28). Using again limj→∞ Sjf (0) = 0, we
conclude that the inequality (23) holds.
Step 2. Employing the embedding F s−1p,q ↪→ Cb , Propositions 5 and 8, and Step 1, we find∥∥(f ◦ g)′∥∥F s−1p,q = ∥∥(f ◦ g)′∥∥∞ + ∥∥(f ◦ g)′∥∥F˙ s−1p,q

∥∥f ′∥∥∞∥∥g′∥∥∞ + ‖f ◦ g‖Fsp,q

∥∥f ′∥∥F s−1p,q (‖g‖Fsp,q + ‖g‖s−(1/p)F sp,q )
under the restriction f (0) = 0. Now we remove this restriction. Let f ′ ∈ F s−1p,q . Since (f ◦ g)′ =
((f − f (0)) ◦ g)′ the general case follows. 
3.1.2. Proof of Proposition 15 in case 1 + (1/p) < s  2 or s = 2 + (1/p) < 3
In our preceding work [17], we proved the inequality
‖f ◦ g‖Fsp,q  c
∥∥f ′∥∥
Fs−1p,q
(‖g‖Fsp,q + ‖g‖s−(1/p)F sp,q ),
for all function f such that f ′ ∈ F s−1p,q , f (0) = 0, and all g ∈ F sp,q . The above result has been
established under some restrictions on s and p. In particular it holds if 1 < p < +∞, and 1 +
(1/p) < s  2 or s = 2 + (1/p).
A careful examination of the proof given in [17] shows that we indeed have proved the es-
timate (1). In case 1 + (1/p) < s < 2 we did not use anything else than f ′ ∈ F s−1p,q . For the
two exceptional cases we add a few comments. In case s = 2 or s = 2 + (1/p) we used two
supplementary conditions, namely
• f ′ is Hölder continuous of order δ if δ < 1, and of order δ − ε (ε > 0 arbitrarily small) if
δ = 1, see in particular the estimate of V6 in [17, p. 2910];
• f ′ belongs to the homogeneous Besov space B˙s−1p,∞, see the estimate of V4 in [17, p. 2911].
Both extra conditions follow from f ′ ∈ F s−1p,q . This is evident for the second one. But the first
one is a consequence of Proposition 12.
3.1.3. Proof of Proposition 15 in case 2 < s < 2 + (1/p)
By assumption 0 < s − 2 < 1, we can use the following equivalent norm in Fsp,q :
‖f ‖p +
∥∥∥∥∥
( 1∫
0
t−(s−2)q
(
t−1
∫
|h|t
∣∣hf ′′∣∣dh)q dt
t
)1/q∥∥∥∥∥
p
, (29)
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(f ◦ g)′′ = (f ′′ ◦ g)g′2 + (f ′ ◦ g)g′′.
Step 1. The assumption f (0) = 0 implies ‖f ◦g‖p  ‖f ′‖∞‖g‖p , hence the desired estimate
for ‖f ◦ g‖p .
Step 2: Estimate of (f ′ ◦ g)g′′. By Proposition 12, F sp,q is embedded into C1b , and F s−1p,q into
Bδ∞,∞. Since δ < 1, Bδ∞,∞ is the space of bounded Hölder continuous functions of order δ.
A straightforward computation leads to∥∥f ′ ◦ g∥∥
Bδ∞,∞

∥∥f ′∥∥
Bδ∞,∞
(
1 + ∥∥g′∥∥δ∞). (30)
By a classical result on multipliers, see [31, Thm. 4.7.1], and by assumption δ > s−2, we deduce∥∥(f ′ ◦ g)g′′∥∥
Fs−2p,q 
∥∥f ′ ◦ g∥∥
Bδ∞,∞
∥∥g′′∥∥
Fs−2p,q . (31)
Inequalities (30) and (31) give the desired estimate.
The remaining of Section 3.1.3, will be devoted to the estimation of (f ′′ ◦ g)g′2. For better
readability we subdivide it into several steps.
Step 3: The principal splitting. Using the norm (29) with f replaced by f ◦ g, we have to
estimate the following expression:
V :=
(∫
R
( 1∫
0
t−(s−2)q
(
t−1
t∫
−t
∣∣h((f ′′ ◦ g)g′2)(x)∣∣dh)q dt
t
)p/q
dx
)1/p
. (32)
We need a further splitting of the area of integration with respect to h in (32). For x ∈ R we
define
Q(x) := {h ∈ R: ∣∣g′(x + h)∣∣ ∣∣g′(x)∣∣},
P (x) := {h ∈ R: ∣∣g′(x)∣∣< ∣∣g′(x + h)∣∣}.
On Q(x) we will use the elementary identity
h
((
f ′′ ◦ g)g′2)(x) = h(f ′′ ◦ g)(x)g′(x + h)2 + f ′′(g(x))h(g′2)(x),
whereas on P(x) we will use
h
((
f ′′ ◦ g)g′2)(x) = h(f ′′ ◦ g)(x)g′(x)2 + f ′′(g(x + h))h(g′2)(x)
instead. Hence
V  V1 + V2 + V3 + V4,
where
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(∫
R
( 1∫
0
t−(s−2)q
(
t−1
∫
[−t,t]∩Q(x)
∣∣f ′′(g(x))∣∣∣∣h(g′2)(x)∣∣dh)q dt
t
)p/q
dx
)1/p
,
V2 :=
(∫
R
( 1∫
0
t−(s−2)q
(
t−1
∫
[−t,t]∩P(x)
∣∣f ′′(g(x + h))∣∣∣∣h(g′2)(x)∣∣dh)q dt
t
)p/q
dx
)1/p
,
V3 :=
(∫
R
( 1∫
0
t−(s−2)q
(
t−1
∫
[−t,t]∩Q(x)
∣∣h(f ′′ ◦ g)(x)∣∣g′(x + h)2 dh)q dt
t
)p/q
dx
)1/p
,
V4 :=
(∫
R
( 1∫
0
t−(s−2)q
(
t−1
∫
[−t,t]∩P(x)
∣∣h(f ′′ ◦ g)(x)∣∣g′(x)2 dh)q dt
t
)p/q
dx
)1/p
.
Step 4: Estimates of V3 and V4. In this step, we will restrict the integral with respect to h to
the interval [0, t], the case h ∈ [−t,0] can be treated completely similarly.
We concentrate on the term V3, since the estimate of V4 runs similarly. By using the analyticity
of g′, we can write the complement in R of the zeros of g′ as the union of a family (Il)l of open
disjoint intervals. We put
al := sup
x∈Il
∣∣g′(x)∣∣.
Further, gl denotes the restriction of g to Il . For all l and all x ∈ Il , we introduce the distance
ηl(x) from x to the right endpoint of Il (of course, ηl(x) = +∞ if the endpoint to the right
is +∞). We define
V5 :=
∑
l
∫
Il
( ηl(x)∫
0
t−(s−2)q
(
t−1
∫
[0,t]∩Q(x)
∣∣h(f ′′ ◦ g)(x)∣∣g′(x + h)2 dh)q dt
t
)p/q
dx
and V6 similarly, by integrating from t = ηl(x) to t = +∞. A corresponding estimate with re-
spect to the interval [−t,0] can be obtained by working with the distance to the left endpoint of Il .
Substep 4.1: Estimate of V5. By definition of Q(x), we obtain
V5 
∑
l
∫
Il
∣∣g′(x)∣∣p( ηl(x)∫
0
t−(s−2)q
(
t−1
∫
[0,t]
∣∣h(f ′′ ◦ g)(x)∣∣∣∣g′(x + h)∣∣dh)q dt
t
)p/q
dx.
Now we perform the change of variable y := g(x) on each interval Il and obtain
V5 
∑
l
a
p−1
l
∫
g(Il)
( ηl(g−1l (y))∫
0
t−(s−2)q
×
(
t−1
t∫ ∣∣f ′′(g(g−1l (y)+ h))− f ′′(y)∣∣∣∣g′(g−1l (y)+ h)∣∣dh
)q
dt
t
)p/q
dy.0
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Θ := Θ(h) = g(g−1l (y)+ h)− y.
Observe ∣∣g(g−1l (y)+ h)− y∣∣= ∣∣g(g−1l (y)+ h)− g(g−1l (y))∣∣ alh
under the given restrictions in the integral above. This leads to
V5 
∑
l
a
p−1
l
∞∫
−∞
( ∞∫
0
t−(s−2)q
(
t−1
∫
|Θ|al t
∣∣Θf ′′(y)∣∣dΘ)q dt
t
)p/q
dy.
The simple substitution z := alt yields
V5 
∑
l
a
p−1+(s−2)p+p
l
∞∫
−∞
( ∞∫
0
z−(s−2)q
(
z−1
∫
|Θ|z
∣∣Θf ′′(y)∣∣dΘ)q dz
z
)p/q
dy

∥∥g′∥∥sp−1BVsp−1(Ms−2p,q (f ′′))p,
see (16) for the definition of Msp,q . From the embedding F s−1p,q ↪→ BVsp−1, see (22), and Propo-
sition 14, we finally derive
V
1/p
5 
∥∥f ′∥∥F s−1p,q ‖g‖s−(1/p)F sp,q . (33)
Substep 4.2: Estimate of V6. A further splitting is needed. Using the definition of the set Q(x)
we obtain V6  V7 + V8 where
V7 :=
∑
l
∫
Il
( ∞∫
ηl(x)
t−(s−2)q
(
t−1
∫
[0,t]∩Q(x)
∣∣f ′′(g(x))∣∣g′(x)2 dh)q dt
t
)p/q
dx
and
V8 :=
∑
l
∫
Il
( ∞∫
ηl(x)
t−(s−2)q
(
t−1
∫
[0,t]∩Q(x)
∣∣f ′′(g(x + h))∣∣g′(x + h)2 dh)q dt
t
)p/q
dx.
We introduce a parameter v > p which value will be fixed at the end of our computation, and
we define
α := p + 1
v
,
1
w
:= 1
p
− 1
v
.
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( ∞∫
ηl(x)
t−(s−2)q dt
t
)p/q
 ηl(x)−(s−2)p.
Then Hölder inequality yields
V
1/p
7 
(∑
l
∫
Il
∣∣f ′′(g(x))∣∣p∣∣g′(x)∣∣2pηl(x)−(s−2)p dx)1/p
=
(∑
l
∫
R
(∣∣f ′′(g(x))∣∣p∣∣g′(x)∣∣αp1Il (x))(∣∣g′(x)∣∣(2−α)pηl(x)−(s−2)p1Il (x))dx)1/p

(∑
l
∫
Il
|g′(x)|(2−α)w
ηl(x)(s−2)w
dx
)1/w∥∥(f ′′ ◦ g)∣∣g′∣∣α∥∥
v
. (34)
By definition of α, it holds
∥∥(f ′′ ◦ g)∣∣g′∣∣α∥∥v
v

∑
l
a
p
l
∫
g(Il)
∣∣f ′′(t)∣∣v dt  ∥∥g′∥∥pBVp∥∥f ′′∥∥vv. (35)
Further, for positive τ it holds
|g′(x)|
ητl (x)
= |g
′(x + ηl(x))− g′(x)|
ητl (x)
 sup
h=0
|g′(x + h)− g′(x)|
|h|τ
for all x ∈ Il , by using the definition of ηl (this works as well in case ηl(x) = +∞, since F s−1p,q ↪→
C0). Hence
(∑
l
∫
Il
|g′(x)|(2−α)w
ηl(x)(s−2)w
dx
)1/w

∥∥g′∥∥2−α
F
s1
p1,∞
(36)
where s1 := s−22−α and p1 := (2 − α)w if
1
p1
< s1 < 1, (37)
see Proposition 10(ii). By definition of α, (37) is equivalent to
1 − δ < 1
v
<
4 − s
p + 1 . (38)
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1 − δ  1
v
<
1
(s − 1)p . (39)
Also we need the embeddings F s−1p,q ↪→ BVp and F s−1p,q ↪→ F s1p1,∞. The first one follows by (22),
the second by
δ  s1 − 1
p1
and p1 >p, (40)
see Section 2.5(ii). Summarizing (38)–(40), we must find v such that
1 − δ < 1
v
< min
(
1
p
,
1
(s − 1)p ,
4 − s
p + 1 ,
δ + 1
1 + δ(p + 1)
)
.
Now
• 1
p
> 1
(s−1)p is equivalent to s > 2,
• δ+11+δ(p+1) > 1(s−1)p is equivalent to δ2p > 0,
• 4−s
p+1 >
1
(s−1)p is equivalent to s
2 − 5s + 5 + (1/p) < 0, an inequality which holds for 2 <
s < 2 + (1/p), as soon as p  1.
Thus the choice of v is possible if 1 − δ < 1
(s−1)p , an inequality equivalent to s > 2. From in-
equalities (34)–(36) we deduce
V
1/p
7 
∥∥f ′∥∥F s−1p,q ‖g‖2−(1/v)F sp,q .
This implies the desired estimate, since 1 < 2 − (1/v) < s − (1/p) by assumption on v.
The expression V8 looks similar to V7. So we may apply the same principles to estimate it.
However, a few modifications are necessary. By definition of Q(x), it holds
1
t
∫
[0,t]∩Q(x)
∣∣f ′′(g(x + h))∣∣g′(x + h)2 dh ∣∣g′(x)∣∣2−αM((f ′′ ◦ g)∣∣g′∣∣α)(x).
Hence
V
1/p
8 
(∑
l
∫
Il
|g′(x)|(2−α)w
ηl(x)(s−2)w
dx
)1/w∥∥M((f ′′ ◦ g)∣∣g′∣∣α)∥∥
v
.
Making use of the Hardy–Littlewood inequality, which holds in Lv , since v > 1, see [32], and
using again (35), we conclude that V8 is estimated exactly as V7.
Step 5: Estimates of V1 and V2. We introduce the parameters v := (1 − δ)−1 and w :=
(s − 2)−1, which satisfy
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p
= 1
v
+ 1
w
,
and 0 < β < 1, to be chosen at the end of computation.
Using the estimate |h(g′2)(x)|  |g′(x + h)|1+β |h(g′)(x)|1−β if h ∈ P(x), and applying
Hölder inequality with 1 = β + (1 − β), we obtain
1
t
∫
[−t,t]∩P(x)
∣∣f ′′(g(x + h))∣∣∣∣h(g′2)(x)∣∣dh

(
M
(∣∣f ′′ ◦ g∣∣1/β ∣∣g′∣∣1+(1/β))(x))β(1
t
t∫
−t
∣∣h(g′)(x)∣∣dh)1−β.
Now we take s′ > s, with s′ − s as small as we want, getting
( 1∫
0
t−(s−2)q
(
1
t
t∫
−t
∣∣h(g′)(x)∣∣dh)q(1−β) dt
t
)1/q
 sup
0<t1
t−(s′−2)
(
1
t
t∫
−t
∣∣h(g′)(x)∣∣dh)1−β.
Then applying Hölder and Hardy–Littlewood inequalities, we find
V2 
∥∥(f ′′ ◦ g)∣∣g′∣∣1+β∥∥
v
∥∥g′∥∥1−β
F
s′−2
1−β
w(1−β),∞
, (41)
if
s − 2 < s′ − 2 < 1 − β, (42)
βv > 1. (43)
Arguing as in (35), we deduce from (41)
V2 
∥∥f ′′∥∥
v
∥∥g′∥∥1+β−(1/v)BV(1+β)v−1∥∥g′∥∥1−β
F
s′−2
1−β
w(1−β),∞
.
We collect the conditions in order to insure the embedding of F s−1p,q into F
s′−2
1−β
w(1−β),∞∩BV(1+β)v−1,
that is
(1 − δ)p − δ  β, (44)
δ >
s − 2
1 − β −
1
w(1 − β) , (45)
w(1 − β) > p. (46)
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to δ > 0, and (46) implies (42). Also s > 2 implies (1/v) > (1 − δ)p − δ, hence (44). Then
we just need to check the compatibility of (46) and (43). But this becomes a consequence of
(1/v) < 1 − p(s − 2), which is equivalent to s < 2 + (1/p).
The estimate of V1 can be done in the same way. Indeed, it is simpler since the use of maximal
function is superfluous.
3.2. Proof of Theorem 2: the case s > 2 + (1/p)
It follows from case s  2 + (1/p) by a simple induction argument. We assume that (1) holds
and we will prove that the same property holds if we replace s by s + 1.
Assume that f ′ ∈ F sp,q and g ∈ F s+1p,q . Then using Theorem 6, the induction assumption,
Proposition 12, and the embeddings F s+1p,q ↪→ F sp,q ↪→ F sp,q , we deduce∥∥(f ◦ g)′∥∥F sp,q  ∥∥f ′ ◦ g∥∥F sp,q∥∥g′∥∥F sp,q

(∥∥f ′ ◦ g∥∥∞ + ∥∥(f ′ ◦ g)′∥∥F s−1p,q )‖g‖Fs+1p,q

∥∥f ′∥∥F sp,q‖g‖Fs+1p,q (1 + ‖g‖Fs+1p,q )s−(1/p).
Hence, Theorem 2 is proved.
3.3. Proofs of Corollaries 1, 2, and Theorem 1
3.3.1. Proof of Corollary 1
Step 1: Proof of (i). Let f ∈ F s,ocp,q and ϕ ∈ D. Then the product f ϕ belongs to F sp,q and its
derivative (f ϕ)′ to F s−1p,q ↪→ F s−1p,q . Applying this property to ϕ := ρ‖g‖∞ , see (2), observing the
identity f ◦ g = (f ϕ) ◦ g, and using Theorem 2 we conclude that Tf acts on F sp,q and that (3)
holds.
Step 2: Proof of (ii). This statement is an easy consequence of Proposition 12.
3.3.2. Proof of Theorem 1
Step 1: Proof of (i). The “if” part of Theorem 1(i) follows from Corollary 1. The necessity of
f ∈ F s,ocp,q follows by testing Tf with the functions
g(x) := xρt (x), x ∈ R, t > 0.
The necessity of f (0) = 0 is obvious.
Step 2: Proof of (ii). Boundedness follows immediately from the embedding Fsp,q ↪→ Cb , see
Proposition 12, and inequality (3). The fact that Tf is not sublinear, except in case f is linear,
has been proved in [14, Prop. 11].
3.3.3. Proof of Corollary 2
Step 1. Concerning statements (i) and (ii), it is enough to refer to Theorem 1, and to [12,
Thm. 9, Cor. 2].
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implies that f belongs to the closure of C∞ in F s,ocp,∞ . Thus it will be enough to construct a
compactly supported function f ∈ F sp,∞ which does not belong to the closure of D in F sp,∞.
We will use the characterization of Lizorkin–Triebel spaces by means of Daubechies wavelets.
Let ψ be a function in L2 such that the family of functions
ψj,k(x) := 2j/2ψ
(
2j x − k), j, k ∈ Z, x ∈ R,
forms an orthonormal basis for the space L2. We assume that ψ is compactly supported of
class Cr , and ∫
R
xmψ(x)dx = 0, m = 0, . . . , r − 1,
for an arbitrary large number r . We can also assume that ψ(0) = 0. Let φ denote the scaling
function associated with the wavelet ψ . We put ψ−1,k(x) := φ(x − k), and we denote by Xj,k
the indicatrix of the dyadic interval [k2−j , (k + 1)2−j ].
Let s > 0 and 1 p < ∞. If r > s, then F sp,∞ is the set of
f =
∞∑
j=−1
∑
k∈Z
〈f,ψj,k〉ψj,k
such that ∥∥∥ sup
j−1,k∈Z
2j (s+(1/2))
∣∣〈f,ψj,k〉∣∣Xj,k∥∥∥
p
< +∞ (47)
and the above expression is a norm equivalent to ‖f ‖Fsp,∞ , see, e.g., [35, Thm. 1.20]. Now we
consider the following property:
lim
N→+∞
∥∥∥ sup
jN,|k|<2N
2j (s+(1/2))
∣∣〈f,ψj,k〉∣∣Xj,k∥∥∥
p
= 0. (48)
It holds clearly for all f ∈ D (indeed, for such f , |〈f,ψj,k〉| 2−Mj uniformly w.r.t. k, with an
arbitrarily large positive number M , and supjN,|k|<2N Xj,k  1[−1,1]). By a standard argument,
property (48) holds as well if f belongs to the closure of D in F sp,∞.
Let us consider the function
f (x) :=
∞∑
j=1
2−j (s+(1/2))
2j−1∑
k=1
ψj,k(x), x ∈ R.
Using characterization (47), we obtain f ∈ F sp,∞. Since supjN,1k<2N Xj,k = 1]0,1], it follows
∥∥∥ sup
jN,1k<2N
2j (s+(1/2))
∣∣〈f,ψj,k〉∣∣Xj,k∥∥∥
p
= 1
for all integer N  1. Hence f does not satisfy condition (48). Our proof is complete.
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4.1. Sharpness of estimate
According to Corollary 1, there is a substantial class of nonlinear functions f for which there
exists a constant c = c(f ) such that
‖f ◦ g‖Fsp,q (R)  c
(‖g‖Fsp,q (R) + ‖g‖s−(1/p)F sp,q (R) ), ∀g ∈ F sp,q(R). (49)
What can we say about optimality of such an estimate? First we can observe that (49) can be
decomposed into two parts, due to condition s − (1/p) > 1:
‖f ◦ g‖Fsp,q (R)  c‖g‖Fsp,q (R), in case ‖g‖Fsp,q (R)  1, (50)
‖f ◦ g‖Fsp,q (R)  c‖g‖s−(1/p)F sp,q (R) , in case ‖g‖Fsp,q (R)  1. (51)
Estimate (50) is by no means optimal, since if f (x) := xmψ(x), where m ∈ N and ψ ∈ D(R)
with ψ(0) = 0, we obtain
‖f ◦ g‖Fsp,q (R)  c‖g‖mFsp,q (R)‖ψ ◦ g‖Fsp,q (R),
by the algebra property of F sp,q(R). Here m can be arbitrarily large.
Estimate (51) is optimal, at least if we avoid polynomials of low degree. First observe that (49)
implies a weaker property, namely: there exists a seminorm N on D(R) and a constant c > 0
such that
‖f ◦ g‖Bsp,∞(R)  c
(
1 +N(g))s−(1/p), ∀g ∈ D(R). (52)
Now we prove the optimality of (52) by the following statement:
Proposition 16. Let h : [0,∞[ → [0,∞[ be a nondecreasing function satisfying h(x) =
o(xs−(1/p)) for x → +∞, and let N be any seminorm on D(R). If f is a continuous function
such that, for some constant c > 0, the inequality
‖f ◦ g‖Bsp,∞(R)  ch
(
N(g)
) (53)
holds for all g ∈ D(R), then f is a polynomial of degree  s.
Proof. We use the same argument as in the proofs of [14, Prop. 11 and 12]. Let us consider the
integer m  1 such that m − 1  s < m. Let us define ϕ ∈ D(R) by ϕ(x) := xρ(x), see (2) for
the definition of ρ. Then it holds (f ◦ aϕ)(x) = f (ax) for all x ∈ [−1,1] and all a > 0. Hence
mt (f ◦ aϕ)(x) = matf (ax), ∀x ∈ [−1/2,1/2], ∀t ∈ [0,1/2m], ∀a > 0.
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( a/2∫
−a/2
∣∣mt f (x)∣∣p dx
)1/p
 c1h(c2a)a(1/p)−s t s , ∀t ∈ ]0,1], ∀a > 2m.
By applying the assumption on h, and by taking a to +∞, we obtain
mt f (x) = 0 a.e., ∀t ∈ ]0,1].
Then by a standard argument, we deduce that f is a polynomial of degree at most m− 1. 
4.2. Open questions
We believe that Theorem 1 can be extended to Lizorkin–Triebel spaces defined on Rn. In such
a case, F sp,q(R
n) should be replaced by the intersection F sp,q ∩ L∞(Rn) in order to avoid a
triviality phenomenon which has been observed for the first time by Dahlberg, see e.g. [19,9,30,
6].
Conjecture. Let 1  p,q ∞ and s > 1 + (1/p). The composition operator Tf , associated
to a Borel function f : R → R, maps Fsp,q ∩ L∞(Rn) to itself if and only if f ∈ F s,ocp,q (R) and
f (0) = 0.
The validity of the Conjecture is known in case of Sobolev spaces (recall Wmp (Rn) =
Fmp,2(R
n), 1 <p < ∞), see [5,10]. A further result supporting the conjecture has been proved in
[8]: if p = q = 2, s > 3/2, and m− (1/2) < s <m for some integer m 2, then f ∈ Fs+ε,ocp,q (R)
for some ε > 0, and f (0) = 0, is sufficient to guarantee that Tf takes F sp,q ∩L∞(Rn) to itself.
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