We created a near-term iterative lake water temperature forecasting system that uses 13 sensors, data assimilation, and hydrodynamic modeling 14 15 • FLARE quantifies the uncertainty in each daily forecast and provides an open-source, 16 generalizable system for water quality forecasting 17 18
Introduction

42
As a result of human activities, ecosystems around the globe are increasingly changing 43 [Stocker et al. 2013, Ummenhofer and Meehl 2017] , making it challenging for resource managers 44 to consistently provision vital ecosystem services [West et al. 2009 ]. In particular, managers of where G() is the GLM model that requires a vector of water temperatures at the modeled depths 147 as initial conditions ( # & ), a vector of the four calibrated model parameters ( , & ), and a set of 9 incrementally increase when forecasting into the future (t only increments in the daily data 161 assimilation that sets the initial conditions, parameters, and process uncertainty for the forecast).
162
The 16-day forecasts require initial conditions of the water temperature at each modeled 163 depth (x 9:; < = x = < , where t equals the time step of the data assimilation when the forecast into the 164 future was initialized) and initial model parameters (α = < ) on day 0 (f = 0) of the forecast. The
165
variance in x = and α = across ensemble members when the forecast was initialized represents the 166 contribution of initial conditions and parameters, respectively, to the total forecast uncertainty.
167
To generate these initial conditions while also calibrating the three focal parameters, FLARE 168 assimilates temperature sensor observations from the previous day into the GLM using an 169 Ensemble Kalman Filter [EnKF; Evensen 2003 , Evensen 2009 . We used data assimilation rather 170 than simply specifying the initial conditions from the observations because the EnKF: 1) enabled Our application of the forecasting system was divided into two periods: the spin-up 232 period and the forecasting period. The spin-up period was from 11 July to 25 August 2018 and 233 was used to develop the Σ , process uncertainty covariance matrix and to constrain the three 234 parameters that were calibrated using the EnKF. In this period, the EnKF was used to update the 235 states and parameters using observed meteorology as the drivers. We used N=441 ensemble 236 members in the EnKF so that each ensemble member can be associated with one of the 441 237 weather ensemble members when forecasting (e.g., 21 NOAA GEFS ensemble members each 238 with 21 downscaling ensemble members). We modeled water temperature on 0.33-m depth 239 intervals starting at the surface at 0.1 m through 9.3 m at the sediments. This resulted in 29 240 model states of water temperature depths in the x matrix (eqn. 1). We had sensor observations for 241 10 of the 29 model depths (0.1, 1, 2, 3, 4, 5, 6, 7, 8, and 9 m; Supporting Information C).
242
The second period was the forecasting period when 16-day forecasts were generated each 243 day between 26 August and 3 December 2018. The 100 daily forecasts developed over this 244 period included summer stratified, fall turnover, and fall mixed conditions in the reservoir.
245
During this period, the model states and parameters were advanced one day using observed 246 meteorology and updated using the EnKF. These updated states and parameters were used as the 247 initial conditions for each 16-day forecast, which started at midnight of the current day. We evaluated the forecasts using three metrics that assessed the skill, bias, and quality of 251 confidence intervals. Skill was assessed using the root mean square error (RMSE) of the mean forecasted water temperature and the observed water temperature at each day in the 16-day 253 forecast horizon. Bias was assessed using the absolute difference between the mean forecasted 254 water temperature and the observed water temperature at each day in the 16-day forecast. We 255 averaged the RMSE and bias for each day within the 16-day forecast horizon over the 100 256 forecasts generated between 26 August and 3 December. We compared the forecast RMSE to the 257 RMSE of a null persistence model that assumed water temperature did not change over the 16-258 day horizon. The quality of the confidence intervals was assessed by calculating the total number 259 of observations contained in a specific confidence interval. We considered a forecast to be well- Model process uncertainty was isolated by sampling from the process uncertainty while 287 initializing all ensemble members with the ensemble mean (removing initial condition 288 uncertainty), using the mean parameter values, and using one member of the NOAA GEFS 289 without downscaling. Parameter uncertainty was isolated in a similar way to process uncertainty.
290
The meteorological driver data uncertainty was separated into two components. First, the 291 uncertainty in the NOAA forecast was isolated by using the 21 ensemble members without 292 downscaling, process, parameters, and initial conditions uncertainty included. The downscaling 293 uncertainty was isolated by adding downscaling uncertainty to a single NOAA ensemble member 294 while not adding process, parameters, and initial conditions uncertainty.
We repeated the forecasting uncertainty partitioning for three different forecasts (1 296 September, 18 October, and 1 December) to represent the three different stages of lake thermal 297 dynamics that occurred during the forecasting period. Observed temperature a temperature predictions were used as initial conditions for the 16-day forecasts. There were two 329 1-day thermistor data gaps due to sensor maintenance in September ( Figure 2B ) that highlight 330 the value of the EnKF for updating initial conditions when observational data are unavailable.
331
The three GLM parameters were well-constrained by data assimilation (Supporting Information Every day between 26 August and 3 December, the forecasting system generated 16-day 336 forecasts of water temperature for the entire water column, successfully capturing summer 337 stratified, fall turnover, and fall mixed conditions (Figure 3) . In general, the forecast accuracy forecasting period that were within the forecast confidence interval that is specified on the x-360 axis. For example, the 90% forecast confidence interval is the 5 th to 95 th percentile of the 441 361 forecast ensemble members and ideally should contain 90% of water temperature observations.
362
Values for 1, 7, and 16-day forecast horizons for the 0.1 m depth are shown. Relative contribution to forecast uncertainty
