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Im ersten Kapitel wird zuna¨chst eine Motivation und Zielsetzung fu¨r die vorliegende Ar-
beit gegeben, die Bedeutung von Verbrennungsprozessen im Hinblick auf wirtschaftliche,
technologische und o¨kologische Aspekte wird dabei dargestellt. Anschließend wird der ak-
tuelle Stand der Forschung im Bereich der rechnergestu¨tzten Simulationsverfahren zur
Beschreibung und Optimierung von Verbrennungsprozessen pra¨sentiert und die vorliegen-
de Arbeit entsprechend eingeordnet. Abschließend wird die Struktur der Arbeit durch eine
Gliederung erla¨utert.
1.1 Motivation der Arbeit
Ein großer Anteil der globalen Prima¨renergie wird derzeit und auch in naher Zukunft
durch Verbrennung von fossilen Rohstoffen gewonnen. Laut einer Studie der International
Energy Agency (IEA) betra¨gt der Anteil derzeit 80% [IEA 2010]. Obwohl andere Tech-
nologien wie beispielsweise die Nutzung von Kernkraft oder Wasserkraft in den letzten
Jahrzehnten prozentual betrachtet leicht zulegen konnten, ist durch eine stetig zunehmen-
de globale Nachfrage der Gesamtverbrauch von fossilen Energietra¨gern stark angestiegen.
Fu¨r die kommenden zwei Dekaden wird aufgrund einer wachsenden Weltbevo¨lkerung sowie
einer stark zunehmenden Industrialisierung von bevo¨lkerungsreichen La¨ndern wie China
und Indien eine weitere Steigerung des Energiebedarfs erwartet. Dieser wird wiederum zu
einem großen Teil durch Verbrennungsprozesse abgedeckt werden [IEA 2010]. Der wei-
terhin hohe Anteil von Verbrennungsprozessen ergibt sich dabei hauptsa¨chlich aufgrund
der Tatsache, dass fossile Brennstoffe im Vergleich zu alternativen Technologien eine sehr
hohe Energiedichte aufweisen. Dies hat zur Folge, dass beispielsweise im Rahmen der
zivilen Luftfahrt die Verbrennung von fossilen Brennstoffen aus heutiger Sicht weitestge-
hend alternativlos ist, da alternative Antriebe nicht die hierfu¨r erforderliche Energiedichte
bereitstellen ko¨nnen. Weiterhin ist eine Energieversorgung durch regenerative Energien
(beispielsweise Wind- oder Sonnenkraft) immer von den aktuellen a¨ußeren Bedingungen
abha¨ngig - dies ist bei fossilen Brennstoffen nicht der Fall.
Neben diesen technologischen Aspekten muss natu¨rlich auch die wirtschaftliche Situation
betrachtet werden. Trotz weiter steigender Preise fu¨r Roho¨l sind Verbrennungstechnolo-
gien aus heutiger Sicht im Vorteil gegenu¨ber alternativen Ansa¨tzen. Ein sehr greifbares
Beispiel ist die Gegenu¨berstellung von einem Fahrzeug mit konventionellem Verbrennungs-
motor und einem elektrisch angetriebenen Fahrzeug. Die fu¨r den Betrieb des elektrisch
betriebenen Fahrzeugs notwendige Batterietechnologie zur Speicherung der elektrischen
1
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Energie ist nach dem heutigem Stand sehr teuer und daher noch keine wirtschaftlich in-
teressante Alternative. Es ist hierbei noch nicht beru¨cksichtigt, dass der fu¨r den Betrieb
des Elektrofahrzeuges notwendige Strom ebenfalls zum großen Teil durch Verbrennung
von Kohlestaub oder anderen fossilen Energietra¨gern bereitgestellt wird. Somit wird im
Bereich des Individualverkehrs der Verbrennungsmotor auf absehbare Zeit eine zentrale
Technologie bleiben.
Der entscheidende Nachteil von Verbrennungsprozessen ist der stark negative Einfluss auf
die Umwelt und das Klima. In diesem Zusammenhang ist der Ausstoß von Kohlendioxid
(CO2) zu nennen. Es ist dabei weitgehend anerkannt, dass CO2 zu der globalen Klima-
vera¨nderung bzw. Erderwa¨rmung beitra¨gt. Bei der Verbrennung von kohlenwasserstoff-
haltigen Brennstoffen entsteht als Produkt immer CO2. Auf der UNO-Klimakonferenz
des Jahres 2010 in Cancu`n wurde eine Begrenzung der Erderwa¨rmung mit Bezug auf
das vorindustrielle Niveau von 2 ◦C als ein einzuhaltendes Ziel anerkannt, um unkalku-
lierbare Auswirkungen auf das Klima zu vermeiden. Neben den globalen Auswirkungen
nehmen die durch Verbrennung freigesetzten Schadstoffe auch auf die in direkter Umge-
bung befindliche Umwelt Einfluss; beispielsweise ist die hohe Schadstoffbelastung der Luft
in Ballungszentren zu nennen.
Aus den obigen Ausfu¨hrungen ergibt sich der dringende Bedarf, technische Verbrennungs-
systeme effizienter und damit ressourcenschonender zu gestalten. Auf der Seite der Brenn-
stoffe gibt es Alternativen durch nachwachsende Rohstoffe (ein bereits etabliertes Verfah-
ren ist die Methanolgewinnung aus Zuckerrohr) oder synthetisch aus Biomasse hergestellte
Kraftstoffe (Biomass to Liquid), hier besteht noch Forschungs- und Entwicklungsbedarf.
Eine andere Mo¨glichkeit besteht darin, bestehende technische Verbrennungssysteme wei-
ter zu optimieren. In dieser Arbeit soll hierzu ein Beitrag geleistet werden, der Fokus
liegt dabei auf der Optimierung von Verbrennungsvorga¨ngen in Brennkammern, wie sie
in stationa¨ren Gasturbinen oder Flugtriebwerken in Gebrauch sind.
Im Kontext der Optimierung des Verbrennungsprozesses wird in ju¨ngerer Vergangenheit
in stationa¨ren Gasturbinen vermehrt die Technik der mageren Vormischverbrennung an-
gewandt. Einhergehend mit dieser Technik sind reduzierte Temperaturen im Vergleich
zu sto¨chiometrischen Bedingungen und damit eine reduzierte Bildung von Stickoxiden
(NOx). Diesem erwu¨nschten Effekt steht das Problem gegenu¨ber, dass derart betriebe-
ne Brennkammern zu thermoakustischen Instabilita¨ten neigen (vgl. Abschnitt 4.4). Eine
thermoakustische Instabilita¨t baut sich auf, wenn durch den Verbrennungsprozess eine re-
sonante akustische Mode der Brennkammer angeregt wird. Eine detaillierte Untersuchung
der hier zu beobachtenden gekoppelten physikalischen Vorga¨nge von Stro¨mung, Verbren-
nung und Akustik ist dabei notwendig, um ein Versta¨ndnis fu¨r das Pha¨nomen zu entwi-
ckeln und das Auftreten einer solchen Instabilita¨t vorherzusagen. Die zu betrachtenden
physikalischen Vorga¨nge sind dabei typischerweise sehr komplex und interagieren stark
miteinander, in technischen Verbrennungssystemen wird in der Regel eine turbulente, in-
stationa¨re Stro¨mung vorliegen. Dies fu¨hrt dazu, dass eine Auslegung von Brennkammern
unter Beru¨cksichtigung der akustischen Systemeigenschaften eine sehr anspruchsvolle und
durch die Durchfu¨hrung zahlreicher notwendiger Pru¨fstandsversuche sehr kosten- und
zeitintensive Aufgabe ist.
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1.1 Motivation der Arbeit
Um den Prozess der Auslegung zu optimieren, haben sich rechnergestu¨tzte Verfahren zur
Simulation von stro¨mungsmechanischen Problemen etabliert (engl. Computational Fluid
Dynamics, kurz CFD). Mit diesen Methoden ist es mo¨glich, das Verhalten der (reagie-
renden) Stro¨mung in Brennkammern im Vorfeld zu simulieren und hieraus detaillierte
Informationen zu einer gu¨nstigen Gestaltung der Brennkammer abzuleiten. Die derzeit
industriell etablierten Verfahren beruhen auf einer Betrachtung von mittleren Gro¨ßen
wie beispielsweise der mittleren Temperaturverteilung am Brennkammeraustritt. Solche
mittleren Gro¨ßen ko¨nnen mit stationa¨ren Simulationsverfahren berechnet werden, die ent-
sprechenden Verfahren werden auch als RANS-Methoden bezeichnet (vgl. Abschnitt 2.3).
In diesem Kontext wird der Einfluss der Turbulenz u¨ber modellierte Terme in den gemit-
telten, beschreibenden Gleichungen beru¨cksichtigt. Aktueller Forschungsgegenstand ist
die Weiterentwicklung detaillierter, instationa¨rer Simulationstechniken zur Beschreibung
turbulenter Verbrennungsprozesse, dabei kann unterschieden werden zwischen einer Di-
rekten Numerischen Simulation (DNS, vgl. Abschnitt 2.3), bei welcher alle turbulenten
Wirbel/Strukturen bis hin zu sehr kleinen Skalen aufgelo¨st werden und der Grobstruktur-
simulationstechnik (Large Eddy Simulation kurz LES, vgl. Abschnitt 2.3), hier wird ein
großer Teil der turbulenten Skalen aufgelo¨st und nur der Einfluss der kleinen Skalen u¨ber
ein Modell beschrieben. Eine Einordnung der verschiedenen Ansa¨tze besonders hinsicht-
lich des Rechenaufwandes wird in Abschnitt 2.3 gegeben, dabei wird deutlich gemacht,
warum fu¨r die vorliegende Arbeit die Grobstruktursimulation eingesetzt wird.
Um das akustische Feld zu beschreiben, welches durch turbulente Verbrennungsvorga¨nge
erzeugt wird, ko¨nnen wiederum transiente akustische Simulationsverfahren eingesetzt wer-
den. Diese werden auch bezeichnet als Computational Aeroacoustics (CAA). Im Kontext
der CAA-Simulation werden physikalische Schallquellen als Quellterme in den beschrei-
benden Gleichungen abgebildet, gleichzeitig erfolgt die Beschreibung der Propagation von
Schallwellen. Die Grobstruktursimulationstechnik kann dabei als Basis fu¨r die mathema-
tische Beschreibung der Quellterme dienen. Die Kombination von beiden Verfahren wird
als hybrides LES/CAA-Verfahren bezeichnet. Das Ziel dieser Arbeit liegt darin, hybride
LES/CAA-Verfahren zur simultanen Beschreibung von turbulentem Verbrennungsla¨rm
sowie von thermoakustischen Instabilita¨ten in vorhandene Simulationsprogramme zu im-
plementieren. Da der Fokus zuna¨chst auf der Beschreibung von Verbrennungsla¨rm liegt,
werden die im Kontext der Simulation von turbulentem Verbrennungsla¨rm bereits am
Fachgebiet vorhandenen Simulationsprogramme FLOWSI und CLAWPACK eingesetzt.
Charakteristisch fu¨r beide Programme sind dabei Einschra¨nkungen bezu¨glich der geome-
trischen Komplexita¨t der simulierten Konfiguration (vgl. Kapitel 5), speziell der Lo¨ser
FLOWSI zeichnet sich dafu¨r durch ein sehr effizientes numerisches Verfahren aus.
In einem zweiten Schritt wird der Akustiklo¨ser PIANO zur Beschreibung der Schallerzeu-
gung und -ausbreitung mit dem Stro¨mungslo¨ser FASTEST gekoppelt. Dies ermo¨glicht die
simultane Beschreibung von reagierender Stro¨mung und Akustik in geometrisch komple-
xen Konfigurationen. Mit diesem zweiten entwickelten Gesamtsimulationswerkzeug wer-




1.2 Stand der Forschung
Es wurde bereits erwa¨hnt, dass sich rechnergestu¨tzte Simulationsverfahren zur Beschrei-
bung von reagierenden Stro¨mungen etabliert haben. Herausgestellt werden soll an die-
ser Stelle, dass gerade im Bereich der Grobstruktursimulation von technisch relevanten
Verbrennungssystemen eine starke Weiterentwicklung in den letzten Jahrzehnten statt-
gefunden hat. Aus chemischer Sicht komplexe Verbrennungssysteme wie partiell vorge-
mischte Konfigurationen oder abgehoben brennende Flammen wurden zuna¨chst noch
in geringem Maß adressiert. Die Evaluierung von Modellen und numerischen Methoden
erfolgte ha¨ufig durch die Berechnung von Konfigurationen mit geringer geometrischer
Komplexita¨t und einer chemischen Zusammensetzung, die nur moderate Dichtegradien-
ten u¨ber die Flamme hinweg aufweist. Beispiele hierfu¨r sind turbulente, nicht-vorgemischte
Freistrahlflammen. Diese wurden erfolgreich berechnet von [Forkel und Janicka 2000]
oder [Pitsch und Steiner 2000], der Fokus lag darauf, grundlegende Gro¨ßen wie das
Mischungs- und das Stro¨mungsfeld vorherzusagen. Diese Arbeiten wurden erweitert
um die Vorhersage von Schadstoffkonzentrationen [Pitsch 2002] oder die Analyse von
turbulenten La¨ngenskalen [Kempf et al. 2005]. Eine ausfu¨hrliche U¨bersicht ist gegeben
durch [Janicka und Sadiki 2005]. In der weiteren Entwicklung stieg die Komplexita¨t
der berechneten Konfigurationen nun kontinuierlich an, eine sehr ha¨ufig untersuchte Kon-
figuration ist die Sydney-Stauko¨rperkonfiguration [Dally und Masri 1996], die Flamme
stabilisiert sich durch Heißgasrezirkulation u¨ber einem Stauko¨rper. Es wurden hier viele
verschiedene Varianten hinsichtlich der Stro¨mungsgeschwindigkeiten abgeleitet, außerdem
kommen dabei unterschiedliche chemische Zusammensetzungen zum Einsatz. Ausgewa¨hl-
te Betriebspunkte zeichnen sich dadurch aus, dass auch Effekte partieller Vormischung
analysiert werden ko¨nnen. Grobstruktursimulationen der Sydney-Stauko¨rperkonfiguration
wurden unter anderem durchgefu¨hrt von [Raman und Pitsch 2005, Kempf et al. 2006,
Olbricht et al. 2008].
Neben dem Trend einer steigenden Komplexita¨t bezu¨glich des chemischen Systems zeich-
net sich auch ab, dass ein U¨bergang zu geometrisch komplexeren Systemen stattfindet, bei
welchen beispielsweise die in Gasturbinenbrennkammern ha¨ufig anzutreffenden Drallerzeu-
ger in den Simulationen mit beru¨cksichtigt werden. Solche auch als generische Gasturbi-
nenbrennkammern bezeichnete Konfigurationen wurden u.a. von [Di Mare et al. 2004,
Hahn et al. 2008, Moin et al. 2008] berechnet . Der aktuelle Stand der Forschung im
Kontext der Grobstruktursimulation erlaubt es, sich weiteren Fragestellungen wie den in
dieser Arbeit adressierten Wechselwirkungen von Verbrennung und Akustik zuzuwenden.
Einen fru¨hen Meilenstein in der Beschreibung von stro¨mungsinduziertem Schall durch
eine Wellengleichung stellt die akustische Analogie von Lighthill dar [Lighthill 1952,
Lighthill 1954]. In den folgenden Jahrzehnten stieg das Interesse an der Beschreibung
von stro¨mungsinduziertem La¨rm stark an. Dies war im Wesentlichen motiviert durch
die vergleichsweise hohen La¨rmemissionen von Strahltriebwerken und den entsprechen-
den Bemu¨hungen der Luftfahrtindustrie, diese zu senken. Eine U¨bersicht u¨ber die Ent-
wicklungen im Kontext der Reduzierung des Strahlla¨rms gibt [Tam 1998]. Parallel zu
den Forschungsta¨tigkeiten im Bereich des Stro¨mungsla¨rms bestand schon fru¨hzeitig das
Interesse an einer Vorhersage von thermoakustischen Instabilita¨ten, diese wurden bei-
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spielsweise beim Betrieb von Raketenantrieben mit flu¨ssigen Brennstoffen festgestellt.
Erste theoretische Arbeiten basierten auf starken Vereinfachungen der beschreibenden
Gleichungen aufgrund der zu dieser Zeit sehr begrenzten Mo¨glichkeiten der Computer-
technologie [Crocco und Cheng 1956, Crocco 1965, Bell und Zinn 1973].
Um das Pha¨nomen der thermoakustischen Instabilita¨t detailliert beschreiben zu ko¨nnen,
ist es wu¨nschenswert, die Prozesse zu verstehen, die zur Entstehung und Emission von
Verbrennungsla¨rm fu¨hren. Im Kontext der Schallemission von turbulenten Flammen sind
beispielsweise die Arbeiten von [Bragg 1963] oder [Strahle 1971] zu nennen, die Arbeit
von Strahle stellt eine Fortfu¨hrung der Lighthillschen Analogie dar. Wie in Abschnitt 4.2.1
detailliert beschrieben wird, ist die Annahme eines homogenen ruhenden akustischen Me-
diums fundamental fu¨r die Analogie von Lighthill, daher sind in diesem Kontext nur
Lo¨sungen im Fernfeld mo¨glich. Eine auf der Energiegleichung fu¨r reagierende Stro¨mungen
basierende akustische Analogie wird beschrieben von [Phillips 1960], [Kotake 1975]
und [Poinsot und Veynante 2001]. Mit der hieraus resultierenden Wellengleichung
ist es mo¨glich, den Effekt einer ra¨umlich variablen Schallgeschwindigkeit zu beru¨ck-
sichtigen, die Beschra¨nkung auf das akustische Fernfeld ist nicht mehr notwendig. Um
auch den Einfluss der Konvektion von Schallwellen beru¨cksichtigen zu ko¨nnen, bietet es
sich an, linearisierte akustische Gleichungen fu¨r verbrennungsinduzierten Schall herzu-
leiten und entsprechend konvektive Terme zu beru¨cksichtigen. Ein solcher Ansatz wird
von [Bui et al. 2008, Bui 2008] vorgeschlagen. Analog zu den Entwicklungen im Bereich
der numerischen Stro¨mungsmechanik etablierte sich auch das Feld der rechnergestu¨tzten
Simulation von aeroakustischen Problemen (CAA), eine U¨bersicht u¨ber die Entwicklungen
in diesem Bereich ist gegeben durch [Tam 1995, Lele 1997].
In ju¨ngerer Vergangenheit wurden zahlreiche numerische Simulationen von Verbrennungs-
la¨rm vorgestellt. Die Arbeit von [Klein und Kok 1999] beruht auf einer stationa¨ren Stro¨-
mungssimulation, von dieser ausgehend wird eine Schallquelle fu¨r den Verbrennungsla¨rm
modelliert und eine integrale Lo¨sung fu¨r das Fernfeld mit Hilfe der Lighthillschen Analogie
berechnet. Ebenfalls auf der Basis der Lighthill-Analogie zeigen [Truffaut et al. 1998]
Effekte von nicht-isomolarer Verbrennung auf das akustische Fernfeld. [Ihme et al. 2006]
berechnen das akustische Fernfeld einer turbulenten, nicht-vorgemischten Freistrahlflam-
me, diese stellt dabei ein auch technisch relevantes Verbrennungssystem dar. Hybri-
de LES/CAA-Verfahren zur Simulation von Verbrennungsla¨rm werden vorgeschlagen
von [Brick et al. 2004] und [Piscoya et al. 2004]. Die Basis fu¨r die Stro¨mungssimu-
lation bildet hier eine inkompressible Grobstruktursimulation. Als akustische Simulati-
onsverfahren kommen hier eine Ersatzstrahler-Methode (ESM) und eine Randelemente-
Methode (engl. Boundary Element Method, kurz BEM) zum Einsatz. Das zu berech-
nende akustische Fernfeld ergibt sich im zuletzt genannten Fall durch die Auswertung
der Grobstruktursimulation auf einer definierten Kontrolloberfla¨che, welche die Flamme
umschließt. In den letzten Jahren wurden hybride LES/CAA-Berechnungen vorgestellt,
welche nicht mehr auf das akustische Fernfeld beschra¨nkt sind. [Ihme et al. 2007] wen-
den die erwa¨hnte Wellengleichung mit variabler Schallgeschwindigkeit zur Simulation der
Schallemission einer turbulenten Freistrahlflamme an. Auf der gleichen theoretischen Basis
zeigen [Duwig et al. 2005] akustische Berechnungen in einer Modellbrennkammer. Wei-
tere LES/CAA Verfahren zur Berechnung von Verbrennungsla¨rm basierend auf lineari-
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sierten Gleichungen wurden pra¨sentiert von [Klewer et al. 2008, Klewer et al. 2010]
sowie [Bui et al. 2007a] und [Mu¨hlbauer et al. 2009].
1.3 Gliederung der Arbeit
Im Folgenden wird beschrieben, wie die vorliegende Arbeit aufgebaut ist. In Kapitel 2
werden zuna¨chst alle grundlegenden theoretischen Beziehungen eingefu¨hrt. Das Haupt-
augenmerk des Kapitels liegt auf der Beschreibung turbulenter Stro¨mungen. Es werden
dabei die fu¨r diese Arbeit relevanten Modellierungsansa¨tze vorgestellt.
Anschließend wird in Kapitel 3 die Beschreibung und Modellierung von turbulenten
Verbrennungsprozessen erla¨utert, insbesondere wird aufgezeigt, dass fu¨r eine effiziente
Beschreibung von technischen Systemen Modellierungstechniken bzw. Reduktionsstrate-
gien erforderlich sind. Der Fokus liegt dabei auf der Beschreibung turbulenter, nicht-
vorgemischter Verbrennung. Die Interaktion von Turbulenz und Verbrennung wird anhand
mathematischer Modelle erla¨utert.
In Kapitel 4 werden aufbauend auf den Grundgleichungen aus Kapitel 2 die Gleichungen
hergeleitet, welche das akustische Feld beschreiben. Die Beschreibungsweisen haben da-
bei eine zunehmende Komplexita¨t, begonnen wird mit Wellengleichungen. Am Ende des
Kapitels wird ein Einblick in das Pha¨nomen der thermoakustischen Instabilita¨t gegeben.
Weiterhin von Bedeutung ist die numerische Umsetzung bzw. Lo¨sung der beschreiben-
den Gleichungen. Im Rahmen dieser Arbeit kamen vier sehr unterschiedliche Simula-
tionsprogramme zum Einsatz. In Kapitel 5 werden die durchgefu¨hrten Modifikationen
und Implementierungen bezu¨glich der verschiedenen Simulationsprogramme dargestellt.
Im Wesentlichen werden aus den vier Lo¨sern zwei integrierte Gesamtsimulationswerkzeuge
erstellt, mit denen es mo¨glich ist, eine reagierende Stro¨mung simultan mit der dazugeho¨ri-
gen Schallausbreitung zu berechnen. Weiterhin werden noch die verwendeten numerischen
Techniken bzw. Methoden vorgestellt.
Ein zentraler Punkt der vorliegenden Arbeit ist die Beschreibung des akustischen Fel-
des von eingeschlossenen Konfigurationen. Daher werden in Kapitel 6 generische Testfa¨lle
pra¨sentiert, welche die Fa¨higkeiten des Akustiklo¨sers PIANO zur Beschreibung solcher
Konfigurationen demonstrieren. Das Augenmerk liegt dabei auf der Abbildung von Refle-
xionen von akustischen Wellen.
In Kapitel 7 wird die Anwendung der entwickelten LES/CAA-Verfahren auf die Be-
rechnung von turbulenten Verbrennungssystemen beschrieben. Begonnen wird mit nicht-
vorgemischten Freistrahlflammen, dabei kommen als Brennstoff ein Wasserstoff/Stickstoff-
Gemisch sowie ein Methan/Wasserstoff/Stickstoff-Gemisch zum Einsatz. Diese Konfigura-
tionen zeigen keine thermoakustischen Instabilita¨tseffekte und dienen der Validierung der
LES/CAA-Methodik. In einem zweiten Schritt wird eine turbulente Flamme betrachtet,
die sich hinter einer zuru¨ckspringenden Kante stabilisiert, hier kommt als Brennstoff reines
Methan zum Einsatz. Diese Konfiguration ist geometrisch eingeschlossen und es entstehen
daher Reflexionen von akustischen Wellen. Je nach Betriebspunkt bilden sich thermoakus-
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tische Instabilita¨ten aus. Es wird ein Fall ohne thermoakustische Effekte berechnet, sowie
ein Fall mit einer ausgepra¨gten thermoakustischen Instabilita¨t.
Abschließend werden in Kapitel 8 die gewonnenen Erkenntnisse und Ergebnisse zusam-




In diesem Kapitel werden die grundlegenden Gleichungen eingefu¨hrt, welche eine tur-
bulente Stro¨mung beschreiben. Diese sind meist Differentialgleichungen und beschreiben
den Transport von Gro¨ßen wie dem Impuls. Der Fokus dieses Kapitels liegt dabei auf
der Beschreibung und Modellierung des Pha¨nomens der Turbulenz, fu¨r eine vollsta¨ndi-
ge theoretische Grundlage werden hier auch Transportgleichungen von skalaren Gro¨ßen
eingefu¨hrt, welche fu¨r eine Beschreibung von reagierenden Stro¨mungen notwendig sind.
Weiterhin sind im Kontext der Beschreibung gasfo¨rmiger Stro¨mungen noch Beziehun-
gen bedeutsam, welche den thermischen Zustand des Gases beschreiben. Diese werden
als Zustandsgleichungen bezeichnet. Die u¨ber die Beschreibung der isothermen Stro¨mung
hinausgehenden Beziehungen werden in den Kapiteln 3 und 4 wieder aufgegriffen und
detaillierter beschrieben.
2.1 Stro¨mungsmechanische Grundlagen
Unter der Annahme eines Kontinuums la¨sst sich die Stro¨mung eines beliebigen gasfo¨rmi-
gen oder flu¨ssigen Fluides durch die Erhaltung der Masse sowie die Bilanzierung des Im-
pulses und mo¨glichen zusa¨tzlichen Differentialgleichungen, welche physikalische Vorga¨nge
wie Mischung oder chemische Reaktionen abbilden, beschreiben. Die Massenerhaltung ist






(ρuj) = 0 (2.1)
gegeben. Die Bilanzierung des Impulses kann ebenfalls in differentieller Form angege-
ben werden und besagt, dass eine zeitliche A¨nderung des Impulses hervorgerufen wird














Mit der Definition der materiellen Ableitung D/Dt = ∂/∂t+uj ∂/∂xj und Ausnutzung der














Vernachla¨ssigt man auch viskose Kra¨fte, so erha¨lt man die Impulsbilanz fu¨r reibungsfreie








Diese ist eine wichtige Grundgleichung im Bereich der Akustik, wie in Kapitel 4 gezeigt
wird.
Fu¨r die Beschreibung von reibungsbehafteten Stro¨mungen ist fu¨r technische Anwendun-
gen ha¨ufig die Annahme gerechtfertigt, das stro¨mende Medium als Newtonsches Fluid
zu betrachten. Dies kann durch eine Materialgleichung ausgedru¨ckt werden, welche einen
























In dem Materialgesetz enthalten ist die kinematische Viskosita¨t ν, welche eine physika-
lische Eigenschaft des Fluides ist. Im allgemeinen ist die Viskosita¨t eines Fluides keine
konstante Gro¨ße, sondern abha¨ngig von der Zusammensetzung oder der Temperatur des
betrachteten Mediums. Einsetzen des beschriebenen Materialgesetzes in die Impulsbi-






























Fu¨r eine Beschreibung einer inkompressiblen Stro¨mung (beispielsweise die Stro¨mungsbe-
wegung von Wasser in einem Rohrsystem) mit konstanten und bekannten Fluideigen-
schaften (Dichte und Viskosita¨t) reichen die Massen- und Impulsbilanz bereits aus. Im
allgemeinen Fall sind weitere Transportgleichungen physikalischer Gro¨ßen sowie Zustands-
gleichungen zu beru¨cksichtigen.
2.2 Reagierende Stro¨mungen
Da eine reagierende Stro¨mung aus mehreren Komponenten, den Spezies besteht, sind wei-
tere Bilanz- bzw. Zustandsgleichungen erforderlich, um die Interaktion der Komponenten
untereinander, sei es durch Mischungsvorga¨nge oder chemische Reaktionen, beschreiben
zu ko¨nnen. Im Folgenden werden die Beziehungen vorgestellt, welche zu der Massen- und
Impulsbilanz hinzutreten, um reagierende Stro¨mungen zu beschreiben. Fu¨r jede an dem
betrachteten physikalischen Vorgang beteiligte Spezies wird eine Transportgleichung fu¨r
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Fu¨r die vorgestellte Form wurde bereits Gebrauch vom Fickschen Gesetz gemacht, wel-
ches besagt, dass die Speziesdiffusion, ausgedru¨ckt durch den Massenfluss-Vektor Jxαj ,
getrieben wird von ra¨umlichen Konzentrationsgradienten. Weiterhin enthalten ist noch





Der Quellterm auf der rechten Seite der Speziestransportgleichung bildet chemische Re-
aktionen ab. Dieser wird in Kapitel 3 im Rahmen der Beschreibung von Verbrennungs-
prozessen detaillierter betrachtet.
Durch die Bilanzierung der Energie ist es mo¨glich, die Temperaturverteilung in dem be-
trachteten Fluid zu berechnen. Die Bilanzierung der Energie wird im Kontext der Beschrei-
bung von reagierenden Stro¨mungen ha¨ufig als Enthalpiebilanz formuliert. Die Enthalpie












Hierin ist T die Temperatur und Cp,α die Wa¨rmekapazita¨t der Spezies α, wa¨hrend der
Term h0α die Bildungsenthalpie der Spezies α beschreibt.
Die kalorische Zustandgleichung kann analog in differentieller Form angegeben werden:
de = CvdT, dh = CpdT (2.12)
Neben der bereits eingefu¨hrten spezifischen Wa¨rmekapazita¨t bei konstantem Druck Cp
findet hier noch die spezifische Wa¨rmekapazita¨t bei konstantem Volumen Cp Eingang in
den Zusammenhang zwischen der Energie e und der Temperatur. Die Bilanzierung der
















Die Enthalpie a¨ndert sich demnach durch Konvektion, Arbeit durch Scherkra¨fte sowie
durch Drucka¨nderung und Wa¨rmeleitung. Weitere mo¨gliche Beitra¨ge sind hier vernach-
la¨ssigt (z.B. Enthalpiea¨nderung infolge von Wa¨rmestrahlung sowie Diffusionseffekte wie
der Soret-Effekt und der Dufour-Effekt). Es sei noch erwa¨hnt, dass die Enthalpiebilanz in
ihrer vorgestellten Form keinen chemischen Quellterm aufweist, da sie in ihrer Definition
die Bildungsenthalpie durch chemische Reaktionen bereits entha¨lt.
Einen wichtigen Zusammenhang zwischen den thermischen Zustandsgro¨ßen unter der An-
nahme eines idealen Gases liefert die thermische Zustandsgleichung
p = ρRT (2.14)
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mit der spezifischen Gaskonstante R, welche sich aus der universellen Gaskonstante R¯





Neben der Energiebilanz, welche als differentielle Form des 1. Hauptsatzes der Thermo-
dynamik betrachtet werden kann, ist auch die Bilanzierung der Entropie und damit der
2. Hauptsatz der Thermodynamik von Bedeutung. Ausgehend von der Gibbsschen Fun-
damentalgleichung
Tds = de+ pdv (2.16)
kann mit der Annahme eines idealen Gases eine Beziehung zwischen Druck
und Dichte unter der Beru¨cksichtigung von Entropiea¨nderungen formuliert wer-
den [Ewert und Schro¨der 2003]. Die Energie kann mit der differentiellen Form der
kalorischen Zustandsgleichung (2.12) durch de = CvdT ausgedru¨ckt werden und dT durch
die thermische Zustandsgleichung (2.14) ersetzt werden:







Benutzt man noch die Identita¨t dv = − 1
ρ2
dρ, so ergibt sich mit der Definition des Isen-












Dieser Zusammenhang zwischen Druck und Dichte wird fu¨r spa¨tere Herleitungen in Ka-
pitel 4 beno¨tigt. Allgemein kann man von einer kompressiblen Beschreibungsweise spre-
chen, wenn die Dichte eine Funktion des Druckes ist (ρ = ρ(p)). Solche kompressiblen
Beschreibungen weisen die Eigenschaft auf, stro¨mungsmechanische wie auch akustische
Pha¨nomene gleichermaßen abzubilden. Solange die zu beschreibende Stro¨mung jedoch
die Annahme einer niedrigen Machzahl erfu¨llt (Ma = U0/c < 0.3), sind inkompressible
Beschreibungsweisen vorteilhaft, wie in Kapitel 5 gezeigt wird. Die Machzahl ist eine der
wichtigsten dimensionslosen Kenngro¨ßen auf dem Gebiet der Stro¨mungsmechanik und bil-
det das Verha¨ltnis einer charakteristischen Geschwindigkeit U0 zur Schallgeschwindigkeit
c. Die Annahme niedriger Machzahlen geht nicht zwangsla¨ufig mit einer konstanten Dich-
te einher, wie es gelegentlich in der Literatur dargestellt wird. In Kapitel 3 wird erla¨utert,
wie die lokale Dichte im Rahmen dieser Arbeit durch ein Verbrennungsmodell bestimmt
wird.
In der Literatur existieren neben der bereits angesprochenen Bilanzierung der Enthalpie
noch zahlreiche unterschiedliche Varianten der Bilanzierung der Energie. Fu¨r die vorliegen-




















Hierin ist Cp die spezifische Wa¨rmekapazita¨t bei konstantem Druck sowie xα und Vi,α der
Massenbruch der Spezies α bzw. die Diffusionsgeschwindigkeit der Spezies α. Zusa¨tzlich
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erscheint auf der rechten Seite die Wa¨rmefreisetzung ω˙T . Die hier vorgestellte Form ist
analog zur Euler-Gleichung (2.4) und der Druck-Dichte-Beziehung nach Gleichung (2.18)
grundlegend fu¨r die Herleitung linearer akustischer Beziehungen in Kapitel 4.
Zusammenfassung der beschreibenden Transportgleichungen
Die bisher vorgestellten Bilanzsa¨tze bilden den physikalischen Hintergrund zu einer sehr
detaillierten Beschreibung reagierender Mehrkomponenten-Stro¨mungen. Sie sollen hier zur

































































Durch geeignete Modellbildung im Bereich der Stro¨mungsmechanik wie auch der Verbren-
nung ko¨nnen die gekoppelten Gleichungssysteme deutlich vereinfacht werden und somit
einer effizienten numerischen Lo¨sung zuga¨nglich gemacht werden. Dies wird im folgen-
den Abschnitt aus der Sicht der Stro¨mungsmechanik sowie in Kapitel 3 im Kontext der
turbulenten Verbrennung dargestellt.
2.3 Beschreibung und Modellierung von Turbulenz
Bei einer laminaren Stro¨mung kann man beobachten, dass die Fluidbewegungen auf geord-
neten, ha¨ufig stationa¨ren Bahnen geschehen. Das Fluid kann gedanklich in verschiedene
Schichten eingeteilt werden, zwischen welchen Reibung herrscht. Im Falle einer gleichfo¨r-
migen laminaren Stro¨mung verschwindet auch diese. Die durch die Fluidreibung wirkende
Viskosita¨t ist dabei von entscheidender Bedeutung fu¨r das Verhalten der Stro¨mung. Bei
einer laminaren Stro¨mung erzielt die Viskosita¨t eine da¨mpfende Wirkung auf kleine Sto¨-
rungen, welche in technischen Umgebungen immer vorhanden sind (z.B. geometrisch be-
dingte Ungleichfo¨rmigkeiten). Wachsen die Sto¨rungen u¨ber ein kritisches Maß hinaus, was
z.B. durch die Erho¨hung der Stro¨mungsgeschwindigkeit geschehen kann, so kann es zur
Transition und zur Ausbildung einer turbulenten Stro¨mung kommen. Die nun beobachtete
Stro¨mung ist unter anderem gekennzeichnet durch:
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• Wirbelentstehung und -zerfall
Charakteristischerweise zeigen dabei die Wirbel ein großes Spektrum bezu¨glich ihrer Gro¨-
ße und Lebensdauer. Die großen, energiereichen Wirbel werden typischerweise in Berei-
chen des Stro¨mungsfeldes erzeugt, die starke Geschwindigkeitsgradienten der mittleren
Stro¨mung aufweisen, wie dies z.B. in Scherschichten der Fall ist. Man spricht auch von
der Produktion von Turbulenz. Durch Scherung in den Randbereichen der großen Wirbel
entstehen dort wiederum neue Strukturen, die in ihrer ra¨umlichen Ausdehnung kleiner
sind. Dieser Prozess wiederholt sich und es findet ein Transfer von turbulenter kinetischer
Energie durch die verschiedenen Skalen statt. Diese Betrachtungsweise eines Energietrans-
fers von großen Strukturen hin zu den kleinen Strukturen wird auch als Energiekaskade
bezeichnet.
Die Energiekaskade la¨sst sich auch mathematisch beschreiben. Zuna¨chst spaltet man die
Stro¨mungsgeschwindigkeit in einen Mittelwert und einen Fluktuationsanteil auf:
ui = u¯i + u
′
i (2.24)
Bei statistisch stationa¨ren Stro¨mungen sind damit alle turbulenten Schwankungsbewe-
gungen und mo¨gliche Einflu¨sse von koha¨renten Strukturen durch die Fluktuation u′i be-
schrieben. Da die turbulenten Strukturen ra¨umlich und zeitlich miteinander wechselwir-
ken, beeinflussen sich auch die Schwankungsgro¨ßen gegenseitig. Dies kann beispielswei-
se beschrieben werden durch die (normierte) zeitliche Autokorrelationsfunktion zweier
Schwankungsgro¨ßen am gleichen Ort:






j (x, t+ τ)
(2.25)
Transformiert man diese Beziehung in den Wellenzahlraum, so kann man die Verteilung
der turbulenten kinetischen Energie auf Strukturen unterschiedlicher Gro¨ße berechnen.
Fu¨r den Fall der isotropen Turbulenz ist in Abbildung 2.1 der Verlauf der turbulenten
kinetischen Energie u¨ber der Wellenzahl k dargestellt. Anhand der spektralen Darstellung
in Abbildung 2.1 ist auch ersichtlich, dass die Gro¨ße der turbulenten Wirbel nach unten
begrenzt ist, der Einfluss von viskosen Kra¨ften steigt mit abnehmender Wirbelgro¨ße bis
schließlich die kleinsten Wirbel dissipiert werden. Maßgeblich fu¨r die Gro¨ße der kleinsten
Skalen sind dabei die Dissipationsrate ǫ und die Viskosita¨t. Die Dissipationsrate beschreibt
hier die Rate an kinetischer Energie, die in Wa¨rme umgewandelt wird. Es ergeben sich
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Abbildung 2.1: Schematische Darstellung der Verteilung der turbulenten kinetischen Energie u¨ber der
Wellenzahl k fu¨r den Fall isotroper Turbulenz.






Eine Eigenschaft der bereits eingefu¨hrten Navier-Stokesschen Gleichungen ist es, sowohl
laminare wie auch turbulente Stro¨mungen gleichermaßen zu beschreiben. Dies kann mit
Hilfe der Reynoldszahl, einer fundamentalen Kenngro¨ße auf dem Gebiet der Stro¨mungsme-
chanik, veranschaulicht werden. Diese besteht aus einer fu¨r die betrachtete Konfiguration
charakteristischen Geschwindigkeit U0, einer charakteristischen Abmessung L0 sowie der





Die Bedeutung dieser Kennzahl kann auch direkt aus den beschreibenden Transportglei-
chungen abgelesen werden. Durch Einfu¨hren von Referenzgro¨ßen lassen sich alle auftre-
tenden Variablen in den Navier-Stokesschen Gleichungen entdimensionieren. Bei Betrach-
tung dieser dimensionslosen Gleichungen wird ersichtlich, dass der Diffusionsterm mit dem


































Die mit ·ˆ bezeichneten Gro¨ßen stellen die entdimensionierten Variablen dar. Es ist nun
leicht vorstellbar, dass bei sehr großen Reynoldszahlen die viskose Da¨mpfung global nur
noch wenig Einfluss auf die Sto¨rungen hat. Fu¨r Rohrstro¨mungen wird beispielsweise ha¨ufig
eine Reynoldszahl von Re ≈ 2300 genannt, bei welcher ein U¨bergang zu turbulenten
Bedingungen stattfindet.
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Prinzipiell stehen verschiedene Methoden zur Verfu¨gung, um die Gleichungen, welche die
turbulente Stro¨mung beschreiben, zu lo¨sen. Sie unterscheiden sich deutlich in ihrem Grad
der Detaillierung und daraus resultierend in dem beno¨tigten Rechenaufwand. Die heute
am meisten verbreiteten Methoden werden im Folgenden vorgestellt.
Direkte Numerische Simulation
Die Attraktivita¨t einer Direkten Numerischen Simulation (DNS) ist begru¨ndet durch den
Verzicht auf jegliche Modellierung von Turbulenz. Man kann also ein sehr hohes Maß an
Vorhersagefa¨higkeit durch eine solche Beschreibungsweise erwarten. Um eine DNS einer
bestimmten Konfiguration durchfu¨hren zu ko¨nnen, ist es aber erforderlich, die kleins-
ten Skalen (Kolmogorov-Skalen) mit dem numerischen Gitter aufzulo¨sen, d.h. es sind
entsprechend kleine Gitterweiten notwendig. Unter Verwendung einer charakteristischen
Geschwindigkeit U und einer charakteristischen La¨nge L der großen Skalen ist es mo¨glich,
die Anzahl an notwendigen Gitterpunkten in eine Raumrichtung abzuscha¨tzen. Die Dis-
sipationsrate kann dann durch U3/L ausgedru¨ckt werden und durch Einsetzen in (2.26)











Mit Ret ist hier die turbulente Reynoldszahl bezeichnet. Werden alle drei Raumrichtungen




[Forkel 1999] zeigt anhand eines einfachen Beispiels, dass die Anzahl der Gitterpunkte
fu¨r eine technisch relevante Konfiguration dabei schnell die Gro¨ßenordnung 1015 erreichen
kann. Mit heutigen Rechnerarchitekturen (Stand 2010) ist eine solche Simulation nicht
mit vertretbarem Zeitaufwand durchfu¨hrbar. Dennoch ko¨nnen mit Direkten Numerischen
Simulationen physikalische Vorga¨nge sehr detailliert analysiert werden und somit kann ein
besseres Versta¨ndnis fu¨r diese Vorga¨nge aufgebaut werden. Weiterhin kann die DNS dazu
dienen, um anhand einfacher Konfigurationen eine Weiterentwicklung und Verbesserung
von Turbulenzmodellen zu erreichen, man spricht auch von numerischen Experimenten.
Im na¨chsten Abschnitt werden modellierende Verfahren im Kontext der statistischen Tur-
bulenzmodellierung vorgestellt.
Statistische Beschreibung durch Reynolds-Mittelung
Im Rahmen der Beschreibung von technischen Systemen sind ha¨ufig mittlere oder integrale
Gro¨ßen von Interesse. Beispielsweise ist es oft ausreichend, durch Kenntnis des globalen
Druckverlustes einer bestimmten Konfiguration wichtige Hinweise fu¨r deren Auslegung zu
erhalten. Die das Stro¨mungsfeld beschreibenden Gleichungen aus Abschnitt 2.1 ko¨nnen
nun derart modifiziert werden, dass sie nur noch Lo¨sungen fu¨r statistische Momente wie
den zeitlichen Mittelwert liefern. Dies geschieht durch Verwendung der Zerlegung
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Einsetzen in das Gleichungssystem (2.20)-(2.21) und anschließende Zeitmittelung fu¨hrt
auf die bekannten Reynolds-Averaged-Navier-Stokes Gleichungen (RANS). Hierin taucht




j = uiuj − ui uj (2.33)
Dieser kann entweder durch ein Turbulenzmodell ausgedru¨ckt werden oder alternativ
durch Transportgleichungen bestimmt werden. In diesen treten wiederum ungeschlossene
Terme ho¨herer Ordnung (drittes statistisches Moment) auf. Durch fortgesetzte Entwick-
lung von Transportgleichungen entstehen neue ungeschlossene Terme. Dies ist als die
Schließungsproblematik der Turbulenz bekannt. Es ist ersichtlich, dass die Hierarchie die-
ser (unendlich vielen) Transportgleichungen nicht gelo¨st werden kann, daher mu¨ssen die
ungeschlossenen Terme geeignet modelliert werden. In der Literatur wird eine Vielzahl
von Modellen beschrieben.
Eine mo¨gliche Form der Klassifizierung dieser Modelle besteht darin, die An-
zahl der zusa¨tzlichen Differentialgleichungen anzugeben, die durch das Turbulenz-
modell hinzukommen. Das wahrscheinlich bekannteste Modell ist dabei das k-ǫ-
Modell [Jones und Launder 1972]. Hier wird eine Transportgleichung fu¨r die turbulente
kinetische Energie k sowie fu¨r deren Dissipation ǫ gelo¨st, es handelt sich also um ein Zwei-
gleichungsmodell. Eine andere Klasse von Modellen stellen die Reynolds-Stress-Modelle
dar. Hier werden Bilanzgleichungen fu¨r die Komponenten des Reynolds-Stress-Tensors
hergeleitet. Zusa¨tzlich wird eine Gleichung fu¨r die turbulente kinetische Energie (Spur des
Reynolds-Stress-Tensors) sowie die Dissipation gelo¨st. Als eine Konsequenz der Schlie-
ßungsproblematik der Turbulenz treten in den Bilanzgleichungen fu¨r die Komponenten
des Reynolds-Stress-Tensors statistische Momente dritter Ordnung auf.
Im Rahmen einer statistischen Beschreibung einer turbulenten Stro¨mung sind auch in-
stationa¨re Beschreibungsweisen durch Mittelung u¨ber ein Ensemble mo¨glich (Unsteady-
Reynolds-Averaged-Navier-Stokes, URANS), ein Großteil der turbulenten Skalen kann
aber nicht aufgelo¨st werden. Weiterhin ist ein sehr großer Einfluss des verwendeten Mo-
dells und eventuell vorhandener Modellkonstanten zu beobachten, die Vorhersagefa¨higkeit
ist damit stark eingeschra¨nkt.
Da in dieser Arbeit akustische Pha¨nomene und damit die Beschreibung instationa¨rer Ef-
fekte im Vordergrund stehen, wird eine transiente Beschreibungsweise eingesetzt, welche
einen Großteil des turbulenten Spektrums direkt abbildet und nur den Einfluss der klei-
nen Skalen durch ein Modell beru¨cksichtigt. Diese als Grobstruktursimulation bekannte
Methode wurde fu¨r alle Stro¨mungssimulationen im Rahmen dieser Arbeit verwendet. Sie
wird im na¨chsten Abschnitt beschrieben.
2.4 Simulation der Grobstruktur
Die Grobstruktursimulation (Large Eddy Simulation, LES) beruht auf der Idee, die Vor-
teile einer Direkten Numerischen Simulation mit denen von statistischen Ansa¨tzen zu
kombinieren. Das Prinzip besteht darin, das Spektrum von turbulenten Skalen zum gro¨ß-
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ten Teil direkt zu simulieren und nur den Einfluss von sehr kleinen Strukturen durch
ein Modell zu beschreiben. Aus mathematischer Sicht wird eine Filteroperation auf die
Navier-Stokes-Gleichungen angewendet, es findet eine Trennung von Skalen statt. Es ver-
bleiben ein Grobstruktur- und ein Feinstrukturanteil. Bei geeigneter Wahl der Filterweite
befindet sich der U¨bergang von der Grobstruktur zur Feinstruktur im Tra¨gheitsbereich
des turbulenten Spektrums (siehe Abbildung 2.1). Unter Ausnutzung der A¨hnlichkeit von
turbulenten Skalen ko¨nnen Modelle formuliert werden, die u¨ber einen breiten Bereich sehr
allgemeingu¨ltig sind. Weiterhin ist von Vorteil, dass sich kleine Skalen in sehr viel besserer
Na¨herung isotrop verhalten, als dies bei großen, durch die Problemgeometrie bestimmten
Skalen der Fall ist. Diese lokale Isotropie erleichtert die Modellierung zusa¨tzlich.
Besonders attraktiv erscheint die Grobstruktursimulation im Kontext der numerischen
Lo¨sungsverfahren. Hier ist durch die ra¨umliche und zeitliche Diskretisierung der Diffe-
rentialgleichung bereits eine Beschra¨nkung der Auflo¨sung vorgegeben, da mit einem nu-
merischen Gitter nur solche Strukturen berechnet werden ko¨nnen, die durch das Gitter
darstellbar sind. Es ist also mo¨glich, die beschriebene Filteroperation formal auf die be-
schreibenden Gleichungen anzuwenden und anschließend ein geeignetes Modell fu¨r den
Einfluss der Feinstruktur zu wa¨hlen. Die Filteroperation muss aber nicht explizit durch-
gefu¨hrt werden, vielmehr werden die durch die Simulation erhaltenen Lo¨sungsvariablen
als bereits gefilterte Gro¨ßen interpretiert. Man spricht auch von impliziter Grobstruktur-
simulation. Die Filterung einer Gro¨ße kann mathematisch beschrieben werden als Faltung




φ(xi − ξ, t)g(ξ)dξ (2.34)
Bei Verwendung eines top-hat-Filters beschreibt die Filterung eine ra¨umliche Mittelung
u¨ber den Bereich des Filters. Dies korrespondiert mit dem verwendeten numerischen Ver-
fahren, welches durch das numerische Gitter ebenfalls eine ra¨umliche Mittelungseigen-
schaft aufweist. In seiner Wirkung ist das Gitter daher vergleichbar mit einer top-hat-
Filterung und somit ist dieser Filter geeignet fu¨r eine Grobstruktursimulation in Kom-
bination mit einem Finite-Volumen-Verfahren, wie es in dieser Arbeit verwendet wird.
Durch die Definition eines dichtegewichteten Filters (Favre-Filter) ist es mo¨glich, die Fil-





gegeben. Wird nun der Favre-Filter auf das Gleichungssystem (2.20)-(2.21) angewendet,




































Dabei wurde von einigen Rechenregeln mit gefilterten Gro¨ßen Gebrauch gemacht. Wei-
terhin wird angenommen, dass die Viskosita¨t und der Geschwindigeitsgradient unkorre-
liert sind. Eine ausfu¨hrliche Beschreibung der Filterung der Navier-Stokes-Gleichungen ist
durch [Forkel 1999] gegeben.
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In Gleichung 2.37 verbleibt als einziger ungeschlossener Term der gefilterte Konvektions-
term u˜iuj. Dieser kann aufgespalten werden in einen aufgelo¨sten Grobstrukturanteil und
einen Feinstrukturanteil [Pope 2000]:
u˜iuj = u˜iu˜j − τij (2.38)
Fu¨r die im na¨chsten Abschnitt beschriebene Modellierung des nun definierten Feinstruktu-
ranteils τij wird dieser noch in einen isotropen und einen deviatorischen Teil aufgespalten.
Der deviatorische Teil wird im folgenden als τ sgsij und damit als Tensor der Feinstruktur-
spannungen (subgrid-scale-stress) bezeichnet.




Der isotrope Teil kann mit dem Druck zu einem Druckparameter P¯ zusammengefasst wer-






Nach Einsetzen von Beziehung (2.38)-(2.40) in Gleichung (2.37) unterscheidet sich die































Durch diese Form wird besonders deutlich, dass der hinzugekommene Tensor die Wirkung
der Feinstruktur auf die aufgelo¨ste Grobstruktur beschreibt. Das fu¨r diese Arbeit ver-
wendete Verfahren zur Modellierung des Feinstrukturanteils wird im na¨chsten Abschnitt
vorgestellt.
2.4.1 Modellierung nach Smagorinsky
Aus pha¨nomenologischer Sicht fu¨hrt Turbulenz zu einer starken Durchmischung des be-
trachteten Fluides. Dies gilt nicht nur fu¨r den Transport von skalaren Gro¨ßen, sondern
auch fu¨r die Verteilung des Impulses selbst. Es liegt also nahe, den Prozess der Durch-
mischung im Bereich der nicht aufgelo¨sten kleinen Skalen mit einem Diffusionsprozess
zu vergleichen. Konsistent dazu kann ein Wirbelviskosita¨tsansatz gemacht werden. Hier-
bei wird durch Erho¨hung der molekularen Viskosita¨t um eine turbulente Viskosita¨t die
Wirkung der Feinstruktur modelliert. Es ergibt sich eine effektive Viskosita¨t:
νeff = ν˜ + νt (2.42)
Mit dieser Forderung liegt der Ansatz fu¨r den Tensor der Feinstrukturspannungen bereits
fest:
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Dem Wirbelviskosita¨tsansatz folgend schla¨gt [Smagorinsky 1963] vor, die turbulente





)2 ∣∣∣S˜∣∣∣ , ∣∣∣S˜∣∣∣ =√2S˜ijS˜ij, (2.45)
Mit zunehmender Auflo¨sung nimmt der Einfluss des Modells ab, da die in (2.45) enthaltene
Filterweite mit der Gitterweite identifiziert werden kann. Fu¨r die Modellkonstante gibt es
verschiedene Ansa¨tze, ha¨ufig finden empirische Verfahren oder Erfahrungswerte Eingang
in die Berechnung. Unter Annahme eines Modellspektrums berechnet [Lilly 1967] einen
theoretischen Wert von 0.17 fu¨r die Smagorinsky-Modellkonstante.
Es ist ersichtlich, dass man einen Beitrag der turbulenten Viskosita¨t nur dort erha¨lt, wo
auch Gradienten in der Stro¨mung auftauchen. Dabei kann aber nicht zwischen dem Gradi-
enten in einer laminaren bzw. turbulenten Stro¨mung unterschieden werden. In Bereichen
gleichfo¨rmiger Stro¨mung verschwindet hingegen die turbulente Viskosita¨t. Ein weiterer
Nachteil des Modells ist es, auch im wandnahen Bereich eine turbulente Viskosita¨t vor-
herzusagen, da hier die (reibungsbehaftete) Stro¨mung immer Gradienten aufweist. In der
viskosen Unterschicht mu¨sste der Einfluss des Modells bei korrekter Beschreibung aber
verschwinden. In der Literatur existieren Modifikationen des Modells von Smagorinsky,
die hier Verbesserungen vornehmen. [Moin und Kim 1982] schlagen beispielsweise eine
Da¨mpfung der Konstante im wandnahen Bereich vor. Ein sehr verbreiteter Ansatz ist die
dynamische Bestimmung der Modellkonstanten. Da dieser Ansatz fu¨r alle Grobstruktur-
simulationen verwendet wurde, die im Rahmen dieser Arbeit durchgefu¨hrt wurden, wird
darauf im folgenden Abschnitt na¨her eingegangen.
2.4.2 Die dynamische Prozedur nach Germano
Die grundlegende Idee von Germano [Germano et al. 1991] ist es, das aufgelo¨ste (formal
gefilterte) Geschwindigkeitsfeld noch einmal zu filtern, diesmal aber mit einer Filterweite,
die gro¨ßer ist als die Gitterweite. Dazu wird ein Testfilter definiert:
ˆ¯∆ = β · ∆¯ (2.46)
Der Faktor β muss dabei gro¨ßer als eins sein. Fu¨r das neu erhaltene gefilterte Geschwin-
digkeitsfeld werden nun die Feinstrukturspannungen modelliert. Die Konstante aus dem
Smagorinsky-Modell wird dann so berechnet, dass die modellierten Feinstrukturspannun-
gen fu¨r das mit dem Testfilter gefilterte Feld genau der Summe aus modellierten Fe-
instrukturspannungen und aufgelo¨sten Spannungen des ungefilterten Feldes entsprechen
(Auf dieser Filterebene steht ein Teil der Information zur Verfu¨gung). Auf der Ebene des
testgefilterten Feldes wird analog zu Gleichung (2.38) eine Aufspaltung des testgefilterten
Konvektionsterms in einen aufgelo¨sten und einen modellierten Anteil vorgenommen:̂˜uiuj = ˆ˜ui ˆ˜uj − τ testij (2.47)
19
Kapitel 2 Turbulente Stro¨mungen
Wendet man nun den Testfilter auf (2.38) an so erha¨lt man eine zweite Gleichung zur
Bestimmung des testgefilterten Konvektionsterms, hier finden die Gro¨ßen aus dem nur
einfach gefilterten Geschwindigkeitsfeld Eingang:̂˜uiuj = ̂˜uiu˜j − τ̂ sgsij (2.48)
Gleichsetzen von (2.47) und (2.48) liefert:̂˜uiu˜j − ˆ˜ui ˆ˜uj = τ̂ sgsij − τ testij := Lij (2.49)
Fu¨r beide Filterungsstufen werden die jeweiligen Feinstrukturspannungen modelliert, im
Rahmen dieser Arbeit wurde dafu¨r das bereits vorgestellte Modell von Smagorinsky be-
nutzt.
τ sgsij ≈ C∆¯
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τ testij ≈ C
ˆ¯∆2












und den in Gleichung (2.49)-(2.51) eingefu¨hrten Abku¨rzungen sowie der Vernachla¨ssigung
von Schwankungen von C unter dem Testfilter (Ĉmsgsij ≈ Cm̂
sgs
ij ) kann man dessen Be-
rechnung schließlich schreiben als




Aufgrund der verschwindenden Spur der Tensoren auf beiden Seiten der Gleichungen
ergeben sich fu¨nf unabha¨ngige Gleichungen fu¨r die Bestimmung der Konstante. Lil-
ly [Lilly 1992] schla¨gt vor, den Germano-Parameter u¨ber eine Minimierung des qua-






Die Berechnung des Germano-Parameters nach (2.54) ermo¨glicht das Auftreten negativer
Werte fu¨r diese Gro¨ße. Damit kann auch die effektive Viskosita¨t negativ werden. Physi-
kalisch betrachtet ist diese Situation vorstellbar, lokal besteht die Mo¨glichkeit eines Ener-
gieru¨cktransportes von kleineren zu gro¨ßeren Skalen [Leith 1990, Piomelli et al. 1993].
Es ist jedoch unklar, ob dieser als backscatter bekannte Effekt durch negative Viskosita¨ten
abzubilden ist [Forkel 1999, Kempf 2003]. Weiterhin muss man mit numerisch beding-
ten Instabilita¨ten rechnen [Forkel 1999, Kempf 2003]. Diesen Arbeiten folgend wurden
fu¨r alle im Rahmen dieser Arbeit durchgefu¨hrten Simulationen keine negativen Werte fu¨r
die turbulente Viskosita¨t beru¨cksichtigt (νt > 0). Es zeigt sich in der Praxis, dass der
Germano-Parameter starke Fluktuationen aufweist. Dies ist ein fu¨r das numerische Ver-
fahren unerwu¨nschter Effekt. In FASTEST ist daher eine zeitliche Unterrelaxation des
Germano-Parameters implementiert:
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In diesem Kapitel sollen die grundlegenden Beziehungen zur Beschreibung und Model-
lierung turbulenter Verbrennung dargestellt werden. Fu¨r die vorliegende Arbeit wurden
als Brennstoff bzw. Oxidator nur gasfo¨rmige Fluide betrachtet, Verdampfungsvorga¨nge
und Mehrphasenstro¨mungen mu¨ssen somit nicht beru¨cksichtigt werden. Zuna¨chst erfolgt
eine Klassifizierung von turbulenter Verbrennung nach den mo¨glichen Flammentypen,
die in Verbrennungssystemen auftreten, insbesondere wird dabei unterschieden zwischen
vorgemischter sowie nicht-vorgemischter Verbrennung und mo¨glichen Mischformen. Wei-
terhin wird anhand der Beschreibung der chemischen Reaktionskinetik die Komplexita¨t
von Verbrennungsvorga¨ngen dargestellt und die Notwendigkeit zur Modellierung fu¨r tech-
nisch relevante Systeme aufgezeigt. Anschließend werden die in dieser Arbeit verwendeten
Verbrennungsmodelle vorgestellt, sowie abschließend die Interaktion von chemischen und
turbulenten Vorga¨ngen beschrieben.
3.1 Flammentypen
Allgemein gesprochen fu¨r einen Verbrennungsprozess zuna¨chst ein brennfa¨higes Gemisch
aus Oxidator und Brennstoff erzeugt. In diesem Gemisch finden dann chemische Reaktio-
nen statt. Dabei kann man unterscheiden, ob die Mischung vor dem eigentlichen Verbren-
nungsprozess stattfindet (vorgemischte Verbrennung) oder ob Mischung und chemische
Reaktion parallel ablaufen (nicht-vorgemischte Verbrennung). Turbulente Vormischver-
brennung wird bei begrenztem zur Verfu¨gung stehendem Volumen eingesetzt, wie bei-
spielsweise im Otto-Motor. Aufgrund der nahezu rußfreien chemischen Umsetzung und
den allgemein niedrigen Schadstoffemissionen findet sie sich auch in stationa¨ren Gastur-
binen zur Stromerzeugung wieder. Charakteristisch fu¨r die Vormischverbrennung ist eine
Eigenbewegung der Flammenfront in Richtung des noch unverbrannten Gemisches, diese
Propagation geschieht mit der laminaren Brenngeschwindigkeit, welche von der Mischung
und damit auch von den Eigenschaften des Brennstoffes abha¨ngt. Die laminare Brennge-
schwindigkeit ist nicht zu verwechseln mit der turbulenten Brenngeschwindigkeit, welche
im Rahmen der Modellierung von turbulenten Vormischflammen eine wichtige Gro¨ße dar-
stellt. Hierbei handelt es sich um eine modellabha¨ngige Ersatzgro¨ße. Ein Nachteil der
Vormischverbrennung ist eine erho¨hte Anforderung an die Sicherheit, da durch die Vor-
mischung ein brenn- bzw. explosionsfa¨higes Gemisch im Bereich vor der eigentlichen Ver-
brennungszone vorliegt. Zum gegenwa¨rtigen Zeitpunkt werden Flugtriebwerke aufgrund





























Abbildung 3.1: Links: Mischungsfeld einer turbulenten Freistrahlflamme. Die Werte f = 0 und f = 1
korrespondieren mit reinem Oxidator bzw. Brennstoff. Rechts: Typischer Verlauf von Dichte und Tempe-
ratur u¨ber die Flamme.
Im Gegensatz zur Vormischverbrennung ist im Kontext der nicht-vorgemischten Verbren-
nung die Flammenposition nicht durch eine Ausbreitungsgeschwindigkeit, sondern durch
die molekulare Mischung festgelegt. Diese ist wiederum bestimmt durch konvektive und
diffusive Transportvorga¨nge, weiterhin hat die Turbulenz der Stro¨mung einen starken
Einfluss auf das Mischungsfeld. Im Allgemeinen fu¨hrt Turbulenz dabei zu einer starken
Durchmischung des Fluides. Ein Merkmal der nicht vorgemischten Verbrennung ist, dass
lokal immer die Mo¨glichkeit besteht, ein sto¨chiometrisches Gemisch zu erhalten. Dies geht
einher mit lokal hohen Temperaturen und somit ist eine Kontrolle von Schadstoffemissio-
nen wie z.B. Stickoxiden hier schwieriger im Vergleich zu vorgemischten Systemen. Der
molekulare Mischungszustand kann durch eine Transportgleichung fu¨r den Mischungsgrad
beschrieben werden (vgl. Abschnitt 3.4).
Methoden, welche die Vorteile von beiden beschriebenen Flammentypen fu¨r technische
Verbrennungssysteme kombinieren, sind bei Flugtriebwerken in der Entwicklungsphase,
beispielsweise das RQL-Konzept (engl. Rich burn, Quick quench, Lean burn). Um einen
Eindruck der Verteilung von physikalischen Gro¨ßen in einer nicht-vorgemischten turbulen-
ten Flamme zu geben, ist in Abbildung 3.1 eine entsprechende Freistrahlflamme zusammen
mit Verla¨ufen typischer Gro¨ßen u¨ber die Flamme dargestellt.
Die bisher beschriebenen Flammentypen stellen in der Regel Idealzusta¨nde dar, in tech-
nischen Systemen findet man meist Mischformen. Man spricht allgemein von partieller
Vormischung. Beispiele hierfu¨r sind global nicht-vorgemischte Systeme mit lokaler Vor-
mischung oder Effekte von lokal unterschiedlichen Brenngeschwindigkeiten bedingt durch
lokale Variationen der Gemischzusammensetzung.
3.2 Reaktionskinetik
In Abschnitt 2.8 wurde bereits angesprochen, dass eine reagierende Stro¨mung aus mehre-
ren Komponenten, den Spezies, besteht. Die Bildung bzw. der Verbrauch einer bestimm-
ten Spezies (beispielsweise CO2) aufgrund von chemischen Reaktionen wird maßgeblich
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bestimmt durch die Geschwindigkeit, mit der die Reaktion abla¨uft. Im Rahmen der che-
mischen Reaktionskinetik werden solche Reaktionsgeschwindigkeiten berechnet. In einer
allgemeinen Schreibweise kann eine Reaktionsgleichung in der Form
A+B ⇌ C +D (3.1)
geschrieben werden. Mit A, ..., D sind dabei die an der Reaktion beteiligten Spezies be-
zeichnet. Mit dem Geschwindigkeitskoeffizienten der Vorwa¨rtsreaktion kf kann die zeitliche
A¨nderung der Spezies A durch die Vorwa¨rtsreaktion
d[A]
dt
= −kf [A]νa [B]νb (3.2)
ausgedru¨ckt werden. Durch das Vorzeichen ergibt sich ein Verbrauch der Spezies A.
Die Exponenten νa, νb beschreiben die Reaktionsordnung bezu¨glich des Stoffes A,B. Die
Schreibweise in Klammern bezeichnet die Konzentrationen der Stoffe A,B. In gleicher
Weise kann eine Ru¨ckreaktion beschrieben werden. Der dazugeho¨rige Geschwindigkeits-
koeffizient der Ru¨ckreaktion la¨sst sich aus dem Koeffizienten der Vorwa¨rtsreaktion und
der Gleichgewichtskonstanten Kc bestimmen:
kr = kf/Kc (3.3)
Nun kann die zeitliche A¨nderung von A aufgrund der Ru¨ckreaktion angegeben werden:
d[A]
dt
= kr[C]νc [D]νd (3.4)
Durch das positive Vorzeichen wird nun die Spezie A gebildet. Fu¨r die konkrete Bestim-
mung des Geschwindigkeitskoeffizienten der Vorwa¨rtsreaktion kann allgemein ein Ansatz
nach [Arrhenius 1889] verwendet werden:
kf = AT bexp (−E/RT ) (3.5)
Hierin sind A und b sowie die Aktivierungsenergie E Konstanten . Wie im folgenden Ab-
schnitt dargestellt wird, ist fu¨r eine detaillierte Beschreibung eines Verbrennungsprozesses
eine gro¨ßere Anzahl Nα an Reaktionsgleichungen notwendig.
3.3 Reaktionsmechanismen
Stellvertretend fu¨r komplexere Mechanismen soll an dieser Stelle der Abbrand von Was-
serstoff mit Sauerstoff beschrieben werden. Global betrachtet geschieht ein Umsatz von
den Edukten Wasserstoff und Sauerstoff zu dem Produkt Wasser:
2H2 +O2 → 2H2O (3.6)
Diese Brutto-Reaktionsgleichung beschreibt die physikalischen Vorga¨nge nur unzurei-
chend. Vielmehr findet die Umsetzung u¨ber viele Teilschritte statt, an denen auch in-
termedia¨re Spezies beteiligt sind. Ein solcher Teilschritt ist beispielsweise die Bildung des
Wasserstoff-Radikals:
H2 +O2 ⇌ HO2 +H (3.7)
24
3.4 Der Mischungsgradformalismus
Die Teilschritte werden auch als Elementarreaktionen bezeichnet und sind dadurch ge-
kennzeichnet, dass die Reaktionsgleichung den tatsa¨chlichen physikalischen Vorgang be-
schreibt. Die Gesamtheit der Elementarreaktionen, welche den Verbrennungsprozess be-
schreiben, wird als Reaktionsmechanismus bezeichnet. Er besteht allgemein aus Nα Ele-







ν ′′i,jAi mit j = 1, ..., Nα (3.8)




i,j die Anzahl der
beteiligten Moleku¨le der Spezies Ai an. Die Reaktionsgeschwindigkeiten wiederum ko¨nnen










ν′′i,j mit j = 1, ..., Nα (3.9)









rj mit i = 1, ..., Ns (3.10)
Im Fall der hier vorgestellten Wasserstoff-Verbrennung besteht der vollsta¨ndige Reaktions-
mechanismus aus 21 Reaktionen und acht beteiligten Spezies. Neben dem vollsta¨ndigen
Mechanismus existieren noch vereinfachte Mechanismen, die dann als detaillierte Mecha-
nismen bezeichnet werden und die maßgeblichen Reaktionen und Spezies beinhalten.
Fu¨r komplexere Moleku¨le wie n-Heptan besteht ein detaillierter Mechanismus bereits aus
2540 Reaktionen und 556 beteiligten Spezies [Seiser et al. 2000]. Technisch relevante
Flu¨ssigbrennstoffe wie Benzin oder Diesel stellen ein noch ho¨heres Komplexita¨tsniveau
dar. Da fu¨r jede beteiligte Spezies eine eigene (i.a. dreidimensionale) Transportgleichung
gelo¨st werden muss (Siehe auch Abschnitt 2.1), steigt der numerische Aufwand stark
an. Durch vereinfachende Annahmen sowie geeignete Modellbildung ist es aber mo¨glich,
die Anzahl der zu lo¨senden Transportgleichungen drastisch zu reduzieren. Dies wird in
den folgenden Abschnitten erla¨utert. Der Fokus liegt dabei auf der Modellierung von
nicht-vorgemischter, turbulenter Verbrennung. Auf eine Darstellung von Reduktions- und
Modellierungsstrategien im Rahmen der vorgemischten, turbulenten Verbrennung wird
hier verzichtet. Eine U¨bersicht ist durch [Freitag 2007] gegeben.
3.4 Der Mischungsgradformalismus
Die Beschreibung des Mischungszustandes von Brennstoff und Oxidator ist eine Vor-
raussetzung zur Berechnung nicht-vorgemischter und teilvorgemischter Verbrennungssys-
teme. Fu¨r die im Rahmen dieser Arbeit untersuchten Zweistoffsysteme kann dabei der
Mischungszustand eindeutig durch eine Gro¨ße, den Mischungsgrad, beschrieben werden.
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Durch eine geeignete Definition des Mischungsgrades ist es dabei mo¨glich, fu¨r diesen eine
quelltermfreie Transportgleichung herzuleiten, welche auch im reaktiven Fall gu¨ltig ist.
Dies gelingt, indem die (quelltermfreien) Erhaltungsgleichungen fu¨r die Elementmassen-
bru¨che yα betrachtet werden. Diese erha¨lt man durch Linearkombinationen der Spezies-















Im Rahmen des Shvab-Zel’dovich-Formalismus [Williams 1964] werden die folgenden
Annahmen zur Reduzierung der Anzahl der zu lo¨senden Transportgleichungen gemacht:
• Vernachla¨ssigung der Enthalpiea¨nderung durch Druckarbeit
• Vernachla¨ssigung der Enthalpiea¨nderung durch Reibung
• Gleiche Diffusionskoeffizienten fu¨r alle Spezies
• Die Lewiszahlen sind gleich eins, thermische Diffusion entspricht Stoffdiffusion
• Keine Beru¨cksichtigung von Transportprozessen wie Dufour- und Soret-Effekt
Es gilt damit Dα = D fu¨r alle Elementmassenbru¨che. Die Enthalpiegleichung (2.13) redu-





















Hierin ist der erste Term ein Beitrag infolge Wa¨rmeleitung mit der stoffabha¨ngigen Wa¨r-
meleitfa¨higkeit λ sowie der zweite Term ein Beitrag infolge Speziesdiffusion, weiterhin
wurde hier bereits von dem Fickschen Gesetz (Gleichung 2.9) Gebrauch gemacht.
Durch Ableiten der Beziehung (2.10) nach xi kann man den Temperaturgradienten in





























Setzt man diese Gleichung in die Gleichung fu¨r den Wa¨rmestromvektor q ein, so erha¨lt
































Mit der Annahme, dass thermische Diffusion und Stoffdiffusion gleich sind, ergeben sich
die Lewiszahlen zu eins:






















Mit der Annahme gleicher Diffusionskoeffizienten ergibt sich bereits, dass sich die Trans-
portgleichungen der Elemente nicht mehr voneinander unterscheiden. Mit den obigen
Ableitungen unterscheidet sich auch die Enthalpie nur noch durch die unterschiedlichen
Randbedingungen von den Elementmassenbru¨chen. Bei geeigneter Wahl von Referenzgro¨-
ßen zur Entdimensionierung der Elementmassenbru¨che sowie der Enthalpie verschwinden
auch diese Unterschiede. Zur Entdimensionierung benutzt man die Werte der Gro¨ße, wel-








Das System der skalaren Gleichungen reduziert sich schließlich zu einer Transportgleichung
















Der Diffusionskoeffizient D wird im Rahmen dieser Arbeit u¨ber die Schmidt-Zahl σ = 0.7





Mit der Gleichung fu¨r den Mischungsgrad ist es nun mo¨glich, den Mischungszustand des
Zweistoffsystems eindeutig zu beschreiben. Es verbleibt noch die Bestimmung des chemi-
schen Zustandes des Fluides. Durch geeignete Modellbildung ko¨nnen Spezieskonzentra-
tionen sowie weitere skalare Gro¨ßen wie die Dichte und die Viskosita¨t dabei als Funktion
von nur wenigen Parametern bestimmt werden. Dieser funktionale Zusammenhang wird
durch ein Verbrennungsmodell beschrieben. Die fu¨r diese Arbeit relevanten Modelle sowie
die zugrundeliegenden Annahmen werden im na¨chsten Abschnitt erla¨utert.
3.5 Verbrennungsmodellierung
Im Kontext der Modellierung nicht-vorgemischter Verbrennung ist es ha¨ufig gerechtfertigt,
die Reaktion als unendlich schnell im Vergleich zu anderen Transportprozessen zu betrach-
ten. Dies geht einher mit einer unendlich großen Damko¨hlerzahl (Da = tfluid/tchem →∞),



















Abbildung 3.2: Schematische Darstellung des Verlaufes der Dichte u¨ber dem Mischungsgrad fu¨r das
Burke-Schumann-Modell sowie bei Annahme von thermodynamischemGleichgewicht. DieWerte der Dich-
te fu¨r reinen Oxidator (f = 0) sowie reinen Brennstoff (f = 1) wie auch der sto¨chiometrische Mischungs-
grad sind willku¨rlich gewa¨hlte Werte.
Im einfachsten Fall, bekannt als Burke-Schumann-Modell, ist der chemische Zustand des
Systems nur durch den Mischungsgrad bestimmmt, bei sto¨chiometrischer Mischung wird
sich eine besonders niedrige Dichte einstellen. Aus Sicht der Reaktionskinetik bedeutet
dies, dass nur eine Brutto-Reaktionsgleichung betrachtet wird, und somit nur die Edukte
und die Produkte existieren. Es ergibt sich ein linearer Zusammenhang zwischen dem
Mischungsgrad und den abha¨ngigen Gro¨ßen.
Alternativ kann bei Annahme einer unendlich schnellen Reaktion davon ausgegangen wer-
den, dass das System sofort im chemischen Gleichgewicht ist. U¨ber thermodynamische Be-
ziehungen kann dann der funktionale Zusammenhang zwischen den abha¨ngigen Gro¨ßen
und dem Mischungsgrad hergestellt werden. Es ist nun in Ansa¨tzen mo¨glich, auch inter-
media¨re Spezies abzubilden. Im Unterschied zum Burke-Schumann-Modell ergeben sich
stetig differenzierbare Zusammenha¨nge, der Mischungsgrad ist aber weiterhin der einzige
Parameter. In Abbildung 3.2 sind beispielhafte Profile der Dichte fu¨r diese beiden Model-
le u¨ber dem Mischungsgrad dargestellt. Eine ho¨herwertige Modellierungsstrategie beruht
darauf, den chemischen Zustand des Gemisches durch wenige, bestimmende Variablen
zu beschreiben und diese funktionalen Zusammenha¨nge zu tabellieren. Auf diese che-
mischen Datenbanken kann dann wa¨hrend der Durchfu¨hrung der Simulation zugegriffen
werden. Vorteilhaft wirkt sich dabei aus, dass zur Erstellung der Datenbanken detaillierte
Reaktionsmechanismen verwendet werden ko¨nnen. Besonders verbreitet sind in diesem
Zusammenhang die Flamelet-Konzepte, siehe Abschnitt 3.5.1 In der ju¨ngeren Vergangen-
heit konnten mit solchen Konzepten sehr unterschiedliche Konfiguration wie beispielsweise
Freistrahlflammen [Kempf et al. 2005] oder durch Rezirkulation hinter einem Stauko¨rper
stabilisierte Flammen [Olbricht et al. 2008] erfolgreich berechnet werden.
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Abbildung 3.3: Zur Definition einer Flammennormalenrichtung fu¨r nicht-vorgemischte Systeme. Dar-
gestellt ist das instantane Mischungsgradfeld einer nicht-vorgemischten Freistrahlflamme zusammen mit
drei Isolinien, die mittlere entspricht der sto¨chiometrischen Mischung, wa¨hrend die a¨ußere Isolinie mit ei-
ner untersto¨chiometrischen Mischung sowie die innere Isolinie mit einer u¨bersto¨chiometrischen Mischung
korrespondieren.
Alle Verbrennungssimulationen, die im Rahmen dieser Arbeit durchgefu¨hrt wurden, basie-
ren auf Flamelet-Konzepten. Der Mischungsgrad bleibt weiterhin eine maßgebliche Gro¨ße,
abha¨ngig von dem verwendeten Verbrennungsmodell finden weitere skalare Gro¨ßen Ein-
gang in die Bestimmung des chemischen Zustandes.
3.5.1 Das Steady-Flamelet-Modell
Die Idee der Steady-Flamelet-Modellierung entstand durch die Arbeiten von Wil-
liams [Wiliams 1975] und Peters [Peters 1986] und beruht darauf, die turbulente Flam-
me als ein Ensemble von laminaren Flammen zu betrachten. Die das Ensemble beschrei-
benden laminaren Flammen werden als Flamelets bezeichnet.
Bei Annahme von schnellen chemischen Reaktionen im Vergleich zu Mischungszeitska-
len enstehen du¨nne Reaktionszonen, d.h. die Reaktion findet hauptsa¨chlich in einem
schmalen Bereich um die sto¨chiometrische Isolinie des Mischungsgradfeldes statt, wel-
che als repra¨sentativ fu¨r die Flammenfront betrachtet werden kann. Damit kann auch
eine Flammennormalenrichtung festgelegt werden, diese steht senkrecht auf den Isolinien
des Mischungsgradfeldes (siehe Abbildung 3.3). Es ist nun mo¨glich, die allgemeine Spe-
ziestransportgleichung (Gleichung 2.8) durch eine Transformation in flammenangepassten
Koordinaten [Peters 1986] f1, f2, f3 zu formulieren. Eine dieser Richtungen entspricht
dann dem Mischungsgrad. Mit der Beschra¨nkung auf du¨nne Reaktionszonen geht einher,
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dass alle Terme, in denen keine zweiten Ableitungen in Richtung der Flammennormale
enthalten sind, vernachla¨ssigt werden ko¨nnen, da die zweiten Ableitungen in Flammennor-
malenrichtung dominieren. Mit der Vernachla¨ssigung des Zeitterms in der transformierten






Es ist ersichtlich, dass die Spezieskonzentrationen (und weitere skalare Gro¨ßen wie die
Dichte) neben dem Mischungsgrad durch einen zusa¨tzlichen Parameter bestimmt sind.









Die skalare Dissipationsrate kann interpretiert werden als ein inverses Maß fu¨r die Mi-
schungszeit. Bei sehr großen skalaren Dissipationsraten ist die Mischungszeit sehr klein,
mit der Folge, dass die Flamme du¨nner wird und bei zu großen Dissipationsraten schließ-
lich verlo¨scht. Mit steigender skalarer Dissipationsrate entfernt sich der chemische Zustand
immer sta¨rker vom chemischen Gleichgewicht. Im Gegensatz dazu wird bei verschwinden-
der skalarer Dissipationsrate die Flamme unendlich dick, dieser Zustand entspricht dem
chemischen Gleichgewicht. Da bei unendlich dicker Flamme die Transformation in ein
Flammenkoordinatensystem nicht mehr gu¨ltig ist, kann der Gleichgewichtszustand nicht
beschrieben werden. Er kann als Grenzfall des Steady-Flamelet-Modells angesehen wer-
den.
Im Rahmen der vorliegenden Arbeit wird fu¨r die Berechnung eindimensionaler, lamina-
rer Flammen und damit die Erstellung der chemischen Datenbanken das Programmpa-
ket CHEM1D [Chem1D 2010] benutzt. Fu¨r diese Arbeit diente als Grundlage der GRI-
Reaktionsmechnismus [Smith et al. 1999], welcher in der Version 3.0 aus 325 Reaktionen
mit 53 dazugeho¨rigen Spezies besteht.
Anstatt die vorgestellte Flamelet-Gleichung zu lo¨sen, wird in CHEM1D alternativ ei-
ne laminare, nicht-vorgemischte Gegenstrom-Konfiguration berechnet, welche aus zwei
einander entgegen gerichteten Du¨sen besteht, durch welche Brennstoff bzw. Oxidator
einstro¨men. Eine solche Konfiguration ist in Abbildung 3.4 dargestellt. Eine besonde-
re Eigenschaft dieser Konfiguration ist die Mo¨glichkeit, die physikalischen Gro¨ßen ent-
lang der Staupunktstromlinie durch eindimensionale Beziehungen beschreiben zu ko¨n-
nen [Warnatz et al. 2001]. Es ist also mo¨glich, eine solche Konfiguration mit einem ein-
dimensionalen Lo¨ser wie CHEM1D zu berechnen. Als Brennstoff und Oxidator werden
dabei die Stoffe verwendet, welche auch in der zu berechnenden dreidimensionalen, tur-
bulenten Konfiguration eingesetzt werden. Auch die Eintrittstemperaturen beider Stro¨me
mu¨ssen mit den Eintrittsbedingungen des turbulenten Falles u¨bereinstimmen. Die Koor-
dinate entlang der Staupunktlinie kann schließlich mit dem Mischungsgrad identifiziert
werden.
Im Rahmen einer Verbrennungsmodellierung durch eine Flamelet-Gleichung ko¨nnen Ef-










Abbildung 3.4: Schematische Darstellung einer Gegenstromkonfiguration. Im vorliegenden Fall wird
ein nicht-vorgemischtes, laminares System betrachtet.
Effekte ko¨nnen auch mit der beschriebenen Gegenstromkonfiguration abgebildet werden,
dazu muss lediglich die Stro¨mungsgeschwindigkeit am Brennstoff- bzw. Oxidatoreintritt
angepasst werden. Durch die Berechnung von mehreren eindimensionalen Flammen mit
unterschiedlichen Streckungsraten und sich daraus ergebenden unterschiedlichen skalaren
Dissipationsraten kann so eine Parametrisierung der skalaren Dissipationsrate erfolgen.
Der chemische Zustand ist konsistent zur Flamelet-Gleichung durch den Mischungsgrad
und die skalare Dissipationsrate bestimmt:
ϕ = ϕ(f, χ) (3.23)
Mit ϕ ist dabei ein abha¨ngiger Skalar wie die Dichte, die Temperatur oder eine Spezies-
konzentration bezeichnet. Um einen Eindruck des Einflusses unterschiedlicher Streckungs-
raten auf die chemische Reaktion zu geben, sind in Abbildung 3.5 Temperaturprofile der
beschriebenen Gegenstromkonfiguration fu¨r verschiedene Streckungsraten dargestellt. Mit
dem vorgestellten Steady-Flamelet-Modell ist es trotz der sehr starken Reduktion der Be-
schreibung chemischer Vorga¨nge mo¨glich, turbulente, dreidimensionale Flammen gut vor-
herzusagen. Der Gu¨ltigkeitsbereich des Modells ist dennoch eingeschra¨nkt, Effekte endlich
schneller Chemie, wie sie beispielsweise in abgehoben brennenden, nicht-vorgemischten
Flammen beobachtet werden, sind mit dem Steady-Flamelet-Modell nicht beschreibbar.
Dies liegt daran, dass bei solchen Flammen ein bereits brennfa¨higes Gemisch vorliegt, auf-
grund von lokal hohen Stro¨mungsgeschwindigkeiten (gro¨ßer als die Flammenausbreitungs-
geschwindigkeit) ist es jedoch fu¨r die Flamme nicht mo¨glich, vollsta¨ndig durch diese Gebie-
te zu propagieren. In Bereichen von brennfa¨higen Gemischen wu¨rde das Steady-Flamelet-
Modell jedoch immer eine brennende Lo¨sung vorhersagen. Die Abbildung von reiner
Mischung ist im Steady-Flamelet Zustandsraum nicht enthalten, lediglich im Kontext
der Grobstruktursimulation und der Beru¨cksichtigung von Chemie-Turbulenz-Interaktion
ko¨nnen durch eine unzureichende Mischung im Bereich der Feinstruktur solche nicht bren-
nenden Zusta¨nde entstehen (vgl. Abschnitt 3.5.3). Um Effekte endlich schneller Chemie
beschreiben zu ko¨nnen, existieren andere, auch auf Flamelet-Konzepten basierende An-
sa¨tze. Im na¨chsten Abschnitt wird eine in dieser Arbeit verwendete Methodik erla¨utert.
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a =     10 s-1
a =   100 s-1
a =   700 s-1
a = 1200 s-1
Abbildung 3.5: Einfluss der Streckung auf die Temperaturprofile in einer nicht-vorgemischten, lami-
naren Flamme. Zugrunde liegt ein CH4/H2/N2-Gemisch als Brennstoff sowie Luft als Oxidator bei 300
K.
3.5.2 Flamelet Generated Manifolds
Die bisher vorgestellten Ansa¨tze zur Beschreibung des chemischen Zustandes beruhen
alle auf der Annahme unendlich schneller chemischer Reaktionen. In technischen Ver-
brennungssystemen ist diese Annahme jedoch nicht immer gerechtfertigt. In allen Fa¨llen,
in denen die Zeitskalen der Stro¨mung bzw. Mischung in ihrer Gro¨ßenordnung vergleich-
bar mit chemischen Zeitskalen sind, ist ein großer Einfluss der Reaktionsgeschwindigkeit
zu beobachten. Als Beispiel hierfu¨r wurden bereits abgehoben brennende, global nicht-
vorgemischte Flammen genannt.
Im Rahmen von Flamelet-Konzepten wurden von [Gicquel et al. 2000]
und [Van Oijen und de Goey 2000] Strategien vorgeschlagen, welche kinetische Effekte
beru¨cksichtigen. Dies geschieht mit der Einfu¨hrung einer zusa¨tzlichen Transportgleichung
fu¨r eine Reaktionsfortschrittsvariable Y . Diese beschreibt den zeitlichen Fortschritt
der chemischen Reaktion, im noch unverbrannten Gemisch gilt Y = 0 wa¨hrend im
verbrannten Gemisch nach der Flammenfront Y = Ymax gilt, die Fortschrittsvariable also
ihren Maximalwert erreicht hat. Eine Gemeinsamkeit mit dem Steady-Flamelet-Modell
besteht darin, die dreidimensionale Flamme weiterhin als Ensemble von eindimensio-
nalen, laminaren Flammen zu betrachten. Aus den eindimensionalen Flamelets wird
mit der noch zu spezifizierenden Fortschrittsvariable sowie dem Mischungsgrad ein
Zustandsraum bzw. eine Mannigfaltigkeit (engl. Manifold) aufgespannt. Der Ansatz wird
daher bezeichnet als Flamelet Generated Manifold oder kurz FGM.
Der chemische Zustand des Fluids wird somit im Rahmen der in dieser Arbeit verwendeten
FGM-Methodik als Funktion von zwei transportierten Gro¨ßen, dem Mischungsgrad und
der Fortschrittsvariablen berechnet, die Gleichung der Fortschrittsvariable weist dabei
einen Quellterm auf. Durch die Beschreibung mit einer Fortschrittsvariablen ist es mo¨glich,
dass Zusta¨nde reiner Mischung in den Zustandsraum gelangen, diese ergeben sich fu¨r eine
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Abbildung 3.6: Schematische Darstellung einer vorgemischten, laminaren Flachflamme. Diese dient als
Basiskonfiguration zur Berechnung eindimensionaler, vorgemischter Flamelets in CHEM1D.
Wie angesprochen werden fu¨r die Erstellung der Mannigfaltigkeit eindimensionale Fla-
melets berechnet, dies geschieht wiederum mit dem Simulationsprogramm CHEM1D.
Je nach Ansatz ko¨nnen zur Generierung der Mannigfaltigkeit vorgemischte oder nicht-
vorgemischte Flamelets berechnet werden. Auf der Basis von nicht-vorgemischten Flame-
lets fu¨hren beispielsweise [Pierce und Moin 2004] und [Pitsch und Ihme 2005] Grob-
struktursimulationen durch. Aufbauend auf vorgemischten Flamelets werden technische
Verbrennungssysteme u.a. durch [Domingo et al. 2008] berechnet. Dieses Verfahren wur-
de auch fu¨r die vorliegende Arbeit eingesetzt. Der Mischungsgrad ist fu¨r ein vorgemischtes
Flamelet konstant, es wird eine frei brennende, laminare Flachflamme berechnet, siehe Ab-
bildung 3.6. Wie auch beim Steady-Flamelet-Modell mu¨ssen dabei die Eigenschaften von
Brennstoff und Oxidator mit denen der dreidimensionalen Konfiguration u¨bereinstimmen.
Da man mit CHEM1D nur Lo¨sungen innerhalb des brennbaren Bereiches berechnen kann,
muss fu¨r die Vervollsta¨ndigung des Zustandsraumes in Bezug auf den Mischungsgrad eine
Extrapolation der abha¨ngigen Gro¨ßen außerhalb der Zu¨ndgrenzen hin zu reinem Brenn-
stoff bzw. Oxidator gemacht werden. Fu¨r diese Extrapolation sind verschiedene Ansa¨tze
von [Ketelheun et al. 2009] vorgeschlagen worden, darauf wird hier nicht na¨her einge-
gangen. Es verbleibt zur Festlegung der Mannigfaltigkeit noch die Definition der Fort-
schrittsvariable. Um den Reaktionsfortschritt u¨ber die Flamme eindeutig beschreiben zu
ko¨nnen, muss dieser u¨ber die Flammenfront monoton ansteigen. Wie eingangs beschrie-
ben, sind die Werte im unverbrannten Gemisch bzw. hinter der Flamme durch Y = 0 und
Y = Ymax bereits festgelegt. Als Fortschrittsvariable kann nach [Van Oijen 2002] eine
























Abbildung 3.7: Typischer Verlauf von Speziesmassenbru¨chen xα mit α = CO2,H2O,O2,CH4 u¨ber
die Flammenfront. Zugrunde liegt ein sto¨chiometrisches Methan/Luft-Gemisch. Die dicke Linie hebt den
Verlauf des CO2-Massenbruchs hervor, welcher die Fortschrittsvariable repra¨sentiert.
Im Rahmen dieser Arbeit wird wie in Vorga¨ngerarbeiten [Ketelheun et al. 2009,





Die Molmasse von CO2 betra¨gt dabei MCO2 = 44g/mol. Somit repra¨sentiert die typische
Produktspezies CO2 den chemischen Reaktionsfortschritt. Ein typischer Verlauf der Spe-
zies CO2 u¨ber die Flammenfront ist in Abbildung 3.7 dargestellt. Die Bestimmung der
Mannigfaltigkeit ist nun vollsta¨ndig mo¨glich, es ergeben sich Zusammenha¨nge der Form
ϕ = ϕ(f,Y) (3.26)
Diese funktionalen Zusammenha¨nge werden analog zum Steady-Flamelet-Modell tabelliert
und im Rahmen der dreidimensionalen Simulation benutzt. Eine der Gro¨ßen, die in der
Chemietabelle hinterlegt werden, ist dabei der Quellterm der Fortschrittsvariable. Wie zu
Beginn dieses Abschnittes erwa¨hnt, ergibt sich die Reaktionsfortschrittsvariable aus einer















Der Diffusionskoeffizient ergibt sich analog zur Transportgleichung fu¨r den Mischungsgrad
zu D = ν/σ. Mit der beschriebenen FGM-Methodik wurden erfolgreiche Simulationen von
turbulenten Verbrennungssystemen durchgefu¨hrt [Hahn 2009, Olbricht 2009].
3.5.3 Chemie-Turbulenz-Interaktion
In den bisherigen Betrachtungen zur Modellierung turbulenter, nicht-vorgemischter Ver-
brennung wurde noch nicht beru¨cksichtigt, dass im Rahmen der Grobstruktursimulation
nur der gefilterte Mischungsgrad, bzw. die gefilterte Reaktionsfortschrittsvariable zur Ver-
fu¨gung stehen, diese stellen hier ra¨umliche Mittelwerte dar. Die sich daraus ergebenden
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Konsequenzen werden im Folgenden adressiert. Zuna¨chst wird auf die Besonderheiten bei
der Filterung des Mischungsgrades eingegangen, im Anschluss auf die Fortschrittsvariable.
Gefilterter Mischungsgrad
Die in Abschnitt 2.4 beschriebene Filterung der Navier-Stokesschen Gleichungen muss fu¨r
eine konsistente Beschreibung auch auf transportierte skalare Gro¨ßen wie den Mischungs-



























Hierin ist Dt ein turbulenter Diffusionskoeffizient. Analog zum laminaren Diffusionskoef-






gemacht. Fu¨r die turbulente Schmidt-Zahl σt wurden in dieser Arbeit Werte von 0.45 und
0.7 verwendet.
Da die abha¨ngigen Skalare sind im Kontext der Verbrennung in der Regel eine nichtli-
neare Funktion des Mischungsgrades sind, ko¨nnen diese nicht direkt aus dem gefilterten
Mischungsgradfeld bestimmt werden:
ϕ˜(f) 6= ϕ(f˜) (3.31)
Daher werden fu¨r diese Arbeit die abha¨ngigen Gro¨ßen durch die Integration des Mi-
schungsgrades u¨ber eine Wahrscheinlichkeitsdichtefunktion P (engl. Probability Density
Function, kurz PDF) bestimmt. Dies ist ein sehr verbreiteter Ansatz. Im Kontext des
Steady-Flamelet-Modells sind dabei der Mischungsgrad und die skalare Dissipationsra-
te die bestimmenden Gro¨ßen, daher muss eine Verbundwahrscheinlichkeitsdichtefunktion
betrachtet werden. Damit ergibt sich der chemische Zustand wie folgt:
ϕ˜(f, χ) =
∫
ϕ(f, χ)P(f, χ)dfdχ (3.32)
Nimmt man statistische Unabha¨ngigkeit von Mischungsgrad f und skalarer Dissipations-
rate χ an, so kann die Verbundwahrscheinlichkeitsdichtefunktion durch zwei voneinander
unabha¨ngige Wahrscheinlichkeitsdichtefunktionen ausgedru¨ckt werden:
P(f, χ) = P(f)P(χ) (3.33)
Durch Vorannahme einer Form fu¨r die Wahrscheinlichkeitsdichtefunktion ist es mo¨g-
lich, die Integration bereits im Vorfeld der eigentlichen Simulation durchzufu¨hren und
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in den Prozess der Tabellierung der chemischen Beziehungen aufzunehmen. Fu¨r den Mi-
schunsgrad hat sich die Verwendung einer β-PDF bewa¨hrt [Janicka und Sadiki 2005].
Diese ist neben dem Mischungsgrad als Integrationsvariable vom gefilterten Wert des
Mischungsgrades sowie von der Feinstrukturvarianz des Mischungsgrades f˜ ′′2 abha¨ngig,
P(f) = β(f ; f˜ , f˜ ′′2). Fu¨r die skalare Dissipationsrate wird eine einfache Diracfunktion
angenommen (P (χ) = δ(χ; χ˜)) so dass sich der chemische Zustand nach der Integration
aus dem gefilterten Mischungsgrad, der Feinstrukturvarianz des Mischungsgrades, sowie
der gefilterten skalaren Dissipationsrate ergibt:
ϕ˜(f, χ) = ϕ(f˜ , f˜ ′′2, χ˜) (3.34)
Hierin sind die Feinstrukturvarianz des Mischungsgrades sowie die gefilterte skalare Dis-
sipationsrate unbekannt und mu¨ssen entsprechend modelliert werden. Hierfu¨r existieren
verschiedene Ansa¨tze. In FLOWSI ist ein Vorschlag von [Forkel 1999] implementiert,
bei welchem die Feinstrukturvarianz in einer Gitterzelle bestimmt wird, indem ein Test-
filter verwendet wird, welcher bereits aus der Germano-Prozedur bekannt ist (vgl. Ab-
schnitt 2.4.2). Mit der Testfilterung des Mischungsgradfeldes kann man aus dem nur
einfach gefilterten Mischungsgrad die Varianz fu¨r das testgefilterte Gebiet bestimmen,
diese wird dann als Maß fu¨r die Varianz innerhalb der Feinstruktur angesehen. Die
Methode ist also verwandt mit Ansa¨tzen, welche auf der A¨hnlichkeit von Skalen be-
ruhen, (siehe beispielsweise [Cook und Riley 1994]). In FASTEST wird ein Vorschlag
von [Branley und Jones 2001] umgesetzt, nach dem die Feinstrukturvarianz durch den
Gradienten des gefilterten Mischungsgradfeldes bestimmt wird:






Die Modellkonstante wird fu¨r alle Berechnungen in dieser Arbeit zu C = 0.15 gesetzt.
Es verbleibt noch die Bestimmung der gefilterten, skalaren Dissipationsrate. Hierfu¨r wird
sowohl in FLOWSI als auch in FASTEST ein Ansatz von [Cook und Riley 1998] ver-
wendet. Es wird dabei Gebrauch gemacht von einem turbulenten Diffusionskoeffizienten,
















Analog zu der Transportgleichung fu¨r den gefilterten Mischungsgrad wird fu¨r die gefilter-
te Fortschrittsvariable ein Gradientenflussansatz (siehe Gleichung 3.29) gemacht. Damit

















Im Kontext der FGM-Modellierung mu¨ssen die abha¨ngigen Gro¨ßen durch die Integration
u¨ber eine Verbundwahrscheinlichkeitsdichtefunktion von Mischungsgrad und Fortschritts-
variable bestimmt werden. Auch hier kann zuna¨chst die vereinfachende Annahme einer
statistischen Unabha¨ngigkeit von Mischungsgrad und Fortschrittsvariable getroffen wer-
den [Janicka und Kollmann 1978]:
P(f,Y) = P(f)P(Y) (3.38)
Fu¨r den Mischungsgrad wird wie bisher eine β-PDF angenommen, wa¨hrend fu¨r die Fort-
schrittsvariable eine Dirac-Funktion verwendet wird P(Y) = δ(Y , Y˜). Mit diesem Ansatz
wurden von Olbricht et al. [Olbricht 2009] turbulente Verbrennungssysteme berechnet.
Die Annahme statistischer Unabha¨ngigkeit von Mischungsgrad und Fortschrittsvariable
ist jedoch nicht immer geeignet, da ha¨ufig starke Korrelationen zwischen Mischungsgrad
und Fortschrittsvariable bestehen [Landenfeld et al. 2002]. Die statistische Abha¨ngig-
keit beider Gro¨ßen kann nach [Landenfeld et al. 2002] reduziert werden, wenn anstatt
der Fortschrittsvariable Y eine auf den jeweiligen Gleichgewichtswert normierte Fort-
schrittsvariable Y ′ = Y/Yeq verwendet wird. Damit ergeben sich die abha¨ngigen Gro¨ßen
wie folgt:
ϕ˜(f,Y ′) = ϕ(f˜ , f˜ ′′2, Y˜ ′) (3.39)
Es ist abschließend noch der gefilterte Werte der normierten Fortschrittsvariable Y ′ zu
bestimmen. Mit der Vernachla¨ssigung unbekannter Korrelationen kann man die normierte,
gefilterte Reaktionsfortschrittsvariable durch






berechnen. Wa¨hrend die gefilterte Fortschrittsvariable Y˜ als transportierte Gro¨ße bereits
zur Verfu¨gung steht, mu¨ssen noch die gefilterten Gleichgewichtswerte 1˜
Y eq
bestimmt wer-
de. Da diese Gleichgewichtswerte vom Mischungszustand abha¨ngig sind Yeq = Yeq(f),
wird fu¨r die Bestimmung der gefilterten Gleichgewichtswerte konsistent zum Mischungs-
grad eine β-PDF als Verteilungsfunktion angenommen. Detaillierte Betrachtungen zum
Einfluss der Filterung im Kontext der FGM-Modellierung finden sich in [Olbricht 2009]
und [Hahn 2009].
Eine Alternative zur Festlegung der Form der Wahrscheinlichkeitsdichtefunktion durch die
Formvorannahme durch bestimmte Funktionen stellt die Herleitung einer Transportglei-
chung fu¨r die Wahrscheinlichkeitsdichtefunktion von skalaren Gro¨ßen dar [Pope 1985].
Diese Methode ist aus der Sicht der Modellierung als ho¨herwertige Modellierungsstrategie
einzustufen, da keine einschra¨nkenden Annahmen bezu¨glich der Form der Wahrscheinlich-
keitsdichtefunktion gemacht werden mu¨ssen. Sie ist andererseits mit einem hohen numeri-
schen Aufwand verbunden. Im Kontext der Grobstruktursimulation wurde die Leistungs-
fa¨higkeit von Methoden mit transportierter PDF beispielsweise anhand einer turbulenten,
pilotierten Freistrahlflamme von [Ku¨hne et al. 2007] sowie anhand einer isothermen Mi-




In diesem Kapitel werden die akustischen Gleichungen hergeleitet, die fu¨r diese Arbeit
von Relevanz sind, die Grundgleichungen aus Kapitel 2 bilden dabei die Basis. Zuna¨chst
werden akustische Variablen anhand einer Separation von Skalen definiert. Im Anschluss
werden Wellengleichungen zur theoretischen Beschreibung von Verbrennungsla¨rm pra¨sen-
tiert, die einfachste Mo¨glichkeit stellt dabei eine Fernfeld-Beschreibungsweise dar. Hier-
nach werden die im Rahmen dieser Arbeit verwendeten linearisierten Euler-Gleichungen
vorgestellt, ein besonderes Augenmerk liegt auf der Beschreibung von Verbrennungsla¨rm
durch vereinfachte thermoakustische Quellterme. Zum Abschluss wird auf das Pha¨nomen
der thermoakustischen Instabilita¨t eingegangen.
Die Entstehung von Schall in reagierenden Fluiden ist immer verknu¨pft mit Instationari-
ta¨ten. Diese ko¨nnen unterschiedliche physikalische Ursachen haben, in einer turbulenten
Stro¨mung wird es durch Wirbel immer lokale Schwankungen des Druck- bzw. Geschwin-
digkeitsfeldes geben, diese Sto¨rungen breiten sich dann mit einer charakteristischen Ge-
schwindigkeit, der Schallgeschwindigkeit, aus. In analoger Weise erzeugt ein turbulenter
Verbrennungsprozess lokale Schwankungen der Freisetzung von Wa¨rme und damit der
Dichte, auch diese Sto¨rungen breiten sich aus. Um solche Vorga¨nge beschreiben zu ko¨nnen,
werden mathematische Beziehungen beno¨tigt, welche die Entstehung von Schall abbilden,
sowie die Propagation der akustischen Wellen beschreiben.
4.1 Separation der Skalen
Die Ausbreitung von akustischen Wellen in gasfo¨rmigen Fluiden stellt aus einer mathe-
matischen Sichtweise eine Fluktuation der beschreibenden Variablen dar, diese Fluktua-
tion ist dabei klein gegenu¨ber typischen hydrodynamischen Gro¨ßen. Die durch akustische
Wellen bedingte Druckschwankung liegt in der Gro¨ßenordnung von 101 Pa, wa¨hrend der
hydrodynamische Druck bei Normalbedingungen 101.325Pa betra¨gt. Die Dichte sowie
die Geschwindigkeitskomponenten und der Druck ko¨nnen nun in einen stro¨mungsmecha-
nischen Anteil (¯·) und einen akustischen Anteil (·′) aufgespalten werden:
ρ = ρ¯+ ρ′ (4.1)
ui = u¯i + u
′
i (4.2)
p = p¯+ p′ (4.3)
Unter Beru¨cksichtigung der Tatsache, dass die akustisch bedingten Schwankungen sehr
viel kleiner als die stro¨mungsmechanischen Anteile sind, ergibt es sich, die Schallausbrei-
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tung als linear zu betrachten.
ρ′ ≪ ρ¯, u′i ≪ u¯i, p
′ ≪ p¯ (4.4)
Dies ermo¨glicht es, lineare mathematische Beziehungen fu¨r die akustischen Gro¨ßen her-
zuleiten. Je nach Ansatz kann der stro¨mungsmechanische Anteil als stationa¨r bzw. in-
stationa¨r angenommen werden, fu¨r alle Herleitungen im Rahmen dieser Arbeit wird der
stro¨mungsmechanische Anteil als zeitlich konstant angenommen. Dieses Verfahren hat sich
im Kontext der Simulation von turbulentem Stro¨mungs- und Verbrennungsla¨rm vielfach
bewa¨hrt [Bui et al. 2007b, Mu¨hlbauer et al. 2009, Klewer et al. 2010], da man die
Propagation der Schallwellen durch ein zeitlich gemitteltes Feld betrachtet, wa¨hrend die
Beschreibung der La¨rmquellen hingegen mit instationa¨ren Formulierungen erfolgen kann,
wie in Abschnitt 4.3 gezeigt wird. Lediglich fu¨r sehr kleine akustische Wellenla¨ngen ist
die Instationarita¨t der Hintergrundstro¨mung durch die Schall-Turbulenz-Interaktion von
Bedeutung. Bei der Betrachtung von thermoakustischen Instabilita¨ten ist dieser Effekt
ebenfalls von untergeordneter Bedeutung, da bei einer thermoakustischen Instabilita¨t in
der Regel eine akustische Mode des Verbrennungsystems angeregt wird. Hier sind typische
Wellenla¨ngen durch die Geometrie des Verbrennungssystems festgelegt.
Neben den nun definierten akustischen Variablen benutzt man noch einige hilfreiche Gro¨-






Hierbei bedeutet · eine zeitliche Mittelung, weiterhin handelt es sich um einen rms-Wert
(engl. root mean square). Mit der Einfu¨hrung der Gro¨ße p′ ist eine Definition des Schall-
druckes bereits gegeben. In der Praxis zeigt sich, dass der Schalldruck einen großen Bereich
von Skalen einnimmt, die Ho¨rschwelle bei 1 kHz liegt bei 2 · 10−5 Pa, wa¨hrend ein in der
Na¨he befindliches Flugzeug mit Strahltriebwerk mit einem Schalldruck von etwa 500Pa
gespu¨rt wird. Um diesen breiten Bereich abzudecken, wurden logarithmische Skalen fu¨r
den Schalldruck definiert, sehr verbreitet ist der Schalldruckpegel Lp:






Die Referenzgro¨ße pref betra¨gt konsistent mit der Ho¨rschwelle 2 · 10
−5 Pa. Durch diese
Definition ergibt sich bei einer Verdopplung des Effektivwertes eine Zunahme des Schall-
druckes um 6.0206 dB. Gebra¨uchlich ist weiterhin noch die Schallintensita¨t J , welche das
Produkt aus dem Schalldruck p′ und der Schallschnelle u′i ist:
Ji = p
′ · u′i (4.7)
Analog zum Schalldruckpegel kann damit ein Schallintensita¨tspegel definiert werden:






Die Referenzgro¨ße J0 betra¨gt 10
−12W/m2, bei einer Verdopplung des Schalldruckes und




Es wurde bereits angesprochen, dass sich Schallwellen mit einer charakteristischen Ge-
schwindigkeit ausbreiten, in Luft unter Normalbedingungen betra¨gt diese c ≈ 343m/s.
Fu¨r ein ideales Gas la¨sst sich die Schallgeschwindigkeit durch eine Isentropenbeziehung be-
rechnen. Die zugrundeliegende Annahme, dass die Propagation von Schallwellen bei kon-
stanter Entropie geschieht, ist meist gut erfu¨llt aufgrund der kleinen akustischen Schwan-
kungen sowie der Tatsache, dass die lokale Sto¨rung nur von sehr kurzer Dauer ist (kein










Hierin ist γ der stoffabha¨ngige Isentropenexponent (siehe auch Gleichung 2.18). Mit der










Mit dem Gesetz fu¨r ein ideales Gas (Gleichung 2.14) kann die Schallgeschwindigkeit noch
geschrieben werden als
c2 = γRT (4.11)
In dieser Form ist die Abha¨ngigkeit der Schallgeschwindigkeit von der Temperatur ersicht-
lich.
4.2 Die Wellengleichung
In den beiden folgenden Abschnitten werden verschiedene Varianten der Herleitung von
Wellengleichungen vorgestellt, sie unterscheiden sich fundamental durch die verwende-
ten Formen der Grundgleichungen. Es wird unterschieden zwischen einem homogenen
akustischen Medium (ra¨umlich konstante Schallgeschwindigkeit), sowie einem heteroge-
nen akustischen Medium (ra¨umlich variable Schallgeschwindigkeit).
4.2.1 Homogene akustische Medien
Um die Entstehung und Ausbreitung von akustischen Wellen zu beschreiben, existieren in
der Literatur verschiedene Ansa¨tze, die auf der Lo¨sung von Wellengleichungen basieren.
Die Bilanzsa¨tze von Masse (Gleichung 2.1) und Impuls (Gleichung 2.2) beinhalten in
diesem Kontext bereits die Entstehung und Ausbreitung von akustischen Wellen, wenn ein
kompressibler Ansatz gewa¨hlt wird (ρ = ρ(p, ...)). Fu¨r ein homogenes, ruhendes Medium
muss eine Energiegleichung dabei nicht betrachtet werden, sie ist repra¨sentiert durch die
Gleichung fu¨r die Schallgeschwindigkeit (Gleichung (4.10)), welche sich in ihrer einfachsten
Form zu c = c0 = const. reduziert [Ehrenfried 2004, Poinsot und Veynante 2001].
Eine Wellengleichung fu¨r ein homogenes akustisches Medium la¨sst sich herleiten, indem
die Divergenz ∂/∂xj der Impulsgleichung gebildet wird, sowie die Kontinuita¨tsgleichung
nach der Zeit ∂/∂t abgeleitet wird. Von dieser modifizierten Kontinuita¨tsgleichung wird
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Abbildung 4.1: Aufteilung des Problemgebietes in ein Quellgebiet Ωq und einen akustischen Fernfeld-
Bereich Ωa. Die Lo¨sung im Fernfeld ergibt sich durch Integration u¨ber das Quellgebiet. Die Zeit τ ist






























Wie beschrieben ist c0 eine ra¨umlich und zeitlich konstante Schallgeschwindigkeit, die Wel-
lengleichung in der vorgestellten Form ist daher prinzipiell geeignet, die Schallausbreitung
in einem gleichfo¨rmigen Medium zu beschreiben.
Die sehr bekannte akustische Analogie nach Lighthill [Lighthill 1952, Lighthill 1954]
beruht darauf, die Beschreibung von Stro¨mung und Akustik durch eine gemeinsame Va-
riable zu separieren in akustische Variablen sowie stro¨mungsmechanische Gro¨ßen. Ent-
sprechend kann die Wellengleichung (4.12) interpretiert werden: Die turbulente Stro¨mung
wird als als eine Schallquelle betrachtet, alle entsprechenden Gro¨ßen sind auf der rech-
ten Seite der Wellengleichung (4.12) zu finden. Die Ausbreitung von akustischen Wellen
wird durch die linke Seite der Wellengleichung beschrieben, in hinreichendem Abstand
zur Quellregion ist das akustische Medium konsistent zu Gleichung (4.12) als homogen
und ruhend zu betrachten. Man spricht auch von einer Fernfeld-Betrachtungsweise, sie-
he Abbildung 4.1. Die beschriebene akustische Analogie kann so gedeutet werden, dass
die Variablen auf der linken Seite der Wellengleichung als akustische Gro¨ßen gedeutet
werden. Der Druck p kann also mit dem Schalldruck p′ identifiziert werden, wa¨hrend die
Variablen auf der rechten Seite als stro¨mungsmechanische Gro¨ßen gedeutet werden. So-
mit unterscheiden sich die Gro¨ßen auf der linken und der rechten Seite hinsichtlich ihrer
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physikalischen Interpretation. Von Gleichung (4.12) kann eine analytische Lo¨sung durch

















Damit kann der Schalldruck an jedem Punkt im Fernfeld eindeutig beschrieben werden.
Der Term t− |x−xq|
c0
bezeichnet dabei eine retardierte Zeit. Ein Schallereignis zum Zeitpukt
t am Ort x wird also verknu¨pft mit dem Auftreten eines Quellterms zu einem vorherigen
Zeitpunkt, die Differenz der Zeiten ist durch die Laufzeit der Schallwellen vom Ursprungs-
ort zum Beobachtungspunkt gegeben.
Die Berechnung der zu integrierenden Funktion kann dabei mit Hilfe der
Grobstruktursimulation geschehen. Im Kontext der Simulation von turbulen-
tem Verbrennungsla¨rm wurden integrale Lo¨sungen beispielsweise berechnet
von [Truffaut et al. 1998], [Klein und Kok 1999] und [Ihme et al. 2006].
Der vorgestellte Ansatz von Lighthill ist gu¨ltig im freien, offenen Raum, es
ko¨nnen bisher keine Berandungen im Schallfeld beru¨cksichtigt werden. Eine Er-
weiterung der Lighthillschen Analogie zur Beru¨cksichtigung fester Wa¨nde wurde
von [Ffowcs Williams und Hawkings 1969] vorgeschlagen.
Alternative Herleitung der Wellengleichung
Mit Hilfe der Zerlegung anhand der Gleichungen (4.1)-(4.3) kann ebenfalls eine Wellen-
gleichung hergeleitet werden. Unter Vernachla¨ssigung viskoser Terme sowie der Annahme
einer isentropen Stro¨mung wird die Zerlegung in die entsprechenden Bilanzsa¨tze von Mas-
se (Gleichung (2.1)) und Impuls (Gleichung (2.4)) eingesetzt. Die Energiegleichung kann
mit den getroffen Annahmen wiederum repra¨sentiert werden durch die Gleichung fu¨r die
Schallgeschwindigkeit (Gleichung (4.10)). Nach dem Einsetzen der Zerlegung ko¨nnen die
modifizierten Gleichungen linearisiert werden, indem Produkte von akustischen Gro¨ßen
vernachla¨ssigt werden. Die Stro¨mungsgeschwindigkeit wird als klein gegenu¨ber der Schall-
geschwindigkeit angenommen (Ma = U
c
≪ 1), weiterhin wird konsistent zur Analogie
nach Lighthill ein homogenes akustisches Medium angenommen, so dass sich konvekti-
ve Terme sowie Gradienten der Stro¨mungsgro¨ßen herausheben. Damit ergeben sich die














Zum Schließen des Gleichungssystems fehlt nur noch eine Beziehung zwischen p′ und
ρ′. Diese kann aus einer Taylorreihenentwicklung mit der Vernachla¨ssigung von Termen
ho¨herer Ordnung gewonnen werden:
p− p¯ = (ρ− ρ¯)
∂p
∂ρ
(ρ¯) + ... (4.16)
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Fu¨r die Ableitung des Druckes nach der Dichte kann Gleichung (4.10) benutzt werden,
da die Eigenschaften des akustischen Mediums nach den Annahmen konstant sind (p¯ =
p0, ρ¯ = ρ0), ergibt sich die Beziehung zwischen p
′ und ρ′ zu









Die Dichtefluktuation ρ′ in Gleichung (4.14) kann durch Gleichung (4.17) eliminiert wer-
















Entsprechend zur Analogie nach Lighthill wird die Gleichung fu¨r den Schalldruck nach
der Zeit abgeleitet (∂/∂t) sowie die Divergenz ∂/∂xj der Gleichung fu¨r die Schallschnel-








In der vorgestellten Form beschreibt diese Wellengleichung lediglich die Propagation von
akustischen Wellen, zur Anregung mu¨ssen entsprechend modellierte Quellterme auf der
rechten Seite definiert werden.
4.2.2 Heterogene akustische Medien
Die Herleitung einer Wellengleichung, welche auch in einem heterogenen akustischen Me-
dium gu¨ltig ist, beruht wiederum auf der Kombination der Bilanzsa¨tze von Masse (Glei-
chung (2.1)), Impuls (Gleichung (2.3)) und Energie (Gleichung (2.19)). Die folgende Herlei-
tung ist durch [Poinsot und Veynante 2001] gegeben. Als Ausgangspunkt dient hierbei
die Energiebilanz fu¨r reagierende Stro¨mungen (2.19). Diese Gleichung wird zuna¨chst durch
ρCPT dividiert, zusa¨tzlich wird mit der thermischen Zustandsgleichung (Gleichung 2.14)


























Weiterhin werden noch Zusammenha¨nge zwischen der Gaskonstante R und den spezifi-
schen Wa¨rmekapazita¨ten Cp und Cv ausgenutzt sowie der Isentropenexponent γ:
















































Es wurde ebenfalls angenommen, dass die spezifische Gaskonstante nur moderat schwankt
(DR/Dt ≈ 0), was auch im Fall einer reagierenden Stro¨mung keine sehr restriktive An-
nahme ist [Poinsot und Veynante 2001].















Dabei ist die lokale Schallgeschwindigkeit durch c2 = γp/ρ gegeben.
Es wird nun in a¨hnlicher Weise vorgegangen wie in Abschnitt 4.2.1: Von der umgeformten
Energiegleichung wird die materielle Ableitung D/Dt gebildet, anschließend wird davon























































[Kotake 1975] fu¨hrt eine Analyse der Gro¨ßenordnung der Terme durch, damit ko¨nnen

































Nun benutzt man noch die Zerlegung des Druckes nach Gleichung (4.3) und linearisiert
ln(p) durch p′/p¯. Weiterhin kann man fu¨r niedrige Machzahlen konvektive Ableitungen ge-
genu¨ber zeitlichen Ableitungen vernachla¨ssigen. Mit der Annahme eines konstanten Isen-
tropenexponenten γ sowie einem konstanten mittleren Druck p¯ = const. kann schließlich























Der erste Term auf der rechten Seite beschreibt durch die instationa¨re Frei-
setzung von Wa¨rme den dominanten Mechanismus der Erzeugung von Ver-
brennungsla¨rm [Kotake 1975, Klein und Kok 1999, Poinsot und Veynante 2001,
Ihme et al. 2007]
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Durch die variable Schallgeschwindigkeit kann nun die Refraktion von Schallwellen auf-
grund der Heterogenita¨t des Mediums abgebildet werden. Die Beschreibung der Konvek-
tion von Schallwellen ist mit diesem Ansatz nicht mo¨glich. Wie im folgenden Abschnitt
gezeigt wird, kann dieser Effekt durch andere Methoden beschrieben werden.
4.3 Linearisierte Euler-Gleichungen
Die bisher eingefu¨hrten Beschreibungsweisen sind nur eingeschra¨nkt gu¨ltig, beispielsweise
kann die Konvektion von Schallwellen mit den beschriebenen Wellengleichungsansa¨tzen
nicht abgebildet werden. Solange nur das akustische Fernfeld von Interesse ist, sind sol-
che Ansa¨tze ausreichend. Im Rahmen dieser Arbeit werden jedoch auch eingeschlossene
Verbrennungssysteme und damit das akustische Nahfeld berechnet, bei welchen sowohl
eine ra¨umlich variierende Schallgeschwindigkeit, wie auch die Konvektion von Schallwel-
len bedeutsam sein ko¨nnen. Es wird daher zu einer detaillierteren Beschreibungsweise
anhand von linearisierten Euler-Gleichungen (engl. linearized Euler equations, kurz LEE)
u¨bergegangen, welche im Folgenden beschrieben wird. Als Ausgangspunkt dienen wie in
Abschnitt 4.2.2 die Bilanzsa¨tze von Masse (Gleichung (2.1)), Impuls und Energie, wobei
hier von der reibungsfreien Impulsgleichung (Gleichung 2.4) ausgegangen wird. Ferner
wird die Energiegleichung durch die Druck-Dichte-Relation nach Gleichung (2.18) repra¨-
sentiert. Konsistent mit der Implementierung in PIANO werden die linearisierten Euler-
Gleichungen in dimensionsloser Form vorgestellt. Hierzu werden entsprechende Gro¨ßen fu¨r
die Entdimensionierung beno¨tigt. Im einzelnen sind dies die charakteristische La¨nge L, die
Schallgeschwindigkeit im Fernfeld c∞ und die Dichte im Fernfeld ρ∞. Die dimensionslosen
Variablen ko¨nnen damit wie folgt angegeben werden:
















Die Gro¨ßen mit ·∗ bezeichen dabei die Variablen mit physikalischen Dimensionen. Es wird
nun wieder von der Zerlegung nach Gleichung (4.1)-(4.3) Gebrauch gemacht und diese in






























Da die zugeho¨rigen Quellterme auf der rechten Seite im Rahmen dieser Arbeit als klein
gegenu¨ber dem Quellterm fu¨r Verbrennungsla¨rm angenommen werden [Kotake 1975,
Klein und Kok 1999, Poinsot und Veynante 2001, Ihme et al. 2007], ko¨nnen sie
hier vernachla¨ssigt werden (Qk = Qi ≈ 0). Die Herleitung einer linearisierten
Druck-Dichte-Relation, welche wie erwa¨hnt die Energiegleichung repra¨sentiert und
im Kontext der Simulation von Verbrennungsla¨rm sehr attraktiv erscheint, wurde




Linearisiert man die durch Gleichung (2.18) gegebene Druck-Dichte-Relation entsprechend
der Zerlegung (4.3), so ergibt sich
p′ − c¯2ρ′ =
γp¯
cp
s′ := Qd (4.33)
Mit Qd wird hier allgemein ein Quellterm der Druck-Dichte-Relation bezeichnet.
Nach [Ewert und Schro¨der 2003] la¨sst sich die Entropiefluktuation in Relation zur
fluktuierenden Wa¨rmefreisetzung setzen und somit wird die A¨hnlichkeit des Ansatzes mit







Es wird somit auch ersichtlich, dass die rechte Seite der Druck-Dichte-Relation den ther-
moakustischen Quellterm repra¨sentiert. Fu¨r eine verschwindende rechte Seite reduziert
sich Gleichung (4.33) derart, dass sie auch aus der Isentropenbeziehung (4.9) gewonnen
werden ko¨nnte.
Im folgenden wird der von [Bui et al. 2007b, Bui et al. 2008] vorgeschlagene Formalis-
mus zur Modellierung der rechten Seite der Druck-Dichte-Beziehung pra¨sentiert, dieser
Formalismus bildet die Basis fu¨r die Akustiksimulationen, welche im Rahmen dieser Ar-
beit durchgefu¨hrt wurden. Eine hilfreiche Gro¨ße ist dabei die excessive density ρe, welche
durch [Crighton et al. 1992] definiert wurde:
ρe = (ρ− ρ)− (p− p)/c
2 = ρ′ − p′/c2 (4.35)










Unter Verwendung der Kontinuita¨tsgleichung (Gleichung 2.1) sowie der Definition der
































angegeben werden. Die rechte Seite dieser Beziehung soll nun so formuliert werden, dass
physikalisch motivierte La¨rmquellen aufgrund des Verbrennungsprozesses identifizierbar































Hierin ist α ein volumetrischer Expansionskoeffizient. Der zweite Term auf der rechten
Seite kann durch Anwendung der Speziestransportgleichung (Gleichung (2.8)) sowie der













































Der erste Teil Sw beschreibt den Effekt der Wa¨rmefreisetzung, wa¨hrend der Term Sn
eine Schallquelle infolge nicht-isomolarer Verbrennung darstellt. Eine solche Quelle wur-
de von [Truffaut et al. 1998] untersucht. Der Ausdruck Sd beschreibt den Effekt von
















































Es kann gezeigt werden, dass die hier angegebene Form fu¨r den Fall einer nicht-isentropen
Einkomponentenstro¨mung sich zu der urspru¨nglichen Form (Gleichung 4.33) reduziert und
man somit eine konsistente Beschreibung erha¨lt [Bui 2008].
Es ist ersichtlich, dass die Berechnung der gesamten rechten Seite von Gleichung (4.40)
einen erheblichen Aufwand bedeuten wu¨rde, weiterhin sind mo¨glicherweise nicht alle Ter-
me zuga¨nglich fu¨r eine direkte Berechnung. Im folgenden Abschnitt wird daher gezeigt, wie
durch wenige einschra¨nkende Annahmen ein vereinfachter thermoakustischer Quellterm
hergeleitet werden kann.
4.3.2 Vereinfachter thermoakustischer Quellterm
Auf der Basis von dimensionslosen Kennzahlen fu¨hrt [Bui 2008] eine Gro¨ßenordnungs-
abscha¨tzung der Terme auf der rechten Seite von Gleichung (4.40) durch, zugrunde liegt
dabei ein reagierender Fall mit niedriger Machzahl als Referenz. Als deutlich dominierende
Effekte erweisen sich die instationa¨re Wa¨rmefreisetzung Sw (vgl. Abschnitt 4.2.2) sowie
der Effekt nicht-isomolarer Verbrennung Sn. Da diese wie dargestellt durch die materielle




















Der zweite Term auf der rechten Seite kann fu¨r niedrige Machzahlen vernachla¨ssigt wer-







gegeben ist. Diese Formulierung la¨sst sich vergleichsweise einfach aus einer Grobstruktur-
simulation extrahieren.
Eine zweite Variante eines vereinfachten thermoakustischen Quellterms wird im Rahmen
dieser Arbeit ebenfalls verwendet, die Herleitung wird im Folgenden pra¨sentiert. Neben
der materiellen Zeitableitung wird noch der Term ∂(ujρe)/∂xj in Gleichung (4.40) als be-
deutsam betrachtet, da dieser eine Beschleunigung von Dichteinhomogenita¨ten beschreibt.
Ein solcher Vorgang ist mit der Erzeugung von Entropiela¨rm verbunden. Vernachla¨ssigt
man nun noch Druckfluktuationen im thermoakustischen Quellterm (ρe ≈ ρ − ρ und
















Unter Verwendung der materiellen Ableitung sowie Ausnutzung der Kontinuita¨tsgleichung






Auch diese Formulierung kann effizient aus einer Verbrennungs-LES extrahiert werden,
weiterhin sind nur sehr wenige einschra¨nkende Annahmen gemacht worden. Alle Simula-
tionen, die im Rahmen dieser Arbeit mit dem Akustiklo¨ser PIANO durchgefu¨hrt wurden,
beruhen auf dem thermoakustischen Quellterm nach Gleichung (4.44).
4.4 Thermoakustische Instabilita¨ten
Das Pha¨nomen der thermoakustischen Instabilita¨t wird beobachtet, wenn die durch tur-
bulente Verbrennung erzeugten akustischen Schwingungen eine akustische Mode des Ver-
brennungssystems anregen. Die Mechanismen, welche eine thermoakustische Instabilita¨t
hervorrufen, sind vielfa¨ltig [Poinsot und Veynante 2005] und aktueller Forschungsge-
genstand. Fu¨r eine theoretische Betrachtung ist es von Vorteil, eine Bilanz der akustischen











Durch die Kombination von linearisierter Impuls- und Kontinuita¨tsglei-
chung kann eine Bilanzgleichung fu¨r die akustische Energie angegeben wer-


















Ein Anwachsen der akustischen Energie ist demnach mo¨glich, wenn die rechte Seite positiv




p′ω˙T > 0 (4.48)
Diese qualitative Bedingung wird auch als Rayleigh-Kriterium bezeich-
net [Rayleigh 1878]. Im Kontext von CFD-basierten Methoden wurde in ju¨ngerer
Vergangenheit ein lokales Rayleigh-Kriterium von Laverdant und The´venin fu¨r eine
turbulente, vorgemischte Flamme berechnet [Laverdant und The´venin 2003]. Fu¨r
die Stabilita¨tsanalyse eines technischen Verbrennungssystems bietet es sich noch an,





p′ω˙TdV > 0 (4.49)
Insgesamt kann man feststellen, dass bei entsprechender Phasenlage von Verbrennungs-
la¨rmquelle und akustischer Druckfluktuation ein Transfer von Energie in das akustische
Feld mo¨glich ist.
Bevorzugt treten thermoakustische Instabilita¨ten in Gasturbinen auf, welche mager
vorgemischt betrieben werden [Lieuwen und Zinn 1998, Cohen und Anderson 1996,
Shih et al. 1996]. Diese ko¨nnen entstehen, wenn die akustischen Druckfluktuationen mit
den Zufu¨hrsystemen fu¨r Verbrennungsluft und Brennstoff wechselwirken. Es kommt da-
bei zu Schwankungen im Massenstrom, welche eine versta¨rkt oszillierende Schwankung der
Wa¨rmefreisetzung zur Folge haben. Diese wiederum versta¨rkt die akustischen Schwingen,
es kommt zu einem Ru¨ckkopplungseffekt. Eine weitere Mo¨glichkeit besteht darin, loka-
le Sto¨rungen in der Gemischzusammensetzung (schwankendes A¨quivalenzverha¨ltnis φ)
durch akustische Wellen zu induzieren. Dies ist mo¨glich, wenn sich die akustischen Im-
pedanzen von Brennstoffzufu¨hrung und Luftzufu¨hrung deutlich unterscheiden. Die Sto¨-
rung in der Gemischzusammensetzung wird nun mit der Stro¨mung konvektiert und er-
zeugt in der Reaktionszone wiederum eine Oszillation in der Wa¨rmefreisetzung. Erneut ist
ein Ru¨ckkopplungsmechanismus mo¨glich. Eine zentrale Rolle nimmt hier die Verzugszeit
ein, welche durch den konvektiven Transport der Sto¨rung zur Flammenfront hin ent-
steht [Lieuwen und Zinn 1998]. Das thermoakustische Verhalten kann durch diese ent-
scheidend beeinflusst werden, es ist bei gu¨nstiger Verzugszeit sogar eine Da¨mpfung von
Oszillationen mo¨glich.
Aus den obigen Ausfu¨hrungen wird ersichtlich, dass fu¨r eine detaillierte Beschreibung
des Pha¨nomens der thermoakustischen Instabilita¨t genaue Informationen u¨ber die loka-
le Verteilung der thermoakustischen Quelle sowie das entstehende akustische Feld wu¨n-
schenswert sind. Diese Informationen ko¨nnen gewonnen werden mit der Durchfu¨hrung
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einer kompressiblen Simulation der reagierenden Stro¨mung oder durch die Kombination
von einer inkompressiblen Simulation der reagierenden Stro¨mung und einer simultanen
Berechnung der Akustik mit einem CAA-Verfahren, wie es fu¨r die vorliegende Arbeit ver-
wendet wird. Die Vorteile bei der Verwendung eines LES/CAA-Verfahrens liegen darin,
dass die Zeitschrittweite der Stro¨mungssimulation nur durch konvektive Skalen limitiert
ist, wa¨hrend bei einer kompressiblen Simulation die Schallgeschwindigkeit maßgeblich ist.
Der Akustiklo¨ser unterliegt zwar der gleichen Einschra¨nkung, die hier zu lo¨senden linea-
ren Gleichungen ko¨nnen jedoch mit schnellen, expliziten Verfahren gelo¨st werden, so das
insgesamt eine deutliche Rechenzeitersparnis mo¨glich ist.
Wie bereits erwa¨hnt, werden in dieser Arbeit sehr unterschiedliche Simulationswerkzeuge
zur Beschreibung von Verbrennungsla¨rm und thermoakustischen Instabilita¨ten eingesetzt.
Dabei unterscheiden sich auch die Strategien zur Kopplung der Lo¨ser deutlich. Eine de-
taillierte Beschreibung der Kopplung von Stro¨mungslo¨ser und Akustiklo¨ser mit Bezug auf
die Beschreibung von thermoakustischen Instabilita¨ten wird in den Abschnitten 5.3.1-5.3.3
gegeben.
Einflu¨sse von nicht aufgelo¨sten Skalen
Im Rahmen eines hybriden LES/CAA-Vefahrens ist zu beru¨cksichtigen, dass thermoakus-
tische Quellterme nur aus den gefilterten Gro¨ßen der Grobstruktursimulation berechnet
werden ko¨nnen. Da im Kontext der Grobstruktursimulation ein großer Teil des turbulenten
Spektrums aufgelo¨st wird, ist zu vermuten, dass die thermoakustischen Quellterme nicht
zu stark beeinflusst werden sollten. Dies gilt insbesondere fu¨r die Beschreibung von ther-
moakustischen Instabilita¨ten, da der interessierende Frequenzbereich wie erwa¨hnt durch
geometrische Abmessungen bestimmt ist, diese Skalen sind sehr groß im Vergleich zu den
nicht aufgelo¨sten Skalen. Der Einfluss der nicht aufgelo¨sten Skalen wird daher im Rahmen




Das in Kapitel 2 beschriebene System von Differentialgleichungen ist im Regelfall nicht
mit analytischen Verfahren zu lo¨sen. Aus diesem Grund wurden numerische Methoden
entwickelt, welche die beschreibenden Gleichungen na¨herungsweise lo¨sen. Die Lo¨sung er-
gibt sich im Allgemeinen dadurch, dass einzelne Terme bzw. mathematische Ausdru¨cke
diskretisiert werden und damit approximiert werden. Im Rahmen dieser Arbeit wurden
etablierte numerische Verfahren zur Simulation von reagierenden Stro¨mungen sowie akus-
tischen Feldern eingesetzt. Alle Verfahren haben dabei die Gemeinsamkeit, die Lo¨sung in
einem ra¨umlich begrenzten Gebiet zu berechnen, welches durch ein numerisches Gitter
diskretisiert wird. Der Prozess der Diskretisierung des Problemgebietes wird detailliert
beschrieben von [Scha¨fer 2006] und [Ferziger und Peric 2008]. Aspekte der Gitter-
generierung mit Bezug auf die Grobstruktursimulation reagierender Stro¨mungen in FAS-
TEST werden beispielsweise erla¨utert von [Hahn 2009] und [Olbricht 2009].
Als Grundlage fu¨r die hybriden LES/CAA-Simulationen dienen dabei die Stro¨mungslo¨ser
FLOWSI (Flow Simulation) und FASTEST (Flow Analysis Solving Transport Equati-
ons Simulating Turbulence). Beide sind im universita¨ren Umfeld entstanden und werden
zu Forschungszwecken eingesetzt. Mit beiden Werkzeugen ist es mo¨glich, Grobstruktursi-
mulationen von reagierenden Stro¨mungen durchzufu¨hren, dennoch weisen sie einige fun-
damentale Unterschiede auf. Der wichtigste Unterschied ergibt sich durch die jeweilige
Struktur des numerischen Gitters, im Rahmen von FLOWSI sind dabei nur vergleichswei-
se einfache Geometrien berechenbar, wie in Abschnitt 5.1.5 gezeigt wird. Die Basis fu¨r die
Akustiksimulationen bilden das frei verfu¨gbare Programm CLAWPACK (Conservation
Law Package) sowie das akustische Simulationswerkzeug PIANO (Perturbation Investi-
gation Of Aerodynamic Noise), welches vom Deutschen Zentrum fu¨r Luft- und Raum-
fahrt (DLR) entwickelt wurde. Analog zu den Stro¨mungslo¨sern unterscheiden sich auch
die Akustiklo¨ser durch die Flexibilita¨t bezu¨glich der Geometrie, CLAWPACK unterliegt
dabei vergleichbaren Einschra¨nkungen wie FLOWSI.
Im Rahmen der vorliegenden Arbeit wurden aus den vier beschriebenen Berechnungspro-
grammen zwei integrierte Simulationswerkzeuge zur simultanen Beschreibung von Stro¨-
mung und Akustik im Rahmen eines hybriden LES/CAA-Verfahrens entwickelt. Das ers-
te Simulationswerkzeug besteht aus der Kombination von FLOWSI und CLAWPACK
zur Beschreibung geometrisch einfacher Konfigurationen. Hier wurde von einer bereits
vorhandenen LES/CAA-Schnittstelle ausgegangen, der Akustikcode CLAWPACK wur-
de dabei modifiziert, um Simulationen basierend auf einem zylindrischen Koordinaten-
system durchfu¨hren zu ko¨nnen. Weiterhin wurde eine spezielle Randbedingung imple-
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mentiert, welche die Abstrahlung von akustischen Wellen in das Fernfeld ermo¨glicht.
Dies wird in Abschnitt 5.2.1 dargestellt. Das zweite integrierte Gesamtsimulationswerk-
zeug besteht aus der Kombination von FASTEST und PIANO. Hier wurde eine neue
LES/CAA-Schnittstelle implementiert sowie der Code PIANO als zusa¨tzliches Modul in-
tegriert. Durch den modularen Aufbau der LES/CAA-Schnittstelle war es im Rahmen
der Arbeit mo¨glich, diese zusammen mit dem Werkzeug PIANO in den Stro¨mungslo¨ser
PRECISE-unstructured der Firma Rolls-Royce Deutschland zu u¨bertragen. Somit kann
das entwickelte hybride Simulationsverfahren bereits in einer industriellen Umgebung zum
Einsatz kommen.
Wie bereits angedeutet, unterscheiden sich die verwendeten Simulationsprogramme sehr
stark bezu¨glich der eingesetzten Methoden. In den folgenden Abschnitten werden die
eingesetzten Verfahren jeweils aus Sicht der numerischen Stro¨mungssimulation sowie der
numerischen Aeroakustik erla¨utert.
5.1 Numerische Berechnung der Stro¨mung
Technische Verbrennungssysteme werden in der Regel mit niedrigen Mach-Zahlen be-
trieben (Ma = U0/c < 0.3). Daher ist es gerechtfertigt, die Stro¨mung als inkom-
pressibel zu betrachten und man kann auf Druckkorrekturverfahren [Scha¨fer 2006,
Ferziger und Peric 2008] zuru¨ckgreifen, welche fu¨r niedrige Machzahlen deutlich ef-
fizienter sind als kompressible Ansa¨tze. Beide Stro¨mungslo¨ser beruhen auf der Finite-
Volumen-Methode (FVM), bei welcher das Problemgebiet in eine bestimmte Anzahl von
kleinen Kontrollvolumen unterteilt wird. Fu¨r jedes Kontrollvolumen werden die beschrei-
benden Differentialgleichungen numerisch gelo¨st, im Kontext der FVM ergeben sich die
gesuchten Gro¨ßen durch die Bilanzierung des Flusses der Gro¨ße durch die Fla¨chen des
Volumens. Der Wert der Gro¨ße selbst wird an einem diskreten Ort angegeben, dem ra¨um-
lichen Mittelpunkt des Kontrollvolumens. Die Werte der Gro¨ßen von benachbarten Punk-
ten sind dabei direkt voneinander abha¨ngig. Eine besondere Eigenschaft der FVM ist die
Konservativita¨t, daher ist die FVM besonders geeignet zur Approximation von Erhal-
tungsgleichungen. In Abbildung 5.1 ist ein allgemeines kartesisches Kontrollvolumen fu¨r
den zweidimensionalen Fall mit Bezeichnungen dargestellt, die Benennung von benach-
barten Punkten erfolgt gema¨ß der Kompassnotation. Die folgenden Ausfu¨hrungen gehen
konsistent von einem zweidimensionalen Problem aus, die prinzipielle Erweiterung auf
drei Dimensionen bereitet keine Schwierigkeiten. Am Beispiel einer skalaren Transport-
gleichung (5.1) soll der Vorgang der Diskretisierung einer solchen Gleichung dargestellt
werden. Die einzelnen Terme repra¨sentieren die zeitliche A¨nderung, Konvektions- und















Im Kontext der FVM wird das Integral dieser Gleichung u¨ber ein Kontrollvolumen ge-
bildet. Unter Beru¨cksichtigung des Integralsatzes von Gauß ko¨nnen die Volumenintegrale
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Abbildung 5.1: Allgemeines kartesisches Kontrollvolumen. Alle Punkte und Fla¨chen sind gema¨ß der
Kompassnotation benannt. Kleine Buchstaben stehen dabei fu¨r die Seitenfla¨chen des Kontrollvolumens,
die mit Großbuchstaben bezeichneten Punkte repra¨sentieren den geometrischen Mittelpunkt des Kon-
trollvolumens.




















Mit den Bezeichnungen nach Abbildung 5.1 kann die Oberfla¨che noch aufgespalten werden
in die Teilfla¨chen, welche das Kontrollvolumen begrenzen (A =
∑
c
Ac,mit c = e, w, n, t).
Weiterhin beschreiben die Komponenten des Vektors nj die Normalenrichtung der Seiten-
fla¨chen des Kontrollvolumens.
Die in den einzelnen Termen auftretenden Gro¨ßen sind aufgrund des Prozesses der Git-
tergenerierung/Diskretisierung nur noch an diskreten Punkten, den Mittelpunkten der
Volumina, verfu¨gbar. Daher mu¨ssen die mathematischen Beziehungen entsprechend mit
den Werten an diesen Punkten approximiert werden. Fu¨r die Approximation der Volumen-
bzw. Oberfla¨chenintegrale wird die Mittelpunktsregel verwendet. Damit wird das Integral
bestimmt, indem der Wert des zu integrierenden Ausdruckes im Mittelpunkt des Volumens
bzw. der Fla¨che ausgewertet wird und mit dem Volumen bzw. der Fla¨che (als Beispiel hier




























Durch die integrale Formulierung repra¨sentieren die Gro¨ßen in den Mittelpunkten der
Kontrollvolumen einen Mittwelwert fu¨r dieses Volumen. Da wie beschrieben zuna¨chst
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keine diskreten Werte an den Mittelpunkten der Seitenfla¨chen existieren, mu¨ssen diese zur
Berechnung des konvektiven bzw. diffusiven Terms mittels Interpolation aus den Werten
an benachbarten Punkten bestimmt werden.
5.1.1 Interpolationsverfahren
Das einfachste denkbare Interpolationsverfahren ist das Upwind Differencing Scheme
(UDS), bei welchem die Gro¨ße ϕ an dem Mittelpunkt der Fla¨che e durch den Wert des
na¨chsten stromauf gelegenen Nachbarn bestimmt wird:
ϕe = ϕC (5.4)
ϕC ergibt sich je nach Stro¨mungsrichtung zu ϕP (lokale Stro¨mung in positive x-Richtung)
oder ϕE (lokale Stro¨mung in negative x-Richtung). Die Bezeichnungen gelten dabei
entsprechend Abbildung 5.1. Das UDS-Verfahren zeichnet sich dadurch aus, die Be-
schra¨nktheit von Gro¨ßen zu erhalten, einher geht jedoch eine hohe numerische Diffusi-
on [Scha¨fer 2006].
Im Kontext der Grobstruktursimulation muss das zur Interpolation auf die Mittelpunk-
te der Seitenfla¨chen verwendete numerische Verfahren zur Berechnung von Konvektions-
und Diffusionsterm (auch bezeichnet als Berechnung des konvektiven und diffusiven Flus-
ses) bestimmten Anforderungen genu¨gen. Es wird gefordert, dass der fu¨hrende Fehlerterm
des Verfahrens mindestens quadratisch mit der Gitterweite skaliert. Ein sehr verbreitetes
Verfahren ist das Central Differencing Scheme (CDS), dieses bietet die geforderten Ei-
genschaften auf rechtwinkligen Gittern. Mit diesem Verfahren ist der Wert der Gro¨ße ϕ
an dem Mittelpunkt der Fla¨che e gegeben durch die beiden na¨chsten Gitterpunkte und








Das Verfahren zeichnet sich durch geringe numerische Diffusion aus, man muss jedoch mit
lokalen U¨ber- und Unterschwingungen rechnen. Dieser Umstand ist besonders ungu¨nstig,
wenn dieses Verfahren zur Approximation beschra¨nkter Gro¨ßen verwendet wird (Als Bei-
spiel sei der Transport des Mischungsgrades erwa¨hnt, welcher per Definition zwischen 0
und 1 liegt). Daher werden konvektive Terme im Rahmen des Mischungsgradtransports
mit einem speziellen Verfahren, dem Total Variation Diminishing Scheme (TVD-Schema)
approximiert. Dieses stellt eine Kombination von UDS-Verfahren und CDS-Verfahren dar,
der Name ergibt sich durch die Eigenschaft des Verfahrens, dass die totale Variation in
einem Skalarfeld durch Konvektion nicht erho¨ht werden kann. Wenn lokal eine Stro¨mung
in positive x-Richtung vorliegt, kann das TVD-Schema konsistent mit der Benennung von
Punkten nach Abbildung 5.1 wie folgt geschrieben werden:














5.1 Numerische Berechnung der Stro¨mung
Fu¨r die Limitierfunktion existieren verschiedene Ansa¨tze in der Literatur, zur Verfu¨gung
steht in FLOWSI und FASTEST der CHARM-Limiter [Zhou et al. 1995]:
B(r) =
{
r(3r + t)/(r + 1)2 : r > 0
0 : r = 0
(5.8)
Mit dem TVD-Verfahren ist es damit mo¨glich, den numerischen Abbruchfehler so gering
wie mo¨glich zu halten, aber dennoch Oszillationen zu vermeiden.
5.1.2 Zeitintegration
Die bisher vorgestellten Verfahren behandeln die ra¨umliche Diskretisierung, aufgrund der
instationa¨ren Beschreibungsweise im Rahmen der Grobstruktursimulation muss auch eine
zeitliche Diskretisierung vorgenommen werden. Fu¨r eine u¨bersichtliche Darstellung wird




Die Zeit wird diskretisiert durch deren Aufteilung in eine bestimmte Zahl von Intervallen
der Gro¨ße ∆t. Bezeichnet man einen bestimmten Zeitpunkt mit tn sowie den darauf fol-
genden Zeitpunkt mit tn+1 , kann die Zeitableitung in Gleichung (5.9) unter Verwendung




Es ist ein Verfahren erster Ordnung und daher im Kontext der Grobstruktursimulation
ungeeignet. Im Rahmen dieser Arbeit kommen in FLOWSI und FASTEST mehrstufige
Runge-Kutta-Verfahren zum Einsatz, die in den Abschnitten 5.1.5 und 5.1.6 beschrie-
ben werden. Alle expliziten Zeitintegrationsverfahren haben die Gemeinsamkeit, dass die
Gro¨ße des Zeitintervalls ∆t aus Stabilita¨tsgru¨nden beschra¨nkt ist, fu¨r explizite Verfahren




Die maximal erreichbare Courant-Zahl C erweist sich in der Praxis als stark fallabha¨ngig,
in dieser Arbeit wurden Werte zwischen 0.3 und 0.9 beobachtet. Bei sehr kleinen Git-
terweiten ∆x kann eine Courant-Zahl deutlich unter eins begru¨ndet sein durch das dann




Hierin ist α ein allgemeiner Diffusionskoeffizient.
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5.1.3 Druckkorrektur
Die Gewa¨hrleistung der Kontinuita¨t wird im Rahmen einer inkompressiblen Beschrei-
bungsweise durch Druckkorrekturverfahren ermo¨glicht. FLOWSI und FASTEST beruhen
dabei auf der Projektionsmethode nach [Chorin 1968], die Lo¨sungsprozeduren sind da-
bei aber grundsa¨tzlich verschieden. Der Ansatz wird im Folgenden vorgestellt. Die Lo¨sung
der Impulsgleichung zum Zeitpunkt tn+1 ergibt sich durch das Zeitintegrationsverfahren.
Die Erfu¨llung der Kontinuita¨tsgleichung ist jedoch noch nicht gegeben, daher wird die-
se Lo¨sung als vorla¨ufige Lo¨sung (ρ¯u˜)n+1,∗ interpretiert und die gesuchte, die Kontinuita¨t
erfu¨llende Lo¨sung mit (ρ¯u˜)n+1 bezeichnet. In verku¨rzter Schreibweise kann die Impulsglei-
chung als explizit in der Zeit diskretisiert wie folgt angegeben werden:
(ρ¯u˜i)
n+1,∗ = (ρ¯u˜i)
n +∆t (Cn +Dn) + ∆tP ni (5.13)
Die rechte Seite beschreibt die zeitliche A¨nderung infolge Konvektion Cn, Diffusion Dn
sowie dem Druckgradienten P ni = ∂p
n/∂xi. Durch die Definition einer Korrektur P
′
i kann
man einen neuen Druckterm zum aktuellen Zeitpunkt tn+1 formulieren:







Die Korrektur soll gerade so bestimmt werden, dass die Kontinuita¨t erfu¨llt ist. Damit wird
nun die gesuchte Lo¨sung berechnet:
(ρ¯u˜i)
n+1 = (ρ¯u˜i)
n +∆t (Cn +Dn) + ∆tP n+1i (5.15)
Subtrahiert man die Gleichungen (5.13) und (5.15) voneinander, so ergibt sich
(ρ¯u˜i)
n+1,∗ − (ρ¯u˜i)
n+1 = −∆tP ′i (5.16)
Da der Term (ρ¯u˜i)
n+1 die Kontinuita¨tsgleichung erfu¨llen soll, kann von Gleichung (5.16)
die Divergenz ∂/∂xi berechnet werden und dieser Ausdruck in die Kontinuita¨tsgleichung






















5.1.4 Anfangs- und Randbedingungen
Zur Lo¨sung des diskretisierten Differentialgleichungssystems (2.20)-(2.23) ist die Spezi-
fizierung von Anfangs- und Randbedingungen notwendig. Die Anfangsbedingungen sind
so zu wa¨hlen, dass sie schon eine gute Na¨herung fu¨r das zu erwartende Stro¨mungsfeld
darstellen. Ausgehend von dieser kann sich dann in akzeptabler Simulationszeit ein im
statistischen Sinne stationa¨rer Zustand einstellen. Bei komplexen Konfigurationen ist dies
nicht immer mo¨glich, die einfachste Startlo¨sung fu¨r die Impulsgleichungen stellt ein ru-
hendes Stro¨mungsfeld dar (ui(t0, xi) = 0). Gleiches gilt fu¨r skalare Gro¨ßen.
Es verbleibt noch die Wahl von Randbedingungen. Hier ist zum Einen die Dirichlet-
Randbedingung zu nennen, bei welcher der Wert einer Gro¨ße auf dem Rand des Rechen-
gebietes bekannt ist. Dies ist zum Beispiel an festen Wa¨nden der Fall, hier verschwindet
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Abbildung 5.2: Variablenanordnung auf einem versetzten Gitter. Die Gro¨ße Φ steht dabei fu¨r eine
skalare Gro¨ße, wa¨hrend mit u, v die Impulskomponenten in x-Richtung und y-Richtung bezeichnet sind.
die Stro¨mungsgeschwindigkeit. Weiterhin ist aus Experimenten ha¨ufig der Massenstrom
durch eine Eintrittsfla¨che bekannt, zusammen mit den Eigenschaften des Fluides (Dichte,
Temperatur) kann so eine Geschwindigkeitsverteilung vorgegeben werden. Eine speziell
fu¨r turbulente Stro¨mungen entwickelte Methode von [Klein et al. 2003] ermo¨glicht es,
transiente Eintrittsbedingungen vorzugeben, welche ein turbulentes Geschwindigkeitsfeld
abbilden. Dies geschieht durch bekannte oder abgescha¨tzte Varianzen des Geschwindig-
keitsfeldes sowie der Annahme eines Modellspektrums.
Neben der direkten Vorgabe des Variablenwertes ist noch die Neumann-Randbedingung
von Bedeutung, hier ist der Gradient der Variablen ϕ in Normalenrichtung n des Randes




In den bisherigen Ausfu¨hrungen zur numerischen Stro¨mungssimulation wurden die Verfah-
ren im Allgemeinen beschrieben. Im Folgenden werden die spezifischen Umsetzungen der
numerischen Techniken jeweils aus der Sicht der verwendeten Programmpakete FLOWSI
und FASTEST erla¨utert.
5.1.5 Numerische Methoden in FLOWSI
Das Simulationsprogramm FLOWSI beruht auf der numerischen Lo¨sung der beschreiben-
den Differentialgleichungen auf einem strukturierten, versetzten Gitter [Scha¨fer 2006]
mit nur einem geometrischen Block (siehe auch Abbildung 5.2). Es ist mo¨glich, durch
Gebietszerlegung eine Parallelisierung der Berechnungen vorzunehmen, um somit in ak-
zeptabler Zeit Simulationen durchzufu¨hren, die auf einem Gitter mit deutlich mehr als
106 Gitterpunkten beruhen. Es eignet sich zur Simulation von rotationssymmetrischen
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Konfigurationen, da die Geometrie neben einem kartesischen Koordinatensystem auch
durch Zylinderkoordinaten repra¨sentiert werden kann. Im Rahmen dieser Arbeit wurden
ausschließlich Berechnungen in Zylinderkoordinaten durchgefu¨hrt. Fu¨r diesen Fall ist das
Gitter in Richtung der Zylinderachse sowie in Umfangsrichtung a¨quidistant. In radialer
Richtung ist eine Expansion der Gitterzellen mo¨glich. Bei Verwendung von Zylinderkoor-
dinaten ko¨nnen die beschreibenden Differentialgleichungen nicht mehr durch die kartesi-
schen Beziehungen (Gleichung (2.20)-(2.23)) beschrieben werden, da die Differentialope-
ratoren sich vera¨ndern [Spurk 1996]. Die Methoden, welche in Abschnitt 5.1.1-5.1.4 be-
schrieben werden, sind aber auch hier anwendbar. Die Darstellung der Diskretisierung fu¨r
zylindrische Koordinaten ist gegeben durch [Schmitt 1982], um eine mo¨glichst einheit-
liche Schreibweise beizubehalten, wird fu¨r alle weiteren Betrachtungen in diesem Kapitel
weiterhin von einem kartesischen Koordinatensystem ausgegangen.
Zur Approximation der konvektiven und diffusiven Flu¨sse in den diskretisierten Impuls-
gleichungen wird in FLOWSI das beschriebene CDS-Verfahren eingesetzt. Zur Zeitintegra-
tion der Transportgleichungen findet in FLOWSI ein dreistufiges Runge-Kutta-Verfahren
dritter Ordnung Anwendung [Rai und Moin 1991,Williamson 1980]. Die Lo¨sung zum
Zeitpunkt tn+1 ergibt sich mit der Berechnung von zwei Zwischenstufen zu
(Φ)1 = (Φ)n +∆t (γ1 RHS(Φ)|n)
(Φ)2 = (Φ)1 +∆t (γ2 RHS(Φ)|1 + ξ2 RHS(Φ)|n)
(Φ)n+1 = (Φ)2 +∆t
(
















, ξ2 = −
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Fu¨r die im Rahmen dieser Arbeit eingesetzten zylindrischen Gitter ist es prinzipiell mo¨g-
lich, dass in Umfangsrichtung nahe der Achse nicht allein der konvektive Transport die
Zeitschrittweite begrenzt, bedingt durch die kleine Gitterweite in Umfangsrichtung an
dieser Stelle kann der diffusive Transport entscheidend sein. Dies kann anhand der Diffu-
sionszahl nach Gleichung (5.12) gezeigt werden (vgl. Abschnitt 5.1.2) und wird beschrie-
ben von [Freitag 2007]. Daher gibt es in FLOWSI die Mo¨glichkeit, diffusive Terme in
Umfangsrichtung implizit zu behandeln [Forkel 1999]. Fu¨r viele Konfigurationen ist die
explizite Beschreibungsweise jedoch ausreichend und wurde in vorangegangenen Arbei-
ten [Kempf 2003, Flemming 2007] und dieser Arbeit verwendet.
Im Rahmen des von Kempf [Kempf 2003] im LES-Kontext vorgeschlagenen Prediktor-
Korrektor-Verfahrens zur Beschreibung der reagierenden Stro¨mung wird die Poisson-
Gleichung (5.17) im Vergleich zum beschriebenen Ansatz modifiziert. Auf eine ausfu¨hrliche
Darstellung wird hier verzichtet. Es sei lediglich erwa¨hnt, dass das von ihm vorgeschla-
gene Verfahren Probleme bei der Aufspaltung der gefilterten, konservativen Gro¨ße ρ¯f˜
(Gleichung (3.28)) in Mischungsgrad f und Dichte ρ¯ weitgehend vermeidet. Die Probleme
enstehen durch einen bei Verbrennung im Allgemeinen nicht eindeutigen Zusammenhang
zwischen der Gro¨ße ρ¯f˜ und dem Mischungsgrad f˜ [Forkel 1999, Kempf 2003].
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Erga¨nzend zu den in Abschnitt 5.1.4 vorgestellten Randbedingungen stehen in FLOWSI
periodische Randbedingungen zur Verfu¨gung, fu¨r ein zylindrisches Koordinatensystem er-
gibt sich die Umfangsrichtung als periodische Richtung. Weiterhin bietet die Technik der
immersed boundaries [Saiki und Biringen 1996] die Mo¨glichkeit, einfache Wandgeome-
trien innerhalb des Berechnungsgebietes abzubilden. Die modifizierte Poisson-Gleichung
fu¨r den Korrekturdruck wird in FLOWSI mit einem speziellen, direkten Lo¨sungsverfahren
nach [Schumann und Sweet 1976] gelo¨st, welches die Periodizita¨t in Umfangsrichtung
ausnutzt.
Mit den vorgestellten Verfahren wurden mit FLOWSI im Rahmen der Grobstruk-
tursimulation verschiedene Konfigurationen erfolgreich berechnet, siehe beispielswei-
se [Kempf 2003, Freitag und Klein 2005, Flemming et al. 2007, Ku¨hne et al. 2007,
Klewer et al. 2010].
5.1.6 Numerische Methoden in FASTEST
Der Stro¨mungslo¨ser FASTEST beruht auf der Lo¨sung der beschreibenden Differentialglei-
chungen auf einem blockstrukturierten, kartesischen Gitter. Es ist mo¨glich, eine Paralleli-
sierung durch die Verteilung der geometrischen Blo¨cke auf mehrere Prozessoren vorzuneh-
men. Das Programm eignet sich zur Abbildung komplexer Geometrien, da schiefwinklige
Gitter unterstu¨tzt werden. Die Unterstu¨tzung solcher Gitter erfordert im Rahmen der
Grobstruktursimulation spezielle Diskretisierungsverfahren, welche im Folgenden vorge-
stellt werden.
Da das in Abschnitt 5.1.1 beschriebene CDS-Verfahren fu¨r schiefwinklige Gitter, welche
von FASTEST unterstu¨tzt werden, nicht mehr von zweiter Ordnung ist, steht in FASTEST
die von [Lehnha¨user und Scha¨fer 2002] entwickelte multilineare Interpolation (MULI)
zu Verfu¨gung. Mit dieser Vorschrift, welche auf einer Taylorreihenentwicklung beruht,
ergibt sich der Wert einer Gro¨ße ϕe auf der Ostseite eines Kontrollvolumens:
ϕe = γEϕE + (1− γE)ϕP + γNS(ϕN − ϕS) + γTB(ϕT − ϕS) (5.21)
In Erweiterung der Bezeichnungen nach Abbildung 5.1 auf drei Dimensionen finden hier
noch der untere Nachbarpunkt ϕB sowie der obere Nachbarpunkt ϕT Eingang in die
Berechnung. Man beno¨tigt also insgesamt sechs Nachbarpunkte (vgl. 2 Nachbarpunkte
beim CDS-Verfahren).
[Hahn 2009] und [Olbricht 2009] schlagen eine Erweiterung des TVD-Schemas fu¨r die
Grobstruktursimulation reagierender Stro¨mungen in FASTEST vor, welches vorsieht, fu¨r
das Gradientenverha¨ltnis r der Limitierfunktion B(r) (vgl. Abschnitt 5.1.1) nur solche












Diese Modifikation vermeidet es, dass durch Fehlerakkumulation im Rahmen des numeri-
schen Gesamtverfahrens bei der Verwendung des urspru¨nglichen TVD-Verfahrens unphy-
sikalische Werte fu¨r den transportierten Mischungsgrad auftreten. Fu¨r eine detaillierte
Beschreibung wird auf die Urheber verwiesen.
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Fu¨r die Berechnung diffusiver Flu¨sse, fu¨r welche ra¨umliche Gradienten zu approximie-
ren sind, wird ein wiederum von [Lehnha¨user und Scha¨fer 2002] entwickeltes DABT-
Verfahren verwendet. Auch hier wird von einer Taylorreihenentwicklung ausgegangen, die
resultierenden Approximationen sind wie beim MULI-Verfahren von zweiter Ordnung fu¨r
schiefwinklige Gitter.
Wie bereits kurz angesprochen, wird in FASTEST zur Zeitintegration ein mehr-
stufiges Runge-Kutta-Verfahren verwendet. Es ist ein Verfahren zweiter Ord-
nung [Williamson 1980]. Die Lo¨sung zum Zeitpunkt tn+1 ergibt sich durch Berechnung
von drei Teilschritten:
(Φ)1 = (Φ)n +∆tγ1 RHS(Φ)|n
(Φ)2 = (Φ)1 +∆tγ2 RHS(Φ)|1
(Φ)n+1 = (Φ)2 +∆tγ3 RHS(Φ)|2 (5.23)







, γ3 = 1 (5.24)
Das Druckkorrekturverfahren in FASTEST folgt dem beschriebenen Ansatz von Chorin
(vgl. Abschnitt 5.1.3). Das aus der Diskretisierung der Poisson-Gleichung (5.17) resultie-
rende Gleichungssystem wird iterativ gelo¨st. Zuna¨chst findet dabei eine ILU-Zerlegung
(Incomplete Lower Upper Decomposition) der Systemmatrix statt. Als Gleichungslo¨ser
dient der SIP-Lo¨ser (Strongly Implicit Procedure) nach Stone [Stone 1969], welcher fu¨r
die Lo¨sung von Gleichungssystemen mit sieben Diagonalen spezialisiert ist.
Neben den in Abschnitt 5.1.4 eingefu¨hrten Randbedingungen steht in FASTEST noch die
konvektive Ausstromrandbedingung zur Verfu¨gung. Diese wird fu¨r die wandnormale Ge-
schwindigkeitskomponente verwendet. Das zugrundeliegende Konzept eines konvektierten,
turbulenten Geschwindigkeitsfeldes wurde von [Richter et al. 1987] vorgeschlagen. Die








Hierin ist Uc eine typische Konvektionsgeschwindigkeit, sie kann als mittlere Ausstrom-
geschwindigkeit u¨ber die Austrittsfla¨che interpretiert werden. Im Grenzfall Uc →∞ geht
die konvektive Ausstromrandbedingung in eine Nullgradient-Randbedingung (Gleichung
(5.18)) u¨ber. Um die globale Massenerhaltung zu gewa¨hrleisten, erfolgt eine entsprechende
Skalierung der wandnormalen Geschwindigkeit.
[Hahn 2009] und [Olbricht 2009] erweitern FASTEST um zwei Lo¨sungsprozeduren fu¨r
den Transport von nichtreagierenden sowie reagierenden Mischungen. Hier wird wieder-
um die Problematik des bei Verbrennung im Allgemeinen nicht eindeutigen Zusammen-
hang zwischen der Gro¨ße ρ¯f˜ und dem Mischungsgrad f˜ adressiert. Mit den vorgestell-
ten Verfahren wurden mit FASTEST im Rahmen der Grobstruktursimulation verschie-
dene Konfigurationen erfolgreich berechnet [Hahn et al. 2008, Olbricht et al. 2008,
Klewer et al. 2010].
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5.2 Numerische Berechnung des akustischen Feldes
In diesem Abschnitt werden die numerischen Verfahren beschrieben, welche die Basis fu¨r
die eingesetzten Akustiklo¨ser CLAWPACK und PIANO bilden. Im Gegensatz zu den Stro¨-
mungslo¨sern FLOWSI und FASTEST, welche beide auf einer Finite-Volumen-Methode
basieren und daher wie dargestellt, gewisse A¨hnlichkeiten aufweisen, sind die Ansa¨tze,
auf denen CLAWPACk bzw. PIANO beruhen, fundamental verschieden. CLAWPACK ba-
siert auf einem fu¨r akustische Fragestellungen selten benutzten Finite-Volumen-Verfahren,
wa¨hrend in PIANO Finite-Differenzen-Verfahren ho¨herer Ordnung eingesetzt werden.
5.2.1 Numerische Methoden in CLAWPACK
Der Akustiklo¨ser CLAWPACK ist ein frei erha¨ltliches Softwarepaket, welches von R.J.
LeVeque [LeVeque 1997, LeVeque 2002] entwickelt wurde. Die beschreibenden Glei-
chungen werden auf einem Gitter mit einem geometrischen Block gelo¨st, es ist dabei
eine Parallelisierung durch Gebietszerlegung mo¨glich. CLAWPACK unterstu¨tzt die Lo¨-
sung linearisierter Gleichungen, wie sie in Abschnitt 4.3 vorgestellt wurden. Fu¨r alle mit
CLAWPACK durchgefu¨hrten Simulationen wurde dabei der Einfluss der mittleren Stro¨-
mung vernachla¨ssigt (u¯i ≈ 0) [Poinsot und Veynante 2001]. Weiterhin werden Gra-
dienten der mittleren Gro¨ßen gegenu¨ber Ableitungen von akustischen Gro¨ßen vernach-
la¨ssigt [LeVeque 2002, Fogarty und LeVeque 1999]. Konsistent mit der Implemen-
tierung in CLAWPACK wird hier im Unterschied zur Herleitung in Abschnitt 4.3 von


































q = S (5.28)
Damit ko¨nnen der Zustandsvektor q sowie die Matrizen A,B,C und die rechte Seite S de-
finiert werden. Die Matrizen repra¨sentieren dabei die lokalen Eigenschaften des betrachte-
ten Fluides, diese wiederum bestimmen die lokale Ausbreitungsgeschwindigkeit sowie das
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0 ρ¯c¯2 0 0
1/ρ¯ 0 0 0
0 0 0 0




0 0 ρ¯c¯2 0
0 0 0 0
1/ρ¯ 0 0 0
0 0 0 0
 C =

0 0 0 ρ¯c¯2
0 0 0 0
0 0 0 0












Um die weitere Beschreibung der Methode mo¨glichst kurz zu fassen, werden die folgen-
den Ableitungen fu¨r den eindimensionalen Fall und ohne thermoakustischen Quellterm






q = 0 (5.30)
Der Zustandsvektor q beinhaltet nun nur noch den Schalldruck p′ und die Schallschnelle
u′1 = u












Nach [LeVeque 2002] kann die Hyperbolizita¨t eines Gleichungssystems gezeigt werden,
indem u¨berpru¨ft wird, ob die MatrixA diagonalisierbar ist sowie reelle Eigenwerte besitzt.
Dies ist fu¨r das Gleichungssystem (5.31) erfu¨llt.
Das Riemann-Problem
Grundlegend fu¨r das hier vorgestellte numerische Verfahren sind spezielle Anfangsbedin-
gungen fu¨r den Lo¨sungsvektor q. Es handelt sich dabei um eine diskontinuierliche Ver-
teilung, welche stu¨ckweise konstant ist, dabei jedoch einen Sprung aufweist. Der Wert
links der Diskontinuita¨t an der Zellfla¨che xi−1/2 wird dabei mit Qi−1 bezeichnet und der
Wert rechts davon mit Qi. Die Notation ist dabei angepasst an die Bezeichnungen nach
Abbildung 5.3:
q0(x) = q(x, t = 0) =
{
Qi−1 : x < xi−1/2
Qi : x > xi+1/2
(5.32)
Diese Diskontinuita¨t propagiert dann mit einer charakteristischen Geschwindigkeit nach
links und rechts (vgl. Abbildung 5.3), diese wird im vorliegenden Fall durch die Eigen-
werte der Matrix A bestimmt und entspricht der lokalen Schallgeschwindigkeit. Diese
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Abbildung 5.3: Darstellung von Wellen in der x, t-Ebene, welche aufgrund des Riemann-Problems an
den Zellfla¨chen entstehen. Die Wellen ko¨nnen dabei mit lokal unterschiedlicher Geschwindigkeit proga-
gieren, innerhalb eines Kontrollvolumens ist diese konstant.
Propagation von Diskontinuita¨ten bildet die Basis fu¨r das numerische Verfahren, an jeder
Zellfla¨che werden Riemann-Probleme gelo¨st. Konsistent mit der Annahme einer diskon-
tinuierlichen Verteilung des Lo¨sungsvektors werden die Fluideigenschaften ebenfalls als
stu¨ckweise konstant angesehen. Damit repra¨sentieren sie fu¨r ein Kontrollvolumen einen
Mittelwert. Im Rahmen des numerischen Verfahrens wird somit jedem Kontrollvolumen Vi









Es ist ersichtlich, dass das Verfahren in Kombination mit einer Grobstruktursimulation
interessant ist, da im Kontext der Grobstruktursimulation die Variablen ebenfalls einen
ra¨umlichen Mittelwert darstellen.
Die Eigenwerte der Matrix Ai sind von besonderer Bedeutung fu¨r die Lo¨sungsprozedur.
Neben der erwa¨hnten Eigenschaft der Hyperbolizita¨t des Problems beschreiben sie auch
unmittelbar die lokale Ausbreitungsgeschwindigkeit der Schallwellen. Fu¨r den hier be-
trachteten eindimensionalen Fall ergeben sich die Eigenwerte von Ai zu:
λ1i = −c¯i, λ
2
i = c¯i (5.34)












Es wurde bereits erwa¨hnt, dass neben der Annahme stu¨ckweise konstanter Fluideigen-
schaften auch der gesuchte Lo¨sungsvektor q(x, t) einen Volumenmittelwert Qi fu¨r jedes
Kontrollvolumen beschreibt. Der zum diskreten Zeitpunkt tn vorliegende Mittelwert Qni
wird beim Voranschreiten in der Zeit durch die Wellen vera¨ndert, welche durch die Lo¨sung
des Riemann-Problems an den Zellfla¨chen entstehen und entsprechend in das Kontrollvo-
lumen propagieren. Diese Methode wird von [Godunov 1959] vorgeschlagen, sie wird im
Verlauf dieses Abschnittes noch einmal aufgegriffen.
Im Folgenden sollen zuna¨chst die Wellen, welche von der Diskontinuita¨t ausgehen, be-
stimmt werden. Das Riemann-Problem an der Zellfla¨che i− 1/2 ergibt zwei Wellen. Eine
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la¨uft in die Zelle i− 1, die zweite in die Zelle i. Die Gro¨ße der nach links (in Zelle i− 1)
laufende Welle ist ein Vielfaches des Eigenvektors r1i−1:








Entsprechend gilt fu¨r die nach rechts (in Zelle i) laufende Welle:








Um die Faktoren α1i−1/2 bzw. α
2
i−1/2 und damit die Gro¨ße des Sprunges u¨ber die Welle zu
bestimmen, wird die Bedingung ausgenutzt, dass die Summe der Sta¨rken beider Wellen
gerade der Gro¨ße der Diskontinuita¨t entspricht:
Qi−1 +W
1
i−1/2 = Qi +W
2
i−1/2 (5.38)
Es ergibt sich ein lineares Gleichungssystem fu¨r die Faktoren
α [Fogarty und LeVeque 1999]. Es verbleibt noch die Bestimmung des Lo¨sungsvek-
tors q zum neuen Zeitpunkt tn+1. Dieser wird fu¨r das Volumen i wie erwa¨hnt nach der
















Bisher ist das Verfahren nur ein Upwind-Verfahren erster Ordnung. Unter Einbeziehung
zusa¨tzlicher Terme in (5.39) ist es mo¨glich, ein Verfahren zweiter Ordnung zu erhalten. Fu¨r
eine ausfu¨hrliche Beschreibung sei erneut auf [Fogarty und LeVeque 1999] verwiesen.
Dieses Verfahren wurde in dieser Arbeit zusammen mit einer Limitierfunktion verwen-
det, welche von [Van Leer 1974] vorgeschlagen wurde. Man erha¨lt damit eine mo¨glichst
niedrige numerische Diffusion bei gleichzeitigem Vermeiden von numerischen Oszillatio-
nen, das Verfahren ist also in seiner Wirkung vergleichbar mit dem in Abschnitt 5.1.1
vorgestellten TVD-Verfahren. Im Allgemeinen wird fu¨r numerische, aeroakustische Ver-
fahren eine vergleichsweise hohe Ordnung gefordert, da hier im Gegensatz zu den Navier-
Stokes-Gleichungen keine physikalische Viskosita¨t vorhanden ist. Die in CLAWPACK im-
plementierten Verfahren sind daher geeignet, wenn die akustischen Wellen nur wenige
Wellenla¨ngen propagieren und somit das akustische Nahfeld von Interesse ist. Dies ist im
Rahmen der vorliegenden Arbeit fu¨r alle Konfigurationen der Fall.
CLAWPACK basiert auf einem a¨quidistanten, kartesischen Gitter. Im Rahmen dieser
Arbeit wurde daher das Programmpaket so erweitert, dass die Beschreibung in einem
zylindrischen Koordinatensystem mo¨glich ist, welches a¨quidistant in axialer Richtung so-
wie entlang des Umfanges ist. In radialer Richtung ist nun eine Expansion der Zellen
mo¨glich, wie es auch in FLOWSI vorgesehen ist. Die dazu eingesetzte Methodik wird
von [Calhoun et al. 2007] beschrieben. Die wesentliche Vera¨nderung besteht darin, dass
nun fu¨r jede Zelle die Normalenvektoren beno¨tigt werden, um die Schallschnelle entspre-
chend in ihre Komponenten zu zerlegen. Weiterhin ist das Volumen einer Gitterzelle nicht
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mehr konstant und muss entsprechend beru¨cksichtigt werden. Die Mo¨glichkeit der Expan-
sion in radialer Richtung erlaubt es, bei moderater Zellanzahl sehr viel gro¨ßere physika-
lische Gebiete abzudecken, als dies mit dem a¨quidistanten kartesischen Gitter in Vorga¨n-
gerarbeiten [Flemming 2007] mo¨glich war.
Randbedingungen
In CLAWPACK stehen Randbedingungen zur Verfu¨gung, die eine Abstrahlung von akus-
tischen Wellen in das Fernfeld ermo¨glichen sollen. Konsistent zu dem numerischen Ver-
fahren, welches aus der Lo¨sung von Riemann-Problemen besteht, wird an den Ra¨ndern
des Rechengebietes eine Nullgradient-Randbedingung verwendet. Dies stellt sicher, dass
aus den Randzellen keine Welle in das Rechengebiet hineinla¨uft, da durch den verschwin-
denden Gradienten keine Diskontinuita¨t mehr vorhanden ist. [Flemming 2007] zeigt je-
doch, dass dieser Ansatz nur fu¨r solche Wellen zufriedenstellend ist, welche parallel oder
senkrecht zum Rechengebietsrand propagieren. Andernfalls entstehen Reflexionen am Re-
chengebietsrand.
Um die Randbehandlung zu optimieren, existieren viele Ansa¨tze in der Literatur, fu¨r
die vorliegende Arbeit wurde ein Sponge Layer-Konzept in CLAWPACK implementiert,
welches fu¨r hyperbolische Systeme erster Ordnung von [Karni 1996] vorgeschlagen wurde.
Es beruht darauf, propagierende Wellen daran zu hindern, den Rechengebietsrand zu
erreichen. Dies wird erreicht, indem die Eigenwerte der Systemmatrizen und damit die
Ausbreitungsgeschwindigkeit der Wellen in Schichten, welche nahe der Ra¨nder beginnen,
sukzessive zum Rand hin zu Null reduziert werden. Mit diesem Verfahren konnte eine
deutliche Verbesserung der Beschreibung von Abstrahlung am Rechengebietsrand erreicht
werden.
5.2.2 Numerische Methoden in PIANO
Mit dem CAA-Werkzeug PIANO ist es mo¨glich, sowohl linearisierte Euler-Gleichungen
(LEE), als auch die akustischen Sto¨rgleichungen (APE, Acoustic Perturbation Equati-
ons) durch die Anwendung eines Finite-Differenzen-Verfahrens zu lo¨sen. Das numerische
Gitter besteht aus mehreren geometrischen Blo¨cken, es ist analog zu FASTEST eine Par-
allelisierung durch Verteilung der geometrischen Blo¨cke auf mehrere Prozessoren imple-
mentiert. Komplexe Geometrien werden von PIANO unterstu¨tzt. PIANO zeichnet sich
weiterhin dadurch aus, numerische Verfahren hoher Ordnung zur Verfu¨gung zu stellen.
Dies ist begru¨ndet durch die zugrundeliegenden physikalischen Gleichungen, in welchen
keine physikalische Viskosita¨t enthalten ist und daher die numerisch bedingte Viskosita¨t
so gering wie mo¨glich gehalten werden soll. Weiterhin sollen auch numerisch bedingte Dis-
persionseffekte klein gehalten werden, um die physikalische Ausbreitungsgeschwindigkeit
mo¨glichst gut zu erhalten.
Ra¨umliche Diskretisierung
Ein Verfahren, welches Fehler aufgrund von numerischer Dispersion gering ha¨lt, ist das
Dispersion-Relation-Preserving Scheme (DRP) [Tam und Webb 1992]. Zur Approximati-
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on ra¨umlicher Gradienten dient ein Rechenstern von sieben Punkten. Fu¨r ein a¨quidistantes











Hiermit wa¨re es theoretisch mo¨glich, ein Verfahren sechster Ordnung zu erhalten. Die
Koeffizienten des Verfahrens werden jedoch durch eine Fehlerminimierung so angepasst,
dass man ein Verfahren vierter Ordnung erha¨lt, welches dafu¨r aber den Dispersionsfehler
minimiert. Die Koeffizienten cj sind fu¨r einen symmetrischen Rechenstern innerhalb des









Konsistent mit der hohen Ordnung der ra¨umlichen Approximation werden zur Diskre-
tisierung des zeitlichen Fortschritts mehrstufige Runge-Kutta-Verfahren vierter Ordnung
verwendet, es stehen verschiedene Verfahren zur Verfu¨gung. Im Rahmen dieser Arbeit wur-
den zwei Verfahren angewendet: Zum Einen ein vierstufiges Verfahren und zum Anderen
das von [Hu et al. 1996] vorgeschlagene LDDRK-Schema (Low Dissipation and Disper-
sion Runge Kutta), bei welchem abwechselnd fu¨nf bzw. sechs Stufen verwendet werden.
Analog zu Abschnitt 5.1.2 sollen die Verfahren anhand einer verku¨rzten Schreibweise der




Das vierstufige Verfahren ist damit wie folgt gegeben:



















5.2 Numerische Berechnung des akustischen Feldes
K1 = RHS(Φ)








K4 = RHS(Φ + ∆tK3)
Das alternierende LDDRK-Schema kann in a¨hnlicher Weise dargestellt werden. Mit i =
1, ..., p und p = 5, 6 kann die Lo¨sung zum Zeitpunkt tn+1 angegeben werden:
Φn+1 = Φn +Kp (5.46)
Der Ausdruck Kp wird fu¨r a1 = 0 wie folgt berechnet:
Ki = ∆t ·RHS(Φ + aiKi−1) (5.47)
Die Koeffizienten ai ko¨nnen durch die zusammengefassten Koeffizienten ci beschrieben




cp = apap−1ap−2 ... a2 (5.48)
Die zusammengefassten Koeffizienten ci sind in der Tabelle 5.1 fu¨r p = 5, 6 angegeben.
Tabelle 5.1: Koeffizienten des LDDRK-Schemas
Stufenanzahl c1 c2 c3 c4 c5 c6
5 1 0.5 0.166558 0.0395041 0.00781071 -
6 1 0.5 1/3! 1/4! 0.00781005 0.00132141
Sehr kleine akustische Wellenla¨ngen ko¨nnen auf dem numerischen Gitter in der Regel nicht
dargestellt werden. Daher gibt es in PIANO die Mo¨glichkeit, diese durch die Filterung des
Lo¨sungsvektors zu eliminieren. Im Rahmen dieser Arbeit wurde dabei von einem Filter
sechster Ordnung Gebrauch gemacht. Es hat sich bei den durchgefu¨hrten Simulationen
gezeigt, dass diese Maßnahme deutlich zur Stabilita¨t der Berechnungen beitra¨gt.
Randbedingungen
Es stehen in PIANO prinzipiell zwei Typen von Randbedingungen zur Verfu¨gung. Zum
eEnen ko¨nnen Wa¨nde abgebildet werden, zum Anderen sind verschiedene Mo¨glichkeiten
zur Abbildung von Abstrahlung in das Fernfeld implementiert.
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Abbildung 5.4: Rechenstern fu¨r einen Randknoten des akustischen Gitters im Fall der Spiegelung von
Punkten in die Wand. Der betrachtete Randknoten ist als ausgefu¨llter Kreis dargestellt. Die dicke Linie
kennzeichnet den Rand des Rechengebietes.
An Wa¨nden wird das ghost point concept von [Tam und Dong 1994] verwendet. Hier
wird an einem zusa¨tzlichen Knoten, welcher sich in der Wand befindet, der Schalldruck p′
so bestimmt, dass
~u · ~n = 0 (5.49)
erfu¨llt ist, was einer Normalengeschwindigkeit von Null an der Wand entspricht. Es zeigt
sich in der Praxis, dass die Berechnung in der Na¨he von Wa¨nden oftmals von nume-
rischen Instabilita¨ten begleitet wird. Verantwortlich dafu¨r kann der verwendete Filter
sechster Ordnung fu¨r den Lo¨sungsvektor sein. An der Wand kann dabei kein symme-
trischer Rechenstern fu¨r den Filter erzeugt werden [Delfs et al. 2008]. Eine in dieser
Arbeit verwendete Option sieht vor, die Werte in Wandna¨he ku¨nstlich in die Wand zu
spiegeln (Abbildung 5.4). Durch diese ku¨nstliche Erweiterung des Rechengebietes kann
nun wiederum ein symmetrischer Filter verwendet werden. Diese Maßnahme war insbe-
sondere fu¨r eingeschlossene Konfigurationen mit vielen Wandfla¨chen (vgl. Abschnitt 7.3)
notwendig. Zur Beschreibung der Abstrahlung von Schall in das Fernfeld, entsprechend
einer nichtreflektierenden Randbedingung, wurde zum Einen die Abstrahlrandbedingung
nach [Tam und Webb 1992] verwendet. Zum Anderen wurde noch ein in PIANO zur




In diesem Abschnitt werden die realisierten Kopplungen der unterschiedlichen Lo¨ser na¨her
erla¨utert. Die einfachste denkbare Variante ist die Verwendung eines identischen nume-
rischen Gitters fu¨r den Stro¨mungslo¨ser wie auch fu¨r den Akustiklo¨ser, man spricht auch
von einem monolithischen Ansatz. Fu¨r die Berechnung von reiner Schallemission ohne
Ru¨ckkopplungseffekte ist ein solcher Ansatz jedoch nicht besonders effizient. Es ist viel-
mehr wu¨nschenswert, dass das akustische Rechengebiet deutlich gro¨ßer als das Gebiet der
Stro¨mungssimulation ist. Dies ist begru¨ndet durch die sehr unterschiedlichen Skalen von
Stro¨mung und Akustik. Die auftretenden akustischen Wellenla¨ngen ko¨nnen dabei mehrere
Meter betragen. Die Stro¨mungssimulation hingegen sollte auf den Bereich starker Inhomo-
genita¨ten und damit den Bereich von La¨rmquellen beschra¨nkt sein, da der Stro¨mungslo¨ser
in der Regel deutlich mehr Rechenzeit in Anspruch nimmt. Eine solche Kopplung wurde
mit FLOWSI und CLAWPACK realisiert und wird in Abschnitt 5.3.1 na¨her beschrieben.
Im Falle einer hybriden Beschreibung von Stro¨mung und Akustik in eingeschlossenen Sys-
temen, wie es in Brennkammern der Fall ist, ist diese klare Trennung der Skalen nicht
eindeutig gegeben. Daher ist es hier eher gerechtfertigt, gleiche Gitter bzw. Rechengebiete
fu¨r beide Lo¨ser zu verwenden. Ein sehr eleganter Ansatz besteht darin, ein physikalisches
Mehrgitterverfahren zu verwenden. Der Name leitet sich von dem in einigen Stro¨mungslo¨-
sern verwendeten Mehrgitterverfahren [Scha¨fer 2006] ab, welche zur effizienten numeri-
schen Lo¨sung des Gleichungssystems eingesetzt werden. Es wird ein Basisgitter verwendet
sowie je nach Ansatz ein bis mehrere zusa¨tzliche Gitter, die eine gro¨bere Auflo¨sung in alle
Koordinatenrichtungen besitzen, in der Regel wird die Auflo¨sung mit jeder Gitterstufe
halbiert.
Dies kann man sich fu¨r einen effizienten hybriden LES/CAA-Ansatz zu Nutze machen,
indem beispielsweise ein in seiner Auflo¨sung halbiertes Gitter fu¨r die Akustiksimulation
zum Einsatz kommt. Bedingt durch die Halbierung ergibt sich im dreidimensionalen Fall
eine Ersparnis an Gitterpunkten um den Faktor acht. Dies geht zwar einher mit einem
Verlust an Frequenzauflo¨sung, die interessierenden Wellenla¨ngen liegen jedoch ha¨ufig u¨ber
den typischen Gitterabmessungen. Im Rahmen der Arbeiten mit FASTEST und PIANO
wurde sowohl ein monolithischer Ansatz als auch ein physikalisches Mehrgitterverfahren
implementiert. Beide Verfahren wurden anhand einfacher Testfa¨lle erfolgreich verifiziert,
eine Berechnung eines technischen Verbrennungssystems mit dem physikalischen Mehrgit-
terverfahren wurde jedoch im Rahmen der vorliegenden Arbeit nicht mehr durchgefu¨hrt.
In Abschnitt 5.3.2 wird die Kopplung der Lo¨ser FASTEST und PIANO detailliert darge-
stellt.
5.3.1 Kopplung von FLOWSI und CLAWPACK
Es wurde bereits erwa¨hnt, dass der Akustiklo¨ser CLAWPACK auf einem Finite-Volumen-
Verfahren beruht. In Kombination mit der Erweiterung von CLAWPACK fu¨r zylindrische
Gitter werden somit die Stro¨mungsgro¨ßen wie auch die akustischen Variablen am glei-
chen physikalischen Ort gespeichert. Es ist keine Interpolation der Gro¨ßen notwendig.
Die Berechnungsgebiete von FLOWSI und CLAWPACK unterscheiden sich hinsichtlich
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LES und CAA
CAA
Abbildung 5.5: Darstellung der unterschiedlichen Berechnungsgebiete von FLOWSI und CLAWPACK.
Die Grobstruktursimulation erfasst dabei das Quellgebiet, angedeutet durch die instantane Schallge-
schwindigkeit.
der radialen Ausdehnung, dies ist in Abbildung 5.5 illustriert. Außerhalb des Gebiets der
Grobstruktursimulation wird ein homogenes Medium bei Umgebungsbedingungen (ent-
sprechend den Stoffeigenschaften bei einem Mischungsgrad von f = 0) fu¨r die Akustik-
simulation zugrunde gelegt. Die Definition des Bereichs der U¨berlappung ist dabei stark
fallabha¨ngig, im Allgemeinen sollten Bereiche akustischer Quellen sowie Bereiche inhomo-
gener Schallgeschwindigkeit von dem Rechengebiet der Grobstruktursimulation abgedeckt
werden.
In beiden Lo¨sern ist die erreichbare Zeitschrittweite durch numerische Stabilita¨tskriterien
(CFL-Zahl) begrenzt. Die maßgebliche Gro¨ße fu¨r die Grobstruktursimulation ist dabei
eine konvektive Geschwindigkeit, wa¨hrend fu¨r die Akustiksimulation die Schallgeschwin-
digkeit entscheidend ist. Es zeigt sich in der Praxis, dass somit immer mehrere Akustik-
Subschritte innerhalb eines LES-Zeitschrittes notwendig sind. Daher wird der thermoakus-
tische Quellterm in zwei Zeitebenen vorgehalten, um im Verlauf der Akustik-Subschritte
zwischen diesen interpolieren zu ko¨nnen.
Nachfolgend wird fu¨r eine bessere U¨bersicht das numerische Verfahren anhand des Ab-
laufes eines Zeitschrittes dargestellt. Fu¨r eine detaillierte Beschreibung des Prediktor-
Korrektor-Verfahrens sei erneut auf Kempf [Kempf 2003] verwiesen.
1. Speichern der Dichte ρ¯n, um nach dem Stro¨mungszeitschritt den thermoakustischen
Quellterm ρ¯
ρ
Dρ/Dt berechnen zu ko¨nnen




3. Zugriff auf die Chemietabelle zur Berechnung von vorla¨ufiger Dichte ρ¯n+1,∗, Visko-
sita¨t ν˜n+1 und weiteren skalaren Gro¨ßen
4. Anwendung des Druckkorrekturverfahrens zur Berechnung der korrigierten Ge-
schwindigkeiten u˜ni
5. Korrektorschritt: Berechne den Mischungsgrad f˜n+1 durch Skalartransport mit kor-
rigierten Geschwindigkeiten u˜ni , Berechnung der korrekten Dichte ρ¯
n+1
6. Impulstransport: Berechnung der vorla¨ufigen Geschwindigkeiten u˜n+1,∗i
7. Berechne thermoakustischen Quellterm Sn
8. Durchfu¨hrung der Akustik-Subschritte zur Berechnung der neuen akustischen Lo¨-
sung qn+1
Die Parallelisierung des integrierten Gesamtsimulationswerkzeugs erfolgt durch Untertei-
lung des zylindrischen Gebietes in Teilstu¨cke, in der Regel wurde eine Aufteilung fu¨r vier
Prozessoren gemacht. Hiermit ergaben sich Rechenzeiten in der Gro¨ßenordnung von zehn
Tagen fu¨r einen Fall.
5.3.2 Kopplung von FASTEST und PIANO
Das CAA-Werkzeug PIANO beruht auf einem Finite-Differenzen-Verfahren, bei welchem
die akustischen Variablen auf den Ecken des numerischen Gitters gespeichert werden. Da-
her ist auch bei einem monolithischen Ansatz eine Interpolation der Stro¨mungsgro¨ßen
und des thermoakustischen Quellterms notwendig, da diese an den Zentren der Kontroll-
volumina vorliegen (vgl. Abbildung 5.6). Es wurde daher ein Interpolationsverfahren in
die entwickelte LES/CAA-Schnittstelle implementiert, das auf der Inverse Distance Me-
thod [Shepard 1968] beruht. Diese wurde ausgewa¨hlt, da sie sowohl fu¨r strukturierte als
auch unstrukturierte Gitter flexibel einsetzbar ist und somit auch fu¨r die Verwendung von
PIANO in Kombination mit dem Stro¨mungslo¨ser PRECISE-unstructured (Rolls-Royce
Deutschland) geeignet ist. Die mathematische Beschreibung der Inverse Distance Method
lautet wie folgt:




F (x, y, z) stellt dabei die interpolierte Gro¨ße dar. Auf der rechten Seite werden die Werte
der Nachbarpunkte multipliziert mit ihren Interpolationsgewichten. Die Interpolationsge-












2 (y − yi)
2 (z − zi)
2 (5.52)
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Abbildung 5.6: Speicherorte der physikalischen Variablen fu¨r die Stro¨mungssimulation mit FASTEST
(links) und fu¨r die Akustiksimulation mit PIANO (rechts) bei ansonsten identischem numerischen Gitter.
Analog zur Kopplung von FLOWSI und CLAWPACK werden auch fu¨r die Kopplung von
FASTEST mit PIANO mehrere Akustik-Subschritte berechnet. Es werden wiederum zwei
Zeitebenen vorgehalten und linear zwischen diesen interpoliert.
Die Parallelisierung erfolgt wie in Abschnitt 5.1.6 und 5.2.2 beschrieben durch Aufteilung
der geometrischen Blo¨cke auf die Prozessoren. Sowohl fu¨r den Fall gleicher Gitter als auch
bei Verwendung des physikalischen Mehrgitterverfahrens erfolgt die Verteilung in PIANO
analog zu der fu¨r FASTEST erstellten Aufteilung, da mit FASTEST zum Beginn der
Berechnung quantitativ festgestellt werden kann, wie effizient die Verteilung der (in der
Regel sehr unterschiedlich großen) Blo¨cke auf die Prozessoren ist. Im Vergleich zu FLOWSI
ist der Lo¨ser FASTEST deutlich rechenzeitintensiver (um etwa den Faktor zehn), daher ist
gerade in Kombination mit PIANO eine sta¨rkere Parallelisierung notwendig. Es wurden
bis zu 64 Prozessoren eingesetzt. Eine typische Konfiguration konnte im Rahmen dieser
Arbeit in drei bis vier Wochen berechnet werden.
5.3.3 Ru¨ckkopplung der Akustik
Es wurde bereits angesprochen, dass die akustische Lo¨sung im Fall der thermoakustischen
Instabilita¨t einen großen Einfluss auf die Stro¨mung bzw. Verbrennung haben kann. Daher
wurden im Rahmen dieser Arbeit zwei Modelle zur Ru¨ckkopplung der akustischen Lo¨sung
in FASTEST und PIANO implementiert und analysiert. Der erste Ansatz besteht darin,
den in das System eintretenden Luftmassenstrom zu modulieren unter Verwendung des am
Eintritt vorliegenden akustischen Feldes. Es liegt dabei nahe, der Eintrittsgeschwindigkeit
die Schallschnelle zu u¨berlagern, da diese ein Maß fu¨r die Geschwindigkeitsschwankung
aufgrund von akustischen Wellen darstellt. Beru¨cksichtigt man noch turbulente Fluktua-
tionen, so ergibt sich die momentane Eintrittsgeschwindigkeit zu
ui,ein = ui,mittel + ui,turb. + u
′
i (5.53)
In der Literatur existieren a¨hnliche Ansa¨tze, die ebenfalls auf der Beeinflussung von Ein-
trittsbedingungen beruhen. [Angelberger et al. 2000] schlagen vor, den eintretenden
Massenstrom mit einer definierten Frequenz zu modulieren, welche aus dem Experiment
als Frequenz einer instabilen Mode bereits bekannt ist. In Abschnitt 7.3.5 werden Berech-
nungen unter Beru¨cksichtigung der Ru¨ckkopplung der Schallschnelle vorgestellt.
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Der zweite Ansatz besteht darin, einen modellierten Quellterm fu¨r die Impulsgleichungen
zu formulieren, welcher aus akustischen Gro¨ßen gebildet wird. Ein solcher Ansatz wird bei-
spielsweise von [Duwig et al. 2005] vorgeschlagen, es werden jedoch keine Berechnungen
pra¨sentiert. Der modellierte Term besteht aus dem Gradienten der akustischen Druckfluk-
tuation ∂p′/∂xi, dieser wird somit dem hydrodynamischen Druckgradienten aufgepra¨gt.

































Es ist im Rahmen des numerischen Verfahrens zu beachten, dass eine Reinterpolation des
Schalldruckes notwendig ist, da der akustische Druckgradient an den Zentren der Kon-
trollvolumina vorliegen soll. Hierzu wird in Anlehnung an die vorgestellte Inverse Distance
Method eine Mittelung der acht na¨chsten Nachbarpunkte vorgenommen, diese liegen dabei
direkt an den Ecken der Kontrollvolumina vor. Es zeigt sich in der Praxis, dass eine direkte
Beschreibung nach Gleichung (5.54) sehr schnell zu numerischen Instabilita¨ten fu¨hrt. Dies
kann zuru¨ckgefu¨hrt werden auf hochfrequente Anteile in der akustischen Druckfluktuation,
welche durch den modellierten Ru¨ckkopplungsterm unmittelbar auf den Stro¨mungslo¨ser
einwirken. Es ist daher eine Verminderung des Einflusses der akustischen Druckfluktua-
tion notwendig. Dies wird erreicht, indem der modellierte Ru¨ckkopplungsterm mit einem

































Es sind dabei Werte α ≈ 10−2 notwendig. Die vorgeschlagenen Ansa¨tze zur Ru¨ckkopplung
der Akustik werden im Rahmen dieser Arbeit auf ein technisch relevantes Verbrennungs-




Die im Rahmen dieser Arbeit eingesetzten Simulationswerkzeuge sind durch die Doku-
mentation zahlreicher Anwendungsfa¨lle in der Literatur bereits ausreichend validiert. Fu¨r
die integrierten Gesamtsimulationswerkzeuge sowie den fu¨r zylindrische Gitter erweiterten
Lo¨ser CLAWPACK waren daher zuna¨chst lediglich Verifizierungen der Implementierun-
gen durchzufu¨hren. Neben den Verifizierungen wurden verschiedene generische Testfa¨lle
berechnet, in diesem Kapitel werden ausgewa¨hlte Beispiele dieser Berechnungen darge-
stellt.
In Abschnitt 6.1 werden zuna¨chst anhand eines qualitativen Beispiels die Fa¨higkeiten
von PIANO bezu¨glich der Konvektion von Schallwellen dargestellt. Weiterhin wurden
mit FASTEST und PIANO auch eingeschlossene Konfigurationen berechnet, daher ist die
korrekte Beschreibung von Reflexionen akustischer Wellen durch den Akustiklo¨ser von
Bedeutung. Die hierzu berechneten Fa¨lle werden in den Abschnitten 6.2 und 6.3 erla¨utert.
6.1 Monopol mit Konvektion
Der Berechnung von Verbrennungsla¨rm liegt ha¨ufig die Annahme zugrunde, dass die Stro¨-
mungsgeschwindigkeit sehr viel kleiner als die Schallgeschwindigkeit ist (Ma ≪ 1, vgl.
auch Kapitel 4). Damit einhergehend ko¨nnen konvektive Terme in den linearisierten Glei-
chungen vernachla¨ssigt werden. Die Annahme einer niedrigen Machzahl ist fundamental
fu¨r diese Arbeit, eine Vernachla¨ssigung der Konvektion von Schallwellen kann jedoch un-
ter Umsta¨nden eine drastische Vereinfachung sein. Da es mit PIANO prinzipiell mo¨glich
ist, dieses Pha¨nomen zu beschreiben, wurden fu¨r alle mit PIANO durchgefu¨hrten Simu-
lationen von Verbrennungsla¨rm die konvektiven Terme beru¨cksichtigt.
Der Einfluss soll anhand einer Simulation eines Monopols demonstriert werden. Das zu-
grundeliegende Gitter bildet dabei einen Wu¨rfel mit 50×50×50 Zellen ab, eine Kantenla¨n-
ge des Wu¨rfels betra¨gt vier Meter. Die linearisierten Euler-Gleichungen werden angeregt
durch einen sinusfo¨rmigen Quellterm, die Frequenz der Schwingung betra¨gt f0 ≈ 541.1Hz.
Dies ergibt sich durch die Vorgabe einer Wellenzahl k = 10m−1 und der Beziehung
k = 2πf0/c0. Die Schallgeschwindigkeit wird zu c0 = 340m/s gesetzt. An den Ra¨ndern
des Rechengebietes wird die in Abschnitt 5.2.2 angesprochene Abstrahl-Randbedingung
verwendet. In Abbildung 6.1 ist der resultierende Schalldruck fu¨r den Fall einer ruhenden
Stro¨mung dargestellt, man erha¨lt das erwartete spha¨rische Ausbreitungsmuster. Ebenfalls
dargestellt ist ein Amplitudenspektrum einer Zeitreihe des Schalldruckes.
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Abbildung 6.1: Instantanes Schallfeld bei ruhender Stro¨mung (links) und Amplitudenspektrum einer
Zeitreihe des Schalldruckes an einer ausgewa¨hlten Position (rechts).
Abbildung 6.2: Schallfeld in gleichfo¨rmiger Stro¨mung: MachzahlMa = 0.5 (linke Seite) und Machzahl
Ma = 1.0 (rechte Seite).
Es kann dabei festgestellt werden, dass die Frequenz der Anregung exakt wiedergegeben
wird, wie es zu erwarten ist. Neben der Simulation mit einer ruhenden Stro¨mung wur-
den noch Berechnungen durchgefu¨hrt, bei welchen die Stro¨mung sich gleichfo¨rmig mit
Ma = 0.5 bzw. Ma = 1.0 bewegt. Die sich fu¨r diese Fa¨lle ergebenden Schallfelder sind in
Abbildung 6.2 dargestellt, die Anstro¨mung erfolgt dabei von der linken Seite. Man kann
erkennen, dass sich die Schallwellen im Fall der subsonischen Stro¨mung noch nach links
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ausbreiten ko¨nnen. Der Einfluss der Konvektion auf das Schallfeld ist deutlich erkennbar.
Im Falle der sonischen Stro¨mung ist dies nicht mehr mo¨glich, hier entsteht somit links von
der Schallquelle ein Bereich, in den die Schallwellen nicht mehr vordringen ko¨nnen.
6.2 Reflexion am Querschnittssprung
Wie angesprochen ist bei der Berechnung von eingeschlossenen Konfigurationen aus Sicht
der Akustik das Reflexionsverhalten von Bedeutung. Reflexionen von Schallwellen ge-
schehen dabei nicht nur an festen Wa¨nden, sondern beispielsweise auch an abrupten
Querschnittsspru¨ngen von Kana¨len und Rohren. Die Abbildung fester Wa¨nde ist in PIA-
NO hinreichend validiert und wird hier nicht na¨her betrachtet. Die Berechnung eines
Querschnittsu¨berganges wurde hingegen numerisch abgebildet und untersucht. Ein sol-
cher U¨bergang findet sich auch in der in Abschnitt 7.3 untersuchten Konfiguration jeweils
am Einlass und am Austritt wieder. Aus physikalischer Sicht gilt dabei die Randbedingung
p = p0, wenn nach dem Querschnittssprung ein großer Raum, beispielsweise die Umge-
bung zur Verfu¨gung steht. Dies ist gleichbedeutend mit einem verschwindenden Schall-
druck p′ am Querschnittssprung [Poinsot und Veynante 2001]. Damit entspricht ein
Einlass bzw. Auslass mit Querschnittsa¨nderung einem Knoten im Schalldruck, hier findet
also eine Reflexion der Schallwellen statt. Um einen Querschnittssprung aus der Sicht der
Akustik berechnen zu ko¨nnen, muss ein Teil des Bereiches nach dem Sprung mit in das
Rechengebiet aufgenommen werden, um die Beugung der Schallwellen am Querschnitts-
u¨bergang zu ermo¨glichen. Dies ist in Abbildung 6.3 schematisch dargestellt. Um nun das
Rechengebiet
Feste Wände
Abbildung 6.3: Schematische Darstellung des akustischen Rechengebietes, welches verwendet wird, um
die Beugung von Schallwellen an einem Querschnittssprung zu erfassen und somit das Reflexionsverhalten
dort beschreiben zu ko¨nnen.
Reflexionsverhalten dort zu bewerten, wird vor dem Querschnittssprung eine ebene Schall-
welle initialisiert. Diese propagiert dann auf den Querschnittssprung zu. In Abbildung 6.4
ist die zeitliche Entwicklung des Schalldruckes dargestellt. Es ist zu erkennen, dass am
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Abbildung 6.4: Zur zeitlichen Entwicklung einer ebenen Schallwelle beim Passieren eines Querschnitts-
sprunges. Dargestellt ist der Schalldruck in dimensionsloser Form.
Querschnittssprung die erwartetete Beugung eintritt. Weiterhin beobachtet man eine zu-
ru¨cklaufende Welle, anhand des vera¨nderten Vorzeichens ist auch ersichtlich, dass eine
Phasenumkehr stattgefunden hat. Mithilfe des untersuchten Testfalles wird klar, dass es
mit dem Werkzeug PIANO mo¨glich ist, akustische Reflexionen am Querschnittssprung
numerisch abzubilden.
6.3 Modalanalyse
Bei der numerischen Beschreibung thermoakustischer Instabilita¨ten sind die akustischen
Moden und die dazugeho¨rigen Eigenfrequenzen des betrachteten Verbrennungssystems
von großer Bedeutung, da in der Regel eine solche Mode durch eine thermoakustische In-
stabilita¨t angeregt wird. Um die Fa¨higkeiten von PIANO bezu¨glich der Beschreibung von
akustischen Moden zu u¨berpru¨fen, wurde eine geeignete Konfiguration analytisch und nu-
merisch untersucht. Die Konfiguration besteht dabei aus einer zuru¨ckspringenden Kante
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sowie zwei Querschnittsspru¨ngen, welche als akustischer Abschluss dienen. Sie ist geome-
trisch sehr a¨hnlich zu dem in Abschnitt 7.3 untersuchten technischen Verbrennungsystem,
daher kann die Berechnung wichtige Hinweise fu¨r das Verhalten dieser Systeme liefern. Die
Konfiguration ist in Abbildung 6.5 schematisch dargestellt, im Besonderen sind wichtige


















Abbildung 6.5: Schematische Darstellung der Konfiguration zur analytischen und numerischen Unter-
suchung akustischer Eigenfrequenzen eines Verbrennungssystems.
kann das System in zwei Kana¨le mit jeweils konstantem Querschnitt unterteilt werden. Es
ko¨nnen fu¨r eine analytische Betrachtung einfache Randbedingungen an den Querschnittss-
pru¨ngen am Ein- und Auslass definiert werden, sowie eine U¨bergangsbedingung an der
zuru¨ckspringenden Kante. Wie im na¨chsten Abschnitt dargestellt wird, ist es damit mo¨g-
lich, die akustischen Eigenfrequenzen fu¨r ein solches System analytisch zu bestimmen.
Anschließend wird in Abschnitt 6.3.2 erla¨utert, wie diese Eigenfrequenzen numerisch be-
stimmt werden, es erfolgt ein Vergleich zwischen analytischer Lo¨sung und numerischen
Ergebnissen.
6.3.1 Analytische Eigenfrequenzbestimmung
Um zu einer analytischen Lo¨sung fu¨r die Eigenfrequenzen des Systems zu gelangen, sind
einige vereinfachende Annahmen erforderlich, die im Folgenden aufgefu¨hrt sind:
• Ruhende Stro¨mung ui = 0
• Homogenes akustisches Medium c = c0
• Beschra¨nkung auf longitudinale Moden
• Bekannte Reflexionskoeffizienten am Einlass und am Austritt
Fu¨r eine detaillierte Beschreibung der Methode sei auf [Poinsot und Veynante 2001]
verwiesen, hier sollen nur die wichtigsten Merkmale dargestellt werden. Durch die Be-
schra¨nkung auf longitudinale Moden ergibt sich fu¨r den Abschnitt j mit j = 1, 2 des








Da bei dem vorliegenden Beispiel ebene Wellen betrachtet werden, ergibt sich die Schall-










Wie man erkennen kann, besteht der Ansatz aus einer nach rechts und einer nach links
laufenden Welle, die dazugeho¨rigen Amplituden sind mit A+j und A
−
j bezeichnet, wa¨hrend
z die Koordinate entlang der Ausbreitungsrichtung ist.
Mit der Formulierung von U¨bergangsbedingungen an der zuru¨ckspringenden Kante kann
eine Transfermatrix angegeben werden, welche einen Zusammenhang zwischen den akusti-
schen Gro¨ßen in beiden Abschnitten schafft. Der Schalldruck verla¨uft dabei kontinuierlich










Die Transfermatrix, welche die Amplituden im ersten und zweiten Kanalabschnitt in Re-













eikl1 (1 + Γ) e−ikl1 (1− Γ)
eikl1 (1− Γ) e−ikl1 (1 + Γ)
]
(6.5)
Die hier verwendeten Bezeichnungen stehen fu¨r das Querschnittsverha¨ltnis Γ = S1/S2
sowie fu¨r die La¨nge des ersten Kanalabschnittes l1. Um das Gleichungssystem zu
schließen, beno¨tigt man noch akustische Randbedingungen am Einlass und am Aus-
lass. Fu¨r einen Querschnittssprung mit anschließender Expansion in einen großen
Raum kann dabei eine verlustfreie Reflexion mit Phasenumkehr angenommen wer-
den [Poinsot und Veynante 2001]. Damit ko¨nnen an beiden Enden die Reflexions-
faktoren angegeben werden:
R1 = R2 = −1 (6.6)







= R1 = R2 = −1 (6.7)
Es kann gezeigt werden [Poinsot und Veynante 2001], dass aus dem Gleichungssys-
tem (6.5) zusammen mit der Randbedingung (6.7) nur dann eine von null verschiedene





In dieser Beziehung ist nun auch die La¨nge des zweiten Kanalabschnittes l2 enthalten,
damit finden alle wichtigen geometrischen Abmessungen Eingang in die Berechnung. Aus
den Wellenzahlen k, welche Lo¨sungen der Gleichung (6.8) darstellen, ko¨nnen die Eigen-
frequenzen gema¨ß k · c0 = ω = 2πf berechnet werden. Da sich eine direkte Lo¨sung
von (6.8) schwierig gestaltet, wurden die Werte fu¨r k, welche die Gleichung erfu¨llen, itera-
tiv bestimmt. Die das System charakterisierenden geometrischen Parameter sowie sonstige
Gro¨ßen sind wie folgt definiert:
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• Schallgeschwindigkeit c0 = 340m/s
• La¨nge des ersten Kanalabschnittes l1 = 0.4m
• La¨nge des zweiten Kanalabschnittes l2 = 0.84m
• Querschnittsverha¨ltnis der Kanalabschnitte Γ = 0.5
In Tabelle 6.1 sind die ersten fu¨nf Eigenfrequenzen angegeben, fu¨r welche eine analytische
Lo¨sung gefunden wurde. Die Modennummer gibt an, ob es sich um einen longitudinalen,
transversalen oder eine Kombination von Moden handelt. Hier wurden entsprechend der
Annahmen nur longitudinale Moden betrachtet.
Tabelle 6.1: Ergebnisse der analytischen Bestimmung von Eigenfrequenzen.







Im Folgenden wird das Vorgehen zur numerischen Ermittlung von Eigenfrequenzen der
vorgestellten Konfiguration (siehe Abbildung 6.5) erla¨utert. Fu¨r die Konfiguration wurde
ein dreidimensionales numerisches Gitter mit 179 000 Knoten erzeugt. Der Einlass und der
Auslass sind im Rechengebiet enthalten, um das akustische Reflexionsverhalten abbilden
zu ko¨nnen (vgl. Abschnitt 6.2).
Tabelle 6.2: Verwendete Anregungsfrequenzen fu¨r die numerische Eigenfrequenzbestimmung.






Das System wurde mit einer Monopolquelle angeregt, dabei wurden unterschiedliche
Schwingungsfrequenzen vorgegeben, welche in der Na¨he der analytisch ermittelten Ei-
genfrequenz der ersten longitudinalen Mode (f = 126Hz) liegen. Es soll dabei untersucht
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werden, ob eine akustische Eigenfrequenz des Systems zu detektieren ist. Die Anregungs-
frequenzen und die korrespondierenden Wellenzahlen sind in Tabelle 6.2 zusammenge-
stellt. Fu¨r die gegebenen Anregungsfrequenzen wurden CAA-Simulationen durchgefu¨hrt.
Dabei wurden Zeitreihen an einem definierten Punkt aufgenommen und anschließend ei-
ner Fast-Fourier-Transformation (FFT) unterzogen. Die sich daraus ergebenden Spektren
sind fu¨r die Fa¨lle k = 1, 3, 4, 5 in Abbildung 6.6 dargestellt. Der Fall k = 2 ist bewusst aus-
gelassen, da hier die Anregungsfrequenz sehr nahe an der interessierenden Eigenfrequenz
liegt und somit nicht sichergestellt ist, dass diese unterschieden werden ko¨nnen.
Anhand der Ergebnisse kann man erkennen, dass neben der Anregungsfrequenz immer
auch eine weitere Frequenz detektiert werden kann, welche auch bei unterschiedlichen
Anregungsfrequenzen konstant bleibt. Diese muss somit eine Eigenschaft des Systems
sein. Man kann diese Frequenz nun mit den in Abschnitt 6.3.1 analytisch bestimmten





















































Abbildung 6.6: Spektrale Auswertung von Zeitreihen fu¨r unterschiedliche Anregungsfrequenzen. Die
Anregungsfrequenz ist jeweils durch einen Pfeil hervorgehoben.
Es kann festgestellt werden, dass eine gute U¨bereinstimmung zwischen der analytisch
bestimmten Eigenfrequenz fanalytisch = 126Hz und der numerisch berechneten Eigenfre-
quenz fnumerisch = 119Hz herrscht. Hierbei ist noch zu beru¨cksichtigen, dass die ana-
lytisch bestimmte Eigenfrequenz prinzipbedingt etwas ho¨her liegt, da hier eine Reflexi-
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on direkt am Ende vorausgesetzt wird. Dies ist physikalisch nicht ganz korrekt, da die
vorliegende Mu¨ndungsreflexion einen etwas nach außen versetzten Druckknoten ausbil-
det [Kurze 1968]. Dieses Verhalten kann mit der numerischen Simulation erfasst werden.
Somit ist eine leichte Unterscha¨tzung der analytischen Ergebnisse konsistent mit den dort
getroffenen Annahmen.
Insgesamt kann festgestellt werden, dass die hier untersuchte Konfiguration erfolgreich
simuliert werden konnte im Hinblick auf das akustische Resonanzverhalten des Systems.





In diesem Kapitel wird die Anwendung der entwickelten integrierten Simulationswerkzeu-
ge auf turbulente Verbrennungssysteme beschrieben. Die untersuchten Konfigurationen
sind dabei sehr unterschiedlich bezu¨glich der Geometrie wie auch den beobachteten phy-
sikalischen Effekten. Fu¨r alle hier vorgestellten Fa¨lle wurden simultane Berechnungen des
reagierenden Stro¨mungsfeldes und des dazugeho¨rigen akustischen Feldes durchgefu¨hrt.
In allen Fa¨llen sind die behandelten Konfigurationen auch experimentell untersucht wor-
den, es stehen Informationen u¨ber das Geschwindigkeitsfeld oder skalare Gro¨ßen wie den
Mischungsgrad zur Verfu¨gung. In den meisten Fa¨llen ko¨nnen beide Arten von physikali-
schen Gro¨ßen validiert werden. Fu¨r alle berechneten Konfigurationen existieren akustische
Messungen an ausgewa¨hlten Messpunkten. Die Ergebnisse der numerischen Berechnungen
werden jeweils mit den experimentellen Daten verglichen, somit ist eine Aussage u¨ber die
Vorhersagequalita¨t der implementierten LES/CAA-Verfahren mo¨glich.
7.1 Turbulente Freistrahlflamme (H3-Flamme)
In diesem Abschnitt werden die Berechnungen einer nicht-vorgemischten,
turbulenten Freistrahl-Flamme vorgestellt, welche im Rahmen des TNF-
Workshops [Barlow 1996-2010] detailliert untersucht wurde und als H3-Flamme
bezeichnet wird. Die breite experimentelle Datenbasis, welche fu¨r diese Konfigura-
tion existiert, besteht aus Messungen des Stro¨mungsfeldes mittels Laser-Doppler-
Anemometrie (LDA) sowie der lokalen chemischen Zusammensetzung des Gemisches
mittels Raman/Rayleigh- und LIF-Techniken (Laser-Induzierte-Fluoreszenz). Hiermit
ist es mo¨glich, die Grobstruktursimulation der H3-Flamme detailliert zu validieren und
somit eine solide Basis fu¨r die Akustiksimulation dieses Falles zu schaffen. Das akustische
Feld wurde bezu¨glich der spektralen Verteilung der Schallintensita¨t im Rahmen der
Combustion Noise Initiative vermessen, diese Messungen werden hier zur Validierung der
CAA-Simulation verwendet.
Die H3-Flamme wurde in vorangegangenen Arbeiten bereits numerisch berechnet. Forkel
und Janicka [Forkel und Janicka 2000] fu¨hren dabei eine Grobstruktursimulation der
H3-Flamme durch. Aufbauend auf dieser Arbeit zeigt [Kempf 2003] ebenfalls im Kon-
text der Grobstruktursimulation weiter verbesserte Vorhersagen der Konfiguration. Ein
hybrides LES/CAA-Verfahren wurde angewandt von [Flemming et al. 2007]. Ausgangs-
punkt dieser Arbeit ist die Lighthillsche Analogie zur Beschreibung der Wellenausbrei-
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Coflow Coflow
Brennstoff
Abbildung 7.1: Darstellung des Funktionsprinzips einer turbulenten, nicht-vorgemischten Freistrahl-
flamme. Der Brennstoff tritt in gasfo¨rmiger Form in das System ein. Die Verbrennung findet bei Umge-
bungsdruck statt. Dargestellt ist eine Momentanaufnahme des Mischungsgradfeldes, die Isolinien kenn-
zeichnen Bedingungen in der Na¨he sto¨chiometrischer Mischung.
tung. [Bui et al. 2008] verwenden ebenfalls einen hybriden LES/CAA-Ansatz, die Basis
bildet dabei der in Abschnitt 4.3 skizzierte Ansatz zur Beschreibung des thermoakusti-
schen Quellterms. Im Unterschied zur vorliegenden Arbeit werden die akustischen Sto¨r-
gleichungen (APE) gelo¨st, dabei werden gute U¨bereinstimmungen der CAA-Simulation
mit experimentellen Ergebnissen u¨ber einen großen Frequenzbereich erzielt.
Im Rahmen dieser Arbeit wurden fu¨r die H3-Flamme Grobstruktursimulationen sowie
akustische Berechnungen unter Verwendung der gekoppelten Lo¨ser FLOWSI und CLAW-
PACK durchgefu¨hrt.
7.1.1 Experimenteller Aufbau
Im Folgenden wird der experimentelle Aufbau der Konfiguration beschrieben. Die H3-
Flamme besteht aus einem zentralen Brennstoffstrom, welcher durch eine runde Du¨se in
einen Coflow (Nebenstrom) eingebracht wird, dieser fu¨hrt die Verbrennungsluft zu. Die
Konfiguration ist in Abbildung 7.1 dargestellt. Der verwendete Brennstoff besteht aus
50 vol% Wasserstoff (H2) und 50 vol% Stickstoff (N2), das Gemisch wird bei Umgebungs-
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temperatur T = 294K zugefu¨hrt. Es ergibt sich ein sto¨chiometrischer Mischungsgrad von
fst = 0.31. Der Du¨sendurchmesser betra¨gt D = 0.008m. Der Brennstoff- und der Oxi-
datorstrom treten mit einer mittleren Geschwindigkeit von 34.8m/s bzw. 0.2m/s in die
Konfiguration ein. Die Reynoldszahl wird mit dem Du¨sendurchmesser sowie den Stoffei-
genschaften des Brennstoffes am Eintritt gebildet und betra¨gt Re = 10 000. Die Viskosita¨t
des Brennstoffes betra¨gt νBr = 2.74 · 10
−5m2/s.
7.1.2 Numerischer Aufbau
Das in FLOWSI fu¨r den vorliegenden Fall verwendete numerische Gitter besteht aus 752
Zellen in axialer Richtung sowie 32 Zellen in Umfangsrichtung und 80 Zellen in radialer
Richtung, es ergeben sich ca. 1.9 · 106 Gitterzellen. In axialer Richtung und entlang des
Umfanges ist das numerische Gitter a¨quidistant. In radialer Richtung sind von der Achse
bis zum Du¨senaußenradius 5 Zellen a¨quidistant verteilt, außerhalb der Du¨se werden die
Gitterzellen in radialer Richtung kontinuierlich erweitert. Die Du¨se ist zum Teil in das
Rechengebiet integriert, die letzten zehn Millimeter sind dabei beru¨cksichtigt. Die Du¨se
selbst wird mit der Technik der immersed boundaries (vgl. Abschnitt 5.1.5) abgebildet.
In axialer Richtung wird ein Bereich von 0.75m abgedeckt, wa¨hrend die Abmessungen
in radialer und azimutaler Richtung 0.2m bzw. 2π betragen. Eine U¨bersicht der daraus
resultierenden Auflo¨sungen ist in Tabelle 7.1 gegeben, das Bogenmaß in Umfangsrichtung
wird aus dem Teilwinkel der Zelle und dem Radius bestimmt (∆y = ∆φ · r).





Wie in Abschnitt 5.3 beschrieben, wurde eine Kopplung von FLOWSI und CLAWPACK
implementiert, bei welcher die beiden verwendeten numerischen Gitter im Bereich der
Grobstruktursimulation zusammenfallen, das Akustikgebiet jedoch einen gro¨ßeren radia-
len Bereich abdeckt.
Fu¨r den Fall der H3-Flamme deckt das Akustik-Gitter einen Bereich von 0.53m in radialer
Richtung ab, wa¨hren die axiale und azimutale Abmessung identisch mit den Abmessun-
gen fu¨r das LES-Gitter (siehe oben) sind. Mit diesen Abmessungen des Rechengebietes
ko¨nnen die akustischen Messpositionen mit in dieses aufgenommen werden. Die Messposi-
tionen befinden sich dabei auf einem Radius von 0.5m sowie verschiedenen axialen Ho¨hen
x/D. Es ist also ein direkter Vergleich von Simulation und Experiment mo¨glich, was eine
deutliche Verbesserung zu dem von Flemming [Flemming 2007] vorgeschlagenen An-
satz darstellt, bei welchem aufgrund der großen Zellanzahl des verwendeten kartesischen,
a¨quidistanten Gitters eine Erstreckung des Rechengebietes bis zu den Messpositionen aus
Rechenzeitgru¨nden nicht mo¨glich war und daher eine Skalierung zu den Messpositionen
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Pos. 2 Pos. 4
Abbildung 7.2: Lage der Positionen, an welchen Zeitreihen des Schalldruckes fu¨r spektrale Analysen des
akustischen Feldes der H3-Flamme aufgenommen werden. Zur Orientierung ist eine Momentanaufnahme
des OH-Massenbruchs dargestellt.
hin vorgenommen werden musste. Es werden Zeitreihen des Schalldruckes an insgesamt
acht verschiedenen Positionen aufgenommen, diese sind der Abbildung 7.2 zu entnehmen.
Mit 135 Zellen in die radiale Richtung sowie - analog zu dem fu¨r die Grobstruktursimu-
lation verwendeten Gitter - 32 Zellen in azimutaler Richtung und 752 Zellen in axialer
Richtung ergeben sich 3 248 640 Zellen fu¨r die Akustiksimulation.
Die H3-Flamme ist hinsichtlich des Stro¨mungsfeldes und der Zusammensetzung des Brenn-
stoffes so ausgelegt, dass die chemischen Vorga¨nge keine große Komplexita¨t aufweisen. Es
findet, wenn u¨berhaupt, nur geringes lokales Verlo¨schen statt. Weiterhin brennt die Flam-
me an der Du¨se angelegt, so dass keine Effekte endlich schneller Chemie betrachtet werden
mu¨ssen. Daher ist es ausreichend, ein Steady-Flamelet-Modell anzuwenden. Die Tabelle
mit chemischen Daten wird wie in den Abschnitten 3.5.1 und 3.5.3 beschrieben, durch
die Simulation eindimensionaler Flamelets mit CHEM1D und anschließender Integration
u¨ber die β-PDF berechnet. Dabei wurde der Mischungsgrad in 200 Stu¨tzstellen sowie die
Varianz in 100 Stu¨tzstellen unterteilt.
Es sind noch geeignete Randbedingungen fu¨r die Simulation der H3-Flamme zu spezifizie-
ren. In Umfangsrichtung ko¨nnen fu¨r alle Gro¨ßen periodische Randbedingungen verwendet
werden. An den radialen Ra¨ndern wird fu¨r die Stro¨mungssimulation der Druckparameter
als konstant zu P˜ = 1bar gesetzt. Es ist damit ein leichtes Ansaugen (engl. Entrainment)
von Masse u¨ber diesen Rand mo¨glich, da fu¨r die Geschwindigkeitskomponenten gleichzeitig
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eine Nullgradient-Randbedingung verwendet wird. Starkes Entrainment fu¨hrt in der Regel
zu numerischen Instabilita¨ten in FLOWSI, daher sind die radialen Ra¨nder mo¨glichst weit
entfernt vom interessierenden Bereich zu legen. Am Auslass wird fu¨r den Druck und die
Geschwindigkeitskomponenten eine Nullgradient-Randbedingung verwendet. Zu beachten
ist dabei auch hier, dass der Rand mo¨glichst weit weg vom interessierenden Bereich liegt.
Am Einlass in das Rechengebiet werden im Bereich des Brennstoffstromes turbulente
Eintrittsrandbedingungen nach der Methode von Klein (vgl. Abschnitt 5.1.4) fu¨r das Ge-
schwindigkeitsfeld vorgegeben. Der Coflow bleibt dabei zeitlich konstant, weiterhin gilt
fu¨r den Druck eine Nullgradient-Randbedingung am Einlass.
Fu¨r den transportierten Mischungsgrad wird am Eintritt in die Du¨se ein Wert von f = 1
vorgegeben, fu¨r den Coflow gilt dann f = 0. Da an den radialen Ra¨ndern Umgebungsluft
zugefu¨hrt werden kann, wird hier ebenfalls f = 0 vorgegeben. Am Austritt wird analog
zu den Impulskomponenten eine Nullgradient-Randbedingung verwendet.
Die Wahl der Randbedingungen fu¨r die Akustik ist vergleichsweise einfach, da an allen
Ra¨ndern eine Abstrahlung stattfindet. Somit wird an allen Rechengebietsra¨ndern die im-
plementierte Sponge Layer-Randbedingung eingesetzt.
Als Initialfeld fu¨r die Grobstruktursimulation wird das am Eintritt vorhandene Profil der
Axialgeschwindigkeit und des Mischungsgrades fu¨r das ganze Rechengebiet verwendet.
Da sich somit schon eine brennende Lo¨sung zu Beginn ergibt, sind keine unphysikalischen
Dichtespru¨nge vorhanden und das numerische Verfahren bleibt stabil. Als Initiallo¨sung fu¨r
die akustische Simulation wird das akustische Feld einfach zu Null gesetzt. Die Grobstruk-
tursimulation wird zuna¨chst mit einer variablen Zeitschrittweite durchgefu¨hrt, wa¨hrend
der simultanen LES/CAA-Berechnung wird diese aus Gru¨nden der besseren spektralen
Auswertbarkeit konstant gehalten und zu ∆t = 0.8 · 10−6s gesetzt.
Anhand der gegebenen ra¨umlichen und zeitlichen Auflo¨sung ko¨nnen die fu¨r die Akus-
tiksimulation relevanten Frequenzauflo¨sungen bestimmt werden. Durch die La¨nge der
Zeitreihen (t = 24ms) ergibt sich als untere zeitliche Grenzfrequenz f ≈ 50Hz. Durch
die Zeitschrittweite ist die obere Grenze mit dem Abtasttheorem nach Shannon durch
f = 1/2∆t = 2500 kHz gegeben. Die durch die ra¨umliche Diskretisierung bedingte Fre-
quenzauflo¨sung kann mit einer Gitterabmessung von ∆xi = 6mm im Bereich der Messpo-
sitionen unter Verwendung der Schallgeschwindigkeit c ≈ 344 m/ s bei Umgebungsbedin-
gungen abgescha¨tzt werden zu f = c/2∆xi ≈ 29 khZ. Bei Beru¨cksichtigung der Tatsache,
dass mehr als ein Gitterpunkt zur Abbildung einer Wellenla¨nge beno¨tigt wird, reduziert
sich die Frequenzauflo¨sung entsprechend, bei Annahme von fu¨nf Punkten pro Wellenla¨nge
zu f ≈ 5800Hz.
7.1.3 Ergebnisse
In diesem Abschnitt erfolgt die Pra¨sentation der erzielten Berechnungsergebnisse, zu-
na¨chst wird das Stro¨mungsfeld mittels der experimentellen Untersuchungen analysiert.
Anschließend werden die aeroakustischen Simulationen mit Experimenten verglichen.
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Reaktive Stro¨mung
Um einen qualitativen Eindruck der H3-Flamme zu geben, sind in Abbildung 7.3 und 7.4













































Abbildung 7.3: Momentanaufnahmen der H3-Flamme. Dargestellt sind eine Schnittansicht des Mi-
schungsgrades (linke Seite) sowie eine Schnittansicht des OH-Massenbruchs (rechte Seite). Die gestrichelte















































Abbildung 7.4: Mittlere Gro¨ßen der H3-Flamme. Dargestellt sind eine Schnittansicht der Axialge-
schwindigkeit (linke Seite) sowie eine Schnittansicht der Schallgeschwindigkeit (rechte Seite).
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Die Momentanaufnahmen des Mischungsgrades und des OH-Massenbruchs geben einen
Eindruck der Turbulenz der Stro¨mung, gleichzeitig wird die Position der Reaktionszone
durch den OH-Massenbruch und den sto¨chiometrischen Mischungsgrad angedeutet. An-
hand der zeitlich gemittelten Axialgeschwindigkeit ist die Verteilung des Impulses des
Brennstoffstroms deutlich erkennbar. Die mittlere Schallgeschwindigkeit umfasst einen
Bereich von c¯ ≈ 350m/s bei Umgebungsbedingungen bis zu c¯ ≈ 850 m/ s im Bereich
der Reaktionszone. Es ist somit ersichtlich, dass der Einfluss einer ra¨umlich variierenden
Schallgeschwindigkeit fu¨r akustische Berechnungen beru¨cksichtigt werden sollte.
Neben den qualitativen Ergebnissen wird die Grobstruktursimulation durch den Vergleich
von statistischen Profilen validiert. Es existieren Messungen an verschiedenen axialen




































































































Abbildung 7.5: Statistische Radialprofile fu¨r die H3-Flamme. Dargestellt sind die Axialgeschwindigkeit
und der Mischungsgrad.
Bei Betrachtung der radialen Profile kann festgestellt werden, dass die vorhergesagte
mittlere Axialgeschwindigkeit und der mittlere Mischungsgrad sehr gut mit experimen-
tellen Ergebnissen u¨bereinstimmen. Die Fluktuation beider Gro¨ßen wird nahe der Du¨se
(x/D = 5) u¨berscha¨tzt, dies spricht fu¨r die Konsistenz der Berechnungen, da der Mi-
schungsgrad auch konvektiv transportiert wird. Eine weitere Erho¨hung der Auflo¨sung der
hier noch sehr du¨nnen Scherschicht ko¨nnte eine Verbesserung erzielen. Eine Folge der
u¨berscha¨tzten Fluktuation ist ein leicht versta¨rktes Aufweiten der Stro¨mung, dies a¨ußert
sich in etwas zu niedrigen Werten fu¨r die mittlere Axialgeschwindigkeit und den mittleren
Mischungsgrad bei x/D = 20 und x/D = 40 nahe der Achse.
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Abbildung 7.6: Statistische Axialprofile fu¨r die H3-Flamme. Neben der Axialgeschwindigkeit und dem
Mischungsgrad sind noch der Verlauf der Temperatur und des OH-Massenbruchs dargestellt.
Die Beobachtungen fu¨r die radialen Profile werden besta¨tigt durch die statistischen Axi-
alprofile, welche in Abbildung 7.6 dargestellt sind. Hier werden mit der Temperatur und
dem OH-Massenbruch auch chemische Gro¨ßen betrachtet, fu¨r welche ebenfalls eine gute
U¨bereinstimmung mit experimentellen Untersuchungen erreicht werden. Es ist also ge-
rechtfertigt, die durchgefu¨hrte Grobstruktursimulation als Basis fu¨r die Simulation der
Schallemission der H3-Flamme zu verwenden.
Aeroakustik
Fu¨r die Simulation des akustischen Feldes wird die Formulierung des thermoakustischen





). Dieser ist in Abbildung 7.7
dargestellt. Es sind sehr große Beitra¨ge in Du¨senna¨he bis zu x/D ≈ 20 beobachten.
In diesem Bereich sind diese auch zu erwarten, da die Mischungsschicht hier noch sehr
du¨nn ist und somit auf kleinem Raum große Dichtegradienten vorhanden sind. Aufgrund
der Turbulenz der Stro¨mung fu¨hrt dies unmittelbar zu großen zeitlichen A¨nderungen der
Dichte. Es sind jedoch auch Beitra¨ge weiter stromab (x/D ≈ 45) zu verzeichnen. In diesen
Bereichen magert das Gemisch langsam ab, so dass sich aufgrund des hier steilen Verlaufs
der Dichte im Mischungsgradraum (vgl. Abbildung 3.1) ebenfalls große Dichtevariationen
ergeben.
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Zur besseren Visualisierung ist die Skala begrenzt, punktweise ergeben sich Werte von Qd ≈ 10
3kg/(m3s).
Abbildung 7.8: Schnittansicht des akustischen Feldes der H3-Flamme. Dargestellt ist der Schalldruck
in Pa.
Um einen mo¨glichst guten Eindruck des resultierenden Schallfeldes zu geben, wird dieses
sowohl in einer Schnittansicht (Abbildung 7.8) sowie in einer dreidimensionalen Ansicht
pra¨sentiert (Abbildung 7.9). Es ist zu erkennen, dass die thermoakustische Quelle spha¨ri-
sche Wellenausbreitungsmuster erzeugt, besonders deutlich sind diese im Du¨sennahbereich
x/D ≈ 10 zu erkennen.
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Abbildung 7.9: Dreidimensionale Ansicht des akustischen Feldes der H3-Flamme. Dargestellt ist der
Schalldruck in Pa.
Es fa¨llt dabei auf, dass die Schallabstrahlung in diesem Bereich eine perfekte Umfangs-
symmetrie aufweist. Diese ist weiter stromab (x/D ≈ 80) nicht mehr so stark ausgepra¨gt.
In Abbildung 7.10 sind fu¨r ausgewa¨hlte Positionen die aufgenommenen Zeitreihen darge-
stellt. Die ersten 10 000 Zeitschritte sind hier nicht enthalten und auch bei der spektralen
Auswertung nicht beru¨cksichtigt, da zuna¨chst die Initiallo¨sung durch das Rechengebiet
propagieren muss. Von den vier entlang des Umfangs verteilten Positionen sind die je-
weils gegenu¨berliegenden Positionen fu¨r beide axialen Ho¨hen dargestellt. Es ist dabei zu
erkennen, dass die Variation in Umfangsrichtung nur marginal ist, dies ist aufgrund der
Rotationssysmmetrie zu erwarten. Etwas u¨berraschender ist die Tatsache, dass auch bei
Vergleich der beiden axialen Ho¨hen nur sehr geringe Unterschiede festzustellen sind.
Um die Vorhersagequalita¨t der Akustiksimulation zu bewerten, werden die an den bereits
definierten Punkten aufgenommenen Zeitreihen bezu¨glich ihres spektralen Gehalts analy-
siert, es erfolgt ein Vergleich mit experimentell bestimmten Spektren. Die Zeitreihenla¨nge
ist so gewa¨hlt, dass diese aus insgesamt 215 Stu¨tzstellen bestehen, somit kann eine Fast-
Fourier-Transformation (FFT) verwendet werden. Um ein mo¨glichst geringes spektrales
Rauschen zu erhalten, wird eine von [Welch 1967] vorgeschlagene Methode zur spek-
tralen Auswertung der Zeitreihen verwendet. Hierbei wird die originale Zeitreihe in acht
gleich große Teile aufgespalten. Diese u¨berlappen sich dabei um 50%, so dass kein Infor-
mationsverlust durch die fu¨r jedes Teilstu¨ck angewendete Fensterfunktion entsteht. Es
wird dabei ein Hamming-Window benutzt, siehe beispielsweise [Harris 1978]. In Abbil-
dung 7.11 ist ein Vergleich von numerisch ermittelten Spektren gegeben, bei welchen eine
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Abbildung 7.10: Zeitreihen des Schalldruckes an zwei einander gegenu¨berliegenden Positionen entlang
















Abbildung 7.11: Vergleich von unterschiedlichen Verfahren zur Fast-Fourier-Transformation.Die durch-
gezogene Linie korrespondiert mit einer konventionellen Fast-Fourier-Transformation, wa¨hrend die punk-
tierte Linie die Fast-Fourier-Transformation mittels der Methode von Welch repra¨sentiert.
identische Zeitreihe mittels konventioneller FFT und der Methode nach Welch analysiert
wurde. Die Reduktion des spektralen Rauschens ist deutlich zu erkennen. Der abschließen-
de Vergleich von Akustiksimulation und Experiment ist in Abbildung 7.12 dargestellt, es
werden die beiden definierten axialen Ho¨hen betrachtet. Es ist eine sehr gute U¨bereinstim-
mung von Experiment und numerischer Berechnung festzustellen. Dies gilt insbesondere
fu¨r den Frequenzbereich f < 2000Hz. Oberhalb dieses Bereiches ist eine U¨berscha¨tzung
der experimentellen Spektren zu beobachten, dies gilt fu¨r beide axialen Ho¨hen. Sowohl
die experimentellen als auch die simulierten Spektren zeigen sehr geringe axiale Variati-
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Abbildung 7.12: Vergleich von experimentell ermittelten Spektren und numerischen Berechnungen
an zwei verschiedenen axialen Ho¨hen. Zugrunde liegt jeweils die Darstellung der spektralen Dichte der
Schallintensita¨t J .
on. Dies ist konsistent mit den Betrachtungen zu den Zeitreihen des Schalldruckes, wo
ebenfalls sehr geringe Variationen festgestellt werden.
7.1.4 Bewertung
Fu¨r die Grobstruktursimulation der H3-Flamme ergibt sich eine sehr gute Vorhersage
des Geschwindigkeitsfeldes sowie eine gute Vorhersage von chemischen Gro¨ßen. Als eine
wichtige Einflussgro¨ße kann die turbulente Einstromrandbedingung fu¨r die Geschwindig-
keitskomponenten genannt werden. Hiermit ist es mo¨glich, die Aufweitung des Strahles
sehr gut zu berechnen. Die durch das gewa¨hlte Gitter gegebene Auflo¨sung ist ausreichend
fu¨r die H3-Flamme.
Die Berechnung des akustischen Feldes zeigt ebenfalls eine sehr gute U¨bereinstimmung mit
experimentellen Ergebnissen mit einer leichten U¨berscha¨tzung im hochfrequenten Bereich.
Dies ist insofern vielversprechend, da der Simulation eine vereinfachte Beschreibungsweise
der thermoakustischen Quellen zugrunde liegt und somit eine Beru¨cksichtigung der voll-
sta¨ndigen rechten Seite der Grundgleichung nicht notwendig ist. Die Abweichungen im
hochfrequenten Bereich mu¨ssen weiterhin nicht unbedingt durch Unzula¨nglichkeiten in
der physikalischen Beschreibung verursacht werden. Sie ko¨nnen mo¨glicherweise durch das
in CLAWPACK verwendete numerische Verfahren zur Approximation der Gleichungen
begru¨ndet sein, bei welchem besonders fu¨r kleine Wellenla¨ngen (und damit hohe Frequen-
zen) die Schallwellen durch numerische Dispersion beeinflusst werden ko¨nnten.
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7.2 Turbulente Freistrahlflamme (DLR-A-Flamme
und DLR-B-Flamme)
Neben der H3-Flamme wurde eine zweite turbulente, nicht-vorgemischte Freistrahl-
flamme berechnet, die DLR-Flamme. Es existieren zwei Varianten dieser Flamme, die
sich in ihrer globalen Reynoldszahl unterscheiden. Sie werden bezeichnet als DLR-
A-Flamme und DLR-B-Flamme. Auch diese Flammen sind Gegenstand des TNF-
Workshops [Barlow 1996-2010] und somit stehen hier wiederum detaillierte Validie-
rungsdaten zur Verfu¨gung. Das Geschwindigkeitsfeld wurde fu¨r die DLR-A-Flamme mit-
tels LDA-Techniken vermessen von [Schneider et al. 2003]. Weiterhin existieren fu¨r bei-
de Flammen Informationen u¨ber die chemische Zusammensetzung, diese wurden mit
Raman/Rayleigh-Techniken [Renfro et al. 2000a, Renfro et al. 2000b] sowie mittels
LIF-Verfahren [Bergmann et al. 1998] vermessen. Die Validierung von akustischen Be-
rechnungen kann durch den Vergleich von simulierten und experimentell bestimmten spek-
tralen Verteilungen des Schalldruckpegels geschehen, die Messungen wurden fu¨r beide
Flammen durchgefu¨hrt von [Singh et al. 2003, Singh et al. 2004].
Die DLR-A-Flamme und die DLR-B-Flamme wurden auch in anderen Arbeiten nume-
risch untersucht. [Kempf et al. 2001] berechnen eine Grobstruktursimulation der DLR-
A-Flamme. Gekoppelte Simulationen von reagierender Stro¨mung und Akustik mit der
akustischen Analogie von Lighthill als Basis zeigt [Flemming 2007]. Eine integrale Lo¨-
sung der Wellengleichung im Fernfeld berechnen [Ihme et al. 2006]. Weiterhin pra¨sentie-
ren [Ihme et al. 2007] Simulationen auf Basis einer Wellengleichung mit variabler Schall-
geschwindigkeit. [Bui et al. 2007a] berechnen Lo¨sungen der akustischen Sto¨rgleichungen
(APE) fu¨r die DLR-A-Flamme. Es werden gute U¨bereinstimmungen mit experimentellen
Ergebnissen erzielt. Ein Ansatz, der auf der stochastischen Modellierung von Schallquellen
in Kombination mit einem RANS-Verfahren beruht, wird von [Mu¨hlbauer et al. 2009]
fu¨r beide Flammen vorgestellt.
In dieser Arbeit wird die DLR-A-Flamme sowohl mit den gekoppelten Lo¨sern FLOWSI
und CLAWPACK als auch mit dem integrierten Simulationswerkzeug bestehend aus FAS-
TEST und PIANO berechnet. Die DLR-B-Flamme wird nur mit FASTEST und PIANO
untersucht.
7.2.1 Experimenteller und numerischer Aufbau
Die DLR-Flammen bestehen wie die H3-Flamme aus einer zentralen Brennstoffdu¨se
und einem Coflow aus Luft bei Umgebungsbedingungen. Vorteilhaft wirkt sich dabei
aus, dass der Du¨sendurchmesser identisch mit dem der H3-Flamme ist (D = 0.008m).
Der Brennstoff besteht aus einem Gemisch von Methan, Wasserstoff und Stickstoff
mit 22.1/33.2/44.7 vol% CH4/H2/N2. Der sto¨chiometrische Mischungsgrad betra¨gt fst =
0.167. Damit ergibt sich im Vergleich zur H3-Flamme ein steilerer Verlauf der Dichte
u¨ber dem Mischungsgrad. Der Brennstoff- und der Oxidatorstrom treten mit einer mitt-
leren Geschwindigkeit von 44.2m/s bzw. 0.3m/s fu¨r den Fall der DLR-A-Flamme in die
Konfiguration ein.
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Im Fall der DLR-B-Flamme betra¨gt die mittlere Axialgeschwindigkeit des Brennstoff-
stroms am Eintritt 63.3m/s bei unvera¨nderten Bedingungen fu¨r den Oxidatorstrom. Die
globale Reynoldszahl wird gebildet mit den Stoffeigenschaften am Brennstoffeinlass und
dem Du¨sendurchmesser und ergibt sich zu Re = 15200 fu¨r die DLR-A-Flamme und zu
Re = 22800 fu¨r die DLR-B-Flamme. Die Viskosita¨t des Brennstoffes am Einlass betra¨gt
νBr = 1.56 · 10
−5m2/ s.
Aufgrund des identischen Du¨sendurchmessers der DLR-Flammen und der H3-Flamme ist
es mo¨glich, fu¨r die Berechnungen mit FLOWSI das Gitter aus den Berechnungen zur
H3-Flamme zu verwenden. Die Messpositionen des Schalldruckpegels liegen fu¨r den Fall
der DLR-Flammen auf einem Radius von r = 0.4m. Im Vergleich zu den Messungen der
H3-Flamme (r = 0.5m) kann das akustische Rechengebiet fu¨r die Simulation mit CLA-
WPACK in radialer Richtung damit etwas ku¨rzer gehalten werden. Es wird bis zu einem
Radius von r = 0.44m gerechnet, dabei werden in die radiale Richtung 120 Zellen ver-
wendet (Zum Vergleich: 135 Zellen bei der H3-Flamme). Die resultierenden Auflo¨sungen
sind weitestgehend identisch mit dem Gitter, welches fu¨r die H3-Flamme verwendet wird.
Fu¨r die Berechnungen der DLR-A-Flamme und der DLR-B-Flamme mit FASTEST und
PIANO werden zuna¨chst Berechnungsgitter mit dem Gittergenerator IcemCFD erstellt.
Es kommen zwei unterschiedliche Gitter zum Einsatz, mit einem Gitter wird nur die
Grobstruktursimulation berechnet (Gitter A), wa¨hrend mit einem weiteren Gitter sowohl
Stro¨mungs- als auch Akustiksimulation berechnet werden (Gitter B). Diese Vorgehenswei-
se wird im Folgenden erla¨utert. Wie in Abschnitt 5.3.2 erla¨utert, beruht die Kopplung von
FASTEST und PIANO auf dem gleichen numerischen Gitter, daher muss sich in diesem
Fall das Berechnungsgebiet fu¨r beide Simulationswerkzeuge in radialer Richtung bis hin
zu den akustischen Messpositionen erstrecken. Um hier im Vorfeld die Grobstruktursimu-
lation effizient auf ihre Vorhersagequalita¨t pru¨fen zu ko¨nnen, wird mit Gitter A nur der
fu¨r die Stro¨mungssimulation relevante physikalische Bereich abgedeckt.
Das Gitter A ist dabei in axialer und azimutaler Richtung a¨quidistant, in radialer Rich-
tung findet eine Expansion der Gitterzellen statt, es ist also stark angelehnt an die aus
FLOWSI bereits bekannte Gitterstruktur, es wird keine dezidierte Blockstruktur verwen-
det. Mit Gitter B wird der gesamte interessierende Bereich einschließlich der akustischen
Messpositionen abgedeckt. Dieses Gitter ist durch Verwendung von vielen einzelnen Blo¨-
cken und dreidimensionalen O-Gittern so optimiert, dass sich trotz des großen Radius am
Rechengebietsrand nur gering verzerrte Kontrollvolumina ergeben. Zusa¨tzlich wurde von
der in IcemCFD zur Verfu¨gung stehenden Mo¨glichkeit der Gitteroptimierung durch das
Lo¨sen von speziellen elliptischen Differentialgleichungen Gebrauch gemacht.
Eine Ansicht der Blockstruktur von Gitter B ist in Abbildung 7.13 gegeben. Erwa¨hnens-
wert ist die Tatsache, dass die Du¨se fu¨r beide Gitter auf einer La¨nge von zehn Du¨sen-
durchmessern in das Rechengebiet integriert ist. Die hier abzubildenden Wa¨nde werden
als unendlich du¨nn modelliert. Das Gitter A besteht aus ca. 1.4 · 106 Kontrollvolumen,
wa¨hrend das Gitter B ca. 1.7 · 106 Zellen beinhaltet. Die resultierenden Auflo¨sungen sind
in Tabelle 7.2 zusammengestellt.
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Abbildung 7.13: Ansicht der Blockstruktur des Gitters B, welches in FASTEST und PIANO fu¨r
die Simulation der DLR-A-Flamme und der DLR-B-Flamme verwendet wird. Zusa¨tzlich ist noch ein
Ausschnitt des Gitters dargestellt, in diesem ist der gla¨ttende Effekt der Gitteroptimierung sichtbar. Alle
Abmessungen sind in Meter angegeben.
Tabelle 7.2: Typische Abmessungen der Kontrollvolumina fu¨r die verwendeten numerischen Gitter.
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Aus Sicht der Verbrennungsmodellierung ist die DLR-A-Flamme einfacher zu beschrei-
ben als die DLR-B-Flamme. Wa¨hrend bei der DLR-A-Flamme kein lokales Verlo¨schen
auftritt, ist dieser Effekt bei der DLR-B-Flamme zumindest ansatzweise zu beobach-
ten [Schneider et al. 2003]. Dennoch wird fu¨r beide Flammen ein Flamelet-Modell ver-
wendet. Die mit CHEM1D erzeugte Tabelle mit den chemischen Daten beinhaltet 200
Stu¨tzstellen fu¨r den Mischungsgrad und 100 Stu¨tzstellen fu¨r die Varianz des Mischungs-
grades.
Die Wahl der Randbedingungen erfolgt im Rahmen von FLOWSI und CLAWPACK ana-
log zu der Simulation der H3-Flamme (vgl. Abschnitt 7.1). Der einzige Unterschied besteht
darin, dass fu¨r den Fall der DLR-A-Flamme keine turbulenten Einstromdaten vorgegeben
werden.
Zur Vervollsta¨ndigung des numerischen Aufbaus werden noch Randbedingungen fu¨r die
Simulationen mit FASTEST und PIANO beno¨tigt. Fu¨r die Axialgeschwindigkeit wird am
Einstrom ein Blockprofil entsprechend der bekannten mittleren Eintrittsgeschwindigkeit
vorgegeben, die u¨brigen Impulskomponenten werden zu Null gesetzt. Die radialen Be-
grenzungen des Rechengebietes werden als feste Wa¨nde modelliert, diese Annahme ist
besonders fu¨r Gitter B aufgrund der großen radialen Abmessung nicht sehr restriktiv.
An festen Wa¨nden gilt dabei die Haftbedingung (ui = 0). Am Ausstrom wird Gebrauch
von der konvektiven Ausstromrandbedingung (vgl. Abschnitt 5.1.6) gemacht. Fu¨r den
Druckparameter wird an allen Rechengebietsra¨ndern eine Nullgradient-Randbedingung
angesetzt, es erfolgt also keine Korrektur des Druckes auf dem Rand.
Es verbleibt noch die Spezifizierung von Randbedingungen fu¨r den transportierten Mi-
schungsgrad. Am Einstromrand wird der Wert fu¨r den Mischungsgrad im Bereich des
Brennstoffstromes zu f = 1 gesetzt, wa¨hrend im Coflow analog f = 0 gilt. An festen Wa¨n-
den sowie am Ausstrom wird fu¨r den transportierten Mischungsgrad eine Nullgradient-
Randbedingung verwendet. Fu¨r die akustischen Gro¨ßen wird an den radialen Ra¨ndern
sowie am Eintritt die Abstrahl-Randbedingung (vgl. Abschnitt 5.2.2) verwendet, wa¨hrend
am Auslass die Sponge Layer-Randbedingung zum Einsatz kommt. Dies ist erforderlich,
da der Abstrahl-Randbedingung die Annahme eines quellenfreien Feldes zu Grunde liegt.
Dies ist in der Na¨he des Auslasses nicht gegeben, hier ko¨nnen noch große Beitra¨ge des
thermoakustischen Quellterms beobachtet werden. An den festen Wa¨nden der Du¨se wird
die entsprechende Wandrandbedingung (siehe Abschnitt 5.2.2) vorgegeben.
Fu¨r die Berechnungen mit FLOWSI wird das Initialfeld analog zur Simulation der H3-
Flamme bestimmt durch die Eintrittsprofile von Axialgeschwindigkeit und Mischungsgrad.
Die Verbrennungssimulation in FASTEST wird hingegen anders behandelt. Zuna¨chst wird
eine isotherme Mischungslo¨sung berechnet und von dieser ausgehend durch die Einblen-
dung des Terms ∂ρ/∂t u¨ber zehn Zeitschritte die reagierende Lo¨sung etabliert. Das akus-
tische Feld wird zu Beginn im ganzen Rechengebiet zu Null gesetzt.
Fu¨r den spektralen Vergleich von Akustiksimulation und Experiment werden wiederum
Zeitreihen des Schalldruckes aufgenommen, die entsprechenden Positionen sind in Abbil-
dung 7.14 dargestellt.
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Abbildung 7.14: Lage der Positionen, an welchen Zeitreihen des Schalldruckes fu¨r spektrale Ana-
lysen des akustischen Feldes der DLR-Flammen aufgenommen werden. Analog zu den Simulationen
zur H3-Flamme werden vier Positionen entlang des Umfangs verwendet. Zur Orientierung ist der OH-
Massenbruch dargestellt.
Zur Entdimensionierung der linearisierten Euler-Gleichungen wird die charakteristische
La¨nge zu L = 1m gesetzt. Die Referenzschallgeschwindigkeit und die Referenzdichte wer-
den mit den Umgebungsbedingungen zu c∞ = 344.35m/ s bzw. ρ∞ = 1.19 kg/m
3 gesetzt.
7.2.2 Ergebnisse
In diesem Abschnitt werden die Ergebnisse der Berechnungen zu den DLR-Flammen pra¨-
sentiert, fu¨r die DLR-A-Flamme ist dabei ein Vergleich der beiden in dieser Arbeit ver-
wendten hybriden LES/CAA-Verfahren mo¨glich. Weiterhin werden die Ergebnisse der
Berechnungen zur DLR-B-Flamme vorgestellt.
Reaktive Stro¨mung
In Abbildung 7.15 ist zuna¨chst ein qualitativer Vergleich der drei berechneten Freistrahl-
flammen anhand einer Momentanaufnahme der Schallgeschwindigkeit dargestellt. Sehr
deutlich erkennbar ist der Unterschied zwischen der H3-Flamme und der DLR-A-Flamme.
Dies ist nicht nur durch die unterschiedliche Reynoldszahl, sondern auch durch das unter-
schiedliche chemische System begru¨ndet. Der sto¨chiometrische Mischungsgrad betra¨gt fu¨r
die H3-Flamme fst = 0.31, wa¨hrend dieser fu¨r die DLR-Flammen fst = 0.167 betra¨gt. Mit
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Abbildung 7.15: Qualitativer Vergleich der berechneten nicht-vorgemischten Freistrahlflammen. Dar-
gestellt ist jeweils eine Momentanaufnahme der Schallgeschwindigkeit der H3-Flamme (links) sowie der
DLR-A-Flamme (Mitte) und der DLR-B-Flamme (rechts).
dem niedrigeren sto¨chiometrischen Mischungsgrad ergibt sich somit eine deutlich gro¨ßere
Flammenla¨nge fu¨r die DLR-Flammen. Bei einem Vergleich der DLR-A-Flamme und der
DLR-B-Flamme sind nur geringe Unterschiede festzustellen.
Die Validierung der Grobstruktursimulation erfolgt durch den Vergleich von statistischen
Radialprofilen. Diese sind fu¨r den Fall der DLR-A-Flamme in Abbildung 7.16 und Abbil-
dung 7.17 dargestellt, der Vergleich erfolgt bei verschiedenen axialen Ho¨hen.
Es kann festgestellt werden, dass mit allen durchgefu¨hrten Grobstruktursimulationen sehr
gute U¨bereinstimmungen mit den experimentellen Ergebnissen erreicht werden ko¨nnen.
Bei Betrachtung der Fluktuation der Axialgeschwindigkeit fa¨llt bei x/D = 10 auf, dass
durch die Berechnungen mit FLOWSI (LES A) eine leicht erho¨hte Standardabweichung
vorhergesagt wird. Dieser Effekt wird in a¨hnlicher Form auch bei den Simulationen der
H3-Flamme mit FLOWSI festgestellt (vgl. Abbildung 7.5). Auch in anderen Arbeiten
mit FLOWSI ist dieser Effekt dokumentiert [Kempf 2003, Flemming 2007]. Weiterhin
ist noch der Effekt der in FLOWSI an den radialen Rechengebietsgrenzen verwendeten
Druckrandbedingung zu erkennen. Wie bereits erla¨utert wurde, ist hiermit ein Ansaugen
von Masse u¨ber den radialen Rand mo¨glich. Das hat eine etwas erho¨hte mittlere Axial-
geschwindigkeit nahe des Auslasses (x/D = 80) im Vergleich zu den Berechnungen mit
FASTEST zur Folge. Die U¨bereinstimmung der Simulation mit FLOWSI und dem Ex-
periment ist in dieser Ebene demnach noch genauer im Vergleich zu den Berechnungen
mit FASTEST. Die Analyse der statistischen Profile fu¨r den Mischungsgrad besta¨tigt
die sehr gute U¨bereinstimmung von Simulation und Experiment fu¨r alle Simulationen.
Am Du¨senaustritt x/D = 0 existieren keine Messdaten fu¨r skalare Gro¨ßen, aus Gru¨nden
der Vollsta¨ndigkeit ist der Mischungsgrad hier dennoch dargestellt. Es ist zu erkennen,
dass alle Berechnungen nahezu identische Vorhersagen fu¨r den mittleren Mischungsgrad
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Abbildung 7.16: Statistische Radialprofile der DLR-A-Flamme. Dargestellt sind die Axialgeschwin-
digkeit (links) und der Mischungsgrad (rechts). Es werden Berechnungen mit FLOWSI (LES A) sowie
Simulationen mit FASTEST auf Gitter A (LES B) und Gitter B (LES C) gezeigt.
aufweisen, lediglich die Fluktuation offenbart geringe Unterschiede. Konsistent zu der
hervorragenden Vorhersage der mittleren Axialgeschwindigkeit durch die Berechnung mit
FLOWSI nahe des Auslasses x/D = 80 ergibt sich fu¨r diese Berechnung eine ebenso gute
Vorhersage des Mischungsgrades bei x/D = 80.
Der bereits zuvor festgestellte Effekt der etwas besseren Vorhersage der ho¨chsten axialen
Position durch die Berechnungen mit FLOWSI (LES A) ist besonders ausgepra¨gt bei
einem Vergleich von chemischen Gro¨ßen festzustellen (siehe Abbildung 7.17).
Entsprechend wird auch die Fluktuation der Temperatur besonders fu¨r die letzten drei
axialen Ho¨hen x/D = 40 bis x/D = 80 mit dieser Berechnung etwas besser vorhergesagt
im Vergleich zu den u¨brigen Simulationen. Konsistent wird auch der OH-Massenbruch
von dieser Berechnung am besten vorhergesagt.
Fu¨r die DLR-B-Flamme existieren keine Messungen des Geschwindigkeitsfeldes, daher
wird das berechnete Geschwindigkeitsfeld mit dem der DLR-A-Flamme verglichen, um zu-
mindest einen qualitativen Eindruck zu erhalten. Alle Berechnungen zur DLR-B-Flamme
wurden auf Gitter B durchgefu¨hrt (siehe Tabelle 7.2). Fu¨r die chemische Zusammenset-
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Abbildung 7.17: Statistische Radialprofile der DLR-A-Flamme. Dargestellt sind die Temperatur (links)
und der OH-Massenbruch (rechts). Es werden Berechnungen mit FLOWSI (LES A) sowie Simulationen
mit FASTEST auf Gitter A (LES B) und Gitter B (LES C) gezeigt.
zung existieren Messungen und somit kann hier ein quantitativer Vergleich erfolgen. Die
ermittelten statistischen Profile sind in Abbildung 7.18 dargestellt.
Anhand des Vergleiches mit der berechneten Axialgeschwindigkeit der DLR-A-Flamme
wird ersichtlich, dass die Axialgeschwindigkeit der DLR-B-Flamme ein zu erwartendes
Verhalten aufweist. Der Einfluss des ho¨heren Austrittsimpulses auf die mittlere Geschwin-
digkeit ist nahe der Achse in allen axialen Ho¨hen deutlich sichtbar. Durch diffusive Kra¨fte
wird dieser ho¨here Impuls entsprechend verteilt, auch dies ist gut zu erkennen. Das Fluk-
tuationsniveau ist am Du¨senaustritt x/D = 0 noch anna¨hernd gleich groß, im weiteren
Fortschritt etablieren sich erwartungsgema¨ß deutlich gro¨ßere Fluktuationen fu¨r den Fall
der DLR-B-Flamme. Ab einer Ho¨he von x/D = 10 ist diese Entwicklung auch auf der
Symmetrieachse zu sehen. Der berechnete Mischungsgrad kann mit experimentellen Da-
ten verglichen werden. Man kann erkennen, dass die Vorhersage sehr gut gelingt, bei allen
axialen Ho¨hen ist der berechnete Mischungsgrad in exzellenter U¨bereinstimmung mit den
experimentellen Untersuchungen. Auch die Fluktuation erweist sich insgesamt als sehr gut
vorhergesagt.
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Abbildung 7.18: Statistische Radialprofile der DLR-B-Flamme. Es werden Berechnungen mit FAS-
TEST gezeigt. Dargestellt sind die Axialgeschwindigkeit (links) und der Mischungsgrad (rechts). Allen
Berechnungen liegt das Gitter B zugrunde.
Aeroakustik
Aus den Ausfu¨hrungen in Kapitel 4 ist ersichtlich, dass im Rahmen einer detaillierten
Beschreibung des durch Verbrennung erzeugten akustischen Feldes eine ra¨umlich variable
Schallgeschwindigkeit beru¨cksichtigt werden sollte. Um den Einfluss einer ra¨umlich va-
riablen Schallgeschwindigkeit auf das akustische Feld darzustellen, wird fu¨r den Fall der
DLR-A-Flamme eine Akustiksimulation mit einer isothermen, ruhenden Hintergrundstro¨-
mung bei Umgebungsbedingungen durchgefu¨hrt, der thermoakustische Quellterm bleibt
dabei unvera¨ndert. Der Vergleich mit einer Simulation, bei welcher die mittels der Grob-
struktursimulation berechnete, tatsa¨chliche Hintergrundstro¨mung zugrunde liegt, ist in
Abbildung 7.19 gegeben. Es ist ein deutlicher Unterschied im simulierten Schalldruckfeld
zu erkennen. Die Simulation mit isothermer, ruhender Hintergrundstro¨mung ist charak-
terisiert durch eine u¨ber das ganze Rechengebiet perfekt spha¨rische Schallausbreitung.
Im Bereich x/D ≈ 40 bis zu x/D = 80 ko¨nnen Schallwellen mit sehr kleiner Wellen-
la¨nge beobachtet werden. Die Simulation mit der durch die Grobstruktursimulation be-
rechneten Hintergrundstro¨mung hingegen zeigt besonders im Bereich x/D = 0 bis zu
x/D ≈ 40 hingegen keine perfekt spha¨rische Schallausbreitung mehr. Dies ist aufgrund
103
Kapitel 7 Turbulente Verbrennungssysteme
der Beschleunigung der Schallwellen im Bereich der Flamme ein Ergebnis, das konsis-
tent mit der Erwartung ist. Die Schallwellen mit sehr kleiner Wellenla¨nge scheinen fu¨r
den Fall der reagierenden Hintergrundstro¨mung weniger ausgepra¨gt zu sein. Dies ist ver-
mutlich begru¨ndet durch die Verschiebung hin zu gro¨ßeren Wellenla¨ngen beim Passieren
der Flammenfront. Die Gro¨ßenordnung der Amplituden vera¨ndert sich nicht durch die
unterschiedliche Hintergrundstro¨mung.
Abbildung 7.19: Vergleich von Akustiksimulationen zur DLR-A-Flamme: Propagation der Schallwellen
durch eine isotherme, ruhende mittlere Stro¨mung (linke Seite) sowie der Propagation durch eine reagieren-
de mittlere Stro¨mung (rechte Seite). Der thermoakutische Quellterm ist fu¨r beide Simulationen identisch.
Dargestellt ist der Schalldruck in dimensionsloser Form.
Der Vergleich von simulierten Spektren mit experimentellen Ergebnissen erfolgt an vier
unterschiedlichen axialen Ho¨hen und wird in Abbildung 7.20 pra¨sentiert. Es ist sowohl fu¨r
die Simulationen als auch fu¨r das Experiment eine breitbandige Schallabstrahlung u¨ber
einen breiten Frequenzbereich festzustellen. In einem Frequenzbereich von f = 200Hz
bis x/D ≈ 3000Hz werden die experimentell bestimmten Amplituden dabei von der
Simulation um bis zu 10 dB unterscha¨tzt, im ho¨heren Frequenzbereich werden die ersten
drei axialen Positionen x/D = 0, x/D = 12 und x/D = 25 dagegen sehr gut vorhergesagt.
Bei der letzten axialen Position x/D = 37 findet im oberen Frequenzbereich hingegen eine
leichte U¨berscha¨tzung statt.
Eine sehr interessante Erkenntnis ergibt sich bei dem direkten Vergleich der Ergebnisse
der Simulationen mit FLOWSI/CLAWPACK auf der einen und FASTEST/PIANO auf
der anderen Seite. Man kann erkennen, dass beide Simulationsverfahren trotz der sehr
unterschiedlichen numerischen Techniken eine nahezu identische Vorhersage liefern.
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Abbildung 7.20: Vergleich von simulierten und mittels experimenteller Daten bestimmten Spektren des
Schalldruckpegels der DLR-A-Flamme. Es werden Berechnungen mit CLAWPACK (CAA 1) und PIANO
(CAA 2) gezeigt.
Die etwas gro¨ßere Rauschamplitude in der Rechnung mit FASTEST/PIANO ist durch
die ho¨here Anzahl an Stu¨tzstellen fu¨r die Fast-Fourier-Transformation (214 Stu¨tzstellen
fu¨r die Simulationen mit FLOWSI/CLAWPACK bzw. 215 Stu¨tzstellen fu¨r die Simulation
mit FASTEST/PIANO) begru¨ndet. Die Vorhersage ist insgesamt befriedigend, aufgrund
der zu niedrigen Amplituden im unteren Frequenzbereich ist es jedoch wu¨nschenswert,
weitere Untersuchungen anzustellen.
Daher wird die Simulation der DLR-A-Flamme nochmals auf einem modifizierten nume-
rischen Gitter durchgefu¨hrt, als wesentlicher Unterschied wird dabei das Rechengebiet in
axialer Richtung verla¨ngert, um so auch mo¨gliche Beitra¨ge zum thermoakustischen Quell-
term zu erhalten, welche weiter stromab entstehen. Die Verla¨ngerung des Rechengebietes
scheint insbesondere gerechtfertigt bei einer erneuten Betrachtung der Schallgeschwin-
digkeit in Abbildung 7.15, am Ende des Rechengebietes x/D = 87 ist ein noch stark
heterogenes Feld zu beobachten. Weiterhin ist zu beru¨cksichtigen, dass die verwendete
Sponge Layer-Randbedingung einen Einfluss in das Rechengebiet hinein ausu¨bt (vgl. Ab-
schnitt 5.2.2), auch dieser Umstand ko¨nnte ungu¨nstig sein. Aufgrund der Tatsache, dass
sich akustische Wellen auch stromauf ausbreiten, ist es denkbar, dass Beitra¨ge zum ther-
moakustischen Quellterm in einem Bereich stromab von x/D = 87 auch einen Einfluss auf
das gesamte akustische Feld haben und damit auf die Ergebnisse an allen Messpositionen.
Konsistent zu den bisher verwendeten Gittern wird das modifizierte Gitter als Gitter C
bezeichnet.
Das Rechengebiet wird verla¨ngert von x/D = 87 auf x/D = 125, es ergeben sich damit
ca. 1.9 · 106 Kontrollvolumina. Die Berechnungen mit dem verla¨ngerten Gitter werden
wiederum in Form von spektralen Vergleichen evaluiert, siehe Abbildung 7.21.
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Abbildung 7.21: Vergleich von simulierten und mittels experimenteller Daten bestimmten Spektren
des Schalldruckpegels der DLR-A-Flamme. Es werden Berechnungen mit PIANO auf einem modifizierten
Gitter (Gitter C) gezeigt.
Es ist ersichtlich, dass die Berechnungen auf dem verla¨ngerten Gitter eine deutliche
Verbesserung der Vorhersagequalita¨t der Akustiksimulation liefern. Es ergibt sich nur
noch eine leichte Unterscha¨tzung im Frequenzbereich unterhalb von f = 1000Hz, spezi-
ell bei x/D = 25 wird eine sehr gute Vorhersage erreicht. Im ho¨heren Frequenzbereich
(f = 3000Hz bis f = 6000Hz) ergibt sich dagegen eine leichte U¨berscha¨tzung der expe-
rimentellen Daten.
Es verbleibt noch die Evaluierung der akustischen Simulationen zur DLR-B-Flamme. Hier
war es im Rahmen dieser Arbeit nicht mehr mo¨glich, Akustiksimulationen auf dem verla¨n-
gerten Gitter C durchzufu¨hren, daher ko¨nnen nur die Berechnungen pra¨sentiert werden,
welche auf Gitter B durchgefu¨hrt wurden. Der spektrale Vergleich ist in Abbildung 7.22
dargestellt. Konsistent mit den Berechnungen zur DLR-A-Flamme auf Gitter B ergibt sich
eine Unterscha¨tzung in einem Bereich von f = 200Hz bis f = 3000Hz, diese ist jedoch
sehr viel sta¨rker ausgepra¨gt im Vergleich zu den Simulationen der DLR-A-Flamme. Bei
den ersten beiden axialen Positionen x/D = 0 und x/D = 12 werden die experimentellen
Ergebnisse sogar u¨ber den gesamten Frequenzbereich unterscha¨tzt. Es ist zu vermuten,
dass fu¨r eine verbesserte Vorhersage der DLR-B-Flamme ein noch la¨ngeres Rechenge-
biet notwendig ist, als dies fu¨r die DLR-A-Flamme der Fall ist, da die DLR-B-Flamme
aufgrund der ho¨heren Eintrittsgeschwindigkeit des Brennstoffstroms einen noch gro¨ße-
ren axialen Bereich einnehmen ko¨nnte. Eine weitere Einschra¨nkung stellt das verwendete
Steady-Flamelet-Modell dar, mit dem Effekte lokaler Verlo¨schung nicht abgebildet wer-
den ko¨nnen. Solche Effekte ko¨nnen jedoch wie erwa¨hnt fu¨r die DLR-B-Flamme bedeutsam
sein. Hiervon wa¨re auch direkt der thermoakustische Quellterm betroffen, da dieser aus
zeitlichen Ableitungen der Dichte besteht. Die ko¨nnen durch ein lokales Verlo¨schereignis
sehr groß werden. Diese Situation ist jedoch im Kontext des verwendeten Steady-Flamelet-
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Abbildung 7.22: Vergleich von simulierten und mittels experimenteller Daten bestimmten Spektren
des Schalldruckpegels der DLR-B-Flamme. Es werden Berechnungen mit PIANO auf Gitter B gezeigt.
Modells nicht geeignet zu beschreiben. Insgesamt muss daher festgehalten werden, dass
die akustische Simulation der DLR-B-Flamme mit Unsicherheiten behaftet ist.
7.2.3 Bewertung
Aus der Evaluierung der durchgefu¨hrten Grobstruktursimulationen fu¨r die DLR-A-
Flamme und die DLR-B-Flamme ergibt sich insgesamt eine sehr gute Vorhersage der
Stro¨mungs- und Mischungsfelder, sowie eine gute Vorhersage von skalaren Gro¨ßen wie
der Temperatur. Positiv hervorzuheben ist die Tatsache, dass mit beiden verwendeten
Stro¨mungslo¨sern eine sehr gute U¨bereinstimmung mit den experimentellen Daten zu be-
obachten ist. Der Einsatz verschiedener Gitter ergibt eine minimale Gitterabha¨ngigkeit
der Lo¨sung, die gewa¨hlten Auflo¨sungen sind ausreichend.
Die Berechnungen des akustischen Feldes der DLR-A-Flamme sind aus verschiedenen
Gru¨nden sehr aufschlussreich. Auf der einen Seite sind die mit den unterschiedlichen Akus-
tiklo¨sern erzeugten Ergebnisse nahezu deckungsgleich, obwohl hier sehr unterschiedliche
Simulationsverfahren zum Einsatz kommen. Dies spricht fu¨r die Konsistenz der durch-
gefu¨hrten Implementierungen. Eine Variation der Rechengebietsla¨nge fu¨hrt fu¨r den Fall
der DLR-A-Flamme zu einer sehr guten Vorhersage des Schalldruckpegels u¨ber einen
breiten Frequenzbereich. Die leichten Abweichungen im ho¨heren Frequenzbereich ko¨nnen
mo¨glicherweise auf eine nicht ausreichende Frequenzauflo¨sung hindeuten. Die akustischen
Simulationen der DLR-B-Flamme ergeben eine im Vergleich zur DLR-A-Flamme verrin-
gerte Vorhersagequalita¨t, hier sind weitere Untersuchungen wu¨nschenswert. Zu nennen
wa¨re eine Berechnung unter Verwendung eines ho¨herwertigen Verbrennungsmodells zur
Beschreibung des lokalen Verlo¨schens. Weiterhin ko¨nnten analog zur DLR-A-Flamme Be-
rechnungen auf einem in axialer Richtung verla¨ngerten Gitter durchgefu¨hrt werden.
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Die in diesem Abschnitt pra¨sentierten Ergebnisse zeigen, dass die Schallemissionen von
turbulenten Flammen mit den vorgeschlagenen Strategien zur Kopplung von einem Stro¨-
mungslo¨ser mit dem jeweiligen Akustiklo¨ser sehr gut beschrieben werden ko¨nnen. Es er-
scheint daher gerechtfertigt, mittels der verwendeten LES/CAA-Methodiken das Pha¨no-




Wie in Kapitel 1 einleitend beschrieben, ko¨nnen beim Betrieb von Gasturbinenbrennkam-
mern thermoakustische Instabilita¨ten auftreten. Aufgrund der geometrischen Komplexita¨t
und der eingeschra¨nkten Zugangsmo¨glichkeiten fu¨r laseroptische Messmethoden ist es nur
schwer mo¨glich, eine reale Gasturbine detailliert zu untersuchen.
Weiterhin ist fu¨r eine reale Gasturbinenbrennkammer bereits eine korrekte Berechnung
des Stro¨mungsfeldes ohne Beru¨cksichtigung chemischer Reaktionen oder akustischer Ef-
fekte mittels einer Grobstruktursimulation eine sehr anspruchsvolle Aufgabe. Daher wurde
von [Chakravarthy et al. 2007] eine generische Brennkammer zur Untersuchung ther-
moakustischer Instabilita¨ten konstruiert. Diese ist als generisch zu bezeichnen, weil sie im
Vergleich zu einer realen Gasturbinenbrennkammer geometrisch stark vereinfacht ist. Als
ein wesentliches Element des Betriebes technischer Gasturbinen bleiben jedoch turbulente
Bedingungen fu¨r das reagierende Stro¨mungsfeld erhalten. Die Konfiguration ist somit sehr
gut geeignet zur grundlegenden Untersuchung des Pha¨nomens der thermoakustischen In-
stabilita¨t unter turbulenten Bedingungen. Durch eine Variation der Betriebsbedingungen
werden einige ausgezeichnete Betriebspunkte erreicht, bei welchen sich thermoakustische
Instabilita¨ten ausbilden. Es werden im Rahmen dieser Arbeit zwei ausgewa¨hlte Betriebs-
punkte untersucht, die sich durch einen aus thermoakustischer Sicht stabilen bzw. insta-
bilen Betrieb auszeichnen.
Die Validierung von den durchgefu¨hrten LES/CAA-Simulationen erfolgt durch den
Vergleich mit experimentellen Daten fu¨r das reagierende Stro¨mungsfeld, welches mit-
tels Particle Image Velocimetry (PIV) vermessen wurde. Diese Messungen wur-
den durchgefu¨hrt von [Shreenivasan 2009]. Das akustische Feld wurde vermessen
von [Chakravarthy et al. 2007], die Charakterisierung erfolgt analog zu den bisher
berechneten Fa¨llen durch die Aufnahme von Zeitreihen des Schalldruckes und anschlie-
ßende Fast-Fourier-Transformation. Im Gegensatz zu den zuvor vorgestellten Freistrahl-
Flammen ist eine Validierung von skalaren Gro¨ßen fu¨r die generische Brennkammer nicht
mo¨glich. Obwohl die Konfiguration eine geringe geometrische Komplexita¨t aufweist, ist sie
aufgrund der Struktur, welche im folgenden Abschnitt beschrieben wird, nur mit einem
blockstrukturierten Gitter darstellbar. Fu¨r die generische Brennkammer wurden daher
nur Berechnungen mit FASTEST und PIANO durchgefu¨hrt.
7.3.1 Experimenteller Aufbau
Der experimentelle Aufbau der Brennkammer ist in Abbildung 7.23 dargestellt. Es erfolgt
eine Zufuhr von Verbrennungsluft in das Plenum, dieses wird abgeschlossen mit einem
Querschnittssprung. Durch diese Bauweise ergibt sich eine definierte akustische Randbe-
dingung. Der Querschnitt des Kanalabschnittes A betra¨gt 30 × 60mm2, nach der Quer-
schnittserweiterung durch eine zuru¨ckspringende Kante besitzt der Kanalabschnitt B einen
quadratischen Querschnitt mit den Abmessungen 60×60mm2. Unmittelbar unterhalb der
zuru¨ckspringenden Kante wird der gasfo¨rmige Brennstoff in das System eingebracht, es
wird Methan verwendet. Nach der zuru¨ckspringenden Kante bildet sich eine Scherschicht
zwischen dem Luft- und dem Brennstoffstrom aus, hier stabilisiert sich die Flamme.
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  Abschnitt A
  L = 190 mm
  Abschnitt B
  L = 1000 mm
Abbildung 7.23: Schematische Darstellung der generischen Brennkammer. Die Verbrennung findet bei
Umgebungsdruck statt, der Brennstoff tritt in gasfo¨rmiger Form in das System ein. Nach dem Quer-
schnittssprung am Ende des Abschnittes B schließt sich die Umgebung an.
Am Ende des Kanalabschnittes B wird der Kanalquerschnitt wiederum sprunghaft er-
weitert, damit wird auch am Auslass eine definierte akustische Randbedingung ermo¨g-
licht. [Chakravarthy et al. 2007] fu¨hren eine Variation von bestimmten Betriebspara-
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metern durch. Zum Einen wird das globale A¨quivalenzverha¨ltnis durch unterschiedliche
Brennstoff- bzw. Luftmassenstro¨me variiert, zum Anderen ist die La¨nge der beiden Ka-
nalabschnitte variabel. Diese Parameter beeinflussen die folgenden physikalischen Effekte:
• Die Gesamtla¨nge der Kanalabschnitte bestimmt die akustischen Eigenfrequenzen
des Systems.
• Die La¨nge des Kanalabschnittes A bestimmt na¨herungsweise die Position der fluk-
tuierenden Wa¨rmefreisetzung als thermoakustische Schallquelle und damit den Pha-
senversatz zwischen der fluktuierenden Wa¨rmefreisetzung und dem Schalldruck.
• Die Variation der Massenstro¨me resultiert in einer Variation der Wirbelablo¨sefre-
quenz an der zuru¨ckspringenden Kante, hiervon wird auch der thermoakustische
Quellterm beeinflusst.
Durch eine geeignete Wahl dieser Parameter ist es mo¨glich, thermoakustisch instabile
Betriebsbedingungen zu erzeugen. Im Rahmen dieser Arbeit werden fu¨r die durchzufu¨h-
renden Simulationen zwei Betriebspunkte ausgewa¨hlt, die sich durch die gleichen geo-
metrischen Abmessungen (siehe Abbildung 7.23) sowie einen identischen Brennstoffmas-
senstrom auszeichnen. Lediglich der Luftmassenstrom wird variiert. In ihrer Auspra¨gung
unterscheiden sich die Betriebspunkte dadurch, dass sich bei dem Fall mit ho¨herem Luft-
massenstrom eine thermoakustische Instabilita¨t aufbaut. Die entsprechenden Luft- und
Brennstoffmassenstro¨me sind in Tabelle 7.3 zusammengestellt. Die Reynoldszahl wird ge-
bildet mit der Stufenho¨he h = 0.03 m sowie der mittleren Eintrittsgeschwindigkeit der
Verbrennungsluft uLuft = 5m/s und der Viskosita¨t νLuft ≈ 1.85 · 10
−5 m2/s der Verbren-
nungsluft. Es ist noch zu erwa¨hnen, dass die angegebenen Massenstro¨me unter Verwen-
dung der experimentellen statistischen Profile abgescha¨tzt wurden, da die experimentell
bestimmten Massenstro¨me fehlerbehaftet sind [Chakravarthy 2010]. Mit den bekann-
ten Massenstro¨men kann fu¨r beide Betriebspunkte ein globaler Mischungsgrad berechnet




Luftmassenstrom m˙Luft 4.5 g/s
Mittlere Eintrittsgeschwindigkeit uLuft 5m/s
Reynoldszahl Re = uLufth/νLuft 8094
Thermoakustisch instabiler Betrieb
Brennstoffmassenstrom m˙Br. 144mg/s
Luftmassenstrom m˙Luft 9.9 g/s
Mittlere Eintrittsgeschwindigkeit uLuft 11m/s
Reynoldszahl Re 17807
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werden. Fu¨r den thermoakustisch stabilen Fall ergibt sich dieser zu f = 0.032, wa¨hrend
sich fu¨r den thermoakustisch instabilen Fall ein globaler Mischungsgrad von f = 0.0145








so ergeben sich die globalen A¨quivalenzverha¨ltnisse zu Φ = 0.57 fu¨r den thermoakustisch
stabilen Fall bzw. Φ = 0.25 fu¨r den thermoakustisch instabilen Fall.
7.3.2 Numerischer Aufbau
Die Geometrie der generischen Brennkammer kann mit einem einfach strukturierten Git-
ter abgebildet werden, es mu¨ssen keine schiefwinkligen Zellen verwendet werden. Den
Erkenntnissen aus Abschnitt 6.2 folgend werden die Querschnittsspru¨nge am Einlass und
am Austritt in das Rechengebiet aufgenommen, um das akustische Reflexionsverhalten
korrekt beschreiben zu ko¨nnen. In Abbildung 7.24 ist eine Ansicht der Blockstruktur des
verwendeten numerischen Gitters dargestellt. Da die Geometrie vollsta¨ndig mit quader-
fo¨rmigen Zellen abgebildet werden kann, ist eine Gitteroptimierung hier nicht notwendig.
Es werden zwei numerische Gitter fu¨r die Simulationen verwendet. Das Gitter A besteht
aus ca. 2.4 · 106 Kontrollvolumina, wa¨hrend das Gitter B ca. 3.4 · 106 Zellen beinhaltet.
Der wesentliche Unterschied zwischen den Gittern besteht in einer ho¨heren Auflo¨sung der
Umgebung der zuru¨ckspringenden Kante mit dem Gitter B (ca. 0.5mm im Vergleich zu
ca. 0.8mm).
Aufgrund der hohen Stro¨mungsgeschwindigkeiten von Brennstoff- und Luftstrom im Ver-
gleich zu typischen Flammengeschwindigkeiten (Fu¨r das hier verwendete Methan-Luft-
Gemisch kann eine Gro¨ßenordnung der laminaren Flammengeschwindigkeit von sl ≈
0.3m/s angegeben werden, die Eintrittsgeschwindigkeiten betragen uLuft = 5m/s und
uBr. = 13m/s) wird fu¨r die Beschreibung des chemischen Systems auf das FGM-Modell
zuru¨ckgegriffen. Hiermit ist es mo¨glich, eine lokal abgehoben brennende Flamme im Be-
reich hinter der zuru¨ckspringenden Kante berechnen zu ko¨nnen. Die entsprechende Che-
mietabelle wird erstellt mit 901 Stu¨tzstellen in Mischungsgradrichtung, 101 Stu¨tzstellen in
Fortschrittsvariablenrichtung sowie elf Stu¨tzstellen fu¨r die Varianz des Mischungsgrades.
Am Luft- bzw. Brennstoffeinlass werden zuna¨chst Blockprofile fu¨r die Geschwindigkeiten
vorgegeben, in einem zweiten Schritt werden turbulente Einstromdaten fu¨r den Brenn-
stoffstrom vorgegeben. Der Einfluss hiervon wird in Abschnitt 7.3.3 gezeigt. An den festen
Wa¨nden gilt die Haftbedingung ui = 0. Am Ausstromrand wird die vorgestellte konvek-
tive Ausstromrandbedingung vorgegeben (vgl. Abschnitt 5.1.6). Der Mischungsgrad wird
am Brennstoffeinlass zu f = 1 gesetzt, wa¨hrend fu¨r den Lufteinlass entsprechend f = 0
gilt. An festen Wa¨nden sowie am Ausstrom gilt fu¨r den Mischungsgrad eine Nullgradient-
Randbedingung. Fu¨r die akustischen Variablen gilt an der Wand die in Abschnitt 5.2.2
vorgestellte Wand-Randbedingung, wa¨hrend am Einlass und am Austritt die Sponge-
Layer-Randbedingung verwendet wird. Die Referenzgro¨ßen zur Entdimensionierung be-










Abbildung 7.24: Ansicht der Blockstruktur des numerischen Gitters, welches fu¨r die Simulationen der
generischen Brennkammer verwendet wird. Zusa¨tzlich ist noch ein Ausschnitt in der Na¨he der zuru¨ck-
springenden Kante dargestellt. Alle Abmessungen sind in Millimetern angegeben.
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Wie bei den Berechnungen zu den turbulenten Freistrahlflammen wird im Rahmen von
FASTEST zuna¨chst eine Mischungslo¨sung berechnet und von dieser ausgehend das reagie-
rende Stro¨mungsfeld berechnet. Die akustischen Gro¨ßen werden zu Beginn der Rechnung
zu Null gesetzt.
Die akustischen Berechnungen werden analog zu den bisher vorgestellten Konfigurationen
durch einen spektralen Vergleich von Simulation und Experiment validiert. Dazu werden
erneut Zeitreihen des Schalldruckes an definierten Positionen aufgenommen, diese sind in
Abbildung 7.25 dargestellt.
[m/s]
Abbildung 7.25: Lage der Positionen, an welchen experimentelle sowie simulierte Zeitreihen aufgenom-
men werden. Zusa¨tzlich ist noch die instantane Schallgeschwindigkeit fu¨r den thermoakustisch stabilen
Betriebspunkt dargestellt. Alle Abmessungen sind in Metern angegeben.
7.3.3 Ergebnisse: Thermoakustisch stabiler Betrieb
Im folgenden Abschnitt werden die Ergebnisse zu den Berechnungen des thermoakustisch
stabilen Betriebspunktes der generischen Brennkammer dargestellt.
Reagierende Stro¨mung
Wie bereits angesprochen wurde die Grobstruktursimulation zuna¨chst mit konstanten
Einstromdaten sowie in einem zweiten Schritt mit turbulenten Einstromdaten fu¨r den
Brennstoffmassenstrom durchgefu¨hrt. Zur Erzeugung der Einstromdaten wird ein La¨n-
genmaß von der Ha¨lfte der Kanalho¨he angenommen. In Abbildung 7.26 ist jeweils eine
Momentanaufnahme des Mischungsgradfeldes fu¨r beide Fa¨lle dargestellt. Fu¨r den Fall der
konstanten Einstromgeschwindigkeit ist deutlich zu erkennen, dass der Brennstoffstrom
bis zu x ≈ 0.05 m ohne eine sichtbare Entwicklung von turbulenten Strukturen in das
System eindringt. Dieses Verhalten ist zu erwarten, da die Zuleitung des Brennstoffes zu
der zuru¨ckspringenden Kante nicht im numerischen Gitter enthalten ist und sich somit
keine turbulenten Strukturen vor dem Brennstoffeinlass ausbilden ko¨nnen.
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Abbildung 7.26: Momentanaufnahme des Mischungsgradfeldes, berechnet ohne turbulente Einstrom-
daten fu¨r den Brennstoffstrom (oben) sowie mit turbulenten Einstromdaten fu¨r den Brennstoffstrom
(unten). Alle Abmessungen sind in Metern angegeben.
Im Vergleich dazu etablieren sich bei Verwendung von turbulenten Einstromdaten bereits
unmittelbar an der zuru¨ckspringenden Kante ausgepra¨gte Strukturen. Aufgrund dieses
qualitativen Vergleiches werden alle weiteren Berechnungen mit turbulenten Einstrom-
daten fu¨r den Brennstoffstrom durchgefu¨hrt. Um einen weiteren qualitativen Eindruck
von der Grobstruktursimulation der generischen Brennkammer zu geben, sind in Abbil-
dung 7.27 Momentanaufnahmen der Axialgeschwindigkeit, der Geschwindigkeit quer zur
Hauptstro¨mung (Geschwindigkeit in z-Richtung) sowie der Temperatur dargestellt. Bei
Betrachtung der Axialgeschwindigkeit ist eine ausgepra¨gte Rezirkulationszone nach der
zuru¨ckspringenden Kante zu erkennen.
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Abbildung 7.27: Momentanaufnahmen der Axialgeschwindigkeit (oben) sowie der Geschwindigkeit
quer zur Hauptstro¨mungsrichtung (z-Richtung, Mitte) und der Temperatur (unten). Die Isolinien deuten
die Rezirkulationszone an (uaxial = 0m/s, oben) sowie den Bereich sto¨chiometrischer Mischung (unten).
Alle Abmessungen sind in Metern angegeben.
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Das turbulente Verhalten der Stro¨mung kann anhand der Geschwindigkeit in z-Richtung
unmittelbar am Brennstoffeinlass sichtbar gemacht werden. Etwas weiter stromab (x ≈
0.1m bis x ≈ 0.2m) offenbart die Geschwindigkeit in z-Richtung sehr große Strukturen im
Vergleich zu dem Bereich des Brennstoffeinlasses, dies kann durch die in diesem Bereich
sehr hohe Temperatur und einer damit einhergehenden hohen molekularen Viskosita¨t
begru¨ndet werden. Anhand der Temperatur sind weiterhin Effekte von endlich schneller
Chemie zu erkennen, hier liegt im Bereich hinter der Kante (x = 0m bis x ≈ 0.05m)
bereits ein brennfa¨higes Gemisch vor, die Temperatur bleibt jedoch niedrig.
Die Validierung der Grobstruktursimulation erfolgt wie bisher anhand eines Vergleiches
von statistischen Profilen, von experimenteller Seite stehen dabei nur Informationen u¨ber
die mittlere Stro¨mung zur Verfu¨gung. Der Vergleich erfolgt an fu¨nf verschiedenen axialen
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Abbildung 7.28: Statistische Profile der Axialgeschwindigkeit fu¨r den thermoakustisch stabilen Fall.
Die y-Koordinate ist entdimensioniert mit der Stufenho¨he h = 0.03m. Es werden Berechnungen mit
FASTEST auf Gitter A (LES A) und Gitter B (LES B) gezeigt.
Es kann festgestellt werden, dass die Axialgeschwindigkeit bei x = 20mm und x = 40mm
in der oberen Kanalha¨lfte von den Simulationen auf beiden Gittern unterscha¨tzt wird,
weiter stromab hingegen stimmt diese gut mit den experimentellen Daten u¨berein. Die
Berechnung auf dem Gitter B ergibt eine etwas ho¨here Axialgeschwindigkeit in der oberen
Kanalha¨lfte im Vergleich zum Gitter A, diese liegt etwas na¨her an den experimentellen
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Ergebnissen. Die Axialgeschwindigkeit im Bereich der Rezirkulationszone wird durch die
Berechnung auf dem Gitter A bei allen Profilen außer bei x = 40mm zu niedrig vorher-
gesagt. Die Simulation auf dem Gitter B zeigt hier eine leichte Verbesserung, dies ist bei
x = 60mm und bei x = 80mm zu erkennen. Der in die Stufe eingebrachte Brennstoffmas-
senstrom ist gut an der Geschwindigkeitsu¨berho¨hung in der Kanalmitte bei x = 20mm bis
x = 60mm zu erkennen. Dabei kann festgestellt werden, dass der Brennstoffmassenstrom
bei x = 20mm auf beiden Gittern leicht u¨berscha¨tzt wird, weiter stromab hingegen ist
eine befriedigende U¨bereinstimmung mit den experimentellen Daten festzustellen.
Wie bereits erwa¨hnt wurde, sind die vorgegebenen Massenstro¨me abgescha¨tzt worden. Es
ist nun vorstellbar, diese Massenstro¨me so einzustellen, dass die ersten beiden Profile eine
bessere U¨bereinstimmung mit den experimentellen Ergebnissen aufweisen. Als eine Kon-
sequenz wu¨rde sich dann eine Abweichung in Richtung zu hoher berechneter Geschwin-
digkeiten fu¨r die nachfolgenden axialen Positionen ergeben. Dies ko¨nnte darauf hindeuten,
dass im Bereich des heißen Gases im experimentellen Betrieb ein Wandwa¨rmeu¨bergang
stattfindet, durch den die Temperatur im Vergleich zu adiabaten Bedingungen absinkt.
Dies wu¨rde aufgrund einer ho¨heren Dichte zu niedrigeren Stro¨mungsgeschwindigkeiten im
Experiment fu¨hren. Eine Abscha¨tzung des Wa¨rmeu¨bergangs ergab eine mo¨gliche Tem-
peraturabsenkung von ∆T ≈ 100K, es sollte also keine zu große Diskrepanz zwischen
Simulation und Experiment beobachtet werden. Zur weiteren Kla¨rung der Abweichungen
wa¨ren zusa¨tzliche experimentelle Daten no¨tig. Zum Einen ist hier die Fluktuation der Ge-
schwindigkeiten zu nennen, zum Anderen wa¨re eine Validierung anhand skalarer Gro¨ßen
wu¨nschenswert. Zum Zeitpunkt der Erstellung dieser Arbeit lagen diese experimentellen
Daten jedoch nicht vor. Insgesamt kann dennoch festgestellt werden, dass eine zufrieden-
stellende U¨bereinstimmung von Simulation und Experiment erreicht werden kann.
Aeroakustik
Das simulierte akustische Feld in der generischen Brennkammer fu¨r den thermoakustisch
stabilen Fall ist in Abbildung 7.29 dargestellt. Es ist ein breites Spektrum von Wellenla¨n-
gen zu erkennen. Man beobachtet hochfrequente Anteile, die durch sehr kurze Wellenla¨n-
gen gekennzeichnet sind. Weiterhin sind jedoch auch niederfrequente, langwellige Anteile
zu beobachten. Diese sind durch die Geometrie bestimmt, es deuten sich stehende Wellen
entlang der axialen Koordinate an. Dies ist ein Indikator dafu¨r, dass die Reflexionen an





Abbildung 7.29: Momentanaufnahme des akustischen Feldes fu¨r den thermoakustisch stabilen Fall.
Dargestellt ist der Schalldruck in dimensionsloser Form. Alle Abmessungen sind in Metern angegeben.
Die quantitative Bewertung der Akustiksimulation durch den Vergleich von simulierten
und experimentell bestimmten Spektren ist durch Abbildung 7.30 gegeben.
Es ist zu erkennen, dass an allen axialen Positionen dominante Amplituden in einem nied-
rigen Frequenzbereich von f = 0Hz bis f ≈ 200Hz auftreten. In diesem Kontext kann eine
gute U¨bereinstimmung von Simulation und Experiment festgestellt werden. Die Amplitu-
den werden mit dem Gitter A (CAA A) dabei an allen axialen Positionen unterscha¨tzt.
Dies ist bei Verwendung des Gitters B (CAA B) nicht mehr der Fall, hier gelingt fu¨r den
Bereich von f ≈ 100Hz bis f ≈ 200Hz eine deutlich verbesserte Vorhersage. Dies ist
dadurch begru¨ndet, dass mit Gitter B der Bereich der Scherschicht nach der zuru¨cksprin-
genden Kante feiner aufgelo¨st wird im Vergleich zu Gitter A. Da hier die Wirbelablo¨sung
stattfindet, fu¨hrt eine erho¨hte Auflo¨sung in diesem Bereich zu einer verbesserten Vor-
hersage dieses Pha¨nomens. Dies a¨ußert sich in den akustischen Spektren durch gro¨ßere
Amplituden und somit ergibt sich die festgestellte Verbesserung der Vorhersagefa¨higkeit
der akustischen Simulation.
Global betrachtet sind die gro¨ßten Amplituden in der Umgebung von f ≈ 175Hz erkenn-
bar. Bei x = 0.06m und x = 0.63m sind anhand der numerisch ermittelten Spektren auf
Gitter A auch gro¨ßere Amplituden bei f ≈ 350Hz und damit bei der doppelten Frequenz
zu verzeichnen, dies ko¨nnte ein Hinweis fu¨r eine ho¨here Harmonische (Oberschwingung)
sein. Bei Betrachtung des Verlaufes entlang der x-Koordinate kann festgestellt werden,
dass eine a¨hnliche Gro¨ßenordnung der Amplituden an den ersten vier axialen Positionen
vorherrscht, lediglich an der Position nahe des Auslasses (x=0.96m) ergeben sich in U¨ber-
einstimmung zwischen den Simulationen auf Gitter A und Gitter B sowie dem Experiment
deutlich niedrigere Amplituden. Der Bereich von f = 0Hz bis f ≈ 100Hz wird von beiden
Simulationen unterscha¨tzt. Um diesen tiefen Frequenzbereich verbessert vorherzusagen,
wa¨ren sehr lange simulierte Zeitreihen notwendig, welche im Rahmen dieser Arbeit nicht
mehr berechnet werden konnten.
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Abbildung 7.30: Vergleich von experimentell bestimmten Spektren mit numerischen Berechnungen an
fu¨nf verschiedenen axialen Positionen. Dargestellt ist die Amplitude des Schalldruckes u¨ber der Frequenz.
Es werden Berechnungen mit PIANO auf Gitter A (CAA A) und Gitter B (CAA B) gezeigt.
7.3.4 Bewertung
Einschra¨nkend auf die Vorhersagefa¨higkeit der Grobstruktursimulation wirkt sich die Tat-
sache aus, dass die eintretenden Massenstro¨me nicht genau bekannt sind und somit ab-
gescha¨tzt werden mu¨ssen. Fu¨r eine weitere Validierung wa¨ren Messungen von skalaren
Gro¨ßen von Interesse. Insbesondere die Abhebeho¨he der turbulenten Flamme an der zu-
ru¨ckspringenden Kante ist nur durch die Validierung anhand von skalaren Gro¨ßen geeignet
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7.3 Generische Brennkammer
zu bewerten. Dennoch zeigt die Grobstruktursimulation der generischen Brennkammer fu¨r
den thermoakustisch stabilen Fall eine befriedigende Vorhersage.
Die akustischen Simulationen offenbaren eine sehr gute U¨bereinstimmung in Bezug auf
den Frequenzgehalt. Bei Verwendung des Gitters B ergibt sich auch eine gute Vorhersage
der Amplituden mit Ausnahme des Bereiches sehr tiefer Frequenzen. Es erscheint daher
gerechtfertigt, das Pha¨nomen der thermoakustischen Instabilita¨t anhand der vorgeschla-
genen LES/CAA-Methodik zu untersuchen. Die Berechnungen zu dem entsprechenden
thermoakustisch instabilen Fall werden im folgenden Abschnitt pra¨sentiert.
7.3.5 Ergebnisse: Thermoakustisch instabiler Betrieb
Wie in Abschnitt 7.3.1 dargestellt, unterscheiden sich die in dieser Arbeit untersuchten
Betriebspunkte durch den zugefu¨hrten Massenstrom. Um einen qualitativen Eindruck der
unterschiedlichen Stro¨mungsverha¨ltnisse zu geben, ist in Abbildung 7.31 ein Vergleich der
momentanen Axialgeschwindigkeit fu¨r beide Fa¨lle gegeben.
Abbildung 7.31: Qualitativer Vergleich der Stro¨mungsfelder des thermoakustisch stabilen Falls (oben)
sowie des thermoakustisch instabilen Falls (unten). Abgebildet ist die momentane Axialgeschwindigkeit.
Alle Abmessungen sind in Metern angegeben.
121






-5 0 5 10 15 20
<U> [m/s]



























Abbildung 7.32: Statistische Profile der Axialgeschwindigkeit fu¨r den thermoakustisch instabilen Fall.
Die y-Koordinate ist entdimensioniert mit der Stufenho¨he h = 0.03 m. Es werden Berechnungen mit
FASTEST auf Gitter A (LES A) und Gitter B (LES B) gezeigt.
Der quantitative Vergleich von Simulation und Experiment erfolgt an den gleichen axialen
Ho¨hen, welche auch fu¨r den thermoakustisch stabilen Fall verwendet werden und ist in
Abbildung 7.32 dargestellt. Es fa¨llt zuna¨chst auf, dass die mittlere Axialgeschwindigkeit
bei x = 20mm und x = 40mm in der oberen Kanalha¨lfte sowohl auf dem Gitter A als auch
auf dem Gitter B unterscha¨tzt wird. Dieser Effekt wurde in a¨hnlicher Weise bereits fu¨r den
thermoakustisch stabilen Fall festgestellt. Fu¨r die verbleibenden axialen Positionen ergibt
sich hingegen auf beiden Gittern eine sehr gute Vorhersage der mittleren Axialgeschwin-
digkeit. Weiterhin kann man beobachten, dass die Axialgeschwindigkeit im Bereich der
Rezirkulationszone von den numerischen Berechnungen fu¨r x = 20mm und x = 40mm
gut vorhergesagt wird. Weiter stromab verschlechtert sich diese Vorhersage, konsistent
mit den Berechnungen zum thermoakustisch stabilen Fall wird die Axialgeschwindigkeit
hier zu niedrig vorhergesagt. Es kann noch festgestellt werden, dass die Simulationen auf
beiden Gittern in sehr guter U¨bereinstimmung sind.
Aeroakustik
Die Validierung der akustischen Simulationen des thermoakustisch instabilen Falls erfolgt
analog zum thermoakustisch stabilen Fall durch Vergleich von Simulation und Experiment
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7.3 Generische Brennkammer
an den fu¨nf definierten axialen Positionen. Es werden Simulationen auf dem Gitter A ge-
zeigt. Anhand eines qualitativen Vergleichs von simulierten Zeitreihen des Schalldruckes
fu¨r den thermoakustisch stabilen bzw. instabilen Fall kann man bereits ein fundamental
unterschiedliches Verhalten erkennen, siehe Abbildung 7.33. Fu¨r den thermoakustisch in-
stabilen Fall ist eine deutlich ho¨here Amplitude zu verzeichnen. Weiterhin kann bereits
anhand der Zeitreihe eine stark dominierende Frequenz beobachtet werden. Diese kann
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Abbildung 7.33: Vergleich von simulierten Zeitreihen des Schalldruckes bei x = 0.26m fu¨r den ther-
moakustisch stabilen bzw. instabilen Fall. Dargestellt ist der Schalldruck in Pa.
Es ergibt sich ein vergleichbares Niveau der Amplituden des Schalldruckes fu¨r alle axialen
Positionen mit Ausnahme der letzten Position (x = 0.96m), hier werden deutlich geringere
Amplituden beobachtet. Dieses Verhalten wurde bereits fu¨r den thermoakustisch stabi-
len Fall festgestellt. Weiterhin ist zu erkennen, dass konsistent zu den Berechnungen des
thermoakustisch stabilen Falls auf Gitter A zu niedrige Amplituden vorhergesagt werden.
Die bereits durch die Zeitreihe zu vermutende dominante Frequenz ist in der spektralen
Darstellung deutlich zu erkennen und ist in hervorragender U¨bereinstimmung mit der ex-
perimentell bestimmten Frequenz. Die exakten Werte betragen f = 126Hz anhand der
experimentellen Ergebnisse, bzw. f = 131Hz anhand der simulierten Spektren. Die we-
sentliche Erkenntnis aus diesen Berechnungen zum thermoakustisch instabilen Fall besteht
darin, dass es offensichtlich mo¨glich ist, bereits mit einer Ein-Weg-Kopplung aus Grob-
strukursimulation und Aeroakustik das Auftreten einer thermoakustischen Instabilita¨t in
gewissem Umfang vorherzusagen. Dieses zuna¨chst etwas u¨berraschende Ergebnis soll im
Folgenden begru¨ndet werden. Wie in Abschnitt 7.3.1 beschrieben, bestimmt die Wirbelab-
lo¨sefrequenz an der zuru¨ckspringenden Kante die dominanten Frequenzen in der Stro¨mung
und damit auch im thermoakustischen Quellterm. Demzufolge ist es mo¨glich, dass die
akustische Druckschwankung und der thermoakustische Quellterm in Phase schwingen,
wenn sich eine Wirbelablo¨sefrequenz einstellt, die mit einer akustischen Eigenfrequenz
des Systems korrespondiert. Diese Situation geht mit einem erfu¨llten Rayleigh-Kriterium
(vgl. Abschnitt 4.4) einher. Es ist nun wu¨nschenswert, zu analysieren, ob diese Situation
fu¨r den thermoakustisch instabilen Betriebspunkt zutrifft.
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Abbildung 7.34: Vergleich von experimentell bestimmten Spektren mit numerischen Berechnungen fu¨r
den thermoakustisch instabilen Fall. Dargestellt ist die Amplitude des Schalldruckes u¨ber der Frequenz.
Es werden Berechnungen mit PIANO auf Gitter A gezeigt.
Es besteht in diesem Kontext die Mo¨glichkeit, die turbulente Stro¨mung mittels eines
Energiedichtespektrums auf mo¨gliche dominante Frequenzen zu untersuchen. Dazu wird
an einer definierten Position im Stro¨mungsfeld nach der zuru¨ckspringenden Kante bei
x = 0.05m eine Zeitreihe der Axialgeschwindigkeit aufgenommen und anschließend eine
zeitliche Korrelationsfunktion berechnet und in den Wellenzahlraum transformiert. Das
resultierende Spektrum ist in Abbildung 7.35 dargestellt. Es ist in Ansa¨tzen eine koha¨-



























Abbildung 7.35: Energiedichtespektrum der Axialgeschwindigkeit in einem Punkt nach der zuru¨ck-
springenden Kante (x = 0.05m). Es ist eine koha¨rente Struktur bei f ≈ 130Hz zu erkennen.
Na¨he der Frequenz, welche fu¨r den thermoakustisch instabilen Fall als Frequenz der in-
stabilen Mode festgestellt wurde (f ≈ 125Hz). Da diese Frequenz mit einer akustischen
Eigenfrequenz der Konfiguration korrespondiert, ist es plausibel, eine thermoakustische
Instabilita¨t in Ansa¨tzen durch eine Ein-Weg-Kopplung von Grobstruktursimulation und
Aeroakustik beschreiben zu ko¨nnen.
Ru¨ckkopplung der Akustik
In Abschnitt 5.3.3 wurden Mo¨glichkeiten der Modellierung der Ru¨ckkopplung der
Akustik auf die Stro¨mung pra¨sentiert. Im Folgenden soll zuna¨chst der Ein-
fluss von zeitlich schwankenden Eintrittsbedingungen gezeigt werden. In Anlehnung
an [Angelberger et al. 2000] wird dabei der in das System eintretende Luftmassenstrom
zeitlich moduliert. Als Anregungsfrequenz wird dabei die aus Simulation und Experiment
bereits bekannte Frequenz der instabilen Mode vorgegeben (f = 125Hz). Die Modulation
erfolgt derart, dass der konstanten Eintrittsgeschwindigkeit uLuft = 11m/s ein sinusfo¨r-
miges Signal mit einer Amplitude von 20% der Eintrittsgeschwindigkeit u¨berlagert wird.
Der Einfluss dieser akustischen Zwangsanregung ist in Abbildung 7.36 dargestellt. Die
Amplitude des Schalldruckes erho¨ht sich fu¨r den akustisch angeregten Fall deutlich. Im
Kontext einer inkompressiblen Beschreibungsweise ist dieses Verhalten nicht sonderlich
u¨berraschend, da sich eine globale Massenstromschwankung unmittelbar im Rechengebiet
ausbreitet und somit auf alle zu berechnenden Gro¨ßen einen direkten Einfluss nimmt.
Aus dem dargestellten Verhalten des Schalldruckes kann trotz dieser Einschra¨nkung ab-
geleitet werden, dass der Einfluss der Akustik auf die Eintrittsbedingungen im Fall einer
thermoakustischen Instabilita¨t nicht zu vernachla¨ssigen ist. Es werden daher noch weiter-
gehende Analysen zur Modulation der Eintrittsbedingungen durchgefu¨hrt, diese werden
im Folgenden dargestellt.
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x = 0.06 m
CAA 1
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Abbildung 7.36: Vergleich von Zeitreihen des Schalldruckes fu¨r den Fall einer zeitlich konstanten
Eintrittsgeschwindigkeit des Luftvolumenstroms (CAA 1) sowie fu¨r den Fall einer sinusfo¨rmig modulierten
Entrittsgeschwindigkeit des Luftvolumenstroms (CAA 2) mit einer Amplitude von 20% bezogen auf den
mittleren Luftvolumenstrom.
Wie in Abschnitt 5.3.3 erla¨utert, wird eine Ru¨ckkopplung der akustischen Lo¨sung erreicht,
indem der Eintrittsgeschwindigkeit des Luftvolumenstroms die Schallschnelle u¨berlagert
wird. Fu¨r den vorliegenden Fall wurde als Modulationsgro¨ße die Schallschnelle am Ort
des Querschnittssprunges zwischen Plenum und Kanalabschnitt A verwendet, da direkt
am Eintritt in das System die akustische Lo¨sung durch die verwendete Sponge-Layer-
Randbedingung beeinflusst wird (vgl. Abbildung 7.23). Im Folgenden werden Berech-
nungen zum thermoakustisch instabilen Fall unter Verwendung einer solchen Zwei-Wege-
Kopplung den bereits vorgestellten Berechungen, welche auf einer Ein-Weg-Kopplung ba-
sieren, anhand eines spektrales Vergleiches an einer ausgewa¨hlten axialen Position gegen-
u¨bergestellt, siehe Abbildung 7.37.
Der Einfluss der Ru¨ckkopplung der Schallschnelle ist deutlich zu identifizieren. Die Am-
plitude des Schalldruckes bei der bereits bekannten Resonanzfrequenz ist deutlich ho¨her
fu¨r den Fall der Zwei-Wege-Kopplung und erreicht anna¨hernd das Niveau der experimen-
tellen Ergebnisse. Weiterhin bildet sich in dieser Simulation noch ein Bereich mit ho¨heren
Amplituden bei f ≈ 50Hz aus, diese Tendenz la¨sst sich auch aus den experimentellen
Untersuchungen ableiten.
Aus den Ergebnissen der LES/CAA-Simulation mit Ru¨ckkopplung der Schallschnelle wird
ersichtlich, dass akustisch bedingte Massenstromschwankungen im Fall einer thermoakus-
tischen Instabilita¨t von großer Bedeutung sind. Nachteilig wirkt sich bei Verwendung
eines inkompressiblen Lo¨sers die nicht zu beschreibende Zeit zur Ausbreitung der Mas-
senstromschwankung im System aus. Im Rahmen von zuku¨nftigen Arbeiten ko¨nnten hier
detailliertere Modellierungstechniken angewendet werden. Die Ausbreitung der Sto¨rung
ko¨nnte mit Hilfe des akustischen Lo¨sers selbst beschrieben werden und u¨ber modellierte
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Abbildung 7.37: Spektraler Vergleich von gekoppelten Simulationen fu¨r den thermoakustisch instabilen
Fall. Dargestellt ist eine Berechnung mittels einer Ein-Weg-LES/CAA-Kopplung (LES/CAA 1) sowie
eine Berechnung mittels einer Zwei-Wege-LES/CAA-Kopplung durch Ru¨ckkopplung der Schallschnelle
(LES/CAA 2).
In Abschnitt 5.3.3 wurde eine weitere in dieser Arbeit verwendete Strategie zur Ru¨ckkopp-
lung von akustischen Gro¨ßen in den Stro¨mungslo¨ser vorgestellt. Dabei wird der lokale Gra-
dient des Schalldruckes als ein modellierter Interaktionsterm in die Impulsgleichungen ein-
gebracht. Es wird somit wiederum eine Zwei-Wege-LES/CAA-Kopplung realisiert. Auch
mit diesem Verfahren wurde eine Berechnung zum thermoakustisch instabilen Fall durch-
gefu¨hrt. Es ergibt sich dabei eine interessante zeitliche Entwicklung des Schalldruckes,
welche anhand einer Zeitreihe an der ersten axialen Messposition (siehe Abbildung 7.38)
anschaulich dargestellt werden kann. Es kann eindeutig ein Aufschwingen der Amplitude
des Schalldruckes u¨ber den zeitlichen Fortschritt der Simulation beobachtet werden. Die
dargestellte Zeitreihe repra¨sentiert dabei einen Ausschnitt aus der insgesamt berechne-
ten physikalischen Zeit, im weiteren Verlauf der Berechnung wachsen die Amplituden des
Schalldruckes weiter an. Dies fu¨hrt in letzter Konsequenz zu einem Abbruch der Berech-
nung aufgrund von unphysikalisch hohen Schalldru¨cken.
Aus diesen Beobachtungen ergibt sich als wesentliche Schlussfolgerung, dass der Mechanis-
mus des selbsterregten Anwachsens der Amplituden des Schalldruckes und damit die Aus-
bildung einer thermoakustischen Instabilita¨t durch die Ru¨ckkopplung des Schalldruckes in
den Stro¨mungslo¨ser beschrieben werden kann. Da die im Rahmen dieser Arbeit entwickel-
te LES/CAA-Methodik auf der Lo¨sung linearisierter Gleichungen beruht, ist der Bereich
der Sa¨ttigung mit zeitlich konstanter Amplitude (auch bezeichnet als limit cycle) nicht
geeignet zu erfassen, da hier auch nichtlineare Effekte von Bedeutung sind. Eine Beschrei-
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Abbildung 7.38: Zeitreihe des Schalldruckes an einer ausgewa¨hlten Position fu¨r den Fall einer Zwei-
Wege-LES/CAA-Kopplung durch Ru¨ckkopplung des Schalldruckes in den Stro¨mungslo¨ser.
bung dieses physikalischen Zustandes ko¨nnte durch zusa¨tzliche modellierte Terme in den
linearisierten Euler-Gleichungen bzw. Impulsgleichungen erreicht werden.
7.3.6 Bewertung
Wie bereits bei der Berechnung des thermoakustisch stabilen Betriebspunktes der gene-
rischen Brennkammer ist die Vorhersagefa¨higkeit der Grobstruktursimulation aufgrund
der nicht exakt bekannten eintretenden Massenstro¨me sowie der Abhebeho¨he der Flamme
eingeschra¨nkt. Es wird dennoch eine befriedigende bis gute U¨bereinstimmung mit den
experimentellen Daten erreicht.
Konsistent zu den Beobachtungen zum thermoakustisch stabilen Fall ergibt sich auch fu¨r
den thermoakustisch instabilen Fall im Rahmen einer Ein-Weg-LES/CAA-Kopplung eine
gute U¨bereinstimmung bezu¨glich des Frequenzgehalts der akustischen Lo¨sung im Ver-
gleich zum Experiment, wa¨hrend die Amplituden zu niedrig vorhergesagt werden. Fu¨r
den Fall der Ru¨ckkopplung der Schallschnelle ergibt sich eine deutlich erho¨hte Amplitude
fu¨r die akustischen Simulationen, es wird sogar anna¨hernd die Amplitude der experimen-
tell bestimmten Spektren erreicht. Weiterhin wird auch der Frequenzbereich unterhalb
der dominanten Resonanzfrequenz etwas besser vorhergesagt.
Fu¨r den Fall der Ru¨ckkopplung des akustischen Druckgradienten in den Stro¨mungslo¨ser
wird im Gegensatz zur Ru¨ckkopplung der Schallschnelle ein kontinuierliches Anwachsen
der zeitlichen Amplitude des Schalldruckes beobachtet, daher kann fu¨r diesen Fall keine
geeignete spektrale Untersuchung durchgefu¨hrt werden. Es kann jedoch festgestellt wer-
den, dass die Schwingungsfrequenz konsistent mit den zuvor pra¨sentierten Simulationen




Im Rahmen der vorliegenden Arbeit wurden numerische Methoden zur detaillierten Be-
schreibung von Verbrennungsla¨rm und thermoakustischen Instabilita¨ten entwickelt. Die
Verfahren beruhen auf der Beschreibung der reagierenden Stro¨mung durch eine inkompres-
sible Grobstruktursimulation unter Verwendung geeigneter Verbrennungsmodelle. Solche
inkompressiblen Ansa¨tze sind fu¨r niedrige Machzahlen vorteilhaft. Um zusa¨tzlich die Be-
schreibung des durch die Verbrennung induzierten akustischen Feldes zu ermo¨glichen, wer-
den aus der Grobstruktursimulation geeignete thermoakustische Quellterme sowie Flui-
deigenschaften wie die lokale Schallgeschwindigkeit extrahiert. Durch die Verfu¨gbarkeit
dieser Gro¨ßen ist es mo¨glich, die Schallausbreitung mit effizienten, expliziten Verfahren
zu beschreiben. Die Basis bilden dabei linearisierte Euler-Gleichungen.
Es ko¨nnen zwei wesentliche Entwicklungsstufen in dieser Arbeit voneinander abgegrenzt
werden. Der erste Schritt bestand in der Kopplung des Stro¨mungslo¨sers FLOWSI mit
dem Akustiklo¨ser CLAWPACK. Hier wurde von einer bereits vorhandenen LES/CAA-
Schnittstelle ausgegangen. Die durchgefu¨hrten Modifikationen umfassten die Implemen-
tierung der beschreibenden Gleichungen auf Basis eines Zylinderkoordinatensystems in das
Programm CLAWPACK, um eine konsistente Beschreibungsweise mit dem ebenfalls auf
Zylinderkoordinaten basierenden Simulationswerkzeug FLOWSI zu erhalten. Weiterhin
wurde von einer vorhandenen Beschreibung auf Basis einer Wellengleichung zu einer de-
taillierteren Beschreibungsweise durch linearisierte Euler-Gleichungen u¨bergegangen. Die
neu geschaffene Mo¨glichkeit der Verwendung unterschiedlich großer Rechengebiete tra¨gt
den unterschiedlichen Skalen von Stro¨mung und Akustik Rechnung. Da beide Programme
aufgrund der Ein-Block-Gitterstruktur nur bedingt fu¨r komplexe Geometrien eingesetzt
werden ko¨nnen, eignet sich dieses erste entwickelte hybride LES/CAA-Gesamtwerkzeug
vorrangig fu¨r grundlegende Modellentwicklungen anhand einfacher Konfigurationen. Vor-
teilhaft wirkt sich hierbei die hohe Geschwindigkeit des direkten Gleichungslo¨sers aus,
welcher in FLOWSI verwendet wird.
Die zweite Entwicklungsstufe umfasste die Kopplung des Simulationsprogrammes FAS-
TEST mit dem aeroakustischen Simulationswerkzeug PIANO. In diesem Kontext wur-
de eine LES/CAA-Schnittstelle entwickelt und das Program PIANO modular in den
Stro¨mungslo¨ser implementiert. Die Schnittstelle ist dabei flexibel ausgelegt, um auch al-
ternative Stro¨mungslo¨ser simultan mit PIANO einsetzen zu ko¨nnen. Diese Flexibilita¨t
konnte bereits im Rahmen der vorliegenden Arbeit ausgenutzt werden. Ausgehend von
der neu entwickelten Schnittstelle wurde eine Kopplung mit dem Berechnungsprogramm
PRECISE-unstructured realisiert, welches von Rolls-Royce Deutschland verwendet wird.
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Kapitel 8 Zusammenfassung und Ausblick
Somit findet die vorgeschlagene LES/CAA-Methodik bereits Verwendung im industriellen
Umfeld.
Die Vorhersagefa¨higkeiten der entwickelten Lo¨ser wurden anhand verschiedener Konfi-
gurationen untersucht. Den aus einer physikalischer Sichtweise ho¨chsten Komplexita¨ts-
grad weist dabei der untersuchte thermoakustisch instabile Betriebspunkt der generischen
Brennkammer auf. Es konnte gezeigt werden, dass bereits mit einer Ein-Weg-LES/CAA-
Kopplung vielversprechende Vorhersagen der sich einstellenden thermoakustisch insta-
bilen Mode erreicht werden. Im Kontext einer verbesserten Vorhersage des Pha¨nomens
der thermoakustischen Instabilita¨t wurden erste theoretische Ansa¨tze einer Ru¨ckkopplung
der Akustik in den Stro¨mungslo¨ser implementiert und somit eine Zwei-Wege-LES/CAA-
Kopplung realisiert, auch hier konnten vielversprechende Ergebnisse erzielt werden.
Ausblick
Im Hinblick auf zuku¨nftige Arbeiten ist eine detailliertere mathematische Modellierung
der Ru¨ckkopplung der Akustik wu¨nschenswert. Von besonderem Interesse wa¨re weiter-
hin eine Anwendung der vorgeschlagenen LES/CAA-Methodik auf vorgemischte Verbren-
nungssysteme. Insbesondere die Beschreibung von akustisch induzierten A¨quivalenzver-
ha¨ltnisschwankungen, welche im Rahmen von vorgemischten Verbrennungssystemen von
Bedeutung sind, ko¨nnte mit der in dieser Arbeit vorgeschlagenen Technik der Modu-
lation von Eintrittsbedingungen beschrieben werden. Vorteilhaft wirkt sich hierbei aus,
dass die A¨quivalenzverha¨ltnisschwankung konvektiv transportiert wird, dieser konvekti-
ve Transport ist mit einem inkompressiblen Ansatz geeignet zu beschreiben. Weiterhin
ko¨nnten die entwickelten LES/CAA-Methodiken im Rahmen einer integralen Simulation
des Gesamtsystems Gasturbine als Teilmodell fu¨r den Bereich niedriger Machzahlen in
der Brennkammer verwendet werden.
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