Statistical depths have been well studied for multivariate and functional data over the past few decades, but remain under-explored for point processes. A first attempt on the notion of point process depth was conducted recently where the depth was defined as a weighted product of two terms: (1) the probability of the number of events in each process and (2) the depth of the event times conditioned on the number of events by using a Mahalanobis depth. We point out that multivariate depths such as the Mahalanobis depth cannot be directly used because they often neglect the important ordered property in the point process events. To deal with this problem, we propose a model-based approach for point processes systematically. In particular, we develop a Dirichlet-distribution-based framework on the conditional depth term, where the new methods are referred to as Dirichlet depths. We examine the mathematical properties of the new depths and conduct the asymptotic analysis. In addition, we illustrate the new methods using various simulated and real experiment data. It is found that the proposed framework provides a proper center-outward rank and the new methods have superior decoding performance to previous methods in two neural spike train datasets.
Introduction
Point process models have been well studied for many decades and widely applied in various disciplines, such as geography, seismology, astronomy, neuroscience, and so on. Those models are mainly focused on representing observations at each given time/location and have limited capability to measure the center-outward ranks of data. The center-outward rank, often referred to as statistical depth (depth for short), is a powerful tool to understand the features of underlying distribution such as spread and shape (Liu et al. 1999) . The study on depth has been focused on multivariate data and functional data (Zuo & Serfling 2000a , Lopez-Pintado & Romo 2009 , Mosler & Polyakova 2012 . In practice, depth has been successfully applied to address various practical problems such as classification (Lange et al. 2014 ), outlier detection (Chen et al. 2009 ), and diagnostics of nonnormality (Liu et al. 1999 ).
The notion of statistical depth was first introduced and systematically studied on multivariate data by Tukey (1975) . Since then, various definitions of multivariate depth have been proposed such as the convex hull peeling depth (Barnett 1976 ), Oja depth (Oja 1983) , simplicial depth (Liu 1990) , Mahalanobis depth (Liu & Singh 1993) , and likelihood depth (Fraiman et al. 1999) . As an axiomatic approach, a more general notion of depth for multivariate data was proposed by Zuo & Serfling (2000a) , in which they summarized four desirable properties for multivariate depths, namely affine invariance, maximality at the center, monotonicity relative to the deepest points, and vanishing at infinity. In addition to multivariate data, depth for functional observations has received extensive attention in recent years (Lopez-Pintado & Romo 2009 , Mosler & Polyakova 2012 . Similar to the axiomatic approach in (Zuo & Serfling 2000a) , Nieto-Reyes & Battey (2016) provided a general definition of functional depth through six desirable properties, namely distance invariance, maximality at the center, decreasing with respect to the deepest point, upper semi-continuity in the function space, receptivity to convex hull with across the domain, and continuity in the probability measure. Mathematical theories have also been extensively studied in majority of depth methods. For example, Nolan (1992) and Mass (2004) studied the convergence behavior of the halfspace depth and depth trimmed regions, and Koshevoy & Mosler (1997) studied the convergence behavior of the Zonoid depth. Furthermore, Dyckerhoff (2016) discussed the connections between different types of convergence for multivariate depths. Zuo & Serfling (2000b) studied the structural properties of trimmed regions, such as affine equivariance, nestedness, connectedness, and compactness.
Our goal in this paper is to study the notion of statistical depth in temporal point process data. This is an under-explored area. The only previous work is given in (Liu & Wu 2017) , where the authors introduced the notion of depth in point process using a basic Mahalanobis depth. Note that given the number of the events in a point process, the distribution of these events follow a multivariate framework. However, we point out that the multivariate depths cannot be directly used for point process data. This is because i) the number of events is a random variable, which is not described by the multivariate depths; ii) the events in a point process are an ordered sequence in a given (often finite) time domain. To the best of our knowledge, none of the multivariate depths studied the center-outward rank on ordered data.
Using mathematical notation, let S denotes the set of all point processes in a time domain [T 1 , T 2 ]. Then an observed realization s = (s 1 , s 2 , · · · , s k ) ∈ S can be treated as a vector in R k , where |s| = k is the cardinality of s. This cardinality k can be any nonnegative integer. By the nature of temporal point process, the events (s 1 , s 2 , · · · , s k ) are ordered in a natural way as T 1 ≤ s 1 < s 2 < · · · < s k ≤ T 2 . Traditional depths defined on multivariate data neglect the importance of this order and will not be suitable for point process events. For example, suppose we inter-change the position of s 2 with s 1 and let s ′ = (s 2 , s 1 , s 3 , · · · , s k ), traditional depth functions may still assign some positive depth value to s ′ , but s ′ appears to be an outlier with zero probability, which is expected to have a zero depth value.
A depth function needs to take into account two types of randomness in a temporal point process s: (1) the number of events, or cardinality, in the process, denoted as |s|, and (2) the conditional distribution of these events given |s|. The notion of depth for point process was first studied by Liu & Wu (2017) , where the authors defined a new depth framework as a weighted product of two terms: (1) the normalized probability of the number of events in each process and (2) the depth of the event times conditioned on the number of events by using the Mahalanobis depth. The weighted product is an appropriate way to address the two types of randomness. However, the Gaussian-kernel-based Mahalanobis conditional depth neglect the bounded and ordered property of the events. Here we use an example to illustrate how Gaussian-kernel-based conditional depth is inappropriate for the point process. The detailed method is given in the Methods Section.
Basically, for a homogeneous Poisson process that only has two ordered events s 1 and s 2 in the time interval [0, 1], the three inter-event times are: s 1 , s 2 − s 1 and 1 − s 2 . These three intervals are nonnegative with the sum being 1, and therefore form a 2-dimensional simplex (i.e. a triangle) as shown in Figure 1 . For the Mahalanobis depth, Gaussian kernel is applied on the events, and therefore the inter-event times will also be represented by a Gaussian model. Typical Mahalanobis depth contours on the inter-event times are elliptical, as shown in Figure 1 (a). We can see that such contours are not appropriate for the center-outward tendency since (1) the elliptical contours do not match the triangular domain, and (2) the points on the border of simplex will be still assigned positive depth values by the Mahalanobis depth.
A more reasonable contour plot is shown in Figure 1 (b) , where all depth contours are triangle-like. Many non-parametric depths for multivariate data, such as the halfspace depth and convex hull peeling depth, could generate similar triangle-like shape contour if the sample size is large enough. However, a significant drawback of those methods is that the computational efficiency. This is particularly an issue in high dimensional case, which is common to point process data. To address this issue, we focus on efficient parametric depths for point processes in this study.
Defining center-outward ranks for point process observations is a timely and important research topic. The goal of this paper is to develop a new depth framework for point processes systematically. Based on the approach in Liu & Wu (2017) , our proposed framework of depth function for point processes is also defined as a weighted product of two terms aforementioned. In this paper, we focus on introducing new conditional depth functions based on the Dirichlet distribution. We will then discuss the desired mathematical properties and asymptotic behavior.
The rest of this paper is organized as follows: In Sec. 2, we elaborate on the definitions of the new depths and provide computational procedures to effectively estimate them.
The properties of the proposed depths are discussed in this section as well, followed by a thorough analysis with simulations. We then study the asymptotics of the sample Dirichlet depths in Sec. 3. In Sec 4, we apply the new depths to decoding problems in two neural spike train datasets. Finally, we discuss and summarize the work in Sec. 5.
Methods
In this section, we will at first review basic notation and then propose our new conditional depths for temporal point process. Since the new conditional depth functions are based on the Dirichlet distribution, we refer to them as the Dirichlet depths.
Notation and Depth Definition
Let S denote the set of all point processes in the time domain [T 1 , T 2 ]. For any non-negative
the set of all point processes in S with cardinality |s| = k. Hence, S = ∞ k=0 S k . For any s ∈ S, a depth function for point process is a map D : S → R + (set of nonnegative real numbers), s → D(s).
As we have emphasized in Introduction, there are two types of randomness in a point process: (1) the number of events in each process, and (2) the conditional distribution of these event times. In (Liu & Wu 2017) , the number of events is modeled by a normalized
Poisson mass function and the event times are modeled by a multivariate Gaussian distribution. The depth framework of a point process s is then defined as a weighted product of two terms -the normalized probability of having |s| events and the conditional depth using the Mahalanobis depth. In this paper, we generalize this framework (not limited to Poisson and Gaussian) by defining the depth as a weighted product of the following two terms: (1) the normalized probability of the number of events in each process, and (2) the center-outward ranks on the event times conditional on the number of events. The formal definition is given as follows:
Definition 2.1. Given a point process s ∈ S on [T 1 , T 2 ], we define its depth D(s) as:
where w(|s|) =
for P (|s|) > 0 is the normalized probability based on the cardinality |s|, r > 0 is the weight parameter, and D c (s | |s|) is the depth of s conditioned on |s|. If P (|s|) = 0, we define w(|s|) = 0 and D(s) = 0.
The first term w(|s|) only depends on the distribution of |s|, with r as a tuning (weight) hyperparameter to balance its importance relative to the second term D c (s | |s|). As r gets larger, w(|s|) becomes a more dominant factor in the depth value D(s). Various parametric or non-parametric methods can be adopted to estimate w(|s|), and the choice of methods can depend on the goal of applications. In Sec. 4, we adopt a mixture of Poisson probability mass functions to model |s|. The parameter estimation can be done via a standard EM algorithm procedure.
The second term D c (s | |s|) describes the conditional depth when the number of events |s| is given. In principle, any multivariate depth can be used as the conditional depth for point process if we treat s ∈ S |s| as an |s| dimensional vector. However, we point out that such an approach neglects two important conditions of point process on [T 1 , T 2 ]: (1) the event times are constrained on [T 1 , T 2 ], and (2) there exists a natural order in the event time sequence.
To address this issue, rather than defining conditional depth function on the original point process space, we propose to define conditional depth on inter-event times.
Equivalent Representation and Desirable Properties
The point processes we discussed are bounded and ordered, i.e.
Applying multivariate depth functions directly on S k as conditional depths will tend to neglect the boundedness and orderedness conditions. We propose to use inter-event times
to represent a point process such that these important conditions are naturally satisfied.
Representation using Inter-Event Times
It is well known that the point process can be equivalently represented by the inter-event times (IETs). Here the IETs of a point process s 1 , s 2 , · · · , s k on [T 1 , T 2 ] are given as
) has k degrees of freedom and in fact forms a k-dimensional simplex (scaled standard simplex) as:
This simplex X k is bounded by the boundary set B k = {u ∈ X k : u i = 0 for at least one i ∈ {1, 2, · · · , k + 1}}. The points at boundary indicate a realization which has either two events happening simultaneously or one event happening at time T 1 or T 2 . Both situations indicate extreme realizations (often with zero probability density) of a point process.
Based on this IET representation, we look for a conditional depth defined on the X k simplex. Notice that the normalized IET sequence (
) has the constant sum of 1. Therefore, one apparent option for the depth is the density function of Dirichlet distribution, which is commonly used as a prior in Bayesian statistics. Here we review the Dirichlet distribution which will be used to derive our conditional depth function:
The Dirichlet probability density function of order m ≥ 2 with concentration parameter
, is given as:
where (
This density function is denoted as Dirichlet(a, m).
Desirable properties of the conditional depth for Point Process
In statistical depth literature, Zuo & Serfling (2000a) and Nieto-Reyes & Battey (2016) proposed important and desirable properties for depth on multivariate and functional data, respectively. They further claim that a depth function should be defined through desirable properties. Motivated by this claim, we list and discuss five desirable properties for a conditional depth function for point process as follow.
• P-1, Continuity and vanishing at the boundary: Conditional depth for point process is a map from the simplex X k to R + . Since event times are continuous on the time domain, a minimal requirement for a proper conditional depth should be continuity.
Also, an ideal conditional depth for point process should vanish at the boundary.
• P-2, Maximality at the center: This may be the most logical one among all properties since the center must have a maximal depth in a center-outward rank. The notion of center can be defined using symmetric properties or the mathematical expectation.
• P-3, Monotonicity relative to the deepest point: This property is also intuitive as depth value should decrease from the center in a center-outward trend.
• P-4, Scale and shift invariance: The scale and shift invariance is a special case of the affine invariance in multivariate depth. Basically, a good depth is expected to be invariant with respect to scaling and translation on the time domain.
• P-5, Time warping invariance: The variation of a point process must satisfy two conditions: 1) the events are in the domain [T 1 , T 2 ], and 2) the events remain the temporal order. Such variation can be properly described by the set of time warping functions, defined as a boundary-preserving diffeomorphism Γ = {γ : warping invariance also corresponds to the affine invariance in multivariate depths.
In the following sections, we will discuss all above properties in proposed conditional depths.
Dirichlet Depth for Homogeneous Poisson Process
We at first develop a Dirichlet depth for the most classical temporal point process -homogeneous Poisson process (HPP).
Definition
For an HPP, the first term w(|s|) in Equation (2.1) is simply the normalized Poisson probability on the number of events in the given process. The challenge therefore stays on the conditional depth D c (s | |s|). As we have discussed, defining conditional depth for HPP on its IET representation will address the natural order issue, and ideally, the conditional depth should satisfy Properties P-1 to P-4. Property P-5 is not applicable here since any non-linear time warping on an HPP will make the process not homogeneous anymore.
Before we step into the formal definition of Dirichlet depth, we first look at the connection between HPP and Dirichlet distribution. For an HPP, we have defined IETs
Conditioned on the number of events k, the normalized IETs (
, i = 1, 2, · · · , k + 1) will satisfy two conditions: (1) They share the same support, a k-dimensional standard simplex, as the Dirichlet distribution (also true for any point process). (2) They follow a flat Dirichlet({1, · · · , 1}, k + 1) distribution, which is in fact a uniform distribution over the standard k-dimensional simplex.
The detail proof is given in Part A of the Supplementary Materials.
With a slight modification on Equation (2.2), we formally propose the Dirichlet depth for an HPP as follow:
The Dirichlet depth of s (given |s|) is defined as:
The Dirichlet depth D c (s | |s| = k) for an HPP in Definition 2.2 describes the conditional depth of a realization when the number of events (cardinality) is known. In Equation 
Properties
When discussing the properties of a depth function on a given space (e.g. Dirichlet depth on a simplex), a central notion is the center which depends on the underlying probability distribution. In this paper, conditioned on |s| = k we take the center as the common mathematical expectation. That is, the center is
Using the derivation in Part A of the Supplementary Materials, the center has the following closed-form:
Hence, the corresponding IET vector of conditional center is (
). On a k-dimensional simplex, this point is the same as the geometric center. For general point process other than the HPP, we will adopt the similar notion of center. Now, we are ready to derive the important properties of the new conditional depth: P-2, Maximality at the conditional mean (the center): Let θ k = (
P-3, Monotonicity relative to the deepest point: For any s ∈ S k and a ∈ [0, 1],
P-4, Scale and shift invariance: For any scaling coefficient a ∈ R + and translation b ∈ R, we define a transformation of s as
If we include the time domain in the definition of Dirichlet depth, then we can show that
The proofs of all these properties are given in Part B of the Supplementary Materials.
Illustration
In this subsection, we will at first examine the ranking performance of the Dirichlet depth on S 2 . We will then utilize the Dirichlet depth as the conditional depth in Equation 2.1 to study the ranking performance on 100 HPP realizations.
Conditioned on the cardinality |s| = 2, the inter-event times are uniformly distributed on a 2-dimensional simplex. Here we simulate 100 realizations from HPP conditional on We can see that the depth values depend on both the probability term w(|s|) and the conditional depth term, and the ranks vary with different choice of r. The deepest realization is the one with the largest weight (|s| = 4) and evenly distributed (close to the center). When the value of r changes from 1 to 10, the first term w(|s|) becomes more dominant, so that realizations with cardinality close to 4 are more likely to be ranked on the top. Note that r is a hyperparameter in the depth definition. In practice, one can adjust r to balance the probability term and the conditional depth term for different purposes.
Alternatively, a cross-validation procedure may be applied to find an optimal value.
Defining Dirichlet Depth for General Point Process
Based on Definition 2.2 for the HPP, we can now define the Dirichlet depth for general point process.
Definition
Defining Dirichlet depth for general point process is more challenging since there is no direct connection between Dirichlet distribution and point process (other than the HPP).
In this paper, we propose two different approaches for the definition: (1) naturally extend Equation (2.3) to general point process, and (2) transform the process to an HPP and then adopt Equation (2.3). At first, we extend the Dirichlet depth in Equation (2.3) to a general point process in [T 1 , T 2 ] by defining the center of IETs as the conditional mean of the process. The formal definition is given as follows.
Definition 2.3. Given the cardinality k, assume the conditional mean of a point process in
Dirichlet depth of s is defined as:
For an HPP s in [T 1 , T 2 ] conditioned on cardinality |s| = k, we have showed that its conditional mean is: (
). In this case, it is easy to verify that Equation (2.4) is simplified to Equation (2.3). Therefore, Dirichlet depth for HPP is a special case of Equation (2.4). Note that the conditional depth value in Equation (2.4) only depends on the conditional expectation of the process with the same cardinality, which can be estimated by the conditional sample mean given a collection of realizations.
Hence, the sample version of Dirichlet depth can be obtained by replacing its conditional means with sample means. That is, we can write the sample Dirichlet depth as:
where s
k,k ) are the estimated sample means conditioned on the cardinality k of n observed realizations.
Properties
For point processes in general, we also adopt the center as the conditional mean given cardinality |s| = k. That is, θ k = E(s | |s| = k). We can show that the Dirichlet depth of Equation (2.4) assigns the highest depth value 1 to this center. For HPP, this center is always (
), regardless of the constant intensity rate λ. However, in general, there is no closed-form expression of the conditional mean if the conditional intensity of the process is unknown. Indeed, we can prove that Properties P-1 to P-4 are satisfied by the general Dirichlet depth in Equation (2.4). The detailed proof is omitted due to its similarity to the HPP case.
Now we examine the time invariance property. Let p = (p 1 , · · · , p k ) be a random point process realization with k events. Then the conditional mean is
Under time warping γ ∈ Γ, a point process
. Similarly, the conditional means
To simplify the notation on the conditional means, we let
If we include the conditional means in the definition, the Dirichlet depth on the transformed point process is:
The inequality holds because the time warping in general is a nonlinear transformation.
That is, Property P-5 does not hold for the Dirichlet depth in Definition 2.3.
Bootstrapping estimation
Dirichlet depth in Equation (2.4) relies heavily on the conditional means. For point process in general, there are no closed-forms for the conditional means if conditional intensity function is unknown. In practice, given a set of point process realizations, we can apply the sample version Equation (2.5) to estimate the Dirichlet depth. However, for a given training data set, the sample size usually is not sufficiently large to result in a proper estimation of the conditional mean for each cardinality |s|. Here we propose a bootstrapping approach to address this issue.
Given a data set of point process realizations p 1 , p 2 , · · · , p n , where p i is a vector in R |p i | for i = 1, 2, · · · , n. In general, those vectors do not have the same dimension, and therefore it is not possible to take an average to compute the conditional sample mean as we need in sample Dirichlet depth. To address this issue, we propose a bootstrap method to resample each realization p i such that the resampled realizations p ′ i has the desired dimension k. Then we can effectively estimate the conditional sample mean given cardinality |s| = k by simply taking an average. The detailed steps are listed in Algorithm 1 as follows.
Alternative Definition of Dirichlet Depth for General Point Process
The time warping transformation allows all events in a point process freely move in the given domain, while remaining the order of them. Ideally, the center-outward ranks of a set of point processes will remain the same if the same transformation is applied on all of them.
Algorithm 1 Bootstrapping method to estimate conditional means Require: Given a sequence of realizations of point process p 1 , p 2 , · · · , p n Combine all events of p 1 , p 2 , · · · , p n together,
Otherwise, add k − |p i | by uniformly re-sampling from p com with replacement.
end for
Denote n resampled realizations as p
, and then the estimated conditional mean is:
The invariance under such transformation is of great interest. However, we have shown that the Dirichlet depth in Equation 2.4 does not have such invariance. In this subsection, we seek for an alternative definition of the Dirichlet depth to satisfy this property.
Definition
Note that we have defined the depth for HPP. For any point process, if we can find a way to transform it to an HPP, then the notion of Dirichlet depth can be directly applied.
Actually, such transformation can be done using the well-known time re-scaling theorem (Brown et al. 2001) . Basically, the theorem states that any point process with an integrable conditional intensity function can be converted into an HPP (Papangelou 1972 , Karr 1991 : Let T 1 < s 1 < s 2 < · · · < s k ≤ T 2 be a realization from a point process with a conditional intensity function λ(t|H t ) > 0 for all t ∈ (T 1 , T 2 ]. Then, the sequence 
We can verify that the sequence (
) follows an HPP in [0, 1] with intensity Λ(T 2 ). For point processes without history dependence such as an inhomogeneous Poisson process (IPP), the re-scaled HPP realization will be distributed in a fix time interval with constant rate λ, Λ(t) = λ(t − T 1 ). Then Equation (2.6) is simplified to
Therefore, the TS-based Dirichlet depth also generalizes Definition 2.2 for HPP.
Properties
We examine the 5 properties of the time re-scaling based Dirichlet depth D c−T S (Equation 2.6). We will show that P-1, P-4, and P-5 still hold.
P-1: Continuity and vanishing at the boundary:
The detailed proof of P-1 is shown in Part C of the Supplementary Materials.
P-2: Maximality at the center:
The function Λ(·) varies with respect to each point process. Hence, in general, there could be multiple maxima in the TS-based Dirichlet depth and a unique center will not exist. However, in the special case of IPP, Λ is a deterministic function for all processes. Let θ k = (
) denote the center of an HPP on [0, Λ(T 2 )] with cardinality k. It is easy to see that
, and this center Λ −1 (θ k ) is unique.
P-3: Monotonicity relative to the deepest point: As the center may not be unique, the monotonicity cannot hold.
P-4: Scale and shift invariance:
The proof is similar to the one in the HPP case.
P-5, Time warping invariance: Under time warping γ ∈ Γ, a point process s = (s 1 , s 2 , · · · , s k ) will become γ(s) = (γ(s 1 ), γ(s 2 ), · · · , γ(s k )). Similarly, we find that the transformed cumulative conditional intensity function Λ γ = Λ • γ −1 . If we include the cumulative conditional intensity function in the definition of Dirichlet depth, we have
The detailed proof is given in Part D of the Supplementary Materials.
Comparing two different methods (Definitions 2.4 and 2.3) of defining Dirichlet depth
for general point process, Definition 2.3 seems easier to apply in practice. If the conditional intensity function is known, the proposed TS-based definition is expected to have an effective center-outward ranking. However, the conditional intensity function is often unknown, particularly in practical use. In fact, perhaps the most challenging part of the TS-based Dirichlet depth in Equation (2.6) is to properly estimate the conditional intensity.
As a summary, we list the properties in the three Dirichlet depths (in Definitions 2.2, 2.3, and 2.4) in Table 1 , where "T" denotes "true" and "F" denotes "false".
Illustration
In this subsection, we demonstrate the proposed Dirichlet depths using a simulated inhomogeneous Poisson process (IPP). We randomly generate 100 IPP realizations on [0, 2π] with intensity function λ(t) = 1 − cos(t). The generated realizations are shown in Figure   4 (a). The total intensity is Λ = 2π 0 λ(t)dt = 2π, and therefore the probability of cardinality P (|s|) reaches its maximum at |s| = 6.
Given a sample set of a point process, we need to estimate the conditional means in order to apply sample Dirichlet depth and need to estimate the intensity function for TSbased Dirichlet depth. In this example, we use Algorithm 1 to estimate the conditional means. The intensity function of an IPP can be easily estimated with training samples.
We will also need to estimate the probability P (|s|) in order to compute the first probability term w(|s|) in Equation (2.1). In this illustration, P (|s|) is estimated by the MLE algorithm based on Poisson distribution and remains the same under different depth functions. Moreover, the weight parameter r is introduced to balance the importance of the first probability term and conditional depth. For illustrative purposes, we set r to two different values of 1 and 0.01. The ranking result is shown in Figure 4 .
Comparing Panels (b) and (e) (where r = 1), we can see that the ranking results based on sample Dirichlet depth function and TS-based Dirichlet depth function are very similar -four out of five top-ranked realizations are the same. Similarly, four out of five bottomranked realizations are the same as well. We also compare Panels (c) and (f) where r = 0.01. Although the overall ranks changed dramatically from where r = 1, both methods agree on the four out of five deepest realizations, and four out of five shallowest realizations.
We have seen that both Dirichlet depths can identify the most "typical" realizations whose distributions closely resemble the true intensity function. In order to illustrate the relationship between the Dirichlet depth and the goodness-of-fit, we treat each realization as a set of i.i.d. sampling points from the density function f (t) = λ(t) Λ(2π)
, and plot its P-values from the Kolmogorov-Smirnov (KS) test vs. its conditional Dirichlet depths in Figure 5 . 
Asymptotic Theory
In this section, we will investigate the asymptotic behavior of the sample depth function for point process based on our proposed framework (Equation (2.1)). In practice, given a set of realizations, we need to estimate the probability term w(|s|) and Dirichlet depth D c (s | |s|).
r is a pre-set hyperparameter. Given a sample set S (n) that contains n realizations from a point process on interval [T 1 , T 2 ], the probability term w(|s| = k) can be estimated by:
w n (|s| = k) = # processes in S (n) with k events max 0≤k≤K {# processes in S (n) with k events} , with a pre-determined K ∈ N. Basically, w n (|s| = k) is the empirical probability mass function, normalized with maximum being 1. The conditional Dirichlet depth proposed in Equation (2.4) can be estimated by the sample Dirichlet depth in Equation (2.5). Then we have a sample version of Equation (2.1) D n (s) in the following form:
To simplify the theoretical derivation, we make the following three assumptions.
1. The number of events in each process has a constant upper bound K ∈ N, which can be arbitrarily large.
w(|s|
We have defined
Our main asymptotic result is given as follows:
Theorem 3.1. For arbitrarily large K ∈ N, let s ∈ E (K) be a point process realization in the time domain [T 1 , T 2 ]. If the three assumptions given above are satisfied, then
for n sufficiently large.
The proof of Theorem 3.1 is given in Part E of the Supplementary Materials.
Real Experimental Data
In this section, we will apply the proposed depths to study neural decoding problems in two spike train datasets, where spike trains can be naturally treated as point processes.
Motor Cortical Spike Trains
We will at first perform a classification analysis on a set of motor cortical spike trains that was previously used in Wu & Srivastava (2013) and Liu & Wu (2017) . In this experiment, To estimate the probability term w(·) in the proposed depth function, we assume that For classification analysis, one can compute the Dirichlet depth directly by using Equation (2.5) and the TS-based Dirichlet depth by using Equation (2.6). Computation of the sample Dirichlet depth requires estimation of conditional means. Since the sample size is relatively small, we will use Algorithm 1 to estimate the conditional means. Also, TS-based Dirichlet depth requires estimation of intensity functions for each path. Here we assume that there is no history dependence and use the IPP model to estimate the intensity function for each path.
Ideally, the conditional depth generated by sample Dirichlet depth and TS-based Dirichlet depth should be consistent. From the plot of Dirichlet depths vs. TS-based Dirichlet depths (Figure 7) , we see that the points are evenly spread around the red diagonal baseline, indicating that the two definitions produce similar ranking systems. Once the first probability term and the conditional depth function for each path are obtained from the training set, we can then estimate the depth values of spike trains of the test set for each path based on framework (Equation (2.1)). We can then classify a test spike train to one of the four paths in which the depth value is the highest.
To compare the classification performance with previous methods, we also apply two more approaches here: 1) generalized Mahalanobis depth method in Liu & Wu (2017) and 2) likelihood method. We have discussed the Gaussian-kernel-based generalized Mahalanobis depth. The likelihood method, in this case, is based on the assumption that spike trains follow a Poisson process. We can estimate the likelihood of each testing spike train and classify it to the model in which the likelihood is the largest. The classification accuracy rates of all approaches are summarized in Table 2 . 
Geniculate Ganglion Spike Trains
We will use another spike train dataset to demonstrate the classification performance of the proposed framework. This dataset was previously used by Lawhern et al. (2011) and Liu & Wu (2017) , which contains spike trains of 6 different clusters. In the experiment, adult male Sprague-Dawley rats geniculate ganglion tongue neurons were stimulated by 6 different solutions: KCI (salty), CA (sour), NaCl (salty), QHCI (bitter), MSG (umami) and Sucr (sweet) for 10 times each. The experiment consists of three time periods: 2-second pre-stimulus period, 2.5-second stimulus application period and 3-second post-stimulus period.
For illustrative purposes, we only use spike trains in the stimulus application period and the post-stimulus period, and only select two typical neurons cells: one electrolyte generalist cell and one acid generalist cell. For each cell, we take 5 spike trains for each of 6 different tastes to train, and another 5 spike trains to perform classification task. That is, 60 spike trains are been selected for each cell. The spike trains of the training set with respect to the 6 different solutions from those two cells are shown in Figure 8 . We can see that the number of spikes is very different in (b), and not very different in (a).
Hence we can predict that for classifying electrolyte generalist cell, the first probability term w(|s|) will not be a very important factor, but can play an important role for classifying acid generalist cell. For electrolyte generalist cell, we set r to be a small value of 0.3, and for acid generalist cell r is set as a larger value of 1.2. In this example, only sample Dirichlet depth is used as the conditional depth function in Equation (2.1). The TS-based Dirichlet depth is omitted since the sample size is too small to have a robust estimate of the intensity function. Table 3 shows the result of the classification rate. We can see from the classification result that our proposed sample Dirichlet depth is the best among three methods. In particular, given the extremely small sample size (5 in each taste), the classification performance is indeed robust and accurate.
Summary
In this paper, we have proposed a new framework to measure depth for point process observations. The proposed depth includes three components: 1) normalized probability of the number of events, 2) conditional depth given the number of events, and 3) the weight parameter. Our study emphasizes on the definitions of the new conditional depth, namely the Dirichlet depth, for point process and important mathematical properties. The depth is at first defined for the classical homogeneous Poisson process by using the equivalent interevent time representation. For general point process, we propose two different definitions:
one is a direct generalization on the homogeneous Poisson case, and the other is based on the well-known time re-scaling theorem. We examine the mathematical properties for each of these depths and provide a theoretical investigation on the asymptotics on the sample Dirichlet depth. Moreover, we apply the proposed depth functions to neural decoding problems in two different datasets. The result indicates that the proposed framework provides a proper center-outward rank and the new method has superior decoding performance to the previous methods.
The new Dirichlet depths are simply based on the basic Dirichlet distribution and there are a lot of potential improvements for future exploration. For example, we may change the power 1 k+1 to make the depth more concentrated or dispersed. This procedure may only slightly change the ranks of each sample, but will have clear effect on classification performance if the depth values are used across multiple samples.
We point out that the Dirichlet depth is a new approach to define the conditional depth for point process. To the best of our knowledge, no other methods have been proposed to study this problem. Therefore, more in-depth topics, such as the shape of depth contours and trimmed regions in a high dimension, can be further explored. For practical application, we have only investigated the classification performance by the proposed depth framework.
Other applied topics, such as clustering and outliers detection, can also be studied in the future. Finally, the weight parameter r is pre-set in this paper. We will explore classical statistical methods such as cross-validation or generalized cross-validation to search for optimal values in practical use.
