Effects of multiplicative noise on optical bistability in a three-level atomic medium in a ring cavity are investigated experimentally and theoretically. Steady-state intensity distributions as well as switching and dwell times have been measured as functions of noise strength. System response to an external periodic signal is also explored. It is found that the probability for the system to stay in the upper state increases with increasing noise strength. When a small periodic signal is added to the input field, the probability for the upper state has a maximum as a function of multiplicative noise strength. A simple theoretical model based on nonlinear atomic susceptibility is presented to interpret the experimental observations. DOI: 10.1103/PhysRevA.79.023835 PACS number͑s͒: 42.65.Pc, 02.50.Ϫr, 42.50.Gy, 05.40.Ϫa It is well-known that noise has profound effects on the behavior of nonlinear systems and can lead to many counterintuitive phenomena. For example, it can change the local stability properties of deterministic steady states of a system and may lead to steady states different from those of the deterministic description ͓1-3͔. The addition of an appropriate amount of noise to a nonlinear dynamical system can improve its response to a weak signal and thus improve its detection in a noisy environment. Both additive and multiplicative noises can boost system response to a weak external signal and thus improve the signal-to-noise ratio in nonlinear systems ͓4-6͔. This phenomenon, known as stochastic resonance ͑SR͒, was originally introduced as a mechanism to describe the almost periodic occurrences of the ice ages on Earth ͓7͔. The concept since then has been widely used in theoretical and experimental investigations of nonlinear dynamical systems including lasers ͓8͔, electronic ͓9͔, biological ͓10-12͔, nanomechanical ͓13͔, and even quantummechanical systems ͓14͔. In many nonlinear systems the periodic signals are generated intrinsically. For instance, in multimode laser systems, mode-mode coupling can produce phase-locking and periodic as well as aperiodic selfmodulations of light intensity. The presence of additive and multiplicative noises ͑from spontaneous emission and parameter fluctuations͒ in such systems can give rise to SR even without adding an external signal. This phenomena, known as coherence resonance, as well as other noiseinduced changes to dynamical behaviors have attracted much attention recently ͓15-17͔.
It is well-known that noise has profound effects on the behavior of nonlinear systems and can lead to many counterintuitive phenomena. For example, it can change the local stability properties of deterministic steady states of a system and may lead to steady states different from those of the deterministic description ͓1-3͔. The addition of an appropriate amount of noise to a nonlinear dynamical system can improve its response to a weak signal and thus improve its detection in a noisy environment. Both additive and multiplicative noises can boost system response to a weak external signal and thus improve the signal-to-noise ratio in nonlinear systems ͓4-6͔. This phenomenon, known as stochastic resonance ͑SR͒, was originally introduced as a mechanism to describe the almost periodic occurrences of the ice ages on Earth ͓7͔. The concept since then has been widely used in theoretical and experimental investigations of nonlinear dynamical systems including lasers ͓8͔, electronic ͓9͔, biological ͓10-12͔, nanomechanical ͓13͔, and even quantummechanical systems ͓14͔. In many nonlinear systems the periodic signals are generated intrinsically. For instance, in multimode laser systems, mode-mode coupling can produce phase-locking and periodic as well as aperiodic selfmodulations of light intensity. The presence of additive and multiplicative noises ͑from spontaneous emission and parameter fluctuations͒ in such systems can give rise to SR even without adding an external signal. This phenomena, known as coherence resonance, as well as other noiseinduced changes to dynamical behaviors have attracted much attention recently ͓15-17͔.
Many of these phenomena have been studied theoretically in two-level atomic optical bistability systems. However, there are few experimental investigations of these predicted effects in two-level systems due to the lack of controllability of experimental parameters and, therefore, the accessibility of the appropriate regimes of operation. In contrast, in optical bistability associated with electromagnetically induced transparency ͑EIT͒ in three-level atomic systems inside an optical cavity, both the absorption and dispersion properties of the intracavity ͑three-level͒ medium can be modified and controlled by the additional coupling field. This makes it possible to manipulate the shape of the bistability curve or, equivalently, the width and height of the double-well bistable potential ͓18͔. These features make the three-level atomic media ideal candidates for studying noise-induced phenomena in bistable systems. We have experimentally investigated stochastic resonance and other noise-induced transitions ͓19,20͔ in the presence of additive or multiplicative noise in three-level atom optical bistability, and some preliminary experimental results without a theoretical interpretation were reported in ͓21͔. In this paper, we investigate the effects of multiplicative noise in a regime of optical bistability in a three-level system, where both absorption and dispersion coexist ͑hybrid optical bistability͒. Such a region of hybrid optical bistability has seldom been studied due to its complicated dependence on system ͑atomic and cavity͒ parameters. Typically, one operates the system either in the pure absorptive or pure dispersive region of optical bistability for simplicity. We begin by developing and solving the FokkerPlanck equation for the problem and use it to interpret experimental observations of multiplicative noise-induced transitions in this bistable system.
For ⌳-type three-level atoms in the cavity, as shown in Fig. 1 , the wave equation of the intracavity field ͑probe beam͒ under the rotating-wave and slowly varying amplitude approximations can be written as
where E is the slowly varying field amplitude, P is the corresponding atomic polarization, is the frequency of the field, and ⑀ 0 and c are, respectively, the free-space permittivity and speed of light. In the steady state this equation reduces to
where we have expressed atomic polarization in terms of effective dielectric susceptibility ͑E͒ as P = 0 ͑E͒E. By writing the complex field amplitude E in terms of a real amplitude and a phase and the ͑complex͒ susceptibility terms of its dispersive and absorptive parts as ͑E͒ = d ͑E͒ + i a ͑E͒ in Eq. ͑2͒, we find that the equations of motion for the amplitude and phase are
Because of the presence of an optical cavity, the field must satisfy the following boundary conditions at the input plane z = 0 and after one roundtrip ͑of length L͒ around the cavity:
͑5͒
Here E I and E T are, respectively, the incident and transmitted fields, R 1 ͑R 2 ͒ and T 1 ͑T 2 ͒ are the output ͑input͒ mirror reflectivity and transmissivity, and ␦ 0 is normalized cavity detuning ͑difference between cavity frequency c and atomic transition frequency 12 ͒ expressed as ␦ 0 = ͑ c − 12 ͒l / c, where l is the distance from the output mirror to the input mirror. Integrating Eqs. ͑3͒ and ͑4͒ and applying boundary conditions ͑5͒, we arrive at the cavity transmission ͑ratio of transmitted and incident-field intensities͒
Due to EIT condition, the absorption of the cavity field ͑probe field͒ is quite small even near resonance. Then in the denominator, we can write sin͑
to terms of first order in the atomic susceptibility. Such a small gain expansion has been used routinely in the literature and has been checked for consistency in our case. Using this approximation in Eq. ͑7a͒, the cavity transmission can be written as
, this equation can be rewritten as
Now, the intensity-dependent nonlinear susceptibility ͑Kerr nonlinearity͒ can be expanded as
Explicit expressions for the linear and nonlinear susceptibilities,
, which depend on various atomic parameters, are given in Refs. ͓22,23͔. Using these expressions in Eq. ͑8͒ and rearranging the resulting equation in terms of incident and transmitted field intensities, Y = ͉E I ͉ 2 and X = ͉E T ͉ 2 , we obtain
where
This steady-state relation can exhibit optical bistability since for a given incident light intensity Y, the intracavity intensity X is a cubic equation. Because of the ability to control sys- tem parameters, the optical bistability predicted by Eq. ͑10͒ can be tailored to exhibit pure dispersive or pure absorptive bistability characteristics as well by an appropriate choice of system parameters. Thus the current system is capable of exhibiting a far richer variety of features than those encountered in the pure absorptive or dispersive atomic optical bistability.
Two mechanisms can lead to optical bistability in the system under consideration. The first involves nonlinear absorption and the second involves nonlinear refraction due to Kerr nonlinearity. Here we consider the case where both dispersion and absorption coexist and are important. The equation of motion for intracavity intensity can then be written as
where the "potential" V͑X͒ is given by
In this form, this equation incorporates the boundary conditions satisfied by the intracavity field; it can also be derived from the cavity field equation with an injected signal in the small gain approximation considered here ͓24͔. For certain values of parameters, the system shows optical bistability and the potential V͑x͒ exhibits two minima, as shown in Fig.  2 .
In the presence of noise this deterministic equation is replaced by the Langevin equation
where ͑t͒ and ͑t͒ represent, respectively, statistically independent multiplicative and additive Gaussian white-noise processes with zero mean and autocorrelations ͗͑t͒͑tЈ͒͘
In the experiments reported here, we added noise on the cavity detuning ͓which is consistent with the multiplicative noise term in Eq. ͑13͔͒ and chose a value for the input light intensity Y in the region of bistability. The input light was modulated with a small periodic signal of amplitude ⑀. In what follows we will assume that the additive noise term, due to the intrinsic spontaneous emission fluctuations, is small compared to the externally added multiplicative noise term and only concentrate on the effects of the multiplicative noise on the system dynamics. Using the standard procedure ͓25͔, the nonlinear Langevin equation ͑13͒ for the intensity can be converted into a Fokker-Planck equation ͑FPE͒ for the intensity probability density P͑X , t͒ as
where the drift and diffusion coefficients are given by
The steady-state solution of the FPE is given by
where N is a normalization constant. Figure 3 shows a typical stationary-state probability distribution from which we can clearly see the bimodal distribution, characteristic of a bistable system. Numerical values for c 1 , c 2 , and c 3 were obtained with the help of the expressions for the linear and nonlinear susceptibilities in Refs. ͓22,23͔, and are given in Fig. 2 . For small noise strengths, the system stays mostly in the low intensity state. As the noise strength increases, the probability for system to be found in the upper state increases. Also, the probability distribution broadens as the noise strength increases. The experiments were conducted with ⌳-type three-level rubidium atoms in a vapor cell inside an optical ring cavity. ployed to form the three-level system as shown in the inset of Fig. 1 . A coupling laser of frequency c near the 23 resonance couples levels ͉3͘ and ͉2͘, while the cavity field ͑probe͒ with frequency p near the 21 resonance drives the probe transition from level ͉1͘ to level ͉2͘. ⌬ c = c − 23 and ⌬ p = p − 21 denote, respectively, the frequency detunings of coupling field and the probe field. The optical ring cavity has three mirrors, two of which have transmissivities of 1.4% ͑M 1 ͒ and 3% ͑M 2 ͒, respectively, while the third mirror ͑M 3 ͒ is a high reflector with reflectivity Ͼ99.5% and is mounted on a piezoelectric transducer ͑PZT͒ for cavity length scanning. The cavity length is 36.5 cm giving a free spectral range of 822 MHz. The rubidium vapor cell ͑5 cm long͒ is wrapped in -metal foil to shield it from external magnetic fields. A heat tape is placed outside the -metal foil to control the cell temperature and, therefore, the atomic density in the cell. With the atomic cell in place, the cavity finesse is about 48 when the frequency of the laser is tuned far from the atomic resonance. The probe laser beam circulates inside the cavity as the cavity field, while the coupling beam launched into the cavity through a polarization beam splitter ͑PBS͒ is misaligned from the probe beam slightly ͑about 2°a ngle͒ so it will not circulate in the cavity. The probe and coupling laser beams are derived from two frequencystabilized extended cavity diode lasers, respectively. The spot radii of the coupling and probe beams near the center of the cell are about 600 and 100 m, respectively. The confocal parameter for the cavity field is about 8 cm which exceeds the atomic cell length ͑5 cm͒. The frequency detunings of the lasers from their respective atomic transitions are set and monitored separately by using a saturated atomic spectroscopy setup ͑not shown in Fig. 1͒ . One of the advantages of our experimental system is the use of the two-photon Doppler-free configuration ͓18͔. By propagating the coupling and probe ͑cavity͒ laser beams collinearly through the atomic vapor cell containing the three-level ⌳-type rubidium atoms, the first-order Doppler effect is eliminated even in an atomic vapor cell, which greatly reduces the experimental complications.
The first step in the experiment was to lock the frequencies of both the coupling and probe lasers. The coupling laser was tuned and locked to the 5S 1/2 , F =2→ 5P 1/2 , FЈ = 2 transition, while the probe laser was tuned and locked to the 5S 1/2 , F =1→ 5P 1/2 , FЈ = 2 transition. Next, we locked the optical ring cavity with the help of a third diode laser ͑not shown in Fig. 1͒ . Then the electro-optic modulator ͑EOM͒ in the path of the cavity input beam was switched on with a sawtooth voltage to scan the intensity of the cavity input beam. By adjusting various experimental parameters ͑⌬ c , ⌬ p , ⍀ c , and the cavity field detuning ⌬ cav = c − 12 ͒ we obtained a bistability curve like the one shown in Fig. 4 . After the bistability curve was obtained and all experimental parameters were set to appropriate values, the EOM was switched off. The intensity of the cavity input beam was adjusted so that the system stays in the lower intensity state within the bistable region. The power of the cavity input beam is about 8 mW, which gives an intracavity probe beam Rabi frequency of approximately 2 ϫ 8 MHz. A random noise voltage with nominal bandwidth of 10 MHz was added onto the cavity detuning through the PZT controlling the cavity mirrors M 3 . The rms noise voltage denoted by is proportional to the strength of the noise added to the cavity detuning which appears as multiplicative noise in the system. From the expansion coefficient of the PZT, we estimate that the conversion factor for converting PZT voltage to frequency signal for our cavity is about 9.4 MHz/V. The time series of the input and output beam intensities were monitored by APD detectors whose outputs are recorded by a digital oscilloscope and transferred to a computer for further analysis. Figure 5 shows typical time series for the output intensity at different noise strengths and the corresponding intensity histograms. The experimental parameters for these plots are T =68°C, ⍀ c =2 ϫ 76 MHz, ⌬ c =2 ϫ 150 MHz, ⌬ p =2 ϫ 100 MHz, and average cavity detuning ⌬ cav =2 ϫ 50 MHz. From Fig. 5 we can clearly see that the probability of jumping from the lower state to the upper state is small for small noise strength ͓Fig. 5͑a͔͒ and the lower-state dwell time is comparably long. The rate of transition to the upper state increases as the noise strength increases.
A statistical analysis of the time series yields the intensity probability distribution. The lower panels in Fig. 5 compare the experimentally measured histograms with the theoretically predicted intensity distributions ͑solid curves͒. It can be seen that the theoretically calculated distributions can repro- duce the experimentally observed results reasonably well. For a more quantitative comparison we need to consider several other features of the intensity distribution.
From the measured intensity distribution we can compute the peak intensity I peak on the upper branch ͑location of the peak of the high-intensity part of the distribution͒. Figure  6͑a͒ shows the variation of the upper-state peak intensity I peak as a function of the noise strength. The dots represent the experimental data and the solid curve is derived from the theoretical prediction based on Eq. ͑15͒. To facilitate this comparison we need a scale factor ⌳ to convert noise signal voltage ͑in millivolts͒ into a dimensionless noise strength 2D M used in the theory and another scale factor to convert the experimentally measured intensity ͑in millivolts͒ to the dimensionless intensity used in the theory. Assuming a linear relationship ͑i.e., 2D M = ⌳ and I Th = ⌳ I I ex ͒ we see that a log-log plot amounts to a shift along the axes by constant amounts log ⌳ I and log ⌳ . It is clear that the upper-state peak intensity decreases as the noise strength increases and the general trend is reproduced rather well by the theoretical prediction. Another quantity of interest is the probability P up for the system to be found on the upper branch ͑defined as the area under the high-intensity peak͒. Figure 6͑b͒ shows this probability P up as a function of noise strength. The dots are the experimental data and the solid curve represents the theoretical prediction. Note that P up , being a probability, can be compared directly with the theoretical predictions. We still need to convert the noise strength ͑in millivolts͒ to the dimensionless noise strength 2D M . For this reason while the probability is plotted on a linear scale, the noise strength is plotted on a log axis. We can see that the probability for the system to stay in the upper state increases as the noise strength increases. Once again we find that the theory can account for the experimental results adequately.
In the second set of experiments, we added a small periodic sinusoidal modulation to the cavity input field through the EOM in addition to the noise added to the cavity detuning through the PZT mounted on the cavity mirror ͑M 3 ͒. With this modulation, the intensity X͑t͒ is no longer stationary; the Fokker-Planck equation becomes more complicated, and it is not possible to get an analytical solution in general. However, for small modulation frequencies ͑smaller than the rate of intrawell relaxation͒, the probability distribution function can be approximately written as ͓1,6͔
where A = ⑀ cos͑t͒ and N͑⑀͒ is a normalization constant. The probability P up for the system to stay in the upper state as a function of the noise strength is shown in Fig. 7 . The dots represent experimental data and the solid line represents theoretical calculation using Eq. ͑16͒. For small noise strength the probability of staying in the upper state is small. As the noise strength increases, the probability P up increases rapidly at first, reaching a maximum for certain noise strength, and then begins to decrease as the noise strength is increased further. It shows that there exists an optimum noise strength for obtaining maximum transition probability. This resonancelike behavior is similar to the phenomenon of stochastic resonance ͓1,2͔. To explore this phenomenon further we also measured the dwell time ͑the time for the system to stay in the upper state͒ histograms. Figure 8 gives some typical results for a modulation frequency of 200 Hz. For low noise strengths, the histogram consists of several peaks with almost the same period as the modulation. In this situation, the amount of added multiplicative noise is not enough to induce a good synchronization between the modulation frequency and the rate of transitions from upper to lower intensity states ͑interwell relaxation rate͒. The system must spend several periods in one potential well ͑one of the bistable states͒ before a jump occurs. As noise strength increases, the first peak increases and higher-order peaks disappear. This behavior is again similar to that predicted for stochastic resonance ͓1,2͔. Despite these similarities the exact relation between the observed behavior and stochastic resonance needs more detailed investigations. With further increase in the noise strength, the peak structure is completely destroyed, and the signal ͑the small periodic modulation of the input field͒ is then buried in the noise background. Several other data sets for different modulation frequencies and input intensities ͑still in the bistable regime͒ were acquired, which all yield a similar behavior. In the theoretical calculations used for interpreting our data, the additive noise term was ignored. We repeated these calculations by including the additive noise in addition to the multiplicative noise. The steady-state distribution can again be obtained analytically although it has more complicated dependencies on both multiplicative and additive noise strengths. We find that if the additive noise strength is small, the trends predicted by the theoretical calculations are consistent with the experimental results. However, significant differences appear for large additive noise strengths. Based on the agreements between the theoretical and experimental results presented above, we conclude that the intrinsic additive noise in our system is relatively small and the multiplicative noise dominates the system dynamics. The assumption of white noise for the multiplicative noise also needs some comments. We used a commercial programmable pulse generator to produce the noise voltage , which has a finite correlation time. Moreover, the PZT controlling the detuning has a limited response to high frequencies, which will limit the noise bandwidth. Thus strictly speaking we are dealing with colored noise with autocorrelation function ͗͑t͒͑tЈ͒͘ =2D M exp͑−͉t − tЈ͉ / ͒. The inclusion of colored noise effects would make theoretical calculations cumbersome and analytically intractable. Another factor that has not been taken into account in the theoretical calculations is the residual ͑second-order͒ Doppler effect. Although the use of twophoton Doppler-free configuration in the experiment ͓22,23͔ eliminates the first-order Doppler effect, the residual second and higher-order Doppler effects can still influence the calculations of various theoretical parameters, especially in certain one-photon detuning cases and contribute to less-thanperfect match between the experimental results and the theoretical predictions. Spatial profiles of the laser beams and other sources of noise in the experiment ͑such as cavity locking jitter, mechanical, coupling, and probe laser noises͒ are other factors that have not been included in our theoretical model. We have opted for simplicity with a clear physical picture, and it appears that a model with only the dominant multiplicative noise is adequate to provide a reasonable interpretation of the experimentally measured results, at least for the parameter regime studied in the current experiments.
In conclusion we have explored the effects of multiplicative noise on the switching and transition probability in optical bistability in a system with three-level atomic medium inside an optical ring cavity. The phenomenon of optimal transition probability and dwell time in such system has also been studied. Experimental results are in agreement with the predictions from a theoretical model that incorporates both absorptive and dispersive atomic responses. We note that dynamical characteristics, especially noise-induced ones, have not been investigated either experimentally or theoretically in such hybrid absorptive-dispersive atomic optical bistability systems. In the parameter regime studied in the paper, system dynamics appears to be dominated by the added multiplicative noise, and the role of intrinsic additive noises due to spontaneous emission and laser intensity fluctuations appears to be negligible compared to the multiplicative noise. The system with three-level EIT atoms inside an optical cavity used here is an ideal system to study noise-induced dynamical effects in bistable systems and test theoretical models since the linear and nonlinear absorption and dispersion properties of such intracavity medium can be easily controlled. The range of phenomena that can be studied with this system extends far beyond the effects of noise on bistability to the role of noise in controlling and modifying multistable behavior and even chaotic response of hybrid systems ͓26͔.
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