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Weiwei Ao∗ Juncheng Wei† Wei Yao ‡
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We study sign-changing radial solutions for the following semi-linear elliptic equation
∆u− u+ |u|p−1u = 0 in RN , u ∈ H1(RN ),
where 1 < p < N+2N−2 , N ≥ 3. It is well-known that this equation has a unique positive
radial solution and sign-changing radial solutions with exactly k nodes. In this paper,
we show that such sign-changing radial solution is also unique when p is close to N+2N−2 .
Moreover, those solutions are non-degenerate, i.e., the kernel of the linearized operator is
exactly N -dimensional.
1 Introduction and main results
In this paper we establish the uniqueness and nondegeneracy of sign-changing radially sym-
metric solutions to the following semi-linear elliptic equation
∆u− u+ |u|p−1u = 0 in RN , u ∈ H1(RN) (1.1)
where 1 < p < 2∗− 1 and 2∗ = 2N/(N − 2) is the critical Sobolev exponent for the embedding
of H1(RN) into L2
∗
(RN), N ≥ 3. More precisely, for any k ∈ N, we will prove that the following
ODE problem {
u′′ + N−1
r
u′ − u+ |u|p−1u = 0, r ∈ (0,∞), N ≥ 3,
u′(0) = 0, lim
r→∞
u(r) = 0, (1.2)
has a unique solution u ∈ C2[0,∞) such that u(0) > 0 and u has exactly k zeros. Moreover,
this unique solution is non-degenerate in the space of H1 functions.
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Equation (1.1) arises in various models in physics, mathematical physics and biology. In
particular, the study of standing waves for the nonlinear Klein-Gordon or Schrodinger equations
reduce to (1.1). The uniqueness and nondegeneracy of standing waves play essential role in
the study of soliton dynamics or blow up for nonlinear Schro¨dinger equations. We refer to the
papers of Berestycki and Lions [4], [5] for mathematical foundations of (1.1), Rapahael [33],
Merle and Raphael [25], Nakanishi and Schlag [30] for backgrounds on dynamics and blow-ups
of NLS.
The classical work of Gidas, Ni and Nirenberg [14] states that all positive solutions of (1.1)
are radially symmetric around some point. The uniqueness of positive solutions to (1.1) has
been extensively studied during the last thirty years. It was initiated by Coffman [7] with p = 3
and N = 3, and then improved by McLeod and Serrin [22] to 1 < p ≤ N
N−2 , and finally extended
by Kwong [20] to all values of exponent 1 < p < N+2
N−2 by shooting method. After these results
there have been many extensions and refinements, see for example the works [32], [6], [34] and
references therein. An essential tool in studying (1.1) is the shooting method, i.e., one studies
the behavior of solutions u(r, α) to the initial value problem{
u′′ + N−1
r
u′ − u+ up = 0, r ∈ (0,∞), N ≥ 3,
u(0) = α, u′(0) = 0,
(1.3)
for α ∈ (0,∞) and obtains series of comparison results between two solutions to (1.3) with
different initial values. One feature of their approach is that it can be extended to the m-
Laplacian operator and more general nonlinearities, see [34] for example. However, it seems
very hard to apply the approach to sign-changing solutions if one does not understand the
complicated intersection between two solutions to (1.1) in the second nodal domain.
For sign-changing radial solutions, the existence results have been established by Coffman
[8] and McLeod, Troy and Weissler [23] using ODE shooting techniques and a scaling argument.
There are also other approaches including variational methods (Bartsch and William [3], Struwe
[35]) and heat flow (Conti-Verzini-Terracinni [10]). But for the uniqueness of sign-changing so-
lutions, to our knowledge, there are few work on sign-changing solutions. In [9], using Coffman’s
approach, Cortazar, Garcia-Huidobro and Yarur study the uniqueness of sign-changing radial
solution to
∆u+ f(u) = 0, in RN , (1.4)
under some convexity and sublinear growth conditions of f(u). In the canonical case of f(u) =
|u|p−1u− |u|q−1u, the condition on p and q is that:
p ≥ 1, 0 < q < p, and p+ q ≤ 2
N − 2 . (1.5)
The result we present here is a contribution to this matter which covers the q = 1 case and
superlinear case. We shall employ a different method–the Liapunov-Schmidt reduction–to prove
our result.
Up to now, the Lyapunov-Schmidt reduction method, which reduces an infinite-dimensional
problem to a finite-dimensional one, has been widely used successfully in constructing various
solutions, see for example [37], [27], [15], [29]. For the uniqueness problem, Wei [37] applied
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this method and established the uniqueness and non-degeneracy of boundary spike solutions
for the following singularly perturbed Neumann boundary problem:{
ǫ2∆u− u+ up = 0 in Ω,
u > 0 in Ω and ∂u
∂ν
= 0 on ∂Ω,
(1.6)
where ǫ > 0 is a small parameter, Ω is a smooth bounded domain in RN , and p is subcritical.
The main idea is to reduce the problem in H2(Ω) into a finite-dimensional problem on the space
of spikes and then compute the number of critical points for a finite-dimensional problem. The
same idea has been used successfully by Grossi [17] in computing the number of single-peak
solutions of the nonlinear Schro¨dinger equation{ −ǫ2∆u+ V (x)u = up in RN ;
u > 0,
(1.7)
for a suitable class of potentials V and critical point P . But for the uniqueness problem, we
do not know whether the Lyapunov-Schmidt reduction method can be used to problems other
than the singularly perturbed one.
The purpose of this paper is to deal with the uniqueness of sign-changing radial solutions
to (1.1) by the Liapunov-Schmidt reduction. After setting p = N+2
N−2 − ǫ, then problem (1.1) will
become a singularly perturbed one and then we can use the idea in [37] and [11] to establish
the uniqueness and non-degeneracy of sign-changing solution to (1.1) for sufficient small ǫ > 0.
Our first result concerns the uniqueness of sign-changing radial solution:
Theorem 1.1. For any positive integer k, there exists a positive constant ǫ0 such that for
p ∈ (N+2
N−2 − ǫ0, N+2N−2
)
, there exists an unique sign-changing radial solution to (1.1) with u(0) > 0
and exactly k zeros.
Remark. Using the same idea, we can give a new proof on the uniqueness of positive solution
to the equation (1.1) with an almost critical power.
Our second result concerns the eigenvalue estimates associated with the linearized operator
at uǫ, the solutions obtained in Theorem 1.1:
Lǫ ≡ ∆− 1 + p|uǫ|p−1. (1.8)
We have the following non-degeneracy result:
Theorem 1.2. There exists a number ǫ0 > 0 such that for p ∈ (N+2N−2 − ǫ0, N+2N−2), uǫ is non-
degenerate, i.e., if φ satisfies
∆φ− φ+ p|u|p−1φ = 0, |φ| ≤ 1, in RN (1.9)
then
φ ∈ span
{
∂uǫ
∂x1
, · · · , ∂uǫ
∂xN
}
. (1.10)
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The organization of the paper is as follows. In Section 2 we give some preliminary analysis.
In Section 3 a finite dimensional reduction procedure is given. In Section 4 we show the existence
and uniqueness. Finally in Section 5 we give the small eigenvalue estimate and complete the
proof of Theorem 1.2.
Throughout this paper we denote various generic constants by C. We use O(B), o(B) to
mean |O(B)| ≤ C|B|, o(B)/|B| → 0 as |B| → 0, respectively.
Acknowledgments: The research of J. Wei is partially supported by NSERC of Canada.
2 The asymptotic behavior of the solutions
In this section, we will give some preliminary analysis. First by Pohozaev’s non-existence result,
equation (1.1) only has trivial solution u = 0 when p ≥ 2∗ − 1, see [31]. So if uǫ is a sign-
changing solution to (1.1) with p = (N +2)/(N − 2)− ǫ, ǫ > 0, then uǫ must blow up as ǫ→ 0.
Moreover, by the result of Felmer, Quaas, Tang and Yu [12],
uǫ(0)→∞ and Rǫ → 0 (2.1)
as ǫ → 0, where Rǫ is the first zero point of uǫ. Without loss of generality, in this paper, we
assume that uǫ(0) > 0 and we will consider sign-changing once radial solutions to (1.1). The
proofs can be easily modified to deal with sign-changing solutions with more than one nodes.
The key estimate we shall obtain first is the relation between uǫ(0) and the first radius Rǫ.
To this end, we take the so-called Emden-Fowler transformation to uǫ as in [11]. Let
vǫ(t) = r
αuǫ(r), r = e
t, α =
2
p− 1 .
Then vǫ satisfies
v′′ − βv′ − (γ + e2t)v + |v|p−1v = 0, t ∈ (−∞,∞), (2.2)
where
p =
N + 2
N − 2 − ǫ, β =
(N − 2)2ǫ
4− (N − 2)ǫ and γ =
(N − 2)2
4
− β
2
4
. (2.3)
Recall that the corresponding energy functional of equation (1.1) is
E˜ǫ(u) =
1
2
∫ ∞
0
(|u′|2 + |u|2)rN−1 dr − 1
p+ 1
∫ ∞
0
|u|p+1rN−1 dr,
and by the Emden-Fowler transformation,∫ ∞
0
|u′|2rN−1 dr =
∫ ∞
−∞
[
|v′|2 + γ|v|2
]
e−βt dt;
∫ ∞
0
|u|2rN−1 dr =
∫ ∞
−∞
e2t|v|2e−βt dt;
4
∫ ∞
0
|u|p+1rN−1 dr =
∫ ∞
−∞
|v|p+1e−βt dt.
Thus the corresponding energy functional of equation (2.2) is
Eǫ(v) =
1
2
∫ ∞
−∞
[
|v′|2 + (γ + e2t)|v|2
]
e−βt dt− 1
p+ 1
∫ ∞
−∞
|v|p+1e−βt dt, (2.4)
and u(r) ∈ H1(RN) if and only if v(t) ∈ H , where H is the Hilbert space defined by
H ≡ {v ∈ H1(R)|
∫ ∞
−∞
[
|v′|2 + (γ + e2t)|v|2
]
e−βt dt <∞} (2.5)
with the inner product
(v, w)ǫ =
∫ ∞
−∞
[
v′w′ + (γ + e2t)vw
]
e−βt dt. (2.6)
Similarly, we define the weighted L2-product as follows:
〈v, w〉ǫ =
∫ ∞
−∞
vwe−βt dt. (2.7)
To get the asymptotic behaviour of the solutions, by standard blow-up analysis, we first
have the following Lemma:
Lemma 2.1. Let vǫ be a solution of (2.2). Then there exists a positive constant C = C(N)
such that
‖vǫ‖∞ ≤ C. (2.8)
Since the uniqueness of positive solutions is known for u in ball and annulus, so is it for v
and we have the following a priori estimate of energy of vǫ:
Lemma 2.2. Let vǫ be a solution of (2.2). Then there exists a small positive constant δ such
that
Eǫ(vǫ) < 2Eǫ(w0) + δ < 3Eǫ(w0), (2.9)
where w0 is the unique positive solution of the following problem{
w′′ − (N−2)2
4
w + w2
∗−1 = 0, w > 0 in R;
w(0) = max
t∈R
w(t), w(t)→ 0, as |t| → ∞. (2.10)
Using the above a priori estimate of energy, we can follow the argument of [26] to prove the
following asymptotic behavior of vǫ:
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Lemma 2.3. Suppose vǫ is a sign-changing once solution of (2.2), then vǫ has exactly one local
maximum point t1 and one local minimum point t2 in (−∞,∞), provided that ǫ is sufficiently
small. Moreover,
vǫ(t) = w0(t− t1)− w0(t− t2) + o(1) (2.11)
and
t1 < t2, t1 → −∞, t2 → −∞, |t2 − t1| → ∞, as ǫ→ 0 (2.12)
where w0 is the unique positive solution to equation (2.10) and o(1)→ 0 as ǫ→ 0.
Proof. First we show that the local maximum point must goes to −∞ as ǫ→ 0. Suppose not,
there exists a sequence of local maximum points tǫ of vǫ such that tǫ → t0. By the estimate of
energy of vǫ we get vǫ(t+ tǫ)→ v0 in C2loc, where v0 satisfies
v′′ − (γ0 + e2t)v + v2⋆−1 = 0, v ≥ 0 in R, (2.13)
v(t)→ 0, as |t| → ∞,
where γ0 =
(N−2)2
4
. But by Pohozave’s identity, v0 ≡ 0. This contradicts with v0(0) ≥
γ
1/(2⋆−1)
0 > 0.
Next we show that the distance of local maximum point and zero point of vǫ goes to ∞.
Suppose not, using the same notation above, there exists d ∈ R such that, vǫ(t + tǫ) → v0 in
C2loc((−∞, d)), where v0 satisfies
v′′ − (γ0 + e2t)v + v2⋆−1 = 0, v ≥ 0 in (−∞, d), (2.14)
v(d) = 0, v(t)→ 0, as |t| → ∞.
This is also a contradiction to the Pohozave’s identity.
Now we show that there only exists one local maximum point. Suppose not, there are at
least are two local maximum points t1 and t2. We first show that |t1 − t2| → ∞. Suppose
not, |t1 − t2| is bounded, then using the same notations, vǫ(t + t1) → v0 in C2loc(R), where v0
satisfies (2.13). Moreover since v′ǫ(0) = 0, v
′
0(0) = 0 and then applying Lemma 4.2 in [26] and
the arguement right after the proof of Lemma 4.2, we get a contradiction. Thus |t1− t2| → ∞.
Then we have a lower bound of the energy functional Eǫ(vǫ) > 2Eǫ(w0) +C1 > 2Eǫ(w0) + δ for
some C1 > 0 independent of ǫ small, which contradicts with Lemma 2.2.
For the negative part, we can get the similar result and complete the proof.
Now we set
Sǫ[v] = v
′′ − βv′ − (γ + e2t)v + |v|p−1v. (2.15)
To get more accurate information on asymptotic behaviour, we introduce the function w be
the unique positive solution of{
w′′ − (N−2)2
4
w + wp = 0 in R;
w(0) = maxt∈R w(t), w(t)→ 0, as |t| → ∞. (2.16)
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It is standard that
w(t) = Aǫ,Ne
−(N−2)t/2 +O
(
e−p(N−2)t/2
)
, t ≥ 0;
w′(t) = −N−2
2
Aǫ,Ne
−(N−2)t/2 +O
(
e−p(N−2)t/2
)
, t ≥ 0,
(2.17)
where Aǫ,N > 0 is a constant depending only on ǫ and N . Actually the function w(t) can be
written explicitly and has the following form
w(t) = γ
1
p−1
0 (
p+ 1
2
)
1
p−1
[
cosh
(p− 1
2
γ
1/2
0 t
)]− 2p−1
.
Testing (2.17) with w and w′ and integrating by parts, one arrives at the following identity:∫
R
|w′|2 dt = (1
2
− 1
p+ 1
)
∫
R
wp+1 dt = γ0(
p− 1
p+ 3
)
∫
R
w2 dt. (2.18)
Note that w /∈ H when N = 3, 4. For t1, t2 obtained in Lemma 2.3, we set wj,tj to be the
unique solution of
v′′ − (γ0 + e2s)v + wptj = 0, where wtj (s) = w(s− tj), j = 1, 2 (2.19)
in the Hilbert space H . The existence and uniqueness of wj,tj are derived from the Riesz’s
representation theorem.
Using the ODE analysis, we can obtain the following asymptotic expansion of wj,tj , j = 1, 2
for whose proof we postpone to Appendix A:
Lemma 2.4. For ǫ sufficient small,
wj,tj = wtj + φj,tj +O(e
2tj ), (2.20)
where for N = 3,
φj,tj(s) = −etj/2Aǫ,3 e−s/2
(
1− e−es); (2.21)
for N = 4,
φj,tj(s) = −etjAǫ,4 e−s
[
1− ρ0(1
4
e2s)
]
, (2.22)
and
ρ0(r) = 2
√
rK1(2
√
r),
where K1(z) is the modified Bessel function of second kind and satisfies
z2K ′′1 (z) + zK
′
1(z)− (z2 + 1)K1(z) = 0;
7
for N = 5,
φj,tj(s) = −e3tj/2Aǫ,5 e−3s/2
[
1− (1 + es)e−es
]
; (2.23)
for N = 6,
φj,tj = −e2tjAǫ,6e−2s
[
1− u0( 1
162
e4s)
]
,
where
u0(r) = 8
√
rK2(4r
1/4),
where K2(z) is the modified Bessel function of second kind and satisfies
z2K ′′2 (z) + zK
′
2(z)− (z2 + 4)K2(z) = 0;
for N > 6, φj,tj = 0.
Remark. By the maximum principle, we have the following useful estimates:
0 < wj,tj < wtj , −wtj < φj,tj < 0, (2.24)
and
|w′tj | ≤ c1wtj ≤ c2, |w′j,tj | ≤ c1wj,tj ≤ c2, (2.25)
where c1, c2 are two positive constants independent of ǫ small.
From the above Lemma 2.4 and (2.12), we see that wj,tj = wtj + o(1) = w0,tj + o(1) in all
the cases for j = 1, 2. Thus by (2.11),
vǫ(t) = wǫ,t + o(1), (2.26)
where
wǫ,t(t) = w1,t1(t)− w2,t2(t). (2.27)
Before studying the properties of wǫ,t, we need some preliminary Lemmas. The first one is
a useful inequality:
Lemma 2.5. For x ≥ 0, y ≥ 0,
|xp − yp| ≤
{ |x− y|p, if 0 < p < 1,
p|x− y|(xp−1 + yp−1), if 1 ≤ p <∞. (2.28)
The following Lemma is proved in Proposition 1.2 of [2].
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Lemma 2.6. Let f ∈ C(R) ∩ L∞(R), g ∈ C(R) be even and satisfy for some α ≥ 0, β ≥ 0,
γ0 ∈ R,
f(x)exp(α|x|)|x|β → γ0 as |x| → ∞,∫
R
|g(x)|exp(α|x|)(1 + |x|β)dx <∞.
Then
exp(α|y|)|y|β
∫
R
g(x+ y)f(x)dx→ γ0
∫
R
g(x)exp(−αx1)dx as |y| → ∞.
Next we state a useful Lemma about the interactions of two w’s:
Lemma 2.7. For |r − s| ≫ 1 and η > θ > 0, there hold
wη(t− r)wθ(t− s) = O(wθ(|r − s|)); (2.29)
∫ ∞
−∞
wη(t− r)wθ(t− s) dt = (1 + o(1))wθ(|r − s|) ∫ ∞
−∞
wη(t)eθ
√
γ0t dt, (2.30)
where o(1)→ 0 as |t− s| → ∞.
Proof. The conclusion follows from (2.17) and the Lebesgue’s Dominated Convergence Theo-
rem, see for example [21].
Now we have the following error estimates:
Lemma 2.8. For ǫ sufficiently small and t1, t2 satisfy (2.12), there is a constant C independent
of ǫ, t1 and t2 such that
‖Sǫ[wǫ,t]‖∞ +
∫ ∞
−∞
∣∣∣Sǫ[wǫ,t]∣∣∣e−βt dt ≤ C[β + eτt2 + e−τ |t1−t2|/2] for N = 3;
‖Sǫ[wǫ,t]‖∞ +
∫ ∞
−∞
∣∣∣Sǫ[wǫ,t]∣∣∣e−βt dt ≤ C[β + tτ2e2τt2 + e−τ |t1−t2|] for N = 4;
‖Sǫ[wǫ,t]‖∞ +
∫ ∞
−∞
∣∣∣Sǫ[wǫ,t]∣∣∣e−βt dt ≤ C[β + e2τt2 + e−τ(N−2)|t1−t2|/2] for N ≥ 5,
where τ is a constant satisfying 1
2
< τ < min{p,2}
2
.
Proof. By the equation satisfied by wj,tj , we have
Sǫ[wǫ,t] = −βw′ǫ,t − (γ − γ0)wǫ,t + |wǫ,t|p−1wǫ,t − wpt1 + wpt2 . (2.31)
From the exponential decay of wj, (2.24), (2.25) and γ − γ0 = −β24 , we deduce that
|βw′ǫ,t| ≤ Cβ(wt1 + wt2),
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and
|(γ − γ0)wǫ,t| ≤ Cβ2(wt1 + wt2).
Next, we divide (−∞,∞) into 2 intervals I1, I2 defined by
I1 = (−∞, t1 + t2
2
), I2 = [
t1 + t2
2
,∞).
Then on Ii, i = 1, 2, we have wtj ≤ wti and then wj,tj ≤ wi,ti by the maximum principle for
i 6= j. So on I1 we use inequality (2.28) to get∣∣∣∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2∣∣∣ ≤ Cwp−1t1 wt2 + Cwp−1t1 φ1,t1
≤ Cwp−τt1 wτt2 + Cwp−τt1 φτ1,t1 ,
for any τ ∈ (0, 1].
Similarly on I2 the following inequality holds,∣∣∣∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2∣∣∣ ≤ Cwp−1t2 wt1 + Cwp−1t2 φ2,t2
≤ Cwp−τt2 wτt1 + Cwp−τt2 φτ2,t2 ,
for any τ ∈ (0, 1].
By the above inequalities and using Lemma 2.6, the desired result follows.
In order to obtain the a priori estimate of t1, t2 and compute the energy expansion Eǫ[wǫ,t],
we need to estimate
‖vǫ − wǫ,t‖∞ and ‖vǫ − wǫ,t‖H .
Lemma 2.9. For ǫ sufficiently small, there is a constant C independent of ǫ such that
vǫ = wǫ,t + φǫ, (2.32)
where 
‖φǫ‖∞ + ‖φǫ‖H ≤ C
[
β + eτt2 + e−τ |t1−t2|/2
]
for N = 3;
‖φǫ‖∞ + ‖φǫ‖H ≤ C
[
β + tτ2e
2τt2 + e−τ |t1−t2|
]
for N = 4;
‖φǫ‖∞ + ‖φǫ‖H ≤ C
[
β + e2τt2 + e−τ(N−2)|t1−t2|/2
]
for N ≥ 5,
(2.33)
where τ satisfies 1
2
< τ < min{p,2}
2
.
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Proof. We may follow the arguments given in the proof of Lemma 2.4 in [18]. First by the
properties of wj,tj ’s we can choose proper tj ’s such that the maximum points rǫ and minimum
points sǫ of vǫ are also the ones of wǫ,t, respectively. Let vǫ = wǫ,t+φǫ, then φǫ → 0 and satisfies
φ′′ − βφ′ − (γ + e2t)φ+ p|wǫ,t|p−1φ+ Sǫ[wǫ,t] +Nǫ[φ] = 0,
where
Nǫ[φ] = |wǫ,t + φ|p−1(wǫ,t + φ)− |wǫ,t|p−1wǫ,t − p|wǫ,t|p−1φ.
Now we prove the estimates for φǫ by contradiction. Denote the right hand side order term of
(2.33) by Kǫ and suppose that
‖φǫ‖∞/Kǫ →∞.
Let φ˜ǫ = φǫ/‖φǫ‖∞, then φ˜ǫ satisfies
φ˜′′ − βφ˜′ − (γ + e2t)φ˜+ p∣∣wǫ,t∣∣p−1φ˜+ Sǫ[wǫ,t]‖φǫ‖∞ + Nǫ[φǫ]‖φǫ‖∞ = 0. (2.34)
Note that ∣∣∣Sǫ[wǫ,t]‖φǫ‖∞
∣∣∣ ≤ CKǫ/‖φǫ‖∞, ∣∣∣Nǫ[φǫ]‖φǫ‖∞
∣∣∣ ≤ C‖φǫ‖min{p−1,1}∞ . (2.35)
Let tǫ be such that φ˜ǫ(tǫ) = ‖φ˜ǫ‖∞ = 1 (the same proof applies if φ˜ǫ(tǫ) = −1). Then
by (2.34), (2.35) and the Maximum Principle, we have |tǫ − t1| ≤ C or |tǫ − t2| ≤ C. Thus
|tǫ − rǫ| ≤ C or |tǫ − sǫ| ≤ C. Without loss of generality, we assume that |tǫ − rǫ| ≤ C. Then
by the usual elliptic regular theory, we may take a subsequence φ˜ǫ(t + rǫ)→ φ˜0(t) as ǫ→ 0 in
C1loc(R) since |rǫ − t1| → 0, where φ˜0 satisfies
φ˜′′0 −
(N − 2)2
4
φ˜0 +
N + 2
N − 2w
4/(N−2)
0 φ˜0 = 0, and φ˜
′
0(0) = 0,
which implies φ˜0 ≡ 0. This contradicts to the fact that 1 = φ˜ǫ(tǫ) → φ˜0(t0) for some t0.
Therefore we complete the proof.
The following is the basic technical estimate in this paper which gives the a priori estimates
for t1 and t2:
Lemma 2.10. For ǫ sufficient small we have for N = 3,{
t1 = log a+ 2 log b+ 3 log β;
t2 = log a+ log β,
(2.36)
where a, b are constants and
a→ a0,3, b→ b0,3.
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Here a0,3, b0,3 are positive constants.
For N = 4, {
t1 − t2 = log b+ log β;
−2t2e2t2 = aβ, (2.37)
where a, b are constants and
a→ a0,4, b→ b0,4.
Here a0,4, b0,4 are positive constants.
For N ≥ 5, {
t1 =
1
2
log a + 2
N−2 log b+
N+2
2(N−2) log β;
t2 =
1
2
log a + 1
2
log β,
(2.38)
where a, b are constants and
a→ a0,N , b→ b0,N .
Here a0,N , b0,N are positive constants.
Proof. Here we only give the proof for N = 3, for N > 3, the proof is similar. From Sǫ[vǫ] = 0
and vǫ = wǫ,t + φǫ we deduce
Lǫ,t[φ] + Sǫ[wǫ,t] +Nǫ[φ] = 0, (2.39)
where
Lǫ,t[φ] = φ
′′ − βφ′ − (γ + e2t)φ+ p|wǫ,t|p−1φ,
and
Nǫ[φ] = |wǫ,t + φ|p−1(wǫ,t + φ)− |wǫ,t|p−1wǫ,t − p|wǫ,t|p−1φ.
Multiplying (2.39) by w′1,t1 and integrating over R, we obtain∫ ∞
−∞
Lǫ,t[φ]w
′
1,t1 dt+
∫ ∞
−∞
Sǫ[wǫ,t]w
′
1,t1 +
∫ ∞
−∞
Nǫ[φ]w
′
1,t1 dt = 0.
Integrating by parts and using Lemma 2.9 we have∫ ∞
−∞
Lǫ,t[φ]w
′
1,t1 dt =
∫ ∞
−∞
[
w′′′1,t1 + βw
′′
1,t1 − (γ + e2t)w′1,t1 + p|wǫ,t|p−1w′1,t1
]
φ dt
=
∫ ∞
−∞
β
[
(γ0 + e
2t)w1,t1 − wpt1
]
φ dt− (γ − γ0)
∫ ∞
−∞
w′1,t1φ dt
+ 2
∫ ∞
−∞
e2tw1,t1φ dt+ p
∫ ∞
−∞
[
|wǫ,t|p−1w′1,t1 − wp−1t1 w′t1
]
φ dt
=o(
[
β + et1 + et2 + e−|t1−t2|/2
]
).
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Similarly we can obtain∫ ∞
−∞
Lǫ,t[φ]w
′
2,t2
dt = o
([
β + et1 + et2 + e−|t1−t2|/2
])
.
For the nonlinearity term using (2.28) we get∣∣∣Nǫ[φ]∣∣∣ = ∣∣∣|wǫ,t + φ|p−1(wǫ,t + φ)
− |wǫ,t|p−1wǫ,t − p|wǫ,t|p−1φ
∣∣∣ ≤ C|φ|min{p,2}.
So using the exponential decay of w and taking τ > max{1
2
, 1
p
} we deduce∫ ∞
−∞
Nǫ[φ]w
′
1,t1
dt = O(‖φ‖2∞) = o(
[
β + et1 + et2 + e−|t1−t2|/2
]
).
Similarly we can obtain∫ ∞
−∞
Nǫ[φ]w
′
2,t2 dt = o(
[
β + et1 + et2 + e−|t1−t2|/2
]
).
To estimate
∫∞
−∞ Sǫ[wǫ,t]w
′
1,t1
dt, we write∫ ∞
−∞
Sǫ[wǫ,t]w
′
1,t1 dt =
∫ ∞
−∞
[
− βw′ǫ,t − (γ − γ0)wǫ,t + |wǫ,t|p−1wǫ,t − wpt1 + wpt2
]
w′1,t1 dt
=E1 + E2 + E3,
where
E1 = −β
∫ ∞
−∞
w′ǫ,tw
′
1,t1
dt;
E2 = −(γ − γ0)
∫ ∞
−∞
wǫ,tw
′
1,t1
dt;
E3 =
∫ ∞
−∞
[
|wǫ,t|p−1wǫ,t − wpt1 + wpt2
]
w′1,t1 dt.
Using (2.25) and Lemma 2.7 we obtain
E1 = −β
∫ ∞
−∞
|w′1,t1 |2 dt+ β
∫ ∞
−∞
w′1,t1w
′
2,t2 dt = −β
∫ ∞
−∞
|w′|2 dt+ o(β).
Note that γ − γ0 = −β2/4 and using (2.25) we get
E2 =
β2
4
∫ ∞
−∞
wǫ,tw
′
1,t1
dt = O(β2).
To estimate E3, following the argument in the proof of Lemma 2.8. We divide (−∞,∞)
into two intervals I1, I2 defined by
I1 = (−∞, t1 + t2
2
), I2 = [
t1 + t2
2
,∞).
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On I1 the following equality holds:∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2
=
[
(w1,t1 − w2,t2)p − wp1,t1 + pwp−11,t1 w2,t2
]− pwp−11,t1 w2,t2
+
[
(wt1 + φ1,t1)
p − wpt1 − pwp−1t1 φ1,t1
]
+ pwp−1t1 φ1,t1 .
We use inequality (2.28) to get∣∣∣(w1,t1 − w2,t2)p − wp1,t1 + pwp−11,t1 w2,t2∣∣∣ ≤ Cwp−δt1 wδt2 ,∣∣∣(wt1 + φ1,t1)p − wpt1 − pwp−1t1 φ1,t1∣∣∣ ≤ Cwp−δt1 φδ1,t1 ,
for any 1 < δ < 2.
Then using Lemma 2.7 and integrating by parts, we get∫
I1
[∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2]w′1,t1 dt
=
∫ ∞
−∞
wpt1w
′
t2
dt−
∫ ∞
−∞
wpt1φ
′
1,t1
dt+ o(e−|t1−t2|/2) + o(et1).
On the other hand, on I2, using w1,t1 ≤ w2,t2, (2.25) and inequality (2.28) we get∣∣∣[∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2]w′1,t1∣∣∣ ≤ Cwδt1wp+1−δt2 + Cφδ2,t2wp+1−δt2 ,
for any 1 < δ < 2.
Using Lemma 2.7 we get∫
I2
[∣∣wǫ,t∣∣p−1wǫ,t − wpt1 + wpt2]w′t1 dt = o(e−|t1−t2|/2) + o(et2).
Thus
E3 =
1
2
e−|t1−t2|/2Aǫ,3
∫∞
−∞w
pet/2 dt+ 1
2
et1Aǫ,3
∫∞
−∞w
pet/2 dt
+o(e−|t1−t2|/2) + o(et2),
and then ∫ ∞
−∞
Sǫ[wǫ,t]w
′
1,t1
dt = −β ∫∞−∞ |w′|2 dt+ 12e−|t1−t2|/2Aǫ,3 ∫∞−∞wpet/2 dt (2.40)
+o(β) + o(e−|t1−t2|/2) + o(et2).
Similarly,∫ ∞
−∞
Sǫ[wǫ,t]w
′
2,t2
dt = β
∫∞
−∞ |w′|2 dt+ 12
[
e−|t1−t2|/2 − et2
]
Aǫ,3
∫∞
−∞w
pet/2 dt (2.41)
+o(β) + o(e−|t1−t2|/2) + o(et2).
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Combining all the estimates above, one can see that β, et2 and e−|t1−t2|/2 must have the same
order.
Therefore,
−β ∫∞−∞ |w′|2 dt+ 12e−|t1−t2|/2Aǫ,3 ∫∞−∞wpet/2 dt = o(β);
β
∫∞
−∞ |w′|2 dt+ 12
[
e−|t1−t2|/2 − et2
]
Aǫ,3
∫∞
−∞w
pet/2 dt = o(β).
Let
et2 = aβ, e−|t1−t2|/2 = bβ,
then
a =
4
∫∞
−∞ |w′|2 dt
Aǫ,3
∫∞
−∞ w
pet/2 dt
+ o(1)→ a0,3,
and
b =
2
∫∞
−∞ |w′|2 dt
Aǫ,3
∫∞
−∞ w
pet/2 dt
+ o(1)→ b0,3,
where a0,3, b0,3 are positive constants.
Thus {
t1 = log a+ 2 log b+ 3 log β;
t2 = log a+ log β,
where
a→ a0,3, b→ b0,3.
We now introduce the following configuration space:
Λ ≡

{
t = (t1, t2)|12a0,3β < et2 < 32a0,3β, 12b0,3β < e(t1−t2)/2 < 32b0,3β
}
for N = 3;
{
t = (t1, t2)|12a0,4β < −2t2e2t2 < 32a0,4β, 12b0,4β < et1−t2 < 32b0,4β
}
for N = 4;
{
t = (t1, t2)|12a0,Nβ < e2t2 < 32a0,Nβ, 12b0,Nβ < e(N−2)(t1−t2)/2 < 32b0,Nβ
}
for N ≥ 5.
(2.42)
Then by Lemma 2.10, for ǫ sufficient small, t = (t1, t2) ∈ Λ if vǫ is a sign-changing solution
to equation (2.2). In the next section, we will show an one-to-one correspandence between the
sign-changing solution of (1.1) and the critical points of some functional in Λ.
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3 The existence result: Liapunov-Schmidt reduction
In this section we outline the main steps of the so called Liapunov-Schmidt reduction method
or localized energy method, which reduces the infinite problem to finding a critical point for a
functional on a finite dimensional space. A very important observation is the reduction Lemma
3.6. To achieve this, we first study the solvability of a linear problem and then apply some
standard fixed point theorem for contraction mapping to solve the nonlinear problem. Since
the procedure has been by now standard (see for example [21] and the references therein), we
will omit most of the details.
3.1 An auxiliary linear problem
In this subsection we study a linear theory which allows us to perform the finite-dimensional
reduction procedure.
First observing that orthogonality to ∂wǫ,t
∂tj
in H , j = 1, 2, is equivalent to orthogonality to
the following functions
Zǫ,tj := −(∂tjwǫ,t)′′ + β(∂tjwǫ,t)′ + (γ + e2t)∂tjwǫ,t, j = 1, 2, (3.1)
in the weighted L2-product 〈 , 〉ǫ .
By (2.27) and elementary computations, we obtain for j = 1, 2,
∂tjwǫ,t = (−1)j+1∂tjwj,tj = (−1)j+1
(
∂tjwtj + ∂tjφt,tj
)
+O(e2tj ), (3.2)
and
Zǫ,tj = (−1)j
[
pwp−1tj w
′
tj
− β(∂tjwj,tj)′ − (γ − γ0)∂tjwj,tj
]
. (3.3)
In this section, we consider the following linear problem:
Lǫ,t[φ] := φ
′′ − βφ′ − (γ + e2t)φ+ p|wǫ,t|p−1φ = h +
2∑
j=1
cjZǫ,tj ;
〈φ, Zǫ,tj〉ǫ = 0, j = 1, 2,
(3.4)
where t ∈ Λ.
For the above linear problem, we have the following result:
Proposition 3.1. Let φ satisfy (3.4) with ‖h‖∞ <∞. Then for ǫ sufficiently small, we have
‖φ‖∞ ≤ C‖h‖∞, (3.5)
where C is a positive constant independent of ǫ and t ∈ Λ.
Proof. The proof is now standard, see for example [21].
Using Fredholm’s alternative we can show the following existence result:
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Proposition 3.2. There exists ǫ0 > 0 such that for any ǫ < ǫ0 the following property holds
true. Given h ∈ L∞(R), there exists a unique pair (φ, c1, c2) such that Lǫ,t[φ] = h+
2∑
j=1
cjZǫ,tj ;
〈φ, Zǫ,tj〉ǫ = 0, j = 1, 2.
(3.6)
Moreover, we have
‖φ‖∞ +
2∑
j=1
|cj| ≤ C‖h‖∞ (3.7)
for some positive constant C.
Proof. The result follows from Proposition 3.1 and the Fredholm’s alternative theorem, see for
example [21].
In the following , if φ is the unique solution given in Proposition 3.2, we set
φ = Aǫ(h). (3.8)
Note that (3.7) implies
‖Aǫ(h)‖∞ ≤ C‖h‖∞. (3.9)
3.2 The nonlinear projected problem
This subsection is devoted to the solvability of the following non-linear projected problem:
(wǫ,t + φ)
′′ − β(wǫ,t + φ)′ − (γ + e2t)(wǫ,t + φ) + |wǫ,t + φ|p−1(wǫ,t + φ) =
2∑
j=1
cjZǫ,tj ;
〈φ, Zǫ,tj〉ǫ = 0, j = 1, 2.
(3.10)
The first equation in (3.10) can be written as
φ′′ − βφ′ − (γ + e2t)φ+ p|wǫ,t|p−1φ = −Sǫ[wǫ,t]−Nǫ[φ] +
2∑
j=1
cjZǫ,tj ,
where
Nǫ[φ] = |wǫ,t + φ|p−1(wǫ,t + φ)− |wǫ,t|p−1wǫ,t − p|wǫ,t|p−1φǫ,t. (3.11)
First, we have the following estimates:
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Lemma 3.3. For t ∈ Λ and ǫ sufficiently small, we have for ‖φ‖∞ + ‖φ1‖∞ + ‖φ2‖∞ ≤ 1,
‖Nǫ[φ]‖∞ ≤ C‖φ‖min{p,2}∞ ; (3.12)
‖Nǫ[φ1]−Nǫ[φ2]‖∞ ≤ C(‖φ1‖min{p−1,1}∞ + ‖φ2‖min{p−1,1}∞ )‖φ1 − φ2‖∞. (3.13)
Proof. These inequalities follows from the mean-value theorem and inequality (2.28).
By the standard fixed point theorem for contraction mapping and Implicit Function Theo-
rem, Lemma 2.8 and 3.3, we have the following Proposition:
Proposition 3.4. For t ∈ Λ and ǫ sufficiently small, there exists a unique φ = φǫ,t such that
(3.10) holds. Moreover, t→ φǫ,t is of class C1 as a map into H, and we have
‖φǫ,t‖∞ +
2∑
j=1
|cj | ≤

C
[
β + eτt2 + e−τ |t1−t2|/2
]
for N = 3;
C
[
β + tτ2e
2τt2 + e−τ |t1−t2|
]
for N = 4;
C
[
β + e2τt2 + e−τ(N−2)|t1−t2|/2
]
for N ≥ 5,
(3.14)
where τ satisfies 1
2
< τ < min{p,2}
2
.
3.3 Energy expansion for reduced energy functional
In this subsection we expand the quantity
Kǫ(t) = Eǫ[wǫ,t + φǫ,t] : Λ→ R (3.15)
in terms of ǫ and t, where φǫ,t is obtained in Proposition 3.4.
Lemma 3.5. For t ∈ Λ and ǫ sufficiently small, we have for N = 3,
Kǫ(t) =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt+
1
2
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt
+ e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(β) + o(et2) + o(e−|t1−t2|/2)
= K˜ǫ(t) + o(β) + o(e
t2) + o(e−|t1−t2|/2).
For N = 4,
Kǫ(t) =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt− 1
4
t2e
2t2Aǫ,4
∫ ∞
−∞
wpet dt
+ e−|t1−t2|Aǫ,4
∫ ∞
−∞
wpet dt+ o(β) + o(t2e
2t2) + o(e−|t1−t2|)
= K˜ǫ(t) + o(β) + o(t2e
2t2) + o(e−|t1−t2|).
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For N ≥ 5,
Kǫ(t) =
(1
2
− 1
p + 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt+
1
2
e2t2
∫ ∞
−∞
w2e2t dt
+ e−(N−2)|t1−t2|/2Aǫ,N
∫ ∞
−∞
wpe(N−2)t/2 dt+ o(β) + o(e2t2) + o(e−(N−2)|t1−t2|/2)
= K˜ǫ(t) + o(β) + o(e
2t2) + o(e−(N−2)|t1−t2|/2).
Proof. Here again, we only give the proof for N = 3. By the definition of Kǫ(t), we can re-write
it as
Kǫ(t) = Eǫ[wǫ,t] +K1 +K2 −K3, (3.16)
where
K1 =
∫ ∞
−∞
[
w′ǫ,tφ
′
ǫ,t + (γ + e
2t)wǫ,tφǫ,t
]
e−βt dt−
∫ ∞
−∞
|wǫ,t|p−1wǫ,tφǫ,te−βt dt;
K2 =
1
2
∫ ∞
−∞
[
|φ′ǫ,t|2 + (γ + e2t)|φǫ,t|2 − p|wǫ,t|p−1|φǫ,t|2
]
e−βt dt;
K3 =
1
p+ 1
∫ ∞
−∞
[
|wǫ,t + φǫ,t|p+1 − |wǫ,t|p+1 − (p+ 1)|wǫ,t|p−1wǫ,tφǫ,t
− 1
2
p(p+ 1)|wǫ,t|p−1|φǫ,t|2
]
e−βt dt.
Integrating by parts and using Lemma 2.8, 2.9, we have
|K1| =
∣∣∣− ∫ ∞
−∞
Sǫ[wǫ,t]φǫ,te
−βt dt
∣∣∣ = o([β + et2 + e−|t1−t2|/2]). (3.17)
To estimate K2, note that φǫ,t satisfies
φ′′ǫ,t − βφ′ǫ,t − (γ + e2t)φǫ,t
= −|wǫ,t + φǫ,t|p−1(wǫ,t + φǫ,t) + |wǫ,t|p−1wǫ,t − Sǫ[wǫ,t] +
2∑
j=1
cjZǫ,tj . (3.18)
Integrating by parts and using the orthogonality condition (3.10), we have
2K2 =
∫ ∞
−∞
[
|wǫ,t + φǫ,t|p−1(wǫ,t + φǫ,t)− |wǫ,t|p−1wǫ,t
− p|wǫ,t|p−1φǫ,t + Sǫ[wǫ,t]
]
φǫ,te
−βt dt.
By the mean value theorem and inequality (2.28) we get∣∣∣|wǫ,t + φǫ,t|p−1(wǫ,t + φǫ,t)− |wǫ,t|p−1wǫ,t − p|wǫ,t|p−1φǫ,t∣∣∣ ≤ C|φǫ,t|min{p,2}.
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So using Lemma 2.8 and 2.9 we deduce
K2 = o
([
β + et2 + e−|t1−t2|/2
])
. (3.19)
For K3, using the mean value theorem and inequality (2.28),∣∣∣|wǫ,t + φǫ,t|p+1 − |wǫ,t|p+1 − (p+ 1)|wǫ,t|p−1wǫ,tφǫ,t
− 1
2
p(p+ 1)|wǫ,t|p−1|φǫ,t|2
∣∣∣ ≤ C|φǫ,t|min{p+1,3}.
So, again, using Lemma 2.8 and 2.9 it follows that
K3 = o
([
β + et2 + e−|t1−t2|/2
])
. (3.20)
Combing with (3.16), (3.17), (3.19), (3.20), and the estimates in Appendix B, we obtain the
desired estimates.
We will end this section with a reduction lemma which is important for both the existence
and uniqueness:
Lemma 3.6. vǫ,t = wǫ,t + φǫ,t is a critical point of Eǫ if and only if t is a critical point of Kǫ
in Λ.
Proof. The proof follows from the proofs in [16], [37]. For the sake of completeness, we include
a proof here.
By Proposition 3.4, there exists an ǫ0 such that, for 0 < ǫ < ǫ0, we have a C
1 map t → φǫ,t
from Λ into H such that
Sǫ[vǫ,t] =
2∑
j=1
cj(t)Zǫ,tj , vǫ,t = wǫ,t + φǫ,t, (3.21)
for some constants cj , which also are of class C
1 in t.
First integrating by parts we get
∂tjKǫ(t) =
∫ ∞
−∞
[
v′ǫ,t
(
∂tjwǫ,t + ∂tjφǫ,t
)′
+ (γ + e2t)vǫ,t
(
∂tjwǫ,t + ∂tjφǫ,t
)]
e−βt dt
−
∫ ∞
−∞
∣∣vǫ,t∣∣p−1vǫ,t(∂tjwǫ,t + ∂tjφǫ,t)e−βt dt (3.22)
= −
∫ ∞
−∞
Sǫ[vǫ,t]
(
∂tjwǫ,t + ∂tjφǫ,t
)
e−βt dt.
If vǫ,t = wǫ,t + φǫ,t is a critical point of Eǫ, then Sǫ[vǫ,t] = 0. By (3.22) we get
∂tjKǫ(t) = −
∫ ∞
−∞
Sǫ[vǫ,t]
(
∂tjwǫ,t + ∂tjφǫ,t
)
e−βt dt = 0,
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which means that t is a critical point of Kǫ.
On the other hand, let tǫ ∈ Λ be a critical point of Kǫ, that is ∂tjKǫ(tǫ) = 0, j = 1, 2, by
(3.22) we get
0 = ∂tjKǫ(tǫ) = −
∫ ∞
−∞
Sǫ[vǫ,tǫ]
(
∂tjwǫ,tǫ + ∂tjφǫ,tǫ
)
e−βt dt
for j = 1, 2. Hence by (3.21) we have
2∑
i=1
ci(tǫ)
∫ ∞
−∞
Zǫ,tǫ,i
(
∂tjwǫ,tǫ + ∂tjφǫ,tǫ
)
e−βt dt = 0.
By Proposition 3.4 and the fact 〈φǫ,tǫ , Zǫ,tǫ,i〉ǫ = 0,
〈Zǫ,tǫ,i, ∂tjφǫ,tǫ〉ǫ = −〈φǫ,tǫ , ∂tjZǫ,tǫ,i〉ǫ = o(1). (3.23)
On the other hand,∫ ∞
−∞
Zǫ,tǫ,i∂tjwǫ,tǫe
−βt dt = 〈Zǫ,tǫ,i, ∂tjwǫ,tǫ〉ǫ = δijp
∫ ∞
−∞
wp−1|w′|2 dt+ o(1). (3.24)
By (3.23) and (3.24), the matrix∫ ∞
−∞
Zǫ,tǫ,i
(
∂tjwǫ,tǫ + ∂tjφǫ,tǫ
)
e−βt dt
is diagonally dominant and thus is non-singular, which implies ci(tǫ) = 0 for i = 1, 2. Hence
vǫ,tǫ = wǫ,tǫ + φǫ,tǫ is a critical point of Eǫ. This finishes the proof.
Remark. Note that in the proof the theorem, we assume that the solution vǫ of equation (2.2)
can be written as vǫ = wǫ,t + φǫ with φǫ satisfying
〈φǫ, Zǫ,tj〉ǫ = 0, j = 1, 2. (3.25)
In general, using (3.24) we can decompose
φǫ = φǫ +
2∑
j=1
dj∂tjwǫ,t,
where φǫ satisfies (3.25) and dj = O(‖φǫ‖∞). Thus we can write
vǫ = wǫ,t +
2∑
j=1
dj∂tjwǫ,t + φǫ
and get the desired result using the same argument for wǫ,t +
2∑
j=1
dj∂tjwǫ,t.
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4 The uniqueness result
By Lemma 3.6, the number of sign-changing once solutions of (2.2) equals to the number of
critical points of Kǫ(t). To count the number of critical points of Kǫ(t), we need to compute
∂Kǫ(t) and ∂
2Kǫ(t).
Recall that Kǫ(t) and K˜ǫ(t) are defined in (3.15) and Lemma 3.5. The crucial estimate to
prove uniqueness of vǫ and uǫ is the following Proposition:
Proposition 4.1. Kǫ(t) is of C
2 in Λ and for ǫ sufficiently small, we have
(1) Kǫ(t)− K˜ǫ(t) = o(β);
(2) ∂Kǫ(t)− ∂K˜ǫ(t) = o(β) uniformly for t ∈ Λ;
(3) if tǫ ∈ Λ is a critical point of Kǫ, then
∂2Kǫ(tǫ)− ∂2K˜ǫ(tǫ) = o(β). (4.1)
The proof of Proposition 4.1 will be delayed until the end of this section. Let us now use it
to prove the uniqueness of vǫ.
Proof of theorem 1.1 By lemma 3.6, we just need to prove that Kǫ(t) has only one critical
point in Λ. We prove it in the following steps as in [37].
Step 1. By (2) of proposition 4.1, both Kǫ(t) and K˜ǫ(t) have no critical points on ∂Λ and
a continuous deformation argument shows that ∂Kǫ(t) has the same degree as ∂K˜ǫ(t) on Λ.
By the definition of K˜ǫ(t), we have deg(K˜ǫ(t),Λ, 0) = 1 and thus deg(∂Kǫ(t),Λ, 0) = 1.
Step 2. At each critical point tǫ of Kǫ(t), we have
deg(∂Kǫ(t),Λ ∩ Bδǫ(tǫ), 0) = 1,
for δǫ sufficiently small.
This follows from (3) of Proposition 4.1 and the fact that the eigenvalues of the matrix
β−1(∂ti∂tj K˜ǫ(tǫ)) are positive and away from 0.
Step 3. From step 2, we deduce that Kǫ(t) has only a finite number of critical points in Λ,
say, kǫ. By the properties of degree, we have
deg(∂Kǫ(t),Λ, 0) = kǫ.
By step 1, kǫ = 1 and then Theorem 1.1 is thus proved.
In the rest of this section, we shall prove Proposition 4.1.
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Proof of Proposition 4.1 The proof of part (1) follows from Lemma 3.5. We now prove part
(2) of Proposition 4.1 as follows:
∂tjKǫ(t) =
∞∫
−∞
[
v′ǫ,t(∂tjvǫ,t)
′ + (γ + e2t)vǫ,t∂tjvǫ,t
]
e−βt dt−
∞∫
−∞
|vǫ,t|p−1vǫ,t∂tjvǫ,te−βt dt
= −
∞∫
−∞
Sǫ[vǫ,t]∂tjvǫ,te
−βt dt
= J1 + J2,
(4.2)
where
J1 ≡ −
∞∫
−∞
Sǫ[wǫ,t + φǫ,t]∂tjwǫ,te
−βt dt,
and
J2 ≡ −
∞∫
−∞
Sǫ[wǫ,t + φǫ,t]∂tjφǫ,te
−βt dt.
Using similar argument as in Lemma 2.10,for N = 3, we can obtain
J1 =

−β
∞∫
−∞
|w′|2 dt+ 1
2
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), j = 1;
−β
∞∫
−∞
|w′|2 dt− 1
2
[
e(t1−t2)/2 − et2
]
Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), j = 2.
(4.3)
By (3.10) and Proposition 3.4,
J2 = −
2∑
i=1
ci(t)
∞∫
−∞
Zǫ,ti∂tjφǫ,te
−βt dt
=
2∑
i=1
ci(t)
∞∫
−∞
φǫ,t∂tjZǫ,tie
−βt dt = o(β).
(4.4)
Combining the above two estimates (4.3) and (4.4), part (2) of Proposition 4.1 is thus
proved.
In the rest we shall prove part (3) of Proposition 4.1. Using (4.2),
∂ti∂tjKǫ(t) = ∂ti
[
−
∞∫
−∞
Sǫ[vǫ,t]∂tjvǫ,te
−βt dt
]
= −
∞∫
−∞
Sǫ[vǫ,t]∂ti∂tjvǫ,te
−βt dt−
∞∫
−∞
∂tiSǫ[vǫ,t]∂tjvǫ,te
−βt dt.
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By (3.21) we get
∂tiSǫ[vǫ,t] =
2∑
k=1
ck(t)∂tiZǫ,tk +
2∑
k=1
∂tick(t)Zǫ,tk
Let tǫ be a critical point of Kǫ(t) in Λ, then
Sǫ[vǫ,tǫ] = 0 and ck(tǫ) = 0,
which implies
∂tiSǫ[vǫ,t]
∣∣∣
t=tǫ
=
2∑
k=1
∂tick(tǫ)Zǫ,tǫ,k .
Note that
∂tiSǫ[vǫ,t] = Lǫ[∂tivǫ,t] + p
[|vǫ,t|p−1 − |wǫ,t|p−1]∂tivǫ,t =: Lǫ[∂tivǫ,t]. (4.5)
As in Lemma 3.2, multiplying (4.5) by ∂tjwj,tj and integrating by parts, we get ∂tick(tǫ) =
O(β). Hence
∞∫
−∞
∂tiSǫ[vǫ,t]∂tjφǫ,te
−βt dt
∣∣∣
t=tǫ
=
2∑
k=1
∂tick(tǫ)
∞∫
−∞
Zǫ,tǫ,k(∂tjφǫ,tǫ)e
−βt dt
= −
2∑
k=1
∂tick(tǫ)
∞∫
−∞
(∂tjZǫ,tǫ,k)φǫ,tǫe
−βt dt = o(β),
and then
∂ti∂tjKǫ(tǫ) = −
∞∫
−∞
∂tiSǫ[vǫ,t]∂tjvǫ,te
−βt dt
∣∣∣
t=tǫ
= −
∞∫
−∞
Lǫ[∂tiwǫ,t + ∂tiφǫ,t]∂tjwǫ,te
−βt dt
∣∣∣
t=tǫ
+ o(β).
Note that
∞∫
−∞
Lǫ[∂tiφǫ,t]∂tjwǫ,te
−βt dt =
∞∫
−∞
∂tiφǫ,tLǫ[∂tjwǫ,t]e
−βt dt = o(β),
since
Lǫ[∂tjwǫ,t] = −Zǫ,tj + p|vǫ,t|p−1∂tjwǫ,t = O(βτ).
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Therefore,
∂ti∂tjKǫ(tǫ) = −
∞∫
−∞
Lǫ[∂tiwǫ,t]∂tjwǫ,te
−βt dt
∣∣∣
t=tǫ
+ o(β).
Using the following important estimate:
∞∫
−∞
Lǫ[∂tiwǫ,t]∂tjwǫ,te
−βt dt =

−1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 1;
1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i 6= j;
−
[
1
4
e(t1−t2)/2 + 1
2
et2
]
Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 2,
(4.6)
which will be proved in Appendix C, we get the desired result.
5 The non-degeneracy result and eigenvalue estimates
In this section we shall study the eigenvalue estimates for
Lǫ(φ) := ∆φ− φ+ p|uǫ|p−1φ (5.1)
and prove Theorem 1.2.
Proof of Theorem 1.2. Let λk, ek(θ) with θ ∈ SN−1 be the eigenvalues and eigenfunctions of
the Laplace-Beltrami operator on SN−1. Then
λ0 = 0 < λ1 = · · · = λN = N − 1 < λN+1 ≤ · · · ,
and ek are normalized so that they form a complete orthonormal basis of L
2(SN−1). In fact
the set of eigenvalues is given by {j(N − 2 + j) | j ≥ 0}.
Suppose φ satisfies
Lǫ(φ) = 0 in R
N , φ(x)→ 0 as |x| → ∞.
Put
φk(r) =
∫
SN−1
φ(r, θ)ek(θ)dθ,
then φk(r)→ 0 as r →∞, and it satisfies
φ′′k +
N − 1
r
φ′k − φk + p|uǫ|p−1φk +
(−λk)
r2
φk = 0 in (0,∞) and lim
r→∞
φk(r) = 0, (5.2)
for k = 0, 1, · · · . We claim that φk = 0 for k ≥ N + 1.
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To this end, let us consider the eigenvalues of the problem
φ′′k +
N − 1
r
φ′k − φk + p|uǫ|p−1φk +
ν
r2
φk = 0 in (0,∞) and lim
r→∞
φk(r) = 0. (5.3)
The l-th eigenvalue of (5.3) can be characterized variationally as
νl(p) = max
dim(V )<l
inf
φ∈V ⊥
∫∞
0
[|φ′|2 + |φ|2]rN−1 dr − p ∫∞
0
|uǫ|p−1|φ|2rN−1 dr∫∞
0
|φ|2rN−3 dr , (5.4)
where V runs through subspaces of H1r (R
N) and V ⊥ is the set of φ ∈ H10,r(RN) satisfying∫∞
0
φurN−3 = 0 for all u ∈ V , and H1r (RN) be the space of radial functions in H1(RN). Thanks
to Hardy’s inequality:
(N − 2)2
4
∫ ∞
0
|φ|2rN−3 dr ≤
∫ ∞
0
|φ′|2rN−1 dr,
the eigenvalues ν1(p) ≤ ν2(p) ≤ · · · are well defined. Using Hardy’s embedding and a simple
compactness argument involving the fast decay of |uǫ|p−1, there is an extremal for νl(p) which
represents a solution to problem (5.3) for ν = νl(p).
To prove Theorem 1.2 we need to know whether and when νl(p) equals −λk. To show this
more information about solutions is required. So we consider the corresponding problems for
vǫ using the Emden-Fowler transformation. Then the eigenvalue problem (5.3) becomes
L˜ǫ[ψ] := ψ
′′ − βψ′ − (γ + e2t)ψ + p|vǫ|p−1ψ = −νψ in (−∞,∞) and lim|t|→∞ψ(t) = 0. (5.5)
For the proof of Theorem 1.2, let us consider first the radial mode k = 0, namely λk = 0.
The following result, which contains elements of independent interest, gives the small eigenvalue
estimates of Lǫ and shows that ψk = 0 for the mode k = 0.
Proposition 5.1. For ǫ small enough, the eigenvalue problem
Lǫφǫ = µǫφǫ
has exactly two small eigenvalues µjǫ, j = 1, 2, which satisfy
µjǫ
ǫ
→ −c0ξj, up to a subsequence as ǫ→ 0, for j = 1, 2, (5.6)
where ξj’s are the eigenvalues of the Hessian matrix ∇2K˜ǫ and c0 is a positive constant. Fur-
thermore, the corresponding eigenfunctions φjǫ’s satisfy
φjǫ =
2∑
i=1
[
aij + o(1)
]
∂tiwǫ,t +O(ǫ), j = 1, 2,
where aj = (a1,j, . . . , a2,j)
T is the eigenvector associated with ξj, namely,
∇2K˜ǫaj = ξjaj .
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Remark. By (5.6) we know that µǫ 6= 0 and then obtain the non-degeneracy of vǫ in the space
of H1-radial symmetric functions.
Proof of proposition 5.1. To prove this Proposition, one may follow the arguments given in
Section 5 of [37] or Section 2 of [18] and the following estimates
∞∫
−∞
Lǫ[∂tiwǫ,t]∂tjwǫ,te
−βt dt =

−1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 1;
1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i 6= j;
−
[
1
4
e(t1−t2)/2 + 1
2
et2
]
Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 2,
(5.7)
given in Appendix C.
Let us consider now mode 1 for (5.2), namely k = 1, . . . , N , for which λk = N − 1. In this
case we have an explicit solution u′ǫ(r). Now we show that φk = Cku
′
ǫ for some constants Ck
for k = 1, . . . , N . This is not trivial since u′ǫ(r) changes sign once. Suppose that φk solve (5.2).
We first multiply equation of φk by u
′
ǫ and the equation of u
′
ǫ by φk, and integrate over the ball
Br centered at the origin with radius r. Since they satisfy the same equation, we get
φ′k(r)u
′
ǫ(r)− φk(r)u′′ǫ (r) = 0,
from which we get φk = Cku
′
ǫ for some constants Ck.
Finally let us consider modes 2 and higher. Assume now that k ≥ N+1 for which λk ≥ 2N .
Since u′ǫ(r) has exactly one zero in (0,∞) and λk > λ1, by the standard Sturm-Liouville
comparison theorem, φk does not change sign in (0,∞). On the other hand, by Sturm-Liouville
theory, it is well known that the eigenfunctions corresponding to νl much change sign in (0,∞)
at least l − 1 times. Thus the only possibility for equation (5.2) to have a nontrivial solution
for a given k ≥ N + 1 is that λk = −ν1(p). In the next proposition we shall show that
−ν1(p) → λ1 = N − 1 as p → N+2N−2 . Therefore we get λk 6= −ν1(p) for k ≥ N + 1 when p is
closed to N+2
N−2 and then complete the proof of Theorem 1.2.
Proposition 5.2. As p ↑ N+2
N−2 , we have that −νl(p)→ λ1 = N − 1 for l ≤ 2.
Proof of proposition 5.2. One may follow the arguments in Section 3 of [11]. Note that by
the Emden-Fowler transformation, the eigenvalues have a variational characterization
νl(p) = max
dim(W )<l
inf
ψ∈W⊥
∫∞
−∞
[|ψ′|2 + (γ + e2t)|ψ|2]e−βt dt− p ∫∞−∞ |vǫ|p−1|ψ|2e−βt dt∫∞
−∞ |ψ|2e−βt dt
, (5.8)
whereW runs through the subspaces ofH andW⊥ is the set of ψ ∈ W satisfying ∫∞−∞ ψve−βt dt =
0 for all v ∈ W . Note that the term involving the weight is relatively compact and it follows
from a previous argument that the eigenvalues exist.
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Observe that the limiting eigenvalue problem
ψ′′ − (N − 2)
2
4
ψ +
N + 2
N − 2w
4
N−2
0 ψ = µψ, ψ(±∞) = 0,
admits eigenvalues
µ1 = N − 1, µ2 = 0, µ3 < 0, · · · , (5.9)
where the corresponding eigenfunction for the principal eigenvalue µ1 is positive and denoted
by Ψ1. A simple computation shows that we can take Ψ1 = w
N
N−2
0 . Now we take ψj = w
p+1
2
j,tǫ,j
,
j = 1, 2. Let W be a given one-dimensional subspace. Then there exists c1, c2 (not all equal to
0) such that
∫∞
−∞
( 2∑
j=1
cjψj
)
ve−βt dt = 0 for all v ∈ W . We then compute that
∫∞
−∞
[|ψ′|2 + (γ + e2t)|ψ|2]e−βt dt− p ∫∞−∞ |vǫ|p−1|ψ|2e−βt dt
≤
2∑
j=1
c2j
(− µ1 + o(1)) ∫∞−∞ |ψ|2e−βt dt,
and hence by variational characterization of ν2 we deduce that
νl(p) ≤ ν2(p) ≤ −(N − 1) + o(1), l = 1, 2. (5.10)
On the other hand, according to (5.9), vl(p) → µk ≥ −(N − 1) for some k. Thus we have
νl(p)→ −(N − 1) as p→ N+2N−2 for l ≤ 2.
6 Appendices
6.1 Appendix A
In this subsection we shall give the estimates of wj,tj , j = 1, 2. Recall that wj,tj is the unique
solution to the following equation
v′′ − (γ0 + e2s)v + wptj = 0, v ∈ H (6.1)
whose existence is given by the Riesz’s representation Theorem. Here w is the unique positive
even solution of
w′′ − γ0w + wp = 0. (6.2)
In fact, the function w(t) can be written explicitly and has the following form
w(t) = γ
1
p−1
0 (
p+ 1
2
)
1
p−1
[
cosh
(p− 1
2
γ
1/2
0 t
)]− 2p−1
= Aǫ,N
[
e
p−1
2
γ
1/2
0
t + e−
p−1
2
γ
1/2
0
t
]− 2
p−1
.
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Note that now w has the following expansion
w(t) = Aǫ,Ne
−√γ0t +O(e−p
√
γ0t), t ≥ 0;
w′(t) = −√γ0Aǫ,Ne−
√
γ0t +O(e−p
√
γ0t), t ≥ 0,
where Aǫ,N > 0 is a constant depending on ǫ and N .
To get the estimates of wj,tj , we write wj,tj = wtj + φ, then by (6.1) and (6.2), φ satisfies
φ′′ − (γ0 + e2s)φ− e2swtj = 0. (6.3)
Note that as s → ∞, e2swtj(s) → e
N−2
2
tjAǫ,Ne
−N−6
2
s. Hence when N > 6, φ ∈ H and
φ = O(e2tj ) . Therefore,
wj,tj = wtj +O(e
2tj), when N > 6. (6.4)
Next we consider N ≤ 6, let φN be the unique solution of
φ′′ − (γ0 + e2s)φ− e−N−62 s = 0, |φ(s)| → 0, as |s| → ∞, (6.5)
then
wj,tj = wtj + e
N−2
2
tjAǫ,NφN +O(e
2tj ) =: wtj + φj,tj +O(e
2tj ), when N ≤ 6. (6.6)
The rest of this subsection will be devoted to the solvability of φN . A key observation is
that
φ0 = −e−N−22 s (6.7)
is a special solution of (6.5). Thus if we write
φN = φ0 + φ,
in order to find a solution of (6.5) which satisfies the decay condition at ∞, let
φ(s) = e−
N−2
2
sφ˜
(
λNe
(N−2)s), where λN = (N − 2)−(N−2). (6.8)
Then φ˜ satisfies
φ˜′′(s) = s−
2N−6
N−2 φ˜(s), φ˜(0) = 1, φ˜(∞) = 0 (6.9)
and thus
φN = −e−N−22 s
[
1− φ˜(λNe(N−2)s)].
In the case of N = 3, λ3 = 1 and φ˜ = e
−s. Then
φ3 = −e−s/2
(
1− e−es).
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In the case of N = 4, λ4 = 1/4 and
φ˜(r) = 2
√
rK1(2
√
r) =: ρ0,
where K1(z) is the modified Bessel function of second kind and satisfies
z2K ′′1 (z) + zK
′
1(z)− (z2 + 1)K1(z) = 0,
see for example [24]. Then
φ4 = −e−s
[
1− ρ0(1
4
e2s)
]
.
For N = 5,
φ5 = −e−3s/2
[
1− (1 + es)e−es
]
.
In the case of N = 6,
φ6 = −e−2s
[
1− u0( 1
162
e4s)
]
,
where u0 satisfies
u′′(r) =
u(r)
r3/2
, u(0) = 1, u(∞) = 0.
Actually, we have
u0(r) = 8
√
rK2(4r
1/4),
where K2(z) is the modified Bessel function of second kind and satisfies
z2K ′′2 (z) + zK
′
2(z)− (z2 + 4)K2(z) = 0.
6.2 Appendix B
In this appendix we expand the quality Eǫ[wǫ,t] in terms of ǫ and t.
Lemma 6.1. For t ∈ Λ and ǫ sufficiently small, we have for N = 3,
Eǫ[wǫ,t] =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt+
1
2
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt
+ e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(β) + o(et2) + o(e−|t1−t2|/2).
For N = 4,
Eǫ[wǫ,t] =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt− 1
4
t2e
2t2Aǫ,4
∫ ∞
−∞
wpet dt
+ e−|t1−t2|Aǫ,4
∫ ∞
−∞
wpet dt+ o(β) + o(t2e
2t2) + o(e−|t1−t2|).
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For N ≥ 5,
Eǫ[wǫ,t] =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt+
1
2
e2t2
∫ ∞
−∞
w2e2t dt
+ e−(N−2)|t1−t2|/2Aǫ,N
∫ ∞
−∞
wpe(N−2)t/2 dt+ o(β) + o(e2t2) + o(e−(N−2)|t1−t2|/2).
Proof. Since the proofs are similar for different cases, we give the details for N = 3 here.
Integrating by parts we get
Eǫ[wǫ,t] =
1
2
∫ ∞
−∞
[
− Sǫ[wǫ,t] + |wǫ,t|p−1wǫ,t
]
wǫ,te
−βt dt− 1
p+ 1
∫ ∞
−∞
|wǫ,t|p+1e−βt dt
=
1
2
∫ ∞
−∞
[
βw′ǫ,t + (γ − γ0)wǫ,t + wpt1 − wpt2
]
wǫ,te
−βt dt− 1
p+ 1
∫ ∞
−∞
|wǫ,t|p+1e−βt dt
= E1 + E2 + E3 − E4 + E5,
where
E1 =
β
2
∫ ∞
−∞
w′ǫ,twǫ,te
−βt dt =
β2
4
∫ ∞
−∞
w2ǫ,te
−βt dt = O(β2);
E2 =
(γ − γ0)
2
∫ ∞
−∞
w2ǫ,te
−βt dt = −β
2
8
∫ ∞
−∞
w2ǫ,te
−βt dt = O(β2);
E3 = −1
2
∫ ∞
−∞
wpt1w2,t2e
−βt dt− 1
2
∫ ∞
−∞
w1,t1w
p
t2e
−βt dt;
E4 =
1
p+ 1
∫ ∞
−∞
[
|w1,t1 − w2,t2 |p+1 − wpt1w1,t1 − wpt2w2,t2
]
e−βt dt;
E5 =
(1
2
− 1
p+ 1
)[ ∫ ∞
−∞
wpt1w1,t1e
−βt dt+
∫ ∞
−∞
wpt2w2,t2e
−βt dt
]
.
First for E3, by Lemma 2.6 we have
E3 = −e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt + o(β) + o(et2) + o(e−|t1−t2|/2).
To estimate E4, we divide R into two intervals I1, I2 defined by
I1 = (−∞, t1 + t2
2
), I2 = [
t1 + t2
2
,∞).
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So on I1 the following equality holds:
1
p+ 1
[
|w1,t1 − w2,t2 |p+1 − wpt1w1,t1 − wpt2w2,t2
]
=
1
p+ 1
[
(w1,t1 − w2,t2)p+1 − wp+11,t1 + (p+ 1)wp1,t1w2,t2
]− wp1,t1w2,t2
+
1
p+ 1
[
(wt1 + φ1,t1)
p − wpt1 − pwp−1t1 φ1,t1
]
w1,t1 +
p
p+ 1
wpt1φ1,t1
+
p
p+ 1
wp−1t1 φ
2
1,t1
− 1
p+ 1
wpt2w2,t2 .
As in the proof of Lemma 2.10, by the mean value theorem and inequality (2.28) we have∣∣∣ 1
p + 1
[
|w1,t1 − w2,t2|p+1 − wpt1w1,t1 − wpt2w2,t2
]
+wp1,t1w2,t2 −
p
p+ 1
wpt1φ1,t1
∣∣∣ ≤ Cwp+1−δt1 wδt2 ,
for any 1 < δ < 2.
Using Lemma 2.7 and integrating by parts, we get
1
p + 1
∫
I1
[
|wt1 − wt2 |p+1 − wpt1w1,t1 − wpt2w2,t2
]
e−βt dt
= − p
p + 1
et1Aǫ,3
∫ ∞
−∞
wpet/2 dt− e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(e−|t1−t2|/2).
Similarly,
1
p + 1
∫
I2
[
|wt1 − wt2 |p+1 − wpt1w1,t1 − wpt2w2,t2
]
e−βt dt
= − p
p + 1
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt− e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(e−|t1−t2|/2).
Hence
E4 = − p
p+ 1
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt− 2e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(e−|t1−t2|/2).
Regarding the term E5, by the Lemma 2.6 we have
E5 =
(1
2
− 1
p+ 1
)[ ∫ ∞
−∞
wp+1t1 e
−βt dt+
∫ ∞
−∞
wpt1φ1,t1e
−βt dt
+
∫ ∞
−∞
wp+1t2 e
−βt dt+
∫ ∞
−∞
wpt2φ2,t2e
−βt dt
]
=
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt
− (1
2
− 1
p+ 1
)
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(β).
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Combining the above estimates for E1, E2, E3, E4 and E5, we obtain
Eǫ[wǫ,t] =
(1
2
− 1
p+ 1
)
(e−βt1 + e−βt2)
∫ ∞
−∞
wp+1 dt+
1
2
et2Aǫ,3
∫ ∞
−∞
wpet/2 dt
+ e−|t1−t2|/2Aǫ,3
∫ ∞
−∞
wpet/2 dt+ o(β) + o(et2) + o(e−|t1−t2|/2).
6.3 Appendix C
In this section we give the technical proof of (4.6) for N = 3, that is,
∞∫
−∞
Lǫ[∂tiwǫ,t]∂tjwǫ,te
−βt dt =

−1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 1;
1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i 6= j;
−
[
1
4
e(t1−t2)/2 + 1
2
et2
]
Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β), for i = j = 2.
(6.10)
Proof. Note that by (3.1) and (3.3), we obtain
Lǫ[∂tjwǫ,t] =− Zǫ,tj + p|vǫ,t|p−1∂tjwǫ,t (6.11)
=(−1)j
[
− pwp−1tj w′tj + β(∂tjwj,tj)′ + (γ − γ0)∂tjwj,tj − p|vǫ,t|p−1∂tjwj,tj
]
,
and by the definition of wǫ,t,
∂tjwǫ,t = (−1)j+1∂tjwj,tj = (−1)j+1
(
∂tjwtj + ∂tjφj,tj
)
+O(e2tj ). (6.12)
In order to calculate the integration, we divide (−∞,∞) into two intervals I1, I2 defined by
I1 = (−∞, t1 + t2
2
), I2 = [
t1 + t2
2
,∞).
First we computer the case of i 6= j. By (6.11) and (6.12) we get
∞∫
−∞
Lǫ[∂t1wǫ,t]∂t2wǫ,te
−βt dt =
∞∫
−∞
pwp−1t1 w
′
t1
w′t2 −
∫
I1
p|vǫ,t|p−1w′t1w′t2 −
∫
I2
p|vǫ,t|p−1w′t1w′t2 + o(β)
= −
∫
I2
pwp−1t2 w
′
t1
w′t2 + o(β)
=
∞∫
−∞
wpt2w
′′
t1 + o(β)
=
1
4
e(t1−t2)/2Aǫ,3
∞∫
−∞
wpet/2 dt+ o(β).
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For the case of i = j = 1, recall that vǫ,t = wǫ,t + φ, where φ = φǫ,t is given by Proposition
3.4. Then on I1:
p|vǫ,t|p−1(w′t1)2 − p|wt1 |p−1(w′t1)2
= −p(p− 1)wp−2t1 (w′t1)2wt2 + p(p− 1)wp−2t1 (w′t1)2φ+ o(β).
So by (6.11) and (6.12) we obtain
∞∫
−∞
Lǫ[∂t1wǫ,t]∂t1wǫ,te
−βt dt (6.13)
= −
∫
I1
pwp−1t1 (w
′
t1
)2e−βt dt+
∫
I1
p|vǫ,t|p−1(w′t1)2e−βt dt+ o(β)
= −
∫
I1
p(p− 1)wp−2t1 (w′t1)2wt2 dt+
∫
I1
p(p− 1)wp−2t1 (w′t1)2φ+ o(β)
= T1 + T2 + o(β).
Recall that wj,tj satisfies
w′′j,tj − (γ0 + e2t)wj,tj + wptj = 0.
So ∂tjwj,tj and ∂
2
tj
wj,tj satisfy
(∂tjwj,tj)
′′ − (γ0 + e2t)(∂tjwj,tj) + pwp−1tj (∂tjwtj ) = 0,
and
(∂2tjwj,tj)
′′ − (γ0 + e2t)(∂2tjwj,tj) + pwp−1tj (∂2tjwtj) + p(p− 1)wp−2tj (∂tjwtj )2 = 0,
which implies
p(p− 1)wp−2t1 (w′t1)2 = −Lǫ[∂2t1w1,t1] + o(β).
Hence
T2 = −
∫
I1
φLǫ[∂
2
t1
w1,t1 ] + o(β).
By (2.31) and Proposition 3.4, on I1 we have on I1
Lǫ[φ] = βw
′
t1
+ pwp−1t1 wt2 + o(β).
Thus
T2 = −
∫
R
w′′t1
[
βw′t1 + pw
p−1
t1 wt2
]
dt+ o(β) (6.14)
= − ∫
R
w′′t1pw
p−1
t1 wt2 dt+ o(β).
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On the other hand,
T1 = −
∫
R
p(p− 1)wp−2t1 (w′t1)2wt2 dt+ o(β)
=
∫
R
L0[w
′′
t1
]wt2 dt+ o(β)
=
∫
R
w′′t1L0[wt2 ] dt+ o(β)
=
∫
R
w′′t1
[
wpt2 + pw
p−1
t1 wt2
]
dt+ o(β)
= −
∫
R
w′′t1w
p
t2 dt+
∫
R
w′′t1pw
p−1
t1 wt2 dt+ o(β), (6.15)
where
L0[φ] := φ
′′ − γ0φ+ pwp−1t1 φ.
Combining (6.13), (6.14) and (6.15), we get the desired result for i = j = 1. The proof for
i = j = 2 is similar, we omit the details here.
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