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RESUMO 
Definimos problemas dinâmicos de transporte como 
problemas de transporte em rêdes com fluxo dinâmico. O mo-
dêlo de rêdes com fluxo dinâmico formulado neste trabalho 
trata de rêdes que admitem em cada ramo, um fluxo entrante 
e um fluxo saliente não neceseàriamente iguais. Uma equação 
diferencial relaciona a diferença entre os fluxos entrante 
e saliente de um ramo, a um "acúmulo de material" no ramo. 
Com êste tratamento, podemos estudar as rêdes co 
mo sistemas dinâmicos cujos contrôles são dados pelos flu-
xos. Resultados de dualidade permitem-nos encontrar soluções 
para os problemas de contrôle ótimo resultantes com descen-
tralização dos contrôles. 
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ABSTRACT 
Dynamic transportation problema are defined as 
transportation problema in graphe with dynam.ic flow. The 
dynam.ic flow graph model presented in this work representa 
networks such that each branch admita as incoming flow and 
an outgoing flow, these flows not being necessarily equal. 
A differencial equátion relates the difference between in-
coming and.,. outgoing flows to an "accumulation of material" 
in the bra.nch. 
This approach allows the study of graphs as dy-
namic systems the controla o~ which are given by the flows. 
Duality resulta lead to descentralized control solution for 
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Dentre os problemas em rêdes com fluxo, o proble-
, 
ma de transporte e o que tem merecido maior destaque na li-
teratura. Nês.te problema de otimização, a função critério é 
a soma de funções custo, cada uma delas definida no interva 
lo de restrição do fluxo de um ramo da rêde. O problema de 
transporte resume-se em encontrar um fluxo, satisfazendo as 
restrições de cada ramo da rêde e mínimizando a função cri-
tério. tste problema engloba a maior parte dos problemas de 
otimização em rêdes com fluxo. 
O problema. de transporte em rêdes tem sido basta_!! 
te estudado na literatura sob diversas forma.a. Ford [3] faz 
um estudo para êsse problema com função custo linear; apre-
senta um algoritmo para a resolução do problema., assumindo 
que o vetor custo possue componentes inteiras. Berge (1] e~ 
tuda o problema. de transporte, supondo as funções custo con. 
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vexas; apresenta um teorema de otimalidade para .êsse proble 
, 
ma, que sera bastante importante em nosso trabalho. Em Berge 
[1] , Berge [10] e Wagner {9J são também estudados proble 
mas particulares sob diversos nomes. Todos êles podem ser 
formulados a partir do problema de transporte com funções cu~ 
to convexas, que será estudado no capítulo II, juntamente com 
uma rápida revisão de rêdes com fluxo. 
O modêlo de rêdes com fluxo é inadequado ao trata-
mento de algu.ns problemas. Estudaremos um modêlo de rêdes no 
qual o fluxo entrante em um ramo pode ser diferente do fluxo 
saliente do ramo, mantendo, porém, a conservação do fluxo nos 
nós. A fluxos dêste tipo denominaremos fluxos dinâmicos. Adi 
ferença não nula entre os fluxos entrante e saliente de um da 
do ramo provocará um "acúmulo de material" no ramo, que está 
relacionado aos fluxos por uma equação diferencial. tstes ele 
mantos caracterizam a rêde dinâmica. 
Os problemas dinâmicos de transporte são problemas 
de transporte em rêdes dinâmicas. Esta classe de problemas nos 
permitirá fazer um estudo de descentralização de decisões de 
problemas clássicos de transporte. O problema clássico pode 
ser encarado como um problema de decisão centralizada, onde um 
único centro controla tôdas as variáveis e tem acesso a todos 
os parâmetros envolvidos. Os problemas dinâmicos de transporte, 
por envolverem fluxos dinâmicos, permitem-nos estudar uma par-
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ticular descentralização do contrôle de decisões. 
A descentralização do contrôle é realizada crian 
do-se tantos centros de decisão quantos fôrem os nós da rê-
de. Cada centro terá contrôle sôbre os "fluxos emergentes e 
imergentes ao seu nó". Cada ramo da rêde terá um fluxo en-
trante e um fluxo saliente, não necessàriamente iguais, ca-
da um dêles controlado por um centro diferente. 
Além da descentralização do contrôle, haverá uma 
descentralização da informação dos parâmetros envolvidos. 
Cada centro terá um conjunto de informações que conterá to-
dos os parâmetros ou parte dêles. Estudaremos três proble-
mas dinâmicos que diferirão somente quanto aos conjuntos de 
informação dos centros. Nos dois Últimos, a informação res-
tringir-se-á aos parâmetros locais, 
tes ao nó do centro de decisão. 
. , 
1. e, dos ramos adjace~ 
O objetivo do contrôle descentralizado será o mes 
mo do contrôle central: estabelecer, na rêde, um fluxo que 
minimize a função custo. Nos problemas dinâmicos de transpo~ 
te, o fluxo dinâmico deve tender, com o tempo, a um fluxo Óti 
mo para a rêde. Contudo, em nenhum instante de tempo, o con-
trôle descentralizado deve permitir que o "acúmulo de mate-
rial" em cada ramo ultrapasse certo limite, ou que o fluxo Vi.Q. 
le as suas. restrições de viabilidade. O modêlo de rêdes com 
fluxo dinâmico e os enunciados dos problemas dinâmicos ocupa-
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rão o capítulo III do trabalho. 
A resolução dos dois Últimos problemas dinâmicos 
será baseada em resultados de dualidade do problema de trans 
porte com custo convexo. O estudo de dualidade é feito no ca 
pÍtulo IV e a resolução dos problemas é apresentada no capí-
tulo V .. 
Para a resolução dos dois Últimos probl.emas dinâ-
micos é feita a hipótese de que as funções custo são estri-
tamente convexas. O capí tü.lo .'VI ocupa-se de mostrar como pr.2, 
blemas com custo linear poderão ser tratados, apesar d.a hipÓ 
tese de convexidade estrita citada acima~ Contorna-se a difi 
culdade, constru.indo-se uma função custo estritamente conve-
xa que forneça, como solução do problema de transporte, uma 
solução do problema. linear. 
No Último capítulo, concluiremos que o problema de 
transporte pode ser tratado com decisão descentralizada, nos 
moldes enunciados no trabalho. Apresentam-se aplicações do mo 
dêlo e sugestões para pesquisas futuras em problemas dinâmi-
cos de transporte. 
Apresentamos, agora, algumas. observações sôbre a 
notação adotada. 
Notação 
Os conjuntos de reais e naturais (incluindo o O) 
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serão denotados :por fR e bJ , respectivamente. Um vetor de 
rom , ,~ sera uma matriz coluna, m x 1, de elementos reais. Se x 
m 
é um vetor de fR , a i-ésima componente do vetor x é re:pre-
s entada :por xi • Dados. dois vetores x, y E fRrn, o :produto e_! 
calar será denotado :por: 






Se M é uma matriz, M' é a transposta de M. 
Dada uma matriz M, representaremos :por M .. o ele 
J1 




n x m, 
2 
a matriz linha formada :pela 
Se M é uma matriz n x m, 
a o, 1 ou -l, denotaremos :por 
definidas :por: 





j = 1,2, •.• ,n 
i = 1, 2, ••• ,m 
. , . 
J-esima linha de M. 
formada :por elementos 
M+ e lC as matrizes 
M .. J1 I 1 
M .. = 1 J1 
lVl •• J1 I -1 
M .. = -1 J1 
Dados dois vetores b, d € fR."' dizemos que 
, 
se e so se 
b. ~ d. 
1 1 
e d.i zemos que b < d 
Se b, d €. fK'" 
conjuntos: 
4 [b,d] = 
5 (b,d) = 
I 6 
i = 1, 2, ••• ,m 
, 
se e so se 
i=l,2, ••• ,m 
denotaremos por [b,d] e (b,d) os 
1 X '= íR"' ( b~x~d ~ 
{ x ~ fRm l bc(x(d ~ 
Acrescentamos algumas notas quanto às referências. 
Os capítulos são numerados através de algarismos romanos; 
expressões e pará.grafos, através de algarismos arábicos. No 
texto, um algarismo arábico entre parêntesis (por ex. (6)) 
indica a referência de uma expressão no mesmo capítulo. Re-
ferências a expressões em outros capítulos é feita através 
da numeração do capítulo, seguida da numeração da expressão 
(por ex. (I-1)). Referências bibliográficas são apresenta-
das entre chaves (por ex. Berge [1] ). 
#t 
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C A P ! T U L O I I · 
O PROBLEMA ESTÁTICO DE TRANSPORTE. 
Introdução•-
Iniciaremos êste capítulo com uma rápida revisão 
dos conceitos básicos de rêdes com fluxos e tensões. O enun 
ciado do problema estático de 'transporte ocupa a seeção 2, 
onde também é apresentado um teorema de otimalidade para ês 
te tipo de problema.. A Última secção descreve as bases para 
uma simulação analógica do problema estático de transporte. 
Os resultados dêste capítulo baseiam-se no traba-
lho de Berge [1] , onde as rêdes com fluxo e o problema es-
tático de transporte são estudados de forma mais completa. 
SECÇÃO l - PRINCIPAIS CONCEITOS E RESULTADOS DA TEORIA DE 
RtDES COM FLUXOS. 
Iniciamos esta secção com a definição de rêde a 
ser utilizada em nosso trabalho. 
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1 Defini.cão: Uma rêde é um par ordenado {N,A) onde N é 
um conjunto finito e A e N x N um conjunto tal que 
(J/ ré N) ( º, r) ,- A 
Os elementos do conjunto N são os nós da rêde e 
os: elementos de A, os ramos da rêde. Consideramos, portanto, 
rêdes com ramos orientados: se ( ft , (2. ) -. A e { tz. , 't1. ) t A 
então { (J. , J"2. ) e { t.a , d°'t ) são ramos distintos da rê-
de {N,A). 
Dado um ramo CX= ( (t, t;)eA da rêde {N,A), o nó 
Oi é dito extremidade inicial do ramo o(_ e o nó {a_ extre-
midade terminal de O(_ • 
Dada a rêde {N,A) chamaremos de ramo emergente do 
__ n_ó __ o ___ e_N __ a todo ramo com extremidade inicial ( ; enqua_!! 
to, ramo imergente ao nó (e AI será todo ramo com extremi-
dade terminal r . Dado r ~ N , denotaremos por w+ (d') o 
conjunto dos ramoa emergentes de r e por w-(r) o conju~ 
to dos ramos imergentes a 't . Assim, os conjuntos w+ ( t) 
e podem s:er descri tos por: 
II 
Se denotamos: 
Em geral, dado um subconjunto P de N denotamos: 
4 (0 + ( p) = 1 l Y1. J r2 ) € A I rj. E p e 02. 'F p ) 
6 
Dois nós J',d\e N são nós adjacentes, se 
{.<.) { y) íl W (J );t- si ; ot, /,; ~ A são ramos· adjacentes se e:X:i!!, 
te r E-N tal que {(f W(fj e 
e o ramo são adjacentes se 
J (t tr} ( r J • o nó 
(J( ~ w ( tJ • 
Uma representação gráfica de uma rêde pode ser ob-
tida simboli.zando.,-se os nós por círculos e os ramos por seg-
mentos orientados, unindo o.e nós aos quais são adjacentes. 
Exemplo: A rêde (N,A) onde 
N = j a,b,c,d Í 
A= J (a,b),(a,c),(b,c),(c,b),(b,d),(c,d),(d,a)) 
pode ser repres.entada pela figura.: 
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Nêste exemplo, obtemos: 
tu+(b) = { (b, c), (b,d) t 
w-(b) = í ( a, b), (c,b) j 
Matriz de incidência. 
De agora em diante, consideraremos uma rêde (N,A) 
com n nós em ramos, e denotaremos: 
7 N = { ó1 1 :f 2. , • • • , r n Í 
8 A = ~ IX, ) ~ J • • • ) ot,-n } 
Nêsse caso, a cada Oj e. N podemos associar um vetor Wé..m_"' 
da segu.inte maneira: 
1 se (X. € c.:f ( Yi· ) (. J 
9 - 1 ~ ~w-(rj) i = 1,2, ••• ,m (J). ; se 
" o se o(i_ t w( ~s) 
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Com a associação definida por (9), passaremos a identificar 
os conjuntos lJ ( (i) , ~EN, com vetores de ~ , 
utilizando, por vêzes, a mesma lêtra para representar, seja 
o vetor, seja o conjunto. 
Observando-s"e ( 9) verif:tca-s·e que a topologia da 
rêde (N,A) (relações de adjacências entre nós e ramos) fica 
determinada pelos vetores W( 0) E. fR."", j = 1, 2, ••• n. A 
topologia de (N,A) pode ser expressa, também, por uma matriz 
M, n x m, definida por 
l se (X. l. € vY'· l (j) 
10 lVI •. = -1 se ô/· E. w- ( oj) J1 {. 
o se O(· (/ w (áj) 
l 
A matriz M é designada matriz de incidência da rêde (N,A). 
Comparando-se (9) e (10) vemos que a j-ésima linha 
da matriz M e o vetor são iguais, ou seja: 
11 M~ = W ( Y,) J OJ 
A partir de lV1 podemo.e determinar as matrizes lVI + e rJí de 
signadas, respectivamente, matriz de emergências e matriz 
de imergências de (N,A). As matrizes M, lVI+ e lVi estão re 
lacionadas por: 
12 M = m+- - ~ 
(ver notação em (I- i )). 
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Cadeias e Ciclos. 
Consideremos dois. nós '(, d e N _ 
13 Definição: Uma família ( fi ) i i = 1,2, ••• ,k' 
k e. fN , de ramos de A, é uma cadeia de t,, a J se e 
só se existir uma família (é".). 1 2 k J. 1 = ' , ••• , + 1' 
de nós de N, tal que: 
a) e 
b) J>;., é adjacente a ~ e Ji.,., , i = l, 2, ••• ,k. 
Na definição (13) os nós o e d são chamados extre 
midade inicial e extremidade terminal da cadeia, respectiva-
mente. Uma rêde (N,A) é dita conexa se para cada par de nós 
(, J <i: N existir uma cadeia de r a cf • Em nosso trabalho, 
consideraremos somente rêdes conexas. 
14 Definição: Um ciclo da rêde (N 1A) é uma cadeia 
com extremidades inicial e terminal coincidentes, 
formada por ramos distintos de A. 
15 Considerando-se a definição (14), vê-se que dado 
um ciclo ~ = (~ ) da rêde (N ,A) temos que i i = 1,2, ••• ,k 
existe uma família ( &1. ) 1. = 1 2 k de nós de N, tal que: ' ' ... ' 
a) .,81 E:. W (cfKJ e fat<. e W (JK) 
b) J, . .o... i e: W ( <li) (. , J-lc.-t i = 1,2, ••• ,k-l 
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O conjunto j d; / i:::1,2. .. k Í , , e o conjunto de todos os nos da 
rêde (N,A}, pelos quais o ciclo -8, passa, i.é, dos nós adj~ 
centes a algum ramo do ciclo & • Ness.e caso, dizemos que 
, 
e positivamente orientado 
isto é, se p,· é emergente de '4 ; o ramo 
tivamente orientado se ~,· E w-( Ji ) 
se />e.· ~ w'"(cfi J 
~i €- €J é nega-
~+-º 16 Seja <:::, conjunto dos ramos positivamente orien 
tados de ~,e /6- o conjunto dos ramos negativamente orienta 
dos de ~ • Consideremos õ,. vetor /' ~ IR.,.,,, definido por: 
1 se oi· l e-
~.,_ 
17 11~ -1 se (X;_ ~ (6-
o se O('c.' (j fb 
Então, o cicl.o ~ fica bem defini.do pelo vetor /-" € !R.171 
definido em (17). Em vista disso, passaremos a identificar 
um ciclo com um vetor de fR.rn; essa identificação será rea-
lizada segundo (17) e, em geral, usando-se a mesma lêtra, 
J,J- , para designar seja a família, seja o vetor ciclo. 
Fluxos e Tens.ões. 
18 Definição: Um vetor (!~IR.~ é um fluxo de (N ,A) 
, 
se e ao se 
19 M <f = O 
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onde M é a matriz de incidência de (N,A). O real 
'()i é dito fluxo do ramo ô( i é A • 
Da definição (10) da matriz de incidência Me de 
(19), podemos concluir que 
20 -- j=l,2., ... ,n 
A equação (20) exprime que, para cada nó O.i~ N , a soma 
dos fluxos dos ramos emergentes de ~ é igual à soma dos 
fluxos nos. ramos imer~entes a K} • A equação ( 20) é a egua~ 
ção de conservação do fluxo (/1 no nó Jj . 
21 Definição: Um vetor 0 e fR,,., é uma tensão de 
(N,A) 
, 
se e so se 
22 (}-= - M'p 
para algum p E fR.n' • O reà:l Bê. é dito tensão 
do ramo O(,: ~ A . 
Se 0~ IR.me p e íRn satisfazem ( 22), o vetor p 
é dito vetor potencial. Em particular, o real pj é dito 
potencial · do nó r; e N • 
Da definição de matriz de incidência e de (22), 
pode-se verificar que se (l e p satisfazem ( 22) e 
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ól,: - ( ~-) (~)€ A então: 
23 ~ = pk-pj 
A tensão cQ: do ramo tXt é a diferença dos potenciais dos 
nós adjacentes ao ramo ~- • 
Uma relação importante entre fluxos e tensões é 
obtida de (19) e (22). Se 
uma tensão, então, 
I/J L. líJm e' () lil.m r ~ 11<... um. fluxo e E-
24 &' f/ = - p'M ',O = O 
SECÇÃO 2 - FORMULAÇÃO DO PROBLElVIA ESTÁTICO DE TRANSPORTE. 
Existe uma grande quantidade de problemas de oti-
mização em rêdes com fluxo,definidos na literatura técnica. 
Bà.sicamente, êsses problemas de otimização resumem-se em e,a 
contrar um fluxo para.uma dada rêde, que satisfaça certas 
restrições especificadas e que minimize o valor de uma fun-
ção critério. 
As restrições impostas aos fluxos viáveis são in ... 
tervalos de viabilidade para o valor do fluxo nos diversos 
ramos da rêde. A função critério é do tipo separável, ou 
seja, é uma soma de funções reais, de variável real, cada 
uma delas definida no intervalo de viabilidade do fluxo de 
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um certo ramo. 
Os. diversos problemas de otimização, em rêdes, di 
ferenciam-se pela estrutura particular da rêde, ou pela es-
trutura particular das restrições do fluxo, ou pela função 
eritérie usada. Resultam dessas estruturas particulares, pr.2, 
blemas como: problema de "Hitchcock11 , problema de ºassigne-
ment" , de "transhipment'!,, de "warehousing", de fluxo máximo, 
etc. {ver [3] , (9] , [10] ). 
Contudo, todos êsses problemas podem ser formula-
dos de uma maneira Única pelo problema de fluxo de custo mí- . 
~' que designaremos aqui, de uma forma geral, por proble-
ma de transporte. Não no.s ocuparemos de mostrar a inclusão 
daqueles problemas particulares nessa classe mais geral de 
problemas de transporte. Essa evidência pode ser esclareci-
da através de Ford [3], capítulo 3, ou mais generalizada-
mente em Berge [1] , capítulo 4, segunda parte. Fornm.lemos, 
agora, o problema estático de transporte. 
25 Consideremos a rêde {N,A), conexa, com n nós em 
ramos, definida em (7) e (8), e caracterizada pela matriz 
de incidência M. Sejam b, d€. IR"" vetores, satisfazendo 
O ~ b ~ d. 
Sejam f 1 , i = 1,2, ••• ,m, funções convexas definidas em 





O problema clássico de transporte é o seguinte: 
(PT) Encontrar, se existir, um vetor V}E. ~(b,d) 
tal que 
m z f't (ipí.) -,::, 
onde 
O (PT) consiste em um problema convexo. As funções 
fi são ditas funções custo e o conjunto [b,d] , intervalo 
de viabilidade do fluxo. Um fluxo f.() E /R.m é dito viável 
para o (PT) se e só se <p €. ~ (b,d). O (PT) resume-se em 
encontrar um fluxo viável para (N,A) com cus~o total mínimo. 
Como o (PT) é um problema convexo, o seu conjunto 
de soluções é convexo; se as funções custo f. 
J. 
são estrit,! 
mente convexas, a solução de (PT), se existir, é única. 
O teorema que se segue, devido a Hoffman, [11], 
fornece condições necessárias e suficientes para a existên-
cia de um fluxo viável para o (PT). 
29 Teorema: Dados b,d é JR.m ' 
O ~b ~ d, o conjunto 
{ (b,d), definido em (28), é não vazio se e só se para to-
do conjunto P e:. N tivermos: 
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30 :z d i. ~ z b~ 
otc:, e w+(p) ~l<E w-(P) 
e 
31 L. d~ ~ L. bk 
O(;_~ w-(f>) at"' E- w+( PJ 
onde. W(P) foi definido em ( 4) - ( 6). 
Prova: Ver :Berge [1] , pág. 159. 
A interpretação do teorema é imediata .• Dado P e N, 
l() (P) é o conjunto dos ramos unindo P a N - P. A ine-
quação (30) exprime que na máxima quantidade de fluxo que 
pode sair de Pé maior ou igual à mínima quantidade de flu-
xo que pode entrar em P". A inequação (31) tem o. mesmo sig-
nificado se substituirmos P por N - P. 
Um corolário imediato do teorema (29) é o seguin-
te: 
32 Corolário: Dados b, d E IRm tais que O~ b~ d, se 
~ (b,d) é não vazio, então: 
33 L d'" ~ 2. bk. 
o(.~ w+(r,•) 
( J 
i:Y. w-Ot) KE J 
34 L di. ~ L bk: j=f,, ... ,n 
ot.· e. w-( r·) (. J o(. 6 w+(r·) I< J 
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Prova: Basta fazer, no teorema (29), P=Jrd, j =1,2, ••• ,n 
Teorema de Otimalidade para (PT). 
Como o (PT), enunciado em (26), é um problema conv!_ 
xo, muitas condições de otimalidade poderiam ser utilizadas 
para o seu conjunto de soluções. Contudo, devido à estrutura 
particular do conjunto de pontos viáveis de (PT) e da própria 
separabilidade da sua função objetivo, condições bastante sim 
ples podem ser encontradas. 
Desenvolveremos aqui, uma condição de otimalidade 
apres,entada em Berge (1J , de uma maneira particular (para o 
(PT)); e em Rockafellar [8] , para problemas convexos em ge-
ral. Essa condição nos permitirá estabelecer as soluções pa-
ra os problemas dinâmicos de transporte. 
Para a formu.lação do teorema de otimalidade para o 
(PT), usaremos as subdiferenciais of1 , i =1,2, ••• ,m, das 
funções custo (ver apêndice A, pág. A~2.). Se x. E- rb.,a.J e 
l. LI l. l. 
wie ôf1 (i1 ) então, por definição de 'ôfi , obtemos: 
35 ('/x. e [b.-,d.] ) l. l. l. 
O teorema que segue fornece uma caracterização pa-
ra as subdiferenciais das funções custo de (PT) em um fluxo 
Ótimo. No teorema assumimos que o (PT) é estável (ver apên~ 
dice A~ pág.A-6) 
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36 Teorema.: Suponhamos que o (PT) é estável. Um fluxo 
'fp €.~(b,d) é uma solução de (PT) se e só se existir uma ten 
Sa~o e-~ m'" .:;.f"'-- satisf'azendo: 
37 i=l,2, ... ,m 
Prova: Suponha.mos que <p~<ii(b,d) e BE:./t"é uma tensão de 
(N,A) tal que 
i = l, 2, ... ,m 
Então de (35) resulta: (i = 1,2, ••• ,m) 
38 
- -, -f. ( t/J,)); f. { (/J,) + f).( J/1, - 1/J,) 
1 f\. , 1 'f't l 'f', Í l 
Somando membro a membro as inequações (38) obtemos: 
"" m -
39 {\/~"(b,d]) L fi(cp,)~ L.fi(~)+ 0 1(1(1-il) 
l=• l=, 
Em particular, se 'f''=-~G1b,d) a expressão {39) assume a forma: 
m m m z:. fie <f i. > ~ L f i (~ > + e 'e '(J -°f > = 2 fie <(),· > 
i::.1 _ i. =1 {.:.1 
pois, como 0 é uma tensão e f./J e 'f são fluxos, temos, devi-
a { 24): 
-Logo, ~ é solução de (PT). 
Suponhamos, agora, que 'fff P(b,d) é solução de (PT). 
Como (PT) é, por hipótese, estável, resulta do teorema de dua-
lidade de Geoffrion [2] (ver apêndice A, pág.A-7) que existe 
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um mu.l tiplic~dor Ótimo p e. IR" para (PT). Logo, por defini-
ção de mu.ltiplicador Ótimo, obtemos: 




De ( 41), podemos concluir que & ~ - M' p é sub-
m 
gradiente em: ((J de L fi (.) e por isso satisfaz (ver apêndice 
i ct 1 , 
A, pag. ) : 
42 
Como 0= -M'p é uma tensão de (N,A) (ver (21)) e satisfaz 
( 42) , a prova está concluí.da. <l 
Como todos os vínculos do (PT) são lineares, a 
subdiferenciabilidade de tôdas as funções custo implica em 
estabilidade do (PT) (ver apêndice A, teorema (A-25)). A 
condição de subdiferenciabilidade das funções custo será 
utilizada em todo· o restante do trabalho. 
Ressaltamos que a condição de estabilidade do (PT), 
além de suficiente, é necessária à validade do teorema (36). 
Esta evidência fica clara através do seguinte contra-exem-
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plo: suponhamos que o (PT) não é estável mas tenha solução; 
então, como os vínculos de (PT) são lineares, alguma função 
custo é não subdiferenciável no ponto de s.olução de (PT) e, 
portanto, não existe uma tensão que satisfaça as condições 
do teorema. 
Apesar disso, Berge [1J ~presenta o teorema (J6) 
sem impor a. estabilidade de (PT) ou qualquer outra condição 
suficiente para estabilidade~ De ~ato, qualquer condição de 
qualificação de vínculos de (PT) implica em estabilidade. 
Rockafellar [8], em sua formulação mais geralido teorema, 
utiliza uma condição de qualificação semelhante à de ~later 
generalizada (ver pág. 336). 
Baseado na condição do teorema (36), Berge [1] 
apresenta um algoritmo para a resolução do (PT) no caso de 
funções custo convexas seccionalmente lineares (pág. 211). 
Além do algoritmo, Berge [1] sugere uma simulação 
analógica do problema estático de transporte. O estudo de~ 
ta simulação é apresentado na próxima secção. 
SECÇÃO 3 - SIMULAÇÃO ANALÓGICA DO (PT) 
Dado um problema estático de transporte, podemos 
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construir um circuito elétrico reais.ti vo conveniente que nos 
permita resolver o (PT). Se o vetor corrente solução do cir-
cuito elétrico fôr um vetor fluxo solução do (PT), dizemos 
que o circuito é uma s.imu.lação analógica do (P~). 
A base da simu.lação analógica do (PT) é o critério 
de otimalidade do teorema (36). A simu.lação terá sentido so-
mente se as hipóteses abaixo fÔrem verificadas. 
Hipóteses: As funções custo são estritamente convexas e o 
(PT) admite uma solução. 
Se as funções custo f. são estritamente convexas, 
1 
então as subdiferenciais ô f i admitem uma função inversa 
h. (ver apêndice A, pág. A-"!,). As funções h.. são funções 
1 l. 
bij etoras de IR em [bi, di] , crescentes, e contínuas em fR. • 
44 Dada a função fi, estritamente convexa, conside-
remos um dispositivo elétrico Ci ·, resistivo, controlado 
por tensão, qu,e a cada diferença de potencial Vi entre suas 
extremidades_ define uma corrente Ii , no sentido positivo, 
dada por: 
45 I. = h.(V.) 1 l. l. 
Cada dispositivo Ci é unlvocamente determinado pela função f 1 • 
Construamos com os dispositivos c1 , i = 1,2, ••• ,m, 
um circuito elétrico i, tendo a mesma topologia de (N,A), da 
II 
seguinte forma: 
1) o circuito elétrico terá n nós 
Nl' N2' ••• 'Nn • 
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2) s·e °'1-= ( (j , o K)E. A então no circuito elétrico ~, o ele-
mento Ci é ligado entre Nj e Nk sendo o sentido posi 
tivo da corrente de Nj a Nk. 
O circuito elétrico t assim construido é uma si 
mulação analógica do (PT). De fato, as: diferenças de poten-
cial entre os nós de ~ satisfazem as. condições da defini-
ção de tensão em rêdes (lei das malhas de circuitos elétri-
cos). As correntes nos elementos de 6 satisfazem às condi-
ções da definição de fluxo em rêdes (lei dos nós de circui-
tos elétricos). Resta-nos provar que o fluxo de (N,A), com 
as componentes numericamente iguais às do vetor corrente 
de ~ , é um fluxo Ótimo de (PT). 
~ d I ,,e: fi>ln ~ evi ente que a corrente ~ ,~ do circuito 
é um fluxo viável para o (PT), pois devido a (45), e à defi 
nição das funções hi, temos: 
m 
O vetor V E fR, de diferenças de potencial do circuito, 
é uma tensão da rêde (N,A). Mas, de (45) concluimos que a 
tensão V e o fluxo viável I satisfazem: 
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46 i = 1, 2, ••• ,m 
De (46) e do teorema de otima.li.dade (36) resulta que o flu-
xo I é Ótimo para o (PT). 
Como nada ficou especificado sôbre a diferenciabi 
lidada das funções fi, estas funções podem admitir vários 
subgradientes em Ii. Em têrmos do circuito ~' esta condi 
ção significa que podem existir várias diferenças de poten-
cial, V E:. IRrn, sa tisfazéndo ( 46) • 
Contudo, a convexidade estrita das funções custo 
garante .. a unicidade de solução de (PT), o que implica na 
unicidade das correntes I, satisfazendo (46) para alguma 
diferença de potencial V. 
A importância da simulação analógica do (PT), P.! 
ra a resolução dêste problema, é bastante pequena pela di-
ficuldade de sua implementação. A simulação do (PT) através 
de CSMP (linguagem para siJiju.lação analógica em computador 
digital) pode causar muitos problemas devido a não unicida 
de da tensão V e a ausência de elementos dinâmicos no cir-
cuito. Contudo, as idéias envolvidas na simulação"serão 
úteis na resolução de um dos problemas dinâmicos que vere-
mos no próximo capítulo. 
Observamos que, no circuito elétrico, a corrente 
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solução nos dispositivos com um terminal em dado nó de -
pende exclusivamente de dados e parâmetros locais. Por parâ 
metros locais, entendemos os intervalos [bi, di} e as funções 
custo fi nos ramos tXt adjacentes ao nó dJ da rêde, asso-
ciado ao nó do circuito. Por dados locais, entendemos 
os potenciais pk dos nós ~ adjacentes. ao nó nj • tste 
resultado será fundamental na resolução de um dos problemas 
dinâmicos. 
O capítulo seguinte trata da apresentação formal 
de rêdes com fluxo dinâmico. Três problemas. dinâmicos de 
transporte são enunciados e o primeiro dêles é resolvido. 
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C A P ! T U L O I I I 
.R:€DES DINÂlVIICAS E PROBLEMAS DINÂMICOS DE TRANSPORTE. 
SECÇÃO l - INTRODUÇÃO. 
No modêlo de rêdes com fluxo, visto no capítulo 
anterior, assumíamos impllcitamente que, em cada ramo, o 
fluxo entrante no ramo era igual ao fluxo saliente domes-
mo. Passaremos a estudar rêdes onde essa condição de igual 
dade nem sempre é verificada. Aos fluxos dês te Último ti.po 
designaremos fluxos dinâmióo,s, em contraposição àqueles que 
satisfazem à definição (II-18), aos quais passaremos acha-
mar de fluxos estáticos. 
Nêsse nôvo modêlo, uma diferença entre os valôres 
dos fluxos entrante e saliente de um ramo provocará um "acú 
mulo de material" no ramo, que está relacionado aos fluxos 
por uma equação_ diferencial. Esta equação caracterizará a 
dinâmica do modêlo. O modêlo de rêdes com fluxo dinâmico é 
apresentado na secção 2 • . 
.. 
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O estabelecimento de um fluxo ótimo, em uma rêde 
com funções custo definidas, pode ser realizado por um co~ 
trôle centralizado, a partir do conhecimento das variáveis 
envolvidas. Os problemas dinâmicos de transporte são proble 
mas de descentralização, onde cada centro de decisão contro 
, 
la os fluxos nos ramos adjacentes a um no, a partir de da-
dos de um conjunto de informações disponíveis. Os três pr2 
blemas dinâmicos de transporte, que enunciamos na secção 3, 
diferem pelos conjuntos de informações disponíveis em cada 
centro de decisão. Nos dois Últimos problemas, a informação 
será restrita a variáveis locais. 
Nos problemas dinâmicos, a política de contrôle 
de cada centro de decisão deve garantir que, no regime, o 
fluxo estabelecido na rêde tenda a um fluxo Ótimo para o 
problema estático de transporte. Além disso, o contrôle 
deve garantir a viabilidade do fluxo, ao longo do tempo, e 
manter o "acúmulo de material", nos ramos, dentro de cer-
tas limitações. 
Na secção 4, é apresentada a solução do primeiro 
problema dinâmico, a qual permite que o regime seja atingi 
do em tempo nulo. A solução dos demais problemas dinâmicos 
é apresentada no capítulo V. 
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SECÇÃO 2 - MOD1ti,Q DE litDES COM FLUXO DINÂMICO. 
No modêlo de rêdes com fluxo estático, visto nos 
capítulos anteriores, assumíamos que o fluxo estático era 
r.,m 
um vetor de Ir\ satisfazendo a equação de conservação de 
fluxo nos nós da rêde. Implicitamente, esta definição assu-





para todo ramo da rêde tt o fluxo entrante ramo" 
, 
e; no e 
igual ao "fluxo saliente do ramo". 
O que caracterizará um fluxo dinâmico 
, 
justa sera, 
mente, a não necessidade de satisfazer esta Última condição. 
Assrum., o fluxo dinâmico será composto de dois vetores de fR."': 
o primeiro representando os fluxos entrantes nos ramos da rê 
de e o outro representando os fluxos salientes dos ramos da 
rêde. tsses dois vetares não são, necessàriamente, iguais. 
No entanto, não são completam.ente independentes, isto é, a 
conservação do fluxo nos nós da rêde é mantida. 
A dinâmica do modêlo evidenciar-se-á quando os fl~ 
xos entrante e saliente não fôrem iguais. Então, uma diferen 
ça entre os dois fluxos, em um dado ramo, provoeará a varia-
ção de um número associado ao ramo, a que chamaremos excede~ 
te do ramo. A relação entre a variação do excedente em um É~ 
mo e a diferença entre os fluxos entrante e saliente será ex 
pressa p~r uma equação diferencial. 
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Haverá, contudo, limitações nos excedentes dos:··~ 






Consideremos a rêde (N,A), onde N={YJ,K'1 , • • •, Yn,\ 
A:: 1 O(, "' N l e a sua ma triz de incidência lVI. l '' '°'L> • .. ) ""m) > 
Definição: O limite de excedentes dos ramos da 
rêde (N,A) é um vetor A,LIR./71 ~.. com • 
Definição: 
é um vetor 
Um excedente de ramos da rêde (B,A) 
da rêde 
é dito viável se 
, com q • O. Um excedente 
(N,A), com limite de excedente~, 
Se e é um limite de excedente e q um excedente 
da rêde (N,A) os números ~ e qi' i = 1,2, ••• ,m, são 




Definição: Um par ordenado {~~ ~/ de vetores 
de (it" é um fluxo dinâmico da rêde (N, A) se 
L <fJf =- L lfl" 




onde w+(K), w-(1} foram definidos em (II- !i ) . 
O vetor '()1 é dito fluxo saliente e o vetor <f~ 
fluxo entrante. 
Nesta definição, a condição (5) (ou (6J) exprime 
para cada nó '(EN a equação de conservação de fluxo: a so 
ma dos fluxos entrantes nos ramos emergentes de 't é igu.al 
à soma dos fluxos salientes dos ramos ime~gentes a c1 • Por 
fluxo entrante em um ramo o{;_ é A 2. entendemos o real (,P, ; 





Definição: Sejam. b,de nf vetores satisfazendo 
O' b~ d ...: .... 
Um fluxo dinâmico ( ()~ <p2) é dito viável para:_a 
rêde (N,A) com intervalo de viabilidade de flu-
xo [b, d] se 
e 
Em (7), um fluxo dinâmico é viável se os fluxos 
entrante e saliente tem componentes nos intervalos de via-
bilidade de cada ramo. 
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11 Se a rêde (N,A) tem por matriz de incidência a 
matriz M, e M~ e lYí são, respectivamente, as matrizes 
de emergência e imergência de ramos, (ver II- 12) a equa-
ção (6) pode ser reescrita em forma matricial. De fato, co 
mo 
j = 1,2, •.• ,n 
e j=l,2, ••. ,n 
( ver II- ii ) então a condição ( 6) para que 
um fluxo dinâmico assume a forma: 
12 
A relação (12) é, portanto, a equação de conservação do flu 
xo dinâmico ( tp~ 'f 2). 
13 Se um fluxo dinâmico (tp~ tf)~ satisfaz 
14 <()J.-:. ri-
então de (12) obtemos (usando ( II- .12.) ) : 
15 
Logo, rpf é um fluxo estático para a rêde (N,A). Nesse ca-
so, diremos, por extensão, que { 'f ~ (Pl) é um fluxo estático. 
Dinâmica da Rêde (N,A). 
17 A dinâmica da rêde (N,A), com excedente q(t) e 
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fluxo dinâmico { Cf1-tJ, <()1tJ) no instante t, expressa pela 
equação diferencial: 
18 d qH) = t.p1 (+.) - <pl.(t) 
dt 
Isto é, para cada ramo (titA a derivada do excedente 4i(t) 
é igual à diferença entre o fluxo entrante <()..~(tJ e o fluxo 
saliente tpfltJ do ramo~. O excedente q{t) representa, 
portanto, o "acúmulo instantâneo de carga ou material", devi 
do à diferença entre fluxos entrante e saliente da rêd~. 
SEGQÃO 3 - PROBLEMAS DINÂMICOS DE TRANSPORTE. 
19 Para a compreensão dos problelll.!ª,S dinâmicos de trans 
porte, é conveniente abandonarmos, de início, o contexto abs 
trato de rêdes com fluxo. Consideremos, agora, a rêde como 
um sistema dinâmico com entradas - componentes do fluxo din! 
mico da rêde - e estado - excedente de ramos da rêde. O sis-
tema tem seu comportamento regido pela dinâmica da rêde. 
20 Sob êste ponto de vista, teremos nos problemas di-
nâmicos de transporte, n controladores das entradas, indepe~ 
dentes entre si - um para cada nó da rêde. Cada controlador, 
sediado em um dado nó, tem atuação sôbre parte das entradas: 
as componentes do fluxo entrante nos ramos emergentes do nó 
e as componentes do fluxo saliente nos ram0s imergentes ao 
nó. Portanto, cada controlador atua sôbre entradas distintas 
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do sistema e cada entrada é atuada por algum controlador. 
21 Para a decisão do contrôle, os controladores con-
tam com um certo espaço de informações, que variará de um 
problema a outro. De qualquer modo, o excedente - estado do 
sistema - ou parte dêle (algumas componentes) pertencerá ao 
espaço de informações de cada controlador. Trata-se, portan-
to, de uma realimentação de estado. 
Os três problemas dinâmicos que apresentaremos di-
ferirão, bàsicamente, nos espaços de informações dos contro-
ladores. 
22 Uma função custo será definida para o sistema, as-
sociando a cada entrada um número real. Um dos objetivos do 
contrôle descentralizado do sistema será atingir um estado de 
equilíbrio do sistema (estabilizando-o, portanto), mantendo-
se o fluxo e o excedente sempre dentro de seus intervalos de 
viabilidade. O outro objetivo é o de minimizar a função cus-
to quando o regime fÔr atingido. 
Atingir uma condição de regime para o sistema im-
plica em obtermos um excedente com derivada nula. Portanto, 
o fluxo dinâmico, definido pela decisão dos controladores, 
deve tender, no regime, a um fluxo estático que minimize a 
função custo. 
23 Os problemas dinâmicos de transporte são problemas 
III 35 
de contrôle ótimo com realimentação. Busca-se, nestes proble 
mas, uma. política de decisões para cada um dos controladores, 
que satisfaça o objetivo descrito acima. Então, os controla-
dores, atuando sôbre conjuntos distintos de entradas do sis-
tema, a partir de espaços de informações distintos ou não, 
têm objetivos comuns, não conflitantes. Problemas dêste Últi 
mo tipo são classificados por Radner, lVI.arschak e outros, como 
"problemas de equipe" ("team problemaº) (ver [4] , [5] ). 
Antes de formalizarmos as condições acima, adote-
mos a segu.inte 
24 Notação: Se se fRm e '(jéN ' 
denotaremos 
por sj o vetor de IK.m definido por: 
si se o(;_ E W (t;) 
s~ = 
1 
o se ex· l 1 w(Aj·) 
Por outro lado, se F é o conjunto de funções 
denotaremos 
F = t fl' f2' f3' ••• , 
por Fj. o conjunto 
Fj: { fie F / l(;_ E. W ( tj) ~ 
Introdução aos Problemas Dinâmicos 
Consideremos a rêde (N,A) e a sua matriz de in-
cidência M definidas em (1). 
Para fixar a notação, sejam b,d, l,qelR"', o,b,d 
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intervalo de viabilidade de fluxo 
limite de excedente 
q excedente 
f i: [ b i, di]-!> fR , i = 1, 2, ••• , m 
funções custo convexas 
Os elementos acima não são dados para os proble-
mas e sim, parâmetros. De fato, imporemos que os controlado 
res adaptem suas políticas a possíveis Dilldanças dêsses parâ 
metros quando o sistema estiver em regime. 
25 Fluxos Dinâmicos Definidos pelos Contrôles. 
As políticas solução do problema devem ser funções, 
uma para cada nó ou controlador, definidas no espaço de in-
formações e cujos valôres determinarão o contrôle - fluxo 
dinâmico da rêde. 
Em um. dado nó e em dado instante, o valor da fun-
~ ,,,. , , IR'" çao controle do no devera ser um. par de vetores de : o 
primeiro é o vetor de fluxo saliente do nó - com zeros nas 
componentes relativas aos ramos não ime~gentes ao nó; o se 
gundo é o vetor de fluxo entrante do nó - com zeros nas com 
ponentes relativas aos ramos não emergentes do nó. A soma 
de todos os fluxos salientes dos nós será o fluxo saliente 
da rêde. Igualmente, a soma de todos os fluxos entrantes dos 
nós será o fluxo entrante da rêde. ~ase par - fluxo salien-
te, fluxo entrante - determinará o fluxo dinâmico da rêde. 
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imergente ao no. 
Por fluxo entrante do nó entenda-se: fluxo en-
trante nos ramos emergentes ao nó. Igualmente, 
por fluxo saliente do nó entenda-se fluxo sa-
liente dos ramos imergentes_ ao nó. Essas expre~ 
sões são usadas ao confundirmos o controlador 
, , . , 
do no com o proprio no. 
/ 
Seja (xj(t),yj(t)) e. fR"~íR."" o valor do contrôle 
(; no instante t (j = 1,2, ••• ,n). Para que os ve-
x1(t),x2(t) ••••••• xn(t) definam um fluxo saliente 
ft'i(,() = L Xj(,tj 
):, 
e que os vetores y1(t),y2(t), •••••• ?(t) definam um fluxo 
entrante 
27 
êsses vetores devem satisfazer: 
28 Mjxj(t) = M~yj(t) j = 1,2, ••• ,n J 
?\ Para que o fluxo dinâmico ( C(}1(1.) ' l,ll(iJ) , defini-
do pelos contrôles no instante t, seja viável, devemos ter 
29 [ 
30 
b,§'xi ( t) €, d, 
b,&Y~(t) ~ dt· ,,, "'- ..... 
III 
Problema Estático Associado. 
1,2, .•• ,nJ 
1,2, •.• ,n) 
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A condição de otimalidade do contrôle, no regime, 
refere-se ao problema estático associado ao problema dinâmi 
co de transporte. Por problema estático associado entende-
mos o (PT) (II- 26) com intervalo dê. viabilidade [b,d] , lD!!: 
triz de incidência Me funções custo convexas 
Vejam.os, agora, as 
31 Condições de Regime. 
f. , i = 1, 2, •• m • 
1 
A condição de regime exige que o fluxo dinâmico 
( ~.f(t}, C()2(tJ} , definido em ( 26) e ( 27) tenda, no regi-
me, a uma solução do problema estático associado. Formalmen 
te, podemos escrever que (({)1i)
1
(()1rtJ} deve satisfazer: 
32 
onde ~ é solução do problema estático associado (30). A 
condição (32) deve ser satisfeita para qualquer excedente 
inicial q0 € ( o, .l). Mais tarde, comentaremos a razão da 
restrição, que ora fazemos ao esp~ço viável dos excedentes 
iniciais. 
33 Viabilidade do excedente. 
Os contrôles do sistema devem ser tais que, a to-
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do instante, o excedente da rêde mantenha-se viável. 
Se q( t) E íR_"' é o excedente da rêde no instante t 
e q0 E (O, .e) é o excedente inicial da rêde, a condição de 
viabilidade do excedente fica expressa-pDr: 
t 
34 otq(tl 1e qº + /l t/'t.-1:1- t.p'r.tJ) dt ~ e 
o 
A igualdade em (34) resulta da dinâmica da rêde (18). 
35 Espaços de Informações. 
Como dissemos anteriormente, estudaremos três pr~ 
blemas dinâmicos, que diferirão pelos espaços de informações 
dos controladores. 
Cada controlador, em qualquer dos três problemas.·, 
terá, em realidade, dois espaços de informações: o espaço 
de informações paramétricas e o espaço de informações ins-
tantâneas. 
O espaço de informações paramétricas conterá va-
riáveis que só poderão ter os seus valôres alterados ,çomo-
nova ±hiciaJ.ização do sist_~ma., (por ex.: funções custo, li-
mi te de excedente, etc.). O espaço de informações instantâ-
neas conterá as variáveis que podem ter seus valôres altera 
dos em função da evolução do sistema (excedente, por ex.). 
A partir dos dados do espaço de informações para-
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métricas, cada controlador definirá um.a política que asso-
ciará às informações instantâneas os contrôles instantâneos. 
Da busca dessas funções parametrizadas é que consiste cada 
problema dinâmico. 
Os espaços de informações paramétricas, de cada 
controlador j, em cada um dos problemas dinâmicos, são os 
seguintes: 
Primeiro Problema: intervalo de viabilidade de fluxo (b,d], 
funções custo fi, i = 1,2, ••• ,m, limi 
te de excedente l, excedente inicial 
Segundo Problema: 
q0 e [o, l] . 
intervalo de viabilidade de fluxo [ bi, di] ~. 
funções custo fi, limite de.excedente 
e excedente inicial q~ e{O, ei), asso-
ciados aos ramos ex, adjacentes ao nó (j • 
Terceiro Problema: O espaço é idêntico ao do segundo proble 
ma. 
Os espaços de informações instantâneas de cada COE; 
trolador j, em eada um dos problemas dinâmicos, são: 
Primeiro Problema: o excedente instantâneo q{t). 
Segundo Problema: os excedentes instantâneos qi{t) nos 
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ramos IX,· , adjacentes ao nó /Í · 
Terceiro Problema: os excedentes instantâneos qi(t) nos 
ramos ot,· adjacentes. ao nó (j , e i!! 
formações instantâneas pk(t) • /f. vin-
das dos controladores k, tais que O~ é 
adjacente a ~ • 
Portanto, no terceiro problema, cada controlador 
deve definir, além da política de contrôle, uma política de 
informações para os controladores adjacentes. A política de 
informações terá o mesmo domínio da política de contrôle. 
36 Primeiro Problema Dinâmico de Transporte. 
No primeiro problema, os dados que cada controla-
dor obtém do seu espaço de informações paramétricas são: 
(b,d], fi, i = 1,2, ••• ,m, .( e q(O). A política de CO!! 
trôle de cada controlador j deverá ser uma função 
onde Fé o conjunto das fi. A política de contrôle deve as-
sociar a cada excedente instantâneo um par de vetores que 
definam os fluxos entrantes nos ramos emergentes de Oj e os 
fluxos salientes dos ramos imergentes a Oj _· 
Portanto, o contrôle assume a forma: 
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(-'i q(-t) € [o, .e]) 
3 7 H j ( b, d, F, Í , q (O) ) ( q ( t) ) = ( xj ( t) , yj ( t) ) 
onde xj(t),yj(t) E fRm devem satisfazer: 
38 (Jf t ~o) 
yf(t) = o se Mji = o 
Xi;{t) = o se ~k= o 
A condi.ção ( 38) representa a conservação de fluxo 
em J;, enquanto que em (39) restringe-se o contrôle do co~ 
trolador j aos ramos adjacentes a '(j • 
Com essa notação fixada, enunciemos o primeiro 
problema. 
Enunciado do (PDTl). 
40 (PDTl) Dada a rêde (N,A) com n nós em ramos, en-
contrar, se existirem, funções 
Hj(b,d,F, t ,q{O)), j = 1,2, ••• ,n, 
parametrizadas por b,d,F, l e q{O), e com 
valôres satisfazendo (37) - (39), que, para 
quaisquer: 
i) intervalo de viabilidade de fluxo [b,d] 
ii) funções custo convexas fi, i = 1,2, ••• ,m 
iii) limite de excedente {, 
liI U 
iv) excedente inicial q(o)/to, lJ, -
, 
ge:tém .. fl,uxos dinâmicos satisfazendo: 
v) as condições de viabilidade e conservação 
do fluxo (26) - (29) 
vi) a condição de regime (31) 
vi:ii) a viabilidade do excedente (33). 
41 Segundo Problema Dinâmico de Transporte. 
As diferenças entre o segundo problema e o (PDTl) 
são somente quanto à dimensão dos espaços de informações. 
No segundo problema, o espaço de informações paramétricas 
do controlador j fica reduzido a bj,dj,Fj, lj,qj(O), onde 
o superíndice indica uma "restrição" dos vetores e conjuntos 
aos ramos adjacentes ao nó (j, conforme a notação (24). 
Da mesma forma que em (PDTl), as políticas de 
contrôie serão funções definidas no espaço dos erxeedentes 
instantâneos. Agora, porém, o espaço de informações instan 
tâneas ficará reduzido ao excedente qj(t) nos ramos adja-
centes a 4j. 
Portanto, a política de contrôle deverá ser uma 
função 
fRm ,orn ---1p,::a- ~ ""' 






wr;xj ( t) = ~yj(t) 
~(t) = o se Mjk = o 
yf(t) = o se M-1:°. = o Jl. 
Com essas notas, podemos enunciar o segundo pro-
Enunciado do (PDT2). 
(PDT2) Dada a rêde (N,A) com n nós em ramos, en-
contrar, se existirem, funções 
. . . j .. 
H j ( b J , d J , F J , f , q J ( O ) ) , j = 7°, 2, ••• , n, 
parametrizadas por bj,dj,Fj, ~J,qj(O) e 
com valôres satisfazendo (42) - (44), tais 
que, para quaisquer: 
i) intervalo de viabilidade de fluxo [b,d] 
ii) funções custo convexas fi' i = 1,2, ••• ,m 
iii) limite de excedente l 
iv) excedente inicial q(O) € (O, e) 
gerém~fl,uxos dinâmicos satisfazendo: 
v) as condições de viabilidade e conserva-
ção do fluxo (26) - (29) 
vi) a condição de regime (31) 
vii) a viabilidade do.excedente (33). 
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46 . Terceiro Problema Dinâmico de Transporte 
O terceiro problema difere do segundo apenas no 
espaço de informações instantâneas dos controladores. Ago-
r~, o espaço de informações instantâneas, de um controlador 
em dado nó, será um pouco *'ampliado11 : incluirá informações 
provenientes dos controladores dos nós adjacentes ao nó 
considerado, além dos excedentes instantâneos nos ramos ad 
jacentes • 
. A informação extra, que será intercambiada entre 
dois controladores de nós adjacentes, deverá ser sob a for 
ma de um número real. Portanto, a dimensão do espaço de in 
formações instantâneas, no terceiro problema, excede em uma 
unidade, por nó adjacente, a dimensão daquele espaço no se 
gundo problema. 
A informação instantânea adicional entre contro-
ladores adjacentes será estabelecida por funções parametri 
zadas pelas informações paramétricas, e definidas no espa-
ço de informações instantâneas de cada controlador. Ou seja, 
dadas as informações paramétricas 
bj , dj , Fj, {J, qj(O) 
a função de informação 




47 Ej(bâ,dj,Fâ, ,eJ ,qj(o)) : IR'"; x [o, .é] ---.1> R 




vetor de IR J formado pelos pk(t) dos nós Y,c.é N adja-
centes a ~. 
A política de contrôle será definida de forma se-
melhante a dos problemas anteriores tendo, agora, como do-
mínio, o espaço de informações instantâneas ampliado. Dessa 
forma, dadas as informações paramétricas, a função de con-
trôle 
49 
do controlador j, deverá satisfazer: 
x!(t) = O se + Mjk = o 
YÍ(t) = O se M":'. = o J1 
Com essa notação, enunciemos o (PDT3). 
53 
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Enunciado do {PDT3). 
(PDT3) Dada a rêde (N,A) com n nós em ramos, encoB 
trar, se existirem, funções 
Ej(bj,dj,Fj, f; ,qj(O)) e Hj(bj,dj,Fj, ej ,qj(O)), 
j = 1,2, ••• ,n, parametrizadas por 
bj,dj,Fj, ij, e qj(O) e com valôres satis-
fazendo (47) - (52), tais que, para quaisquer: 
i) intervalo de viabilidade de fluxo [b,d] 
ii) funções custo convexas fi, i = 1,2, ••• ,m 
iii) limite de excedente i 
iv) excedente inicial q(O) é [o, e] 
gerem.~fluxos dinâmicos satisfazendo: 
v) as condições de viabilidade e conservação 
de fluxo (26) - (29) 
vi)a condição de regime (31) 
vii) a viabilidade do excedente (33). 
SECÇÃO 4 - SOLUÇÃO DO PRIMEIRO PROBLEMA DINÂMICO DE TRANS-
PORTE. 
O (PDTl) sempre admite solução que pode ser tri-
vialmente encontrada. Considere-se o problema estático de 
transporte associado ao (PDTl). Dado um algoritmo para a 
resolução de problemas estáticos de transporte, (vários al 
goritmos encontram-se nas referências citadas) podemos defi 
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nir um mapeamento H que, a partir da matriz de incidência da 
rêde, do intervalo de viabilidade do fluxo, das funções cus-
to, associa uma solução do problema estático de transporte. 
Então, o mapeamento H é da forma: 
54 H(M,b,d,F) = VJ E. ÍK.m 
onde M é a matriz de incidência da rêde, [b,d] o intervalo 
de viabilidade do fluxo, F o conjunto de funções custo con-
vexas e tp a solução do problema de transporte. Através do 
mapeamento H, podemos definir a política Hj(b,d,F, e ,q(O)), 
de /lf' a fRm'<'ocn , para cada nó ôJ . 
Se 
°'"' E. c.u+ ( !j J 
~i ~ w+(~j) 
onde '{) é dado por (54). Para definirmos a política, basta 
tomarmos: 
55 (VqG-[o,e]> Hj(o,d,F, €,q(o)) (q) = (xj, yj) 
t evidente que com essa política de contrôle, tôdas as con-
dições do enunciado do (PDTl) são satisfeitas. 
O resultado importante da política (55) é que es-
sa política independe, seja do excedente inicial, seja do 
excedente instantâneo, e o regime é atingido em tempo fi-
nito. 
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SECÇÃO 5 - CONCLUSÃO 
No estudo da descentralização de contrôle de uma 
11 rêde dinâmica de transporte", os três problemas que apre-
sentamos, representam três níveis de descentralização qua-
litativamente distintos. No primeiro problema, apesar do CO!! 
trô~e descentralizado, a informação total de que dispõem os 
controladores' implica em que cada controlador aja como agi-
ria um centro Único de decisão. 
O terceiro problema apresenta-se, na escala de 
redução de informações dos· controladores, em segundo nível. 
O sistema passa, então, a ter uma descentralização real, não 
somente em relação ao contrôle de decisões, como em relação 
à disponibilidade de informação de cada centro de decisão •. 
A descentralização da informação no segundo problema impo~ 
ta, em têrmos práticos, em uma economia na-implementação e 
manutenção do sistema de contrôle. De fato, no primeiro pr2 
blema, o "custo de operação" é elevado, já que todo o con-
junto de informações paramétricas deve ser dis·tribuido a to 
dos os centros de decisão. 
Apesar dessa redução no espaço de informações, v~ 
remos· que, no terceiro problema, a informação intercontrola 
dores· é de certa for.ma "equivalente" à informação total no 
s·entido de permitir que cada controlador construa parte da 
simulação de {PT) obtendo a simulação completa através da 
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informação intercontroladores. 
O segundo problema. apresenta-se em um nível supe-
rior âo do. terceiro, no escalonamento de redução da informa 
ção disponível aos controladores. Nesse caso, a inexistên-
cia de informações intercontroladores restringe o espaço de 
informações instantâneas a variáveis fora do contrôle total 
de quaisquer dos controladores. Como as polÍ'ticas de contrô 
le independem do tempo, a variação do excedente não é um da 
do acessív.e1. Se algum tipo de memória existisse nos centros 
de contrôle, informações sôbre as variáveis não locais po-
deriam ser obtidas pelos controladores por integração de ex 
cedentes, por exemplo. Isto não é, porém, permitido. 
Percebe-se, portanto, que no segundo problema, a 
descentralização chega ao "máximo ou próximo dêle". Comi~ 
so queremos dizer que uma redução maior do espaço de info~ 
mações deverá, em geral, impedir a existência de solução. 
Isto nos permite dizer, de modo impreciso, que o segundo pro 
blema representa a descentralização com o 11 mínimo de infor-
maçõesº para os controladores, que admite solução. 
Quanto aos aspectos técnicos dos enunciados, que 
remos discutir, agora, a razão da restrição do excedente 
inicial q(O) ao intervalo (O, t,). Primeiramente, obs·er-
ve-se que no primeiro e terceiro problemas, o excedente ins 
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tantâneo não chega a ser uma informação de crucial relêvo 
para os controladores. O mesmo não acontece no segundo pr,2. 
blema, onde o excedente instantâneo é a Única informação 
instantânea de que dispõem os controladores. 
Se o excedente inicial fôr igual a O ou e , qual-
quer contrôle viável, i. é, que garanta a viabilidade do ex 
cedente, manterá o excedente inalterado. Isto é devido ao 
fato da soma dos excedentes dos ramos ser constante com o 
tempo. Em.outros casos, menos triviais, se os excedentes in! 
ciais dos ramos assumem valôres extremos,, as conclusões aci-
ma ainda são válidas. 
Consideremos, como exemplo, a rêde abaixo, onde 
os números nos ramos indicam o valor do excedente inicial: 
No exemplo acima, pode-se verificar que nenhum 
contrôle viável para os nós ri J rz , Ks I r"t poderá alterar o 
excedente. 
Nos casos acima, além das informações locais pa-
ramétricas e do excedente instantâneo, alguma outra infor-
mação tem que ser fornecida aos controladores para que po~ 
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sam estabelecer o fluxo estático. Mas essa informação, exis 
tente no primeiro e no terceiro problemas, inexiste no se-
gundo. Portanto, para alguns tipos de rêde e alguns casos 
de excedentes iniciais extremos, não existe uma política so 
. . 
lução do segundo problema. 
Existe uma classe de rêdes que admitem, em prin-
cípio, solução para o (PDT2), mesmo com excedentes iniciais 
extremos. Esta classe é a das rêdes. fortemente conexas ("pa 
ra qualquer par ordenado de nós, existe uma cadeia do pri-
meiro ao segundo nó com todos os ramos positivamente orie_a 
tados"). Contudo, mesmo para essa classe, o vetor exceden-
te inicial igual a o ou t, 
, 
e proibido. 
Uma outra razão para excluirmos a possibilidade 
de excedentes iniciais extremos surgirá como consequência 
de nosso método de solução para o (PDT2),e será apresenta-
da então. (Ver (V-24)). 
Para a resolução do segundo e terceiro problemas, 
necessitaremos de resultados de dualidade do problema está 
tico de transporte, que apresentamos no próximo capítulo. 
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C A P 1 T U L O · I V 
DUALIDADE EM PROBLEMAS ESTÁTICOS DE TRANSPORTE 
SECÇÃO 1 - INTRODUÇIO 
No capítulo anterior vimos o modêlo dinâmico de 
rêdes e os enunciados de alguns problemas dinâmicos de tran~ 
porte. O fluxo dinâmico caracterizava-se por não satisfazer 
necessàriamente a conservação de fluxo nos, ramos da rêde. 
Para estudar os. problemas dinâmicos de. transporte, 
interessa-nos considerar o conjunto de pontos viáveis do (PT) 
(II-26) como formado por fluxos dinâmicos viáveis satisfazea 
do a restrição de conservação de fluxo nos ramos da rêde. 
Dualizando em relação a esta restrição o problema resultan-
te, obteremos um problema dual com características de sepa-
rabilidade, de grande valia para a resolução do (PDT2) e 
(PDT3). 
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Apresentaremos nêste capítulo o estudo de duali-
zação proposto acima, s.egu.ido de alguns lemas necessários 
às soluções de (PDT2) e (PDT3) propostas no capítulo V. 
Para podermos aplicar a teoria de dualidade de 
Geoffrion [2], necessitaremos da hipótese de estabilidade 
de (PT). Condições suficientes para a estabilidade de (PT), 
mais fàcilmente verificáveis, serão utilizadas em nosso tra 
tamento. Além disso, as hipóteses de convexidade estrita e 
continuidade das funções custo serão assumidas, para desen 
volvermos a solução dos problemas dinâmicos. 
1 Em todo o capítulo, consideraremos uma rêde (N,A), 
conexa, com n nós em ramos dados por: 
2 N = 1 ri , r, , ... , r" \ 
3 A = { cX1 , riz , · · · ot m ) 
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SECÇÃO 2 - DUALIDADE EM PROBLEMAS ESTÁTICOS DE TRANSPORTE. 
Nesta secção, veremos alguns res tados em duali-
dade do (PT) (: II-26) que permitirão int rpretações úteis 
do conceito de fluxo dinâmico e das solu 
ções dos problemas dinâmicos de transporte. 
Dualidade em problemas estáticos de transporte tem 
sido bastante estudada em div'.ersos trabalhos. Ford [3] suge 
re um algoritmo para resolução do (PT) com função custo li-
near, baseado em estudos do problema ãual. Berge [1] faz o 
mesmo em relação ao (PT) com função custo convexa. Muitos 
outros algoritmos para a resolução do (PT), propostos na li 
teratu.ra, seguem a idéia de resolver os problemas dual e pri 
mal simultâneamente. 
Nos problemas estáticos, abordados nos trabalhos 
citados acima, as restrições presentes são restrições de via 
bilidada do fluxo e conservação do fluxo nos nós. A dualiza 
ção é realizada em relação a estas restrições .• 
Em nosso trabalho, em rêdes. com fluxo dinâmico, i~ 
teressa-nos explicitar vínculos de "conservação do fluxo nos 
ramos", no seguinte sentido: no problema "estát.ico" o conjll!! 
to de pontos viáveis é formado pelos fluxos dinâmicos viá-
veis da rêde que em cada ramo tenham o fluxo entrante igual 
ao fluxo saliente. Métodos de resolução de problemas dinâmi 
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cos resultarão da dualização do problema estático associado 
em relação a essa restrição. A variável dual poderá, então, 
ser considerada como. potencial ou uma tensão da rêde. A fO!: 
mulação do problema dual que usaremos seguirá a abordagem de 
Geoffrion (2] (ver apêndice A, pág. A·4) 
Consideremos a rêde conexa (N,A) definida em (1) 
1\1 
e seja M a sua matriz de incidência. Sejam b, d t:= lR tais que 
0/bf d e fi , i = l, 2, ••• ,m, funções reais, estritamente 
convexas, contínuas e subdiferenciáveis em [bi,di] respec-
tivamente. Adiante, no texto, comentaremos a necessidade de~ 
sas hipóteses .• 
Suporemos, ainda, que a rêde acima é viável, i. é, 
o conjunto: 
é não vazio. Com essas hipóteses, podemos concluir que o 
(PT) correspondente admitirá uma Única solução TpE: p(b,d). 
De fato, como ${b,d) é compacto e não vazio, a continui-
dade da função custo garante que seu Ínfimo é atingido em 
~{b,d). Da convexidade estrita das, funções custo resulta 
a unicidade da solução 
4 
5 
Consi.deremos como problema primal o seguinte 
Problema 








Noproblema((4), ~Jb,d) é o conjunto de fluxos 
dinâmicos: viáveis de (N,A) onde, para cada (x,y) E ~ (b,d), 
I> 
x é o vetor de fluxos salientes e y o vetor de fluxos e~ 
trantes. 
O probie.ma (4) é equivalente a (PT). De fato, 
(x,'j) é solução de (4) se e só se cp = i = i fôr solução 
de (PT). Em particular,_ o valor de (5) no ponto de ótimo é' 
o dÔbro do valor Ótimo de (PT). 
Dualização do Problema (4). 
Consideremos.agora, o problema dual de (4): 
a Ma>( 1 r,,f "'i. f.(xtJ+f,(v.) +u.1(Y-""J Í 
U.'- ~11\ (,c,y)e-lJb,d) 1 l-:.1 
Note-se que em ( 8) houve uma dualização do probl,! 
ma·(4) somente em relação ao vínculo (6). Como o vínculo (6) 
é linear e as funções custo são subdiferenciáveis, o probl,! 
ma (4) é estável no sentido de Geoffrion [2]. Portanto, o 
problema dual (8) admite uma solução e os problemas (4) e 
(8) têm valôres iguais (teorema de dualidade: apêndice A, 
pág. A-7). 
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Estudaremos, em seguida, o problema de infimiza-
ção, que aparece entre chaves em (8). Fixado 
blema 
m 
U e IR"' o pr.Q_ 
9 ·M,ri ~ tilXd+-ft(½)+u..'(y-'<.) 
(X,y)~ ~J.b,d) t::1 
admite sempre uma Única solução. De fato, temos que 
f/ i=- f (b,d) x ~ (b,d) e: ~
0
(b,d) 
e que fJb,d) é compacto; como a função critério de (9) 
é contínua e estritamente convexa {soma de uma função line-
ar com uma função estritamente convexa) o mínimo de (9) é 
alcançado em um Único ponto de ~(b,d). 
D 
Separabilidade do Problema (9). 
Devido à estrutura das matrizes de incidência, o 
problema (9) é separável em um sentido particular, que pas 
saremos a analisar. 
A única relação que acopla as diversas componen-
tes de (x, y) E: ~(b, d) é a equação: 
Em particular, na equação 
11 j~l1,2, ..• ,nJ 
somente entram em j ôgo as componéntes xi e yk tais que 
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os ramos ti; e o(K são respectivamente, emergentes e imer-
gentes ao nó ~-. De fato, (11) é~ equação de conservação 
do fluxo dinâmico (x, y) no nó J1 • 
Além do mais, se «e· e ~ são ramos, respectiva-
mente, emergente e imergente ao nó K,-e. N então as co~po-
nentes xi e yk do fluxo dinâmico (x,y) somente aparecem 
na equação ( 11) com j = t' • 
Concluindo, o problema (9) é passível de separar-
se em n subproblemas independentes em cada um dos quais en-
tram em jÔgo somente os fluxos emergentes e imergentes de 
um dado nó. O subproblema j é da forma: 
12 Problema (PDj). 
13 M in 
14 suj. a '.L. xc: : L ~ 
~tW-Cjj) clt<t::W+r_(j) 
15 bi 6 xi~ di para /1((• é w-1~-J 
16 bk~ yk~ dk para otJt: e w""((j) 
onde w-(ijJ é o conjunto de ramos imergentes ao nó 'i'_i· e 
w+ ( l'j J o conjunto dos ramos emergentes de ~· • 
O {PDj) admite sempre uma Única solução por ser 
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um subproblema do problema (9). Além disso, os vetores (i,y) 
formados com as soluções dos (PDj), j = 1,2, ••• ,n serao 
solução de (9) enquanto os valôres de (9) e a soma dos valô 
res dos (PDj) são iguais. 
Observe-se, ainda, que para a resolução de cada 
(PDj) é necessário o conhecimento somente das componentes 
deu e das funções fi, associadas aos ramos adjacentes ao 
~ ij· 
~sses resultados levam-nos a concluir que o pro-
blema (9) pode ser resolvido com decisão descentralizada e 
informação parcial. As decisões de cada um dos n controla-
dores ou centros de decisão são sôbre as componentes dos flu 
xos nos ramos adjacentes a cada nó. A informação parcial res 
tringe-se aos intervalos de viabilidade, funções custo e com 
ponentes do vetor u nos ramos adjacentes ao nó considerado. 
t evidente que se o vetor ué um.a solução do pro-
blema dual (8), a solução Única do problema (9) é um fluxo 
estático Ótimo para o (PT). Nesse caso, se as decisões dos 
controladores são tomadas a partir da resolução dos subpro-
blemas (PDj) então tais decisões conduzirão ao estabeleci-
mento de um fluxo estático Ótimo na rêde. 
O vetor ué, portanto, de importância relevante. 
No capítulo V veremos que as soluções do (PDT2) (III- 45) 
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e do (PDT3) (III-53) podem ser reduzidas à resolução do 
(fDj). Haverá, contudo, em cada uma dessas soluções, inter 
pretações distintas de vetor u. 
As SoJ.uções dos (PDj). 
Interessa-nos, agora, caracterizar a solução de 
(PDj). De fato, existe uma relação direta entre a solução 
de {PDj) e os subgradientes das funções custo envolvidas. 
Essa relação será apresentada no lema (17), que enunciara 
mos em seguida. 
1.6a . Primeiramente, observemos que devido à convexida 
de estrita das funções custo, existe uma ttfunção inversa" 
de cada subdiferencial ô fi (ver apêndice A, pág. A-'3). 
Em outros têrmos, existem funções hi: íR --e{bi, dJ , i=l, 2, ••• ,m 
crescentes,contínuas e sobrejetoras., satisfazendo: 
hi (si) = 'f i 
As funções hi são univocamente determinadas pelas funções 
custo fi • 
A relação entre a eoJ.ução de (PDj) e as funções h. 
1 
é apresentada no seguinte 
17 Lema Suponhamos que as funções custo fi, 
i = 1,2, ••• ,m, são subdiferenciáveis, estritamente conve-
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xas e contínuas e que 
é solução de (PDj) com 
~(b,d) F ~- O par 
, 
u = u se e so se 
(i, y) e. ~li IR.m 
(i, y) satisfaz, 




Prova: Primeiramente, mostremos que o sistema de equações 
(18), (19), e (20) sempre admite solução em ,r e yi' pa-
ra algum Pj• 
Substituindo (18) e (19) em (20), obtemos: 
21 ~ - h K. ( rrt<. - ~ ) + L hl ( -u.: + PJ. ) = o 
ot l<. E t.A:r(ti) ri..;_ E: w+( Yj) 
Portanto, se existir pj satisfazendo (21) então o sistema 
(18), (19), (20) admitirá uma solução em ~ e yi. 
Mas, a função h: JR.-c-(R definida por 
22 
h ( PJ } =' L hl (-Ui~ pj J - .~ ~ ( ¾ - pj) 
li;,. e. w+c i.i l a'K E. w-(gj) 
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é uma função crescente e contínua em pj, pois as funções hi 
são crescentes e contínuas. Como as funções h. são crescen 
1 -
tes e sobrejetoras, existem pj, ~ e IR > pj < pj, tais 
que 
23 
24 h ( PÍ) ~ L de: 
ct.: E- w+( k'j) 
Por hipótese, f(b,d) é não vazio. Então, pelo 
teorema de existência de fluxo viável ( II- 3 2. ) temos 4:e 
( 23 ) e ( 24) que 
25 h(pj) " O 
26 h(pj) ~ O 
Como h é uma função crescente e contínua, pelo teo 
rema do valor médio e de (25), (26) concluímos que existe 
h(p.) = O 
J 
satisfazendo 
ou seja, satisfazendo {21). Logo, o sistema (18), (19), (20) 
admite uma solução. 
Basta mostrarmos, agora, que tôda solução do sis-
tema de equações (18) - (20) é solução de (PDj). De fato, 
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nesse caso, podemos concluir que a solução de (PDj) será so 
lução de (18) - (20), pois êste sistema de equações sempre 
admite solução. 
Seja (i,y) solução do sistema (18) - (20). Então, 
devido à definição dos hi e a (20), temos que (x,y) é viá 
vel para (PDj). Ainda da definição dos hi e de (18), (19), 







o. € êJ P. ( Y:) + ll · 
/ J f t < t 
Denotemos por 
~ + ( y J = ~ I L ( Yc·) ~ u í ~-
o(i ~ w+-( ~) 
~ - { ?() - z t K ( X K ) -f'"' U,c. )(.K 
O(K E w-(~·) 
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Então, da definição de subgradiente e de {29) e (30) podemos 
escrever que, em particular: 
31 
( V 'X, Y € [b, d] I L. Y; "' ~ 1(K ) 
~ew·(tjl GY1c:Ew-c rs) 
t=:(y) + F:-{1eJ ~ F ..,.(9) + F.-lx) + P· L ( Yl -Y'") + 
J J J J J ~ tw+(K'j) 
+ P1 z=_ (~-x4<J 
,(k,,e. ~-('Ili) 
Mas, como (x,y) e (x,y) em (31) são viáveis para 
(PDj), temos que 
32 
Substituindo (32) em (31), concluimos que 
F/.(yJ-+ Fj°'(xJ ~ Fj+(y J + Fj-(-YJ 
e portanto (x,y) é solução de (PDj). <J 
A caracterização das soluções de (PDj} apresenta-
da no lema (17) é bastante poderosa para a resolução dêste 
problema. De fato, a solução de (PDj) será formada pelos 
~ e yi dados em (18) e (19), onde pj é uma solução 
qualquer da equação (21). Reduz-se assim, a resolução de 
(PDj) ao cálculo de um zero de uma função crescente. 
Além disso, o lema (17) terá importância teórica 
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no desenvolvimento das soluções de (PDT2) e (PDT3), .· no capí 
tulo V. 
33 c.onsideremos, agora, a função 
associa D(u.lf) = :f- ~ , 
m ""' D: fR --...(R que a cada 
ção do problema (9) 
.. 
com u = u. Como 
onde (x•,y•) é solu 
(x,., y"') é um fluxo 
dinâmico viável para (N,A), devido à dinâmica da rêde, o 
vetor D(u*) = y~ - xf(, será a derivada do excedente provo-
cada pelo fluxo (x~,y~) em (N,A) (ver III- 17). 
A função D definida em (33) será relevante no es-
tabelecimento da solução de (PDT2). Interessa-nos, portanto, 




Fixado u"'e lRm , seja ~e //.(1 o vetor formado pe 
solução da equação (21) com u = u~. Seja 0c1~(J]..,t) 
um ramo qualquer de A. Então, temos que ai-ésima componen-
te de 
34 
D(u~) é dada por: 
D . ( u~ ) = y~ - X~ 
1 1 1 
Da definição de Gi(i temos que 
Portanto, y~ é computado no problema (PDj) 
i 







-sao dados por: 
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De (34), (35) e (36), concluimos, pois, que. 
onde Or'i = (d'_j , rk }f A e Pj ' pk são reais quaisquer, 
satisfazendo: 
38 ~ ~ (-u! + pj) 
~ EW-1-(K.i·) 
39 
- L_ hr' ( + tfr +pf) 
oc'r E w-( ){; J 
~ L hy (+~ ~p~) 
~rE w-Cr,i:) 
No capítulo V mostraremos que a função D é lipchitziana uti 
lizando o resultado acima. 
As Soluções do Problema Dual (8). 
Apresentaremos, em seguida, uma caracterização do 
conjunto de soluções do problema dual (8) a partir da fun-
ção D. 
Seja ..n.. o coBjunto definido por: 
40 ..n_ ~ { U. ,; fR"' ( 1) ( U.) = O J 
O lema que se segue estabelece a identidade entre ..n... e o 
conjunto de soluções do problema dual (8). 
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41 Lema: - O vetor 
- ,om 
U 6- li\. é solução do problema du-
al (8) 
, 
se e so se ii e _n_ • 
Prova: Se ii E: t'Rm • é solução de ( 8), como o problema de 
infimização (9) admite uma única solu'.ç.ão, .~ntão,. ;ésta será 
solução do problema primal (4). Portanto, a solução de (9) 
com u = u será um fluxo estático. Logo, D(Ü) = O, ou 
seja, u ~ Jl.. 
Suponhamos, agora, que Ü e..O. e que (i,y)e. ~b,d) 
é a correspondente solução do problema (9). Se (i,y) é solu 
ção de (9), será, 
trição adicional 
em particular, solução de (9) com ares-
.... 
42 y - X= y - X 
Portanto, (i,y) será solução do problema: 
suj. a y - x = O 
pois 
y - X= D(Ü) = 0 
Mas, (43) é equivalente ao problema prima.l (4) tendo, por-
tanto, valor igual ao problema. dual (8). Logo, u é solução 
de (8). 4 
Do lema (41) conclui-se que se ü e (Rm é tal 
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que as soluções dos subproblemas (PDj) geram um fluxo está-
tico na rêde, então o fluxo resultante é o fluxo Ótimo para 
o (PT). 
44 Uma conclusão importante que obtemos do lema (41) 
é que .!l.. é não vazio. De fato, como o problema primal ( 4) 
é estável, o problema dual admite pelo menos uma solução. 
tese resultado é essencial na prova da estabilidade da so-
lução do (PDT2), que propomos no capítulo V. 
SECÇÃO 3 - CONCLUSÃO 
A dualização de (PT) desenvolvida nêste capítulo, 
representa uma ferramenta poderosa para a análise de probl~ 
mas dinâmicos de transporte devido à estrutura do problema 
de infimização (9). Os subproblemas (PDj) resultantes da 
separação do problema (9) têm por principal característica 
a estrutura dos conjuntos de dados necessários à sua reso-
lução: o conjunto de informações paramétricas de um contro-
lador no (PDT2) ou (PDT3). 
Os resultados em dualidade, obtidos nêste capítu-
lo, partiram da hipótese de que as funções custo são subdi-
ferenciáveis e que o (PT) admite uma Única solução. Contudo, 
a hipótese de subdiferenciabilidade é usada apenas para ga-
rantir estabilidade do (PT). O lema (17), inclusive, pode 
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ser provado a partir do teorema de otimalidade (II-36), ou 
ainda, a partir da estabilidade de (PT), ao invés da subdi 
ferenciabilidade das funções custo. 
O lema (17) terá importância fundamental na defi 
nição das políticas soluções do (PDT2) e (PDT3). O sistema 
resultante da aplicação da política de contrôle.solução do 
(PDT2) será um sistema dinâmico. A função D, definida em 
(33) será utilizada para a descrição da equação de estado 
dêste sistema. O conjunto .rL definido em (40) está rela-




SOLUÇÃO DO (PDT2) E (PDT3) 
SECÇÃO 1 - INTRODUÇÃO 
Os resultados em dualidade do (PT) vistos no ca-
pítulo anterior são promissores para a resolução do (PDT2) 
e (PDT3). De fato, basea.inos as soluções daqueles problemas 
dinâmicos nas conclusões optidas da dualização de (PT). 
Se compararmos os enunciados de (PDT2) e (PDT3) 
podemos verific~r que tôda solução de (PDT2) é uma solução 
de (PDT3). Contudo, a informação adicional, existente no 
(PDT3) entre controladores adjacentes induz-nos a procurar 
políticas de contrôle solução dêste problema que indepen-
dam do excedente. Veremos que iste é impossível na formula 
ção de (PDT3) que apresentamos. 
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Fixar-nos-emos na resolução completa de (PDT2) de 
finindo políticas de contrôle utilizando o lema (IV-17). A 
oti.malidade no regime da solução será consequência de pro-
priedades da função D e do conjunto ...n.. definidos no capí 
tulo anterior. 
Para podermos utilizar os resultados de dualidade 
desenvolvidos no capítulo precedente, assumiremos as hipó-
teses feitas, ou seja, as funções· custo são estritamente 
convexas, contínuas e subdiferenciáveis e o conjunto de flu 
xos. viáveis é não vazio. Na solução do (PDT2) imporemos uma 
hipótese adicional sôbre as funçi,es custo para podermos pro 
vara estabilidade assintótica. 
SECÇÃO 2_- SOLUÇÃO DE (FDT3) 
Mostraremos inicialmente que as políticas de in-
formação em (PDT3) não podem ser completamente independen-
tes do excedente instantâneo. 
Suponhamos que seja dada uma solução ~e (PDT3). A 
política de informação da solução em um.dado nó r1~ AÍ, a~ 
socia às informações instantâneas de qj{t) e pj(t) a in-
formação pj{t) do controlador j • Então, o conjunto das 
políticas de informação define uma função E que a cada ex-
cedente q t [o, l] e a cada vetor de informação p E: /Rn 
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associa o vetor de informação p, ou seja: 
< v q , [o, e] > 
l p = E(q,p) 
Fixado q t. [o, e] em (l), vemos que as componen-
tes do vetor p dependem das componentes do próprio p. 
Para que em (l) uma componente pj não dependa do próprio 
pj , o que não teria sentido, devemos ter alguma componente 
pk de p dependente apenas de q. Conclui-se, portanto, 
que tôdas as componentes de p dependentes~de pk são de 
pendentes de q. 
Mostramos, portanto, que p depende do excedente 
e como os contrôles são funções de p e q concluimos que 
o contrôle em (PDT3) não pode independer do excedente ins-
tantâneo. 
2 A impossibilidade das políticas de contrôle solu-
ção de (PDT3) independerem do excedente instantâneo é ine-
rente ao próprio enunciado de (PDT3). Uma maneira de conto~ 
narmos essa restrição seria, por exemplo, reenunciarmos o 
(PDT3), sem alterar a estrutura de informação, de forma a 
permitir uma discretização no tempo. 
Com a dis·cretização, o vetor de informação p(t) 
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só poderia ser alterado nos instantes t = k D..t, /J.t > o, k G1/V. 
Nesse caso, o vetor de informação em um instante kil,t se-
ria função do vetor de informação em (k-1) À t • Essa abor-
dagem não será realizada neste trabalho:~-
Uma ferramenta Útil na análise de soluções para 
(PDT3) está na simulação analógica do (PT) apresentada na 
secção 3 do capítulo II. Vimos ali que a partir do (PT) po-
demos construir um. circuito elétrico, com a mesma topologia 
de (N,A), composta de dispositivos controlados por tensão, 
tendo como vetor corrente solução um fluxo~·ótimo de (PT). 
No circuito elétrico, o potencial de um dado nó e as corre.a 
tes nos dispositivos com um terminal neste nó dependem ex-
clusivamente dêssee dispositivos e dos potenciais dos nós 
adjacentes. Portanto, os potenciais nos nós adjacentes a c~ 
da nó são informações relevantes para o estabelecimento de 
um fluxo Ótimo. 
Para a implementação dos dispositivos com um ter-
minal em um dado nó do circuito, necessitamos apenas do oo~ 
nhecimento das funções custo nos ramos adjacentes ao nó da 
rêde associado àquele nó do circuito. Como essas funções cu~ 
to fazem parte do espaço de informações do controlador dêsse 
nó, o controlador do nó pode implementar essa parte da simu 
lação analógica. 
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Do conjunto de resultados acima, podemos chegar 
à seguinte conclusão: se o controlador de um nó recebe a in 
formação dos potenciais Ótimos dos nós adjacentes na simul~ 
ção, então êsse controlador poderá determinar um potencial 
Ótimo para o seu nó e os fluxos Ótimos nos ramos adjacentes 
ao seu nó. ~ste resultado será ~ormalizado através do teore 
ma (3} a seguir e fornecerá uma "solução práticaº para (PDT3). 
As conclusões relativas à simulação analógica são 
válidas desde que as hipóteses de convexidade estrita das 
funções custo e existência de um fluxo estático viável se 
jam satisfeitas. O teorema que apresentamos adiante, assu-
me, além das hipóteses acima, que as funções custo são con-
tínuas e subdiferenciáveis. A prova do teorema faz uso do 
lema (IV-17) e do teorema de otimalidade (II-36}. 
3 Teorema: Suponhamos que sejam válidas as hi-
póteses acima e que a informação que cada controlador j 
fornece aos controladores adjacentes, a partir das infoI'ID;! 
ções instantâneas pj e qj , é um real p. qualquer sa-
J 
tis fazendo: 
4 -L ~(pr-pj} = 0 
O('"= ( ô'r I à'j)E w-( rj) 
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Então, o fluxo din.â.mii}o gerado pelos contrôles (xj , yj) 
j = 1,2, ••• ,n, dados por: 
5 xj k = hk(Pr-Pj) Vk tal que oc'K. i;:( rr 1 (i· J E 
6 xj .-: k- o Vk tal que Ol't< ~ w-r IJ·) 
y~ 
f 
7 = hi(-Ps pj) v'1~ tal que tXti ==(~., rs) 1 
8 y~ = o Vi tal que P<:..t tf w+( r;) 1 
{j = 1,2, ••• ,n) 
é um fluxo estático Ótimo para (PT). 
Prova: Mostremos :Lnicialmente que a equação (4) admite 
solução em pj • Substituindo os x~ e 
e (7), na equação (4), obtemos: 
y~ , dados em (5) 
1 
9 
Mas, através do lema {IV-17), concluimos que o sistema de 
equações (5), (7) e (9) admite solução nos ~, yf e P .• 
J 
Logo, existe P· J satisfazendo (3). Devemos mostrar agora 
que o fluxo dinâmico gerado pelos contrôles {xj,yj), 
j = 1,2, ••• ,n, é um fluxo Ótimo para {PT). 
Primeiramente, observemos que os contrôles satis-
fazem a equação de conservação do fluxo nos nós da rêde. De 
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fato, as equações (4) - (8) implieam em (9), ou seja, a equ~-
ção de conservação do fluxo em 
é satisfeita. 
Além disso, por definição das funç.Ões 
i=l,2, ••• ,m, temos que 
x~ e IA .. r( ~- J 
b
1
. ~y~ L d. 
- l. - l. rx,: €- w+ ( 4J. ) 
Portanto, os vetores 
n 




~~-= 2-- yi ~ 1 
j=1 
h. ' l. 
são tais que ( (/J 1, (/t) é um fluxo dinâmico viável para 
(N,A). ('tonfronte com (III-26) e (III-27)). 
Mostraremos, agora, que ( <(}
1
, '//'-) é um fluxo es 
tático. Seja Q',= ( 1J, (1(.) um ramo:çqualquer de A. Temos 
que o fluxo saliente de ô(i é dado por: 
13 
enquanto o fluxo entrante no ramo D(,_· é dado por: 
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Portanto, de (13) e (14), concluimos que: 
isto é, para todo ramo, o fluxo entrante é igual ao fluxo 
saliente. Logo, 
e ( <()', '{f) é um fluxo estático viável. 
Resta-nos mos:trar que VI' é um fluxo ótimo para 
(PT). Em vis~a da definição de 'l'i, temos que se 
então: 
15 x~ = h. (p .-pk) 
l. 1 J 





p .-pk € o f. ( ,n.:j: J 1 ..,.,, 
Seja f}é/R"' dado por: 
fJ = M:p 
I"\ 
onde p E. 1R: é o vetor formado pelos potencia.is pj • Então, 
0 é uma tensão para a rêde (N,A). 
Se então de (17) concluímos que 
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18 
De (16) e (18) resulta que se a'i= ( ~-, rK) então: 
19 
A tensão 8 é, portanto, subgradiente da função custo no 
fluxo '{} 1 • Aplicando o teorema de otimalidade (II-36) pode 
mos concluir que o vetor ~/ é o fluxo es,tático viável Ót!, 
mo para o (PT). <I 
O teorema (3) fornece uma condição suficiente pa-
ra que os contrôles, em (PDT3) com informação de potenciais, 
gerem um fluxo Ótimo. Ou seja, se em dado instante a infor-
mação P· J 
de cada controlador j satisfaz (4), então os 
,contrôles dados pelas equações (5) - (8) geram um fluxo óti 
mo na rêde. 
O conjunto das equações (4) forma um sistema de 
equações algébricas dependente apenas das funções custo. Um 
conjunto de potenciais que resolva êste sistema de equações 
é um conjunto de potenciais ótimos para a simnl~ção analÓgi 
ca do (PT). 
-Como o sistema de equaçoes citado acima independe 
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do excedente q, resulta, da análise feita sôbre as polÍti 
cas de informação, que é impossível construirmos políticas 
de informação solução de (PDT3) baseados em (4). Contudo, 
como têda solução do sistema de equações algébricas (4) é 
um vetor potencial Ótimo na simulação analógica, as idéias 
envolvidas no teorema (3) permitem darmos uma solução prá-
tica para (PDT3). 
Cada controlador j em (PDT3) pode construir uma 
parte da simulação cujas características tensão x corrente 
satisfazem a equação (4). Dessa forma, cada controlador to 
ma decisões simulando parte do circuito elétrico; o conjuB 
to de controladores simula todo o circuito elétrico. Se a 
simulação de (PT) fôr estável, então os controladores es-
tabelecem fluxos Ótimos na rêde em tempo pràticamente nulo. 
Evidentemente, esta "solução prática" não é uma 
solução para (PDT3), pois a simulação analógica de {PT), ape 
sar de conter somente dispositivos resistivos, é um sistemE!-
dinâmico devido a capacitâncias parasíticas. 
Uma possibilidade de resolução de (PDT3) seria 
dada pela utilização das idéias de discretização no tempo, 
já expos~as. Poder-se-ia constru.ir algoritmos discretos pa-
ra a resolução do sistema de equações algébricas, (4), usan-
do como regra de parada o teorema (3). Na construção de tais 
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algoritmos, o lema (IV-17) parece ser importante .• 
Uma resolução dêste tipo deverá. garantir aos al-
goritmos uma convergência suficientemente rápida, para que 
o excedente não viole seu intervalo de viabilidade. As idéias 
propostas acima não serão desenvolvidas neste trabalho. 
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SECÇlO 3 - SOLUÇÃO DE (PDT2) 
A base de solução do (PDT2) es·tá no estudo de dua 
lidade do (PT) e na separabilidade do problelll8, de infimiza-
ção (IV-9). No capítulo IV vimos que o problema (IV-9) po-
dia ser resolvido pela resolução de n subproblemas (PDj) 
(IV-12), independentes, que envolviam s-õmente as "variáveis 
locais" de cada nó. A solução do (PDT2) será tal que oco_!! 
trôle de cada nó Oj é a solução do (PDj) tomando comova-
riável dual u uma c.onveniente função do excedente insta.!! 
tâneo. 
Suponhamos, a princípio, que não haja limite para 
o excedente instantâneo q(t) ~íRm e ainda que q(t) pos-
sa ter componentes negativas. A política de contrôle de ca 
da controlador. j; consistirá em estabelecer os fluxos da-
dos pelo teorema (3), assumindo que o excedente nos ramos 
adjacentes a é numericamente igual aos potenciais ót! 
mos daquele teorema nos néSs adjacentes a • 
O procedimento acima equivale a e.ada controlador 
fazer uma estimativa de pj(vetor potencial dos nós adjace_!! 
tesa y~ ) através de qj e definir seu contrôle a partir 
dessa estimativa. Se a estimativa feita por algum contro-
lador não é verdadeira, então, em geral, o fluxo dinâmico 
gerado pelos contrôles, não será um fluxo estático, embo-
ra se mantenha viável. Gomo consequência da dinâmica da 
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rêde, o excedente deverá modificar-se. 
A modificação do excedente provocará uma mudança 
de estimativas dos controladores que produzirá uma correção 
do contrôle. Veremos que atuando dessa forma, os controla-
dores fazem com que a derivada do excedente tenda, no regi 
me, a zero. Igualmente, o fluxo dinâmico induzido pelos con 
trôles tenderá a um fluxo estático. Mostraremos que o fluxo 
estático de regime é Ótimo para·0 o problema estático asso-
ciado. 
Com o procedimento descrito acima, não podemos 
garantir, porém, que o excedente q se mantenha dentro de 
seu intervalo de viabilidade, ao longo do tempo. Para que 
a viabilidade do excedente não seja violada, será necessá-
ria a introdução de funções penalidade. 
As funções penalidade, denotadas gi' i = 1,2, ••• ,m, 
serão definidas nos intervalos (O, el ), i = 1,2, ••• ,m, res-
pectivamente, assumindo valôres sôbre IR.. As funções g. se-
i 
rão não decrescentes, contínuas e bijetoras. Portanto, as 
funções penal.idade podem assumir quaisquer valôres reais; 
tendem a +- ro quando o excedente se aproxima do seu limite, 
e tendem a -CD quando o excedente se aproxima de zero. 
Com a introdução das funções penalidade, as esti-
mativas dos controladores serão realizadas a partir de 
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g1 (q1 ),g2(q2) •••••• gm(qm) ao invés das componentes do exc_! 
dente q. Com êsse artifÍgio, as estimativas. podem assumir 
quaisquer valôres reais sem que o excedente q viole o inter 
valo ( o, f, ) • Formalizemos essas idéias. 
21 Sejam G1 ,G2 •.•••• Gm, m funções reais estritamen-
te convexas definidas em (O, l;,), i = 1,2, ••• ,m, respecti-
vamente. Cada função G. 
l. 
deve ser contlnuamente diferenciá 
velem (O, lt) e satisfazer a: 
22 
23 
lim G i (X) = + CD 
x--R· (. 
X E ( O, fi, ) 
lim Gi(x) = +co 
lê-O .. 
X E (O, et) 
Consideremos as funções reais g1 ,g2, ••• ,gm' defi 
nidas em (O, l, ), i = 1,2, ••• ,m, respectivamente, e dadas_ 
por: 
24 i=l,2, ... ,m. 
Como Gi é contlnuamente diferenciável em ( O, -l,: ) , a fun-
ção gi é contínua em (O, ei ). Como Gi 'é estritamente con 
vexa, e satisfaz ( 22) e ( 23), então gi é :cres:centeª,,: · 




lim gi (x) = -+ ca 
x-- -L;. 
X é ( 0, t_;_) 
lim 
x-c,,Q 
X < ( 0, ei ) 
85 
(i = 1,2, •.• ,m) 
Denotemos por g a função g: ( O, e)--=- fK , definida por: 
27 
( V q f ( o, l) > g( q) ~ • 
. ,, 
• 
Para que possamos adotar o procedimento esboçado 
para a solução do (PDT2), necessitaremos das hipóteses bá-
sicas: 
28 Hipóteses: As funções custo fi, i = 1,2, ••• ,m, são 
estritamente convexas, contínuas e subdiferenciáveis e o con 
junto de fluxos estáticos viáveis f(b,d) é não vazio. 
As hipóteses (28) são utilizadas para garantirmos 
a existência e unicidade de solução do (PT) e a estabilidade 
... 
dêste problema. Com os elementos acima definidos, construa-
mos a política de contrôle. 
29 Política de Contrôle. 
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Seja Ój é. N um. nó e sejam b j , d j , F j , fj , q j (O) 
os elementos do espaço de informações paramétricas de i;. 
O valor .da política de contrôle H.(bj,dj,Fj, -eJ',qj(O)) em 
• J 
um ponto qj E ( O, e1) será o Único par de vetores 
(~j,yj) E/R.~ fRm que é solução do (PDj) (IV-12) com u = g(q), 
e satisfaz: 
-j 
xk = o ó(I<. f/. w· ((j) 
30 
-j 
= o o(. i- w+- ltj) yi (. 
A política de contrôle acima está bem definida, 
pois o (PDj) admite uma única solução para as componentes 
envolvidas. As equações (30) fixam os valôres das demais 
componentes. 
; Uma maneira de computar o valor da política de 
contr~le em um ponto é através dos resultados do lema (IV-17). 
Nesse caso, a resolução do problema de minimização (PDj) é 
transformado no cálculo de um zero de uma equação. Observe-
se que a política de contrôle (29) é idêntica à política de 
contrôle (2) solução do (PDT3), com uma interpretação dis-
tinta das componentes do vetor u. 
Se cada controlador j resolve o (PDj) tomando 
u = g(q) então, devido à separabilidade do problema (IV-9) 
nos (PDj), os controladores resolvem o problema (IV-9). O 
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resultado da aplicação da política de contrôle (29), por to 
dos os controladores, será o estabelecimento, na rêde, de 
um fluxo dinâmico ( l(J~ V'~ J,1~':: R'rtl solução Única do problema 





<pi-= -J X 
j.:: 1 
Ih 




(confronte com (IV-26)e (IV-28)). 
Se ( tp'-, l(f) é solução do problema ( ry-29), en-
tão ( 'f '-. (.p"l.) é um fluxo dinâmico viável para (N, A). Por-
tanto, as condições de viabilidade e conservação do fluxo 
(III-26) - (III-29) do enunciado do (PDT2) são satisfeitas 
pela política (29). Propomo-nos, agora, a determinar a equ_! 
ção de estado (excedente q) do sistema, com a política de 
contrôle (29). 
Equação de Estado do Sistema com a Política (29). 
Seja q(t) E (.O, e) o excedente da rêde em certo 
instante t ~ O. Seja ( VJ'-(c,c·OJ 1 <(J'-(tt(t))} o fluxo dinâmico ge-
rado pela política (29) devido ao excedente q(t). Então, 





= VJ1 q ( t) > - <,Oi( q ( t > ) 
A equação (33) é a equação de estado do sistema com a polí-
tica de contrôle (29). Contudo, existe uma forma mais conve 
niente para (33). 
Como ( ,,t'r,a,) I l(J'l.('j(tJ)) é solução do problema 
(IV-9) com u = g(q(t)), então o membro direito de (33) é 
o valor da função D, definida em (IV-33), no ponto u = g(q(t)). 
Por intermédio da função D, a equação de estado (33) pode 
ser reescrita: 
34 dq(t) --- = D(g(q(t))) 
dt 
A partir da equação de estado (34) do sistema, podemos de-
terminar o conjunto de 
Pontos de Equilíbrio do Sistema (34). 
Um excedente q f ( O, e ) é um ponto de equilíbrio 
do sistema (34) se e só se 
35 D(g(q)) = O 
Seja ..Q't o conjunto de pontos de equilíbrio de (34). O con 
junto~ pode ser descrito por 
V 
36 ~ = 1 q ~ ( O, e) / D(g( q)) = O } 
De (36) deduz-se fàcilmente que .1l.q , e 
89 
a imagem 
inversa, através de g, do conjunto ..n.. de zeros da função D, 
definido em (IV-40). Ou seja, -'l.q é o conjunto 
37 
O lema que se ~egue estabelece a não vacuidade de .n.~ e a 
otimalidade do contrôle, gerado pela política (29), nos po~ 
tos de equilíbrio do sistema (34). 
38 Lema: O conjunto ..fl.q é não vazio. Se q E .!l.q 
então o fluxo dinâmico ( v/{c;) 1 tp
1
(q) ) gerado pela política 
(29), é um fluxo estático Ótimo para o problema estáticoª!! 
sociado. 
Prova: Do lema (IV-41) tem-se que ..n.. é o conjunto de so 
luções do problema dual (IV-8). Como o conjunto ..O.. , -e nao 
vazio (ver (IV-44)), resulta, do fato de g ser bijetora, 
que .n.,, definido em (37), é não vazio. 
Se 9 E ..c1.q então, de (37), temos que tf(C\)E ..n.. 
Da definição (IV-40) de .t'l.. resulta que· D(g(,i)) = O, ou se 
ja, o fluxo dinâmico (\f1(zt), <(Jz.(cj)), solução do problema 
(IV-9) com u = g(q), satisfaz 
39 
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Do fato de g(q) ser solução Ótima do problema dual (IV-9) 
e de (39) resulta que 'f!(q} é solução do problema pri-
mal ( IV -4) • <l 
O lema (38) caracteriza, portanto, a existência 
de pontos de equilíbrio e a otimalidade do contrôle nesses 
pontos. Resta-nos provar, agora, qu,e a equação diferencial 
(34) admite uma Única solução, passando por qualquer ponto 
q0 €: (O, e ) e em seguida, provar que para qualquer estado 
inicial viável a solução de (34) tende assintoticamente a 
um ponto de ..O., • 
Existência e Unicidade de Soluções de(34). 
Para estudarmos a estabilidade assintótica do sis 
tema (34), precisamos garantir que êste sistema admite uma 
e somente uma solução passàndo por cada ponto qº E ( O, e ) . 
O teorema de Lipchitz, de existência e unicidade de solu-
ções de sistemas de equações diferenciais, estabelece con-
dições suficientes para soluções locais passando por pontos 
de uma região fixada. 
Provaremos, em seguida, que a função D.g é lip-
chi tziana em qualquer compacto de ( O, t ) , assumindo algu-
mas hipóteses. A partir disso, poderemos afirmar que, para 
todo compacto K de ( O, e ) e para todo ponto qº é ( O, e), 
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existe uma solução Única de (34), q{qº,t)eK, em um inter 
valo O~ t ~ a, · a> O. Esse resultado per.mi tirá concluir mais 
adiante, no teorema (63), que o sistema (34) admite uma úni 
ca solução q ( q O , t) para todo t ~O, passando pelo ponto 
qº€(0,l). 
As hipóteses que faremos para provar que D.g é 
lipchitziana nós compactos de (O, e) são: 
40 Hipóteses: 
a) A função gi é lipchitziana em qualquer compac 
to de (O, e) (i = 1,2, ••• ,m) 
b)A subdiferencial Ôfi de fi é "crescente 
com inclinação maior que k. > O" , em [b d J 1 i' i ' 
isto é, 
( v' ,p/, ,pl' [bl )d.i]) ( V /4 '1 dft (~) J (-\f Jj~ E: a/t· ( 'f~ J) 
l At -J.1 t > lq 1 ~t - "'~ ' 
A condição a) em (40) não importa em nenhuma res 
trição da solução que apresentamos para o (PDT2), pois as 
funções gi são construídas independentemente do problema. 
Se as funções gi são diferenciáveis, a condição a) equiv~ 
le a derivada de gi ser limitada em qualquer compacto de 
( o, ~ ) . 
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A condição b) é uma condição suficiente para ga-
rantirmos que a função D é lipchitziana. Note-se que b) em 
(40) implica em que as funções h-1 -sao lipchitzianas. Uma 
interpretação da condição b) é que os dispositivos elétricos 
da siDilllação analógica do (PT) (II-26) têm "resistências 
dinâmicas" maiores que ki' i = 1,2, ••• ,m, respectivamente. 
Em virtude da condição a) de (40), a prova de que 
D.g satisfaz a condição de Lipchitz, em qualquer compacto 
de (O, e), fica restrita à prova de que D é lipchitziana. A 
prova do lema que se segue utiliza a formulação da função'0:D 
em têrmos das funções hi' apresentado em {IV-37) - (IV-39). 
41 Lema: - Suponhamos que a condição b) de (40) é satis-
feita. Então, a função D satisfaz a condição de Lipchitz em 
todo o lRm , ou seja; (~ L € (K) ( -Vµ.\ u2 E ~"") 
42 1 Dt ( ut) - D1 lu..7-J ( ~ L l( u.'-- u.2.ll 
Prova: Seja k = min k1 ,k2, •••• ,km onde ki' i = 1,2, •• ~,m, 
são as constantes que aparecem em (40) b). Então, os mapea-
mentos inversos das subdiferenciais, hi' i = 1,2, ••• ,m, são 
lipchitzianas com constante 1/k, isto é, 
( V 01., 92. € lK.m) 
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Mostraremos que D é lipchitziana a partir da formulaçao de D 
dada em (IV-37) - (IV-39). 
44 D. (u*) = h. ~•.+pi(.) -: h1. (+u•1. -t- p-1tk) J. . J. J. J 
onde pj e p~ são reais satisfazendo (IV-38) e (IV-39) 
respectivamente. Provaremos que Di é lipchitziana mostran-
do que cada um dos têrmos à direita de (44) satisfazem a 
condição de Lipchitz. Mostremos, inicialmente, que: 
45 h. tu.+p.) - h. '•u.+p.) &. -
\ 
11 2 21 · 2 
J.-.: J. J 11: J. J .... k. 




satisfazem (IV-38) com u~ = ul e ui< 
respectivamente, e IJ'r. IJ T indica a norma do máximo. 
= u2 
' 
1 2 ro"" Suponhamos, por absurdo, que existam u ,u € ,~ 
que não satisfaçam (45). Então, de (45) vem: 
46 
1 
1 l 2 21> 2 h. fu. + p . ) - h. (-u. +p . ) -· 
J. J. J i i J k. 
111<. k k 
S~bsti tuindo em ( 43), l7i_ por ui-Pj, k = 1, 2, e 












~ {l u7-u.f lf T , pois fl .11'1'1 é a norma do má-
ximo. Como os índices de u1 e u 2 foram escolh:idos arbitrà-
riamente, podemos supor p~ > p~, obtendo 
J J 
P} > pi + 11 u l -u 2 l l T 




, s = 1, 2, ••• ,m , por definição de \.l'T' 
'- p2 l l'~ , ,'- 5 ::: ! 1 2 J , , • , tt\ ~ j +~-"""S ' 
Ou, equivalentemente, 
49 Pl.-ul- > 2 u.2 J s· Pj~s 
Mas satisfaz a equação: 
50 ~ h 8 ~u;~p}) 
o/':> E. w-t-(rj) 
s = 1, 2, ••• ,m 
(ver IV-38) 
1 1. Substituindo Pj-ui em (501) pela expressão à direita de 
(49), obtemos: 
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L 2 2 ~ L hs (..u;+p}) as funções 51 hs(•Us+Pj) ' V pois ' 
ol.s f.W+ ( rj ) ~~w-t(rJ\ h5 são crescentes 
L l 1 por (50) = hr(-Pj+ur) 
' ()!'r E w-( tj ) 
~ ~ ~(-p~+u2) . pois as funções J r , 
otr f W-(Kj) hr 
,., 
crescentes sao 
Confrontando (51) com (IV-38), 
L hs(-u~+p~) -= 
0('5 é. w ... ( b'j) 
tem-se uma contradição, o que prova (45). 
Por raciocínio similar, mostra-se que 
( v CJ..Í, u_Z €: rR. M) 
52 




com u* = u1 e u« =u2 
De (44), reagrupando têrmos e utilizando uma pro-
priedade do módulo, obtemos· 
V 
f Di (ul) - Di (u2) f ~ f hi ~ui+pt) - hi ~itP~) f + 
+ { hi (+ui+ Pi) - hi ( +uf t P:) / 




Como tôdas as normas em rR são topologicamente equivalen-
tes, D é lipchitziana. <l 
Por intermédio do lema (41) e das hipóteses (40), 
concluimos que a função D •. g satisfaz a condição de Lipchi tz 
em qualquer compacto contido em ( O, e ) . Fica, assim, assegu-
rada a existência e unicidade de soluções. do sistema (34) em 
todos os compactos, de ( O, f ) • Com ês.se resultado, podemos pa.!, 
sara verificar a 
Estabilidade Assintótica do Sistema (34). 
A estabilidade assintótica de (34) poderia ser f~ 
cilmente verificada se o conjunto de pontos de equilíbrio 
tivesse cardinalidade 1. ::8sse não é o caso. De fato, se g('q) 
é uma solução do problema dual (IV-8), pode-se verificar que 
g{q) + o( 1 (onde t>t,fR. e l = (l,l, ••• ,1) E TK.11'\) é tam-
bém uma eoluQão do problema dual. Portanto, o conjunto .n.9 
contem uma infinidade de pontos e como g é contínua e bije-
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tora, êsses pontos são não isolados. 
A eettabilidade assintótica global, nêsse caso, as 
su.me um sentido particular: devemos provar que para todo es 
tado inicial qº~{o, e.) e instante inicial t
0
, a correspo_!! 
dente solução q{t;q0 ,t
0
), de (34), satisfaz 
( lim q { t; q o, t O ) ) E- ...n. 9 -1;-c-oo 
Chegaremos a êsse resultado utilizando o teorema 2 de LaSal 
le [ 6] { ver apêndice B) que é uma extensão do teorema de 
Liapunov. Para tanto; construiremos uma função de Liapunov, 
no sentido de LaSalle, para (34). 
Seja q ~ .n_9 um ponto de equilíbrio qualquer 
de {34). Seja G : {O, e) -P lR. a função contínua de- . 
finida por: 
tT\ -53 < V q t:: < o, e ) ) G(q) = 2- Gi(qi) - gi(qi) qi 
ê. -::.1 
onde G1,G2,•••••,Gm -sao as funções estritamente convexas 
e contlnuamente diferenciáveis definidas em (21). Como as 
funções Gi' 1~1,2, ••• ,m, são não limitadas superiormente, 
então G é não limitada superiormente. 
Das definições (24) e (27) das funções g e gi, 
i = 1, 2, •••. ,m, verifica-se, imediatamente, que G é diferen-
ciável e 
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54 VG = g - g(q) 
De (54) deduz-se que 
\7G(q} = O 
, , 
s.e e. so se q = q, pois g e uma 
função bijetora. Logo, como G é estritamente convexa, temos: 
55 (Vqé(o,e),q;l"q) G(q) > GC<i) 
Denotemos por G: (O, e) - íR. a função,tal que: 
56 
• Â 
G(q) = . VG(q) 'D(g(q)) 
Devido a (54), (56) pode ser reescrito como: 
• 
57 e v :q € ( o, e )) G(q) = (g(q) - g(qJ} 'D(g(q}) 
A condição para que G s.eja uma função de Liapu.nov, segundo 
LaSalle (ver apêndice B), em (O, .e), para o sistema (34), é 
• 
que G não mude de sinal em ( o, t). O lema ( 58) garante ê,! 
se resultado. 
58 Lema: - Se q ~ n..q, então: 
• 
59 e\/ q ( co, e » G(q) = (g(q) - g('q) > 'D(g{q) > ~ o 
Ocorre a igualdade em (59) se e só se q €.f'2..q. 
i7f L. mtn Prova: Seja r ~ 1"- a solução do problema estático as-
. sociado. eomo q e ..n...q então g(q) é solução do problema 
dual (IV-8) e a solução Única do problema (IV-9), com 
V 9.9 
u = g(q), será { °{p' , "i(J). 
Sejam q 4- .12..q e (i,y) o fluxo dinâmico solução 
do problema (IV-9) com u - g(q). Por definição da função D 
temos que D(g(q)) = y - x que é não nulo, pois qt/.. .fl..q. 
Como a solução do problema (IV-9) é Única, temos, em parti-
cular, que 
m ~ m 
60 L. fi <xi)+ L. f1<Yi> + g(q). (y-i) < L fi < ~ > + 
t=l i·;:.i i:1 
+ fi ( ~) 
Por outro lado, como ( i:p, I.(} ) é solução única de (IV-9) 
com u = g(q) segue: 
61 
n1 · n, m ~ 
~t.(in.>"'" ~t.<<ii1..·><'t.(x .. > ... "") f.(y.)+ e:_ 1 rt e_ i L. 1 1 L- 1 1 
{=-• í.= 1 t'=r i=• 
+ g(q) 1 {y-i) 
De (60) e (61) obtemos que 
g( q) t (y-i) < g{q). (y-i) 
ou seja: 
{g(q) - g{q))'D(g{q)) < O 
Se q ~ ..O..q então D(g{q)) = O e então: 
(g{q) - g{q))'D{g(q)) = O 
o que prova o lema. 4 
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O lema (58) caracteriza G como uma função de Lia-
punov de (34) em (O,l ). Além disso, assegura a igualdade: 
62 ~= { q ~co, e) ( VG(q) •n(g(q) > = o J 
Tais resultados permitem-nos provar o tearema seguinte, que 
ass-egu.ra a existência de soluções de. (34) para todo t ~O 
e a estabilidade assintótica a ..n., . 
63 Teorema: Sejam qº € ( O, e ) um estado inicial do 
sis·tema (34) e t
0 
e. 1R. o instante inicial. Então: 
64 
Prova: 
a) existe uma única solução q{ t; q0 , t
0
) e ( O, e), 
t Q t
0 
, de (34), passando por q0 em t
0 
• 
b) a solução q{t;q0 ,t
0
) satisfaz: 




) ) E. _(1_9 
t-=- Cl0 
Dados qº é (O,€) e t
0 
~ fi2. se·ja R
0 
e. (O, e) 
o conjunto: 
65 G(q) ~ G(qº) j 
Como G é contínua e não limitada superiormente, o conjunto 
R
0 
é fechado; como R
0 
e (O, e), R
0 
é compacj;o. Então, 
usando o lema ( 41), concluímos. que D.g é lipchi tziana em 
Portanto, para todo e t~E l existe uma 
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Única solução q{t;q~,t~) de {34) em um intervalo de ·tempo 
[ . . ... ] ~ " t ,a , a> t. Mostraremos, agora, que 
66 
l 1e qlf '= R0 então, da defini.ção de G, 
67 < 'J/t E'" [t*,a*] > 
• 
d. G{q{t;q~ ,tf)) 
dt 
; G{q{t;qx ,t*» 
onde a função G foi. definida em ( 5 6) • Do lema { 58) e de 
(67) resulta: 
68 ( \/t '= [t*,a*] ) 
Então: ( V t ~ [ t*, a*] ) 
69 G(q(t;q* ,t* )) - G(cf) = 
d G( q ( t; qi , t*) ) 
dt. 
t 1 d G(q( ró ;q* ,t*)) -------- d~ ~O 
d?; 
o 
Comparando ( 69) com a defini.ção ( 65) de R0 , obtemos ( 66). 
De {65.) e (66) concluímos que a s·olução q(t;q0 ,t0 ) 
permanece no compacto R0 para todo instante t, no qual esta 
solução exis~e. Como D.g é lipchitziana em R0 , então aso-
lução q(t;q0 ,t0 ) pode ser estendida para todo t~t0 
(ver Nemytskii [7], pág. 8). Ainda, pela condição de Lip-
chi tz, podemos garantir que a s.olução q( t• qº t ) ' ' ·· , , 0 e unica. 
Mostremos que a condição b) do teorema é vá.lida. 
Como q é mínimo de G, de ( 65} concluimos que R0 {) fiei 
/1 o 
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é não vazio. Aplicando,oteorema 2 de LaSalle [6] (apêncice B) 
concluimos que a solução q{t;q0 ,t
0
) ou diverge, ou tende, no 
limite, ao maior subconjunto invariante de 
70 G{q) = o } 




que é compacto. Ivla.s, de (62) e (70} concluímos 
que 
Logo, E é um conjunto invariante e 
Com a demonstração do teorema (63), fica conclui-
da a prova de que a política de contrôle (29) é solução do 
(PDT2). De fato, da própria construção da política de con-
trôle, temos satisfeitas a conservação do fluxo e a sua via 
bilidade. Do teorema (63) concluímos a viabilidade do exce-
dente ao longo do tempo. Resultam. do teorema (63) a estab:t 
lidade assintótica do sistema (34) e a otimalidade do regi-
me, devido ao lema (38). 
Como dissemos anteriormente, a política de contrô 
le solução do (PDT2) depende do excedente instantâneo; con-
tudo, independe do excedente inicial. Além disso, como a 
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função D.g é contínua, conclui-se que o regime do· sistema 
(34) é atingido em tempo finito se e somente se o excedente 
inicial pertencer: a fL • 
SECÇÃO 4 - CONCLUSÃO 
O estudo da informação adicional em (PDT3) mostrou-
nos ser impossível uma independência completa entre o contrô 
le e o excedente instantâneo. Em (PDT3), a informação adicio 
nal poderia ser utilizada para a melhoria da solução de 
(PDT2), ou para construir soluções do (PDT3) discretizado. 
Estas possibilidades não fôram. estudadas neste trabalho. 
Em (PDT2), devido à dinâmica da rêde e à política 
adotada, resulta um sistema dinâmico estável em cujos pon-
tos de equilíbrio os fluxos dados pela política solução re 
solve o (PT) associado. 
As funções penalidade gi têm um papel importan 
te na solução. Para a construção dessas funções, .os centros 
de contrôle em (PDT2) necessitam apenas do conhecimento de t. 
A definição da função gi pode ser feita a partir do parâ-
metro li de forma que dois controladores adjacentes cons-
truam a mesmacJ; função para o ramo que lhes é adjacente. Da 
"inclinação" das funções gi dependerá a "rapidez" com que 
o sistema dinâmico tende ao regime •. 
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A hipótese de convexidade estrita das funções cu~ 
to não impede a aplicação, das soluções propostas· ao caso de 
funções custo lineares. No capítulo seguinte mostramos coma 
êsse problema pode ser resolvido. 
VI 105 
C A 1'.1 TU LO V I 
PROBLEMAS DINÂMICOS DE TRANSPORTE E CUSTOS LINEARES 
No capítulo anterior vimos como construir políti-
cas de contrôle que solucionem o segundo e o terceiro pro-
blemas dinâmicos de transporte. Para que as políticas pro-
postas satisfizessem os requisitos dos enunciados dos pro-
blemas, algumas hipóteses foram asstQ?,lidas. Em particular, 
assumíamos que as funções custo fôssem estritamente conve-
xas. 
Tal hipótese, embora básica para a construção das 
políticas, é bastante restritiva em alguns casos. Por exem-
plo, elimina:. a possibilidade de usarmos aquelas soluções 
em problemas de transporte com custo linear. Neste capítulo, 
mostraremos como é possível contornar essa restrição. 
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O tratamento de problemas dinâmicos de-:~.transporte 
com custo linear, através das s.oluções dadas no capítulo 
anterior, pode ser feito transformando o problema linear em 
um problema estritamente convexo. Bàsicamente; o que faremos 
é, a partir do vetor custo, definir funções custo estritamea 
te convexas e contínuas, tais que o problema,estático de 
transporte convexo resultante tenha, como solução única, uma 
solução do problema linear. 
As funções custo estritamente convexas serão cone 
truídas de forma que sejam iguais aos custos lineares a me-
nos de um "pequeno encurvamentott. Formalmente, a condição 
de um pequeno encurvamento será expressa por um intervalo 
de variação admissível para a derivada de cada função custo 
convexa, intervalo êsse que contém a componente correspon-
dente do vetor custo. 
O comprimento máximo de cada intervalo dependerá 
do vetor custo. Como nos segundo e terceiro problemas dinâ-
micos os controladores só têm informações locais, o compri-
mento dos intervalos deverá ser fixado independentemente do 
conjunto das componentes do vetor custo. Como veremos, isto 
é possível introduzindo-se uma hipótese adicional: as compo 
nentes: do vetor custo são inteiras. 
Para apresentarmos êste resultado, consideremos 
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uma rêde (N,A) com n nós em ramos, tendo M como matriz de 
incidência. Sejam b, d E. lRt'l'\. tais que o ~ b ~ d e c '- ~ 111 
o vetor custo. O problema estático de transporte na rêde 
(N,A) com custo c e intervalo de viabilidade de fluxo (b,d] 
é o problema: 
l (PTL) Min c '<p 
<pce. ~(b, d) 
onde 
2 
3 Seja õ:fR.--i>f( uma função estritamente convexa e 
diferenciável satisfazendo: 




5 Consideremos as funções fi :/i(-o fl., i = 1, 2, ••• ,m, 
dadas por: 
6 
Então, de (4) e (6) concluímos que: (i=l,2, ••• ,m) 
7 
O teorema que segue garante que a solução do pro-
blema estático d'e transporte em (N,A) com custos fi , é s·o-
lução de (PTL). A prova do teorema utiliza um critério de . 
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otimalidade para (PTL) devido a Eusacker "º2,} (ver apênci-
ce e). 
8 Teorema: Suponhamos que o vetor custo c E:. TR"' 
tenha componentes inteiras. Se <p"Ep(b,d) é solução do 
problema: 
YY\ 
9 Min . L f i < 'P, > 
<{JE ~(b,d) t=t 
então, <pé solução do (PTL). 
Prova: Seja <f a solução do problema (9). Então, como 
as funções fi são estritamente convexas, temos: 
n'\ 
10 (V'ftt~ (b,d) ,· (/J I ~ ) 2:. :fi ( tf,) <: 
t'=I 
Suponhamos, por absurdo, que f1}' não é solução de (PTL). Pe 
lo teorema de otimalidade para (PTL) (ver apêndice C), co~ 
cluimos que existem fi E lP. , fi .> O e um ciclo p. E IR.rn 
de. (N,A), tais que: 
11 
12 c'p < O 




Denotemos por F a função de fR"' em IR. dada por: 
14 
Então, de (10), (ll) e (14) obtemos que, em particular: 
F(tp +O<)-'J- F( c:p) > o 
Como F é diferenciável (as funções fi são diferenciá-
veis) então existe O- f 1i2. 1 fi ~ V-> O , tal que: 
( \:/ o<. é ( oJ cr J ) V F < '-P) ' ( rp -1- ô(Jl -Vi J > 0 
o que implica em 
15 VF(fli)')-' >D 
De (13) e (15) concluímos que p define um hiperplano H 
em {Km s·eparando estritamente Ç'F{ 'if) e c . 
A distância euclideana do vetor e ao hiperplano 
, 
H e dada por: 
16 d(c,H) ~ Inf ~ lfx-c// J Xé:H } = I c 'Jl I 
llp li 
Mas, como p. tem componentes iguais a O, 1 e -1., temos que 




Como o hiperplano H separa v7'F( <p) de c, te-
mos, de (16) e (17) que: 
f l v'F( 'f) - c /1 ~ 1 18 d(c,H) ~ 
vm1 
Mas, por defini.ção da norma euclideana, 
/ 
dfi ( '{),·) 
Max 
i=l,2, ••• ,m dx 
e então, de (18), segue: 
1 
df1 ( tA ) 
~~,2, ••• ,m ___ d_x _ _ 
l 
m 
o que contradiz (7). Logo yi é solução de (PTL). 4 
A aplicabilidade do teorema (8) a problemas dinâ 
micos com cus.to linear é evidente. Para cada função é(,) 
satisfazendo (3) podemos construir uma solução para (PDT2) 
ou (PDT3) com custo linear. De fato, a função fi depende 
somente de ci e de ó(), portanto, cada controlador tem 
condições de construir as funções fi nos seus ramos adj~ 
centes a partir do seu espaço de informações e de ó(.). 
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CAPÍTULO V I I 
CONCLUSÃO 
Procuramos, nos capítulos precedentes, obter so-
luções para problemas dinâmicos de transpórte com a maior 
descentralização possível dos contr.ôlea. Na clas·se de pro-
blemas em que os controladores estão colocados nos nós da 
rêde, o (PDT2), apresentado no capítulo III parece-nos atin 
gira meta acima. 
A relativa complexidade das soluções obtidas su-
gere alguns temas para pesquisas futuras. Citamos: a busca 
de soluções de implementação mais simples usando a informa 
ção adicional intercontroladores do (PDT3), a resolução di 
reta de problemas de transporte lineares, e o estudo de pr.2, 
blemas ·discretizados. 
A análise de problemas de transporte em rêdes com 
fluxo dinâmico é de especial interêsse para o estudo de con 
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trôle descentralizada. Um exemplo de aplicação do modêlo de 
rêdes com fluxo dinâmico e contrôle descentralizado encon-
·tra-se em modêlos de tráfego urbano. 
O problema de tráfego que consiste na busca de um. 
fluxo de carros em um. e1s:téma,, 0 de ruas que maximize o fluxo 
de carros saliente;;do sistema é um problema de transporte. 
O contrôle do tráfego pode-ser feito através de um centro 
Único de decisão estabelecendo, então, o fluxo Ótimo. Uma 
descentralização possível, nesse caso, seria distribuir-se 
o contrôle do tráfego entre controladores sediados em cru-
zamentos. 
Neste exemplo, cada controlador {guarda de trân-
sito, por exemplo), teria contrôle sôbre os fluxos de car-
ros entrantes e salientes de sua esquina. O excedente seria 
o número de carros em cada rua. A implantação da solução de 
{PDT2) a êsse sistema permite que cada controlador tome de 
cisões baseando-se nas limitações de cada rua adjacente à 
sua esquina e do número de carros presente nas mes~s. O 
conjunto de decisões dos policiais mantém os fluxos de car 
roe nas· ruas dentro de seus limites viáveis e faz o fluxo 
total tender ao fluxo máximo. 
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A l? t N D I C E A 
DUALIDADE EM PROBLEMAS CONVEXOS 
Apresentam.os aqui os principais resultados de du~ 
lidade em problemas convexos de otimização. Os resultados 
relativos a subgradientes e subdiferenciais pode,m ser enco,a 
trados em Rockafellar [s} e aquêles relativos a dualidade, 
em Geoffrion [2] • Vamos restringir-nos à apresentação dos 
resultados, sem preocupação com provas e detalhes que são 
extensamente estudados nas referências citadas. 
Subgradientes e Subdiferenciais. 
l Sejam X e. IRm um conjunto convexo e f:X - ~ 
uma função convexa em X. 
2 
f 
Definição: Um vetor 
em x ~x 
, 
se e so se 
, 
e subgradiente de 
( V- y E; X) f(y) ~ f(x) + w' (y-x) 
O conceito de subgradiente de uma função convexa 
é uma ex~ensão do conceito de gradiente. Se f é diferenciá 
vel em x ex então o gradiente y"í'(x) é o Único subgra-
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,, 
diante de f em x. 
O conjunto de subgradientes, em um ponto, de uma 
função convexa definida em um .:intervalo da reta real assu-
me uma forma particular. Seja f: I ---c.:>ÍK , onde I e. R é 
um intervalo, uma função convexa. Se f possua derivada à 
direita f+(x) em X€.I e possue derivada à esquerda f-(x) 
então o conjunto de subgradientes de f em x é dado por: 
3 
Se f não poseue derivada à direita e à esquerda em x ~I, 
então f não tem subgradiente em x. 
4 Definição: Sejam X e. í2.m um conjunto convexo e 
"\ 
f: X__,. fR. uma função convexa. A subdiferencial de .f.-'1 f , de-
notada ô f ,· é aplicação de X "" em P( IR: ) que a cada x EX 
associa o conjunto de subgradientes de f em x. A função f. 
é dita subdiferenciável em X E X se 8 f (x) -/ ~ 
As subdiferenciais de funções convexas de variá-
vel real e valôres em JR. , são "curvas não decrescentes sô-
bre fR. 11 ; ou seja, se f: I -c::.1R. , I e:.. ~ intervalo, é 
convexa, então f satisfa,z: 
5 
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6 b) (Vw'=IK.) (:lxeI) 
w E- ê)f(x) 
Se f fôr estritamente convexa, então d f admite uma "fun 
ção inversa" no segàimte sentido: existe uma função h: re_--l> I, 
crescente, contínua e sobrejetora satisfazendo: 
7 w E df(h(w)) 
ou seja: 
8 ( J/ Xé:l) ( \/ w ~ 3f(x)) h(w) == x 
Sejam li e:. fK , i == i, 2, ••• ,m, intervalos e fi , 
i == 1, 2, ••• ,m, funções, convexas. Seja f: I 1 xI2x ••• xim-1> Í( 
a função convexa dada por: 
Então, 
9 
ou seja, w € JR.rn é subgradiente de f 
, 
se e so se wi 
, 
e 
subgradiente de fi, i == 1,2, ••• ,m. 
Os resultados acima podem sér encontrados, comL 
as respectivas demonstrações, em Rockafellar [8], pág. 
213 - 240. 
Dualidade. 
10 (P) 
A - 4 
A forma canônica do problema primal é: 
Mim f (x) 
xEX 
suj. a g (x) ~ O -
onde X e. JK."' , f: X ~ Te. e g: X -----P CK." 
116 
Assumimos que, em (P), X é convexo e tôdas as funções en-
volvidas são convexas em X. 
O problema dual de (P) em relação ao vínculo g, 
, 
e: 
11 (D) Max j Inf f(x) -+- u 'g(x) l 
UE.IR"' Xé X J 
u~O 
O vetor u é a variável dual de (P). 
12 Definição: O valor ótimo de (P) é o Ínfimo do 
conjunto J f(x) f x~ X , g(x) ~ O j . O valor Ótimo de (D) 
é o supremo do conjun~o 
13 
1 Inf f (X) + u 'g {X) l '<'E )( 
Assumimos que 
14 Sup ~ = - a, 
ué- IR."' ' u ~ o J 
onde ~ denota o conjunto vazio. D.essa forma, (P) e (D) ad 
mi tem, sempre, valôres Ótimos poss1. velmente + CD ou - CC • 
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15 Definição: O par de vetores (x,Ü) E Xx fR"' sa-
tisfaz as condições de otimalidade para {P) se: 
a) ( 't/ x E:X) f(i) + Ü'g(i) .:f f(x) + Ü'g(x) 
b) Ü'g(x) = O 
c) u ~o 
d) g(x) ~ O 
-.;;: 
O vetor Ü é um multiplicador Ótimo para (P) se existe 
i G X tal que (x,ü) satisfaz as condições de otimalidade 
para (P). 
As condições de otimalidade são equivalentes a 
um ponto de sela da :função lagrangeana no seguinte senti-
do: 
r"I" 
(i, Ü) E: Xx fR: satis~az as· condições de otimalidade 
se e só se u ~ O e 
( V u G fit1', u ~ O) ( 'y X e. X) 
f(i) +- u'g(x) ~ f(i) +Ü'g(i) ~ f(x) + Ü'g(x) 
Por outro lado, (i, Ü) e Xx IR"" satisfaz as condições de oti 
mal.idade se e só se i é solução de (P), Ü é solução de 
(D) e os valôres Ótimos de (P) e (D) são iguais. Os resul-
tados acima independem de convexidade das funções f e g. 
16 Definição: A função perturbação associada a (P) 
é a função v: fR11 -e,. íR definida por: ( V y E. {Rh ) 
v(y) = Inf 1 f(x) X EtX, g(x) t€: Y l 
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O vetor y é dito vetor perturbação. 
Das definições (12) e (16), conc.lui-se imediata-
mente que o vàlor Ótimo de {P) é igual a v(O). A função v 
é convexa e satisfaz: 
17 Definição: O problema (P) é estável se e só se 
v (O) é finito e existe L E iK , L > O tal que: 
18 
v(O) - v(y) 
li y li 
(.. L - ( >f y e. IR"', y -/ O) 
A condição (18) da definição de estabilidade de 
{P) é equivalente à existência de um subgradiente de v em 
y = o. 
O teorema seguinte justifica a importância do coa 
ceito de estabilidade de (P) para a teoria de dualidade. 
19 Teorema: Suponhamos que (P) admite uma solução. 
Então, existe um mu.ltiplicador Ótimo para (P) se e só se 
(P) é estável. 
O teorema (19) caracteriza a estabilidade de (P) 
como uma condição necessária e suficiente para a existên-
cia de solução do problema de ponto de sela associado a (P). 
Portanto, qualquer condição de qualificação de vínculos pa-
ra (P) implica em estabilidade de (P). 
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Apresentamos a seguir o teorema de dualidade de 
Geoffrion [2]onde a hipótese de qué {P) é estável é essen 
cial. 
20 Teorema: Se (P) é estável, então: 
a) {D) admite solução 
b) os valôres Ótimos de (P) e (D) são iguais. 
) fRn, ~, () , c u e e soluçao otima de D se e so se - u 
, 
e subgradiente de v em y = O. 
) 
- toh , d se u E '"- e solução de (D), então, xE.X é 
solução de (P) se e só se (i,u) satisfaz as 
condições de otimalidade. 
O teorema (20) caracteriza as relações entre os 
problemas (P) e (D). A hipótese de estabilidade. é fundamen 
tal e 1 não há necessidade de existir uma solução de (P) pa-
ra que o teorema seja válido~ 
Os resultados e definições apresentados nesta Úl-
tima parte podem ser encontrados em Geoffrion [2]. Rocka-
fellar [aJ utiliza uma abórdagem um pouco diferente, utili-
zando, contudo, os conceimos de função perturbação e estabi 
lidada. 
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Apresentaremos a seguir, uma condição que implica 
rá em estabilidade. do probl:ema (P), no caso em que X é um 
conjunto poliédrico e g é uma função linear afim. Para a pr_g_ 
va dêste resultado necessitaremos do seguinte teorema, devi-
do a Rockafellar. 
21 Teorema: Suponhamos que f é subdiferenciável 
em X. O vetor i EX é solução do problema (P) se e só se 
a) g(i) ~ O 
22 b) ( 3 w € ê) f(x)) ( V xeX, g(x) ~ O) 
w' (x-i) ~ o 
Prova: ver Rockafellar [a], pág. 270. 
Consideremos, agora, o problema: 
23 Min f(x) 
x€X 
24 suj . a · · - \ g.( x) = Mx - a ~ O 
~ 
onde X e:. IR.m é um conjunto convexo poliédrico, f:X -íR. 
uma função convexa, 1Vl uma matriz n x m , a E: fR." 
25 Teorema: Se fé subdiferenciável em X e o pro-
blema (23) admite solução, então (23) é estável. 
Demonstração: Sejam i t X solução de (23) e v 
a função perturbação de (23), ou seja, 
( V y E rR"' ) v(y) = Inf ~ f(x) { g(x) s y } 
Xé.X 
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Como f é subdiferenciável, temos' of(i) I ~. 
Seja w ~ ô f(i) um vetor satisfazendo 
26 (>/xç,,X, g(x)~O) w' (x-x) ~ o 
Pelo teorema (21), w existe. Definindo a função 
tal que 
27 f*(x) = f(i) + w• (x-i) 
temos, por definição de subgradiente, que 
28 f *(x) ~ f(x) 
Consideremos, agora, o problema.: 
29 ' 
suj. a g(x) ~ O 
" 
Como X é poliédrico, podemos escrever 
X= {xé,ntjh(x) :€- o t ' onde 
m (KK h:fR -o é uma fun 
ção linear e o problema ( 29) fica 
30 Min fif(x) ' 
suj. a [ g(x'.] X e IK.rn f. o 
h(x) -
Mas de (26) e (27) temos que 
31 {vx € fQrn , g(x) ..t.. O , h(x) ~ o) f ~(x) ~ f(x) 
32 e f~(i) = f(i) 
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Logo, o problema (30) tem valor Ótimo igual a f(i) e como 
é um problema de programação linear, é estável. Introduzi_a 
i/ m+-K 
do a função perturbação v ff d~ ( 30) , temos v y• € fl 
y" = [!] , y ~ lil."' , z E lil" / Y * () 
V.i,(Q) - VA(yY) 
33 
/( y" li 
, onde ,L>O 
Em particular, se tomarmos 
teremos ( V y ~ fil m ) 
z = o ' 
, 
i. e, y*= [~] ' y E fil.m' 
34 v•cf~J)= Inf l f "'(x) { g(x) ~ y , h(x) ~ O } 
Inf {f.f'(x) l g(x) &- y J , por definição = 
x~X 




por definição de v. 
Mas, li [~]li= n 1/1 e devido s (32), v,t(O) = v(O) = í'(X) 
Portanto, 
35 
V Y E tí2 m , y :1- O 
v(0) - v(y) 
= 
'' y , / 
v"'(o) - v(y) 
// Yx li 
de h 
V .W' ( 0 ) - v-' ( y ) 
~ -------, devido a (34) 
li y* li 
Ou seja, comparando (35) com (33) 
V (0) - V (y) 
li y " 
Y*º I 
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o que garante a estabilidade do problema (23), concluindo 
nossa demons·tração. <l 
A condição do teorema (25) será usada em todo o 
nosso trabalho, para garantir a estabilidade do problema de 
transporte. 
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APtNDICE B 
UM TEOREMA DE ESTABILIDADE PARA SISTEMAS DINÂMICOS 
Apresentaremos aqui um critério de estabilidade 
para sistemas dinâmicos com um conjunto não necessàriame~ 
te unitário de pontos de equilíbrio. O resultado é devido 
a LaSalle [6} (ver pág. 281) 
Consideremos o sistema autônomo 
dx(t) 
l = f(x(t)) 
dt 
rof"t'\ +/ r.,n\ mm , onde x(t) €.- '"- , t ~ o , e f: ,~ ...;....e li\ e uma fun-
ção contínua satisfazendo a qualquer condição que garanta 
unicidade de soluções de (1). 
Se xº e. IKrn e t
0 
~ m_ , denotamos por 
x{t; xº, t~) o valor da solução de (1) passando por xº 
em t = t
0 
• Um conjunto E e:. lRm é dito conjunto inva-
riante do sistema (1) se para todo xº~E a solução 
x(t; xº, O) de (l) satisfaz: 
< V't ~ o > ( o ) X t; X , 0 E.. E 
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- mm m ' , Uma. fu.nçao G: '"' --o '"- , continuamente diferenci!: 
vel é uma função de Liapunov para o sistema. {1) em Ro c..{Rm 
• 
se a função G(.) = VG(. ):tf( •. ) não muda de sinal em R
0 
• 
Dada uma função de Liapunov em R
0
, para o siste-
ma (1), denotada G, consideremos o conjunto: 
E = J x é. R
0 
{ G(x) = O ) 
onde R
0 
é a aderência de R
0
• Seja Se:. E o maior con-
junto invariante contido em E. O teorema fundamental de 
estabilidade para sistemas autônomos é o seguinte: 
Teorema. 2 (LaSalle) S G ' f ~ d Lº e e uma u.nçao e ia 
punov em R
0 
de (l), então, para cada 
x(t; xº, O) permanece em R temos que o 





ou a solução x(t; x0 , O) diverge quando t --POO. 
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APiNDICE C 
UM TEOREMA DE OTIMALIDADE 
PARA PROBLEMAS DE TRANSPORTE COM CUSTO LINEAR 
O teorema de otimalidade que apresentamos para o 
(PTL) (VI-1) é devido a Busacker [12J. Partimos do enun-
ciado do teorema citado em Klein [13}. 
Consideremos uma rêde (N,A), com n nós em ramos 
e o problema de transporte linear (PTL), em (N,A), com ve-
tor custo 
b, d E fRm , 
c ~ rRrn, intervalo de viabilidade de fluxo [b,d] , 
O ~ b ~ d • Seja ~ (b, d) o conjunto de pontosi 
viáveis de (PTL) 
!é(b,d) = ~ <p 1: IR'" ( M '{J = o , <p t [5,,a] J 
onde M é ã matriz de incidência de- (N,A). 
Teorema: O vetor <f '= p(b,d) é solução de 
(PTL) se e só se para todo ciclo /f/X.,yn de (N,A) e }> O 
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satisfazendo: 
< V "- ~ [o, .f, J > 
tivermos 
O teorema acima pode ser provado a. partir do teo 
rema de otimalídade (II-36). Ilein (13] desenvolve um al-
goritmo para a resolução de (PTL) baseado neste resultado. 
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