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Abstract
Every partial colouring of a Hamming graph is uniquely related to a
partial Latin hyper-rectangle. In this paper we introduce the Θ-stabilized
(a, b)-colouring game for Hamming graphs, a variant of the (a, b)-colouring
game so that each move must respect a given autotopism Θ of the resulting
partial Latin hyper-rectangle. We examine the complexity of this variant
by means of its chromatic number. We focus in particular on the bi-
dimensional case, for which the game is played on the Cartesian product
of two complete graphs, and also on the hypercube case.
1 Introduction
The colouring game dates back to an idea of Brams, which was published by
Gardner [15] in 1981, and was popularised by Bodlaender [8] in 1991. Based on
the graph colouring problem, this game is played on a finite graph by two players,
Alice (A) and Bob (B), with Alice playing first. They must alternately colour
some uncoloured vertex of the graph with a colour taken from a given set so that
none two adjacent vertices are coloured with the same colour. A move in the
game consists, therefore, in colouring exactly one vertex at a time. If all vertices
of the graph are coloured at the end of the game, then Alice wins, otherwise
Bob wins. Bodlaender dealt with the complexity of determining if there exists a
winning strategy for one of the players. In this regard, he introduced the game
chromatic number χg(G) as the least integer k such that Alice has a winning
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strategy when the game is played on a graph G by using k colours. Since Alice
wins in any case whenever the game is played with n colours on an n-vertex
graph, the game chromatic number is a well-defined integer. During the last
decades many efforts using different methods from graph theory have been done
to reduce the upper bound for the game chromatic number of planar graphs, cf.
[6, 17, 23].
As the game may change significantly when Bob begins instead of Alice,
later different authors [2, 24] distinguish between the game chromatic numbers
χgA(G) resp. χgB (G) for the game where Alice begins resp. where Bob begins,
the above notation was first used by Andres [4].
As a generalization of the colouring game, Kierstead [18] introduced the
(a, b)-colouring game, which assumes the rule that moves of Alice and Bob
consist in colouring, respectively, min{a, u} and min{b, u} distinct uncoloured
vertices, where u denotes the number of uncoloured vertices before the move. We
denote the (a, b)-colouring game by gA resp. gB depending on the rule whether
Alice resp. Bob has to perform the first move. If a = b = 1, then gA is just the
colouring game. The (a, b)-game chromatic numbers (a,b)χgA(G) and
(a,b)χgB (G)
are then defined as the least integer k such that Alice has a winning strategy
when the respective (a, b)-colouring game is played on a graph G by using k
colours. In 2009, Andres [3] generalized this new game to digraphs. Shortly
after, Schlund [21] focused on partial Latin squares of a given order. Recall
that a partial Latin square of order n is an n × n array in which each cell is
either empty or contains one element chosen from a set of n symbols, such that
each symbol occurs at most once in each row and in each column. This is a
Latin square if there are no empty cells in such an array. Schlund introduced
the digraph whose vertices are all possible partial Latin squares of order n and
where, given two such partial Latin squares, P and P ′, there exists a directed
edge from P to P ′ if and only if P is a subsquare of P ′ and P ′ has exactly one
more non-empty cell than P . He focused in particular on determining lower
and upper bounds for the chromatic number of partial latin squares. In a more
general way, it was Bose [9] who introduced the study of graphs related to Latin
squares. In a recent paper, Besharati et al. [7] have studied the chromatic
number of these graphs in case of dealing with Latin squares with a certain
symmetric structure. They have focused on the study of row-complete and
circulant Latin squares. Schlund also was the first one who considers the game
chromatic number of latin squares, which is in the language of graph theory
simply the game chromatic number of its rook’s graphs, cf. Fig. 1.
This paper deals with a natural generalization of Schlund’s results to partial
Latin hyper-rectangles having a given symmetry in their autotopism group. The
structure of the paper is the following. In Section 2 we expose some preliminary
concepts and results on graphs and partial Latin hyper-rectangles that we use
throughout the paper. The graph colouring game on the latter with regard
to an autotopism is introduced in Section 3. We focus in particular on the
bi-dimensional case. Finally, in Section 4 we study a modified game based on
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Figure 1: A latin square and its rook’s graph
principal isotopisms which, by a central concept, the Orbit Contraction Lemma,
is equivalent to the aforementioned game and leads in some important cases to
a simplification of the analysis of the used strategies.
2 Preliminaries
In this section we introduce some basic concepts, notations and results on graphs
and partial Latin hyper-rectangles that are used throughout the paper. For
more details about these topics we refer, respectively, to the monographs of
Harary [16] resp. Diestel [10] and De´nes and Keedwell [11].
2.1 Graph Theory
A graph is a pair G = (V,E) formed by a set V of vertices and a set E of edges
that contain two vertices. This is vertex-weighted if each one of its vertices has
assigned a numerical value or weight. The number |V | of vertices of G is its
order. Two vertices that are contained in the same edge are said to be adjacent.
This edge is then said to be incident to both vertices. The degree of a vertex is
the number of edges that are incident to such a vertex. The maximum vertex
degree of the graph G is denoted as ∆(G). A graph is said to be k-regular if all
its vertices have the same degree k. If any two vertices of G are adjacent, then
the graph is said to be complete. The complete graph of n vertices is denoted
as Kn. The contraction of a pair of vertices of G gives rise to a new graph where
both vertices and their incident edges are eliminated and replaced by a single
vertex that is adjacent to all those vertices that were adjacent to the former.
A k-partial vertex labeling of G is any map that assigns a set of k labels to a
subset of vertices of V . A partial k-colouring of G is a k-partial vertex labeling
of the graph with the property that none two adjacent vertices have the same
label. The labels are also called colours. If none vertex is uncoloured, then a
partial k-colouring is called a k-colouring of the graph. The smallest number of
colours that are required to determine one such a colouring of G is its chromatic
number χ(G). In particular, χ(G) ≤ ∆(G) + 1, for any graph G. The problem
of deciding whether the chromatic number of a graph is at most k is NP-hard
for k ≥ 3. This problem is known as the graph colouring problem.
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The Cartesian product of two graphs G1 = (V1, E1) and G2 = (V2, E2) is
the graph G1G2 whose set of vertices coincides with the Cartesian product
V1 × V2 and where two distinct vertices (u1, u2) and (v1, v2) are adjacent if and
only if ui = vi and uj is adjacent to vj in Gj for some i, j ∈ {1, 2} with i 6= j.
If, besides, there exists an edge whenever ui is adjacent to vi in Gi, for all i ≤ 2,
then this constitutes the strong product G1 ⊠G2 of G1 and G2. The Hamming
graph is defined as the Cartesian product Hn1,...,nd := Kn1 . . .Knd . This is
an (n1 + . . . + nd − d)-regular graph of order
∏d
j=1 nj . The Hamming graph
H3,3 is the rook’s graph depicted in Figure 1. For d = 2, Schlund [21] proved
by a simple simulation argument (see loc. cit. Lemma 4.9) that
(2a+1,1)χgB (Hn,n) ≤
(a,1)χgB (Hn,n).
The next lemma generalizes this result to arbitrary graphs and parameters.
Lemma 1. Let G be a finite graph, X ∈ {A,B} and a, b and m be three positive
integers greater than or equal to 1. Then,
(ma+(m−1)b,b)χgX (G) ≤
(a,b)χgX (G)
Proof. Assume that Alice has a winning strategy for the (a, b)-colouring game
on G. She uses this strategy for the (ma+ (m − 1)b, b)-game on G. When she
has to move on Bob’s turns, she simulates Bob’s move by an arbitrary move.
The number ma+ (m− 1)b of her turns guarantees that Bob will not have any
of her moves from the (a, b)-game in the (ma+ (m− 1)b, b)-game.
2.2 Partial Latin hyper-rectangles
Let d ≥ 2 be a positive integer. By a line in an (n1 × . . .× nd)-array we mean
the set of cells that is obtained if we fix each coordinate except for one. An
n1× . . .×nd partial Latin hyper-rectangle based on the set [n] = {1, . . . , n} is an
(n1×. . .×nd)-array that satisfies the so-called Latin array condition: each cell is
either empty or contains one symbol chosen from the set [n] in such a way that
each symbol occurs at most once in each line of the array. Its dimension is d. If
d = 2, then this corresponds to a partial Latin rectangle (a partial Latin square
if n1 = n2 = n). For higher orders, if n1 = . . . = nd, then this corresponds to
a partial Latin hypercube. If the array does not contain empty cells, then the
adjective partial is eliminated in each one of the previous definitions. From here
on, PLHn1,...,nd,n denotes the set of n1× . . .×nd partial Latin hyper-rectangles
based on [n]. Figure 2 shows three partial Latin rectangles in the set PLH3,4,4.
The set PLHn1,...,nd,n is uniquely identified with the set of partial n-colour-
ings of a vertex-labeled Hamming graph Hn1,...,nd . To see it, observe that every
cell of a partial Latin hyper-rectangle P ∈ PLHn1,...,nd,n is uniquely identified
4
P1 ≡
1 4
2
2 1
P2 ≡
2
1 3
1 2
P3 ≡
1 3
2 4
2 3 4 1
Figure 2: Partial Latin rectangles in the set PLH3,4,4.
with a tuple (i1, . . . , id) ∈ [n1]×. . .×[nd], where each ij represents the position of
the cell under consideration in the jth line of P . These tuples can be considered
as the labels of the vertices of Hn1,...,nd by taking into account that two such
vertices are adjacent if and only if their corresponding labels in [n1]× . . .× [nd]
differ exactly in one component. Each label indicates, therefore, the position in
which is situated the cell of P that is uniquely identified with the corresponding
vertex of the Hamming graph. This cell is empty if and only if the mentioned
vertex is uncoloured. Otherwise, the cell contains a symbol of the set [n] that
is identified with the corresponding colour of the vertex. Hence, colouring an
uncoloured vertex in a Hamming graph is equivalent to fill with a symbol an
empty cell in a partial Latin hyper-rectangle. We say in this case that the cell is
coloured with that symbol. Figure 3 shows, for instance, the 4-partial colouring
of the labeled Hamming graph related to the partial Latin rectangle P1 of Figure
2. We have used the style • to represent uncoloured vertices and the styles N, 
and H to represent, respectively, those coloured vertices related to the symbols
1, 2 and 4.
Figure 3: Partial colouring of a labeled Hamming graph.
Every partial Latin hyper-rectangle P ∈ PLHn1,...,nd,n is represented by its
set of entries E(P ), where an entry of P is any (d+ 1)-tuple
(i1, . . . , id, P (i1, . . . , id)) ∈ [n1]× . . .× [nd]× [n].
Here, P (i1, . . . , id) denotes the symbol that appears in a given non-empty cell
(i1, . . . , id). If the set E(P ) is empty, then P is called trivial. Further, if
E(P ) ⊆ E(Q), for some partial Latin hyper-rectangle Q ∈ PLHn1,...,nd,n, then
it is said that P is contained in Q.
Permutations of lines and symbols of P give rise to new partial Latin hyper-
rectangles in PLHn1,...,nd,n that are said to be isotopic to P . In this regard,
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let Sm and In1,...,nd,n respectively denote the symmetric group in m elements
and the direct product Sn1 × . . .× Snd × Sn. The isotopic partial Latin hyper-
rectangle of P according to an isotopism Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n is then
denoted by PΘ and is defined by
E(PΘ)
= {(π1(i1), . . . , πd(id), π(P (i1, . . . , id))) | (i1, . . . , id, P (i1, . . . , id)) ∈ E(P )}.
Hence,
PΘ(π1(i1), . . . , πd(id)) = π(P (i1, . . . , id)),
for all (i1, . . . , id, P (i1, . . . , id)) ∈ E(P ). If π is the trivial permutation, that is, if
π = Id, then the isotopism Θ is called principal. If PΘ = P , then the isotopism Θ
is said to be an autotopism of P . The set of autotopisms of P is endowed of group
structure with the componentwise composition of permutations. The set of non-
trivial partial Latin hyper-rectangles having a given isotopism Θ ∈ In1,...,nd,n
in their autotopism group is denoted as PLHΘ. Observe, for instance, that the
triple ((12)(3), (1234), (1)(2)(34)) ∈ I3,4,4 is an isotopism between the partial
Latin rectangles P1 and P2 in Figure 2. Besides, P3 ∈ PLH((12)(3),(1234),(1234)).
There exist isotopisms Θ ∈ In1,...,nd,n such that PLHΘ = ∅. This is the
case, for example, of the isotopism ((12), id, id) ∈ I2,2,2. Necessary conditions
for isotopisms of (partial) Latin squares to be an autotopism are exposed in
[12, 13, 19, 20, 22] and a classification of autotopisms of Latin squares of order
n ≤ 17 according to their cycle structures appear in [12, 22]. Recall in this
regard that the cycle structure of a permutation π ∈ Sm is the expression
zπ = m
λpim . . . 1λ
pi
1 ,
where λπl is the number of cycles of length l in the decomposition of π as a
product of disjoint cycles. In practice, we only write those lλ
pi
l for which λπl > 0.
Besides, any term of the form l1 is replaced by l. Thus, for instance, the cycle
structure of the permutation (123)(4)(567) ∈ S7 is 3
21. Two permutations π1
and π2 in Sm have the same cycle structure if and only if they are conjugate,
that is, there exists a third permutation π3 ∈ Sm such that π2 = π3π1π
−1
3 . As
a natural generalization, the cycle structure of an isotopism Θ ∈ In1,...,nd,n is
defined as the (d+1)-tuple zΘ = (zπ1 , . . . , zπd , zπ). Thus, for instance, the cycle
structure of the isotopism ((12)(34)(56), (123)(456), (123)(4)(5)(6)) ∈ I6,6,6 is
(23, 32, 313). Similarly to permutations, two isotopisms have the same cycle
structure if and only if they are conjugate. Furthermore, analogously to the
case of (partial) Latin rectangles [13, 14, 22], the next result holds.
Lemma 2. Let Θ be an isotopism in In1,...,nd,n. The cardinality of the set
PLHΘ only depends on the cycle structure of Θ.
Proof. Let Θ1 be an isotopism in In1,...,nd,n with the same cycle structure like
that of Θ. Then, Θ and Θ1 are conjugate and there exists Θ2 ∈ In1,...,nd,n such
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that Θ1 = Θ2ΘΘ
−1
2 . It is straightforwardly verified that Θ is an autotopism of
a given P ∈ PLHn1,...,nd,n if and only if P
Θ2 ∈ PLHΘ1 . Both sets PLHΘ and
PLHΘ1 have, therefore, the same cardinality, because P
Θ2 6= QΘ2 , for any two
distinct partial Latin hyper-rectangles P,Q ∈ PLHΘ.
The cell orbit of a tuple (i1, . . . , id) ∈ [n1]× . . .× [nd] under the action of an
isotopism Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n is defined as the subset
oΘ((i1, . . . , id)) := {(π
m
1 (i1), . . . , π
m
d (id)) | m ∈ N}. (1)
This definition generalizes the notion of cell orbit that was introduced by Stones
et al. [22] for Latin squares. From here on, fixed a permutation π ∈ Sm
and a symbol s ∈ [m], we denote by lπ,s the length of the cycle C in the
unique decomposition of π into disjoint cycles such that π(s) = C(s). Thus, for
instance, l((12)(3),1) = 2.
Lemma 3. The next results hold.
a) The cell orbit described in (1) coincides with the set
oΘ((i1, . . . , id)) := {(π
m
1 (i1), . . . , π
m
d (id)) | 0 < m ≤ lcm(lπ1,i1 , . . . , lπd,id)},
whose elements are pairwise distinct.
b) Every isotopism Θ ∈ In1,...,nd,n determines a partition of the set [n1]× . . .×
[nd].
Proof. Let j ≤ d be a positive integer. The first claim follows straightforwardly
from the fact that π
lpij,ij
j (ij) = ij and π
k
j (ij) 6= π
l
j(ij), for all pair of distinct
positive integers k, l ≤ lπj ,ij . The second claim holds because the cell orbit of
a given tuple in [n1] × . . .× [nd] under the action of the isotopism Θ coincides
with the cell orbit of each one of its elements.
The partition of the set [n1] × . . . × [nd] into cell orbits under the action
of an isotopism also determines a partition of the cells of any partial Latin
hyper-rectangle in PLHn1,...,nd,n. Thus, for instance, the partition of the set
[3]× [4]× [4] under the action of the isotopism ((12)(3), (1234), (1234)) ∈ I3,4,4
is the set formed by the three cell orbits o1 = {(1, 1), (2, 2), (1, 3), (2, 4)}, o2 =
{(2, 1), (1, 2), (2, 3), (1, 4)} and o3 = {(3, 1), (3, 2), (3, 3), (3, 4)}. Figure 4 illus-
trates the partition into cell orbits of the cells that this isotopism gives rise to
any partial Latin rectangle in PLH3,4,4. In the figure, the cells related to each
orbit have respectively been filled with by the symbols N, H and .
Let o(Θ) denote the partition of [n1] × . . . × [nd] by means of an isotopism
Θ ∈ In1,...,nd,n. We say that a cell orbit in o(Θ) is symbol-free in a partial Latin
hyper-rectangle P ∈ PLHn1,...,nd,n if all its elements correspond to empty cells
in P . Otherwise, the cell orbit is said to be marked. It is called complete if all its
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N H N H
H N H N
   
Figure 4: Orbit cells of any partial Latin rectangle in PLH3,4,4 by means of the
isotopism ((12)(3), (1234), (1234)) ∈ I3,4,4.
elements correspond to non-empty cells in P . Thus, for instance, the previously
mentioned cell orbits o1 and o2 are, respectively, complete and symbol-free in
the partial Latin rectangle P3 in Figure 2. In the same figure, the cell orbit o1 is
marked in P2, but it is not complete because the cell (1, 1) is empty. The next
result follows straightforwardly from Lemma 3 and the notion of autotopism of
a partial Latin hyper-rectangle.
Proposition 4. Let Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n and P ∈ PLHn1,...,nd,n.
Then, P ∈ PLHΘ if and only if the next two conditions hold.
a) Every cell orbit in P under the action of Θ is complete or symbol-free.
b) If (i1, . . . , id) ∈ [n1]× . . .× [nd] is a non-empty cell in P , then its cell orbit is
formed by the non-empty cells (πm1 (i1), . . . , π
m
d (id)), for every positive integer
m ≤ lcm(lπ1,i1 , . . . , lπd,id , lπ,P (i1,...,id))}, where
P (πm1 (i1), . . . , π
m
d (id)) = π
m(P (i1, . . . , id)). (2)
During the development of the colouring game based on an isotopism Θ =
(π1, . . . , πd, π) ∈ In1,...,nd,n that is described in Section 3, Alice and Bob can
deal with a partial Latin hyper-rectangle P ∈ PLHn1,...,nd,n with at least one
cell orbit under the action of Θ that is neither complete nor symbol-free, but
such that E(P ) ⊂ E(Q) for some Q ∈ PLHΘ. Due to this fact, we introduce
here the concepts of compatibility and feasibility.
2.2.1 Compatibility
We say that a tuple of positive integers (i1, . . . , ik) ∈ Nk of weight
∑
j≤k ij is lcm-
compatible if the least common multiple of any k− 1 elements in the ordered set
{i1, . . . , ik} coincides with the least common multiple of all of them. Hereafter,
we denote by Ck the set of lcm-compatible k-tuples. Thus, for instance, the
tuple (1, 2, 4, 4) belongs to C4 because lcm(1, 2, 4) = lcm(1, 4) = lcm(2, 4) = 4.
Similarly to the case of (partial) Latin rectangles (cf. [13, 14, 22]), the next
result characterizes the autotopisms of the set PLHn1,...,nd,n.
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Proposition 5. Let Θ = (π1, . . . , πd, π) be an isotopism in In1,...,nd,n. A tuple
(i1, . . . , id, i) ∈ [n1] × . . . × [nd] × [n] can be the entry of a partial Latin hyper-
rectangle in PLHΘ if and only if (lπ1,i1 , . . . , lπd,id , lπ,i) ∈ Cd+1. If this is the
case, then
{(πm1 (i1), . . . , π
m
d (id), π
m(i)) | 0 < m ≤ lcm(lπ1,i1 , . . . , lπd,id , lπ,i)}
constitutes the set of entries of a partial Latin hyper-rectangle in PLHΘ.
Proof. Let (i1, . . . , id, i) be an entry of some P ∈ PLHΘ. From Lemma 3,
{(πm1 (i1), . . . , π
m
d (id), π
m(i) | m ∈ N} is a subset of E(P ) that is related to
exactly lcm(lπ1,i1 , . . . , lπd,id) distinct cells of P . From the Latin array con-
dition, this coincides with the least common multiple of the tuple that re-
sults after replacing any of the components lπj,ij , with j ≤ d, by lπ,i and
hence, with lcm(lπ1,i1 , . . . , lπd,id , lπ,i). This is equivalent to say that the tu-
ple (lπ1,i1 , . . . , lπd,id , lπ,i) belongs to Cd+1. Otherwise, either there would appear
twice the symbol i in a same line of the array P or there would exist a cell with
at least two distinct assigned symbols, which is not possible.
Let Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n. We say that a partial Latin hyper-
rectangle P ∈ PLHn1,...,nd,n is Θ-compatible if the next two conditions hold.
C.1) The tuple (lπ1,i1 , . . . , lπd,id , lπ,P (i1,...,id)) belongs to Cd+1, for every non-
empty cell (i1, . . . , id) in P .
C.2) The cell (πm1 (i1), . . . , π
m
d (id)) in P is either empty or Condition (2) holds,
for every non-empty cell (i1, . . . , id) in P and for every positive integer
m ∈ N.
The reasoning exposed in the first part of the proof of Proposition 5 enables
us to ensure that every partial Latin hyper-rectangle in PLHΘ is Θ-compatible.
Nevertheless, the reciprocal does not hold in general. Observe, for instance, that
the partial Latin rectangles P2 and P3 in Figure 2 are ((12)(3), (1234), (1234))-
compatible, whereas P1 is not. Besides, P3 belongs to PLH((12)(3),(1234),(1234)),
whereas P2 does not. The next result characterizes the set PLHΘ by means of
Θ-compatibility. This follows straightforwardly from Propositions 4 and 5.
Theorem 6. Let Θ ∈ In1,...,nd,n. Then, PLHΘ 6= ∅ if and only if there exists
P ∈ PLHn1,...,nd,n that is Θ-compatible and for which for all its entries (2)
holds.
2.2.2 Feasibility
We say that an isotopism Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n is feasible for a
colouring game based on the Hamming graph Hn1,...,nd , or shortly, feasible, if
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(l1, . . . , ld, ℓ) ∈ Cd+1 for every tuple (l1, . . . , ld, ℓ) ∈ [n1] × . . . × [nd] × [n] such
that λπℓ ·
∏d
j=1 λ
πj
lj
> 0. Thus, for instance, the isotopism
((12)(34)(56), (123)(456), (123456), (123)(45)(6)) ∈ I6,6,6,6
is feasible because its cycle structure is (23, 32, 6, 321) and the tuples (2, 3, 6, 3),
(2, 3, 6, 2), and (2, 3, 6, 1) belong to C4. The next result follows straightforwardly
from the just exposed notion of feasibility.
Lemma 7. Let Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n. The next results hold.
a) If Θ is feasible and
∏d
j=1 λ
πj
1 > 0, then π is the trivial permutation in Sn.
b) If the cycle structure of Θ is zΘ = (l
n1/l1
1 , . . . , l
nd/ld
d , ℓ
n/ℓ) for some (d + 1)-
tuple (l1, . . . , ld, ℓ) ∈ [n1] × . . . × [nd] × [n], then Θ is feasible if and only if
(l1, . . . , ld, ℓ) ∈ Cd+1.
We define an extension of size n′ ≥ n of an isotopism Θ = (π1, . . . , πd, π) ∈
In1,...,nd,n as another isotopism Θ
′ = (π1, . . . , πd, π
′) ∈ In1,...,nd,n′ , such that
π′(s) = π(s), for all s ≤ n. An extension is called natural if π′(s) = s, for
all n < s ≤ n′. The isotopism Θ is, therefore, a trivial natural extension of
itself. We say that an isotopism is extendable if all its natural extensions are
feasible. Particularly, extendability involves feasibility. The next results deep
further into both concepts.
Proposition 8. If a natural extension of an isotopism is feasible, then the latter
is feasible. This is extendable whenever the former is not trivial or the isotopism
is principal. Particularly, every feasible principal isotopism is extendable.
Proof. Let Θ = (π1, . . . , πd, π) and Θ
′ = (π1, . . . , πd, π
′) be respective isotopisms
in In1,...,nd,n and In1,...,nd,n′ such that Θ
′ is feasible and a natural extension
of Θ. Since π′(s) = π(s), for all s ≤ n, the feasibility of Θ′ involves that of Θ.
Under these conditions, it is straightforwardly verified that, if π = Id, then Θ
is extendable. In the general case, suppose that n′ > n. Then, λπ
′
1 > 0 and
Lemma 7 involves that (l1, . . . , ld, 1) ∈ Cd+1, for all (l1, . . . , ld) ∈ [n1]× . . .× [nd]
such that
∏d
j=1 λ
πj
lj
> 0. This condition is shared by any natural extension of Θ,
which becomes, therefore, extendable. The last assertion follows immediately
from the fact that every isotopism is a trivial natural extension of itself.
Theorem 9. An isotopism (π1, . . . , πd, π) ∈ In1,...,nd,n is extendable if and only
if it is feasible and one of the next two assertions hold.
a) d = 2 and all the cycles in the unique decompositions of π1 and π2 into a
product of disjoint cycles have the same length.
b) d > 2 and the isotopism (π1, . . . , πd) ∈ In1,...,nd is feasible.
10
Proof. The result follows straightforwarly from Proposition 8 and the fact that
a tuple (l1, . . . , ld, 1) ∈ Cd+1 if and only if (l1, . . . , ld) ∈ Cd.
Thus, for instance, the isotopism ((12), (12)(34), (12)(3)) ∈ I2,4,3 is extend-
able, because it is feasible and all the cycles of the permutations of rows and
columns have length 2. The isotopism
((123), (12)(34), (123456), (123)(45)) ∈ I3,4,6,5
is also extendable, because itself and ((123), (12)(34), (123456)) ∈ I3,4,6 are
feasible. However, the latter is not extendable, because the pair (3, 2) 6∈ C2.
3 The game
Let Θ be an extendable isotopism in In1,...,nd,n and let a and b be two positive
integers. We introduce here the so-called Θ-stabilized (a, b)-colouring game that
is played on the Hamming graph Hn1,...,nd with regard to Θ, by two players,
Alice and Bob, and a given number n′ ≥ n of colours. As in the conventional
colouring game, if all vertices of the Hamming graph Hn1,...,nd are coloured
at the end of the game, then Alice wins, otherwise Bob wins. At the begin-
ning of the game we consider as board the trivial partial Latin hyper-rectangle
P ∈ PLHn1,...,nd , with all its cells being empty. Alternately the players choose
an empty cell (i1, . . . , id) ∈ [n1]× . . .× [nd] in the board and a symbol s ∈ [n
′]
and colour the former by the latter by setting P (i1, . . . , id) := s, where Alice
makes a turns (choices and colourings), whereas Bob makes b turns. The colour-
ing s of the cell (i1, . . . , id) has to obey the next three rules (see Figure 5 for
illustrative examples).
(Rule 1) The Latin array condition must hold.
(Rule 2) The Θ-compatibility condition must hold.
(Rule 3) For each positive integer m < lcm(lπ1,i1 , . . . , lπd,id) and each
coloured collinear cell (i′1, . . . , i
′
d) of (π
m
1 (i1), . . . , π
m
d (id)), it
must be
P (i′1, . . . , i
′
d) 6= π
m(s). (3)
These rules enable us to ensure that any feasible turn of Alice and Bob
consists of colouring an empty cell in a symbol-free cell orbit of the board
by respecting Rules 1 and 3, or in a marked cell orbit by keeping in mind
Rule 2. The only possible colouring in this last case would then be forced by
Condition (2). This is the main idea on which is based the proof of the next
result.
Lemma 10. Alice always wins the Θ-stabilized (a, b)-colouring game when a
player colours any cell of the last symbol-free cell orbit of the board.
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i2
↓
i1 → s 6= s 6= s
6= s
6= s
Rule 1
i2
↓
pi
m
2
(i2)
↓
i1 → s
pi
m
1
(i1)→ pim(s)
Rule 2
i2
↓
pi
m
2
(i2)
↓
i1 → s 6= pim(s)
6= pim(s)
pi
m
1
(i1)→ 6= pim(s) 6= pim(s)
Rule 3
Figure 5: Illustration of the three rules of the Θ-stabilized (a, b)-colouring game.
Proof. Once an empty cell of the last symbol-free cell orbit of the board is
coloured, the colouring of all the empty cells of the board is uniquely determined
by means of Rule 2. This mandatory colouring determines indeed a Latin hyper-
rectangle. Otherwise, there would exist two collinear cells that would have to
be coloured with the same colour. Nevertheless, this situation involves that at
least one of the previous moves would not have been allowed by Rules 1 or 3.
The next result enables us to ensure that the extendability of the isotopism Θ
is required to get a well-defined colouring game. Specifically, if the game has
not finished in the sense that there exists at least one symbol-free cell orbit,
then any empty cell can be coloured and any colour related to a given extension
of Θ that has not yet been used in the development of the game can always be
employed in a feasible move.
Proposition 11. Let Θ be an extendable isotopism and let P be a Θ-compatible
partial Latin hyper-rectangle that satisfies Rule 3 and has at least one symbol-
free cell orbit under the action of Θ. Then, any empty cell in P can be coloured.
Further, if a symbol s related to an extension of Θ does not appear in any cell
of P , then there exists at least one empty cell in P that can be coloured with the
colour s by obeying Rules 1–3.
Proof. Let us consider an empty cell in P . If this is contained in a marked
cell orbit under the action of Θ, then Rule 2 forces its colour. Besides, Rule 3
guarantees that this forced colouring does not contradict Rule 1. Otherwise, if
the cell orbit is symbol-free, then, from Proposition 11, colouring the cell with
a new colour is feasible because the isotopism Θ is extendable.
Now, suppose Θ′ = (π1, . . . , πd, π) be an extension of Θ and let s be a symbol
that does not appear in any cell of P . Exactly one of the next situations holds.
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a) π(s) = s. In such a case, it is enough to colour any cell of a symbol-free cell
orbit of P with the colour s.
b) π(s) 6= s and there exists a marked cell orbit in P containing a symbol s′ 6= s
such that πm(s′) = s, for somem ∈ N. From Rules 2–3, there exists an entry
(i1, . . . , in, s
′) ∈ E(P ) such that the cell (πm1 (i1), . . . , π
m
d (id)) is empty. It is
then enough to colour the latter with the colour s.
c) π(s) 6= s and there does not exist a marked cell orbit as in (b). It is then
enough to colour any cell of a symbol-free cell orbit of P with the colour s.
Observe that, in any of the exposed cases, the colouring of the corresponding
cell with the colour s does not contradict Rules 1–3.
Rule 3 is also required to have our game nice properties. To see it, let us call
first-try-Θ-stabilized (a, b)-colouring game the game that results of eliminating
this third rule. The next example shows the existence of configurations for
which the corresponding chromatic number of this new game is not finite.
Example 12. Let Θ = ((123), (123)(456), Id), which is an extendable isotopism
in I3,6,6, and let Θ
′ be the natural extension of Θ of size n′ ≥ 6. In any feasible
colouring of the Hamming graph H3,6, the cycle structure of Θ′ involves the
existence of six circulant cell orbits (see Figure 6, where the cells related to each
orbit have respectively been filled with by the symbols N, H, , △, ▽ and ♦).
N H  △ ▽ ♦
 N H ♦ △ ▽
H  N ▽ ♦ △
Figure 6: Cell orbits of Θ = ((123), (123)(456), Id) ∈ I3,6,6.
Consider the first-try-Θ-stabilized colouring game, with player Alice begin-
ning, which is played on the Hamming graph H3,6 with regard to Θ′. Alice
colours w.l.o.g. the cell (1, 1) with the colour c. Then, Bob colours the cell (2, 4)
with the same colour c. This is a feasible move according to the first-try defi-
nition. However, the cell (2, 2) cannot be coloured any more, since it should be
coloured c due to Rule 2, but it should be coloured with a colour distinct of c due
to Rule 1 (see Figure 7). Therefore, Bob would win for any number of colours.
We remark that Bob’s destroying move is feasible for the first-try-Θ-stabilized
colouring game, but it is not feasible in the Θ-stabilized colouring game since it
contradicts Rule 3.
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c→
c
c →
c
x c
Alice’s move. Bob’s move. Bob wins.
Figure 7: Winning strategy for Bob.
The smallest size n′ of the natural extension of the isotopism Θ for which
Alice has a winning strategy in our original game is called Θ-stabilized (a, b)-
game chromatic number of Hn1,...,nd and is denoted as
(a,b)χΘg (Hn1,...,nd), or
(a,b)χΘg for short. In case of being a = b = 1, it is called Θ-stabilized game
chromatic number. The parameter (1,1)χΘg is also denoted as χ
Θ
g . If, besides,
Θ is the trivial isotopism, then this corresponds to the usual game chromatic
number χg(Hn1,...,nd).
Proposition 13. Let Θ1 and Θ2 be two extendable isotopisms with the same
cycle structure and let a and b be two positive integers. Then,
(a,b)χΘ1g =
(a,b)χΘ2g .
Proof. The result is based on Lemma 2. Particularly, since Θ1 and Θ2 have the
same cycle structure, there exists an isotopism Θ such that Θ2 = ΘΘ1Θ
−1. The
result follows straightforwardly from the fact that the winning strategy of Alice
for the Θ2-stabilized (a, b)-colouring game is exactly the same of that for the Θ1-
stabilized (a, b)-colouring game. Specifically, every partial Latin hyper-rectangle
P ∈ PLHΘ1 that corresponds to a position of the winning strategy of Alice for
the latter is uniquely related to the partial Latin hyper-rectangle PΘ ∈ PLHΘ2
that corresponds to the analogous position of the winning strategy of Alice for
the former.
Lemma 14. Let a and b be two positive integers and let Θ be an extendable
isotopism in In1,...,nd,n. Then,
a) (a,b)χΘg =
(|o(Θ)|,b)χΘg , for all a ≥ |o(Θ)|.
b) (a,b)χΘg =
(a,|o(Θ)|)χΘg , for all b ≥ |o(Θ)|.
c) If n = maxj=1,...,d nj, then
n ≤ (a,b)χΘg ≤ |o(Θ)|+ n− 1.
Proof. Under the assumptions of (a) and (b), since the number of moves of
both players is at least the number of cell orbits under the action of Θ, they
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can impose the colouring of all the cells by colouring just one cell of each orbit.
Hence, the winning strategy of Alice, if one exists at all, is the same for any
such a number of moves in both cases.
The lower bound in (c) holds straightforwardly. Now, since extendability
involves feasibility, the game can start because any cell of the empty partial
Latin hyper-rectangle in PLHn1,...,nd,n can be coloured with any of the symbols
of the set [n]. Besides, Rule 2 enables us to ensure that at least the first cell
orbit that is chosen in the first move can also be coloured with the symbols
in [n]. Since the colouring of any other orbit cell is uniquely determined by that
of any of its cells, the upper bound results from the fact that we can ensure the
complete colouring of P by considering an extension of the isotopism Θ with at
most |o(Θ)| − 1 new distinct colours.
The lower bound in item (c) of Lemma 14 is tight, for instance, for the
isotopism Θ1 = ((12), (12), Id) ∈ I2,2,2, whereas the upper bound is tight for
the isotopism Θ2 = ((12), (12), (12)) ∈ I2,2,2. In both games, the first player
can start w.l.o.g. by colouring the cell (1, 1) of the empty partial Latin square of
order 2 with the symbol 1. In the first case, the cell (2, 2) must also be coloured
with the symbol 1, whereas the cells (1, 2) and (2, 1) must be coloured with the
symbol 2. In the second case, the cell (2, 2) must be coloured with the symbol 2
and the Latin array condition involves the cells (1, 2) and (2, 1) to be coloured
with a third colour 3 related to the natural extension
Θ′2 = ((12), (12), (12)(3)) ∈ I2,2,3.
We can consider two variants, gA and gB, of the proposed game g depend-
ing, respectively, on whether Alice or Bob does the first move. To make clear
which variant we refer, we denote the corresponding chromatic numbers with
the subindices gA or gB instead of g. The specific case of the variant gB for
which Θ is the trivial isotopism, d = 2, and n1 = n2 = n corresponds to what
Schlund [21] called (n, a, b)-game. He proved in particular the next result.
Proposition 15 (Schlund [21]). Let n be a positive integer. Then,
a) Bob wins the (n, 1, 1)-game, for all n ≥ 3.
b) Alice wins the (n, n− 1, 1)-game.
c) If Alice wins the (n, a, 1)-game, then she also wins the (n, 2a+ 1, 1)-game.
d) Alice wins the (n, 2kn− 1, 1)-game for all positive integers k.
e) n+ 1 ≤ χgB (Hn,n), for all n ≥ 3.
The next result enables us to ensure that the lower bound exposed in the
last assertion in Proposition 15 is tight for n = 3.
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Proposition 16. χgB (H3,3) = 4.
Proof. Suppose that Bob starts a (3, 1, 1)-game with four distinct colours. He
wins the game if and only if there exists a configuration during the game with
an empty cell having all its four neighbours with distinct colours. Due to it,
Bob must always avoid the colouring of three cells with the same colour. Let
us expose here a possible winning strategy for Alice. W.l.o.g. we can suppose
that Bob starts the game by colouring the cell (1, 1) of the empty partial Latin
square of order 3 with colour 1. Then, Alice must colour a cell distinct of (2, 2)
and (3, 3). Otherwise, a case study enables us to ensure that Bob has a winning
strategy. We can suppose, therefore, that Alice colours the cell (1, 2) with
colour 2. Now, we can suppose that Bob uses a colour c ∈ {3, 4}. Otherwise,
Alice could colour a third cell with the same colour 1 or 2 and would win the
game. From here on, we suppose that c = 3. Whatever Bob’s second move is,
Alice can colour a cell in the third column with colour 1. The only configurations
that Alice must avoid under such conditions are, up to permutation of the second
and third rows,
1 2
3 1 and
1 2
3
1
In both cases, Bob would win the game by colouring, respectively, the cell
(3, 2) or (3, 1) with colour 4. Once these two configurations are avoided, the
second move of Alice forces the third one of Bob, who must colour with a colour
c′ 6∈ {1, 2} the unique cell in the second column that would make possible the
third use of the colour 1. Up to isotopism, the possible configurations of the
game at this moment are
1 2
3 4
1
1 2
3 1
4
1 2 3
1
3
1 2 3
1
4
or
1 2
4 3
1
A simple case study involves Alice to win the game based on the first con-
figuration and to guarantee her victory in the remaining ones by colouring,
respectively, the cells (3, 1), (2, 1), (3, 1) and (3, 1) with the colours 3, 3, 3
and 4.
Schlund [21] also indicated (loc. cit. page 57) that n + 1 ≤ χgA(Hn,n), for
all n ≥ 3. Nevertheless, the next result involves this lower bound to be wrong
for n = 3.
Proposition 17. χgA(H3,3) = 3.
Proof. A winning strategy for Alice with 3 colours is the following. W.l.o.g.
Alice colours the cell (1, 1) of the empty partial Latin square of order 3 with
colour 1. Due to symmetry there are only three relevant cases to consider.
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• Case 1. Bob colours the cell (1, 2) with colour 2. Then, Alice responds by
colouring the cell (1, 3) with colour 3. By symmetry, w.l.o.g. Bob colours
the cell (2, 1) with colour 2. Then, Alice may fix the colouring and wins
by colouring the cell (3, 2) with colour 1.
• Case 2. Bob colours the cell (2, 2) with colour 1. Then, Alice colours the
cell (3, 3) with colour 1. By symmetry, w.l.o.g. Bob colours (1, 2) with
colour 2. Then, Alice fixes the colouring by colouring (2, 1) with colour 3.
• Case 3. Bob colours the cell (2, 2) with colour 2. Then, Alice fixes the
colouring by colouring the cell (3, 3) with colour 3.
Propositions 16 and 17 refer to the colouring game of the small Hamming
graph H3,3. Let us finish this section with some other results related to the
Hamming graph Hn1,n2 , with n1 ≤ 2 ≤ n2. The next result is useful to this
end. This is based on a previous idea of Andres [1], who proved that
χgB (K2TG) ≤ ∆(K2TG),
for any toroidal grid graph TG (see loc. cit. Lemma 17).
Lemma 18. Let G = (V,E) be a graph with |E| 6= ∅. Then,
χgB (K2G) ≤ ∆(K2G)) ≤ ∆(G) + 1.
Proof. Let ∆ := ∆(K2G) and let M := Z/∆Z be a set of ∆ colours that we
consider as additive group. In particular, ∆ ≥ 2, because |E| 6= ∅. Let {−1,+1}
be the vertex set of K2 and let colour((a, v)) denote the colour of a coloured
vertex (a, v) ∈ K2G. Alice’s winning strategy with |M | colours is as follows.
Whenever Bob colours a vertex (a, v) ∈ {−1,+1} × V with colour m ∈M , she
colours the vertex (−a, v) with colour m+ a mod ∆. This is different from m
because 1 6= 0 in M . Hence, after Alice’s moves, for any w ∈ V , either (+1, w)
and (−1, w) are both coloured or they are both uncoloured. This means that,
whenever Bob colours a vertex (a, v), this vertex has an uncoloured neighbour,
namely (−a, v). There are, therefore, at most ∆(G) coloured neighbours and
hence, there is at least one feasible colour for Bob’s move. If (a, v) is coloured
with colour m, then none of the vertices (a, w) with w 6= v and vw ∈ E is
coloured with m. By Alice’s strategy, after her moves, for any coloured vertex
(+1, w), we have the invariant colour((+1, w)) + 1 = colour((−1, w)) mod ∆.
Therefore, none of the vertices (−a, w) with w 6= v and vw ∈ E is coloured with
m+ a mod ∆. Thus Alice’s move is always feasible.
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Proposition 19. The next results hold.
a) χgA(H1,n) = χgB (H1,n) = n.
b) χgA(H2,n) = n+ 1.
c) χgB (H2,n) = n for n ≥ 2.
Proof. The first assertion is trivial, whereas the second one was already proven
by Bartnicki et al. [5]. Assertion (c) follows straightforwardly from Lemma 18.
4 Modified game based on principal isotopisms
The most simple case to study the colouring game introduced in the previous
section is that based on an feasible principal isotopism, for which the corre-
sponding symbol permutation is the identity. Recall that, from Proposition 8,
this is always an extendable isotopism. Let Θ = (π1, . . . , πd, id) be one such
an isotopism. Let P ∈ PLHΘ be a configuration of a given Θ-stabilized (a, b)-
colouring game. Rules 1–3 applied to this partial Latin hyper-rectangle P in-
volve that
• every cell in a given marked orbit of P is empty or coloured with the same
colour, and
• colouring an empty cell in a marked orbit of P does not give us any new
restriction on the possible colours for the elements of other cell orbits.
Based on both aspects, let us prove that playing the Θ-stabilized (a, b)-colouring
game on the Hamming graphHn1,...,nd is equivalent to play a modified colouring
game on what we call the orbit contraction graph HΘn1,...,nd . This comes from
the contraction of all those vertices in the Hamming graph Hn1,...,nd that are
related to cells of the same orbit under the action of Θ. The weight ω(v) of each
vertex v coincides with the cardinality of the corresponding cell orbit. The next
result involves the existence of a natural neighbourhood relation on the set of
cell orbits in P based on that existing in the original Hamming graph Hn1,...,nd
and hence, that the orbit contraction graph is well-defined.
Lemma 20. Let Θ ∈ In1,...,nd,n and let P ∈ PLHΘ. There exists a well-defined
neighborhood relation on the orbits of P under the action of Θ, which is based
on the neighborhood relation of Hn1,...,nd .
Proof. Let o1 and o2 be two distinct orbits of the partial Latin hyper-rectangle
P under the action of Θ and let v = (i1, . . . , id) and v
′ = (i′1, . . . , i
′
d) be two cells
in o1. There exists a positive integer m such that π
m
k (ik) = i
′
k, for all k ≤ d.
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Then, if there is a cell w = (j1, . . . , jd) in o2 such that the edge vw exists in
Hn1,...,nd , then there is also a cell w
′ = (j′1, . . . , j
′
d) in o2 such that the edge v
′w′
exists in Hn1,...,nd . Namely, j
′
k = π
m
k (jk), for all k ≤ d.
For any graph G = (V,E) and every positive integer l ∈ N, let G∗l be the
vertex-weighted graph having G as base graph and such that every vertex v ∈ V
has weight ω(v) = l. The next result follows then immediately.
Proposition 21. Let Θ be a feasible principal isotopism in In1,n2,n with cycle
structure zΘ =
(
ln1/l, ln2/l, 1n
)
. Then, the orbit contraction graph HΘn1,n2 is
isomorphic to the vertex-weighted graph (Hn1/l,n2/l ⊠Kl)
∗l.
Proof. Suppose Θ = (π1, π2, π). Each pair of cycles from the cycle decompo-
sition of π1 and π2 determines a vertex of Hn1/l,n2/l that corresponds in turn
to an (l × l)-square in the rectangle associated with Hn1,n2 . There are l adja-
cent orbits of size l in such a square with regard to the adjacency described in
Lemma 20. This square is, therefore, isomorphic to K∗ll . The adjacency to other
orbits is determined by the structure of Hn1/l,n2/l. Thus, H
Θ
n1,n2 is isomorphic
to (Hn1/l,n2/l ⊠Kl)
∗l.
Proposition 21 cannot be generalized to higher dimensions. To see it, let
d > 2 and let Θ = (π1, . . . , πd, π) ∈ In1,...,nd,n be a feasible principal isotopism
with cycle structure zΘ =
(
ln1/l, . . . , lnd/l, 1n
)
. Similarly to the reasoning ex-
posed in the proof of the mentioned lemma, each tuple of cycles from the cycle
decomposition of π1, . . . , πd determines a vertex ofHn1/l,...,nd/l that corresponds
in turn to an (l× . . .× l)-hypercube in Hn1,...,nd , where there are l
d−1 cell orbits,
all of them of length l. Each one of these orbits is only adjacent to those cell
orbits sharing with itself an axis-parallel hyperplane. As a consequence, if l > 2,
then not all the cell orbits of the hypercube are adjacent and hence, this is not
isomorphic to K∗lld−1 . Nevertheless, if l = 2, this adjacency holds. In order to
deal with this case, let Hd = H2,...,2 be a (2× . . .×2)-hypercube in Hn1,...,nd . Its
vertices can be considered as d-dimensional 0− 1-vectors and hence, we can de-
fine H+diagd as the graph obtained from Hd by adding diagonal edges connecting
each pair of opposite vertices, that is, vertices with coordinates (x1, . . . , xd) and
(1 − x1, . . . , 1 − xd). The next lemma follows immediately from this definition
of the hypercube Hd, which can indeed be done regardless of the dimension d.
Lemma 22. The next results hold.
a) H+diag1
∼= K2.
b) H+diag2
∼= K4.
c) H+diag3
∼= K4,4.
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The preservation of adjacency that we have previously mentioned enables us
to ensure also the next result. From Lemma 22, this is equivalent to Proposi-
tion 21 when d = l = 2.
Proposition 23. Let Θ be a feasible principal isotopism in In1,...,nd,n with
cycle structure zΘ =
(
2n1/2, . . . , 2nd/2, 1n
)
. Then, the orbit contraction graph
HΘn1,...,nd is isomorphic to (Hn1/2,...,nd/2⊠H
+diag
d−1 )
∗2. Particularly, the orbit con-
traction graph of the hypercube Hd with regard to Θ is isomorphic to (H
+diag
d−1 )
∗2.
Modified coloring game. We would like to play the Θ-stabilized (a, b)-
colouring game on the orbit contraction graph HΘn1,...,nd in the same way as
on the original Hamming graph. To this end, we have to enable the players the
equivalence of colouring an empty cell of a marked cell orbit. We have already
exposed that the colour in such a move is already determined and that this kind
of move does not give us any new restriction on the game. It can therefore be
considered as a passing move. Based on this fact, in our new game we play on
the orbit contraction graph by keeping in mind the next two possible moves.
1. Colour an uncoloured vertex v of the graph and update ω(v) = ω(v) − 1.
This corresponds to colour an empty cell of a symbol-free cell orbit in the
original game.
2. Update the weight of a coloured vertex as ω(v) = ω(v)−1, whenever ω(v) > 0.
This is a passing move that corresponds to colour an empty cell of a marked
cell orbit in the original game.
Alice wins if every vertex of the orbit contraction graph is coloured at the end
of the game, otherwise Bob wins. We do not impose any requirement about the
final weights of the vertices, because, as we have already exposed, any colouring
of the graph HΘn1,...,nd involves in an unique way a colouring of the original
Hamming graph. The next result follows straightforwardly from the previous
arguments.
Lemma 24 (Orbit Contraction Lemma). Alice wins the Θ-stabilized (a, b)-
colouring game on the Hamming graph Hn1,...,nd if and only if she wins the
corresponding modified colouring game on the orbit contraction graph HΘn1,...,nd .
Theorem 25. Let Θ = (π1, π2, π) be an extendable isotopism in In1,n2,n with
cycle structure zΘ = (l, l, 1
l). Then, χΘg (Hn1,n2) = l.
Proof. This is a trivial consequence of the orbit contraction lemma, since the
base graph of the orbit contraction graph HΘl,l is isomorphic to Kl. Besides,
the result only depends on the cycle structure under consideration because of
Proposition 13.
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Let us finish our study with the discussion of the Θ-stabilized (a, b)-game
chromatic number of the hypercube Hd, for d ≤ 4. Our motivation to study the
game on the hypercube comes from the fact that the orbit contraction graph
of the d-dimensional hypercube encodes, as we feel, all the complicated struc-
tural information of every hyper-rectangle with regard to a principal autotopism
where all the cycles in each permutation πi have the same length. Therefore,
the game on the hypercube is not only a toy problem, moreover we learn a lot
about the game in the higher dimensional case in general.
Theorem 26. Let a, b and d be three positive integers and let
Θ = ((12), . . . , (12), (1)(2))
be a (d+ 1)-dimensional isotopism. The next results hold.
i) (a,b)χΘg (H2) =
(a,b)χg(K
∗2
2 ) = 2.
ii) (a,b)χΘg (H3) =
(a,b)χg(K
∗2
4 ) = 4.
iii) If d = 4, then
(a,b)χΘgX (H4) =
(a,b)χgX (K
∗2
4,4) =


2, if X = A and a ≥ 2,
min{b+ 2, 5}, if X = A and a = 1,
min{b+ 1, 5}, if X = B and a = 1.
Proof. In the three cases, the first equality follows from Lemma 22 and Proposi-
tion 23, whereas the second one is trivial in (i) and (ii). In (iii), Alice’s winning
strategy is based on guaranteeing in her first or second move that both bipar-
tite sets are coloured, whereas Bob’s winning strategy consists of colouring the
vertices of the same bipartite set with different colours. In particular, if X = A,
then he should select the same bipartite set that Alice has chosen.
5 Final remarks and further studies
In this paper we have introduced a variant of the (a, b)-colouring game of the
Hamming graphHn1,...,nd for which each position corresponds to a partial Latin
hyper-rectangle having a fixed feasible isotopism Θ in its autotopism group. We
have examined this variant by means of the Θ-stabilized (a, b)-game chromatic
number, which only depends on the cycle structure of the isotopism Θ. As a first
step in the widely spectrum of cases on which this colouring game can be based,
several results have been exposed in case of dealing with the bi-dimensional and
the hypercube cases. Nevertheless, it is required a deeper study based on the
known distribution of isotopism of partial Latin hyper-rectangles according to
their cycle structures. The bi-dimensional case, for which such a distribution is
known for (partial) Latin squares of small order [12, 13, 22], is established as
an immediate further work.
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Problem 27. Determine (a,b)χΘg for π = Id and d = 2.
Problem 28. Determine (a,b)χΘg for π = Id and n = n1 = . . . = nd = 2.
Problem 29. Determine (a,b)χΘg for π = Id and n = n1 = . . . = nd = p, where
p is an odd prime.
Problem 30. Find a unifying description of Hamming graphs w.r.t. certain
isotopisms.
Furthermore, our studies motivate to further examine the modified colouring
game on arbitrary weighted graphs that are not necessarily based on Latin
hyper-rectangles.
Problem 31. Determine the maximum (a, b)-game chromatic numbers for ver-
tex weighted graphs from interesting classes of graphs (such as forest, outerpla-
nar, planar, or k-degenerate graphs etc.) assuming a fixed upper bound on the
vertex weights.
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