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EXTREMAL KA¨HLER-EINSTEIN METRIC FOR
TWO-DIMENSIONAL CONVEX BODIES
BO’AZ KLARTAG AND ALEXANDER V. KOLESNIKOV
Abstract. Given a convex body K ⊂ Rn with the barycenter at the origin we
consider the corresponding Ka¨hler-Einstein equation e−Φ = detD2Φ. If K is a
simplex, then the Ricci tensor of the Hessian metric D2Φ is constant and equals
n−1
4(n+1) . We conjecture that the Ricci tensor of D
2Φ for arbitrary K is uniformly
bounded by n−14(n+1) and verify this conjecture in the two-dimensional case. The
general case remains open.
1. Introduction
We consider a convex body K ⊂ Rn with the barycenter at the origin and the
associated equation of the Monge-Ampe´re type
e−Φ = detD2Φ, (1.1)
∇Φ(Rn) = K. (1.2)
The function Φ: Rn → R is assumed to be convex. Given a solution Φ to (1.1)
one considers the naturally associated Hessian (Riemannian) metric D2Φ on Rn,
the so-called Ka¨hler-Einstein metric. After a suitable complexification this metric
indeed becomes a Ka¨hler metric which is Einstein.
The interest in this equation is motivated by various problems of differential and
algebraic geometry. In patricular, equation (1.1) naturally arises in the theory of
toric varietes. The situation when K is a rational convex polytope is of particular
interest, because in this case K is a moment polytope of a toric orbifold M . We
refer to [2], [4], [15], [7], [14] for more information on Ka¨hler geometry, toric varietes
and the importance of the equation (1.1) in convex geometry. The existence and
uniqueness of a solution to (1.1) under various assumptions has been proved in a
series of papers [15], [7], [14], [4], [5].
Another motivation for study (1.1) comes from convex analysis. There are deep
reasons to believe that equation (1.1) can contribute to understanding a number of
difficult open conjectures (KLS conjecture, slicing problem) from asymptotic convex
geometry (see [8], [9], [13]). See also [12], [10], [11], where Hessian metrics have been
considered in a more general measure-transportational setting. A comprehensive
overview of classical and modern results as well as open problems in convex analysis
the reader can find in [1].
Key words and phrases. Monge-Ampe`re equation, Ka¨hler-Einstein equation, Ricci tensors.
The first named author was partially supported by a European Research Council (ERC) grant.
The second named author was supported by the Supported by RFBR project 17-01-00662 and
DFG project RO 1195/12-1. The article was prepared within the framework of the Academic
Fund Program at the National Research University Higher School of Economics (HSE) in 2017–
2018 (grant No 17-01-0102) and by the Russian Academic Excellence Project 5-100. This material
is based upon work supported by the National Science Foundation under Grant No. DMS-1440140
while the authors were in residence at the Mathematical Sciences Research Institute in Berkeley,
California, during the Fall 2017 semester.
1
2 BO’AZ KLARTAG AND ALEXANDER V. KOLESNIKOV
An important example of K is given by the simplex
S =
{
(x1, . . . , xn) ∈ Rn ;
n∑
i=1
xi ≤ 1, ∀i, xi ≥ −1
}
.
It is known that forK = S equation (1.1) admits an explicit solution (see Section 4.3
below). The corresponding Hessian metric D2Φ is isometric to a spherical orthant
{x ∈ Rn+ ;
∑n
i=1 x
2
i = 4(n + 1)}. In particular, the corresponding Ricci tensor has
the form
RicS =
n− 1
4(n+ 1)
·D2Φ.
Motivated by problems from convex geometry we suggest the following conjecture.
Conjecture 1.1. The Ricci curvature of D2Φ is bounded by n−1
4(n+1)
. In particular,
the largest value is realized on S uniformly.
The aim of this article is to provide an affirmative answer to this conjecture in
the two-dimensional case. We pursue the approach initiated in the classical papers
of Calabi and prove the main resut by differentiating equation (1.1) and applying
the maximum principle. Here we follow the computational technique developed in
earlier papers [12], [10], [11]. Finally, we present the computations for the simplex
to demonstrate that our result is sharp, and also for the ball and the cube. The
general problem remains open.
2. Notations and preliminary results
We assume throughout that we are given the standard Euclidean coordinate sys-
tem {xi}. For an arbitrary convex body K satisfying∫
K
xidx = 0
we consider Φ, the smooth solution to (1.1) which is uniquely-determined up to
translation.
The space Rn is equipped with the metric
h = hijdx
idxj = Φijdx
idxj = (∂2xixjΦ)dx
idxj
and with the measure µ = e−Φdx.
We give below a list of useful computational formulas, the reader can find the
proof in [12]. It is convenient to use the following notation:
Φi = ∂xiΦ, Φij = ∂
2
xixj
Φ, Φijk = ∂
3
xixjxk
Φ
We follow the standard conventions of Riemannian geometry (i.e., Φij is inverse to
Φij , Einstein summation, raising indices etc.).
The measure µ has the following density with respect to the Riemannian volume
µ = e−Pdvolh, P =
1
2
Φ.
The associated diffusion generator (weighted Laplacian) L has the form
Lf = Φijfij .
Differentiating the Ka¨hler-Einstein equation, one gets the folowing important
identity, that for any fixed index i, setting f = Φi,
Lf = ΦiabΦ
ab = −Φi. (2.1)
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The following non-negative symmetric tensor g plays prominent role in our anal-
ysis
gij = ΦiabΦ
ab
j .
Finally, we give a list of formulas for the most important quantities (see [12], [11]).
(1) Connection
Γkij =
1
2
Φkij .
(2) Hessian of f
∇2hfij = fij −
1
2
Φkijfk.
(3) Riemann tensor
Riemikjl =
1
4
(ΦilaΦ
a
kj − ΦijaΦakl).
(4) Ricci tensor
Ricij =
1
4
(
ΦiabΦ
ab
j + ΦijkΦ
k
)
=
1
4
(gij + ΦijkΦ
k).
(5) Bakry-Emery tensor
(Ricµ)i,j = Ricij +∇2hPij =
1
4
gij +
1
2
Φij .
Let us recall some details about computations of the weighted Laplacian. We
stress that in this section we omit the subscript h for the sake of simplicity,
i.e. the symbols ∇,∇2 etc. are always related to the Hessian metric h, but not to
Eudlidean metric.
Let us recall that given a tensor T its Laplacian is defined as follows:
∆T = Φpq∇p∇qT.
Here ∇pT is the covariant derivative, which means, in particular, that
∇pΦij = 0, ∆Φij = 0.
Similarly, one can compute the weighted Laplacian
LT = ∆T − 1
2
Φk∇kT.
The following weighted Leplacians of several important tensors are taken from
[11].
Lemma 2.1.
LΦi =
1
2
Φi +
1
4
gki Φk.
Lemma 2.2.
LΦiab =
1
2
Φiab − 1
2
ΦlikΦ
m
alΦ
k
bm +
1
4
(
gki Φkab + g
k
aΦkib + g
k
bΦkia
)
.
Lemma 2.3.
Lgij = gij +
1
2
gkig
k
j + 2∇pΦiab∇pΦabj + 8RiemiabcRiemabcj .
4 BO’AZ KLARTAG AND ALEXANDER V. KOLESNIKOV
Let us specify some of these results in the two-dimensional case.
We deal throughout with the orthonormal frame (n, v), where
n =
∇Φ
|∇Φ| .
Therefore Φn = 1 and Φv = 0. We will often write Φijn|∇Φ| instead of ΦijkΦk.
Let us recall that in the two-dimensional case
Ricij = RΦij ,
where R is the sectional curvature. In order to make the formulas less heavy we will
use throughout the following quantity instead of R:
λ = 4R.
In particular, we have
4Ricij = gij + Φijn|∇Φ| = λΦij . (2.2)
Applying this identity to couples of vectors (n, n), (v, v), (n, v), one gets
g(n, n) + Φnnn|∇Φ| = g(v, v) + Φvvn|∇Φ| = λ
g(n, v) + Φvnn|∇Φ| = 0.
Remark 2.4. (Bound for λ from below). Applying identities
g(v, v) = Φ2vvv + 2Φ
2
vvn + Φ
2
vnn
and
g(v, v) + Φvvn|∇Φ| = λ
we get
λ ≥ 2Φ2vvn + Φvvn|∇Φ| ≥ −
|∇Φ|2
8
.
Remark 2.5. The two-dimensional Riemann tensor has a particular simple struc-
ture
Riemijkl =
1
4
(ΦilaΦ
a
kj − ΦikaΦjla) = R(ΦikΦjℓ − ΦiℓΦjk).
Hence
Riemnvnv =
1
4
(ΦnvaΦ
a
nv − ΦnnaΦvva) = R =
λ
4
Riemnvnv = −Riemvnnv = −Riemnvvn = Riemvnvn = R = λ
4
.
Other components equal zero.
In particular
RiemabcdRiem
abcd = 4R2 =
λ2
4
. (2.3)
We list below other important identities which will be applied in the computations.
First, there are several trace identities obtained by differentiating the Ka¨hler-
Einstein equation (see (2.1)).
(T1)
ΦabcΦ
ab = −Φc
(T2) Taking the covariant derivative of (T1) one gets
∇aΦbcdΦcd = −(∇2Φ)ab
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(T3) Taking trace of λΦij = gij + ΦijkΦ
k one gets
2λ = Trg − |∇Φ|2 = ΦabcΦabc − |∇Φ|2.
(T4) Differentiating the identity (T3) one gets
(∇pΦabc)Φabc = (∇2Φ)pkΦk +∇pλ = (∇2Φ)pn|∇Φ|+∇pλ. (2.4)
Similar computations show:
Lemma 2.6. (Tr) Trace
Tr(∇2Φ) = Φij
(
Φij − 1
2
ΦkijΦk
)
= 2 +
|∇Φ|2
2
.
(HS) Hilbert-Schmidt norm
‖∇2Φ‖2 = (Φij − 1
2
ΦkijΦk)(Φ
ij − 1
2
Φijℓ Φ
ℓ) = 2 + |∇Φ|2 + 1
4
g(n, n)|∇Φ|2.
(D) Determinant
det∇2Φ = 1
2
[
Tr(∇2Φ)]2 − 1
2
‖∇2Φ‖2 = 1 + |∇Φ|
2
2
+
|∇Φ|2
8
(|∇Φ|2 − g(n, n)).
Finally, the following results for Laplacians follow from Lemma 2.1 and Lemma
2.3.
(L1)
L|∇Φ|2 = L(ΦiΦi) = 2L(Φi)Φi + 2∇pΦi∇pΦi = 2L(Φi)Φi + 2‖∇2Φ‖2
= |∇Φ|2 + 1
2
g(n, n)|∇Φ|2 + 2‖∇2Φ‖2 = 4 + 3|∇Φ|2 + g(n, n)|∇Φ|2.
(L2)
L(Trg) = Trg +
1
2
‖g‖2 + 8RiemabcdRiemabcd + 2∇pΦabc∇pΦabc,
where ‖g‖ is the Hilbert-Schmidt norm of the tensor g.
3. Main result
In this section
n = 2.
Theorem 3.1. Let λ = 4R, where R is the sectional curvature of the Hessian metric
D2Φ. Then
2L(λ) = (3λ−1)(λ+1)+ |∇Φ|
2
8λ+ |∇Φ|2 (3λ−1)
2+
16|∇λ|2 + 2[4(1− λ) + |∇Φ|2]〈∇Φ,∇λ〉
8λ+ |∇Φ|2 .
We postpone the proof of Theorem 3.1 for now, and present its following corollary:
Corollary 3.2. The sectional curvature function R satisfies
R ≤ 1
12
.
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Proof. The idea is to apply Theorem 3.1 and the maximum principle. We proceed
as follows:
Step 1. Assume first that for any ε > 0
lim sup
x→∞
λ(x)e−εΦ(x) ≤ 0. (3.1)
In particular, λe−εΦ has a local maximum for every ε > 0. Applying the maximum
principle to this function we get at the maximum point
∇λ
λ
= ε∇Φ,
Lλ
λ
−
∣∣∣∇λ
λ
∣∣∣2 ≤ 2ε
(we use here the relation LΦ = 2). By theorem 3.1
2L(λ) = λ(3λ− 1)
[
1 +
3|∇Φ|2 + 8
8λ+ |∇Φ|2
]
+
16|∇λ|2 + 2[4(1− λ) + |∇Φ|2]〈∇Φ,∇λ〉
8λ+ |∇Φ|2 .
Substituting the above relations into this formula one gets that at any local maxi-
mum point the following inequality holds
(3λ−1)
[1
2
+
3|∇Φ|2 + 8
16λ+ 2|∇Φ|2
]
+
16ε2λ|∇Φ|2 + 2ε[4(1− λ) + |∇Φ|2]|∇Φ|2
16λ+ 2|∇Φ|2 ≤ 2ε+ε
2|∇Φ|2.
Rearranging the terms one gets
(3λ− 1)
[1
2
+
3|∇Φ|2 + 8
16λ+ 2|∇Φ|2
]
+
8ε(1− λ) + 2ε(1− ε)|∇Φ|4
16λ+ 2|∇Φ|2 ≤ 2ε.
Equivalently,
3λ− 1
2
− 2ε+ [3(3λ− 1) + 2ε(1− ε)]|∇Φ|
2 + 8[(3− ε)λ− 1] + 8ε
16λ+ 2|∇Φ|2 ≤ 0. (3.2)
We may assume that ε ≤ 1, as later ε would tend to zero. We thus deduce from
(3.2) that
3λ− 1− 4ε
2
+
3(3λ− 1)|∇Φ|2 + 8[(3− ε)λ− 1] + 8ε
16λ+ 2|∇Φ|2 ≤ 0.
It is therefore impossible that both 3λ− 1 ≥ 4ε and (3− ε)λ ≥ 1. Hence
λ ≤ max
(1 + 4ε
3
,
1
3− ε
)
,
at any local maximum of λe−εΦ. By the maximum principle, we have that everywhere
in Rn,
λe−εΦ ≤ max
(1 + 4ε
3
,
1
3− ε
)
e−εminΦ, (3.3)
Tending ε to zero we get λ ≤ 1
3
, hence R ≤ 1
12
.
Step 2. Rational polytopes.
Assume that the convex body K ⊆ Rn is a rational polytope, in the sense that
all the coordinates of all of the vertices of K are rational numbers. It is known that
in this case,
sup
x∈Rn
|λ(x)| <∞, (3.4)
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and in particular (3.1) holds true. In fact, in this case, one may consider the Rie-
mannian metric on the complex torus Cn/(2pi
√−1 · Zn) given by
h˜(x, y) = Φij(x)dx
idxj + Φij(x)dy
idyj (3.5)
where (x, y) = (x1, . . . , xn, y1, . . . , yn) ∈ Rn×Rn ∼= Cn are the standard coordinates,
and where the 1-forms dx1, . . . , dxn, dy1, . . . , dyn are well-defined on Cn and also on
the quotient Cn/(2pi
√−1 ·Zn). The Riemannian metric h˜ is in fact a Ka¨hler metric
on the complex manifold Cn/(2pi
√−1 · Zn). The equation (1.1) is equivalent to the
assertion that the metric h˜ is an Einstein metric. Thus, up to translation, Φ is the
unique function on Rn satisfying (1.2) for which the metric h˜ as defined in (3.5) is
an Einstein metric.
This toric Ka¨hler-Einstein metric h˜ was studied extensively in the complex ge-
ometry literature. We refer the reader to Legendre [14] and references therein for
the following non-trivial fact: When K is a rational polytope, the metric h˜ admits
a completion which is a smooth, compact orbifold. In particular all sectional curva-
tures of h˜ are uniformly bounded on Cn/(2pi
√−1 ·Zn). Since R = λ/4 is a sectional
curvature of h˜, the proof of (3.4) is complete.
Step 3. Approximation by rational polytopes. Assume that K ⊆ Rn is
a convex body with barycenter at the origin. Then there exist rational polytopes
K1, K2, . . . with barycenters at the origin such that Km −→ K in the Hausdorff
metric. By solving (1.1) for Km we obtain a sequence of convex functions Φm, and
according to [9, Proposition 2.1] we may assume that
Φm −→ Φ (3.6)
locally uniformly in Rn. We claim that
D2Φm −→ D2Φ (3.7)
locally uniformly in Rn. Indeed, it follows from (3.6) that if a subsequence of D2Φm
converges locally uniformly to a certain limit, then this limit must equal D2Φ. Thus
it suffices to show that the sequence D2Φm is precompact in local uniform norm.
This follows from the Arzela-Ascoli theorem and the local uniform bound on the
third derivatives (see Corollary 5.7). Thus (3.7) is proven.
For a point x ∈ Rn and r > 0 write Bm(x, r) for the collection of all points whose
Riemannian distance from x, with respect to the metric induced by D2Φm, is at most
r. We set B(x, r) for the corresponding ball with respect to the metric induced by
D2Φ. It follows from (3.7) that for any x ∈ Rn and r0 > 0 for which B(x, r0) ⊆ Rn
is compact, ∫
Bm(x,r0)
√
detD2Φm dx
m→∞−→
∫
B(x,r0)
√
detD2Φ dx. (3.8)
Thanks to the previous step, we know that the sectional curvature Rm of the metric
induced by D2Φm satisfies Rm(x) ≤ 1/12 for any x ∈ Rn and m ≥ 1. Fix x ∈ Rn
and r0 > 0 such that B(x, r0) is compact with a unique geodesic connecting any
point y ∈ B(x, r0) to x. Then for a sufficiently large m, also Bm(x, r0) is compact
with unique geodesics to the center x, with respect to the metric induced by D2Φm.
By the Rauch comparison theorem (e.g., [3, Section 6.5]), for any 0 < r < r0 there
is a metric-contraction from the Riemannian ball Bm(x, r) onto the geodesic ball of
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radius r in a two-dimensional sphere of radius
√
12. Consequently, we may compare
areas and obtain the inequality∫
Bm(x,r)
√
detD2Φm dx ≥ 24pi · (1− cos(r/
√
12)),
where the right-hand side is the area of the geodesic ball in the sphere. It thus
follows from (3.8) that for all 0 < r < r0,
12
pir4
(
pir2 −
∫
B(x,r)
√
detD2Φ
)
dx ≤ 12
pir4
(
pir2 − 24pi · (1− cos(r/
√
12))
)
. (3.9)
When r → 0+, the right-hand side of (3.9) tends to 1/12, while the left hand-side
tends to the sectional curvature R(x). Therefore R ≤ 1/12. 
Remark 3.3. The fact that R = 1
4
(ΦabcΦ
abc − |∇Φ|2) is bounded from above looks
highly non-trivial. It can be shown that the quantity ΦabcΦ
abc tends to infinity and,
moreover, has exponential growth. We show in the last section that in general R is
not bounded from below.
Corollary 3.4. The function Φ is uniformly convex in Riemannian metric, more
precisely
∇2Φ ≥ 5
6
.
In particular, the manifold (Rn, D2Φ) is geodesically convex.
Proof.
(∇2Φ)ij = Φij− 1
2
ΦijkΦ
k =
1
2
gij+Φij− 1
2
(
gij+ΦijkΦ
k
)
=
1
2
gij+
(
1− λ
2
)
Φij ≥ 5
6
Φij .
Thus in the manifold (Rn, D2Φ) we have a global convex function Φ satisfying
limx→∞Φ(x) = +∞. This is known to imply that the manifold is geodesically
convex, that any two points have at least one geodesic connecting them. 
We continue with the proof of Theorem 3.1 and the required lemmata. The
argument involves linear algebra computations that are based on the differentiations
described in the previous section. We fix a point x0 in R
n, and our goal is to prove
the formula for 2L(λ) from Theorem 3.1 at this point x0. The smooth function Φ is
strongly convex, as detD2Φ never vanishes. In particular, the differential of Φ can
vanish at most at one point. By continuity, in proving Theorem 3.1 we may assume
that ∇Φ(x0) 6= 0.
We proceed with algebraic computations at the point x0. Let (e, u) be an two
tangent vectors at the point x0, which constitute an orthonormal frame consisting
of eigenvectors of ∇2Φ. Let
Λ(e),Λ(u)
be the corresponding eigenvalues. In particular,
0 =
(∇2Φ)
eu
= Φeu − 1
2
ΦeunΦn.
Since Φeu = 0 and Φn 6= 0 then
Φeun = 0.
Remark 3.5. The tensor
Qabcd = ∇aΦbcd
is symmetric with respect to any permutation of coordinates.
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From (T2) we infer that the components of the tensor Q do satisfy the following
linear equations.
Qeeee +Qeeuu = −
(∇2Φ)
ee
= −Λ(e) (3.10)
Qeeeu +Qeuuu = −
(∇2Φ)
eu
= 0 (3.11)
Qeeuu +Quuuu = −
(∇2Φ)
uu
= −Λ(u) (3.12)
Lemma 3.6. At the point x0, we have
2L(λ) = 2λ+ 3λ2 + λ|∇Φ|2 + 16(Q2eeuu +Q2eeeu)+ 2Qeeuu(4 + |∇Φ|2)
Proof. By (2.2) and (T1), one gets
‖g‖2 = ∥∥λΦij − Φijn|∇Φ|∥∥2 = 2λ2 + 2λ|∇Φ|2 + g(n, n)|∇Φ|2, (3.13)
where ‖g‖2 is the square of the Hilbert-Schmidt norm of the tensor g. Then it follows
from (L2), (2.3) and (3.13).
L(Trg) = Tr(g) + 3λ2 + λ|∇Φ|2 + 1
2
g(n, n)|∇Φ|2 + 2∇pΦabc∇pΦabc.
Then the identities 2L(λ) = L(Trg − |∇Φ|2) (follows from (T3)) and (L1) imply
2L(λ) = −4 + 2λ+ 3λ2 + (λ− 2)|∇Φ|2 − 1
2
g(n, n)|∇Φ|2 + 2∇pΦabc∇pΦabc. (3.14)
Using (3.10)-(3.12) we rewrite ∇pΦabc∇pΦabc in terms of Q:
∇pΦabc∇pΦabc = Q2eeee + 4Q2eeeu + 6Q2eeuu + 4Q2euuu +Q2uuuu
= (Qeeuu + Λ(e))
2 + 8Q2eeeu + 6Q
2
eeuu + (Qeeuu + Λ(u))
2
= 8(Q2eeuu +Q
2
eeeu) + 2QeeuuTr(∇2Φ) + ‖∇2Φ‖2
= 8(Q2eeuu +Q
2
eeeu) +Qeeuu
(
4 + |∇Φ|2
)
+ 2 + |∇Φ|2 + 1
4
g(n, n)|∇Φ|2.
Substituting the above formula into (3.14) we get the result. 
Our next goal is to rewrite the result of Lemma 3.6 in terms of λ,∇λ. Note that
(∇2Φ)en|∇Φ| = (∇2Φ)eeΦe + (∇2Φ)euΦu = Λ(e)Φe.
Analogously
(∇2Φ)un|∇Φ| = Λ(u)Φu.
From (T4) we thus obtain the following Lemma.
Lemma 3.7. The components of the tensor Q satisfy the following equations:
QeeeeΦeee + 3QeeeuΦeeu + 3QeeuuΦeuu +QeuuuΦuuu = Λ(e)Φe + λe (3.15)
QeeeuΦeee + 3QeeuuΦeeu + 3QeuuuΦeuu +QuuuuΦuuu = Λ(u)Φu + λu. (3.16)
Let us consider equations (3.10)-(3.12) and (3.15)- (3.16) as a system of five linear
equations with five unknown variables which are the components of the symmetric
tensor Q. This is an important feature of dimension n = 2, in higher dimensions
the number of unknown variables in this approach seems to exceed the number of
linear equations. This system is solved in the next lemma. From (T1) we obtain
Φeee + Φeuu = −Φe, Φuuu + Φeeu = −Φu.
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Lemma 3.8. One has
Qeeuu =
AC +BD
C2 +D2
, Qeeeu =
AD −BC
C2 +D2
,
and hence
Q2eeuu +Q
2
eeeu =
A2 +B2
C2 +D2
,
where
A = −ΦeuuΛ(e) + λe,
B = −ΦueeΛ(u) + λu,
C = 3Φeuu − Φeee = 4Φeuu + Φe,
D = 3Φeeu − Φuuu = 4Φuee + Φu.
Proof. Substituting Qeeee = −Λ(e)−Qeeuu, Quuuu = −Λ(u)−Qeeuu, Qeuuu = −Qeeeu
into (3.15), (3.16) one gets two linear equations:
CQeeuu +DQeeeu = Λ(e)Φe + Λ(e)Φeee + λe = −ΦeuuΛ(e) + λe,
DQeeuu − CQeeeu = Λ(u)Φuuu + Λ(u)Φu + λu = −ΦueeΛ(u) + λu.
We rewrite these two real equation as a single complex-linear equation
(C − iD)(Qeeuu + iQeeeu) = A− iB.
Solving this equation one gets the desired result. 
c
Lemma 3.9. (1) For any orthonormal frame (e, u)
λ = 2(Φ2euu + Φ
2
eeu) + ΦeΦuue + ΦuΦeeu
(2) For the frame (e, u) of eigenvectors of ∇2Φ,
λ =
2Φeuu
Φe
(
Λ(e)− Λ(u)) = 2Φuee
Φu
(
Λ(u)− Λ(e))
(3) For the frame (e, u) of eigenvectors of ∇2Φ,
2
(
λeΦeuu − λuΦuee
)
(Λ(u)− Λ(e)) = −λ〈∇Φ,∇λ〉.
Proof. 1) Follows from the trace identity −Φe = ΦeabΦab = Φeee+Φeuu, the relations
g(e, e) = Φ2eee+2Φ
2
eeu+Φ
2
euu = (Φeuu+Φe)
2+2Φ2eeu+Φ
2
euu = 2(Φ
2
euu+Φ
2
eeu)+2ΦeΦeuu+Φ
2
e,
g(u, u) = 2(Φ2euu + Φ
2
eeu) + 2ΦuΦeeu + Φ
2
u,
and g(e, e) + g(u, u) = 2λ+ |∇Φ|2, according to (T3).
2) From the equation Φeun = 0 we infer 0 = ΦeΦeeu + ΦuΦeuu. Hence
Φeuu
Φe
= −Φuee
Φu
. (3.17)
We note that by (T1),
Λ(e) = (∇2Φ)ee = 1− 1
2
ΦeΦeee − 1
2
ΦuΦeeu = 1 +
Φ2e
2
+
1
2
(
ΦeΦeuu − ΦuΦeeu
)
.
Λ(u) = 1 +
Φ2u
2
− 1
2
(
ΦeΦeuu − ΦuΦeeu
)
.
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Hence
Λ(e)− Λ(u) = 1
2
(
Φ2e − Φ2u
)
+
(
ΦeΦeuu − ΦuΦeeu
)
. (3.18)
Applying relation Φeuu
Φe
= −Φuee
Φu
and formula (1) one gets
λ = 2(Φ2euu + Φ
2
eeu) + ΦeΦuue + ΦuΦeeu = 2(Φ
2
euu + Φ
2
eeu) +
Φeuu
Φe
(
Φ2e − Φ2u
)
=
2Φeuu
Φe
(Φ2e − Φ2u
2
+
Φe
Φeuu
(Φ2euu + Φ
2
eeu)
)
=
2Φeuu
Φe
(Φ2e − Φ2u
2
+ ΦeΦeuu +
Φe
Φeuu
Φ2eeu)
)
=
2Φeuu
Φe
(1
2
(
Φ2e − Φ2u
)
+
(
ΦeΦeuu − ΦuΦeeu
))
=
2Φeuu
Φe
(
Λ(e)− Λ(u)).
3) In view of (2), it suffices to prove that
2(λeΦeuu − λuΦuee)(Λ(u)− Λ(e)) = −2Φeuu
Φe
(
Λ(e)− Λ(u))(Φeλe + Φuλu).
This is equivalent to
λeΦeuu − λuΦuee = (λeΦe + λuΦu)Φeuu
Φe
which holds true in view of (3.17). 
The next lemma follows immediately from Lemma 3.8 and Lemma 3.9(1).
Lemma 3.10.
16(Q2eeuu +Q
2
eeeu) + 2Qeeuu(4 + |∇Φ|2) =
16(A2 +B2) + 2(4 + |∇Φ|2)(AC +BD)
C2 +D2
,
C2 +D2 = (4Φeuu + Φe)
2 + (4Φuee + Φu)
2 = 8λ+ |∇Φ|2.
Lemma 3.11. The following identity holds
16(A2 +B2) + 2(4 + |∇Φ|2)(AC +BD)
= λ
[
|∇Φ|2(λ− |∇Φ|2)− 6|∇Φ|2 − 8]+ 16|∇λ|2 + 2[4(1− λ) + |∇Φ|2]〈∇Φ,∇λ〉.
Proof. Using identities A = −Λ(e)Φeuu + λe, B = −Λ(u)Φeeu + λu one gets
A2 +B2 = Λ2(e)Φ2euu + Λ
2(u)Φ2eeu + |∇λ|2 − 2(λeΛ(e)Φeuu + λuΛ(u)Φeeu).
AC +BD = [−Λ(e)Φeuu + λe](4Φeuu + Φe) + [−Λ(u)Φeeu + λu](4Φeeu + Φu)
= −4Λ(e)Φ2euu − 4Λ(u)Φ2eeu − Λ(e)ΦeΦeuu − Λ(u)ΦuΦeeu
+ λe(4Φeuu + Φe) + λu(4Φeeu + Φu).
From the trace identity Φab(∇2Φ)ab = 2 + |∇Φ|
2
2
we infer
4 + |∇Φ|2 = 2(Λ(e) + Λ(u)).
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Thus,
16(A2 +B2) + 2(4 + |∇Φ|2)(AC +BD)
= 16(Λ2(e)Φ2euu + Λ
2(u)Φ2eeu) + 16|∇λ|2 − 32(λeΛ(e)Φeuu + λuΛ(u)Φeeu).
−4(Λ(e) + Λ(u))(4Λ(e)Φ2euu + 4Λ(u)Φ2eeu + Λ(e)ΦeΦeuu + Λ(u)ΦuΦeeu)
+4(Λ(e) + Λ(u))
(
λe(4Φeuu + Φe) + λu(4Φeeu + Φu)
)
= −8Λ(e)Λ(u)(λ− ΦeΦeuu − ΦuΦeeu)− 4(Λ(e) + Λ(u))(Λ(e)ΦeΦeuu + Λ(u)ΦuΦeeu)
+16|∇λ|2 + 2(4 + |∇Φ|2)〈∇Φ,∇λ〉+ 16λeΦeuu(Λ(u)− Λ(e)) + 16λuΦuee(Λ(e)− Λ(u))
= −8λ det∇2Φ+ 4(Λ(e)Λ(u)(ΦeΦeuu + ΦuΦuee)− Λ2(e)ΦeΦeuu − Λ2(u)ΦuΦeeu)
+16|∇λ|2 + 2(4 + |∇Φ|2)〈∇Φ,∇λ〉+ 16(λeΦeuu − λuΦuee)(Λ(u)− Λ(e))
= −8λ
(
1 + |∇Φ|
2
2
+ |∇Φ|
2
8
(|∇Φ|2 − g(n, n)))+ 4(Λ(u)− Λ(e))(Λ(e)ΦeΦeuu − Λ(u)ΦuΦeeu)
+16|∇λ|2 + 2(4 + |∇Φ|2)〈∇Φ,∇λ〉+ 16(λeΦeuu − λuΦuee)(Λ(u)− Λ(e)).
Next we note that by (3.18),
(Λ(e)ΦeΦeuu − Λ(u)ΦuΦeeu) = Λ(e)ΦeΦeuu + Λ(u)Φ
2
u
Φe
Φeuu
= Φeuu
Φe
(
Λ(e)Φ2e + Λ(u)Φ
2
u
)
= Φeuu
Φe
∇2Φ(∇Φ,∇Φ).
Consequently,
(Λ(u)− Λ(e))(Λ(e)ΦeΦeuu − Λ(u)ΦuΦeeu) = (Λ(u)− Λ(e))Φeuu
Φe
∇2Φ(∇Φ,∇Φ)
and using Lemma 3.9(2) we get
(Λ(u)− Λ(e))(Λ(e)ΦeΦeuu − Λ(u)ΦuΦeeu) = −λ
2
∇2Φ(∇Φ,∇Φ).
Finally, recall that by Lemma 3.9(3)
16
(
λeΦeuu − λuΦuee
)
(Λ(u)− Λ(e)) = −8λ〈∇Φ,∇λ〉.
Hence
16(A2 +B2) + 2(4 + |∇Φ|2)(AC +BD)
= −8λ
[
1 + |∇Φ|
2
2
+ |∇Φ|
2
8
(|∇Φ|2 − g(n, n))+ 1
4
|∇Φ|2(∇2Φ(n, n))
]
+16|∇λ|2 + 2[4(1− λ) + |∇Φ|2]〈∇Φ,∇λ〉.
Finally, as ∇2Φ(n, n) = 1− |∇Φ| · Φnnn/2,
1 + |∇Φ|
2
2
+ |∇Φ|
2
8
(|∇Φ|2 − g(n, n))+ 1
4
|∇Φ|2(∇2Φ(n, n))
= 1 + 3|∇Φ|
2
4
+ |∇Φ|
2
8
(|∇Φ|2 − g(n, n)− Φnnn|∇Φ|) = 1 + 3|∇Φ|24 + |∇Φ|28 (|∇Φ|2 − λ).
Substituting this identity one gets the claim. 
Proof of Theorem 3.1. By Lemma 3.6 and Lemma 3.10,
2L(λ) = 2λ+ 3λ2 + λ|∇Φ|2 + 16(A
2 +B2) + 2(4 + |∇Φ|2)(AC +BD)
8λ+ |∇Φ|2
We now plug in the formula from Lemma 3.11, and apply direct computations to
complete the proof of the theorem. 
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4. Examples
It follows from (L2) above that L(|∇Φ|2) > 0 and in particular, |∇Φ|2 cannot be
a constant function. From Theorem 3.1 we thus conclude that there are only two
cases of the constant corvature in the two-dimensional case: λ = 0 (cube) and λ = 1
3
(simplex). In this section we consider both examples. In addition, we consider the
ball and demonstrate that the Ricci tensor can be unbounded from below.
4.1. Cube. In the case of the cube
K = [−1, 1]n
the solution
Φ(x) =
n∑
i=1
ϕ(xi)
is a sum of one-dimensional independent potentials solving the following:
ϕ′′ = e−ϕ,
ϕ′(R) = (−1, 1).
So ϕ(t) = log[2 cosh2(t/2)]. Since the Riemannian manifold (Rn, D2Φ) is Euclidean
(it is in fact isometric to a cube of sidelength
√
2 · pi), one has
Ric = 0.
In particular, the following holds:
ΦabcΦ
abc =
n∑
i=1
(ϕ
′′′
)2
(ϕ′′)3
(xi) =
n∑
i=1
(ϕ′)2
ϕ′′
(xi) = |∇Φ|2 =
n∑
i=1
eϕ(xi)(ϕ′)2(xi).
The latter expression has exponential growth. This means, in particular, that the
natural Riemannian norms of the first and third derivatives of the potential Φ are
in general unbounded.
4.2. Ball. Here K = Bn and n ≥ 2. By uniqueness, the solution Φ of (1.1) with
∇Φ(Rn) = Bn is (up to translation) of the form
Φ(x) = ϕ(|x|)
where the smooth function ϕ on the half-line is increasing and it satisfies ϕ′(0) = 0
and ϕ′(+∞) = 1. The equation (1.1) takes the form
det
[
ϕ′(|x|) Id|x| + (ϕ
′′(|x|)− ϕ′(|x|)/|x|) x⊗ x|x|2
]
= exp(−ϕ(|x|))
or equivalently, (
ϕ′(r)
r
)n−1
· ϕ′′(r) = e−ϕ(r).
In the Riemannian manifold (Rn, D2Φ), rays emanating from the origins are geodesics.
Denote
Dn :=
∫ ∞
0
√
ϕ′′(r)dr =
∫ ∞
0
e−ϕ(r)/2
(
r
ϕ′(r)
)n−1
2
dr <∞
since the integral clearly converges at 0 (as ϕ′(0) = 0 and ϕ is smooth) and at infinity
(as the integrand decays exponentially). Then the Riemannian manifold (Rn, D2Φ)
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is in fact an open Riemannian ball of a finite radius Dn around 0, denoted by
B(0, Dn). For 0 < R < Dn let t = t(R) > 0 be such that
t =
∫ R
0
√
ϕ′′(r)dr.
Then limR→Dn t(R) = +∞. Recall that the volume of the Euclidean unit sphere
Sn−1 is κn = npi
n/2/Γ(1 + n/2). Then the Riemannian volume of the Riemannian
sphere ∂B(0, R) equals
κnt
n−1e−ϕ(t)/2 · 1√
ϕ′′(t)
= κn(tϕ
′(t))
n−1
2 −→ +∞
as t→∞ or as R→ Dn. Thus in this Riemannian manifold, a sequence of spheres
of bounded radius have volumes tending to infinity. This means that the Ricci
curvature is not bounded from below.
Remark 4.1. What are the sharp estimates from below for the sectional curvature?
One bound is given in Remark 2.4. One might expect the two dimensional ball to
be a natural example to prove sharpness of this estimate. However, this is not the
case.
Indeed in polar coordinates, the metric is separated nicely as
h = ϕ′′(r)(dr)2 + (rϕ′(r))(dθ)2.
In the two-dimensional case, the sectional curvature is given by the usual formula
H = − 1
2
√
rϕ′(r)ϕ′′(r)
d
dr
[
ϕ′(r) + rϕ′′(r)√
rϕ′(r)ϕ′′(r)
]
.
Since ϕ′(r)ϕ′′(r) = re−ϕ(r), we have
H = −e
ϕ/2
2r
· d
dr
[
eϕ/2
ϕ′
r
+
r
ϕ′
e−ϕ/2
]
= −(ϕ
′)2
4r2
eϕ +
1
4
+
ϕ′
2r3
− 1
rϕ′
+
r
2(ϕ′)3
e−ϕ.
Recall that as r →∞, the ratio ϕ′(r)/r tends to one. Therefore, for large r,
H = −(ϕ
′)2
4r2
eϕ +
1
4
+O
(
1
r2
)
.
On the other hand |∇Φ|2 = (ϕ′)2/ϕ′′ = eϕ · (ϕ′)3/r. We thus see that the estimate
from Remark 2.4 is off by a factor of roughly r2/2.
4.3. Simplex. This is the most important example for us, because this is the ex-
tremal situation, where the maximal value of the Ricci tensor is attained (at least
in dimension 2).
It can be easily checked (see explanations in [8]) that in case of the simplex
K =
{ n∑
i=1
xi ≤ 1, xi ≥ −1
}
the explicit solution is given by the formula
Φ = (n+ 1) log
(
1 +
n∑
i=1
exi
)− n∑
i=1
xi + c(n)
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Differentiating twice one gets
Φi = (n+ 1)
exi
1 +
∑n
i=1 e
xi
− 1
Φij = (Φi + 1)δij − (1 + Φi)(1 + Φj)
n+ 1
The note that D2Φ is nothing else but the Fubini-Study metric (after appropriate
complexification) in the complex projective space (see explanations in [8]).
Φij =
1
Φi + 1
δij − 1
(
∑n
i=1Φi)− 1
.
Next we proceed with the third derivatives
Φijk = Φikδij − Φik(Φj + 1)
n+ 1
− Φjk(Φi + 1)
n+ 1
.
Φkij = δ
k
ij −
δki (Φj + 1)
n+ 1
− δ
k
j (Φi + 1)
n+ 1
.
ΦijkΦ
k = Φiδij − Φi(Φj + 1) + Φj(Φi + 1)
n+ 1
.
Here δkij = 1 if i = j = k and δ
k
ij = 0 in any other case. Let us compute tensor the
gij
gij = Φ
l
ikΦ
k
jl =
(
δlik −
δli(Φk + 1)
n + 1
− δ
l
k(Φi + 1)
n+ 1
)(
δkjl −
δkj (Φl + 1)
n + 1
− δ
k
l (Φj + 1)
n+ 1
)
= δij
(
1− 2(Φi + 1)
n + 1
)
+
n + 3
(n+ 1)2
(Φi + 1)(Φj + 1)− (Φi + 1) + (Φj + 1)
n+ 1
.
Finally, taking the sum of two tensors one can easily get
Ricij =
1
4
(
gij + ΦijkΦ
k
)
=
n− 1
4(n+ 1)
Φij .
5. Appendix
In the Appendix we establish estimates on the growth of the first and third deriva-
tives. Unlike the previous sections, we don’t assume that n = 2.
5.1. First-order estimates. In this section we prove a priori estimates for the
squared gradient norm
ΦiΦ
i = |∇Φ|2.
Lemma 5.1. Assume that K ⊂ BR(0). Then
|∇Φ|2 ≤ 2n−1R2neΦ.
Proof.
|∇Φ|2 = ΦijΦiΦj ≤ R
2
λmin
,
where λmin is the minimal Euclidean eigenvalue of D
2Φ. By the result from [9] the
maximal eigenvalue λmax is estimated by 2R
2. Hence
e−Φ = detD2Φ ≤ λminλn−1max ≤ λmin(2R2)n−1
and we get the claim. 
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Now we prove yet another estimate which does not depend on the shape of K.
The proof is based on an application of the maximum principle to the function
logF − αΦ,
where F = ΦiΦ
i = |∇Φ|2 and α > 1.
Proposition 5.2. For every α > 1
|∇Φ|2 = ΦiΦi ≤ α(n+ 4)n
(1− α)2 e
α(Φ(x)−m),
where m = minx∈Rn Φ(x).
Proof. Since limx→∞Φ(x) = +∞, it follows from lemma 5.1 that the function logF−
αΦ attains its maxumum at some point x0. The following relations hold at this point:
Fi
F
= αΦi, (5.1)
LF
F
− |∇F |
2
F 2
≤ αn. (5.2)
Taking into account the first equation we get |∇F |
2
F 2
= α2|∇Φ|2 = α2F . Applying the
formula LF = 2n+ 3F + gijΦ
iΦj , proven as in (L1) above, we get
2n+ 3F + gijΦ
iΦj
F
≤ α2F + αn. (5.3)
Let us estimate gijΦ
iΦj . For every number λ one has the following identity:
gijΦ
iΦj = ΦiabΦ
ab
j Φ
iΦj =
(
Φiab − λΦiaΦb + ΦibΦa
2
)(
Φabj − λ
ΦajΦ
b + ΦbjΦ
a
2
)
ΦiΦj
+ λ(ΦiaΦb + ΦibΦa)Φ
ab
j Φ
iΦj − λ2
(ΦiaΦb + ΦibΦa
2
)(ΦajΦb + ΦbjΦa
2
)
ΦiΦj
Note that the last term in the right hand side equals −λ2F 2. To estimate the first
term we use the inequality TrA2 ≥ 1
n
(TrA)2 in the form T biaT
a
jb ≥ T aiaT njb/n in the
sense of symmetric 2-tensors, as well as the relation
Φab
(
Φiab − λΦiaΦb + ΦibΦa
2
)
= −(1 + λ)Φi.
To estimate the second term let us use (5.1): αFΦi = 2(Φi− 12ΦiabΦaΦb) and hence
ΦiabΦ
aΦb = (2− αF )Φi. Thus
λ(ΦiaΦb + ΦibΦa)Φ
ab
j Φ
iΦj = 2λ(2− αF )F.
Finally, one gets
gijΦ
iΦj ≥ 2λ(2− αF )F − λ2F 2 + 1
n
(1 + λ)2F 2
Together with (5.3) this implies
αn ≥ 2n
F
+ 3 + 4λ+ F
(1
n
(1 + λ)2 − (λ+ α)2
)
.
Set λ = −α. We get
F ≤ α(n+ 4)n
(1− α)2 .
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This implies
logF − αΦ ≤ log
[α(n+ 4)n
(1− α)2
]
− αmin
x
Φ(x)
and the result follows by the maximum principle. 
Since
ΦiΦ
i = sup
∈Rn:|v|=1
Φ2v = sup
e∈Rn
Φ2e
Φee
,
where |v| stand for the Riemannian length of the tangent vector v, we get immedi-
ately the following corollary.
Corollary 5.3. For every e ∈ Rn and α > 1 one has
Φ2e ≤ Φee
α(n+ 4)n
(1− α)2 e
α(Φ(x)−m).
5.2. Third-order estimates.
Lemma 5.4. Asume that f is a non-negative smooth function on Rn satisfying the
inequality
Lf ≥ Af +Bf 2
for some A,B > 0. Then for every α > 1 the following inequality holds:
f ≤ 1
B
[
(αn− A)+ + α
3(n+ 4)n
(1− α)2 )
]
eα(Φ(x)−m).
Proof. Let us show first that there exists a number c > 0 such that
f ≤ ceαΦ. (5.4)
Fix a point x0 where Φ(x0) > 1 and set R = (1 + ε)Φ(x0). We are looking for a
maximum of the function
f(R− Φ)2
on the set {Φ ≤ R}. Applying the standard maximum principle, we get
∇f
f
− 2 ∇Φ
R− Φ = 0,
Lf
f
−
∣∣∣∇f
f
∣∣∣2 − 2 |∇Φ|2
(R− Φ)2 ≤ 2
LΦ
R− Φ .
Applying the relation LΦ = n, we get
A+Bf ≤ 6 |∇Φ|
2
(R− Φ)2 +
2n
R− Φ . (5.5)
Hence by Lemma 5.1
Bf(R− Φ)2 ≤ c(n,K)eR + 2n(R − Φ) ≤ C˜(n,K)eR
Using that R = (1 + ε)Φ(x0) we obtain (5.4).
To get the claim let us apply the maximum principle to the function
log f − αΦ.
Indeed, one has at the maximum point
fi
f
= αΦi
18 BO’AZ KLARTAG AND ALEXANDER V. KOLESNIKOV
Lf
f
− |∇f |
2
f 2
≤ αn.
Then it follows from the assumption of the lemma and Proposition 5.2 that
A+Bf ≤ αn+ α2|∇Φ|2 ≤ αn+ α
3(n+ 4)n
(1− α)2 e
α(Φ(x)−m).
and one easily gets the desired inequality. 
Lemma 5.5. Let T : (Rn)3 → R be a trilinear form which is symmetric with repect
to any permutation of the arguments. There exists a unit vector v such that
T (v, v, v) = sup
e1,e2,e3
T (e1, e2, e3) ≥ 0,
where the supremum is taken over all unit vectors e1, e2, e3.
In addition, for every unit vector a⊥v
T (a, v, v) = 0,
T (v, v, v) ≥ 2T (v, a, a).
Proof. Let e01, e
0
2, e
0
3 ∈ Sn−1 be such that
sup
e1,e2,e3
T (e1, e2, e3) = T (e
0
1, e
0
2, e
0
3).
We claim that e02 = ±e30. Indeed, by linear algebra, the supremum of the symmetric
quadratic form
(v, w)→ T (e01, v, w)
over unit vectors v, w is the largest modulus of an eigenvalue and necessarily v = ±w
are corresponding eigenvectors. Hence e20 = ±e30. By the same argument e01 = ±e02 =
±e03. It is clear that replacing some of e01, e02, e03 by −e01,−e02,−e03 if necessary, we
may chose v satifying T (e01, e
0
2, e
0
3) = T (v, v, v).
Next we note that for every ε ∈ R and a⊥v,
T (v, v, v) ≥T (cos ε v + sin ε a, cos ε v + sin ε a, cos ε v + sin ε a)
= T (v, v, v) + 3εT (a, v, v) + 3ε2
(
T (v, a, a)− 1
2
T (v, v, v)
)
+ o(ε2).
The claim follows by the maximality property of the unit vector v. 
In what follows we apply the following formula for the Laplacian of the 3-linear
form Φiab (see Lemma 2.2):
LΦiab =
1
2
Φiab − 1
2
ΦlikΦ
m
alΦ
k
bm +
1
4
(
gki Φkab + g
k
aΦkib + g
k
bΦkia
)
.
Proposition 5.6. The function
f(x) = max
e:|e|=1
Φeee(x) (5.6)
satisfies the following inequality
Lf ≥ 1
2
f +
1
4
f 3.
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Proof. Fix a point x0. According to the previous Lemma
f(x0) = max
e:|e|=1
Φeee(x0) = Φvvv(x0)
for some unit vector v ∈ TM(x0). Extend v locally to a unit vector field v(x) with
the properties
∇v = 0, ∆v = 0 (5.7)
at x0 (see, for instance, Theorem 4.6 of [6]). Clearly, f(x) ≥ Φvvv(x) and f(x0) =
Φvvv(x0). By the maximum principle
Lf(x0) ≥ LΦvvv(x)|x=x0.
Applying (2.2) and (5.7) one gets at x0 (thus in any other point)
Lf ≥
[1
2
Φiab − 1
2
ΦlikΦ
m
alΦ
k
bm +
1
4
(
gki Φkab + g
k
aΦkib + g
k
bΦkia
)]
vivavb.
By the previous Lemma Φavv = 0 for every unit a⊥v. Hence
Lf ≥ 1
2
f +
3
4
gvvf − 1
2
n∑
i=1
Φ3vvivi ,
where vi, 1 ≤ i ≤ n is an orthogomal frame chosen in such a way that the quadratic
form (u, w)→ Φvuw is diagonal in this frame and v1 = v. Note that
gvv =
n∑
i=1
Φ2vvivi = f
2 +
n∑
i>1
Φ2vvivi .
By the previous Lemma f = Φvvv ≥ 2Φvvivi for any i > 1, hence,
fgvv ≥ f 3 + 2
n∑
i>1
Φ3vvivi .
Substituting this into the inequality for Lf
Lf ≥ 1
2
f +
1
2
gvvf +
1
4
(f 3 + 2
n∑
i>1
Φ3vvivi)−
1
2
n∑
i=1
Φ3vvivi ≥
1
2
f +
1
2
gvvf − 1
4
f 3.
Since fgvv/2 ≥ f 3/2 we obtain the claim. 
In particular, it follows from this proposition that f from (5.6) satisfies L(f 2) ≥
1
2
f 4. We immediately get from Lemma 5.4
Corollary 5.7. For every α > 1,
max
e:|e|=1
Φ2eee ≤ c
α3n2
(1− α)2 e
α(Φ(x)−m).
where c > 0 is a universal constant. Equivalently, for any triplet of vectors u, v, w
(not necessary unit ones)
Φ2uvw ≤ cΦuuΦvvΦww
α3n2
(1− α)2 e
α(Φ(x)−m).
Similarly, Lemma 2.3 implies the estimate L‖g‖ ≥ ‖g‖ + 1
2
‖g‖2, where ‖g‖ =
supe:|e|=1 gee is the operator norm of g in the metric h. From this we get
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Corollary 5.8. For every α > 1,
max
e:|e|=1
g2ee ≤ c
α3n2
(1− α)2 e
α(Φ(x)−m),
where c > 0 is a universal constant.
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