In order to address the problem of energy and time-efficient execution of spatial queries in multi-sink wireless sensor networks, an efficient hybrid spatial query processing algorithm (EHSQP) is proposed in this paper. In EHSQP, sink nodes perform the sector selection for the query region and seek the query route to a query region using the known infrastructure information. Sensor nodes can adjust the query dissemination and reversing route for query results based on the available local information. To minimise the energy consumption and the response time, the proposed EHSQP algorithm ensures that only the relevant nodes are involved in the query execution. Experimental results show that the proposed algorithm reduces communication cost significantly, and saves energy and time very effectively for the connected sensors in the given region. The proposed technique has an advantage over other techniques in terms of energy and time-efficient query cover with lower communication cost.
Introduction
A wireless sensor network (WSN) is a collection of such sensor nodes spatially deployed in an ad hoc fashion that performs distributed sensing tasks in a collaborative manner. Recent advances in wireless and embedded technologies have increased the development of small and inexpensive sensor nodes in a wide range of military and civil applications, such as environmental monitoring, disaster management system, target tracking, battle field monitoring, emergency navigation, traffic management and so on. In WSNs, senor nodes are deployed in a monitored region, which are capable of sensing, processing and storing environment information. Sink as a network interface receives the user queries, and issues queries and processes the results from the sensor nodes.
Due to the importance of geographical features in WSN applications, spatial queries that aim at extracting sensed data from sensor nodes located in certain proximity of interested areas become an essential function in WSNs. Upon receiving these queries, the sink injects them into the WSN according to some query processing schemes. Querying trees are the most common methods of propagating queries and collecting query results from sensor networks, which rely on the infrastructure of a network. Yet another kind of query processing schemes does not depend on the infrastructure of network, but depends just on the local information of query region.
In WSNs, the transmission of data consumes the most energy (Pottie and Kaiser, 2000) . Thus, minimising the number of transmitted messages can increase sensor lifetime.
However, in some real-time applications, the query response time is very critical. For example, considering a sensor network used to detect the forest fires. Such a query has a stringent requirement on the query response time, because time is very crucial for fire fighters to distinguish the fires. The faster the system responds to the query, the sooner the fire fighters are able to figure out the place accurately and timely. Under this circumstance, the foremost goal when optimising query processing is not only to save energy but also to minimise the time cost.
In this paper, we propose an efficient hybrid spatial query processing (EHSQP) algorithm for multi-sink sensor networks, which aims to balance the delay and reduce the energy cost. Our algorithm uses the computing ability and global information of sink nodes to find the approximate optimal query scheme, and uses the local information of sensor nodes to adjust the query scheme to avoid query failure because of nodes failure.
The remainder of the paper is organised as follows: Section 2 describes related works. In Section 3, the sensor network model and the problem definition are introduced. In Section 4, we propose EHSQP, and describe our processing method. In Section 5, extensive experiments are conducted to evaluate the performance of the proposed algorithms, and we conclude our work in Section 6.
Related work
In WSNs, different applications show different sensitivities to various characteristics of the networks. According to the sensitivity, routing protocols can be divided into four types (Sun et al., 2005) : energy-aware routing protocol, querybased routing protocol, geographic routing protocol (Wang et al., 2009 ) and reliable routing protocols. The study of this paper is related to query-based routing protocol, so, next, we will introduce several routing protocols relevant to this paper. The tree-based approaches rely on network infrastructure (e.g., based on a spanning tree) for query propagation and processing. Tiny aggregation (TAG) (Madden et al., 2002) consists of two phases: a distribution phase, in which queries are pushed down into the network, and a collection phase, where the aggregate values are continually routed up from children nodes to parent nodes. The dynamic query-tree energy balancing (DQEB) (Yang et al., 2004) protocol is an energy-balanced protocol by dynamically modifying the tree structure based on residual energy of nodes. Since the nodes with less energy have become the leaf nodes, they will live a little longer as now they only have to send their data. But the infrastructure changes frequently, which leads to waste of energy and time. The main purpose of gathering-load-balanced tree protocol (LBTP) (Chen et al., 2006) is to gather periodical data from all sensors to a sink. In LBTP, the non-leaf nodes have similar amount of children and the tree structure changes when the energy of the non-leaf node is lower than the predefined threshold. The data aggregation tree discussed above is not exploiting the correlation between the sensor nodes. Semantic/spatial correlation-aware tree (SCT) that exploits the correlation strategies was proposed by Zhu et al. (2008) . In SCT, the network is divided into concentric rings, which are further divided into sectors. A node from each sector can have an aggregator depending on the residual energy and its location. The nodes in a sector are closely packed and will report the highly correlated data. Hence this structure exploits the spatial correlation. Some work (Tang and Xu, 2006; Gnawali et al., 2009) aims to improve the query precision, besides extending the network lifetime. The workload-aware routing tree (WART) algorithm is established on profiling recent data acquisition activity and on identifying the bottlenecks using an innetwork execution of the critical path method (Andreou et al., 2010) . The energy-driven tree construction algorithm balances the workload among nodes and minimises data collisions (Andreou et al., 2010) . In this method, as climbing up the global routing tree from the leaf nodes to the base station, partial aggregated values for each group are computed and forwarded, respectively, at each node. These work dealt with the trade-off between data quality and energy consumption for long-running query processing. They focus on modifying the routing protocol, in order to reduce the size of messages. These techniques rely on a network infrastructure for query propagation and processing. This centralised approach did not generate an efficient query plan and resulted in high overhead as it requires that each node reports its metadata to the sink. Moreover, the maintenance of such a network infrastructure (Chakraborty et al., 2011 ) is a major issue, especially when the sensor nodes failed.
The decentralised versions of spatial query execution programs are needed for sensor networks: by using a decentralised program instead of a centralised approach, it would be possible to contact only the relevant nodes for the execution of a spatial query, and hence the decentralised algorithms will incur less energy consumption (Demirbas and Ferhatosmanoglu, 2003) . It has been shown that, by avoiding the significant overhead of maintaining a network infrastructure, the decentralised spatial query processing techniques (Wu et al., 2007 (Wu et al., , 2008 Fu et al., 2007 Fu et al., , 2010 outperform the infrastructure-based techniques. An infrastructure-free query processing algorithm typically consists of three phases:
• routing phase
• boundary estimation phase
• query dissemination and data collection phase.
These techniques depend on local information for query region, the boundary estimation is computed by sensor nodes, which consumes more energy of sensor nodes and has a low accuracy. The performance (such as the query latency and the energy consumption) of itinerary-based spatial query processing techniques is dependent on the design of itineraries, such as itinerary-based KNN (IKNN), density-aware itinerary KNN query processing (DIKNN) and parallel concentric-circle itinerary-based KNN (PCIKNN). With a long itinerary, long query latency and high energy consumption may be incurred due to a long itinerary traversal. On the other hand, allowing a query to run on an arbitrary number of short itineraries in parallel may result in significant collisions in the query dissemination phase.
In this paper we propose an EHSQP scheme by combining the strengths of both the infrastructure-based and the infrastructure-free query processing techniques to reduce communication collisions and alleviate the influence of nodes failure. Thus, our scheme can achieve energy efficiency and time efficiency.
Network model and problem definition
We consider a WSN, where sensor nodes are deployed in a two-dimensional space. Figure 1 is the example for architecture of WSN. In our assumptions, there are some pre-deployed sink nodes, which are powerful and locationaware. The sink nodes are not power constrained and stay on for the lifetime of the network. Thus, they do not have any effect on the power consumption characteristics of the network. Every sensor node can compute its sector ID according to its own location and the location of every sink node via GPS or other localisation techniques (Ma et al., 2011) . By periodically exchanging beacon information with sensor nodes nearby, a sensor node maintains a list of neighbour nodes. Moreover, the sensed data are stored locally in sensor nodes.
We model the sector-based sensor network as a graph G = (C, S, E), where C is the set of sectors, S is the set of sinks and E represents the implicit network edges of the sectors in C.
In E 1 , if sector i can directly communicate with sector j, e ij = 1, otherwise, e ij = 0. And, we assume that if e ij = 1, then e ji = 1. In E 2 , if sector i can directly communicate with sink j, then e ij = 1, otherwise, e ij = 0. And every sink can directly communicate with every sector. There are k sink nodes, n sensor nodes and m sectors in a network. D(i) is the number of neighbour sectors of sector i. N(i) is the number of nodes in sector i. τ is the time for sensor node message transmission. σ is the time for sensor node processing. In the real world, τ is much larger than σ, and σ can be ignored. The spatial query SQL-based query language, which consists of a SELECT-FROM-WHERE clause, is commonly accepted and widely used in specifying queries for a sensor network. However, a sensor network has its own characteristics, and therefore extensions must be made to the basic SQL query. The former query requests all temperature from all sensors inside the interest region, which is the row-data query. The latter one requests the average temperature from all sensors inside the interest region, which is the aggregated-data query. In this paper, we consider the latter kind. Users of the system query the base station for data objects. For simplicity, we assume that each query asks for one data object acquired at a specific location area. We use query region to refer to the location specified in a query. A data object can be used to answer a query if the data object's spatial region covers the query region. The duration between the time the base station sending a query and the time the base station receiving the query answer is the query's response time.
Given a query Q over a sensor network, select an optimal set of sensors that satisfy the conditions of coverage as well as connectivity. The set of sensors is sufficient to answer the query such that (1) the sensing region of the selected set of sectors covers the entire geographical region of the query and (2) the selected set of sensors should form a logical routing topology for data gathering and transmission to the query source. In addition, (3) query processing except for time-constrained must incorporate energy awareness into the system to extend the lifetime of the sensor nodes and network by reducing the total energy consumption.
The EHSQP algorithm
In this section, we propose EHSQP, a spatial query processing in sensor networks. The goal of EHSQP is to gather regional aggregated values energy and time efficiently so that we can find some interest regions satisfying several conditions. EHSQP has two processing phases: the centralised initialisation phase, the query dissemination and data collection phase, as in the prior work. In addition, EHSQP employs several innovative ideas to improve the efficiency of spatial query result. Explicitly, the initial route, sector selection estimation and the query dissemination are computed by the sink using its powerful capability and global knowledge. The route, the query dissemination and the data collection scheme are dynamically refined, while the query is propagated using the local information. Moreover, to reduce redundant data transmission and improve the query accuracy; partial query results are collected at some nodes and then are send back to the source node. To the best of our knowledge, this is the first initiative to merge the benefits of an infrastructure-based and the infrastructure-free query processing techniques into a hybrid in-network query processing framework in multi-sink sensor network. The objective is to balance the energy consumption and time latency with the accuracy of query results constraint (Bai et al., 2012) .
Next, we will elaborate the framework of EHSQP. The framework of EHSQP consists of two phases: the centralised initialisation phase, and the query dissemination and result back phase. In the former phase, the computation is done by sink nodes, and in the latter phase, the sensor nodes can obey the rule of the query processing and adjust according to the local information adaptively.
Centralised initialisation
The sink node acts as an initiator of the spatial query processing. The users register the spatial queries in one sink node. The sink node that received the query computes the cover sectors estimation, initial route, and the query dissemination and the data collection using the global information, which is based on the sector forest. The pseudo-code of sector forest construction is shown in Figure 2 .
Algorithm 1 presents the main step of this procedure from the sink nodes to the leaf sectors. The first step calculates the sector sets which cover the query region based on the global information of sector graph, and initialises the sector forest. The second step is loop step aiming that all the object sectors are added to the forest, if the graph G is a fully connected graph. The last step estimated the time cost for the query. If the time cost is less than the epoch, then the query task will be parallelised to related sink nodes. Otherwise, it returns to the user that the epoch is not enough and gives the user the reasonable epoch.
After the sector forest is constructed, every related sink node will receive the query and related tree. It finds the shortest route to the query region and computes its object sectors collection path, then distributes it to the child sector based on the input. Also, the sink then schedules the last end time slots to result back for every sub tree to ensure accomplishing task in epoch duration. If the value of child's flag is 1, it shows the branch has the data query sector. The pseudo-code of the algorithm is shown in Figure 3 .
During the initial phase, the sink is in charge of the computation using the known global information. It only consumes the sink node's energy. The time complexity of Algorithm 2 is O(log m), where m is the number of sectors. And, the query task can be parallelised into some sub query tasks according to the query requirements, aim to reduce the query processing time and balance the energy cost in networks. 
Query dissemination and result back
In this section, we describe the process of how to send the query and collect the data in a network. When a node in a sector receives the query from the upper level sector, it schedules the last end time slots to result back for every child sector whose flag is 1, to ensure accomplishing the task in the epoch duration, and diffuses the query to the down sectors, then waits. And if it covers part of a query region, it will collect the data in its sector, then waits to fuse the part query results from the down sectors. The proposed algorithms are as shown in Figures 4 and 5 . The back path and collect sector set will be merged in the result back message. The dynamical information will be brought to the sink nodes at last, which is benefit for whole sector structure maintenance. But in this paper, this part of work will not be described.
In the query dissemination phase, only the query information and query route are sent to the down sector. Now we consider the computation complexity in the query dissemination phase. There are m sectors in the query tree at most, and in each sector only one node transmits once. Therefore, it requires m transmission for query dissemination. The depth of the query tree is log(m), and the scheduling time for one level of the tree is max (D(i) 
), so the time of the query dissemination is O((log m)*max(D(i))).
In the query result back phase, only the query result and the back route are sent to the upper sector. The time of the result back is O((log m)*max(D(i))), and it requires m result transmission too.
During the query dissemination phase and query result back phase, the data collection in a sector can occur simultaneously. In sector i, a node h, which receiving the query, broadcasts the data collection message to the neighbour nodes in the same sector. In each sector, every node knows its neighbour nodes information and can construct the local optimal data collection scheme using just the local information. For each time slot, the nodes whose location is in the query region of the sector i take turns to transmit their data to the node h. Note that there are N(i) nodes in each sector, thus in a sector collection, there are N(i) transmission and it requires N(i) time slots at most.
So for a query, the cost of transmission is the O(m + n), and the time cost is O((log m)*max(D(i)) + max(N(i))).
EHSQP is an energy-balanced and delay-tolerated algorithm. During the initialisation phase, the query has been partitioned so that multiple sinks can process it in parallel. There is no fixed head node for a sector, and every node is selected taking joint responsibility for query dissemination, data collection and query back (Wang et al., 2014) . It can avoid that some nodes are dying fast in the hot space. Figure 4 The query dissemination phase EHSQP is fault tolerant due to several aspects. First, the sector structure in WSNs will not be changed for a long time, so the sector query forest is stable. Second, node failure is masked without causing any update operation and structure change. For a dense sensor network, each sector contains several nodes and all nodes in the same sector share a common Sector ID. They can act on behalf of other nodes in the same sector. Third, EHSQP can handle coverage holes nicely. Only if all the nodes inside a sector fail, a hole may be formed in EHSQP. Even if the hole is formed, the node can re-route to the next sector to avoid the hole through local computation (Ma et al., 2011) . Then it follows the query dissemination algorithm or data collection algorithm. 
Performance evaluation
The effects of node density and the size of the sensor network field (scalability) on query performance are investigated by changing the number of nodes and/or the field size. And the proposed algorithm is evaluated by computer-based simulations compared with the WART, and PCIKNN based on the different density and different node failure rate. We compare these three algorithms in terms of lifetime, the average time cost and accuracy rate.
The performance is evaluated based on NS2. The lifetime of network is the duration from the network initialisation to the time 1/10 nodes are exhausted. The average time cost is the average time between the time a query is issued and the time the query result is returned to the sink node. The time unit is second. The accuracy rate is the ratio of the successful queries to the total queries. In our default settings, sink nodes and sensor nodes are static and location aware. The transmission range of sensor node is 10 units and the message delay for transmission is 30ms. Every sensor node has the same initial energy, and energy consumption for message transmission is the same. In each round of the experiment, a series of queries are issued from randomly selected sink nodes in turn. The location of query region is also randomly selected. For a fair comparison, the query region is known, and the boundary estimation of PCIKNN is optional. Each experimental result is derived by obtaining average results from 50 rounds of experiments. Table 1 shows different size of sensor networks and the different number of nodes on the proposed scheme. From the simulation results, it can be seen that the more the nodes in a sector, the longer the time to live, but the optimal point is near the average number of nodes in a sector is 6. On one hand, the higher node density is the more communication collisions, which cause higher energy consumption. On the other hand, the lower the node density, the higher the cost for every node to perform query dissemination and merge query result. Table 2 shows the number of nodes on some size of sensor nodes to compare the proposed scheme with WART and PCIKNN. Every node has the same initial energy with the same transmission range (10 units). Then, we investigate the impact of network density on the performance of the three examined algorithms. Figure 7 shows that the lifetime of network becomes longer when the network density increases in the three algorithms. Specifically EHSQP has the longest life time. From Figures 8 and 9 , we can find that EHSQP has the least latency for query and the highest accuracy in the three algorithms. In EHSQP, the global information based on a sector is more stable, and thus the initial query plan is more proper. And EHSQP decreases the number of messages for performing query dissemination in parallel, in order to save time. From the experimental results observed above, EHSQP has the best performance under the experimental settings. Then, we investigate the impact of node failures on the performance of the three examined algorithms. The node failure rate of sensors unquestionably affects the performance of spatial query processing, especially to the infrastructure-based techniques. The network size is 225*225 units and the number of nodes is 3000. The node failure rate varies from 0 to 0.8. Performance study of these three algorithms is shown in Figures 10-12 . Figure 10 shows that the life time of the network becomes shorter when the node failure rate is increased in three algorithms. But EHSQP has the longest life time among others because during the dissemination and result back phase, nodes can dynamically adjust the route to send the query and result. And the WART has the shortest life time. From Figures 11 and 12 , we can find that EHSQP has the least latency for query and the accuracy is also highest in the three algorithms. The reason is that EHSQP, which is not effected by nodes failure, is more fault tolerance.
Conclusion and future work
In this paper, we propose an EHSQP, for spatial query processing in multi-sink WSNs. This algorithm routes through the data query process and fully considers the characteristics of the data-query applications. The basic idea is to disseminate a query and collect data with pre-designed schedule and dynamic optimisation. Initially, the EHSQP is able to determine an optimal processing schedule for spatial query approximately using the backbone infrastructure. To deal with the node failure or local change during the query dissemination and data collection phase, we develop methods to bypass voids and to dynamically adjust the route. Extensive experiments have been conducted, and impact analyses on network density and node failure are provided. Experimental results show that EHSQP significantly outperforms the existing query processing techniques in terms of energy consumption, query latency, query accuracy and scalability.
In the future, we plan to do further research by taking sensor network topology, network coverage and data fusion technologies of sampling information into consideration based on the proposed EHSQP algorithm. We plan to extend this work in three directions. First, we intend to continue the study of our algorithm by simulation using more realistic link layer models and network topologies. Second, the sensor node mobility will be considered to handle the node failure and the hole, and the whole sector structure maintenance is also to be studied in the future. Third, in a real system, it is necessary to execute several queries at the same time, possibly belonging to different individual users. How to process multi-queries simultaneously will also be considered.
