Abstract. Let M be a non-elementary convex cocompact hyperbolic 3-manifold and δ be the critical exponent of its fundamental group. We prove that a one-dimensional unipotent flow for the frame bundle of M is ergodic for the Burger-Roblin measure provided δ > 1.
Introduction
In this paper we study dynamical properties of one-parameter unipotent flow for the frame bundle of a convex cocompact hyperbolic 3-manifold M. When the critical exponent of the fundamental group π 1 (M) exceeds one, we show that this flow is conservative and ergodic for the Burger-Roblin measure m BR : almost all points enter to a given Borel subset of positive measure for an unbounded amount of time. Such a manifold admits a unique positive square-integrable eigenfunction φ 0 of the Laplacian with base eigenvalue. Our result implies that a randomly chosen unipotent orbit, normalized by the time average of the eigenfunction φ 0 , becomes equidistributed with respect to the Burger-Roblin measure.
To state our result more precisely, let G = PSL 2 (C), which is the group of orientation preserving isometries of the hyperbolic space H 3 . Let Γ be a nonelementary, torsion-free, discrete subgroup of G which is convex cocompact, that is, the convex core of Γ is compact. Equivalently, Γ\H 3 admits a finite sided fundamental domain with no cusps. Convex cocompact groups arise in topology as fundamental groups of compact hyperbolic 3-manifolds with totally geodesic boundary.
The frame bundle of the manifold M = Γ\H 3 , which is a circle bundle over the unit tangent bundle T 1 (M), is identified with the homogeneous space X = Γ\G. We consider the unipotent flow on X given by the right translations of the one-parameter unipotent subgroup (1.1) U = {u t := 1 0
This flow is called ergodic with respect to a fixed locally finite Borel measure on X, if any invariant Borel subset is either null or co-null. We denote by δ the critical exponent of Γ, which is equal to the Hausdorff dimension of the limit set of Γ ( [37] , [34] ). When δ = 2, X is compact [34] and the classical Moore's theorem in 1966 [23] implies that this flow is ergodic with respect to the volume measure, i.e., the G-invariant measure. When δ < 2, the volume measure is not ergodic any more, and furthermore, Ratner's measure classification theorem [30] says that there exists no finite U -ergodic invariant measure on X. This raises a natural question of finding a locally finite U -ergodic measure on X. Our main result in this paper is that when δ > 1, the Burger-Roblin measure is conservative and ergodic.
The conservativity means that for any subset S of positive measure, the U -orbits of almost all points in S spend an infinite amount of time in S. Any finite invariant measure is conservative by the Poincaré recurrence theorem. For a general locally finite invariant measure, the Hopf decomposition theorem [14] says that any ergodic measure is either conservative or totally dissipative (i.e., for any Borel subset S, xu t / ∈ S for all large |t| ≫ 1 and a.e. x ∈ S). For δ < 2, there are many isometric embeddings of the real line in X, by t → xu t , giving rise to a family of dissipative ergodic measures for U .
We refer to the Burger-Roblin measure as the BR measure for short, and give its description using the Iwasawa decomposition G = KAN : K = PSU 2 , A = {a s : s ∈ R}, N = {n z : z ∈ C} where a s = e s/2 0 0 e −s/2 and n z = 1 0 z 1 .
Furthermore let M denote the centralizer of A in K.
The groups A and N play important roles in dynamics as the right translation by a s on X is the frame flow, which is the extension of the geodesic flow on T 1 (M) and N -orbits give rise to unstable horospherical foliation on X for the frame flow.
Fixing o ∈ H 3 stabilized by K, we denote by ν o the Patterson-Sullivan measure on the boundary ∂(H 3 ), supported on the limit set of Γ, associated to o ( [26] , [34] ), and refer to it as the PS measure. Sullivan showed that the PS measure coincides with the δ-dimensional Hausdorff measure of the limit set of Γ. Using the transitive action of K on ∂(H 3 ) = K/M , we may lift ν o to an M -invariant measure on K.
Burger-Roblin measure Define the measurem BR on G as follows: for ψ ∈ C c (G),m BR (ψ) = G ψ(ka s n z )e −δs dν o (k)ds dz where ds and dz are the Lebesgue measures on R and C respectively. It is left Γ-invariant and right N -invariant. The BR measure m BR is a locally finite measure on X induced bym BR . When δ = 2, m BR is simply a G-invariant measure, but it is an infinite measure if δ < 2.
Roblin showed that the BR measure is the unique N M -invariant ergodic measure on X which is not supported on a closed N M -orbit in X [31] . For Γ Zariski dense (which is the case if δ > 1), Winter [36] proved that m BR is N -ergodic, and this implies that m BR is the unique N -invariant ergodic measure on X which is not supported on a closed N -orbit in X, by Roblin's classification. We note that the analogous result for G = PSL 2 (R) was established earlier by Burger [5] when Γ is convex-compact with δ > 1/2.
The main result of this paper is: Theorem 1.1. Let Γ be a convex cocompact subgroup of G which is not virtually abelian. The U -flow on (X, m BR ) is ergodic if δ > 1.
We also show the conservativity of the BR-measure for δ > 1, without knowing its ergodicity a priori. Remark 1.2. We remark that most of arguments in the proof of Theorem 1.1 works for a higher dimensional case as well. Namely, the same proof will show that if G is the group of orientation preserving isometries of the hyperbolic n-space, Γ is a Zariski dense, convex cocompact subgroup of G, U is a k-dimensional connected unipotent subgroup of G, then the U action is ergodic with respect to the BR-measure on Γ\G if δ > n − k.
For a probability measure µ on X, the Birkhoff pointwise ergodic theorem (1931) says that the ergodicity of a measure preserving flow {u t } implies that the time average of a typical orbit converges to the space average: for any ψ ∈ L 1 (X) and a.e. x ∈ X, as T → ∞,
A generalization of the Birkhoff theorem for an infinite locally finite conservative ergodic measure was obtained by E. Hopf [11] in 1937 and says that the ratio of time averages of a typical orbit for two functions converges to the ratio of the space averages: for any ψ 1 , ψ 2 ∈ L 1 (X) with ψ 2 ≥ 0 with X ψ 2 dµ > 0, as T → ∞,
a.e. x ∈ X.
For our X = Γ\G with Γ convex cocompact and δ > 1, there is a unique positive eigenfunction φ 0 ∈ L 2 (M) for the Laplacian with the smallest eigenvalue δ(2 − δ) and with φ 0 2 = 1, [34] . In the upper half-space coordinates, H 3 = {z + jy : z ∈ C, y > 0} with ∂(H 3 ) = C ∪ {∞}, the liftφ 0 of φ 0 to H 3 is realized explicitly as the integral of a Poisson kernel against the PS measure ν o (with o = j):
The BR measure on X projects down to the absolutely continuous measure on the manifold M and its Radon-Nikodym derivative with respect to the hyperbolic volume measure is given by φ 0 .
We deduce the following from Theorem 1.1 and Hopf's ratio theorem (1.3): Corollary 1.3. Let δ > 1.
(1) For m BR almost all x ∈ X, the projection of xU to M is dense.
(2) For any ψ ∈ L 1 (X, m BR ) and for almost all x ∈ X,
We explain the proof of Theorem 1.1 in the case δ > 1, in comparison with the finite measure case. This account makes our introduction a bit too lengthy but we hope that this will give a summary of the main ideas of the proof which will be helpful to the readers. The proof of Moore's ergodicity theorem is based on the following equivalence for a finite invariant measure µ: µ is ergodic if and only if any U -invariant function of L 2 (X, µ) is constant a.e. Through this interpretation, his ergodicity theorem follows from a theorem in the unitary representation theory that any U -invariant vector in the Hilbert space L 2 (X, µ G ) is G-invariant for the volume measure µ G .
For an infinite invariant measure, its ergodicity cannot be understood merely via L 2 -functions, but we must investigate all invariant bounded measurable functions. This means that we cannot depend on a convenient theorem on the dual space of X, but rather have to work with the geometric properties of flows in the space X directly. We remark that as we are working with a unipotent flow as opposed to a hyperbolic flow, the Hopf argument using the stable and unstable foliations of flows, which is a standard tool in studying the ergodicity for hyperbolic flows, is irrelevant here.
We use the polynomial divergence property of unipotent flows to establish that almost all U -ergodic components of m BR are invariant under the full horospherical subgroup N . The N -ergodicity of the BR measure then implies the U -ergodicity as well. This approach has been noted by Margulis as an alternative approach to show the ergodicity of the volume measure µ G in the finite volume case.
However, carrying out this argument in an infinite measure case is subtler. Indeed the heart of the argument, as is explained below, lies in the study of two nearby orbits in the "intermediate range". To the best of our knowledge, such questions in infinite measure spaces have not been understood before.
Let us present a sketch of the argument in the probability measure case. Let (X, µ) be a probability measure space. Then it is straightforward from (1.2) that for any generic point x, any 0 < r < 1, and any ψ ∈ C c (X)
Statements of this nature will be called a "window theorem" in the sequel.
We now explain how a suitable window theorem can be used in acquiring an additional invariance by an element of N − U. This idea was used by Ratner; see [29, 30] and the references therein. We also refer to [17, 18] where similar ideas were used by Margulis in the topological setting.
LetŇ andǓ denote the transpose of N and U respectively. Denote by N G (U ) the normalizer of U in G.
Choose sequences of generic points x k and y k inside a suitably chosen compact subset of X, moreover suppose that y k = x k g k with g k / ∈ N G (U ) and g k → e. PutV = 1 it 0 1 : t ∈ R , and assume that theV -component and theǓ -component 1 of g k are of "comparable" size. Flowing by u t , we compare the orbits x k u t and y k u t = x k u t (u −1 t g k u t ). The divergence properties of unipotent flows (a simple computation in our case), in view of our above assumption on g k 's, says that the divergence of the two orbits is comparable to u −1 t g k u t . Furthermore, the (2, 1)-matrix entry of u −1 t g k u t dominates other matrix entries. Let p(t) denote the (2, 1)-matrix entry of u −1 t g k u t . This is a polynomial of degree two whose leading coefficient has comparable real and imaginary parts. Therefore, the divergence of the two orbits is "essentially" in the direction of N − U . Choose a sequence of times T k so that p(T k ) converges to a non-trivial element v ∈ N − U . Letting ε > 0 be small, since p(t) is a polynomial, y k u t remains within an
Hence the window theorem (1.4) applied to the sequence of windows [(1 − ε)T k , T k ] implies that µ(ψ) − µ(v.ψ) = O(ε) and hence µ(ψ) = µ(v.ψ) as ε > 0 is arbitrary. Repeating this process for a sequence of v n → e, we obtain that the measure µ is invariant under N.
1 these components are well defined for all g k close enough to e.
We now turn our attention to an infinite measure case, assuming δ > 1. There is a subtle difference for the average over the one-sided interval [0, T ] and over the two sided [−T, T ], and the average over [−T, T ] is supposed to behave more typically in infinite ergodic theory. We first prove that the BR measure m BR is U -conservative based on a theorem of Marstrand [19] , which allows us to write an ergodic decomposition m BR = x µ x where µ x is conservative for a.e. x. Letting x be a generic point for Hopf's ratio theorem and I T = [−T, T ], in order to deduce
, it is sufficient to prove that there is some c > 0 such that for all T ≫ 1, (1.5)
This type of inequality requires strong control on the recurrence of the flow, and seems unlikely that (1.5) can be achieved for a set of positive measure, see [1, Section 2.4] . Hence formulating a proper replacement of this condition (1.5) and its proof are simultaneously the hardest part and at the heart of the proof of Theorem 1.1.
We call x ∈ X a BMS point if both the forward and backward endpoints of the geodesic determined by x belong to the limit set of Γ. These points precisely comprise the support of the Bowen-Margulis-Sullivan measure m BMS on X, which is the unique measure of maximal entropy for the geodesic flow, up to a multiplicative constant; see Section 2.3. We will call m BMS the BMS measure for simplicity. The support of m BMS is contained in the convex core of Γ, and in particular a compact subset. By a BMS box, we mean a subset of the form x 0Ňρ A ρ N ρ M where x 0 ∈ X is a BMS point, ρ > 0 is at most the injectivity radius at x 0 and S ρ means the ρ-neighborhood of e in S for any S ⊂ G. Theorem 1.4 (Window Theorem). Let δ > 1. Let E ⊂ X be a BMS box and ψ ∈ C c (X) be a non-negative function with ψ| E > 0. Then there exist 0 < r < 1 and T 0 > 1 such that for any T ≥ T 0 ,
We call x a good point for the window I T − I rT if
or equivalently if I T −I rT ψ(xu t )dt ≥ r I T ψ(xu t )dt. The window theorem says that the set of good points for the window I T − I rT has a positive proportion of E for all large T . It follows that for any ε > 0, we can choose a sequence T k = T k (ε) such that the set E k , of good points for the window
To be able to use this in obtaining an additional invariance, we need to control the size as well as the direction of the divergence u
More precisely, we need to be able to choose our generic points y k = x k g k so that the size of g k is comparable with
and the size of itsV -component is comparable with that ofǓ -component. We emphasize here that we work in the opposite order of a standard way of applying the pointwise ergodic theorem where one is usually given a sequence g k and then find window I T k depending on g k (as the window theorem works for any T k ). In our situation, we cannot choose T k , and rather have to work with given T k (depending on ε). So only after we know which T k 's give good windows for ε-width, we can choose good points x k g k for those windows. What allows us to carry out this process is that we have a good understanding of the structure of the generic set along contracting leaves. To be more precise, the PS-measures on the contracting leaves are basically δ-dimensional Hausdorff measures on R 2 , and the assumption that δ > 1 enables us to find g k for the "right scale", see Section 4.
Hoping to have given some idea about how the above window theorem 1.4 will be used, we now discuss its proof, which is based on the interplay between the BR measure and the BMS measure. We mention that the close relationship between the BR and the BMS measure is also the starting point of Roblin's unique ergodicity theorem for N M -invariant measures.
Unlike the finite measure case, m BR is not invariant under the frame flow, which is the right translation by a s in X. However, as s → +∞, the normalized measure µ BR s := (a −s ) * m BR | E (the push-forward of the restriction m BR | E by the frame flow a −s ) converges to m BMS in the weak* topology.
Under the assumption δ > 1, the BMS measure turns out to be Urecurrent and hence almost all of its U -leafwise measures are non-atomic. This will imply that the analogue of (1.5) holds for "most" of the U -leafwise measures of m BMS .
The goal is to utilize this and the fact that µ BR s weakly converges to m BMS , in order to deduce that many of the U -leafwise measures of m BR must also satisfy (1.5). We mention that in general it is rather rare to be able to deduce "interesting" statements regarding leafwise measures from weak* convergence of measures. One possible explanation for this is that the leafwise measures of a sequence of measures may change "very irregularly" as one moves in the transversal direction, e.g. approximation of Lebesgue measure by atomic measures.
We succeed here essentially because we have a rather good understanding of the N -leafwise measures of µ BR s .
To be more precise, we can show (i) the N -leafwise measures of µ BR s change rather regularly, see Section 3, furthermore, (ii) the projection of an N -leafwise measure of µ BR s converges in the L 2 -sense to its counterpart of m BMS in most directions, see Section 5.1.
We emphasize that we establish the L 2 -convergence of these measures, not merely the weak* convergence, and this is crucial to our proof; see the Key Lemma 5.12 and Section 7. The proof of this L 2 -convergence requires a certain control of the energy of the conditional measures of µ BR s which is uniform for all s ≫ 1. Our energy estimate is obtained using the following deep property of the PS measure: for all ξ in the limit set of Γ and for all small r > 0, ν o (B(ξ, r)) ≍ r δ (with the implied constant being independent of ξ and r), together with the Besicovitch covering lemma. Lastly we remark that our proof of the window theorem makes use of the rich theory of entropy and is inspired by the low entropy method developed by Lindenstrauss in [15] .
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which are respectively the forward and backward endpoints in ∂(H 3 ) of the geodesic defined by u.
Definition 2.1.
(1) The Busemann function β : ∂(H 3 ) × H 3 × H 3 → R is defined as follows: for ξ ∈ ∂(H 3 ) and x, y ∈ H 3 ,
where ξ s is a geodesic ray tending to ξ as s → ∞ from a base point o ∈ H 3 , fixed once and for all. (2) For u ∈ T 1 (H 3 ), the unstable horosphere H + u and the stable horosphereȞ u denote respectively the subsets
Each element of the group PSL 2 (C) acts onĈ = C ∪ {∞} as a Mobius transformation and its action extends to an isometry of H 3 , giving the identification of PSL 2 (C) as the group of orientation preserving isometries of
For discussions in this section, we refer to [31] , [24] and [22] . Let Γ be a non-elementary (i.e., non virtually abelian) torsion-free discrete subgroup of G. Let {µ x : x ∈ H 3 } be a Γ-invariant conformal density of dimension δ µ > 0 on ∂(H 3 ). That is, each µ x is a non-zero finite Borel measure on ∂(H 3 ) satisfying for any x, y ∈ H 3 , ξ ∈ ∂(H 3 ) and γ ∈ Γ,
where γ * µ x (F ) = µ x (γ −1 (F )) for any Borel subset F of ∂(H 3 ).
Let {µ x } and {µ ′ x } be Γ-invariant conformal densities on ∂(H 3 ) of dimension δ µ and δ µ ′ respectively. Following Roblin [31] , we define a measure m µ,µ ′ on T 1 (Γ\H 3 ) associated to the pair {µ x } and {µ ′ x }. Note that, fixing o ∈ H 3 , the map
It follows from the Γ-conformal properties of {µ x } and {µ ′ x } thatm µ,µ ′ is Γ-invariant and that this definition is independent of the choice of o ∈ H 3 . Therefore it induces a locally finite Borel measure m µ,µ ′ on T 1 (Γ\H 3 ).
BMS and BR measures on
. Two important densities we will consider are the Patterson-Sullivan density and the G-invariant density.
We denote by δ the critical exponent of Γ, that is, the abscissa of convergence of the Poincare series P Γ (s) := γ∈Γ e −sd(o,γ(o)) for o ∈ H 3 . As Γ is non-elementary, we have δ > 0. The limit set Λ(Γ) is the set of all accumulation points of orbits Γ(z), z ∈ H 3 . As Γ acts properly discontinuously on H 3 , Λ(Γ) ⊂ ∂(H 3 ). Generalizing the work of Patterson [26] for n = 2, Sullivan [34] constructed a Γ-invariant conformal density {ν x : x ∈ H 3 } of dimension δ supported on Λ(Γ). Fixing o ∈ H 3 , each ν x is the unique weak limit as s → δ + of the family of measures on the compact space
where δ γ(o) is the dirac measure at γ(o). This family will be referred to as the PS density. When Γ is of divergence type, i.e., P Γ (δ) = ∞, the PSdensity is the unique Γ-invariant conformal density of dimension δ (up to a constant multiple) and atom-free [31, Cor. 1.8].
We denote by {m x : x ∈ H 3 } a G-invariant conformal density on the boundary ∂(H 3 ) of dimension 2, unique up to homothety. In particular, each m x is invariant under the maximal compact subgroup which stabilizes x. Definition 2.3.
(1) The measure m ν,ν on T 1 (Γ\H 3 ) is called the BowenMargulis-Sullivan measure m BMS associated with {ν x } [35] : 
We will refer to these measures as the BMS and the BR measures respectively for short. It is worth mentioning that the Riemannian volume measure, in these coordinates, is m m,m .
The quotient Γ\C(Λ(Γ)) of the convex hull C(Λ(Γ)) of the limit set modulo Γ is called the convex core of Γ, denoted by C(Γ). A discrete subgroup Γ of G is called geometrically finite if a unit neighborhood of the convex core C(Γ) has finite volume. It is equivalent to saying that Γ\H 3 admits a finite sided fundamental domain. A geometrically finite group Γ is called convex cocompact if one of the following three equivalent conditions hold (cf. [4] ):
(1) C(Γ) is compact; (2) Γ\H 3 admits a finite sided fundamental domain with no cusps; (3) Λ(Γ) consists only of radial limit points: ξ ∈ Λ(Γ) is radial if any geodesic ray ξ t toward ξ returns to a compact subset for an unbounded sequence of t. The BMS measure is invariant under the geodesic flow. Sullivan showed that for Γ geometrically finite, it is ergodic and moreover the unique measure of maximal entropy ( [35] , [25] ). For Γ convex cocompact, the support of the BMS measure is compact, as its projection is contained in C(Γ).
Theorem 2.4. [9]
If Γ is geometrically finite and Zariski dense, the PS density of any proper Zariski subvariety of ∂(H 3 ) is zero.
2.3.
BMS and BR measures on X = Γ\G. We fix a point o ∈ H 3 whose stabilizer group is K := PSU(2). Then the map g → g(o) induces a G-equivariant isometry between G/K and H 3 . Set
By choosing the unit tangent vector X 0 based at o stabilized by M , G/M can be identified with the unit tangent bundle T 1 (H 3 ) via the orbit map g → g(X 0 ). This identification can also be lifted to the identification of the frame bundle of H 3 with G. These identifications are all Γ-equivariant and induce identifications of the frame bundle of the manifold Γ\H 3 with Γ\G. We set X = Γ\G. Abusing the notation, we will denote by m BMS and m BR , respectively, the M -invariant lifts of the BMS and the BR measures to X. For g ∈ G, we set g ± = (gM ) ± where gM ∈ G/M = T 1 (H 3 ). For x = Γ\Γg, we write x ± ∈ Λ(Γ) if g ± ∈ Λ(Γ); this is well-defined independent of the choice of g. With this notation, the supports of m BMS and m BR are given respectively by
and
The right translation action of the diagonal subgroup
on G is called the frame flow and it projection to G/M corresponds to the geodesic flow. For this action, m BMS is A-invariant and m BR is A-quasi-
The restriction of the projection G → G/M induces a diffeomorphism from H(g) (resp.Ȟ(g)) to the horosphere H gM (resp.Ȟ gM ) in T 1 (H 3 ) and hence the visual maps u → u ± induce diffeomorphisms P H(g) :
Definition 2.5. Let y ∈ G.
(1) Set
We note that {µ PS H(y) } is a Γ-invariant family.
Fix a left G-invariant and right K-invariant metric on G which induces the hyperbolic distance d on G/K. Notation 2.6.
(1) For ρ > 0 and a subset Y of G, we denote by Y ρ the intersection of Y and the ρ-ball centered at e in G.
(2) The M -injectivity radius ρ x at x ∈ X is the supremum of ρ such that for
Definition 2.7. A box in X (around x 0 ) refers to a subset of the form
with 0 < ρ < ρ x 0 for some x 0 ∈ X. Note that x 0 B ρ coincides with
, if x 0 belongs to the support of the BMS measure.
We fix a box x 0 B ρ . SetT ρ :=Ň ρ A ρ and T ρ :=Ň ρ A ρ M . Since the measures m BMS and m BR have the same transverse measures for the unstable horospherical foliations, we have for any ψ ∈ C(x 0 B ρ ),
that is, dν x 0 Tρ := dν x 0Tρ ⊗ dm denotes the transverse measure of m BMS (and hence of m BR ) on x 0 T ρ .
The following easily follows from Theorem 2.4:
If Γ is geometrically finite and Zariski dense, and E is a box in X, then m BR (∂(E)) = 0.
BR measure in the Iwasawa coordinates
which is K/M minus a single point. By abuse of notation, we use the same notation ν o for the measure on K which is the trivial extension of the PS measure
where dm is the probability Haar measure of M . The lift of the BR measurẽ m BR on G can also be written as follows (cf. [24] ): for ψ ∈ C c (G),
where ka s n z ∈ KAN , ds and dz are some fixed Lebesgue measures on R and C respectively. As usual, this means that for Ψ(Γg) = γ∈Γ ψ(γg) with
2.5. BR measure associated to a general unipotent subgroup. A horospherical subgroup N 0 is a maximal unipotent subgroup of G, or equivalently, N 0 = {g ∈ G : b n gb −n → e as n → ∞} for a non-trivial diagonalizable element b ∈ G. Since A normalizes N , it follows from the Iwasawa decomposition G = KAN that any horospherical subgroup N 0 is of the form k
2.6. Mixing of frame flow and its consequences. Some of important dynamical properties of flows on X have been established only under the finiteness assumption of the BMS measure. Examples of groups with finite BMS measure include all geometrically finite groups [34] but not limited to those (see [27] ). Roblin showed that if |m BMS | < ∞, then Γ is of divergence type. In the following two theorems, we consider the groups Γ with |m BMS | < ∞. We normalize ν o so that |m BMS | = 1.
The following two theorems were proved by [36] , based on the the previous works of Babillot [2] , Roblin [31] , and Flaminio-Spatzier [9] .
Theorem 2.9. [36] Suppose that Γ is Zariski dense and |m BMS | = 1.
(1) The frame flow on X is mixing with respect to m BMS , that is, for any
If Γ is geometrically finite, m BR is the only N -ergodic measure on X which is not supported on a closed N -orbit.
Theorem 2.10.
[36] Let Γ be Zariski dense and |m BMS | = 1. Then for all
We note that by the quasi-invariance of the BR measure,
In particular, the above theorem implies that if δ < 2,
Proof. Let G 0 be the identity component of the Zariski closure of Γ. Suppose G 0 is a proper subgroup of G. Being an algebraic subgroup of G, G 0 is contained either in a parabolic subgroup of G or in a subgroup isomorphic to PSL 2 (R). In either case, the critical exponent of G 0 is at most 1. This leads to a contradiction and hence G 0 = G.
Weak convergence of the conditional of µ BR E,s
In this section, we suppose that Γ is a Zariski dense discrete subgroup of G admitting a finite BMS measure, which we normalize so that |m BMS | = 1.
Fix a bounded M -invariant Borel subset E ⊂ X with m BR (E) > 0 and m BR (∂(E)) = 0.
For each s > 0, define a Borel measure µ BR E,s on X to be the normalization of the push-forward (a −s ) * m BR | E : for Ψ ∈ C c (X),
Equivalently,
Note that µ BR E,s is a probability measure supported in the set Ea −s . The following is immediate from Theorem 2.10:
For simplicity, we will write for x ∈ X,
H(x) (xn) so that λ x and µ PS x are respectively the conditional measures of m BR and m BMS on xN .
Recall that ρ x denotes the injectivity radius at x. Definition 3.2. Fix x ∈ X. For s > 0, define a Borel measure λ E,x,s on xN ρx as follows: for ψ ∈ C c (xN ρx ),
Recall the notation
Hence λ E,x,s is precisely the conditional measure of µ BR E,s on xN ρ . The aim of this section is to prove:
The condition x − ∈ Λ(Γ) is needed to approximate the measure λ E,x,s by its thickening in the transverse direction.
For a function Ψ on X and ε > 0, we define functions on X as follows:
where O ε is a symmetric ε-neighborhood of e in G. We also set
. Let x ∈ X and 0 < ρ < ρ x . For all small ε > 0, there exists ε 1 > 0 such that for any non-negative Ψ ∈ C(xT ε 1 N ρ ) and any t ∈ T ε 1 , we have
Since φ t is a translation by n −1 tn, there exists ε 1 > 0 such that for all n ∈ N ρ and t ∈ T ε 1 , n −1 tn ∈ O ε and the Radon-Nikodym derivative satisfies e −ε ≤ dλxt dλx (n) ≤ e ε . Therefore
The other inequality follows similarly.
Lemma 3.5. Let x ∈ X and 0 < ρ < ρ x . For any ε > 0, there exists ε 1 > 0 such that for any non-negative Ψ ∈ C(xT ε 1 N ρ ), any t ∈ T ε 1 and any s > 0,
Proof. Let ε 1 > 0 be as in Lemma 3.4. We may also assume that nO
Then by a direct computation, we verify that
Therefore we may assume that ε 1 > 0 is small enough so that for all t ∈ T ε 1 and n z ∈ N ρ , we have {n ψt(z) : n z ∈ N ρ } ⊂ N ε , b t,z ∈ T ε , and the absolute value of the Jacobian of the map ψ t | Nρ is at most ε/2.
We observe that n z a s = n z+ψt(z) a s (a −s b t,z a s ) and since the conjugation by a −s contractsŇ A for s > 0, we have
for all t ∈ T ε 1 and n z ∈ N ρ . Together with Lemma 3.4, we now obtain that for any t ∈ T ε 1 ,
where the last inequality follows since N ρ+3ε contains xN ∩ supp(Ψ + 2ε ). The other inequality can be proven similarly.
Theorem 3.3 follows from:
Theorem 3.6. Let x − ∈ Λ(Γ) and ρ < ρ x . Let ψ ∈ C(xN ρ ) be a nonnegative function. For ε > 0, there exists s 0 ≫ 1 such that for any s > s 0 ,
Moreover, if x + ∈ Λ(Γ) and ψ is positive, then the above integrals are all non-zero.
Proof. Let ε 1 be as in Lemma 3.5. We note that as
Hence there exists a non-negative continuous function φ ∈ C(xT ε 1 ) with
Set ψ + ε (xn) = sup u∈Nε ψ(xnu) and ψ − ε (xn) = inf u∈Nε ψ(xnu). Then by Lemma 3.5,
). We can prove the other inequality similarly and hence 
which will complete the proof of the theorem by (3.3). We can deduce from (3.2) that
). Since it follows from Theorem 3.1 that
) and hence (3.4) follows. 4 . PS density and its non-focusing property when δ > 1 Let Γ be a (non-elementary) convex cocompact subgroup of G. The assumption on Γ being convex cocompact is crucial for the following theorem:
Theorem 4.1. For any compact subset F 0 of X, there exists c 0 = c 0 (F 0 ) > 1 such that for any x ∈ F 0 with x + ∈ Λ(Γ) and for all 0 < r ≪ 1,
Similarly, for any x ∈ F 0 with x − ∈ Λ(Γ) and for all 0 < r ≪ 1, we have
(xŇ r ) ≤ c 0 r δ for xŇ r = {xň z : |z| < r}.
Proof. As F 0 is compact, up to uniform constants, µ PS H(x) (xN r ) ≍ ν o (B(x + , r)) where B(x + , r) is the ball around x + of radius r in ∂(H 3 ) in the spherical metric. As x + ∈ Λ(Γ), the above result is then due to Sullivan [35] who says ν o (B(ξ, r)) ≍ r δ uniformly for all ξ ∈ Λ(Γ) and for all small r > 0 for Γ convex cocompact. Lemma 4.2. Let δ > 1 and F 0 ⊂ X be a compact subset. For every ε > 0, there exists a positive integer d = d(ε, F 0 ) such that for any x ∈ F 0 with x − ∈ Λ(Γ) and for all small 0 < r ≪ 1, we have
Proof. Let r be small enough to satisfy Theorem 4.1. For an integer d ≥ 1, consider B d (x, r) := {xň z : |z| < r, |ℑ(z)| < r/d} which clearly contains the set in question. Theorem 4.1 implies that
where c 0 > 1 is an absolute constant independent of d and r.
(xŇ r ), implying the claim.
We will use the above results to prove the following proposition 4.4. The proof is elementary and is based on the fact we have a good control of the conditional measures on contracting leaves, i.e.,Ň -orbits. However, the fact that this statement holds is quite essential to our approach. Indeed, as we explained in the introduction, one major difficulty we face is that the return times for our U -flow do not have the regularity one needs in order to get the required ergodic theorem on the nose. In our version of the window theorem, the set where a window estimate holds depends on time; see Section 7, and in particular Theorem 7.7 below. Usually in arguments with similar structure as ours, this fact is fatal as one has very little control on the structure of the "generic" set for the measure in question. In our case however the following proposition saves the day and provides us with a rather strong control.
In the following proposition we fix a BMS box E = x 0Ňρ A ρ N ρ M with x ± 0 ∈ Λ(Γ) and 0 < ρ < (1) x s = y sňws forň ws ∈Ň , 
(B(x, η)) ≤ c 0 η δ for all 0 < η < 1.
where ν denotes the transverse measure of
. Suppose not; then
which contradicts the assumption on F .
) and for each s > 1, consider the covering {B(x, s −1 ) ⊂Ȟ(z) : x ∈ Q} of Q. By the Besicovitch covering lemma (cf. [20] ), there exists κ > 0 (independent of s) and a finite subset Q s such that the corresponding finite subcover {B(x, s −1 ) : x ∈ Q s } of Q is of multiplicity at most κ.
Note that for q > 1, by (4.1),
Hence by taking q ≥ 1 large so that
it follows from Lemma 4.2 that there exist d 2 > 1 and s 0 > 1 such that for any s > s 0 ,
Hence for any s > s 0 , the set 
Energy estimate and L 2 -convergence for the projections
Let Γ be a convex cocompact subgroup of G with δ > 1 and fix a BMS box E ⊂ X (see 2.7 for its definition). We have m BR (E) > 0 and by Lemma 2.11 and Corollary 2.8, m BR (∂(E)) = 0.
In the entire section, we fix x ∈ X with x ± ∈ Λ(Γ) and 0 < ρ <
Recall the definition of the measure λ E,x,s on xN ρx from (3.2): for ψ ∈ C(xN ρx ),
Projections of µ PS
H(x) and λ E,x,s . The N -orbit of x can be identified with R 2 via the visual map xn → (xn) + ∈ ∂(H 3 ) − {x − } and the identification of ∂(H 3 ) − {x − } with R 2 by mapping x − to the point at infinity. Therefore we may consider λ E,x,s and µ PS H(x) as measures on R 2 . Let
In the sequel by a measure on [0, 2π] we mean the normalized Lebesgue measure. For each θ ∈ [0, 2π), we set U θ = m θ U m
We may identify U θ as the line in R 2 in the θ-direction and V θ as the line in the θ + π/2 direction.
We denote by p θ : U θ V θ → V θ the projection parallel to the line U θ . For τ > 0, set
Definition 5.1. Fix 0 < θ < π, 0 < τ ≤ ρ and s > 1. We define the measures on xV τ θ as follows: for ψ ∈ C c (xV τ θ ),
That is, σ τ x,θ and σ τ x,θ,s are respectively the push-forwards of µ PS
via the map p θ .
5.2.
Energy and Sobolev norms of the projections. Consider the Schwartz space S := {f ∈ L 2 (xV θ ) : t α f (β) ∈ L 2 (xV θ )}, where α, β ∈ N∪{0} and f (β) is the β-th derivative of f . Denote by S ′ the dual space of S with the strong dual topology, which is the space of tempered distributions. For r > 0, we consider the following Sobolev space
wheref denotes the Fourier transform of f . We recall the notion of α-energy:
Definition 5.2 (α-energy). For α > 0 and a Radon measure µ on R 2 , the α-energy of µ is given by
It is a standard fact that I α (µ) can be written as
where B(x, ℓ) is the Euclidean disc around x of radius ℓ. Theorem 5.3. Let ν be a Borel probability measure on R 2 with compact support. If the 1-energy of ν is finite, i.e., I 1 (ν) < ∞, then the following hold:
(1) p θ * ν is absolutely continuous with respect to the Lebesgue measure for almost all θ; (2) there exists c > 1 (independent of ν) such that for any 0 < r < 
where D(p θ * ν) is the Radon-Nikodym derivative of p θ * ν with respect to the Lebesgue measure.
Lemma 5.4. Let Q ⊂ R 2 be a compact subset, c > 0 and β > 0 be fixed. Let M be a collection of Borel measures on Q such that
Then for any 0 < α < β, sup
Proof. Fix 0 < α < β. We use (5.1). Note that since µ(B(x, ℓ)) ≤ µ(Q), (5.2) has meaning only when ℓ is not too big. We use (5.2) only for 0 < ℓ < 1 and use the upper bound of µ(Q) for ℓ ≥ 1. We have
Now, since Q is compact, the assumption implies that sup µ∈M µ(Q) < ∞. Hence I α (µ) is uniformly bounded for all µ ∈ M.
Corollary 5.5. Fix 0 < τ ≤ ρ. The following holds for almost all θ:
( We fix 0 < r < δ−1 2 for the rest of this section. Terminology 5.6 (PL-direction). If θ satisfies Corollary 5.5 with respect to r, we will call θ as a "PL" direction for (x, τ ), or simply for τ when x is fixed.
5.3.
Uniform bound for the energy of λ E,x,s , s ≥ 1. In this subsection, we set λ † E,x,s := λ E,x,s | xNρ . We will show that the collection M = {λ † E,x,s : s ≥ 1} of measures on xN ρ satisfies the hypothesis of Lemma 5.4 with β = δ. We may consider λ † E,x,s as a measure on R 2 supported on the ρ-ball around the origin. Since E is a BMS box, E is of the form x 0 N − r 0 A r 0 N r 0 M for some 0 < r 0 < ρ x 0 where x ± 0 ∈ Λ(Γ). Lemma 5.7. For all s ≥ 1, we have
is defined in the subsection 2.3 and d denotes the Euclidean distance:
Proof. Suppose xn ∈ E, so that xn = x 0ňw a t n z m θ a −s with |z| < r 0 . We may write it as xn = x 0ňw a t−s m θ n e −s e 2πiθ z . If we set y := x 0ňw a t−s m θ , then y + = x + 0 . Hence y + ∈ Λ(Γ). Since xn = yn e −s e 2πiθ z and |e −s e 2πiθ z| < e −s r 0 , the claim follows. Proof. Since B(y, 2ρ) contains xN ρ , it suffices to show the above for 0 < ℓ < 2ρ. Since supp(λ E,x,s ) ⊂ Ea −s ∩ xN ρ , it follows from Lemma 5.7 that for each z ∈ supp(λ † E,x,s ), B(z, 3ρe −s ) contains B(w, ρe −s ) for some w ∈ H(z) with w + ∈ Λ(Γ).
Hence by Theorem 4.1 we have
where c 0 is as in Theorem 4.1 with F 0 being the ρ-neighborhood of Ω. Consider the covering of supp(λ † E,x,s ), we have
Case 2. e −s < ℓ < 2ρ. Let J y,s = {z ∈ J s : B(z, 3ρe −s ) ⊂ B(y, 3ℓ)}. We have
Hence for all 0 < ℓ < 2ρ and y ∈ supp(λ E,x,s ),
Therefore by Lemma 5.4, we deduce:
Corollary 5.9. For any 0 < α < δ,
L 2 -convergence of projected measures.
Recall the notation σ τ x,θ,s i and σ τ x,θ from Definition 5.1. Theorem 3.3 is used crucially in the following proposition:
Proof. By Theorem 3.3 and the assumption of x ± ∈ Λ(Γ), λ x,s i | xU 
is relatively compact in L 2 (xV τ θ ). Since this collection is uniformly bounded in the Sobolev space H r (xV τ θ ) by the assumption, the claim follows from the fact that we have H r (xV τ θ ) embeds compactly in L 2 (xV τ θ ) for any r > 0 (see [16, Theorem 16 
.1]).
Recall that by a measure on [0, 2π), we mean the Lebesgue measure normalized to be the probability measure.
Theorem 5.11. Let s i → +∞ be a fixed sequence. For any ε > 0 and any finite subset {τ 1 , . . . , τ n } of (0, ρ], there exists a Borel subset Θ ε (x) ⊂ [0, 2π), of measure at least 1 − ε, such that (1) every θ ∈ Θ ε (x) is a PL direction for (x, τ ℓ ) for each 1 ≤ ℓ ≤ n; (2) for each θ ∈ Θ ε (x), there exists an infinite subsequence {s j i }(depending on (x, θ)) such that for each 1 ≤ ℓ ≤ n,
Proof. Recall that we fixed some 0 < r < (δ − 1)/2. By Corollary 5.9 and Theorem 5.3, there is a constant L > 1 such that
Hence using Corollary 5.5 and Chebyshev's inequality, we deduce that for any ε > 0, there exists some L 0 > 0 such that if we let
For θ ∈ Θ, θ lies in infinitely many of Θ i 's, i.e., θ ∈ Θ j i for some infinite subsequence {j i }. Hence the claim follows from Proposition 5.10 applied to {s j i }.
Key lemma on the projections of λ †
E,x,s . The following is the key technical lemma in the proof of the window theorem.
Lemma 5.12 (Key Lemma). Fix 0 < τ < ρ and a sequence s i → +∞. For any ε > 0, there exists a Borel subset Θ ε (x) ⊂ [0, 2π) of measure at least 1 − ε such that if θ ∈ Θ ε (x) and E i m −1 θ ⊂ X is a sequence of Borel subsets satisfying
By Theorem 5.11, the Key Lemma follows from the following lemma. Observe that this is a rather strong control on the conditional measures, as one can easily construct counter-examples in a general setting. Here our L 2 -convergence result of the projection measures to a "rich" measure is crucially used.
Lemma 5.13. Fix 0 < τ < ρ and a PL direction θ ∈ [0, 2π), simultaneously for (x, τ ) and (x, ρ). Let W i m −1 θ ⊂ xN τ be a sequence of Borel subsets and {s i } be a sequence tending to infinity. Assume the following holds as i → ∞:
, denoting by λ the Lebesgue measure on xV θ , we have
θ ) → 0 by the assumption on W i m θ , it follows now that there is some i 0 = i 0 (n 0 ) such that for all
Note that for any set Υ ⊂ Σ n 0 with σ τ x,θ (Υ) < ε n 2 0 , we have σ ρ x,θ (Υ) < ε. To see this, note that if
and hence
Therefore we have
Since ε > 0 is arbitrary,
Combined with (5.3), this implies that
6. Recurrence properties of BMS and BR measures 6.1. Theorems of Marstrand on Hausdorff measures. Let Λ ⊂ R 2 . The s-dimensional Hausdorff measure of Λ is defined to be
where
The Hausdorff dimension of Λ is dim(Λ) = sup{s :
A set Λ is called an s-set if 0 < H s (Λ) < ∞. Following Marstrand [19] , a point ξ ∈ Λ is called a condensation point for Λ if ξ is a limit point from (ξ, θ) ∩ Λ for almost all θ where (ξ, θ) denotes the ray through ξ lying in the direction θ.
Let Λ be an s-set in the following three theorems: 6.2. U -Conservativity of m BR . In the rest of this section, we assume that Γ is convex cocompact.
on xN is a δ-dimensional Hausdorff measure supported on the set {xn ∈ H + (x) : (xn) + ∈ Λ(Γ)}. Furthermore, this is a positive and locally finite measure on xN .
For U = {u t = ( 1 0 t 1 ) : t ∈ R}, we recall the definition of a conservative action:
Definition 6.5 (Conservative action). Let µ be a locally finite U -invariant measure on X. The U -action on X is conservative for µ if one of the following equivalent conditions holds:
(1) for every positive Borel function ψ of X, t∈R ψ(xu t )dt = ∞ for a.e. x ∈ X; (2) for any Borel subset B of X with µ(B) > 0, Proof. Recall the notation Ω = supp(m BMS ) and Ω BR = supp(m BR ). Set
Hence x ∈ F means (xu t ) + / ∈ Λ(Γ) for all large t ≫ x 1. We claim that 
is the line segment connecting x + (at t = 0) and x − (at t = ∞). Hence x ∈ O implies that x − is not a limit point of the intersection L θ (x) ∩ Λ(Γ) for a positive set of directions θ. This contradicts Theorem 6.1 and proves the claim (6.1).
Let O be an r-neighborhood of Ω for some small r > 0. If x ∈ X −F, then xu t ∈ Ω and xu t+s ∈ O for all |s| < r. Hence if xu t i ∈ Ω for an unbounded sequence t i , t∈R χ O (xu t )dt = ∞. As m BR (F) = 0 and 0 < m BR (O) < ∞, this implies the claim by Lemma 6.6. 6.3. Leafwise measures. Let W be a closed connected subgroup of N . Let M ∞ (W ) denote the space of locally finite measures on W with the smallest topology so that the map ν → ψ dν is continuous for all ψ ∈ C c (W ) (the weak * topology). A locally finite Borel measure µ on X gives rise to a system of locally finite measures [µ W x ] ∈ M ∞ (W ), unique up to normalization, called the leafwise measures or conditional measures on W -orbits. There is no canonical way of normalizing these measure. For our purpose here, we fix a normalization so that µ W x (N 1 ∩ W ) = 1. With this normalization, the assignment x → µ W x , is a Borel map, furthermore, for a full measure subset X ′ of X, µ W xu = u.µ W x for every x, xu ∈ X ′ ; for a comprehensive account on leafwise measures we refer the reader to [7] .
In the case when W = N , we have µ PS H(x) = µ PS x and µ Leb H(x) = λ x ,, which are precisely the N -leafwise measures of BMS and BR measure respectively, up to normalization. We will be considering the U leafwise measures of m BMS as well as of µ BR E,s . We will use the following simple lemma.
Lemma 6.8. Let µ be a locally finite M -invariant measure on X. For any 0 < τ ≪ 1, and any 0 ≤ θ < π we have
6.4. Recurrence for m BMS . Since the frame flow is mixing by Theorem 2.9 with respect to m BMS , we have:
Proposition 6.9. For any non-trivial a ∈ A, m BMS is a-ergodic.
Theorem 6.10. Let δ > 1. For a.e. x ∈ Ω, (m BMS ) U x is atom-free. Proof. Setting F := {x ∈ Ω : (m BMS ) U x has an atom}, we first claim that m BMS (F) = 0. Suppose not. Fix any non-trivial a ∈ A. Since U is normalized by a, F is a-invariant. Hence m BMS (F) = 1 by Proposition 6.9. Using the Poincare recurrence theorem, it can be shown that
x is the dirac measure at e} has a full measure in Ω (cf. [13] , [15, Theorem 7.6] ).
Since for any x ∈ Ω, µ PS x is a positive δ-dimensional Hausdorff measure on {xn ∈ H(x) : (xn) + ∈ Λ(Γ)} by Theorem 6.4 and (m BMS ) U x = (µ PS H(x) ) U x for a.e. x ∈ Ω, it follows that for a.e. x ∈ Ω, (µ PS H(x) ) U x is the Dirac measure at e. By the Fubini theorem, there exists x ∈ Ω and a measurable subset
is the dirac measure at ym θ for a positive measurable subset of m θ 's. For s ≥ 0, denote by H s the s-dimensional Hausdorff measure on Λ(Γ) − {x − }; so H δ = µ PS H(x) . In the identification of H(x) with R 2 via the map y → y + , this implies that there is a subset
Corollary 6.11. If δ > 1, m BMS is U -recurrent, i.e., for any measurable subset B of X, {t : xu t ∈ B} is unbounded for a.e. x ∈ B.
Proof. By [7, Theorem 7.6 ], Theorem 6.10 implies that (m BMS ) U x is infinite for a.e. x. [7, Theorem 6.25] implies the claim. 
Since the covering {xB τ : x ∈ Ω, τ > 0} admits a disjoint subcovering of Ω with full BMS measure (see [20, Theorem 2.8 
We fix x 0 ∈ Ω ′ ε and τ > 0 for the rest of this section. Recall the notation T τ =Ň τ A τ M, so that B x 0 (τ ) = x 0 T τ N τ . Set ν = ν x 0 Tτ for simplicity. Using Theorem 6.10, we will prove: Theorem 6.12. Let δ > 1. Let c 0 > 1 be as in Theorem 4.1 where F 0 is the 2ρ-neighborhood of Ω. Then there exists a Borel subset Ξ PS ε (x 0 ) ⊂ x 0 T τ which satisfies the following properties:
Despite the rather complicated formulation of this theorem, which is tailored towards our application later, the theorem is intuitively clear. Indeed B x 0 (τ ) is chosen so that for "most" BMS points, we have (6.3). On the other hand, in view of Corollary 5.5, for a PL direction θ, the Radon-Nikodym derivative D(σ τ x,θ ) is positive σ τ x,θ -almost everywhere. Therefore, by Fubini's theorem, for "most" BMS points x ∈ B x 0 (τ ), "most" points in xN ρ satisfy both (6.3) and the non-vanishing of the Radon-Nikodym derivative implies Theorem 6.12. The precise treatment of the above sketch of the proof is given in the rest of this subsection.
Using this and since
Lemma 6.14. There exists a compact subset
and that
Hence there exists an open subset O ε of B x 0 (τ ) which contains the subset
It is easy to check that this Ω ε satisfies the claim.
We set
Lemma 6.15. We have
. Since
we have x + ∈ Λ(Γ) and hence it follows from Theorem 4.1 that c
By Lemma 6.14, it follows that
implying the claim.
By the M -invariance of m BMS , by Lemma 6.8,
Note that for any xm θ ∈ Ξ PS ε (x 0 ), we have
θ and hence for all small 0 < ε ≪ 1,
Therefore the above three lemmas prove Theorem 6.12.
Window theorem for Hopf average
We will combine the results from previous sections and prove the window theorem 7.7 in this section. We first show that the disintegration along U of λ s , notation as in Section 3, has certain doubling properties, see Theorem 7.1. This is done by applying results in Section 5, in particular the key lemma, to λ E,x,s and the limiting measure µ PS x , in combination with Theorem 6.12, which gives a rather strong doubling property for the disintegration of the PS measure. As we mentioned in the introduction, in general, the weak* convergence of measures does not give control on the corresponding conditional measures, e.g., one should recall the well-known discontinuity of the entropy. However, here the key lemma gives a good control both on the prelimiting measures λ E,x,s and the limit measure µ PS x , and helps us to draw some connection between the conditionals.
In order to obtain the Window Theorem 7.3, we flow by a −s for a suitably big s and bring [−T, T ] to size [−ρ, ρ]. We are now working with m BR E,s rather than
m BR | E , and the desired estimate follows from Theorem 7.1 7.1. Window theorem for χ E . Let Γ be a convex cocompact subgroup with δ > 1. Let E be a BMS box. For simplicity, we set µ s := µ BR E,s and λ x,s = λ E,x,s defined in section 5. For 0 < r ≤ 1 and ρ > 0 as in (6.2), we put
Theorem 7.1. There exist 0 < r 0 < 1 and s 0 > 1 (depending on E) such that for all s > s 0 , we have µ BR E,s (E s (r 0 )) < 1 − r 0 . Proof. Suppose not; then there is a subsequence r i → 0 and a subsequence
Fix ε > 0. Let x 0 ∈ Ω ′ ε , 0 < τ < ρ, c 0 > 1 and Ξ PS ε (x 0 ) be as in Theorem 6.12. Set q 0 := m BMS (B x 0 (τ )) > 0 and
Recall the measure ν = ν x 0 Tρ from Theorem 6.12. We claim that for all large i ≫ 1, we have
We will first show that for all large i ≫ 1,
If this does not hold, by passing to a subsequence, we have that
Since |µ i | = 1, it follows that
On the other hand, since µ i weakly converges to m BMS by Theorem 3.1, we have
which gives a contradiction. This shows (7.2). Now, by the same type of argument as the proof of Lemma 6.15, we can show (7.2) implies (7.1). Passing to a subsequence, which we continue to denote by r i , we assume that 4 i √ r i < ε/2 and 2r i /q 0 < ε for all i. If we set
Hence for all sufficiently small ε > 0,
be given as in the Key Lemma 5.11 for {ρ, τ } applied to the set E and the sequence s i . Since supp(ν) ⊂ {x ∈ X : x − ∈ Λ(Γ)}, we can find xm θ ∈ Ξ * (x 0 ) ∩ Ξ PS ε (x 0 ) (depending on ε > 0) with (xm θ ) − = x − ∈ Λ(Γ) and θ ∈ Θ ε (x). Since x + = x + 0 , we have x ± ∈ Λ(Γ). By the M -invariance of the measure µ s i and as xm θ ∈ x 0 T i , we have
θ ) → 0. Let {s j i } be the corresponding subsequence given by Lemma 5.11 depending on (x, θ). By passing to that subsequence, we set s i := s j i .
For O θ (x) as in Theorem 6.12, we consider
x,θ , t) = 0} = ∅, it follows from the key Lemma 5.12 and (7.3) that for all large i ≫ 1,
Recall we chose s i = s j i so that Theorem 5.11 holds for {ρ, τ }. Hence by sending s i → ∞, the above implies
Together with Theorem 6.12, this gives
> 0. This gives a contradiction and finishes the proof of Theorem 7.1.
θ ) and for all sufficiently small 0 < r ≪ 1,
θ ). Note that if t ∈L and hence t ∈ p θ (E s (r)m −1 θ ), then tm θ = z t u 0 for some z t ∈ E s (r) and u 0 ∈ U τ . On the other hand, it follows from the definition of E s (r) that
Therefore, since µ BR E,s is M -invariant, by Lemma 6.8,
We deduce the following from Theorem 7.1:
3. There exist 0 < r < 1 and T 0 > 1, depending on E, such that for all T > T 0
Proof. Setting E(s, r) := {x ∈ E :
it suffices to prove that for some 0 < r < 1 and for all s large.
We note that E(s, r) = {x ∈ E :
. Note that (7.7) follows from Theorem 7.1 if we show
) for all 0 < r < 1. We now show the above identity. Let s be fixed. Then for BR a.e. points x, we have
by the definition of m BR E,s .
Hence a −s E(s, r) coincides with E s (r), up to a BR null set. This implies the claim using the definition of µ BR E,s . 7.2. Ergodic decomposition and the Hopf ratio theorem. In this subsection, let µ be a locally finite U -invariant conservative measure on X. Let M ∞ (X) denote the space of locally finite measures on X with weak * topology.
Let A denote a countably generated σ-algebra equivalent to the σ-algebra of all U -invariant subsets of X. There exist a A-measurable conull set X ′ of X, a family {µ x = µ A x : x ∈ X ′ } of conditional measures on X and a probability measure µ * on X which give rise to the ergodic decomposition of µ:
where the map X ′ → M ∞ (X), x → µ x , is Borel measurable, µ x is a Uinvariant, ergodic and conservative measure on X and for any ψ ∈ L 1 (X, µ),
see [7, 5.1.4] .
The following is the Hopf ratio theorem in a form convenient for us ([11] , see also [38] ).
Theorem 7.4. Let ψ, φ ∈ L 1 (m BR ) with φ ≥ 0. Furthermore suppose that ψ and φ are compactly supported. Then
Lemma 7.5. Fix a compact subset E ⊂ X with µ(E) > 0. Let φ be a non-negative compactly supported Borel function on X such that φ| E > 0. For any ρ > 0 there exists a compact subset E ρ (φ) ⊂ E with µ(E − E ρ (φ)) < ρ · µ(E) satisfying:
(1) the map x → µ x is continuous for all x ∈ E ρ (φ); (2) inf x∈Eρ µ x (φ) > 0; (3) for any ψ ∈ C c (X) the convergence
is uniform on E ρ (φ).
Proof. By Lusin's theorem, there exists a compact subset E ′ ⊂ E with µ(E− E ′ ) < ρ 3 µ(E) and the map x → µ x is continuous on E ′ . Since T 0 φ(xu t )dt → +∞ for a.e. x ∈ E by the conservativity of µ, we have µ x (φ) > 0 almost all x ∈ E. Since x → µ x (φ) is a measurable map, it follows again by Lusin's theorem that there exists a compact subset
We claim that for any ε > 0 and any compact subset Q of X, there exists a compact subset E 0 = E 0 (Q, ε) ⊂ E ′′ such that µ(E ′′ − E 0 ) < εµ(E ′′ ) and for all ψ ∈ C(Q), the convergence
is uniform on E 0 . Let B = {ψ j } be a countable dense subset of C(Q) which includes the constant function χ Q . We can deduce from the Hopf ratio Theorem 7.4 and Egorov's theorem that there is a compact subset
, sup x∈E 1 µ x (Q) < ∞, and for each ψ j ∈ B, the convergence
is uniform on E 1 . We will show the uniform convergence in E 1 for all ψ ∈ C(Q). For any η > 0, there exists ψ j ∈ B such that ψ j − ψ ∞ < η. Let T 0 ≫ 1 be such that
for all x ∈ E 1 and T ≥ T 0 . Now for any x ∈ E 1 and T ≥ T 0 , we have
where a 0 := sup x∈E 1 µx(Q) µx(φ) < ∞. This proves the claim. Let Q 1 ⊂ Q 2 ⊂ · · · be an exhaustion of X by compact sets. Then E ρ (φ) := ∩ i E 0 (Q i , ρ 4 i+1 ) satisfies all the desired properties.
7.3. Window theorem for ψ ∈ C c (X) with ψ| E > 0. Let Γ be a convex cocompact subgroup with δ > 1. Let A denote a countably generated σ-algebra which is equivalent to the σ-algebra of all U -invariant subsets of X, as before.
Since m BR is U -conservative by Theorem 6.7, we may write an ergodic decomposition
where X ′ is a A-measurable conull set of X, m BR * is a probability measure on X, and for all x ∈ X ′ , µ x = µ A x is a U -invariant ergodic conservative measure. Lemma 7.6. Let E and 0 < r < 1 be as in Theorem 7.3. Let ψ ∈ C c (X) with ψ| E > 0. For any ρ > 0, there exists s 0 ≥ 1 such that for all s > s 0 ,
Proof. For simplicity, set
where |a x (ψ, s)| ≤ a(s) → 0 as s → ∞ by Lemma 7.5 . Setting E(s, r) = {x ∈ E :
we claim that
from which the lemma follows by Theorem 7.3. For any
Let s 1 > 1 be such that for s ≥ s 1 and for all x ∈ E ′ ρ ,
this is possible since
µx(E) is uniformly bounded from below by a positive number. Then the claim holds.
By taking ρ = r/4 and replacing 3r/4 by r in the above lemma, we now obtain: Theorem 7.7 (Window Theorem). Let ψ ∈ C c (X) be a non-negative function such that ψ| E > 0. Then there exist 0 < r < 1 and T 0 > 1 such that for any T ≥ T 0 ,
It is worth mentioning that r obtained here may be rather small. The following lemma demonstrates how the window estimates for a sequence will be used.
Lemma 7.8. Let ε > 0 and a sequence s k → +∞ be given. Let E and ψ be as in Theorem 1.4. Fix ρ > 0. Let x k ∈ E ρ (ψ) be a sequence satisfying
for some c > 0 independent of k. Then for any f ∈ C c (X), as k → ∞,
Proof. By the Hopf ratio theorem, and Lemma 7.5, we have
with lim s→∞ a x k (s) = 0, uniformly in {x k }. Therefore
Since
we obtain that
Since a x k (s k )+a x k ((1−ε)s k ) → 0, uniformly in {x k }, the lemma follows.
8. Additional invariance and Ergodicity of BR for δ > 1
Let Γ be a convex cocompact subgroup with δ > 1.
8.1.
Reduction. Let A, X ′ and m BR = x∈X µ x d(m BR ) * (x) be the decomposition of m BR into U -ergodic components, see Section 7.2. Our strategy in proving the U -ergodicity of m BR is to show that for a.e. x ∈ X, µ x is N -invariant.
Fix a BMS box E and a non-negative function ψ ∈ C c (X) with ψ| E > 0. Let 0 < r < 1 be as in the window theorem 7.7 and r 0 := r 16 . Recall E r 0 (ψ) ⊂ E from Lemma 7.5.
The next subsection is devoted to a proof of the following:
There exists a BR-conull set X ′′ such that if x, xn ∈ X ′′ for n ∈ N , then µ xn = n.µ x .
Proof. Since N is abelian and U < N , n.µ x is U -invariant and ergodic for every n ∈ N and for a.e. x. Now since m BR is N -invariant, we have
is also a U -ergodic decomposition of m BR for each n ∈ N . The claim now follows from the uniqueness of ergodic decomposition.
By Lemma 8.2, the characteristic function χ F is an N -invariant measurable function. Since m BR is N -ergodic by Theorem 2.9 and m BR (F ) > 0 by Theorem 8.1, it follows that m BR (X − F ) = 0. That is, µ x = m BR for a.e. x, and since µ x 's are U -ergodic components of m BR , the claim follows.
8.2.
Proof of Theorem 8.1. As we explained in the introduction, we will flow two nearby points in the generic set and study their divergence in the "intermediate range". We first need to prove a refinement of the window theorem, see Propositions 8.5 and 8.6 below.
Proposition 8.4. There is a Borel subset E ′ ⊂ E such that m BR (E − E ′ ) = 0 and for any x ∈ E ′ and all integers m ≥ 1,
Proof. Set N k := {n z : |z| < k}. Since m BR is N -ergodic, by [10] , there exists a full measure subset E ′ m of E such that for all
It suffices to take
Since inf x∈Er 0 (ψ) µ x (ψ) > 0 and x → 1 µx(ψ) µ x is continuous on E r 0 (ψ), there exists a symmetric neighborhood O such that
Set K ψ := supp(ψ)O and K ′ ψ := ∩ g∈O supp(ψ)g. By Theorem 7.7, for all s ≥ T 0 , the following set has BR measure at least 5r 16 m BR (E):
We may write G(s) as G(s) + ∪ G(s) − where
Therefore there exists an infinite sequence (1) y k = x kňw k where c
Proof. If x ∈ G + (s), then, as r < 1, 
Hence the claim follows with c 1 = d 0 (r + 1) 2 .
We now use the fact that the two orbits x k u t and y k u t stay "close" to each other for all t ∈ [0, s k ], to show that y k 's in Proposition 8.5 also satisfy the same type of window estimate. Let us fix some notation; writing y k u t = x k u t (u −tňw k u t ), we set
and g k = p k (s k ).
Proposition 8.6. There are positive constants c 2 = c 2 (ψ) and ε 0 = ε 0 (ψ) such that for all ε = 1 m < ε 0 and all k ≫ 1,
where y k = y k (ℓ, ε) is as in Proposition 8.5.
Proof. There is a constant c > 0 (independent of ε) such that |p k (t)g −1 k | < cε for all t ∈ [(1 − ε)s k , s k ]. Hence for all ℓ ≫ 1 (independent of ε), we have p k (t) ∈ O for all t ∈ [0, s k ]. Claim (1): For some constant b 1 > 0, independent of ε, we have for all k ≫ 1,
By the definition of K ψ and K ′ ψ , since y k u t ∈ x k u t O, we have χ K ′ ψ (y k u t ) ≤ χ K ψ (x k u t ) for all t ∈ [0, s k ]. In particular we have
On the other hand, we have
with max{|a x k (ψ, s k )|, |a y k (ψ, s k )|} ≤ a(s k ) → 0 as k → ∞. We will now flow x k and y k for the period of time [(1 − ε)s k , s k ]. By the construction of these points, these two pieces of orbits are almost parallel and they essentially differ by g k which is of size O(1). More importantly these "short" pieces of the orbits already become equidistributed. This will show that some ergodic component is invariant by a nontrivial element in N −U and the proof can be concluded from there using standard arguments.
Fix ℓ ∈ N. Let ε i = 1 i > 0 for i ∈ N. We choose s k (ε 1 , ℓ) and x k (ε 1 , ℓ), y k (ε 1 , ℓ) ∈ G(s k (ε 1 , ℓ)) + as in Proposition 8.5. Together with Proposition 8.6, there exists α 1 > 0 independent of ε 1 and k such that . We proceed by induction: by dividing the interval [(1−ε i )s k (ε i , ℓ), s k (ε i , ℓ)] into subintervals of length ε i+1 as in the proof of Proposition 8.5, we can find a sequence s k (ε i+1 , ℓ) and subsequences x k (ε i+1 , ℓ) of x k (ε i , ℓ) and y k (ε i+1 , ℓ) of y k (ε i , ℓ) satisfying Clearly, as i → ∞, we have x k (ε i , ℓ) → x ε 1 ,ℓ and y k (ε i , ℓ) → x ε 1 ,ℓ . By passing to a subsequence, we may assume that v ε i ,ℓ converges to an element v ℓ ∈ N . Note that . Let ℓ 0 > 1 be large enough so that n v ℓ ∈ O for all ℓ > ℓ 0 . Proposition 8.7. Let ℓ > ℓ 0 and set x ℓ := x ε 1 ,ℓ . For any f ∈ C c (X), we have
Proof. We claim that there exists a constant b > 0 such that for each i ≥ 1, the following holds for all k ≫ i 1:
We first deduce the proposition from this claim. Since both y k (ε i , ℓ), x k (ε i , ℓ) belong to the set E r/16 (ψ) and converge to x ℓ , and f, ψ ∈ C c (X) have compact supports, µ y k (ε i ,ℓ) (f ) → µ x ℓ (f ) and µ y k (ε i ,ℓ) (ψ) → µ x ℓ (ψ) as k → ∞.
Since n v ε i ,ℓ .f converges to n v ℓ .f pointwise as i → ∞ and the supports of all functions involved are contained in one fixed compact subset of X, we have µ x k (ε i ,ℓ) (n v ε i ,ℓ .f ) → µ x ℓ (n v ε i ,ℓ .f ) as k → ∞. Similarly, µ x k (ε i ,ℓ) (n v ε i ,ℓ .ψ) → µ x ℓ (n v ε i ,ℓ .ψ) as k → ∞. Hence (8.6) implies, by taking k → ∞, that
Now by taking i → ∞, this proves the proposition as ε i → 0. To prove Claim (8.6), fixing ε := ε i , we set v = v ε i , s k = s k (ε i ), x k = x k (ε i , ℓ) and y k = y k (ε i , ℓ) for simplicity. By Lemma 7.8, we have, as k → ∞, (8.7)
Since n + v ℓ ∈ O, similar calculation implies that, as k → ∞, (8.8)
Therefore the claim follows if we show for all large k ≫ i 1, (8.9)
for some b > 0 independent of ε. Let c f and c ψ denote the Lipschitz constants of f and ψ respectively. Hence for all t ∈ [(1 − ε)s k , s k ] and large k ≫ 1, |f (x k u t p k (t)) − f (x k u t v ℓ )| < c f (ε + s −1 k ) ≤ 2εc f and |ψ(x k u t p k (t)) − ψ(x k u t v ℓ )| < c ψ (ε + s ℓ > ℓ 0 . Note that x ℓ ∈ E ρ (ψ). Set N 0 := {n ∈ N : x ℓ n ∈ E ρ (ψ)}. We have for any n ∈ N 0 and f ∈ C c (X), µ x ℓ (n.f ) µ x ℓ (n.ψ) = lim
On the other hand, by Proposition 8.7, we have µ x ℓ (n.f ) µ x ℓ (n.ψ) = µ x ℓ nv ℓ (n.f ) µ x ℓ .nv ℓ (n.ψ) = µ x ℓ n (n v ℓ .f ) µ x ℓ .n (n v ℓ .ψ) .
Therefore for any n ∈ N 0 , µ x ℓ n (f ) µ x ℓ n (n v ℓ .f ) = µ x ℓ n (ψ) µ x ℓ .n (n v ℓ .ψ) ( = 0).
As x ℓ ∈ E ′ , it follows from the definition of E ′ that we can take a sequence n m such that x ℓ n m ∈ E ρ (ψ) ∩ B(x 0 , m −1 ) and hence x ℓ n m → x 0 as m → ∞.
In particular,
.
It follows that µ x 0 and n v ℓ .µ 
