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Abstract
Feature selection has been used widely for selecting a subset of genes (features) from
microarray datasets, which help discriminate healthy samples from those with a partic-
ular disease. However, most feature selection methods suffer from high computational
complexity when applied to these datasets due to the large number of genes present.
Usually, a small subset of these genes have a contributing factor to the disease, and the
rest of the genes are irrelevant to the condition. This study proposes a sparse method,
Sparse Least Squares (SLS), based on singular value decomposition and least squares
to filter out irrelevant features. In this thesis, we shall also consider reducing the num-
ber of features by clustering genes and selecting representative genes from each cluster
based on two different metrics. These dataset size-reduction methods are incorporated
into three state-of-the-art feature selection methods, namely, mRMR, SVM-RFE, and
HSIC-Lasso. These methods are applied to three Inflammatory Bowel Disease (IBD)
datasets and combined with support vector machines and random forest classifiers.
Experimental results show that the proposed SLS method significantly reduces the
running time of feature selection algorithms and improves the prediction power of
the machine learning models. SLS is integrated into a novel feature selection method
(DRPT), which, when combined with Support Vector Machine (SVM), is able to
generate models to discriminate between healthy subjects and subjects with Ulcera-
tive Colitis (UC) based on the expression values of genes in colon samples. The best
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models were validated on two validation datasets and achieving higher predictive per-
formance than a model generated by a recently published biomarker discovery tool
(BioDiscML).
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Chapter 1
Introduction
This chapter provides an introduction to the research done in this thesis. Section 1.1
is an overview, and Section 1.2 describes the related work. Part 1 work done in this
thesis has been accepted in the Eighteenth IEEE International Conference on Machine
Learning and Applications (ICMLA 2019).
1.1 Overview
Gene expression datasets usually consist of tens or hundreds of samples compared
to thousands or tens of thousands of features. This impacts the performance of the
classifier [52] and can also cause data overfitting [20]. To improve the performance of
the classifier and reduce the dimensionality of the dataset, feature selection methods
can be used to find a subset of features that are more informative and relevant to
class labels [33]. So, in addition to improving the performance of the classifier, fea-
ture selection avoids overfitting. Feature selection algorithms fall into three different
categories: filter methods, wrapper methods, and embedded methods. Filter methods
are independent of classifiers and select a subset before performing any classifica-
tion. Relief-based methods [34] such as Minimum Redundancy Maximum Relevance
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(mRMR) [43], Relief [32] and ReliefF [31] are well-known filter methods. Wrapper
methods [33] select a subset and estimate the score of the subset by employing the
performance of the classifier. These methods are useful but have high computational
complexity since many subsets of features need to be assessed by a classification al-
gorithm [22]. Usually, evaluating each subset in wrapper methods is done using the
k-fold cross-validation method. Since the k-fold cross-validation metric is used for
evaluating the models in this thesis, this concept is briefly described below.
In k-fold cross-validation, data is split into k partitions of equal size called folds.
A sequence of models is then generated. For example, the first model is created using
the last k− 1 folds as the training set and the first fold as a test set. The data in the
training set is used for creating the model, and the model is validated on the test set.
The other k− 1 models are created with the same procedure, with one fold used as a
test set, and the remaining k− 1 folds are used for training. Each fold is used once as
a test set. Figure 1.1 shows an illustration of 5-fold cross-validation.
Figure 1.1: Data splitting in 5-fold cross-validation adopted from [40].
A well-known wrapper method is the Support Vector Machines Recursive Feature
Elimination (SVM-RFE) [20] algorithm. This algorithm repeatedly constructs the
model and eliminates features with low ranks. Filter methods are faster than wrappers
and computationally suitable for large datasets [22]. In embedded methods, feature
selection is incorporated into the model generation process, falling between filter and
wrapper methods in terms of computational complexity. The effectiveness of different
feature selection algorithms on gene datasets has been investigated in various studies
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[26, 49,58].
Microarray datasets usually contain many irrelevant genes which show little dif-
ference between cases and controls, and have no contribution to the prediction power
of the model [28]. In other words, the entropy of irrelevant genes is big, and as such,
these genes are not useful in discriminating between cases and controls. Not only does
the existence of irrelevant features add to the computational cost of machine learning
algorithms, but irrelevant features can also be viewed as noise in the dataset that
negatively affects the classification algorithms.
This thesis proposes a sparse method for the removal of irrelevant features. Let
D = [A | b] be a dataset where b is the class label and A is an m × n matrix with
m rows (samples) and n columns (genes). We solve the system AX = b using the
method of least squares and singular value decomposition, where X = [x1, . . . , xn]T is
the vector of unknowns. So each xi is viewed as an assigned weight to the feature Fi.
The bigger |xi|, the more important the feature Fi is in connection with the outcome
column b. It then makes sense to filter out those features whose weights are very
small; that is, we shrink the weights of irrelevant features to zero. This process yields
a sparse method, which we call SLS (Sparse Least Squares) to reduce the size of the
dataset.
SLS can be augmented to any feature selection algorithm. Of particular interest
are feature selection algorithms that have great prediction power, however suffer from
high computational cost. These algorithms include wrapper methods, such as SVM-
RFE, and methods based on information gain, such as mRMR.
Truncated Singular Value Decomposition (SVD) has been used in the literature to
reduce the size of datasets [3]. The Principal Component Regression is also based on
the Truncated SVD, where eigenvectors corresponding to the largest singular values
are considered. It should be noted that Truncated SVD changes the values of features,
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whereas the objective of this research is to preserve features as they are and only
remove the irrelevant ones.
Another method that can be used to reduce the size of large datasets is clustering.
Clustering involves partitioning the data into a certain number of groups, resulting in
similar data being clustered together. Clustering has three main categories: partition-
ing algorithms, hierarchical algorithms, and density-based algorithms. Partitioning
algorithms split the data into a user-specified number of clusters (k). The number
of clusters should be given as an input parameter for these algorithms. An exam-
ple of this is the k-means method. Hierarchical algorithms, by comparison, create a
hierarchical decomposition of the data. There are two different approaches for con-
structing the hierarchical decomposition, which are agglomerative (bottom-up) and
divisive (top-down) approaches. The number of clusters should not be given as input
for these methods, but the termination conditions for merging or dividing processes
should be specified. Density-based methods, such as DBSCAN [14], construct clusters
based on connectivity and density functions.
Clustering genes helps summarize the dataset and group thousand of genes into
a much smaller number of clusters. It also assists in the understanding of systematic
effects and predicting gene function [46]. For this reason, gene clustering has been the
focus of various studies [46,53]. For this research, k-means clustering algorithm is used
to cluster genes. Then, representative genes from each cluster are selected, and two
different approaches are employed to select genes from each cluster. A natural way
to select representative genes is to select a proportion of each cluster closest to the
cluster center. The empirical results of this study reveal that a better way to select
representative genes is to use entropy. Even though clustering techniques are useful
in reducing the computational cost and possibly improving the prediction power of
models, this study demonstrates that a sparse method based on the method of least
4
squares outperforms the clustering approaches.
Three Inflammatory bowel disease (IBD) datasets are used to show the effective-
ness of this approach. IBD refers to a group of diseases that involve inflammation
in the intestines. There are two major subtypes of this disease: Ulcerative colitis
(UC) and Crohn’s disease (CD) [57]. These datasets contain the expression profile
of healthy and UC samples and are obtained from the Gene Expression Omnibus
(GEO) database. After reducing the size of datasets using either the SLS method or
a clustering approach, feature selection is applied to the reduced dataset. Finally, a
model is created with the selected subset of features, using Support Vector Machine
(SVM) [10] and Random Forest (RF) [7] algorithms. Empirical results show that aug-
menting feature selection methods with SLS reduces the computational cost while
maintaining or improving the prediction power of machine learning models.
1.2 Related Work
DNA microarray datasets are essential research tools, but the problem is the amount
of data they produce, which is an obstacle to the interpretation of the results [46,58].
To better understand the data, there have been some studies on gene selection and
gene clustering.
There have been studies investigating the performance of various feature selec-
tion methods on microarray datasets. In [58], the performance of feature selection
methods including CFS, χ2-Statistic, Information gain, Symmetrical uncertainty, and
RielifF with the combination of multiple classifiers are examined on diffuse large B-
cell lymphoma and acute leukemia datasets to show advantages and disadvantages
of each feature selection approach. Their results showed that the major drawback of
filter methods is that they evaluate each gene separately from others. They suggested
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filter methods are good for fast analysis of data and, wrappers are suggested to use
for selecting genes that can be investigated for cancer treatment. Also, the classifi-
cation performance of several feature selection methods on both synthetic and real
gene datasets is evaluated in [26]. Another study compares the performance of several
feature selection methods to find strong genes that contribute to better performance
of a particular classifier [49].
Some studies propose feature selection methods based on SVD [18] and Total Least
Squares (TLS) [19] in different contexts. The authors in [9] proposed a method for
selecting a subset of features utilizing SVD for speaker identification. They showed
their proposed method outperforms other methods which are based on F-ratio. A
feature subset selection based on TLS was proposed in [54]. They compared their
method (SAB-TLS) with the subset selection algorithm (SA-LS) proposed in [18].
They showed that when the data is perturbed, their method outperforms SA-LS. SVD
was also used for analyzing gene expression data [17, 39]. Authors in [39] proposed a
method named robust SVD (rSVD) for analyzing microarray data, which is robust to
outliers and missing values. A regression modeling based on SVD is also developed
in [17] to find the association of gene expression measurements with the tumor type.
This thesis proposes a sparse method based on SVD and least-squares to remove
irrelevant features from the dataset and consequently to reduce the size of the dataset
before applying feature selection.
Since the computational complexity of applying feature selection algorithms to
gene datasets are high, clustering genes before gene selection can lower it significantly,
and reduce redundancy among genes. The goal of clustering is to find a natural group-
ing in data without knowledge of any class labels such that features in the same cluster
are more similar to each other than those from different clusters [35,45].
There has been some previous work on comparing different methods of clustering
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on various cancer datasets [46, 53]. Four different clustering algorithms, including k-
means, CRC, ISA, and memISA, are examined on three brain expression datasets
in [46]. Their results showed that k-means clustering was the most effective of the
four methods for typical microarray brain expression datasets.
There have been some recent works on feature selection based on feature cluster-
ing [12,27,50]. Features are clustered using hierarchical clustering, and a filter method
is applied to each cluster to rank features and select representative features in [12].
They tested their algorithm on different UCI machine learning datasets using the
kNN classifier. Also, another feature selection based on clustering was proposed in [27].
Their proposed method was an enhancement in the SVM-RFE gene selection method.
There are three stages in their proposed method: clustering genes with k-means, cre-
ating a representative set, and then ranking representative genes with SVM-RFE.
They applied their method on various cancer datasets and compared it with different
feature selection methods. Their results showed that the proposed method decreases
computational complexity and redundancy among genes. A clustering-based feature
selection method was proposed in [50]. First, irrelevant features were removed from
the dataset, and features were clustered with minimum spanning tree method, and
then representative features were selected from clusters. We study the idea of clus-
tering gene before feature selection in more details. We use two metrics for removing
redundant features and reducing the size of the dataset using clustering. Genes are
first clustered with the k-means clustering algorithm, and then representative genes
are selected from each cluster. In this approach, representative genes are selected
based on two different metrics, consisting of Euclidean distance and entropy.
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1.3 Outline of the Thesis
This thesis extends the idea of redundant features removal using clustering and also
proposes a sparse method for the removal of irrelevant features before the feature
selection step. Both approaches are explained in detail in Chapter 2. In Chapter 3,
we compare the effect of augmenting SLS method and the other approach to different
feature selection methods. Chapter 4 presents a case study. In the end, Chapter 5
concludes this thesis.
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Chapter 2
Methodology
Microarray datasets usually contain a significant number of irrelevant and redundant
genes that negatively impact feature selection and machine learning models, both
computationally and prediction power. For this reason, in this chapter, a method for
reducing the size of the dataset by removing potentially uninformative features is
proposed.
2.1 SLS Method
Let D = [A | b] be a dataset where b is the class label and A is an m×n matrix with
m rows (samples) and n columns (genes). The i-th column (feature) of D is denoted
by Fi. Our objective is to remove those columns of A that do not have a significant
impact on b. We consider the linear system AX = b, where X = [x1, . . . , xn]T is the
vector of unknowns. Since the system AX = b may not have exact solutions, instead
we find the unique solution with the smallest 2-norm that satisfy the least squares
problem over all X:
9
||AX − b||2, (2.1)
This minimization problem is known as the method of least squares and its solutions
is defined via singular value decomposition (SVD) of A. Recall that the SVD of an
m× n matrix A is of the form A = USV T , where U is an m×m orthogonal matrix,
V is an n × n orthogonal matrix, and S = diag(σ1, . . . , σr, 0, . . . , 0) is an m × n
diagonal matrix. Also recall that the Moore-Penrose inverse of A is the n×m matrix
A+ = V S−1UT , where S−1 = diag(σ−11 , . . . , σ−1r , 0, . . . , 0).
It is well-known that the least squares solutions can be given in terms of the
Moore-Penrose inverse, see [55].
Theorem 2.1.1 (All Least Squares Solutions). Let A be an m×n matrix and b ∈ Rm.
Then all the solutions of minX ||AX − b||2 are of the form y = A+b + q, where
q ∈ ker(A). Furthermore, the unique solution whose 2-norm is the smallest is given
by z = A+b.
We view a solution X =
[
x1, . . . , xn
]T
to problem (2.1), as a weight vector. In
other words, we can approximate the label column b as a linear combination x1F1 +
· · ·+ xiFi + · · ·+ xnFn. Intuitively, the larger |xi| the more impact the feature Fi has
on b. As such, we filter out those features whose corresponding weight is less than
a threshold as irrelevant features. In other words, we shrink the weights of irrelevant
features to zero. This process yields a sparse method which we call SLS to reduce the
size of dataset.
Next, the feature selection algorithm is applied to the reduced dataset. In other
words, SLS is augmented to the existing feature selection methods.
One can tune the threshold parameter depending on the dataset, although our
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Algorithm 1: Augmenting SLS to feature selection algorithms
Data: D = [A | b]m×(n+1)
Result: Subset of features
Fi: i-th column of A;
X = A+ × b, where A+ is the Moore-Penrose inverse of A ;
Threshold =0.4 ∗max(|X|);
Irrelevant ={i | xi < Threshold};
Index ={1, . . . , n} \ Irrelevant;
D̂ = [A(Index) | b];
Apply feature selection algorithm to the reduced dataset D̂;
experiments show that even a soft threshold is enough to reduce computational times
of feature selection algorithms and as well increase the prediction power of classifiers on
selected features. The procedure of augmenting SLS to any feature selection algorithm
is described in Algorithm 1.
2.2 Removing Redundant Features Using Cluster-
ing
Clustering algorithms have been applied to microarray datasets frequently. Clustering
is useful to find natural grouping among genes, so genes in each cluster are similar
to each other and different from genes in other groups. We use gene clustering for
reducing the size of the dataset by removing redundant features. Genes are first clus-
tered using the k-means algorithm, and then representative genes are selected from
each cluster. We use Euclidean distance and entropy as two criteria to rank the genes
in each cluster, and then high ranked genes are selected from each cluster. The idea
of clustering genes and selecting representative genes from clusters using Euclidean
distance was proposed in [27], and they incorporated this clustering step to the SVM-
RFE feature selection method. A slightly different approach is taken in this thesis.
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The difference between the two works is that we select more than one representative
gene from each cluster, and also we incorporate another criterion, entropy, in addition
to Euclidean distance for selecting representative genes. Entropy was used in [12] to
find the similarity between features. Another difference is an evaluation of the effect
of adding this dataset size reduction step on the performance of three well-known
feature selection methods using two classifiers is made. Experiments show a compre-
hensive comparison between different combinations of dataset size reduction methods,
feature selection methods, and classifiers. Euclidean distance was used in [27] to find
the closest gene from each cluster center as representative of the cluster.
Entropy comes from information theory [48] and is calculated as below:
H = −
m∑
i=1
pi log2 pi (2.2)
Entropy is a function of probabilities (pi) which
∑m
i=1 pi = 1, and pi ≥ 0 . Consid-
ering the probabilities of all observations (m) for each random variable, in [2], Section
2.2.1 they proved that the minimum entropy is occurred when there is one nonzero
pi. Also, [2] in Section 2.3 showed that the maximum entropy occurs when all the
probabilities are identical and the entropy would be equal to log2 m (logarithm of the
number of observations).
Entropy has been applied in various research areas: physics, chemistry, and also
bioinformatics. For example, entropy is used in [16] for feature elimination in microar-
ray expression data. The entropy of a gene is calculated as following:
H(G) = −
m∑
i=1
fi log2 fi (2.3)
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Let G be a gene and s1, ..., sm normalized expression values of G for m samples.
Cumulative expression values of G are calculated as s̄ = ∑mi=1 si and fi is defined
as fi = si/s̄. H(G) is defined as the entropy of gene G. According to (2.3), H(G)
is at its maximum when gene G has identical expression values over all m samples,
which means this gene is not expressed differentially in any sample. The more the
expression value of a gene is expressed differently in all samples, the lower H(G) is,
and minimum entropy occurs where only the gene is expressed in one sample. So genes
with the lowest entropy are selected as representative genes from each cluster.
The framework of this approach is divided into four phases: (i) gene clustering
where genes are clustered into a specified number of groups. The number of clusters
is specified in advance using 5-fold cross validation. In phase (ii) representative genes
selection where genes inside each cluster are ranked based on the selected criteria
and are selected from each group. In phase (iii) feature selection is performed on
reduced dataset consisting of representative genes. Finally in phase (IV) we evaluate
the selected features using two classifiers. In the following sections, we describe each
phase of this approach in details.
2.2.1 Gene Clustering
In gene clustering, genes with similar expression profiles are clustered into the same
gene groups. Genes belonging to the same cluster contain partially redundant infor-
mation; however, genes of different clusters contain different information. It is impor-
tant to select good clustering algorithms in this study but there is no best clustering
algorithm especially for gene datasets. There have been some previous studies on com-
paring different clustering algorithms on cancer datasets [46, 53]. k-means clustering
algorithm was used as the gene clustering algorithm in different studies [27] due to
its simplicity and efficiency. For this reason, the candidate gene clustering algorithm
13
for this project is k-means.
2.2.2 Gene Representative
Since genes clustered into the same group are supposed to have a similar profile
and function, selecting representative genes from each cluster can reduce redundancy
among genes. So, after clustering the genes, 10% of genes from each cluster are se-
lected based on two different metrics as representative genes. One of the metrics is
Euclidean distance, so the distance of each gene from the cluster center is calculated.
Then all genes of the corresponding cluster are ranked based on calculated distances
in ascending order. Lastly, 10% of genes with smaller distances are chosen as repre-
sentative genes of the cluster.
When selecting representative genes based on entropy, genes of each cluster are
ranked based on calculated entropy in ascending order. In the end, 10% of genes with
the smallest entropies are chosen as representative genes of the cluster. According to
entropy formula, the more different the expression values of a gene across all samples
are, the lower the entropy is [63]. So, in selecting representative genes based on entropy,
10% of genes with smaller entropy are chosen from each cluster.
2.2.3 Gene Selection
After gene clustering and gene representation selection step, all the chosen represen-
tative genes are collected as a representative set. Next, the number of genes in the
original dataset (D) is reduced to the number of representative genes. It means genes
that are not in the representative set are removed from the original dataset. After this
step, the size of the dataset is reduced. The number of samples of reduced datasets
is the same as the original one, but the number of genes is reduced to the number
of selected representative genes. Next, the feature selection method is applied to the
14
reduced dataset. Figure 2.1 shows a schematic representation of this approach, along
with feature selection and model creation steps.
Original
Dataset
Reduced
Dataset
Classification
Accuracy
AUC
Number of Features
Gene Clustering 
Representative
Genes Selection
Feature Selection, Model
Creation using 5-fold CV
Figure 2.1: Removing redundant features using clustering and performing 5-fold CV
for feature selection and model creation on the reduced dataset
Three well-known feature selection algorithms: mRMR, SVM-RFE, and Hilber-
Schmit Independence Criterion Least Absolute Shrinkage and Selection Operator
(HSIC-Lasso) [60] are examined in this research, and they are described as follows.
mRMR This method selects features with the highest relevance to the class la-
bels and lowest redundancy among genes. Both maximum-relevance and minimum-
redundancy criteria on this method are based on mutual information.
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SVM-RFE This algorithm is a classic gene selection methods that utilizes an exter-
nal estimator to assign weights to features. These weights generated by an estimator
are used as ranking criteria. In each step of feature elimination, the lowest-ranked
features are removed from the current subset of features. Feature elimination is a
recursive procedure and is repeated until the specified number of features is selected.
HSIC-Lasso This method is a recently proposed kernel-based mRMR algorithm.
This method considers the non-linear dependency between input features and output
values. HSIC-Lasso finds non-redundant features with a high dependency on output
using specific kernel functions.
2.3 Validation Techniques
To evaluate how selected genes can help differentiate between healthy and disease
samples, having a test dataset that has not been seen by our model is essential. So, in
this thesis, the function of repeated stratified k-fold cross-validation (RepeatedStrati-
fiedKFold) from Scikit-learn machine learning library [42] is used for feature selection
and model construction. The stratified version is used to avoid dataset shift that is
one of the drawbacks of using cross-validation. Stratification is utilized to ensure that
the proportions between classes are the same in each fold as they are in the origi-
nal dataset. The number of splits and the number of repetitions are set to 5 and 3,
respectively (n_splits=5, n_repeats=3). So the original data sample is randomly par-
titioned into five sub-samples that one fold is used for testing, and the remaining four
folds are used for feature selection and training. The process is repeated five times,
so each subsample used precisely once as testing data. Since we used the repeated
version of stratified k-fold CV, the whole process of cross-validation is repeated three
times, and the optimal number of features and all evaluation metrics are reported as
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average over 15 iterations.
2.4 Evaluation Measures
Selecting evaluation metrics is vital to measure the performance of the classifier.
According to [38], there is no best metric for evaluating the machine learning model.
For example, Classification Accuracy (CA) is not enough for model evaluation since it
does not give us information about the False Negatives or False Positives, especially
when our data is unbalanced. For this reason, we reported other well-known metrics,
including Recall, Specificity, Area Under the Curve (AUC), and Average Precision.
2.5 Datasets
Inflammatory bowel disease (IBD) refers to a group of diseases that involve inflamma-
tion in intestines. There are two major subtypes for this disease, which are Ulcerative
colitis (UC) and Crohn’s disease (CD) [57]. Due to the complexity of this disease,
the diagnosis is challenging. However, several symptoms, including abdominal pain,
diarrhea, and bloody stool, have been considered as diagnostic indicators for IBD [5].
Development of IBD is affected by genetic and environmental factors [15]. For ex-
ample, studies show that having a family member who is affected by this disorder
is a significant risk factor for developing IBD [6, 23]. Since genetic factors have been
proved to be highly related to IBD and its subtypes, there have been different studies
for identifying genes that are expressed differently in healthy and diseased individ-
uals. Although both subtypes share disease-causing genes, some genes are expressed
differently in UC and CD patients.
Three datasets, containing gene expression profile of healthy and UC samples, have
been obtained from the Gene Expression Omnibus database (GEO). Datasets were
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downloaded under accession numbers GSE11223 [41], GSE3365 [8], and GSE22619
[24,37] are described in Table 2.1.
Table 2.1: Summary of datasets
Dataset Sample size Number of Number of Number of
features UC controls
GSE3365 68 13,299 26 42
GSE11223 49 18,626 25 24
GSE22619 20 22,189 10 10
2.5.1 Data Collection and Pre-processing
Data Collection
For each dataset, GEO2R [4] was used to retrieve the mapping between probe IDs
and gene symbols. Probe IDs without a gene mapping were removed from further
processing. Expression values for the mapped probe IDs were obtained using the
Python package GEOparse ∗.
Data Pre-processing
The data pre-processing has the following stages:
(i) Calculating the expression value of each gene by taking the average of expression
values of all probes mapped to it.
(ii) Handling missing values with k-Nearest Neighbors (k-NN) imputation method
(kNNImputer) [51] from the “missingpy” library in Python †.
∗https://pypi.org/project/GEOparse/
†https://pypi.org/project/missingpy/
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kNNImputer uses k-NN to impute missing values so each missing value is imputed
by utilizing the values from nearest neighbors. The number of neighbors was set to 2
(n-neighbors=2) and uniform weight was used.
2.6 Summary
In this chapter, we proposed the SLS method and introduced two clustering-based
approaches for reducing the number of features. Then, we introduced validation tech-
niques and the metrics for measuring the predictive performance of the models. In
the end, we explained the datasets and preprocessing steps of datasets.
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Chapter 3
Experiments
The goal of this chapter is to compare the effect of augmenting the proposed SLS
method and two dataset dimensionality reduction approaches to different feature se-
lection methods. Section 3.1 explains the parameter setting for clustering and feature
selection methods. Section 3.2 presents the results of applying all three feature selec-
tion methods on the datasets using SVM and RF. Section 3.3 reports the results of
applying feature selection on the reduced datasets using described approaches (SLS
and clustering) and compares them. Section 3.4 and Section 3.5 show SLS preserves
informative features while it removes irrelevant ones and also reduces the computa-
tional cost significantly. At the end, Section 3.6 summarizes this chapter.
3.1 Parameter setting
Since the number of clusters (k) is a key parameter in k-means, it should be explicitly
specified. We employ repeated stratified 5-fold cross-validation to find the optimal
number of clusters for each microarray dataset. Fig. 3.1 shows the experimental results
for all datasets. According to average accuracy curve, the optimal number of clusters
for GSE3365 is 150 (CA = 94.98%), for GSE11223 is 100 (CA= 76.37%) and for
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GSE22619 is 10 and 80 (CA= 75%).
Figure 3.1: Accuracy vs. cluster number for all datasets
The number of features (f) to be selected should be given as an input parameter
to all the chosen feature selection methods for this study. Because the computational
complexity of the feature selection methods is affected by f , this parameter is set to
f = 20 for all algorithms.
In all experiments, all codes are implemented with Python 3.6 and also the Python
software packages of mRMR and HSIC-Lasso are used. SVM-RFE is also available
in Scikit-learn. In addition, all experiments are conducted on a PC with an Intel R©
CoreTM i7-4790 CPU (3.60GHz x 8), and 16GB of RAM.
mRMR, HSIC-Lasso, and SVM-RFE feature selection methods are applied on all
three microarray datasets described earlier. Two well-known classification algorithms:
SVM, and RF are used for model creation, which are adopted from Scikit-learn.
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3.2 Feature Selection On The Whole Datasets
To evaluate the performance of each combination of methods, all feature selection
methods are applied on the whole datasets without any filtering step. Tables 3.1 and
3.2 show the experimental results of applying only feature selection methods on the
whole datasets using two different classifiers.
CA and AUC are reported as average over 15 iterations of repeating stratified
5-fold cross-validation for three times. Also, the optimal number of features (#f) are
presented for each method. This number is the number of features that yielded the
highest CA in all iterations. The reported running time is the total run time after 15
iterations, which includes the running time of the classifier as well.
Table 3.1: Performance of feature selection methods on the whole datasets using SVM
Method #f CA (%) AUC Runtime (Sec)
Dataset: GSE3365
mRMR 17 77.60± 11.40 0.81± 0.16 8,153
SVM-RFE 17 93.93± 5.10 0.97± 0.04 4,711
HSIC-Lasso 13 97.40± 4.74 0.97± 0.04 77
Dataset: GSE11223
mRMR 6 57.13± 14.62 0.64± 0.23 2,959
SVM-RFE 2 100 1.0 4,597
HSIC-Lasso 19 66.66± 5.77 0.72± 0.16 92
Dataset: GSE22619
mRMR 12 73.33± 19.97 0.75± 0.23 1,325
SVM-RFE 10 71.66± 22.88 0.76± 0.29 1,815
HSIC-Lasso 9 75.0± 21.12 0.80± 0.25 72
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Table 3.2: Performance of feature selection methods on the whole datasets using RF
Method #f CA (%) AUC Runtime (Sec)
Dataset: GSE3365
mRMR 18 77.0± 11.53 0.81± 0.14 8,359
SVM-RFE 20 92.20± 7.96 0.96± 0.05 4,792
HSIC-Lasso 19 80.0± 7.79 0.80± 0.11 69
Dataset: GSE11223
mRMR 20 63.33± 14.0 0.63± 0.13 2,954
SVM-RFE 2 100 1.0 4,586
HSIC-Lasso 20 80.0± 20 0.81± 0.20 96
Dataset: GSE22619
mRMR 7 68.33± 22.09 0.75± 0.27 1336
SVM-RFE 9 90.0± 12.67 0.94± 0.10 1832
HSIC-Lasso 10 73.33± 24.02 0.74± 0.25 72
3.3 Feature Selection On The Reduced Datasets
To show how reducing the number of features affects the model prediction power and
running time, three categories of experiments are conducted using described methods
in Section 2.1 and Section 2.2. These three categories are: reducing the size of the
dataset with (i) clustering genes and selecting representative genes based on Euclidean
distance, (ii) clustering genes and selecting representative genes based on entropy, (iii)
finding irrelevant genes and removing them from datasets using SLS method. In the
first two categories, genes are clustered into the optimal number of clusters for each
dataset; this number was specified in advance. After selecting 10 percent of genes
from each cluster, a subset of features containing representative genes is created.
Next, the number of genes is reduced to the number of representative genes. In the
third category of experiments, the proposed SLS method is applied to the dataset, and
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then the size of the dataset is reduced by removing irrelevant genes. In the next step,
each feature selection algorithm is performed on the reduced datasets by adopting
a repeated stratified 5-fold CV for finding the best subset of genes and creating the
model based on them and evaluating the model. So in each iteration of CV, 20 genes
are selected, and 20 models are generated using the selected genes on the training
dataset. For example, the first model is created using the first selected feature, and
the fifth model is created using the first five selected features. For each model, all the
evaluation metrics are calculated and saved, which are the results of validating the
model on the test set. When all iterations of CV are finished, all evaluation metrics
are averaged. For instance, all the CAs achieved from the models created based on a
subset of 5 features in each iteration are averaged together. Then, the highest average
CA, along with corresponding feature number, recall, specificity, AUC, and APS, are
reported.
In the following sections, experimental results on each dataset are discussed.
Firstly, for each dataset, 12 different combinations are examined. They contain com-
paring the results of the combinations of three feature selection methods with two
classifiers for each representative gene selection approach. Then, the results of apply-
ing the feature selection methods on the reduced dataset by SLS are reported. To
show which approach of reducing the size of the dataset works better, the results
corresponding to each approach are reported separately. Firstly, a comparison of the
results of applying feature selection methods on the reduced dataset using two repre-
sentative gene selection approaches is made. Then it is compared with the results of
applying these methods on the reduced dataset by SLS.
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3.3.1 Experiments on GSE3365 Dataset
This dataset contains 127 samples, including 59 CD, 26 UC, and 42 healthy subjects.
Only samples from UC and healthy classes were selected for this study. The expres-
sion levels of 13,300 genes were measured using Affymetrix Human Genome U133A
Array. To show which method of selecting representative genes is better, genes are
clustered into 150 groups, and 1,262 representative genes are selected based on de-
scribed clustering-based approaches. Then, the dataset’s features are reduced to the
number of representative genes. In each iteration of repeated CV, 54 samples are used
for feature selection and training, and the remaining 14 samples are used for testing.
Results of all combinations of feature selection methods and classification algorithms
on the dataset reduced by clustering-based approaches are reported in Tables 3.3 and
3.4. They present the number of selected features, average Classification Accuracy
(CA), Recall (Rec), Specificity (Spec), the Area Under the Curve (AUC), Average
Precision Score (APS), and Runtime.
Table 3.3: Experimental results of applying feature selection methods on GSE3365
using SVM and RF classifiers after reducing the size of the dataset by clustering
genes and selecting representative genes based on Euclidean distance.
Dataset: GSE3365
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 19 83.53± 9.94 62.0± 23.49 96.66± 5.72 0.90± 0.11 0.90± 0.10 105
SVM-RFE 15 95.93± 4.86 93.55± 9.46 97.59± 4.99 0.97± 0.04 0.97± 0.03 66
HSIC-Lasso 19 92.93± 7.29 85.33± 17.67 97.59± 4.99 0.96± 0.05 0.96± 0.05 35
Classifier: RF
mRMR 19 83.84± 6.51 63.87± 22.11 95.88± 7.71 0.90± 0.09 0.87± 0.09 121
SVM-RFE 9 92.13± 5.85 84.66± 13.38 96.75± 5.57 0.96± 0.04 0.93± 0.07 65
HSIC-Lasso 12 91.06± 9.20 81.77± 22.88 96.85± 5.41 0.94± 0.07 0.91± 0.10 34
According to these two tables, we can conclude that the CAs, and AUCs of mRMR
and SVM-RFE using both classifiers are higher when we use Euclidean distance. When
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Table 3.4: Experimental results of applying feature selection methods on GSE3365
using SVM and RF classifiers after reducing the size of the dataset by clustering
genes and selecting representative genes based on entropy.
Dataset: GSE3365
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 19 80.4± 8.37 58.88± 17.07 93.61± 7.80 0.82± 0.11 0.80± 0.13 105
SVM-RFE 15 91.06± 8.16 89.77± 16.44 92.03± 8.61 0.96± 0.05 0.95± 0.07 65
HSIC-Lasso 19 97.4± 4.74 97.33± 7.03 97.5± 5.17 0.99± 0.03 0.98± 0.05 27
Classifier: RF
mRMR 17 77.0± 9.59 57.77± 21.51 88.98± 11.17 0.80± 0.100 0.75± 0.12 106
SVM-RFE 15 90.60± 6.43 81.77± 11.87 96.01± 7.19 0.96± 0.05 0.93± 0.11 67
HSIC-Lasso 14 92.53± 6.35 84.44± 17.16 97.5± 4.99 0.98± 0.03 0.96± 0.06 28
using HSIC-Lasso, the entropy is a better metric for reducing the size of the dataset
in terms of CA and AUC.
After removing irrelevant features using SLS, 588 features remained on the dataset.
The results of applying feature selection methods using both classifiers on this reduced
dataset are reported in Table 3.5. Comparing the results of all three tables, it can
be seen that CA and AUC achieved from applying feature selection on the reduced
dataset using SLS method are superior or comparable with the highest results of two
former tables. Only for the combination of SVM-RFE and SVM, a lower CA= 94.06 is
obtained as compared with the same combination when using Euclidean distance for
selecting representative genes. In terms of AUC, both approaches achieve comparable
results.
Regarding runtimes, mRMR and HSIC-Lasso are the slowest and fastest methods,
respectively. Also, comparing the running of three tables, the running times belonging
to the last table are the lowest, and the reason is that the number of features remained
is smaller when the SLS method for the dataset dimensionality reduction is used.
Regarding recall and specificity, all three tables show higher specificity than recall.
One potential reason is the number of healthy subjects is almost twice that of UC
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samples in the dataset, so the generated models are biased to the healthy class, which
yields higher specificities.
Table 3.5: Experimental results of applying feature selection methods on GSE3365
using SVM and RF classifiers after reducing the size of the dataset with SLS method.
Dataset: GSE3365
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 18 97.13± 5.23 93.66± 11.11 99.06± 3.22 0.99± 0.00 0.99± 0.01 31
SVM-RFE 16 94.06± 5.71 89.77± 12.50 96.85± 8.32 0.97± 0.04 0.96± 0.04 18
HSIC-Lasso 12 97.86± 3.66 96.0± 8.28 99.16± 3.22 0.99± 0.02 0.99± 0.02 11
Classifier: RF
mRMR 16 87.73± 10.22 71.33± 21.44 94.53± 7.37 0.93± 0.06 0.91± 0.08 30
SVM-RFE 16 94± 5.73 88.22± 14.63 95.92± 7.61 0.97± 0.04 0.93± 0.08 20
HSIC-Lasso 18 94.46± 5.92 90.66± 14.86 96.75± 5.57 0.99± 0.01 0.98± 0.02 11
3.3.2 Experiments on GSE11223 Dataset
This dataset contains 202 samples, which only 49 samples were selected out of it,
including 25 UC and 24 healthy samples. Selected samples are biopsies from the
uninflamed sigmoid colon of UC patients and healthy donors. The expression levels
of 18,626 genes were measured using Agilent-012391 Whole Human Genome Oligo
Microarray G4112A. Tables 3.6, 3.7 and 3.8 show the experimental results on this
dataset. Firstly, genes are clustered into 100 groups, and 1,821 representative genes
are selected based on two clustering approaches. Then, the number of features in
the dataset is decreased to the number of representative genes. In each iteration of
repeated CV, 39 samples are used for feature selection and training, and the remaining
10 samples are used for testing. Results of all 12 combinations of feature selection
methods and classification algorithms using two approaches of representative gene
selection are reported in Tables 3.6 and 3.7.
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Table 3.6: Experimental results of applying feature selection methods on GSE11223
using SVM and RF classifiers after reducing the size of the dataset by clustering genes
and selecting representative genes based on Euclidean distance.
Dataset: GSE11223
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 5 51.80± 10.73 54.66± 34.19 49.66± 38.19 0.49± 0.19 0.63± 0.15 146
SVM-RFE 11 68.8± 12.82 66.66± 22.25 71.66± 19.60 0.65± 0.17 0.72± 0.14 87
HSIC-Lasso 9 89.0 90.0± 14.14 87.5± 17.67 0.89± 0.07 0.92± 0.06 30
Classifier: RF
mRMR 14 53.93± 15.29 45.33± 25.59 62.66± 16.99 0.50± 0.14 0.60± 0.11 147
SVM-RFE 10 92.0± 11.46 89.33± 16.67 94.66± 11.87 0.95± 0.05 0.96± 0.05 89
HSIC-Lasso 4 100 100 100 1.0 1.0 31
According to these tables, higher CA and AUC are achieved when entropy was
used as the representative selection metric. Considering the 6 combinations of feature
selection and classification methods when using Euclidean distance, the combination
of HSIC-Lasso and RF yields the highest results (CA= 100%, AUC= 1.0). When
using entropy for selecting features from each cluster, the combination of HSIC-Lasso
and SVM-RFE with both classifiers yields the highest CA(100%) and AUC(1.0). In
both cases, mRMR performance on this dataset using both classifiers is inferior in
comparison with the other feature selection methods.
After removing irrelevant features using SLS, only 452 features remained on the
dataset. The results of applying feature selection methods on the dataset reduced
by SLS are presented in Table 3.8. Comparing the results of all three tables, it can
be seen that CA and AUC achieved from applying feature selection methods on the
dataset reduced by SLS, are higher than that of the other two approaches. Only for
the combination of HSIC-Lasso with SVM, the results belong to the SLS approach are
comparable with the results of the same combination belong to the entropy approach.
Comparing the recall and specificity of all tables, the highest results are achieved
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from the SLS method.
Table 3.7: Experimental results of applying feature selection methods on GSE11223
using SVM and RF classifiers after reducing the size of the dataset by clustering genes
and selecting representative genes based on entropy.
Dataset: GSE11223
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 15 53.80± 14.0 52.0± 23.66 55.33± 18.46 0.53± 0.17 0.63± 0.13 142
SVM-RFE 1 100 100 100 1.0 1.0 82
HSIC-Lasso 5 100 100 100 1.0 1.0 30
Classifier: RF
mRMR 19 56.86± 18.23 50.66± 21.20 63.33± 25.88 0.55± 0.20 0.65± 0.13 144
SVM-RFE 1 100 100 100 1.0 1.0 100
HSIC-Lasso 3 100 100 100 1.0 1.0 29
Table 3.8: Experimental results of applying feature selection methods on GSE11223
using SVM and RF classifiers after reducing the size of the dataset with SLS method
Dataset: GSE11223
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 15 79.06± 15.70 81.33± 17.67 76.66± 26.02 0.82± 0.15 0.84± 0.13 19
SVM-RFE 2 100 100 100 1.0 1.0 14
HSIC-Lasso 3 99.33± 2.58 100 98.66± 5.16 0.99± 0.03 0.99± 0.03 10
Classifier: RF
mRMR 13 64.73± 13.50 53.33± 25.25 76.66± 18.28 0.67± 0.18 0.72± 0.13 21
SVM-RFE 2 100 100 100 1.0 1.0 16
HSIC-Lasso 1 100 100 100 1.0 1.0 12
In terms of running times, HSIC-Lasso is the fastest, and the higher running times
belong to mRMR. Also, since removing irrelevant features reduced the size of dataset
more than the other two approaches did for this dataset, the running times of this
approach are lower than other approaches. For example, comparing the running time
of applying mRMR with SVM in three tables, we can see that the running time
decreased from 146 seconds in Table 3.6 to 19 seconds in Table 3.8.
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3.3.3 Experiments on GSE22619 Dataset
This dataset contains 20 samples, including 10 UC and 10 normal samples. The ex-
pression levels of 22,189 genes were measured using Affymetrix Human Genome U133
Plus 2.0 Array. Results of all 12 combinations of feature selection methods and classi-
fication algorithms using two approaches of representative gene selection are reported
in Tables 3.9 and 3.10.
Table 3.9: Experimental results of applying feature selection methods on GSE22619
using SVM and RF classifiers after reducing the size of the dataset by clustering genes
and selecting representative genes based on Euclidean distance.
Dataset: GSE22619
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 18 73.33± 17.59 73.33± 31.99 73.33± 25.81 0.83± 0.24 0.9± 0.14 81
SVM-RFE 18 78.33± 15.99 80.0± 25.35 76.66± 31.99 0.81± 0.27 0.9± 0.15 54
HSIC-Lasso 18 70.0± 25.35 63.33± 44.18 76.66± 25.81 0.68± 0.31 0.81± 0.19 20
Classifier: RF
mRMR 14 70.0± 23.52 56.66± 37.16 83.33± 30.86 0.72± 0.24 0.79± 0.18 82
SVM-RFE 6 76.66± 24.02 66.66± 36.18 86.66± 29.68 0.75± 0.26 0.85± 0.16 56
HSIC-Lasso 11 63.33± 24.76 63.33± 39.94 63.33± 35.18 0.57± 0.31 0.70± 0.22 22
Genes are clustered into 10 groups, and 2,214 representative genes are selected
based on two clustering approaches. Then, the number of features in the dataset is
decreased to the number of representative genes. In each iteration of repeated stratified
CV, 16 samples are used for feature selection and training, and the remaining 4
samples are used for testing. According to Tables 3.9 and 3.10, when using entropy
as the representative selection metric, for almost all combinations, the results are
superior to the Euclidean distance approach. Only for the combination of SVM-RFE
and SVM, the CA belonging to the Euclidean distance approach is better.
Comparing results in terms of AUC, we can see that the combinations of both
mRMR and SVM-RFE with SVM yields better results when selecting representative
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Table 3.10: Experimental results of applying feature selection methods on GSE22619
using SVM and RF classifiers after reducing the size of the dataset by clustering genes
and selecting representative genes based on entropy.
Dataset: GSE22619
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 6 78.33± 22.88 63.33± 39.94 93.33± 17.59 0.75± 0.29 0.86± 0.16 78
SVM-RFE 17 73.33± 22.09 66.66± 30.86 80.0± 31.62 0.75± 0.26 0.83± 0.17 50
HSIC-Lasso 1 88.33± 20.84 83.33± 30.86 93.33± 17.59 0.83± 0.30 0.91± 0.17 16
Classifier: RF
mRMR 10 80.0± 16.90 63.33± 35.18 96.66± 12.90 0.75± 0.25 0.85± 0.15 80
SVM-RFE 16 83.33± 18.09 70.0± 31.62 96.66± 12.90 0.89± 0.15 0.90± 0.13 52
HSIC-Lasso 1 81.66± 24.02 73.33± 37.16 90.0± 28.03 0.85± 0.24 0.87± 0.17 17
genes based on Euclidean distance. The remaining combinations achieve better results
when using entropy.
After removing irrelevant features using SLS, only 321 features remained on the
dataset. The results of applying feature selection methods on the dataset reduced by
SLS are presented in Table 3.11.
Table 3.11: Experimental results of applying feature selection methods on GSE22619
using SVM and RF classifiers after reducing the size of the dataset with SLS method.
Dataset: GSE22619
Method #f CA (%) Rec (%) Spec(%) AUC APS Runtime
(Sec)
Classifier: SVM
mRMR 6 95.0± 10.35 90± 20.70 100 0.98± 0.06 0.98± 0.04 9
SVM-RFE 3 80.0± 19.36 80.0± 31.62 80.0± 36.83 0.88± 0.22 0.92± 0.14 8
HSIC-Lasso 19 91.66± 20.41 100 83.33± 40.82 1.0 1.0 10
Classifier: RF
mRMR 4 86.66± 12.90 73.33± 25.81 100 0.93± 0.10 0.94± 0.08 11
SVM-RFE 9 90.0± 15.81 83.33± 30.86 96.66± 12.90 0.95± 0.11 0.96± 0.08 10
HSIC-Lasso 15 87.5± 21.37 82.14± 24.86 92.85± 26.72 0.87± 0.25 0.91± 0.17 11
Comparing the results of all three tables, it can be seen that CA and AUC achieved
from applying feature selection methods on the datasets without irrelevant features,
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are higher than that of the other two clustering approaches.
In terms of running times, HSIC-Lasso is the fastest, and the higher running times
belong to mRMR. Also, since removing irrelevant features using SLS reduces the size
of this dataset more than the other two approaches did, the running times belonging
to this method are lower than other approaches. For example, comparing the running
time of applying mRMR with SVM in three tables, we can see that the running time
decreased from 81 seconds in Table 3.9 to 9 seconds in Table 3.11.
3.4 SLS Method Improves the Predictive Power of
the Models
To show how removing irrelevant features from the dataset can affect the predictive
power of the model and reduce the computational complexity, we compare the results
of applying feature selection methods on the whole datasets and also on the datasets
reduced by SLS method.
Tables 3.12, 3.13, and 3.14 show the results of applying feature selection methods
on GSE3365, GSE11223, and GSE22619 respectively. According to results, higher CA
and AUC are achieved when we used SLS, and running time has been reduced signif-
icantly. Only for GSE11223, the results of applying SVM-RFE using both classifiers
are comparable with and without augmenting SLS (CA = 100, AUC= 1.0).
3.5 SLS Method Preserves Informative Features
Since the results obtained from using the SLS method are better than the repre-
sentative selection approaches, in this section, we compare features selected by the
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Table 3.12: Experimental results of applying feature selection methods with and with-
out augmenting SLS using SVM on GSE3365.
Dataset: GSE3365
Method #f CA (%) AUC
Classifier: SVM
mRMR 17 77.60± 11.40 0.81± 0.16
SLS+mRMR 18 97.13± 5.23 0.99± 0.007
SVM-RFE 17 93.93± 5.10 0.97± 0.04
SLS+SVM-RFE 16 94.06± 5.71 0.97± 0.04
HSIC-Lasso 13 97.40± 4.74 0.97± 0.04
SLS+HSIC-Lasso 12 97.86± 3.66 0.99± 0.02
Classifier: RF
mRMR 18 77.0± 11.53 0.81± 0.14
SLS+mRMR 16 87.73± 10.22 0.93± 0.06
SVM-RFE 20 92.20± 7.96 0.96± 0.05
SLS+SVM-RFE 16 94± 5.73 0.97± 0.04
HSIC-Lasso 19 80.0± 7.79 0.80± 0.11
SLS+HSIC-Lasso 18 94.46± 5.92 0.99± 0.01
feature selection methods with and without augmenting the SLS method to show
this method preserves important features. Only comparisons for the feature selection
methods that yield high predictive performance on the whole dataset are made. For
example, by looking at Tables 3.1, 3.2, and 3.5, it can be seen that SMVRFE and
HSIC-Lasso obtained higher results on GSE3365 considering all three tables. So only
these two methods with and without augmenting SLS are re-performed on GSE3365.
For GSE11223 and GSE22619, SVM-RFE is re-performed. For this purpose, the fea-
ture selection method is applied to the original dataset and also on the reduced dataset
by SLS. The stratified 5-fold CV is utilized for feature selection and model creation,
and in each iteration of CV, 20 features are selected. Then the features selected in
all iterations (N=100) for each feature selection method are compared. Table 3.15
shows a summary of comparing selected features. This table presents the dataset, fea-
ture selection method with and without augmenting SLS, number of unique features
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Table 3.13: Experimental results of applying feature selection methods with and with-
out augmenting SLS using SVM on GSE11223.
Dataset: GSE11223
Method #f CA (%) AUC
Classifier: SVM
mRMR 6 57.13± 14.62 0.64± 0.23
SLS+mRMR 15 79.06± 15.70 0.82± 0.15
SVM-RFE 2 100 1.0
SLS+SVM-RFE 2 100 1.0
HSIC-Lasso 19 66.66± 5.77 0.72± 0.16
SLS+HSIC-Lasso 3 99.33± 2.58 0.99± 0.03
Classifier: RF
mRMR 20 63.33± 14.0 0.63± 0.13
SLS+mRMR 13 64.73± 13.50 0.67± 0.18
SVM-RFE 2 100 1.0
SLS+SVM-RFE 2 100 1.0
HSIC-Lasso 20 80.0± 20 0.81± 0.20
SLS+HSIC-Lasso 1 100 1.0
out of a total of 100 selected features, and number of overlapping features between
two approaches (feature selection with and without augmenting SLS). The number
of overlapping features is obtained from getting the intersection of unique features
selected by each feature selection method and the augmented version.
Results belonging to GSE3365 show that HSIC-Lasso selects more repetitive fea-
tures in different runs than SVM-RFE. For example, after running HSIC-Lasso on
the whole dataset (without SLS), 51 features out of all 100 selected features are
unique. However, after running SVM-RFE on the same dataset, 79 features are unique,
which is equal to less repetitive features. Comparing the results of the last column for
GSE3365, the number of overlapping features, it can be seen that SVM-RFE selected
more identical features while running on the original and reduced dataset (N=47) than
HSIC-Lasso (N=39). The highest number of overlapping features belongs to perform-
34
Table 3.14: Experimental results of applying feature selection methods with and with-
out augmenting SLS using SVM on GSE22619.
Dataset: GSE22619
Method #f CA (%) AUC
Classifier: SVM
mRMR 12 73.33± 19.97 0.75± 0.23
SLS+mRMR 6 95.0± 10.35 0.98± 0.06
SVM-RFE 10 71.66± 22.88 0.76± 0.29
SLS+SVM-RFE 3 80.0± 19.36 0.88± 0.22
HSIC-Lasso 9 75.0± 21.12 0.80± 0.25
SLS+HSIC-Lasso 19 91.66± 20.41 1.0± 0.0
Classifier: RF
mRMR 7 68.33± 22.09 0.75± 0.27
SLS+mRMR 4 86.66± 12.90 0.93± 0.10
SVM-RFE 9 90.0± 12.67 0.94± 0.10
SLS+SVM-RFE 9 90.0± 15.81 0.95± 0.11
HSIC-Lasso 10 73.33± 24.02 0.74± 0.25
SLS+HSIC-Lasso 15 87.5± 21.37 0.87± 0.25
ing SVM-RFE on the whole and reduced GSE22619 dataset, which is 54. The reason
that the number of overlapping features for GSE11223 is lower than other datasets is
that when SVM-RFE is performed on the GSE11223 and the reduced one, the number
of unique features is low in each experiment (with and without SLS). So it justifies
the lower number of overlapping features for this dataset.
3.6 SLSMethod Reduces Computational Complex-
ity Significantly
To show how reducing the size of the dataset decreases the time complexity of feature
selection methods, the running time of applying feature selection methods on the
whole dataset and the reduced dataset using SLS is compared in this section. Based
on previous results, there is no significant difference between the running time of
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Table 3.15: Comparison of 100 selected features after performing feature selection
methods using stratified 5-fold CV on the whole dataset and the dataset reduced by
the SLS method.
Dataset Method # of unique # of overlapping
features features
HSIC-Lasso 51
39
SLS+HSIC-Lasso 47
GSE3365
SVM-RFE 79
47
SLS+SVM-RFE 78
SVM-RFE 27
GSE11223 22
SLS+SVM-RFE 29
SVM-RFE 65
GSE22619 54
SLS+SVM-RFE 62
applying each method using different classifiers. Therefore, only the running times
of feature selection methods with and without using SLS method using SVM are
compared here. According to Table 3.16, the running time of all combinations has a
reduction of above 84% after the removal of irrelevant features.
3.7 Summary
In this chapter, the proposed SLS method and two clustering-based dataset size-
reduction approaches were described. These reduction steps were augmented to three
feature selection methods, namely mRMR, SVM-RFE, and HSIC-Lasso. Then the
results of applying feature selection methods and the augmented version of them on
three IBD microarray datasets using support vector machine and random forest clas-
sifiers were compared. The comparison results showed that the proposed SLS method
is more effective in the removal of irrelevant features and preserves informative genes.
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It also reduces the computational complexity of feature selection methods significantly.
Table 3.16: Comparison of running time (sec) reductions of performing feature selec-
tion methods on the whole dataset and the dataset reduced by the SLS method.
Method Dataset Whole Dataset Reduced Dataset Reduction (%)
mRMR 8,153 31 99.6
SVM-RFE GSE3365 4,711 18 99.6
HSIC-Lasso 77 11 85.7
mRMR 2,959 21 99.2
SVM-RFE GSE11223 4,597 16 99.6
HSIC-Lasso 92 12 86.9
mRMR 1,325 11 99.1
SVM-RFE GSE22619 1,815 10 99.4
HSIC-Lasso 72 11 84.7
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Chapter 4
Case Study
Feature selection and machine learning are useful for creating models to help the
diagnosis of certain diseases. In this chapter, as a case study, we use a recently devel-
oped feature selection method, DRPT [1], which augments SLS (described in Section
2.1) for identifying subjects with IBD. We show that DRPT combined with SVM, is
able to generate models to discriminate between healthy subjects and subjects with
Ulcerative Colitis (UC) based on the expression values of genes in colon samples. We
compared the predictive performance of our best models with a model generated by
BioDiscML (a biomarker discovery tool) on two validation datasets and showed that
our model achieves higher average precision.
4.1 Datasets
Various datasets, containing expression profile of healthy and Ulcerative Colitis (UC)
subjects, were obtained from the Gene Expression Omnibus database (GEO). Table
4.1 shows the datasets used.
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Accession # of # of Description of Platform # of genes
number selected selected selected samples (features)
controls cases
GSE1152 [62] 4 4 mucosal biopsies from Affymetrix Human Genome 19,353
uninflammed colonic tissues U133A Array and Affymetrix
of UC and control patients Human Genome U133B Array
GSE11223 [41] 24 25 biopsies from the Agilent-012391 Whole 18,626
uninflamed sigmoid colon Human Genome Oligo
of UC patients and healthy Microarray G4112A
donors
GSE22619 [24,37] 10 10 biopsies from the Affymetrix Human Genome 22,189
sigmoid colon of siblings U133 Plus 2.0 Array
(healthy and diseased siblings)
GSE75214-active [56] 11 74 biopsies from the inflamed Affymetrix Human Gene 20,358
colon of UC patients and 1.0 ST Array
from the colon of healthy
donors
GSE75214-inactive [56] 11 23 biopsies from the uninflamed Affymetrix Human Gene 20,358
colon 1.0 ST Array
Table 4.1: Summary of datasets
4.1.1 Data Collection and Pre-processing
Data collection and preprocessing is same as what described in Section 2.5.1. We used
GSE1152, GSE11223, and GSE22619 for training and model selection, and GSE75214-
active, and GSE75214-inactive for validation. Active means all samples are inflamed
and inactive refers to uninflamed samples. Training datasets were merged by taking
the genes present in all of them. The merged dataset has 39 UC samples and 38 normal
subject, and 16,313 genes. Since the range of expression values of genes belonging to
each dataset were different, we normalized the expression values of the final merged
dataset and validation dataset by calculating Z-scores per sample.
4.1.2 Model Generation
To create a model to discriminate between UC patients from healthy subjects, we
selected the features (genes) using recently introduced feature selection method based
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on perturbation theory (DRPT). Let D = [A | b] be a dataset where b is the class
label and A is an m×n matrix with n columns (genes) and m rows (samples). There
is only a limited number of genes that are associated with the disease, and as such,
a majority of genes are considered irrelevant. DRPT considers the solution x of the
linear system Ax = b with the smallest 2-norm. Hence, b is a sum of xiFi where
Fi is the i-th column of A. Then each component xi of x is viewed as an assigned
weight to the feature Fi. So the bigger the |xi| the more important Fi is in connection
with b. DRPT then filters out features whose weights are very small compared to
the average of local maximums over |xi|’s. After removing irrelevant features, DRPT
uses perturbation theory to detect correlations between genes of the reduced dataset.
Finally, the remaining genes are sorted based on their entropy. The selected features
were assessed using 5-fold cross-validation and support vector machines (SVMs) as the
classifier. First, we performed DRPT 100 times on the training dataset to generate
100 subsets of features. Then, to find the best subsets, we performed 3 repetitions
of stratified 5-fold cross-validation (CV) on the training dataset. We utilized the
APS as the evaluation metric to determine the best subset of genes among those
100 generated subsets. The 10 subsets with the highest mean APS over the folds
were chosen for creating the final models. For each of the selected subset of features,
we created a final model using all samples in the training dataset. To evaluate the
prediction performance of each model, we validated it on both validation datasets. In
this step, we utilized the precision-recall curve as a performance metric to assess the
performance of the models on unseen data. An additional model was created using
the genes most frequently selected as features.
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4.2 Results
We performed DRPT 100 times on the training dataset for selecting 100 subsets of
features. Then we performed 5-fold CV to find the subsets with the highest mean APS
over the folds. The range of APS for the 100 subsets is between 0.82 and 0.97, with an
average of 0.91±0.03. Table 4.2 shows the 10 subsets with the highest cross-validated
APS and the number of features on each subset.
Table 4.2: 10 top subsets of features with the highest mean of APS on the training
dataset after performing stratified 5-fold CV for three times.
Subset APS #of Features
Subset 10 0.97 42
Subset 51 0.97 47
Subset 58 0.97 32
Subset 83 0.97 39
Subset 5 0.96 37
Subset 16 0.96 30
Subset 33 0.96 27
Subset 55 0.96 22
Subset 62 0.96 46
Subset 74 0.96 50
We selected the top four subsets with the highest mean APS, which are subsets 10,
51, 58, and 83 and created final models based on them. Each final model was created
using all samples of the training dataset and the features of the corresponding subset.
To evaluate the prediction performance of the model, it was tested on the validation
datasets, and the precision-recall curve was plotted for model assessment. To identify
the most relevant genes to discriminate between healthy and UC subjects, we looked
at the number of times genes were selected by DRPT. On 100 DRPT runs, 211 genes
were selected at least once. The upper plot on Figure 4.1 shows the number of times
each feature was selected, and the lower plot shows normal quantile-quantile (Q-Q)
plot. If DRPT selected the genes randomly, then the points on the normal Q-Q plot
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would have formed a straight line. Based on the plot, we observed that the genes
that deviate the most from the normal distribution are those selected more than 31
times over 100 DRPT runs. We considered these genes as highly relevant and created
a fifth model using 32 genes selected by DRPT at least 31 times over the 100 runs.
Figures 4.2, and 4.3 present the precision-recall curves of all the five models tested on
GSE75214-active and GSE75214-inactive datasets.
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Figure 4.1: Quantile-Quantile plot
The average precision approximates the area under the precision-recall curve. We
used average precision to summarize and compare the performance of the various
models [40]. All five final models achieved better predictive performance on the val-
idation dataset GSE75214-active with an average APS of 0.97 ± 0.03, while the av-
erage APS of the five final models on the validation dataset GSE75214-inactive is
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Figure 4.2: Precision-Recall Curve of testing the models created using features of the
best subsets on GSE75214-active.
0.60±0.06. Comparing the best model for each validation dataset, the models created
with 32 most repeated genes and subset 83 obtained the highest APS on GSE75214-
active and GSE75214-inactive, respectively. However, based on a Friedman test [13]
(p−value = 0.17), there is no statistically significant difference among the five models.
We also performed DRPT on GSE11223, and 100 subsets of features were selected.
This dataset contains only biopsies from the uninflamed sigmoid colon. After perform-
ing the 5-fold CV to find the best subsets which are subsets with the highest APS,
13 subsets had the highest APS (AP = 1.0). The range of APS for all 100 subsets is
between 0.84 and 0.1, with an average of 0.97±0.02. We created 13 final models based
on those 13 subsets. Each final model was created using all the samples of GSE11223
and the features of the corresponding subset. For evaluating the performance of the
model, it was tested on validation datasets, and the precision-recall curve was plotted
for model assessment. Figures 4.4 and 4.5 show the precision-recall curves of vali-
dating the final models on each validation dataset. All 13 models achieved better
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Figure 4.3: Precision-Recall Curve of testing the models created using features of the
best subsets on GSE75214-inactive.
predictive performance on GSE75214-active with an average APS of 0.79± 0.57 than
on GSE75214-active with an average APS of 0.60 ± 0.05. So we observed that even
training on inactive datasets did not improve the prediction power of the final models
for predicting inactive samples.
4.2.1 BioDiscML
BioDiscML [36] is a biomarker discovery software that uses machine learning methods
to analyze biological datasets. To compare the prediction power of our models with
BioDiscML, we ran the software on our training dataset. Note that 2/3 of the samples
(N=52) were utilized for training and the remaining 1/3 (N=25) for testing. Since the
software generates thousands of models, and we required only one model, we speci-
fied the number of best models as 1 in the config file (numberOfBestModels=1). One
best model out of all models was created based on the 10-fold cross-validated Area
Under Precision-Recall Curve (numberOfBestModelsSortingMetric= TRAIN-10CV-
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Figure 4.4: Precision-Recall Curve of testing the models created using features of the
best subsets of GSE11223 on GSE75214-active.
AUPRC) on the training set. We used Weka 3.8 [21, 25, 59] to evaluate the model
generated by the software, on both validation datasets. Selected features by BioDis-
cML are C3orf36, ADAM30, SLS6A3, FEZF2, and, GCNT3. In order to be able to use
the model in Weka, we loaded the training dataset as it was created by BioDiskML,
which was one of the outputs of the software. This dataset has 6 features, includ-
ing selected genes and class labels, and 52 samples. We also prepared test datasets
by reducing the number of features to the selected features by BioDisckML. After
loading the training and test dataset in Weka explorer, we loaded the model, and we
entered the classifier configuration as “weka.classifiers.misc.InputMappedClassifier -I
-trim -W weka.classifiers.trees.RandomTree – -K 3 -M 1.0 -V 0.001 -S 1” which is
the classifier’s set up in the generated model by BioDiscML. The average AUPRC
resulted from running the model on both GSE75214-active and GSE75214-inactive
datasets was 0.798 and 0.544, respectively. Comparing the results of validating our
final models and the model created by BioDiskML on validation datasets, we observed
that we achieved better AUPRC on both datasets ( AUPRC = 1 on the active dataset,
AUPRC = 0.68 on the inactive dataset). In terms of time complexity, subset selection
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Figure 4.5: Precision-Recall Curve of testing the models created using features of the
best subsets of GSE11223 on GSE75214-inactive.
by DRPT and final model creation and validation, took 3 minutes, while the running
time of BioDiskML to create all the models and output the best final model was 1,890
minutes.
4.2.2 Analyzing the Most Repeated Genes
We used Ensembl REST API (Version 11.0) [61] to find the associated phenotypes with
each gene belonging to the subset of the 32 most repeated genes. The corresponding
results are shown in Table 4.3.
Among 32 genes, FAM118A has a phenotypic association with IBD and its sub-
types. Patients suffering for a long time of IBD are more susceptible to develop
colorectal cancer [29]. TFRC among our genes is associated with colorectal can-
cer. IBD patients are more prone to develop cardio vascular disease which this dis-
ease is associated with blood pressure and cholestrol [47]. We found LIPF, MMP2,
DMTN and PPP1CB associated with blood pressure and cholestrol. We also used
bedtools [44] to find out whether or not identified 241 IBD-associated SNPs [11]
are located on our selected genes. First, we utilized Ensembl’s BioMart [30] website
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http://www.ensembl.org/biomart/martview/ to retrieve the required information
about the selected 32 genes. We obtained the chromosome name, the genomic position
of all human genes which are the start position of the genes in chromosome coordi-
nates, and the end position of the gene in chromosome coordinates. The version we
used is Ensembl Release version 98 - September 2019. Table 4.4 shows a sample of
the data downloaded from Ensembl’s BioMart website.
Table 4.4: A sample of a data downloaded from Ensembl’s Biomart
Chromosome/scaffold name Gene name Gene start (bp) Gene end (bp)
15 DUOXA2 45114326 45118421
14 PGF 74941834 74955626
19 FCER2 7688758 7702146
. . . .
. . . .
. . . .
Then we created a BED file with four columns, including the name of the chromo-
some, start and endpoints, and gene names using downloaded data from Ensembl’s
BioMart. We also created a BED file including chromosome name, the start position
of each SNP in chromosome coordinates, end position of each SNP in chromosome co-
ordinates, and SNP’s rs number using 241 IBD-associated SNPs data. We calculated
the start position of each SNP by subtracting 1 from the end position of it, which
was available. Then intersectBed utility was used to figure out the intersection of the
two BED files. The intersection results showed that none of the IBD-associated SNPs
were located on selected genes.
4.3 Summary
In this chapter, DRPT feature selection method combined with SVM was used to
generate models to discriminate subjects with UC and healthy ones based on gene
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expression values of genes in colon samples. The best five generated models were
validated on two validation datasets, and better predictive performance was achieved
on the GSE75214-active dataset with an average APS of 0.97± 0.03. Comparing the
performance of our best model with the model generated by BioDiscML showed that
a higher average precision score was achieved on both validation datasets. We also
analyzed the 32 most repeated genes over 100 runs of DRPT. We found 6 genes out of
the 32 genes that have support from literature to be associated with IBD. Surprisingly,
none of our genes harbor already known SNPs associated with IBD.
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Chapter 5
Conclusions
In this thesis, we proposed a sparse method (SLS) based on singular value decompo-
sition and least squares to filter out irrelevant features from the dataset and reducing
the size of it. We also reduced the size of the dataset by clustering features with the
k-means algorithm and selecting representative features from each cluster using two
metrics, namely Euclidean distance and entropy. We augmented our method and two
other approaches to three well-known feature selection methods to select subsets of
genes from three IBD microarray datasets. Then, we created models based on selected
features by each method using support vector machine and random forest classifiers.
The results showed that the proposed SLS method outperforms two other approaches
in terms of the prediction power of the models and the computational time of the fea-
ture selection algorithms. We also showed in Section 3.4 that SLS removed irrelevant
features while preserving informative features. A novel feature selection algorithm
(DRPT) combined with SVM was used to create a model to differentiate between
healthy subjects and subjects with Ulcerative Colitis. We validated the best models
on two validation datasets. One of them contained biopsies from the inflamed colon
and the other one biopsies from the uninflamed colon. First, we created models us-
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ing the best subsets selected from a training dataset which contains samples from
both inflamed and uninflamed subjects. Then, we tested the models on both vali-
dation datasets. The results showed that the predictive performance of the best five
final models were better on the validation dataset GSE75214-active, with an average
APS of 0.97± 0.03. Comparing the best model for each validation dataset, the model
created with all the samples of training dataset and 32 most repeated genes in 100
runs of DRPT, achieved the highest APS = 1.0 when tested on GSE75214-active.
Also, the model created with subset 83 yielded the higher APS = 0.68 when tested
on GSE75214-inactive. So we concluded that predicting inflamed samples are easier
than uninflamed ones. To support our conclusion, we also created models using the
best subsets of features selected from GSE11223, which contains biopsies from the
uninflamed sigmoid colon of UC patients, and we tested them on both validation
datasets. The results showed that even training on uninflamed samples did not im-
prove the prediction power of the final models for predicting inactive samples. We
also compared our best model with the model generated by BioDiskML, which is a
recently developed biomarker discovery software, and we showed that we achieved
higher predictive performance. After analyzing 32 genes that were selected repeatedly
in 100 runs of DRPT, we found 6 genes that have an association with IBD.
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