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ABSTRACT 
We prove a matrix Kronecker lemma under a weaker set of conditions than those 
used by Anderson and Moore (1976). 
1. INTRODUCTION 
The scalar Kronecker lemma is an important tool in the development of 
asymptotic theory for dependent processes. McLeish [5] and Hall and Heyde 
[4] use the lemma to prove the strong law of large numbers for mixingale and 
martingale processes respectively. Hall and Heyde [4] then use this theorem 
to establish the consistency of the maximum likelihood estimator under weak 
conditions on the nature of the process. In dynamic econometric models, 
however, the process being explained is a vector of endogenous variables 
whose distribution is indexed by a vector of unknown parameters. To conduct 
conventional asymptotic analysis of the maximum likelihood estimator in 
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these models, it is necessary to prove a multivariate strong law of large 
numbers. A natural first step towards this goal is to generalize the underlying 
results to the umivariate proof, such as Kronecker’s lemma, to a vector setting. 
Furthermore, as it is desirable to be able to prove the strong law of large 
numbers for as wide a class of dependent processes as possible, it is important 
that the subsidiary results do not place unnecessary restrictions on the process 
being modeled. The type of assumptions about the underlying process that 
allow conventional asymptotic analysis to be applied to nonlinear dynamic 
econometric models have been considered in [3]. 
Anderson and Moore [l] consider the conditions on sequences of matrices 
Qk and vectors ak that permit the following matrix generalizations of 
Kronecker’s lemma: 
lim (traceQn)-l i Q,a,=O, 
n-02 k=l 
(2) 
One of the conditions for (2) is that the ratio of the largest eigenvalue to the 
smallest eigenvalue of Q,, must be bounded for all n. Anderson and Moore 
consider two examples which demonstrate that the failure of this eigenvalue 
condition may be accompanied by either the acceptance or the violation of 
(2). Their conditions are clearly sufficient but not necessary for the desired 
result, and Anderson and Moore hypothesize about the extent to which these 
conditions can be relaxed. In this paper we derive a weaker set of conditions 
which imply the conclusions in (1) and (2). 
We provide sufficient conditions for the convergence of the sequence in 
(2), and then, conditional on these being satisfied, we derive necessary 
conditions for the limit of the sequence to be zero. The argument is similar to 
that used to prove the consistency of the ordinary least squares estimator in 
the presence of asymptotically uncooperative regressors. Our conditions con- 
tain the restriction on the eigenvalues of Q,, outlined above, as a special case 
and enable us to explain Anderson and Moore’s conclusions from their 
examples. 
An outline of the paper is as follows. In Section 2 we introduce some 
notation and state Anderson and Moore’s matrix Kronecker lemmas. In 
Section 3 we provide a less restrictive set of conditions that permit the 
derivation of the results. 
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2. NOTATION AND ANDERSON AND MOORE’S THEOREM 
We adopt the following notation. All vectors and matrices are assumed to 
be real. A prime denotes matrix transposition. For a symmetric matrix A, 
X,,(A) and X ,,,J A) denote the maximum and minimum eigenvalues of A; 
A > 0 (A > 0) denotes that A is positive (nonnegative) definite; and for 
symmetric B, A > B denotes that A - B > 0 (A > B that A - B > 0). For a 
vector x, [lx]] = (X’r)1/2, so that ]]A]] for any A is [X,,(A’A)]‘/2. For 
symmetric nonnegative A, ]I A(] = A,,(A), and if A is also nonsingular, 
]]A-‘]] = &$A). 
Anderson and Moore prove the following two part matrix Kronecker 
lemma: 
LEMMA [l, Theorem 2.1, p. 2281. Let ak be a sequence of real p-vectors 
for which IIC~EIakll -C 00, and let Qk be a monotone increasing sequence of 
p x p nonnegative definite real symmetric matrices (i.e., Qk - QkPl is non- 
negative definite for all k) such that (trace Qk) ~ ’ + 0 as k -+ 00. Then’ 
lim (trace Q”) -‘kc1 Qkak = 0. (1) 
n+a; 
Zf Q,, is nonsingular for all n and Q; ’ trace Q,, is bounded or (equivalently) 
‘max(Qn>/‘min(Qn) It ermed the condition number] is bounded, then 
,,li-mp Q;' f: Qkak = 0. 
k=l 
(2) 
The imposition of the bound on the condition numbers limits the gener- 
ality of the theorem. Anderson and Moore [l] demonstrate the sufficiency but 
lack of necessity of this condition for (2) via two examples. They conclude 
that “some other condition than boundedness of x,,(Qn)/Xmi,( Q”) might 
prove more effective for delineating situations in which the Kronecker lemma 
holds” [l, p. 2341. It is this question we address in the next section, but before 
doing so we illustrate briefly why the conditions of Anderson and Moore’s 
theorem are undesirably restrictive for an analysis of the maximum likelihood 
estimator of the parameters of a vector dynamic process. 
‘Anderson and Moore note that trace Qn can be replaced by X,“=(Q”) in (l), as both terms 
are of the same order. 
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Let L,betheloglikelihoodofasamplex,,x,,...,x,ona2xlrandom 
variable Xi defined on the triple (52, &, p) whose distribution is indexed by 
the 2 x 1 unknown parameters vector 8. Let 
f& i: q(e), 
i=l 
Z&l)= i: E[tJu_:(e)lcF”il]. 
i=l 
A heuristic outline of the proof of the consistency of the maximum likelihood 
estimator 8, is as follows (regularity conditions are not considered here, but 
can be found in [2] or [4: Chapter 61): From a mean value expansion of the 
conditional score CT= ,U,( 8,) about Cy= ,Ui( /I,), where (3, is the true value of 8, 
we have 
(8 - 4) = [z,wl~l It V,(%), 
i=l 
where 8, lies between fI, and 8,. To show 8, “2 @,, it suffices to prove 
[z,<e*>] -lCq(e,) 20. 
Subject to the regularity conditions in Anderson and Moore’s theorem, 
this would follow from the matrix Kronecker lemma in (2), as from the 
martingale convergence theorem xi= r [ Zk( 8 *)] - ‘ZJ,( 8,) converges almost 
surely to a finite limit. The nature of the conditions on Qk are important 
because they act on the conditional information of the sample, Z,(e). For 
consistency we require information to accrue on the parameters, and so Z,(e) 
to form a monotonically increasing sequence of matrices. However, the bound 
on the condition numbers places an undesirable restriction on the rate at 
which information accrues on each of the parameters relative to the other 
parameters. For instance, if I, = [kV,, V,], where V’, r >, V, > 0 for all k and 
V, + 00 as k -+ co, then A,,,,( Zk)/X,,( Zk) -+ co. The fact that information 
about one parameter accrues faster is irrelevant for our consistency analysis 
provided I, forms a monotonically increasing sequence. However, the use of 
Anderson and Moore’s theorem would rule out the process { Xi } as one for 
which we could obtain consistent estimates of 8, whereas an application of 
the scalar Kronecker lemma to each element of [ I,( 8 *)] - ‘Cl= rU,( 8,) in turn 
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would deliver the desired result. It would therefore seem desirable to prove a 
matrix Kronecker lemma under less restrictive conditions. It is this problem 
we address in the next section. 
3. LESS RESTRICTIVE CONDITIONS FOR A MATRIX KRONECKER 
LEMMA 
Our proof of the matrix Kronecker lemma consists of two parts. We first 
derive sufficient conditions for the convergence of Q; ‘xQka, to a limit, and 
then, necessary conditions for that limit to be zero. 
Let S, = Q; ‘C;! IQkak. For convergence we require 
n-l 
S” -s,-1 =(Q;‘-Q;?i) 1 Qkak+a,,-*O as n+00. (3) 
k=l 
For this, it is sufficient that \]S, - S,_ i)) + 0 as n --+ co. Now, 
11% - sn-,II G c II(Q,? - Q;&)Qkak/) + llanll 
k=l 
n-l 
Q k;l ll(Qi'-Qi~1)Qk(lllakll+ Ila,,ll. (4 
Therefore it is sufficient for (3) that h’iL[[(Q; ’ - Q;!i)Qk] and uk evolve so 
that the bound in (4) is zero. 
Necessary conditions, given convergence, follow from observing the sim- 
ilarity between this problem and that of proving the consistency of the 
ordinary least squares estimator in the presence of asymptotically uncooper- 
ative regressors. By adapting Grenander’s conditions (see, for instance, [6]) to 
this setting we can derive conditions for (2) given the assumptions made to 
prove (1) and (3). It is shown later that these conditions are interpretable in 
terms of the condition numbers. 
Let Mk = Qk(traceQk)-‘. As M, is symmetric positive definite, we can 
write M, = VLV, for some matrix V,. Let Vki be the ith column of Vk, [V,,] j 
be the jth element of Vki, and [M,lij the i-jth element of M,. 
Define 





[C]ij=Cij=,~m & 5 [vkilr[vkj],. 
r=l 
By the Schwarz inequality we have 
and so cij is clearly finite. 
Let S = diagonal[d,;l,. . . , d,-,‘], and so 
Under the above conditions (1) holds, and so for 
lim M;‘(traceQ,)-’ 5 Qka,,, 
n-m k=l 
we require lim, _ m S to be finite. We distinguish two cases: 
(i) If CF=,[Vki]$ + 00 as k + 00, for all i, then lim,,,M,’ = 0 and the 
result holds trivially. 
(ii) If Cr= i [ V,,] B tends to a finite nonzero limit, for all i, as k -+ co, or it 
tends to a finite limit for some and an infinite limit for the remainder, then (2) 
still holds because of (1). 
Note that lim k_+oaCfl=i[Vki]; = 0 implies ]]kf;‘]] + 00, and so ]]M,,l] -+ 0, 
but this contradicts our initial assumptions about the sequence Qk. It was 
assumed that Qk formed a monotonically increasing positive definite se- 
quence and so trace Qk+ i > traceQk, but this can only be reconciled with 
LQ”]] + 0 if ]]Qk]] = 0 for all k, which contradicts the positive definiteness of 
k’ 
The conditions in (i) and (ii) can be interpreted in terms of the eigenval- 
ues of Qk. As Qk is symmetric and positive definite, Vk is proportional to the 
matrix of eigenvectors of Qk. Now 
v&vi = (trace Qk )$, > 
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where I, is the pdimensional identity matrix. Therefore if hki is the ith 
eigenvalue of Qk, then Vki must be the eigenvector associated with Xki, 
normalized to have length (traceQk)Xiil. Therefore Vii%‘,_ -+ co implies 
traceQk/hki -+ co. If Xki = Xmin(Qk), then ViiVki amounts to the condition 
number, and so Anderson and Moore’s conditions are a special case of those 
outlined in this section. 
The two examples in Anderson and Moore are covered by (ii) and the 
convergence condition. We adapted their first example in our discussion of 
the consistency of the maximum likelihood estimator in Section 2. Recall the 
problem was essentially one in which uk = [ ak, ak]‘, where crk is a sequence 
of scalars with Cp= iuk convergent, and Qk = diag[ kqk, Q~] with qk+ 12 qk > 0 
for all k and qk + 00 as k + co. Although x,,,(Q,)/Xmin(Qk) -+ CC as 
k -+ 00, (2) holds due to the result in (ii). Their second example is consider- 
ably more complicated and so is not reproduced in detail here. It involves 
constructing sequences of Qk and ak satisfying all the conditions of the 
theorem except the boundedness of the condition number, for which 
Q, ‘Cl= lQkak --+ 00 as n + CO. The sequences are carefully chosen to ensure 
‘max(Qn)/‘mdQn) + co at a faster rate than (trace Q; ‘)EQkuk tends to 
zero. This case is ruled out by our convergence condition. 
To derive a necessary condition for (2), we clearly require necessary 
conditions for the convergence of Q, ‘C;= iQkak. These are unlikely to 
provide easily interpretable conditions on the sequences Qk and ak. Our 
analysis sacrificed necessity to derive a condition on the maximum eigenvalue 
of Qk(Q,’ - Qi?,)2Qk, but its interaction with jlakll makes even its implica- 
tions for the underlying Qk and uk unclear. 
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