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Summary
When a visual stimulus suddenly appears, it captures
attention, producing a transient improvement of per-
formance on basic visual tasks. We investigate the
effect of transient attention on stimulus representa-
tions in early visual areas using rapid event-related
fMRI. Participants discriminated the orientation of
one of two gratings preceded or followed by a non-
predictive peripheral cue. Compared to control condi-
tions, precueing the target location improved per-
formance and produced a larger fMRI response in
corresponding retinotopic areas. This enhancement
progressively increased from striate to extrastriate
areas. Control conditions indicated that the enhanced
fMRI response was not due to sensory summation of
cue and target signals. Thus, an uninformative precue
increases both perceptual performance and the
concomitant stimulus-evoked activity in early visual
areas. These results provide evidence regarding the
retinotopically specific neural correlate for the effects
of transient attention on early vision.
Introduction
When something appears suddenly in our peripheral vi-
sion, we cannot help but notice it. That object momen-
tarily seizes our attention, even when the low acuity of
peripheral vision may prevent us from fully identifying
it. This situation exemplifies the operation of an invol-
untary, stimulus-driven mechanism of attentional con-
trol. Together with the voluntary, goal-driven mecha-
nism for deploying attention, the two mechanisms
enable us to prioritize the processing of visual informa-
tion in various tasks. They can do so covertly, viz., with-
out eye movements, and they enable us to selectively
attend and process a subset of the vast amount of in-
formation that impinges on our retina at any moment
(Jonides, 1980; Nakayama and Mackeben, 1989; Yantis,
2000). In behavioral studies, the two attentional sys-
tems can be differentiated by their distinct temporal dy-
namics. Voluntary, goal-driven attention is slow and
maintained over long periods of time, whereas involun-
tary, stimulus-driven attention is fast and decays
quickly (Jonides, 1980; Nakayama and Mackeben,
1989; Yantis, 2000). Here, we refer to the two systems
as sustained and transient attention, respectively. Both
types of attention improve performance in a wide vari-*Correspondence: marisa.carrasco@nyu.eduety of tasks (e.g., Carrasco and McElree, 2001; Car-
rasco et al., 2000; Lee et al., 1999; Lu and Dosher, 1998).
Studies on brain mechanisms of attention have
mostly examined sustained attention, and some of
them have characterized its effects on stimulus pro-
cessing in the visual cortex. For instance, in single-unit
recording studies, researchers have learned that sus-
tained attention can reduce external noise by reducing
the influence of unattended stimuli (Luck et al., 1997;
Moran and Desimone, 1985) and that it can also boost
the signal by increasing the effective stimulus con-
trast (Martinez-Trujillo and Treue, 2002; Reynolds et al.,
2000). Correspondingly, human electrophysiological
studies have provided evidence that attention can
increase sensory gain (Hillyard et al., 1998; Johannes
et al., 1995), and neuroimaging studies have shown at-
tentional modulation of neural activity in many visual
areas (Kanwisher and Wojciulik, 2000; Kastner and Un-
gerleider, 2000), including primary visual cortex (Bref-
czynski and DeYoe, 1999; Gandhi et al., 1999; Martinez
et al., 1999; Somers et al., 1999).
Compared to sustained attention, less is known
about the neural mechanisms for transient attention
and its effects on stimulus processing. In this study,
we investigated the effects of transient attention on the
neural activity evoked by a stimulus while observers
performed a simple orientation discrimination task. Re-
cent psychophysical studies have established that
transient attention enhances early visual processes.
For example, transient attention increases contrast
sensitivity (Cameron et al., 2002; Carrasco et al., 2000,
2004a; Lu and Dosher, 1998; Solomon et al., 1997) and
spatial resolution (Carrasco et al., 2002; Yeshurun and
Carrasco, 1998) and speeds up information accrual
(Carrasco and McElree, 2001; Carrasco et al., 2004b).
Because these basic visual dimensions are computed
in early visual cortex, these psychophysical results sug-
gest that transient attention should enhance neural ac-
tivity in early stages of visual processing. This hypothe-
sis, although appealing, lacks direct physiological
evidence. Here, we tested this hypothesis by measur-
ing brain activity in early visual areas using fMRI in con-
junction with a peripheral cueing paradigm to manipu-
late transient attention.
A number of previous human neuroimaging studies
have examined the control mechanism of attentional
capture in frontoparietal networks (reviewed in Cor-
betta and Shulman, 2002), but those studies have not
addressed the effects of transient attention on the stim-
ulus representations in the visual cortex. This is per-
haps due to a potential measurement difficulty with the
peripheral cueing paradigm used to manipulate tran-
sient attention. In this paradigm, a cue is briefly pre-
sented in the periphery and quickly followed by a stim-
ulus nearby; the cue draws attention to the location of
the upcoming stimulus. Because the spatiotemporal
separation between the cue and stimulus is relatively
small compared to the spatiotemporal resolution of im-
aging techniques, it is difficult to differentiate the sen-
sory response to the cue and the attentional modula-
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470tion of the stimulus-evoked response and thus to rule a
tout an explanation based on sensory summation.
We circumvented this methodological limitation with a
stwo innovations in our experimental design, a spatial
and a temporal manipulation that complement each t
mother. First, to anatomically separate the cue and stimu-
lus responses, we presented them above and below the
shorizontal meridian, respectively (Figure 1). This spatial
arrangement exploited the fact that early retinotopic t
tareas (V1, V2, and V3) form quadrant representations of
the visual field (Horton and Hoyt, 1991) such that the G
tcue and stimulus would activate the ventral and dorsal
partition of the visual cortex, respectively. Because V1 t
ihas a contiguous hemifield representation, we con-
ducted preliminary studies to determine the distance a
bnecessary to separate the cue and stimulus activity
within V1. However, this spatial control is not effective s
dfor higher visual areas with a hemifield representation
and larger receptive fields (e.g., V3a and hV4), which (
Twill likely give rise to overlapping activations of the cue
and stimulus. Furthermore, given subthreshold activa- a
rtion as well as imperfect image coregistration and sur-
face reconstruction, it may not be possible to com- l
tpletely isolate the cortical locations activated by the
cue and stimulus even in the early retinotopic areas. t
bThus, in addition to the spatial control, we also manipu-
lated a temporal feature: we used postcues in addition n
tto precues (Figure 1, right panel). A postcue trial was
identical to a precue trial, except that the temporal or- 2
cder of the cue and stimulus was reversed (see Experi-
mental Procedures). Whereas this resulted in identical e
aamount of visual stimulation, the postcue does not
elicit transient attention. Because of the sluggishness e
pof the hemodynamic response compared to the cue-
stimulus interstimulus interval (ISI; 50 ms), a sensory s
response from a region that responded to both the cueFigure 1. Experimental Design
The sequence of events in the precue and postcue trials is illustrated. Note that the onset of the Gabor stimuli within a trial is identical for
the precue and postcue trials; both are 100 ms after trial onset. For the purpose of illustration, the Gabor stimuli are shown at a contrast of
50%, and the tilted Gabor stimuli are oriented ±10°.nd stimulus could not differentiate the order of the
wo. Thus, any differential effects between the precue
nd postcue conditions cannot be attributed to purely
ensory summation of the hemodynamic response to
he cue and stimulus and must represent attentional
odulation.
In the experiment, we presented two Gabor patches
imultaneously in the periphery, one vertical and one
ilted (Figure 1). Participants were asked to discriminate
he orientation of the tilted Gabor (target); the vertical
abor was a distracter. We used orientation discrimina-
ion to assess the effect of attention on stimulus con-
rast because performance on this task improves with
ncreasing contrast (Cameron et al., 2002; Carrasco et
l., 2000; Lu and Dosher, 1998; Nachmias, 1967), and
ecause fMRI response increases monotonically with
timulus contrast (Boynton et al., 1999). Each Gabor
isplay was either preceded (precue trial) or followed
postcue trial) by a cue that was either valid or invalid.
he terms “valid” and “invalid” refer to whether the cue
nd target appeared on the same or on opposite sides,
espectively. In fact, the cue was not predictive of the
ocation of the target (50% validity), nor was it predic-
ive of its orientation. Participants were explicitly told
hat the cue was completely uninformative regarding
oth target location and orientation and that there was
o benefit whatsoever in using the cue to perform the
ask (Carrasco et al., 2004a; Gobell and Carrasco,
005). The stimulus onset asynchrony between the pre-
ue and stimulus was set at 100 ms, to maximize the
ffect of transient attention (Jonides, 1980; Nakayama
nd Mackeben, 1989). By minimizing the possible influ-
nce of voluntary, top-down control of attention, this
rocedure allowed us to isolate the effects of tran-
ient attention.
Based on psychophysical studies showing that tran-
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471sient attention increases contrast sensitivity (Cameron
et al., 2002; Carrasco et al., 2000, 2004a; Lu and
Dosher, 1998; Solomon et al., 1997) and on the findings
that attention increases contrast gain (Cameron et al.,
2002; Carrasco et al., 2004a; Martinez-Trujillo and
Treue, 2002; Reynolds et al., 2000), together with the
fact that the fMRI response increases with contrast
(Boynton et al., 1999), we hypothesized that the unin-
formative valid precue would improve performance and
increase the fMRI response.
Results
Behavior
Discrimination accuracy and reaction time (RT) were
computed for each participant in each condition, and
the group average is shown in Figure 3A. The valid pre-
cue condition produced the highest accuracy [one-way
repeated measures ANOVA; F(3, 15) = 9.2; p < 0.01].
Planned contrasts showed that the accuracy of valid
precue condition was higher than that of the invalid
precue [F(1, 5) = 9.53; p < 0.05], valid postcue [F(1, 5) =
19.67; p < 0.01], and invalid postcue [F(1, 5) = 45.19; p <
0.01] conditions; accuracy did not differ for these three
conditions. Correspondingly, the valid precue also yielded
the shortest RT [one-way repeated measures ANOVA;
F(3, 15) = 51.04; p < 0.0001]. Planned contrasts showed
that RT in the valid precue condition was faster than
that in the invalid precue [F(1, 5) = 15.49; p < 0.05],
which in turn was faster than that for the valid postcue
[F(1, 5) = 18.03; p < 0.01], with the invalid postcue being
the slowest [F(1, 5) = 8.29; p < 0.05]. This pattern of
results indicates that there was no speed-accuracy
tradeoff across different conditions.
Imaging
Previous to each experimental session, we localized
cortical regions responding to the target stimuli and
performed region of interest (ROI) analyses on the fMRI
signal in early visual areas V1, V2, V3, V3a, and hV4.
Representative results from the localizer scan are
shown in Figure 2 on an inflated right hemisphere. The
blue and green maps depict activations for the cue and
the Gabor stimulus, respectively. Consistent with the
known retinotopic organization of early visual areas, the
cue and the Gabor stimulus largely activated ventral
and dorsal regions of visual cortex, respectively. The
separation between cue and Gabor activity was evident
in V1, even though the dorsal and ventral representa-
tions are contiguous in that area. Activations for the cue
and the Gabor remained separate in dorsal V2 and V3,
whereas they started to overlap in higher areas such as
V3a and hV4, which was expected, as these areas con-
tain a hemifield representation (Tootell et al., 1997; Wade
et al., 2002).
The group-averaged estimates of the fMRI response
for contralateral targets and distracters are shown in
Figure 3B. A given trial always contained one target
(tilted Gabor) and one distracter (vertical Gabor) in op-
posite hemifields. The fMRI response was estimated by
a deconvolution procedure without assuming a canoni-
cal hemodynamic response function (Dale, 1999). All re-
sponses were similar in shape with a peak at the thirdFigure 2. Representative Results from the Localizer Scans
The diagram on the left illustrates the locations of the cue and the
Gabor stimulus, which were presented in alternating blocks. Shown
on the right are results from the right hemisphere of one participant,
viewed on inflated surface representation of the posterior occipital
cortex. Light and dark gray depict gyral and sulcal surfaces,
respectively. Brain activity associated with the cue and brain activ-
ity associated with the Gabor stimulus are shown in blue and green
maps, respectively. Black lines indicate the borders of early visual
areas defined by the retinotopic mapping procedure (solid line, ver-
tical meridian; dashed line, horizontal meridian). These borders
were derived by using a wedge stimulus encompassing 0.25°–8.25°
eccentricity, and the Gabor stimulus covered 4°–8° eccentricity.
The asterisk indicates the foveal confluence where borders be-
tween areas cannot be resolved. At this statistical threshold (p <
0.001, uncorrected for multiple comparisons), the activation of the
cue and the Gabor did not overlap in V1, V2, and V3. Activity started
to overlap in V3a and hV4, as they contain a hemifield representa-
tion (Tootell et al., 1997; Wade et al., 2002).time point (4–6 s). The activity level of different condi-
tions did not differ significantly in V1, whereas activity
for the valid precue condition was higher than that for
the other conditions in extrastriate visual areas. The
same pattern of results was evident in individual partic-
ipant data. Figure 4 shows behavioral and imaging data
from two participants, an experienced psychophysical
observer (FP) and a naive observer (KM).
To further evaluate the differences among conditions,
activity at time point 3 was taken as an index of the
response amplitude, and the values are plotted in Fig-
ure 5. For each visual area, a one-way repeated mea-
sures ANOVA was performed with cue condition as a
factor (valid precue, invalid precue, valid postcue, and
invalid postcue). Including the distracter data in the
analyses did not change the results. The effect of cue
condition showed a trend of marginal significance in V1
[F(3, 15) = 2.66; p = 0.086] and significant effects in V2
[F(3, 15) = 5.18; p < 0.05], V3 [F(3, 15) = 6.39; p < 0.01],
V3a [F(3, 15) = 18.22; p < 0.001], and hV4 [F(3, 15) =
19.37; p < 0.001].
In V1, planned contrasts showed that the peak activ-
ity of the valid precue condition was not different from
that of the other three conditions (p > 0.05 for all). In
V2, peak activity of the valid precue condition was sig-
nificantly greater than that of the invalid precue [F(1, 5) =
7.09; p < 0.05] and invalid postcue [F(1, 5) = 7.47; p <
0.05], and marginally greater than that of the valid post-
cue [F(1, 5) = 5.10; p = 0.07]. The differences between
Neuron
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e(A) Behavioral results. Proportion correct (left) and reaction time
n(right) are shown for the four cue conditions (V-Pre, valid precue;
I-Pre, invalid precue; V-Post, valid postcue; I-Post, invalid postcue). a
Error bars are 1 SEM. s
(B) Imaging results. Mean fMRI responses across participants for v
each cue condition and distracter are shown for each visual area. o
Response was obtained from the dorsal (V1, V2, V3, and V3a) and
sventral (hV4) representations of the target (the green areas in Figure
t2). The average standard error of all time points along a curve is
shown as the error bar on the first time point. n
a
s
tthe valid precue and the other three conditions—invalid
precue, valid postcue, and invalid postcue—were all e
ssignificant in V3 (F > 10.21, p < 0.05 for all), V3a (F >
33.94, p < 0.01 for all), and hV4 (F > 21.36, p < 0.01 for c
vall). To test for the possible effect of sensory summation
of the cue and target, we compared valid postcue ver- l
fsus invalid precue or versus invalid postcue conditions.
The first comparison yielded no significant effect in any t
visual area, whereas the second comparison revealed a
higher response to the valid postcue than to the invalid p
wpostcue in areas V3a [F(1, 5) = 8.08; p < 0.05] and hV4
[F(1, 5) = 8.27; p < 0.05], areas in which the cue and a
rtarget produced overlapping activation.
To further quantify the effect of transient attention, e
cwe calculated an attention modulation index (AMI; see
Experimental Procedures), similar to that used in sin- p
Cgle-unit physiology (Treue and Maunsell, 1996). A large
attentional effect leads to an AMI value close to 1, and n
pa small effect leads to an AMI value close to 0. Theean AMI values are shown in Figure 6. The AMI
ncreased gradually from V1 to extrastriate visual areas.
significant effect of visual area was observed in a
ne-way repeated measures ANOVA [F(4, 20) = 9.75;
< 0.001]. The increase in AMI exhibited a significant
inear trend [F(1, 5) = 41.62; p < 0.01] but no higher-
rder trends (p > 0.2 for all).
iscussion
e found that an uninformative peripheral precue im-
roved discrimination performance. The cues con-
ained no information: they were not indicative of the
ocation or the orientation of the target Gabor, and
articipants knew this. Because there was neither a
enefit nor an incentive for participants to use the cues
o direct their voluntary attention, and the timing be-
ween the cue and the stimulus was not long enough
or the deployment of sustained attention, the top-
own component in the task was minimized, which al-
owed us to isolate the operation of bottom-up tran-
ient attention. The enhanced performance associated
ith the valid precue are consistent with the idea that
he precue captured attention in an automatic, stimu-
us-driven fashion. Similar results have been found for
ontrast appearance (Carrasco et al., 2004a), for con-
rast sensitivity (Pestilli and Carrasco, 2005), for accu-
acy and temporal dynamics of visual search (A.M. Gi-
rdano et al., 2004, J. Vis., abstract), and for accuracy
f letter identification (Luck and Thomas, 1999).
Our results show that transient attention increases
eural activity at the retinotopic locations of the subse-
uent target stimulus. The spatial and temporal param-
ters used enabled us to rule out a pure sensory expla-
ation of this effect. The cue and target were presented
bove and below the horizontal meridian, respectively,
o that their corresponding cortical locations in early
isual areas mapped to the ventral and dorsal portions
f the contralateral hemisphere, providing a spatial
eparation of the cue and target activity. In addition, we
ook advantage of the sluggishness of the hemody-
amic response and evaluated the effect of postcue tri-
ls to control for the sensory effect of the cue. If a mere
ummation of the sensory response of the cue and
arget was responsible for the differences among the
xperimental conditions, we should have observed
imilar levels of fMRI response for the precue and post-
ue trials. The finding that activity was higher for the
alid precue than for the valid postcue conditions al-
ows us to rule out the possibility that the enhanced
MRI signal was due to low-level sensory effects of
he cue.
The temporal control afforded by the postcue is es-
ecially important for higher visual areas V3a and hV4,
here the cue and Gabor stimuli activate overlapping
reas, due to their large receptive fields and hemifield
epresentations (Figure 2; see Tootell et al., 1997; Wade
t al., 2002). Consequently, it is not surprising that the
ue contributed to the greater response in the valid
ostcue than in the invalid pre- and postcue conditions.
ritically, however, the response in these areas was sig-
ificantly larger for the valid precue than for the valid
ostcue condition. This difference suggests that the
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Representative data from two individual
participants—a trained psychophysical ob-
server (FP) and a naive observer (KM). For
each participant, the top row shows behav-
ioral results, and the middle and bottom
rows show imaging results for different vi-
sual areas. (For details, see the legend of
Figure 3.)modulation of the target induced by the valid precue
goes beyond sensory summation and can be unequivo-
cally attributed to attention.
The enhancement in fMRI signal with transient atten-
tion is consistent with behavioral and neurophysiologi-
cal data suggesting that attention effectively increases
stimulus contrast (Cameron et al., 2002; Carrasco et al.,
2000, 2004a; Johannes et al., 1995; Lee et al., 1999;
Lu and Dosher, 1998; Martinez-Trujillo and Treue, 2002;
Reynolds et al., 2000). The present results also lend
support to the mechanism of signal enhancement,
which proposes that attention improves the quality of
the stimulus representation (Carrasco et al., 2000, 2002,
2004a; Lu and Dosher, 1998).
In a human ERP study that examined the effect of
nonpredictive transient cues in a size discrimination
task, a faster RT and larger occipital P1 component
were observed for the valid than for the invalid cue
(Hopfinger and Mangun, 1998, 2001; see also Handy et
al., 2003; McDonald and Ward, 2000 for related results).
Given that previous studies have localized the sourceof the P1 component in extrastriate cortex (Di Russo et
al., 2002, 2003; Heinze et al., 1994), these ERP results
suggest an extrastriate involvement in transient atten-
tion. A recent fMRI study using rapid serial visual pre-
sentation (RSVP) shows that a peripheral stimulus cap-
tures attention and also produces elevated response
in visual cortex compared to a noncapturing stimulus
(Serences et al., 2005). Note that this observed increase
in cortical activation, which was reported as a whole
rather than for different visual areas, was in response
to the cue rather than to the stimuli for which the be-
havioral response was made; participants performed a
detection task in the central stream. In contrast, the
present study provides both behavioral and imaging
measures of the processing of a visual stimulus adja-
cent to a transient cue. With the aid of retinotopic map-
ping and surface-based analysis techniques, our re-
sults directly reveal that transient attention had a more
pronounced effect in extrastriate than in striate areas.
These effects likely underlie the enhanced contrast
sensitivity reported here and in other previous studies
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fPeak amplitude of the fMRI response for different trial types in all
visual areas (legends identical to Figure 3). Error bars are 1 SEM. m
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Figure 6. Magnitude of Attentional Effect
a
Mean attention modulation index (AMI) across participants for
qdifferent visual areas [AMI = (Peakvalid precue − Peakbaseline)/
c(Peakvalid precue + Peakbaseline), where Peakbaseline = average of the
tpeak amplitude for the invalid precue, valid postcue, and invalid
postcue conditions]. Error bars are 1 SEM. ms
(Cameron et al., 2002; Carrasco et al., 2000, 2004a; Lu c
and Dosher, 1998; Solomon et al., 1997). Our results s
provide a retinotopically specific neural correlate for the
effects of transient attention on early vision with a con- s
comitant behavioral effect. e
The attentional effect increased along the hierarchy i
of visual areas: V1, V2, V3, V3a, hV4 (Figures 5 and 6). d
We observed only a marginal trend in V1, whereas at- p
tentional effects in extrastriate visual areas were signifi- f
cant and increasingly more pronounced. Larger atten- v
tional effects in higher visual areas have also been 1
cfound in studies of sustained attention (e.g., Kastner et
sal., 1999; Maunsell and Cook, 2002). Such a pattern is
mconsistent with top-down modulation from frontal and
bparietal areas feeding back to visual cortex, with dimin-
dishing effects in earlier visual areas. However, the atten-
etional gradient could also be due to a feed-forward
eates across sequential levels of processing. Whereas
t has been established that sustained attention—a
onceptually driven mechanism—is mediated by a
eedback mechanism (Corbetta and Shulman, 2002;
esimone and Duncan, 1995; Kanwisher and Wojciulik,
000; Kastner and Ungerleider, 2000; Schroeder et al.,
001), a feed-forward model seems more likely in the
ase of transient attention—a stimulus-driven mecha-
ism. Such a feed-forward model could be imple-
ented by steeper contrast response functions in ex-
rastriate than in striate areas. This higher sensitivity
n extrastriate areas is due to areal summation across
rogressively larger receptive fields in higher areas
Sclar et al., 1990). Given that attention can boost the
ignal by increasing the effective stimulus contrast
Martinez-Trujillo and Treue, 2002; Reynolds et al., 2000)
ia contrast gain (Cameron et al., 2002; Carrasco et al.,
004a; Martinez-Trujillo and Treue, 2002; Reynolds et
l., 2000), its effect would be more pronounced in areas
ith steeper contrast response functions.
Previous fMRI studies have shown increased V1 ac-
ivity under sustained attention (Brefczynski and De-
oe, 1999; Gandhi et al., 1999; Martinez et al., 1999;
omers et al., 1999). These attentional effects in V1
ave been explained as delayed reentrant feedback
rom extrastriate areas, since there is no attentional
odulation of an early C1 component localized in stri-
te cortex (Martinez et al., 1999). More recent studies
upport this hypothesis by localizing a delayed in-
rease in ERP (Di Russo et al., 2003) and MEG (Noes-
elt et al., 2002) signals with sustained attention in V1.
Because transient attention enhances low-level vi-
ual processing such as contrast sensitivity, one might
xpect that V1, the first stage of cortical computation,
s also modulated by transient attention. However, we
id not find a significant V1 attentional effect in the
resent study. There are at least three possible reasons
or such an outcome. First, the V1 effect might be more
ariable and too small to detect (see also Kastner et al.,
999). The marginal trend in V1 might become signifi-
ant with more statistical power. Second, the effects of
ustained and transient attention on early visual areas
ight be intrinsically different. For example, more feed-
ack signal from extrastriate areas might reach V1 un-
er sustained attention than under transient attention,
specially if a feed-forward mechanism underlies the
ffect of transient attention, as discussed above. Third,
revious fMRI results with sustained attention might be
artly caused by baseline increases in neural activity
Martinez et al., 1999), whereas baseline shift was un-
ikely in the present study because participants did not
aintain attention to a particular location. Baseline in-
reases with sustained attention have been reported in
he absence of visual stimulation in both single-unit
Luck et al., 1997) and fMRI (Kastner et al., 1999; Ress
t al., 2000) studies. Future studies are needed to eval-
ate these possibilities.
To conclude, we demonstrated that a nonpredictive
eripheral cue increased both behavioral performance
nd retinotopic-specific neural response to a subse-
uent stimulus. The increased fMRI response in visual
ortex brought about by transient attention provides
he neural correlate of enhanced behavioral perfor-
ance in an early visual task—enhanced contrast sen-
fMRI of Transient Visual Attention
475sitivity in orientation discrimination. Previous research
in single-unit physiology (Martinez-Trujillo and Treue,
2002; Reynolds et al., 2000) and human psychophysics
(Cameron et al., 2002; Carrasco et al., 2000, 2004a; Lee
et al., 1999; Lu and Dosher, 1998; Solomon et al., 1997)
indicates that covert attention increases contrast sensi-
tivity. By supplying evidence from an intermediate scale
of analysis—neuroimaging—this study bridges the gap
between single-unit physiology and human psycho-
physics of attention.
Experimental Procedures
Participants
Six graduate and undergraduate students (ages 22–29; four
women) participated in the experiment, all with normal or cor-
rected-to-normal vision. Three were trained psychophysical ob-
servers, and three were naive observers. All participants gave writ-
ten informed consent in compliance with the protocol approved by
the Institutional Review Board at New York University.
Cueing Experiment: Stimuli and Task
Visual stimuli were presented on a flat-panel display (NEC,
MultiSync LCD 2110) housed in a Faraday box with an electrically
conductive glass front, positioned at the rear of the scanner bore.
Participants viewed the display through an angled mirror attached
to the head coil, and a bite bar was used to stabilize their heads.
Stimuli were generated on a Macintosh G4 computer using Matlab
(MathWorks, Natick, MA) and the Psychophysics Toolbox (Brain-
ard, 1997; Pelli, 1997). Background luminance was set to 25 cd/m2.
The cue consisted of a single white rectangle (width, 1°; height,
0.15°; luminance, 129 cd/m2), and the stimuli consisted of two Ga-
bors (Gaussian-windowed sinusoidal gratings) with a space con-
stant of 1°. Each Gabor contained a compound grating of 2 and 6
cycles/degree (cpd), at 5% contrast. A white fixation cross (0.3°)
was present at the center of the screen throughout the experiment.
There were two possible cue locations at 5.5° eccentricity (0.6° azi-
muth), to the left and right of the fixation cross. The two possible
locations for the Gabors were at 6° of eccentricity (−2.5° azimuth).
The cue and Gabor locations on the same side of the fixation were
thus vertically aligned; the former was above and the latter was
below the horizontal meridian (see Figure 2).
A single trial lasted 2 s and is illustrated in Figure 1. For the
precue trials (Figure 1, left panel), a cue was shown for 50 ms,
randomly either in the left or right location. After a 50 ms ISI, two
Gabors were shown for 150 ms, followed by a 1750 ms response
interval. One of the Gabors was oriented vertically, and the other
was slightly tilted, either in the clockwise or counterclockwise di-
rection. The postcue trials were identical to the precue trials except
that the order of the cue and Gabors was reversed (Figure 1, right
panel). To match the within-trial temporal onset of the Gabors be-
tween the two trial types, a 100 ms blank interval was inserted
at the beginning of the postcue trials. The response interval was
correspondingly reduced by 100 ms, to 1650 ms.
The participant’s task was to detect the tilted Gabor (target) and
report its orientation, by pressing one of two keys on a MR-com-
patible response box. Participants were instructed to maintain fixa-
tion and respond as accurately and quickly as possible. Eye move-
ments were not monitored, because the time between cue onset
and target offset was only 250 ms, which prevents goal-directed
saccades (Mayfrank et al., 1987). Even if such eye movements had
occurred after stimulus offset, they could not have underlain the
pattern of results. At that point, the fixation cross was presented
alone, which would only weakly activate visual cortex, and most
likely outside the predefined ROIs. Moreover, because the cue was
uninformative (see below), participants had no incentive to make
saccades to the cued location; thus any eye movement would have
influenced different cue conditions similarly.
All participants received 1–2 hr of practice on the task outside
the scanner. During the practice, we estimated the amount of tilt for
each individual participant such that accuracy on the orientation
discrimination task was in an intermediate range (around 75%). Thedegree of tilt was also adjusted between runs during the scan if
accuracy was approaching floor or ceiling levels. The adjustment
of the tilt ranged between 1.5° and 4° in 0.5° increments. The loca-
tion of the cue as well as the location and orientation of the target
Gabor were randomly assigned for each trial. In other words, the
cue was not informative about either the location or the orientation
of the target. Participants were informed of this arrangement and
were told that there was no benefit in using the cue to perform
the task. Even though the cue was not predictive, for the ease of
exposition and terminological consistency, we use the terms
“valid” and “invalid” to refer to cues that were presented on the
same side and opposite side of the target, respectively.
There were four cue types: valid precue, invalid precue, valid
postcue, and invalid postcue. Because the target could appear
either in the left or the right visual field, there were eight trial types,
produced by the combination of four cue types and two target lo-
cations. Each run in the scanner contained 16 trials of each type,
plus 64 null (blank) trials in a random sequence. The blank trials
provided temporal jitter and a baseline for estimating the hemody-
namic response. Fixation periods of 4 and 12 s were also inserted
into the beginning and the end of a run, respectively. The total time
of a single run was thus 400 s. Five participants completed 14 runs
in two sessions, and one participant completed seven runs in one
session (due to technical difficulty, we could not obtain additional
data from her). The pattern of results was the same whether her
data were included or not.
Localizer and Retinotopic Mapping
We defined the cortical representation of the Gabor stimuli and the
cues using a block design. For the cue blocks, cue stimuli that
were identical to those in the main experiment were flashed (on/
off) at 2 Hz at the two cue locations. The Gabor stimuli were of the
same size, spatial frequency, and location as those in the main
experiment, but they were at full contrast and their orientations
were either 45° or −45° off vertical. During the Gabor blocks, the
two orthogonal Gabor stimuli were flashed alternatively at 2 Hz.
This was done to maximize the activation of the Gabor stimuli,
which defined the ROI for the cueing experiment. The cue and Ga-
bor blocks were 12 s long, and they were presented in alternation
with 12 s blank periods in between. A localizer run contained 12
stimulation blocks (six blocks each for the cues and Gabors). Parti-
cipants completed two localizer runs in each scanning session.
They were instructed to fixate a cross (0.3°) that was present at the
center of the screen throughout a run.
Retinotopic mapping procedures followed well-established meth-
ods using phase-encoded stimuli (DeYoe et al., 1996; Engel et al.,
1997; Sereno et al., 1995). Phase maps of polar angle were ob-
tained by using a rotating double-wedge checkerboard (Slotnick
and Yantis, 2003), and borders of early visual areas were drawn
along the phase reversals on inflated surface representations of the
brain. There is controversy regarding the definition and nomencla-
ture of visual areas beyond ventral V3 (for a review, see Wandell et
al., 2005). We adopted hV4 as defined by Wade et al. (2002), which
contains a hemifield representation.
Magnetic Resonance Imaging Procedure
Imaging was conducted on a 3T Siemens Allegra head-only scan-
ner (Erlangen, Germany). High-resolution anatomic images were
obtained for each participant using a T1-weighted magnetization-
prepared rapid gradient echo (MPRAGE) sequence (FOV = 256 ×
256 mm; 176 sagittal slices; 1 × 1 × 1 mm voxels). Functional
images were collected using a receive-only surface coil array (Nova
Medical, Wilmington, MA) with a T2*-weighted echo-planar imaging
sequence (TR = 2000 ms; TE = 30 ms; flip angle = 90°). One volume
contained 21 slices positioned perpendicular to the calcarine sul-
cus and covered the occipital and posterior parietal lobes (FOV =
192 × 192 mm; resolution = 3 × 3 × 3 mm; no gap). In each session,
we also acquired T1-weighted anatomic images in the same slices
as the functional images (spin echo; TR = 600 ms; TE = 9.1 ms; flip
angle = 90°; resolution = 1.5 × 1.5 × 3 mm). The in-plane images
were used to align functional images from different sessions to the
same high-resolution anatomic volume for each participant.
Neuron
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oImaging data were analyzed using BrainVoyager (Brain Innovation,
Maastricht, the Netherlands) and custom software written in Mat- C
lab. Each participant’s high-resolution anatomic volume was trans- a
formed into Talairach space (Talairach and Tournoux, 1988), after R
which an automated segmentation procedure was applied to ob-
C
tain a surface reconstruction of the white-gray matter boundary.
t
The surface was further inflated to reveal the sulci/gyri pattern. All
9
analyses were performed on this inflated representation of the cor-
Ctical sheet. Preprocessing of functional data included slice time
ccorrection, motion correction, linear trend removal, and temporal
phigh-pass filtering (three cycles per scan) to remove slow drifts in
Cthe fMRI signal. Given the block design, no slice time correction
twas applied to data from the localizer scan. The 2D functional data
swere then aligned with the high-resolution anatomic volume and
transformed into 3D data in the Talairach space with 3 × 3 × 3 mm C
resolution. Images were not spatially smoothed. p
For each participant, ROIs were defined using data from her/his
C
localizer scans. The localizer data were analyzed by constructing
p
a general linear model in which blocks of visual stimulation were
1
modeled with delayed γ functions convolved with boxcar functions.
CLinear contrasts between the stimulation blocks and fixation
ablocks yielded activated voxels for the cues and Gabors. Statistical
2threshold was set at p < 0.001 (uncorrected for multiple compari-
Dsons). The activation was then projected onto the inflated surface
fof the brain and superimposed with borders of visual areas derived
from retinotopic mapping. The resulting map defined cortical ROIs D
for the Gabor stimuli in early visual areas V1, V2, V3, V3a, and hV4 t
(see Figure 2). D
MR time series in the cueing experiment were extracted from C
the localizer-defined ROIs and then concatenated. A deconvolution t
analysis was applied without assuming the shape of the hemody- S
namic response function (e.g., Dale, 1999). Eight time points
D(0–16 s) following each event were estimated and corrected for se-
Srial autocorrelation. There were five event types for each ROI: valid
eprecue, invalid precue, valid postcue, invalid postcue, and dis-
Dtracter (present on every trial). Only events from the contralateral
ohemifield were entered into the design matrix for a given ROI. Esti-
Cmates of the fMRI response were then collapsed across hemi-
spheres for each participant, as no differences were found between E
the two hemispheres. Finally, response estimates for each condi- g
tion were averaged across participants. Activity at time point 3 t
(4–6 s) was taken as the peak amplitude of the response. To quan- G
tify the magnitude of attentional effects in different ROIs, an AMI t
was calculated as (Peakvalid precue − Peakbaseline)/(Peakvalid precue + A
Peakbaseline), where Peakbaseline was defined as the average of the
Gpeak amplitude for the invalid precue, valid postcue, and invalid
opostcue conditions. Defining Peakbaseline as the peak response in
Hthe individual conditions (invalid precue, valid postcue, or invalid
Mpostcue) yielded similar results.
f
H
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