In this paper we prove the existence and uniqueness of the Gaussian interval quadrature formula with respect to the generalized Laguerre weight function. An algorithm for numerical construction has also investigated and some suitable solutions are proposed. A few numerical examples are included.
Introduction
By the Gaussian interval quadrature formula with respect to the positive weight function w, we assume a quadrature formula of the following form: which integrates exactly all polynomials of degree less than 2n.
There are different results for the questions of existence of such quadrature rules (for example, see [1, 4, 7, 9, 11] ).
The question of the existence for bounded a, b is proved in [2] Also they proved that Gaussian interval quadrature formula for the Legendre weight w(x) = 1 on [−1, 1] is unique (see [3] ). The uniqueness of Gaussian interval quadrature formula for the Jacobi weight and its numerical construction was given in [6] .
In this paper we present the existence and uniqueness results of the Gaussian interval quadrature formula for the generalized Laguerre weight function w(x) = x e −x , > − 1, on (a, b) = (0, +∞). The paper is organized as follows. In the remainder of this section we give some notation and state the main result. Preliminary and auxiliary results are given in Section 2 and the main result is proved in Section 3. Finally, a numerical algorithm and numerical results are presented in Section 4.
Denote by H H n the following set of the admissible lengths
h k H and the corresponding set of the admissible nodes by
Also, we introduce the set of the formal nodes
Our main result can be stated in the following form. 
Preliminary and auxiliary results
Let P n , n ∈ N 0 , be the set of all algebraic polynomials of degree at most n and P be the set of all algebraic polynomials.
First, we give some preliminary definitions and results. Denote = x
where > − 1, and = 1 + − x, such that we have the following Pearson's equation (w) = w holds (see [5] ).
Lemma 2.1. For any polynomial p ∈ P n , there exists q ∈ P n−1 and ∈ C, such that
where A is an integration constant and is the incomplete gamma function defined by
Proof. Let p ∈ P n . For every polynomial p = r + r , r ∈ P n−1 , we have
so that we can identify q = r and = 0. Now, we consider the linear space
Obviously its basis is
Adding 0 = 1 to this basis we get a complete basis for P n (=L n+ P 0 ). Taking any polynomial p ∈ P n , we have
and therefore,
from where we can identify uniquely q as n k=1 k x k−1 and = 0 . Now, we define the following sets: 
The following statement is very important, since it enables us to prove almost all of our results. Similar results for finite intervals can be found in [2, 3, 6] .
. . , n, be arbitrary numbers. Then the interpolation problem
has the unique solution in P N .
(
, then for every c ∈ C there exists the unique q c ∈ P N , such that p = cx N +1 + q c , solves the following interpolation problem:
and there holds q c = cq 1 . In every I k , the polynomial p has exactly j k zeros and those are all its zeros.
Proof. In order to prove this lemma, we show that the corresponding homogenous system of equations (2.2), with f m,k ≡ 0, has only a trivial solution. Note that this system can be expressed as a system of linear equations for the coefficients of p. The proof for the part (i) is already given in [3, Lemma 1] . Here, we give this proof for the sake of completeness. We can simply count zeros to see that in every subinterval I k there are j k zeros, so that in total we have k j k = N + 1 zeros. This means that if the solution is not trivial it has a degree at least N + 1, and it is not a solution in P N .
For the part (ii), we can rewrite the interpolation problem in the following form:
Now, we can apply the first part of this lemma with
to the interpolation problem (2.3), and denote the unique solution by q c . Obviously, the linear system of equations which defines q c has a free vector from which c can be factorized, so that q c = cq 1 . For the last statement we refer to the proof of part (i).
The next lemma shows that for every h ∈ H H n the Gauss-Laguerre interval quadrature rule must have nodes in X n (h).
Lemma 2.4. Suppose h ∈ H H n and there exists a Gauss-Laguerre interval quadrature rule with nodes
Then at least one of the equalities
holds. Suppose, it is the case for some k ∈ {1, . . . , n − 1}. According to the interpolation Lemma 2.3, part (ii), there exists a monic p ∈ P 2n−2 , with the properties
Obviously such p annihilates the Gauss-Laguerre interval quadrature sum and it is of a constant sign on
An immediate consequence of the previous lemma is that all weights k , are positive in the GaussLaguerre interval quadrature rule. Proof. Suppose there is some index k ∈ {1, . . . , n}, such that k 0. According to the interpolation Lemma 2.3, there exists a monic polynomial p ∈ P 2n−2 , such that
For this p the Gauss-Laguerre quadrature formula (3.1) is exact. On the other side this polynomial p is
The following theorem shows that there exists a uniform bound for nodes in (2.1) regarding to h ∈ H H n . This is an important result, which enables us to think about Gauss-Laguerre interval quadrature rule as it is given with respect to some measure on the bounded supporting set. This polynomial p annihilates the Gauss-Laguerre interval quadrature sum. Choose P = −p. So that P is positive on O\O n+1 and negative on O n+1 . Since I P d = 0, we have
Note that, according to Lemma 2.1, there exist q and such that
Similarly, there exist q 1 and 1 such that
We see that J 2 tends to zero as M increases, so that
for sufficiently large M. This is a contradiction, i.e., x k+1 must be bounded.
Repeating the same arguments we prove that x k+2 , . . . , x n must be bounded, which is a contradiction.
Remark 2.7. According to (2.4), x n + h n is also bounded, i.e., x n + h n < M + H .
Almost with the same arguments, we can prove the following result.
Lemma 2.8. Let n ∈ N and H 0 be given. Then there exists a constant L > 0 such that for every h ∈ H H n and x ∈ X n (h), for which (2.1) is the Gauss-Laguerre interval quadrature rule, we have
Proof. Suppose it is not the case for some n ∈ N and H 0. Then for every L > 0, there exist h ∈ H H n and respective nodes of the Gauss-Laguerre interval quadrature rule x ∈ X n (h), such that there exists an index k ∈ {1, . . . , n} such that 0
According to the interpolation Lemma 2.3, part (ii), there exists a monic polynomial P of degree 2n−1, such that 1
This polynomial P annihilates the Gauss-Laguerre interval quadrature sum. In order to prove that P cannot annihilate P d , for every L > 0, we consider
Note that P has a positive sign on O\O 1 and negative on O 1 . According to Theorem 2.6 and corresponding remark, there exists M > 0 such that x n + h n < M = M + H . Then, using Lemma 2.1, with the corresponding q and , we have
Also, with the corresponding q 1 and 1 , we have
where J 2 evidently tends to zero as L → 0 + . Thus, for a sufficiently small L, we have
which is a contradiction. Therefore, x 1 − h 1 must be uniformly bounded from zero.
In the sequel we use the following notation.
Definition 2.9. We denote
Theorem 2.10. For every h ∈ H H n , the nodes x ∈ X n (h) of the quadrature rule (2.1) satisfy the system of equations
For h ∈ H H n , every solution x ∈ X n (h) of system (2.5) defines the nodes for the Gauss-Laguerre interval quadrature rule (2.1).
Proof. Applying the Gauss-Laguerre interval quadrature rule (2.1) to the polynomial ( w) /w of degree 2n − 1, we have
i.e., if x are nodes of the Gauss-Laguerre interval quadrature rule, they must satisfy (2.5), since according to Lemma 2.5, we have > 0, = 1, . . . , n. For any p ∈ P 2n−2 we have
This can be proved by applying Cauchy Residue Theorem to the rational function p/ over the contour R = {x | |x − M/2| = R}, R > M/2, and letting R → +∞. Now, suppose that for x ∈ X n (h) we have
Then obviously, according to (2.6), we have for any p ∈ P 2n−2
But also
so that for every r ∈ P 2n−1 of the form r = p + p , p ∈ P 2n−2 , we have
for a constant C. Now we can choose C such that the previous formula is exact for all r ∈ P 2n−1 .
According to the proof of Lemma 2.1, it is enough to adjust this formula to be exact for r = 0 = 1, which gives
The system of equations (2.7) defines the Gauss-Laguerre interval quadrature rule. However, it is equivalent to (2.5), because of
Using these equations, by definition of k , we can conclude that
for h ∈ H H n and x ∈ X n (h), which gives C > 0. Thus, all weights in the constructed quadrature rule are positive, as we know also from Lemma 2.5.
To be completely fair, we need to give an explanation for the case h k = 0 for some k. Since the corresponding term of (2.6), in that case is given by
we can transform it to the form
and we require that term with p vanish so that we have
This is exactly what equation of system (2.5) becomes for h k = 0.
Remark 2.11. According to the proof Theorem 2.10, we have the following formulas:
for the weights in the Gauss-Lagurre quadrature formula (2.1).
Lemma 2.12. Suppose n ∈ N and H 0 are given. There exist 0 > 0, L > 0 and M > 0, such that for all h ∈ H H n and all nodes x ∈ X n (h) of the Gauss-Laguerre interval quadrature rule (2.1), we have
Proof. The existences of L and M is already proved, so we prove now the existence of 0 . Assume contrary, then for every 0 > 0, there exists h 0 ∈ H H n and the respective set of nodes x 0 ∈ X n (h 0 ), for which (2.1) is Gauss-Laguerre quadrature formula, with the property that at least one of the following equalities:
holds. Since the sets h 0 and x 0 are bounded, there are the convergent sequences h k , x k , k ∈ N, with the limits h 0 and x 0 , such that at least one of the equalities
holds. Since the weights , = 1, . . . , n, are continuous functions of h and x, according to (2.8), for h 0 and the respective set of nodes x 0 , we have that the rule
constructed from the nodes x 0 and lengths h 0 , is exact for p ∈ P 2n−1 , because of continuity. Since for this Gauss-Laguerre interval quadrature rule we have at least two intervals which have the boundary point in common, we can apply the same arguments as in the proof of Lemma 2.4 to produce a contradiction.
Proof of the main result
To prove the main result, we are going to need the following topological result, which can be found in [8, 10] .
Assume D is a bounded open set in R n , with the closure D and the boundary jD, and : D → R n is a continuous mapping. By deg( , D, c) we denote the topological degree of with respect to D and c / ∈ (jD). ( Proof of Theorem 1.1. Let
is solution of (3.1). Then we have
and inequality is obvious. Now, we have
inequality is obvious. Also it is clear that
which gives 
Numerical results
For numerical construction of the weights k , once nodes are constructed there is nothing better than relations (2.8), since all the terms included are positive. However, it is obvious there can be some cancellation in the calculation of , provided x k + h k and x k+1 − h k+1 , are close enough for some k. We did not encounter any such problems, since in the examples we are presenting we keep relatively small number of nodes.
For the construction of nodes in the Gauss-Laguerre interval quadrature rule, we propose an algorithm on the system of equations (2.5). Since the system of equations (3.1) defines x k , k = 1, . . . , n, as implicit functions of h, according to the proof of the main theorem, we know that these functions are continuous. We can start with the classical Gauss-Laguerre quadrature rule and increase h for small amount from 0 and solve (2.5) using the Newton-Kantorovich method. If during iterations, some of the intervals I k interlace or if x 1 − h 1 < 0, we should start again with a smaller increment in h. We iterate the procedure until we reach the desired h. We point-out that according to the proof of main Theorem 1.1, we know that the Jacobian of the system of equations (2.5) is diagonally dominant, so that it is always invertible.
We can summarize the previous facts in the following procedure: Three examples are given. In two of them we take n = 10 nodes (Tables 1 and 2) , and in the third example we take only four nodes (Table 3 ). All calculations are performed in double precision arithmetic with machine precision ≈ 2.22 × 10 −16 . Numbers in parentheses indicate decimal exponents. 
