We prove two polynomial identies which are particular cases of a conjecture arising in the theory of L-functions of twisted Carlitz modules.
Introduction
The papers [GL16] and [LZ17] develop a theory of L-functions of twists of Carlitz modules. Results of these papers depend on an important conjecture [GL16, 9.3.] , [LZ17, Conj. 0.2.4 .], present paper Conjecture 1.7. For example, it implies that varieties X (2, n, m, i) , objects of research of [GL16] and [LZ17] , do not depend on n.
Some particular cases of Conjecture 1.7 are already proved in [GL16] . The purpose of the present paper is to prove two more particular cases of Conjecture 1.7 announced in [GL16] , 9.13 a, b: theorem 2.1 and theorem 3.1.
To state Conjecture 1.7, we give here an exposition of the theory of L-functions of Anderson t-motives. We borrow the corresponding part of text of [LZ17] . For more details, the reader can look [G92] , [A00] , [L09] .
The Anderson ring F q (θ) [t, τ ] is the ring of non-commutative polynomials over F q (θ) satisfying the following relations: 1) t · τ = τ · t, 2) ∀a ∈ F q (θ) t · a = a · t, 3) ∀a ∈ F q (θ) τ · a = a q · τ .
We need the following (less general than in [A86] ) version of the definition of Anderson t-motives M over F q (θ): Definition 1.1. An Anderson t-motive M is a F q (θ)[t, τ ]-module such that 1) M considered as a F q (θ)[t]-module is free of finite dimension r; 2) M considered as a F q (θ)[τ ]-module is free of finite dimension n; 3) There exists k > 0 such that (t − θ) k M/τ M = 0.
Analogously, we can define an Anderson t-motive over C ∞ . Numbers r, resp. n are called the rank, resp. the dimension of M . The Carlitz module C is an Anderson t-motive having r = n = 1. Therefore we have only one element e = e 1 in a basis of M over F q (θ) [τ ] and C is given by the equation te = θe + τ e. We have: e is also the only element of a basis of C over F q (θ) [t] , and the multiplication by τ is given by the formula τ e = (t − θ)e
We shall consider also the n-th tensor power of C over the ring F q (θ) [t] , denoted by C n . It has the rank r = 1. The basis has the only element e n = e ⊗ e ⊗ e ⊗ ... ⊗ e n times
The action of τ on e n is given by the formula τ e n = τ e ⊗ τ e ⊗ . . . ⊗ τ e = (t − θ) n e n (1.1)
It is easy to check that this formula really defines an Anderson t-motive of rank r = 1 and dimension n.
A twist of C n is an Anderson t-motive over F q (θ) which is isomorphic to C n over C ∞ . It is easy to check that these twists are parameterized by polynomials
Namely, for this P we denote by C n P an Anderson t-motive given by the formula e n = P (t − θ) n e n with e n as earlier.
, where (F q (θ) * ) (q−1) are the (q − 1)-th powers of nonzero elements of F q (θ). Corollary 1.2. There are no twists for q = 2.
L-functions
, as in [G92] or [L09, p 2603] , where the letter u is used for the variable τ .
A very simple and explicit definition of L(M, T ) is given in [GL16, p. 123] . There is a general formula for L(M, T ) based on a version of the Lefschetz trace formula as in [B12, Section 9] or [L09] or [GL16, p. 127, 3.4] or in the original paper [A00] . In the case M = C n P an explicit formula for L(C n P , T ) is given in [GL16, p. 126, 3.3.] .
Let P be as in equation (1.2). We denote byk = m+n q−1 the integer part of m+n q−1 and let M(P, n,k) = M(a * , n,k) be the matrix in Mk ×k (F q [t] ) whose (i, j)-th entry is defined by the formula
where a l = 0 if l ∈ {0, . . . , m}. For the particular case n = 1 we have M(P, 1,k) i,j = a jq−i t − a jq−i−1 and therefore GL16, p. 126, 3.3.] ).
L(C
we consider determinants.
3. M(P, n,k) t is (up to a non-essential change of indices) a particular case of the matrix from [FP98, 1.5.] . If m+n q−1 is integer then the last column of M(P, n,k) has only one non-zero element, namely its lower element which is equal to (−1) n a m . For this case we denote k :=k − 1 = m+n q−1 − 1 and we consider the k × k-submatrix of M(P, n,k) formed by elimination of its lowest row and last column. We denote this submatrix by M nt (P, n, k 
Formula for L(C
We can consider a 0 , . . . , a m as abstract elements, not necessarily as elements of F q . Particularly, they can belong to a field K of any characteristic. In this general settings, we denote the non-trivial part L nt (C n P , T ) of the L-function by:
We define polynomials H i,j,n (m) as coefficients of CH(M nt (a * , n, k), T ), by the following formula:
The polynomials H i,j,n (m) ∈ Z[a 0 , . . . , a m ] are homogeneous polynomials. By this we can consider X (q, n, m, l) 
The meaning of the varieties X(q, n, m, l) ⊂ P m (K) is the following: Let K = F q and let P be from 1.2. We have [LZ17, Def. 0.1.11] :
It is denoted by r ∞ = r ∞ (n, P ) = r ∞ (n, a * ). The equalities 1.6 -1.8 show, that the set of coefficients {a 0 , . . . , a m }, such that r ∞ (n, a * ) ≥ l, is exactly the set X(q, n, m, l)(F q ).
In the following we consider exclusively q = 2 (for K = C we get a non-trivial theory, although there are no twists over F 2 ). This concludes k := m + n − 1. We extend the definition of M(P, n,k) to the value n = 0. We analogously get a matrix
which has the form
for m odd.
(1.10) (For even m we have a similar form.) We also have
The entries of the matrix M nt (P, 0, m − 1) do not depend on variable t. Therefore 
This conjecture immediately implies that Supp X(2, n, m, l) does not depend on n and is equal to Supp X(m, l), although X(q, n, m, l) and X(m, l) are different as schemes (for example, multiplicities of their irreducible components depend on n). This simplifies greatly the study of X (2, n, m, l) . Moreover, Conjecture 1.7 is used for a description of irreducible components of X(m, l) in [LZ17] . Finally, generalizations of Conjecture 1.7 for the case q > 2 can be used for the study of the behavior of L(C n P , T ) at T = 1, see [GL16] and [LZ17] for details.
We give some results already achieved in [GL16]:
1. We have
, Theorem III; [LZ17] , 10.5).
2. For any m, n ≥ 1 and i ∈ {0, . . . , k} we have ([GL16], 9.12)
3. If Conjecture 1.7 holds for n = 1 then it holds for all n ([LZ17], 7.2.1).
Together with the results of the present paper, apparently these are for n = 1, 2 the only cases where γ from Conjecture 1.7 is 1. For the case γ > 1 proof of Conjecture 1.7 seems to be much more complicated.
2 Formula for H m−1,1,1 (m).
For n = 1 we have k = m. The matrix M(P, 1, k) has the form
This gives immediately
On the other side we consider the determinant det(M(P, 1, m) − U · I m ), which is equal to:
The coefficient at (−U ) m−2 has the form:
We conclude
So, we must prove the identity
The right hand side of (2.6) is equal to
We denote by
We must show that (
Because we have A 1 = B 1 + B 3 , it rests to show
For any r, s with (0 ≤ r ≤ s ≤ m) we shall show that the coefficient at a r a s in (2.9) is 0.
Case 1: r = s. We look for monomials a r a s , where r = s.
The monomials a 2j−k a 2k−j−1 in A 3 are not of the form {a 2 0 , . . . , a 2 m }, because the equality 2j − k = 2k − j − 1 or equivalently 3j = 3k − 1 cannot hold.
3. Analogously, the monomials a 2j−k−1 a 2k−j in A 4 are not of the form {a 2 0 , . . . , a 2 m }, because the equality 2j − k − 1 = 2k − j or equivalently 3j − 1 = 3k cannot hold.
4. The monomials a 2j−k a 2k−j in B 2 are not of the form {a 2 0 , . . . , a 2 m }, since 2j−k = 2k−j or equivalently 3j = 3k is impossible for j < k.
We get that for all r = 0, . . . , m the terms a 2 r enter in equation (2.9) with coefficient 0.
Case 2: r < s. We consider the set of all monomials {a r a s |0 ≤ r < s ≤ m} and find their coefficients in A 2 , A 3 , A 4 and B 2 .
Terms of
appear with coefficient −1. For q = 2 and n = 2 we have k = m + 1.
We start with the matrix M(P, 2, m + 1), which has the form:
For any square matrix M of order s ∈ N, let M l , l ≤ s, be the submatrix of M obtained by elimination of the l-th row and the l-th column and let M i,j , i ≤ s, j ≤ s, be the submatrix of M obtained by elimination of the i-th row and the j-th column.
For l ∈ {1, . . . , m + 1} we consider the submatrix M(P, 2, m + 1) l of M(P, 2, m + 1) to define the matrix B(l, u), u ∈ {1, . . . , m} as follows:
The c-th column of B(l, u) is the column of the t-free entries of the c-th column of M(P, 2, m+ 1) l , if c = u, and (− 1 2 ) · (column of the coefficients at t of the u-th column of M(P, 2, m + 1) l ), if c = u.
The matrix B(l, u) can also be obtained in the following way:
There are 3 matrices R 0 (P, 2, m+1), R 1 (P, 2, m+1),
Hence we have
Then for c = u the c-th column of B(l, u) is the c-th column of R 0 (P, 2, m + 1) l and the u-th column of B(l, u) is the u-th column of
and 
Proof. The definition of H 1,1,2 and the construction of B (l, u) give the identity. Proof. The matrix B(2, 1) has the form:
As the submatrix B(2, 1) 1 is equal to the matrix M nt (P, 0, m), this gives
Lemma 3.6. Proof. Let l ≥ 3. The matrix B(l, 1) has the form: 
The submatrix (B(l, 1) 1 ) 1 obtained by elimination of the first two rows and the first two columns of B(l, 1) is equal to the submatrix M nt (P, 0, m) l−2 : 
The minors det M nt (P, 0, m) l are exactly the summands of the coefficient of the term of degree
Expanding the determinant of B(l, 1) along the first two columns gives:
Proof. Let us consider the matrix B(1, 1): (P, 0, m) . Expanding the determinant of B(1, 1) along the first column immediately gives the result:
We consider B(1, u) for u ≥ 2. By the definition of M(P, 2, m + 1) and the construction of B(1, u) we have: 
The Laplace expansion of the determinant of B(1, u) along the first column gives the following result:
Proof of theorem 3.1: By proposition 3.3 we have Lemma 3.7 gives the equality
By lemma 3.8 we have for u ∈ {2, . . . , m}
This gives the result:
Therefore, to prove the theorem, it remains to show that
We give an explicit example of the equality 3.1 for m = 4. To explain this equality, we start with the matrix M nt (P, 0, 4) = 
The determinant of the last two matrices is 0, because they have two identical lines. Therefore, if we build the sum of the determinants, we get the left side of the equality (3.1)
If we consecutively increase the column-indices of the entries of the first, second and third column of M nt (P, 0, 4) by 1, we get the three matrices B(1, 2) 1 , B(1, 3) 1 and B(1, 4) 1 . The sum of the determinants gives the right side of (3.1).
To prove equality (3.1), we need the following: In the same way we consider the index of the columns (α i,j,σ(j) .
As σ runs over all permutations in S n , so does σ • ρ, that is {σ|σ ∈ S n } = {σ • ρ|σ ∈ S n }. We conclude: We apply proposition 3.10 to the case n = m − 1,
