The windowed ray transform is the generalization of the "Analytic-Signal Transform" which was developed to extend arbitrary functions from ℝ to ℂ in a natural way. The X-ray transform is also a special case of this transform. Similar to the X-ray transform, the problem of inverting this transform is overdetermined. Hence it is possible to prove the existence of several inversion formulas. Kaiser obtained one such inversion formula in 1993. We present several inversion formulas here. One of them is similar to that of Kaiser, but it requires a weaker condition. The others are new.
Introduction
The windowed ray transform was introduced in [3, 5] by Kaiser and Streater. It is a natural generalization of the "Analytic-Signal Transform" [4] arising from a method for extending arbitrary functions from ℝ to ℂ in a semi-analytic way in relativistic quantum theory. Namely, the Analytic-Signal Transform of ∈ S(ℝ ) is the function : ℂ → ℂ defined by
Its generalization, the windowed ray transform, is defined as ℎ ( , ) = ℝ ( + )ℎ( ) for ( , ) ∈ ℝ × ℝ \ 0.
Here ℎ is regarded as a window, which explains the terminology "windowed ray transform." (When ℎ = 1 and ‖ ‖ = 1, it becomes the usual X-ray transform.) In order to minimize analytical subtleties, we assume that ℎ is smooth with rapid decay, i.e., ℎ ∈ S(ℝ). While depends on an -dimensional variable, ℎ depends on a 2 -dimensional variable. Hence the problem of inverting the windowed ray transform is -dimensions overdetermined. Here we will study the inversion of the windowed ray transform.
In the next Section 2, we present several inversion formulas for the transform. In fact, one of our inversion formulas is similar to an inversion formula Kaiser and Streater already derived in [5] , but requires weaker conditions.
Reconstruction
In this section, we will find several kinds of inversion formulas for the windowed ray transform ℎ defined by
Here a function ℎ is known.
Let ℎ be nonvanishing at a point ∈ ℝ. Consider the following asymptotic as | | → ∞:
where = for ( , ) ∈ (0, ∞) × −1 and is the regular -ray transform defined as
In numerical implementations, finitely sampled data is available. Hence if our data ℎ is enough coarse, then it is hard to reconstruct the exact value of from . (In the appendix, we present the results of numerical implementation.) We derive the following inversions. Theorem 2.1. Let ℎ ∈ S(ℝ) be nonzero. Then ∈ S(ℝ ) can be reconstructed from ℎ as follows:
Proof. Clearly, ℎ is invariant under a shift with respect to the first variables. Hence taking the Fourier transform with respect to looks reasonable. Doing this, we get
wherê is the -dimensional Fourier transform of and̂ ℎ is the Fourier transform of ℎ with respect to the first -dimensional variable . Note that the complex conjugate ofĥ (− ) isĥ ( ). Multiplying (2.2) by | | − | ⋅ |ĥ ( ⋅ ) and integrating with respect to yield
In the first line, we switched from the Cartesian coordinate ∈ ℝ to the polar coordinates ( , ) ∈ [0, ∞)× −1 , and in the second line, we used the known relation
, for any integrable function on ℝ and ∈ −1 (see [6] ). Using the Fubini-Tonelli Theorem, we continue to compute integrals in equation (2.3) as follows:
where in the third line, we changed the variable to /| | , and in the last equation, we used the Plancherel formula. Thus we havê
Taking the inverse Fourier transform completes the proof.
Remark 1.
Our approach is similar to that of [5] . We, however, multiply (2.2)
. This makes it unnecessary to require thatĥ (0) = 0 (i.e., that ℎ is admissible in the terminology [5] ).
In fact, if ℎ is not admissible, that is ∫ ℝ ℎ( ) ̸ = 0, we have
where = ∫ ℝ ℎ( ) . However, in numerical implementations, ℎ is known only at discrete points ( , ).
Hence our reconstruction of ( ) will depend only on ℎ ( , ) where | − | and | | are minimal. Unless data are refined enough, it is hard to obtain the exact value of from the data. (In the appendix, we present the results of numerical implementation.)
Remark 2. Our inversion formulas including the following inversion formulas, on the other hand, do not depend only on ℎ for the specific one point of (for example, the largest point of | | or the smallest point of | | unlike equation (2.1) or (2.4)). They require at least 1-dimensional integration with respect to . This implies that our inversion formulas always makes good numerical results whether the finitely sampled data are enough coarse/refined. Now we present another inversion formula.
Theorem 2.2. Let ℎ ∈ S(ℝ) be nonzero. Then we have for
wherê ℎ is the -dimensional Fourier transform of ℎ with respect to first -dimensional variable .
Proof. Setting = and = in equation (2.2) for , ∈ [0, ∞) and ∈ −1 , we havê 5) wherê and̂ ℎ are the -dimensional Fourier transforms of and ℎ with respect to and , respectively. Multiplying byĥ ( ) and integrating equation (2.5) with respect to yield
We havê
Note that
The Plancherel formula implies that
Combining this equation and equation (2.6) gives our assertion.
Theorem 2.3. Let ℎ be nonvanishing at a point ∈ ℝ. For ∈ S(ℝ ), we have
Herê is the Fourier transform of with respect to the first variable 1 and̂ ℎ is the 2-dimensional Fourier transform of ℎ with respect to the two variables ( 1 , 1 ) .
Proof. Taking the Fourier transform of ℎ ( , ) with respect to 1 yields ℝ ℎ ( , )
To get̂ , multiplying − 1 and integrating with respect to 1 give
where in the third line, is the Dirac delta function.
Remark 3. Theorem 2.3 leads naturally to a Fourier type inversion formula, when supplemented with the inverse Fourier transform.
Remark 4.
Even if the domain of is restricted to a line, say the 1 -axis, and for some ∈ ℝ \ {0}, ℎ( ) is not equal to 0, then we get the analogue of Theorem 2.3,
so we can still reconstruct from ℎ .
Remark 5.
The important feature of Theorem 2.3 is that we only need to know the value of h at one point where it is nonzero. When = 2, we can get a series formula for an inversion of the windowed ray transform by using circular harmonics. Consider ℎ ( , ⊥ ), where ⊥ = (− 2 , 1 ). Let ( , ) be the function ℎ ( , ⊥ ), where = | | and = /| |, and let ( , ) be the image function in polar coordinates. Then the Fourier series of and with respect to their angular variables can be written as
where the Fourier coe cients are given by
is not odd, then we have and 0). Then we have
Proceeding to compute , we get
where in the second line, we change variables = 2 + 2 and
Taking the Mellin transform M of and using the property that M[ ( )]( ) = M ( + 1) complete the proof of the theorem.
Corollary 2.5. Let ( ) be the -th Fourier coe cient of the twice di erentiable function with compact support.
Then for any > 1 we have
Proof. For > 1 and ∈ ℝ, |M ( + )| is finite because
where is the upper bound of | | and is radius of a ball containing supp . Thus, M ( ) is analytic on { ∈ ℂ : Re > 1}. Integrating by parts twice, we get
which implies that M ( ) = ( 2 ). Hence M ( + ) is integrable and we can apply the inverse Mellin transform [1, 8] which gives formula (2.8).
Conclusion
We study the windowed ray transform, a general form of the analytic-signal transform. Several di erent inversion formulas for the windowed ray transform are obtained. While in [5] the condition that ℎ is admissible is required, it is not in ours.
A Numerical implementation
Here we discuss the results of 2-dimensional numerical implementation to compare the reconstructions obtained from formulas (2.1) and (2.4) and Theorem 2. Figure 1 (c) and (d), we set | | = 16 2 and | | = 32 2, respectively. Lastly, the images in Figure 1 (e) and (f) were reconstructed according to equation (2.4) . For these images, 256 × 256 projections for 1 and 2 were used. Also, we set | | = 1/16 and | | = 1/32 in Figure 1 (e) and (f), respectively. We take the average values in these reconstructions, too. In Figure 2 , the magnified images of the red rectangular regions in Figure 1 are presented. Our reconstruction in Figure 2 (b) shows clearer boundaries than the others in Figure 2 (c)-(f) .
