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human health and safety. This multi-agent algorithm
would examine if this is possible.

Abstract— Advancement of radiation detection
technology is an ongoing process, and adjustments
are made based on pre-existing conditions of
radiation presence--both natural and man made.
Tools that are currently used for safely detecting
radiation in urban environments exist in several
forms: drones, robots, or handheld radiation
detection devices. This is a harm reductive way to
explore radiation-infected environments while
preserving human health as best as possible. In order
for these autonomous platforms to successfully detect
radiation sources, an algorithm needs to be created
that is capable of gathering crucial data on its own
with little to no human interference. Machine
learning has been the algorithm of choice for
researchers, particularly reinforcement learning and
deep reinforcement learning. These tools for
information gathering are designed to have the
algorithm “learn” on its own based on a reward
system that allows for seekers called “agents” to
fulfill its mission objective of radiation detection in
urban environments. In this paper, we explore the
capability of having multiple agents within a
controlled environment learn to locate a radiation
source on their own using a tactic called
Differentiable Inter-Agent Learning. This concept
would be built upon pre-existing work developed in a
master’s thesis examining Proximal Policy
Optimization for radiation source search using a
single agent. By adding what could potentially be
many agents to a radiation detection algorithm, it
could provide a quicker and more efficient strategy
for locating radiation sources remotely to preserve

Keywords—Research Experience for Undergraduates
(REU), Multi-Agent Radiation Localization, Reinforcement
Learning (RL), Multi-Agent Reinforcement Learning
(MARL), Deep Reinforcement Learning (DRL), Proximal
Policy Optimization (PPO), Multi-agent System (MAS),
Differentiable Inter-agent Learning (DIAL)

I.

INTRODUCTION

Human advancement of nuclear technology has
created opportunities for scientists and civilian
populations to benefit greatly from energy production
and medical applications. With each new discovery
made in the name of progress comes an equal amount (if
not more) of challenges to maintain human safety [10].
One of these challenges involves the risk of radiation
exposure, and the solution finding methods involved in
successfully detecting radiation sources.
A. Background
The ability to detect, localize, and identify these
sources are dependent upon things like measured
gamma-ray spectrum from a radiation detector [7]. The
severity of radiation exposure is probabilistic in nature,
as there is also a decaying factor involved as well.
Exposure ranges from natural existence of radiation (the
sun, outer space) to man-made (radiation in medicine).
[10]. A way to investigate the success rate of a radiation
detector is to set up a simulated environment allowing
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for an agent to work through training data and locate
radiation sources in a more efficient manner. This
strategy was done by Philippe Proctor within the last
year, where a single agent was trained using Proximal
Policy Optimization (PPO) for Radiation Source Search
[7].

The algorithm intended for this project will be
utilizing Proctor’s PPO and discrete environment setup
with controlled parameters [7] to test out training two
agents. The reasoning behind starting with two agents is
to conserve computational cost while generating training
data, allowing the agents to “learn” their discrete
environment. The location of each agent within the
discrete environment is unimportant, as they will be
communicating with one another utilizing signal to noise
ratio [7] upon conclusion of their training episode.
Depending on the data gathered, the cumulative reward
system established will determine which weights in the
stochastic gradient move the agents closer to their target
radiation source. Once desirable weights with higher
reward yield are established, another episode is run and
more training data is gathered. The training will be
considered complete when the agents have consistently
discovered the most efficient pathway to their target
radiation source.

Fig 1. : Autonomous mobile robot moving through a
non-convex (with obstacles) local environment to detect a
gamma radiation source [7]

PPO is a strategy used in Reinforcement Learning
(RL) to allow for optimal performance of the agents
being assigned to the task at hand. [6] It is recognized as
DRL using an on-policy, model-free, stochastic gradient
that can be used to try and predict where the detector
thinks a radiation source might be. [7] Efficiency can
be further realized using Multi-Agent Based Radiation
Localization, a tactic building off of Proctor’s single
agent PPO algorithm. This type of localization will use
Proctor’s discrete environment setup with controlled
parameters to manage computational cost for training
data. The goal of multi-agent PPO performance is to
gather information more quickly from multiple radiation
detectors so that automated platforms such as drones or
robots can enter the field to detect radiation levels
instead of humans. [6] This preserves human health from
radiation exposure and allows for more efficient methods
of safety practices with modern technology.

Fig 2: Modified 2D virtual environment as originally designed
by Philippe Proctor [7], with an added purple dotted line
signifying the second detector. Both agents will be
accomplishing a shared objective in finding the radiation
source (red star).
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Once the agents complete their controlled 2D virtual
environment as designed by Proctor [7], more agents can
be conservatively added. When the algorithm has been
tested to allow for multiples of agents, it can then be
tested in a real world environment. This will be the final
stage of testing the MARL algorithm before submitting
it to its partnered research institution, the Defense Threat
Reduction Agency (See Acknowledgements). They will
be developing the complimentary hardware that the
algorithm will be housed in.
Fig. 3: A diagram of multi-agent reinforcement learning
(MARL) showing how messaging bypasses the action selector
through the Discretise/Regularise Unit (DRU), which passes
as a continuous value to the next C-network (C-Net). [5]

This paper will examine multi-agent methodologies
explored as well as approaches that seem to best match
the foundations from which Proctor’s single agent
approach originates. Resources were limited due to the
ongoing state of COVID-19, which impacted the project
(which is described in Methodology). Due to time
constraints, technological difficulties, and inability to
successfully execute data during the life cycle of this
research process, conclusive results for MARL are
unavailable. See Discussion/Conclusions for further
assessment and suggestions for next steps.

C. Related Work
Several solutions have been investigated regarding
the behavior of swarm algorithms and multi-agent based
modeling. Kennedy and Eberhart [4] discuss the
behavior of swarm algorithms, and how the agents
would readjust their behavior based on the data collected
for rewarded behavior in how they navigated their
environment. The authors go on to discuss how they are
able to trace travel patterns through binary numbers, and
can track the shift by noting where the numbers change
within the environment. It was also discovered that using
discrete spaces helps to more easily discern patterns as
repeated trials are made. This article has been referred to
often as a foundational starting point for other RL
papers, allowing for iterative designs to be made by later
scientists studying agent based learning.

B. Multi-Agent Reinforcement Learning (MARL)
MARL combines a Multi-Agent System (MAS) with
RL, allowing for completion of a shared objective with
multiple available MAS strategies. [5]. With regards to
Proctor’s PPO approach in single agent radiation
detection [7], an optimal strategy would be to utilize
Differentiable Inter-Agent Learning (DIAL) [5]. This
would allow for a faster assessment of radiation sources
in urban environments without putting human bodies at
risk.

Liu and Abbaszadeh [3] implemented a deep
Q-learning algorithm for radiation source search and
compared it with a stochastic gradient search and
uniform search method . They found that Q-learning is a
more effective and efficient search algorithm. The
literature goes into describing the foundations of RL,
how the theory works, and then delves into proving said
theory with trial runs. It was concluded that double
Q-learning was preferred as a way to detect radiation in
urban environments, and that for future iterations work
would be done on drone-based radiation detection
platforms
Schulman et al. [6] investigate policy gradient
methods by comparing and testing different
optimization procedures to understand what would best

3

National Science Foundation Research Experience for Undergraduates (NSF REU)

programming tool for new researchers to access while
testing the discrete environment. The Python IDE used
locally on the Windows machine was PyCharm, as it
responded better to troubleshooting instead of the more
commonly used software, VisualStudio.

support RL. The authors accomplished this through
bounded stochastic gradient descent that prevented
neural network weight updates from being too large,
referred to as Proximal Policy Optimization (PPO). The
authors compared PPO against five other policy
optimization methods on a variety of RL
environments.Through trial and error they were able to
determine that PPO was the best out of all the other
online policy gradient methods. It provided a reasonable
combination of acceptable sample diversity in a
straightforward manner within the defined parameters of
the environment.

Python scripts were programmed by Proctor [7] to
create a uniform search agent within a discrete
environment for radiation detection. The objective was
that the agent had to work for any starting detector
position, so there needed to be an initial search direction
that the agent could travel in. It wasn’t necessary to
explore the entire environment, and this setup was
designed without obstructions for ease of testing.

Foerster et al. [5] examine the complexities of
communication between multiple agents through RL by
examining two different approaches: Reinforced
Inter-Agent Learning (RIAL) and Differentiable
Inter-Agent Learning (DIAL). RIAL operates through
Q-learning while DIAL functions by back-propogating
error derivatives via noisy communication channels. [5].
They took an interesting approach that emphasizes
centralized learning with a decentralized execution,
meaning that the objective was shared but the agents
could communicate their findings with one another. That
way when training data was implemented in the next
round of testing, the agents could retain previous
experiences gathered independently to more efficiently
navigate a discrete environment with set parameters
collectively.

II.

Fig. 4: Sample diagram of uniform search agent behavior if
uniform_search.py was executed successfully

METHODOLOGY

Due to complications with .py script availability and
Anaconda package installation between the PSU lab
machines and the local Windows 10 machine, the code
was unable to be executed successfully. Each machine
contained different elements of the proper scripts and
packages separately, and attempted troubleshooting for
PATH rectification and package installations were
ultimately rejected by both machines.

A. Process
The goal for this research process was to build upon
Proctor’s pre-existing work with his single agent
radiation detection algorithm and add more agents to
locate radiation sources more quickly in his existing
discrete localized environment. This was done using
OpenAI [11], an open source research organization that
studies machine learning through DRL. Their work
specifically utilizes PPO, which was the chosen policy
for Proctor’s single agent radiation detection process.

B. Conceptual Approach
As has been stated throughout this paper, the
objective of Multi-Agent Based Radiation Localization
is to improve efficiency in radiation detection within
urban environments to preserve human safety and health.
This technological development is not intended to be a
conclusive ending to development of radiation detection
technology, but rather a significant milestone in the age
of machine learning and DRL. Had the uniform search
agent script been executed successfully with one agent,

After gaining familiarity with OpenAI’s environment
through their software tutorial SpinningUp, testing was
done using a Windows 10 command terminal to access
Portland State University’s (PSU) Linux lab machines
remotely. In person lab access was unavailable due to
safety concerns regarding COVID-19. The coding
language used was Python, as it is a more accessible
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the next logical step would be to add a second agent and
observe their DRL outcomes.

III.

CONCLUSION

This paper investigated the efficacy of MARL using
Philippe Proctor’s master's thesis work [7] on single
agent radiation localization using PPO and his single
agent algorithm script. Due to technical difficulties
throughout the life cycle of this REU project, developing
a second agent within Proctor’s pre-existing discrete
environment proved unsuccessful. It was recommended
that ongoing work continue to refine MARL, and to
explore a conceptual idea regarding Differential
Inter-Agent Localization (DIAL) [5] as a multi-agent
tactic within PPO.

A conceptual idea for how this project could be
conducted successfully is to continue with the
conservative approach of creating two agents to start.
Then the two agents could be examined through the
relationship between Forester et al’s approach of DIAL
[5] and Proctor’s use of PPO [7]. Both research teams
utilized elements of signal to noise ratio, which Proctor
refined with Partially Observable Markov Decision
Process (POMDP) [7] and Foerster et al. [5] exploited
with
presence
of
channel
noise
in
the
Discretise/Regularise Unit (DRU) for their learning
model.

IV.

DISCUSSION OF FUTURE WORK

Originally the vision for this project was to create
more than two agents, and have a swarm algorithm
designed to locate radiation sources. Upon concluding
the REU life cycle of this project, it is recommended that
ongoing development of MARL conservatively test two
agents so as to create manageable checkpoints for
algorithm development. The reason for this suggestion is
to have better control of algorithm performance within
the chosen coding script, and as errors are corrected
more agents can be confidently added. Following
successful algorithm testing, it is recommended that the
algorithm be placed in autonomous platforms such as
drones, robots, and/or radiation detection devices to test
in more realistic environments to gauge real world
response.

Fig 5.: DIAL experiment using the effect of channel noise
for multi-agent reinforcement learning (MARL). The left
graph shows centered activation of communication without
noise, and the right graph shows how the presence of noise
activates learning within the agents working for their shared
objective. [5]
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The presence of noise can be curtailed to the discrete
parameters established in Proctor’s original single agent
environment, and both agents can explore their
individual starting locations gathering data and adding
learned weight values to their training. Upon gathering
their information within their first episode and assessing
the total reward, neural network weights can be updated
and training begins again. This is done until both agents
have determined the quickest route to the radiation
source, storing learned information shared with one
another to reduce unnecessary travel. Since Proctor’s
PPO [7] has proven to be more adaptable to new
randomized environments, and Foerster et al’s DIAL
approach [5] broadly mimics human ways of
communication for a shared objective, it would make
sense to combine both strategies for successful
Multi-Agent Based Radiation Localization
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