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Abstract
We develop a density based topology optimization method for linear elastic-
ity based on the cut finite element method. More precisely, the design domain is
discretized using cut finite elements which allow complicated geometry to be repre-
sented on a structured fixed background mesh. The geometry of the design domain
is allowed to cut through the background mesh in an arbitrary way and certain
stabilization terms are added in the vicinity of the cut boundary, which guarantee
stability of the method. Furthermore, in addition to standard Dirichlet and Neu-
mann conditions we consider interface conditions enabling coupling of the design
domain to parts of the structure for which the design is already given. These given
parts of the structure, called the nondesign domain regions, typically represents
parts of the geometry provided by the designer. The nondesign domain regions
may be discretized independently from the design domains using for example para-
metric meshed finite elements or isogeometric analysis. The interface and Dirichlet
conditions are based on Nitsche’s method and are stable for the full range of density
parameters. In particular we obtain a traction-free Neumann condition in the limit
when the density tends to zero.
1 Introduction
Topology optimization can be a powerful tool for engineers in their quest for designing
components that are light, strong and durable. Most topology optimization procedures
are very general in nature and give few restrictions on the final design. One way for the
designer to incorporate preferred geometric features in the final design is by specifying
the geometry of the part of the component that is to be optimized, i.e., the so-called
design domain, and by specifying the geometry of the parts of the component that are
already known, i.e., the so-called nondesign domain regions. Many topology optimiza-
tion procedures are based on the natural idea of seeking an optimal density or material
distribution within the design domain. For efficiency, such procedures commonly utilize
structured computational grids.
Our Contribution. In this paper we develop a flexible topology optimization method
for linear elasticity, which supports design domain and nondesign domain regions with
complex geometries. The method is based on the combination of a well established density
based topology optimization approach on structured grids and the cut finite element
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method (CutFEM) for solving the linear elasticity problem. CutFEM is a fictitious
domain method that allows us to apply the optimization algorithm without meshing the
geometry of the design domain. In particular, it facilitates the use of a structured grid
for computations, regardless of the geometry of the design domain. Each subdomain,
i.e., design domain or nondesign domain region, is equipped with its own mesh and finite
element space, which can be independently chosen. These finite element spaces are weakly
coupled using a weighted Nitsche’s method, devised such that the interface condition
transforms into a traction-free boundary condition wherever the material density on either
side of the interface approaches zero. The key features of this cut topology optimization
method are:
• In the design domain the solution is represented using CutFEM, which facilitates the
use of a fixed background mesh suitable for density based topology optimization in
combination with a geometrically complex design domain boundary.
• The design domain is coupled to given nondesign domain regions that may be dis-
cretized independently to the design domain using standard unstructured or parametric
finite elements, isogeometric analysis or CutFEM.
• The couplings between the various parts of the domain are weakly imposed using a
weighted Nitsche’s method where the weights depend on the material density such that
Dirichlet or interface conditions locally turn into a traction-free boundary condition
when the density approaches zero. This coupling is stable, independent of the local
density and provides a method of optimal order.
Previous Work. Ever since the seminal work of Bendsøe and Kikuchi [6], density
based topology optimization has been a rapidly developing field. Today, this fundamental
technology is applied to a broad range of applications of industrial interest, including
linear and nonlinear elasticity [10,17,28,34], fluid-structure interaction [2,31,40], acoustics
[16, 29, 38] and electromagnetics [21, 26, 39]. For more in-depth reviews of the field of
topology optimization and its applications, see [7, 18,36].
The development of the cut finite element method (CutFEM) stems from the classical
work of Nitsche [32] for weak imposition of Dirichlet boundary conditions, which was later
used by Hansbo and Hansbo [24] to formulate a fictitious domain method. Adding to
this certain consistent stabilization terms, so-called ghost penalty stabilization [11], yields
CutFEM, a fictitious domain method based on a solid mathematical foundation. Regard-
less of how badly the boundary of the domain cuts the computational mesh, CutFEM is
proven to be stable, to be of optimal order accuracy and to produce a well conditioned
linear system of equations, see [12, 15,25].
In shape and topology optimization CutFEM has previously been applied to prob-
lems where the geometry is represented using a level-set that is updated either using an
optimization approach or an evolution equation, see [8, 13, 14, 37]. The present work is
however the first contribution where CutFEM is combined with a density based topology
optimization approach. To preserve the detail available in the higher-order cut finite ele-
ment spaces when combined with a piecewise constant density approxmation we employ
a multi-resolution strategy, such as previously explored in e.g. [22, 33].
Outline. In Section 2 we formulate the governing equations and the optimization model
problem; in Section 3 we introduce the cut finite element method and prove stability
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Figure 1: Illustration of a cogwheel where the design domain Ω0 is to be
optimized and the nondesign domain regions Ω1 and Ω2 are already sup-
plied by the designer. The domain of all interfaces between the subdomains
{Ωi}2i=0 is denoted ΓI .
results; in Section 4 we outline the topology optimization procedure; and in Section 5 we
present some numerical examples.
2 The Design Problem
The Domain. We consider domains with the following structure:
• Let Ω be a domain in Rd, d = 2 or 3, with a piecewise smooth boundary ∂Ω consisting
of two disjoint parts
∂Ω = ΓD ∪ ΓN (2.1)
where ΓD and ΓN are the Dirichlet and Neumann parts of the boundary, respectively.
• Let Ω have the following non-overlapping decomposition into subdomains
Ω = Ω0 ∪ Ω1 ∪ · · · ∪ Ωn (2.2)
where Ω0 is the design domain and {Ωi}ni=1 are the nondesign domain regions.
• The domain of all interfaces in the decomposition (2.2) is defined
ΓI =
n⋃
i,j=0
i<j
∂Ωi ∩ ∂Ωj (2.3)
Linear Elasticity. We assume that the physics in our problem is governed by linear
elasticity and we formulate this as the following interface problem on Ω:
• Let the stress and strain tensors σ and  be defined by
σ(v) = 2µ(v) + λtr((v))I (2.4)
(v) =
1
2
(v ⊗∇+∇⊗ v) (2.5)
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where µ > 0 and λ ≥ 0 are the Lame´ parameters of the material and a⊗ b denotes the
tensor product between vectors a ∈ Rd and b ∈ Rd with elements (a⊗ b)kl = akbl. We
allow µ and λ to vary over Ω and assume that λ/µ . 1, which means that the material
does not approach incompressibility.
• The interface problem reads: Find the displacement field u : Ω→ Rd such that
−σ(u) · ∇ = f in Ω \ ΓI (2.6)
u = 0 on ΓD (2.7)
σ(u) · n = gN on ΓN (2.8)
[u] = 0 on ΓI (2.9)
[σ(u) · n] = 0 on ΓI (2.10)
with given data µ, λ : Ω → R, f : Ω → Rd and gN : ΓN → Rd. Here [·] denotes the
jump over the interface which we will define more explicitly in Section 3.2.
• In variational form this problem reads: Find u ∈ V = {v ∈ H1(Ω) : v|ΓD = 0} such
that
a(u, v) = l(v) ∀v ∈ V (2.11)
where the forms are defined by
a(v, w) = (σ(v), (w))Ω , l(v) = (f, v)Ω + (gN , v)ΓN (2.12)
with (c, d)ω =
∫
ω
c · d denoting the standard L2(ω) inner product, which induce the
L2(ω) norm ‖c‖2ω = (c, c)ω.
Assuming there exists some lower bound 0 < µmin ≤ µ on Ω, and that f, gN are
sufficiently regular it follows from the Lax–Milgram lemma that (2.11) has a unique
solution u ∈ V .
The Optimization Problem. We follow the standard approach of using a density
function for representing where in the design domain Ω0 we have material. Our optimiza-
tion problem is defined as follows:
• Let χ : Ω → [0, 1] be density function specifying where in Ω we have material. In the
nondesign domain regions Ω \ Ω0 we have χ = 1 whereas in the design domain Ω0 the
density function χ will be determined through the optimization procedure. We define
the density spaces
W0 =
{
χ : Ω0 → [χmin, 1] : χ ∈ L∞(Ω0)
}
(2.13)
Wi =
{
χ : Ωi → 1
}
for i ≥ 1 (2.14)
W = W0 ⊕W1 ⊕ · · · ⊕Wn (2.15)
where χmin is some very small constant.
• We define the data in the interface problem (2.11) such that it scales with χ, i.e.,
µ = χµ̂ , λ = χλ̂ , f = χf̂ , gN = χĝN (2.16)
where the hat versions of these functions are the actual data supplied in the set-up
of the optimization problem. As both Lame´-parameters scales with χ it clearly holds
that µ̂ > 0, λ̂ ≥ 0 and λ̂/µ̂ . 1.
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• Let ∆vol be the target proportion of material volume in the final design within Ω0
corresponding to a target final design volume of ∆vol|Ω0|. This imposes the following
volume constraint on χ ∫
Ω0
χ = ∆vol|Ω0| (2.17)
• Provided with some objective functional J(χ) = Jχ(uχ), where uχ is the solution to
(2.11) given χ, we pose our optimization problem as seeking the minimizing density
χ = arg
(
min
χ∈W
Jχ(u)
)
(2.18)
under the constraints that u solves (2.11) and that χ satisfies (2.17).
• The optimization problem (2.18) can also be expressed using a Lagrangian formulation
where we seek a critical point (χ, u, p, η) to
L(χ, u, p, η) = Jχ(u)− aχ(u, p) + lχ(p)− η
(∫
Ω0
χ−∆vol|Ω0|
)
(2.19)
where p ∈ V and η ∈ R are Lagrange penalty parameters used to enforce the constraints
on u and χ.
Here we use the subscript χ notation to emphasize that a form depend on χ, which in
the case of a and l is due to the given data being scaled by χ, c.f. (2.16). The critical
point can be determined by solving the problem: Find χ ∈ W , u ∈ V , p ∈ V and
η ∈ R such that
∂ηL = 0 (2.20)
〈∂pL, δp〉 = 0 ∀δp ∈ V (2.21)
〈∂uL, δu〉 = 0 ∀δu ∈ V (2.22)
〈∂χL, δχ〉 = 0 ∀δχ ∈ W (2.23)
where 〈∂pL(χ, u, p, η), δp〉 denotes the partial derivative of L with respect to p in the
direction of δp, cf. [1]. The first equation (2.20) gives the volume constraint (2.17).
From (2.21) we get the primal problem: Find u ∈ V such that
aχ(u, δp) = lχ(δp) ∀δp ∈ V (2.24)
so at the critical point u = uχ, i.e., with χ given u is the solution to (2.11). Analogously,
from (2.22) we get the dual problem: Find p ∈ V such that
aχ(δu, p) = 〈∂uJχ, δu〉 ∀δu ∈ V (2.25)
• To solve (2.18) we will use a steepest descent type algorithm and thus, we must be able
to compute the derivative of J(χ) = Jχ(uχ) with respect to χ, i.e., 〈dχJ, δχ〉, where we
use the notation dχ to emphasize that this is the total derivative. For χ satisfying the
volume constraint (2.17) the total derivative can be expressed as the following, more
easily evaluated, partial derivative of the Lagrangian
〈dχJ, δχ〉
∣∣
χ
= 〈∂χL, δχ〉
∣∣
(χ,uχ,pχ,ηχ)
(2.26)
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where uχ and pχ are the solutions to the primal and dual problems and the value of
ηχ is chosen in such a way that the partial derivative on the right hand side is tangent
to the space of density functions satisfying the volume constraint (2.17). In Section 4
below we outline such a steepest descent type algorithm.
• In the present work we as our objective functional choose compliance, i.e., Jχ(u) =
lχ(u), whereby the dual problem (2.25) becomes
aχ(δu, p) = lχ(δu) ∀δu ∈ V (2.27)
Due to the symmetry of aχ the primal and dual problems in this case are the same and
thus the critical point will satisfy u = p = uχ. The optimization problem (2.18) can
thereby be expressed as seeking the critical point (χ, u, η) characterized by
L(χ, u, η) = −2
(
1
2
aχ(u, u)− lχ(u)
)
︸ ︷︷ ︸
Πχ(u)
−η
(∫
Ω0
χ−∆vol|Ω0|︸ ︷︷ ︸
Λχ
)
(2.28)
where we recognize Πχ(u) as a Ritz functional and we denote the volume constraint
functional by Λχ.
3 The Cut Finite Element Method
3.1 The Mesh and Finite Element Spaces
Cut Mesh on Design Domain. On the design domain Ω0 we will employ cut finite
elements that allow the design domain to arbitrarily intersect the mesh. We here define
our cut mesh and cut finite element space:
• Let Ω˜0 ⊂ Rd be a polygonal domain such that Ω0 ⊂ Ω˜0 and let {T˜0,h , h ∈ (0, h0]} be
a family of quasiuniform partitions with mesh parameter h of Ω˜0 into shape regular
elements T . We denote T˜0,h as the background mesh of Ω0.
• We define the active mesh
T0,h = {T ∈ T˜0,h : T ∩ Ω0 6= ∅} (3.1)
consisting of all elements in T˜0,h with a non-zero intersection with Ω0.
• Let V0,h be a space of Rd valued continuous piecewise polynomials or tensor product
polynomials of order p defined on the active mesh T0,h. In particular, for our numerical
examples, we use tensor product B-splines of maximum regularity with polynomial
order p = 2, which yields a finite element space V0,h|Ω0 ⊂ C1(Ω0).
Discrete Density on Design Domain. The discretization of the density on the design
domain Ω0 will be piecewise constant albeit on a refined mesh compared to (3.1). We
define our discrete density space as follows:
• Let T˜0,h/2k be the refinement of the background mesh T˜0,h constructed by uniformly
splitting each element into 2d elements k times. We define the active k-refined mesh
T0,h/2k = {T ∈ T˜i,h/2k : T ∩ Ω0 6= ∅} (3.2)
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• Let W0,h,k be the space of piecewise constant scalar functions on the active k-refined
mesh T0,h/2k . The discrete density space on Ω0 is given by the restriction W0,h,k|Ω0 and
clearly W0,h,k|Ω0 ⊂ W0.
Parametric Meshes in Nondesign Domain Regions. In each nondesign domain
region Ωi, i = 1, . . . , n, we construct a mesh fitted to Ωi via a parametric mapping Fi
from a reference domain Ω̂i as follows:
• Let Ω̂i ⊂ Rd be a polygonal domain associated with a diffeomorphism F−1i : Ωi → Ω̂i,
i.e., the bijective mapping Fi : Ω̂i → Ωi is a differentiable function.
• Let {T̂i,h , h ∈ (0, h0]} be a family of quasiuniform partitions with mesh parameter h
of Ω̂i into shape regular elements T . On T̂i,h we define V̂i,h to be a space of Rd valued
continuous piecewise polynomials or tensor product polynomials of order p.
• In the physical domain Ωi we now define our finite element space as
Vi,h = {v ∈ H1(Ωi) : v ◦ F−1i ∈ V̂i,h} (3.3)
The Complete Finite Element Space. The finite element space on the full domain
Ω is defined as
Vh =
n⊕
i=0
Vi,h (3.4)
Remark 3.1. The use of a cut mesh on the design domain Ω0 and (body-fitted) para-
metric meshes for the nondesign domain regions Ω \ Ω0 is only for pedagogical reasons
and not due to any limitation in the method. Any subdomain can be equipped with
either a cut mesh or a parametric mesh, and actually the meshes can be concurrently cut
and parametric, see [27].
3.2 The Method
Jump and Average Operators. On ∂Ωi ∩ ΓD and on ∂Ωi ∩ ∂Ωj ∈ ΓI , i < j, we
define the following jump, average and weighted average operators
[w] = wi on ΓD , [w] = wi − wj on ΓI (3.5)
〈w〉 = wi on ΓD , 〈w〉 = wi + wj
2
on ΓI (3.6)
{w} = wi on ΓD , {w} = µj
µi + µj
wi +
µi
µi + µj
wj on ΓI (3.7)
We define the normal on ΓI as n = ni = −nj where ni and nj are the outward pointing
boundary normals to Ωi and Ωj, respectively. For consistency the second terms in above
operators then have the opposite sign on fluxes, for example
{σ} · n = µj
µi + µj
σi · ni − µi
µi + µj
σj · nj = {σ · n} (3.8)
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The Finite Element Method. Find uh ∈ Vh such that
Ah(uh, v) = lh(v) ∀v ∈ Vh (3.9)
where the forms are given by
Ah(v, w) = ah(v, w) + sh(v, w) + βbh(v, w) + ch(v, w) (3.10)
ah(v, w) = (σ(v), (w))Ω\ΓI (3.11)
bh(v, w) = ({h−12µ}[v], [w])ΓI∪ΓD + ({h−1λ}[v · n], [w · n])ΓI∪ΓD (3.12)
ch(v, w) = −({σ(v) · n}, [w])ΓI∪ΓD − ([v], {σ(w) · n})ΓI∪ΓD (3.13)
lh(v) = (f, v)Ω + (gN , v)ΓN (3.14)
where β is a positive parameter and sh is a stabilization form which we outline below.
Remark 3.2. By keeping the mesh size and material parameters inside the averages we
conveniently allow for subdomain wise choices of these parameters without cluttering the
presentation.
Remark 3.3. While the notation for the integrals used above is brief, it is convenient
to pose them more explicitly when implementing the method. For example, the bulk
integral can be stated
(σ(v), (w))Ω\ΓI =
n∑
i=0
(σi(vi), (wi))Ωi (3.15)
and as an example interface/boundary term we take
([v], [w])ΓI∪ΓD = ([v], [w])ΓI + ([v], [w])ΓD (3.16)
where the two integrals on the right can be written
([v], [w])ΓI =
n∑
i=0
n∑
j=i+1
([v], [w])∂Ωi∩∂Ωj (3.17)
([v], [w])ΓD =
n∑
i=0
([v], [w])∂Ωi∩ΓD =
n∑
i=0
(vi, wi)∂Ωi∩ΓD (3.18)
The Stabilization Form. The stabilization form sh(v, w) =
∑n
i=0 si,h(vi, wi) must
satisfy the following abstract properties on each subdomain Ωi, i = 0, . . . , n:
• The form is consistent, i.e., it holds
si,h(vi, vi) = 0 , ∀vi ∈ Hp+1(Ωi) (3.19)
• The form satisfies the estimate
si,h(piivi, piivi) . h2pi ‖vi‖2Hp+1(ΩTi ) , ∀vi ∈ H
p+1(Ωi) (3.20)
where pii : H
p+1(ΩTi)→ Vi,h is a suitably defined interpolant.
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• The following inverse inequality holds
hi(σi(vi), (vi))∂Ωi . (σi(vi), (vi))Ωi + si,h(vi, vi) , ∀vi ∈ Vi,h (3.21)
In the first two properties we assume an extension of vi ∈ Hp+1(Ωi)→ Hp+1(ΩTi).
Remark 3.4 (Choice of Stabilization Form). When the finite element space Vi,h is
fitted to Ωi the abstract properties above are satisfied by the trivial choice
si,h(v, w) = 0 (3.22)
On the other hand, when Ωi is allowed to cut the domain of the finite element space Vi,h
we instead choose the so called ghost penalty term
si,h(v, w) =
p∑
k=1
γi,kh
2k−1
i ([∂
k
nv], [∂
k
nw])Fi,h(∂Ωi) (3.23)
where Fi,h(∂Ωi) is the domain of all interior faces in Ti,h belonging to elements cut by ∂Ωi,
[∂knv] is the jump in the k:th derivative in the face normal direction, and γi,k are positive
parameters which scale with µ̂. This form satisfies the abstract properties, see [25].
If a H2(Ωi) finite element space, for example quadratic B-splines, is used in the cut
situation, an alternate approach to adding a stabilization form si,h is to simply remove
basis functions with small support inside the Ωi. This approach however requires some
additional consistent least-squares terms to prove coercivity, see [19,20].
Interface and Boundary Conditions when χ→ 0. For the weighted average (3.7)
we have the properties
{µ} = 2µiµj
µi + µj
and {µw} = µiµj
µi + µj
(wi + wj) = {µ}〈w〉 (3.24)
and as µ = χµˆ we in the limit χ→ 0 have
lim
χi→0
{µ} = lim
χj→0
{µ} = lim
(χi,χj)→(0,0)
{µ} = 0 (3.25)
Also λ scales with χ and we can write λ = µλ
µ
= µ λ̂
µ̂
where λ̂
µ̂
is assumed bounded. Thus,
all integrands in the penalty (3.12) or in the consistency (3.13) terms can be stated on the
form {µw} = {µ}〈w〉 so the integrands will locally give zero contribution to the forms bh
and ch wherever χ→ 0. Hence, the interface or Dirichlet conditions in parts of ΓI ∩ ΓD
where χ→ 0 on either side turns into a homogeneous Neumann condition (on both sides
in the case of interfaces).
3.3 Properties of Ah
Norms. We define the energy norm
|||v|||2h = ‖v‖2ah + ‖v‖2bh + ‖v‖2sh (3.26)
+ ‖{h−12µ}−1/2{2µ(v) · n}‖2ΓI∪ΓD
+ ‖{h−1λ}−1/2{λ tr((v))}‖2ΓI∪ΓD
where
‖v‖2ah = ah(v, v) , ‖v‖2bh = bh(v, v) , ‖v‖2sh = sh(v, v) (3.27)
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Lemma 3.1 (Continuity and Coercivity). The bilinear form Ah is continuous on
V + Vh, i.e., there exists a constant such that
|Ah(v, w)| . |||v|||h|||w|||h , ∀v, w ∈ V + Vh (3.28)
For β large enough Ah is coercive on Vh, i.e., there exists a constant such that
Ah(v, v) & |||v|||2h , ∀v ∈ Vh (3.29)
Proof. Continuity (3.28). By the triangle and Cauchy–Schwarz inequalities we have
|Ah(v, w)| ≤ |ah(v, w)|+ |sh(v, w)|+ β|bh(v, w)|+ |ch(v, w)| (3.30)
≤ ‖v‖ah‖w‖ah + ‖v‖sh‖w‖sh + β‖v‖bh‖w‖bh (3.31)
+ |({σ(v) · n}, [w])ΓI∪ΓD |+ |({σ(w) · n}, [v])ΓI∪ΓD |
where only the last two terms are not included in the energy norm. We make the split
({σ(v) · n}, [w])ΓI∪ΓD = ({2µ(v) · n}, [w])ΓI∪ΓD︸ ︷︷ ︸
Iµ
+ ({λ tr((v))n}, [w])ΓI∪ΓD︸ ︷︷ ︸
Iλ
(3.32)
Rearranging the integrand and using the Cauchy–Schwarz inequality we obtain
|Iµ| =
∣∣({h−12µ}−1/2{2µ(v) · n}, {h−12µ}1/2[w])ΓI∪ΓD∣∣ (3.33)
≤ ∥∥{h−12µ}−1/2{2µ(v) · n}∥∥
ΓI∪ΓD
∥∥{h−12µ}1/2[w]∥∥
ΓI∪ΓD (3.34)
and analogously for Iλ we have
|Iλ| =
∣∣({h−1λ}−1/2{λ tr((v))}, {h−1λ}1/2[w · n])ΓI∪ΓD∣∣ (3.35)
≤ ∥∥{h−1λ}−1/2{λ tr((v))}∥∥
ΓI∪ΓD
∥∥{h−1λ}1/2[v · n]∥∥
ΓI∪ΓD (3.36)
which completes the proof of continuity as all remaining terms are now trivially bounded
by the energy norm.
Coercivity (3.29). The definition of Ah gives
Ah(v, v) = ‖v‖2ah + ‖v‖2sh + β‖v‖2bh − 2({σ(v) · n}, [v])ΓI∪ΓD (3.37)
≥ ‖v‖2ah + ‖v‖2sh + β‖v‖2bh − 2 |({σ(v) · n}, [v])ΓI∪ΓD | (3.38)
By the split (3.32) with w = v, and the triangle inequality we for the last term have
|({σ(v) · n}, [v])ΓI∪ΓD | ≤ |Iµ|+ |Iλ| (3.39)
Next using Young’s inequality 2ab ≤ δa2 + δ−1b2 with δ > 0 on the bound for |Iµ| in
(3.34) and likewise on the bound for |Iλ| in (3.36) we obtain
|Iµ| . δ
∥∥{h−12µ}−1/2{2µ(v) · n}∥∥2
ΓI∪ΓD + δ
−1 ∥∥{h−12µ}1/2[v]∥∥2
ΓI∪ΓD (3.40)
|Iλ| . δ
∥∥{h−1λ}−1/2{λ tr((v))}∥∥2
ΓI∪ΓD + δ
−1 ∥∥{h−1λ}1/2[v · n]∥∥2
ΓI∪ΓD (3.41)
where we note that the δ−1 terms are included in ‖v‖2bh . As a technical tool we now
introduce the conjugate operator to the weighted average
JvK = µj
µi + µj
vi − µi
µi + µj
vj on ∂Ωi ∩ ∂Ωj , JvK = vi on ∂Ωi ∩ ΓD (3.42)
10
which satisfies the following basic identity and inequalities
{ab} = 2{a}〈b〉+ JaK[b] , Jc1/2K2{c} ≤ {c1/2}2{c} ≤ 1 for ci, cj > 0 (3.43)
Using this identity we have
{2χµ(v) · n} = 2{(h−12µ)1/2}〈(h2µ)1/2(v) · n〉 (3.44)
+ J(h−12µ)1/2K[(h2µ)1/2(v) · n]
which for the first term in (3.40) gives∥∥{h−12µ}−1/2{2µ(v) · n}∥∥2
ΓI∪ΓD
.
∥∥∥∥{(h−12µ)1/2}{h−12µ}1/2 〈(h2µ)1/2(v) · n〉
∥∥∥∥2
ΓI∪ΓD
(3.45)
+
∥∥∥∥J(h−12µ)1/2K{h−12µ}1/2 [(h2µ)1/2(v) · n]
∥∥∥∥2
ΓI∪ΓD
.
∥∥〈(h2µ)1/2(v) · n〉∥∥2
ΓI∪ΓD +
∥∥[(h2µ)1/2(v) · n]∥∥2
ΓI∪ΓD (3.46)
.
n∑
i=0
hi(2iµi(vi), (vi))∂Ωi (3.47)
where we in (3.46) use inequality (3.43) and in the last inequality we use the triangle
inequality on the jump and averages. Equivalently for the first term in (3.41) we get∥∥{h−1λ}−1/2{λ tr((v))}∥∥2
ΓI∪ΓD .
n∑
i=0
hi(λi tr((vi))I, (vi))∂Ωi (3.48)
so for the sum of these terms we have∥∥{h−12µ}−1/2{2χµ(v) · n}∥∥2
ΓI∪ΓD +
∥∥{h−1λ}−1/2{χλ tr((v))}∥∥2
ΓI∪ΓD
.
n∑
i=0
hi(σi(vi), (vi))∂Ωi .
n∑
i=0
(σi(vi), (vi))Ωi + si,h(vi, vi) (3.49)
where we finally utilize the inverse inequality (3.21). In summary this calculation yields
|({σ(v) · n}, [v])ΓI∪ΓD | . δ
(‖v‖2ah + ‖v‖2sh)+ δ−1‖v‖2bh (3.50)
and thus, choosing δ small enough such that we can hide the δ-term and β large enough
such that we can hide the δ−1-term in the penalty term will produce a coercive method.

Remark 3.5. Note that in this proof of coercivity it is not central that the lower bound
µmin ≤ µ holds everywhere in Ω but rather that the inverse inequality (3.21) holds
on each subdomain. Through the selection of si,h the method actually can be made to
accommodate extremely small values for µmin, even zero. For example, if we would choose
s0,h as in (3.23) with the modification that we add the stabilization on every interior face
in T0,h we could allow χ = 0 (and in turn µ = 0) anywhere in Ω0 and the inverse inequality
would still hold as long as {µ} 6= 0 on a non-empty part of ∂Ω0.
Remark 3.6. For results on the existence and uniqueness of a discrete solution, condition
number estimates and a priori error estimates, we refer to [15].
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4 Topology Optimization
A Schematic View of an Optimization Procedure. For pedagogical purposes we
first outline a simple steepest descent type algorithm to give a general view of the steps
taken and the necessary quantities to compute in the optimization procedure. For χ` ∈
W , fulfilling the volume constraint (2.17), we formulate the steepest descent step
χ`+1 = χ` − α` max
δχ∈W, 〈δχ,δχ〉=1
〈dχJ, δχ〉 (4.1)
where α` is a step size and the maximum gives the descent direction. By iterating (4.1)
with a small enough step size α` we expect to converge to a minima of J(χ), i.e., a solution
to the minimization problem (2.18). Evaluating the total derivative is somewhat intricate
as J(χ) = Jχ(uχ) where uχ is the solution to the elasticity problem (2.11). However, using
(2.26), which holds under a certain constraint discussed below, we can replace this total
derivative with a partial derivative of the Lagrangian (2.19)
〈dχJ, δχ〉 = 〈∂χL, δχ〉 (4.2)
Focusing on the case of compliance, i.e., J(χ) = lχ(uχ), the Lagrangian may be expressed
L(χ, u, η) = Πχ(u) + ηΛχ (4.3)
where we recall from (2.28) the Ritz and volume constraint functionals
Πχ(u) = −2
(
1
2
aχ(u, u)− lχ(u)
)
and Λχ = (χ−∆vol, 1)Ω0 (4.4)
For a discretized χ described via parameters χ|k we can formulate the descent direction
using the usual gradient, which yields the steepest descent step
χ`+1 = χ` − α`∇χL where (∇χL)|k = ∂L
∂χ|k (4.5)
While such an iteration seems simple enough, the numerous constraints, implied by the
derivation and also by properties we desire for the final design to be useful in practice,
make it non-trivial to construct an algorithm for the optimization procedure. The key
considerations are:
• Density Field Contrast. To be able to get a clear view of where in the design domain
material should be present we want the resulting density field χ to be of high contrast
with as little intermediate values as possible. This is handled by posing the optimization
procedure in terms of an auxiliary field ρ on which the density field χ depends in a
non-linear way. We describe this in the paragraph “Density Field” below.
• Mesh Size Independence. The results should be independent of mesh size, in the sense
that a refined computational grid should not give a drastically different result. This
is solved by using a filter on either the density field or the sensitivities. A filter also
gives the designer some control of the resulting density field. The sensitivity filter we
employ in our numerical examples is adapted to the cut finite element method and is
described in the paragraph “Sensitivity Filter” below.
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• Update Constraints. For the above derivation to hold there are a number of constraints
that must be fulfilled, which complicates the scheme. In particular, (4.2) only holds
at points (χ, u, p, η) where: χ satisfies the volume constraint (2.17); u satisfies the
primal problem (2.24); p satisfies the dual problem (2.25); and η is chosen such that
the partial derivative on the right of (4.2) is tangent to the manifold of admissible
density functions, i.e., density functions satisfying the volume constraint. This last
requirement implies that the update scheme must ensure that the next iteration of the
density field χ`+1 also satisfies the volume constraint (2.17). A heuristic procedure
for iterating the density while maintaining the constraints is detailed in the paragraph
“Updating Scheme” below.
Density Field. To obtain an optimal density field χ with high contrast we adapt the
SIMP topology optimization procedure, see [4,41], to cut finite element methods. On the
design domain Ω0 we introduce the auxiliary field
ρ0 ∈ {w ∈ W0,h,k|Ω0 : 0 ≤ w ≤ 1 on Ω0} (4.6)
and as an approximation for the density on Ω0 we choose
χ ≈ χmin + ρq0(1− χmin) (4.7)
By construction χ : Ω0 → [χmin, 1] and raising the power q ≥ 1 will increase the pe-
nalization of intermediate values of ρ0 and thus produce a density field χ with sharper
transitions between regions in Ω0 with and without material. As noted in Remark 3.5
the cut finite element method is not inherently sensitive to choosing the value of χmin
large enough and the method can actually be devised to handle even the case χmin = 0.
Recall that the density is typically represented on a finer grid than the finite element
solution as the underlying mesh in W0,h,k is a uniform k-refinement of the mesh in V0,h.
The effect of the choice of refinement in the density mesh in relation to the polynomial
order p in Lagrange-type finite element spaces was numerically studied in [22], where a
similar multi-resolution topology optimization approach was used.
Sensitivity Filter. It is well known that the standard SIMP procedure suffers from
checker board patterns in the density field, especially when using low order elements,
see [30] and the references therein. The compliance problem itself is also not well posed,
yielding numerical approximations consisting of finer and finer structures when refining
the discretization grid. Both these issues are commonly remedied by introducing a filter,
applied to either the density field or to the sensitives. In CutFEM the domain Ω0 may
cut the mesh in an arbitrary fashion and therefore the element volume |T ∩Ω0| typically
varies even on structured meshes, and may in fact approach zero. We devise a sensitivity
filter that takes into account both the variable element sizes and the interface conditions
as follows:
• Analogously to the auxiliary field ρ0 in the design domain Ω0, we in the nondesign
domain regions {Ωi}ni=1 define fields {ρi}ni=1 on the parametric meshes refined such
that their physical element sizes are approximately the same as for ρ0. While these
fields clearly are constant ρi = 1, i = 1, . . . , n, they will be used in the construction of
a filter with suitable behavior near the interfaces.
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• We number the elements in the mesh used to describe ρi from 1 to Ni and denote
element j in the mesh by Ti,j. In each element Ti,j the auxiliary field is constant and
we employ the shorthand notation
ρi,j = ρi|Ti,j (4.8)
and for the element volume we write
Vi,j = |Ti,j ∩ Ωi| (4.9)
• We define the discrete weight factor
Hki,j = max (0, Rmin − dist(T0,k, Ti,j)) (4.10)
where Rmin is the filter radius and dist(T0,k, Ti,j) is the distance between the centroids
of elements T0,k and Ti,j.
• Inspired by the sensitivity filter employed in [35] for meshes with varying element sizes
our sensitivity filter in Ω0 takes the form
∂˜Πχ
∂ρ0,k
=
V0,k
max(ρ0,k , γ)
n∑
i=0
Ni∑
j=1
Hki,jρi,j
∂Πχ
∂ρi,j
/max(Vi,j, γ)
n∑
i=0
Ni∑
j=1
Hki,j
(4.11)
where γ > 0 is some very small parameter used in combination with a maximum
for avoiding numerical issues when the denominators tend to zero. Note that as the
derivative ∂Πχ
∂ρi,j
is an integral over Ti,j ∩ Ωi and Vi,j = |Ti,j ∩ Ωi| the quotient ∂Πχ∂ρi,j /Vi,j
is actually a dimensionless quantity.
Remark 4.1 (Ghost Derivatives). Our sensitivity filter (4.11) contains derivatives ∂Πχ
ρi,j
also in nondesign domain regions Ω \Ω0, which might seem strange as ρi is fixed in those
parts, see Figure 2. The reason for including these ‘ghost derivatives’ in the filter is to
avoid the removal of thin layers of material close to interfaces. Thus, the filter (4.11)
makes no distinction between the various parts of Ω.
Remark 4.2 (Choice of Filter). While the choice of filter is obviously an important
topic (see, e.g., [9, 23, 35]), we do not view our particular choice of filter (4.11) to be
central for employing CutFEM based topology optimization. Most likely a density or
PDE based filter could just as easily be adapted to the CutFEM situation and yield
similar results. In practical applications the evaluation speed of the filter is crucial. For
that reason it would be interesting to explore the possibility to devise a filter which
utilizes structured background grids for speed while still allowing design domains with
complicated geometries via CutFEM.
Updating Scheme. To update the design domain auxiliary field ρ0 we use the optimal
criteria method following a heuristic updating scheme, see [3, 5]. The procedure is as
follows:
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Ω0
Ω2
Figure 2: Illustration of sensitivity filter area at two positions in Ω0 within
the domain given in Figure 1; on the boundary and on the interface. Note
that the filter in the vicinity of the interface also takes into account parts of
the domain outside the design domain Ω0.
• For a given auxiliary field ρ`0, such that the density field χ` satisfies the volume con-
straint (2.17), we solve the elasticity problem (2.11). The solution uχ` is used for
evaluating derivatives of Πχ.
• The auxiliary field ρ`0 is elementwise updated according to the heuristic scheme
ρ`+10,k =

max(0, ρ`0,k −m) if ρ`0,kB0,k ≤ max(0, ρ`0,k −m)
min(1, ρ`0,k +m) if ρ
`
0,kB0,k ≥ min(1, ρ`0,k +m)
ρ`0,kB0,k otherwise
(4.12)
where m ∈ (0, 1] is a user specified positive move limit and
B0,k =
1
η
∂˜Πχ
∂ρ0,k
/ ∂Λχ
∂ρ0,k
(4.13)
The unknown Lagrange multiplier η is found through a simple bisection procedure
where ρ0 is repeatedly updated using (4.12) with different values of η until the volume
constraint (2.17) is satisfied.
• Instead of finding an initial guess for ρ0 for which the volume constraint (2.17) is
satisfied we first assume material everywhere in Ω0 and then gradually enforce the
volume constraint during the iteration procedure by exchanging ∆vol in (2.17) by
∆̂vol = ∆vol + (1−∆vol) max(0, 1− i/RAMP) (4.14)
where i denotes the iteration number and we ramp up the volume constraint to the
desired value while i < RAMP.
5 Numerical Results
To illustrate the density based cut finite element topology optimization including para-
metric nondesign domain regions we in this section present some numerical experiments
in 2D.
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5.1 Experimental Set-up
Quadrature. The integration procedure used was outlined in [27] and does not differ-
entiate between cut or non-cut elements. Note that integration in the design domain is
based on the k-refined mesh (3.2) such that the density is constant on each element.
Approximation Spaces. We set up the approximation spaces as follows:
• In every subdomain Ωi ⊂ Ω the underlying finite element space is constructed as
tensor product B-splines of maximum regularity with polynomial order p = 2. Thus,
the approximation spaces will be C1 within each subdomain.
• In the design domain Ω0 the mesh is allowed to be cut by the geometry. By rotating the
background mesh counter clockwise pi/7 radians we avoid using a mesh which utilize
the general structure of the geometry, which might yield too optimistic results. This
produces a variety of cut elements all along the design domain boundary and also
breaks symmetry.
• The auxiliary field ρ0 describing the density is discretized according to (4.6), i.e., ρ0 ∈
W0,h,k|Ω0 is piecewise constant on a mesh which is constructed as k uniform refinements
of the finite element mesh. In the experiments we use one uniform refinement (k = 1)
and as an initial guess we take ρ0 = 1.
• In the nondesign domain regions the meshes are parametrically mapped to the geome-
tries using smooth mapping such that the boundaries fit the mapped meshes perfectly.
For the curved parts we use biquadratic mappings and for the ring we use a polar
mapping.
• Note that there is no need to use modified B-spline basis functions near the boundary
even on the parametrically fitted nondesign domain regions as the Dirichlet boundary
and interface conditions are weakly imposed using Nitsche’s method.
Parameter Values. The experiments share the following parameter values:
• We assume constant material properties throughout in all parts of the domain and we
use a E-modulus E = 1 and a Poisson’s ratio ν = 0.3. From these material parameters
we find the Lame´ parameters via the relationships
µ̂i =
E
2(1 + ν)
, λ̂i =
Eν
(1 + ν)(1− 2ν) (5.1)
and recall that µi = χµ̂i and λi = χλ̂i.
• We use a Nitsche’s penalty parameter β = 10× p2 and for the CutFEM in the design
domain Ω0 we use the ghost penalty stabilization form s0,h defined in (3.23) with
parameters
γ0,k = µ̂0
10−4
k!
(5.2)
• For the optimization procedure we set the desired proportion of material in the design
domain Ω0 to ∆vol = 0.5. This volume constraint is gradually enforced during the
RAMP = 100 first iterations. As to penalize intermediate values in the approximation
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of the density χ we select the power q = 3 in (4.7). For the sensitivity filter we choose
a filter radius of Rmin = 1.2×h in (4.10) and take γ = 10−6 in (4.11). For the updating
scheme we employ a move limit of m = 0.2 in (4.12).
5.2 Numerical Experiments
In the following two examples we consider cantilevers where we optimize the geometry
of the design domain Ω0 with respect to compliance, i.e., we seek the critical point
characterized by (2.28).
Cantilever with Parametric Reinforcements. As a first example we consider the
design domain and nondesign regions illustrated in Figure 3. The leftmost boundary (red
lines in Figure 3a) is the Dirichlet boundary and we apply a downward facing traction
force on the inner boundary of the ring (blue circle in Figure 3a). The magnitude of
the traction force varies horizontally as a parabolic function that is zero on the leftmost
and rightmost points of the circle. Thus, the geometry is symmetric along the horizontal
midline and the boundary conditions on both sides of the midline are the same. Changing
the sign of the traction force would simply mirror the problem about the midline. This,
in combination with linear elasticity, leads us to expect the optimized geometry to be
symmetric about the midline. It can be seen in the final geometry in Figure 3e that this
is also the case even though we have rotated the background grid in the design domain
Ω0 to break symmetry. Interestingly, the optimized geometry mirrors the curved beams
in the nondesign domain regions, which we suppose is a way of approximating a straight
structure which does not twist when pulled. Looking at Figure 3f we see that the method
manages to produce stresses without discontinuities over the interfaces.
In Figure 4 we modify this example by introducing a nondesign domain region in a
part of the design domain Ω0 where the previous optimized geometry had material to
see if we end up with the same geometry as before. It should be noted that we do not
make any correction to ∆vol = 0.5 and therefore the final geometry will have a slightly
larger proportion of material than before. As seen in Figure 4e the final geometry is very
similar to the case without the modification.
Cantilever with Truss Structure Reinforcements. In the second example we con-
sider the design domain and nondesign domain regions illustrated in Figure 5. Here the
nondesign domain regions constitute a frame and a number of internal beams in a truss
structure like arrangement. The leftmost boundary (red line in Figure 5a) is the Dirich-
let boundary and we apply a unitary downward facing traction force on the rightmost
boundary (blue line in Figure 5a). Note that the internal beams are not placed optimally,
i.e., they are not placed in positions where the optimization procedure would necessarily
place material. In Figure 5e we see that the final design actually utilizes most of the
internal structures given by the nondesign domain regions.
6 Conclusions
In this paper we have demonstrated the use of the cut finite element method in topology
optimization. The key feature of our approach is the flexible coupling to nondesign domain
regions in a systematic and reliable manner, which we have manifested using theoretical
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(a) Finite element meshes (b) Nondesign domain regions {Ωi}Ni=1
(c) Design domain Ω0 (d) Density resolution
(e) Final geometry (f) Von-Mises stress in final geometry
Figure 3: Cantilever with parametric reinforcements.
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(a) Finite element meshes (b) Nondesign domain regions {Ωi}Ni=1
(c) Design domain Ω0 (d) Density resolution
(e) Final geometry (f) Von-Mises stress in final geometry
Figure 4: Cantilever with parametric reinforcements (modified). Here a
new nondesign domain region is placed inside the material part of the pre-
vious final geometry in Figure 3e.
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(a) Finite element meshes
(b) Nondesign domain regions {Ωi}Ni=1
(c) Design domain Ω0
(d) Density resolution
(e) Final geometry
(f) Von-Mises stress in final geometry
Figure 5: Cantilever with truss structure reinforcements. Here the slanted
nondesign domain regions in (b) internal to the outer frame are not posi-
tioned in an optimal way.
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results and numerical examples. To achieve this we have designed methods both for the
imposition of Dirichlet boundary conditions on the design domain and for the coupling
of the physical quantities between the design domain and nondesign domain regions that
are robust with respect to the material density. The approach is based on a weighted
Nitsche’s method. To handle vanishing element cuts in a robust fashion we have proposed
a ghost penalty stabilization, that may also be used to improve stability for vanishing
material density in the design domain. The potential of the method was illustrated on
three different computational examples. In this work we used tensor product B-splines
for the discretization of the physical models, but other finite element methods can be
applied in the same framework.
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