Essays in Climate and Development Economics by D'Agostino, Anthony Louis
Essays in Climate and Development Economics
Anthony Louis D’Agostino
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy







Essays in Climate and Development Economics
Anthony Louis D’Agostino
One out of every three workers on the planet is employed in agriculture. Consequently, major changes
to the way that agriculture is practiced will have outsized effects on society. This dissertation focuses on
technology and climate change, two key variables that will exert increasing influence on the rural sector and
broader patterns of economic development. While the implementation of new technologies to increase crop
productivity will be essential in satisfying rising global food demand, shifts in global climate may undermine
those productivity gains in terms of both agronomic and labor market output. Chapter 2 exploits a quasi-
experimental research design to assess how crop productivity gains resulting from a new technology affect
gender wage disparities in agricultural labor markets. Using high-frequency temperature data merged with
nationally representative time use data from Indian workers, Chapter 3 estimates a labor supply response
function to temperature shocks that informs projected labor market effects under climate change. Chap-
ter 4 demonstrates that a very parsimonious statistical model offers accurate out-of-sample predictions and
provides a discussion on modeling weather’s role in agriculture and the current state of adaptation research.
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Chapter 1
Introduction
This dissertation addresses two types of shocks - technology and climate - which will play increasingly
important roles in reconfiguring agriculture and developing country labor markets. As global population
continues to grow while the stock of arable land remains fixed or declines, technological solutions will be
essential in satisfying world food demand. Such technologies are likely to generate a raft of benefits for
developing country economies, by improving incomes, strengthening food security, and leading to gains in
input efficiency, though may also have adverse distributional implications. Identifying their role in widening
or narrowing inequalities can shed light on technology’s role in poverty reduction, as well as potentially
diagnosing why technology adoption rates often appear inefficiently low. Chapter 2 focuses on the Green
Revolution in India, marked by the introduction of high-yielding variety seeds in 1966, and provides an
empirical treatment of technology’s contribution to gender wage inequality.
Global mean temperatures are currently about 1◦C above pre-industrial levels and likely to continue
rising in coming decades. Two major questions that remain unresolved are whether the effects of climate
change can be reliably predicted, and how sizable such effects might be. Climate impact analyses across
a range of sectors have estimated the effect of weather on important economic outcomes by identifying off
of unexpected weather anomalies. How climate change might affect labor markets has received relatively
little empirical treatment. Chapter 3 provides evidence from India on the effect of temperature shocks on
labor supply decisions. Chapter 4 addresses the predictability of weather impacts by developing and testing
models using agricultural yields data for the United States.
Chapter 2 examines one of the largest episodes of change in agricultural productivity to determine
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whether spillover effects on the country’s labor markets helped reduce gender wage disparities in casual
agricultural wage labor markets. Whereas causal estimation of technology’s effects is often complicated
by endogenous adoption, this chapter uses a research design exploiting the quasi-random placement of
groundwater acquifer formations to overcome this econometric problem. Districts which most intensively
adopted Green Revolution practices saw increased gender wage disparities in their agricultural labor markets,
with the male wage premium rising an average 17%. Relative female wage losses were accompanied by a
reduction in women’s paid labor force participation rates, owing to the gender-bias of technical change. I
find strong evidence that large yield gains for wheat, brought about by new seed varieties introduced during
the Green Revolution, induced a shift in production patterns that favored male labor. This paper highlights
how the process of agricultural change and the income growth that it stimulates do not unambiguously lead
to positive gains for women, and that knowledge of agricultural production functions may be instructive for
policymakers in identifying interventions that can advance gender equality.
Chapter 3 is part of a collaborative project coordinated by the Climate Impact Lab to better understand
how climate change will impact labor markets. The chapter focuses on labor supply responses, and merges
high-frequency temperature data with time use records from a nationally representative sample in India to
estimate the effect of temperature exposure on workday length. Compared to a day with temperature peaking
at 27◦C, workers when exposed to 40◦C maximum temperatures reduce their labor supply by an average
of 25 minutes, or 6.7% of the mean workday. These reductions are concentrated among high-risk workers
employed in agriculture, mining, and manufacturing, and primarily occur for unpaid work, which is the
primary source of employment. I use general circulation models (GCM) to estimate labor supply changes
induced by climate forecasts under the carbon-intensive representative concentration pathway (RCP) 8.5
experiment, and find negligible effects against observational data. While these results do not afford insight
into the productivity effects of weather, both because of the temporal limitations of the data and the high
degree of process heterogeneity across industries, this chapter’s findings indicate that climate change could
have material impacts on labor and production.
Agriculture is expected to be one of the sectors most affected by climate change, because weather plays
a crucial role in crop productivity. How well can a statistical model capture that role? In Chapter 4, co-
authored with Wolfram Schlenker, we train statistical models on US corn and soybean yield data for 1950-
2011 to generate out-of-sample predictions for years following 2011. We find that with four or fewer weather
variables, these models produce small prediction errors, even for years with anomalously extreme weather.
We also provide evidence of aggregation bias in constructing spatio-temporal averages of raw weather data.
CHAPTER 1. INTRODUCTION 3
Computing degree days at the pixel level and then averaging across space, for spatial congruence with
yield data, leads to more accurate predictions than when smoothing out temperature extremes in either
spatial or temporal dimensions. We also discuss recent advances and challenges in empirically modeling
climate change adaptation in agriculture, and compare the strengths and limitations of statistical versus
crop modeling approaches.
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Chapter 2
Technical Change and Gender Wage
Inequality: Long-Run Effects of
India’s Green Revolution
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Abstract
New technologies can have distributional consequences that narrow or widen existing inequalities. In this
paper, I estimate the effect of India’s Green Revolution on the gender wage gap in village labor markets.
Widely considered the country’s most important episode of agricultural technical change, productivity gains
from the Green Revolution were due largely to the introduction of high-yielding variety seeds (HYVs). Their
sensitivity to water conditions advantaged locations with reliable irrigation access, which I exploit by con-
structing a novel dataset of historical groundwater resources as a source of exogenous variation in Green
Revolution adoption. Using data from 1956-1987 in a difference-in-differences framework, I estimate that
groundwater-rich districts experienced large and significant increases in HYV adoption, crop revenues, and
cropping intensity. These productivity gains affected labor markets, with male wages rising, but female wages
declining, jointly raising the male wage premium an average 17 percent. Additionally, census and microdata
results show women substituted away from wage work, and increased their time in unpaid own-farm work
and home production. These outcomes are most likely driven by the sharp yield gains achieved with wheat
HYVs. As a male labor-biased crop, the expansion of wheat production contributed to declines in female
wage labor participation. These findings document how new technology shocks can generate winners and
losers, and offers an example of productivity growth that exacerbated gender disparities.
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2.1 Introduction
Technological change in agriculture can induce virtuous economic growth.1 Through increases in agricultural
productivity, more food can be produced by fewer people, freeing surplus labor for higher-productivity
employment outside of agriculture (Lewis, 1954; Johnston and Mellor, 1961; Gollin et al., 2002).2 While this
process drives agriculture’s decline as a share of the economy, the productivity gains brought by technical
change still affect workers who remain in the sector. Of particular interest is what these gains mean for
gender equality. Up to half, and sometimes more, of all agricultural labor in developing countries is supplied
by women (FAO, 2011). Additionally, sizable gender wage gaps persist in these contexts, especially in South
Asia (UN Women, 2015).
Whether technology improves gender inequality is partly a consequence of how it changes the nature and
quantity of work. Consider classifying tasks as primarily brawn-intensive, or primarily brain-intensive. Since
men have comparative advantage in brawn-based tasks, new technologies which increase the relative value of
brains would reduce gender wage disparities (Galor and Weil, 1996; Welch, 2000; Bacolod and Blum, 2010;
Rendall, 2010, 2013).3 On the other hand, labor-augmenting technologies that do not have an effect on the
task composition of agricultural work, can increase male labor demand and gender inequality. Similar results
arise if labor-saving technologies displace tasks women tend to perform (Goldin, 1994).
This paper examines the effect of a new agricultural technology on gender inequality using India’s Green
Revolution, an appropriate empirical setting for three reasons. First, the Green Revolution is arguably the
largest episode of agricultural technical change that India has experienced in recent decades. Introduced in
the mid-1960s, its practices were visible throughout much of the country within just a few years. By 1970, it
directly affected more than 340 million people engaged in agriculture, and nearly the entire country through
changes in food prices and availability (Hazell, 2009). At such a scale, its equilibrium effects reached multiple
factor markets, including village labor markets which are the focus of this paper. Second, the initial research
and development leading to the new technology was conducted overseas, and therefore presents an example
of exogenous technical change suitable for causal inference.4 Lastly, the wide range of climatic, geological,
1 Johnston (1970); Timmer (1988, 2002); Byerlee et al. (2009); Barrett et al. (2010) review the large literature on agriculture’s
contribution to economic development.
2 Engel’s law, that food demand is income inelastic, constrains the agriculture sector’s growth potential.
3 Pitt et al. (2012) use the brain-brawn framework to explain gender differentials in schooling investments and occupational
choice in Bangladesh.
4 Alternative settings where adoption is exogenous have relied on experimental designs, such as in Duflo et al. (2011); Carter
et al. (2014); Beaman et al. (2013); Fink et al. (2014). Various barriers limit the scale of such experiments, which are frequently
too small to have noticeable equilibrium effects on labor markets.
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and topographical characteristics found throughout India, each plausibly influencing the returns to adoption,
provide exogenous sources of identifying variation in seed suitability.
This paper’s empirical strategy leverages the crucial importance of irrigation access in farmers’ adoption
of high-yielding variety seeds (HYVs). The HYVs were the central innovation behind the Green Revolution’s
productivity gains, and were more water-sensitive than the traditional varieties that preceeded them. Crops
that received too much or too little irrigation produced lower yields (Foster and Rosenzweig, 1995, 2010).
As the HYVs were bred specifically to be responsive to higher fertilizer amounts, irrigation access was also
necessary in ensuring fertilizer nutrient absorption (Palmer, 1972). Consequently, farms with control over
irrigation exercised comparative advantage in HYV adoption, with those residing above groundwater aquifers
the most advantaged. By investing in private tubewells and pumpsets, a farmer could exercise maximum
control over irrigation quantity and timing.5 Such farmers were at a significant advantage to their peers who
were beholden to the vagaries of unpredictable rainfall, or the availability of irrigation from surface water
infrastructure with its own hydrological and political economy uncertainties.
I consequently exploit the quasi-random assignment of groundwater aquifers as a source of identifying
variation in Green Revolution suitability. Using an aquifer’s geological characteristics, I construct a plausibly
exogenous treatment intensity measure, which unlike alternative groundwater availability measures like depth
to water or flow rate, is not influenced by human activity. These geological conditions generate variation in
the cost of extracting irrigation water, and consequently the profitability of undertaking such investments.
While these geological conditions are fixed, it is possible that observed results could be driven by population
sorting that arises after the Green Revolution’s start, which I rule out as an unlikely confound given the
various mobility frictions in land markets and social insurance networks that dampen rural migration in
India (Bardhan, 1973; Fernando, 2016; Munshi and Rosenzweig, 2016).
Using 30 years of district-level data in a difference-in-differences framework, I find that groundwater access
played a substantial role in determining agricultural decisions and outcomes. Groundwater-rich districts
held a persistent 21 percentage point lead in the share of planted area cropped with HYVs, stemming from
both farmer-specific decisions and the government policies, like fertilizer and electricity subsidies, which
were implemented to support them.6 As a result, these districts experienced 20 percent higher unit area
5 While private irrigation provision was feasible before the Green Revolution, the returns to digging a tubewell greatly
increased with the HYVs’ arrival, triggering substantial irrigation investment.
6 Identifying the relative contribution from individual farmers or government policy is not essential for interpreting the
paper’s main results. While the HYV seeds were central to the Green Revolution’s gains, their widespread adoption was
facilitated by a range of government support policies that reduced farmers’ input costs and expanded output market access.
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revenues, and changes to cultivation patterns that replaced crops without an HYV option (e.g., chickpeas,
groundnut) with those that did. Usage of complementary inputs, like irrigation and phosphorous fertilizer,
also significantly increased.
These productivity gains had persistent effects on village labor markets, affecting both wages and partic-
ipation rates. Using newly digitized village-level daily wage data, I estimate the Green Revolution generated
an average 7 percent wage increase for male laborers, while women’s wages registered a relative decline. These
opposing trends led to a 17 percent increase in the male wage premium. This finding is robust to including
flexible time trends, adding fully-interacted baseline characteristics, dropping the Green Revolution’s most
successful states, and performing various spatio-temporal averages of the raw data. As well, these results are
not driven exclusively by men and women sorting into different tasks, or from working in different periods
of the agricultural season. Subsampling wage results to only crop-related activities, which excludes tasks
like well-digging and carrying loads which could plausibly advantage men, only slightly attenuates the male
premium estimate. An even more restrictive test that subsamples to time periods and agricultural tasks for
villages in which both male and female wages are observed, still generates a male wage premium in treated
locations, indicating that task-based or temporal sorting cannot entirely explain the widening gender wage
gap.
Labor participation effects also differed by gender. While extensive margin male wage labor employment
did not respond to the new technology, women’s full-time participation rates in village agricultural labor
markets fell an average 5 percentage points between 1961 and 1981. Women partially substituted wage labor
with own-farm cultivation and home production. According to time-use survey reports, there is little evidence
this substitution pattern increased women’s leisure. Women who did not participate full-time in wage labor
spent a larger share of their day performing unpaid work, like grinding grain, cooking and cleaning, and
collecting fuel. Conditional on spending a positive amount of time in paid agricultural labor, there is no
difference in the workday length between women in treated and untreated villages.
I build a conceptual model that expands on the Acemoglu and Autor (2011) framework of technical
change and wage inequality, which offers several testable channels that link the two. The key labor market
outcomes appear to be driven by a crop substitution mechanism that interacts with the existing gender
division of agricultural labor. Of the HYV-eligible crops, yields for wheat were the most responsive to the
new seeds. Yield gains were immediate and farmers responded by expanding its cultivation. Within a decade
of the Green Revolution’s start, the wheat share of total cropped area in treated districts had risen nearly 10
percentage points, representing a 100 percent increase over the 1965 sample mean. The wheat share continued
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rising through to the end of the sample, while the share of area under rice showed modest gains that only
began in the mid-1970s. These changes magnified the existing gender division of labor. As a ‘plough-positive
crop’ (Alesina et al., 2013), a larger share of tasks required for wheat production are performed by men.
Whereas women’s roles in transplanting and weeding makes them central figures in rice production (Paris,
1998), these tasks comprise a much smaller share of labor required in wheat production. Following earlier
work positing an inverse relationship between wheat production and female labor participation (Bardhan,
1984; Mbiti, 2008), I find corroborating evidence from cross-sectional and panel methods that districts where
wheat share increased, also experienced reductions in female wage labor participation.7 Results from plot-
level data on total labor demanded support this claim, with men’s share of total worker-days employed on
wheat plots 9 percentage points higher than on rice plots. Furthermore, this data suggests that the total
number of worker-days required to cultivate a unit area of wheat is less than for rice. If anti-egalitarian
norms prevail, then limited work opportunities would first be delegated to men (Fortin, 2005), which offers
a complementary explanation for the negative female labor demand shock.
This paper comes closest in spirit to a small number of papers that explicitly model the effect of technical
change on gender wage inequality (Black and Spitz-Oener, 2010; Lindley, 2012; Rendall, 2013), but differs in
focusing exclusively on a single sector, in a developing economy, and on a single technology whose adoption
can be analyzed as a natural experiment. While factor-biased technical change has served as a framework
for understanding developed economy labor market trends since the 1990s (e.g., Krueger, 1993; Acemoglu,
1998, 2002; Card and DiNardo, 2002; Acemoglu, 2003; Autor et al., 2003, 2008), its empirical application
for explaining changes in the gender wage gap has been a recent development, and this paper the first to do
so in an agricultural context.
This paper also contributes to a literature on the Green Revolution in India, and is the first to provide
causal evidence of its effects on the wage laborers who represent a large share of the rural workforce. In
contrast, earlier work has concentrated on producers, and used the introduction of HYV seeds as a setting
to understand technology adoption and learning (Besley and Case, 1993; Foster and Rosenzweig, 1995;
Munshi, 2004), and the role of income shocks in shaping household investments (Rosenzweig, 1982, 1990).
Additionally, whereas earlier debates on the Green Revolution’s contribution to inequality concentrated on
regional differences, and income gaps between large-scale farmers and smallholders (Prahladachar, 1983;
Dhanagare, 1987; Freebairn, 1995), this is the first paper that demonstrates its role in exacerbating gender
7 Boserup (1970) first claimed that shifting and intensive cultivation had different effects on the gender division of labor,
and the relative comparison of rice- and wheat-growing areas is discussed in Miller (1982); Dyson and Moore (1983).
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inequality.
Similarly, this paper demonstrates that growth in the agriculture sector will not always translate to im-
provements in women’s employment opportunities, and provides a nuanced contribution to the development-
empowerment view of development creating gains for gender equality (e.g., Boserup, 1970; Goldin, 1990;
Duflo, 2012; Jayachandran, 2015). While this result is consistent with the downward-sloping portion of the
U-shaped pattern of female labor force participation (FLFP), such reductions are conventionally attributed
to contractions in the agriculture sector and employment growth in manufacturing dominated by male work-
ers (Goldin, 1990, 1994; Mammen and Paxson, 2000; Heath and Jayachandran, 2016). Manufacturing growth
is not an essential precursor to declines in women’s employment, as developments in how agricultural work
is performed which magnify men’s comparative advantage can produce comparable results.8 This paper
therefore offers a counterpoint to the setting in Qian (2008), in which women’s comparative advantage in
tea-picking generated income gains under post-Mao reforms which increased tea’s profitability. Since women’s
earnings are a determinant of investments in children’s health and schooling (Rosenzweig and Schultz, 1982;
Thomas, 1990; Duflo, 2003; Qian, 2008), the employment setbacks women laborers faced from the Green
Revolution may have not only worsened their own intra-household bargaining power, but also generated
inter-generational effects.
The remainder of the paper is organized as follows. Section 2.2 provides an overview of Indian agriculture
and the Green Revolution. Section 2.3 develops a conceptual model to guide the empirical analysis. Sec-
tions 2.4 and 2.5 describes the datasets and the empirical strategy. Results are summarized in Section 2.6,
including alternative explanations and robustness checks, while Section 2.7 concludes.
2.2 Overview of Indian Agriculture and the Green Revolution
The empirical setting for this paper is rural India, from the late-1950s through the 1980s. Over this period the
rural population is largely engaged in agriculture as cultivators, laborers hiring out their labor for wages, or
in the combination of cultivation and wage labor. Since farm labor requirements often exceed a household’s
labor endowment, agricultural laborers, accounting for 15 percent of the rural population (1961), are hired
to perform tasks like ploughing, sowing, and harvesting. Agricultural output encompasses a wide range of
crops, though rice and wheat were two of the most important, and in 1961 jointly accounted for more than
8 Manufacturing plays a small role in this paper’s labor markets, respectively accounting for less than 3 and 1 percent of
rural male and female employment.
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40 percent of all foodgrain-producing land. Rice is grown across the country and throughout the year, while
wheat is planted primarily in the north between October and December, and harvested from April through
May (Krishna Kumar et al., 2004).9
Women play a substantial role in agricultural wage labor. Their labor participation rates vary widely by
location, and while generally higher in rice- than in wheat-growing areas (Boserup, 1970), they on average
represented 45 percent of all agricultural laborers (1961). The activities they perform, and their relative
share of total labor performed, is in large part circumscribed by crop choice. In rice cultivation systems,
where ‘control-intensive tasks’ like sowing, transplanting, and weeding command a large share of total labor,
women’s labor is more indispensable (Paris, 1998). Figure 2.1a highlights this using plot-level data to compare
the male and female labor shares differentiated by task for rice-cropped and wheat-cropped plots.10 Whereas
sowing and weeding account for nearly 25 percent of total female labor in rice production, these activities
represent less than 8 percent in wheat production. The division of labor also has temporal implications;
the dominance of harvest and post-harvest activities in wheat production concentrates women’s agricultural
wage opportunities into fewer months than under a cycle of rice production. Importantly, the female labor
share of all rice plot worker-days is 40 percent, but drops below 30 percent for wheat. Figure 2.1b shows that
for the country in aggregate, the gender division of labor at the level of agricultural task appears relatively
stable, based on official employment data collected in 1983 and 2004.11
Technical Change in Indian Agriculture: The Green Revolution
The 1966 introduction of high-yielding variety seeds (HYVs) marked the Green Revolution’s arrival to
India.12 Initially available for rice, wheat, maize, sorghum, and pearl millet, the new seeds were the product
of international agricultural research to increase crop productivity and strengthen food security in the face
of droughts that had especially affected developing countries in the 1950s. Multiple varieties for each crop
9 The Indian Council of Agricultural Research publishes a Crop Calendar of Major Crops which summarizes by state the
agricultural calendar for major crops.
10 These results are calculated using the 1999 round of the Rural Economic and Demographic Survey, explained in detail in
Section 2.4.
11 These results are calculated using the 1983 (38th Round) and 2004 (60th Round) of the National Sample Survey’s
Employment and Unemployment survey.
12 Over the 1950s and 1960s, HYVs were released throughout much of Latin America and Asia. India’s first bulk federal
seed purchase of HYVs was made in 1966, though adoption in limited quantities began earlier in the 1960s (Chakravarti, 1973).
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were distributed, such as Rojo 64A and Sonora 64 for wheat and IR-8, Jaya, Padma, and Pankaj for rice.13
Since the initial variety breeding efforts were conducted exclusively overseas, with wheat varieties developed
in Mexico and rice varieties in the Philippines, the introduction of HYVs to India presents a clean setting
to study exogenous technical change (Foster and Rosenzweig, 1996).14
HYVs impacted agriculture in three key ways. First, these “dwarf-varieties” were selected for shorter
crop stalks that could support more grain without breaking or falling over (lodging), which in traditional,
taller-stalked varieties limited potential yields (Evenson and Gollin, 2003). Second, they matured faster, in
some cases reducing the time between planting and harvest by more than 40 days. This enabled farmers to
cultivate two and potentially three crop cycles per year (Pingali, 2012). Third, they were highly responsive
to fertilizer. Extension outreach programs trained farmers in appropriate fertilizer application in order to
achieve optimal yields, contributing to rapid increases in total fertilizer usage. These effects collectively raised
yields, farm output and labor productivity, and spurred wage gains for laborers (Cleaver, 1972), particularly
in areas with inelastic labor supply.
HYV adoption was rapid, and particularly so for wheat.15 Figure 2.2 plots the HYV share of planted
area for all of India for each crop, and within a decade more than 70 percent of all wheat was planted
with HYV seeds.16 In contrast, rice required two decades before achieving 50 percent HYV coverage.
Several factors contributed to this disparity. The rice HYVs were particularly vulnerable to viruses, bacterial
disease, and pests. Early vintages suffered from undesirable cooking properties, like stickiness, with some
varieties producing rice that tasted ‘chalky’ (Swaminathan, 1969; Chakravarti, 1973). In some locations, state
governments set procurement prices for HYV rice below that of traditional rice, disincentivizing producers
to adopt HYV rice. Farmers in areas where wheat could be grown often realized lower profit margins
for HYV rice than achievable with HYV wheat (Roy, 1971). This may partly have been due to stronger
social learning in wheat-growing areas where heterogeneity in growing conditions was more limited than in
primarily rice-growing locations (Munshi, 2004).
Controlled irrigation was crucial in achieving maximum HYV yields (Sengupta and Ghosh, 1968), and
13 Since variety-specific adoption data over time is not available, this paper treats HYVs for any single crop as a homogeneous
set.
14 Following their introduction, domestic agricultural research centers made further HYV seed improvements by selecting
for traits appropriate to local agronomic conditions and dietary preferences. I therefore focus only on the 1966 release to avoid
the endogeneity of state-varying agricultural R&D capacity and investments.
15 Farmers became aware of the seeds through demonstration plots (Radhakrishnan, 1969), and were able to access them
through both national governmental bodies, like the National Seeds Corporation, and state-level organizations.
16 By 1967, 90 percent of the sample districts in this paper’s analysis were planting some amount of HYVs, rising to 98
percent by 1970. It is unlikely that differential availability across districts is a major driver of adoption patterns.
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farmers with access to groundwater resources were particularly advantaged. By drilling a well and purchasing
a pumpset, a farmer could exert complete control over how much and when their crops were irrigated
(Chinnappa, 1977).1718 Control over water supply was necessary for crop absorption of fertilizer nutrients,
and the absence of irrigation resulted in yield losses for HYVs (Palmer, 1972). Groundwater also serves as
insurance, by reducing farmers’ risk exposure to negative rainfall shocks. If rainfall does not arrive at the
right time of the crop cycle, or is insufficient in amount, then groundwater supplies can be drawn upon to
compensate the difference.19 The Green Revolution consequently prompted a wave of tubewell installations
and pumpset purchases, as seen in Figure 2.12a. Groundwater irrigation was a significant improvement
to the alternatives of surface water irrigation, or reliance on rainfall. For example, farmers dependent on
canal irrigation networks could not count on water being available outside the primary rice-growing season
(Sengupta and Ghosh, 1968), which limited their ability to capitalize on HYVs’ faster maturation and
potential for multiple cropping.
2.3 Conceptual Model
Consider a closed village economy comprised of J price-taking producers, each possessing 1 unit of land, and I
households, each consisting of one man (m) and one woman (f). Producers allocate land z between two crops,
a and b, both with output which is Cobb-Douglas in land and aggregate labor. Producers employ laborers
of both genders, whose output is combined in crop-specific, constant elasticity of substitution (CES) labor






ρ , ∀s ∈ {a, b}, where φ’s are exogenous labor
productivity parameters that capture underlying differences between men and women, as well as their relative
efficiencies producing a and b. The sum of land under crop production is zaj + zbj ≤ 1 for j ∈ {1, . . . , J}.
Assume that no land rental markets exist, so that unallocated land generates no returns to land-holders.








, where Aa and Ab are factor-neutral technology
parameters with values that are non-decreasing in time and exogenously determined. Their output combines
to produce a common consumption good, calories for example, and a is the numeraire good. Labor markets
17 Sekhri (2011) explains the physical process by which pumpsets extract underground water from tubewells.
18 This is of course predicated on groundwater availability. Problems like water scarcity and salinization caused by over-
extraction became documented problems in the 1980s, and would not have affected investment decisions in the 1960s and
1970s.
19 If aquifer recharge fro excess rainfall in positive rainfall years, balanced withdrawals, then groundwater could be a renewable
resource. Rodell et al. (2009) combine satellite data and hydrological models to estimate withdrawal rates in northwest India,
and find evidence for unsustainable consumption patterns that could eventually result in local water stress.
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are perfectly competitive and all factors receive their marginal product.
In this framework, drawing on Acemoglu and Autor (2011), exogenous technical change may operate
through two channels. First, factor-neutral change impacts As, leaving the within-crop ratio of marginal labor
productivities unchanged. Conversely, factor-biased change affects male and female productivity differently.
Assuming all productivity parameters are a function of some exogenous input x, this means that for either
s crop, ∂φsm∂x ≶
∂φsf
∂x > 0, with the bias of technical change consistent with the larger term.
Producers decide how much land to allocate between the two crops, and over how much male and female










s.t. 0 ≤ za + zb ≤ 1
(2.1)










, ∀s ∈ {a, b} (2.2)
Since there are no returns to unused land, the constraint in (2.1) binds, and leads to the following expression










Household utility is well-behaved and concave in the consumption good c, whose allocation is unobservable
to the econometrician. Initially consider that both men and women experience the same disutility of work per
unit time, which is additively separable between the two. Each adult works hgi = 1− lgi, ∀g ∈ {m, f}, i ∈
{1, . . . , I}, since total time endowment is 1 unit. Households solve the following problem,
max
c,lf ,lm
ln (c)−(1− lf )δ − (1− lm)δ
s.t. c ≤ wmhm + wfhf +R
(2.4)
where δ > 1, R is non-wage income, and interior solutions for both male and female labor are assumed.
Gender-specific wages must equalize across crops in equilibrium, because of free labor movement. Workers
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therefore decide only on total labor supply and are indifferent to which crop they work with.










with the usual result of labor ratios equaling the wage ratio if δ = 2.
Proposition 2.3.1. Both factor-neutral and factor-biased technical change that generates relatively larger
productivity gains for crop b increase the share of area under crop b.
This follows directly from (2.3), which results in
∂z∗b
∂(Ab/Aa)
> 0 since α < 1 and the optimal labor demand
expressions are a function of the gender-specific productivity parameters and market wages. Differentiating
z∗b with respect to either φbf or φbm also results in a positive expression. In contrast, holding constant all
technology parameters related to b, increases in Aa, φaf , or φam reduce crop b’s optimal land share.
Proposition 2.3.2. Gender-biased technical change, for either crop, increases the biased gender’s relative
labor share employed in producing that crop.
Holding the wage ratio constant in (2.2), the first derivative of the gender labor ratio with respect to the
gender productivity parameter ratio is strictly positive. Furthermore, as the gender labor ratio is a function of
only relative wages and same-crop productivity parameters, growth in gender-specific productivities employed
to a does not affect the gender labor ratio employed to a 6= b.
Proposition 2.3.3. Male-biased technical change, in either crop, increases the male wage premium.















> 0, since ρ < 1 and δ > 1. Conversely, the male wage premium reduces when
technical change is female-biased.
Proposition 2.3.4. Factor-neutral technical change does not impact gender wage ratios.
The four labor demand first-order conditions of (2.1) show that growth in factor-neutral As raises wage
levels for both men and women growing s. Since wage growth is comparable for men and women, the effects
of factor-neutral productivity growth is cancelled out when wages are expressed as ratios as seen in (2.2).
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2.4 Data
This section summarizes all datasets used in the analysis, with Table 2.2 reporting key summary statistics.
I first describe data collected at the district-level, which is the administrative unit analagous to a US
county.20 Summaries of individual-level data follow, before describing how groundwater and weather data
was constructed. Further details are provided in the online data appendix.
2.4.1 District-Level Data
Agricultural Laborer Wages
Laborer wages are taken from the Agricultural Wages in India (AWI), an annual volume compiled by the
Ministry of Agriculture’s Directorate of Economics and Statistics. Average wages by gender and by month
are reported by agricultural operation for a selected number of reporting centers (villages) per district.
Similar to Indian agricultural statistics, a ‘year’ spans from July through June of the subsequent calendar
year. Reported values are the sum of cash wages and in-kind wages converted to a cash equivalent.
States were given discretion over how to collect this data, resulting in inter-state differences in labor
classification. In general, Andhra Pradesh, Assam, Gujarat, Himachal Pradesh, Karnataka, Kerala, Maha-
rashtra, Orissa, and West Bengal reported wages by ‘field labor’ and ‘other labor’ categories. Bihar, Madhya
Pradesh, Punjab, Tamil Nadu, and Uttar Pradesh reported wages by ‘ploughing’, ‘sowing’, ‘weeding’, ‘reap-
ing and harvesting’, and ‘other labor’. As per the Ministry of Agriculture’s standard pro-forma for data
collection, ‘other labor’ includes wages for “coolies employed for watering the fields, load-carriers, coolies,
well-diggers, laborers cleaning silt from water-ways, embankments, etc.” Whichever classification scheme
was chosen, states largely adhered to it for all years in the sample.
At the time of writing, no available data source provides national coverage of male and female wages
before and after 1966.21 I address this by digitizing wage records from 1958-1971, which are merged with
Usami (2014) who digitized records for 1973-1995. Due to resource constraints, I digitize records only for
the months of July and January, supplementing this when necessary to ensure at least one concurrent,
20 The average district population in the 1961 census was 1.4 million.
21 The World Bank India Agriculture and Climate dataset includes male wages for 1956-1987, but not female wages. The
ICRISAT Meso-scale Apportioned dataset contains both male and female wages, but includes no observations before 1966. The
first round of the National Sample Survey Employment Unemployment survey that is accessible to researchers was conducted
in 1983.
CHAPTER 2. TECHNICAL CHANGE AND GENDER WAGE INEQUALITY 17
operation×month record is included for both male and female wages. These supplemental records increase
the sample of female wages from states like Punjab, Uttar Pradesh, and Bihar who report female wages
less frequently, consistent with comparatively low female labor participation rates. AWI data is de facto
unbalanced as the composition of reporting centers changes over time. Furthermore, wages for month m
may be available in year t, but not in t+1. I address this with a series of robustness checks and comparisons
against other datasets containing AWI values to ensure my results are not due to data collection artifacts.22
Real wages, where used, are constructed using state-level Consumer Price Index for Agricultural Laborers
(CPIAL) data (Besley and Burgess, 2000). To ensure consistency with the agricultural data, I apportion
data to 1961 boundaries using guidelines developed by Kumar and Somanathan (2015).
Agricultural, Demographic, and Employment Data
Annual data on agricultural inputs and outputs is taken from the World Bank India Agriculture and Climate
dataset. This is a balanced panel of 271 districts from 13 states for 1956-1987, and covers the majority of
agricultural lands; sample districts in 1966 accounted for 88 percent of India’s total rice production area.23
To ensure temporal comparability, as substantial redistricting occurred over this period, the data providers
apportioned all statistics to 1961 district boundaries. Data is available by crop for planted area under
traditional and high-yielding varieties, irrigated area, and total output, and includes statistics on fertilizer
usage, tractors, and bullocks. Area under HYV cultivation is available for wheat, rice, maize, sorghum, and
pearl millet, henceforth referred to as the ‘HYV-eligible crops’, with all HYV measures used in the analysis
a composite of these five crops. I construct a unit area revenue measure by taking the crop-weighted output
per hectare priced at a district’s average farm harvest price for 1960-1965 for each crop. I merge the World
Bank data with the district-level population census for 1961, 1971, and 1981, which includes population and
employment counts by broad occupation categories (e.g., cultivators, agricultural laborers, manufacturing
employees), and is disaggregated by gender and by urban/rural sectors (Vanneman and Barnes, 2000).24
22 New reporting centers are occasionally added to the sample, and so robustness checks are performed that subsample to
only those which reported wage data before 1960. This subset of locations therefore would provide at least six years of pre-1966
data, against which post-1966 values can be compared. Reporting centers which are late entrants to the sample, in some cases
after 1966, both provide less information about pre-treatment wage values and can bias coefficients of interest.
23 This is according to statistics collected in the Reserve Bank of India’s “Handbook of Statistics on Indian Economy.”
24 Population census data is also fixed at 1961 district boundaries.
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2.4.2 Individual/Household-Level Data
Since district-level data can only provide a coarse overview of the Green Revolution’s labor market effects, I
use individual-level data from the 1970/71 and 1982/83 rounds of the National Council of Applied Economic
Research’s Rural Economic & Demographic Survey (REDS), a nationally-representative household panel
collected from more than 4,000 households for around 240 villages across all major states.25 The REDS
panel includes 33,000 individual-years of employment data, and because is organized by household allows for
analyzing labor decisions at the household-level. Women’s time-use data collected in the 1983 Demographic
Questionnaire provides information about time spent in various work and non-work activities. I test mecha-
nisms with the 1999/00 round which includes plot-level data on crop choice, inputs, and labor demanded by
worker gender, and is the first REDS round to provide labor allocation data at this level of disaggregation.
As production processes likely shifted between the period of interest and the 1999 data, I run a series of
checks on subsets of farms which have less access to inputs and infrastructure, as an approximation for the
type of agriculture conducted early into the Green Revolution.
2.4.3 Groundwater Coverage
I construct a novel groundwater database by georeferencing and digitizing the Geological Survey of India’s
1969 Geohydrological Map of India.26 This map resulted from the first national assessment of hydrolog-
ical resources and offers the most detailed overview of the availability of groundwater at the start of the
Green Revolution. The map classifies groundwater formations as unconsolidated, semi-consolidated, or con-
solidated, based on lithology and tectonics. I focus exclusively on unconsolidated formations which likely
provided the most accessible and inexpensive formation for extracting groundwater.27 For district-level anal-
yses, I construct a continuous groundwater variable spanning [0,1] by calculating the share of district area
(using 1961 administrative boundaries) atop any unconsolidated formation. The resulting district shares
are illustrated in Figure 2.3. As villages are geographically compact, I use village-level GPS coordinates
to construct a binary groundwater variable for each REDS village, coding them as one if located above an
25 Households moving to urban areas after the initial round, or other villages not included in REDS collection, would be
dropped from the sample.
26 Rud (2012) uses similar, state-level data from the 1982 National Atlas of India to estimate the effect of electrification on
industrial growth.
27 Unconsolidated formations are further sub-classified into thicknesses (in meters) of d ≥ 150, 150 ≥ d ≥ 100, 100 ≥ d,
and piedmont zones exhibiting large seasonal fluctuations in water storage. My approach therefore estimates the average effect
across these categories.
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unconsolidated formation and zero otherwise. REDS village locations are marked in Figure 2.3 as red stars.
Since a village may not reside atop an unconsolidated aquifer, but still access groundwater resources through
a canal system or other diversion structure, a set of robustness checks employs an alternative groundwater
measure which is constructed as the share of area covering an unconsolidated aquifer within an r kilometer
radius of the village, for r varying from 1 to 50.
2.4.4 Weather Controls
In all district panel models involving agricultural outcomes or agricultural wages, I control for the influence
of weather and include temperature and precipitation variables. I use India Meteorological Department daily
temperature data at 1◦ × 1◦ resolution (Srivastava et al., 2009), available for 1951-2013, and compute grow-
ing degree days using single sine-wave interpolation (Schlenker and Roberts, 2009). Daily values are then
aggregated to season totals. This approach captures nonlinearities in crop response to extreme temperatures
and often outperforms models using average temperature in out-of-sample predictions. I use monthly precip-
itation data from the Climatic Research Unit (University of East Anglia) TS 3.23 at 0.5◦ × 0.5◦ resolution,
available for 1901-present, and sum by season. The respective ranges for kharif and rabi seasons of June
1-September 30 and October 1-February 28 are fixed, constant across space and years, and consistent with
earlier work (Krishna Kumar et al., 2004; Guiteras, 2009; Auffhammer et al., 2012). District values for both
temperature and preciptation are computed using the pixel which contains the district’s centroid. The set
of weather variables included in panel specifications are the contemporaneous and one year lagged values of
kharif rainfall in quadratic, rabi rainfall in quadratic, kharif growing degree day sums for [10◦C, 24◦C) and
[32◦C, +∞), and rabi growing degree day sums for (−∞, 10◦C), [25◦C, 31◦C), and [32◦C, +∞).
2.5 Empirical Tests
I estimate the Green Revolution’s effect on the gender wage gap by exploiting the quasi-random placement
of groundwater aquifers, which while beneficial to agricultural production prior to 1966, gained substantial
importance when the irrigation-sensitive HYV seeds were introduced. I later provide supporting evidence
by plotting pre-trends of the share of cropped area under irrigation as evidence of the Green Revolution’s
role in irrigation expansion.
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This section details the difference-in-differences (DID) estimation procedure used on district-level data
spanning before and after 1966, and then describes the analagous procedure for individual-level analyses.
While the 1970 REDS round was conducted after 1966, I follow earlier work in regarding it as representative
of labor market and household activity early into the Green Revolution, and a suitable baseline for the
1982 round in which households had an additional 12 years to learn about and adopt the new technology.
Consequently, the DID specification compares locations receiving the Green Revolution treatment (i.e.,
districts with better groundwater endowment, and REDS villages atop groundwater) with control group
locations, for before and after 1966 (or 1970 to 1982 with REDS households).
2.5.1 District-Level Estimation





βτ (Groundwaterd %× 1{t = τ}t) + X
′
dtξ + γd + φt + εdt (2.6)
for district d in year t, to estimate the effects of groundwater coverage on labor (e.g., log wages, labor
participation rates) and agricultural outcomes (e.g., log yields, log revenue per unit area, area share irrigated).
Wage models add month and labor operation fixed effects. In annually-varying models, 1965 is always the
omitted year. For efficiency gains, select specifications replace year dummies with pooled intervals. The
generalized version of this DID model replaces the time-interacted groundwater variables with an indicator
function assuming unity from 1966, interacted with groundwater coverage. Time-varying controls include
the set of contemporaneous and lagged weather variables described in Section 2.4.4. Since the groundwater
measure is static and fixed at 1969 values based on the geohydrological map, Green Revolution effects are
estimated off of cross-sectional variation whose marginal effect on an outcome of interest is anticipated to
significantly change in 1966 with HYV availability. The main identifying assumption underlying this model
is that the parallel trends assumption holds (i.e., the evolution of treated district outcomes would have
been similar to those of untreated districts in the absence of treatment) such that E[(Groundwater %d ×
φt)εdt|X
′
dt, γd, φt] = 0. Graphical evidence on pre-trends is presented in Section 2.6 to support this assertion.
Furthermore, adoption of Green Revolution practices encompassed infrastructure investments (e.g., drilling
of tubewells and purchase of pumpsets) and more intensive application of other inputs like fertilizers and
pesticides. Since these are endogenously co-determined, they would serve as bad controls and are not con-
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sidered as covariates. I instead employ the groundwater measure as a proxy for Green Revolution intensity
and show in Section 2.6.1 strongly, positive covariance between groundwater and input intensities for quan-
tities relevant to the Green Revolution. While the direct interpretation of the βτ ’s is the marginal effect of
groundwater coverage after 1966, estimates can be more broadly contextualized as marginal effects of Green
Revolution intensity.
An expansion to the generalized DID estimator includes a vector of time-invariant characteristics, Sd, fully
interacted with year dummies. This allows non-groundwater variables like soil and topographic conditions,
as well as pre-treatment baseline values of variables like female literacy or labor force participation rates to
have flexible, time-varying effects on outcomes. This results in the following specification













+ γd + φt + f(ρd, φt) + εdt (2.7)
which also allows for flexibly-specified time trends. Time-invariant local characteristics are absorbed by
district fixed effects, but trends or more idiosyncratic movements in wage determinants may drive changes to
the outcome variable. I therefore perform robustness checks that include state × year fixed effects to more
persuasively isolate marginal effects as due to district-level variation in Green Revolution suitability.
Standard errors in all district-level models are clustered by National Sample Survey region, an adminis-
trative unit used in the 1983 National Sample Survey that clubs together districts of comparable topography
and geography within a state.28 This allows for arbitrary correlation in errors across all district-year pairs for
districts within a region, and results in K = 53 clusters. As districts vary in size, observations are weighted
by 1961 gross cropped area. Estimates are then interpreted as the marginal effect for a hectare of cropped
land.
2.5.2 Estimation Procedure for Household/Individual-Level Data
Models analyzing REDS data use the following specification,
yihvt = β
R (1{Groundwaterv} × φt) + X
′
ihvtξ





28 A lookup table that matches districts to regions is available upon request.
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for individual i from household h in village v for year t, where R superscripts differentiate parameters from
those estimated in district-level specifications. Observations are weighted with sampling probability weights
calculated by NCAER.29 Standard errors are clustered by village.
Pre-1966 baseline data is not available, so the groundwater variable in panel models is interacted with
a year dummy instead of with Postt, and because it remains time-invariant, drops out in panel models.
X
′
includes controls for age, religion, education, and household size. Since twelve years separate the 1970
and 1982 rounds, long enough for large-scale reorganization of household composition and characteristics,
I rely on village fixed effects instead of household fixed effects, which are plausibly less defensible. When
estimated as a village-level panel, village fixed effects absorb time-invariant characteristics of labor markets
and households across space. Cross-sectional models are required when variables of interest are available for
only a single year, and follow
yihv = β
R (1{Groundwaterv}) + X
′
ihvξ
R + εRihv (2.9)
where village fixed effects are dropped because of perfect collinearity with groundwater.
2.6 Results
The results are organized as follows. Section 2.6.1 provides evidence of groundwater’s suitability as a Green
Revolution proxy, loosely analagous to an instrumental variables ‘first stage’ results. Sections 2.6.2 and
2.6.3 present results for agricultural wage and labor outcomes. Section 2.6.4 describes a crop substitution
mechanism that is consistent with the agriculture, wage, and labor outcome results. Section 2.6.5 considers
alternative explanations, while 2.6.6 presents results from robustness checks.
2.6.1 Verifying Groundwater’s Suitability as a Green Revolution Proxy
A credible Green Revolution proxy must satisfy several requirements. First, it should be predictive of HYV
adoption. Second, given the input complementarities associated with the new technology, it should positively
covary with other inputs like irrigation and fertilizer. Lastly, the proxy should be predictive of yield and
29 The sampling probability weights correct for the survey design which oversampled villages participating in the Intensive
Agriculture Development Program and Intensive Agriculture Area Program schemes, and high-income households.
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unit area revenue increases.
Figure 2.4 addresses the first requirement and plots the βτ ’s from equation (2.6) in which the HYV share
of total cropped area of HYV-eligible crops,
∑C HYV Areacdt∑C Total Areacdt | c ∈ {HYV eligible crops}, is regressed on
the time-interacted groundwater variable. More groundwater coverage translated to higher HYV adoption
rates over the whole period, gradually increasing from 1966 and stabilizing in the early 1980s at a relative
difference of ≈2.3 percentage points for each 10 percentage points of groundwater coverage.
The Green Revolution additionally impacted many aspects of agricultural production, as shown in Ta-
ble 2.1. First, the share of crop area receiving irrigation increased by 13 percentage points (p < 0.01) for
districts fully covering groundwater aquifers, as seen in (A1). Columns (A2)-(A7) estimate the effect on crop
shares of total cropped area. Treated farmers substituted away from crops like groundnut, barley, and pulses,
for which HYV options did not exist (A7), towards more intensive cultivation of rice and wheat, the dominant
HYV-eligible crops.30 There is little evidence the Green Revolution provoked expansion of cultivated land.
On the contrary, the point estimate of (A8), measuring the relative difference in agricultural land expansion
growth rates, suggests slower extensification.31 This suggests the Green Revolution was unlikely to impact
labor demand through increases in the manual labor tasks associated with land clearance, preparation, and
irrigation construction, all of which would likely have required more male than female labor. Instead, farmers
capitalized on HYVs’ faster maturation to produce more harvest cycles per year (A9), generating a 6.7 pp (p
= 0.01) increase in cropping intensity. Lastly, growth in phosphorous fertilizer usage registered a 59 percent
increase (p = 0.03) in fully groundwater districts.
Output gains for treated districts were large, as seen in Panel B.32 Wheat and rice yield growth rates
were respectively 20 percent (p = 0.06) and 16 percent (p = 0.05) higher for treated districts after 1966,
contributing the majority of the observed 21 percent (p < 0.01) unit area revenue increase. Traditional crops
like sorghum (jowar) and pearl millet (bajra) enjoyed higher yield growth in Green Revolution areas, but are
imprecisely estimated. Maize yield growth declined by 30 percent and appears to be driven by a reduction
in the maize planting share of treated districts where yields prior to 1966 were among the highest in the
country.
30 The pattern of more intensive rice and wheat production has been observed in other countries adopting Green Revolution
practices (Pinstrup-Andersen and Hazell, 1985).
31 This result is consistent with the Borlaug hypothesis that claims increases in crop yields would reduce deforestation
pressures. This finding is not restricted to India, as Pinstrup-Andersen and Hazell (1985) finds this result to be common among
Green Revolution adopting countries. Stevenson et al. (2013) estimate that in the absence of the Green Revolution, global
cropland would have increased an additional 2 percent by 2004, which is a smaller effect size than claimed in earlier studies.
32 Profit estimates cannot be constructed for this period because of inadequate cost of cultivation data.
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2.6.2 Agricultural Laborer Wage Response to Green Revolution
The preceding section demonstrated that groundwater-rich districts experienced significantly larger gains in
crop output and unit area revenues as a result of the Green Revolution technology package. This section
details the consequent wage responses for the male and female agricultural wage workers who provided the
labor to realize those gains.
Before providing the main results, I first provide a basic summary of the wage data in Table 2.3 to facilitate
interpretation of subsequent results. Panel A demonstrates an average 24 percent male wage premium across
all reporting villages in the Agricultural Wages in India dataset, which is not very responsive to the addition
of village fixed effects or an interaction term with the groundwater measure. The REDS data includes
individual-level wage data only for 1970, respectively presented in Panels B and C for agricultural and non-
agricultural wages, the latter drawn primarily from work in fishing and logging, mining, sales, and crafts
and trades. There are substantially more workers receiving agricultural wages than non-agricultural, and at
a lower overall average value. The male premium ranges from 32-40 percent, once village fixed effects are
included. Furthermore, it should be noted that there is relatively limited within-village wage variation by
sex. For example, the inclusion of village fixed effects in (B2) explains nearly 60 percent of all variation.
This value rises to 84 (75) percent when regressing wages for women (men) only on village fixed effects.
Columns (B3,C3) include controls for worker’s education level, marital status, age, and age2, but have little
effect on the estimated male premium. Lastly, running the specification shown in (A3) and restricting the
data to 1970, produces an estimate of 0.31 (p < 0.01) which is comparable to the estimate from REDS.
Figure 2.5 plots the time-varying coefficients of groundwater coverage on log nominal wages, estimated
separately by sex with 1965 the omitted year. Male laborers in treated districts experienced a relative wage
increase that peaked at 17 percent in the early 1970s, gradually decaying to 1965 levels by the early 1980s.
This finding corroborates case study reports of male wage increases prompted by both higher labor demands
(greater yields to be harvested and threshed), the improved bargaining position opposite landowners that
laborers found themselves in as a result of labor supply deficits, and labor organizing movements that agitated
for higher wages (Frankel, 1971). Female wages, on the other hand, underwent a steady decline from 1967
onwards, with growth rates dipping to 20 percent below 1965 in the late 1970s.33
I then estimate the male premium in Figure 2.5 by pooling male and female wages using a triple difference
33 Women in groundwater-rich districts have overall higher wages than women elsewhere over the 1958-1987 period, with
each 10 percentage point increase in groundwater coverage translating to a 3.5 percent (p < 0.01) increase in daily wages. The
analagous value for male workers is 1.8 percent (p = 0.11).







β0τ (Groundwaterd × 1(Male)× φt) + β1τ (1(Male)× φt) (2.10)
+ β2τ (Groundwaterd × φt)
]
+ π (Groundwaterd × 1(Male)) + X
′
iodstξ
+α1(Male) + γd + δo + φt + εiodst
which modifies Equation 2.6 by adding indices for a worker of gender i performing agricultural operation
o. I use an indicator for male workers to simplify interpretation, such that an increase (decrease) in β0τ ’s,
the coefficients of interest, widens (narrows) the wage gap. Figure 2.6 plots the results and confirms male-
biased wage growth in Green Revolution districts, peaking in the late 1970s and beginning a decline in the
early 1980s. Taking an estimate of the average post-period treatment effect leads to a male wage premium
semi-elasticity of 0.16 (p < 0.01).
2.6.3 Impact of Green Revolution on Non-Wage Labor Outcomes
Groundwater-rich locations experienced better agricultural outcomes, but only male laborers received the
wage increases induced by productivity gains. This section investigates how occupational outcomes were
impacted and whether compositional changes in the laborer workforce might explain the rising wage gap.
Lastly, I analyze women’s time-use data to identify whether workday length was a margin of adjustment.
Effect on Occupational Choice
I first use population census data to estimate treatment effects on occupational choice, focusing on the rural
population share engaged in agricultural labor or cultivation, with estimates presented in Table 2.4 relative
to the omitted 1961 × groundwater variable.343536 Despite substantial wage premiums in treated districts,
34 I use totals based on the sum of individuals identifying in either occupation as a main (primary) or marginal (secondary)
worker. While the determination if specific to the census year, respondents are categorized as main workers if they work more
than 183 days in the previous year in that sector.
35 Cultivators are workers engaged in any aspect of own-farm production which also includes labor supervision.
36 Occupation data is not disaggregated by age group, but was collected across all ages. Consequently the very young
comprise a non-negligible share of the ‘non-working’ population. Since children under 10 years old work in agriculture, all
children cannot be correctly removed from the non-worker population. Models using occupation shares constructed using only
the population aged 15 and above produce similar results to those in Table 2.4.
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the extensive-margin male agricultural laborer response is inelastic, as in column (1). Female laborer share
was more responsive, with participation lower by 3 percentage points in 1971 and 5 percentage points in
1981 (both p < 0.01) in treated districts.
Column (4) indicates that women exiting, or reducing their participation in, agricultural labor substituted
into own-farm cultivation which can consist of a combination of own-farm labor and supervision of hired
labor. Examining other industries identified in the census suggests this was the primary form of labor
movement, as other sectors were too small to have absorbed the totality of female laborers.
Census data can only provide a coarse analysis of labor outcomes, so I turn to microdata for granularity.
Table 2.13 presents extensive- (Panel A) and intensive- (Panel B) margin responses with the 1970 and 1982
REDS rounds. The top panel displays estimates using linear probability models for the effect on occupation
outcomes, based on a respondent’s primary occupation.37 The point estimate in (A3) is positive, though
noisily estimated, indicating that women in groundwater-rich villages were less likely in 1982 (than in 1970)
to report being an agricultural laborer, consistent with district-level results. Results are stronger when
subsampled to households with at least one member identifying as a wage laborer. In (2), treatment for
non-household head males living with household heads who are agricultural laborers implied a 26 percentage
point increase in the likelihood of also being a laborer. Responses for women move in the opposite direction;
women in households where at least one male is an agricultural laborer were 22 percentage points less likely
to be a laborer in 1982.38 This distinction is important because women working without their husbands or
other male relatives face stigma and restrictions, social or physical, on their outside working options. For
example, in the 1970 REDS round, 87 percent of women who identified as an agricultural laborer lived in
households where at least one male was also an agricultural laborer (76 percent) or resided in households
with no males older than 15 (11 percent). As well, women working on family farms may free up male labor
to pursue outside wage opportunities (Desai and Jain, 1994), and is a potentially efficient labor allocation
in the presence of a male wage premium.
Intensive-margin results for agricultural and non-agricultural wage laborers are shown in Panel B. Uncon-
ditional days worked for the year are shown in (1)-(2) and (5)-(6), with remaining columns conditioned on
positive days worked. All estimates are noisy and unable to reject the null of no change in the number of days
laborers worked between 1970 and 1982. In agriculture (non-agriculture), employed women report working
37 The 1970 round collected individual ‘secondary occupation’ data whereas the 1982 round did not. I therefore focus only
on primary occupation status.
38 A similar, albeit weaker effect is estimated when conditioning on the household head, instead of any male household
member, identifying as a laborer.
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an average of 161 (131) days, both below the 183 day cutoff employed by the census to categorize ‘main
workers’. Consequently, some of the difference in occupation results between census and REDS data may
be attributable to differences in how occupation affiliation is determined between REDS and the population
census.
Tests of Composition Effects in Laborer Markets
In the absence of worker productivity data, I examine worker characteristics which are plausibly related
to productivity, but find little support that compositional differences from the REDS data for 1970 and
1982 can explain increased inequality. The sample in Table 2.5 is the subset of workers identifying as
agricultural laborers or reporting a positive number of days performing agricultural laborer work (‘1(Ag
Wage)’), displayed alongside the remainder of adults in the sample aged 15-60 (‘All Others’).39 Linear
probability models are used for binary outcomes like illiteracy and whether anyone in the household has an
education above primary-level (B1-B2).
There are some noticeable differences in worker characteristics between groundwater and non-groundwater
villages that emerge over time. While treated location laborers are increasingly from households that are
poorer, and lack any family member with an above-primary education, they also are increasingly literate.
This reflects a broader development of declining illiteracy rates in groundwater locations, with a 16 percentage
point decline by 1982 (p < 0.01). That there are no significant differences in the triple interaction between
men and women in treated locations, casts doubt on the extent to which male labor-capital complementarities
confers an advantage through a human capital channel, for example in being able to read instructions to
operate a new piece of agricultural equipment. Additionally, but not presented, I find no evidence for
systematic changes in workforce composition according to land-holdings, using either land ownership as a
continuous variable, or with landlessness as a binary outcome.
Treatment Effects on Women’s Time-Use
Daily wages for female laborers in groundwater-rich locations may have mechanically declined because of
shorter workdays. I test this using the REDS 1982 Demographic Questionnaire and find a workday explana-
39 About 7.6 percent of the combined male and female sample not reporting agricultural labor as their primary activity
stated a positive number of days worked as a laborer.
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tion to be unlikely.40 In this survey module, women provided an hourly accounting of their activity over a
representative day for each of the three agricultural seasons.41 Table 2.6 offers results for the main agricul-
tural season, taken as the harvest period (November) for areas primarily growing rice and the sowing period
(October) for wheat, but results across all three seasons are largely comparable. Models in Panel A are
subset to women reporting positive time performing the described tasks, while Panels B and C include the
full, unconditional sample. While women in treated locations both work fewer hours (A1) and are less likely
to spend any time working (B1), treated village wage laborers (A2) did not spend significantly fewer hours
per day in wage labor; the point estimate of -0.09 hours, is only slightly greater than 1 percent of the sample
average workday length of 7.4 hours.42 In lieu of agricultural and paid work, women in groundwater-rich
villages spent substantially more time in domestic, unpaid activities like food preparation, cooking, cleaning,
fuel and water collection, and child-care (Panel C). Notably, there is no treatment effect on reported leisure
hours (C5), indicating that within-day intensive margin labor supply differences across households are largely
driven by differences in labor activity, not in total time expenditure.
2.6.4 Wheat Substitution and Negative Female Labor Demand
The Green Revolution’s effect on yield growth was uneven across crops, as observed earlier. Wheat by and
large registered the largest gains, partly because of pre-existing infrastructure advantages in areas already
growing wheat before 1966, but primarily because the HYV seeds for wheat were simply more productive
than for other crops. Figure 2.7a compares the average district-level wheat/rice yield ratio over five-year
periods for before (x-axis) and after 1966 (y-axis). The majority of observations lie above the 45◦ line
and indicate relatively stronger wheat yield growth, both in locations where pre-1966 wheat yields were
lower than rice yields (left of 1) and higher (right of 1). Inclusion in this plot requires having grown both
crops before and after 1966, but examining all districts that grew either rice or wheat (before and after 1966)
generates a similar pattern, as pictured in Figure 2.7b. These results are unlikely to be driven by groundwater
access alone, since subsetting to districts with below-median groundwater (< 20 percent) produces the same
pattern.
40 Comparable data was not collected in the REDS 1970 round.
41 Male time-use data was not collected in this survey instrument, ruling out male-female workday length comparisons.
42 The wage labor category does not differentiate between agricultural and non-agricultural work, but 79 percent of women
who reported positive time in this category lived with heads of household reporting farming, fishing, and hunting as a primary
occupation.
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In response, farmers in treated areas consequently intensified wheat production, increasing the area share
under wheat as seen in Figure 2.7c. By 1982, wheat’s share in treated districts averaged 13.3 percentage
points (p < 0.01) higher than in 1965. The stable pre-trend indicates this response was not driven by an
underlying secular trend. In contrast, the share of cropped area under rice did not start rising until the
mid-1970s, reaching only 2.4 percentage points (p = 0.227) above 1965-levels in 1982 (Figure 2.7d).
Wheat’s rising prominence affected labor markets not only through the wage channel, but also in having
a gender-biased effect on labor demand. Wheat production has historically been understood as male labor-
biased, particularly in comparison to rice, since a larger share of all work relies on upper body strength and
there is less demand for the sowing and weeding which differentiate rice production as more female labor
demanding (Boserup, 1970; Bardhan, 1984).
Evidentiary support for this claim has often been limited by data availability. I test this claim using
household-level data from the REDS 1999 round. Data on the number of crop-specific worker-days employed
for each agricultural operation (e.g., sowing/transplanting, irrigating, etc.) for each worker-type (e.g., casual
laborer, permanent laborer, family laborer) were collected from 4,612 cultivating households. I use this
data to test whether wheat is more male-labor intensive by running the following specification, for a unit of
analysis at the level of p plot operated by household h,
worker-daysmph
worker-daysph
= β11(Wheat)ph + β21(Other)ph + X
′
phξ + γh + εph
which controls for plot size and land ownership status, and includes household fixed effects. Observations
are weighted using household sampling weights and standard errors are clustered by village.
Table 2.7 presents results with β1 the coefficient of interest, interpreted as effect of growing wheat relative
to rice (omitted) on the male share of total labor demanded. Column (1) indicates that wheat production
involves an 8.8 percentage point (p < 0.026) higher intensity of male labor than rice production. Since this
may be driven by differences in female labor supply across households growing rice and growing wheat, (2)
subsamples to only households growing both rice and wheat and leads to a 6.6 percentage point estimate
(p < 0.014). Since the production conditions facing the average farm in 1999 may be unlike those in the
1960s and 1970s, it is not immediately clear that these recent labor arrangements are informative about
labor demand decisions made during the Green Revolution. To address this, I take various subsamples that
better approximate the operating conditions of that time period. In Panel A, (3) drops households not
using HYVs for any crop while (4) drops households in Punjab, Haryana, and Uttar Pradesh which were
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the locations where the Green Revolution was most successful. In Panel B, (1-3) respectively subsamples
to households from villages not atop a groundwater aquifer, households not applying irrigation to another
crop, and households that neither owned not rented mechanized farm equipment (e.g., tractor, disc harrow,
power tiller, etc.). These results all corroborate relatively greater male labor share in wheat production
than for rice. In this sample, rice trails wheat as the second most important crop for the rabi season,
supporting the implicit assumption in these models that rice is the appropriate counterfactual of what would
be planted had wheat been less successful. As an additional check, all non-wheat crops are pooled into a
single omitted category against which the marginal effect of wheat on male labor share is estimated, and
produces always positive effects of slightly smaller magnitudes than when benchmarked against rice alone,
shown in Table 2.15.
Differences in total labor requirements across crops also appear to be an important factor. Consider
Figure 2.8 which illustrates the distribution of total worker-days allocated to the production of a unit acre of
rice and wheat. For nearly every major operation, the amount of work involved in rice cultivation, at least as
measured in total worker-days, exceeds that for wheat. While these figures do not control for other factors
which may be correlated with crop choice or location, restricting the sample to only households that do not
use HYVs, or farms which neither possess nor hired mechanized equipment, produce very similar results.
Additionally, focusing only on households that in the sample year grew rice and wheat reveals comparable
labor demands for all activities aside from transplanting/sowing and weeding, both for which rice required
an additional 7 worker-days. As a result, more intensive wheat production can plausibly be linked to lower
overall labor requirements. Under conditions of male under-employment, available work may more likely be
given to male workers, and mechanically generating an opportunity deficit for women laborers.
In Section 2.6.3, I estimated declining female wage labor participation in treated areas, using both district-
level and individual-level data. Similarly, if the shift towards wheat disproportionately favored male labor,
then presumably women would cut-back their participation rates. Table 2.8 offers supporting evidence using
both the pre-period 1961 cross-section alone (Panel A) and the decadal panel from 1961-1981 (Panel B). In
both sets of results, a higher wheat share is correlated with lower female wage labor participation, estimated
at a drop of 2.1 percentage points for each 10 percentage point increase in wheat share. Since the 1971 census
deviated significantly in how employment status was captured, with particularly large effects for women who
tend to work fewer days per year to begin with, I also run a panel using 1961 and 1981 data and find similar
results.
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2.6.5 Alternative Channels
In this section I consider alternative mechanisms that could potentially drive the observed wage and labor
responses, and reason why they offer a less compelling explanation than the preferred crop substitution
channel.
Gendered Selection Across Tasks or Timing
Gendered sorting into peak and off-peak season labor, or across agricultural operations with different pre-
vailing wages, may contribute to wage divergence. To address this, I use the operation-specific (o) wage
ratio, wodtmwodtf , as the dependent variable which implicitly subsamples to month × operation × location wage
records reported for men and women.4344 For efficiency gains I further pool estimates into three-year inter-
vals. Figure 2.13 indicates that a significant male premium persists under these restrictive conditions. In
a generalized DID setup, this estimated premium is 9.3 percent (p=0.023) which is a smaller than under
the triple difference specification, thereby limiting but not ruling out a sorting contribution to rising wage
inequality. For example, men and women may be simultaneously engaged in harvesting, but differentially
into higher- and lower-value crops which is a level of task disaggregation not available in any of the available
datasets. Alternatively tasks may be divisible, with gendered division into sub-tasks.
Income Effects
Income effects may have contributed to women’s withdrawal from wage labor, though in isolation would have
led to wage increases in the absence of a demand shock. I examine this first at the district-level and then with
REDS. Using unit area crop revenues as a proxy for agricultural income, I do not find statistically significant
support that locations experiencing the largest revenue increases also saw reductions in FLFP. Using the
1970 and 1982 REDS rounds, Figure 2.9a uses binned scatterplots to illustrate the relationship between
log total household expenditure, the running variable, and binary occupational outcomes.45 In 2.9a which
43 Operations for which male and female wages may be simultaneously reported vary by time-frame. Before 1972, these
operations are field labor, reaping & harvesting, sowing, weeding, and other labor. From 1973, only field labor and harvesting
are available for both sexes.
44 This presumes that wage availability in a given month is indicative of that task being performed in the stated time, which
Kurosaki and Usami (2016) call into question given the occasional reporting of task wages outside the timeframes customary
for a given location.
45 All models partial out village × year fixed effects, household size, education attainment, marital status, and total land
ownership.
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relates expenditure to agricultural wage labor participation, participation for both sexes smoothly declines
across expenditure deciles, with male supply slightly more elastic. Whereas men in richer households are
more likely to be self-employed farmers (2.9b), household expenditure cannot predict women’s likelihood. In
both figures, female participation rates are lower than male across the entire expenditure support. Assuming
only the effect of a supply shock from higher-income females leaving the workforce, then women’s wages
would have had to increase or the FLFP of lower-income women would have risen. Figure 2.9d compares the
extensive margin elasticities for women in 1970 and 1982, with all pre-log household expenditures deflated
to 1973/74 Indian rupees, and there is little evidence of the clockwise pivoting of these curves over time that
would be consistent with an income effect explanation.
Investments in Farm Machinery
I do find support for the Green Revolution spurring investment in improved farm equipment. Figure 2.10
indicates a steady increase in tractor purchases that accelerates in the late-1970s. Tractors are imperfect
substitutes for bullocks, and their growth appears to be related to the reduction in bullocks.46 However, the
gradual rise in tractor usage appears to be inconsistent with the immediate post-1966 wage response. As well,
the most immediate effect of introducing tractors would be to displace ploughmen, presumably depressing
male wages. While it is ex ante ambiguous whether tractors are net labor-displacing or labor-augmenting
(Billings and Singh, 1970), to be consistent with the reduction in female labor, the effect would have to be
both labor-displacing and biased towards female-dominated tasks. In contrast, Mencher and Saradamoni
(1982) claim that mechanization primarily displaced traditionally male tasks.
Manufacturing Sector Spillover Effects
Labor demand competition from non-agricultural sectors could plausibly have driven male laborer wage
growth, but there is little evidence to support this.47 First, Figure 2.14 demonstrates that in groundwater-
rich locations, and in general, manufacturing accounts for a small share of total rural male employment,
and therefore is unlikely to have influence over the significantly larger wage labor sector. Second, census
employment data shows that manufacturing employment growth for men and women was slower in Green
46 Many of the operations performed by bullocks, such as ploughing, tilling, and transport can be performed by tractors in
less time.
47 The manufacturing share of female labor is substantially lower than for men.
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Revolution locations, consistent with (Foster and Rosenzweig, 2004) who find higher activity in the tradeables
sector where agricultural wages were low.
2.6.6 Robustness Checks
This section describes robustness checks that address plausible threats to identification, and test estimate
stability under alternative specifications or samples of the data.
Threats of State-Specific Effects
There are two primary concerns about the role of states. First, high spatial correlation in groundwater
endowments as observed in Figure 2.3 suggests that time-varying, state-specific influences like input subsidy
programs or infrastructure investments are potential confounds.48 I address this by including state × year
fixed effects, which are more flexible than state linear or quadratic trends. In columns (2) of Table 2.11.
This dampens the point estimate for the log wheat yield model from 0.198 to 0.116, but also shrinks the
standard errors and is significant at the 5 percent level. Including these fixed effects increases the point
estimates for the log rice yield and log gross unit area revenue. In columns (3) of Table 2.12, adding state
× year dummies reduces the male wage premium estimates, which remain significant at the 5 percent level.
Second, Punjab and Haryana are widely considered the most successful Green Revolution states. They
had better irrigation facilities to begin with and had already been planting wheat before the HYVs were
introduced. To what extent are the findings due exclusively to these two states? Their removal from the
sample negatively affects the point estimates in the agricultural outcomes models, halving the treatment
effect on rice. Regardless, the revenue effects remain substantial at 17 percent (dropping Punjab) and 15
percent (dropping Punjab and Haryana). Dropping them from the wage sample in Table 2.12 does not much
impact the point estimates.
Sensitivity Tests of Male Wage Premium to Model Specification and Wage Construction
Agricultural wages are published at the level of gender × month × operation × village (reporting center) ×
year. Earlier results were from a district fixed effects specification, whereas the data permits including village
48 Any time-invariant state-level feature is absorbed in the district fixed effects for all district-level panel models.
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fixed effects. One ensuing complication is village composition is more unbalanced; a village may report in
fewer than 20 percent of all years. Columns (2) in Table 2.12 show this addition has little effect. A related
feature is that some villages do not begin reporting until right before 1966 or even afterwards. As a result,
these locations offer no pre-treatment information and possibly bias the male wage premium estimate. To
address this, Panel B includes only those villages which reported wage data before 1960, and therefore offer
a more robust set of pre-treatment observations. For each column, the estimate size with this subsample
increases, though it should be noted that Uttar Pradesh drops entirely from the sample in (7). Results are
also not driven by a single agricultural operation; following a leave-one-out procedure always generates a
significant male wage premium in the range of values shown in Table 2.12.
Unbalancedness also arises at the observation unit. As an example, a gender × operation wage may be
listed in month m for year t, but not for t + 1. This creates the adverse effect of some locations reporting
more observations per year than other locations. To partially address this, I perform two types of averaging.
The first involves averaging over all relevant wages to calculate an average gender × district × year wage.
The second replicates this process at village-level. Both of these processes obviate concerns that results are
driven by overweighting from locations with more frequent reporting. The respective results are in columns
(3) and (4) of Table 2.16 and can be compared against baseline values in (1) and (2). For both the full sample
and the truncated sample of villages reporting wage data before 1966, the averaging procedure decreases
the male wage premium point estimate, but in all specifications retains statistical significance at less than 1
percent.
Conley Spatial-Adjusted Standard Errors
The main specification allows for arbitrary serial correlation of errors across observations for districts from
the same National Sample Survey region. This approach assumes no correlation in the error structure for
districts in different regions, even though they may be geographically proximate. Spatially-corrected Conley
standard errors relax this assumption, and allow for error correlation between locations within a given
distance × time lag from each other, using a Bartlett cutoff kernel (Conley, 1999; Hsiang, 2010). The top
panels of Table 2.9 and 2.10 respectively present estimated standard errors for models with log unit area
revenue and log daily wage as dependent variables when clustered by district, region, and state. As the
spatial scale of clustering grows, standard errors on the specified treatment interaction widen, yet remain
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significant at the 1 percent level.49 The lower panels demonstrate how standard errors respond to changes
in distance and lag length cutoffs, and remain highly significant at below the 1 percent level for all distance
× lag combinations.
Randomization Inference
What is the likelihood that estimated effects are a product of chance or model misspecification? I test this
by employing randomization inference and generating groundwater ‘pseudo-samples’ which randomly re-
assign district-level groundwater coverage values among districts in the same state. Under this approach, all
samples possess the same within-state distribution of groundwater values as in the true data sample, but are
randomly shuffled in each iteration.50 Since my specifications use a time-invariant groundwater variable, the
re-assigned values are held constant throughout the entire time period. Consider reassignment for only two
districts i, j, i 6= j and any periods t, t+∆. If Gi, Gj are the true groundwater coverage values, reassignment
implies the treatment permutation of G
′
j = Gi, G
′
i = Gj for all t, t + ∆ periods. This provides an exact
test statistic that avoids relying on asymptotic theory and distributional assumptions (Gerber and Green,
2012; Young, 2016). Figures 2.11a and 2.11b respectively depict the β sampling distribution from 10,000
within-state groundwater permutations for models with log gross unit area revenue (treatment variable:
1{t ≥ 1966} × Groundwaterr %) and log wage (treatment variable: 1{t ≥ 1966} × Groundwaterr % × 1
{ Male } ) as the dependent variable, where r superscripts denote randomly assigned groundwater values.
In Figure 2.11a, the ‘true’ β of 0.214 lies at the 95th percentile. The sampling distribution is centered at
0.15 instead of zero, largely because of limited variation of within-state groundwater values. For example,
a model consisting only of state fixed effects explains more than two-thirds of the cross-sectional variation
in groundwater values. Permutations will therefore re-assign positive groundwater values across districts
within a state, and have a limited null effect for states where cross-district groundwater variation is small.
By comparison, consider an experiment where half the observations belong to a control group, and the other
half the treatment group. For some number of treatment re-assignments, all true control group members will
be treated and treatment group members untreated. This configuration creates the mirror opposite of the
true treatment assignment, and therefore should generate the strongest null result, assuming the treatment
49 In the absence of block-bootstrapping, the estimated standard errors in columns (3) are likely too conservative given the
small number of clusters (Cameron and Miller, 2015), but is presented without adjustment for purposes of comparison.
50 This procedure is also referred to as permutation inference. The Green Revolution’s simultaneous introduction across the
entire country prevents random assignment in the time dimension.
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is responsible for observed effects. In regards to re-assignment of groundwater values, the absence of mirror
opposite treatment assignment positively shifts the sampling distribution. The distribution of pseudo-sample
male wage premium estimates in Figure 2.11b is centered at 0 and has wider tails. The true effect size is at
the 96th percentile of this distribution.
Effects from Other Geophysical Characteristics
I consider the possibility that omitted variables, unaccounted for in the specification which includes state
× year fixed effects, may be positively biasing groundwater estimates, especially since groundwater volumes
may be a function of surface water recharge. In Table 2.11, columns (3) and (4) cumulatively add vari-
ables capturing geophysical characteristics which are fully-interacted with year dummies, providing maximal
flexibility in their effect. Column (3) addresses the potential role that surface water irrigation may have
played in exploiting the HYVs, and allows for the possibility that effects are not driven by groundwater
access, but rather a broader set of irrigation sources. In this specification, the share of district area within
20 kilometers of a named river is included as an explanatory variable that is interacted with the full set of
year fixed effects.51 It is unlikely that irrigation projects are diverting river water that far away from source,
and therefore this captures a likely upper bound on the share of irrigable land. Including these variables
has no effect on the groundwater estimate. In (4), I add 26 soil and slope dummies coded in the World
Bank dataset to incorporate non-hydrological characteristics that could influence HYV adoption and output
productivity. Their inclusion dampens the treatment effect magnitude on wheat yields and crop revenue,
but increases it on rice yields. In each of these models, estimated treatment effects when including soil and
slope dummies are within one standard deviation of the benchmark model estimate.
2.7 Conclusion
In this paper I have estimated the Green Revolution’s effect on gender wage inequality in Indian agricultural
labor markets. Using plausibly exogenous access to groundwater resources to proxy for Green Revolution
intensity, I find that areas rich with groundwater were better suited to exploiting the newly available high-
yielding varieties and experienced significant growth in yields, crop revenues, and input intensity. Using
51 These values are constructed using the India inland water shapefile originally sourced from Digital Chart of the World
and available at http://www.diva-gis.org/datadown.
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annual, district-level wage data I find the consequent labor demand shock was male-biased, and widened
pre-existing gender wage inequality. Multiple, individual-level datasets on labor allocation, time-use, and
earnings provide support for a mechanism that links wheat production to women’s labor outcomes. Since
wheat is comparatively male labor-intensive, the rising concentration of wheat production in response to
significant wheat yield growth depressed female labor demand, and reduced women’s wages and employment
shares. I find limited empirical support for alternative explanations that would generate results of the correct
sign and timing, from plausible channels like manufacturing employment growth, in-migration, changes in
the laborer workforce composition, or investments in farm mechanization. State-backed interventions like
electrification programs and subsidy regimes helped expand HYVs and therefore Green Revolution adoption.
This paper consequently captures the mean effect of all these interactions which collectively lowered barriers
to implementing Green Revolution practices.
This paper offers three key implications. First, technical change can create gender-biased employment
effects without differentially modifying women’s and men’s labor productivity. Instead, by increasing the
productivity of a pre-existing gender-biased technology more than a gender-neutral one, producers shift
towards the former with the outcome approximating gender-biased technical change. Second, women’s
substitution of paid labor with unpaid cultivation and domestic work shows that the declines in female
labor force participation conventionally associated with manufacturing growth in the feminization U-shaped
hypothesis can result from changes in agriculture alone without appeal to manufacturing. In this context,
there is limited growth in firm employment, yet women’s participation still registered a sizable reduction.
Lastly, since expenditures on children’s health and education may respond to the division of income between
husband and wife, this setting casts technological change as potentially contributing to longer-term, non-
labor consequences. Examining how the distributional effects of the Green Revolution may have led to
changes in human capital investments or fertility behavior are important and promising areas for future
research.
These findings are particularly salient given the current promotion of Green Revolution policies and
technologies throughout sub-Saharan Africa, where indigenous crops had largely been passed over in the
first-generation development of HYVs (Pingali, 2012; Dawson et al., 2016). One potential means of reducing
the likelihood of productivity gains exacerbating inequalities would be to target R&D efforts on crops that
more intensively employ women, or are more likely to be farmed by women. While Doss (2002) finds
limited support using survey data from Ghana for a clean differentiation of ‘male’ and ‘female’ crops, she
offers evidence that staple crops are more likely to be grown by women. Assuming fixed gender roles
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that are not responsive to yield improvements, a tenuous claim given evidence from Burkina Faso (Doss,
1999), gains targeted to staples would more likely reduce gender inequality. In striving for progress on
Sustainable Development Goals 1 (ending poverty), 2 (achieving food security), and 5 (achieving gender
equality), initiatives like the Alliance for a Green Revolution in Africa will likely encounter trade-offs, as
satisfaction of some goals may undermine others. Further research is needed to determine if the technologies
and practices that are most effective in strengthening food security come at the expense of women’s outcomes,
as in India’s Green Revolution. If such is the case, then multiple policy instruments may be necessary to
simultaneously increase agricultural productivity and further promote women’s economic empowerment.
FIGURES 40
Figure 2.1: Gender Division of Agricultural Labor by Activity
(a) Activity Division by Gender and Crop (b) Activity Division by Gender
Notes: In (a), total worker-days are summed for each activity across all plots growing rice or wheat in the
REDS 1999 sample. ‘Other’ activities include land preparation, fertilizer application, irrigation management,
and an unspecified other category. In (b), total worker-days are summed across each operation for all
observations in the National Sample Survey’s Employment Unemployment Survey for 1983 (Round 38) and
2004 (Round 60). ‘Other’ activities are unspecified in the original data.
Data: REDS 1999; National Sample Survey Employment Unemployment Survey Rounds 38 (1983), 60 (2004)
FIGURES 41
Figure 2.2: Crop-Wise HYV Share of Gross Cropped Area
Notes: The crop-specific fraction of area cropped with high-yielding variety seeds (HYVs) is plotted on the
y-axis. Values are totals for all of India.
Data: Ministry of Agriculture, Government of India
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Figure 2.3: District Area Share Covering Unconsolidated Aquifers
Notes: District groundwater coverage is a continuous measure and is computed as the share of district area
covering unconsolidated groundwater formations using 1961 Census of India district boundaries. REDS
villages are marked as red stars.
Data: Geohydrological Map of India 1969
FIGURES 43
Figure 2.4: Time-Varying Effect of Groundwater Coverage on HYV Coverage
Notes: HYV coverage is defined as the combined share of rice, wheat, maize, sorghum, and pearl millet area
planted with high-yielding varieties (HYVs). Plotted coefficients are year-varying effects of groundwater coverage,
measured in percent [0,1], with the marginal effect interpreted in percentage point changes of HYV coverage.
Model includes year and district fixed effects, and the set of current and lagged temperature and precipitation
variables described in Section 2.4.4. Observations are weighted by 1961 gross cropped area and standard errors
are clustered by 1983 National Sample Survey region. Dashed lines represent 95 percent confidence intervals.
Results are for 271 districts from 1956-1987.
Data: World Bank Climate and Agriculture; Geohydrological Map of India 1969
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Figure 2.5: Time-Varying Effect of Groundwater on Male and Female Agricultural Laborer Wages
Notes: Coefficients from models separately regressing log nominal male and female wages on groundwater
coverage interacted with year dummies. Both models include year, district, month of year, and agricultural
operation fixed effects. Standard errors are clustered by 1983 National Sample Survey region.
Data: Agricultural Wages in India; Geohydrological Map of India 1969; Vanneman and Barnes (2000)
FIGURES 45
Figure 2.6: Time-Varying Effect of Groundwater on Male Laborer Wage Premium
Notes: Plotted coefficients are the marginal effect of the triple interaction of groundwater coverage, 1(male),
and time dummies (pooled into two-year intervals) on log nominal wages, as specified in Equation (2.6.2).
Model includes district, year, month of year, gender, and agricultural operation fixed effects. Standard errors
are clustered by 1983 National Sample Survey region.
Data: Agricultural Wages in India; Geohydrological Map of India 1969; Vanneman and Barnes (2000)
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Figure 2.7: Wheat and Rice Yield and Area Share Response
(a) Districts Growing Wheat and Rice (b) Districts Growing Wheat and/or Rice
(c) Wheat Area Share (d) Rice Area Share
Notes: Row 1: Figures compare the 1961-1965 average (a) wheat/rice yield ratio, and (b) wheat and rice
yields in tonnes per hectare (x-axis) against the same quantities averaged over 1966-1970 (y-axis). The black
lines in both (a) and (b) denote 45◦. Row 2: Area shares vary by district-year and are computed as the
ratio of area cropped with wheat or rice to the sum area of all crops. Plotted coefficients are year-varying
effects of groundwater coverage, measured in percent [0,1], with the marginal effect interpreted in percentage
point changes of crop coverage. Models includes year and district fixed effects, and the set of current and
lagged temperature and precipitation variables described in Section 2.4.4. Observations are weighted by
1961 gross cropped area and standard errors are clustered by 1983 National Sample Survey region. Dashed
lines represent 95% confidence intervals. Results are for 271 districts from 1956-1987.
Data: World Bank Climate and Agriculture; Geohydrological Map of India 1969
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Figure 2.8: Boxplots of Total Unit Acre Labor Requirements, by Agricultural Operation for Rice and Wheat
Notes: Each boxplot shows the distribution of total unit acre worker-days for rice and wheat plots, computed




Figure 2.9: Relationship Between Household Expenditure and Extensive Margin Labor Supply
(a) Agricultural Wage Work (b) Self-Employed Farming
(c) Agricultural Wage Work, Males (d) Agricultural Wage Work, Females
Notes: Row 1: Binned scatterplot results depicting relationship of log total household expenditure with
a dummy dependent variable for, (a) agricultural wage laborer, and (b) self-employed farmer, according
to respondent’s usual activity status. Row 2: Similar to Row 1, but with separate response functions by
year for (c) men and (d) women. Sample is subset to individuals aged 15-60. Expenditures are deflated
to 1973/74 Indian rupees using the state-level consumer price index for agricultural laborers (Besley and
Burgess, 2000). All models partial out village × year fixed effects, household size, education, marital status,
and total land ownership.
Data: REDS 1970, 1982
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Figure 2.10: Groundwater Coverage and Farm Equipment Capital Stock
(a) Tractor Density (b) Bullock Density
Notes: Both outcomes are measured as number of units per thousand cropped hectares. Plotted coefficients
are year-varying effects of groundwater coverage, measured in percent [0,1]. Both models include year and
district fixed effects, and the set of current and lagged temperature and precipitation variables described in
Section 2.4.4. Observations are weighted by 1961 gross cropped area and standard errors are clustered by
1983 National Sample Survey region. Dashed lines represent 95 percent confidence intervals. Results are for
271 districts from 1956-1987.
Data: World Bank Climate and Agriculture; Geohydrological Map of India 1969
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Figure 2.11: Sampling Distributions From Randomization Inference Tests
(a) y = Log Gross Revenue Ha−1 (b) y = Log Wage
Notes: Histograms plot the sampling distribution of the coefficient of interest from 10,000 permutations of
within-state groundwater values for (a) ‘1(t ≥ 1966) × Groundwater %’, with log gross unit area revenue
the dependent variable and (b) ‘1(t ≥ 1966) × Groundwater % × 1(Male)’, with log wage the dependent
variable. Specification in (a) is comparable to that for Figure 2.4. Specification in (b) is comparable to that
for Figure 2.6. Figure (b) truncates values below the 0.1 and above the 99.9 percentile levels.
Data: World Bank Climate and Agriculture; Agricultural Wages in India; Geohydrological Map of India
1969
TABLES 51Table 2.2: Summary Statistics
Mean Min Max SD N
Agricultural Wages in India (1958-1983)
Male Wage (Current Rs.) 4.35 0.18 30 3.18 21104
Female Wage (Current Rs.) 4.05 0.18 25 2.72 29291
1(Sowing) 0.27 0 1 0.44 50395
1(Weeding) 0.047 0 1 0.21 50395
1(Harvesting) 0.27 0 1 0.45 50395
1(Field Labor) 0.26 0 1 0.44 50395
1(Other Labor) 0.15 0 1 0.36 50395
World Bank India Agriculture and Climate (1956-1987)
Rice Yield (t/ha) 1.03 0 24 0.69 8672
Wheat Yield (t/ha) 0.97 0 18.0 0.73 8672
% Rice Area 0.30 0 1.00 0.31 8672
% Wheat Area 0.14 0 0.73 0.15 8672
% HYV for Eligible Crops 0.23 0 1 0.26 8672
% Gross Area Irrigated 0.24 0 1 0.21 8655
Cropping Intensity 1.21 0.50 4.38 0.19 8654
Groundwater Coverage (%) 0.41 0 1.00 0.42 271
Population Census (1961, 1971, 1981)
Male, % Agricultural Laborers 0.11 0.0016 0.31 0.062 889
Female, % Agricultural Laborers 0.092 0.00027 0.34 0.079 889
Male, % Cultivators 0.33 0.023 0.56 0.093 889
Female, % Cultivators 0.14 0.0019 0.71 0.13 889
Male, % Part-Time Workers 0.012 0.00014 0.10 0.010 889
Female, % Part-Time Workers 0.088 0.00030 0.42 0.067 889
Rural Economic and Demographic Survey (1970, 1982)
1(Female) 0.48 0 1 0.50 33596
Age 32.7 15 60 13.3 33596
Household Size 8.39 1 43 4.40 33596
1(Illiterate) 0.53 0 1 0.50 33596
1(Hindu) 0.88 0 1 0.32 33596
1(Ag Laborer) 0.20 0 1 0.40 33596
1(Self-Employed Farmer) 0.18 0 1 0.38 33596
Days Earning Ag Wages 174.8 1 365 80.7 5973
Days Earning Non-Ag Wages 169.0 1 365 98.0 1051
1(Landless) 0.20 0 1 0.40 33596
Land Owned (ha.) 3.37 0 92 5.02 33596
Total Expenditure Per Capita (Rs. 1973/74) 692.6 60.1 8268.8 442.1 33596
1(Groundwater) 0.54 0 1 0.50 33596
Notes: Crop area shares are computed based on gross cropped area. The HYV share measure is
the ratio of total area planted with HYVs to area planted with all varieties for the HYV-eligible
crops (wheat, rice, maize, sorghum, and pearl millet).
Data: World Bank Climate and Agriculture; Vanneman and Barnes (2000); REDS; Geohydro-
logical Map of India 1969
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Table 2.3: Gender Decomposition of Daily Wages Using AWI and REDS Data
Panel A: Log Agricultural Wages (AWI 1958-1983)
(1) (2) (3) (4)
Male 0.240∗∗∗ 0.260∗∗∗ 0.234∗∗∗ 0.244∗∗∗
(0.0245) (0.0252) (0.0192) (0.0264)
Male × 1(Groundwater) -0.0383
(0.0474)
Mean DV 1.27 1.27 1.27 1.27
Operation FE X X X
Village FE X X
N 37938 37938 37938 37938
Adj. R2 0.700 0.707 0.867 0.867
Panel B: Log Agricultural Wages (REDS 1970)
(1) (2) (3) (4)
Male 0.422∗∗∗ 0.320∗∗∗ 0.322∗∗∗ 0.344∗∗∗
(0.0376) (0.0255) (0.0263) (0.0316)
Male × 1(Groundwater) -0.0564
(0.0518)
Mean DV 0.74 0.74 0.74 0.74
Village FE X X X
Controls X X
N 3082 3082 3082 3082
Adj. R2 0.167 0.745 0.760 0.760
Panel C: Log Non-Agricultural Wages (REDS 1970)
(1) (2) (3) (4)
Male 0.501∗∗∗ 0.382∗∗∗ 0.370∗∗∗ 0.404∗∗∗
(0.0906) (0.0894) (0.0948) (0.0956)
Male × 1(Groundwater) -0.0937
(0.195)
Mean DV 0.84 0.84 0.84 0.84
Village FE X X X
Controls X X
N 507 507 507 507
Adj. R2 0.188 0.629 0.625 0.625
Notes: Models using AWI data (Panel A) include wages for all operations
other than ploughing and ‘other field labor,’ and include year and month
fixed effects. Observations are clustered by National Sample Survey region.
Models using REDS 1970 data (Panels B,C) are weighted using sampling
probability weights, with observations clustered by village. The included
controls for these models are education, marital status, age, and age2.
Data: Agricultural Wages in India; REDS 1970; Geohydrological Map of
India 1969
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Table 2.4: Effect of Groundwater Access on Occupational Affiliation
Dependent Variable: Share of Rural Population by Reported Primary Source of Earnings
% Ag Laborers % Cultivators % Part-Time
Male Female Male Female Male Female
(1) (2) (3) (4) (5) (6)
1971 × Groundwater % 0.0075 -0.031∗∗∗ 0.0096∗ 0.12∗∗∗ -0.00018 0.030∗∗
(0.0067) (0.0070) (0.0052) (0.025) (0.00069) (0.013)
1981 × Groundwater % 0.0082 -0.050∗∗∗ 0.0032 0.082∗∗∗ 0.00015 0.023∗
(0.0077) (0.0077) (0.0056) (0.025) (0.00048) (0.012)
DV Mean 0.12 0.10 0.32 0.11 0.01 0.07
N 880 880 880 880 880 880
Adj. R2 0.75 0.57 0.83 0.74 0.17 0.57
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Percentage values in (1)-(4) are constructed using the total number of rural workers (main and marginal)
by occupation and the total rural population. Values in (5)-(6) are computed using the population statistics of
marginal workers. ‘Groundwater %’ is the share of district area covering unconsolidated groundwater aquifers
and spans [0,1]. All estimates are relative to the omitted interaction of 1961 × Groundwater %. All models
include district and year fixed effects, and the set of contemporaneous and lagged weather variables. Observations
are weighted by 1961 district-level rural population. Standard errors are clustered by 1983 National Sample
Survey region.
Data: Vanneman and Barnes (2000); Geohydrological Map of India 1969
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Table 2.5: Tests for Selection on Observables of Agricultural Laborers
Panel A
Age 1(Illiterate)
1(Ag Wage) Others 1(Ag Wage) Others
(1) (2) (3) (4)
1982 × 1(Groundwater) × 1(Male) -1.890 -3.358∗ -0.0476 -0.0182
(3.796) (1.797) (0.108) (0.0698)
1982 × 1(Groundwater) -0.287 -0.340 -0.104∗ -0.162∗∗∗
(3.295) (1.031) (0.0595) (0.0588)
Mean DV 34.88 32.20 0.69 0.55
N 8127 25469 7952 24389
Adj. R2 0.0906 0.0405 0.267 0.378
Panel B
1(HH Edu > Primary) Log Total Exp PC
1(Ag Wage) Others 1(Ag Wage) Others
(1) (2) (3) (4)
1982 × 1(Groundwater) × 1(Male) 0.180∗ -0.0272 -0.00516 0.0625
(0.0983) (0.0425) (0.0778) (0.0451)
1982 × 1(Groundwater) -0.291∗∗∗ -0.0262 -0.160∗∗ -0.130
(0.0730) (0.0655) (0.0760) (0.0937)
Mean DV 0.32 0.67 6.10 6.32
N 8061 25284 8127 25469
Adj. R2 0.274 0.325 0.403 0.418
Notes: Dependent variable in each model is the individual-specific observable (row 1 ). Models
are then subset to agricultural laborers (‘1(Ag Wage)’) or everyone else (‘All Others’) (row 2 ).
Groundwater is a binary measure for whether village is located above an unconsolidated aquifer.
Omitted category is 1970 × 1(Groundwater). Respondents are coded as agricultural laborers
(‘1(Ag Wage)’ in column headings) if they primarily identify as an agricultural laborer or
reported a positive number of days worked over the research period, while ‘All Others’ includes
the remainder of the population of sampled individuals aged 15-60. Respondents in (B1-B2)
are coded as 1 if any household member has an education exceeding primary-level. Expenditure
values in columns (B3-B4) are deflated to 1973/74 Indian rupees using the state-level consumer
price index for agricultural laborers (Besley and Burgess, 2000). All models include village and
year fixed effects, as well as all two-factor interactions from year, groundwater, and sex, that
are not displayed. Observations are weighted by household-level sampling probability weights.
Standard errors are clustered by village.
Data: REDS 1970, 1982; Geohydrological Map of India 1969
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Table 2.6: Cross-Sectional Evidence Using Women’s Time-Use Records
Panel A: Conditional Daily Hours Spent in Work Activities
Total Work Wage Labor Agriculture Other Work
(1) (2) (3) (4)
1(Groundwater) -1.880∗∗∗ -0.0896 -1.633∗∗∗ -1.763∗∗
(0.317) (0.566) (0.479) (0.707)
Mean DV 6.67 7.43 6.26 3.24
N 3780 840 1915 429
Adj. R2 0.156 0.179 0.184 0.235
Panel B: Unconditional Daily Hours Spent in Work Activities
Total Work Wage Labor Agriculture Other Work
(1) (2) (3) (4)
1(Groundwater) -2.724∗∗∗ -1.230∗∗∗ -1.759∗∗∗ 0.0396
(0.351) (0.313) (0.326) (0.112)
Mean DV 4.49 1.54 1.87 0.26
N 5333 5333 5333 5333
Adj. R2 0.302 0.202 0.176 0.0314
Panel C: Unconditional Daily Hours Spent in Domestic Activities
Household Work Grinding Grain Collection of Leisure
Fuel Water
(1) (2) (3) (4) (5)
1(Groundwater) 1.407∗∗∗ 0.754∗∗∗ 0.325∗∗ -0.0764 0.0336
(0.301) (0.186) (0.134) (0.111) (0.265)
Mean DV 7.05 0.82 0.39 0.50 5.23
N 5333 5333 5333 5333 5333
Adj. R2 0.167 0.246 0.0706 0.0570 0.0636
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Dependent variables are activity-specific number of hours spent during a representative day
in the primary agricultural season (harvest time for rice-growing locations, sowing-time for wheat).
Panel A models restrict the sample to women reporting positive time in the specified category,
while Panels B and C include the full sample of women respondents. Total work (A1, B1) is the
sum of time engaged in wage labor, agricultural work, cattle care, salaried employment, and ‘other
work’, including in crafts and services, marketing, trading and business, and fishing. Household work
consists of cleaning, washing, cooking, and food collection, and is mutually exclusive to other Panel
C activities. Groundwater is a binary measure for whether village is located above an unconsolidated
aquifer. All models control for age, age2, caste, religion, years of schooling, number of living children,
number of respondents in household, husband’s age and age2, and husband’s years of schooling.
Sampling weights used in all models. Standard errors are clustered at the level of village.
Data: REDS Demographic Questionnaire 1982; Geohydrological Map of India 1969
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Table 2.7: Effect of Crop Choice on Male Share of Total Worker-Days
Dependent Variable: Male Share of Total Worker-Days
Panel A
Full 1(Grows Rice 1(Does Not 1(Not Original
Sample & Wheat) Use HYVs) GR States)
(1) (2) (3) (4)
1(Wheat) 0.0878∗∗∗ 0.0655∗∗∗ 0.0843∗∗∗ 0.0916∗
(0.0258) (0.0137) (0.0106) (0.0486)
DV Mean 0.64 0.74 0.66 0.58
Household FE X X X X
N 10726 3327 3843 7603
Adj. R2 0.716 0.698 0.805 0.650
Panel B
Household Lacks
Groundwater Any Irrigation Mechanized Machinery
(1) (2) (3)
1(Wheat) 0.0550∗ 0.175∗ 0.178∗
(0.0295) (0.0915) (0.100)
DV Mean 0.54 0.56 0.58
Household FE X X X
N 4798 1940 2497
Adj. R2 0.657 0.601 0.614
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Results from crop-level data for full sample of 4,612 households. Rice is
the omitted crop category, and all non-rice, non-wheat crops are estimated as
a separate, undisplayed category. Column (A3) restricts sample to households
that not using HYVs on any plot. In (A4), households from Punjab, Haryana,
and Uttar Pradesh are dropped from the sample. Column (B1) restricts the
sample to households in villages not atop an unconsolidated aquifer, while (B2)
subsets to households not irrigating any plot. The sample in (B3) consists only
of households who neither possessed any mechanized farm equipment assets
nor had a positive expenditure on renting mechanized equipment. All models
control for plot size and land ownership status. All observations weighted
by household sampling probability weight. Standard errors are clustered by
village.
Data: REDS 1999; Geohydrological Map of India 1969
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Table 2.8: Effect of Crop Share on Occupational Choice by Gender
Dependent Variable:
Share of Rural Workforce by Gender
Panel A: 1961 Cross-Section Only
% Ag Laborers % Cultivators
Male Female Male Female
(1) (2) (3) (4)
% Wheat Area -0.0888 -0.207∗∗ 0.0573 -0.300∗∗
(0.0586) (0.0863) (0.0818) (0.131)
% Rice Area 0.0119 -0.0373 -0.0186 -0.0805
(0.0278) (0.0352) (0.0368) (0.0638)
DV Mean 0.10 0.09 0.37 0.21
N 269 269 269 269
Adj. R2 0.0403 0.0933 0.00641 0.0753
Panel B: 1961, 1971, 1981 Panel
% Ag Laborers % Cultivators
Male Female Male Female
(1) (2) (3) (4)
% Wheat Area 0.0113 -0.211∗∗∗ -0.00931 0.161
(0.0507) (0.0447) (0.0295) (0.0964)
% Rice Area 0.0664∗ -0.0228 -0.0120 0.0515
(0.0336) (0.0518) (0.0230) (0.0401)
DV Mean 0.12 0.11 0.34 0.13
N 807 807 807 807
Adj. R2 0.640 0.456 0.784 0.732
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Omitted category is share of district area under all other
crops. Panel models include year and district fixed effects. Em-
ployment shares are based on sum of ‘main’ and ‘marginal’ work-
ers classified under each occupation, relative to total rural pop-
ulation by gender. All models weighted by 1961 gross cropped
area. Standard errors are clustered by 1983 National Sample
Survey region.
Data: World Bank Climate and Agriculture; Vanneman and
Barnes (2000)
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Table 2.9: Conley Spatial-Adjusted Standard Errors for Log Unit Area Revenue Model
Dependent Variable: Log Unit Area Revenue
(1) (2) (3)





# Clusters 271 53 13
N 8668 8668 8668
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Conley Spatial-Adjusted Standard Errors
Time Cutoff Distance Cutoff
100 km 500 km 1000 km 1500 km 2000 km 2500 km
5 Years (0.010) (0.025) (0.032) (0.036) (0.037) (0.038)
10 Years (0.011) (0.025) (0.032) (0.036) (0.037) (0.038)
15 Years (0.011) (0.025) (0.033) (0.036) (0.037) (0.038)
20 Years (0.010) (0.025) (0.032) (0.036) (0.037) (0.038)
25 Years (0.006) (0.023) (0.031) (0.035) (0.036) (0.037)
30 Years (.) (0.022) (0.031) (0.035) (0.036) (0.036)
N 8668 8668 8668 8668 8668 8668
Notes: Lower Panel: Standard errors on the treatment interaction term with log unit area
revenue as the dependent variable, for each distance cutoff × time cutoff combination using a
Bartlett decay kernel. Distance cutoffs are based on district centroid coordinates using 1961
boundaries. All results are significant at the 1 percent level.
Data: World Bank Climate and Agriculture; Geohydrological Map of India 1969
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Table 2.10: Conley Spatial-Adjusted Standard Errors for Male Wage Premium Model
Dependent Variable: Log Daily Wage (Rs.)
(1) (2) (3)





# Clusters 213 52 13
N 44710 44710 44710
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Conley Spatial-Adjusted Standard Errors
Time Cutoff Distance Cutoff
100 km 500 km 1000 km 1500 km 2000 km 2500 km
5 Years (.) (0.021) (0.020) (0.019) (0.019) (0.019)
10 Years (0.019) (0.021) (0.021) (0.020) (0.020) (0.019)
15 Years (0.016) (0.019) (0.019) (0.018) (0.017) (0.017)
20 Years (0.011) (0.015) (0.014) (0.013) (0.012) (0.012)
25 Years (0.011) (0.015) (0.014) (0.012) (0.012) (0.012)
30 Years (0.013) (0.016) (0.016) (0.014) (0.014) (0.014)
N 44710 44710 44710 44710 44710 44710
Notes: Lower Panel: Standard errors on the treatment interaction term with log daily wage
as the dependent variable, for each distance cutoff × time cutoff combination using a Bartlett
decay kernel. Distance cutoffs are based on district centroid coordinates using 1961 boundaries.
All results are significant at the 1 percent level.
Data: Agricultural Wages in India; Geohydrological Map of India 1969
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Table 2.11: Robustness Tests for Crop Productivity Models
Dependent Variable: Log Wheat Yield
(1) (2) (3) (4) (5) (6) (7) (8) (9)
1(t ≥ 1966) × Groundwater % 0.198∗ 0.116∗∗ 0.194∗ 0.116 0.252∗∗ 0.185∗ 0.186∗ 0.236∗ 0.0834∗
(0.105) (0.0472) (0.105) (0.0785) (0.0992) (0.107) (0.109) (0.129) (0.0470)
Mean DV -0.16 -0.16 -0.16 -0.16 -0.13 -0.19 -0.22 -0.30 -0.30
State × Year X X
20km River Buffer X
Soil/Slope Dummies X
AWI Districts Only X
Minus Punjab X X X X
Minus Haryana X X X
Minus Uttar Pradesh X X
N 7670 7670 7670 7670 6103 7350 7162 5626 5626
Dependent Variable: Log Rice Yield
(1) (2) (3) (4) (5) (6) (7) (8) (9)
1(t ≥ 1966) × Groundwater % 0.157∗ 0.246∗∗∗ 0.159∗ 0.178∗∗∗ 0.218∗∗ 0.0804 0.0600 0.0500 0.225∗∗
(0.0796) (0.0803) (0.0802) (0.0630) (0.104) (0.0608) (0.0624) (0.0980) (0.0898)
Mean DV -0.06 -0.06 -0.06 -0.06 -0.03 -0.08 -0.10 -0.08 -0.08
State × Year X X
20km River Buffer X
Soil/Slope Dummies X
AWI Districts Only X
Minus Punjab X X X X
Minus Haryana X X X
Minus Uttar Pradesh X X
N 8208 8208 8208 8208 6576 7888 7724 6188 6188
Dependent Variable: Log Gross Unit Hectare Revenue
(1) (2) (3) (4) (5) (6) (7) (8) (9)
1(t ≥ 1966) × Groundwater % 0.214∗∗∗ 0.231∗∗∗ 0.213∗∗∗ 0.192∗∗∗ 0.252∗∗∗ 0.174∗∗∗ 0.152∗∗∗ 0.124∗∗ 0.219∗∗∗
(0.0515) (0.0577) (0.0504) (0.0543) (0.0584) (0.0450) (0.0457) (0.0555) (0.0636)
Mean DV 3.73 3.73 3.73 3.73 3.72 3.71 3.70 3.65 3.65
State × Year X X
20km River Buffer X
Soil/Slope Dummies X
AWI Districts Only X
Minus Punjab X X X X
Minus Haryana X X X
Minus Uttar Pradesh X X
N 8668 8668 8668 8668 7008 8348 8156 6620 6620
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Gross unit hectare revenue is a crop-weighted measure of farm productivity described in Section 2.4. Models in (3) include the share
of district area within 20 kilometers of a named river (described in Section 2.6.6, interacted with a full set of year dummies. Models in (4)
add 26 soil and slope dummies, each interacted with a full set of year dummies. Models in column (5) subsample to only districts from which
AWI wage data was ever reported. All models include year and district fixed effects with observations weighted by 1961 gross cropped area.
All models control for the set of current and lagged temperature and precipitation variables described in Section 2.4.4. Standard errors are
clustered by 1983 National Sample Survey region. Results are for 271 districts from 1956-1987.
Data: World Bank Climate and Agriculture; Geohydrological Map of India 1969
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Table 2.12: Robustness Tests for Male Wage Premium Models
Dependent Variable: Log Nominal Wage
Panel A
Full Sample
(1) (2) (3) (4) (5) (6) (7)
1(t ≥ 1966) × Groundwater % × 1 (Male) 0.169∗∗∗ 0.111∗∗ 0.162∗∗∗ 0.163∗∗∗ 0.132∗∗∗ 0.144∗∗∗ 0.126∗∗
(0.0431) (0.0514) (0.0440) (0.0480) (0.0477) (0.0482) (0.0488)
Mean DV 1.19 1.19 1.15 1.17 1.15 1.14 1.14
State × Year X X
Time-Invariant Year-Interacted X
Minus Punjab X X X X
Minus Haryana X X X
Minus Uttar Pradesh X X
N 48759 48759 44710 47525 46002 45074 45074
Dependent Variable: Log Nominal Wage
Panel B
1(Reports Before 1960)
(1) (2) (3) (4) (5) (6) (7)
1(t ≥ 1966) × Groundwater % × 1 (Male) 0.225∗∗∗ 0.129∗∗ 0.210∗∗∗ 0.231∗∗∗ 0.181∗∗∗ 0.181∗∗∗ 0.146∗∗
(0.0481) (0.0636) (0.0527) (0.0540) (0.0494) (0.0494) (0.0556)
Mean DV 1.12 1.12 1.09 1.08 1.05 1.05 1.05
State × Year X X
Time-Invariant Year-Interacted X
Minus Punjab X X X X
Minus Haryana X X X
Minus Uttar Pradesh X X
N 28543 28543 26688 27465 26068 26068 26068
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Panel A: Robustness checks for estimating the male wage premium in groundwater-rich districts, using the specification
in Equation 2.7 . Column (1) is the benchmark result. In column (3), the 1961 value is interacted with a full set of year dummies
for the following variables: rural female literacy rate, female labor force participation rate, male labor force participation rate,
and log gross unit area revenue. Panel B: Models are comparable to those in Panel A, but subset to reporting centers that ever
provided AWI wage values before 1960. All models include district, gender, month, operation, and year fixed effects in addition
to those described. All models control for the set of current and lagged temperature and precipitation variables described in
Section 2.4.4. Standard errors are clustered by 1983 National Sample Survey region.
Data: Agricultural Wages in India; Geohydrological Map of India 1969; Vanneman and Barnes (2000)
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Appendix to Chapter 2
FIGURES 63
Figure 2.12: Effect of Green Revolution on Irrigation Coverage and Pumpset Adoption
(a) Irrigation Coverage and Pumpset Census (b) Irrigated Share of Net Cropped Area
Notes: In (a), ‘all sources’ includes canals, tanks, tubewells, other wells, and ‘other sources.’ Pumpset
counts are total of diesel and electric pumpsets. In (b), irrigated share is the ratio of net irrigated area to
net cropped area. Plotted coefficients are year-varying effects of groundwater coverage, measured in percent
[0,1], with the marginal effect interpreted in percentage point changes of irrigation share. Model includes
year, district, and state × year fixed effects, and the set of current and lagged temperature and precipitation
variables described in Section 2.4.4. Observations are weighted by 1961 gross cropped area and standard
errors are clustered by 1983 National Sample Survey region. Dashed lines represent 95 percent confidence
intervals. Results are for 271 districts from 1956-1987.
Data: (a) Ministry of Agriculture; Central Water Commission; Water Resources Information System Di-
rectorate; Ministry of Statistics and Programme Implementation, (b) World Bank Climate and Agriculture;
Geohydrological Map of 1969
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Figure 2.13: Effect of Groundwater on Male/Female Wage Ratio
Notes: Results from model regressing male/female laborer wage ratio on groundwater coverage interacted
with dummies for pooled three-year intervals. Model includes year, district, month of year, and agricultural
operation fixed effects. Confidence intervals shown are at the 95 percent level. Standard errors are clustered
by 1983 National Sample Survey region.
Data: Agricultural Wages in India; Geohydrological Map of India 1969; Vanneman and Barnes (2000)
FIGURES 65
Figure 2.14: Male Employment Shares by Industry
Notes: Stacked bar plots represent the share of rural male employment in each industry for 1961 and 1981,
using a cut-off of 20 percent groundwater coverage for categorization as ‘low’ or ‘high.’ Industries included
in ‘Other’ are livestock-rearing, mining, construction, communications, transportation, and services.
Data: Vanneman and Barnes (2000); Geohydrological Map of India 1969
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Table 2.13: Effect of Groundwater Coverage on Individual-Specific Labor Outcomes
Panel A: Extensive Margin Outcomes
1(Ag Laborer) 1(Farmer) 1(Non-Earner)
Male Female Male Female Male Female
All HoH AgLaborer All Male AgLaborer
(1) (2) (3) (4) (5) (6) (7) (8)
1982 × 1(Groundwater) -0.0124 0.256∗∗ -0.0309 -0.223∗∗∗ 0.0655 0.0585∗ -0.0503 0.0350
(0.0480) (0.117) (0.0499) (0.0813) (0.0555) (0.0347) (0.0391) (0.0534)
Mean DV 0.42 0.48 0.23 0.36 0.27 0.06 0.24 0.73
N 17526 4132 16066 7479 17526 16066 17526 16066
Adj. R2 0.314 0.317 0.330 0.397 0.274 0.202 0.313 0.284
Panel B: Days Worked as Wage-Earner by Sector
Agricultural Non-Agricultural
Days Days | Days > 0 Days Days | Days > 0
Male Female Male Female Male Female Male Female
(1) (2) (3) (4) (5) (6) (7) (8)
1982 × 1(Groundwater) -11.54 -6.460 -16.76 -2.942 3.009 -0.257 17.07 -76.35
(10.76) (8.775) (19.24) (21.96) (4.111) (2.406) (32.65) (55.19)
Mean DV 59.57 35.53 185.84 161.28 9.57 2.40 162.81 131.74
N 17526 16066 3772 2201 17526 16066 793 258
Adj. R2 0.218 0.311 0.315 0.329 0.104 0.0629 0.605 0.692
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Panel A presents results from linear probability models regressing binary outcome variables on villagel-
level groundwater coverage, while models in Panel B regress the number of days worked in wage-earning, non-
salaried activities on groundwater. Models (B3-B4) and (B7-B8) are conditioned on observed positive labor
supply in the stated agricultural or non-agricultural sector category. The sample for all models is restricted to
individuals aged 15-60. All models include village fixed effects and control for respondent’s age, age2, marital
status, household size, and religion. Observations are weighted by household-level sampling probability weights.
Standard errors are clustered by village.
Data: REDS 1970, 1982; Geohydrological Map of India 1969
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Table 2.14: Effect of Groundwater Access on Rural Migration and Population Growth
Log Population % Urban Log Rural In-Migrants % Rural In-Migrant
Rural Urban
Male Female Male Female Male Female Male Female Male Female
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1971 × Groundwater % 0.00369 -0.0110 -0.0807∗∗∗ -0.0681∗∗ -0.0114∗∗∗ -0.00824∗∗∗ -0.252∗∗∗ -0.0698∗ -0.0269∗∗∗ -0.0230∗∗
(0.0126) (0.0174) (0.0270) (0.0286) (0.00276) (0.00263) (0.0535) (0.0397) (0.00618) (0.0100)
1981 × Groundwater % 0.0282 0.0166 0.00501 0.0277 -0.00978 -0.00578 -0.421∗∗∗ -0.0570 -0.0379∗∗∗ -0.0330∗∗
(0.0201) (0.0248) (0.0567) (0.0604) (0.00604) (0.00654) (0.0883) (0.0439) (0.00794) (0.0130)
DV Mean 13.47 13.42 11.80 11.67 0.18 0.17 11.38 12.64 0.14 0.47
N 807 807 804 804 807 807 807 807 807 807
Adj. R2 0.951 0.939 0.890 0.891 0.645 0.651 0.332 0.805 0.285 0.190
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: In-migrants from columns (7)-(10) include all individuals who were not born in the village or town in which they responded to the census. Percent
values in columns (9)-(10) are constructed as a share of total male and female rural district population, with no age adjustments. ‘Groundwater %’ is the share
of district area covering unconsolidated groundwater aquifers and spans [0,1]. All estimates are relative to the omitted interaction of 1961 × groundwater. All
models include district and year fixed effects. Observations are weighted by 1961 gross cropped area. Standard errors are clustered by 1983 National Sample
Survey region.
Data: Vanneman and Barnes (2000); Geohydrological Map of India 1969
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Table 2.15: Effect of Wheat Cropping on Male Share of Total Worker-Days















(1) (2) (3) (4) (5) (6) (7)
1(Wheat) 0.0424∗∗∗ 0.0475∗∗∗ 0.0573∗∗∗ 0.0340∗∗ 0.0347∗ 0.0228 0.0469
(0.00934) (0.00987) (0.01000) (0.0154) (0.0202) (0.0168) (0.0457)
DV Mean 0.64 0.74 0.66 0.58 0.54 0.56 0.58
Household FE X X X X X X X
N 10724 3327 3843 7600 4795 1938 2497
Adj. R2 0.699 0.677 0.790 0.633 0.655 0.431 0.532
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Results from crop-level data for full sample of 4,612 households. All crops other than wheat are pooled into a single, omitted category.
Column (A3) restricts sample to households that not using HYVs on any plot. (A4) drops households from Punjab, Haryana, and Uttar
Pradesh from the sample. (B1) restricts the sample to households in villages not atop an unconsolidated aquifer, while (B2) subsets to
households not irrigating any plot. (B3) consists only of households who neither possessed any mechanized farm equipment assets nor had a
positive expenditure on renting mechanized equipment. All models control for plot size and land ownership status. All observations weighted
by household sampling probability weight. Standard errors are clustered by village.
Data: REDS 1999; Geohydrological Map of India 1969
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Table 2.16: Effect of Spatially Averaging Wage Data on Estimates of Male Wage Premium Response
Panel A
Full Sample
d,s,t Averaging v,s,t Averaging
(1) (2) (3) (4)
1(t ≥ 1966) × Groundwater % × 1 (Male) 0.169∗∗∗ 0.165∗∗∗ 0.131∗∗∗ 0.132∗∗∗
(0.0430) (0.0421) (0.0361) (0.0327)
Mean DV 1.19 1.19 0.95 0.95
District FE X X
Village FE X X
Operation FE X X
Month FE X X
N 48759 48759 7475 8081
Panel B
1(Reports Before 1960)
d,s,t Averaging v,s,t Averaging
(1) (2) (3) (4)
1(t ≥ 1966) × Groundwater % × 1 (Male) 0.225∗∗∗ 0.216∗∗∗ 0.185∗∗∗ 0.193∗∗∗
(0.0480) (0.0489) (0.0364) (0.0366)
Mean DV 1.12 1.12 0.86 0.87
District FE X X
Village FE X X
Operation FE X X
Month FE X X
N 28543 28543 4500 4763
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Panel A: Columns (1-2) are benchmark results for estimating the male wage premium in groundwater-
rich districts and respectively include district and village fixed effects. In (3), all wage observations for a district
× gender × year are averaged to a single value. (4) performs a similar averaging procedure by village. Panel
B: Models are comparable to those in Panel A, but subset to locations that ever provided AWI wage values
before 1960. All models include gender and year fixed effects in addition to those labeled. All models control
for the set of current and lagged temperature and precipitation variables described in Section 2.4.4. Standard
errors are clustered by 1983 National Sample Survey region.
Data: Agricultural Wages in India; Geohydrological Map of India 1969; Vanneman and Barnes (2000)
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Chapter 3
Labor Supply and Temperature
Shocks: Evidence from Indian Time
Use Data
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Abstract
Rising global temperatures are anticipated to have meaningful economic effects across a range of sectors,
including labor markets. This paper uses time use recall data from 48,732 working adults in India to estimate
a nonlinear labor supply response function to temperature in a developing country context where a large
share of the workforce is employed in primary and secondary sectors. Daily minutes worked in the full sample
decline at temperatures exceeding 32◦C, with the strongest effects observed for women and workers employed
in highly temperature-exposed industries. Predicted labor supply effects from climate change are estimated
using an ensemble of CMIP5 general circulation climate model forecasts using Representative Concentration
Pathway 4.5 and 8.5 scenarios, and indicate negligible labor supply reductions from projected temperatures.
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3.1 Introduction
Environmental conditions play an obvious role in shaping people’s time allocation. A rainstorm can turn a
beach trip into a wash-out, warm days hasten the workday’s end, and fewer joggers can be found outside
under subzero temperatures. The relationship these environmental conditions have on labor market out-
comes, particularly labor supply, productivity, and absenteeism, is an area of important economic interest
for multiple reasons. Even small, negative effects of weather on economic outcomes can aggregate up to large
losses, given that weather affects the entire population. Second, recent work using micro- and macro-level
data indicate an optimal temperature for human performance and economic growth. Further temperature
increases under climate change may therefore represent substantial future losses, especially if growth rates
are trimmed.
This paper examines temperature’s role in shaping labor supply decisions and is empirically set in India,
a context which offers two helpful features for identification. First, India experiences substantial temperature
variation across space and time, which this paper exploits through fixed effects models. Second, workers
in India face some of the hottest ambient temperatures in the world. Understanding the extent to which
temperature affects their labor supply decisions, and the forms of adaptation they utilize to cope with
extremes, may provide insight into how workers from other countries with lower average temperature working
conditions may internalize temperature increases brought by climate change.
I estimate a labor supply response function using high-frequency temperature data merged with time use
recall data from the India Time Use Survey carried out over 1998-99. I find that temperatures in excess of
40◦C result in meaningful and statistically significant reductions in the average number of minutes worked
relative to labor supplied on days with maximum temperature reaching 27◦C. These negative effects are
robust to a range of specifications that vary the choice of fixed effects as well as temperature’s functional
form. I then forecast labor supply changes due to climate change by incorporating temperature projections
for 2050 from 21 general circulation models (GCMs) under Representative Concentration Pathway (RCP)
scenarios 4.5 and 8.5, and find losses in number of minutes worked to be minimal for both experiments.
These findings build on earlier work from employee- and plant-level data. For example, evidence from
multiple Indian manufacturers confirms that higher temperatures lead to reductions in worker productivity
(Sudarshan et al., 2015) and increases in absenteeism (Adhvaryu et al., 2014). Car production at US auto
plants drops during spells of prolonged temperatures exceeding 90◦F (Cachon et al., 2012). Studies like
these have utilized person-level data and collectively confirmed that human performance suffers substantial
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declines for a range of physical and cognitive tasks when performed outside a relatively narrow temperature
range. Consequently, these effects aggregate up across sectors, leading to economic growth rates which also
demonstrates a range of optimality, with anomalously high temperatures associated with slower growth (Dell
et al., 2012; Burke et al., 2015a). Physiological responses operating through labor markets provide one group
of mechanisms that can link the observed relationship between extreme temperatures and economic growth
(Heal and Park, 2015). Earlier work had suggested that any economy-wide changes that track temperature
were driven by changes in agriculture. Hsiang (2010) casts doubt on that claim by showing the majority of
heat-induced economic losses in a sample of Carribean countries occur outside agriculture, and posits that
temperature influences labor productivity across a wide range of industries. Graff Zivin and Neidell (2014b)
estimate the labor supply implications of weather with time use survey data from the United States, and is
the study for which this paper is closest in spirit.
The dulling effect of extreme heat on human performance has long been observed, with Aristotle and
Montesquieu frequently cited as early proponents of such a theory. Experimental tests of this relationship
are more recent, though still date back several decades. Research commissioned by the military has inves-
tigated effects on soldier performance, with the aim of improving combat readiness in foreign environments
and efficiently allocating resources. Mackworth (1946) reports on tests of wireless telegraph operators and
the effect of heat stress on error rates, to determine where best to locate air-conditioners in submarines.
Factory workers often experience thermal stress, due to working in conditions of limited temperature control
and prolonged exposure to heat-intensive equipment and processes. While ergonomic analyses have largely
focused on the productivity impact of environmental conditions (e.g., Seppänen et al., 2006), including am-
bient temperature in offices and factory floors, such studies have also contributed to identifying workplace
safety aspects of these conditions as well and establishing workplace safety standards (Wyndham et al.,
1965; Bell and Watts, 1971; Dukes-Dobos and Henschel, eds, 1980; Meese et al., 1984). While much of the
focus has been on effects from heat exposure, cold temperatures also impair performance, especially manual
dexterity (Meese et al., 1984). Ambient conditions have a bearing on exercise performance and has prompted
research into ways of reducing core body temperature as protection against overheating-related efficiency
losses (Nielsen et al., 1993; Hargreaves and Febbraio, 1998). Taken in the extreme, acute heat exposure
contributes to higher mortality rates (Burgess et al., 2011; Barreca et al., 2013, 2015). While portions of
the globe will experience mortality reductions from further warming (Patz et al., 2000), the lowest maxi-
mum temperature recorded in this paper’s sample is 15◦C, seen in Figure 3.14, suggesting limited mortality
reductions for India because of fewer cold days.
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The physiological toll of extreme temperatures is often visible and immediate. Consider dehydration,
fatigue, and heat stroke. In contrast, cognitive penalties have more recently been uncovered and frequently
lack immediate visibility. Students perform worse on exams taken on hot days (Park, 2017), though long-run
effects on human capital appear substantially smaller than short-run predictions (Graff Zivin et al., 2015).
The ergonomics literature documents the wide range of cognitive effects that temperature exposure causes
(e.g., Pilcher et al., 2002) including depressed motivation (Lan et al., 2010) which is of obvious interest to
employers.
One key limitation of this paper is its inability to capture weather’s effect on productivity, the true
economic quantity of interest. If people can increase their productivity while reducing their time worked,
then it is not immediately apparent that reductions in time worked should be considered losses. This paper
is also cross-sectional across individuals, which potentially exposes estimates to be biased by unobserved
characteristics in the error term. Studies which best control for such worker heterogeneity have often used
worker-level time-series data, estimating labor responses for measureable, homogenous tasks using variation
in temperature exposure (e.g., Crocker and Horst Jr., 1981). The share of total worker-days engaged in such
activities is plausibly small. Instead, people work in a vast range of activities which lead to the production
of some deferred output, such as crops that are harvested at the end of a season, but which are still reliant
on effort exerted throughout some cumulative period.
Several caveats are in order in regards to the generalizability of this paper’s findings. First, I exploit
daily-frequency variation in temperature exposure, and therefore am estimating short-run responses. Some
adaptation occurs over a longer time-scale, and therefore will not be accurately captured through time use
changes recorded from a single day. For example, agricultural laborers can shift their labor to manufacturing
firms if weather shocks negatively affect agricultural labor demand (Colmer, 2016). With complete individual
time use data over a longer period, mid-run adaptation effects would be potentially observable. Second,
climate change will introduce new temperatures that lie outside the sample space for existing conditions,
and therefore extrapolating the response function beyond the observed temperature range may produce
spurious results. As well, society will continue to evolve. Without doubt, people will direct gains into capital
stock investments and devise new methods to cope with higher temperatures to reduce productivity losses.
Defensive investments, like air-conditioning, will provide direct relief (Auffhammer, 2014; Graff Zivin and
Kahn, 2016), though in the process further increase greenhouse gas emissions.
The remainder of the paper is structured as follows. I describe a conceptual model characterizing the
relationship between temperature exposure and labor in Section 3.2. Section 3.3 describes the datasets used
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and Section 3.4 the empirical strategy. Results and robustness checks are discussed in Section 3.5, while
Section 3.6 concludes.
3.2 Conceptual Model
Consider an economy of N workers, each engaged in wage work, self-employment, or sharecropping. Wages
are exogenous and sticky in the short-run. There are two periods, and in each a worker possesses 1 unit of time
which is divided between leisure and labor. Each day’s labor can be supplied to K different activities, such
that
∑K
lkit = lit ≤ 1, where lit is the total labor supplied by worker i on day t. Workers face exogenously
prescribed ambient temperatures that affect them in two ways. Temperature influences economic output
by modifying a worker’s physical and/or cognitive performance. Second, workers face a k-specific disutility
which is a function of k’s physical and/or cognitive requirements, and the interaction of those requirements
with weather exposure.
Workers possess control over their labor supply for the two periods, solving a time allocation problem in
which hours may be shifted in response to current or forecast temperature. Worker utility for activity k is
quasi-linear of the form u(ct)− θk(Tt)lkt , with u(ct) concave and continuous and θ(T ) a discomfort penalty
for temperatures deviating from a known bliss point. These costs are assumed to be convex and symmetric
in distance from some long-run mean temperature, such that θ(T ) ∝ (T − T )2.1 More concretely, agents
experience discomfort while engaging in particular activities, leading to θk which may be heterogeneous
across activities across all values of T .
Consumption is a function of accrued wages for wage workers, or of private output for self-employed
workers. Employees with fixed wage contracts earn wlit and exercise no control over which k tasks they
perform. In agriculture, agents are classified as either sharecroppers or private producers who are full
residual claimants. Formally, sharecroppers receive σqt(lit, l−it, Tt;Kt), with σ < 1 their fixed share of joint
production from own and other (l−it) labor, while private producers face a production function represented
as qt(lit, Tt;Kt). For both categories of workers, assume that Kt is a known and given capital stock.
There exists some known temperature threshold T̃ that applies to all production functions (i.e., generic
to all crops), such that ∂q∂T
∣∣∣∣
T<T̃
> 0 and ∂q∂T
∣∣∣∣
T≥T̃
≤ 0. Output q is quasi-concave in both own and other
1 Albouy et al. (2016) demonstrates in a hedonic pricing analysis that marginal willingness to pay for an additional day of
temperature T is not symmetric, but slopes more sharply for temperatures above the local average, hinting at relatively lower
coping costs of facing cold temperatures. Symmetry in this paper is assumed for simplicity.
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worker’s labor. Workers consume c from their earnings and can costlessly shift consumption forward by
saving s percent of current income, but are unable to borrow against future income.
Consider an economy which in both periods experiences one of two states of the world: below-average low
temperature (TL < T̃ ) or an above-average high temperature (TH > T̃ ) which causes material productivity
losses for manual laborers. A transition probability matrix models the probability of all expected sequences
of temperature realizations,
TL TH
TL p 1− p
TH 1− p p
where p > 0.5 and |TH − T | > |TL − T | ⇒ θ(TH) θ(TL). Only the first-period state is realized at the
time of decision-making. Expected earnings for workers receiving income wholly through fixed wage employ-
ment is w(l1 + l2) and weather-invariant, for a private producer (1+p) ·q(l, T j ;K0)+(1−p)q(l, T−j ;K0), j ∈
{L,H}, and σ(1 + p)q(li, l−i, T j ;K0) + (1− p)σq(li, l−i, T−j ;K0), j ∈ {L,H} for a sharecropper, assuming
some fixed and weakly positive initial capital stock K0.























lkt = lt ≤ 1
q(l, TH ,K0) < wl < q(l, T
L;K0)
θ(T ) = α(T − T )2, α > 0
and form expectations about second-period weather that are weakly informed by first-period weather.
Earnings from private production exceed income from wage work for low-temperature days, and the reverse
for high-temperature days. While this model has implicitly assumed that employment status is fixed as wage
worker, private producer, or sharecropped, a straightforward extension would allow for workers to diversify
tasks over the relevant time period, as is frequently observed in developing country settings like India.
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3.3 Data
3.3.1 India Time Use Survey
The India Time Use Survey (ITUS) was conducted from July 1998 through June 1999 in 52 districts across
the six states of Gujarat, Haryana, Madhya Pradesh, Meghalaya, Orissa, and Tamil Nadu, with the objective
of producing a sample from each of the country’s regions. Figure 3.1 depicts the number of respondent-days
for each district, ranging from a minimum of 312 to a maximum of 2200. India’s Ministry of Statistics
and Programme Implementation (MOSPI) conducted the survey in conjunction with state-level agencies,
employing a 3-stage stratified design at the level of district, village/urban block, and household. Six sub-
strata in both rural and urban sectors were used to ensure representation across a range of land-holding
classes (rural) and per capita expenditure levels (urban). Enumeration was scheduled over four sub-rounds,
each three months long, to address seasonality in time-use patterns.
Individual records were collected on a one-day recall basis. Enumerators would spend multiple days in
a location, notify respondents which date information would be collected for, and meet the following day to
catalog activity time spent for each hour of the day. As an example, activity a lasting 3.5 hours beginning
at 1:40PM would be recorded as 20 minutes between 1-2PM, 60 minutes between 2-3PM, etc. Total time
spent for all activities in a day was verified by MOSPI as 24 hours. Along with duration, each activity-item
includes whether it was performed inside or outside of the household, and if payment was received for the
activity.2 No data on daily earnings was collected.3
The main dependent variable, total work, is defined as the total minutes spent over a 24-hour period in
activity categories under the single-digit headings of 1) primary production, 2) secondary production, and 3)
trade, business, and services.4 The full sample mean minutes worked is 369, with 461 and 248 the respective
means for men and women.5 The distribution of daily minutes worked does not exhibit dramatic variation
across months, as seen in Figure 3.15, though there is a noticeable spike in left-tailed values for December.
Distributions of total work for respondent-days recorded for Mondays through Saturdays are comparable
(not shown), with Sunday reporting the largest share of workday lengths shorter than 60 minutes.
2 Payment status was coded as cash, in-kind, or unpaid.
3 A complete list of the 84 ‘work’ activities for which time allocations were elicited, is accessible from http://www.
ntaccounts.org/doc/repository/TUWKGP11_LL.pdf.
4 All 1-digit activity categories are listed in the top panel of Table 3.3.
5 Since unpaid care work is excluded from the minutes worked variable, much of women’s work is undercounted.
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As the full sample includes very young children, the elderly, and students, I subset the sample to re-
spondents aged 15-65 who either performed some work in the survey period (twork > 0), or who claimed
a primary employment status either as a worker or as someone seeking and available for work. The final
sample consists of 48,732 person-days from 39,886 unique individuals with unweighted summary statistics
presented in Table 3.1.
Workers are categorized by risk exposure, as a proxy of the weather exposure implied by their employment,
to test for heterogeneous effects. I assume an ex ante stronger response function for high-risk workers who
spend more time outdoors and in workplaces unlikely to be temperature-controlled. Following Graff Zivin
and Neidell (2014b), workers from the agriculture, mining, manufacturing, and construction industries are
classified as high-risk. Given India’s industrial composition in 1998/1999, a large share of the sample (81%)
work in these industries.6 All other workers are classified as low-risk.
3.3.2 Weather Data
I use daily maximum temperature from Berkeley Earth Surface Temperature (BEST), gridded at a 1◦ × 1◦
spatial resolution (Rohde et al., 2013). Population-weighted values are constructed using LandScan data.
Figure 3.14 plots the distribution of daily population-weighted maximum temperatures for all respondent-
days for both the full sample as well as by state. Daily precipitation data is taken from APHRODITE
Monsoon Asia with a 0.25◦ × 0.25◦ resolution (Yatagai et al., 2012). Both weather datasets are aggregated
to districts using 1991 Census of India boundaries, which best approximates the true district geometries
when the time use survey was conducted.
3.3.3 Climate Projections
To predict labor supply changes under climate change, I use climate projections from 21 downscaled, bias-
corrected general circulation models (GCMs) included in the Coupled Model Intercomparison Project Phase
5 (CMIP5) and produced by NASA Earth Exchange Global Daily Downscaled Projections (NEX-GDDP)
(Thrasher et al., 2012).7 I use 2050 forecasts for Representative Concentration Pathway 4.5 (RCP 8.5) and
6 Since the sample includes part-time workers, many of whom work in agriculture, the 81% value exceeds the earlier statistic
of 57% from the 2001 Census which includes only full-time workers.
7 The GCMs are listed in Table 3.2.
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8.5 (RCP 8.5) experiments. Under the former, global greenhouse gas emissions are stabilized through carbon
pricing policies, while RCP 8.5 assumes that future economic growth maintains reliance on carbon-intensive
energy sources (Meinshausen et al., 2011; Vuuren et al., 2011). All models are harmonized to 0.25◦-resolution
and pixel-level temperatures are first raised to all polynomial orders prior to spatial averaging, which ensures
that extreme values are not smoothed out. For comparability against observed temperatures, NEX-GDDP
forecasts are spatially aggregated using 1991 Census of India district boundaries.
3.4 Methodology
The ideal experiment for estimating temperature’s effect on labor supply involves treating a representative
sample of workers with a randomly selected temperature value. Assuming treatment status was exogenous
to all worker observables and unobservables, an unbiased response function could be estimated by tracing
out the mean labor supply across the temperature support. The most severe complication to this idealiza-
tion is the spatial coherence of weather. For any location j, all residents of j face the same temperature,
resulting in the necessary temperature variation, at least in the cross-section, to come from numerous j’s.
Spatial sorting and cross-sectional differences in historical adaptation could bias the labor supply response
if estimated from only a single day of exposure. The next best alternative would involve purging unobserv-
able heterogeneity by conducting multiple surveys per person across a range of unanticipated temperatures,
then demeaning by individual to estimate how person i responds to temperature anomalies from i’s mean
experienced temperature. This approach has been adopted in worker-level panel datasets (e.g., Oettinger,
1999; Stevens, 2017), though this methodological advantage usually comes at the cost of producer a worker
sample that is not representative of the broader labor market.
While a subset of the ITUS sample population is surveyed more than once, the large majority are not.
This fact precludes the use of individual fixed effects for the full sample. Instead, the empirical method
in this paper entails the observation of workers adjusting their labor supply under a range of temperatures
within any district j over time. If the selection of respondents within a location is random in time, then
location fixed effects can be included to difference out the mean values of static unobservables that vary
across space and which may be plausibly correlated with long-run climate.
This paper models the effect of daily maximum temperature exposure on labor supply as a polynomial
function in temperature, in order to recover the anticipated dose-response function nonlinearity which has
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been documented in other climate impacts empirical work (e.g., Schlenker and Roberts, 2009; Graff Zivin
and Neidell, 2014b; Burke et al., 2015a). The unit of observation in all models is a respondent-day. For
respondent i living in district j surveyed on calendar date t, the preferred specification regresses the total
time spent in some set of defined activities, yijt, as a function of a third-degree, population-weighted daily
maximum temperature polynomial, a quadratic in daily precipitation, a set of individual controls, and district











jt + ξXijt + γj + τt + εijt (3.2)
The full set of individual controls (Xijt) includes age, age
2, household size, and dummies for sex, education
level, disability status, social group, and religion. District fixed effects (γj) absorb level differences in
temperature, time allocation, and controls that vary across space, while day-of-week and month-of-sample
fixed effects (τt) account for differences arising from seasonality and cross-day variation in time use. With
this combination of fixed effects, the analysis tests whether deviations in time worked are a nonlinear function
of district-specific temperature deviations from their weighted mean, after removing common shocks that
simultaneously affect all districts that are month or day of week specific.8 Standard errors are conservatively
clustered by district, allowing for arbitrary correlation across respondents from different villages within a
district, surveyed on any pair of dates. All models use sampling probability weights that MOSPI generated.
Graphical results adopt a reference temperature of 27◦C, to facilitate the comparison of results against
response functions estimated elsewhere (e.g., Hsiang, 2010; Baker et al., 2017). The estimated response value









k − 27k) (3.3)
Under this specification, labor supply is explicitly a function only of contemporaneous weather. An
alternative and more complete specification allows for cross-day substitution in time allocation, so that
exposure on day τ may shift physically strenuous activities to τ + δ. If workers use weather forecasts for
scheduling activity timing, δ would assume negative values. Equation 3.4 adds δ lags and leads, which
cumulatively estimate a total effect of heat exposure across a span of days, and can be used to test the null
8 I refer to ‘weighted mean’ since the data is not a district-level panel, but a repeated cross-section of respondents surveyed
throughout the year, each with a different sampling probability weight. Consequently, identification comes off of respondent-day
deviations against the repeated cross-sectional mean.
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jt + ξXijt + γj + τt + εijt (3.4)
If labor supply decisions respond only to contemporaneous temperature, and not temperatures of pre-
ceding or subsequent days, then βk,l = 0,∀ l 6= 0.
Projected Impacts
I then use the estimated labor response function to predict changes in aggregate labor supply based on
CMIP5 projections for 2050 under RCP 4.5 and RCP 8.5, respectively global change scenarios constructed
around net radiative forcing of 4.5 and 8.5 Wm2 in 2100. I generate predictions for each of the model families
listed in Table 3.2, and also construct a multi-model ensemble mean from all 21. This approach generates
admittedly coarse estimates using a partial equilibrium approach, since the country’s workforce will continue
diversifying and become more concentrated in industries for which temperature exposure is less salient than
under current conditions. While more than half of the country’s workforce was employed in agriculture
when the survey was conducted, this share will drop as the services sector and temperature-controlled
manufacturing absorb workers. In the absence of better-informed estimates of the composition of the future
economy, these predictions are likely upper bounds on the potential changes under climate change, since all
non-temperature variables are fixed using 1998 values.
3.5 Results
This section discusses results from the preferred specification which includes the full vector of fixed effects
and individual-level controls described earlier, unless otherwise specified. The labor supply response function
is normalized to a reference point of 27◦C, as described in Section 3.4. All polynomial results are plotted
over the [15◦C, 45◦C] range of daily maximum temperatures that is observed in the data. I then discuss
the predicted labor supply effects based on the GCM forecasts, before describing the results from various
robustness checks.
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3.5.1 Main Results
The full sample response function shown in Figure 3.2 exhibits the classical nonlinear pattern of small, but
increasing gains from temperature increases up until some threshold, with strongly negative effects above
the threshold. In the full sample, 45◦C exposure results in a relative labor supply reduction of nearly 50
minutes, with labor supply maximized at ≈ 34◦C. Results are significant and negative only for temperatures
in excess of 42◦C. Disaggregating this result by worker risk status, reveals that labor reductions at high
temperatures (≥ 35◦C) are stronger for high-risk workers. In contrast, the response function for low-risk
workers is relatively flat, in keeping with the limited temperature exposure faced by these workers.
Examining the separate response functions for men and women demonstrates two key findings about
gendered responses. First, women’s downward sloping response at high temperatures comes from high-
risk women. There is more action for low-risk women at lower temperatures, as labor supply slopes up at
increasingly colder temperatures. The low-risk group represents a small share of all women included in the
data; fewer than 20% of respondents in the full sample are classified as low-risk, with women comprising
only 16% of that subcategory. Second, there is little differentiation in the response function of high-risk and
low-risk men. Neither show statistically significant labor supply losses at hot temperatures, with small point
estimates at 40◦C. Ultimately, the response function for the full sample, with relative labor reductions of
11 minutes at 40◦C (3% of mean minutes worked) and 50 minutes at 45◦C (13%) are primarily driven by
high-risk women.
Labor losses from hot temperatures are concentrated among rural residents, as seen in Figure 3.16. This
result is consistent with both the differences in the physicality of work performed in urban and rural areas,
in conjunction with differences in access to defensive measures which reduce the effects of exposure. Whereas
90% of rural respondents were categorized as high-risk, the analog for urban residents is 56%.
More than 52% of the sample report being self-employed in agriculture, non-agriculture, or in professional
services. While foregone labor in any capacity can be related to lost income, the link is starkest when workers
depend on wage labor in a finite season for which work opportunities are limited by the season’s duration
or a fixed amount of land that can be farmed. In contrast, work-leisure substitution for self-employed
agriculturalists could have limited to no impacts on income, as the link between marginal labor allocation
and output, accruing at harvest time, is weaker. End-of-harvest crop yields are a function of cumulative
input use over the entire season. A reduction in labor on day t which is compensated for with additional labor
on t+ ∆ may therefore have no adverse effects on seasonal income. Using self-reported data on employment
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type, I find no support for significant differences in response function elasticity for self-employed workers as
compared to salaried or wage-earning workers.
I examine changes in time spent across the range of elicited means of payment (paid, in-kind, and unpaid).
Since payment is recorded by activity, a respondent may report multiple payment methods over a 24-hour
period. More than 35% of respondents state that they worked tasks which involved at least two different
payment types. Figure 3.3 demonstrates that the largest losses in minutes worked are in unpaid labor, with
a 45 minute reduction at 40◦C. In contrast, time in paid work is less elastic and noisily estimated while work
paid in-kind recovers a flat function, unresponsive to temperature. However, this is also the work category
in which workers spend the least time; workers average 36 minutes of in-kind paid work per day, compared
to 187 and 252 minutes respectively for paid and unpaid work.
3.5.2 Margins of Short-Run Adaptation
Given the fixed length of a day, time cut back from work on hot days has to be reallocated to other activities.
How do workers reallocate their time? Figure 3.4 shows the results for the five non-work categories into which
the remainder of the 155 coded activities are classified. The most noticeable change is in spending more
time engaged in housework, with smaller but not statistically significant increases in indoor leisure and rest.
The reduction in routine tasks shown in Figure 3.4e corresponds largely to a reduction in commuting which
can be associated with a subset of respondents not working on particularly hot days. To clarify this point,
consider a farmer with a plot of land located one kilometer from her home. She forgoes visiting the plot,
either by recognizing the disutility she would incur from working on a particularly hot day, or because the
returns to performing tasks like irrigation are undermined by the heat (e.g., evapotranspirative losses), and
consequently reduces her travel time total.
I next consider the role of intra-day temporal shifting. If high afternoon temperatures are anticipated,
either because of available and accurate weather forecasts or because of above-normal morning temperatures,
workers may shift afternoon tasks to the morning to avoid strain or exertion were they performed during
the peak afternoon hours. A priori, physically demanding tasks that are more likely to cause heat stress are
strong candidates for temporally shifting to less unpleasant morning hours. Furthermore, some tasks may
be of a time-insensitive nature amenable to postponement or preponement of several days.
This does assume that such actions can be temporally shifted, which may not apply in all circumstances.
Consider again the example of irrigation. If electricity is exclusively available during afternoon hours, or if
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irrigation diversions are channeled for some subset of hours, workers may face binding constraints on their
ability to exercise intra-day activity substitution. I therefore run activity-level regressions for each of the 84
work activities, summing the amount of time spent doing each for all hours before 1PM, all hours after 1PM,
and for the entire day as the three dependent variables for each activity-specific model. Figure 3.5 shows
respectively for each of these three timespans the activities which had the five smallest and five largest point
estimate responses to temperature evaluated at 40◦C, using the standard cubic polynomial approach. First,
while point estimate magnitudes are plausible, with no effect size exceeding a 20 minute change, few of these
estimates are significant at the level of 95% confidence. Second, a subset of activities appear inconsistent
with ex ante assumptions about optimal temporal scheduling. For example, while heat exposure would likely
make physical labor like weeding and sewing/transplanting more uncomfortable, a channel linking heat stress
and reductions in salaried services work, one of the activities with the most negative point estimate, is less
obvious. Conversely, higher temperatures would be less likely to incentivize acts like digging, while results
for the full day indicate a significant increase relative to a 27◦C day of a mean additional 5 minutes spent
digging. Lastly, there is limited evidence of intra-day schedule shifting. None of the activities identified as
having the largest, negative coefficient for time spent in the afternoon, appear as large increases in time
spent before 1PM. While these results do not rule out the possibility of more complicated inter-day activity
shifting, shifting within the same day is intuitively a likely timeframe for short-run adaptation.
Changes in time allocation across activity categories are inherently tied to changes in one’s location
throughout the day. For each elicited chunk of time, respondents indicated whether the activity was per-
formed ‘within the household’ or ‘outside the household.’ No further documentation is available to clarifying
the variable’s context, and so I assume that ‘within’ refers specifically to the physical home, with ‘outside’
encompassing everything else. As a result, office work counts as time spent ‘outside the household.’ In
Figure 3.6, the time spent working in the household and outside of the household are separately aggregated,
with the standard labor supply response function displayed. The magnitude of estimated reductions in out-
side work is not completely compensated for by increases in inside work. Figures corresponding to total time
indoors and outdoors (not shown), possess comparable patterns and with point estimates that magnify the
parameter estimates recovered from models using only time spent working.
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3.5.3 Estimates Under Climate Change Projections
While the results thus far demonstrate that temperature matters in affecting daily time spent working, further
steps are required to estimate how sizable the effects due to climate change might be. First, I use climate
projections from the 21 downscaled CMIP5 models to visualize climate forecasts for India, with average
maximum daily temperatures shown in Figure 3.7 for the year, for June, and for December. The top row
features district-level average daily temperatures using the BEST historical data for 1998, while the second
row shows forecasts from the multi-model ensemble mean for 2050 under the RCP 8.5 scenario. According to
these model projections, warming trends will be strongest in the northwest, with larger increases in summer
months.
I then merge the climate forecasts with ITUS sample observations. Each respondent j interviewed on
day and month facing the corresponding temperature T
1998/99
jdm of the 1998/99 survey period is mapped











jdm ) from all respondents for RCP 4.5 and RCP 8.5 experiments. Each dashed gray line denotes the
deviation distribution of a single CMIP5 model against observed temperatures, while the blue line represents






jdm ) for all observations. While there is
more mass in these distributions in the positive domain, a substantial number of forecast temperatures for
2050 lie below recorded T
1998/99
jdm temperatures. The mean deviation for the multi-model ensemble is 0.78
◦C,
whereas individual model deviations range from 0.07◦C to 1.56◦C.
I next generate out-of-sample predictions for the CMIP5 projections, using parameter estimates from
the preferred specification ‘trained’ on observed temperatures, shown in the Full Sample response curve of
Figure 3.2. In constructing predicted labor supply values, only daily maximum temperature is changed;
all other fixed effects parameter estimates and worker observables are kept constant. These estimates are
presumably upper bound values on the negative labor effects of high temperatures. As India’s labor share
employed in temperature-sensitive industries continues to shrink, temperature and labor allocation decisions
will be de-linked for more of the population. However, even under this ‘upper-bound estimate,’ it is not
apparent that effect sizes will be substantial. Figure 3.8c and 3.8d plot the distribution of deviations in
predicted minutes worked (∆̂L = L̂|T 2050−L̂|T 1998/99 for each j respondent) for RCP 4.5 and 8.5 experiments,
and reveals strong symmetry with a slightly negative modal value. As before, gray lines mark predicted
deviations in minutes worked for individual climate model temperatures, while the blue line traces the
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distribution of deviations using the ensemble mean. The (unweighted) average deviation for the RCP 8.5
ensemble mean is -1.51 minutes, with average deviations for individual models between -2.5 and and 0
minutes per respondent-day. Deviations from the RCP 4.5 forecasts are smaller still. These negligible
deviation predictions owe to the symmetric temperature deviation distribution shown above, such that
respondents who, given a 2050 climate, would work 30 fewer minutes, are counterbalanced by workers facing
lower temperatures and therefore increasing their labor supply.9 Nearly 85% of predicted deviations using
the ensemble mean were in the range of [-10, 10] minutes. Furthermore, the earlier comparisons of effects
at 40◦C days to those at 27◦C are non-marginal, and do not represent the majority of temperature changes
anticipated between now and 2050.
3.5.4 Robustness Checks
Alternative Functional Forms of Temperature
Figure 3.9 shows the labor supply response function for 2nd to 5th degree polynomial specifications in
temperature, keeping controls and fixed effects constant. Each response curve exhibits the same inverted-
U shape, peaking at 30-35◦C. All response curves slightly slope downward as temperatures drop below
the reference point of 27◦C. The asymmetry of the response function requires a minimum of a 3rd degree
polynomial to highlight a relatively weaker slope for cold temperatures than for hot temperatures.
Sensitivity to Fixed Effects
The results are not driven by selectively choosing fixed effects. Figure 3.10 highlights the evolution of the
response function as the model is increasingly saturated. The subfigures demonstrate a persistent qualitative
pattern of extreme high temperatures exerting a depressing effect on minutes worked, which is larger in
magnitude than the negative effect from low temperatures. In all specifications, labor supply consistently
peaks at 32-35◦C with losses at 45◦C in the range of 25-50 minutes. Including a vector of state×month
dummies absorbs too much variation, resulting in an attenuated temperature signal.
9 By not accounting for within-month variability, the stated method of using the monthly mean forecast temperature will
underestimate predicted labor supply losses, due to the estimated response function’s concavity and Jensen’s inequality. As an
example, consider location j that in month m in 2050 will experience maximum temperatures of 27◦C for one half of the month,
and 45◦C for the other half. The prediction using only the average monthly forecast temperature of 36◦C would understate the
true effect which averages across the response function evaluated at 27◦C and at 45◦C.
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Selection on Observables
I consider the threat of sampling differences in survey responses across different temperatures as a source of
bias in the estimated response function, and adopt two approaches. First, does a meaningful relationship exist
between the nonlinear temperature formulation and any important covariate which is plausibly related to
work performance or allocation decisions? Second, is there a correlation between respondent characteristics
and a linear maximum temperature term, after partialling out the standard set of fixed effects? Figure 3.11
presents the response functions for the subset of covariates most plausibly affecting labor supply decisions.
The confidence intervals in each subfigure are wide and overlap the x-axis in all areas except for a small
portion of high temperatures for the high-risk outcome variable. The positive linear slope for the high-risk
variable’s response is consistent with an increasing probability of not working and consequently being more
accessible for completing the survey.
State-Level Leave-One-Out Procedure
While there are several states for which extreme temperatures are common occurrences, the possibility
remains that an individual state is driving the full sample average effect. I therefore perform a leave-one-
out procedure which iteratively drops one state, estimating n response curves which are each estimated
using data from n − 1 states. Figure 3.12 demonstrates that all subsetted estimated functions lie within
the confidence interval of the full sample function, shown as the usual shaded blue area around the solid
blue line depicting the full estimated sample response curve. Performing this procedure at the district-level
creates an analagous pattern, but with less variance.10
Including Lags and Leads
As discussed in Section 2.3’s conceptual model, it is ex ante ambiguous how workers solve their inter-
temporal labor supply optimization problem. While labor supply effects estimated from a single day are
not as meaningful as changes over a season or a year for the simple reason that reductions on day t are
likely compensable with increases on t+ δ, it remains instructive to examine how temperature over adjacent
days affects decision-making. Figure 3.13 shows how the contemporaneous response curve shifts when lags
and leads are included in the model. One immediate effect is the widening of possible effect sizes, best
10 Available upon request.
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demonstrated in Figure 3.13a with the first lag having an implausibly large estimated effect of -360 minutes
at 15◦C. This is likely driven by the high degree of serial correlation in the temperature series, and leads to
a cumulative effect of approximately 0 minutes at the same temperature level because of the +180 minute
effect sizes for the contemporaneous term and second lag terms. Still, the response pattern traced out from
contemporaneous temperature exposure produces the downward sloping pattern at high temperatures for
models with both two lags and a full seven days of lags. The cumulative effect, taken as the sum of all lagged
and contemporaneous coefficients for all polynomial degrees, traces out the usual nonlinear pattern, with a
magnified response under extreme heat. As a result, a person exposed to 45◦C temperatures for the past 7
days in a row, and today, will work about 110 fewer minutes than had she experienced 8 straight days of
27◦C.
Including two leads produces qualitatively different results. For one, the contemporaneous response
function is markedly flat and for nowhere along the temperature support generates results that are significant
at 5%. While for many outcomes, such as mortality, future temperature realizations should not have an
effect on current-day behavior, labor allocation decisions are flexible enough to potentially be a function of
unrealized weather expectations. The flatness suggests that conditional on the two subsequent days also
being anomalously hot, today’s temperature has little effect on how much one works relative to a standard
27◦C day. When both a week’s worth of lags and leads are included in the preferred specification, shown
in Figure 3.13d, the contemporaneous response curve is less elastic at high temperatures and substantially
more elastic at low temperatures. The cumulative response curve from including estimated coefficients of all
seven lags, seven leads, and contemporaneous temperature produces a response function comparable to that
in Figure 3.13b of cumulating over seven lags.
3.6 Conclusion
One key channel through which climate change and higher temperatures may generate economic damages
is through reductions in labor productivity and supply. This is the first paper to estimate the effect of
temperature exposure on labor supply for a nationally representative sample from a developing country.
Earlier work has either estimated this relationship for more advanced economies, with smaller workforce
shares expected to register significant responses, or for a selection of firms which may not be reflective of
industrial composition at national scale. I find that contemporaneous daily maximum temperatures exceeding
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40◦C result in significant reductions in time worked across the entire population, averaging ≈ 11 minutes less
than a day at 27◦C, about 3% of the mean workday length. At 45◦C, the effect size increases to 50 minutes,
significant at 95%, though admittedly there are few days in the sample that reach this temperature. This
result is concentrated on workers employed in high-risk industries who plausibly face the most on-the-job
weather exposure. Using labor allocation data at the level of individual tasks, I find limited evidence for
intra-day shifting of arduous work from hot afternoons to cooler mornings. The results are robust to a range
of temperature polynomial specifications and fixed effects combinations. Lastly, I use general circulation
model forecasts for 2050 to predict out-of-sample labor supply changes under the RCP 4.5 and carbon-
intensive RCP 8.5 economic growth trajectory, and find negligible effect sizes for both experiments when
using an econometric model trained on historical temperature data.
This paper sheds light on the negative effects that temperature has on the amount of time working, but
can say little about effects on worker productivity. While recent work has started estimating temperature’s
productivity effects using worker-level or assembly line-level data, further research is needed to determine
whether these productivity impacts arise in industries other than agriculture and manufacturing. As well,
labor allocation data collected over time horizons longer than single days can help researchers better under-
stand the extent to which temporal shifting is used by workers as an adaptation margin. Important work
remains to be done on defensive expenditures and willingness to pay to avoid thermal stress, which will be es-
pecially important in developing country contexts like India where electricity to power air-conditioning is far
from universal, and where large segments of the population are unable to finance such investments. Lastly,
acclimation has been cited as one key driver for heterogeneous responses in climate impact analyses, such as
in mortality where heat shocks have a dampened effect in places predisposed to hotter temperatures (Barreca
et al., 2015). Further research to determine whether acclimation affects labor supply responses, and what
limits to acclimation there might be, would help in providing more accurate estimates of climate-induced
labor losses.
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Figure 3.1: Map of Survey Coverage
Notes: Values denote the number of survey respondents by district for the six states where the survey was
conducted.
Data: India Time-Use Survey 1998/99
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Figure 3.2: Labor Response Function by Gender and Risk Subgroup




Notes: Figure depicts the marginal effect of exposure to daily maximum temperature relative to 27◦C, for the
range of maximum temperatures observed in the data, using the specification in Equation 3.2. Model includes
daily total precipitation in quadratic, day of week, month, and district fixed effects, as well as controls for age,
age2, household size, sex, educational attainment, disability status, social group, and religion. Observations
are inversely weighted by their sampling probability. Standard errors are clustered by district. The blue
shaded area represents 95% confidence intervals. Sample comprises all individuals in the ITUS dataset aged
15-65 in the workforce, or having performed a non-zero amount of work on the survey date.Histograms
represent the frequency count of maximum temperature values for each figure’s population subsample (e.g.,
only high-risk women for the center panel).
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.3: Response Function by Payment Type
(a) Paid Work (b) In-Kind Work
(c) Unpaid Work
Notes: The dependent variable in each figure is the total amount of work performed by the respondent
that was compensated using the described means of payment. Activity-level payment codes are based on
self-reported values collected in the ITUS. Figures depict the marginal effect of exposure to daily maxi-
mum temperature relative to 27◦C, for the range of maximum temperatures observed in the data, using
Equation 3.2. Model includes daily total precipitation in quadratic, day of week, month, and district fixed
effects, as well as controls for age, age2, household size, sex, educational attainment, disability status, social
group, and religion. Observations are inversely weighted by their sampling probability. Standard errors
are clustered by district. The blue shaded area represents 95% confidence intervals. Sample comprises all
individuals in the ITUS dataset aged 15-65 in the workforce, or having performed a non-zero amount of work
on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.4: Labor Response Function by Activity Category
(a) Housework (b) Indoor Leisure
(c) Outdoor Leisure (d) Rest
(e) Routine
Notes: Figure depicts the marginal effect of exposure to daily maximum temperature relative to 27◦C, for the
range of maximum temperatures observed in the data, using the specification in Equation 3.2. Model includes
daily total precipitation in quadratic, day of week, month, and district fixed effects, as well as controls for age,
age2, household size, sex, educational attainment, disability status, social group, and religion. Observations
are inversely weighted by their sampling probability. Standard errors are clustered by district. The blue
shaded area represents 95% confidence intervals. Sample comprises all individuals in the ITUS dataset aged
15-65 in the workforce, or having performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.5: Activity-Specific Labor Response to Daily Maximum Temperature of 40◦C
(a) Before 1PM (b) After 1PM (c) Complete Day
Notes: Each bar and whisker represents the response function point estimate and 95% confidence interval of
Equation 3.2, regressing total minutes worked for a single work activity on a third-order polynomial in daily
maximum temperature, evaluated at 40◦C. Dependent variables in a) are sums of work performed before
1PM, b) sums after 1PM, and c) sums for the full day. Shown are the 5 smallest and 5 largest point estimates
for each time subcategory. Figure depicts the marginal effect of exposure to daily maximum temperature
relative to 27◦C, for the range of maximum temperatures observed in the data, using the specification in
Equation 3.2. Model includes daily total precipitation in quadratic, day of week, month, and district fixed
effects, as well as controls for age, age2, household size, sex, educational attainment, disability status, social
group, and religion. Observations are inversely weighted by their sampling probability. Standard errors
are clustered by district. The blue shaded area represents 95% confidence intervals. Sample comprises all
individuals in the ITUS dataset aged 15-65 in the workforce, or having performed a non-zero amount of work
on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.6: Response Function by Activity Location
(a) Total Minutes Working Inside (b) Total Minutes Working Outside
Notes: Figure depicts the marginal effect of exposure to daily maximum temperature relative to 27◦C, for the
range of maximum temperatures observed in the data, using the specification in Equation 3.2. Model includes
daily total precipitation in quadratic, day of week, month, and district fixed effects, as well as controls for age,
age2, household size, sex, educational attainment, disability status, social group, and religion. Observations
are inversely weighted by their sampling probability. Standard errors are clustered by district. The blue
shaded area represents 95% confidence intervals. Sample comprises all individuals in the ITUS dataset aged
15-65 in the workforce, or having performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.7: Observed and Projected Average Maximum Daily Temperature (◦C)
(a) Annual 1998 Average (b) June 1998 Average (c) December 1998 Average
(d) Annual 2050 Average (e) June 2050 Average (f) December 2050 Average
Notes: Top Row: Average daily maximum temperatures from over the period indicated in each subcaption,
using BEST observational data. Bottom Row: Average daily maximum temperatures from the multi-model
ensemble mean of 21 RCP 8.5 models over the period indicated in each subcaption. In all subfigures, district-
level values are generated using 1991 Census of India boundaries.
Data: Berkeley Earth Surface Temperature; NASA Earth Exchange Global Daily Downscaled Projections
(NEX-GDDP)
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Figure 3.8: Distribution of Prediction Deviations Using RCP 4.5 and 8.5 Experiments
(a) Daily Maximum Temperature (RCP 4.5) (b) Daily Maximum Temperature (RCP 8.5)
(c) Minutes Worked (RCP 4.5) (d) Minutes Worked (RCP 8.5)
Notes: Top Row: Each dashed gray line represents the kernel density of maximum daily temperature
deviations for all respondent-days, calculated as the predicted monthly average temperature for 2050 under
an individual GCM run for each respondent, minus the recorded temperature observed on the respondent’s
survey date. The blue line is the deviation for the ensemble mean of all listed GCM forecasts. Bottom
Row: Each dashed gray line represents the kernel density of deviations in minutes worked, calculated as
the difference between predicted labor supply under temperatures from a single GCM forecast for 2050 less
the predicted value using the main specification and observed temperatures. The blue line is the deviation
of minutes worked predicted from the ensemble mean of all GCM forecast temperatures minus the predicted
values from the preferred specification using observed temperature.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; NASA Earth Exchange Global
Daily Downscaled Projections (NEX-GDDP); APHRODITE Monsoon Asia
FIGURES 98
Figure 3.9: Robustness of Labor Response Function to Alternative Polynomial Degree Specifications
(a) 2nd Degree (b) 3rd Degree
(c) 4th Degree (d) 5th Degree
Notes: Figures depict the marginal effect of exposure to daily maximum temperature relative to 27◦C, for
the range of maximum temperatures observed in the data, using a polynomial in temperature of degree k in
Equation 3.2. Model includes daily total precipitation in quadratic, day of week, month, and district fixed
effects, as well as controls for age, age2, household size, sex, educational attainment, disability status, social
group, and religion. Observations are inversely weighted by their sampling probability. Standard errors
are clustered by district. The blue shaded area represents 95% confidence intervals. Sample comprises all
individuals in the ITUS dataset aged 15-65 in the workforce, or having performed a non-zero amount of work
on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.10: Robustness of Response Function to Alternative Fixed Effects Specifications
(a) No FE (b) District FE
(c) District, Month FE (d) District, Month, DOW FE
(e) District, Week of Year, DOW FE (f) District, State × Month, DOW FE
Notes: Figures depict the marginal effect of exposure to daily maximum temperature relative to 27◦C, for
the range of maximum temperatures observed in the data, using the specification in Equation 3.2. The fixed
effects included in each model are identified in each subcaption. Model includes daily total precipitation in
quadratic, as well as controls for age, age2, household size, sex, educational attainment, disability status,
social group, and religion. Observations are inversely weighted by their sampling probability. Standard
errors are clustered by district. The blue shaded area represents 95% confidence intervals. Sample comprises
all individuals in the ITUS dataset aged 15-65 in the workforce, or having performed a non-zero amount of
work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.11: Selection Tests for Respondent Observables: Nonlinear Approach
(a) 1(Male) (b) Age
(c) Log Per Capita Monthly Expenditure (d) 1(High-Risk)
Notes: Figures depict the marginal effect of exposure to daily maximum temperature relative to 27◦C, for
the range of maximum temperatures observed in the data, using the specification in Equation 3.2. Model
includes daily total precipitation in quadratic, day of week, month, and district fixed effects. All standard
controls are dropped from these models. Observations are inversely weighted by their sampling probability.
Standard errors are clustered by district. Sample comprises all individuals in the ITUS dataset aged 15-65
in the workforce, or having performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.12: Response Function Robustness to Keep Observations from n− 1 States
Notes: Each dashed line denotes the estimated response function when dropping all observations from a
single state. All models include daily total precipitation in quadratic, day of week, month, and district fixed
effects, as well as controls for age, age2, household size, sex, educational attainment, disability status, social
group, and religion. Observations are inversely weighted by their sampling probability. Standard errors
are clustered by district. The blue shaded area represents the 95% confidence interval for the full sample
estimation. Sample comprises all individuals in the ITUS dataset aged 15-65 in the workforce, or having
performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Figure 3.13: Response Functions When Including Lags and Leads
(a) Lags ∈ {t− 1, t− 2} (b) Lags ∈ {t− 1, . . . , t− 7}
(c) Leads ∈ {t + 1, t + 2} (d) Lags and Leads ∈ {t-7,. . . ,t-1,t+1,. . . ,t+7}
Notes: Figures depict the marginal effect of exposure to contemporaneous daily maximum temperature
relative to 27◦C, for the range of maximum temperatures observed in the data, using the specification in
Equation 3.2. Each model includes the specified lags and/or leads, with the response function for con-
temporaneous temperature always drawn as a solid black line. Model includes daily total precipitation in
quadratic, day of week, month, and district fixed effects, as well as controls for age, age2, household size, sex,
educational attainment, disability status, social group, and religion. Observations are inversely weighted by
their sampling probability. Standard errors are clustered by district. The blue shaded area represents 95%
confidence intervals. Sample comprises all individuals in the ITUS dataset aged 15-65 in the workforce, or
having performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Table 3.1: Summary Statistics
Mean Min Max SD N
Full Sample
Total Work (minutes) 369.5 5 1310 215.9
Age 35.2 15 65 12.7
1(Male) 0.57 0 1 0.49
1(Illiterate) 0.37 0 1 0.48
Household Size 4.75 1 23 2.12
Monthly Per Capita Expenditure (Rs.) 540.8 0 9500 356.3
Land Owned (acres) 1.98 0 250 5.05
Maximum Daily Temp (◦C, pop-weighted) 32.7 14.8 45.1 4.33
1(High-Risk Worker) 0.81 0 1 0.39
48732
High-Risk Workers Only
Total Work (minutes) 344.0 5 1220 211.7
Age 34.9 15 65 12.9
1(Male) 0.51 0 1 0.50
1(Illiterate) 0.42 0 1 0.49
Household Size 4.79 1 23 2.12
Monthly Per Capita Expenditure (Rs.) 496.3 0 4500 295.8
Land Owned (acres) 2.31 0 250 5.29
Maximum Daily Temp (◦C, pop-weighted) 32.7 14.8 45.1 4.34
39575
Low-Risk Workers Only
Total Work (minutes) 479.8 5 1310 198.3
Age 36.6 15 65 11.5
1(Male) 0.84 0 1 0.36
1(Illiterate) 0.13 0 1 0.33
Household Size 4.61 1 23 2.14
Monthly Per Capita Expenditure (Rs.) 732.8 50 9500 502.0
Land Owned (acres) 0.55 0 250 3.50
Maximum Daily Temp (◦C, pop-weighted) 32.5 14.8 44.5 4.32
9157
Notes: Unweighted summary statistics for the 48,732 respondent-day observations. Ac-
tivities classified as ‘work’ are defined in Section 3.3. ($1 = 41.3 Rs., 1998)
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature
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Appendices to Chapter 3
Appendix A: ITUS Data Construction
Prior to excluding children, the elderly, and the unemployed, the raw dataset includes time-use records
for 91,708 person-days from 63,268 unique respondents living in 18,591 households. Categories outside the
subsample include respondents in school, engaged exclusively in domestic work, pensioners, those unable to
work because of a disability, beggars, and a category for ‘other’ which includes 3.2% of the full sample. All
top-level employment categories are listed in the lower panel of Table 3.3, and all respondents reporting an
employment status corresponding to values greater than 81. Only 178 respondents, less than 0.4% of the
sample, were substituted observations, with the majority driven by the original informant not being home
at the time of the enumerator’s visit. An additional 142 observations are dropped due to survey timestamps
that are either missing or outside the 1998/1999 period. I keep an additional 337 observations (0.7% of
the final sample) that pertain to enumeration dates either prior to July 1, 1998 or after June 30, 1999, the
claimed survey date range by the Government of India.
Workers are classified as high-risk or low-risk based on self-reported principal industry codes associ-
ated with their usual status. The ITUS uses the 3-digit industry code schema of the National Industrial
Classification (1987).11 Respondents reporting industry codes from 001 through 519, relating to agriculture,
agricultural services, mining, manufacturing, and construction, were denoted as high-risk with the remainder
classified as low-risk.
As time-use patterns vary by type of day, survey collection occurred across ‘normal’ (80.4% of subsample),
‘weekly variant’ (17.7%), and ‘abnormal’ (2%). Accordingly, this approach accounts for time use differences
that vary across typical workdays, rest days, and infrequent days associated with festivals or some disruption
to one’s typical schedule. Accordingly, some respondents were interviewed multiple times, to generate a view
of their activity behavior across different day types. Conditional on being interviewed more than once, the
most common combination was to be interviewed on both normal and weekly variant days. Less than 2%
of the full sample was interviewed three times. Time use was reported for a 24 hour period spanning 4AM
on day t, through 4AM on day t+ 1. This is unlikely to have much of an effect on interpreting any results,
especially as the mode is a 6-day work week.
11 Since industry codes, but not headings, are included in the time-use survey, I use the codes available from the Department
of Industrial Policy & Promotion http://dipp.nic.in/English/Investor/Investers_Gudlines/NIC_codes/nic.htm, accessed
July 7, 2015.
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Appendix B: Figures and Tables
FIGURES 106
Figure 3.14: Distribution of Maximum Daily Temperature Exposure
(a) Pooled Sample Distribution
(b) State-Wise Total Distribution
Notes: Distribution of maximum daily temperature across all respondent-day observations for both the
pooled sample of all locations, and by individual states.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature
FIGURES 107
Figure 3.15: Distribution of Minutes Worked by Survey Month
(a) Pooled Sample Distribution
(b) Month-Wise Distribution
Notes: Total minutes reported in work activities using the time categorization scheme described in Sec-
tion 3.3.
Data: India Time-Use Survey 1998/99
FIGURES 108
Figure 3.16: Sector-Specific Response Functions for Urban and Rural Populations
Notes: Figure depicts the marginal effect of exposure to daily maximum temperature relative to 27◦C, for the
range of maximum temperatures observed in the data, using the specification in Equation 3.2. Model includes
daily total precipitation in quadratic, day of week, month, and district fixed effects, as well as controls for age,
age2, household size, sex, educational attainment, disability status, social group, and religion. Observations
are inversely weighted by their sampling probability. Standard errors are clustered by district. The blue
shaded area represents 95% confidence intervals. Sample comprises all individuals in the ITUS dataset aged
15-65 in the workforce, or having performed a non-zero amount of work on the survey date.
Data: India Time-Use Survey 1998/99; Berkeley Earth Surface Temperature; APHRODITE Monsoon Asia
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Notes: All model files downloaded from https://nex.nasa.gov/nex/resources/
366/ (Accessed: March 12, 2017).
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Table 3.3: India Time Use Survey Activity Category and Employment Status Codes
Code Activity Category
1 Primary production (e.g., crop farming, animal husbandry, fishing, mining)
2 Secondary production (e.g., construction, manufacturing)
3 Trade, business, and services
4 Household maintenance, management, and shopping for own household
5 Care for children, the sick, elderly and disabled for own household
6 Community services and help to other households
7 Learning (e.g., education, work-related training)
8 Social and cultural activities, mass media, etc.
9 Personal care and self-maintenance
Code Employment Status
11 Self-employed, household enterprises
12 Employer, household enterprises
21 Helper in HH enterprise (unpaid family worker)
22 Home-based worker
32 Salaried/wage-earning permanent employee
33 Salaried/wage-earning non-permanent employee
41 Casual/contractural wage labor in public works
51 Casual/contractural wage labor in other works
52 Worked as trainee/intern (paid)
53 Worked as exchange labor
81 Not working, but was seeking and/or available for work
91 Attended edu institutions
92 Attended domestic duties only
93 Attended domestic duties and engaged in free collection of goods
94 Rentier/pensioners/remittances/recipients
95 Not able to work due to disability
96 Beggars/prostitutes
97 Others
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Chapter 4
The Impact of Climate Change on
Agricultural Yields
with Wolfram Schlenker
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Abstract
We summarize recent statistical analyses that link agricultural yields to weather fluctuations. Similar to
other sectors, extreme heat plays a crucial role in predicting outcomes. Climate change is predicted to sig-
nificantly increase extreme heat and thereby reduce yields. How good are such models at predicting future
outcomes? We show that a statistical model estimated using historic US data on corn and soybean yields
from 1950-2011 is very capable of predicting aggregate US yields for the years 2012-2015, where 2012 was
much hotter than normal. We conclude by discussing recent research on the implication of predicted yield
declines from climate changes: adaptation and commodity prices.
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4.1 Introduction
It was only ten thousand years ago, a small span in our history, that humans transitioned from hunter-
gatherers to settle and become farmers (Balter, 2013). Agrarian settlements enabled a more reliable and
abundant food supply and employed the predominant share of the labor force in agriculture for many
centuries to come. The start of the industrial revolution led to a shift of labor away from agriculture, but
it was not until this century that worldwide more people began living in urban areas than not (UNFPA,
2007). Consequently, throughout almost all of human history, weather has played a crucial role in shaping
livelihoods given its importance in agricultural production. Negative weather shocks and long-run climatic
variability, such as during the Little Ice Age, have had outsized effects on civilizational upheaval (Büntgen
et al., 2011) and depopulation (Zhang et al., 2007), especially in subsistence economies. More recently,
this weather-food production channel has been applied to contemporary episodes of unrest such as in Syria
(Kelley et al., 2015), and to civil conflict more broadly (Burke et al., 2009; Hsiang et al., 2011).
Investments in input technology associated with the Green Revolution vastly improved food security
around the globe, leading to real commodity prices trending downward until recently. Climate change,
however, poses the threat of potentially reversing these trends and diminishing and/or increasing the volatility
of global food production.
Such concerns have prompted agronomists and statistical researchers to simulate the effects of climate
change on agriculture and to identify if recent technological advancements have insulated agriculture from
negative effects. The Agricultural Model Intercomparison and Improvement Project (AgMIP), an interna-
tional community of crop and agricultural trade modelers, is one such effort. Similar to the climate modeling
community’s Coupled Model Intercomparison Project (CMIP), models are evaluated by using common in-
puts (e.g., reference scenarios), which allows for the construction of meaningful multi-model means which
often perform better than any individual model (Asseng et al., 2015). At the same time, reduced-form
statistical analyses use the fact that weather anomalies are random and plausibly exogenous and hence ideal
right-hand side variables in a regression equation. Such analyses have uncovered the very potent effect of
extreme temperature exposure, not just in agriculture (Schlenker and Roberts, 2009), but also impacting
energy use (Miller et al., 2008), mortality rates (Deschênes and Greenstone, 2011), labor supply (Graff Zivin
and Neidell, 2014a), and economic growth (Burke et al., 2015b).
In this paper we synthesize the current state of climate impact analyses of agricultural yields and describe
the various tools being used to generate forecasts of how agriculture may be affected by global climate change.
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We place special emphasis on results derived from statistical methods for the United States. While it is a
daunting task to simulate outcomes far into the future, we show that a statistical model for the US that was
estimated using historic data from 1950-2011 is very capable of predicting future outcomes in 2012-2015,
including the heat wave of 2012 that is predicted to become the new norm under climate change.
4.2 Estimating Crop Yield Responses
Agronomists have argued that crop yields exhibit nonlinear responses to temperature through their use of
field and greenhouse experiments. Temperature exposure exceeding a crop’s cycle-specific thresholds exerts
large, negative yield effects (Paulsen, 1994). The sensitivity to other drivers, e.g., drought conditions, have
also been emphasized (Passioura, 1994). He mentions that a “difficulty is that much of the literature deals
with short-term responses to water status that may be transient in that they are eventually overridden
by other changes [...].” Droughts and heat are inherently related as they both address the water balance,
specifically, soil moisture. Heat reduces soil moisture through two channels: first, on the supply side,
evaporation directly dries out the soil and transpiration depletes soil moisture through root water uptake
that the plant loses. Second, on the demand side, higher temperatures increase the water demand of a plant
to keep up photosynthesis (Lobell et al., 2013). Precipitation, on the other hand, only affects the supply of
water by replenishing soil moisture.
Agronomic models possess several strengths: they allow for more complex interactions between various
inputs (soil quality, nutrients, water availability, temperature and precipitation) under controlled growing
conditions. If the goal of the analysis is to predict yields in a particular plot, these intricate interactions are
of great importance. On the other hand, the number of parameters is often so large that they cannot be
jointly estimated and instead need to be calibrated. Moreover, real-world conditions might be very different
from controlled growing conditions. The advantage of statistical models, on the other hand, is that they
often offer more degrees of freedom as they can pool observations from several locations over various years,
which allows them to disentangle factors that are closely correlated. While statistical analysis include fewer
variables than crop models, they rely on the fact that weather anomalies are random and hence should be
uncorrelated to other factors. The omission of other factors therefore will not bias the coefficient on the
variable of interest. This implies that statistical models are better at predicting yields at larger geographic
scales where other factors average out rather than an individual field. For example, Lobell and Burke (2010)
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compare statistical models to agronomic models of CERES-Maize and find the former outperform especially
at spatial scales of higher aggregation. When examining the effects of climate change on food security and
food prices, a focus on aggregate outcomes is sufficient. The next four subsections will introduce results from
statistical models that shows that degree days are good explanatory variables, illustrate how degree days
can be calculated from daily minimum and maximum temperature, discuss limitations of statistical models,
and assess their predictive power.
4.2.1 Evidence from Statistical Models
There is a growing literature of statistical studies linking agricultural outcomes to weather anomalies.1 Panel
models employing spatial fixed effects rely on variation in anomalies, while cross-sectional studies utilize
variation in climate. From a statistical perspective, panel variation benefits from exogenous and random
(except for some large-scale phenomena that make weather predictable, like El Niño) weather anomalies.
A location’s climatology, on the other hand, is correlated with other factors that also affect agricultural
output, such as soil quality. If these other confounders are not correctly accounted for, a weather variable
of interest would covary with the error term, resulting in a biased estimate. For a more detailed discussion
of the advantages and challenges of using weather anomalies see Schlenker (2016).
Statistical studies rely on historical data to estimate a response function and use it to predict outcomes
under both current and future weather. Recent panel studies have shown the importance of weather extremes.
Schlenker and Roberts (2009) use data from 1950-2005 to estimate a fixed effects panel model of county-level
maize, soybean, and cotton yields data in the eastern United States. The optimal temperature is around 29◦C
for corn, 30◦C for soybeans, and 32◦C for cotton. For all three crops the relationship is highly asymmetric:
being below or above the optimal temperature is suboptimal in an approximately linear fashion, but being
above the threshold is roughly ten times as bad as being the same amount below the threshold. In other
words, the slope of the decline above the optimum is roughly ten times as steep as the slope of the incline
below it. This piece-wise linear response function is well captured by degree days, which sum up how much
temperatures exceed a threshold for a chosen period of time.2 Climate change is predicted to reduce yields
as the gains from shifting below-optimal temperatures towards optimal temperatures is more than offset
1Anomalies are computed as the deviation of an observed temperature from that location’s climatology, which is typically
constructed as the average over a 30 year or longer period.
2For example, a sustained temperature of 32◦C for 24 hours would give 3 degree days above a 29◦C threshold. The total
over a growing season is simply the sum from repeating this approach for each day of the growing season.
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by the losses from shifting optimal temperatures to warmer-than-optimal temperatures. The dominating
effect of extreme heat has been confirmed in other agricultural studies and other sectors as mentioned in the
previous section. Since the United States produces 23% of globally consumed calories from the four staple
commodities corn, wheat, rice, and soybeans – which themselves account for 75% of the calories humans
consume – any effect on US production has global repercussions given its market size.
Similar relationships are observed in other parts of the world. Lobell et al. (2011a) analyze field-level
data from sub-Saharan African maize trials conducted by the International Wheat and Maize Improvement
Center (CIMMYT). Measuring temperature exposure using a cumulated degree day approach, their results
support those from Schlenker and Roberts (2009) that exposure exceeding 30◦C harms maize yields. They
conclude that cooler areas may benefit from additional warming, but that much of the study region already
experiences temperatures in excess of the upper threshold. Drought conditions further amplify damages.
A few technical details of recent panel studies are worth repeating. First, previous studies have sometimes
used quadratic specifications to model nonlinearities. This is still very restrictive as a quadratic function
assumes symmetry around the optimum, yet the relationship might be highly asymmetric as outlined above.
It is hence preferable to use binned indicator variables for various interval ranges of the weather outcomes, or
restricted cubic splines to first examine whether the response function can be approximated by a piece-wise
linear function underlying the concept of degree days.
Second, nonlinearities can only be detected if the weather data is fine-scaled enough in both time and
space. Section 4.2.4 illustrates how averaging weather variables over time and space reduces the predictive
power of the model. For example, Schlenker and Roberts (2009) construct very fine (2.5 miles × 2.5 miles)
gridded daily temperature and precipitation data. Since yield outcomes are reported by county, weather
data is aggregated to the county-level using a satellite scan of the cropland area. However, the sequence in
which aggregation and temperature transformation is performed matters. Initially deriving the nonlinear
temperature transformation (described below) for each grid pixel and then averaging over the county gives
different results than applying the nonlinear temperature transformation to the county-averaged weather
outcome. If spatially detailed data is available, it should be transformed and then averaged, so as not to
smooth over the true observed extremes. To motivate this, consider a county of two pixels each experiencing
equal but opposite extreme temperature anomalies. Taking the spatial average and then performing the
nonlinear transformation would lead to the false conclusion that the entire county experienced typical weather
conditions.
A similar logic applies to temporal averaging; employing a sinusoidal interpolation between the daily
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minimum and maximum temperature (Snyder, 1985) gives a different outcome for the day than applying
the transformation to the daily average. This is especially important for extremes, both hot and cold, as the
daily average often does not pass thresholds that the daily minimum or maximum do pass. For example, a
nonlinear data generating process with threshold behavior initiated at 30◦C will generate different outcomes
across the following two scenarios: one with 12 hours of 33◦C exposure followed by 12 hours of 23◦C, and
an alternative of constant 28◦C for 24 hours. Both scenarios face a daily average temperature of 28◦C, but
only the former would obtain a positive degree days measure above 30◦C.
Data analyses which smooth out extreme exposures by either spatial or temporal aggregation will under-
perform in estimating the response function. This finding is confirmed in Tack et al. (2015) who use detailed
data on Kansas wheat trials and pair it with daily weather station data; both extreme cold (freezes) as well
as hot temperatures negatively impact yields. The latter effect dominates and wheat yields are predicted to
decline under climate change. The authors show that a model that captures the within-day distribution of
temperatures between the daily minimum and maximum does better in terms of R-squared and out-of-sample
forecasts than a model using the daily average.
Previous analyses assumed that the effects of temperatures are additively separable throughout the grow-
ing season. Welch et al. (2010) modify this approach when estimating farm-level rice yields data generated
from sites in six rice-producing Asian countries. They divide the rice season into vegetative, reproductive,
and ripening phases and estimate significantly detrimental effects from higher minimum temperatures in both
vegetative and ripening phases, while increases in vegetative phase maximum temperature are significantly
beneficial. As an alternative to the cumulated degree day or degree-bin exposure time methods, the authors
explicitly include daily minimum and maximum temperatures for the growing phases as separate variables.
This allows for coefficients of different magnitudes or signs. They also consider diminishing solar radiation
levels which have been attributed to rising aerosol concentrations and atmospheric brown clouds (Crutzen
and Ramanathan, 2003; Ramanathan and Feng, 2009). Aerosol concentrations are expected to decline as
regional emissions standards tighten and and economies transition from bio-based fuels and coal to cleaner
energy systems. As a result, the negative effects of reduced radiation on the ripening phase of rice may be
reversed. However, because of radiative back-scattering, atmospheric aerosols are likely masking warming
trends that would be larger in the absence of aerosols, suggesting that an aerosol-GHG joint management
strategy must be devised to avoid rapid warming resulting from sudden aerosol emission reductions.
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4.2.2 Construction of Degree Days
Some weather stations report hourly observations and hence have data on the within-day distribution.
However, even if only the daily minimum and maximum are known, a researcher can approximate the
within-day distribution by a sinusoidal distribution, as done by Schlenker and Roberts (2009) and Tack et
al. (2015) following Snyder (1985). Degree days above a threshold (sometimes called cooling degree days in
the energy literature), are simply the area under the temperature curve over the day and above the threshold
as shown in Figure 4.1. The mathematical derivation of degree days is given in the appendix for both cooling
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4.2.3 Limitations
Several caveats should be issued in regards to limitations of the standard panel regression method. First,
the effects of carbon fertilization cannot be included because nominal spatial heterogeneity implies that any
observed changes in CO2 concentrations over the study period are absorbed by time trends or time fixed
effects. The predicted effects of a change in climate conditions using a statistical panel model does not
include CO2 fertilization effects, which differ between C3 and C4 crops.
While panel data use fixed effects to capture time-invariant omitted variables, there might still be time-
varying omitted variables. Sheehy et al. (2006) emphasize the problems of omitted variable bias, noting
strong co-linearity between temperature and solar radiation which biases temperature estimates if the latter
3Tack et al. (2015) further refine this approach by linking a day’s maximum temperature with the next day’s minimum
temperature.
CHAPTER 4. CLIMATE CHANGE ON YIELDS 119
is omitted. This hints at the larger dilemma of obtaining unbiased estimates in the face of incomplete data,
or inadequate knowledge about all the environmental factors influencing crop growth.
Surface temperature maintains a high degree of spatial covariance, whereas precipitation is significantly
more heterogeneous in space. The cross-validation exercise of Schlenker and Roberts (2009), where data is
interpolated to the location of a weather station and compared to the actual outcome, finds that spatial
interpolation of temperature is much better than precipitation interpolation. This implies that gridded
precipitation products by their nature consist of a higher noise ratio than temperature products. This is
especially troublesome in a panel setup that relies on anomalies. While most data sets agree on which
locations are wetter on average, there is much less agreement on whether a particular year was above or
below average (Auffhammer et al., 2013). This could result in attenuation bias on the precipitation variables.
Burke and Emerick (2016) find that the trend in yield growth is more sensitive to the observed precipitation
trends than what is observed in a panel setting. This might either indicate attenuation bias in the panel
setting or the fact that applying water is feasible to annual weather shocks, but not sustainable in the longer
term.
Due to a paucity of daily temperature data for Africa, researchers often must use either reanalysis
products or more aggregate temperature measures like monthly averages. Schlenker and Lobell (2010)
analyze yields for five key crops in sub-Saharan Africa and run four model specifications - average growing
season temperature, mean temperature in quadratic, degree days in two bins, and degree day bins of 5◦C
width - yet find that all approaches give rather comparable results. While their results vindicate the utility
of even crude temperature data, weather data quality issues prohibit more extensive models which could
plausibly provide policymakers richer guidance on mitigating climate losses.
Some authors have criticized statistical studies for interpolating past behavior into the future, which
makes the implicit assumption that technology is time-invariant. However, Burke and Emerick (2016) find
that the trend in yields shows the same sensitivity to trends in extreme heat to what is observed in a panel
setup that relies on weather shocks, i.e., the long-run response is comparable to the short-run response.
Still, whether modern crops are just as sensitive to extreme heat as what was observed in historical data is
examined in more detail in the next subsection.
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4.2.4 Recent US Yield Forecasts
Previous studies have found extreme heat to be the most significant predictor of annual fluctuations in corn
and soybean yields. This section tests whether models estimated solely with previous data (1950-2011) have
predictive power for the past four years (2012-2015). The weather data was constructed in the same way as
in Schlenker and Roberts (2009). We first derive the daily minimum and maximum temperature for each
2.5 × 2.5 mile PRISM grid cell, construct the nonlinear temperature transformation for each grid cell and
day, and then sum the data over all days of the growing season and average it over the cropland area in each
grid cell to obtain county aggregates. This is the basis for the county-level analysis. We pair it with annual
county-level yields as reported by the National Agricultural Statistics Service (NASS) for the eastern United
States, specifically all counties east of 100 degree longitude except Florida.
Since we are estimating a linear model, we should be able to aggregate both dependent and independent
variables to higher spatial aggregation levels, i.e., annual-level yield data4 by weighting the county data
by predicted production, which is simply the actual growing area times predicted yields according to state-
specific time trends.5 The annual aggregate has only one observation per year, while the county level data has
2276 observations per year for corn and 2079 for soybeans. To highlight the importance of first conducting
the nonlinear transformation and the summing over space and averaging over time, we also produce forecasts
that first aggregate the weather data across space or time and then apply the nonlinear transformation.
Figure 4.2 displays the cumulative distribution of aggregate exposure to extreme heat (degree days above
29◦C - 84◦F) in the left graph, which is the weighted average of county-level data, where the weights are
predicted production along a trend. It shows the combined exposure that the growing area has experienced
since April 1 of each year. The black solid line shows the historic average for the years 1950-2011, while
the dashed gray lines show the distribution for individual years in 1950-2011. The colored lines show the
results for the last four years 2012-2015. The blue line depicts 2012, which had a heat wave in July. As a
consequence the cumulative exposure to extreme heat rises rapidly in July. There was less heat in August
2012 and the line tapers off. The year 1988 had the highest season total number of extreme heat days
as shown by the gray line eclipsing the blue line by mid-August. The right graph shows the cumulative
distribution of season-total precipitation, where the color-coding of the lines is equivalent to the left graph.
4To keep the model consistent with Schlenker and Roberts (2009), we only use counties east of the 100 degree meridian
excluding Florida in the analysis. The aggregate is the sum of those counties, which produce the dominant share of overal
production.
5We chose a country-specific restricted cubic spline with the knots at 1960, 1980, and 2000. This forces linear trends above
2000 into the future.
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Note that 2012 was not only one of the hottest years on record in terms of extreme heat, but also one of
the driest as the blue line comes in as the second-lowest by the end of September - it was second to 1988,
which was the driest year on record. Recall that degree days above 29◦C only measure temperatures above
29◦C. A large number of extreme heat days does not necessarily imply a large average temperature, since
temperature fluctuations below 29◦C are disregarded.
One can also easily see why 2014 and 2015 produced very strong yields. There was limited extreme heat
exposure and total rainfall was higher than usual, as shown in green and pink. The negative correlation
between extreme heat and precipitation does not always hold, especially for county-level values: some counties
in the very hot 2012 experienced above average rainfall.
How well do these simple variables capture year-to-year yield variation? Figure 4.3 shows the results of a
regression of log corn yields (left) and log soybean yields (right) on the four weather variables of Schlenker and
Roberts (2009): moderate as well as extreme heat degree days and a quadratic in season-total precipitation.6
For corn moderate degree days are between 10-29◦C, while extreme heat degree days are above 29◦C.7 We
also include quadratic time trends.8 These four weather variable captures a very large portion of the year-to-
year fluctuations in yields. The largest portion is due to the measure of extreme heat degree days. The model
predicts well out-of-sample for the years 2012-2015. While some industry representatives have suggested that
modern crops are much better at withstanding heat than historic varieties used in estimating the response
surface, the model prediction for 2012 does not seem to over-predict the effects of the observed heat wave
for corn, and only slightly so for soybeans.
Table 4.1 shows predicted aggregate corn yields for the years 2012-2015, while Table 4.2 shows the results
for soybeans. The model is estimated using data for 1950-2011, analogous to the specifications of Figure 4.3.
Column (1) provides the reported average yield for the counties in the sample, i.e., the Eastern United
States.9 Columns (2a)-(3d) give the prediction errors in percent from various models, while rows vary the
year of the out-of-sample forecast. Standard errors on the predictions are given in parentheses. Columns
(a) do not use any weather variable, i.e., they simply predict yields along the trend. Columns (b) and (c)
use one explanatory variable: average temperature over the growing season and extreme heat degree days,
6The regression in Schlenker and Roberts (2009) use monthly precipitation totals from PRISM to construct season-total
precipitation measures. These numbers were not yet available for 2015 at the time this article was written. We hence use the
sum of the daily precipitation measure of the interpolation routine described in the paper.
7For soybeans the bounds are 10-30◦C and above 30◦C.
8The county-level regressions have quadratic time trends that are allowed to differ by state.
9Average yields are obtained by summing all production and harvest area for counties east of the 100 degree meridian except
Florida and then taking the ratio.
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respectively. Columns (d) use the four weather variables of Schlenker and Roberts (2009). Columns (2a)-
(2d) run the regression and out-of-sample prediction at the county-level. County-level log-yield forecasts
are translated into aggregate forecasts by multiplying predicted yields10 times the observed growing area.
We then sum predicted production and area over all counties and derive predicted yields as the ratio of the
two. Aggregate prediction error is simply the percent difference from the actually observed yield for the
year. Standard errors are obtained from 1,000 bootstrap simulations from the regression results where we
repeatedly resample all parameters.
Column (2a) gives on average a forecast error of 14.4% across years for corn as shown in the second
to last row of the table. This forecast error is reduced to 8.5% for a model using average temperature in
column (2b). On the other hand, the model using only extreme heat degree days in column (2c), which only
measure temperatures above 29◦C and disregards all temperature fluctuations below it, give a much smaller
prediction error of 2.4%. The model using all four weather variables reduces the prediction error slightly
further to 2.0%.
Columns (3a)-(3b) replicate the analysis except that both yields and weather are first aggregated to
the annual level. The model is no longer estimated using 115,205 observations of the panel, but 62 annual
observations. The weather data is averaged using production weights.11 The results are roughly comparable,
with slightly higher average prediction errors under aggregate weather measures. Recall that we are first
conducting the nonlinear tranformation before averaging the data. First aggregating the weather data and
then taking the nonlinear tranformation increases the prediction error as shown in Table 4.3 below.
Table 4.2 replicates the same out-of-sample prediction exercise for soybeans instead of corn. Models using
extreme heat degree days in columns (c) again outperform models using average temperature in columns (b),
although the reduction in error is not as big as for corn. Including all four weather variables very slightly
increases the out-of-sample prediction error, but give the errors on the predictions, they are not significantly
different at the 95% level from one another in all but one out of the 8 comparisons.
Table 4.3 examines the role of aggregation bias for nonlinear models, which gets amplified when weather
data is aggregate to the annual level. Columns (1d) and (2d) are the same as columns (2d) in Table 4.1 and
4.2, respectively, i.e., a national-level model using four weather variables for corn and soybeans where the
nonlinear tranformation is first conducted for each day and grid cell and then aggregated to the annual level
by summing over all days and averaging over all grids. Table 4.3 aggregates the weather data before taking
10Predicted yields are elog(yield) × e
σ2
2 to account for the convexity of the exponential function.
11Predicted yields according to a trend times actual growing area.
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the nonlinear tranformation, where the most aggregate data is in columns (a) and the least aggregated are
in columns (d). Sometimes only monthly weather data is available. Columns (c) therefore first average
temperatures for each month for each grid cell before conducting the nonlinear transformation for degree
days and then averaging them over all grid cells. By the same token, some weather data sets report at a
much coarser grid. Columns (b) first average daily temperatures over grids in the Eastern United States
before conducting the nonlinear tranformation for degree days and then summing over all days of the growing
season. Columns (a), the model with the most aggregate weather data, first average temperatures over all
grids and all days of a month before conducting the nonlinear tranformation for degree days. For both corn
and soybeans, conducting the nonlinear transformation before averaging over space or time (or both) in
columns (d) gives the lowest prediction errors. When nonlinearities are important, averaging over space and
time can dilute these nonlinearities. These should be conducted on the smallest possible grid cell and time
step.
In summary, a very simple statistical model with either just one variable (measure of extreme heat
over the growing season) or four weather variables (moderate and extreme heat plus a quadratic in total
precipitation) give very good forecasts for the last four years that were not used in the estimation of the
coefficients. This gives us some confidence that the model is adequate to simulate the effects of climate
change on crop production. In the case of corn, the hot year 2012 was especially well predicted.
4.3 Implication of Yield Declines
Are predicted yield declines form statistical panel regression valid predictions of climate change? Below we
discuss whether adaptation might mitigate the predicted yield declines and what effect they might have on
commodity prices.
4.3.1 Adaptation in Current Growing Areas
Can climate impact estimates for agriculture be reliably extrapolated from controlled field or greenhouse
experiment results alone, or statistical correlations based on past behavior as outlined in the previous section?
Agricultural practices are dynamic and adjustable. Economic actors will adapt to evolving conditions and
if current practices lose their optimality, new practices will displace them. On the other hand, if new
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practices are too costly, it might not be worthwhile to engage in them. Extensive and intensive margins of
adjustment will be available, and the range of options available to farmers, though situation-specific, include
modifying timings of crop management activities, crop-switching, intensifying inputs, switching varieties,
and diversifying income sources.12
Some insight into which practices may be feasible under a changed climate can be gleaned from the
practices of farmers elsewhere who have been subject to warmer conditions. This forms the basis of the
Ricardian approach (Mendelsohn et al., 1994; Kurukulasuriya and Mendelsohn, 2007), which employs cross-
sectional techniques using farmland value in estimating warming effects on agriculture. While some such
changes will doubtless occur, impediments are likely to block their complete emulation. For example, parts of
the Western US have benefited from generous federal irrigation program subsidies which have been capitalized
into higher private land values. It is unlikely such subsidy levels will be extended in the future to areas
not already possessing comparable irrigation systems. Since irrigation is observed to mitigate the effects
of extreme heat, the damage function estimated from currently irrigated lands cannot be simply mapped
onto areas whose future climate will approximate that of currently irrigated lands (Schlenker et al., 2005).
Many adaptation measures are costly, and it is important to account for these costs or otherwise one will
overestimate the potential benefits of adaptation.
Butler and Huybers (2013) run county-level degree day models of maize yields in the eastern US and
uncover large heterogeneity in extreme heat (degree days above 29◦C during the growing season, as described
in the previous section) responsiveness. They then regress the estimated response on the location’s extreme
heat climatology and find that warmer counties are largely more heat tolerant, suggesting that regional
adaptation and use of appropriate cultivars have been effective at reducing heat-induced losses. Under a
uniform 2◦C warming scenario, continuation of observed adaptation would more than halve aggregate yield
losses. However, they overstate the potential benefits of adaptation by assuming that it is costless; farmers
can obtain a lower sensitivity to extreme heat if their area warms. If such technology was available, risk-
averse farmers should already be adopting them in current climates as they reduce the variability of output
at the current climate. In non-linear panel models, the trade-off between a reduction in weather-sensitivity
and average yields can be identified. Schlenker et al. (2013) find that for 2◦C warming, the benefits of a
lower sensitivity to extreme heat are roughly compensated by lower average yields, a result that is intuitively
given by the envelope theorem.
How closely agents hew to their evolving production frontiers will likely remain contested until stronger
12Smit and Skinner (2002) offers a comprehensive inventory of adaptation options in agriculture.
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shifts in climate are realized that would allow for stronger tests of adaptation behavior. Some researchers
posit that economic actors will efficiently incorporate newly-revealed information about the changing climate
into their decision-making, resulting in new optima minus adjustment costs. Such an assumption would
project climate change costs to be substantially lower than forecasts based on extrapolation without adap-
tation (Kahn, 2014). However, other work suggests that market distortions, discounting, and information
asymmetries are some factors that may undermine optimization, or that changes in production technology
are simply too costly compared to the benefits. Recent papers conclude that observed farmer adaptation
thus far has been limited (Burke and Emerick, 2016; Taraz, 2015).
Burke and Emerick (2016) adopt a ‘long differences’ approach on eastern US agriculture, comparing mean
values for 1978-1982 agricultural outcomes against those from 1998-2002 to generate 20-year differences. Over
this period, portions of the eastern US experienced temperature increases on par with those anticipated
over coming decades, providing some equivalence between analyzed and forecast temperature changes. The
recovered sensitivities to extreme heat are not statistically different from the ones obtained in a panel
regressions, suggesting that adaptation to date has not been a large factor. While long time horizons allow
for greater levels of climatic variation, agents living in the beginning state and the end state often lose
comparability. This ‘frequency-identification trade-off’ (Hsiang and Burke, 2014) implies that an increasing
number of confounds must be ruled out to isolate effects from the weather/climate channel.
A complementary approach involves examining the efficacy of individual actions. Taraz (2015) tests
for changes in irrigation investment and crop composition among Indian farmers due to multi-year rainfall
regimes, while Kala (2015) finds in her sample of Indian farmers support for ambiguity aversion - favoring
planting decisions that insure against worst-outcome monsoon onset realizations - and that these decisions
are consistent with a belief in climate stationarity. However, she does not control for the co-linearity of
temperature and precipitation and the role temperature plays in governing planting decisions via evapotran-
spirative effects. Colmer (2015) identifies a labor reallocation channel in Indian agriculture. In warmer and
less productive years, casual laborers shift from agriculture into manufacturing. Migration is often the pre-
cursor to such occupational shifts, and in its own right has been the outcome of interest for numerous papers
in development economics utilizing weather shocks as exogenous income shifters. Alternatively, Henderson
et al. (2015) investigate urbanization as a more permanent response to changes in agricultural productivity.
Using data from 29 sub-Saharan African countries, they estimate the effect of moisture availability, a mea-
sure of precipitation and potential evapotranspiration, on urban population and income. They find long-run
drying drives urbanization, but only in locations with an existing manufacturing base.
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While empirical tests of adaptation benefit from focusing on netted outcomes, translating such findings
into policy requires guidance on what may work and what does not. Irrigation, for example is considered
one promising action for areas not yet at full irrigation. Evidence from more than forty years of district-level
yields data in India suggests that areas higher in irrigation experience significantly lower yield losses from
extreme temperature, though numerous confounds including wealth, ability, and soil quality cannot be ruled
out as the true causal factors. Well-designed field trials could shed light on whether such investments do lower
the magnitude of weather losses, but their external validity rests on realistically approximating irrigation as
actually practiced. Furthermore, time horizons matter and decisions made to maximize short-run returns
may be detrimental in the long run. For example, India is currently facing crises in several areas where
agriculture has for years exploited highly subsidized energy enabling groundwater access. Now some of these
locations are facing salinity issues which have led to abandonment or low crop productivity.
4.3.2 Shift in Growing Areas
While adapting to extreme heat in current growing areas seems to come with some challenges, another
possibility might be to shift where crops are grown as climate change alters the location of the areas that
offer the optimal weather. The possibility of shifts in growing areas in large parts depends on soil quality.
How climate change will shape the spatial pattern of agricultural production is a new area of research
with potential to make significant contributions. Reilly et al. (1994) and Rosenzweig and Parry (1994)
represent some of the earliest efforts to calculate trade’s role in reducing losses. Reilly et al. (1994) use a
partial equilibrium model, exogenously prescribing yield effects from Rosenzweig and Parry (1994). Reilly
et al. (2003) ask whether climatic change contributed to the observed westward shift in corn, soy, and wheat
production. More recently, Costinot et al. (2014) develop a ‘field-level’ international trade model employing
FAO GAEZ potential yields data, both under historic and projected climates, to model each GAEZ grid cell’s
potential productivity of 10 key crops. This approach has the distinct advantage of using raster data with
continuous coverage, which does not suffer from the problem of irregular sub-national outcomes reporting
that plagues many countries. In a trade-integrated global economy under climate change, climate change
effects on agriculture would shave off about a quarter percentage point from global GDP.
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4.3.3 Impacts on Prices
We have thus far focused on estimating the effects of temperature on productivity per unit area (yields).
Both producers and consumers are impacted by changes in prices, which are driven by production shocks.
Real prices for commodity crops have been downward trending over the last century as production increases
have outpaced demand increases. There were some spikes, e.g., the 1970s, but a general downward trend.
After 2005, prices tripled due to an outward shift in demand for biofuels as well as production shortfalls. A
better understanding of production and demand trends is crucial to model future prices.
In addition to climate change, several demographic and economic challenges compound the challenge of
ensuring affordable, available food. Global population continues to rise. Large segments of the world are
enjoying greater purchasing power and their tastes are shifting towards more resource-intensive foods. It is
unlikely that land intensification alone will be the route for satisfying food demand growth. Conversion from
existing forests and peatlands to cultivable land would have the perverse effect of releasing more CO2 and
lead to a positive feedback loop.13
If we treat climate change as a supply shock in existing areas, the split between induced additional supply
and reductions in demand will be governed by demand and supply elasticities. A correct estimation of these
elasticities is hence crucial, although empirically very challenging. Adopting a standard OLS approach will
not yield consistent estimates of supply elasticities because producers endogenously determine planting area.
Consider the traditional estimation setup that regresses supply, measured in aggregate calories produced in
a year, on that crop’s futures price. If farmers are aware of some crop-specific threat, for example a pest
outbreak, they will cut back on the land area planted with that crop and switch to another crop. While
demand has not changed, output has dropped, leading to higher futures prices. The outcome is a price
increase in response to an output reduction - a movement along the demand curve. The classical regression
setup would capture it as a supply response, implying a negative, or downward biased supply elasticity
towards zero.
A unique feature of most commodity crops is that they are storable and storage can smooth production
across periods. When prices are high, farmers sell their inventories and at the same time increase effort in the
next period to benefit from higher prices. Starting with this storage model, Roberts and Schlenker (2013)
use an IV approach to estimate the aggregate supply elasticity for four key commodities - corn, wheat, rice,
and soybeans - which are all storable. They use the contemporaneous supply shock to identify the demand
13Lambin and Meyfroidt (2011) recount examples of countries which increased food production without contributing to
deforestation.
CHAPTER 4. CLIMATE CHANGE ON YIELDS 128
equation, a known instrument since Wright (1928) introduced the concept of instrumental variables. The
new feature is that past supply shocks can be used to instrument the futures price and identify the supply
function. They find a statistically significant supply and demand elasticities, although both are fairly small
at 0.11 and -0.05, respectively, suggesting that shocks to output will result in significant price changes.
Has warming already affected prices and production volumes? Lobell et al. (2011b) perform a country-
level analysis by merging nationally averaged yields data for maize, rice, soybeans, and wheat with crop maps
and monthly temperature/precipitation data from the University of Delaware. After linking production to
weather, they predict output under the observed climate and one that takes out observed temperature and
precipitation trends. They find that between 1980-2005, observed climate trends already impacted crop
production compared to a counterfactual without the observed trends.
4.4 Conclusion
We have examined recent statistical studies linking agricultural yields to weather fluctuations in a panel
setting. We present new evidence that these models, estimated using historic data from 1950-2011 are very
capable of predicting US aggregate yields out-of-sample for the years 2012-2015. The single best predictor
is a measure of extreme heat that only counts for how long and by how much temperatures exceed 29◦C
(84◦F). Aggregate production forecasts are the key variable needed to predict changes in prices.
Statistical panel models hence give useful first-order effects of predicted changes in climate, which already
had a measurable effect since 1980. We discussed whether adaptation can reduce predicted losses in the
future. Recent evidence finds cases of adaptation, but the effects are limited, both in the United States
where the sensitivity to observed climate trends is roughly comparable to annual weather fluctuations,
although the former should induce farmers to adapt much more. At this point it seems more likely that
the main adaptation is not occurring at current growing areas, but rather through shifts in where crops are
grown. Future research on how growing areas might shift is an active and important research field.
FIGURES 129
Figure 4.1: Deriving Degree Days From Daily Minimum and Maximum Temperature
Notes: Degree days are the integral (gray area) between the temperature distribution within a day and the
bound, b, above which they are measured. The daily distribution of temperatures are approximated by a
sinusoidal curve between the daily minimum and maximum temperature. Temperatures exceed the threshold
between times t1 and t2, which are formally derived in the online appendix.
FIGURES 130
Figure 4.2: Cumulative Exposure to Degree Days Above 29◦C and Precipitation
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Notes: Figures display observed cumulative exposure to extreme heat (degree days above 29◦C) in the left
graph and precipitation in the right graph over the April-September growing season. Weather variables are
weighted averages of the county-level weather outcomes, where the weights are observed growing area times
predicted yields according to a trend. The black solid line is the historic average 1950-2011, while the dashed
gray lines show individual years for 1950 through 2011. The last four years are shown in color.
Data: PRISM
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Figure 4.3: Statistical Models Predicting Log Corn and Soybean Yields 1950-2015
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Notes: Figures display observed log corn yields (left) and observed log soybean yields (right) in black. Three
statistical models were estimated using data from 1950-2011, and yields were predicted both in sample
(1950-2011) as well as out-of-sample (2012-2015). All models included four weather variables: a quadratic in
season-total (April-September) precipitation as well as two degree variables where the bounds vary by crop
(10-29◦C and above 29◦C for corn, 10-30◦C and above 30◦C for soybeans). The statistical models differ by
spatial aggregation. The cyan line uses annual aggregate data, i.e., 62 observations, with a quadratic time
trend. The magenta and red line use state and county-level yields, respectively, each paired with a quadratic
time trend by state. All weather variables are first derived for a 2.5 × 2.5 mile grid on each day and then
aggregated to the eastern US.
Data: PRISM; National Agricultural Statistics Service
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Table 4.1: Out-of-Sample Forecasts for Corn Yields 2012-2015.
Actual Prediction Error (%) Under Various Models
Yield County-Level National-Level
(1) (2a) (2b) (2c) (2d) (3a) (3b) (3c) (3d)
Yield in 2012 123.16 27.19 14.89 4.38 3.62 23.41 18.28 4.29 1.16
(1.41) (0.60) (1.91) (3.84) (3.73) (4.38)
Yield in 2013 161.14 -1.91 3.13 -1.16 -1.34 -5.18 -2.98 -3.92 -1.75
(4.19) (1.32) (1.27) (3.08) (2.46) (2.56)
Yield in 2014 173.63 -7.85 -1.66 -0.07 -0.93 -11.58 -8.84 -3.66 -3.11
(4.32) (2.13) (1.87) (3.26) (3.28) (2.85)
Yield in 2015 171.87 -5.35 -7.20 -1.41 0.19 -10.30 -10.57 -5.01 -1.83
(2.71) (1.77) (1.60) (2.98) (3.14) (3.03)
RMSE 14.43 8.46 2.37 1.99 14.28 11.54 4.25 2.09
Weather Variables no avg dday four no avg dday four
Notes: Table reports actual yields (column 1) as well as out-of sample prediction errors under various
models in columns (2a)-(3d) in percent. Standard errors on the prediction errors are given in brackets and
were obtained from 1,000 bootstrap runs resampled from the joint distribution of all parameters. Columns
(a) includes no weather variable and the model hence simply predicts yields to equal the trend. Columns
(b) and (c) only include one weather variable: average temperature over the season (April-September)
in columns (b) and season-total degree days above 29◦C in columns (c). Columns (d) use four weather
variables: season-total (April-September) degree days 10-29◦C, degree days above 29◦C, and a quadratic
in precipitation. The statistical models also differ by spatial aggregation. Columns (2) use county-level
yields with a quadratic time trend by state. Columns (3) use aggregate data by year, i.e., 62 observations,
with a quadratic time trend. All weather variables are first derived for a 2.5 × 2.5 mile grid and then
aggregated to the county, state, or eastern US. The models are estimated using the years 1950-2011 and
predicted out-of sample for 2012-2015.
Data: PRISM; National Agricultural Statistics Service
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Table 4.2: Out-of-Sample Forecasts for Soybean Yields 2012-2015.
Actual Prediction Error (%) Under Various Models
Yield County-Level National-Level
(1) (2a) (2b) (2c) (2d) (3a) (3b) (3c) (3d)
Yield in 2012 40.20 9.28 3.23 -5.80 -7.96 10.92 8.17 1.01 -1.58
(0.76) (0.47) (1.23) (2.94) (2.90) (2.63)
Yield in 2013 44.40 0.22 3.73 2.68 1.19 1.73 1.89 2.15 5.12
(3.63) (0.52) (0.89) (2.53) (2.52) (2.12)
Yield in 2014 48.02 -6.59 -2.61 0.47 -1.57 -4.73 -4.46 -1.81 0.52
(3.68) (0.81) (1.03) (2.56) (2.66) (2.11)
Yield in 2015 48.82 -6.52 -7.37 -3.26 -1.21 -5.07 -6.40 -4.25 0.53
(2.09) (0.59) (0.71) (2.68) (2.68) (2.39)
RMSE 6.56 4.62 3.60 4.14 6.53 5.73 2.60 2.70
Weather Variables no avg dday four no avg dday four
Notes: Table reports actual yields (column 1) as well as out-of sample prediction errors under various
models in columns (2a)-(3d) in percent. Standard errors on the prediction errors are given in brackets
and were obtained from 1,000 bootstrap runs resampled from the joint distribution of all parameters.
Columns (a) includes no weather variable and the model hence simply predicts yields to equal the trend.
Columns (b) and (c) only include one weather variable: average temperature over the season (April-
September) in columns (b) and season-total degree days above 30◦C in columns (c). Columns (d) use
four weather variables: season-total (April-September) degree days 10-30◦C, degree days above 30◦C,
and a quadratic in precipitation. The statistical models also differ by spatial aggregation. Columns (2)
use county-level yields with a quadratic time trend by state. Columns (3) use aggregate data by year,
i.e., 62 observations, with a quadratic time trend. All weather variables are first derived for a 2.5 × 2.5
mile grid and then aggregated to the county or eastern US. The models are estimated using the years
1950-2011 and predicted out-of sample for 2012-2015.
Data: PRISM; National Agricultural Statistics Service
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Table 4.3: Out-of-Sample Forecasts By Aggregation Level
Prediction Error (%) Under Various Temp. Aggregation
Corn Soybeans
(1a) (1b) (1c) (1d) (2a) (2b) (2c) (2d)
Prediction Error in 2012 1.70 -0.37 0.90 1.16 -6.84 -6.66 -3.03 -1.58
(4.69) (4.56) (4.44) (4.38) (2.66) (2.69) (2.83) (2.63)
Prediction Error in 2013 4.44 -2.72 5.37 -1.75 5.85 2.93 7.34 5.12
(3.25) (3.08) (3.01) (2.56) (2.39) (2.30) (2.20) (2.12)
Prediction Error in 2014 -4.17 -3.46 -3.68 -3.11 -1.22 0.20 -0.17 0.52
(3.25) (3.28) (3.03) (2.85) (2.26) (2.26) (2.08) (2.11)
Prediction Error in 2015 -1.40 -5.14 -0.68 -1.83 0.36 -0.49 0.17 0.53
(3.66) (3.38) (3.35) (3.03) (2.26) (2.33) (2.31) (2.39)
RMSE 3.24 3.39 3.30 2.09 4.54 3.65 3.97 2.70
Temperature Average a/m area mon. grid a/m area mon. grid
Notes: Table report sensitivity of the aggregate (eastern US) analysis to how degree days are con-
structed from temperature variables. Columns (1a)-(1d) use aggregate annual corn yields, while
columns (2a)-(2d) use aggregate soybeans yields. Columns (1d) and (2d) are the same as column
(3d) in Table 4.1 and Table 4.2, respectively. Columns (d) use daily data for each 2.5 mile × 2.5 mile
grid to construct degree days before averaging them across space and time before deriving degree days.
Columns (c) average across time: they use average monthly minimum and maximum temperature
instead of daily temperatures. Columns (b) average temperature across space on each day. Finally,
columns (a) are the coarsest specification that average temperature across space and each month.
All specifications also include the same quadratic in season-total precipitation as well a quadratic
time trend. The models are estimated for the years 1950-2011 (62 observations) and predicted out-of
sample for 2012-2015.
Data: PRISM; National Agricultural Statistics Service
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