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GROWTH ESTIMATES FOR A CLASS
OF SUBHARMONIC FUNCTIONS IN A
HALF SPACE ∗
PAN GUOSHUANG1,2 AND DENG GUANTIE1,∗∗
Abstract. A class of subharmonic functions represented by the
modified kernels are proved to have the growth estimates u(x) =
o(x1−α
n
|x|m+α) at infinity in the upper half space ofRn, which gen-
eralizes the growth properties of analytic functions and harmonic
functions.
1. Introduction and Main Theorem
LetRn(n ≥ 3) denote the n-dimensional Euclidean space with points
x = (x1, x2, · · · , xn−1, xn) = (x′, xn), where x′ ∈ Rn−1 and xn ∈ R.
The boundary and closure of an open Ω of Rn are denoted by ∂Ω
and Ω respectively. The upper half-space H is the set H = {x =
(x′, xn) ∈ Rn : xn > 0}, whose boundary is ∂H . We write B(x, ρ) and
∂B(x, ρ) for the open ball and the sphere of radius ρ centered at x in
Rn. We identify Rn with Rn−1 ×R and Rn−1 with Rn−1 × {0}, with
this convention we then have ∂H = Rn−1, writing typical points x, y ∈
Rn as x = (x′, xn), y = (y
′, yn), where x
′ = (x1, x2, · · · , xn−1), y′ =
(y1, y2, · · · yn−1) ∈ Rn−1 and putting
x · y =
n∑
j=1
xjyj = x
′ · y′ + xnyn, |x| =
√
x · x, |x′| =
√
x′ · x′.
For x ∈ Rn\{0}, let([16])
E(x) = −rn|x|2−n,
where |x| is the Euclidean norm, rn = 1(n−2)ωn and ωn = 2pi
n
2
Γ(n
2
)
is the
surface area of the unit sphere in Rn. We know that E is locally
integrable in Rn.
Key words and phrases. Subharmonic function, Modified Poisson kernel, Mod-
ified Green function, Growth estimate.
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The Green function G(x, y) for the upper half space H is given
by([16])
G(x, y) = E(x− y)− E(x− y∗) x, y ∈ H, x 6= y,
where ∗ denotes reflection in the boundary plane ∂H just as y∗ =
(y1, y2, · · · , yn−1,−yn), then we define the Poisson kernel P (x, y′) when
x ∈ H and y′ ∈ ∂H by
P (x, y′) = −∂G(x, y)
∂yn
∣∣∣∣
yn=0
=
2xn
ωn|x− (y′, 0)|n .
The Dirichlet problem of upper half space is to find a function u
satisfying
u ∈ C2(H), (1.1)
∆u = 0, x ∈ H, (1.2)
lim
x→x′
u(x) = f(x′) nontangentially a.e.x′ ∈ ∂H, (1.3)
where f is a measurable function of Rn−1. The Poisson integral of the
upper half space is defined by
u(x) = P [f ](x) =
∫
Rn−1
P (x, y′)f(y′)dy′.
As we all know, the Poisson integral P [f ] exists if∫
Rn−1
|f(y′)|
1 + |y′|ndy
′ <∞.
(see [17,18] and [20])In this paper, we will consider measurable func-
tions f in Rn−1 satisfying∫
Rn−1
|f(y′)|
1 + |y′|n+mdy
′ <∞. (1.4)
It is well known that the Poisson kernel P (x, y′) has a series expansion
in terms of the ultraspherical ( or Gegenbauer ) polynomials Cλk (t) (λ =
n
2
)([7] and [12]). The latter can be defined by a generating function
(1− 2tr + r2)−λ =
∞∑
k=0
Cλk (t)r
k, (1.5)
where |r| < 1, |t| ≤ 1 and λ > 0. The coefficients Cλk (t) is called
the ultraspherical ( or Gegenbauer ) polynomial of degree k associated
with λ, the function Cλk (t) is a polynomial of degree k in t. To obtain
a solution of Dirichlet problem for the boundary date f , as in [3,5,15]
and [20], we use the following modified functions defined by
Em(x−y) =
{
E(x− y) when |y| ≤ 1,
E(x− y) +∑m−1k=0 rn|x|k|y|n−2+kC n−22k ( x·y|x||y|) when |y| > 1.
3Then we can define modified Green function Gm(x, y) and the modified
Poisson kernel Pm(x, y
′) by([1,2,4,11] and [20])
Gm(x, y) = Em+1(x− y)− Em+1(x− y∗) x, y ∈ H, x 6= y; (1.6)
Pm(x, y
′) =
{
P (x, y′) when |y′| ≤ 1,
P (x, y′)−∑m−1k=0 2xn|x|kωn|y′|n+kCn/2k
(
x·(y′,0)
|x||y′|
)
when |y′| > 1.
(1.7)
Siegel-Talvila([3]) have proved the following result:
Theorem A Let f be a measurable function in Rn−1 satisfying (1.4),
then the harmonic function
v(x) =
∫
Rn−1
Pm(x, y
′)f(y′)dy′ x ∈ H (1.8)
satisfies (1.1), (1.2), (1.3) and
v(x) = o(x1−nn |x|m+n) as |x| → ∞. (1.9)
where Pm(x, y
′) is defined by (1.7).
In order to describe the asymptotic behaviour of subharmonic func-
tions in half-spaces([8,9] and [10]), we establish the following theorems.
Theorem 1 Let f be a measurable function in Rn−1 satisfying (1.4),
and 0 < α ≤ n. Let v(x) be the harmonic function defined by (1.8).
Then there exists xj ∈ H, ρj > 0, such that
∞∑
j=1
ρn−αj
|xj|n−α <∞ (1.10)
holds and
v(x) = o(x1−αn |x|m+α) as |x| → ∞ (1.11)
holds in H −G. where G = ⋃∞j=1B(xj , ρj).
Remark If α = n, then (1.10) is a finite sum, the set G is the union of
finite balls, so (1.9) holds in H . This is just the result of Siegel-Talvila,
therefore, our result (1.11) is the generalization of Theorem A.
Next, we will generalize Theorem 1 to subharmonic functions.
Theorem 2 Let f be a measurable function in Rn−1 satisfying (1.4),
let µ be a positive Borel measure satisfying∫
H
yn
1 + |y|n+mdµ(y) <∞. (1.12)
Write the subharmonic function
u(x) = v(x) + h(x), x ∈ H
where v(x) is the harmonic function defined by (1.8), h(x) is defined
by
h(x) =
∫
H
Gm(x, y)dµ(y)
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and Gm(x, y) is defined by (1.6). Then there exists xj ∈ H, ρj > 0,
such that (1.10) holds and
u(x) = o(x1−αn |x|m+α) as |x| → ∞
holds in H −G, where G = ⋃∞j=1B(xj , ρj) and 0 < α < 2.
Next we are concerned with minimal thinness at infinity for v(x)
and h(x), for a set E ⊂ H and an open set F ⊂ Rn−1, we consider the
capacity
C(E;F ) = inf
∫
Rn−1
g(y′)dy′
where the infimum is taken over all nonnegative measurable functions
g such that g = 0 outside F and∫
Rn−1
g(y′)
|x− (y′, 0)|ndy
′ ≥ 1 for all x ∈ E.
We say that E ⊂ H is minimally thin at infinity if
∞∑
i=1
2−inC(Ei;Fi) <∞,
where Ei = {x ∈ E : 2i ≤ |x| < 2i+1} and Fi = {x ∈ Rn−1 : 2i < |x| <
2i+3}.
Theorem 3 Let f be a measurable function in Rn−1 satisfying (1.4),
then there exists a set E ⊂ H such that E is minimally thin at infinity
and
lim
|x|→∞,x∈H−E
v(x)
xn|x|m = 0.
Similarly, for h(x), we can also conclude the following:
Corollary 1 Let µ be a positive Borel measure satisfying (1.12), then
there exists a set E ⊂ H such that E is minimally thin at infinity and
lim
|x|→∞,x∈H−E
h(x)
xn|x|m = 0.
Finally we are concerned with rarefiedness at infinity for v(x) and
h(x), for a set E ⊂ H and an open set F ⊂ H , we consider the capacity
C(E;F ) = inf
∫
H
g(y)dµ(y)
where the infimum is taken over all nonnegative measurable functions
g such that g = 0 outside F and∫
H
g(y)
|x− y|n−1dµ(y) ≥ 1 for all x ∈ E.
5We say that E ⊂ H is rarefied at infinity if
∞∑
i=1
2−i(n−1)C(Ei;Fi) <∞,
where Ei is as in Theorem 3 and Fi = {x ∈ H : 2i < |x| < 2i+3}.
Theorem 4 Let µ be a positive Borel measure satisfying (1.12), then
there exists a set E ⊂ H such that E is rarefied at infinity and
lim
|x|→∞,x∈H−E
h(x)
|x|m+1 = 0.
Similarly, for v(x), we can also conclude the following:
Corollary 2 Let f be a measurable function in Rn−1 satisfying (1.4),
then there exists a set E ⊂ H such that E is rarefied at infinity and
lim
|x|→∞,x∈H−E
v(x)
|x|m+1 = 0.
2. Proof of Theorem
Let µ be a positive Borel measure in Rn, β ≥ 0, the maximal func-
tion M(dµ)(x) of order β is defined by
M(dµ)(x) = sup
0<r<∞
µ(B(x, r))
rβ
,
then the maximal function M(dµ)(x) : Rn → [0,∞) is lower semicon-
tinuous, hence measurable. To see this, for any λ > 0, let D(λ) = {x ∈
Rn : M(dµ)(x) > λ}. Fix x ∈ D(λ), then there exists r > 0 such
that µ(B(x, r)) > trβ for some t > λ, and there exists δ > 0 satisfying
(r + δ)β < tr
β
λ
. If |y − x| < δ, then B(y, r + δ) ⊃ B(x, r), therefore
µ(B(y, r + δ)) ≥ trβ > λ(r + δ)β. Thus B(x, δ) ⊂ D(λ). This proves
that D(λ) is open for each λ > 0.
In order to obtain the results, we need these lemmas below:
Lemma 1 Let µ be a positive Borel measure in Rn, β ≥ 0, µ(Rn) <
∞, for any λ ≥ 5βµ(Rn), set
E(λ) = {x ∈ Rn : |x| ≥ 2,M(dµ)(x) > λ|x|β }
then there exists xj ∈ E(λ) , ρj > 0, j = 1, 2, · · · , such that
E(λ) ⊂
∞⋃
j=1
B(xj , ρj) (2.1)
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and
∞∑
j=1
ρβj
|xj |β ≤
3µ(Rn)5β
λ
. (2.2)
Proof: Let Ek(λ) = {x ∈ E(λ) : 2k ≤ |x| < 2k+1}, then for any x ∈
Ek(λ), there exists r(x) > 0, such that µ(B(x, r(x))) > λ(
r(x)
|x|
)β, there-
fore r(x) ≤ 2k−1. Since Ek(λ) can be covered by the union of a family of
balls {B(x, r(x)) : x ∈ Ek(λ)}, by the Vitali Lemma([6]), there exists
Λk ⊂ Ek(λ), Λk is at most countable, such that {B(x, r(x)) : x ∈ Λk}
are disjoint and
Ek(λ) ⊂ ∪x∈ΛkB(x, 5r(x)),
so
E(λ) = ∪∞k=1Ek(λ) ⊂ ∪∞k=1 ∪x∈Λk B(x, 5r(x)).
On the other hand, note that ∪x∈ΛkB(x, r(x)) ⊂ {x : 2k−1 ≤ |x| <
2k+2}, so that∑
x∈Λk
(5r(x))β
|x|β ≤ 5
β
∑
x∈Λk
µ(B(x, r(x)))
λ
≤ 5
β
λ
µ{x : 2k−1 ≤ |x| < 2k+2}.
Hence we obtain
∞∑
k=1
∑
x∈Λk
(5r(x))β
|x|β ≤
∞∑
k=1
5β
λ
µ{x : 2k−1 ≤ |x| < 2k+2} ≤ 3µ(R
n)5β
λ
.
Rearrange {x : x ∈ Λk, k = 1, 2, · · · } and {5r(x) : x ∈ Λk, k =
1, 2, · · · }, we get {xj} and {ρj} such that (2.1) and (2.2) hold.
Lemma 2 Gegenbauer polynomials have the following properties:
(1) |Cλk (t)| ≤ Cλk (1) = Γ(2λ+k)Γ(2λ)Γ(k+1) , |t| ≤ 1;
(2) d
dt
Cλk (t) = 2λC
λ+1
k−1 (t), k ≥ 1;
(3)
∑∞
k=0C
λ
k (1)r
k = (1− r)−2λ;
(4) |C
n−2
2
k (t)− C
n−2
2
k (t
∗) | ≤ (n− 2)Cn/2k−1 (1) |t− t∗|, |t| ≤ 1, |t∗| ≤ 1.
Proof: (1) and (2) can be derived from [7] and [13]; (3) follows by
taking t = 1 in (1.5); (4) follows by (1), (2) and the Mean Value
Theorem for Derivatives.
Lemma 3 Green function G(x, y) has the following estimates:
(1) |G(x, y)| ≤ rn
|x−y|n−2
;
(2) |G(x, y)| ≤ 2xnyn
ωn|x−y|n
;
(3) |G(x, y)| ≤ Axnyn
|x−y|n−2|x−y∗|2
.
Proof: (1) is obvious; (2) follows by the Mean Value Theorem for
Derivatives; (3) can be derived from [14].
Throughout the paper, let A denote various positive constants inde-
pendent of the variables in question.
Proof of Theorem 1
7Define the measure dm(y′) and the kernel K(x, y′) by
dm(y′) =
|f(y′)|
1 + |y′|n+mdy
′, K(x, y′) = Pm(x, y
′)(1 + |y′|n+m).
For any ε > 0, there exists Rε > 2, such that∫
|y′|≥Rε
dm(y′) ≤ ε
5n−α
.
For every Lebesgue measurable set E ⊂ Rn−1 , the measure m(ε)
defined by m(ε)(E) = m(E ∩ {x′ ∈ Rn−1 : |x′| ≥ Rε}) satisfies
m(ε)(Rn−1) ≤ ε
5n−α
, write
v1(x) =
∫
|x−(y′,0)|≤3|x|
P (x, y′)(1 + |y′|n+m)dm(ε)(y′),
v2(x) =
∫
|x−(y′,0)|≤3|x|
(Pm(x, y
′)− P (x, y′))(1 + |y′|n+m)dm(ε)(y′),
v3(x) =
∫
|x−(y′,0)|>3|x|
K(x, y′)dm(ε)(y′),
v4(x) =
∫
1<|y′|<Rε
K(x, y′)dm(y′),
v5(x) =
∫
|y′|≤1
K(x, y′)dm(y′).
then
|v(x)| ≤ |v1(x)|+ |v2(x)|+ |v3(x)|+ |v4(x)|+ |v5(x)|. (2.3)
Let E1(λ) = {x ∈ Rn : |x| ≥ 2, ∃t > 0, m(ε)(B(x, t) ∩ Rn−1) >
λ( t
|x|
)n−α}, therefore, if |x| ≥ 2Rε and x /∈ E1(λ), then we have
|v1(x)| ≤
∫
xn≤|x−(y′,0)|≤3|x|
2xn
ωn|x− (y′, 0)|n2|y
′|n+mdm(ε)(y′)
≤ 4
n+m+1
ωn
xn|x|m+n
∫ 3|x|
xn
1
tn
dm(ε)x (t)
≤ 4
n+m+1
ωn
(
1
3α
+
n
α
)
λx1−αn |x|m+α. (2.4)
where m
(ε)
x (t) =
∫
|x−(y′,0)|≤t
dm(ε)(y′).
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By (1) and (3) of Lemma 2, we obtain
|v2(x)| ≤
∫
xn≤|x−(y′,0)|≤3|x|
m−1∑
k=0
2xn|x|k
ωn
C
n/2
k (1)
2|y′|n+m
|y′|n+k dm
(ε)(y′)
≤ 4
m+1
ωn
m−1∑
k=0
1
4k
C
n/2
k (1)
1
5n−α
εxn|x|m
≤ 4
m+1+α
ωn · 3n εxn|x|
m. (2.5)
By (1) and (3) of Lemma 2, we see that([19])
|v3(x)| ≤
∫
|x−(y′,0)|>3|x|
∞∑
k=m
4xn|x|k
ωn(2|x|)k−mC
n/2
k (1) dm
(ε)(y′)
≤ 2
m+2
ωn
ε
5n−α
∞∑
k=m
1
2k
C
n/2
k (1)xn|x|m
≤ 2
m−n+2α+2
ωn
εxn|x|m. (2.6)
Write
v4(x) =
∫
1<|y′|<Rε
[P (x, y′) + (Pm(x, y
′)− P (x, y′))](1 + |y′|n+m)dm(y′)
= v41(x) + v42(x),
then
|v41(x)| ≤
∫
1<|y′|<Rε
2xn
ωn|x− (y′, 0)|n2|y
′|n+mdm(y′)
≤ 4R
n+m
ε xn
ωn
∫
1<|y′|<Rε
1
( |x|
2
)n
dm(y′)
≤ 2
n+2Rn+mε m(R
n−1)
ωn
xn
|x|n . (2.7)
by (1) and (3) of Lemma 2, we obtain
|v42(x)| ≤
∫
1<|y′|<Rε
m−1∑
k=0
2xn|x|k
ωn|y′|n+kC
n/2
k (1) · 2|y′|n+mdm(y′)
≤
m−1∑
k=0
4
ωn
C
n/2
k (1)xn|x|kRm−kε m(Rn−1)
≤ 2
n+m+1Rmε m(R
n−1)
ωn
xn|x|m−1. (2.8)
9In case |y′| ≤ 1, note that
K(x, y′) = Pm(x, y
′)(1 + |y′|n+m) ≤ 4xn
ωn|x− (y′, 0)|n ,
so that
|v5(x)| ≤
∫
|y′|≤1
4xn
ωn(
|x|
2
)n
dm(y′) ≤ 2
n+2m(Rn−1)
ωn
xn
|x|n . (2.9)
Thus, by collecting (2.3), (2.4), (2.5), (2.6), (2.7), (2.8) and (2.9),
there exists a positive constant A independent of ε, such that if |x| ≥
2Rε and x /∈ E1(ε), we have
|v(x)| ≤ Aεx1−αn |x|m+α.
Let µε be a measure in R
n defined by µε(E) = m
(ε)(E ∩Rn−1) for
every measurable set E in Rn.Take ε = εp =
1
2p+2
, p = 1, 2, 3, · · · , then
there exists a sequence {Rp}: 1 = R0 < R1 < R2 < · · · such that
µεp(R
n) =
∫
|y′|≥Rp
dm(y′) <
εp
5n−α
.
Take λ = 3 · 5n−α · 2pµεp(Rn) in Lemma 1, then there exists xj,p and
ρj,p, where Rp−1 ≤ |xj,p| < Rp, such that
∞∑
j=1
(
ρj,p
|xj,p|)
n−α ≤ 1
2p
.
if Rp−1 ≤ |x| < Rp and x /∈ Gp = ∪∞j=1B(xj,p, ρj,p), we have
|v(x)| ≤ Aεpx1−αn |x|m+α,
Thereby
∞∑
p=1
∞∑
j=1
(
ρj,p
|xj,p|)
n−α ≤
∞∑
p=1
1
2p
= 1 <∞.
Set G = ∪∞p=1Gp, thus Theorem 1 holds.
Proof of Theorem 2
Define the measure dn(y) and the kernel L(x, y) by
dn(y) =
yndµ(y)
1 + |y|n+m , L(x, y) = Gm(x, y)
1 + |y|n+m
yn
.
then the function h(x) can be written as
h(x) =
∫
H
L(x, y)dn(y).
For any ε > 0, there exists Rε > 2, such that∫
|y|≥Rε
dn(y) <
ε
5n−α
.
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For every Lebesgue measurable set E ⊂ Rn, the measure n(ε) defined
by n(ε)(E) = n(E ∩ {y ∈ H : |y| ≥ Rε}) satisfies n(ε)(H) ≤ ε5n−α , write
h1(x) =
∫
|x−y|≤xn
2
G(x, y)
1 + |y|n+m
yn
dn(ε)(y),
h2(x) =
∫
xn
2
<|x−y|≤3|x|
G(x, y)
1 + |y|n+m
yn
dn(ε)(y),
h3(x) =
∫
|x−y|≤3|x|
(Gm(x, y)−G(x, y))1 + |y|
n+m
yn
dn(ε)(y),
h4(x) =
∫
|x−y|>3|x|
L(x, y)dn(ε)(y),
h5(x) =
∫
1<|y|<Rε
L(x, y)dn(y),
h6(x) =
∫
|y|≤1
L(x, y)dn(y).
then
h(x) = h1(x) + h2(x) + h3(x) + h4(x) + h5(x) + h6(x). (2.10)
Let E2(λ) = {x ∈ Rn : |x| ≥ 2, ∃t > 0, n(ε)(B(x, t) ∩H) > λ( t|x|)n−α},
therefore, if |x| ≥ 2Rε and x /∈ E1(λ), then we have by (1) of Lemma 3
|h1(x)| ≤
∫
|x−y|≤xn
2
rn
|x− y|n−2
2|y|n+m
xn
2
dn(ε)(y)
≤ 4× (3/2)n+mrn |x|
n+m
xn
∫ xn
2
0
1
tn−2
dn(ε)x (t)
≤ 4× (3/2)n+mrn
[
1
22−α
+
n− 2
(2− α)22−α
]
λx1−αn |x|m+α. (2.11)
where n
(ε)
x (t) =
∫
|x−y|≤t
dn(ε)(y).
By (2) of Lemma 3, we have
|h2(x)| ≤
∫
xn
2
<|x−y|≤3|x|
2xnyn
ωn|x− y|n
2|y|n+m
yn
dn(ε)(y)
≤ 4
n+m+1
ωn
xn|x|n+m
∫ 3|x|
xn
2
1
tn
dn(ε)x (t)
≤ 4
n+m+1
ωn
(
1
3α
+
n2α
α
)
λx1−αn |x|m+α. (2.12)
First note Cλ0 (t) ≡ 1([7]) , then we obtain by (1), (3) and (4) of
Lemma 2 and taking t = x·y
|x||y|
, t∗ = x·y
∗
|x||y∗|
in (4) of Lemma 2
11
|h3(x)| ≤
∫
|x−y|≤3|x|
m∑
k=1
rn|x|k
|y|n−2+k2(n− 2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(ε)(y)
≤ 4
m+1
ωn
m∑
k=1
1
4k−1
C
n/2
k−1 (1)
1
5n−α
εxn|x|m
≤ 4
m+1+α
ωn · 3n εxn|x|
m. (2.13)
By (1), (3) and (4) of Lemma 2, we see that
|h4(x)| ≤
∫
|x−y|>3|x|
∞∑
k=m+1
rn|x|k
|y|n−2+k2(n− 2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(ε)(y)
≤ 2
m+2
ωn
∞∑
k=m+1
1
2k−1
C
n/2
k−1 (1)
1
5n−α
εxn|x|m
≤ 2
m−n+2α+2
ωn
εxn|x|m. (2.14)
Write
h5(x) =
∫
1<|y|<Rε
[G(x, y) + (Gm(x, y)−G(x, y))]1 + |y|
n+m
yn
dn(y)
= h51(x) + h52(x),
then we obtain by (2) of Lemma 3
|h51(x)| ≤
∫
1<|y|<Rε
2xnyn
ωn|x− y|n
2|y|n+m
yn
dn(y)
≤ 4R
n+m
ε
ωn
xn
∫
1<|y|<Rε
1
( |x|
2
)n
dn(y)
≤ 2
n+2Rn+mε n(H)
ωn
xn
|x|n . (2.15)
by (1), (3) and (4) of Lemma 2, we obtain
|h52(x)| ≤
∫
1<|y|<Rε
m∑
k=1
rn|x|k
|y|n−2+k2(n− 2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(y)
≤
m∑
k=1
4
ωn
C
n/2
k−1 (1)xn|x|k−1Rm−k+1ε n(H)
≤ 2
n+m+1Rmε n(H)
ωn
xn|x|m−1. (2.16)
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In case |y| ≤ 1, by (2) of Lemma 3, we have
|L(x, y)| ≤ 2xnyn
ωn|x− y|n
2
yn
=
4xn
ωn|x− y|n ,
so that
|h6(x)| ≤
∫
|y|≤1
4xn
ωn(
|x|
2
)n
dn(y) ≤ 2
n+2n(H)
ωn
xn
|x|n . (2.17)
Thus, by collecting (2.10), (2.11), (2.12), (2.13), (2.14), (2.15), (2.16)
and (2.17), there exists a positive constant A independent of ε, such
that if |x| ≥ 2Rε and x /∈ E2(ε), we have
|h(x)| ≤ Aεx1−αn |x|m+α.
Similarly, if x /∈ G, we have
h(x) = o(x1−αn |x|m+α) as |x| → ∞. (2.18)
by (1.11) and (2.18), we obtain
u(x) = v(x) + h(x) = o(x1−αn |x|m+α) as |x| → ∞
hold in H −G, thus we complete the proof of Theorem 2.
Proof of Theorem 3 and 4
We prove only Theorem 4, the proof of Theorem 3 is similar. By
(2.13), (2.14), (2.15), (2.16) and (2.17) we have
lim
|x|→∞,x∈H
h3(x) + h4(x) + h5(x) + h6(x)
|x|m+1 = 0. (2.19)
In view of (1.12), we can find a sequence {ai} of positive numbers such
that limi→∞ ai =∞ and
∞∑
i=1
ai
∫
Fi
yn
|y|n+mdµ(y) <∞.
Consider the sets
Ei = {x ∈ H : 2i ≤ |x| < 2i+1, |h1(x) + h2(x)| ≥ a−1i 2im|x|}
for i = 1, 2, · · · . If x ∈ Ei, then we obtain by (3) of Lemma 3
a−1i ≤ 2−im|x|−1|h1(x) + h2(x)| ≤ A2−i(m+1)
∫
Fi
yn
|x− y|n−1dµ(y)
so that it follows from the definition of C(Ei;Fi) that
C(Ei;Fi) ≤ Aai2−i(m+1)
∫
Fi
yndµ(y) ≤ Aai2i(n−1)
∫
Fi
yn
|y|n+mdµ(y)
Define E =
⋃∞
i=1Ei, then
∞∑
i=1
2−i(n−1)C(Ei;Fi) <∞.
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Clearly,
lim
|x|→∞,x∈H−E
h1(x) + h2(x)
|x|m+1 = 0. (2.20)
Thus, by collecting (2.19) and (2.20), the proof of Theorem 4 is com-
pleted.
References
[1] Armitage, D. H., Representations of harmonic functions in half-spaces. Proc.
London Math. Soc., (3) 38 (1979), no. 1, 53–71.
[2] Armitage, D. H., Representations of superharmonic functions in half-spaces.
J. London Math. Soc. (2) 18 (1978), no. 2, 273–286.
[3] David Siegel and Erik Talvila, Sharp growth estimates for modified Poisson in-
tegrals in a half space. Potential Analysis, 15(2001), 333-360, MR 2002h:31008,
Zbl 0987.31003.
[4] Deng Guantie, Integral representations of harmonic functions in half spaces.
Bull.Sci.Math. 131(2007) 53-59.
[5] D.Siegel and E.Talvila, Uniqueness for the n-dimensional half space Dirichlet
problem. Pacific J.Math, 175(1996), 571-587, MR 98a:35020, Zbl 0865.35038.
[6] E.M.Stein, Singular integrals and differentiability properties of functions.
Princeton Univ. Press, Princeton, NJ, 1979.
[7] E.M.Stein and G.Weiss, Introduction to Fourier Analysis on Euclidean Space.
Princeton Univ. Press, Princeton, NJ, 1971.
[8] Esse´n, M.; Jackson, H. L., On the covering properties of certain exceptional
sets in a half-space. Hiroshima Math. J. 10 (1980), no. 2, 233–262.
[9] Esse´n, M.; Jackson, H. L.; Rippon, P. J., On a-minimally thin sets in a half-
space in Rp, p ≥ 2. Mathematical structure—computational mathematics—
mathematical modelling, 2, 158–164, Publ. House Bulgar. Acad. Sci., Sofia,
1984.
[10] Esse´n, M.; Jackson, H. L.; Rippon, P. J., On minimally thin and rarefied sets
in Rp, p ≥ 2. Hiroshima Math. J. 15 (1985), no. 2, 393–410.
[11] Gardiner, S. J., Representation and growth of subharmonic functions in half-
spaces. Proc. London Math. Soc. (3) 48 (1984), no. 2, 300–318.
[12] G.Szego¨, Orhhogonal Polynomials.American Mathematical Society Collo-
quium Publications, Vol.23, American Mathematical Society, Providence,1975,
MR 51 ♯8724, Zbl 0100.28405.
[13] H. Groemer, Geometric Applications of Fourier series and spherical Harmon-
ics. Encyclopedia of Mathematics and its applications; v.61, Cambridge Uni-
versity Press, Cambridge, England,1996.
[14] Hiroaki Aikawwa; Matts Esse´n, Potential Theory-Selected Topics. Springer-
Verlag, Berlin · Heidelberg · New York, 1996.
[15] H.Yoshida, A type of uniqueness for the Dirichlet problem on a half-space
with continuous data. Pacific J.Math, 172(1996), 591-609, MR 97g:31007,
Zbl 0853.31004.
[16] Lars Ho¨rmander, Notions of Convexity. Birkha¨user, Boston · Basel · Berlin,
1994.
[17] Sheldon Axler, Paul Bourdon and Wade Ramey, Harmonic Function Theory.
Second Edition. Springer-Verlag, New York, 1992.
[18] T.M.Flett, On the rate of growth of mean values of holomorphic and harmonic
functions. Proc. London Math. Soc., 20(3) (1970), 749-768, MR 42 ♯3286, Zbl
0211.39203.
[19] W.K.Hayman and P.B.Kennedy, Subharmonic Functions. Vol. 1, London
Math. Soc. Monographs, 9, Academic Press, London-New York, 1976, MR
57 ♯665, Zbl 0419.31001.
14 PAN GUOSHUANG
1,2
AND DENG GUANTIE
1,∗∗
[20] Yoshihiro Mizuta and Testsu Shimomura, Growth properties for modified Pois-
son integrals in a half space. Pacific J.Math, Vol.212, No.2, 2003.
1 Sch. Math. Sci. & Lab. Math. Com. Sys., Beijing Normal Univer-
sity, 100875 Beijing, The People’s Republic of China
2 Department of Public Basic Courses, Beijing Institute of Fashion
and Technology, 100029 Beijing, The People’s Republic of China
E-mail address : denggt@bnu.edu.cn
