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In this paper, we discuss a general procedure by which nonlinear power spectral densities (PSDs) of
the harmonic oscillator can be calculated in both the quantum and classical regimes. We begin with
an introduction of the damped and undamped classical harmonic oscillator, followed by an overview
of the quantum mechanical description of this system. A brief review of both the classical and
quantum autocorrelation functions (ACFs) and PSDs follow. We then introduce a general method
by which the kth-order PSD for the harmonic oscillator can be calculated, where k is any positive
integer. This formulation is verified by first reproducing the known results for the k = 1 case of the
linear PSD. It is then extended to calculate the second-order PSD, useful in the field of quantum
measurement, corresponding to the k = 2 case of the generalized method. In this process, damping
is included into each of the quantum linear and quadratic PSDs, producing realistic models for the
PSDs found in experiment. These quantum PSDs are shown to obey the correspondence principle by
matching with what was calculated for their classical counterparts in the high temperature, high-Q
limit. Finally, we demonstrate that our results can be reproduced using the fluctuation-dissipation
theorem, providing an independent check of our resultant PSDs.
Keywords: power spectral density; harmonic oscillator; nonlinear optomechanics; quantum nondemolition
measurement
I. INTRODUCTION
The harmonic oscillator, in which a particle is confined
to a potential well that varies quadratically with position,
has proven to be a very useful model in a number of clas-
sical and quantum systems. In the classical regime, the
harmonic oscillator provides an excellent description of
periodic systems such as a mass on a spring or a pendu-
lum, as well as resonating electronic LC circuits. In the
realm of quantum mechanics, an analogous model is suc-
cessful in predicting the behavior of a number of bosonic
systems, such as photons confined to an optical cavity
or phonons in an elastic solid. In fact, the vacuum itself
is thought to consist of an array of harmonic oscillators
with a broad range of frequencies [1].
Often, a harmonic oscillator model is applied to a sys-
tem in isolation, where we generally consider only linear
effects. However, when we begin to consider coupling
between harmonic oscillators, or with other systems al-
together, nonlinearities begin to enter the model, leading
to new physics. An example of this sort of interaction
arises in cavity optomechanics, in which two harmonic os-
cillators, one describing an optical cavity and the other
describing a mechanical resonator, are coupled to one
another [2]. In this case, the motion of the mechanical
resonator shifts the resonance frequency of the optical
cavity, while the optics provide a radiation pressure force
acting back on the mechanics. For moderate coupling,
a simple linear model suffices, such that monitoring the
∗Electronic address: bhauer@ualberta.ca
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electromagnetic field provides a readout of the linear mo-
tion of the oscillating mechanical device. However, as the
interaction strength between the two systems increases,
nonlinear coupling begins to occur, requiring that higher-
order terms be added to the Hamiltonian [3–9]. This
provides a method by which one can obtain direct access
to higher-order powers of the mechanical resonator’s mo-
tion. For instance, a number of experiments have demon-
strated direct coupling to the square of the oscillator’s
displacement [3, 4, 9–11]. These types of measurements
have generated significant interest, as they have been pro-
posed as a method to perform quantum nondemolition
(QND) measurements [12, 13] of a mesoscopic quantum
system [2, 3, 6, 14–17], as well as other exotic two-phonon
processes, such as mechanical cooling/squeezing [5] and
optomechanically induced transparency [7, 8].
In order to make such measurements effectively, a
knowledge of the autocorrelation functions (ACFs) and
power spectral densities (PSDs) corresponding to the
nonlinear readout of the oscillator’s motion is required.
Though the first-order PSD is a well-known result [18–
23], here we calculate a general PSD of any order for the
quantum and classical harmonic oscillator, with a special
focus on the linear and quadratic cases. The structure
of this document is as follows. In Section II, we provide
a basic overview of the classical and quantum harmonic
oscillators in the damped and undamped situations. Sec-
tion III then provides a description of how to calculate
the ACF and PSD of a classical time-dependent signal.
Complementary definitions for a time-dependent quan-
tum operator follow. Using the results of the previous
two sections, Section IV introduces a general procedure
that can be used to calculate the classical and quantum
PSDs of kth-order for the harmonic oscillator. Section
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2V reviews the k = 1 case of the first-order PSD of the
harmonic oscillator, which is immediately followed by an
extension to the k = 2 case of the quadratic PSD in Sec-
tion VI. Finally, we conclude the document by discussing
how these PSDs can be used in the context of real exper-
iments.
II. BACKGROUND
A. Classical Undamped Harmonic Oscillator
The model of the classical, undamped harmonic oscil-
lator describes a system whose dynamics are governed by
the following differential equation
x¨+ ω20x = 0, (1)
where x(t) is a time-dependent variable that in this case
we choose to be the position of the oscillator and ω0 =√
k/m is the resonant angular frequency of the system,
with k and m being the oscillator’s spring constant and
mass, respectively. The familiar oscillatory solution to
this second-order differential equation is given by
x(t) = x0 cos(ω0t+ φ), (2)
where x0 and φ are an arbitrary amplitude and phase of
the motion set by the initial conditions.
We can determine the total energy of this system as the
sum of its kinetic and potential energies. The potential
for this system is V = 12kx
2 = 12mω
2
0x
2, while the kinetic
energy is simply the conventional K = 12mx˙
2 = p
2
2m ,
where p is the linear momentum of the one-dimensional
system. Using our solution for x(t) from above, we find
the total energy to be
E = H = K + V =
p2
2m
+
1
2
mω20x
2
=
mω20x
2
0
2
[
sin2(ω0t+ φ) + cos
2(ω0t+ φ)
]
=
mω20x
2
0
2
,
(3)
which is a time-independent quantity. Note that in this
case, we can equate the total energy to the Hamiltonian
of the system, which we have denoted as H.
B. Classical Damped Harmonic Oscillator
While the undamped harmonic oscillator provides the
simplest solution to an oscillatory problem, this model
can be made more realistic by introducing damping into
the system, allowing for the description of real-world dis-
sipative systems, including LRC circuits and nanome-
chanical resonators [18]. The most straightforward way
to introduce damping into Eq. (1) is to add a term pro-
portional to x˙(t), producing the new differential equation
x¨+ Γx˙+ ω20x = 0, (4)
where Γ is a characteristic rate that quantifies the damp-
ing in the system.
In the underdamped case (Γ < 2ω0), the solution to
this equation is given by
x(t) = x0e
−Γt2 cos(ωdt+ φ), (5)
where ωd = ω0
√
1− (Γ/2ω0)2 is the shifted resonance
frequency due to damping. When damping is very small
(Γ 2ω0), we neglect this shift and take ωd ≈ ω0. In this
limit, Eq. (2) provides a good approximation for the solu-
tion of the damped harmonic oscillator given by Eq. (5).
From this point forward, we will assume we are in the
small damping limit, as this is the case of interest for
most nanomechanical systems.
Another useful parameter which can be used to quan-
tify the damping of the system described above is the
quality factor Q, defined by the equation
Q = 2pi
E
∆E
, (6)
where ∆E is the energy dissipated per oscillation cycle.
For the damped harmonic oscillator given above, we cal-
culate the total energy of the system as we did in the
undamped case, resulting in
E =
mω20x
2
0
2
e−Γt
[
sin2(ω0t+ φ) + cos
2(ω0t+ φ)
]
=
mω20x
2
0
2
e−Γt,
(7)
where in the above equation we have neglected a term
in x˙(t) that is proportional to Γ as we are in the small
damping limit. The result for the energy of the damped
harmonic oscillator is identical to that for its undamped
counterpart given in Eq. (3), except now the energy de-
cays on a timescale set by Γ. The energy dissipated in
one cycle is then given by the change of energy over one
period of oscillation τ0, that is
∆E =
mω20x
2
0
2
e−Γt − mω
2
0x
2
0
2
e−Γ(t+τ0)
=
mω20x
2
0
2
e−Γt
(
1− e−Γτ0) . (8)
The quality factor for this system is then given by
Q =
2pi
1− e−Γτ0 ≈
2pi
1− (1− Γτ0) =
ω0
Γ
, (9)
where we have again used the small damping limit and
the fact that we can relate the period of oscillation to
the system’s angular resonant frequency via τ0 = 2pi/ω0.
From Eq. (9) it becomes apparent that the small damping
3limit is equivalent to the high-Q limit, as smaller damping
leads to a reduction in energy dissipation. In fact, using
our condition for the small damping limit above, we can
quantify the high-Q limit as Q 1/2. For the remainder
of the document, we will refer to the small damping limit
as the high-Q limit.
By analyzing the undriven, damped harmonic oscilla-
tor above, we were able to investigate the time domain
solution of the resonator’s motion, as well as its energy
dissipation. However, this description is still somewhat
incomplete as generally the motion will be driven by some
time-dependent external driving force f(t). In such a sit-
uation, we arrive at the driven differential equation of
motion
x¨+ Γx˙+ ω20x =
f
m
. (10)
Analytical solutions for x(t) in this case can only be de-
termined for a small number of special cases of f(t), such
as a harmonic driving force. However, it is often more
fruitful to Fourier transform this equation to get its ex-
pression in the frequency domain, resulting in
x(ω) = χ(ω)f(ω) =
f(ω)
m (ω20 − ω2 − iωΓ)
, (11)
where x(ω) = F{x(t)} and f(ω) = F{f(t)} are the
Fourier transforms of x(t) and f(t) as defined in A 1 and
we have used the property in Eq. (A4) to calculate the
Fourier transforms of the derivatives. We have also in-
troduced the generalized mechanical susceptibility
χ(ω) =
1
m (ω20 − ω2 − iωΓ)
, (12)
which allows us to relate the resultant position to the
applied force in the frequency domain.
C. Quantum Harmonic Oscillator
To extend the above treatment of the harmonic oscilla-
tor into the quantum domain, we must first determine its
governing quantum mechanical Hamiltonian. This is ac-
complished by simply replacing x and p in the first line of
Eq. (3) with the canonically conjugate position and mo-
mentum operators xˆ and pˆ. With these new operators,
our kinetic and potential energies now become Kˆ = pˆ
2
2m
and Vˆ = 12mω
2
0 xˆ
2, resulting in
Hˆ = Kˆ + Vˆ =
pˆ2
2m
+
1
2
mω20 xˆ
2. (13)
Inputting this Hamiltonian into the Schro¨dinger equa-
tion, it is possible to solve for the energy eigenstates of
this system |n〉, along with their corresponding energy
eigenvalues En, where Hˆ |n〉 = En |n〉. For this deriva-
tion, we do not concern ourselves with the exact form of
the eigenstates, however, the energies are given by
En = ~ω0
(
n+
1
2
)
, (14)
where ~ = h/2pi is the reduced Planck’s constant. In
the above equation, n is an integer and signifies the state
of the oscillator. Quantum mechanically, this number n
can be interpreted as the number of quanta in the sys-
tem, for example photons in a cavity or phonons in a
solid. Therefore, E0 =
~ω0
2 denotes the ground state en-
ergy where n = 0 and no quanta exist in the system.
This energy will be shared evenly between the expecta-
tion values of the kinetic and potential energy such that
〈Kˆ〉 = 〈Vˆ 〉 = ~ω04 in the ground state.
We now introduce the raising (creation) and lowering
(annihiliation) operators bˆ† and bˆ, also known as the lad-
der operators. These two quantities are given by
bˆ =
√
mω0
2~
(
xˆ+
i
mω0
pˆ
)
,
bˆ† =
√
mω0
2~
(
xˆ− i
mω0
pˆ
)
,
(15)
and obey the commutation relation [bˆ, bˆ†] = 1. These
operators are convenient as they produce the following
simple relations when operating on the energy eigenstates
of the system
bˆ |n〉 = √n |n− 1〉 ,
bˆ† |n〉 = √n+ 1 |n+ 1〉 ,
(16)
as well as their Hermitian conjugates
〈n| bˆ† = 〈n− 1|√n,
〈n| bˆ = 〈n+ 1|√n+ 1.
(17)
From these relations we also have
bˆ†bˆ |n〉 = n |n〉 ,
bˆbˆ† |n〉 = (n+ 1) |n〉 .
(18)
As seen above, when acting on the energy eigenstates
the operator Nˆ = bˆ†bˆ returns the number of quanta n
of that state and is known as the number operator. By
inspecting Eq. (14) it should therefore be clear that the
Hamiltonian can be expressed as
Hˆ = ~ω0
(
bˆ†bˆ+
1
2
)
= ~ω0
(
Nˆ +
1
2
)
. (19)
We can also write xˆ in terms of the ladder operators as
xˆ = xzpf
(
bˆ+ bˆ†
)
, (20)
where we have introduced xzpf =
√
~
2mω0
, which is the
amplitude of the quantum mechanical zero point fluctu-
ations of the oscillator.
4Up to this point, we have been dealing with opera-
tors in the Schro¨dinger picture, where it is the eigen-
states, not the operators, that carry the time-dependence
of the problem. However, since we are dealing with time-
dependent signals, it is convenient to turn to the Heisen-
berg picture of quantum mechanics, where the operators
are now the quantities that vary in time. The dynam-
ics of an operator Oˆ, which was time-independent in the
Schro¨dinger picture, is now governed by the differential
equation
˙ˆ
O =
i
~
[Hˆ, Oˆ]. (21)
Upon inspection of this equation, we see that an operator
which is time-independent in the Schro¨dinger picture and
commutes with the Hamiltonian will remain constant in
the Heisenberg picture.
Using the Hamiltonian for the quantum harmonic os-
cillator given in Eq. (19), along with the commutation
relation for the ladder operators, we can obtain a differ-
ential equation for bˆ(t) given by
˙ˆ
b = −iω0bˆ. (22)
This equation is easily integrated to obtain the expres-
sion for the annihilation and creation operators in the
Heisenberg picture as
bˆ(t) = bˆe−iω0t,
bˆ†(t) = bˆ†eiω0t,
(23)
where the latter equation is obtained by taking the ad-
joint of the former.
Finally, we determine a time-varying expression for
xˆ(t) in the Heisenberg picture by inputting the relations
in Eq. (23) into Eq. (20) to obtain
xˆ(t) = xzpf
(
bˆe−iω0t + bˆ†eiω0t
)
.
(24)
Another advantage of working in the Heisenberg pic-
ture is that we can introduce damping into Eq. (22)
through a formalism known as input-output theory [1].
To do this, we assume that our harmonic oscillator is cou-
pled to a bath which has some effective temperature T .
Through this coupling, the oscillator is able to reach ther-
mal equilibrium with the bath, by either losing energy to
it or gaining energy from it, corresponding to damping
of the oscillator and an incoherent drive from the bath.
In general, this drive will have contributions originating
from both the thermal occupation of the bath, as well as
its quantum mechanical fluctuations.
Often, this bath is chosen to be an ensemble of har-
monic oscillators with varying resonance frequencies, all
of which are at the bath temperature. This method
proves to be very effective, as it is solvable due to the
simplicity of the harmonic oscillator, and provides an
accurate model of physically realizable baths, such an
electromagnetic field or phonons in a solid [1]. Using this
model, along with the first Markov approximation (mem-
oryless coupling to the bath quantified by a constant) [1],
we modify Eq. (22) to obtain a new equation of motion
˙ˆ
bγ = −iω0bˆγ − Γ
2
bˆγ +
√
Γbˆn, (25)
where we have introduced a subscript γ to differentiate
this ladder operator from the undamped one. In the
above equation, Γ quantifies the coupling of our oscil-
lator to the bath and corresponds directly to the me-
chanical damping rate mentioned above for the classical
case. This is exemplified by the fact that if we set Γ = 0
in Eq. (25), coupling to the bath is severed and we re-
claim the original, undamped differential equation given
by Eq. (22).
In the above equation, the two new terms have arisen
from coupling our oscillator to the bath. The second term
on the RHS describes a decay in the amplitude of bˆγ(t)
due to energy radiation to the bath, while the third term
represents the drive due to input noise from the bath,
given by the operator bˆn(t). We assume that this noise
will be delta-correlated in time (i.e. Markovian), which
corresponds closely to classical white noise, resulting in
[1, 2]
〈bˆn(t)bˆ†n(t′)〉 = (nb + 1) δ(t− t′),
〈bˆ†n(t)bˆn(t′)〉 = nbδ(t− t′),
〈bˆ†n(t)bˆ†n(t′)〉 = 〈bˆn(t)bˆn(t′)〉 = 0.
(26)
Assuming that the bath occupation will be constant over
the small bandwidth ∼ Γ of interest about the oscilla-
tor’s resonance frequency we can take the bath occupa-
tion number to be the single value nb = nb(ω0).
In this case, it is difficult to obtain a time-domain rep-
resentation for bˆγ(t) due to the noise input into the sys-
tem. Instead, we Fourier transform Eq. (25) to obtain
the spectral form of the annihilation operator
bˆγ(ω) =
√
Γbˆn(ω)
i (ω0 − ω) + Γ/2 , (27)
where we have introduced the Fourier transformed oper-
ators bˆγ(ω) = F{bˆγ(t)} and bˆn(ω) = F{bˆn(t)}. We can
also determine the spectral form of the creation opera-
tor, bˆ†γ(ω) = F{bˆ†γ(t)}, by taking the adjoint of the above
equation and using the relation [bˆγ(ω)]
† = bˆ†γ(−ω), which
results in
bˆ†γ(ω) =
√
Γbˆ†n(ω)
−i (ω0 + ω) + Γ/2 . (28)
Using these results for bˆγ(ω) and bˆ
†
γ(ω), we find a damped
representation of the position operator to be
xˆγ(ω) = xzpf
(
bˆγ(ω) + bˆ
†
γ(ω)
)
. (29)
5Finally, with our definition of the inverse Fourier trans-
form, along with Eq. (26), we obtain the correlators for
the Fourier transforms of the bath operators in frequency
space as
〈bˆn(ω)bˆ†n(ω′)〉 = 2pi (nb + 1) δ(ω + ω′),
〈bˆ†n(ω)bˆn(ω′)〉 = 2pinbδ(ω + ω′),
〈bˆ†n(ω)bˆ†n(ω′)〉 = 〈bˆn(ω)bˆn(ω′)〉 = 0.
(30)
Note that a difference of a factor of 2pi arises between
these correlators and others found in the literature [1, 24]
due to our definition of the Fourier transform. These op-
erators with damping included will be useful later when
determining the PSD for the damped quantum harmonic
oscillator.
III. AUTOCORRELATION FUNCTIONS AND
POWER SPECTRAL DENSITIES
In this section, we provide definitions that allow us to
calculate the ACFs and PSDs for classical signals and
quantum operators. Note that in this document, we will
introduce a bar over the classical ACFs and PSDs to
differentiate them from their quantum analogs.
A. Classical
We begin with a classical description of the ACF for a
real, time-dependent signal a(t). The ACF tells us how
the value of a(t) at a time t′ is correlated to itself at a
later time t+ t′ and is given by [25]
R¯aa(t) = lim
T0→∞
1
T0
∫ ∞
−∞
a(t′)a(t′ + t) dt′. (31)
Furthermore, by taking t = 0, that is inspecting how a(t)
is related to itself at the same time, we obtain the time
average of a2(t) defined as
〈
a2
〉
= R¯aa(0) = lim
T0→∞
1
T0
∫ ∞
−∞
a2(t′) dt′, (32)
where we have used the shorthand
〈
a2
〉
=
〈
a2(t)
〉
and
will continue to use this notation throughout the docu-
ment.
The PSD, which specifies the signal’s intensity at a
given frequency, and the ACF for a signal are related
to each other by a Fourier transform. Therefore we can
obtain the PSD for a(t) from its ACF by [25]
S¯aa(ω) =
∫ ∞
−∞
R¯aa(t)e
iωt dt. (33)
Furthermore, we can use the properties of the Fourier
transform given in A 1, along with the definition of the
ACF from Eq. (31) to write this PSD in terms of the
Fourier transform of a(t) as
S¯aa(ω) = lim
T0→∞
1
T0
|a(ω)|2 , (34)
where a(ω) = F{a(t)}. By performing the inverse
Fourier transform we can also recover the ACF from the
PSD as
R¯aa(t) =
1
2pi
∫ ∞
−∞
S¯aa(ω)e
−iωt dω. (35)
Also, through Eq. (32) it is apparent that the PSD is
related to the time average of the squared signal by〈
a2
〉
=
1
2pi
∫ ∞
−∞
S¯aa(ω) dω. (36)
Generally, the energy of the signal is proportional to the
signal itself squared, so by integrating the PSD over all
frequencies, we are able to determine the average energy
of the signal in question. This property will be useful
later when normalizing our PSDs.
We conclude our discussion on the classical PSD and
ACF by noting that the definitions we have chosen are
for the two-sided PSD, which is defined for both positive
and negative frequencies. We elect to use the classical
two-sided PSD for this document, as it is easier to cor-
respond with the quantum PSD, in which an asymmetry
between positive and negative frequency arises. How-
ever, we mention briefly that when performing classical
experiments, it is sometimes more convenient to work
with the one-sided displacement PSD, which is defined
over only positive frequencies [26] and is often quoted
in the literature [18–21]. Using the fact that a classical
two-sided PSD is an even function, we can see that in
performing the integrals in Eqs. (35) and (36), the limits
can be changed from 0 to ∞, provided we multiply by a
factor of 2. Therefore, we can determine the one-sided
PSD by multiplying the two-sided PSD by a factor of
two and restricting its definition to be over only positive
frequencies. This simple conversion from a two-sided to
a one-sided PSD applies to all classical PSDs derived in
this document.
B. Quantum
In the realm of quantum mechanics, physical observ-
ables correspond to Hermitian operators that act on
wavefunctions. Therefore, our ACF and PSD will be in
terms of the averages of these operators.
The quantum PSD is a spectral function that tells us
the intensity of a time-dependent quantum mechanical
operator aˆ(t) at a given frequency ω and is defined as
[22]
Saa(ω) =
∫ ∞
−∞
Raa(t)e
iωt dt
=
∫ ∞
−∞
〈aˆ(t)aˆ(0)〉 eiωt dt,
(37)
6where Raa(t) = 〈aˆ(t)aˆ(0)〉 is the ACF for aˆ(t). At a finite
temperature T , we can determine the ACF for aˆ(t) from
〈aˆ(t)aˆ(0)〉 = Tr{e
−βHˆeiHˆt/~aˆe−iHˆt/~aˆ}
Tr{e−βHˆ} , (38)
where Hˆ is the Hamiltonian of the system, β = 1/kBT
with kB being the Boltzmann constant and Tr{} denotes
the trace of an operator. In this paper, we choose to
work in the energy eigenstate basis so that the trace of
an operator Oˆ is given by
Tr{Oˆ} =
∑
n
〈n| Oˆ |n〉 , (39)
where |n〉 is the nth energy eigenstate of our quantum
system. We can therefore see that the denominator of
Eq. (38), given by
Z =
∑
n
〈n| e−βHˆ |n〉 =
∑
n
e−βEn 〈n|n〉 =
∑
n
e−βEn ,
(40)
is the canonical partition function [1].
We also point out that we can inverse Fourier trans-
form Saa(ω) to obtain Raa(t) as
Raa(t) = 〈aˆ(t)aˆ(0)〉 = 1
2pi
∫ ∞
−∞
Saa(ω)e
−iωt dω. (41)
Setting t = 0 we then have
〈aˆ2〉 = 1
2pi
∫ ∞
−∞
Saa(ω) dω, (42)
in direct correspondence with Eq. (36) for a classical sig-
nal.
It is also possible to express Saa(ω) in terms of the
Fourier transform of aˆ(t). By inputting the definitions
for the Fourier transform of aˆ(t) into Eq. (37) we find
Saa(ω) =
1
2pi
∫ ∞
−∞
〈aˆ(ω)aˆ(ω′)〉 dω′, (43)
where aˆ(ω) = F{aˆ(t)}. This relation is very useful, as it
provides an alternate method by which we can calculate
PSDs using the frequency domain. Equipped with these
definitions, as well as the relations given in Section II, we
are now ready to determine the PSDs for the harmonic
oscillator.
IV. GENERAL FORMULATION FOR THE
POWER SPECTRAL DENSITY OF xk
We now introduce a method by which the PSD can be
calculated in both the classical and quantum regimes for
any power of the position of a harmonic oscillator xk(t),
where k is any positive integer. From this point forth,
we label the PSD for xk(t) as the kth-order PSD and
likewise for the corresponding ACF.
A. Classical
Beginning with the kth-order classical PSD, we use the
definition of the PSD as the Fourier transform of the ACF
given in Eq. (33), along with Eq. (34), to obtain
S¯xkxk(ω) = F{R¯xkxk(t)} = lim
T0→∞
1
T0
|x(k)(ω)|2. (44)
Here we have used the notation x(k)(ω) = F{xk(t)} to
denote the Fourier transform of xk(t). Using Eq. (A8),
we can express this quantity as
x(k)(ω) = F{x(t) · x(t) · ... · x(t)}
=
1
(2pi)k−1
x(ω) ∗ x(ω) ∗ ... ∗ x(ω), (45)
where the ellipsis (...) indicates that the corresponding
operation is performed on k terms (for a total of k −
1 operations). We point out that with this notation,
k = 1 corresponds to a single term with no operations
performed.
For a general driving force f(ω), this expression is very
difficult to solve. However, if we restrict ourselves to a
frequency-independent drive (i.e. f(ω) = F ), as is the
case in thermally driven classical oscillators, the problem
simplifies significantly, as we obtain the relation
x(ω) ∗ x(ω) ∗ ... ∗ x(ω) = F kχ(ω) ∗χ(ω) ∗ ... ∗χ(ω), (46)
where we have input the relation in Eq. (11) for x(ω).
We can then write
S¯xkxk(ω) = S¯
th
FkFk |χ(ω) ∗ χ(ω) ∗ ... ∗ χ(ω)|2 , (47)
where we have defined a white noise thermal force PSD
S¯thFkFk = lim
T0→∞
1
T0
∣∣∣∣ F k(2pi)k−1
∣∣∣∣2 . (48)
Note that while the driving force is constant in frequency
space, it still grows as we increase T0, balancing out the
division by infinity such that S¯thFkFk remains constant.
The value of this quantity can be determined by ensuring
that Eq. (36) is satisfied. In the high-Q limit, we can
approximate the expectation value of
〈
x2k
〉
for a damped
harmonic oscillator as that for the undamped oscillator in
equilibrium with a bath at temperature T (see C), which
results in〈
x2k
〉
=
1
2pi
∫ ∞
−∞
S¯xkxk(ω) dω = x
2k
th
(2k)!
2kk!
, (49)
where we have introduced the root-mean-square am-
plitude of our thermally driven motion as xth =√
1/βmω20 =
√
kBT/mω20 . In order to satisfy this nor-
malization condition, we must integrate over the PSD
once we have determined its functional form by evaluat-
ing the convolutions found in Eq. (47).
7Before we move on to the quantum PSD, we provide a
brief remark in regards to carrying out the above proce-
dure. As can be seen above, the calculations performed
using this method become increasingly tedious as n be-
comes larger, mainly due to the increasing number of
convolutions. However, this complexity can be alleviated
slightly by breaking up the convolutions into smaller cal-
culations, allowing us to calculate our PSDs in an iter-
ative manner which utilizes previous calculations. For
instance, if we have already determined the second-order
PSD, for which we need χ(ω)∗χ(ω), we can convolve this
quantity with χ(ω), or with itself, and use the result to
determine the third- and fourth-order PSDs, respectively,
reducing the number of convolutions needed.
B. Quantum
We now move onto calculation of the quantum PSD for
xˆk(t). In this case, it is easier to focus on calculating the
ACF, which can then be Fourier transformed to produce
the corresponding PSD. Using Wick’s Theorem [27, 28],
we are able to determine the kth-order ACF to be (see
D)
Rxkxk(t) = 〈xˆk(t)xˆk(0)〉
=
N∑
c=0
Ac 〈xˆ(t)xˆ(t)〉c 〈xˆ(t)xˆ(0)〉k−2c 〈xˆ(0)xˆ(0)〉c ,
(50)
where
Ac =
(k!)
2
22c (c!)
2
(k − 2c)! , (51)
and
N =
{
k/2 for even k,
(k − 1)/2 for odd k. (52)
Therefore, by using Wick’s theorem, we have reduced
the complex problem of finding a 2k term correlation
function to evaluating the two term correlation functions
under the sum in Eq. (50), which we determine to be (see
E)
〈xˆ(t)xˆ(0)〉 = x2zpf
[
(〈n〉+ 1) e−iω0t + 〈n〉 eiω0t] ,
〈xˆ(t)xˆ(t)〉 = 〈xˆ(0)xˆ(0)〉 = x2zpf [2 〈n〉+ 1] .
(53)
Here we point out that in the first line we have obtained
the expression for the ACF in the k = 1 (linear) case.
In the above equations, we have introduced the thermal
average of n for the harmonic oscillator, which is given
by
〈n〉 = 1
eβ~ω0 − 1 . (54)
This quantity can be interpreted as the average number
of quanta obeying Bose-Einstein statistics at a tempera-
ture determined by β. Combining the results of Eq. (53)
with Eq. (50) we obtain
Rxkxk(t) = x
2k
zpf
N∑
c=0
Ac (2 〈n〉+ 1)2c
× [(〈n〉+ 1) e−iω0t + 〈n〉 eiω0t]k−2c .
(55)
Using the binomial theorem, we can instead write our
kth-order ACF in the form
Rxkxk(t) = x
2k
zpf
N∑
c=0
k−2c∑
d=0
Bcde
i(2c+2d−k)ω0t, (56)
where we have the new coefficient
Bcd =
(k!)
2
(2 〈n〉+ 1)2c (〈n〉+ 1)k−2c−d 〈n〉d
22c(c!)2d! (k − 2c− d)! . (57)
In this form, we can easily Fourier transform Eq. (56) to
obtain the kth-order quantum PSD
Sxkxk(ω) =
∫ ∞
−∞
Rxkxk(t)e
iωt dt
= 2pix2kzpf
N∑
c=0
k−2c∑
d=0
Bcdδ (ω + (2c+ 2d− k)ω0) ,
(58)
where we have used the definition of the Dirac delta func-
tion given by Eq. (A11). This provides an expression for
the kth-order PSD for the undamped quantum harmonic
oscillator for any positive integer k.
In any realistic system, however, a non-zero amount of
damping will occur as the oscillator radiates energy to its
environment. To determine the the kth-order PSD with
damping included, we could in principle use Eq. (43) to
calculate our PSD according to
S˜xkxk(ω) =
1
2pi
∫ ∞
−∞
〈xˆ(k)γ (ω)xˆ(k)γ (ω′)〉 dω′, (59)
where xˆ(k)(ω) = F{xˆk(t)} = xˆ(ω) ∗ ... ∗ xˆ(ω)/(2pi)k−1.
Here we have included a tilde over this PSD symbol to
indicate that it is a quantum PSD with damping in-
cluded. As we can see here, because we must work in
the frequency domain for the input-output formalism of
the damped harmonic oscillator, to determine the quanti-
ties xˆ(k)(ω) we must compute k−1 convolution integrals.
Just like in the classical case, this leads to an increasingly
complex problem as we increase k.
Fortunately, by using a definition of the delta function,
we have an alternate method by which we can include
damping into the kth-order PSD. In the case of small Γ,
we can approximate the delta functions in Eq. (58) using
Eq. (A12) to obtain
δk(ω) ≈ 1
2pi
kΓ
ω2 + (kΓ/2)
2 . (60)
8The subscript k is added here to differentiate between
delta functions of different orders, as the half-width of
the peaks of the PSD increases as kΓ/2. This effect is
discussed in detail in Section VI A. Using the expression
in Eq. (60), we can write our kth-order damped PSD as
S˜xkxk(ω) = x
2k
zpf
N∑
c=0
k−2c∑
d=0
kΓBcd
(ω + (2c+ 2d− k)ω0)2 + (kΓ/2)2
,
(61)
where we have a sum of Lorentzians instead of delta func-
tions, effectively introducing damping into our quantum
PSD. We will show below that for the k = 1 case, this
result is exactly what would be obtained if we had in-
stead decided to use the input-output formalism to in-
clude damping in our system, justifying this simpler ap-
proach.
In concluding this section, we would like to point out
that it is possible to use our result for the kth-order ACF
to determine the thermal average of xˆ2k(t). Taking t = 0
in Eq. (50) we have
〈xˆ2k〉 = x2kzpf (2 〈n〉+ 1)k
(2k)!
2kk!
=
(
〈Hˆ〉
mω20
)k
(2k)!
2kk!
, (62)
where 〈Hˆ〉 = ~ω0(〈n〉+ 1/2) is the average energy of the
harmonic oscillator. This equation, unlike the classical
analog, is valid for all temperatures as demonstrated by
the fact that Eq. (49) is recovered by taking the high
temperature limit kBT  ~ω0, for which 2 〈n〉 + 1 ≈
2kBT/~ω0.
The T = 0 limit of Eq. (62) can also be taken. Upon
inspection of Eq. (54), we see that as T → 0, 〈n〉 → 0
indicating that the oscillator is in its ground state, giving
〈xˆ2k〉 = x2kzpf
(2k)!
2kk!
. (63)
We point out that this equation provides a quantum ana-
log to Eq. (49), where we have taken xth → xzpf , as our
system is purely driven by quantum fluctuations in the
ground state as opposed to the classical thermal drive.
V. FIRST-ORDER POWER SPECTRAL
DENSITY
Now that the framework for determining PSDs and
ACFs for the harmonic oscillator has been laid out, we
show that for k = 1 our formalism reproduces the well-
known results of the first-order PSD for the position of
the harmonic oscillator in both the classical and quantum
regimes.
A. Classical
The linear displacement PSD for the classical damped
harmonic oscillator is determined by taking k = 1 in
Eq. (47), producing
S¯xx(ω) = S¯
th
FF (ω) |χ(ω)|2 =
S¯thFF
m2 [(ω2 − ω20)2 + ω2Γ2]
,
(64)
where we have used the generalized mechanical suscepti-
bility found in Eq. (12). In order to determine the con-
stant S¯thFF , we integrate S¯xx(ω) over all frequencies (see
F) and use Eq. (36) to obtain
〈
x2
〉
=
S¯thFF
2pim2
∫ ∞
−∞
dω
(ω2 − ω20)2 + ω2Γ2
=
S¯thFF
2m2ω20Γ
.
(65)
Inputting k = 1 into Eq. (49) we also have〈
x2
〉
=
kBT
mω20
. (66)
This result, which can be written in the form
1
2
mω20 〈x2〉 = 〈V 〉 =
1
2
kBT, (67)
is simply the equipartition theorem for the classical har-
monic oscillator in thermal equilibrium at a temperature
T , for which the average potential energy V is equal to
kBT/2 [29].
By equating Eqs. (65) and (66), we find S¯thFF =
2mΓkBT , which allows us to write the displacement PSD
for the classical damped harmonic oscillator as
S¯xx(ω) =
2ΓkBT
m [(ω2 − ω20)2 + ω2Γ2]
. (68)
This result agrees with that found in the literature [18–
21], provided we incorporate the factor of 2 required
when transferring between one- and two-sided PSDs. The
above result could have also been obtained in a more
straightforward route using the classical fluctuation-
dissipation theorem [30], which states that
S¯xx(ω) =
2kBT
ω
Im{χ(ω)}. (69)
With the functional form of our PSD, we are now able
to investigate some of its properties. First, since the
signal is peaked at the resonance frequency and the PSD
is an even function, we know that peaks exist at ω = ±ω0,
which results in
S¯maxxx = S¯xx(±ω0) =
2kBT
mω20Γ
. (70)
Another interesting parameter of the PSD is the width
of the peak, which is closely related to the damping of the
oscillator. Here, we consider the full width at half maxi-
mum (FWHM) ∆ω. To determine this quantity we look
for the frequencies ω1/2 at which S¯xx(ω1/2) = S¯
max
xx /2,
which leads to the quartic equation
ω41/2 +
(
Γ2 − 2ω20
)
ω21/2 + ω
2
0
(
ω20 − 2Γ2
)
= 0. (71)
9Using the quadratic formula, the solutions to this equa-
tion are found to be
ω1/2 = ±
√
ω20 −
Γ2
2
± Γ
2
2
√
Γ2 + 4ω20 ≈ ±ω0 ±
Γ
2
, (72)
where we have made the high-Q approximation. The four
solutions in the above equation correspond to two points
on the sides of the two peaks at ±ω0, which leads to a
FWHM of ∆ω = Γ in the high-Q limit.
B. Quantum
Moving to the quantum regime, we now look to de-
termine the first-order ACF and PSD for the position
operator of the quantum harmonic oscillator. We have
already calculated the first-order ACF in Section IV B
where it was found to be (see the first line of Eq. (53))
Rxx(t) = 〈xˆ(t)xˆ(0)〉
= x2zpf
[
(〈n〉+ 1) e−iω0t + 〈n〉eiω0t] . (73)
By Fourier transforming this ACF, or equivalently taking
k = 1 in Eq. (58), we obtain
Sxx(ω) = 2pix
2
zpf [(〈n〉+ 1)δ(ω − ω0) + 〈n〉 δ(ω + ω0)] .
(74)
This produces the well-known expression for the first-
order PSD for the position operator of the quantum
harmonic oscillator [22]. This result is also verified
by an independent determination using the fluctuation-
dissipation theorem (see K).
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FIG. 1: The first-order damped quantum PSD, with each
trace normalized such that its maximum at ω = ω0 is 1, vs
frequency in terms of the resonant frequency. We have chosen
a relatively low quality factor of 4 for this PSD, so that the
amplitude effects are not obscured by the narrowness of the
peaks. The different colors represent different average quanta
with 〈n〉 = 0, 0.2, 0.5, 1, 2, 5, 100, as we move up in color
from black to red. While the relative height of the peak at
ω = ω0 is unchanged, the peak at ω = −ω0 decreases with
average number of quanta, demonstrating the asymmetry of
the quantum PSD. In the extreme case of 〈n〉 = 0, the ω =
−ω0 peak disappears altogether.
The first-order quantum PSD is not symmetric about
zero frequency as was the case for the first-order classical
PSD. This asymmetry is visualized in Fig. 1. Physically,
these two peaks correspond to two different processes.
The negative frequency peak (ω = −ω0) is associated
with the annihilation/emission of a single quantum with
frequency ω0. Alternately, the positive frequency peak
corresponds to the creation/absorption of a quantum at
ω0. In the context of optomechanics, these processes
are strongly tied to Stokes/anti-Stokes Raman scattering
whereby phonons can be created/annihilated via interac-
tion with cavity photons [2]. Furthermore, the asymme-
try of these peaks leads to distinctly non-classical effects
at low phonon number, such as motional sideband asym-
metry, which has recently been observed experimentally
[23, 31].
It is also interesting to investigate the T = 0 limit of
the above quantum PSD. This limit corresponds to the
PSD of a quantum harmonic oscillator that is purely in
its ground state, its motion arising solely from zero point
fluctuations due to quantum noise. Taking 〈n〉 = 0 in
Eq. (74), the quantum PSD becomes
S0xx(ω) = 2pix
2
zpfδ(ω − ω0). (75)
In this limit, we completely lose the peak at ω = −ω0
due to the fact that in the ground state no quanta exist
to annihilate.
The above discussion on the physical significance of
the quantum PSD was for the ideal case of zero damp-
ing, leading to perfectly narrow peaks corresponding to
quanta at two distinct resonance frequencies, ω = ±ω0.
In a realistic system, however, damping will emerge,
broadening these peaks and allowing for small deviations
from this resonance frequency. We now look to include
damping into our system by using the input-output for-
malism outlined in Section II C. In this case, we calculate
the PSD using Eq. (43) to obtain
S˜xx(ω) =
1
2pi
∫ ∞
−∞
〈xˆγ(ω)xˆγ(ω′)〉 dω′. (76)
Utilizing Eq. (29), we find this damped PSD to be (see
I)
S˜xx(ω) = Γx
2
zpf
[
〈n〉+ 1
(ω − ω0)2 + (Γ/2)2
+
〈n〉
(ω + ω0)
2
+ (Γ/2)
2
]
,
(77)
which also agrees to what is found in the literature [22,
23]. A T = 0 PSD corresponding to the ground state of
a damped harmonic oscillator can also be determined by
setting 〈n〉 = 0 in the above equation to obtain
S˜0xx(ω) =
Γx2zpf
(ω − ω0)2 + (Γ/2)2
. (78)
Both of these above results could have also been obtained
by simply taking k = 1 in Eq. (61), justifying the method
by which we obtained this expression.
Finally, we can also find the thermal average
〈
xˆ2
〉
for
the quantum harmonic oscillator using Eq. (42), where
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we can integrate over either Sxx(ω) or S˜xx(ω) to obtain
〈
xˆ2
〉
= x2zpf(2 〈n〉+ 1) =
〈Hˆ〉
mω20
, (79)
consistent with k = 1 in Eq. (62). In the ground state, we
then have
〈
xˆ2
〉
= x2zpf such that the average value of the
squared motion is the zero point fluctuation amplitude
squared, as would be expected. This above equation can
also be recast into
1
2
mω20
〈
xˆ2
〉
=
~ω0
2
(
〈n〉+ 1
2
)
=
〈Hˆ〉
2
= 〈Vˆ 〉 . (80)
This can be interpreted as a sort of “generalized” equipar-
tition theorem in which the average potential energy can
be related to the average value of position squared, re-
gardless of whether the drive results from thermal or
quantum noise. As such, by taking the high temperature
limit of this equation, the classical equipartition partition
theorem given in Eq. (67) is recovered.
C. Classical Correspondence
For any quantum mechanical model, the correspon-
dence principle tells us that the quantum result will re-
produce its classical analog when the appropriate limits
are taken. We will now show that for the first-order PSD
for the damped quantum harmonic oscillator calculated
above, we are able to retrieve the classical linear PSD in
the limits of high temperature (kBT  ~ω0) and quality
factor (Q  1/2). This second condition must be taken
as we have implicitly made assumptions of high-Q when
introducing damping into the PSDs for the quantum har-
monic oscillator.
To begin, we see that in the classical limit we can use
Eq. (54) to make the following approximation
〈n〉+ 1 ≈ 〈n〉 ≈ 1
1 + β~ω0 − 1 =
1
β~ω0
=
kBT
~ω0
. (81)
Physically, this equation tells us that at high tempera-
tures, the thermal energy of the resonator is broken into
a large number of n quanta, each with energy ~ω0, such
that the ground state energy can be neglected. Remem-
bering that x2zpf =
~
2mω0
, we can rewrite Eq. (77) as
S˜xx(ω) ≈ ΓkBT
2mω20
[
1
(ω − ω0)2 + (Γ/2)2 +
1
(ω + ω0)2 + (Γ/2)2
]
≈ 2ΓkBT
m [(ω2 − ω20)2 + ω2Γ2]
.
(82)
The details of how the approximations were made to
achieve the classical result are outlined in J. In the last
line, we have retrieved the classical result of Eq. (68) that
was determined in Section V A. Therefore, we have shown
that the first-order quantum PSD calculated here satis-
fies the correspondence principle in the region of interest
surrounding the peaks at ω = ±ω0. This is illustrated in
Fig. 2 for 〈n〉 = 1000 and Q = 1000.
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FIG. 2: Plot of the classical PSD (solid green) given by
Eq. (68) and the damped quantum PSD (dashed black) given
in Eq. (77) in the regions surrounding the peaks at ω = ±ω0,
exhibiting classical correspondence for the first order case. We
have used 〈n〉 = 1000 and Q = 1000 such that the plots shown
span 10Γ on either side of each peak. The PSDs are normal-
ized such that their maximum values are 1 and the frequency
is given in terms of the oscillator’s resonance frequency.
VI. SECOND-ORDER POWER SPECTRAL
DENSITY
The linear PSD calculated in the above section can be
used for situations in which the displacement of an oscil-
lator is measured directly. However, there are situations
where it is useful to measure the square of the position
directly [3, 5–8], in which case we need to consider the
second-order PSD for the oscillator. In this section, we
shall determine this quadratic PSD for both the quantum
and classical cases.
A. Classical
We begin by calculating the classical second-order
PSD, proceeding as we did in the previous section where
we now use Eq. (47) with k = 2. The PSD in this case
will be given by
S¯x2x2(ω) = S¯
th
F 2F 2 |χ(ω) ∗ χ(ω)|2 , (83)
the functional form of which is determined by the convo-
lution
χ(ω) ∗ χ(ω) =
∫ ∞
−∞
χ(ω′)χ(ω − ω′) dω′. (84)
This integral can be computed using contour integration
(see G) to obtain
χ(ω) ∗ χ(ω) = −4pii
m2 (ω + iΓ) (ω2 − 4ω20 + 2iωΓ)
. (85)
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Inputting this expression into Eq. (83), we determine the
unnormalized second-order PSD as
S¯x2x2(ω) =
16pi2S¯thF 2F 2
m4 (ω2 + Γ2)
(
(ω2 − 4ω20)2 + 4ω2Γ2
) . (86)
Upon investigation of this function, we see that it is
peaked at ω = ±2ω0, as well as ω = 0. This is what we
expect for the PSD of the squared displacement [5, 9],
the physical meaning of which will become more appar-
ent when we look at the quantum case in Section VI B.
In order to properly normalize this second-order PSD,
we must determine the value of S¯thF 2F 2 such that
〈
x4
〉
=
1
2pi
∫ ∞
−∞
S¯x2x2(ω) dω = 3
(
kBT
mω20
)2
, (87)
where we have simply taken k = 2 in Eq. (49). This
is done by explicitly performing the integral by using
contour integration (see H) resulting in
〈
x4
〉
=
3pi2S¯thF 2F 2
Γω20m
4 (4ω20 + 3Γ
2)
. (88)
Combining this with Eq. (87), we can solve for S¯thF 2F 2 for
which we find
S¯thF 2F 2 =
Γm2
(
4ω20 + 3Γ
2
)
(kBT )
2
pi2ω20
. (89)
Putting this result into Eq. (86) we get the final form for
the second-order PSD given by
S¯x2x2(ω) =
16Γ
(
4ω20 + 3Γ
2
)
(kBT )
2
m2ω20 (ω
2 + Γ2)
(
(ω2 − 4ω20)2 + 4ω2Γ2
) .
(90)
This equation can be simplified if we consider the high-Q
limit, in which case we can express our PSD as
S¯x2x2(ω) =
64Γ (kBT )
2
m2 (ω2 + Γ2)
(
(ω2 − 4ω20)2 + 4ω2Γ2
) . (91)
As we did above, we will now investigate the maximum
values of the second-order PSD. The second-order PSD
has three peaks, corresponding to three local maxima.
Beginning by evaluating the peak at ω = 0, we find
S¯DCx2x2 = S¯x2x2(0) =
(
4ω20 + 3Γ
2
)
(kBT )
2
Γm2ω60
≈ 4
Γ
(
kBT
mω20
)2
,
(92)
where in the last step we have taken the high-Q approx-
imation.
We now perform the same calculation for ω = ±2ω0.
Fortunately, due to the symmetry of the second-order
classical PSD, both of these peaks will have the same
maximum value, just as the ω = ±ω0 peaks did in the
first-order case. Evaluating the PSD at these two reso-
nant frequencies, we find
S¯2ω0x2x2 = S¯x2x2(±2ω0) =
(
4ω20 + 3Γ
2
)
(kBT )
2
Γm2ω40 (4ω
2
0 + Γ
2)
≈ 1
Γ
(
kBT
mω20
)2
,
(93)
where we have again made the high-Q approximation for
the last step. Comparing these three maxima (see Fig. 3),
we find that there is a global maximum at ω = 0, with
two local maxima at ω = ±2ω0. As well, we find that for
high-Q, the maxima are related by S¯DCx2x2 = 4S¯
2ω0
x2x2 .
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FIG. 3: The second order classical PSD (solid green) in
Eq. (90) and its quantum counterpart (dashed black) given in
Eq. (100) in the regions surrounding the peaks at ω = 0,±2ω0.
Here we have used 〈n〉 = 1000 and Q = 1000 such that the
plots are presented in a frequency window of 10Γ on each side
of the peak as before. These PSDs are normalized such that
their DC peak value is 1.
We can also use these maxima to determine the
FWHM at each of the peaks. Here we use a different
approach than we did for the first-order case, due to the
differing peak heights, as well as the fact that the denom-
inator depends on the frequency to the sixth power. To
simplify our calculations, we assume the high-Q limit to
begin with and expand about a small deviation from the
resonance frequency δω, which at the half maximum we
assume to be on the order of Γ.
We begin by recalculating the width of the peaks in the
first-order case to verify the effectiveness of this method.
To do this we evaluate the first-order PSD at ω = ω0+δω
and equate it to half of its maximum value, which is given
in Eq. (70), resulting in S¯xx(ω0 + δω) = kBT/mω
2
0Γ.
Evaluating this expression gives[
(ω0 + δω)
2 − ω20
]2
+ (ω0 + δω)
2
Γ2 − 2Γ2ω20
≈ 4ω20(δω)2 − ω20Γ2 = 0,
⇒ δω = ±Γ
2
,
(94)
where going from the first step to the second step we have
neglected all terms higher than second-order in δω ∼ Γ.
From this result, we find the FWHM as ∆ω = 2|δω| = Γ
as we found above, verifying that in the high-Q case,
the two methods give the same result. By using this ap-
proach, we have implicitly assumed that we are only deal-
ing with the ω = ω0 peak, while ignoring the ω = −ω0
peak. This is due to the fact that in this analysis, we are
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only concerned with frequencies resulting from a small
expansion around the peak of interest. However, this is
inconsequential as the symmetry of the PSD ensures the
negative frequency peak will have the same result.
Now that we have verified the efficacy of this method,
we apply it to the second-order PSD at ω = 0. Evaluating
our PSD at δω and equating it to the half maximum at
the DC peak we find[
(δω)2 + Γ2
] [(
(δω)2 − 4ω20
)2
+ 4(δω)2Γ2
]
− 32Γ2ω40
≈ 16ω40(δω)2 − 16ω40Γ2 = 0,
⇒ δω = ±Γ.
(95)
From this result, we find the FWHM at the DC peak to
be ∆ωDC = 2|δω| = 2Γ, which is twice the value of the
peaks in the first-order case.
We now perform the same analysis for the peak at
ω = 2ω0 (as usual symmetry ensures the same results at
ω = −2ω0). Here we now expand about 2ω0, such that
we evaluate our PSD’s half maximum at ω = 2ω0 + δω,
resulting in the expression[
(2ω0 + δω)
2 + Γ2
] [ (
(2ω0 + δω)
2 − 4ω20
)2
+ 4(2ω0 + δω)
2Γ2
]
− 32Γ2ω20
(
4ω20 + Γ
2
)
≈ 64ω40(δω)2 − 64ω40Γ2 = 0,
⇒ δω = ±Γ.
(96)
Therefore, the FWHM of the peaks at ω = ±2ω0 is
∆ω2ω0 = 2|δω| = 2Γ, which is identical to what we found
for the DC peak.
It is interesting to note that the second-order PSD
has peaks with twice the width of the first-order PSD.
We will briefly investigate what this means physically.
For the first-order PSD, the FWHM gives a measure of
the spread of frequencies around resonance that a single
quantum will have. The larger the width, the larger this
spread. Now for the second-order PSD, we are looking
at processes involving two quanta. Therefore, the spread
of accessible frequencies doubles, as we combine the fre-
quency distributions of each. This becomes mathemati-
cally apparent by investigating Eq. (83), as the overlap of
the mechanical susceptibility with itself in the convolu-
tion integral reaches its half-maximum value when each
first-order peak is ∼ Γ away from the other, producing a
second-order function with peaks of twice the width. See
Fig. 4 for a more detailed explanation of this effect.
B. Quantum
We now look to calculate the second-order PSD in the
quantum case. To do this, we follow a methodology sim-
ilar to what we used to calculate the first-order quantum
PSD by first finding the second-order ACF and using it to
a) c) d) e)b) Γ Γ
Γ
2Γ
h) i) j)g)f)
FIG. 4: A demonstration of how a convolution of two peaked
functions with a width of Γ produces a peak with a width
of 2Γ. In panels a)-e) the green curve is swept across the
stationary blue curve while the red curve in f)-j) maps out
the shared overlap area beneath the two functions, which is
how we can conceptually think of convolution. In panel a)
there is little overlap between the blue and green curve, so
our curve in f) does not yet exist. In b), the peak of the
green function has approached to within Γ of the blue. In
this case, the overlap causes half of the green or blue curve
to be integrated, such that in g) the red curve is at its half-
maximum value. In c), when the blue and green functions are
perfectly overlapping, the red curve in h) is at its maximum
value. In d) we have the opposite case to b), where the green
curve is now receding and the red curve in i) is decreasing
through its half-maximum. Finally in e), the green curve has
left the frame and the majority of the overlap with the blue
function has occurred. The end result is the red function in
j) with twice the width of the two peaks that were convolved
to produce it. As a final note, we mention that this process
can be performed any number of times, convolving k curves of
width Γ a total of k − 1 times to produce a final distribution
with width kΓ. Thus we have justified our choice of half-width
kΓ/2 in Eq. (60).
find the corresponding PSD. Starting by determining the
second-order ACF, we take k = 2 in Eq. (55) to obtain
Rx2x2(t) =
〈
xˆ2(t)xˆ2(0)
〉
= x4zpf
(
2
[
(〈n〉+ 1) e−iω0t + 〈n〉 eiω0t]2 + [2 〈n〉2 + 1]2)
= x4zpf
[
2 (〈n〉+ 1)2 e−2iω0t + 2 〈n〉2 e2iω0t
+ 8 〈n〉 (〈n〉+ 1) + 1
]
.
(97)
By Fourier transforming the above equation we obtain
the second-order PSD of the quantum harmonic oscillator
Sx2x2(ω) = 2pix
4
zpf
[
2 (〈n〉+ 1)2 δ(ω − 2ω0)
+ 2 〈n〉2 δ(ω + 2ω0) + (8 〈n〉 (〈n〉+ 1) + 1) δ(ω)
]
,
(98)
which could also have been obtained by taking k = 2 in
Eq. (58). This result agrees with that found in Eq. (S3) of
[17] and is also verified using the fluctuation-dissipation
theorem (see K).
Eq. (98) also exhibits asymmetric qualities, similar to
the first-order case, which are displayed in Fig. 5. As
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FIG. 5: The second-order quantum PSD, with each trace nor-
malized such that the peak at ω = 2ω0 is 1, vs frequency in
terms of the resonant frequency. The color scheme is the same
as in Fig. 1 so that 〈n〉 = 0, 0.2, 0.5, 1, 2, 5, 100, as we move
up in colors and a quality factor of 5 is chosen for clarity. In
this case, the relative height of the peak at ω = 2ω0 stays con-
stant, while the other two peaks decrease as 〈n〉 is reduced.
Notice that in this case, when 〈n〉 = 0, the ω = −2ω0 peak
vanishes, while the DC peak still has a finite height, albeit
significantly reduced.
we would expect from the classical case, this function
contains peaks at ω = 0,±2ω0. Furthermore, by in-
specting the coefficients of 〈n〉2 in each term, we find
SDCx2x2 = 4S
2ω0
x2x2 for the large 〈n〉 case associated with the
classical regime, agreeing with what we found in Section
VI A.
Assigning a physical interpretation to the above peaks,
two quanta are annihilated at the ω = −2ω0 peak, while
we have creation of two quanta at the ω = 2ω0 peak.
However, we now have a new DC term at ω = 0. Phys-
ically, this peak corresponds to the second-order process
by which either a quantum is created then annihilated, or
annihilated then created, with no net change to the sys-
tem. These processes are unique to a nonlinear system, as
we require a two-step procedure, which is prohibited for a
linear system. In cavity optomechanics, this term causes
a DC shift in the optical cavity’s resonance frequency in
proportion to the number of phonons in the mechanical
resonator, providing an avenue by which we can perform
a QND measurement of these quanta [6]. In addition
to this effect, cavity optomechanical systems also exhibit
other second-order effects corresponding to two-phonon
processes, leading to phenomena such as mechanical cool-
ing/squeezing [5], as well as optomechanically induced
transparency [7, 8].
As we did in the first-order case, it is interesting to
investigate the T = 0 limit of the second-order quantum
PSD. Taking 〈n〉 = 0 we are left with
S0x2x2(ω) = 2pix
4
zpf [2δ(ω − 2ω0) + δ(ω)]. (99)
Again, processes involving the initial annihilation of
quanta vanish at T = 0, leaving the two remaining peaks
at ω = 2ω0 and ω = 0, corresponding to the creation of
two quanta and the creation of a single quantum followed
immediately by its annihilation. What is surprising is
that the relative height of the DC peak and the 2ω0 peak
has decreased eight-fold, as the DC peak is now half of
that at 2ω0.
We can also determine the second-order PSD of the
damped harmonic oscillator by taking k = 2 in Eq. (61)
for which the result is
S˜x2x2(ω) = 2Γx
4
zpf
[
2 (〈n〉+ 1)2
(ω − 2ω0)2 + Γ2
+
2 〈n〉2
(ω + 2ω0)
2
+ Γ2
+
8 〈n〉 (〈n〉+ 1) + 1
ω2 + Γ2
]
.
(100)
The zero temperature limit of the above equation can be
obtained by taking 〈n〉 = 0 as usual, resulting in
S˜0x2x2(ω) = 2Γx
4
zpf
[
2
(ω − 2ω0)2 + Γ2
+
1
ω2 + Γ2
]
.
(101)
It is also interesting to investigate the thermal average〈
xˆ4
〉
for all T . Inputting either the undamped PSD of
Eq. (98) or the damped PSD of Eq. (100) into Eq. (42)
as we did in the first-order case we obtain〈
xˆ4
〉
= 3x4zpf (2 〈n〉+ 1)2 , (102)
consistent with the k = 2 case of Eq. (62). For T = 0, this
reduces to 〈xˆ4〉 = 3x4zpf , which is in direct correspondence
to the classical case given in Eq. (87), where we have
replaced the thermal drive with a quantum one.
C. Classical Correspondence
We conclude this section by ensuring that our second-
order quantum PSD obeys the correspondence principle.
Beginning with Eq. (100) and using the same approxi-
mations as we did for the first-order PSD, we find (see
J)
S˜x2x2(ω) ≈ Γ
(
kBT
mω20
)2
×
[
1
(ω − 2ω0)2 + Γ2 +
1
(ω + 2ω0)2 + Γ2
+
4
ω2 + Γ2
]
≈ 64Γ (kBT )
2
m2 (ω2 + Γ2)
(
(ω2 − 4ω20)2 + 4ω2Γ2
) ,
(103)
which matches the expression we found in Eq. (91) such
that classical correspondence is again satisfied. This is
presented visually in Fig. 3.
VII. CONCLUSION
We have presented a method to calculate a general
PSD for the classical and quantum harmonic oscilla-
tor, corresponding to any power of its position that is
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a positive integer. We then investigated the experi-
mentally relevant cases of k = 1 and k = 2 associ-
ated with the linear and quadratic PSDs, respectively.
The expressions for the first-order PSD are well-known
[18–23] and are presented here to verify our general
model. For the case of the second-order PSD, a number
of expressions useful in the field of quantum measure-
ment were calculated, allowing researchers to ascertain
whether or not a device is suitable for QND measure-
ments [3, 6, 9, 12, 14, 16, 17]. Both of these results were
found to agree with an independent determination rely-
ing on the fluctuation-dissipation theorem.
Though this document focused largely on the first-
and second-order cases, as these are the regimes that
are closely linked with experiment, it is possible higher-
order PSDs may become useful in the near future. For
instance, quartic or fourth-order coupling has already
been achieved [4] and is proposed as a method to gen-
erate Schro¨dinger cat states [32, 33]. For this reason, the
results presented in this paper provide a useful tool by
which a theoretical nonlinear PSD can be determined and
fit to experimental harmonic oscillator position spectra
of any order.
Appendix A: Definitions
1. Fourier Transforms
In this document, we choose to define our Fourier transform for an arbitrary, time-dependent signal a(t) as
F{a(t)} =
∫ ∞
−∞
a(t)eiωt dt = a(ω), (A1)
with the inverse Fourier transform being defined as
F−1{a(ω)} = 1
2pi
∫ ∞
−∞
a(ω)e−iωt dω = a(t). (A2)
With these definitions, we find the following useful property of the complex conjugate of the Fourier transform
a∗(ω) =
(∫ ∞
−∞
a(t)eiωt dt
)∗
=
∫ ∞
−∞
a(t)e−iωt dt = a(−ω). (A3)
Here we have assumed that the time-varying signal a(t) is real. We also have the expression for the Fourier transform
of the nth time derivative of a(t) given by
F
{
dna
dtn
}
= (−iω)n F{a(t)} = (−iω)n a(ω). (A4)
2. Convolution
For an arbitrary variable u, the convolution of two functions g(u) and h(u) is defined as
g(u) ∗ h(u) =
∫ ∞
−∞
g(u′)h(u− u′) du′, (A5)
and represents the measure of the area shared by the two functions, as we translate one across the other. A useful
property of this operation is that the Fourier transform of a convolution of two signals in the time domain is the
product of their Fourier transforms in the frequency domain. That is to say
F{g(t) ∗ h(t)} = g(ω)h(ω), (A6)
where g(ω) = F{g(t)} and h(ω) = F{h(t)} are the Fourier transforms of the signals g(t) and h(t).
We can also use the convolution integral to express the Fourier transform of a product of two functions in the time
domain as the convolution of their frequency domain representations. For our Fourier transform definitions, this is
given by
F{g(t)h(t)} = 1
2pi
g(ω) ∗ h(ω). (A7)
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Finally, this property can be extended to a product of k functions in the time domain giving
F{g1(t)g2(t)...gk(t)} = 1
(2pi)k−1
g1(ω) ∗ g2(ω) ∗ ... ∗ gk(ω), (A8)
where the ellipsis (...) is used to indicate that there are k terms in the sequence.
3. Dirac Delta Function
Conventionally, the one-dimensional Dirac delta function is defined as
δ(u− u′) =
{
∞ if u = u′,
0 if u 6= u′, (A9)
such that ∫
f(u′)δ(u− u′) du′ = f(u), (A10)
provided that the integral contains u = u′ in its range of integration.
This is not the only way to express the Dirac delta function, however, and here we introduce two alternate definitions
which are used above. The first is given by
δ(u− u′) = 1
2pi
∫ ∞
−∞
eiν(u−u
′) dν. (A11)
This definition proves to be very useful when performing Fourier transform integrals throughout this paper.
The second definition arises from taking the limiting case of a Lorentzian function, such that
δ(u− u′) = lim
→0
1
pi

(u− u′)2 + 2 , (A12)
where  is the half width at half maximum (HWHM) of the peak. This equation provides one of the simplest ways for
introducing width to peaks that are infinitesimally narrow (i.e. including damping where there was initially none).
Appendix B: Contour Integration
Contour integration is a powerful method of integration by which functions containing complex poles can be easily
integrated. This technique hinges upon the Cauchy’s residue theorem, which states [34]
∮
C
g(z)dz = 2pii
N∑
l=1
Res(g, zl), (B1)
where the integral is performed over a positively oriented (counter-clockwise) closed contour C and zl are the N poles
of g(z) enclosed by C. As well, we have introduced the residue of g(z) at zl denoted by Res(g, zl). For a function that
can be expressed as
g(z) =
θ(z)
z − zl , (B2)
we can determine its residue at zl as
Res(g, zl) = θ(zl). (B3)
Often, a convenient choice for the contour C is a semicircle with infinite radius that extends over the region of the
complex plane with Im{z} > 0. In this way, the portion of the semicircle that runs along the real axis stretches from
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−∞ to ∞. If we assume that |g(z)| falls off faster than 1z2 as z → ∞, the portion of the integral performed on the
curved part of the contour will be zero, allowing us to write
∮
C
g(z) dz =
∫ ∞
−∞
g(z) dz = 2pii
N∑
l=1
Res(g, zl). (B4)
Our choice of contour is such that we are now only concerned with the poles in the top half of the complex plane. We
could have alternatively chosen the semicircle enclosing the poles in the bottom half of the complex plane, provided
we account for the minus signs that will arise due to our differing contour orientation. The integral given in Eq. (B4)
is useful in computing a number of quantities for PSDs.
Appendix C: Thermal Average of x2k for the Classical Harmonic Oscillator
In order to normalize the PSDs calculated in this document, it is important to know the thermal average of the
position to even powers, that is
〈
x2k
〉
. For a one-dimensional, classical system, the thermal average of a quantity A
is given by
〈A〉 =
∫ ∫
Ae−βH dx dp∫ ∫
e−βH dx dp
, (C1)
where β = 1/kBT and H = H(x, p) is the Hamiltonian of the system as a function of position x and momentum p
and the integrals are performed over the entire region of each corresponding phase space.
In order to calculate the thermal average of x2k(t) for the one-dimensional harmonic oscillator, we input the
Hamiltonian from Eq. (3) into Eq. (C1) with A = x2k resulting in
〈
x2k
〉
=
∫ ∞
−∞
x2ke−
1
2βmω
2
0x
2
dx
∫ ∞
−∞
e−
βp2
2m dp∫ ∞
−∞
e−
1
2βmω
2
0x
2
dx
∫ ∞
−∞
e−
βp2
2m dp
=
∫ ∞
−∞
x2ke−
1
2βmω
2
0x
2
dx∫ ∞
−∞
e−
1
2βmω
2
0x
2
dx
. (C2)
To evaluate the second line of Eq. (C2), we calculate the integral in the numerator, which can be shown (by induction)
to be ∫ ∞
−∞
x2ke−
1
2βmω
2
0x
2
dx =
(2k)!
(2βmω20)
kk!
∫ ∞
−∞
e−
1
2βmω
2
0x
2
dx. (C3)
We can therefore input Eq. (C3) into Eq. (C2) to obtain
〈
x2k
〉
=
(2k)!
(2βmω20)
kk!
= x2kth
(2k)!
2kk!
, (C4)
where xth =
√
1/βmω20 =
√
kBT/mω20 is the root-mean-square amplitude of our classical thermally driven motion.
Inputting k = 1 and k = 2 we obtain
〈
x2
〉
=
1
βmω20
=
kBT
mω20
= x2th, (C5)
and
〈
x4
〉
=
3
(βmω20)
2
= 3
(
kBT
mω20
)2
= 3x4th, (C6)
which are of special interest for this document as they are required to properly normalize the first- and second-order
classical PSDs.
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Appendix D: Wick’s Theorem
Wick’s theorem [27, 28] is a powerful operator identity that is often used in quantum field theory to simplify the
products of creation and annihilation operators. Here we show how it can be used in the context of determining the
kth-order ACF for the position operator of the quantum harmonic oscillator.
In order to properly introduce Wick’s theorem, we must first define a number of ordering operations which can be
performed on products of quantum mechanical operators. The first such operation is known as time-ordering and
will be enforced using the time-ordering operator T . When applied to a product of time-dependent operators, time-
ordering ensures that operators with a larger time argument appear left of those with a smaller one. For instance,
when applied to the product of bosonic operators xˆ(ti)xˆ(tj), the time-ordering operator produces
T {xˆ(ti)xˆ(tj)} =
{
xˆ(ti)xˆ(tj) for ti > tj ,
xˆ(tj)xˆ(ti) for ti < tj .
(D1)
We can also introduce an anti-time-ordering operator T¯ , which has the opposite effect of the time-ordering operator.
That is to say the anti-time-ordered product is organized from left to right by ascending time arguments. Applying
the anti-time-ordering operator to the example given in Eq. (D1) now instead gives
T¯ {xˆ(ti)xˆ(tj)} =
{
xˆ(tj)xˆ(ti) for ti > tj ,
xˆ(ti)xˆ(tj) for ti < tj .
(D2)
Next, we introduce the concept of normal ordering. This operation is performed by the normal ordering operator
N , which takes an arbitarily ordered product of creation and annihilation operators and arranges them so that all of
the creation operators are on the left of the annihiliation operators. A simple example of this process is the normal
ordering of the product bˆbˆ†bˆbˆ†, which is given by
N{bˆbˆ†bˆbˆ†} = bˆ†bˆ†bˆbˆ. (D3)
This operator ordering has the very useful property that when acting on the ground state, it always produces zero as
a result of the rightmost annihilation operator.
Finally, we introduce the contraction of two operators, which for the case of two position operators is given by
xˆ(ti)xˆ(tj) = T {xˆ(ti)xˆ(tj)} − N{xˆ(ti)xˆ(tj)}. (D4)
Using the expression for xˆ(t) given in Eq. (24), we can explicitly calculate the contraction above as
xˆ(ti)xˆ(tj) = x
2
zpf ×
{
e−iω0(ti−tj) for ti > tj ,
e−iω0(tj−ti) for ti < tj .
(D5)
where we have used the commutation relation [bˆ, bˆ†] = 1. It is interesting to note that the contraction shown here is
simply a complex number (not an operator) independent of the number of quanta in the system.
We now have the machinery required to properly present Wick’s theorem, which states that a time-ordered product
of operators comprised of creation and annihilation operators can be represented as the normal ordering of the product,
plus a sum over all possible unique contractions of the operators within the product. For the position operators of
the quantum harmonic oscillator, this is mathematically expressed as [28]
T {xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)} = N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}+
∑
single
N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}
+
∑
double
N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}+ ...+
∑
all
N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)},
(D6)
where the sums are carried out by performing all of the specified unique contractions (single, double, triple, etc.) and
N = 2k is the number of position operators we are considering.
We now look at how this theorem can be used to reduce the correlation functions comprised of 2k operators (known
as 2k-point correlators) used to calculate the kth-order ACFs to a sum of products of two-point correlators. We begin
by introducing the following useful identity comprised of correlators of normal ordered position operators
〈N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}〉 =
∑
TO
〈N{xˆ(tik)xˆ(tjk)}〉...〈N{xˆ(ti1)xˆ(tj1)}〉, (D7)
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where the
∑
TO
indicates a sum over all unique products of time-ordered two-point correlators on the RHS of the
equation, that is ti > tj for all sub-indices on i and j and there are no repeated terms. We also note that this identity
hinges on the fact that we can write 〈(bˆ†)k bˆk〉 = k! 〈bˆ†bˆ〉k.
Next we rearrange Eq. (D4) and take the thermal average resulting in
〈T {xˆ(ti)xˆ(tj)}〉 = 〈N{xˆ(ti)xˆ(tj)}〉+ 〈xˆ(ti)xˆ(tj)〉. (D8)
We can now imagine taking the product of k of these correlators which results in
〈xˆ(tN )xˆ(tN−1)〉...〈xˆ(t2)xˆ(t1)〉〉 = 〈N{xˆ(tN )xˆ(tN−1)}〉...〈N{xˆ(t2)xˆ(t1)}〉+
∑
i
〈xˆ(ti)xˆ(ti−1)〉
∏
l 6=i
〈N{xˆ(tl)xˆ(tl−1)}〉
+
∑
i,j
〈xˆ(ti)xˆ(ti−1)〉〈xˆ(tj)xˆ(tj−1)〉
∏
l 6=i,j
〈N{xˆ(tl)xˆ(tl−1)}〉+ ...+ 〈xˆ(tN )xˆ(tN−1)〉...〈xˆ(t2)xˆ(t1)〉,
(D9)
where we have taken tN > tN−1 > ... > t2 > t1 such that we can drop the time-ordering operators on the LHS. In other
words, the product on the LHS is equal to a product of k normal ordered two-point correlators, plus terms containing
single contractions, plus terms containing double contractions, etc., all the way until we reach the term containing
k contractions. Finally, we sum over all unique combinations of Eq. (D9) such that each two-point correlator in the
product on the LHS is time-ordered to obtain∑
TO
〈xˆ(tik)xˆ(tjk)〉...〈xˆ(ti1)xˆ(tj1)〉
=
∑
TO
〈N{xˆ(tik)xˆ(tjk)}〉...〈N{xˆ(ti1)xˆ(tj1)}〉+
∑
TO
∑
m
〈xˆ(tim)xˆ(tjm)〉
∏
l 6=m
〈N{xˆ(til)xˆ(tjl)}〉
+
∑
TO
∑
m,n
〈xˆ(tim)xˆ(tjm)〉〈xˆ(tin)xˆ(tjn)〉
∏
l 6=m,n
〈N{xˆ(tl)xˆ(tl−1)}〉+ ...+
∑
TO
〈xˆ(tik)xˆ(tjk)〉...〈xˆ(ti1)xˆ(tj1)〉
= 〈N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}〉+
∑
single
〈N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}〉+
∑
double
〈N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}〉
+ ...+
∑
all
〈N{xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)}〉,
(D10)
where we have used the identity in Eq. (D7) with the same definition of
∑
TO
as above, as well as the fact that the
contraction of two position operators is a complex number independent of the number of quanta in the system such
that it can be pulled outside the correlator. By inspecting the final result of Eq. (D10), we see that by summing over
all unique combinations of k time-ordered two-point correlators, we obtain what we would get if we took the thermal
average of Eq. (D6). Therefore, this allows us to use Wick’s theorem to write a 2k-point position operator correlator
as
〈xˆ(tN )xˆ(tN−1)...xˆ(t2)xˆ(t1)〉 =
∑
TO
〈xˆ(tik)xˆ(tjk)〉...〈xˆ(ti1)xˆ(tj1)〉. (D11)
It is this result that allows us to break our kth-order ACFs into sums of products of two-point correlators.
Before we go into more detail on how to calculate kth-order ACFs using this result, we present a brief example to
elucidate the above method by showing how it can be applied to reduce the four-point correlator 〈xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)〉
to a sum of three products of time-ordered two-point correlators of the form 〈xˆ(ti)xˆ(tj)〉. For this example, we assume
that t4 > t3 > t2 > t1 such that we do not need to explicitly write out the time-ordering operator. Using Wick’s
theorem, we can write this four-point correlator as
〈xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)〉 = 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉
+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉
+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉+ 〈N{xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)}〉.
(D12)
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Alternatively, we could have used Eq. (D11) to write our four-point correlator as
〈xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)〉 = 〈xˆ(t4)xˆ(t3)〉〈xˆ(t2)xˆ(t1)〉+ 〈xˆ(t4)xˆ(t2)〉〈xˆ(t3)xˆ(t1)〉+ 〈xˆ(t4)xˆ(t1)〉〈xˆ(t3)xˆ(t1)〉, (D13)
where we have been careful to ensure that each of our two-point correlators are unique and time-ordered. Evaluating
this correlator using either Eq. (D12) or Eq. (D13), we obtain the identical result, namely
〈xˆ(t4)xˆ(t3)xˆ(t2)xˆ(t1)〉 = x4zpf
[
2 〈n〉2
(
e−iω0(t4+t3−t2−t1) + eiω0(t4+t3−t2−t1) + e−iω0(t4−t3+t2−t1) + eiω0(t4−t3+t2−t1)
+ e−iω0(t4−t3−t2+t1) + eiω0(t4−t3−t2+t1)
)
+ 〈n〉
(
4e−iω0(t4+t3−t2−t1) + 3e−iω0(t4−t3+t2−t1)
+ eiω0(t4−t3+t2−t1) + 2e−iω0(t4−t3−t2+t1) + 2eiω0(t4−t3−t2+t1)
)
+ e−iω0(t4−t3+t2−t1) + 2e−iω0(t4+t3−t2−t1)
]
.
(D14)
We note that the above result is consistent with that found in Eq. (97) for the second order ACF, provided we take
t4 = t3 = t and t2 = t1 = 0.
Continuing on to calculate the kth-order ACF, we now imagine replacing tN = tN−1 = ... = tN−k+1 = t and
tN−k = tN−k−1 = ... = t1 = 0 in Eq. (D11), which casts the correlator on the RHS into the form identical to that
of Eq. (50). At first glance, it would seem that due to the implicit assumption of time-ordering in Eq. (D11), this
association is only valid for t > 0, where we are ensured that our kth-order ACF is time-ordered. However, though
we have been assuming time-ordering throughout this section, the exact same results can be shown to be true for
anti-time-ordering (ie. replace all time-ordering operators with anti-time-ordering operators). Therefore, this result
is also valid for t < 0. The trivial case of t = 0 can be handled by the continuity between these two domains. Our
final result then becomes
〈xˆk(t)xˆk(0)〉 =
N∑
c=0
Ac 〈xˆ(t)xˆ(t)〉c 〈xˆ(t)xˆ(0)〉k−2c 〈xˆ(0)xˆ(0)〉c , (D15)
where Ac is given by Eq. (51) and counts the terms of differing orders in the two-point correlators used here.
Appendix E: Calculation of First-Order Quantum Autocorrelation Functions
Here we calculate the two-point correlators comprised of xˆ(t) and xˆ(0) found in Eq. (50) which are used as the
building blocks to determine any general ACF for the position of the harmonic oscillator to the kth power. To calculate
these three correlators, we use Eq. (24) to obtain
〈xˆ(t)xˆ(0)〉 = x2zpf
(
〈bˆbˆ〉 e−iω0t + 〈bˆbˆ†〉 e−iω0t + 〈bˆ†bˆ〉 eiω0t + 〈bˆ†bˆ†〉 eiω0t
)
,
〈xˆ(t)xˆ(t)〉 = x2zpf
(
〈bˆbˆ〉 e−2iω0t + 〈bˆbˆ†〉+ 〈bˆ†bˆ〉+ 〈bˆ†bˆ†〉 e2iω0t
)
,
〈xˆ(0)xˆ(0)〉 = x2zpf
(
〈bˆbˆ〉+ 〈bˆbˆ†〉+ 〈bˆ†bˆ〉+ 〈bˆ†bˆ†〉
)
.
(E1)
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To determine the correlators of the ladder operators found in the above equation, we use Eqs. (38) and (39) along
with the properties of the ladder operators given in Eqs. (16), (17) and (18) to find
〈bˆ†bˆ〉 =
∑
n
e−βEn 〈n| bˆ†bˆ |n〉∑
n
e−βEn
=
∑
n
e−βEnn 〈n|n〉∑
n
e−βEn
=
∑
n
ne−βEn∑
n
e−βEn
= 〈n〉 ,
〈bˆbˆ†〉 =
∑
n
e−βEn 〈n| bˆbˆ† |n〉∑
n
e−βEn
=
∑
n
e−βEn(n+ 1) 〈n|n〉∑
n
e−βEn
=
∑
n
(n+ 1)e−βEn∑
n
e−βEn
= 〈n〉+ 1,
〈bˆbˆ〉 =
∑
n
e−βEn 〈n| bˆbˆ |n〉∑
n
e−βEn
=
∑
n
e−βEn
√
n(n− 1) 〈n|n− 2〉∑
n
e−βEn
= 0,
〈bˆ†bˆ†〉 =
∑
n
e−βEn 〈n| bˆ†bˆ† |n〉∑
n
e−βEn
=
∑
n
e−βEn
√
n(n+ 1) 〈n|n+ 2〉∑
n
e−βEn
= 0.
(E2)
As expected, only the correlators with one creation and one annihilation operator are nonzero. We have also introduced
〈n〉 which is the average thermal population of quanta and is given by
〈n〉 =
∞∑
n=0
ne−β~ω0(n+1/2)
∞∑
n=0
e−β~ω0(n+1/2)
=
∞∑
n=0
ne−β~ω0n
∞∑
n=0
e−β~ω0n
=
e−β~ω0
(1−e−β~ω0 )2
1
1−e−β~ω0
=
1
eβ~ω0 − 1 , (E3)
where in the above equation we have used Eq. (14) to input an expression for En, along with the following sums [35]
∞∑
k=0
wk =
1
1− w,
∞∑
k=0
kwk =
w
(1− w)2 .
(E4)
It should be noted that the value we obtained for 〈n〉, known as the Bose-Einstein occupation factor, is exactly what
we would expect for the average occupation number for a thermal distribution of bosons.
Using the relations given in (E2), we can then express our first-order position correlators as
〈xˆ(t)xˆ(0)〉 = x2zpf
[
(〈n〉+ 1) e−iω0t + 〈n〉 eiω0t] ,
〈xˆ(t)xˆ(t)〉 = 〈xˆ(0)xˆ(0)〉 = x2zpf [2 〈n〉+ 1] .
(E5)
These correlators are the ones given in Eq. (53), which are used to determine the kth-order quantum ACF.
Appendix F: Contour Integration of the First-Order PSD
Here we use contour integration to calculate the integral given in Eq. (65). We begin by factoring the denominator
of Eq. (64) in terms of its complex zeros using the quadratic equation, allowing us to write
S¯xx(ω) =
S¯thFF
m2
[
ω − 12
(
iΓ +
√
4ω20 − Γ2
)] [
ω − 12
(
iΓ−
√
4ω20 − Γ2
)]
× 1[
ω + 12
(
iΓ−
√
4ω20 − Γ2
)] [
ω + 12
(
iΓ +
√
4ω20 − Γ2
)] . (F1)
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We now have our linear displacement PSD in a form similar to that given in Eq. (B2), allowing us to easily compute
the residues corresponding to the different poles. Inspecting the above equation, we can read off these poles as
ω = ± 12
(
iΓ±
√
4ω20 − Γ2
)
. Since we are in the high-Q limit, we are assured that the square root quantities will
be real, as 4ω20 > Γ
2. Therefore, only two of these poles will be in the top half of the complex plane, namely
ω1 =
1
2
(
iΓ +
√
4ω20 − Γ2
)
and ω2 =
1
2
(
iΓ−
√
4ω20 − Γ2
)
. We can then write the integral in Eq. (65) as
〈
x2
〉
=
1
2pi
∫ ∞
−∞
S¯xx(ω) dω = i
[
Res(S¯xx, ω1) + Res(S¯xx, ω2)
]
. (F2)
Computing each of these residues separately using Eq. (B3), we find
Res(S¯xx, ω1) =
S¯thFF
im2Γ
√
4ω20 − Γ2
(
iΓ +
√
4ω20 − Γ2
) ,
Res(S¯xx, ω2) =
−S¯thFF
im2Γ
√
4ω20 − Γ2
(
iΓ−
√
4ω20 − Γ2
) . (F3)
Putting these results into Eq. (F2), we obtain 〈
x2
〉
=
S¯thFF
2m2ω20Γ
. (F4)
Combining this result with Eq. (66), we can now determine S¯thFF , allowing us to properly normalize the first-order
classical PSD.
Appendix G: Contour Integration to Determine the Functional Form of the Second-Order PSD
In order to determine the second-order displacement PSD, we need to perform the convolution integral χ(ω)∗χ(ω).
To evaluate this integral we follow a strategy similar to the previous section, in which we express the convolution
integral given in Eq. (84) as
χ(ω) ∗ χ(ω) =
∫ ∞
−∞
χ(ω′)χ(ω − ω′) dω′ = 1
m2
∫ ∞
−∞
y(ω, ω′) dω′, (G1)
where y(ω, ω′) is a function expressing the integral in terms of its poles and is given by
y(ω, ω′) =
1[
ω′ + 12
(
iΓ +
√
4ω20 − Γ2
)] [
ω′ + 12
(
iΓ−
√
4ω20 − Γ2
)]
× 1[
ω′ − ω − 12
(
iΓ +
√
4ω20 − Γ2
)] [
ω′ − ω − 12
(
iΓ−
√
4ω20 − Γ2
)] . (G2)
In this form, the poles are easily read off at ω′ = − 12
(
iΓ±
√
4ω20 − Γ2
)
and ω′ = ω + 12
(
iΓ±
√
4ω20 − Γ2
)
. Again,
choosing the semicircle that covers the top half of the complex plane, we concern ourselves with the two positive
poles enclosed in this region, namely ω′1 = ω+
1
2
(
iΓ +
√
4ω20 − Γ2
)
and ω′2 = ω+
1
2
(
iΓ−
√
4ω20 − Γ2
)
. We can then
express our convolution integral as
χ(ω) ∗ χ(ω) = 2pii
m2
[Res(y, ω′1) + Res(y, ω
′
2)] . (G3)
We calculate these residues separately, obtaining
Res(y, ω′1) =
1√
4ω20 − Γ2
(
ω + iΓ +
√
4ω20 − Γ2
)
(ω + iΓ)
,
Res(y, ω′2) =
−1√
4ω20 − Γ2
(
ω + iΓ−
√
4ω20 − Γ2
)
(ω + iΓ)
.
(G4)
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Inputting these two residues in Eq. (G3), we get
χ(ω) ∗ χ(ω) = −4pii
m2 (ω + iΓ) (ω2 − 4ω20 + 2iωΓ)
. (G5)
This is the expression that allows for determination of the functional form of the second-order PSD for the classical
damped harmonic oscillator.
Appendix H: Contour Integration of the Second-Order PSD
We use contour integration one last time in order to determine the normalization constant S¯thF 2F 2 for the classical
second-order PSD. Following the same procedure as in the last two sections, we begin by writing the second-order
PSD given in Eq. (86) in terms of its poles
S¯x2x2(ω) =
16pi2S¯thF 2F 2
m4 (ω + iΓ) (ω − iΓ)
(
ω + iΓ +
√
4ω20 − Γ2
)
× 1(
ω + iΓ−
√
4ω20 − Γ2
)(
ω − iΓ +
√
4ω20 − Γ2
)(
ω − iΓ−
√
4ω20 − Γ2
) . (H1)
Upon inspection of this equation, we can see that the poles are given by ω = ±iΓ and ω = ±iΓ ±
√
4ω20 + Γ
2. We
now look to compute the integral given in Eq. (87). Using our usual method, we concern ourselves with the three
poles in the upper half of the complex plane, given by ω1 = iΓ, ω2 = iΓ−
√
4ω20 − Γ2 and ω3 = iΓ +
√
4ω20 − Γ2. We
can then express the integral in question as〈
x4
〉
=
1
2pi
∫ ∞
−∞
S¯x2x2(ω) dω = i
[
Res(S¯x2x2 , ω1) + Res(S¯x2x2 , ω2) + Res(S¯x2x2 , ω3)
]
. (H2)
Computing each of the residues separately we find
Res(S¯x2x2 , ω1) =
−8pi2S¯thF 2F 2
iΓm4 (4ω20 − Γ2)
(
2iΓ +
√
4ω20 − Γ2
)(
2iΓ−
√
4ω20 − Γ2
) ,
Res(S¯x2x2 , ω2) =
2pi2S¯thF 2F 2
iΓm4 (4ω20 − Γ2)
(
2iΓ−
√
4ω20 − Γ2
)(
iΓ−
√
4ω20 − Γ2
) ,
Res(S¯x2x2 , ω3) =
2pi2S¯thF 2F 2
iΓm4 (4ω20 − Γ2)
(
2iΓ +
√
4ω20 − Γ2
)(
iΓ +
√
4ω20 − Γ2
) .
(H3)
Inputting these residues into Eq. (H2), we obtain
〈
x4
〉
=
3pi2S¯thF 2F 2
Γω20m
4 (4ω20 + 3Γ
2)
, (H4)
from which we can determine S¯thF 2F 2 using Eq. (87), allowing us to normalize the second-order classical PSD.
Appendix I: Calculation of the First-Order Damped Quantum PSD using Input-Output Theory
In this section, we use the expressions for a harmonic oscillator coupled to an external heat bath given in Section
II C to calculate the first-order PSD for a damped harmonic oscillator. Inputting Eq. (29) into Eq. (76), we can write
our damped PSD as
S˜xx(ω) =
x2zpf
2pi
∫ ∞
−∞
[
〈bˆγ(ω)bˆ†γ(ω′)〉+ 〈bˆ†γ(ω)bˆγ(ω′)〉
]
dω′
=
Γx2zpf
2pi
∫ ∞
−∞
[ 〈bˆn(ω)bˆ†n(ω′)〉
(i(ω0 − ω) + Γ/2) (−i(ω0 + ω′) + Γ/2) +
〈bˆ†n(ω)bˆn(ω′)〉
(−i(ω0 + ω) + Γ/2) (i(ω0 − ω′) + Γ/2)
]
dω′,
(I1)
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where we have taken 〈bˆγ(ω)bˆγ(ω′)〉 = 〈bˆ†γ(ω)bˆ†γ(ω′)〉 = 0 due to the last line of Eq. (30). Using the other two relations
of Eq. (30), we can perform the integrals in Eq. (I1) to find
S˜xx(ω) = Γx
2
zpf
[ 〈n〉+ 1
(ω − ω0)2 + (Γ/2)2 +
〈n〉
(ω + ω0)2 + (Γ/2)2
]
. (I2)
Here we have taken nb(ω0) = 〈n〉 due to the fact that in thermal equilibrium the oscillator and heat bath will be at
the same temperature.
Appendix J: Classical Correspondence Approximations
In this section, we will look at the approximations made in order to show classical correspondence between the
damped PSDs of the quantum harmonic oscillator and the classical harmonic oscillator.
1. First-Order
We begin by using the approximations given in Eq. (81) to obtain the expression in the first line of Eq. (82)
S˜xx(ω) ≈ ΓkBT
2mω20
[
1
(ω − ω0)2 + (Γ/2)2 +
1
(ω + ω0)2 + (Γ/2)2
]
=
ΓkBT
mω20
ω2 + ω20 + (Γ/2)
2
(ω2 − ω20)2 + (ω − ω0)2(Γ/2)2 + (ω + ω0)2(Γ/2)2 + (Γ/2)4
.
(J1)
At this point, we apply the high-Q approximation for which we neglect the last terms in both the numerator and
denominator. As well, in this approximation the only significant contributions to the PSD occur at ω ≈ ±ω0, otherwise
the value will be small compared the the peak value. Inputting this approximation into our above PSD (we can use
either sign, both give the same result since the classical PSD is an even function of ω), we obtain
S˜xx(ω) ≈ ΓkBT
mω20
2ω20
(ω2 − ω20)2 + (2ω)2(Γ/2)2
=
2ΓkBT
m [(ω2 − ω20)2 + ω2Γ2]
,
(J2)
which is exactly the result we obtained in Eq. (68).
2. Second-Order
We follow a similar procedure here as in the previous section to show the classical correspondence of the second-
order quantum PSD in the high-Q limit. Beginning with the high temperature approximation of the second-order
quantum PSD given by Eq. (103), we have
S˜x2x2(ω) ≈ Γ
(
kBT
mω20
)2 [
1
(ω − 2ω0)2 + Γ2
+
1
(ω + 2ω0)
2
+ Γ2
+
4
ω2 + Γ2
]
= Γ
(
kBT
mω20
)2 [ (
ω2 + Γ2
) ((
ω + 2ω20
)2
+
(
ω − 2ω20
)2
+ 2Γ2
)
+
((
ω + 2ω20
)2
+ Γ2
)((
ω − 2ω20
)2
+ Γ2
)]
× 1
(ω2 + Γ2)
(
(ω2 − 4ω20)2 + Γ2 (ω − 2ω0)2 + Γ2 (ω + 2ω0)2 + Γ4
) .
(J3)
As before, due to our high-Q approximation, we only concern ourselves with the PSD in the vicinity of the peaks,
namely ω ≈ ±2ω0 and ω ≈ 0. As well, we neglect all terms of order Γ2 or higher in the numerator and the Γ4 term
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in the denominator. With these approximations we find
S˜x2x2(ω) ≈ Γ
(
kBT
mω20
)2
64ω40
(ω2 + Γ2)
(
(ω2 − 4ω20)2 + 4Γ2ω2
)
=
64Γ (kBT )
2
m2 (ω2 + Γ2)
(
(ω2 − 4ω20)2 + 4ω2Γ2
) , (J4)
where again we have recovered the classical PSD that we found in Eq. (91).
Appendix K: Quantum Power Spectral Density Calculations Using the Fluctuation Dissipation Theorem
Here we calculate the first- and second-order PSDs for the quantum harmonic oscillator using the fluctuation-
dissipation theorem, providing an independent check on our results found in Eqs. (74) and (98).
1. First-Order
The first-order PSD for the position operator can also be derived using the finite-temperature Green’s function
formalism [27]. The main building block in this formalism is the time-ordered Green’s function for the bosonic
operator bˆ,
G(τ) = 〈Tτ bˆ(τ)bˆ†(0)〉, (K1)
from which correlation functions of arbitrary operators can be constructed. Here we have introduced Tτ , which is a
time-ordering operator on the Matsubara contour. In particular, for the purpose of computing the first-order PSD
for the position operator one first computes a time-ordered correlation function for xˆ(τ) [27],
Πxx(τ) = 〈Tτ xˆ(τ)xˆ(0)〉 = xzpf (G(τ) +G(−τ)) , (K2)
where the imaginary time τ takes values between zero and the inverse temperature β = 1/kBT . Note that we have
also used the fact that the order of bosonic operators can be rearranged at will within a time-ordered product, and
that for a time-independent Hamiltonian the Green’s function (K1) depends only on the difference of its two time
coordinates. Both the time-ordered correlation functions and the Green’s function of bosonic operators are periodic
in imaginary time and can be given Fourier series expansions,
G(τ) =
1
β
∑
iωn
G(iωn)e
−iωnτ ,
Π(τ) =
1
β
∑
iωn
Π(iωn)e
−iωnτ ,
(K3)
where ωn = 2npi/β, n ∈ Z are bosonic Matsubara frequencies [27], and the Fourier coefficients are given by
G(iωn) =
∫ β
0
G(τ)eiωnτ dτ,
Π(iωn) =
∫ β
0
Π(τ)eiωnτ dτ.
(K4)
We point out that for a single bosonic mode at frequency ω0, G(iωn) is given by
G(iωn) =
1
ω0 − iωn . (K5)
Sxx(ω) can then be determined using the fluctuation-dissipation theorem [27]
Sxx(ω) = 2(nB(ω) + 1)Im{ΠRxx(ω)}, (K6)
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where nB(ω) = (e
β~ω−1)−1 is the Bose factor at frequency ω and we have introduced the retarded correlation function
ΠRxx(ω), defined as the analytic continuation to real frequencies of the Matsubara correlation function Πxx(iωn),
ΠRxx(ω) = lim
iωn→ω+iη
Πxx(iωn), (K7)
where η is a positive infinitesimal. To determine this retarded correlation function, we first calculate the time-ordered
correlation function by putting Eq. (K5) into Eq. (K2) to obtain
Πxx(iωn) = x
2
zpf
(
1
iωn + ω0
− 1
iωn − ω0
)
, (K8)
thus
ΠRxx(ω) = x
2
zpf
(
1
ω + iη + ω0
− 1
ω + iη − ω0
)
. (K9)
Using the identity lim
η→0+
(y + iη)−1 = P(1/y)− ipiδ(y) for y real where P stands for the Cauchy principal value, along
with the relation nB(−ω) = −[nB(ω) + 1], the fluctuation-dissipation theorem (K6) gives
Sxx(ω) = 2pix
2
zpf [(〈n〉+ 1)δ(ω − ω0) + 〈n〉δ(ω + ω0)] , (K10)
where we used nB(ω0) = 〈n〉. This result is in agreement with what we obtained for the first-order PSD in Eq. (74).
2. Second-Order
The second-order PSD for the position operator can also be derived in a similar way. One begins by expressing
the position operator in terms of creation bˆ† and annihilation bˆ operators. In this way, xˆ2 can be written as xˆ2 =
x2zpf(Pˆ + Qˆ), where we define Pˆ = bˆbˆ + bˆ
†bˆ† and Qˆ = 2Nˆ + 1 with Nˆ = bˆ†bˆ the number operator. The operator Qˆ
is special in that it commutes with the Hamiltonian in Eq. (19), such that it is a conserved quantity that acquires
no time-dependence in the Heisenberg picture, Qˆ(t) = Qˆ. This, in turn, implies that correlation functions of Qˆ will
contain a delta function at zero frequency. In terms of the operators Pˆ and Qˆ, the real-time correlation function for
xˆ2(t) can be written as
〈xˆ2(t)xˆ2(0)〉 = x4zpf
(〈Pˆ (t)Pˆ (0)〉+ 〈Pˆ (t)Qˆ〉+ 〈QˆPˆ (0)〉+ 〈Qˆ2〉). (K11)
The expectation value of Qˆ2 is given by
〈Qˆ2〉 = 〈(2Nˆ + 1)2〉 = 8〈n〉(〈n〉+ 1) + 1, (K12)
in agreement with the time-independent term in the last line of Eq. (97). The second and third terms in Eq. (K11)
are zero because the operator Pˆ does not conserve the phonon number Nˆ while the operator Qˆ does. We are thus
left with the task of evaluating the correlation function of Pˆ appearing in the expression
〈xˆ2(t)xˆ2(0)〉 = x4zpf
(〈Pˆ (t)Pˆ (0)〉+ 8〈n〉(〈n〉+ 1) + 1). (K13)
To calculate 〈Pˆ (t)Pˆ (0)〉 at finite temperature, one again defines a time-ordered correlation function,
ΠPP (τ) = 〈Tτ Pˆ (τ)Pˆ (0)〉. (K14)
The advantage of defining a time-ordered correlation function is that for Hamiltonians quadratic in the creation and
annihilation operators, as is the case here, one can use Wick’s theorem [27] to express ΠPP (τ) as a product of Green’s
functions (K1). Because the Hamiltonian commutes with the phonon number operator Nˆ , expectation values of
products of four creation operators or four annihilation operators vanish. Using Wick’s theorem, we are left with
ΠPP (τ) = 〈Tτ bˆ(τ)bˆ(τ)bˆ†(0)bˆ†(0)〉+ 〈Tτ bˆ†(τ)bˆ†(τ)bˆ(0)bˆ(0)〉
= 2
(
G2(τ) +G2(−τ)) ,
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where we have made the same assumptions used in determining Eq. (K2). Substituting the expressions given in
Eq. (K3) into Eq. (K15), we obtain
ΠPP (iωn) =
2
β
∑
ipn
(
G(ipn)G(iωn − ipn) +G(ipn)G(−iωn − ipn)
)
, (K15)
where pn are also bosonic Matsubara frequencies. Sums over Matsubara frequencies are most conveniently carried
out by making use of the spectral function A(ω), defined in terms of the Green’s function as
G(iωn) =
1
2pi
∫
A(ω)
ω − iωn dω. (K16)
hence from Eq. (K5) we can read off the spectral function,
A(ω) = 2piδ(ω − ω0). (K17)
Substituting Eq. (K16) into Eq. (K15), we have
ΠPP (iωn) =
2
(2pi)
2
∫ ∫
A(ω)A(ω′)
1
β
∑
ipn
(
1
(ipn − ω)(iωn − ipn − ω′) +
1
(ipn − ω)(−iωn − ipn − ω′)
)
dω dω′. (K18)
Such sums can be performed using contour integration [27], observing that the Bose factor nB(ω) has single poles at
the Matsubara frequencies ω = ipn with residue 1/β. One finds
ΠPP (iωn) =
2
(2pi)
2
∫ ∫
A(ω)A(ω′)(nB(ω) + nB(ω′) + 1)
×
(
1
iωn + ω + ω′
− 1
iωn − ω − ω′
)
dω dω′,
(K19)
which upon making use of Eq. (K17) gives
ΠPP (iωn) = 2(2 〈n〉+ 1)
(
1
iωn + 2ω0
− 1
iωn − 2ω0
)
. (K20)
Using Eq. (K7), the retarded correlation function will be given as
ΠRPP (ω) = 2(2〈n〉+ 1)
(
1
ω + iη + 2ω0
− 1
ω + iη − 2ω0
)
, (K21)
Substituting this result in the fluctuation-dissipation theorem (K6) we arrive at the relation
SPP (ω) = 4pi(2〈n〉+ 1)(nB(ω) + 1)
[
δ(ω − 2ω0)− δ(ω + 2ω0)
]
. (K22)
Using the identity
nB(2ω) =
[nB(ω)]
2
2nB(ω) + 1
, (K23)
we obtain
SPP (ω) = 4pi
[
(〈n〉+ 1)2δ(ω − 2ω0) + 〈n〉2δ(ω + 2ω0)
]
. (K24)
Taking the Fourier transform of Eq. (K13) and using the definition in Eq. (37), the second-order quantum PSD is
given as
Sx2x2(ω) = x
4
zpf [SPP (ω) + 2pi(8〈n〉(〈n〉+ 1) + 1)δ(ω)] , (K25)
hence using Eq. (K24) we find the second-order PSD for the position operator to be,
Sx2x2(ω) = 2pix
4
zpf
[
2(〈n〉+ 1)2δ(ω − 2ω0) + 2〈n〉2δ(ω + 2ω0) + (8〈n〉(〈n〉+ 1) + 1)δ(ω)
]
, (K26)
in agreement with Eq. (98).
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