ABSTRACT With the development of 3-D applications, such as 3-D reconstruction and object recognition, accurate and high-quality depth map is urgently required. Recently, depth cameras have been affordable and widely used in daily life. However, the captured depth map always owns low resolution and poor quality, which limits its practical application. This paper proposes a color-guided depth map super resolution method using convolutional neural network. First, a dual-stream convolutional neural network, which integrates the color and depth information simultaneously, is proposed for depth map super resolution. Then, the optimized edge map generated by the high resolution color image and low resolution depth map is used as additional information to refine the object boundary in the depth map. Experimental results demonstrate the effectiveness of the proposed method compared with the state-of-the-art methods.
I. INTRODUCTION
Recently, depth information has been widely used in many vision applications, such as 3D reconstruction [1] , saliency detection [2] , pose recognition [3] , and image recognition [4] . However, it is difficult to capture the depth map accurately and homogeneously using the existing depth cameras. Thus, the technology of depth map super resolution is a meaningful work from the theoretical and practical views. The depth map super resolution methods can be divided into two categories [5] , [6] : super resolution method with only depth maps, and super resolution method using low resolution depth maps and high resolution color images.
With the progress and development of machine learning theory, many techniques have been successfully applied in various vision tasks [7] - [10] . Particularly, convolutional neural network [11] has been widely used in many applications such as image recognition, image classification [12] , pedestrian detection [13] , and image retrieval [14] . Recently, convolutional neural network has been successfully applied into the field of image super resolution. Dong et al. [15] established a mapping between the low resolution color image and the high resolution color image. Inspired by the excellent performance of the convolutional neural network, this paper focuses on designing a depth map super resolution method based on a dual-stream convolutional neural network. How to fully utilize the high resolution color information for depth map super resolution is also an important issue. Inspired by the fact that the edge information plays an important role in super resolution, we propose a color-guided convolutional neural network method for depth map super resolution in this paper.
The main contributions are summarized as follows. 1) We realize a depth map super resolution method using convolutional neural network. 2) The color and depth information are integrated into a dual-stream convolutional neural network. 3) Inspired by the efficiency of edge information for depth super resolution, an optimized edge map obtained by the low resolution depth map and high resolution color image is embedded into the network to refine the depth boundary. 4) The proposed method achieves a better performance compared with the state-of-the-art methods.
The rest of the paper is organized as follows. Section II gives a brief introduction of the related works. The details of the proposed method are introduced in section III. Section IV shows the experiment results of the proposed method. Section V draws a conclusion and discusses the future work.
II. RELATED WORKS
The depth map super resolution methods can be divided into two categories according to whether introduce the color information, namely, super resolution method with only depth maps, and super resolution method using low resolution depth maps and high resolution color images. In this section, we review the related works, which include these two depth map super resolution models.
A. SUPER RESOLUTION METHOD WITH ONLY DEPTH MAPS
Compared with the color image super resolution, the depth map super resolution is more challenging due to the textureless character [17] . Hornacek et al. [18] proposed a method by identifying and merging patch correspondences within the single input depth map itself, and it increases not only the spatial resolution but also measurement accuracy. Aodha et al. [19] proposed a method to synthetically complete the depth resolution through a generic database of local patches. Li et al. [20] extended the patchwork assembly by adding geometric constraints from self-similar structures. However, the performance of this method could be potentially lowered due to the failure of establishing patch correspondences either from the external dataset or within the same image.
In addition, some methods focused on achieving the depth map super resolution based on Markov Random Field (MRF) model. Diebel and Thrun [21] proposed a depth map high resolution method by applying MRF to range sensing. Besides, Yang et al. [22] solved the depth map super resolution problem through the MRF. However, the MRF formulation was a minimization problem, and it should be solved by the conjugate gradient algorithm. Due to the non-robustness of the quadratic function, the quality of reconstructed depth map was relatively poor.
Some learning-based methods for depth map super resolution were also proposed. In [23] , a coupled dictionary learning algorithm with local coordinate constraints was proposed to obtain the corresponding high resolution depth map. Besides dictionary learning, sparse representation was also utilized. In [24] , the sparse representation of depth map patches was introduced with a locality constraint. In order to alleviate the jagged noise around depth edges, Gilboa et al. [25] proposed a shock filter to complete depth map super resolution.
B. SUPER RESOLUTION METHOD USING LOW RESOLUTION DEPTH MAPS AND HIGH RESOLUTION COLOR IMAGES
As the supplement, color information was introduced into the depth map super resolution [26] , [27] . To utilize the color information, Liu et al. [27] proposed an algorithm utilizing geodesic distances to upsample a low resolution depth map using a registered high resolution color image. Li et al. [28] proposed a joint example-based depth map super resolution method, which transformed the low resolution depth map to the corresponding high resolution depth map by using a registered high resolution color image as reference. Moreover, a mapping function was learned from a set of training data to obtain the high super resolution depth map and make the edges sharper through sparse coding algorithm and a reconstruction constraint. Besides, the joint color and depth up-sampling approaches based on the edge information obtained from the high resolution color image were proposed in [23] and [29] . In order to obtain the detailed structure, a nonlocal means filter was used to regularize the depth map [30] . In [29] , an anisotropic diffusion tensor calculated from a high resolution intensity image was used to guide the depth map upsampling. Choi and Jung [31] proposed a region segmentation based method to tackle the texture-transfer and depth-bleeding artifacts.
In view of the superior performance of convolutional neural network (CNN), our work focuses on designing a network to achieve depth map super resolution, which utilizes the low super resolution depth map and the high super resolution colorful information simultaneously.
III. PROPOSED METHOD
In this paper, a dual-stream neural network for depth map super resolution is proposed, which consists of three convolutional layers, two activation layers, and a sum layer. This network utilizes both the low resolution depth map and the corresponding high resolution color information to generate the high resolution depth map. Inspired by the fact that the edge information plays an important role in super resolution, the optimized edge map generated by the high resolution color image and low resolution depth map is embedded into the network to learn the mapping between the edge map and depth map.
A. FRAMEWORK
Inspired by the intelligence and efficiency of convolutional neural network, a dual-stream convolutional neural network for depth map super resolution is proposed. The overview of the proposed method is shown in Fig. 1 . The initial upsampling low super resolution depth map and the optimized edge map are embedded into the three layers respectively. The first and the second layers conduct convolution operation and rectified linear unit (ReLU) activation, and the third layer only conducts convolution operation. Then, the outputs of third layers which come from the dual networks are combined in the sum layer. The output of the sum layer is the desired high resolution depth map. The networks for depth map and color image share the same structure and parameter size. The first layer of the network outputs n 1 feature maps from the input images via the 3-D convolution followed by ReLU activation individually. The second layer maps the outputs of the first layer to n 2 feature maps as done in the first layer. The third layer operates 3-D convolutions and produces one single image without ReLU activation. At last, the two single images produced by the two stream networks are combined in the sum layer to generate the desired high resolution depth map.
The size of the first convolution layer of the initial upsampling low super resolution depth map is about n 1 filters of support c × f 1 × f 1 , where c denotes the channel number of the input image, and f 1 is the size of the filter. Thus, the output is composed of n 1 feature maps. Then, the ReLU (max (0, x) ) activation is applied on the responses. Similar to first convolution layer, the size of the second convolution layer is about n 2 filters of support f 2 × f 2 , and then, the ReLU activation is also applied on the responses. The third convolution layer is about n 3 filters of support f 3 × f 3 . The parameters settings of the color information network are the same as the initial upsampling low super resolution depth map. At last, the outputs of the dual-stream networks for depth and color information are added into a sum layer to learn the corresponding relationship and produce the final super resolution result with color refinement.
B. OPTIMIZED EDGE MAP USING COLOR INFORMATION
Due to the limitations of depth imaging technology, the boundaries of the depth map and the color image may not aligned, and the width of the boundaries is very narrow. To achieve the optimized edge image, we use Canny operator to detect the boundaries of the depth map and color image. However, the sizes of the high resolution color image and the low resolution depth map are different. Thus, we first use the bicubic method to upsample the depth edge map to the desired size and generate the upsampled depth edge map. Then, the dilation operation is used to optimize the boundary images. Finally, the optimized edge map is obtained by logic and operation of the two boundary maps. The optimized edge map E is defined as follows:
where E C denotes the expanded color edge map using the dilation operation f (·), E D is the upsampled depth edge map using the Canny operator, E c represents the edge map of the high resolution color image using the Canny operator, and & denotes the logic ''and'' operation. The optimized edge map is added into the network to optimize the depth map. At last, the high resolution depth map mapping from the initial up-sampling low super resolution map through three convolutional layers is reconstructed.
C. TRAINING
In this section, we will introduce the loss function and the learning procedure of the optimal parameters of our model. 
where D is an optimal estimate of the target HR image. In the convolutional neural network, many kinds of derivable function can be considered as the loss function, such as mean square error, logistic loss, and cross entropy loss. The mean square error (MSE) is a widely used metric for quantitatively evaluating image restoration quality. Therefore, the loss function is built using the mean square error as
where represents the parameters of the network. The loss is minimized using stochastic gradient descent with the standard back propagation [29] . The weight matrices are updated as [12] :
and
where l ∈ {1, 2, 3} and i are the indices of layers and iterations, respectively, η denotes the learning rate, and
is the derivative of the loss function. The filter weights of each layer are initialized by drawing randomly from a Gaussian distribution with zero mean and standard deviation of 0.001 (and 0 for biases). The learning rate is 10 −4 for the first two convolutional layers, and 10 −5 for the third convolutional VOLUME 5, 2017 layer. After three layers training, two outcomes of the high resolution color information and the initial upsampling low resolution depth map are transferred into the sum layer.
Our model is implemented using Caffe. During the training stage, the ground truth images {D i H } are treated as f sub ×f sub × c-pixel sub-images which are randomly cropped from the original images. To obtain the low-resolution samples {D i L }, we first downsample the ground truth images by the upscaling factor. The initial upsampling low super resolution depth maps are obtained by the same factor through bicubic interpolation.
IV. EXPERIMENTAL RESULTS
In this section, the proposed method is evaluated on two datasets, and the qualitative and quantitative comparisons with state-of-the-art methods are presented.
A. EXPERIMENTAL SETTINGS
The proposed framework is evaluated on two datasets: Middlebury dataset [33] and the real sensor data [29] . The Middlebury dataset is the most widely used stereo dataset which has been used in depth super resolution field. The real sensor data is acquired by the Time of Flight (ToF) 3D camera. Some images of the Middlebury dataset are taken as training set and the rests are regarded as the testing set.
In experiments, the proposed method is compared with three methods, which includes the Bicubic method, the CNNbased super resolution method named SRCNN [15] , and the GMM method [34] . The compared methods are implemented using the source code provided by the authors.
We set the same parameters in all of our experiments for different images and different upscale parameters except for the size of training sub-images f sub via trial-and-error. When the upscale is 3, we set f sub = 33. While the upscale is 2 or 4, f sub is set to 32. The other parameters are set as follows: f 1 = 9, f 2 = 1, f 3 = 5, n 1 = 64, and n 2 = 32.
B. QUALITATIVE EVALUATION
For subjective evaluation, the visual examples are shown in Fig. 2 . To show the details clearly, some regions marked by the red rectangles are enlarged for comparison. From the figure, it can be seen that the proposed method achieves more visual appealing results with clear and sharp boundaries. Moreover, the proposed method can preserve the structure of the scene in regions with fine structures. For example, the results of Bicubic and GMM methods are too blurry to distinguish the object structure in all the images. By contrast, the results of SRCNN are clearer than Bicubic and GMM methods. However, at the edge regions, the proposed method achieves better performance with clear and sharp boundaries compared with the SRCNN method. The main reason is that the SRCNN method ignores the edge information, while the proposed method integrates it into the network. 
C. QUANTITATIVE EVALUATION
For quantitative evaluation, we evaluate the proposed method with different scaling factors of 2, 3, and 4, respectively. To get the low resolution images, we downsample the ground truth images using the Bicubic method. In the experiments, the Peak Signal to Noise Ratio (PSNR) is used as the evaluation metric, which is defined as
where D H (x) represents the true depth value of a pixel, D x denotes the reconstructed depth value of a pixel, and Num is the number of the pixels in the whole image. TABLEs 1-3 show the PSNR comparison results in terms of different scaling factors. The best performance is marked in bold. In TABLE 1, the scaling factor is set to a relatively small value, which is denoted as g = 2 . We can see that the proposed method achieves the best performance in terms of PSNR compared with other methods. Compared with the Bicubic method, the proposed method achieves the maximum percentage gain of 26.10% in terms of PSNR metric. The main reason is that the proposed method learns the high-level and abundant feature representation for depth reconstruction via learning process. Similarly, benefiting from the superior learning process and deep network structure, the PSNR of the proposed method is maximally increased by 7.91dB compared with the GMM method. Introducing the edge information derived from color image into the proposed model, the PSNR metric is improved compared with the SRCNN method. These experiments demonstrated the effectiveness of the proposed method. The results under a larger scaling factor of g = 3 are listed in TABLE 2. Similar to the TABLE 1, the proposed method is ranked the best in the terms of PSNR as well. In TABLE 3, the results are based on the scaling factor of g = 4 which is the largest in the experiments. From the table, the proposed method achieves the best performance except for the Laundry image.
V. CONCLUSION
In this paper, a color-guided dual-stream neural network for depth map super resolution is proposed, which consists of three convolutional layers, two activation layer, and a sum layer. Inspired by the fact that the edge information plays an important role in super resolution, an optimized edge map is embedded into the network to learn the relationship between the depth map and edge image. Therefore, the proposed network utilizes both the low resolution depth map and the corresponding high resolution color information to generate the high resolution depth map. The experiments have illustrated the effectiveness of the proposed algorithm. In the future, we will focus on establishing an end-to-end mapping that takes the low super resolution depth map and high super resolution color image as inputs and directly outputs the high super resolution depth map.
