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Abstract: We consider the next-to-leading order thermal production rate of heavy right-
handed neutrinos in the non-relativistic regime mtop <∼ πT ≪M , where mtop refers to the
electroweak scale. Rephrasing the problem in an OPE language and making use of different
techniques than a previous analysis by Salvio et al, we confirm the general structure of their
result and many of the coefficients. We also extend the analysis to the next order in the non-
relativistic expansion, thereby revealing the leading non-trivial momentum dependence, as
well as to NNLO in couplings, revealing the leading sensitivity to thermal resummations.
Our results are expressed as a sum of simple “master” structures, which renders them a
suitable starting point for determining the next-to-leading order rate also in the relativistic
regime πT ∼M .
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1 Introduction
Weakly interacting particles produced by scatterings taking place in a hot plasma could
conceivably play a role in cosmology. For instance, some Dark Matter candidates, such
as axions, axinos, gravitinos, or sterile neutrinos, could originate this way (for reviews see
e.g. refs. [1, 2]). Another example is the so-called Leptogenesis model for explaining the
Baryon Asymmetry of the Universe [3], in which thermally produced out-of-equilibrium
right-handed neutrinos could act as one of the main building blocks.
Although the Leptogenesis scenario has been thoroughly studied (for reviews, see e.g.
refs. [4, 5]), there are some ingredients in the analysis that do not appear to be on a
sound theoretical footing. In particular, it has recently been pointed out that in the
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“ultrarelativistic” regime, meaning temperatures much higher than the mass of the right-
handed neutrinos, πT ≫ M >∼mtop, the expressions that had been used are not correct
even at leading order in the coupling constants (because of infrared sensitivity infinitely
many loop orders contribute to the leading-order result in this kinematic regime), and that
they had therefore underestimated the production rate [6]. On the other hand, in another
recent contribution, it was shown that in the “non-relativistic regime”, mtop ≪ πT ≪M ,
the significance of loop effects had probably been overestimated in the literature, because
they had been only partly accounted for, whereby an important cancellation was missed [7].
(More complicated issues like CP-violation could contain even larger uncertainties [8]–[13].)
In view of the mentioned developments, it might be useful to revisit the analysis of the
right-handed neutrino production rate also in the “relativistic” regime, mtop<∼πT ∼ M ,
checking the importance of loop corrections through an explicit computation. Here, we
take a first step in this direction, by formulating the setup of a next-to-leading order
(NLO) analysis, and by carrying it out in the non-relativistic regime previously considered
in ref. [7]. Given that the analysis of ref. [7] is exceedingly complicated, our goal was to
reproduce its results by simpler methods, and also to extend them up to a higher order in
an expansion in (πT/M)2.
It is important to understand that when discussing a non-relativistic regime, we
place ourselves in the position of the particles produced, with an invariant mass K2 =
M2 ≫ (πT )2, a kinetic energy k2/(2M) ∼ πT , and therefore an average velocity k/M ∼√
πT/M ≪ 1. From the plasma perspective, however, the four-momentum K is an external
probe, which has no dynamical effect. It simply represents a “hard” external scale, with
k0, k, |k0 ± k| ≫ πT . A proper tool for addressing this kinematic situation is the Operator
Product Expansion (OPE) [14], formulated within the context of thermal field theory only
rather recently [15], and subsequently applied e.g. to correlators of the energy-momentum
tensor of a Yang-Mills plasma [16, 17]. Understanding the computation in this language
has significant conceptual benefits, for instance by leading to a general framework for ana-
lyzing the infrared (IR) sensitivity of the results [15], a topic that remains otherwise to be
studied empirically [7].
2 Setup
We consider a plasma made of Standard Model particles, in thermal equilibrium at a
temperature T , and interacting with right-handed neutrinos, of mass M , through Yukawa
interactions, parametrized by a coupling hν . (It would be natural to assume the Yukawa
couplings to build a 3× 3 matrix, but our results are flavour-blind so we can simplify the
notation without a loss of generality.) As long as the density of the right-handed neutrinos
is below the equilibrium value, their production rate can be computed from first principles
using a linear response or Kubo type analysis. Then, essentially, the production rate is
determined by the cut (or imaginary part) of the self-energy of the right-handed neutrinos.
An explicit derivation of the production rate has been presented in ref. [18].1 Letting
1The notation in ref. [18] assumed a broken electroweak symmetry, but the derivation goes through also
with a dynamical doublet. The derivation was extended to µℓ 6= 0 in ref. [19].
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φ˜ ≡ iσ2φ∗; denoting by ℓ a lepton doublet; and by aL, aR the left and right projectors,
aL ≡ (1− γ5)/2, aR ≡ (1 + γ5)/2, the differential production rate reads
dN(K)
d4Xd3k =
|hνB|2
(2π)3k0
Tr
{
/K aL
[
nF(k
0−µℓ)ρ(K)+nF(k0+µℓ)ρ(−K)
]
aR
}
+O(|hνB|4) , (2.1)
where hνB is the bare neutrino Yukawa coupling; nF(k
0) ≡ 1/[exp(k0/T ) + 1] is the Fermi
distribution; µℓ denotes a leptonic chemical potential; ρ is the spectral function related to
the composite operator φ˜†ℓ; X = (x0,x); and K = (k0,k) is an on-shell four-momentum,
with k0 =
√
k2 +M2. If the plasma is charge-symmetric, i.e. µℓ = 0, then ρ is symmetric
in K → −K and the two terms can be combined; we make this assumption in the following.
For a practical computation, it is convenient to employ Euclidean conventions.
We define
ΠE(K) ≡ |hνB|2Tr
{
i /K
[∫ β
0
dτ
∫
x
eiK·X
〈
(φ˜†aLℓ)(X) (ℓ¯aRφ˜)(0)
〉
T
]}
, (2.2)
where now X = (τ,x); the vector K = (kn,k) is Euclidean, with kn = (2n+ 1)πT , n ∈ Z;
and 〈. . .〉T refers to a thermal expectation value. Defining a differential “decay rate”, Γ, in
accordance with ref. [7] as
dN(K)
d4Xd3k ≡
2nF(k
0)
(2π)3
Γ(K) , (2.3)
then eqs. (2.1), (2.2) together with the standard relation between the Euclidean correlator
and the spectral function (ρ = ImΠR = Im{ΠE}kn→−i[k0+i0+], cf. e.g. ref. [20]) imply that
Γ(K) = 1
k0
Im
{
ΠE(K)
}
kn→−i[k0+i0+]
. (2.4)
Here Im refers to a discontinuity, or cut, across the real k0-axis, and the relation is valid
even on the non-perturbative level.
To compute the correlator of eq. (2.2), let us establish conventions for the relevant part
of the Standard Model. The Higgs field interacts according to the Euclidean Lagrangian
Lφ = (Dµφ)†(Dµφ) +m2Bφ†φ+ λB(φ†φ)2 + htB q¯ aRφ˜ t+ h∗tB t¯ φ˜†aLq . (2.5)
The mass parameter, m2B, will mostly be omitted because we assume that πT >∼mtop and,
as already alluded to above, the NLO results turn out to be IR safe in this regime (cf.
section 8). Technically the calculation is performed as if we were in the symmetry restored
phase although, as will become clear later on, this assumption can be modestly relaxed.
When acting on the Higgs the covariant derivative takes the form
[Dµ φ]m =
(
δmn∂µ − ig2BT amnAaµ + ig1BT 0mnBµ
)
φn , (2.6)
where m,n ∈ {1, 2}; Aaµ, Bµ are the SUL(2) and UY(1) gauge fields, respectively; T a are
Hermitean generators of SUL(2), normalized as Tr [T
aT b] = 12 δ
ab; T 0mn ≡ 12 δmn; and the
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couplings appearing are bare ones. The quark Yukawa interaction in eq. (2.5) contains the
doublet q = (t b)T . The leptons interact according to the Euclidean Lagrangian
Lℓ = ℓ¯γµDµℓ , (2.7)
where ℓ = (ν e)T . When acting on the lepton doublet, the covariant derivative reads
[Dµ ℓ ]m =
(
δmn∂µ − i
[
g2BT
a
mnA
a
µ + g1BT
0
mnBµ
]
aL − i
[
g1Bδm2δn2Bµ
]
aR
)
ℓn . (2.8)
3 Issues with regularization
A loop computation in quantum field theory necessitates regularization, and by far the
most convenient choice for this is the dimensional one, which we also adopt here. Unfortu-
nately, with chiral gauge theories dimensional regularization leads to inevitable problems.
Although well-known, we briefly remark on some of the issues in this section.
In D dimensions, the normal (Euclidean) Dirac matrices can be taken to satisfy
{γµ, γν} = 2gµν ≡ 2δµν , γ†µ = γµ , Tr (1) = 4 . (3.1)
According to the ’t Hooft - Veltman [21, 22] convention a Hermitean γ5 can be defined as
γ5 ≡ γ0γ1γ2γ3 , γ25 = 1 . (3.2)
An important implication from here is that [23, 24]
aRγµaL = γ˜µaL , (3.3)
where
γ˜µ ≡
{
γµ , µ ≤ 3
0 , µ > 3
. (3.4)
In the (free) kinetic part of eq. (2.7) we might then imagine defining a Lagrangian as
ℓ¯γµ∂µℓ
?→ ℓ¯γ˜µ∂µℓ = ℓ¯aRγ˜µ∂µaLℓ + ℓ¯aLγ˜µ∂µaRℓ, respecting gauge symmetry; but then the
propagator is four-dimensional and not properly regularized. Or, we could keep the regu-
larized form,
ℓ¯γµ∂µℓ = ℓ¯(aR + aL)γµ∂µ(aR + aL)ℓ
= ℓ¯aRγµ∂µaLℓ+ ℓ¯aRγµ∂µaRℓ+ ℓ¯aLγµ∂µaLℓ+ ℓ¯aLγµ∂µaRℓ , (3.5)
leading to the usual D-dimensional propagator; but then gauge symmetry is (slightly)
broken by the coupling of the different chiralities. Though extremely naive, these remarks
already illustrate some of the complications encountered. Still, consistent computations
are possible if counterterms and operator mixing are properly accounted for [23, 24], and
a closely related practical recipe has also been put forward [25].
In the prescription of ref. [25], one can conveniently work with D-dimensional Dirac
matrices after defining axial-vector currents with the structure γµγ5 → 12 [γµ, γ5] =
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3!εµνρσ γνγργσ, pulling the antisymmetric tensors ε outside the actual integrals and utiliz-
ing only their antisymmetry inside the traces. The latter is made explicit by writing
1
2
[γµ, γ5] =
1
12
εµνρσ (γνγργσ − γσγργν) . (3.6)
As a further simplification, it has been argued in ref. [25] that a naively anticommuting
γ5 in combination with γ
2
5 = 1 can be used in fermionic traces containing more than one
γ5, with the exception of closed fermion loops. The consistency of this prescription has
been verified up to 3-loop order in connection with singlet as well as non-singlet axial-
vector operators in QCD [25, 26]. We will employ this recipe as a “minimal crosscheck”,
commenting also on how it differs from the ’t Hooft - Veltman scheme when closed fermion
loops are present.
It is important to realize, however, that in the computation of the spectral function
according to eq. (2.4) some of the ambiguities affecting the Euclidean correlator drop out.
Indeed, a non-zero cut arises from logarithms or, in the context of dimensional regular-
ization, from terms containing 1/ǫ-poles (cf. eq. (B.3)). So, in terms of the Euclidean
correlator, it is only necessary to get the 1/ǫ-poles correct. Of course, the bare parameters
also bring along 1/ǫ-poles, so lower-order graphs need to be worked out to a higher depth
in the ǫ-expansion.
4 Leading order at zero temperature
In order to get going, we start by an almost trivial step, performing a leading order analysis
at zero temperature. This has the lucky feature of showing that at leading order, we are
free from the subtleties of section 3 to all orders in ǫ.
The starting point is to carry out Wick contractions in eq. (2.2). Then, although
eq. (3.3) implies that the external momentum appears as
aR /K aL = /˜K aL , (4.1)
rotational symmetry guarantees that we are free to choose K to have at most min(D−1, 3)
non-zero spatial components. With this choice, /˜K aL = /K aL, and
Tr [i /K aL(i /K − i /P )aR] = 2K˜ · (P˜ − K˜) = 2K · (P −K) . (4.2)
So we have the same expression as in Naive Dimensional Regularization (NDR), in which
it is assumed, despite algebraic inconsistencies, that γ5 anticommutes with all γµ.
With eq. (4.2) at hand, a few steps lead to
ΠE(K) = 4|hνB|2
∑∫
P
K · (P −K)
P 2(P −K)2 = 2|hνB|
2∑∫
P
[
1
(P −K)2 −
1
P 2
− K
2
P 2(P −K)2
]
, (4.3)
where the additional factor 2 comes from the isospin trace, and we completed squares in
the numerator. At zero temperature, with Σ
∫
P →
∫
P , only the last term contributes, and
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we obtain2
Π
(0)
E (K) = −2|hνB|2K2
µ−2ǫ
(4π)2
(
1
ǫ
+ ln
µ¯2
K2
+ 2 +O(ǫ)
)
. (4.4)
Subsequently, eq. (2.4) yields
Γ(0)(K) = |hνB|
2K2
8πk0
+O(ǫ) , (4.5)
where we have denoted K2 ≡ (k0)2 − k2; and the Euclidean four-momentum transforms as
K2 = k2n + k
2 → −K2 − i sign(k0) 0+. The result in eq. (4.5) agrees with eq. (3) of ref. [7].
For later reference, let us verify eq. (4.3) using the prescription introduced below
eq. (3.6). Performing the isospin trace, but keeping the Dirac trace for the moment, we get
ΠE(K) = −2|hνB|2Tr [γµaLγν aR]
∑∫
P
Kµ (K − P )ν
P 2(P −K)2 . (4.6)
Now, noting that Tr (γµaLγνaR) =
1
4 Tr {γµ(γν − γ5γνγ5) + γµ[γν , γ5]}, the commutator
part leads to 124 ενρσκTr [γµγργσγκ − γµγκγσγρ] and vanishes once the trace is expressed
as a product of metric tensors. In the first part, the rule of ref. [25] with two γ5’s leads
immediately to Tr [γµaLγνaR] → 2gµν , agreeing with eq. (4.3). In contrast, a strict use
of eq. (3.2) with two γ5’s leads to the middle equation in eq. (4.2) and necessitates a
further argument.
5 General method at non-zero temperature
Proceeding to NLO, we illustrate some details by computing explicitly the “Higgs correc-
tion”, i.e. terms proportional to λ.
5.1 Wick contractions
Carrying out the Wick contractions and making use of eq. (4.2) we obtain, in analogy with
eq. (4.3),
Π
(λ)
E = 24|hνB|2λB
∑∫
P,Q
K · (K − P )
Q2P 4(K − P )2
= 12|hνB|2λB
∑∫
P,Q
K2 + (K − P )2 − P 2
Q2P 4(K − P )2
= 12|hνB|2λB
∑∫
P,Q
1
Q2
[
1
P 4
− 1
P 2(K − P )2 +
K2
P 4(K − P )2
]
. (5.1)
The factorized structures have well-known expressions in dimensional regularization [27]:∑∫
Q
1
Q2
=
∫
q
nB(q)
q
=
T 2µ−2ǫ
12
{
1 + 2ǫ
[
ln
(
µ¯
4πT
)
+ 1 +
ζ ′(−1)
ζ(−1)
]
+O(ǫ2)
}
, (5.2)
∑∫
P
1
P 4
=
1− 2ǫ
2
∫
p
nB(p)
p3
=
µ−2ǫ
(4π)2
[
1
ǫ
+ 2 ln
(
µ¯eγE
4πT
)
+O(ǫ)
]
, (5.3)
2The MS scale parameter is introduced in a usual way, inserting 1 = µ−2ǫµ¯2ǫ exp(γEǫ)
(4π)ǫ
.
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where nB(p) ≡ 1/[exp(p/T ) − 1] denotes the Bose distribution, and a partial integration
was carried out for obtaining the first representation of the latter term. (It is worth
noting that this term has a power-like IR divergence which is not visible in dimensional
regularization; the 1/ǫ has an ultraviolet (UV) origin. Nevertheless, as long as dimensional
regularization is applied consistently, there is no reason to worry; we return to this in the
paragraph following eq. (5.15), and a comprehensive analysis is presented in section 8.)
However, the product of eqs. (5.2), (5.3) is K-independent, so there is no cut, and no
contribution to Γ(K).
5.2 Single-pole cut
Non-trivial cuts arise from the 2nd and 3rd terms of eq. (5.1). Starting with the second
term, the Matsubara sum can be carried out exactly, yielding∑∫
P
1
P 2(K − P )2 =
∫
P
1
P 2(K − P )2 +
∫
p
nB(p)− nF(p)
p
[
1
(K − P )2
]
P
, (5.4)
where the notation [. . .]P ≡ 12
∑
pn=±ip
(. . .) corresponds to setting the thermal line on-
shell; and the integration variable was renamed in the fermionic cut. The vacuum term has
the familiar structure of eq. (4.4), with a cut 116π , whereas the thermal part can formally
be expanded in p, given that the p-integration is exponentially convergent due to the
thermal distributions:[
1
(K − P )2
]
P
=
[
1
K2 − 2K · P
]
P
=
[
1
K2
+
2K · P
K4
+
4(K · P )2
K6
+ . . .
]
P
. (5.5)
This yields an OPE-type expansion. However, as long as we stay away from the light-cone
(Re[K2]kn→−i[k0+i0+] 6= 0), this expansion has no cut. Therefore, a contribution only arises
from the vacuum part of eq. (5.4), multiplying eq. (5.2):
Im
{∑∫
P,Q
1
Q2P 2(K − P )2
}
kn→−i[k0+i0+]
=
1
16π
T 2
12
+O(ǫ) . (5.6)
It is useful for later reference to repeat the analysis of the thermal part in a more de-
tailed way. For this purpose we set k = 0 and work out the cut exactly. Given that for k = 0[
1
(K − P )2
]
P ; k=0
=
1
2kn
(
1
kn − 2ip +
1
kn + 2ip
)
=
1
4ip
(
1
kn − 2ip −
1
kn + 2ip
)
, (5.7)
we get
Im
{[
1
(K − P )2
]
P ; k=0
}
kn→−i[k0+i0+]
=
π
4p
[
δ(k0 − 2p)− δ(k0 + 2p)
]
. (5.8)
So, for k0 =
√
k2 +M2 > 0,
Im
{∫
p
nB(p)− nF(p)
p
[
1
(K − P )2
]
P ; k=0
}
=
1
8π
∫ ∞
0
dp
[
nB(p)− nF(p)
]
δ(k0 − 2p)
=
1
16π
[
nB
(
k0
2
)
− nF
(
k0
2
)]
. (5.9)
In other words we do find a correction to the 116π appearing in eq. (5.6) but it is exponen-
tially small, suppressed by e−k
0/T in the regime k0 ≫ T that we are interested in.
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5.3 Double-pole cut
It remains to work out the 3rd term of eq. (5.1). This is slightly less trivial than the 2nd
term because of the appearance of the double pole. Nevertheless the basic point is the
same: denoting Ep ≡ p, Ekp ≡ |k− p|, we get∑∫
P
1
P 4(K − P )2
=
∫
p
(
− ∂
∂E2p
)
T
∑
pn
1
(p2n + E
2
p)[(kn − pn)2 + E2kp]
=
∫
p
(
− ∂
∂E2p
){∫ ∞
−∞
dp0
2π
1
(p20 + E
2
p)[(kn − p0)2 + E2kp]
+
nB(Ep)
Ep
[
1
(kn − pn)2 + E2kp
]
P
− nF(Ekp)
Ekp
[
1
p2n + E
2
p
]
K−P
}
=
∫
P
1
P 4(K − P )2 +
∫
p
{
− ∂
∂E2p
nB(Ep)
Ep
+
nF(Ep)
Ep
∂
∂E2kp
}[
1
(kn − pn)2 + E2kp
]
P
,
(5.10)
where we substituted p → k− p in the last term. The thermal part is more complicated
than before, but it is clear that it can again be expanded in inverse powers of 1/K2, and all
resulting integrals are exponentially convergent in the UV (in the IR there are divergences
like in eq. (5.3) but this only leads to logarithms of T , not of K). Like in eq. (5.5), these
terms give no cuts. The zero-temperature term, on the other hand, evaluates in dimensional
regularization to∫
P
1
P 4(K − P )2 = −
K−2ǫ
ǫK2
Γ(1 + ǫ)Γ2(1− ǫ)
(4π)2−ǫΓ(1− 2ǫ) = −
µ−2ǫ
(4π)2K2
(
1
ǫ
+ ln
µ¯2
K2
)
+O(ǫ) . (5.11)
Here 1/ǫ is an IR divergence, but the cut is IR finite, and can be extracted like in eq. (4.4).
In total, then,
Im
{∑∫
P,Q
K2
Q2P 4(K − P )2
}
kn→−i[k0+i0+]
= − 1
16π
T 2
12
+O(ǫ) . (5.12)
For the benefit of a reader nerved by the free use of dimensional regularization for
handling IR divergences, let us repeat the derivation of eq. (5.12) in a more pedantic way,
directly in D = 4, avoiding IR divergences. Setting again k = 0 for simplicity, and denoting
E20 ≡ p2+m20, wherem20 > 0 is an IR regulator of the scalar line, we can rewrite eq. (5.10) as∑∫
P
1
P 4(K − P )2
= − lim
m0→0
d
dm20
∫
p
T
∑
pn
1
(p2n + E
2
0)[(kn − pn)2 + p2]
= − lim
m0→0
d
dm20
∫
p
1
4pE0
{[
1
ikn + p+ E0
+
1
−ikn + p+ E0
][
1− nF(p) + nB(E0)
]
+
[
1
ikn + p− E0 +
1
−ikn + p− E0
][
nF(p) + nB(E0)
]}
. (5.13)
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Setting kn → −i[k0 + i0+] and taking the cut, the denominators turn into δ-constraints
like in eq. (5.8). If we choose m0 < M , only one of them can get realized:
Im
{∑∫
P
k2n
P 4(K − P )2
}
kn→−i[k0+i0+]
= lim
m0→0
d
dm20
∫
p
πk20
4pE0
δ(−k0 + p+ E0)
[
1− nF(p) + nB(E0)
]
= lim
m0→0
d
dm20
{
k20 −m20
16π
[
1− nF
(
k20 −m20
2k0
)
+ nB
(
k20 +m
2
0
2k0
)]}
. (5.14)
Taking the derivative we do reproduce eq. (5.12), up to exponentially small terms.
5.4 Putting everything together
Inserting finally eqs. (5.6), (5.12) into eq. (5.1), we obtain
Im
{
Π
(λ)
E
}
kn→−i[k0+i0+]
= |hνB|2λB
(
−T
2
8π
)
. (5.15)
This corresponds to the Higgs contribution in eqs. (6.9), (7.2).3
We now return to the issue of IR divergences. As has been stressed in the introduction,
from the point of view of the thermal medium the right-handed neutrino acts as a “hard
probe”; any thermal effects on its production rate can be understood in the OPE language.
But in the OPE language thermal effects amount to gauge-invariant condensates developing
expectation values [15]. These, in turn, obtain IR divergences only at higher loop orders
than considered here (this is checked explicitly in section 8). Therefore it is guaranteed,
from general principles, that all IR divergences must cancel in the spectral function, and
we are allowed to handle them through dimensional regularization, as long as it is applied
consistently. Of course, the cancellation of IR divergences can also be checked directly [7].
At the current order, the cancellation in fact probably takes place in every “master” spectral
function separately, and for an arbitrary value of k0/T , as has been observed in the fully
bosonic case [28].
Having thereby concluded the discussion of Higgs corrections, we note that similar
methods work in all other cases as well. The full list of structures appearing can be found
in appendix A, and the corresponding spectral functions are given in appendix B. Whereas
for the current paper the cuts of appendix B are sufficient, in some contexts it may be
desirable to also know the ultraviolet expansions in the full Euclidean domain (cf. e.g.
section 8); these are listed in appendix C, and have been derived with methods explained
in refs. [16, 17].
3If the exponentially small terms are included, then eqs. (5.6), (5.9), (5.14) imply (for k = 0)
Im
{
Π
(λ)
E
}
= −
|hνB|
2λBT
2
8pi
{
1 + nB
(
k0
2
)
− nF
(
k0
2
)
−
k0
4
[
n
′
B
(
k0
2
)
+ n′F
(
k0
2
)]}
. (5.16)
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6 Next-to-leading order analysis
Including now also contributions from the top quark and from gauge bosons, we turn to
our full NLO expressions. In order to obtain a “universal” representation, we make use
of completions of squares and substitutions of integration variables in order to express
the results in terms of a minimal number of independent “master” sum-integrals, listed in
appendix A. We specify graph-by-graph results in NDR in terms of these masters.4 Gauge
parameter independence (with respect to both gauge groups) has been checked separately,
so here only the Feynman gauge results are shown. They read
= 12|hνB|2λB
(
−Ib + Ic + Id
)
, (6.1)
= 2|hνB|2|htB|2Nc
(
2 I˜b − 2 I˜c − 2 I˜d + I˜e − I˜f + I˜h
)
, (6.2)
= |hνB|2(g21B + 3g22B)
[
D
2
(
−Ib + Ic + Id
)]
, (6.3)
= |hνB|2(g21B + 3g22B)
[
1
2
(
Ib − Ic − Id
)
− Ie + If − Ih
]
, (6.4)
= |hνB|2(g21B + 3g22B)
[
D − 2
2
(
Ib − I˜b + Ic − Îc + Îd − Id + Îh’
)]
, (6.5)
= |hνB|2(g21B + 3g22B)
(
I˜e − If + Ig − Ih − 2 Îh + Ij
)
, (6.6)
with dashed, solid, doubled, and wiggly lines representing scalars, leptons, quarks, and
gauge bosons, respectively.
Inserting the cuts, or spectral functions, from appendix B; setting D = 4 − 2ǫ; and
renormalizing according to
|hνB|2 = |hν(µ¯)|2µ2ǫZν , with (6.7)
Zν ≡ 1 + 1
(4π)2ǫ
[
|ht|2Nc − 3
4
(g21 + 3g
2
2)
]
+O(g4) , (6.8)
where g2 denotes a generic renormalized coupling, we obtain
ImΠE(K) = |hν(µ¯)|
2K2
8π
{
1− 12λK2
∫
p
nB
p
− |ht|2Nc
[
1
(4π)2
(
ln
µ¯2
K2 +
7
2
)
+
k20 + k
2/3
K6
∫
p
4p nF
3
]
4We have checked that the same results are obtained, for every diagram, with the recipe described below
eq. (3.6), whereas in the strict ’t Hooft-Veltman scheme there are additional terms; cf. appendix D.
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+(g21 + 3g
2
2)
[
3
4(4π)2
(
ln
µ¯2
K2 +
29
6
)
+
k20 + k
2/3
K6
∫
p
p (17nF − 16nB)
3
]
+O
(
g4,
g3T 2
K2 ,
g2T 6
K6
)}
. (6.9)
We note in passing that the structure k20 + k
2/3 originates from terms like the last one in
eq. (5.5), which after averaging over the directions of p yields∫
dΩp [(K · P )2]P = p2
(
k2
3− 2ǫ − k
2
n
)
. (6.10)
A physical interpretation for this structure is given after eq. (8.8).
7 Next-to-leading order results
If we choose the renormalization scale as µ¯ = M in eq. (6.9); denote the corresponding
renormalized coupling by |hν |2; set Nc = 3; and insert eq. (5.2) together with∫
p
p nB =
π2T 4
30
,
∫
p
p nF =
7π2T 4
240
, (7.1)
then the “decay rate” from eq. (2.3) becomes
Γ(K)= |hν |
2M2
8π
√
k2 +M2
{
1− λT
2
M2
− |ht|2
[
21
2(4π)2
+
7π2
60
(
T 4
M4
+
4
3
k2T 4
M6
)]
+(g21 + 3g
2
2)
[
29
8(4π)2
− π
2
80
(
T 4
M4
+
4
3
k2T 4
M6
)]
+ O
(
g4,
g3T 2
M2
,
g2T 6
M6
)}
. (7.2)
This constitutes our main result. (The O(g3) correction is worked out in section 8 and
amounts to λT 2 → λT (T − 3mH/π), where mH is the thermal mass parameter given in
eq. (8.5).)
Equation (7.2) can be compared with ref. [7]. We completely agree on all T -independent
terms, as well as on the fact that gauge corrections lead to no term proportional to T 2.
As far as the Higgs contribution is concerned, we find a result larger by a factor 2. As
far as the top correction is concerned, we find that all terms of O(T 2) cancel like in gauge
corrections, whereas in ref. [7] only a partial cancellation was observed, so that a term of
O(T 2) was left over. The corrections of O(T 4) in eq. (7.2) were not considered in ref. [7].
As shown in section 5, we have cross-checked the Higgs contribution by independently
computing the full rate for a general πT/M and taking the non-relativistic limit only
afterwards, cf. eq. (5.16). As far as we can judge, the Higgs correction in ref. [7] was inferred
from the effect that a thermal mass would have on a vacuum-like result; but since there
are no IR issues at NLO, results emerge from momenta p≫ gT , and must be insensitive to
thermal masses. In fact, taking a zero-temperature decay rate∼M2−m20, withm20 denoting
a vacuum mass, and denoting by m2H =
λT 2
2 the thermal mass, then sections 5.2 and 5.3
show that there are two contributions, amounting toM2−m20 →M2−m20−m2H−m2H ddm20m
2
0,
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rather than a single mass shift exp(m2H
d
dm20
)(M2 −m20) as was assumed in ref. [7]. One of
the contributions comes from a “double-pole” cut and requires a careful analysis.
Let us finally consider the total rather than the differential production rate, obtained
according to eq. (2.3) as
γ(T ) ≡ dN
d4X =
∫
d3k
(2π)3
2nF(k
0) Γ(K) . (7.3)
A straightforward integration with Γ from eq. (7.2) yields
γ(T ) =
|hν |2M3T
(2π)3
{(
1 + c1
)
K1
(
M
T
)
+
3c2T
M
K2
(
M
T
)
+O
[
( TM )
1
2 e−
2M
T
]}
, (7.4)
with the coefficients
c1 = −λT
2
M2
− |ht|2
[
21
2(4π)2
+
7π2T 4
60M4
]
+ (g21 + 3g
2
2)
[
29
8(4π)2
− π
2T 4
80M4
]
, (7.5)
c2 = − |ht|2 7π
2T 4
45M4
− (g21 + 3g22)
π2T 4
60M4
. (7.6)
Uncertainties are like in eq. (7.2), except that c2 has only thermal corrections. Embedding
eq. (7.4) in cosmology, the number density, n(T ) ≡ dN
d3x
, conventionally normalized to the
total entropy density, s(T ), evolves as5
T
d
dT
(
n(T )
s(T )
)
= − γ(T )
3c2s(T )s(T )H(T )
, (7.7)
where H(T ) is the Hubble parameter. This equation is correct as long as the differen-
tial abundance remains below its equilibrium value at each k separately, cf. e.g. ref. [19];
otherwise a “back reaction” from Pauli exclusion needs to be included.
8 OPE representation
In section 5, it was mentioned that if the Euclidean correlator ΠE is considered, then some
of the individual terms appear to be IR divergent. As pointed out in ref. [15], the nature
of these divergences can be understood by representing the result in an OPE form.
We note first that, carrying out a naive dimensionally regularized NLO computation,
the (bare) condensate 〈φ†φ〉T reads
〈φ†φ〉naiveT = 2Ja − 12λB Ic + 2|htB|2Nc (2 I˜c − I˜e)
+(g21B + 3g
2
2B)
(
1−D
2
Ic + Ie
)
+O(g4) . (8.1)
Here appear the same IR divergent structures as were encountered in section 5. If we
now write ΠE = Π
(0)
E + Π
(T )
E , where Π
(0)
E denotes the vacuum part, then by inserting the
5The speed of sound squared, c2s, is often approximated as
1
3
, which is true in a conformally symmetric
situation, but not when mass thresholds are crossed or effects from running couplings are taken into account.
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expansions from appendix C into eqs. (6.1)–(6.6) and renormalizing according to eq. (6.7),
the thermal part can be expressed as
Π
(T )
E (K) = −2|hν |2
[
1+
3λ
8π2
(
ln
µ¯2
K2
+1+O(ǫ)
)
+O(g4)
]
Zm µ2ǫ〈φ†φ〉naiveT +O
(
T 4
K2
)
, (8.2)
where
Zm ≡ Zν
[
1 +
3λ
8π2ǫ
+O(g4)
]
= 1 +
1
(4π)2ǫ
[
6λ+ |ht|2Nc − 3
4
(g21 + 3g
2
2)
]
+O(g4) (8.3)
happens to be the renormalization factor related to the Higgs mass parameter,m2B = m
2
0Zm.
The prefactor in eq. (8.2) is IR-safe (temperature independent) as is typical of a Wilson
coefficient; all IR-sensitive terms of O(T 2) have been eaten up by the condensate.
In order to compute the condensate correctly at O(g2) also in the IR, we need to add
to eq. (8.1), which in this naive form represents an ultraviolet contribution from “hard”
momenta p>∼πT , the contribution from “soft” momenta, in particular from Matsubara
zero modes. This type of computations are best formulated within dimensionally reduced
effective field theories. In fact the result can be extracted e.g. from ref. [29], and reads
〈φ†φ〉(n=0)T = −
mHT
2π
+
T 2
(4π)2
[
6λ+
g21mD1 + 3g
2
2mD2
4mH
+(g21 + 3g
2
2)
(
1
4ǫ
+ ln
µ¯
2mH
+
1
4
)]
+O(g3) , (8.4)
where the Standard Model thermal masses read, for Nc = 3,
m2H = m
2
0 +
(
λ
2
+
|ht|2
4
+
g21 + 3g
2
2
16
)
T 2 , m2D1 =
11
6
g21T
2 , m2D2 =
11
6
g22T
2 . (8.5)
Summing together eqs. (8.1) and (8.4), multiplying by Zm as required by eq. (8.2), and for
convenience also resumming the Debye mass contributions of O(g3) into m2H, we get
Zm〈φ†φ〉T =
T 2
6
− T
2
2π
√
m2H
T 2
− g
2
1mD1 + 3g
2
2mD2
16πT
+
T 2
48π2
{
−6λ
[
ln
(
µ¯eγE
4πT
)
−3
]
− |ht|2Nc ln
(
µ¯eγE
8πT
)
+
3(g21 + 3g
2
2)
4
[
ln
(
µ¯eγE
4πT
)
−2
3
− 2γE − 2ζ
′(−1)
ζ(−1) + 4 ln
(
2πT
mH
)]}
+O(g3) .
(8.6)
Apart from eqs. (5.2), (5.3), the fermionic
∫
p
nF(p)
p =
T 2µ−2ǫ
24
{
1 + 2ǫ
[
ln µ¯8πT + 1 +
ζ′(−1)
ζ(−1)
]}
was needed here. All ultraviolet divergences have nicely cancelled out in eq. (8.6).
The thermal correction to the “decay rate” of eq. (2.3) now comes from the cut of the
Wilson coefficient in eq. (8.2). It is given by
Γ(T )(K) = − 3|hν |
2
4π
√
k2 +M2
[
λ+O(g4)] Zm〈φ†φ〉T +O(|hν |2g2T 4) . (8.7)
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Looking back at eq. (8.6), we observe that there is a subleading O(g3) contribution to
the decay rate (from the term −mHT2π ∼ O(g) in Zm〈φ†φ〉T ) which is sensitive to thermal
resummations, however in a computable way.
Let us finally briefly remark on the terms of O(T 4) in eq. (8.7). As was pointed out in
ref. [15], these contain expectation values of various components of the energy-momentum
tensor. At finite temperatures, the most important contribution turns out to emerge from
its traceless part: denoting 〈Θµν〉T = diag(e, p, p, p), we may define
〈Θˆµν〉T ≡ 〈Θµν −
1
4
ηµνΘαα〉T = diag(e, p, p, p)−
1
4
diag(+−−−)(e− 3p)
=
3
4
(e+ p) diag(1, 13 ,
1
3 ,
1
3 ) . (8.8)
Since e + p = Ts, where s is the entropy density, this condensate vanishes at zero tem-
perature. The non-trivial momentum dependence in eq. (6.9) comes from terms of the
type
∑
iKµKν〈Θˆµνi 〉T /K6, just like in ref. [15], where Θˆµνi denote various gauge-invariant
subparts of the full tensor (we have not worked out the decomposition because it is not
needed here). Thermal resummations affect e and p first at O(g3T 4) [30], and thus Γ(T )(K)
at O(g5T 4).
9 Conclusions
The purpose of this paper has been to compute the thermal production rate of right-handed
neutrinos in the non-relativistic regime, meaning at temperatures much below their mass,
but still higher than the electroweak scale: mtop <∼ πT ≪M . (Equivalently, one can speak
of a decay rate, cf. eq. (2.4).) In this regime, the results can be organized in the form of an
Operator Product Expansion, with successively higher powers of πT representing thermal
expectation values of gauge-invariant condensates [15]. We have worked at NLO in the
coupling constants (even at NNLO in section 8), and to the third order in an expansion
in (πT/M)2; the main result is shown in eq. (7.2). At order (πT/M)0 we fully confirm
previous NLO results in the literature [7], if employing naive dimensional regularization for
handling γ5; at order (πT/M)
2 we confirm the absence of corrections from gauge bosons,
but find different results for corrections from the Higgs scalar and the top quark. Our
results of (πT/M)4 are new, and display the leading non-trivial dependence on the spatial
momentum (the terms proportional to k2 in eq. (7.2), which contribute at (πT/M)5 to the
total production rate).
Despite small differences, the numerical magnitude of our corrections is similar to what
was found in ref. [7]. Even though our NLO thermal Higgs correction is larger by a factor 2,
we also find an NNLO term, cf. eq. (8.6), which numerically cancels about half of the Higgs
correction. The most substantial difference is that we find a complete cancellation of top
corrections at O(πT/M)2. Therefore our thermal corrections are negative, cf. eqs. (7.2) and
(8.7), not positive as was found for the top correction in ref. [7]. Their precise numerical
influence on leptogenesis computations remains to be inspected but probably the effects are
no larger than was found in ref. [7] because the largest (top) term is absent at O(πT/M)2.
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In scenarios of TeV scale leptogenesis, the rate that we have computed could be relevant
down to temperatures around the electroweak scale. Remarkably, eq. (8.7) shows that then
the rate could be extracted non-perturbatively from Euclidean lattice simulations of the
type that were developed for studying the electroweak phase transition in the 1990s. In
addition eq. (8.7) shows that terms of O(πT/M)2 are necessarily proportional to λ; this
can be traced back to a mismatch of the renormalization factors of the neutrino Yukawa
coupling (eq. (6.8)) and the Higgs mass parameter (eq. (8.3)) which ultimately leads to the
logarithm in eq. (8.2).
As an outlook, we envisage that taking the representations in eqs. (6.1)–(6.6) as starting
points, it is a feasible if hard task to extend the NLO analysis to the relativistic regime,
πT ∼ M . Indeed a similar step has previously been taken in QCD, by going from OPE-
type results in ref. [16] to relativistic results in ref. [28]. We believe that in the current
context it would be important to keep the spatial momentum k different from zero, which
makes the analysis more demanding; still, in principle similar techniques should work.
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A Definitions of master sum-integrals
Denoting by P,Q bosonic and by K,R, S fermionic Matsubara four-momenta, and em-
ploying the usual conventions Σ
∫
P and Σ
∫
{R} for the corresponding measures, the master
sum-integrals entering the computation are defined as follows (in the graphical notation,
a dashed line indicates a bosonic propagator, a solid line a fermionic one, a filled blob a
squared propagator, and a cross that the momentum appears in the numerator as well):
Ja ≡
∑∫
P
1
P 2
, (A.1)
J˜a ≡
∑∫
{R}
1
R2
, (A.2)
Jb ≡
∑∫
P
K2
P 2(P −K)2 , (A.3)
× Ib ≡
∑∫
PQ
1
Q2P 2(P −K)2 , (A.4)
× I˜b ≡
∑∫
P{R}
1
R2P 2(P −K)2 , (A.5)
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× Ic ≡
∑∫
PQ
1
Q2P 4
, (A.6)
× I˜c ≡
∑∫
P{R}
1
R2P 4
, (A.7)
× Îc ≡
∑∫
P{R}
1
P 2R4
, (A.8)
× Ic ≡
∑∫
{RS}
1
S2R4
, (A.9)
× Id ≡
∑∫
PQ
K2
Q2P 4(P −K)2 , (A.10)
× I˜d ≡
∑∫
P{R}
K2
R2P 4(P −K)2 , (A.11)
× Îd ≡
∑∫
P{R}
K2
P 2R4(R−K)2 , (A.12)
× Id ≡
∑∫
{RS}
K2
S2R4(R−K)2 , (A.13)
Ie ≡
∑∫
PQ
1
Q2P 2(P −Q)2 , (A.14)
I˜e ≡
∑∫
P{R}
1
R2P 2(P −R)2 (A.15)
If ≡
∑∫
PQ
1
Q2(Q− P )2(P −K)2 , (A.16)
I˜f ≡
∑∫
P{R}
1
R2(R− P )2(P −K)2 , (A.17)
× Ig ≡
∑∫
PQ
K2
P 2(P −K)2Q2(Q−K)2 , (A.18)
Ih ≡
∑∫
PQ
K2
Q2P 2(Q− P )2(P −K)2 , (A.19)
I˜h ≡
∑∫
P{R}
K2
R2P 2(R− P )2(P −K)2 , (A.20)
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Îh ≡
∑∫
P{R}
K2
R2P 2(R− P )2(R−K)2 , (A.21)
Îh’ ≡
∑∫
P{R}
2K · P
R2P 2(R− P )2(R−K)2 , (A.22)
Ij ≡
∑∫
PQ
K4
Q2P 2(Q− P )2(P −K)2(Q−K)2 . (A.23)
B Results for master spectral functions
The spectral functions corresponding to the structures of appendix A are obtained from
ρIx ≡ Im[Ix]kn→−i[k0+i0+] . (B.1)
As has been elaborated upon in section 5, they can be derived by carrying out the Mat-
subara sums, which corresponds to cutting zero, one, or two lines and weighting them
with a thermal distribution. In the result, cuts correspond to logarithmic terms, which
can only arise from vacuum loops. Given that 2-cut contributions have no vacuum loop
left, spectral functions only arise from 0-cut and 1-cut contributions. After an expansion
in small thermal momenta, the vacuum parts always have simple cuts, and thereby the
spectral functions corresponding to the master structures of appendix A are elementary,
cf. eqs. (B.4)–(B.21) below.
Before presenting the list, we would like to mention that apart from the procedure
described in section 5, there exists also a more elaborate possibility for determining the
spectral functions. Namely, one can first “blindly” work out the OPE expansion in the
Euclidean domain up to the desired order in 1/K2. The corresponding results are listed
in appendix C. In these results, non-analytic K-dependence only appears in a factor X,
defined in eq. (C.2). Introducing the MS scale parameter, it can be expanded as
X =
µ−2ǫ
(4π)2
(
µ¯2
K2
)ǫ[
1− π
2ǫ2
12
+O(ǫ3)
]
, (B.2)
and the corresponding spectral function then arises from
Im[X]kn→−i[k0+i0+] = sign(k
0)
µ−2ǫ
16π
[
ǫ+ ǫ2 ln
µ¯2
K2 +O(ǫ
3)
]
. (B.3)
So, we observe that spectral functions can only arise from structures of type Xn/ǫm, and
that all Euclidean structures that are either finite or have 1/ǫ-poles with the non-analytic
scale dependence given by T rather than by K, yield vanishing spectral functions.
Proceeding to the list, we wish to remove clutter by not showing the non-consequential
factor µ−2ǫ explicitly, and by similarly omitting the arguments of the functions nB, nF. In
addition, the errors of the 2-loop structures, which are O(ǫ, 1
K4
), are not displayed. Thereby
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the spectral functions corresponding to the master structures read
ρJa = ρJ˜a
= 0 , (B.4)
ρJb
= − K
2
16π
[
1 + ǫ
(
ln
µ¯2
K2 + 2
)]
+O
(
ǫ2, e−
k0
T
)
, (B.5)
ρIb
=
∫
p
nB
16πp
, (B.6)
ρ
I˜b
= −
∫
p
nF
16πp
, (B.7)
ρIc = ρI˜c
= ρ
Îc
= ρ
Ic
= 0 , (B.8)
ρId
= −
∫
p
nB
16πp
, (B.9)
ρ
I˜d
=
∫
p
nF
16πp
, (B.10)
ρ
Îd
= −
∫
p
nB
16πp
, (B.11)
ρ
Id
=
∫
p
nF
16πp
, (B.12)
ρIe = ρI˜e
= 0 , (B.13)
ρIf
=
K2
8(4π)3
+
∫
p
2nB − nF
16πp
, (B.14)
ρ
I˜f
=
K2
8(4π)3
−
∫
p
3nF
16πp
, (B.15)
ρIg = −
K2
2(4π)3
(
1
ǫ
+ 2 ln
µ¯2
K2 + 4
)
+
∫
p
nB − nF
8πp
+
k20 + k
2/3
2πK4
∫
p
p (nB − nF) , (B.16)
ρIh
= − K
2
4(4π)3
(
1
ǫ
+ 2 ln
µ¯2
K2 + 5
)
−
∫
p
2nB + nF
16πp
− k
2
0 + k
2/3
2πK4
∫
p
p
(
nB
3
+
nF
2
)
, (B.17)
ρ
I˜h
= − K
2
4(4π)3
(
1
ǫ
+ 2 ln
µ¯2
K2 + 5
)
+
∫
p
nF
16πp
− k
2
0 + k
2/3
2πK4
∫
p
p
(
nF
6
)
, (B.18)
ρ
Îh
= − K
2
4(4π)3
(
1
ǫ
+ 2 ln
µ¯2
K2 + 5
)
+
∫
p
nF
16πp
+
k20 + k
2/3
2πK4
∫
p
p
(
nB
3
+
nF
6
)
, (B.19)
ρ
Îh’
= − K
2
8(4π)3
(
1
ǫ
+ 2 ln
µ¯2
K2 +
9
2
)
+
∫
p
nB
16πp
− k
2
0 + k
2/3
2πK4
∫
p
p
(
nF
12
)
, (B.20)
ρIj =
∫
p
nF − 2nB
8πp
+
k20 + k
2/3
2πK4
∫
p
p
(
11nF
6
− 7nB
3
)
. (B.21)
C Euclidean large-momentum expansions
For completeness, we list here Euclidean large-momentum expansions for the master sum-
integrals defined in appendix A. In order to be as concise as possible, we introduce
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the notation
ni ≡
{
nB , bosonic line
−nF , fermionic line
, (C.1)
and provide expressions valid simultaneously for all the statistics carried by the lines. The
shorthands
X ≡ K
−2ǫ
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1− ǫ)
Γ(1− 2ǫ) , Y ≡
Γ(1 + 2ǫ)Γ2(1− 2ǫ)
Γ(1− 3ǫ)Γ2(1 + ǫ)Γ(1− ǫ) , (C.2)
as well as
ΘK ≡
k2
3−2ǫ − k2n
K2
(C.3)
are also helpful. Thereby we obtain
1 =
∫
p
n1(p)
p
, (C.4)
1
2
=
K2X
ǫ(1− 2ǫ) +
2∑
i=1
∫
p
[
ni(p)
p
+
4ΘK p ni(p)
K2
]
+O
(
T 6
K4
)
, (C.5)
3 ×
1
2
=
X
ǫ(1− 2ǫ)
∫
p
n3(p)
p
+
1
K2
2∑
i=1
∫
p,q
n3(p)ni(q)
pq
+O
(
T 6
K4
)
, (C.6)
1 × 2 = 1− 2ǫ
2
∫
p,q
n1(p)n2(q)
pq3
, (C.7)
3 ×
1
2
= −X
ǫ
∫
p
n3(p)
p
+
1− 2ǫ
2
∫
p,q
n3(p)n1(q)
pq3
+
ǫ+ 2(1− ǫ)(3− 2ǫ)ΘK
(2− ǫ)K2
∫
p,q
n3(p)n1(q)
pq
+
1
K2
∫
p,q
n3(p)n2(q)
pq
+O
(
T 6
K4
)
, (C.8)
= = 0 (C.9)
1
2
3
= − K
2X2Y
2ǫ(1− 2ǫ)(1− 3ǫ)(2− 3ǫ)
+
X
ǫ(1− 2ǫ)
3∑
i=1
∫
p
[
ni(p)
p
+
2ǫ(1 + ǫ)ΘK p ni(p)
K2
]
+
1
K2
∑
i>j
∫
p,q
ni(p)nj(q)
pq
+O
(
T 6
K4
)
, (C.10)
1
2
×
3
4
=
K2X2
ǫ2(1− 2ǫ)2
+
X
ǫ(1− 2ǫ)
4∑
i=1
∫
p
[
ni(p)
p
+
4ΘK p ni(p)
K2
]
+
1
K2
∫
p,q
(n1 + n2)(p) (n3 + n4)(q)
pq
+O
(
T 6
K4
)
, (C.11)
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2
3
1
4
=
K2X2Y
2ǫ2(1− 2ǫ)(1− 3ǫ)
+
X
ǫ(1− 2ǫ)
∫
p
[
n1(p)
p
+
2(1 + ǫ)(2 + ǫ)ΘK p n1(p)
K2
]
−X
ǫ
4∑
i=3
∫
p
[
ni(p)
p
+
2(1 + ǫ)(2 + ǫ)ΘK p ni(p)
3K2
]
+
ǫ2 + 4(1− ǫ)2ΘK
ǫ(2− ǫ)K2
∫
p,q
n3(p)n4(q)
pq
+
1
K2
4∑
i=3
∫
p,q
n1(p)ni(q)
pq
+O
(
T 6
K4
)
, (C.12)
2
3
1
4
=
K2X2Y
2ǫ2(1− 3ǫ)(2− 3ǫ)
+
X
ǫ(1− 2ǫ)
∫
p
[
n1(p)
p
+
2(1 + ǫ)2ΘK p n1(p)
K2
]
−X
ǫ
∫
p
2(1 + ǫ)ΘK p n3(p)
K2
+
2X
1− 2ǫ
∫
p
[
n4(p)
p
+
(1 + ǫ)(1 + 2ǫ2)ΘK p n4(p)
3ǫK2
]
+
ǫ+ 2(1− ǫ)2ΘK
ǫ(2− ǫ)K2
∫
p,q
(n2 + n3)(p)n4(q)− n2(p)n3(q)
pq
+
2
K2
∫
p,q
n1(p)n4(q)
pq
+O
(
T 6
K4
)
, (C.13)
12
3 4
5 =
K2X2(1− Y )
ǫ3(1− 2ǫ)
−X
ǫ
4∑
i=1
∫
p
[
ni(p)
p
+
2(11 + 6ǫ+ ǫ2)ΘK p ni(p)
3K2
]
−2X(1 + ǫ)
ǫ
∫
p
[
n5(p)
p
+
(2 + ǫ)(3 + ǫ)ΘK p n5(p)
3K2
]
−ǫ+ 2(1− ǫ)
2ΘK
ǫ(2− ǫ)K2
∫
p,q
n1(p)n2(q) + n3(p)n4(q)
pq
+
ǫ(1 + ǫ) + 6(1− ǫ)2ΘK
ǫ(2− ǫ)K2
4∑
i=1
∫
p,q
ni(p)n5(q)
pq
+
1
K2
∫
p,q
n1(p)n3(q) + n2(p)n4(q)
pq
+O
(
T 6
K4
)
. (C.14)
D On the treatment of Dirac traces
In analogy with the leading-order example of eq. (4.6), let us compare the NDR expressions
in eqs. (6.1)–(6.6) with the recipe explained below eq. (3.6) as well as with the strict
’t Hooft - Veltman scheme. After Wick contractions, Lorentz algebra, isospin traces and
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using standard properties of non-chiral Dirac matrices (but doing nothing with γ5 for
the moment), the contributions to the Euclidean correlator ΠE(K) in Feynman gauge
read (omitting the overall factor |hνB|2, and abbreviating Lorentz-indices6 µ1, . . . , µ6 as in
γ1 ≡ γµ1 or K2 ≡ Kµ2 etc.)
= 12λB Tr [γ1aLγ2 aR]
∑∫
PQ
K1 (K − P )2
Q2P 4(K − P )2 , (D.1)
= 2|htB|2NcTr [γ1aLγ2 aR] Tr [γ3aLγ4 aR]
∑∫
P{R}
K1(K − P )2R3(P −R)4
P 4(K − P )2R2(P −R)2 , (D.2)
= (g21B + 3g
2
2B) Tr [γ1aLγ2 aR]
D
2
∑∫
PQ
K1(K − P )2
Q2P 4(K − P )2 , (D.3)
= −(g21B + 3g22B) Tr [γ1aLγ2 aR]
1
2
∑∫
PQ
K1(K − P )2(P +Q)2
P 4Q2(P −Q)2(K − P )2 , (D.4)
= s1234
1
2
∑∫
PQ
K1(K − P )2(K −Q)3(K − P )4
P 2(P −Q)2(K − P )4(K −Q)2 , (D.5)
s1234 ≡ (g21B + 3g22B) (D − 2)Tr [γ1aLγ6 aR] (g23g46 − g24g36 + g34g26)
− g21B Tr [γ1aLγ2γ6 aRγ3γ6 aRγ4aR]
− 3g22BTr [γ1aLγ2γ6 (aLγ3γ6aL − γ3γ6) γ4aR] , (D.6)
= t1234
1
2
∑∫
PQ
K1(K −Q)2(P +Q)3(K − P )4
P 2Q2(P −Q)2(K − P )2(K −Q)2 , (D.7)
t1234 ≡ (g21B + 3g22B) Tr [γ1aLγ6 aR] (g23g46 − g24g36 + g34g26)
− 3g22B Tr [γ1aLγ2γ3aRγ4aR] . (D.8)
All diagrams with Higgs self-energy insertions are seen to be proportional to the same
structure that already appeared in the LO contribution; if handled as shown below eq. (4.6),
they lead to Tr [γ1aLγ2aR] → 2g12 and immediately reduce to the NDR results. On the
other hand, the two diagram classes with the vectors coupling to the lepton line do seem
to get additional contributions proportional to different Dirac traces, which have been
separated in the second and third lines of eqs. (D.6) and (D.8).
It turns out, however, that upon employing the prescription explained below eq. (3.6)
these additional contributions vanish identically, which leaves us with the same results as in
NDR for each of the diagrams. As a specific example, consider the second line of eq. (D.8),
8Tr [γ1aLγ2γ3aRγ4aR] = Tr
[
γ1γ2γ3(γ4 + γ5γ4γ5)
]− Tr [γ1γ5γ2γ3(γ4 + γ5γ4γ5)]
−Tr [γ1γ5γ2γ3(γ5γ4 + γ4γ5)]+Tr [γ1γ2γ3(γ5γ4 + γ4γ5)]
= Tr
[
γ4γ1γ2γ3γ5 + γ1γ2γ3γ4γ5
]
, (D.9)
where we have used an anticommuting γ5 as well as γ
2
5 = 1 in traces with more than one γ5.
Then, for the remaining traces with a single γ5 we get 4(ε4123 + ε1234), such that the two
6Note that we do not use µ5 here, to avoid confusion of γµ5 with γ5.
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terms cancel due to antisymmetry of the ε tensor. In a completely analogous way, the last
two lines of eq. (D.6) are seen not to contribute in this specific scheme.
If the ’t Hooft - Veltman scheme is used rather than the recipe below eq. (3.6), then
graphs with closed fermion loops do differ from those in NDR. To see this, note that the
integral in eq. (D.2) evaluates at zero temperature to∫
PR
K1(K − P )2R3(P −R)4
P 4(K − P )2R2(P −R)2 =
X2Y K1
144
(
1
ǫ2
+
31
6ǫ
+
763
36
+O(ǫ)
)
×
[
4ǫ(1− 2ǫ)K2K3K4
K2
+ (5 + 2ǫ)K2 g34 − (1− 2ǫ)
(
K3 g24 +K4 g23
)]
, (D.10)
where the coefficients X and Y are defined in eq. (C.2). With Tr [γ3aLγ4 aR] → 2g34 this
yields the NDR result, but with eq. (3.3) we rather have Tr [γ3aLγ4aR] = 2g˜34, where
g˜µν ≡ 1, if µ = ν ≤ 3, and g˜µν ≡ 0 otherwise. Contracting with the g34 in eq. (D.10)
produces 4 rather than 4−2ǫ, which turns into a difference of O(1) in the spectral function
because of the prefactor 1/ǫ2 (concretely, 72 in eq. (6.9) turns into
73
18 ). That said, this
difference can presumably be “hidden” if the neutrino Yukawa coupling is expressed in
terms of a physical quantity (such as a pole mass) through a computation carried out in
the same scheme.
In thermal corrections to eq. (D.10), there is only a prefactor 1/ǫ in the Euclidean
domain (cf. appendix C), which implies that the corresponding spectral function is finite
(cf. appendix B). Therefore we expect that the ambiguity of O(ǫ) in a prefactor does not
affect NLO thermal corrections to spectral functions. Nevertheless, it might be interesting
to work out the full tensor integrals of eqs. (D.1)–(D.7) in the OPE regime, in analogy
with the expansions in appendix C, thereby producing results for any desirable scheme.
Unfortunately this involves a substantial amount of work and goes beyond the scope of the
present study.
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