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ABSTRACT
EXPLORING THE APPLICATION OF META-RAPS FOR SCHEDULING FLOW
SHOPS WITH BLOCKING
Mohammad Sadaqa, M.S.
Department of Industrial and Systems Engineering
Northern Illinois University, 2015
Reinaldo Moraga, Director
A single machine includes loading and unloading areas for each job processed in it in a
way that loading and unloading operations could be performed while the machine is running.
This leads to minimizing the completion of the jobs with lowest machine idle time. This design
requires a special kind of scheduling technique for jobs to ensure the accomplishment of those
objectives if the processing, loading, and unloading times are varying. The machine is modeled
as a flow shop with blocking constraint. This research focuses on finding a solution to schedule
this special case of flow shop as a flow shop of more than two machines with the main objective
of minimizing jobs maximum completion time (makespan) which is an NP-hard problem.
The proposed solution in this research includes using a meta-heuristic known as metaheuristic for randomized priority search (Meta-RaPS) that has two phases, construction and
improvement. In its construction phase, NEH or MME heuristics or a hybrid heuristic of both
NEH and MME could be employed to create good initial solutions. Then, in the improvement
phase, insertion will be used to enhance solution quality. The suggested meta-heuristic is
evaluated in comparison to top-performing meta-heuristics on the benchmark flow shop data set
of Taillard (1993). The results would suggest that applying Meta-RaPS for this flow shop
problem is providing the best initial constructed solutions and is a great choice for providing
high-quality final solutions.
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Chapter 1

Introduction

In the world of manufacturing, scheduling is one of the most important and complex
areas that requires to be studied. Companies generally make money by providing products and
services on time at the lowest cost. Scheduling is a process used to help manufacturing and
service industries organize their resources and tasks for specific periods of time in order to
achieve certain productivity or performance goals (Pinedo, 2008). For example, resources
represent machines in a workshop, airplanes in an airport, operators at a factory, and memory
units in a computer. And tasks are basically what jobs or activities the resources would be doing
like takeoff and landing, executing a computer program, or accomplishing specific
manufacturing jobs. Organizing these tasks and resources serves the interest of a specific goal or
a set of goals or objectives, like having the minimum completion time for all jobs (makespan),
minimum number of late jobs, or minimum total tardiness according to a specific due date.

Scheduling problems are described by three main terms: the main scheduling
environment, the system constraints, and the objective function to be optimized. Manufacturing
environments differ based on their way of processing jobs and the sequence in which jobs could
be processed. A manufacturing environment could be one of the following:
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A single machine that processes one job at a time.



A set of parallel machines in which jobs would be processed by any available machine in that
set.



A flow shop where a job has to be processed in sequential order by different machines.



A job shop where there would be a number of machines, and jobs can be processed by any
combination of machines with any sequence.

In this thesis, the manufacturing problem in hand is described as a flow shop environment.

A flow shop is a manufacturing environment that consists of a number of machines in a
series. Each machine is capable of performing certain operations. Jobs in the flow shop mostly
have to go through all the operations in a special sequence to be completely processed. Often, all
jobs have to be processed through the same sequence of machines. There might be intermediate
storage between machines. Having intermediate storage means that if a machine finishes a job
while the next machine in the flow shop is still busy processing another, then the job can leave
the machine and wait for the next machine to finish in a buffer so the previous machine can start
processing another job. Having no intermediate storage means that if a machine in a flow shop
finishes a job while the next machine is still busy with another, then the job has to wait in the
machine until the next is ready to process a new job. This is known as blocking.

Many of the scheduling problems can be solved easily, especially if they have a small
number of jobs to be scheduled. However, with the increase of the number of jobs, the size of the
problem might increase dramatically, which would require an increase of computing capabilities.
This type of problem is called NP-hard problem, meaning that it would not be solved to
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optimality in polynomial time. For NP-hard problems, researchers develop heuristics to get to a
near optimal solution. But since heuristics will reach a finite limit within the solution space (local
optimum), researchers develop meta-heuristics.

Most modern manufacturing machines are designed to be flexible in their ability to
process different parts to minimize the cost of equipment and to keep up with different customer
needs. For that reason, most flexible manufacturing machines have to be in a certain condition
(setup) depending on each specific job that has to be processed. Every time a new job is to be
processed, the machine has to be prepared in a certain way before proceeding with that job. For
most manufacturing machines, setup time includes three main operations: unloading the recently
finished part from the machine, preparing for next job on the machine, and loading the part
related to the next job to be processed. For most manufacturing systems, setup will require the
machine to be idle. For those kinds of systems, setup time is a period that does not provide any
value to the product but adds more delay to the completion of jobs. Minimizing the setup time
would be beneficial to the objectives of optimizing resource utilization and completion time.

Machine manufacturers considered setup time for their machines and came up with
different designs to help make setup time shorter. One way to do that is by making the setup for a
job independent from the processing time of that job. For this design, machines are built in a way
that provides the ability to prepare for a job while the machine is processing another, which is
achieved by having more than two setup or processing areas; operators can perform a setup on
one area by unloading finished parts, preparing for the new job, and loading the new processed
parts. During setup time, the machine is running on another area. And later on, the machine can
travel to the other areas and process the job if it is completely loaded there.
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For this thesis, a manufacturing machine is discussed and the scheduling procedure for
the jobs on that machine is studied to develop a scheduling algorithm to minimize the last
scheduled job completion time (makespan). This manufacturing machine is modelled as a threemachine flow shop with blocking constraint. This type of problem is considered as NP-hard. A
meta-heuristic named meta-heuristic for randomized priority search (Meta-RaPS) is introduced,
and its performance is explored for solving the problem with the incorporation of famous
algorithms.

1.1 Problem Description
In this section a description of a manufacturing environment will be introduced showing
the source of inspiration for the scheduling problem proposed. Also, a clear explanation for the
scheduling model will be discussed and the assumptions that led to it.

1.1.1 Manufacturing Problem Motivation
Company ABC is a manufacturing company that performs machining on different parts.
It consists of machines that require loading, unloading and setup before processing any job. Most
of the company’s machining environments are single-machine systems with two or more
material handling areas (or tables). Processing one part would require the following: loading one
of the tables with the new part, moving the loaded table to the machine where actual part
machining occurs, and moving the table that occupies the machined part away from the machine
to be unloaded. This design allows loading a part on a table, processing another part within the
machine on another table, and unloading a third part from a third table in the same time.
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From now on, each part to be processed is called a job and each job has to go through
loading then processing then unloading. Loading, unloading, and processing times for each job
are different compared to each other. As soon as a job loading is initiated on a table, it has to go
to the machine to be processed. And as long as the machine is not free to take the job (busy
processing another job) the loaded job will have to wait until the machine is free again. The same
thing happens if the machine is done processing a job while the unloading table is still busy. This
system is one of the most common systems in that company. Figure (1) illustrates a Gantt chart
for the operation of the machine. Notice circle (A) in the figure how job 2 is idle after loading
because the machine is still processing job 1, and job 3 cannot be loaded because job 1 is still
occupying the loading area. Also at circle (B) job 3 is idle in the machine waiting for job 2 to be
unloaded, leading to a delay in the initiation of processing job 4 in the machine. These idle times
indicate blocking for the jobs.

Figure (1): Gantt chart showing the machine under study

The company is interested in finding a way to order jobs going through the machine to
ensure minimum completion time for jobs. So the main problem from this manufacturing
environment is to schedule jobs to achieve the objective of minimizing the last scheduled job’s
completion time, which is also called makespan.
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1.1.2 Assumptions and Proposed Scheduling Model
At this point the system described earlier includes three resources to be used for jobs to
be finished: a loading resource to perform the operation of loading the job, a machine that
performs the operation of processing, and unloading resource for performing the operation of
unloading the job. Each job will have three specific parameters related to it.

For each job to be accomplished, its related parts should go through the setup and
processing. Since we have three resources performing the operations, this could not be
considered as a standard single machine due to the presence of setup time before and after each
job. If we look at the problem from the resources’ perspective, we would notice that modeling
this system as a flow shop would be a good fit. A flow shop with three machines is a good model
representing the system where loading represents the first machine, the actual machining process
represents the second machine, and unloading represents the third machine. This model assumes
two operators working on material handling for the jobs: loading operator as the loading resource
and an unloading operator as an unloading resource.

The availability of tables allows the operators to work on the setup of a job while the
machine is in operation with a different one. But the fact that the number of tables is limited
creates many instances where a job has to wait idle in one table blocking the following job just
like what was shown in Figure (1). This additional constraint in the flow shop model is known as
blocking.
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Based on the previously discussed assumptions the main scheduling problem is a threemachine flow shop with blocking constraint with the objective of minimizing the makespan. The
problem in scheduling terms is as follows:

F3│blocking│Cmax
where:
F3: Environment, flow shop with three machines
blocking: Constraints, blocking constraint
Cmax: Objective, minimize the maximum completion time (makespan)

For this thesis the focus will be extended to the general case of a blocking flow shop,
meaning that the goal will be to find a solution for the blocking flow shop with any number of
machines more than two. This is due to the reason that flow shop problems with more than two
machines are considered within the same category. Solving the general case of blocking flow
shop instead of focusing on three machines only would be of great benefit to the scheduling
science not just the company that inspired this problem. Also, the general case of blocking flow
shops has importance because it is the most realistic form of flow shops nowadays with the
development of integrated manufacturing and Just-in-Time (Wang et al., 2012). The general
scheduling terms for the problem will be changed slightly only by changing the environment
from F3 to Fm representing a blocking flow shop with m machines:

Fm│blocking│Cmax
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The system assumes all jobs to be available at time zero, and the parameters related to the
jobs are deterministic. This problem is considered NP-hard for any blocking flow shop problem
with more than two machines (Grabowski and Pempera, 2007).

1.2 Mathematical Model
Blocking flow shops are different in their model description compared to other flow
shops. Having no intermediate storage between machines requires checking if the next machine
is available to receive each job after its completion in the current machine. The most significant
parameter introduced will be the departure time. With the help of the model introduced by
Ronconi (2004), a blocking flow shop scheduling problem with m machines and n jobs can be
modeled as an integer program:

Decision Variables:
Since this is a job allocation problem, the main decision variables will be to determine
which of the n jobs will be allocated to each one of the n positions in the schedule:
𝑥[𝑗],𝑘 = {

1 , 𝑖𝑓 𝑗𝑜𝑏 𝑘 𝑖𝑠 𝑖𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑗
} For all values of j=1…..n, and k = 1…..n
0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑧𝑒

(1.1)

Parameters:
𝑃𝑖,𝑘 = 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑓𝑜𝑟 𝑗𝑜𝑏 𝑘 𝑖𝑛 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑖, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 1 … . . 𝑚, 𝑘 = 1 … . 𝑛
𝐷𝑖,[𝑗] = 𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑗𝑜𝑏 𝑖𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑗 𝑓𝑟𝑜𝑚 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑖, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 1. . 𝑚, 𝑗 = 1. . 𝑛
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Objective Function:
The objective is to minimize the completion time of the last scheduled job on the last
machine (makespan), and it is the same as the departure time of the last scheduled job from the
last machine.
𝐶𝑚𝑎𝑥 = min(𝐷𝑚,[𝑛] )

(1.2)

Constraints:
It is required to incorporate the sum of all x values at each position knowing that each job
can be in only one location, indicating that at each scheduling position, only one x will be 1 and
the remaining will be 0.

First Scheduled Job on All Machines:
The departure time of the first job is only affected by its processing times and the time it
leaves each previous machine. Also, there is no possibility for the first job to be blocked because
all machines are empty at the start.
First machine:
𝐷1,[1] = ∑𝑛𝑘=1 𝑥[1],𝑘 𝑃1,𝑘

(1.3)

Remaining machines:
𝐷𝑖,[1] = ∑𝑛𝑘=1 𝑥[1],𝑘 (𝐷𝑖−1,[1] + 𝑃𝑖,𝑘 ) , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 2 … . 𝑚

(1.4)

Remaining n-1 Scheduled Jobs on All Machines:
The departure time of each of the remaining jobs is affected by the previous job in
sequence. At any machine other than the first and the last, if the completion time of a job in a
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machine is less than the departure time of the previous job from the next machine, a blocking
will occur. For the first machine, blocking is affected by the departure time of the previous job
from the first machine only. And for the last machine no blocking occurs because a completed
job will leave the flow shop.
First machine:
𝐷1,[𝑗] = max{∑𝑛𝑘=1 𝑥[𝑗],𝑘 (𝐷1,[𝑗−1] + 𝑃1,𝑘 ) , 𝐷2,[𝑗−1] } , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 = 2 … . 𝑛

(1.5)

Remaining machines except last machine:
𝐷𝑖,[𝑗] = max{∑𝑛𝑘=1 𝑥[𝑗],𝑘 (𝐷𝑖−1,[𝑗] + 𝑃𝑖,𝑘 ) , 𝐷𝑖+1,[𝑗−1] } , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 = 2 … . 𝑛, 𝑖 = 2 … 𝑚 − 1 (1.6)
Last machine:
𝐷𝑚,[𝑗] = 𝐷𝑚−1,[𝑗] + ∑𝑛𝑘=1 𝑥[𝑗],𝑘 𝑃𝑚,𝑘 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 = 2 … . 𝑛

(1.7)

Allocation Constraints:
For every location assign only one job:
∑𝑛𝑘=1 𝑥[𝑗],𝑘 = 1 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 = 1 … 𝑛

(1.8)

Assign every job only once:
∑𝑛𝑗=1 𝑥[𝑗],𝑘 = 1 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑘 = 1 … 𝑛

(1.9)

Non-negativity Constraints:
𝑥[𝑗],𝑘 ∈ {0,1},

𝑓𝑜𝑟 𝑎𝑙𝑙 j = 1 … . . n, and k = 1 … . . n

(1.10)
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1.3 Objectives
The main objective for this thesis is to explore the application of a meta-heuristic to be
used for scheduling blocking flow shops, which has never been applied in that field, to minimize
the maximum completion time (makespan). In order to achieve this objective the following tasks
should be performed:
1. Build a basic solution technique that applies meta-heuristic for randomized priority search
(Meta-RaPS) for blocking flow shops.
2. Test the performance of the meta-heuristic on benchmark flow shop data of Taillard (1993)
and compare the results to the best performing heuristics and meta-heuristics in literature.

1.4 Benefits and Deliverables
There are many benefits coming from the study and application of the proposed thesis:
1. Contribute to the field of combinatorial problem solving by providing insight about applying
Meta-RaPS for the first time in blocking flow shops.
2. Explore the blocking environment in flow shops and understand new properties leading to
what might help in finding high-quality solutions.

The deliverables of this thesis are the following:
1. An algorithm for scheduling blocking flow shops using Meta-RaPS.
2. A documentation of the thesis work that includes a detailed explanation of the algorithm and
results that provides insight on its performance.
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1.5 Overview
In the upcoming chapters, a literature review for flow shop scheduling and the proposed
solution is described in the following Chapter 2. Chapter 3 includes the proposed methodology
and the solution algorithm in detail. In Chapter 4, results for applying the proposed metaheuristic compared to other top-performing approaches will be discussed. And finally
conclusions of this thesis are introduced in Chapter 5.

Chapter 2

Literature Review

In this chapter, a review of what has been done in the field of flow shops with emphasis
on the special constraint of blocking will be provided. In addition, a review for the meta-heuristic
called Meta-RaPS will be discussed. Finally, the current gaps in literature this thesis is exploring
will be discussed.

2.1 Flow Shop Environments and Constraints
Flow shops have been one of the most interesting topics of discussion for more than 50
years. The interest for solving flow shop problems is due to the high number of applications on
it. The most basic flow shop problem is the two-machine case with no constraints. It was solved
to optimality using Johnson’s (1954) famous rule, who also provided an optimal solution for the
three-machine case under certain conditions. For flow shops with more than three machines, the
problem is considered as NP-hard problem. According to Hejazi and Saghafian (2005), most
research on flow shops is of the permutation type, which is right now considered as the basic
classic no-constraint flow shop type. Permutation means that for all the machines in the flow
shop, the jobs have to be processed with the same sequence. Campbell, Dudek and Smith (1970)
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were the first to study permutation flow shops calling them No-Job-Passing flow shops. The
importance of having the permutation perspective is in the following: having a flow shop with m
machines to process n jobs means that in switch from the standard to permutation principle, the
number of schedule solutions will be reduced from (n!)m to only (n!) because the same sequence
will be used for all machines. This permutation arrangement is very good for reducing space and
wait time between machines but would still require the availability of a buffer between machines
according to Allahverdi et al. (1999).

As mentioned earlier, a blocking flow shop is a flow shop with no intermediate buffer
between machines, which means that a job cannot leave a machine until the next machine in
sequence is available to do it (Abadi et al., 1995). Two-machine blocking flow shop was
considered for the first time by Reddi and Ramamoorthy (1972). They converted the twomachine blocking flow shop problem into a Travelling Salesman Problem (TSP) with special
parameter considerations, and they confirmed that it can be solved to optimality in polynomial
time using the algorithm by Gilmore and Gomory (1964), who provided a simple solution for
this special case of TSP by also converting this special structure to a single machine with
sequence-dependent setup time. In their algorithm the parameters of the first and second
machines in the two-machine flow shop model are exactly the state of the single machine after
completing each job and the machine’s state in order to process the next job. Then they solved it
by swapping jobs using a special cost function minimizing makespan.

There are other constraints that might be within a specific flow shop environment. King
and Spachis (1980) introduced different special constraints depending on the industry. They
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specially focused on a No-Job-Waiting constraint in which jobs cannot wait in machines after
being processed there. A good example for such environment is steelmaking industries. The
importance lies in the fact that once a metal is heated it has to go through all required processing
without delays; any waiting in any machine or queue will cause drop of temperature and failure
of the process. King and Spachis (1980) also stated that the flow shop problem with this
constraint is NP-hard just like the general and blocking case of the problem.

2.2 Heuristics for Blocking Flow Shop and Solutions
Literature reveals that Blocking Flow Shop Problem (BFSP) to minimize makespan with
more than two machines is strongly NP-hard (Grabowski and Pempera, 2007). Campbell, Dudek
and Smith (1970) provided a good approximation algorithm that deals with basic permutation
flow shop (CDS algorithm). Many authors confirmed that CDS algorithm is performing well in
the BFSP environment.

Nawaz, Enscore and Ham (1983) suggested an algorithm (NEH algorithm) for the flow
shops with no constraints. Their work was based on the assumption that jobs with higher total
processing time should have higher priority to be processed first. They initially ordered jobs
according to that main priority rule and then reorganized their resulted schedule using the
cheapest insertion of jobs within sub-schedules until all jobs are in one new schedule (known as
enumeration). This algorithm performs the best as a stand-alone construction heuristic. Leisten
(1990) stated that for flow shops with limited buffer storage NEH and CDS rules are highly
recommended. Wang et al. (2012) also confirmed that NEH algorithm still provides better
performances than others for the BFSP and this is clearly shown in the amount of continued
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work based on it. Ribas et al. (2011) proposed a very good heuristic for BFSP where they use the
insertion technique from the NEH algorithm (enumeration). Pan and Wang (2012) provided a
review that describes many heuristics for BFSP, which included different hybrid algorithms that
use NEH enumeration. They confirmed that combinations of heuristics with NEH enumeration
generate high-quality solutions.

McCormick et al. (1989) built an equivalent network flow model to solve the problem as
maximum flow problem with critical path. They introduced an algorithm to find a solution
within minimum part set (MPS). Abadi et al. (1995) studied different heuristics for BFSP and
came up with a unique proposal of slowing down operations to minimize cycle time saying that it
shows better performance. Ronconi (2004) exploited the blocking conditions in the BFSP and
created a min-max enumeration (MME) rule. In her work, she compared MME to NEH rule and
proved its better performance for BFSP with more than 500 jobs. Later, Ronconi (2005) used
branch-and-bound to build an algorithm and came up with lower bounds that reduced the size of
the problem.

2.3 Meta-heuristics for Blocking Flow Shop
Heuristics provide good solutions for NP-hard problems. They often work by
constructing a solution hoping to be in the right direction to the optimum. However, since
heuristics follow a certain set of rules, they probably reach a finite limit representing the best
solution that could be achieved. In most cases, this solution is a local optimum in the problem’s
solution space. In order to find better solutions for an NP-hard problem, there is a need to step
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out of the local optimum and find a closer solution to the optimum. This is what meta-heuristics
are for.

Over the last 15 years, the BFSP has been attracting a good deal of attention in terms of
applying meta-heuristics. Caraffa et al. (2001) used genetic algorithm (GA) to solve the BFSP.
Aldowaisan and Allahverdi (2003) in their work on No-Job-Waiting flow shops used simulated
annealing (SA) as well as GA, and their results showed that SA outperforms GA. Hejazi and
Saghafian (2005) provided a detailed review for flow shops and mentioned many meta-heuristics
that included GA, SA, tabu search (TS), and Ant Colony. Grabowski and Pempera (2007)
proposed two TS algorithms for solving the problem based on certain properties from the
blocking environment.

Companys et al. (2010a, 2010b) suggested neighborhood search techniques with the use
of NEH. Wang et al. (2012) developed a three-phase algorithm (TPA) that solves the BFSP using
a modified NEH algorithm as part of it with modified simulated annealing. They incorporated
techniques that would help even more in decreasing the computational effort, making it perform
very well. It is important to mention that they provided very good results for a stand-alone
construction heuristic in their work.

Lately in search for more improvement, researchers started to develop meta-heuristics
inspired from natural phenomena; Wang et al. (2010) introduced a hybrid discrete differential
evolution (HDDE) algorithm for solving the BFSP. The differential evolution uses evolution
principles like mutation and crossover with local search to generate new solutions and step out of
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local optimums. Davendra and Bialic-Davendra (2013) used discrete self-organizing migration
algorithm (DSOMA) to solve the BFSP. It is based on the competitive-cooperative behavior of
intelligent creatures. Their results showed better performance than TS, HDDE, and GA.

Karaboga (2005) suggested simulating the behavior of honey bees in their foraging
activities as another swarm intelligent optimization technique. Han et al. (2014) used this
technique to create a meta-heuristic that incorporates discrete differential evolution with the
proposed bee simulation; calling it deferential evolution-artificial bee colony (DE-ABC)
algorithm. They used MME algorithm to initiate their meta-heuristic. DE-ABC algorithm results
showed the best performance for the BFSP currently.

2.4 Meta-RaPS
Meta-heuristic for randomized priority search (Meta-RaPS) is a meta-heuristic proposed
by Depuy, Whitehouse and Moraga (2002) based on a modified version of COMSOAL
approach, a computer heuristic for solving the assembly line balancing problem and other
combinatorial problems. The rationale behind the introduction of Meta-RaPS according to
Depuy, Whitehouse, and Moraga (2002) is that randomness may improve the solution quality
significantly when embedded within a rule.

Meta-RaPS has been successful in many problems. Depuy, Moraga, and Whitehouse
(2005) used Meta-RaPS for solving the Travelling Salesman Problem (TSP). They used the
nearest neighbor and cheapest insertion as part of their meta-heuristic with the incorporation of
randomness. Their results were promising compared to other meta-heuristics. In the field of
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parallel machines, Rabadi, Moraga, and Al-Salem (2006) published a Meta-RaPS-based
approach for solving the unrelated parallel machine scheduling problem. In the field of flow
shops, no application has been explored using Meta-RaPS. Meta-RaPS utilizes randomness to
look further into any problem’s solution space and prevents to getting in a local optimum. This
meta-heuristic like most other meta-heuristics consists of construction and improvement phases.
Meta-RaPS incorporates randomness in both phases. In the construction phase the selection of
each scheduled job will be according to two rules that have random selection embedded in parts
of them, whereas in the improvement phase, the choice of whether to use neighborhood search
techniques to further improve a constructed solution is based on the constructed solution’s
quality, which will lead to a solution with high quality.

2.5 Gaps and Improvement
The reviewed literature showed that the blocking flow shop scheduling problem has been
under a great deal of attention due to its importance. Meta-RaPS is a meta-heuristic that has
never been applied in finding solutions for flow shops, although it performed very well in
solving many other combinatorial problems. For that reason, this thesis mainly proposes
applying Meta-RaPS for the blocking flow shop. Most meta-heuristics rely on constructing a
solution, then improving it, and many of them incorporate randomness for the improvement
phase of the solution; however, having randomness present in the construction phase of MetaRaPS provides an opportunity to construct very good schedules. And starting with a very good
schedule is expected to produce a high-quality schedule after improvement.
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Additionally, the majority of the rules and algorithms for blocking flow shops were
originally intended for the general case of flow shops, and experimental results showed that they
are performing well also with the blocking case. This means that exploring and enhancing
algorithms that specifically deal with the blocking condition is worthy of more research and
application.

The following Table (1) shows a summary of literature discussed in this thesis; it includes
columns for each environment discussed by each source. And whether each source includes a
construction heuristic, meta-heuristic or a review with its corresponding section in this chapter.
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Table (1): Literature review table
source

Abadi et al. (1995)
Aldowaisan and
Allahverdi (2003)

scheduling environment
blocking
other
general
flowshop flowshop
X
X

review

heuristic

meta-heuristic
Meta- other
RaPS

X

2.1 , 2.2

X

Allahverdi et al.
(1999)

X

Campell et al. (1970)

X

section

X
X

2.3
2.1

X

2.1 , 2.2

Caraffa et al. (2001)

X

X

2.3

Companys et al.
(2010a)

X

X

2.3

Companys et al.
(2010b)

X

X

2.3

Davendra and BDavendra (2013)

X

X

2.3

DePuy et al. (2005)

X

X

2.4

DePuy et al. (2002)

X

X

2.4

Gilmore and Gomory
(1964)
Grabowski and
Pempera (2007)

X

2.1

X

Han et al. (2014)

X

Hejazi and Saghafian
(2005)

X

Johnson (1954)

X

X

X

X

2.3

X

2.1 , 2.3

X

Karaboga (2005)

2.1
X

King and Spachis
(1980)

X

Leisten (1990)

X

2.2 , 2.3

X

X

2.3

X

2.1

X

2.2

McCormick et al.
(1989)

X

X

X

2.2

Nawaz et al. (1983)

X

X

X

2.2

Pan and Wang (2012)

X

X

2.2

Rabadi et al. (2006)

X

Reddi and
Ramamoothry (1972)

X

X

2.4

X

2.1

Ribas et al. (2011)

X

X

2.2

Ronconi (2004)

X

X

2.2

Ronconi (2005)
Wang et al. (2012)

X
X

X

Wang et al. (2010)

X

Current research
(Sadaqa 2015)

X

X

2.2

X

X

2.2 , 2.3

X

2.3
2.5

Chapter 3

Methodology

As concluded from the literature review, using the meta-heuristic for randomized priority
search (Meta-RaPS) to solve the blocking flow shop problem (BFSP) has not been reported.
Meta-RaPS is divided into two main phases: construction and improvement. Using Meta-RaPS
in both its phases is expected to provide high-quality results. First, construction phase is used to
generate a solution, which is expected to be a very good solution due to the incorporation of
randomness. Then the generated solution would be subject to further enhancement in the
improvement phase.

3.1 Meta-RaPS Logic
Meta-heuristics are aimed to get solutions closer to the global optimum by preventing the
solution from being trapped in local optimum. Most meta-heuristics’ principle of operation is by
applying different techniques to improve an initial solution, which doesn’t necessarily need to be
good in quality. Meta-RaPS focuses on the idea of incorporating parts that would help in
avoiding local optimum from very early stages in the initial solution construction in its
construction phase, then improving it using different techniques in Meta-RaPS improvement
phase.
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Meta-RaPS construction phase requires a specific construction heuristic to be
incorporated within. Any construction heuristic that could be used to solve the specific
scheduling problem at hand would be considered as Meta-RaPS priority rule. Solution
construction works by randomly deciding whether to schedule the next job based on the priority
rule or a modified random version of that priority rule. Improvement phase follows by using
neighborhood search techniques over the most promising constructed solutions.

The selection of the scheduled jobs and the randomness is based on specific parameters.
According to Rabadi, Moraga, and Al-Salem (2006) there are four main parameters needed for
Meta-RaPS: the priority percentage (%p), the restriction percentage (%r), the improvement
percentage (%i), and number of iterations (I) for new solution creation.

Meta-RaPS technique is as follows: Based on the comparison between a generated
random number and the priority percentage (%p), the rule used to schedule the next job is
selected. If the random number is less than the priority percentage, then the priority rule is used
to schedule the next job. If the random number is higher than or equal to the priority percentage,
then the next scheduled job will be a randomly selected job from a restricted list. The list
includes jobs with priority rule’s selection criteria of the top restriction percentage (%r) of range
between best and worse unscheduled jobs according to that same selection criteria. The selection
of jobs from the restricted list would be the modified rule. This cycle of jobs selection is repeated
until there is no job left to be scheduled.
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After constructing a solution, the improvement phase starts with the first iteration by
calculating the objective function. If the objective function is within the improvement percentage
(%i) of the range between the best and worse reported solutions, an improvement heuristic will
be performed. Both construction and improvement will be performed (I) times, and out of all
iterations, the best solution is reported. Figure (2) shows a flow chart for Meta-RaPS procedure.

Figure (2): Meta-RaPS procedure flow chart

3.2 Meta-RaPS Priority Rule in Construction Phase
NEH algorithm is reported as the best performing heuristic for BFSP with the criterion of
makespan. However, MME heuristic was used to construct initial solutions in many metaheuristics. This is because MME is more closely tailored to the blocking constraint in the BFSP,
and it was proven that it outperforms NEH for more than 500 jobs. It would be beneficial to
explore the significance of using each of those heuristics. Additionally, a hybrid algorithm
incorporating both MME and NEH is also introduced. In this thesis, each of these three
introduced heuristics will be used as the priority rule. So, three different designs of Meta-RaPS
construction will be introduced.
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3.2.1 NEH Algorithm
NEH algorithm is a famous construction algorithm for flow shops. It was named after its
creators, Nawaz, Enscore, and Ham, in 1983. NEH algorithm, although not dedicated to BFSP, is
still considered the best performing stand-alone construction heuristic. The main idea for this
algorithm is extremely basic: just order the jobs based on the non-increasing order of their total
processing time in all machines.

NEH has two main phases; the first one is the basic one explained earlier with nonincreasing order of jobs total processing times in all machines. But the second phase is the phase
that really makes the difference. This phase is the insertion technique Nawaz, Enscore and Ham
suggested in their NEH algorithm known as enumeration. Enumeration will be explained in more
detail in the following sections.

Using NEH to be Meta-RaPS priority rule means that for each scheduling position, if a
generated random number is less than the priority percentage then the job at that position will be
the one with the maximum total processing time of the remaining unscheduled jobs. If not, the
job at that position will be the randomly selected job from the restricted list. The list includes
unscheduled jobs that are within the top restriction percentage of the range between jobs’
maximum and minimum total processing times.

26

3.2.2 MME Algorithm
Min-max enumeration (MME) heuristic is a construction heuristic introduced by Ronconi
(2004) for the BFSP, with makespan criterion. This algorithm is based on specific characteristics
in the BFSP making it more worthy of further exploration. Ronconi considered the departure
time of all jobs from each machine in one directed graph. For a specific schedule, each node in
the graph represents the departure of a job from a specific machine. There are two types of arcs
connected between the nodes: one type that connects the same job at a machine to the next
machine with weight that equals the processing time of that job and the other type that is
between a job at a specific machine and the next job at the previous machine with zero weight
representing blocking situations. Based on this directed graph, the longest path between the node
of the first scheduled job’s start and the departure of the last scheduled job from the last machine
(known as critical path) is the makespan. Figure (3) below shows the directed graph for BFSP of
4 jobs and 3 machines. The makespan in Figure (3) is the critical path between nodes (0, 1) and
(3, 4).

Figure (3): A directed graph for a BFSP with 4 jobs and 3 machines
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Ronconi studied the factors and conditions for blocking from the designed directed graph
and developed an expression where jobs would be ordered accordingly. The expression value is
affected by the buildup for the difference of processing times between consecutive jobs at
consecutive machines. The idea behind it is that the smaller the value of the expression for a job
at a specific location the less probable that this job would cause blocking, which leads to better
constructed solutions. Also, she noted that the first and last scheduled jobs are unique in that
their position has higher effect on the final makespan result.

The algorithm of MME heuristic for a problem of n jobs and m machines:

Step 1: Order the first and last position in the constructed schedule with the jobs of shortest
processing times in the first and last machines respectively.
Step 2: In the remaining positions, order the jobs from position 2 to n-1 based on smallest value
of the following expression:
𝑚
𝐸[𝑗] = 𝛼 ∑𝑚−1
𝑖=1 |𝑃𝑖,𝑗 − 𝑃𝑖+1,𝑗−1 | + (1 − 𝛼) ∑ℎ=1 𝑃ℎ,𝑗

(3.1)

where
𝐸[𝑗] is the value of expression (3.1) for job at position j.
Pi,j is the processing time of job in position j in machine i, i = 1….m, j = 2…n-1.
The recommended value of α was found to be 0.6 according to Ronconi (2004) based on her
extensive experimental results.

Using MME to be Meta-RaPS priority rule means that at each scheduling position, if a
generated random number is less than the priority percentage, then the job at that position will be
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the one with the minimum calculated value of expression (3.1). If not, then the job at that
position will be the randomly selected job from the restricted list of the jobs that are within the
lowest restriction percentage of the range between jobs’ maximum and minimum values of (3.1)
expression.

3.2.3 Hybrid MME-NEH Meta-RaPS Construction
In the previous two subsections, two famous heuristics for solving BFSP were explained.
In this section, a new Meta-RaPS construction is explained, a hybrid combination of both NEH
and MME heuristics. The reason behind creating this algorithm is that both previously described
heuristics have advantages although operating in different techniques. And since Meta-RaPS
construction phase works by switching between two rules, it would be beneficial to explore the
significance of combining both algorithms to be the two different rules for solution construction.

The main idea here is to apply one of the algorithms as the priority rule and to use the
other algorithm as part of the modified rule. The modified rule, as explained earlier, works by
randomly selecting jobs from a restricted list of jobs with highest restriction range values of the
selection criteria. If NEH rule is selected to be part of the modified rule, then the restricted list
will include unscheduled jobs with highest restriction range of total jobs processing times. And if
MME rule is selected to be part of the modified rule, then the restricted list will include
unscheduled jobs with lowest restriction range of expression (3.1).

For this thesis, MME rule is going to be tested as the priority rule of this introduced
hybrid algorithm and NEH will be part of the modified rule. The reason behind this selection is
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that MME lately has been gaining more popularity and has been used more often than NEH for
solution construction. Also, NEH algorithm, while good, is not a dedicated algorithm to deal
with the blocking constraint in flow shops.

3.2.4 Solution Enumeration and Meta-RaPS
Enumeration is the second phase of both NEH and MME algorithms explained earlier.
The performance of both algorithms is enhanced significantly with this technique. Enumeration
might look like an improvement since it has what resembles cheapest insertion, but all
researchers in the flow shop scheduling field considered it as part of the solution construction
phase.

After constructing the initial solution, the enumeration insertion technique is used to
enhance solution quality with smaller increase of calculation time. It is based on rebuilding subschedules from the initially constructed schedule starting with the first scheduled job, then
inserting the second job in all possible locations and fixing it at a position with best makespan.
After that, insert the third job from the original constructed schedule in all possible positions of
the previously created sub-schedule of the two jobs and fix the one with best makespan. And
then the fourth and so on, until no job from the initially constructed schedule is left to be
rescheduled. The number of visited solutions by enumeration is in the following relationship,
which still makes the problem solvable in polynomial time:
𝐸𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑁𝑟 𝑜𝑓 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 =

𝑛(𝑛+1)
2

, 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑏𝑠

(3.2)
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Meta-RaPS can also be incorporated in enumeration. DePuy, Moraga, and Whitehouse
(2005), in their work on TSP, applied Meta-RaPS on the cheapest insertion heuristic which
extremely resembles enumeration. Although the environment of a TSP problem has differences
from blocking flow shops, it is worthy to explore Meta-RaPS effect on enumeration.

Enumeration with Meta-RaPS goes as follows: Every time a new job from the initially
constructed schedule is selected to be inserted in all sub-schedule possible locations, a random
number will be generated. If this random number is lower than Meta-RaPS priority percentage,
then the sub-schedule with the least makespan will be reported as this insertion cycle’s resulted
sub-schedule. If not, a restricted list will be created that only includes insertions of makespan
within the lowest restriction percentage of the range between best and worse current subschedule makespan. Then, an insertion of the restricted list will be randomly selected to be this
insertion cycle’s resulted sub-schedule. This operation keeps being repeated until all jobs from
the initially constructed schedule are in the new schedule after enumeration.

Enumeration is very important to provide good results. In this thesis, all three introduced
construction techniques will use enumeration after constructing the initial solution and this will
be considered as part of the construction phase. Also, enumeration with Meta-RaPS will be
evaluated compared to standard enumeration (without Meta-RaPS) and based on that evaluation,
the decision to incorporate Meta-RaPS or not in the main results will be made.
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3.2.5 Memory Incorporation In Solution Construction Iterations
Since the proposed approach incorporates selecting the best schedule out of many
constructed ones, it would be useful to study similarities between top-performing schedules. An
idea would be to build a list of the jobs that appear to be at the same positions frequently in those
top schedules. Then, in the next solution construction cycle, keep those jobs at those same
positions and use Meta-RaPS construction on the rest.

Using this list could improve constructed solution quality in a lower number of
construction iterations. In the following chapter, this technique of memory incorporation will be
evaluated and, based on its performance, the decision of having it as part of this thesis final
results will be made.

3.3 Improvement Phase
After constructing the solution, the improvement phase is used to add higher quality in
different techniques by reordering jobs in several ways and selecting the best order that gives
better results. Those techniques are based on insertions or swaps or combinations of both. In
Meta-RaPS, no specific improvement technique is mandatory. Just the choice of whether to
apply improvement phase or not will be made according to the Meta-RaPS improvement
parameter.

Meta-RaPS improvement phase incorporates the improvement parameter to help in
getting the best solution without wasting calculation time trying to apply improvements on
constructed solutions with low quality. It goes as follows: If the constructed schedule’s
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makespan is within the best improvement percentage of the best and worst reported makespan
range, then this schedule should go through the improvement phase.

For improvement phase in this thesis, insertion is used to enhance solution quality, which
is about selecting a job from the enumerated constructed schedule and inserting it into all
possible schedule locations between jobs, and the insertion that would minimize the makespan
out of all insertions will be a new improved schedule. This selection would be repeated a number
of times on the original constructed schedule. Every time, select a different job to be inserted in
the original schedule. After that, report the resulted best schedule out of all. This whole
improvement cycle could be repeated a number of iterations. And at every iteration, one would
consider the improved solution from the previous improvement iteration as the original
enumerated constructed schedule, and so on.

In any improvement phase of any meta-heuristic, the selection of the jobs for insertion or
swap is the most significant decision to how much improvement could be achieved. In this
thesis, the selection of the best job to insert is based on understanding certain characteristics of
the blocking condition in the blocking flow shop. In the mathematical model introduced for the
BFSP in section (1.2), the job’s departure time parameter was introduced. This parameter is in
the model due to the blocking occurrence. If a job is not blocked at a machine, its departure time
and completion time at that machine are equal. But whenever a job is blocked from leaving a
machine to the next, its departure time is longer than the completion time. This amount of time
difference between departure and completion times causes the increase in schedule’s makespan.
Figure (4) below shows a Gantt chart representing job (j) in a blocking flow shop example. In the
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figure, job (j) is blocked in machine (i) because machine (i+1) is still occupied by job (j-1),
leading to the longer departure time for job (j) compared to its completion time.

Figure (4): Job (j) in a BFSP with departure and completion times

And from this idea, selecting the job that has the total longest completion to departure
difference in all machines to be the inserted job in improvement is expected to provide more
efficient improvement phase, leading to better improved solutions. And if the improvement is
repeated a number of times for the same constructed schedule, then for each improvement
attempt, select the job with the second longest total difference, then third, then fourth, and so on.
And to enhance the improvement phase even more, this insertion technique is repeated again for
a number of times. Each time one would select the improved solution previously and improve it
more. The flow chart below in Figure (5) shows the suggested Meta-RaPS improvement phase.

Figure (5): Flow chart showing Meta-RaPS proposed improvement phase
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3.4 Solution Algorithm
In previous sections, each of the phases of Meta-RaPS were explained with the additions
and modifications to deal with BFSP. In this section the full Meta-RaPS algorithm will be
explained step by step. Figure (6) below describes the proposed full Meta-RaPS solution
algorithm in general terms.

Figure (6): Proposed thesis approach

3.4.1 Main Solution Algorithm for Construction and Improvement
The Meta-RaPS parameters needed for solving the BFSP in this thesis will be priority
percentage (%p), restriction percentage (%r), number of construction iterations (I), and
improvement percentage (%i). Meta-RaPS solution generation and improvement steps are the
same, except for changing priority and modified rules in the construction phase. The following is
this thesis’s complete suggested algorithm for finding a solution for BFSP.

The solution algorithm is described below for a problem of n jobs and m machines.
For each construction iteration, do the following until number of iterations equals I:
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Step1 (initial solution construction)
In this step the initial schedule will be constructed. This schedule could be created using
Meta-RaPS with either NEH or MME as the priority rule, or use the hybrid MME-NEH rule for
creating that schedule. Each construction technique is described below.

NEH Meta-RaPS Construction:
Step1.1: job scheduling position is 1 (current position=1).
Step1.2: generate a random number (R1).
Step1.3: if R1<%p then jump to Step1.6, otherwise go to Step1.4.
Step1.4: generate updated restriction list of unscheduled jobs with total processing time that is
higher than restriction limit given by:
𝑚
𝑚
𝐿 = (𝑚𝑎𝑥(∑𝑚
𝑖=1 𝑃𝑢𝑖𝑗 ) − 𝑚𝑖𝑛(∑𝑖=1 𝑃𝑢𝑖𝑗 )) (%𝑟) + 𝑚𝑖𝑛(∑𝑖=1 𝑃𝑢𝑖𝑗 )

(3.3)

where ∑𝑚
𝑖=1 𝑃𝑢𝑖𝑗 is the sum of processing times in all machines of unscheduled job (j), j=1...n.
Step1.5: randomly select a job (j*) from the restriction list and put it in (current position) then
jump to Step1.7.
Step1.6: find the job (j*) with max ∑𝑚
𝑖=1 𝑃𝑢𝑖𝑗 in the remaining unscheduled jobs and put it in
(current position).
Step1.7: remove job (j*) from the list of unscheduled jobs.
Step1.8: if there are still jobs to be scheduled, increase (current position) by 1 and go to Step1.2,
otherwise report the final solution of the constructed schedule from construction Step1 and go
to Step2.
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MME Meta-RaPS Construction:
Step1.1: for the first scheduling position (current position=1), select the job with minimum first
machine processing time and put it in first position.
Step1.2: for the last scheduling position (current position=n), select the job with minimum last
machine processing time and put it in last position.
Step1.3: generate a random number (R1).
Step1.4: if R1<%p then jump to Step1.7, otherwise go to Step1.5.
Step1.5: based on the information of the schedule job in previous position (current position-1)
generate updated restriction list of unscheduled jobs with expression (3.1) value that is less
than restriction limit given by:
𝐿 = (𝑚𝑎𝑥 (𝐸

where 𝐸

[

[

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
]
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

𝑐𝑢𝑟𝑟𝑒𝑛𝑡
]
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

− 𝑚𝑖𝑛 (𝐸

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )) (%𝑟)
[
]
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

+ 𝑚𝑖𝑛 (𝐸

[

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
]
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

(3.4)

is the value of expression (3.1) of unscheduled job (j), j=1...n.

Step1.6: randomly select a job (j*) from the restriction list and put it in (current position) then
jump to Step1.8.
Step1.7: based on the information of the scheduled job in previous position (current position-1)
find the job (j*) with the minimum value of the Expression (3.1).
Step1.8: remove job (j*) from the list of unscheduled jobs.
Step1.9: if there are still jobs to be scheduled, increase (current position) by 1 and go to Step1.3,
otherwise report the final solution of the constructed schedule from construction Step1 and go
to Step2.
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NEH-MME Hybrid Construction
Step1.1: for the first scheduling position (current position=1), select the job with minimum first
machine processing time and put it in first position.
Step1.2: for the last scheduling position (current position=n), select the job with minimum last
machine processing time and put it in last position.
Step1.3: generate a random number (R1).
Step1.4: if R1<%p then jump to Step1.7, otherwise go to Step1.5.
Step1.5: generate updated restriction list of unscheduled jobs with total processing time that is
higher than restriction limit given by:
𝑚
𝑚
𝐿 = (𝑚𝑎𝑥(∑𝑚
𝑖=1 𝑃𝑢𝑖𝑗 ) − 𝑚𝑖𝑛(∑𝑖=1 𝑃𝑢𝑖𝑗 )) (%𝑟) + 𝑚𝑖𝑛(∑𝑖=1 𝑃𝑢𝑖𝑗 )

(3.5)

where ∑𝑚
𝑖=1 𝑃𝑢𝑖𝑗 is the sum of processing times in all machines of unscheduled job (j), j=1...n.
Step1.6: randomly select a job (j*) from the restriction list and put it in (current position) then
jump to Step1.8.
Step1.7: based on the information of the scheduled job in previous position (current position-1)
find the job (j*) with the minimum value of the Expression (3.1).
Step1.8: remove job (j*) from the list of unscheduled jobs.
Step1.9: if there are still jobs to be scheduled, increase (current position) by 1 and go to Step1.3,
otherwise report the final solution of the constructed schedule from construction Step1 and go
to Step2.
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Step2 (Enumeration with Meta-RaPS)
Enumeration works by building sub-schedules and expanding them with the use of
insertion to find the best new sub-schedule until all jobs are scheduled. The enumeration
technique is explained in the following:
Step2.1: starting with the constructed schedule from construction Step1 take the first two jobs
and order them in a way that minimizes the makespan of this sub-schedule of two jobs.
Step2.2: start with k=3.
Step2.3: take the kth job from the original constructed schedule and insert it in all possible
locations in the sub-schedule of the already scheduled jobs, which will create a group of k
sub-schedules. Find the makespan for each sub-schedule.
Step2.4: generate random number (R2). If (R2) <%p, save the sub-schedule with minimum
makespan in the new schedule and jump to Step2.7. If not, go to Step2.5.
Step2.5: create list of sub-schedule with makespan less than the following value:
𝐿 = (𝑀𝑆𝑚𝑎𝑥 − 𝑀𝑆𝑚𝑖𝑛 )(%𝑟) + 𝑀𝑆𝑚𝑖𝑛

(3.6)

𝑀𝑆𝑚𝑖𝑛 is the lowest makespan value for sub-schedules from Step2.3.
𝑀𝑆𝑚𝑎𝑥 is the highest makespan value for sub-schedules from Step2.3.
Step2.6: randomly select a sub-schedule from the list and save it in the new schedule.
Step2.7: if all jobs are inserted in the new schedule then end with a new schedule, otherwise
increase k by 1 and go back to Step2.3.
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If Meta-RaPS is not to be applied in enumeration, the only thing that needs to be done is
to have an enumeration priority percentage (%p) more than 1. This will guarantee selecting the
sub-schedule with the minimum makespan for the new schedule.

Step3 (Improvement Phase)
Improvement phase comes next. Initially, the improvement threshold is updated with the
following equation:
𝑅𝑖𝑚𝑝𝑟𝑜𝑣𝑒 = (𝑊𝑜𝑟𝑠𝑡 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛 − 𝐵𝑒𝑠𝑡 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛)(%𝑖) + 𝐵𝑒𝑠𝑡 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛

(3.7)

If the constructed schedule is lower than Rimprove from expression (3.7) then the
improvement phase will be executed. If not, then there is a chance that the solution’s quality is
too low to improve and no improvement phase is needed. For schedules that go through the
improvement phase, the insertion technique will be used. For this thesis, the maximum number
of different selected jobs for insertion equals Iinsertions, where it will be applied for every
improvement cycle in each improvement phase execution. The maximum number of
improvement cycles equals Iimprovement within each improvement phase execution. The
improvement steps are as follows for each enumerated schedule from Step2.

Step3.1: for each job in the constructed schedule, the list of un-inserted jobs has all jobs of the
enumerated schedule from Step2. Find the following expression for lag between each job’s
departure time and completion time that was explained in section 3.3:
∑𝑚
𝑖=1(𝐷𝑖,[𝑗] − 𝐷𝑖−1,[𝑗] − 𝑃𝑖,[𝑗] ) , 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑗 = 1 … . . 𝑛 .

(3.8)
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Step3.2: select the un-inserted job with the highest expression (3.8) value and insert it in all
possible locations in the originally constructed schedule, then find the makespan for each
resulted schedule.
Step3.3: report the best makespan as this insertion’s result.
Step3.4: take the selected job away from the list of un-inserted jobs. If the number of jobs
selected for insertion is less than (Iinsertions) go to Step3.2. If not, go to Step3.5.
Step3.5: use the final selected schedule from Step3.4 as a new enumerated schedule, increment
the number of improvement cycles by 1, and clear the list of inserted jobs. If the number of
improvement cycles is less than (Iimprovement), then go to Step3.1. If not, stop improvement
cycles and report the final schedule.

Finishing these steps concludes the application of Meta-RaPS full meta-heuristic to solve
BFSP. Next, experimental results are introduced to show the performance of Meta-RaPS.

3.4.2 Memory Incorporation in The Solution Algorithm
The idea of incorporating memory in solution construction was introduced in the previous
section. Here, the steps of application are described. The parameters for memory incorporation
will all be set by the scheduler, and they are:
Top Schedules List (Listtop,π): a list of best reported schedules. It would be limited to a
maximum number of schedules set by the scheduler. Initially at first iteration it will be empty.
Fixed Jobs List (Listfixed): this is the output list from memory. It includes jobs that will be kept
at a specific position in the next construction iteration. It will be regenerated after each
construction iteration.
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Maximum Fixed Jobs (MAXfixed): this is the maximum number of jobs in Listfixed.
Fixed Jobs Start (Ifixed): number of construction iterations at which Listfixed will start to be
generated.

Memory incorporation in this algorithm’s construction phase works by doing the
following steps after each construction iteration (named Steps m.1 to m.5):
Step m.1: if iteration’s construction makespan is less than the max makespan of the top schedules
list (Listtop,π), go to Step m.2. If not, then this schedule will not be part of the list and no
change in memory occurs.
Step m.2: if Listtop,π list is not full, add this iteration’s schedule to the list. If not, then remove the
schedule with maximum makespan from the list and add this iteration’s schedule to the list.
Step m.3: if the number of construction iterations is more than the Ifixed, go to Step m.4 to start
building Ifixed. If not, exit without further change.
Step m.4: for each job, calculate its frequency at each position in all schedules in Listtop,π.
Step m.5: find the MAXfixed jobs that have the highest frequency from Step m.4 and put them in
Listfixed with their corresponding positions.

Based on the generated list Listfixed, any job in the list will be fixed in its corresponding
position. And in the next construction iteration, if a job is fixed, then it will not be changed in
Step1. If not, it will be scheduled based on the construction heuristic used in Step1, and so on. It
is important to indicate that the fixed jobs from memory will be fixed in the initial solution
construction in only Step1, meaning that it could be changed in enumeration Step2. This helps in
making the fixed list to be more dynamic where fixed jobs could be changed

Chapter 4

Results

In this chapter, results are introduced showing the performance of the proposed
algorithms using Meta-RaPS and comparing them to the results of the currently best performing
meta-heuristics. All results in this thesis are calculated from the benchmark data set introduced
by Taillard (1993). This data source has been used by the majority of researchers, and all their
results are compared using it. The data set consists of 12 flow shop problems, starting with a
problem of 20 jobs on 5 machines until reaching 500 jobs on 20 machines. And each problem
includes 10 instances. The final results in this thesis are the average results for each of the 12
problems’ 10 instances.

First, the selection of the most appropriate parameters will discussed in the following
section. Then, preliminary results for proposed construction phase are introduced to identify the
best technique for schedule construction. After that, the results will be shown for best solution
construction with comparison to the best performing construction heuristics. And finally, the
improvement results will be evaluated in comparison to top-performing full meta-heuristics.
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4.1 Parameters Selection
For the application of Meta-RaPS construction, certain parameter values have to be
determined. For some parameters, the combination of their values has significance on the quality
of the final solution. And for some, the interaction between them and other parameters does not
affect the quality of the solution. For the latter, just an increase of that parameter value would
enhance the solution without the need to have the other parameters in specific values. In this
section, the focus will be on determining the best values for specific parameters. And for the
remaining ones, we would just select a specific value to insure certain quality of the result in
certain acceptable computation time.

4.1.1 Priority and Restriction Percentages
The most significant parameters under study in this section are priority (%p) and
restriction (%r). The reason behind their importance is that their combinations and interactions
with each other would have an outcome on the level of randomness that could be achieved and
how much can we step away from the local optimum to continuously provide better chances of
high-quality initial solutions, leading to enhanced effectiveness of the following steps in final
solution generation.

To ensure that the parameters used are acceptable for different problems with different
sizes, several problems were selected to identify the best parameters experimentally. Three
randomly selected three problems with different sizes were used. For each problem, all possible
combinations of priority and restriction value were used to build a solution with 100 construction
iterations. The constructed solutions were reported, and the combination generating the best
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constructed makespan is considered the best recommended parameter. Now, three problems
mean three priority and restriction recommended combinations. The best priority and restriction
values will be the average between the three results of each priority and restriction.

Three main construction heuristics in addition to enumeration will be incorporated in
Meta-RaPS. For each Meta-RaPS-incorporated heuristic, a combination of the (%p) and (%r)
will be recommended experimentally. For each of the three construction heuristics, Meta-RaPS
was incorporated in each one alone with the standard enumeration after solution construction.
And for enumeration, its results were based on constructing an initial solution using the standard
MME rule without incorporating Meta-RaPS to isolate Meta-RaPS’s effect other than in
enumeration itself.

This experiment works by studying the effect of priority and restriction combinations on
the makespan of specific problems. And the combination range that provides the best makespan
will be the most probable one to give the best results. Priority and restriction values tested are
ranging from 0.1 to 1 with 0.1 step size for both parameters. And the selected problems are: 20
machines with 20 jobs, 10 machines with 50 jobs, and 5 machines with 100 jobs. Table (2)
shows the resulted recommended parameters for each problem and each Meta-RaPS incorporated
heuristic.
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Table (2): Priority and restriction values based on experimental results
Problem

20Jx20M
50Jx10M
100Jx5M
Average:

Meta-RaPS
NEH
p
r
0.2
0.6
0.2
0.1
0.2
0.6
0.2
0.43

Meta-RaPS
MME
p
r
0.1
0.4
0.2
0.1
0.3
0.1
0.2
0.2

Hybrid
NEH MME
p
r
0.1
0.3
0.6
0.8
0.8
0.9
0.5
0.66

Enumeration
Meta-RaPS (MME)
p
r
0.9
0.8
0.9
0.6
0.8
0.1
0.87
0.5

The results shown in Table (2) in the average row indicate the best values for the (%p)
and (%r) parameters, and these average results will be the ones used for the complete
calculations in this thesis.

4.1.2 Improvement Percentage and Number of Iterations
The improvement percentage contributes mainly to the computation time more than the
solution quality. The higher the improvement percentage, the higher the number of constructed
solutions going to improvement phase, meaning that if computation time is not an issue, it would
be fine to have the improvement percentage equal to 1 and apply improvement phase after each
constructed solution. However, selecting a mid-percentage is more acceptable, especially in that
the range between best constructed result and the worse is fairly large, so it would be more
probable that a constructed solution that is within the worse 50% solution range is not going to
reach significant improvement and shouldn’t waste computation time trying to improve it. For
that reason, the selected (i%)=0.5 is the improvement parameter for this thesis BFSP solution.

Meta-RaPS relies on randomness in many stages of solution construction. The idea of
repeating construction and enumeration a number of times and selecting the best constructed and
improved solution out of many will provide even higher quality constructed solution. So the
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higher the number of iterations, the higher the final solution quality. But this increase in number
of built solutions has a major increase in computational time, especially if we are dealing with
high number of jobs. For that reason, in this thesis the considered number of iterations is 100
iterations, which will be good enough to increase solution quality with acceptable increase of
computation time.

Also, as previously mentioned, the improvement phase could be repeated a number of
times. Each improvement phase in this thesis is repeated 10 times (Iimprovement), and each time
there would be 10 selected jobs for insertion (Iinsertions).

4.2 Best Meta-RaPS Construction Algorithm Based on Preliminary Results
Construction phase in this thesis included many ideas to build a very good solution before
proceeding to the improvement phase. In this section, these ideas will be evaluated to determine
their significance and contribution to the quality of the constructed solution.

4.2.1 Determining Which Construction Steps Meta-RaPS Should Be in
Construction heuristics in this thesis have two steps: the initial solution construction and
the solution enumeration. Meta-RaPS could be embedded in both steps, it is very important to
know where Meta-RaPS incorporation would give the best constructed results. To evaluate
Meta-RaPS in each step, it was tested on several problems. Those problems are the same
problems that were used in Section 4.1. Meta-RaPS incorporated in the heuristics in three
choices:
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Applying Meta-RaPS on the initial construction step only, then running the standard
enumeration step after that.



Applying Meta-RaPS on the enumeration step only, with running the standard initial
construction step before.



Applying Meta-RaPS on both initial construction and enumeration steps.

The results of applying Meta-RaPS in different steps is shown in Table (3), the main
construction heuristic used to generate these results is MME. This is because standard MME
heuristic showed better results than NEH. The results are evaluated by the percentage relative
deviation (PRD) according to the following equation:
𝑃𝑅𝐷 = 100 ∗

𝑀𝑆 𝑀𝑀𝐸 −𝑀𝑆 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑

(4.1)

𝑀𝑆 𝑀𝑀𝐸

MS is the makespan with selected technique.

Table (3): PRD for Meta-RaPS incorporation in each construction step
Meta-RaPS in initial
problem
construction only
2.64
20x20
2.22
50x10
1.13
100x5
average
2

Meta-RaPS in
enumeration only
2.12
1.05
0.19
1.12

Meta-RaPS in both
construction and enumeration
2.48
1.17
-0.24
1.14

The results from Table (3) indicate that all three proposed techniques are showing good
performance by considering the overall averages in the last row of the table. The results also
indicate that having Meta-RaPS to be incorporated within only the initial solution construction
and not in the enumeration would provide the best constructed results. And based on that for the
next sections, all results will be based on Meta-RaPS only in initial solution construction.
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4.2.2 Evaluating Memory in Meta-RaPS Construction Phase
The best way to evaluate the significance of incorporating memory, which is based on the
technique proposed in Section 3.4.2, is by constructing solutions for different problems with and
without memory and study the change in the makespan between the two.

Also for this section, the same problems from the previous sections were used. The MetaRaPS construction technique is the best reported one from Section 4.2.1, which is Meta-RaPS in
initial solution only followed by enumeration. This will be compared to the same technique but
with having memory. Table (4) shows the PRD for Meta-RaPS MME and Meta-RaPS MME
with memory with the standard MME as reference.

The memory parameters from Section 3.4.2 are as follows:
Maximum Fixed Jobs (MAXfixed) = 40% of the total number of jobs in the problem (n). This
parameter is proportional to the size of the problem because bigger problems would need
more fixed jobs to show significance in improvement. This percentage was selected to be 40%
due to the need to keep room for randomness in scheduling un-fixed jobs and in the same time
allow memory to have significant contribution to the constructed schedule.
Fixed Jobs Start (Ifixed) = 50% of the total number of construction iterations (I), which is equal
to 50 for this thesis results generation. The reason behind this selection is to allow for room to
build a very good top schedules list (Listtop,π) before starting to incorporate fixed jobs in the
construction phase.
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Top Schedules List (Listtop,π) size: the maximum allowed number of schedules in the list is set
to be 20 schedules for this thesis.
Table (4): PRD Meta-RaPS construction phase with and without memory
problem
20x20
50x10
100x5
average

Meta-RaPS MME
2.64
2.22
1.13
2

Meta-RaPS MME with
memory
2.47
2.23
1.12
1.94

From the last row in Table (4), average PRD for Meta-RaPS without memory is
performing slightly better than having memory incorporated. This indicates that it is not
recommended to apply memory in Meta-RaPS with this thesis’s approach, so it will not be part
of the final results.

4.3 Meta-RaPS Construction Results
In this section, the results of applying Meta-RaPS construction phase and its following
improvement are shown and discussed. As previously introduced, three main algorithms were
generated and tested. And the Meta-RaPS incorporation technique is the best reported one from
Section 4.2.1. The results will be evaluated in comparison to a great-performing construction
heuristic by Wang et al. (2012); they provided great results in the construction phase of their
three-phase algorithm (TPA). They used NEH algorithm, modified it, and reported the best
construction results. Table (5) shows the average results of applying each of the three introduced
Meta-RaPS construction heuristics with enumeration compared to the modified NEH Wang et al.
(2012) proposed. The result difference for each algorithm is measured by the percentage relative
deviation (PRD) according to the following equation:
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𝑃𝑅𝐷 = 100 ∗

𝑀𝑆 𝑚𝑁𝐸𝐻 −𝑀𝑆 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑

(4.2)

𝑀𝑆 𝑚𝑁𝐸𝐻

MS is the makespan of the algorithm measured.

Table (5): Different construction heuristics compared to mNEH
problem
20x5
20x10
20x20
50x5
50x10
50x20
100x5
100x10
100x20
200x10
200x20
500x20

mNEH
(Wang 2012)
1425.6
1764.1
2473.1
3310.7
3832.6
4586.1
6409.6
7309.6
8290.7
14199
15638
37840

Meta-RaPS NEH Meta-RaPS MME
makespan PRD makespan PRD
1383.3
2.97
1387.3
2.69
1705.2
3.34
1714.9
2.79
2405
2.75
2415.1
2.35
3253.1
1.74
3231.8
2.38
3793.5
1.02
3759.6
1.90
4525.2
1.33
4506.2
1.74
6376.6
0.51
6326.6
1.30
7320.6
-0.15
7225.9
1.15
8233.3
0.69
8190.1
1.21
14252
-0.37 14083.6
0.81
15673.7
-0.23 15533.3
0.67
38063.9 -0.59 37645.2
0.52
average 1.08
average 1.63

MME-NEH hybrid
makespan PRD
1386.9
2.71
1707.7
3.2
2404.5
2.77
3255.8
1.66
3788
1.16
4518.1
1.48
6374.2
0.55
7269.6
0.55
8239.2
0.62
14226.2
-0.2
15636.9
0.01
37954
-0.3
average
1.19

The results of solution construction using Meta-RaPS are very good from Table (5)
above. The main outcome here is that the application of any of the three suggested Meta-RaPS
construction phases would outperform the current best construction heuristic for BFSP with the
least overall average PRD of 1.08 for NEH rule. MME algorithm in Meta-RaPS showed the best
results with the highest PRD even with bigger problems with an overall average PRD of 1.63.
Also the introduced hybrid algorithm is running very well and showed slightly better
performance than NEH, but it wasn’t able to outperform MME.
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4.4 Meta-RaPS Improvement Results
After solution construction and enumeration, improvement phase comes into play. Based
on the quality of the enumerated solution compared to the improvement criteria set by the
improvement percentage parameter, the solution goes to improvement phase.

Han et al. (2014) provided the best results for the BFSP with their full meta-heuristics.
Their DE-ABC meta-heuristic is providing high-quality results for BFSP. Their results will be
introduced in comparison. The average final Meta-RaPS results for each of the 12 problems are
in the following Table (6). The result improvement for each algorithm is also measured by the
percentage relative deviation (PRD) according to the following equation:
𝑃𝑅𝐷 = 100 ∗

𝑀𝑆 𝐷𝐸−𝐴𝐵𝐶 −𝑀𝑆 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑

(4.3)

𝑀𝑆 𝐷𝐸−𝐴𝐵𝐶

MS is the makespan of the algorithm measured.

Table (6): Meta-RaPS Final Results with DE-ABC in Comparison.
problem
20x5
20x10
20x20
50x5
50x10
50x20
100x5
100x10
100x20
200x10
200x20
500x20

DE-ABC
Han 2014
1363
1681.4
2371.9
3053
3600.4
4334
6016.2
6827.9
7939.4
13566.3
15171.2
37072.4

Meta-RaPS NEH
Makespan PRD
1373
-0.73
1693.5
-0.72
2396.7
-1.05
3230.6
-5.82
3767.3
-4.64
4504.7
-3.94
6363.8
-5.78
7288.1
-6.74
8214.3
-3.46
14230.2
-4.89
15659.9
-3.22
38047.7
-2.63
average -3.63

Meta-RaPS MME
makespan PRD
1373.6
-0.78
1699.4
-1.07
2395.3
-0.99
3211.3
-5.19
3730.7
-3.62
4483.1
-3.44
6313.5
-4.94
7204.1
-5.51
8169.8
-2.9
14062.2
-3.66
15520.9
-2.31
37632.7
-1.51
average -2.99

Meta-RaPS hybrid
makespan PRD
1370
-0.5
1692.7
-0.7
2392.3
-0.9
3228.3
-5.7
3753.7
-4.3
4495.8
-3.7
6355.7
-5.6
7242.4
-6.1
8216.5
-3.5
14191.5
-4.6
15626
-3
37935.6
-2.3
-3.4
average
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The results in this improvement phase of Meta-RaPS were not successful to outperform
the best reported results of DE-ABC by Han et al. (2014). However, Meta-RaPS managed to
provide high-quality results. The improvement rate difference between the worst reported
solution of all Meta-RaPS algorithms and DE-ABC is less than 6.75%. And the average overall
PRD between DE-ABC and Meta-RaPS MME is about 3%. Also for DE-ABC, Han et.al (2014)
reported that they reached their results with 2000 iterations in their improvement phase. This is
really a higher number of iterations compared to this thesis’s 100 iterations.

The improvement technique introduced in this thesis is based on multilevel simple
insertion, which is despite being a simple technique very efficient. The job selection technique
introduced in Section 3.3 is helping improvement even more. This suggests that working on
adding techniques to enhance improvement phase based on this thesis insertion selection
technique is expected to have good probability to provide new best solutions for BFSP.

4.5 Computation Time
The application of Meta-RaPS for solving BFSP requires significant computation time. It
requires high-performing computers to find high-quality solutions. The maximum amount of
visited solutions out of total solution space for this thesis on full meta-RaPS equals the following
equation:
𝐼∗(

𝑛(𝑛+1)
2

+ (%𝑖) ∗ 𝐼𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠 ∗ 𝑛 ∗ 𝐼𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 )

where:
I: number of iterations
n: number of jobs in the schedule

(4.4)
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%i: improvement percentage parameter value
Iinsertions: number of iterations for new job selection for improvement in the constructed schedule
Iimprovement: number of improvement cycle iterations

The results in this thesis were achieved on a computer with the following characteristics:
- Processor: Intel CORE i7 CPU 2.2 GHz
- Memory (RAM): 8.00 GB
- System type: Microsoft, Windows 7 Professional - 64-bit
- The programming software model: MATLAB, R2014b for win64-bit.

Due to the programming language limitations, actual CPU time was not determined.
However, the total runtime for each solution attempt was recorded. Other authors managed to
report the actual CPU time for their solutions. CPU time is always less than the total runtime for
single-processor computations. There is a major portion of runtime consisting of memory
assignments and moves compared to the time when CPU is doing actual processing. Table (7)
shows the average total runtime for the problem using full Meta-RaPS algorithms and CPU time
for DE-ABC meta-heuristic.
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Table (7): Average Meta-RaPS runtime vs average DE-ABC CPU time
problem
20x5
20x10
20x20
50x5
50x10
50x20
100x5
100x10
100x20
200x10
200x20
500x20

DE-ABC
CPU time (seconds)
0.5
1
2
1.25
2.5
5
2.5
5
10
10
20
50

Meta-RaPS 1 iteration
run time (seconds)
0.05
0.08
0.14
0.38
0.7
1.39
2.36
4.42
8.81
29.62
59.07
849.03

The results from Table (7) indicate significant increase in runtime for Meta-RaPS.
However, these results cannot be compared to each other because they are not according to the
same technique. And there are reasons that might cause increase in total runtime in this thesis.
The main reason behind this increase is the fact that all programming was using MATLAB
software, a software known for its great capability for solving combinatorial problems in
significantly longer time compared to other more basic ones like C language. In MATLAB, there
is major chunk of runtime consumed by memory assignments and sub-routine calls. C programs
were used by the others’ compared meta-heuristics.

Another reason behind this increase in run time is due to the fact that the only way to
evaluate the goodness of a schedule is to find its makespan. Makespan calculation for BFSP is
more complicated than other manufacturing environments; this is because of the incorporation of
departure time and its comparison to the ideal completion time for each job at each machine.
Using the described equipment, the amount of time for calculating makespan for the smallest
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size problem (20 jobs, 5 machines) is extremely insignificant, almost zero milliseconds. But for
the biggest size in this thesis, it takes about 31 milliseconds for the largest size problem (500
jobs, 20 machines) to compute the makespan. This time extremely increases with enumeration
and high number of iterations.

Chapter 5

Conclusions and Future Research

This thesis introduced a new way to schedule blocking flow shops (BFSP) with
makespan criterion. The proposed solution is by using meta-heuristic for randomized priority
search (Meta-RaPS). For this meta-heuristic, MME algorithm (Ronconi, 2004) and NEH
algorithm (Nawaz et al., 1983) in addition to a hybrid of both as the priority rule were used
within its construction phase and a simple insertion technique within its improvement phase.

Meta-RaPS presented new best solutions as a stand-alone construction heuristic. It has
high ability to provide better constructed solutions with small number of iterations compared to
other reported best performing ones, especially with using MME algorithm as Meta-RaPS
priority rule. MME originally was reported to be very good for BFSP and outperform NEH (the
reported best heuristic for flow shops) with problems of more than 500 jobs. Meta-RaPS utilizes
randomness in both construction and improvement phases which helps stepping out of local
optimum in very early stages during initial solution construction, which leads to additional
solution improvement in early stages of its construction.

In this thesis, Meta-RaPS incorporated simple insertion techniques for the solution in the
improvement phase with special parameter for selecting jobs for insertion. Although it was not
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successful to outperform the best performing full meta-heuristics, it provided high-quality
solutions in significantly lower number of iterations.

Opportunities to further enhance the application of Meta-RaPS in BFSP would be mainly
in enhancing the improvement phase, that is, by adding more intelligent insertion and swap
techniques based on the introduced job selection criteria. In the construction phase, it would be
beneficial to find techniques to incorporate memory in a more intelligent way than the one
attempted in this thesis. Starting with very good initial schedules will always help in providing
high-quality solutions easier. Using MME as part of Meta-RaPS construction is very essential to
increase constructed solution quality.
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