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Abstract
The principal group of a Klein geometry has canonical left action on the homoge-
neous space of the geometry and this action induces action on the spaces of sections of
vector bundles over the homogeneous space. This paper is about construction of dif-
ferential operators invariant with respect to the induced action of the principal group
of a particular type of parabolic geometry. These operators form sequences which are
related to the minimal resolutions of the k-Dirac operators studied in Clifford analysis.
1 Introduction.
Let Rn be a Clifford algebra of Rn with an Euclidean scalar product and let {εj , 1 ≤
j ≤ n} be the standard basis. The k-Dirac operator {∂1, . . . , ∂k} is an over-determined
system of first order differential operators. Let f be a smooth Rn-valued function on
Rkn. Then
∂if =
∑
1≤j≤n
εj∂ijf, (1)
where we identify Rkn with the space of the real matrices M(n, k,R) of rank n × k.
Then ∂ij are the usual partial derivatives and εj stands for the multiplication by the
Clifford number εj .
The solutions of the k-Dirac equation (∀i : ∂if = 0) are called monogenic functions
in several Clifford variables. Monogenic functions share analogous properties as holo-
morphic functions in one complex variable and from this point of view, the k-Dirac
operator can be viewed as a generalization of the Cauchy-Riemann operator.
Interesting behaviour of holomorphic functions in n variables on domains in Cn,
such as Hartog’s paradox, can be characterized by the sheaf cohomology of holomor-
phic functions. The sheaf cohomology can be defined as the left derived functor to
the functor of global sections. Thus one needs a suitable resolution of the sheaf of
holomorphic functions. This is usually the Dolbeault resolution. In light of these facts,
natural question is to find a resolution of the sheaf of monogenic functions.
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Let us first mention some results from Clifford analysis. From a general theorem for
differential operators with constant coefficients follows existence of a finite resolution
of the sheaf monogenic functions, see [CSSS]. However there is no direct way how
to translate this general theorem into explicit form of operators in the resolution.
Candidates for the minimal resolutions were computed in the papers [SSS],[SSSL]. If
n ≥ 2k, all the operators in the sequence are polynomial combinations of the operators
(1) and the formulas do not explicitly depend on n. Thus we suppress the parameter n
and talk about the k-Dirac operator. This case is called the stable case. The unstable
range, i.e. n < 2k, is more complicated since exceptional syzygies, which do not
come from the commutation relations of the operators (1), arise. Methods used in
these papers include mostly methods from partial differential equations, homological
and computer algebra. These methods run very quickly into very high computational
complexity.
For n = 4 the operator is called the k-Cauchy-Fueter operator. This operator was
studied in the papers [BAS] and [BS] from more geometric point of view, that is from
the point of view of symmetries of the operator using methods of representation theory.
The k-Cauchy-Fueter operator was studied in more geometric setting of quaternionic
manifolds in the paper [B]. In this paper we will study k-Dirac operator in similar
geometric setting as in the paper [B] so let us briefly recall some basic facts.
A quaternionic manifold M is a manifold of dimension 4n with a reduction of struc-
ture group of the tangent bundle to Sp(1)Sp(n) admitting a compatible torsion free
connection. There is the unique normal parabolic geometry (G, ω) induced by the
quaternionic structure, see [CS]. To the principle fibre bundle P one can associate
a triple of spaces. The Penrose transform transfer cohomological data from the first
space, so called twistor space, over the second space to a sequence of differential op-
erators on the third space, i.e. on the quaterninonic manifold M , and to solutions of
the differential operators in the sequence. Vanishing of the cohomology groups on the
twistor space implies local exactness of the sequence on the manifold M . In this way,
one gets a resolution of the k-Cauchy operator on quaternionic manifolds. For more
discussion on comparison between k-Cauchy-Fueter operators living in quaternionic
manifolds and Euclidean spaces see [CSS]. For more information about the Penrose
transform see [BE] and [WW].
Each operator in the resolutions of k-Cauchy-Fueter operators living in quater-
nionic manifolds is invariant with respect to the induced parabolic structure (G, ω).
The parabolic structure puts severe conditions on invariant operators and thus we get
rid of ambiguity which was present on the Euclidean space. Linear differential opera-
tors invariant with respect to parabolic structures has been studied intensively through
the last century. The operators of the first order were completely classified and charac-
terized in the paper [SS]. After reducing the structure group of a parabolic geometry
to its reductive part, any such operator is given by the derivation with the chosen Weyl
connection and a linear projection. Invariance of such operator gives equation for the
generalized conformal weight and if the equation is satisfied then the resulting formula
does not depend on the chosen Weyl connection. However situation with higher order
operators is far more complicated since there are usually more operators which can be
combined and finding the right combination is a non-trivial task.
The starting point for understanding differential operators invariant with respect
to some particular parabolic structure is understanding G-invariant operators on the
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homogeneous (flat) space of the geometry. Let G be a principal group of a parabolic
geometry, i.e. G is a semi-simple Lie group with a parabolic subgroup P. Let (V, ρ) be
a representation of the group P and let G×P V be the associated vector bundle. The
space of sections Γ(G ×P V) can be identified with the space C∞(G,V)P of V-valued
P-equivariant functions on the total space G. The action of the group G on the space
of smooth sections is, using the isomorphism, defined by
(g.f)(h) = f(g−1h) (2)
where g, h ∈ G, f ∈ C∞(G,V)P. An operator
D : Γ(G×P V)→ Γ(G×P W)
is called G-invariant if
D(g.s) = g.(Ds). (3)
for any s ∈ Γ(G×P V) and for all g ∈ G. It is well known fact that there is a one-to-
one correspondence between G-invariant operators and homomorphisms of generalized
Verma modules.
In the regular character, there is complete classification of the homomorphisms
and one gets so called BGG-sequences, see [CSlS]. Namely, the highest weights of
generalized Verma modules are connected by the affine action of the Weyl group of the
Lie algebra g of the Lie group G and comparable with respect to the partial order iff
there is a non-zero homomorphism between generalized Verma modules such that the
domain of the homomorphism is the Verma module whose highest weight is smaller or
equal to the highest weight of the latter Verma module.
In the singular character holds only the if part. Nevertheless we have a necessary
conditions on pairs of generalized Verma modules which admit a non-trivial homomor-
phism. To keep track on sequences of homomorphisms of generalized Verma modules
in the singular character, we usually draw so called singular Hasse graphs, i.e. oriented
graphs where the vertices are the highest weights of the generalized Verma modules
and the arrows correspond to non-trivial homomorphism of generalized Verma modules
which may or may not exist. In the picture of invariant differential operator, we know
for which vector bundles we should look for.
In [F] were computed singular Hasse graphs which coincide with the graphs of
minimal resolutions which were found by people in Clifford analysis. The singular
Hasse graphs correspond to sequences of first and second order operators. Existence
of the first order operators was proved but existence of the second order operators
was in general only conjectured. Also local form of the operators was given only in
some particular cases. In contrast to the k-Cauchy-Fueter operator, the geometry is
no longer 1-graded but is 2-graded which brings some new difficulties.
The main goal of this paper is to fill some gaps into comparison of sequences of oper-
ators studied in [F] and the minimal resolutions found by people from Clifford analysis.
The main result is construction of G-invariant second order operators conjectured in
[F] in the stable range on the homogeneous space of the geometry.
Remark 1. In general, a G-invariant operator going between two fixed homogeneous
vector bundles in one direction need not be unique up to a scalar multiple. However in
this case k = 2, 3 uniqueness was proved in the paper [BC]. See also [H].
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I have used a construction called splitting operators. The splitting operators are
given by polynomials in Curved Casimir operators. The Curved Casimir operator was
introduced in [CS]. A formula (33) gives a general second order operator as a linear
combination of operators invariant with respect to the Levi factor of the parabolic
subgroup. The coefficients are given in the theorem 5. This formula is given in a pre-
ferred Weyl structure and Cartan gauge over an open affine subset of the homogeneous
space. An explicit formula is given in the case k = 2 in a local chart in (40). I have
introduced some additional assumptions on the sections over the affine subset of the
homogeneous space, this is related to non-trivial grading of the geometry. In this way,
we can consider sections which have the same freedom as in the Euclidean setting.
These additional assumptions are used in the last section in the case k = 3 where one
can again verify directly that the sequence is a complex. In both cases we have that
the sequences of symbols are exact when restricted to the distribution which rules the
geometry. These are the theorems 6. and 7.
The Penrose transform is being used also by L. Krump in [K] in order to obtain more
information about sequences which correspond to k-Dirac resolutions, in particular in
the non-stable range. The Penrose transform might be hopefully the right tool to
answer the question about local exactness of the operators given in the paper
We close the introductory section with structure of the paper. First is introduced
the parabolic geometry where the operators live together with some necessary notation.
Then we recall fundamental results from [F] which we will need. Then is introduced
the homogeneous vector bundle where all computations will be carries out with small
hint how this bundle can be found out. Then we recall the definition of the Curved
Casimir operator and give local formulas for the operator using a local adapted frame.
We briefly recall how to get splitting operators from the Curved Casimir operator.
Then we set preferred choices over the affine open set of the homogeneous space, in
particular we will introduce some particular local adapted frame which turns out to
be most useful for our purposes. Then we carry out computations in the preferred
trivializations to obtain the formula for general second order operator and verify that
this construction gives the operators conjectured in [F]. In the last two section, the
general formula is given in to local form for k = 2 and k = 3. In the case k = 3, we
will work only with the smaller set as mentioned in the previous paragraph.
2 Parabolic geometry behind the k-Dirac oper-
ator.
Let G be a 4 : 1 cover of the connected component of the identity of the real group
SO(n + k, k)1. The group G has a natural transitive action on the Grassmannian
manifold V0(k, n + 2k) of oriented maximal isotropic vector subspaces of dimension k
in the vector space Rn+2k with a G-invariant quadratic form of signature (n + k, k).
A parabolic subgroup P is the stabilizer of a chosen maximal isotropic k-dimensional
1If k > 2, the fundamental group of SO(n+k, k) is isomorphic to Z2×Z2 and thus the Lie group G is the
universal cover of SO(n+ k, k). We assume throughout the paper that k > 2 and n ≥ 2k. The fundamental
group of SO(n + 2, 2) is isomorphic to Z × Z2 and the group G is then the covering corresponding to the
subgroup 2Z× 1 ⊂ Z× Z2.
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subspace 2 L in Rn+2k. Thus we can think of the homogeneous space G/P also as the
Grassmannian V0(k, n + 2k). A choice of a complement of L in L
⊥ gives a natural
gradation
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2, (4)
on the Lie algebra g of G.
Let G0 be the subgroup of P whose adjoint action preserve the gradation (4). The
group G0 is a maximal reductive subgroup of P and its Lie algebra is isomorphic to
gl(k,R) ⊕ so(n). Let us denote by p+ = g1 ⊕ g2, g− = g−2 ⊕ g−1, gi = ⊕j≥i gj . We
denote the one dimensional center of g0 by E0.
There are isomorphisms of G0-modules
g1 ∼= V⊗ E, g2 ∼= Λ2V⊗ R, (5)
where V, resp. E, resp. R, denotes the defining representation of gl(k,R), resp. of
so(n), resp. the trivial representation of so(n).
The Lie bracket g1 ⊗ g1 → g2 is the tensor product of anti-symmetrization and
contraction with respect to the so(n)-invariant Euclidean scalar product g on E, i.e.
∧ ⊗ Tr : (V⊗ E)⊗ (V⊗ E)→ Λ2V⊗ R (6)
(v1 ⊗ εα)⊗ (v2 ⊗ εβ) 7→ v1 ∧ v2 ⊗ g(εα, εβ)
with v1, v2 ∈ V, εα, εβ ∈ E.
2.1 Notation for g0-modules.
Let h = {H | H = (hij) is a trace free diagonal (k×k)-matrix} be a Cartan subalgebra
of the algebra sl(k,R). Let i, 1 ≤ i ≤ k, be the element of the dual space h∗ defined
by i(H) = hii. The set {i}ki=1 is a spanning set of the space h∗. Let λ ∈ h∗, then we
can express λ =
∑k
i=1 λii with λi ∈ R. Then we write λ = (λ1, . . . , λk) and we denote
by λ(ij) the weight λ(ij) = (λ1, . . . , λi + 1, . . . , λj + 1, . . . , λk) with 1 ≤ i < j ≤ k.
The weight λ ∈ h∗ is dominant integral iff λi − λj ∈ N ∪ {0} for all 1 ≤ i < j ≤ k.
Let Vλ be an irreducible complex finite dimensional representation of sl(k,R) with a
highest weight λ. We extend the action of sl(k,R) to gl(k,R) on Vλ by 1k ∈ gl(k,R) 7→
(
∑
i
λi)IdVλ ∈ End(Vλ).
Remark 2. All considered representations are complex, if necessary we consider com-
plexification of a real representation. Tensor products are over the field of complex
numbers.
2The matrix of the scalar product with respect to the preferred basis is 0 0 1k0 1n 0
1k 0 0
 ,
where block matrices on the diagonal are square matrices with ranks equal to k, n, k. Thus we get a preferred
matrix realization of so(n + k, k). The preferred maximal isotropic subspace L is the one spanned by null
vectors ei, i = 1, . . . , k of the preferred basis. A natural candidate for a complement of L in L
⊥ is then the
subspace spanned by the vectors ek+1, . . . , ek+n of the preferred basis.
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2.2 Sequences of differential operators related to minimal
resolutions of the k-Dirac operator.
Let us fix n, k such that n ≥ 2k ≥ 4 and let us suppose for simplicity that n is even.
The case n is odd proceeds similarly with obvious modifications. We want to find a
second order G-invariant differential operator D which belongs to the sequence starting
with the k-Dirac operator. From [F] we know that
D : Γ(G×P W(λ))→ Γ(G×P W(ν)) (7)
such that highest weights of the P-modules dual to the irreducible modules W(λ),W(ν)
lie either on the affine orbit of the weight 12(−n+1, . . . ,−n+1|1, . . . , 1) or on the affine
orbit of the weight 12(−n+ 1, . . . ,−n+ 1|1, . . . , 1,−1).3 This implies that the module
W(λ), resp. W(µ) is isomorphic to the module Vλ ⊗ S±, resp. Vµ ⊗ S± where:
1. Vλ, resp. Vµ is the irreducible gl(k,R)-module with the highest weight λ, resp.
µ.
2. S± is isomorphic to the complex so(n)-module S+ or to the module S−.
3. ν = λ(ij) for some 1 ≤ i < j ≤ k.
4. The weights λ− 12(n−1, . . . , n−1) and λ(ij)− 12(n−1, . . . , n−1) have the Young
diagrams symmetric with respect to the reflection along the main diagonal.
2.3 Receipt for finding the operator (7).
In order to find the operator (7), we will use the Curved Casimir operator on a suitable
homogeneous vector bundle. First we need to find the right homogeneous vector bundle.
Let us consider the following facts.
Let us choose a Weyl structure. With this choice, we can write the operator (7) as
a combination of G0-invariant operators. It is reasonable to expect that the highest
(second) order part of the operator is a combination of operators which are given by
differentiating twice with vector fields lying only in the distribution G ×P (g−1/p) of
the tangent bundle TG/P ∼= G×P g/p and algebraic G0-equivariant projections. Thus
we have to consider maps from the space of the sections of the homogeneous vector
bundle associated to Vλ ⊗ S± to the space of the sections of the bundle associated to
g1 ⊗ g1 ⊗Vλ ⊗ S±.
We notice that the multiplicity of the target module Vλ(ij) ⊗ S± in the G0-module
g1 ⊗ g1 ⊗ Vλ ⊗ S± is equal to four and thus there are four second order G0-invariant
differential operators to combine. But there is, up to a scalar multiple4, a unique
combination which can be the highest order part of a G-invariant operator and the
first aim is to find such linear combination.
Thus we need to find some P-module, which is completely reducible as G0-module,
containing the module Vλ ⊗ S± and the target module Vλ(ij) ⊗ S±, both with the
multiplicity one. A natural choice is the minimal P-module M±λ in the module g ⊗
Vλ ⊗ S± containing G0-submodule E0 ⊗ Vλ ⊗ S± where E0 is the one-dimensional
3Here | separates the weight of gl(k,R) from the weight of so(n).
4See the remark 1.
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centre of g0. It is easy to see that the P-module M
±
λ is, as the G0-module, isomorphic
to
M±λ ∼=G0 E0 ⊗ (Vλ ⊗ S±) ⊕ g1 ⊗ (Vλ ⊗ S±) ⊕ g2 ⊗ (Vλ ⊗ S±). (8)
So we see that M±λ contains Vλ ⊗ S± with multiplicity one. Now we prove that M±λ
contains Vλ(ij) ⊗ S± with multiplicity one.
Lemma 1. There is a unique G0-submodule in M
±
λ isomorphic to Vλ(ij) ⊗ S± and this
module is a submodule of g2 ⊗Vλ ⊗ S±.
Proof: It is easy to see that a submodule of M±λ isomorphic to Vλ(ij)⊗S± must be a
submodule of g2⊗Vλ⊗S±. First let us notice that g2⊗Vλ⊗S± ∼= Λ2V⊗C⊗Vλ⊗S± ∼=
Λ2V ⊗ Vλ ⊗ S±. Thus we need to show that Λ2V ⊗ Vλ contains the representation
Vλ(ij) with multiplicity one.
Lemma 2. Let λ = (λ1, . . . , λk) and λ(ij) = (λ1, . . . , λi + 1, . . . , λj + 1, . . . , λk) be
integral dominant weights for sl(k,R). Then the module Vλ(ij) appears with multiplicity
one in the module Λ2V⊗Vλ.
The lemma 2. can proved by the Klimyk lemma. First we need following notation.
Let g′ be a semi-simple Lie algebra, let V′ be a g′-module and σ be an element of the
weight lattice of g′. Let mV
′
σ be the dimension of the weight space of the weight σ in
the module V′. For a regular weight σ, let ησ be the determinant of S where S is the
unique element of the Weyl group such that S(σ) is a dominant weight [σ] in the orbit
of σ under the action of the Weyl group and set ησ = 0 for a singular weight.
Lemma 3 (Klimyk lemma). Let g′ be a semi-simple Lie algebra. Let ν, ν ′, ν ′′ be integral
dominant weights for g′, let ρ be the lowest weight of g′. Then the multiplicity nν of
the irreducible representation Vν with the highest weight ν in Vν′ ⊗ Vν′′ is equal to∑
m
Vν′
σ ησ+ν′′+ρ where the sum is taken over all the weights σ of the representation Vν′
for which [σ + ν ′′ + ρ] = ν + ρ.
Proof: See [H].
Proof of the lemma 2. In the formulation of lemma 3, we have ν ′ = (1, 1, 0, . . .), ν ′′ =
λ, ν = λ(ij), ρ = (k − 1, k − 2, . . . , 1, 0). The weights of Λ2V are of the form
{σαβ|1 ≤ α < β ≤ k} where σαβ has 1 at α-th and β-th entry and 0 otherwise. More-
over λ+ρ and λ(ij) +ρ are strictly dominant and for any α, β the weight ρ+λ+σαβ is
dominant (not necessarily strictly). Since the action of the Weyl group of sl(k,R)
only permutes the entries of a weight, the only dominant weight in the orbit of
ρ+ λ+ σαβ is the weight itself. Thus the only solution to [σαβ + λ+ ρ] = λ(ij) + ρ is
[σαβ + λ+ ρ] = [σij + λ+ ρ] = σij + λ+ ρ. Thus the formula for the multiplicity nλ(ij)
reduces to nλ(ij) = m
′
σijdet(Id) = 1.1 = 1. 
We have proved that there is a unique G0-submodule N in g2 ⊗Vλ ⊗ S± such that
g2⊗Vλ⊗ S± ∼= Vλ(ij) ⊗ S±⊕N. Moreover the module N is a P-submodule of M±λ . Let
us denote the P-module M±λ /N by U
±
λ .
From now on we will consider the case S± = S+.5 Let us denote by T the twistor
representation of Spin(n). The final piece of information is that
(V⊗ E)⊗ (Vλ ⊗ S+) ∼= (Vλ(i) ⊗ S−)⊕ (Vλ(j) ⊗ S−)⊕ (Vλ(i) ⊗ T)⊕ (Vλ(j) ⊗ T) (9)
as G0-modules.
5The other case S± = S− goes through by simultaneously substituting everywhere S− for S+ and S+ for
S−.
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2.4 Associated Homogeneous Bundle.
We denote associated vector bundles by the curly letters. A choice of a Weyl structure
gives a reduction of the structure group P of the associated vector bundle U+λ = G×PU+λ
to the reductive subgroup G0. From the formulas (5), (8), (9) follows that the bundle
U±λ decomposes into G0-subbundles E0V ⊗ E
Λ2V
⊗ (Vλ ⊗ S+) ∼=
 Vλ ⊗ S+(Vλ(i) ⊗ S−)⊕ (Vλ(j) ⊗ S−)⊕ (Vλ(i) ⊗ T )⊕ (Vλ(j) ⊗ T )
Vλ(ij) ⊗ S+
 .(10)
There is a natural bundle map, which is in the abstract index notation given by
Γ
( V ⊗ E
∧2V
)
⊗ Γ(U+λ )→ Γ(U+λ ) (11)(
ui ⊗ εα
vj ∧ wk
)
⊗
 ϕ0xr ⊗ ζµ ⊗ ϕ1
ys ∧ zt ⊗ ϕ2
 7→
 0ui ⊗ εα ⊗ ϕ0
piij(εαζ
αu[ixr] ⊗ ϕ1 + vj ∧ wk ⊗ ϕ0)
 ,
where we write section of U+λ as on the left side of (10), i.e. ui, vj , wk, xr, ys, zt ∈
Γ(V), εα, ζβ ∈ Γ(E), ϕm ∈ Γ(Vλ ⊗ S+). The contraction is with respect to the natural
scalar product on Γ(E). The map
piij : Γ(Λ
2V ⊗ S+)→ Γ(Vλ(ij) ⊗ S+) (12)
is the canonical algebraic projection. The pairing (11) comes from the natural action
of p+ on any finite dimensional P-representation. The space of sections Γ(U+λ ) is thus
a module over the Lie algebra Γ(G×P p+) and we denote the module structure by •.
3 The Curved Casimir operator.
We will recall the invariant definition of the Curved Casimir operator from [CS].
Definition 1. Let (G → M,ω) be a parabolic geometry of type (G,P). The bundle
AM = G×P g is called the adjoint tractor bundle and let A∗M be the dual bundle. Let
WM be the vector bundle induced by a P-module W. The Curved Casimir operator C
is invariantly defined as the composition
C : Γ(WM) D2 // Γ(⊗2A∗M⊗WM) B // Γ(WM) , (13)
where B is the pairing induced on AM and thus also on A∗M by the Killing form of
g and D is the fundamental derivative.
The g-valued Cartan form ω trivializes the bundle TG and identifies sections of
AM with P-invariant vector fields on G. Let s ∈ Γ(AM) be a section and let X be the
corresponding vector field on G. Let ψ ∈ Γ(WM) be a section of the induced vector
bundle as in the definition 1. and let f be the corresponding equivariant function.
Then the fundamental derivative is a pairing
D : Γ(AM)⊗ Γ(WM)→ Γ(WM) (14)
(s, ψ) 7→ Dsψ,
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where Dsψ ∈ Γ(WM) is the section which correspond to the P-equivariant function
X.f where X.f is just the derivation of the function f with respect to the vector field
X.
Now we give the definition (13) of C in a local trivialization. Let us denote by
AiM = G ×P gi the vector subbundles of the adjoint tractor bundle corresponding to
the P-submodules gi = ⊕j≥igj of the module g. Let U ⊂M be an open set over which
the adjoint tractor bundle AM is a trivial vector bundle. Let A U be the pullback of
the adjoint tractor bundle under the inclusion U →M . Over the set U , we can choose
sections si, tj ∈ Γ(A U), i, j = 1, . . . ,dim(g−) such that:
1. the sections si trivialize the vector bundle A U/A0U .
2. the sections tj trivialize the vector bundle A1U .
3. the sections si, tj are dual with respect to the pairing B, i.e. B(si, tj) = δij at
any point x ∈ U .
Theorem 1. Let ρ ∈ Γ(WM) and let us use the notation as above. Then on the set
U we have
C(ρ)|U = −2
∑
i
ti •Dsiρ+ cg0ρ, (15)
where cg0 is a zero order operator computable from representation data of the module
W and • denotes the algebraic action of vertical vector fields.
3.1 Algebraic action of the Curved Casimir operator.
The algebraic action cg0 of C on U+λ is
cg0
 ϕϕS−i ⊕ ϕS−j ⊕ ϕTi ⊕ ϕTj
ϕij
 =
 cλϕcS−i ϕS−i ⊕ cS−j ϕS−j ⊕ cTi ϕTi ⊕ cTj ϕTj
cλijϕij
 ,(16)
where we write section with respect to the decomposition on the right side of (10).
In particular cg0 acts on each irreducible G0-subbundle as a multiple of the identity.
Formulas for the constants c•∗ are explicitly given in the proof of the theorem 4. Let
us denote by α•λ∗ := cλ − c•λ∗ and αij = cλ − cλij .
3.2 Splitting operator from the Curved Casimir operator.
Let pi : Γ(U+λ )→ Γ(Vλ ⊗ S+) be the canonical projection. A splitting operator S for pi
is a differential operator
S : Γ(Vλ ⊗ S+)→ Γ(U+λ ) (17)
such that pi ◦ S is a scalar multiple of the identity operator on Γ(Vλ ⊗ S+).
Theorem 2. Let i : Γ(Vλ ⊗ S+) → Γ(U+λ ) be the inclusion of G0-subbundle given by
some Weyl structure Let us denote by E :=
∏
∗,•(C − c•∗), where the product is running
over all G0-submodules in U
+
λ except the submodule E0 ⊗Vλ ⊗ S+. The operator E ◦ i
is a splitting operator for pi.
9
Proof: See [CS].
The fact that S is a splitting operator is equivalnt to the following: if we substitute
in (16) cg0 by E, then the right hand side will depend only on ϕ but not on ϕ•∗, ϕij .
We will use the operator S := E ◦ i to get the operator (7). It remains to compute the
differential part of the Curved Casimir operator.
4 Affine subset of the homogeneous space G/P.
Details and proofs, which has been omitted in this paragraph, can be found in [Ko].
Let pi : G→ G/P be the homogeneous space of the parabolic geometry. There is a dis-
tribution H ⊂ TG/P which is the projection of the distribution spanned by the vector
fields on G corresponding to g1 under the left trivialization of TG. This distribution
is non-integrable and the Lie bracket is given by the Lie bracket on the Lie algebra g.
Let G− be the closed analytic subgroup G− := exp(g−) of G. Then U := pi(G−) is an
open dense subset of the homogeneous space and pi is a diffeomorphism between G−
and U . We will denote the P-principal fibre bundle pi−1(U) by G.
4.1 Preferred trivialization of principle bundles over U
and flat Weyl structure.
Let µ : U → G be the section determined by
µ(pi(exp(X))) = exp(X) (18)
for all X ∈ g−. Let P+ := exp(p+) and let us denote by G0 := G/P+. The quotient G0
is a principal G0-bundle over U . Let pi′ : G → G0 be the canonical projection. Let us
denote by ρ the gauge
% : U → G0 (19)
%(x) = pi′ ◦ µ(x).
Let σ be the Weyl structure, i.e. a G0-equivariant section, determined by the
commutativity of the following diagram
G
U
µ
>>
ρ // G0.
σ
OO (20)
The Weyl structure σ pulls back the Maurer-Cartan form ω to G0 and the g0-part of
σ∗ω is principal connection on the G0 which we denote by ω0. The principal connection
ω0 induces connection on any associated vector bundle and in particular the induced
linear connection on TU is flat. Moreover, in the gauge ρ, the connection form, i.e.
Christoffel symbols, ρ∗ω0 is zero.
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4.2 Preferred local adapted frame over U .
Let (W, ρ) be a P-module and let w ∈ W be a vector. Let us define a P-equivariant
function fw on G by the formula
fw : G →W (21)
fw(g) = ρ
−1(p)w,
where g ∈ G is written uniquely as g = exp(X)p with X ∈ g−, p ∈ P.
In the special case of the adjoint representation W = g, we denote by Xˆ the P-
equivariant vector field on G corresponding to the section fX ∈ Γ(A U), X ∈ g. The
value of the vector field Xˆ at a point exp(Y )p ∈ G, with Y ∈ g−, p ∈ P, is the vector
tangent to the curve exp(Y ) exp(tX)p, t ∈ (−, ) for  > 0 sufficiently small at t = 0.
Later on we will need following observations.
Lemma 4. Let X ∈ g−, Z ∈ g. Then the derivation of the function fZ with respect to
the vector field Xˆ is equal to
Xˆ.fZ = 0 (22)
on U .
Proof:
Xˆ.fZ(exp(Y )p) =
d
dt
∣∣
0
fZ(exp(Y ) exp(tX)p) =
d
dt
∣∣
0
fZ(exp(Y + tX +
1
2
[Y, tX])p) = 0,
where we use the Baker-Campbell-Hausdorff formula for g−. 
Lemma 5. Let Z ∈ g, Z ′ ∈ p+. Then the derivation of the function fZ with respect to
the vector field Zˆ ′ is equal to
Zˆ ′.fZ = f−[Z′,Z] = f[Z,Z′]. (23)
Proof: As in the formula (22) we have
Zˆ ′.fZ(exp(Y )p) =
d
dt
∣∣∣∣
0
fZ(exp(Y ) exp(tZ
′)p) =
d
dt
∣∣∣∣
0
p−1e−tZ
′
ZetZ
′
p = f−[Z′,Z] = f[Z,Z′].
Let p : A U → TU be the canonical projection. Let ξX ∈ X(U) be the vector field
ξX = p∗(Xˆ).
Lemma 6. Let X,Y ∈ g− and let ξX , ξY ∈ X(U) be vector fields on the open set U
defined above. Then the composition
g− −→ Γ(A U) −→ X(U) (24)
X 7→ Xˆ 7→ p(Xˆ)
is a homomorphism of Lie algebras, i.e. [ξX , ξY ]X(U) = p
(
[̂X,Y ]g
)
.
Proof: See [Ko].
11
4.3 Functions on U and sections.
Let W be a P-representation. Let us use µ to define an isomorphism
β : C∞(G,W)P −→ C∞(U ,W) (25)
f −→ f ◦ µ.
We will write for simplicity β(f) = f˜ . The function fw in (21) is then the constant
function f˜w(x) = w for all x ∈ U and we will denote it for the sake of brevity only as
w. The inverse map β−1 we will need only in the simple form β−1(f˜) = f and in the
special case f˜ = w is constant function then β−1(f˜) = f = fw.
In particular for any X ∈ g− and f ∈ C∞(G,W)P, we have that
β(Xˆ.f) = ξX .f˜ . (26)
For more see [Ko].
4.4 Restriction on sections over U .
The freedom of P-equivariant functions on G is the set G−. To compare the operators
living in the Euclidean and parabolic setting, we consider functions on the affine subset
of the homogeneous functions which satisfy some additional restrictions. We will do
that in the last section where are given formulas for the case k = 3. The case k = 2 is
given without this restriction. Here are some preliminary notations which will be used
later.
Let G2 be the closed subgroup G−2 := exp(g−2) of G−. Let G˜ be the quotient of G
by the natural left action of G−2. Then
q : G → G˜ (27)
is a principal G−2-bundle. Let us denote by U˜ the quotient space G−2\U by the induced
action of G−2 on U . The projection pi is diffeomorphism between the right coset space
G−2\G− and U˜ . Moreover pi descends to P-principal bundle p˜i : G˜ → U˜ .
Let G−1 be the subset G−1 := exp(g−1) of G−. Let X ∈ g− be a vector, then
there are unique vectors X1 ∈ g−1, X2 ∈ g−2 such that X = X1 + X2. Mapping
exp(X) 7→ exp(X1) gives isomorphism of the right coset space G−2\G− with G−1 and
thus also identifies G−1 with U˜ .
5 Construction of the operator (7).
In this section we derive explicit formula for the first term in the theorem 1. The
operator S given in (32) is a polynomial combination of Curved Casimir operators, in
particular it is an operator of degree five in the Curved Casimir operators. However,
since the algebraic action of vertical vector fields is compatible with the gradation on
the bundle (10), i.e. the algebraic action of vector fields corresponding to p+ raises the
homogeneity of sections as can be seen in (11), in the final formula (33) will appear at
most second order operator given by differentiating with vector fields in the distribution
given by g1/p. We will need in this section the formulas (22), (23) and the fact that
p+ acts trivially on irreducible P-representations.
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Let us first choose a basis {Xi|i = 1, . . . , dim(g−)} of g− consisting of homogeneous
elements. Let {Zi|i = 1, . . . , dim(p+)} be the basis of p+ dual to the basis {Xi|i =
1, . . . , dim(g−)} with respect to the Killing form of g. The homogeneity of elements
will be encoded by upper index, for example X1 ∈ g−1, Z1 ∈ g1 etc.
Any P-equivariant function of G ×P U+λ can be written as
∑
i fZi ⊗ fi + fe0 ⊗ f0.
Then
2
dim(g−)∑
k=1
Zˆk.Xˆk.(
∑
i
fZi ⊗ fi + fe0 ⊗ f0) (28)
= 2
∑
i,k
(Zˆk.fZi ⊗ Xˆk.fi + Zˆk.fe0 ⊗ Xˆk.f0)
= −2
∑
i,k
(f[Zk,Zi] ⊗ Xˆk.fi + f[Zk,e0] ⊗ Xˆk.f0)
In the gauge µ, the formula (28) is
2
dim(g−)∑
k=1
Zk.ξXk .
 e0 ⊗ f˜0∑
i Z
1
i ⊗ f˜1i∑
j Z
2
j ⊗ f˜2j
 =
 02∑k Z1k ⊗ ξX1k f˜0
piij(4
∑
k Z
2
k ⊗ ξX2k f˜0 − 2
∑
ki[Z
1
k , Z
1
i ]⊗ ξX1k .f˜
1
i )
 .
(29)
Let us set D1 :=
∑dim(g1)
i=1 Z
1
i .ξX1i
. Then D1 is first order differential operator on
the set U . Let us denote by DW∗ the second order operator on U given by
D•∗ : C∞(U ,Vλ ⊗ S+)
piW∗ ◦D1 // C∞(U ,Vλ∗ ⊗W) pi◦D
1
// C∞(U ,Vλ(ij) ⊗ S+) (30)
where ∗ ∈ {i, j} and W stands for the representation S− or T. The symbol piW∗ is the
algebraic projection piW∗ : (V⊗ E)⊗ (Vλ ⊗ S−)→ Vλ∗ ⊗W. In particular, the second
map in (30) is the composition
C∞(U ,Vλ∗ ⊗W) −→D
1 C∞(U , (V⊗ E)⊗ (V⊗ E)⊗Vλ ⊗ S+) −→ρ (31)
−→ρ C∞(U , (Λ2V⊗ C)⊗ (Vλ ⊗ S+)) −→piij C∞(U ,Vλ(ij) ⊗ S+).
In particular ρ = (∧ ⊗ Tr) ⊗ IdVλ⊗S+ is a tensor product of the Lie bracket ∧ ⊗ Tr
given in (6) with the identity map on Vλ ⊗ S+. The map piij , as in the formula (11),
is the natural projection.
With this notation we can give formula for the operator
E := (C − cλSi )(C − cλSj )(C − cλTi )(C − cλTj )(C − cλij ) (32)
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introduced below the formula (17). We have that
(C − cλSi )(C − cλSj )(C − cλTi )(C − cλTj )(C − cλij )
 e0 ⊗ f˜∗ ⊕ ∗ ⊕ ∗ ⊕ ∗
∗

= (C − cλSj )(C − cλTi )(C − cλTj )(C − cλij )
 αSi ⊗ f˜2piSi (D1f)⊕ ∗ ⊕ ∗ ⊕ ∗
∗

= (C − cλTi )(C − cλTj )(C − cλij )
 αSiαSj e0 ⊗ f˜2αSjpiSi (D1f)⊕ 2αSi piSi (D1f)⊕ ∗ ⊕ ∗
∗

= . . .
= (C − cλij )
 αSiαSjαTi αTj e0 ⊗ f˜2(cSi piSi ⊕ cSjpiSj ⊕ cTi piTi ⊕ cTj piTj )(D1f)
∗

=
 ae0 ⊗ f˜2(bSi piSi ⊕ bSjpiSj ⊕ bTi piTi ⊕ bTj piTj )(Z1l ⊗ ξX1l .f˜)
4piij
(
cSiD
S
i f˜ + c
S
jD
S
j f˜ + c
T
i D
T
i f˜ + c
T
jD
T
j f˜ + cij
∑
l Z
2
l ⊗ ξX2l .f˜
)
 , (33)
where the coefficients are
a = αSjα
S
jα
T
i α
T
i αij , b
•
∗ =
a
α•∗
, c•∗ =
a
αijα•∗
, cij =
a
αij
.
The coefficients α•∗ are given below (16). Thus, if
αij = 0, (34)
then the first two rows in the formula (33) are zero. The Curved Casimir operator is
G-invariant and thus also the operator in (33) is also G-invariant. Let us summarize
it into the following theorem.
Theorem 3. Suppose that (34) holds. Then the second order differential operator D
given in the last row in the formula (33) is G-invariant operator
D : Γ(Vλ ⊗ S+) −→ Γ(Vλ(ij) ⊗ S+), (35)
as in (7).
The equation (34) is an equation for generalized conformal weight. Now we show
that (34) holds. In the last two sections I give the formulas of the operators coming
from (35) with the coefficients in the theorem 5.
Theorem 4. Let n ≥ 2k ≥ 4 and suppose that n is even. Let Vλ ⊗ S±,Vν ⊗ S± be
two irreducible P-modules such that the highest weights of the dual modules lie either
on the affine orbit of the weight 12(1−n, . . . , 1−n|1, . . . , 1) or on the affine orbit of the
weight 12(1 − n, . . . , 1 − n|1, . . . , 1,−1) and moreover suppose that ν = λ(ij) for some
1 ≤ i < j ≤ k. Then the equation (34) holds.
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Proof: Let W be an irreducible G0-module with the lowest weight −µ, the highest
weight υ and let δ be the lowest weight of g. The (algebraic) action of the Curved
Casimir operator on the sections of the bundle induced by W is equal to 〈µ, µ + 2δ〉.
Then for the module W we have that
υ =
(
µ1, . . . , µk
∣∣µk+1, . . . , µk+n)↔ −µ = (µk, . . . , µ1| − µk+1, . . . ,−µk+n).
Thus the difference cλ − cλij is equal to
(n+ 2k − 2)(cλ − cλij ) = −λi(−λi + 2(
n
2
+ i− 1))− λj(−λj + 2(n
2
+ j − 1))
− [(−λi − 1)(−λi − 1 + 2(n
2
+ i− 1))− (λj − 1)(−λj − 1 + 2(n
2
+ j − 1))]
= −2λi − 1 + 2(n
2
+ i− 1)− 2λj − 1 + 2(n
2
+ j − 1))
= −2λi − 2λj + 2n+ 2i+ 2j − 6. (36)
The weight λ can be written as λ = λ′ + (λ − λ′) where λ′ = 12(n − 1, . . . , n − 1) and
moreover the partition λ − λ′ has the Young diagram symmetric with respect to the
main diagonal. From the symmetry we get that
λj − 1
2
(n− 1) = i− 1;λi − 1
2
(n− 1) = j − 1. (37)
Plugging (37) into (36) we get that
αi,j = cλ − cλij =
2n− 2(n− 1)− 2
n+ 2k − 2 = 0.
Theorem 5. The coefficients of the operator (33) are equal to αSi =
2(λj−λi)
n+2k−2 , α
S
j =
2(λi−λj)
n+2k−2 , α
T
i =
2(λj−λi)−n
n+2k−2 , α
S
j =
2(λi−λj)−n
n+2k−2 .
Proof: Let us compute for example cλ − cSλi . Then we have
(n+ 2k − 2)cλ − cSλi = −2λi − 1 + 2(
n
2
+ i− 1) = −2λi + n+ 2i− 3
= −2λi + (n− 1) + 2i− 2 = −2λi + 2λj = 2(λj − λi),
where we have used (37). Similarly we get cλ − cSλj = 2(λi − λj) and similarly for the
remaining coefficients.
6 Local formulas of the operators.
Let {e1, e2, . . . , ek} be the standard basis of Rk and let {e1, e2, . . . , ek} be the dual basis
of the SL(k,R)-module (Rk)∗. Let {εα, 1 ≤ α ≤ n} be an orthonormal basis of Rn.
We denote the so(n)-invariant product on Rn by gαβ. Let B the G-invariant scalar
product on g as in the remark 3.
The section (19) gives an isomorphism φ : g−1 ∼= (Rk)∗⊗Rn. Let {Xiα|
√
n+ 2Xiα =
φ−1(ei ⊗ εα), i = 1, . . . , k, α = 1, . . . , n} be a preferred basis of g−1 and let Zjβ, j =
1, 2, β = 1, . . . , n be the dual elements in g1 with respect toB. Then {Xij = −Xji
∣∣√n+ 2[Xiα, Xjβ] =
δαβXij , 1 ≤ i, j ≤ k, α, β ≤ n} is a preferred basis of g−2 ∼= Λ2(R∗)k. Let {Zij |1 ≤
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i, j ≤ k} be the basis of g2 dual with respect to B to the basis {Xij |1 ≤ i, j ≤ k} of
g−2, then we have that
√
n+ 2[Ziα, Zjβ] = −δαβZij .
Let us write the canonical coordinates on g− given by the preferred basis {Xiα, Xij}
by (xiα, xij). We may use these coordinates also on the set U and let ∂iα and ∂ij be
the coordinate vector fields. The left invariant vector fields are then
ξXkµ(xiα, xln) = ∂kµ −
1
2
√
n+ 2
∑
i
xiµ∂ki (38)
ξXrs(xiα, xln) = ∂rs.
The left invariant vector fields ξXkν span the distribution H on U . With this notation,
the commutator is
[ξXjµ , ξXkν ](xiα, ymn) = (∂jµ −
1
2
√
n+ 2
∑
i
xiµ∂ji)(∂kν − 1
2
√
n+ 2
∑
i
xiν∂ki)
− (∂kν − 1
2
√
n+ 2
∑
i
xiν∂ki)(∂jµ − 1
2
√
n+ 2
∑
i
xiµ∂ji)
= gµν
( −1
2
√
n+ 2
∂kj +
1
2
√
n+ 2
∂jk
)
=
gµν√
n+ 2
∂jk. (39)
For i = 1, . . . , k, let us denote by ∂i the first order differential operators ∂i =∑n
α=1 εαξXiα where εα denotes the multiplication with the Clifford number εα. These
operators are analogues of the k-Dirac operators defined in (1) in the parabolic setting.
6.1 The sequence for k = 2.
A regular parabolic geometry of this type is a contact geometry, in particular g−2 is
one-dimensional. There are three differential operators in the sequence starting with
the 2-Dirac operator. The first operator is the 2-Dirac operator, which we denote by
D1, the second one is a second order operator
D2 : Γ(Vλ2 ⊗ S+)→ Γ(Vλ3 ⊗ S+) (40)
where the weights are λ2 =
1
2(n+ 1, n−1), λ3 = 12(n+ 3, n+ 1) and the sequence closes
with a first order operator D3. The operators D
1, D2 can be computed easily using
the Curved Casimir operator. Here we will focus on the operator (40).
Before giving the formula for the operator, let us first give more explicitly the
formula (11). The projections are
E⊗ S+ → T⊕ S− (41)
ε⊗ ϕ 7→ (ε⊗ ϕ+ 1
n
∑
α
εα ⊗ εαεϕ)⊕ (− 1
n
∑
α
εα ⊗ εαεϕ),
where the sums are running over the standard basis of the defining module E and
ε ∈ E, ϕ ∈ S+. The sign is coming from the defining relation of the Clifford algebra,
i.e. εαεβ + εβεα = −2gαβ. Let us work in the gauge µ as in (18). Let ϕ∗ be spinor
valued function on U and let us keep the notation introduced below the formula (25).
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The formula (11) is in this case
−
( ∑
sβ es ⊗ εβ
e1 ∧ e2
)
•
 ∑i ei ⊗ ϕi∑
jkµ ej ⊗ ek ⊗ εµ ⊗ ϕjkµ∑
l e1 ∧ e2 ⊗ el ⊗ ϕl

=

0∑
isβα es ∧ ei ⊗ (εβ ⊗ ϕ+ 1nεα ⊗ εαεβϕi)⊕
∑
isβα es ∧ ei ⊗ (− 1nεα ⊗ εαεβϕi)
⊕∑isβα es  ei ⊗ (εβ ⊗ ϕ+ 1nεα ⊗ εαεβϕi)⊕∑isβα es  ei ⊗ (− 1nεα ⊗ εαεβϕi)
2
∑
i e1 ∧ e2 ⊗ ei ⊗ ϕi − gβµ√n+2
∑
sjkµβ es ∧ ej ⊗ ek ⊗ ϕjkµ
 .
With all these preliminary results we can finally give the simplest second order
operator explicitly. The operator (40) is(
e1 ⊗ φ1
e2 ⊗ φ2
)
7→
(
e1 ∧ e2 ⊗ e1 ⊗ (∂1∂1φ2 − ∂2∂1φ1 + 2√n+2ξX12φ1)
e1 ∧ e2 ⊗ e2 ⊗ (∂1∂2φ2 − ∂2∂2φ1 + 2√n+2ξX12φ2)
)
. (42)
The formula (42) remains unchanged if we swap S+ and S−. Since the operator (40)
with S− is invariant for the same generalized conformal weight we can take S± =
S+ ⊕ S−instead of just S+. We do this in the remaining paragraphs.
6.2 The sequence for k = 2 is a complex.
The composition D2 ◦D1 is equal to
φ 7→
(
e1 ⊗ ∂1φ
e2 ⊗ ∂2φ
)
7→
(
e1 ∧ e2 ⊗ e1 ⊗ (∂1∂1∂2φ− ∂2∂1∂1φ+ 2√n+2ξX12∂1φ)
e1 ∧ e2 ⊗ e2 ⊗ (∂1∂2∂2φ− ∂2∂2∂1φ+ 2√n+2ξX12∂2φ)
)
.
(43)
From the lemma 6. follows that
∂1∂1∂2φ−∂2∂1∂1φ = − 2√
n+ 2
ξX12∂1φ, ∂1∂2∂2φ−∂2∂2∂1φ = −
2√
n+ 2
ξX12∂2φ. (44)
Plugging (44) into (43) gives
2√
n+ 2
(
e1 ∧ e2 ⊗ e1 ⊗ (−ξX12∂1φ+ ξX12∂1φ)
e1 ∧ e2 ⊗ e2 ⊗ (−ξX12∂2φ+ ξX12∂2φ)
)
=
(
0
0
)
. (45)
The composition of the last two operators is equal to(
e1 ⊗ φ1
e2 ⊗ φ2
)
7→
(
e1 ∧ e2 ⊗ e1 ⊗ (∂1∂1φ2 − ∂2∂1φ1 + 2√n+2ξX12φ1)
e1 ∧ e2 ⊗ e2 ⊗ (∂1∂2φ2 − ∂2∂2φ1 + 2√n+2ξX12φ2)
)
7→
7→ 2√
n+2
e1 ∧ e2 ⊗ e1 ∧ e2 ⊗
[
∂1(∂1∂2φ2 − ∂2∂2φ1 + 2√n+2ξX12φ2)
−∂2(∂1∂1φ2 − ∂2∂1φ1 + 2√n+2ξX12φ1)
]
The equations for φ1 and for φ2 in (46) are identical to (45). Thus the sequence for
k = 2 is a complex.
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6.3 The symbol sequence for k = 2.
Let us recall that we have denoted by H the distribution on TU corresponding to g−1.
The highest order parts of the operators D1, D2, D3 belong to H so the symbol of these
operators is determined by its restriction to H. We have that H∗ is a quotient of T ∗U .
Let x ∈ U , v ∈ H∗x. Then for the vector v the symbol sequence is
Vλ1 ⊗ S±
σ(x,v)(D1) // Vλ2 ⊗ S±
σ(x,v)(D2) // Vλ3 ⊗ S±
σ(x,v)(D3) // Vλ4 ⊗ S± (46)
where λ2, λ3 are given below (40) and λ1 =
1
2(n− 1, n− 1), λ4 = 12(n+ 3, n+ 3). Since
the sequence of operators is complex also the sequence (46) is a complex. Thus it
suffices to show that, at each point in the sequence, the dimension of the image has
maximal possible dimension. We can consider the symbol map up to a scalar multiple.
Let us denote
∑
α(ξXiα .f)(x)ei⊗ α for x ∈ U by fi ∈ H∗x ∼= V⊗E ⊂ V⊗End(S±).
The symbol of the first operator D1 is
σ(x,v)(D1) =
(
f1
f2
)
(47)
which is an injective map since if fi 6= 0 then fi is an isomorphism of spinor spaces.
The symbol σ(x,v)(D
2) is
σ(x,v)(D2) =
( −f2f1 f21
−f22 f2f1
)
(48)
If fi 6= 0 then f2i is a multiple of the identity matrix I ∈ End(S±) and thus the rank
of the matrix is equal to dim(S±). The symbol of the last operator D3 is
σ(x,v)(D3) =
( −f2 f1 ) (49)
and so the last symbol is surjective when restricted to H∗.
Although we have computed symbols and checked that the sequence is a complex for
a particular choice of Weyl structure over the open set U , both statements remain true if
we choose different Weyl structure over the set U . Instead of the set U , we can consider
open covering {pi(exp(g−)g)|g ∈ G} of the homogeneous space. All constructions work
over these sets as well and thus both statements hold on G/P.
Theorem 6. The sequence of operators for k = 2 is a complex and the symbol sequence
restricted to H is exact.
7 Sequence for k = 3.
In this section we will consider smooth P-equivarint function on pi−1(U) which are in
the image of the pullback q∗ : C∞(pi−1(U˜),W)P → C∞(pi−1(U),W)P where q is as in
(27). Any P-equivariant function on pi−1(U) is determined by its values on G− and any
smooth function f ∈ Im(q∗) is determined by its values on G−1. A smooth function
f is in the image Im(q∗) of q∗ iff f is constant on the orbits under the right action of
G−2 on pi−1(U). Using the flat Weyl structure (20), we see that this is equivalent to
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ξXf = 0 for all X ∈ g−2. Since G−1 ∼= Rn+k we have an analogy with the operators
appearing in the resolutions of the operator (1). The sequence for k = 3 looks like
Γ(Vλ1 ⊗ S±)
D1 // Γ((Vλ2 ⊗ S±)
D2 // Γ((Vλ3 ⊗ S±))
D4

D3 // Γ((Vλ4 ⊗ S±)
D6

Γ((Vλ8 ⊗ S±)
Γ(Vλ5 ⊗ S±)
D5 // Γ((Vλ6 ⊗ S±)
D7 // Γ((Vλ7 ⊗ S±))
D8
OO
(50)
where
λ1 =
1
2
(n− 1, n− 1, n− 1)
λ2 =
1
2
(n+ 1, n− 1, n− 1)
λ3 =
1
2
(n+ 3, n+ 1, n− 1)
λ4 =
1
2
(n+ 3, n+ 3, n− 1)
λ5 =
1
2
(n+ 5, n+ 1, n+ 1)
λ6 =
1
2
(n+ 5, n+ 3, n+ 1)
λ7 =
1
2
(n+ 5, n+ 5, n+ 3)
λ8 =
1
2
(n+ 5, n+ 5, n+ 5).
The operators D2, D4, D6, D7 are second order operators, others are first order opera-
tors. Considering only function belonging to the Im(q∗), one can verify directly that
the sequence is complex, i.e. in the middle box one can show that D6◦D3+D5◦D4 = 0,
and that the symbol sequence is exact on H.
Theorem 7. . The sequence of operators for k = 2 is a complex and the symbol
sequence restricted to H is exact.
Now we will give explicit formulas of the operators. Let {e1, e2, e3} be a basis of
Vλ2 . Then
D1(φ) =
e1 ⊗ ∂1φe2 ⊗ ∂2φ
e3 ⊗ ∂3φ
 . (51)
Let
hij = ei ∧ ej ⊗ ei, i 6= j, 1 ≤ i, j ≤ 3,
w1 =
1
3e1 ∧ e2 ∧ e3 − e3 ∧ e1e2,
w2 =
1
3e1 ∧ e2 ∧ e3 − e2 ∧ e3e1
be a basis of Vλ3 . With respect to this basis the operator D
2 is equal to e1 ⊗ φ1e2 ⊗ φ2
e3 ⊗ φ3
 7→
 hij ⊗ (∂i∂iφj − ∂j∂iφi)w1 ⊗ ({∂2, ∂3}φ1 − ∂1∂3φ2 − ∂1∂2φ3)
w2 ⊗ ({∂1, ∂3}φ2 − ∂2∂3φ1 − ∂2∂1φ3)
 . (52)
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For brevity we omit the ⊗ symbol. Let
v220 = e1e1 ∧ e2e2 − e2e1 ∧ e2e1,
v202 = e1e1 ∧ e3e3 − e3e1 ∧ e3e1,
v022 = e2e2 ∧ e3e3 − e3e2 ∧ e3e2,
v211 = e1e1 ∧ e3e2 + e1e1 ∧ e2e3 − e3e1 ∧ e2e1 − e2e1 ∧ e3e1,
v121 = e3e1 ∧ e2e2 + e1e3 ∧ e2e2 − e2e3 ∧ e2e1 − e2e1 ∧ e2e3,
v112 = e3e1 ∧ e3e2 + e1e3 ∧ e2e3 − e3e3 ∧ e2e1 − e2e1 ∧ e3e3
be a basis of Vλ4 . With respect to this basis the operator D3 is equal to
 hij ⊗ ψijw1 ⊗ ψ1
w2 ⊗ ψ2
 7→ 1
4

2v220 ⊗ (−∂1ψ21 − ∂2ψ12)
2v202 ⊗ (−∂1ψ31 − ∂3ψ13)
2v022 ⊗ (−∂3ψ23 − ∂2ψ32)
v211 ⊗ (−∂2ψ13 − ∂3ψ12 − ∂1ψ1)
v121 ⊗ (−∂1ψ23 − ∂3ψ21 − ∂2ψ2)
v112 ⊗ (∂2ψ31 + ∂1ψ32 − ∂3ψ1 − ∂3ψ2)
 . (53)
Let
(3, 1, 1) : w311 = e1 ∧ e3e1 ∧ e2e1 − e1 ∧ e2e1 ∧ e3e1
(1, 3, 1) : w131 = e2 ∧ e3e1 ∧ e2e2 − e1 ∧ e2e2 ∧ e3e2
(1, 1, 3) : w113 = e2 ∧ e3e1 ∧ e3e3 − e1 ∧ e3e2 ∧ e3e3
(2, 2, 1) : w221 = e2 ∧ e3e1 ∧ e2e1 + e1 ∧ e3e1 ∧ e2e2 − e1 ∧ e2e2 ∧ e3e1 − e1 ∧ e2e1 ∧ e3e2
(2, 1, 2) : w212 = e2 ∧ e3e1 ∧ e3e1 + e1 ∧ e3e1 ∧ e2e3 − e1 ∧ e3e2 ∧ e3e1 − e1 ∧ e2e1 ∧ e3e3
(1, 2, 2) : w122 = e2 ∧ e3e1 ∧ e3e2 + e2 ∧ e3e1 ∧ e2e3 − e1 ∧ e3e2 ∧ e3e2 − e1 ∧ e2e2 ∧ e3e3
be a preferred basis of Vλ5 . With respect to this basis the operator D4 is equal to hij ⊗ ψijw1 ⊗ ψ1
w2 ⊗ ψ2
 7→
1
8

2w311 ⊗ (∂1∂1(ψ1 + 2ψ2) + (2∂2∂1 + ∂1∂2)ψ13 − (∂1∂3 + 2∂3∂1)ψ12)
2w131 ⊗ (−∂2∂2(2ψ1 + ψ2) + (∂2∂3 + 2∂3∂2)ψ21 − (∂2∂1 + 2∂1∂2)ψ23)
2w113 ⊗ (∂3∂3(ψ1 − ψ2) + (∂3∂1 + 2∂1∂3)ψ32 − (∂3∂2 + 2∂2∂3)ψ31)
w221 ⊗ (∂1(∂2ψ2 − 3∂1ψ23) + ∂2(−∂1ψ1 + 3∂2ψ13)
+(∂1∂3 + 2∂3∂1)ψ21 − (∂2∂3 + 2∂3∂2)ψ12)
w212 ⊗ (∂1(∂3ψ1 + ∂3ψ2 + 3∂1ψ32) + ∂3(∂1ψ1 − 3∂3ψ12)
−(∂1∂2 + 2∂2∂1)ψ31 + (∂3∂2 + 2∂2∂3)ψ13)
w122 ⊗ (∂2(−∂3ψ1 − ∂3ψ2 − 3∂2ψ31) + ∂3(−∂2ψ2 + 3∂3ψ21)
+(∂2∂1 + 2∂1∂2)ψ32 − (∂3∂1 + 2∂1∂3)ψ23)

.
Let us denote by {h∗ij , w∗1, w∗2} the basis of Vλ6 dual to the basis of Vλ3 . With respect
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to this basis we can write the operator D5 as

w311 ⊗ ψ311
w131 ⊗ ψ131
w113 ⊗ ψ113
w221 ⊗ ψ221
w212 ⊗ ψ212
w122 ⊗ ψ122
 7→
1
24

h∗12 ⊗ (∂3ψ122 − ∂2ψ113)
h∗21 ⊗ (∂3ψ212 − ∂1ψ113)
h∗13 ⊗ (∂2ψ122 − ∂3ψ131)
h∗31 ⊗ (∂2ψ221 − ∂1ψ131)
h∗23 ⊗ (∂1ψ212 − ∂3ψ311)
h∗32 ⊗ (∂1ψ221 − ∂2ψ311)
w∗1 ⊗ (∂1ψ122 − ∂3ψ221)
w∗2 ⊗ (∂2ψ212 − ∂3ψ221)

.
The operator D6 is given by 
v220 ⊗ ϕ220
v202 ⊗ ϕ202
v022 ⊗ ϕ022
v211 ⊗ ϕ211
v121 ⊗ ϕ121
v112 ⊗ ϕ112
 7→
1
48

h∗12 ⊗ (−(∂3∂1 + 2∂1∂3)ϕ022 − (∂3∂2 + 2∂2∂3)ϕ112 + 3∂3∂3ϕ121)
h∗21 ⊗ ((∂3∂2 + 2∂2∂3)ϕ202 + (∂3∂1 + 2∂1∂3)ϕ112 − 3∂3∂3ϕ211)
h∗13 ⊗ ((2∂1∂2 + ∂2∂1)ϕ022 − (∂2∂3 + 2∂3∂2)ϕ121 + 3∂2∂2ϕ112)
h∗31 ⊗ (−(∂2∂3 + 2∂3∂2)ϕ220 + (∂2∂1 + 2∂1∂2)ϕ121 + 3∂2∂2ϕ211)
h∗23 ⊗ (−(∂1∂2 + 2∂2∂1)ϕ202 + (∂1∂3 + 2∂3∂1)ϕ211 − 3∂1∂1ϕ112)
h∗32 ⊗ ((∂1∂3 + 2∂3∂1)ϕ220 − (∂1∂2 + 2∂2∂1)ϕ211 − 3∂1∂1ϕ121)
w∗1 ⊗ (∂1∂1ϕ022 − 2∂2∂2ϕ202 + ∂3∂3ϕ220 − ∂1∂2ϕ112 − (∂3∂1 + ∂3∂1)ϕ121 + ∂3∂2ϕ211)
w∗2 ⊗ (2∂1∂1ϕ022 − ∂2∂2ϕ202 − ∂3∂3ϕ220 + ∂2∂1ϕ112 − ∂3∂1ϕ121 + (∂3∂2 + ∂2∂3)ϕ211)

.
The operator D7 is given by
h∗12 ⊗ ϕ12
h∗21 ⊗ ϕ21
h∗13 ⊗ ϕ13
h∗31 ⊗ ϕ31
h∗23 ⊗ ϕ23
h∗32 ⊗ ϕ32
w∗1 ⊗ ϕ1
w∗2 ⊗ ϕ2

7→
 e∗1 ⊗ (∂2∂2ϕ21 − ∂1∂2ϕ12 + ∂3∂3ϕ31 − ∂3∂1ϕ13 + {∂2, ∂3}ϕ1 − ∂3∂2ϕ2)e∗2 ⊗ (∂2∂2ϕ12 − ∂2∂1ϕ21 + ∂3∂3ϕ32 − ∂2∂3ϕ23 + {∂1, ∂3}ϕ2 − ∂3∂1ϕ1)
e∗3 ⊗ (∂1∂1ϕ13 − ∂3∂1ϕ31 + ∂2∂2ϕ23 − ∂3∂2ϕ32 − ∂2∂1ϕ1 − ∂1∂2ϕ2)
 .
The operator D8 is given by e∗1 ⊗ ψ1e∗2 ⊗ ψ2
e∗3 ⊗ ψ3
 7→ ( ∂1ψ1 + ∂2ψ2 + ∂3ψ3 ) .
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