Abstract. Ricci soliton contact metric manifolds with certain nullity conditions have recently been studied by Ghosh and Sharma. Whereas the gradient case is well-understood, they provided a list of candidates for the nongradient case. These candidates can be realized as Lie groups, but one only knows the structures of the underlying Lie algebras, which are hard to be analyzed apart from the three-dimensional case. In this paper, we study these Lie groups with dimension greater than three, and prove that the connected, simply-connected, and complete ones can be realized as homogeneous real hypersurfaces in noncompact real two-plane Grassmannians. These realizations enable us to prove, in a Lie-theoretic way, that all of them are actually Ricci soliton.
Introduction
A class of contact metric manifolds with certain nullity conditions, so-called the (κ, µ)-spaces, has been introduced by Blair, Koufogiorgos, and Papantoniou ( [7] ) as follows. that every non-Sasakian (κ, µ)-space is a locally homogeneous contact metric manifold, and its local geometry is completely determined by the dimension and the numbers (κ, µ).
Recall that a Riemannian metric g is called a Ricci soliton metric, or just a Ricci soliton for short, if there exist some constant c ∈ R and some vector field X ∈ X(M) such that the Ricci tensor Ric g satisfies Ric g = cg + L X g.
(1.2)
A Ricci soliton is said to be trivial if it is Einstein, that is, L X g = 0 holds. Studies on Ricci solitons in the frame work of contact geometry are interesting and have been developed (see [11, 14, 15] and references therein). For example, the first author has determined the structure of homogeneous contact gradient Ricci solitons ( [10] ). In [14] , Ghosh and Sharma have studied Ricci solitons on non-Sasakian (κ, µ)-spaces.
Theorem 1.2 ([14]
). Let M be a non-Sasakian (κ, µ)-space whose metric is a nontrivial Ricci soliton. Then M is locally isometric to either (0, 0)-space or (0, 4)-space as contact metric manifolds. Especially, if M is connected, simplyconnected, and complete, then M is isometric to one of the following spaces as contact metric manifolds: (1) the three-dimensional Gaussian soliton E 3 , (2) the gradient shrinking rigid Ricci soliton E n+1 × S n (4) with n > 1, (3) a simply-connected nongradient expanding Ricci soliton (0, 4)-space.
We refer to [26] for details on Ricci solitons (some notions will be mentioned in Section 3). In fact, the first two cases are well-known examples of gradient Ricci solitons ( [21, 26] ), and are (0, 0)-spaces.
The third case, that is the case of (0, 4)-spaces, is more complicated and quite interesting. Boeckx ([8] ) constructed these spaces as Lie groups with left-invariant contact metric structures. According to his construction, the three-dimensional one is isometric to Sol, in other words, the group E(1, 1) of rigid motions of the Minkowski two-space. This Ricci soliton has also been known ( [12] ). Higherdimensional (0, 4)-spaces may be thought as a generalization of Sol. For these spaces, one only knows the structures of the underlying Lie algebras, which are involved and hard to be analyzed.
The main result of this paper gives realizations of (0, 4)-spaces of dimension greater than three, as homogeneous real hypersurfaces in the noncompact real two-plane Grassmannians. Recall that a noncompact real two-plane Grassmannian G This homogeneous real hypersurface has been constructed in [4] , and studied in [3, 18] . This hypersurface can be obtained as an orbit of some solvable Lie group, which is in fact a codimension one subgroup of the solvable part AN of the Iwasawa decomposition SO 0 (2, n + 1) = KAN. In view of these facts, one can apply a general theory of Ricci soliton solvmanifolds (see Section 3), and a simple Lie-theoretic argument proves the following. Corollary 1.4. Every connected, simply-connected, and complete (0, 4)-space is Ricci soliton. Therefore, a connected, simply-connected, and complete nonSasakian (κ, µ)-space is Ricci soliton if and only if (κ, µ) = (0, 0) or (0, 4).
We note that, in [14] , it has not been explicitly mentioned whether (0, 4)-spaces of higher dimension are Ricci soliton or not. Therefore, our result complements the theorem of Ghosh and Sharma, from the viewpoint of submanifold geometry of symmetric spaces of noncompact type.
Notes on contact metric manifolds
In this section, we recall some necessary notions for contact metric manifolds, especially for (κ, µ)-spaces. Let M be a (2n+1)-dimensional manifold, and X(M) denote the set of all smooth vector fields on M.
Definition 2.1. We call M an almost contact manifold if it is equipped with a 1-form η, a vector field ξ ∈ X(M), and a (1, 1)-tensor field ϕ such that
An almost contact manifold is denoted by a quadruplet (M, η, ξ, ϕ). The vector field ξ is called the characteristic vector field. Note that one has
Definition 2.2. Let (M, η, ξ, ϕ) be an almost contact manifold. Then, a Riemannian metric g is called an associated metric if it satisfies
We call such (M, η, ξ, ϕ, g) an almost contact metric manifold. Note that, for an almost contact manifold (M, η, ξ, ϕ), there always exists an associated metric (see [22] ). It follows from (2.1), (2.2), and (2.3) that
Typical examples of almost contact metric manifolds are given by real hypersurfaces in Kähler manifolds. Note that we need them in our main theorem. Proposition 2.3 (see [3, 6] ). Let (M , J, g) be a Kähler manifold, and M be a connected oriented real hypersurface in M . Denote by N a unit normal vector field of M. We define the structure (η, ξ, ϕ, g) on M as follows:
• the Riemannian metric g is induced from the Riemannian metric on M ,
• the characteristic vector field ξ is defined by ξ := −JN, • the 1-form η is the metric dual of ξ, that is, η(X) = g(X, ξ),
• the (1, 1)-tensor field ϕ is defined by ϕX = JX − η(X)N. Then, (M, η, ξ, ϕ, g) is an almost contact metric manifold.
For an almost contact metric manifold (M, η, ξ, ϕ, g), the fundamental 2-form Φ on M is defined by
A contact metric manifold is denoted by (M, η, ξ, ϕ, g), and (η, ξ, ϕ, g) is called a contact metric structure on M. Note that Φ = dη implies
where we recall dim M = 2n + 1.
In this paper we study (κ, µ)-spaces, defined in Definition 1.1. We here summarize some basic facts on them.
Remark 2.5 ([7]
). A (κ, µ)-space satisfies κ ≤ 1. Furthermore, one has the following:
(1) κ = 1 implies h = 0. Therefore, a contact metric manifold is Sasakian if and only if it is a (κ, µ)-space with κ = 1. For a contact metric manifold (M, η, ξ, ϕ, g), a D-homothetic deformation means the change of the structure tensors bȳ
where a is a positive constant. Then, (M,η,ξ,φ,ḡ) is a contact metric manifold, and a D-homothetic deformation maps a (κ, µ)-space to a (κ,μ)-space, wherē
Non-Sasakian (κ, µ)-spaces, that is the case of κ < 1, have deeply been studied by Boeckx ([9] ). Among others, the following local rigidity is fundamental.
Then they are locally isometric as contact metric manifolds. In particular, if both are connected, simply-connected, and complete, then they are globally isometric.
This theorem enables one to classify connected, simply-connected, and complete non-Sasakian (κ, µ)-spaces. In fact, these spaces can be divided into two classes. The first class consists of the unit tangent sphere bundles over spaces of constant curvature, mentioned in Remark 2.5. The second class is given in [9] as Lie groups equipped with suitable contact metric structures. Definition 2.7. For each α, β ∈ R, we define a real (2n + 1)-dimensional Lie algebra g α,β with basis {ξ, X 1 , X 2 , . . . , X n , Y 1 , Y 2 , . . . , Y n } as follows:
Let G α,β be the simply-connected Lie group with Lie algebra g α,β , and define left-invariant structures on G α,β as follows:
• the left-invariant metric g is defined so that the above basis is orthonormal,
• the characteristic vector field is given by ξ,
• the 1-form η is the metric dual of ξ, that is, η(X) = g(X, ξ),
• the (1, 1)-tensor field ϕ is defined by
Then, Boeckx has shown the following.
Proposition 2.8 ([9, Section 4]). Assume that β > α ≥ 0. Then, the contact metric manifold (G α,β , η, ξ, ϕ, g) is a non-Sasakian (κ, µ)-space, where
In this paper, we are interested in (0, 4)-spaces. Note that (α, β) = (0, 2) implies (κ, µ) = (0, 4). Therefore, it then follows from Theorem 2.6 that a connected, simply-connected, and complete (0, 4)-space is isomorphic to G 0,2 . This Lie group G 0,2 will be studied in the following sections.
Notes on Ricci soliton solvmanifolds
This section gives some preliminaries for left-invariant Einstein or Ricci soliton metrics on solvable Lie groups. The results of this section will be used to show that the (0, 4)-spaces G 0,2 are nontrivial Ricci soliton.
Einstein solvmanifolds.
A metric Lie algebra (g, , ) is said to be Einstein if the Ricci operator satisfies Ric = cI for some c ∈ R. Note that a metric Lie algebra is Einstein if and only if the induced left-invariant metric on a corresponding Lie group is Einstein. A solvable Lie group equipped with a leftinvariant Einstein metric is called an Einstein solvmanifold. In order to recall a general theory of Einstein solvmanifolds, we need the following notion.
is symmetric with respect to , , and ad
Note that u ⊖ u ′ denotes the orthogonal complement of u ′ in u. In order to study the Einstein condition on a metric Lie algebra, the following particular vector plays an important role. ). Let (s, , ) be an Einstein solvable Lie algebra of Iwasawa type, and H 0 be the mean curvature vector of (s, , ). We put n := [s, s], a := s ⊖ n, and take a nonzero subspace a ′ ⊂ a. Then
This gives a simple and practical criterion, for a particular type of subgroups of an Einstein solvmanifold of Iwasawa type, to be Einstein. Note that any algebraic Ricci soliton gives rise to a Ricci soliton metric on the corresponding simply-connected Lie group G (see [19, 20] ). In fact, one can express the potential vector field X ∈ X(G) explicitly by
where ϕ t ∈ Aut(G) is defined by (dϕ t ) e = e −tD ∈ Aut(g). The obtained leftinvariant Ricci soliton metrics are also called algebraic Ricci solitons.
An algebraic Ricci soliton is called a solvsoliton if g is solvable, and a nilsoliton if g is nilpotent. A solvsoliton is said to be nontrivial if it is not Einstein. For nontrivial solvsolitons, the following properties have been known. Recall that a Ricci soliton is said to be expanding, steady, or shrinking, according as c < 0, c = 0, or c > 0, respectively. A Ricci soliton is said to be gradient if the vector field X is the gradient ∇f of a smooth function f .
Many structural results of solvsolitons have been obtained by Lauret ([20] ). Among others, solvsolitons can be characterized in terms of the nilradicals. . Let (s, , ) be a solvable metric Lie algebra, and n be the nilradical of s. We put a := s ⊖ n, and take c < 0. Then, (s, , ) is a solvsoliton with constant c if and only if the following conditions hold:
(1) (n, , | n×n ) is a nilsoliton with constant c,
Note that (ad A ) t denotes the transpose of ad A with respect to , , which is defined by
We also note that S(ad A ) denotes the symmetrizer of ad A , that is,
As a direct corollary of Theorem 3.6, we have the following "rank reduction" of solvsolitons. In this case, one can take any subspace a ′ of a.
Proposition 3.7. Let (s, , ) be a solvsoliton with constant c < 0, n be the nilradical of s, and a := s ⊖ n. Take any subspace a ′ of a, and put
′ is a subalgebra, and (s ′ , , | s ′ ×s ′ ) is a solvsoliton with constant c.
Proof. It is clear that s ′ is a subalgebra of s. We show the second assertion. Since (s, , ) is a solvsoliton, it satisfies Conditions (1)- (4) 
Take any A ∈ a ′ . Then, since ad A and (ad A ) t commute by assumption, we have
This shows Condition (3). It remains to prove Condition (4). By assumption, one has only to show that tr S(ad 
This completes the proof of (3.6).
The solvable model of the noncompact real two-plane Grassmannian
In this section, we introduce the solvable model of the noncompact real twoplane Grassmannian
with n ≥ 3. Note that M = G * 2 (R n+2 ) is an irreducible Hermitian symmetric space of noncompact type with rank M = 2 and dim M = 2n. Definition 4.1. Let c > 0 and n ≥ 3. We call (s(c), , , J) the solvable model of
Lie algebra whose bracket relations are defined by
• and other relations vanish, (2) , is an inner product on s(c) so that the above basis is orthonormal, (3) J is a complex structure on s(c) given by
Let S(c) denote the simply-connected Lie group with Lie algebra s(c). The induced left-invariant metric and (almost) complex structure on S(c) are denoted by the same symbols , and J, respectively. Our aim in this section is to prove the following theorem. 
The Iwasawa decompositions.
In this subsection, we recall some general facts on Iwasawa decompositions and the solvable parts. Refer to [17] . Let M = G/K be an irreducible Riemannian symmetric space of noncompact type, where G is the identity component of the isometry group, and K is the isotropy subgroup of G at some point o, called the origin. Denote by (g, k, θ) the corresponding symmetric pair, where g and k are the Lie algebras of G and K respectively, and θ is the Cartan involution. The eigenspace decomposition g = k ⊕ p with respect to θ is called the Cartan decomposition.
In order to define the Iwasawa decomposition, we need the restricted root system. Let us fix a as a maximal abelian subspace of p, and denote by a * the dual space of a. Then we define
for each λ ∈ a * . We call λ ∈ a * a restricted root with respect to a if g λ = 0 and λ = 0. Denote by Σ the set of restricted roots. Let Λ be a set of simple roots of Σ, and then denote by Σ + the set of positive roots associated with Λ. Let us define
Since [g λ , g µ ] ⊂ g λ+µ holds for all λ, µ ∈ Σ ∪ {0}, we have that n is a nilpotent Lie subalgebra, and a ⊕ n is a solvable Lie subalgebra of g. Proposition 4.4. Let S be the connected Lie subgroup of G with Lie algebra a ⊕ n. Then S is simply-connected and acts simply transitively on M = G/K. In particular, the following map is a diffeomorphism:
4.2. The solvable models. Let M = G/K be an irreducible Hermitian symmetric space of noncompact type. In this subsection, we recall the definition of its solvable model, which consists of the solvable part of the Iwasawa decomposition and two geometric structures on it.
First of all, we review geometric structures on M = G/K. Recall that one can identify p ∼ = T o (G/K). Hence, every K-invariant geometric structures on p (such as inner products and complex structures) can be extended to G-invariant geometric structures on M = G/K. The following are well-known facts on Hermitian symmetric spaces. 
This gives a complex structure on M = G/K, which is unique up to sign.
Proof. One can easily check that , g | p×p and ad(Z)| p are K-invariant. Hence they give rise to a G-invariant Riemannian metric and a G-invariant complex structure on M = G/K, respectively. The uniqueness of the metric follows from the Schur lemma, since M = G/K is irreducible. For the uniqueness of the complex structure, see [17, Theorem 4.5, Ch. VIII].
We here define the solvable model of M = G/K. In order to give geometric structures involved, we need the linear map
where p-subscript means the orthogonal projection onto p. Note that π is a linear isomorphism, since it satisfies 
In the following, we denote the induced left-invariant metric and complex structure on S by the same symbols , and J, respectively. The following is a key fact on the solvable model. 
4.3.
The Iwasawa decomposition of so(2, n). We now study the noncompact real two-plane Grassmannian
with n ≥ 3. Let g and k denote the Lie algebras of SO 0 (2, n) and SO(2) × SO(n), respectively. In this subsection, we describe the solvable part of the Iwasawa decomposition of g = so(2, n).
First of all, we recall the Cartan decomposition of g. Here and hereafter, we denote by E i,j (or E ij shortly) the usual matrix unit, and put
Then one knows that (4.10) and the Cartan involution θ is given by
The Cartan decomposition g = k ⊕ p with respect to θ is given by
We next describe the restricted root system and the root spaces of the symmetric space G * 2 (R n+2 ). Let us put
which is a maximal abelian subspace in p. Define ε i ∈ a * (i = 1, 2) by
We put α 1 := ε 1 − ε 2 , α 2 := ε 2 ∈ a * , and
For simplicity of the notations, we put
which will be used several times henceforth.
Lemma 4.8. The restricted root system of g with respect to a coincides with Σ. In particular, we have the following:
where the size of the every block decomposition is (2, 2, n−2). Therefore, both g α 1 and g α 1 +2α 2 are of dimension 1, whereas both g α 2 and g α 1 +α 2 are of dimension n − 2.
Proof. One can show each inclusion (⊃) by direct calculations. The converse inclusions can be seen by dimensional reasons. In fact, by the definition of the Iwasawa decomposition, one has
under a suitable choice of the set of simple roots. Furthermore, since the corresponding group S with Lie algebra a ⊕ n acts simply transitively on G * 2 (R n+2 ), we have
Therefore, all the equalities in the assertion, and also the equality in (4.17) hold. This concludes that the restricted root system coincides with Σ.
Note that the root system Σ is of type B 2 , and Λ := {α 1 , α 2 } is a set of simple roots of Σ. We thus have
We here take a basis of a ⊕ n, and see that it is isomorphic to s(c) defined in Definition 4.1.
Proposition 4.9. Let us define
A 2 := (c/2) ((E 13 + E 31 ) + (E 24 + E 42 )) ∈ a, (4.21)
Then they form a basis of a ⊕ n, and the bracket relations among them are exactly same as the ones in Definition 4.1.
Proof. It follows immediately from Lemma 4.8 that they form a basis of a ⊕ n. The bracket relations among them can be calculated directly, which we omit.
4.4.
The solvable model of G * 2 (R n+2 ). In this subsection we prove Theorem 4.2. Since the Lie algebras a ⊕ n and s(c) are isomorphic, we have only to show that the inner products and the complex structures are also isomorphic.
First of all, we describe the metric and the complex structure on G * 2 (R n+2 ), in terms of the Cartan decomposition g = k ⊕ p. 2 ) tr(
The minimal sectional curvature of G * 2 (R n+2 ) with respect to the metric given by the above , g | p×p coincides with −c 2 . (3) The following Z ∈ k gives a complex structure on G * 2 (R n+2 ), which is unique up to sign:
Proof. One knows that the Killing form B of g can be expressed as
for some k ′ > 0. On the other hand, the Cartan involution θ satisfies
for all X ∈ g. Therefore, by putting k := 1/(k ′ c 2 ), we have
Hence Proposition 4.5 yields the first assertion.
We show the second assertion. According to [17, Theorem 11.1, Ch. VII], the minimal sectional curvature of a symmetric space of noncompact type is given by − Hα, Hα g , whereα is the highest root, and Hα is the root vector determined by H, Hα g =α(H) for every H ∈ a. In the case of G * 2 (R n+2 ), we haveα = α 1 +2α 2 , and it follows from direct calculations that
Therefore, one has Hα, Hα g = c 2 , which shows the second assertion. For the third assertion, it is easy to see that the center C(k) of k coincides with span {Z}. Furthermore, Z satisfies
since U 2 = −I. This completes the proof.
We are now in position to prove Theorem 4.2, by studying the structures of the Lie algebra a ⊕ n explicitly.
Proof of Theorem 4.2. Let (a ⊕ n, , , J) be the solvable model of G * 2 (R n+2 ), defined in Definition 4.6. Consider the basis
given in Proposition 4.9. We have only to show that this basis satisfies the conditions in Definition 4.1.
Recall that X, Y g := (1/c 2 ) tr( t XY ) for X, Y ∈ g. Then, by Proposition 4.10, the minimal sectional curvature with respect to , g | p×p is equal to −c 2 . According to Proposition 4.7, the corresponding inner product , on a ⊕ n is given by
for all X, Y ∈ a ⊕ n. One can show by direct calculations that the above basis is orthonormal with respect to this inner product , .
Recall that the complex structure J on a ⊕ n is defined by
where π : a ⊕ n → p is the projection given by π(X) = (1/2)(X − θX), and Z is given in Proposition 4.10. Hence one can see that
By similar calculations, we have
Therefore J satisfies the condition in Definition 4.1.
Proof of the main theorem
In this section, we prove our main theorem, stating that G 0,2 of dimension 2n+1 with n ≥ 2 can be realized as a homogeneous hypersurface in the noncompact real two-plane Grassmannian G * 2 (R n+3 ).
Preliminaries on Lie hypersurfaces.
The contact metric manifolds G 0,2 will be realized as particular homogeneous hypersurfaces, called Lie hypersurfaces. For a Riemannian manifold M, an orbit of a cohomogeneity one action on M without singular orbits is called a Lie hypersurface in M. In this subsection, we review some results on Lie hypersurfaces in symmetric spaces of noncompact type. Let M = G/K be an irreducible Riemannian symmetric space of noncompact type, and keep the same notations in previous sections. Note that Lie hypersurfaces in M = G/K have been classified up to isometric congruence ( [4] ), which we describe here. One needs the notation
where ⊖ denotes the orthogonal complement. Note that, if E is in a suitable place, then s E is a subalgebra of a ⊕ n.
Theorem 5.1 ([4])
. Let E ∈ a⊕n be a nonzero vector, and assume that it satisfies E ∈ a or E ∈ g α i , where α i ∈ Λ is a simple root. Then s E := (a⊕n)⊖RE is a Lie subalgebra of a ⊕ n, and furthermore, orbits of the corresponding connected Lie subgroup S E of S are Lie hypersurfaces in M. Conversely, every Lie hypersurface in M can be constructed in this way up to isometric congruence.
The orbit S E .o through the origin o can naturally be identified with the Lie group S E itself, equipped with the left-invariant metric induced from S E ⊂ S. We here summarize some properties of the case of E ∈ a, which is of our particular interest.
Proposition 5.2. Let E ∈ a be a nonzero unit vector. Then the action of S E satisfies the following:
(1) All orbits of S E are diffeomorphic to Euclidean spaces.
(2) All orbits of S E are isometrically congruent to each other. Proof. The first assertion follows from [2, Proposition 1], and the second assertion has been known in [4] , see also [18] . We show the third assertion. Recall that the ambient space M ∼ = S is Einstein with negative constant. It then follows from Proposition 3.7 that the Lie algebra s E is a solvsoliton. Hence S E .o ∼ = S E is also a solvsoliton, since it is simply-connected by the first assertion. By the second assertion, all orbits of S E are solvsolitons.
5.2.
A particular Lie hypersurface in G * 2 (R n+3 ). In this subsection, we define and study a particular Lie hypersurface in the noncompact real two-plane Grassmannian M = G * 2 (R n+3 ). For the latter convenience, we equip M with the metric given by c = 2 √ 2. By Theorem 4.2, the minimal sectional curvature with respect to this metric is −8.
First of all, we define our Lie hypersurface. Let (s(2 √ 2) = a ⊕ n, , , J) be the solvable model of G * 2 (R n+3 ), defined in Section 4. Recall that
Note that dim a = 2 and dim n = 2n, which agree with dim G * 2 (R n+3 ) = 2n + 2. We here take a unit vector
By Theorem 5.1, one knows that s N := (a ⊕ n) ⊖ RN is a Lie subalgebra of a ⊕ n. Note that dim s N = 2n + 1. Let us put
Then, we obtain
which forms an orthonormal basis. The bracket relations on s N can be seen from the definition of the solvable model, which are summarized as follows.
Lemma 5.3. The nonzero bracket relations of s N with respect to the above basis are given by
Denote by S N the corresponding connected Lie subgroup of S. Then we obtain a Lie hypersurface S N .o in G * 2 (R n+3 ). In the remaining of this subsection, we show two properties of S N .o ∼ = S N . The first property is that S N .o ∼ = S N is a contact metric manifold. Recall that G * 2 (R n+3 ) is Kähler, and hence its real hypersurface S N .o admits an almost contact metric structure. Proof. Recall that the almost contact metric structures of s N are given as follows:
• the metric , is the induced metric, so that the basis given in (5.5) is orthonormal, • the characteristic vector field is given by −JN = ξ, • the 1-form η is defined by η(X) = X, ξ , • the (1, 1)-tensor field ϕ is defined by ϕ(X) = JX − η(X)N. We show Φ = dη, where Φ is the fundamental 2-form defined by
For dη, since the structures are left-invariant, one knows that
We thus have only to show that
for all X, Y ∈ s N . By direct calculations, one can see that ϕ satisfies
Therefore, in terms of the bracket relations given in Lemma 5.3, one can directly check that (5.8) holds, which completes the proof. The second property which we show in this subsection is that S N .o ∼ = S N is a nongradient expanding Ricci soliton. In fact, it is a nontrivial solvsoliton. Since T = (1/ √ 2)(−A 1 + A 2 ) and n ≥ 2, we have H 0 ∈ a ′ . It hence follows from Proposition 3.3 that s N is not Einstein, which completes the proof.
5.3.
Constructing an isomorphism. We are now in the position to prove our main theorem. For the proof, we review the left-invariant contact metric Lie group G 0,2 , and its Lie algebra g 0,2 = span{ξ,X 1 , . . . ,X n ,Ŷ 1 , . . . ,Ŷ n }. The left-invariant contact metric structures on G 0,2 are given as follows:
• the metric , is defined so that the above basis is orthonormal,
• the characteristic vector field ξ is given byξ,
• the 1-form η is the metric dual ofξ, that is, η(X) = X,ξ ,
• the (1, 1)-tensor field ϕ is defined by ϕ(ξ) = 0, ϕ(X i ) =Ŷ i , ϕ(Ŷ i ) = −X i .
Theorem 5.7. The contact metric manifold G 0,2 is isomorphic to the Lie hypersurface S N .o in G * 2 (R n+3 ) as contact metric manifolds.
Proof. Consider the following correspondence from s N to g 0,2 :
(5.14)
By comparing the bracket relations on s N and g 0,2 , one can see that the above correspondence gives an isomorphism from s N to g 0,2 as Lie algebras. Since both S N and G 0,2 are simply-connected, this gives rise to an isomorphism between S N and G 0,2 as Lie groups. By the definitions of the contact metric structures on S N and G 0,2 , one can see that they are isomorphic as contact metric manifolds.
Therefore, Theorem 1.3 directly follows from Theorem 5.7. Furthermore, by combining with Proposition 5.6, we can conclude that G 0,2 is a nongradient expanding Ricci soliton, which completes the proof of Corollary 1.4.
