Especificación, análisis y generación de entornos para lenguajes visuales de dominio específico by Guerra, Esther
DEPARTAMENTO DE INGENIERI´A INFORMA´TICA
UNIVERSIDAD AUTO´NOMA DE MADRID
Especificacio´n, Ana´lisis y Generacio´n de
Entornos para Lenguajes Visuales de
Dominio Espec´ıfico
Tesis Doctoral
Autor: Esther Guerra Sa´nchez
Directores: Dr. Juan de Lara Jaramillo




Los Lenguajes Visuales de Dominio Espec´ıfico (LVDEs) se utilizan con frecuencia para
el ana´lisis y disen˜o de sistemas, tareas que suelen realizarse en entornos de modelado. Para
construir estos entornos la tendencia actual es partir de una definicio´n de alto nivel del
LVDE, desde la cual se genera una herramienta que permite definir modelos conforme a la
sintaxis del lenguaje. Sin embargo, la complejidad de los sistemas software actuales requiere
entornos ma´s funcionales que permitan no so´lo dibujar modelos, sino tambie´n verificar su
consistencia, analizarlos, cuantificar su calidad, aplicar patrones de disen˜o, sintetizar co´digo
o generar informes.
Por esta razo´n, el objetivo de la presente tesis es facilitar la definicio´n de un conjunto de
funcionalidades orientadas al control de la calidad de los disen˜os, reduciendo o eliminando
la necesidad de codificarlos. Para ello se propone un marco basado en te´cnicas visuales
y formales para la definicio´n de LVDEs que contempla la especificacio´n de los tipos de
diagramas propuestos por el lenguaje visual, la generacio´n de mecanismos de consistencia
sinta´ctica derivados automa´ticamente a partir de la definicio´n del lenguaje, la verifica-
cio´n del sistema mediante su transformacio´n a un dominio sema´ntico formal y posterior
anotacio´n de resultados al lenguaje original, el uso de un lenguaje de consulta sobre mo-
delos basado en patrones que proporciona sincronizacio´n entre el modelo consultado y el
resultado de la consulta, la definicio´n de me´tricas espec´ıficas de dominio, y la definicio´n
de redisen˜os espec´ıficos de dominio (automatizables a partir del valor de las me´tricas).
La propuesta sigue un enfoque basado en meta-modelado para especificar la sintaxis del
lenguaje y de los distintos tipos de diagrama, y en sistemas de transformacio´n de grafos,
patrones y otros modelos para especificar la funcionalidad adicional.
El marco propuesto se ha validado mediante su implementacio´n en una herramienta de




Domain Specific Visual Languages (DSVLs) are frequently used for the specification and
design of systems. These tasks are usually automated by using modelling environments.
There is a trend to build such environments by providing a high-level specification of
the DSVL, and starting from this specification a tool is generated that allows defining
models conforming to the language syntax. However, the complexity of current software
systems requires more functional environments that allow not only drawing the models,
but also verifying their consistency, analyzing them, quantifying their quality, applying
design patterns, synthesizing code or generating reports.
In this way, the goal of this thesis is to facilitate the definition of a suite of functionali-
ties oriented to controlling the quality of the designs, reducing or eliminating the necessity
of coding. For this purpose, a framework for the definition of DSVLs is proposed that is
based on visual and formal techniques. It includes techniques for the specification of the
diagram types proposed by the visual language, the generation of syntactic consistency me-
chanisms derived from the language definition, the verification of the system by means of
its translation into a formal semantic domain as well as the back-annotation of the analysis
results to the initial notation, the use of a model query language based on patterns that
provides synchronization between the base model and the model resulting from the query,
the specification of domain specific metrics, and the definition of domain specific redesigns
(possibly automated by metric values). The proposal follows a meta-modelling approach
for the specification of the syntax and diagram types of the language, and on graph trans-
formation systems, patterns and additional models to specify the extra functionality.
The proposed framework has been validated by means of its implementation on a meta-
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Los Lenguajes Visuales (LVs) se utilizan en ingenier´ıa del software durante las fasesde planificacio´n, ana´lisis y disen˜o con objeto de razonar sobre el sistema software en
construccio´n. Existen estudios que demuestran co´mo, en ocasiones, el uso de una repre-
sentacio´n visual facilita la comprensio´n de un sistema ma´s que usar otra equivalente de
cara´cter textual [90, 116]. Dependiendo de su a´mbito de aplicacio´n, los LVs se clasifican
en dos categor´ıas: de propo´sito general si proporcionan primitivas gra´ficas generales para
modelar (potencialmente) cualquier sistema, y de dominio espec´ıfico si esta´n orientados
a un a´rea de conocimiento concreto para el que definen construcciones de alto nivel que
representan conceptos del dominio. Los LVs de Dominio Espec´ıfico (LVDEs) son fa´ciles de
aprender porque manejan conceptos del a´rea de aplicacio´n, de modo que el salto sema´ntico
entre el modelo mental del usuario y el del sistema es menor. Por esta razo´n permiten
incrementar la productividad de quienes los utilizan, as´ı como la calidad de los sistemas
especificados mediante su uso. Ma´s au´n, estos lenguajes son clave en paradigmas de desa-
rrollo dirigido por modelos [188], donde los modelos desempen˜an un papel fundamental
ya que son el artefacto inicial a partir del cual se genera automa´ticamente toda (o parte
de) la aplicacio´n. Algunos dominios que han adoptado el uso de LVDEs son la ingenier´ıa
web [37, 53, 163], las bibliotecas digitales [126], el intercambio de datos electro´nicos [81], el
modelado de formalismos h´ıbridos [111], la programacio´n paralela [22] o el disen˜o de redes
de tra´fico [184].
Debido a la complejidad que esta´n adquiriendo los sistemas software, una te´cnica ha-
bitual para facilitar su especificacio´n es dividirla en varios diagramas que capturan una
caracter´ıstica o vista del sistema utilizando el LV ma´s apropiado (que puede ser de do-
minio espec´ıfico). La familia de lenguajes usados para especificar un sistema se denomina
lenguaje multi-vista. Un ejemplo de lenguaje multi-vista de propo´sito general es UML2.0,
que define diferentes LVs para describir la estructura de un sistema (diagramas de clases
y objetos) as´ı como su comportamiento (diagrama de transicio´n de estados, de comuni-
cacio´n, etc.). De este modo la especificacio´n del sistema deja de ser monol´ıtica, y pasa a
estar formada por un conjunto de diagramas interrelacionados. Como consecuencia surge
el riesgo de introducir inconsistencias sinta´cticas y sema´nticas entre los distintos diagra-
mas que, no siendo detectadas a tiempo, lleven a la construccio´n de sistemas erro´neos.
Por ello se necesitan te´cnicas que ayuden a especificar formalmente estos lenguajes y que
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proporcionen mecanismos para asegurar la consistencia entre diagramas, analizar el siste-
ma descrito, y estudiar propiedades de intere´s. Tales mecanismos deber´ıan especificarse a
nivel de formalismo porque forman parte de la sema´ntica (y por tanto de la definicio´n) del
lenguaje, y adema´s porque permitir´ıa hacerlos independientes de la tecnolog´ıa usada para
su implementacio´n.
Adema´s, junto a la correccio´n y complecio´n de las especificaciones, existen otros valores
an˜adidos que pueden influir en el e´xito de un proyecto software, como por ejemplo la
facilidad de mantenimiento o uso del producto resultante. En este contexto, algunas de
las te´cnicas usadas para estudiar y mejorar este tipo de propiedades de calidad son: las
me´tricas para cuantificar las propiedades de un sistema [68], los patrones de disen˜o que
aportan soluciones probadas a problemas de disen˜o recurrentes [76], y el redisen˜o de la
estructura de los modelos de disen˜o con el fin de mejorar sus propiedades [105] (tambie´n
llamado refactoring de modelos [74, 133] si preserva el comportamiento).
El control de todas estas propiedades determinantes de la calidad de un producto soft-
ware deber´ıa incorporarse desde las fases iniciales del desarrollo [23], tarea para la cual
disponer de herramientas apropiadas es fundamental. De lo expuesto anteriormente pode-
mos concluir que los entornos usados para modelar sistemas deber´ıan integrar mecanismos
para: (i) verificar la consistencia y correccio´n sinta´ctica y sema´ntica de los sistemas; (ii)
obtener propiedades de intere´s; y (iii) cuantificar y mejorar su calidad. En paradigmas de
desarrollo tradicionales, disponer de tales entornos puede ayudar a detectar defectos antes
de la implementacio´n, ahorrando tiempo y dinero. En paradigmas de desarrollo dirigido por
modelos, donde se debe asegurar la correccio´n y calidad de los modelos antes de generar
co´digo, poder usar esos entornos es cr´ıtico para el e´xito del proyecto.
Los entornos de modelado tradicionales (o herramientas CASE) permiten construir mo-
delos escritos en un LV que puede ser multi-vista y de dominio espec´ıfico, pero la definicio´n
del lenguaje es fija. Los entornos ma´s avanzados proporcionan funcionalidades adicionales
para la verificacio´n, ana´lisis, medicio´n y redisen˜o de modelos. Sin embargo, usar estos en-
tornos puede resultar dif´ıcil si no se esta´ familiarizado con el lenguaje de modelado, o si
e´ste no refleja los conceptos del dominio de aplicacio´n. Adema´s, los mecanismos de verifi-
cacio´n y ana´lisis suelen ser poco flexibles ya que vienen predeterminados y sin posibilidad
de extensio´n. Por otro lado, los entornos existentes so´lo cubren un pequen˜o grupo de las
potenciales a´reas de aplicacio´n. Para el resto de a´reas se requiere desarrollar nuevos entor-
nos para el modelado con otros lenguajes. El problema es que desarrollar tales entornos
para la amplia variedad de LVDEs (que a d´ıa de hoy siguen surgiendo) es una actividad
que consume mucho tiempo y recursos, en especial si hay que integrar me´todos formales
de verificacio´n y medicio´n, siendo una tarea ardua que en muchos casos no se beneficia de
desarrollos previos.
Para solucionar estos problemas surgieron las herramientas de meta-modelado [51, 55,
63, 78, 118, 136, 195], tambie´n llamadas herramientas metaCASE o generadores de edi-
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tores de diagramas. Estas herramientas permiten generar automa´ticamente entornos de
modelado para un LVDE dado. Para ello so´lo se necesita especificar el lenguaje mediante
un meta-modelo. Esto permite la construccio´n de entornos de modelado gra´fico con gran
rapidez, ya que los formalismos usados para definir el meta-modelo suelen ser gra´ficos y de
alto nivel (como por ejemplo diagramas de clases UML). Sin embargo, los entornos as´ı ge-
nerados tienen menos funcionalidad an˜adida que los entornos de modelado tradicionales, ya
que muchas veces funcionan como meros editores donde poder especificar, salvar y recupe-
rar los modelos. So´lo en contadas ocasiones proporcionan mecanismos para la consistencia
entre modelos [118, 136, 195], el ana´lisis de propiedades o el soporte de criterios de calidad
dentro del dominio tratado, mecanismos que a menudo tienen que codificarse a mano. Por
tanto se necesitan nuevas te´cnicas y herramientas de meta-modelado que permitan generar
entornos visuales con funcionalidades avanzadas a partir de una descripcio´n formal y de
alto nivel de las mismas.
1.1. Antecedentes
En la actualidad existen muchas herramientas de meta-modelado capaces de describir
y generar entornos personalizados para LVDEs [51, 55, 63, 78, 118, 136, 195]. Sin embargo,
algunas so´lo permiten definir entornos para lenguajes con una u´nica vista, es decir, forma-
dos por un solo tipo de diagrama [51, 55]. Para el caso (frecuente) de lenguajes multi-vista,
la u´nica posibilidad que ofrecen es generar una herramienta distinta e independiente para
cada una de las vistas. Esto hace imposible garantizar la consistencia entre los modelos
especificados en las distintas herramientas, y ma´s au´n su ana´lisis.
Recientemente ha surgido una nueva familia de herramientas de meta-modelado que
permite generar entornos visuales con soporte para la consistencia sinta´ctica y de la
sema´ntica esta´tica entre las vistas de un sistema [63, 78, 118, 136, 195]. En algunos casos las
reglas de consistencia entre vistas las especifica el disen˜ador del entorno visual [118], nor-
malmente mediante co´digo, lo cual es un trabajo tedioso, repetitivo y propenso a errores.
En otros casos la herramienta genera automa´ticamente las reglas a partir de la informa-
cio´n del meta-modelo [136, 195], prefijando el paradigma de comportamiento usado para
mantener la consistencia en el entorno de modelado generado. Aunque esas reglas se pue-
dan modificar posteriormente a mano, ser´ıa interesante poder seleccionar el paradigma de
comportamiento antes de su generacio´n, para de ese modo evitar manipulaciones que pue-
den dar origen a la introduccio´n de errores inadvertidos. Adema´s, esto dar´ıa al disen˜ador
del entorno una mayor flexibilidad y control sobre el producto generado. En aquellas he-
rramientas donde las reglas se generan automa´ticamente, el enfoque ma´s usual para la
consistencia se basa en construir un repositorio u´nico donde las vistas del sistema esta´n
relacionadas. Algunas herramientas expresan esas relaciones de manera textual [152, 195],
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lo que dificulta realizar cambios en el comportamiento que se genera por defecto en el
entorno final. En otras ocasiones se utilizan notaciones parcialmente gra´ficas [82], lo que
facilita su especificacio´n. Sin embargo, pocas herramientas utilizan mecanismos gra´ficos,
de alto nivel y formales para especificar esas relaciones.
Adicionalmente, algunas propiedades esta´ticas se pueden verificar informalmente reali-
zando consultas sobre los modelos. Esto es muy u´til para extraer informacio´n de modelos
grandes o si el sistema esta´ especificado con varios modelos. Casi todas las herramientas
de meta-modelado disponen de algu´n lenguaje que permite realizar consultas sobre mode-
los, lenguaje que suelen heredar los entornos de modelado generados con ellas. Entre los
lenguajes usados hay textuales [176] y visuales [173], as´ı como declarativos [17, 173], impe-
rativos e h´ıbridos [155]. En algunos casos el resultado se muestra como un modelo nuevo, y
en otros casos se devuelve como una lista de objetos lo´gicos [78, 176] que implica un salto
de abstraccio´n entre el modelo consultado y el resultado de la consulta. Por u´ltimo, no
es frecuente que los lenguajes proporcionen mecanismos de sincronizacio´n entre el modelo
consultado y el resultante, de tal modo que para asegurarse de la consistencia del resultado
hay que volver a realizar la consulta.
Respecto a mecanismos para garantizar la consistencia de la sema´ntica dina´mica (com-
portamiento), as´ı como para el ana´lisis de propiedades, el enfoque ma´s frecuente es trans-
formar los modelos a un formalismo comu´n que proporcione los mecanismos adecuados
para ello, ya sea mediante simulacio´n o mediante te´cnicas de verificacio´n formal [121, 184,
186, 192]. En algunas ocasiones el proceso de transformacio´n se especifica de manera proce-
dimental. En otros casos la transformacio´n se especifica en herramientas de transformacio´n
de modelos que pueden estar integradas o no en la herramienta de meta-modelado. Si no
esta´n integradas, el disen˜ador del entorno visual esta´ obligado a cambiar de herramienta
segu´n la tarea a realizar, y adema´s debe especificar mecanismos para traducir los modelos
a la notacio´n utilizada por la herramienta de transformacio´n (y viceversa). Posteriormente,
en el entorno generado, el usuario tambie´n debe usar herramientas distintas para especi-
ficar y analizar el sistema. Si por el contrario, las herramientas de transformacio´n esta´n
integradas en el entorno de meta-modelado, au´n queda el problema de co´mo mostrar los
resultados del ana´lisis al usuario. Idealmente, el entorno de modelado generado deber´ıa
ser fa´cil de usar y orientado al usuario, lo cual significa que el proceso de transformacio´n,
ana´lisis y verificacio´n deber´ıa ser transparente al usuario, y las propiedades a verificar y las
respuestas obtenidas se deber´ıan expresar en el LVDE que el usuario esta´ usando. Para ello,
al mismo tiempo que el disen˜ador del entorno especifica la transformacio´n del LVDE y los
mecanismos de ana´lisis, tambie´n deber´ıa definir co´mo mostrar los resultados en te´rminos
del LVDE original. Sin embargo, casi ninguna herramienta de meta-modelado incluye me-
canismos para ello. En la literatura existen muy pocas propuestas de mecanismos generales
para la anotacio´n de resultados [186]. Las escasas herramientas que mencionan mecanismos
de este tipo [24] no explican co´mo se realiza, o los mecanismos son poco flexibles, esta´n
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codificados sin posibilidad de ser modificados por el disen˜ador del entorno, y so´lo permiten
anotacio´n uno-a-uno (un elemento del formalismo destino se traduce en un elemento del
LVDE origen).
Por otro lado, como se indicaba en la introduccio´n, una funcionalidad deseable en un
entorno de modelado es la inclusio´n de procesos para medir y mejorar la calidad de los
modelos, y en consecuencia del sistema que e´stos representan. De hecho, la necesidad de
nuevas herramientas para la modernizacio´n y evolucio´n del software es un tema candente
reconocido por la OMG. En la actualidad, su Architecture-Driven Modernization Task
Force [3] esta´ trabajando en el desarrollo de esta´ndares para herramientas de modernizacio´n
basadas en meta-datos, cuyo objetivo es facilitar el ana´lisis, visualizacio´n, refactoring y
transformacio´n de los sistemas software existentes. Con este propo´sito han publicado una
solicitud de propuestas (Request for Proposals) [4] para la especificacio´n de un meta-modelo
que defina me´tricas y refactorings, permita su intercambio, y sea lo suficientemente flexible
para adoptar nuevas clases de me´tricas a un mı´nimo coste.
Hoy en d´ıa existe una gran variedad de entornos de modelado que incorporan funcio-
nalidades para obtener me´tricas de los modelos [115, 164, 179]. Sin embargo, las me´tricas
suelen estar codificadas a priori, no son modificables, y las posibilidades de extensio´n son
muy limitadas. Algunas excepciones permiten extender el conjunto de me´tricas predefi-
nido, pero para un lenguaje predeterminado [164]. En otros casos proporcionan me´tricas
independientes del lenguaje que se pueden configurar para distintos lenguajes pero que,
en cualquier caso, esta´n siempre orientadas a un dominio concreto (muy frecuentemente
el de la orientacio´n a objetos) [115]. De manera similar, bastantes entornos de modelado
incorporan capacidades de refactoring, aunque e´stos suelen estar orientados a lenguajes
espec´ıficos fijos, donde la deteccio´n de do´nde aplicarlos debe hacerse a mano, y donde
el conjunto de refactorings esta´ predefinido y no es extensible por el usuario [157, 179].
Entre ellos, so´lo un pequen˜o nu´mero permite detectar automa´ticamente oportunidades de
refactoring [180].
En el a´rea de herramientas de meta-modelado no existen ejemplos donde se proporcione
un soporte real para definir de manera fa´cil me´tricas y redisen˜os aplicables a un LVDE
dado. En el caso de me´tricas, proporcionan a lo sumo librer´ıas que permiten su codifi-
cacio´n [78] a mano desde cero, lo cual no es de gran ayuda teniendo en cuenta la gran
variedad de me´tricas y de LVDEs a los que se pueden aplicar. Adema´s, la codificacio´n es
propensa a la introduccio´n de errores, e implica dominar el API del lenguaje de programa-
cio´n utilizado en la herramienta. Respecto a los redisen˜os, existen algunas herramientas de
meta-modelado que integran lenguajes de transformacio´n de modelos que se pueden usar
con este objetivo. Sin embargo, los redisen˜os as´ı especificados no se integran de manera au-
toma´tica en el entorno de modelado generado, sino que e´ste se debe modificar a posteriori
para incluirlos [51, 118]. En otros casos utilizan herramientas de transformacio´n de modelos
que ni siquiera esta´n integradas en el entorno generado, lo que requiere o bien trabajar con
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los dos entornos (de modelado y de transformacio´n) en paralelo, o bien definir mecanismos
de traduccio´n entre los dos, o hacer que ambos utilicen el mismo formato de representacio´n
de modelos (por ejemplo XMI). As´ı pues, de todo lo expuesto podemos deducir que se re-
quieren nuevas herramientas de meta-modelado que faciliten al disen˜ador del entorno visual
la tarea de definir me´tricas y redisen˜os para sus LVDEs, proporcionando para ello meca-
nismos de alto nivel, preferiblemente gra´ficos, que eliminen la necesidad de codificacio´n.
Ser´ıa igualmente interesante que esas herramientas permitieran establecer relaciones entre
me´tricas y redisen˜os, de tal modo que ciertos valores extremos en las primeras pudieran
forzar o simplemente sugerir la aplicacio´n de un conjunto de los segundos. Esto es algo que
no esta´ presente en ninguna de las herramientas de meta-modelado existentes. Finalmente,
los entornos de modelado generados deber´ıan integrar automa´ticamente dispositivos para
ejecutar las me´tricas y redisen˜os especificados.
1.2. Objetivos
El principal objetivo de esta tesis es la formalizacio´n de diversos aspectos avanzados en
la generacio´n de entornos para LVDEs definidos mediante meta-modelado. En concreto,
pretende definir un conjunto de te´cnicas que permitan, a partir de una definicio´n intuitiva,
visual y formal, la generacio´n de entornos para LVDEs con mecanismos integrados que
ayuden a incrementar la calidad de los modelos construidos en tales entornos. Esto incluye
mecanismos para garantizar la consistencia esta´tica y dina´mica entre modelos, para el
ana´lisis y la verificacio´n de modelos (donde las preguntas y respuestas deben poder darse
en te´rminos del LVDE), y para medir y mejorar las caracter´ısticas de calidad.
Para conseguir este propo´sito se plantean los siguientes objetivos generales:
(O1) Generacio´n automa´tica de entornos para LVDEs basados en meta-modelado, que per-
mitan la definicio´n de lenguajes multi-vista. Este objetivo se llevara´ a cabo mediante
la consecucio´n de los siguientes objetivos parciales:
(O1.1) Formalizacio´n de lenguajes visuales multi-vista.
(O1.2) Definicio´n de un mecanismo para garantizar la consistencia esta´tica entre vistas.
El mecanismo debe ser flexible para permitir diversos paradigmas de comporta-
miento.
(O1.3) Definicio´n de un mecanismo para garantizar la consistencia dina´mica entre vis-
tas.
(O1.4) Definicio´n de un mecanismo para la verificacio´n de propiedades sema´nticas. El
mecanismo debe proporcionar te´cnicas flexibles para definir la forma de expresar
los resultados, incluyendo en te´rminos del LVDE.
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(O1.5) Definicio´n de un lenguaje visual de consultas sobre modelos, donde los resulta-
dos sean a su vez modelos que se actualicen para reflejar cambios del modelo
consultado.
(O1.6) Construccio´n de una herramienta de soporte del marco.
(O2) Generacio´n automa´tica de entornos para LVDEs basados en meta-modelado, que
integren mecanismos para medir y mejorar la calidad de los modelos. Este objetivo
se llevara´ a cabo mediante la consecucio´n de los siguientes objetivos parciales:
(O2.1) Definicio´n de un cata´logo de me´tricas esta´ticas independientes del LVDE.
(O2.2) Definicio´n de un cata´logo de redisen˜os independientes del LVDE.
(O2.3) Definicio´n de un mecanismo para personalizar y configurar las me´tricas y redi-
sen˜os del cata´logo para un LVDE en concreto.
(O2.4) Definicio´n de un mecanismo para la deteccio´n de las partes candidatas a ser
redisen˜adas en un modelo.
(O2.5) Construccio´n de una herramienta de soporte del marco.
Todo lo aqu´ı expuesto sera´ desarrollado y justificado en los diferentes cap´ıtulos que
conforman esta tesis.
1.3. Me´todo de trabajo
La presente tesis se ha elaborado segu´n la metodolog´ıa presentada en [166], cuyos pasos
principales son: determinacio´n del problema, formulacio´n de la hipo´tesis, validacio´n de la
hipo´tesis y ana´lisis de resultados, los cuales se detallan a continuacio´n.
Determinacio´n del problema (cap´ıtulos 2 y 3). Este trabajo surgio´ tras un estudio de
las herramientas y enfoques existentes para la generacio´n de entornos de modelado
para LVDEs. Como ya se ha explicado, se detecto´ que en muchos casos los entornos
generados eran meros editores de diagramas. Esto es insuficiente para el modelado de
sistemas en general, y especialmente en paradigmas de desarrollo dirigido por mode-
los, donde se requieren entornos que ayuden activamente a la obtencio´n de modelos
con un alto nivel de calidad, por ejemplo garantizando su consistencia o proporcio-
nando mecanismos de ana´lisis y medicio´n. Tambie´n se detecto´ que estas herramientas
adolec´ıan con frecuencia de fundamentos so´lidos en me´todos formales. Por u´ltimo,
en muchos casos especificar el entorno requer´ıa un esfuerzo importante de codifica-
cio´n en algu´n lenguaje de programacio´n textual, haciendo necesario conocer el API
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apropiado segu´n la herramienta utilizada. Sin embargo, como defienden los paradig-
mas que usan estas herramientas, usar notaciones visuales ayudar´ıa a minimizar el
esfuerzo de realizar tales especificaciones.
Formulacio´n de la hipo´tesis (cap´ıtulo 4). As´ı pues, la hipo´tesis de la que se partio´ en
esta tesis es que es posible especificar y generar herramientas de modelado con capa-
cidad para gestionar la calidad de los modelos, utilizando para ello mecanismos de
alto nivel y formales. Adema´s, la tesis seguir´ıa la filosof´ıa de que “todo es un modelo”,
en el sentido de que la funcionalidad que se quisiera generar para una herramienta
deb´ıa especificarse mediante un modelo expresado en el LVDE ma´s apropiado.
Para verificar la correccio´n de la propuesta se decidio´ extender la herramienta de
meta-modelado AToM3 [51] para permitir la definicio´n de LVDEs segu´n el marco
propuesto, y generar los correspondientes entornos visuales.
Validacio´n de la hipo´tesis (cap´ıtulo 5). Partiendo de la hipo´tesis expuesta se definio´ el
marco que recoge este documento. El marco se valido´ emp´ıricamente mediante la
especificacio´n y generacio´n de entornos visuales para LVDEs multi-vista en distintos
a´reas de aplicacio´n. Para ello se uso´ la extensio´n de AToM3 realizada en este tra-
bajo de tesis. Dichos entornos se realizaron dentro del a´mbito de dos proyectos de
investigacio´n. El primero de ellos fue “MDD-SIGE: Desarrollo basado en modelos
de sistemas de informacio´n en Web para la gestio´n de emergencias” con referencia
CCG06-UC3M/TIC-0787, y financiado por la Comunidad de Madrid y la Universi-
dad Carlos III de Madrid. El segundo fue “ModuWeb: Desarrollo basado en modelos
de sistemas Web de tele-educacio´n”, con referencia TIN2006-09678, y financiado por
el Ministerio de Educacio´n y Ciencia, Dir. Gral. de Investigacio´n.
Ana´lisis de resultados (cap´ıtulo 6). Dichos entornos se definieron en colaboracio´n con
expertos en los dominios respectivos, validando de este modo la generalidad del enfo-
que mediante su aplicacio´n a distintos campos. Adema´s, los resultados obtenidos se
han publicado no so´lo en foros de meta-modelado y transformacio´n de grafos (te´cnicas
fundamentales en la solucio´n aportada), sino tambie´n en otros orientados al dominio
de aplicacio´n de los LVDEs utilizados (ve´ase siguiente seccio´n). Esto demuestra la
utilidad del enfoque en situaciones reales.
1.4. Publicaciones obtenidas
El presente trabajo ha dado lugar a las siguiente publicaciones:
Revistas internacionales:
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1. “Generacio´n de entornos de modelado avanzados mediante te´cnicas de transfor-
macio´n de grafos”. 2006. Esther Guerra, Paloma Dı´az y Juan de Lara. Revista
IEEE Ame´rica Latina, vol. 4(2), edicio´n especial JISBD’2005. Versio´n extendi-
da y traducida del art´ıculo “Supporting the automatic generation of advanced
modelling environments with graph transformation techniques”, pp.: 67-74 de las
actas de las X Jornadas de Ingenier´ıa del Software y Bases de Datos (JISBD’05).
2. “Event-driven grammars: Relating abstract and concrete levels of visual lan-
guages”. 2007. Esther Guerra y Juan de Lara. Software and Systems Mode-
ling (Springer), edicio´n especial ICGT’2004. pp.: 317-347. Versio´n extendida del
art´ıculo “Event-driven grammars: Towards the integration of meta-modelling
and graph transformation”, LNCS 3265, pp.: 54-69, presentado en 2nd Interna-
tional Conference on Graph Transformation (ICGT’04).
3. “Visual specification of measurements and redesigns for domain specific visual
languages”. 2007. Esther Guerra, Juan de Lara y Paloma Dı´az. Pro´xima publi-
cacio´n en Journal of Visual Languages and Computing (Elsevier Science). 38
pa´ginas.
Conferencias internacionales:
1. “Meta-modelling, graph transformation and model checking for the analysis of
hybrid systems”. 2003. Juan de Lara, Esther Guerra y Hans Vangheluwe. LNCS
3062, Springer. pp.: 292-298. Presentado en 2nd Applications of Graph Trans-
formation with Industrial Relevance (AGTIVE’03).
2. “A formal approach to the generation of visual language environments supporting
multiple views”. 2005. Esther Guerra, Paloma Dı´az y Juan de Lara. Actas del
2005 IEEE International Symposium on Visual Languages and Human-Centric
Computing (VL/HCC’05). pp.: 284-286.
3. “A multi-view component modelling language for systems design: Checking con-
sistency and timing constraints”. 2005. Juan de Lara, Esther Guerra y Hans
Vangheluwe. Actas del 2005 Workshop on Visual Modeling for Software Inten-
sive Systems (VMSIS’05). pp.: 27-34.
4. “Model transformation by graph transformation: A comparative study”. 2005.
Gabriele Taentzer, Karsten Ehrig, Esther Guerra, Juan de Lara, Laszlo Lengyel,
Tihamer Levendovszky, Ulrike Prange, Daniel Varro y Szilvia Varro-Gyapay.
Presentado en Model Transformation in Practice (MTiP’05).
5. “Model view management with triple graph transformation systems”. 2006. Esther
Guerra y Juan de Lara. LNCS 4178, Springer. pp.: 351-366. Presentado en 3rd
International Conference on Graph Transformation (ICGT’06).
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6. “Graph transformation vs OCL for view definition”. 2006. Esther Guerra y Juan
de Lara. Presentado en 1st International Workshop on OCL and Applications
(WAFOCA’06).
7. “Visual specification of metrics for domain specific visual languages”. 2006.
Esther Guerra, Paloma Dı´az y Juan de Lara. Publicacio´n prevista como ENTCS.
Presentado en 5th International Workshop on Graph Transformation and Visual
Modeling Techniques (GT-VMT’06).
8. “Model-driven development of digital libraries: Generating the user interface”.
2006. Alessio Malizia, Esther Guerra y Juan de Lara. Presentado en 2nd Inter-
national Workshop on Model Driven Development of Advanced User Interfaces
(MDDAUI’06). Actas publicadas como Vol. 214 de CEUR.
9. “Model-driven development of digital libraries: Validation, analysis and code
generation”. 2007. Esther Guerra, Juan de Lara y Alessio Malizia. Actas del
4th International Conference on Web Systems and Technologies (WEBIST’07).
pp.: 35-42. Seleccionado como uno de los mejores art´ıculos de la conferencia,
esta´ prevista la publicacio´n de una versio´n extendida como Lecture Notes in
Business Information Processing, Springer.
10. “A transformation-driven approach to the verification of security policies in web
designs”. 2007. Esther Guerra, Daniel Sanz, Paloma Dı´az e Ignacio Aedo. LNCS
4607, Springer. pp.: 269-284. Presentado en 7th International Conference on Web
Engineering (ICWE’2007).
Conferencias nacionales:
1. “A framework for the verification of UML models. Examples using Petri Nets”.
2003. Esther Guerra y Juan de Lara. Actas de las VIII Jornadas de Ingenier´ıa
del Software y Bases de Datos (JISBD’03). pp.: 325-334.
Cap´ıtulos de libro:
1. “Model-based development: Meta-modelling, transformation and verification”.
2005. Juan de Lara, Esther Guerra y Hans Vangheluwe. Cap´ıtulo del libro “Ma-
nagement of the object-oriented development process”, Idea Group Publishers.
Editado por Liping Liu y Boris Roussev.
2. “Meta-modelling and graph transformation for the definition of multi-view vi-
sual languages”. 2007. Esther Guerra y Juan de Lara. Cap´ıtulo del libro “Vi-
sual languages for interactive computing: Definitions and formalizations”, Idea
Group Publishers. Editado por Fernando Ferri.
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3. “Integrating measurements and redesigns in the definition of domain specific
visual languages”. Publicacio´n prevista en 2008. Esther Guerra, Juan de Lara y
Paloma Dı´az. Cap´ıtulo del libro Model-driven software development: Integrating
quality assurance, Idea Group Publishers. Editado por Jo¨rg Rech y Christian
Bunse.
Informes te´cnicos:
1. “Attributed typed triple graph transformation with inheritance in the double
pushout approach”. 2006. Esther Guerra y Juan de Lara. Informe te´cnico UC3M-
TR-CS-06-01 de la Universidad Carlos III de Madrid. 61 pa´ginas.
1.5. Estructura del documento
A continuacio´n se detalla la estructura de este documento, describiendo el objetivo
fundamental de cada cap´ıtulo.
Cap´ıtulo 1. Introduccio´n. Es el presente cap´ıtulo. Describe el contexto y la motivacio´n
que llevan al desarrollo de esta tesis. Incluye un resumen de objetivos, y la metodo-
log´ıa de trabajo seguida en su elaboracio´n.
Cap´ıtulo 2. Conceptos previos. Introduce brevemente algunos conceptos teo´ricos que
conforman la base sobre la que se elabora esta tesis: lenguajes visuales de dominio
espec´ıfico, meta-modelado, transformacio´n de modelos y calidad del software.
Cap´ıtulo 3. Estado del arte. Presenta un estudio de los principales enfoques existentes
para conceptos clave en esta tesis, como son: mecanismos de consistencia en lengua-
jes visuales (multi-vista), herramientas para la generacio´n de entornos visuales para
LVDEs, lenguajes de transformacio´n de modelos, herramientas CASE con capacida-
des de ana´lisis, verificacio´n y gestio´n de calidad de modelos, y herramientas para
desarrollo dirigido por modelos.
Cap´ıtulo 4. Marco para la especificacio´n, ana´lisis y generacio´n de entornos para
lenguajes visuales de dominio espec´ıfico. Este cap´ıtulo presenta la propuesta
realizada para generar entornos visuales para LVDEs que integren mecanismos de
control de calidad de los modelos construidos en tales entornos. Esto incluye consis-
tencia entre modelos, ana´lisis, consultas, medicio´n de las caracter´ısticas de calidad y
mejora de las mismas. Tambie´n describe la construccio´n de un prototipo que permite
la generacio´n de entornos visuales con tales funcionalidades a partir de descripciones
de alto nivel.
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Cap´ıtulo 5. Evaluacio´n. Recoge la evaluacio´n emp´ırica del marco propuesto mediante
la construccio´n de entornos para distintos LVDEs en el a´rea de los sistemas web y en
el de las bibliotecas digitales. Tambie´n muestra la construccio´n de un entorno para un
subconjunto del lenguaje de propo´sito general UML. La generacio´n de los entornos
se realiza con el prototipo desarrollado.
Cap´ıtulo 6. Conclusiones. Analiza el grado de cumplimiento de los objetivos presenta-
dos en el cap´ıtulo 1, enumera las aportaciones realizadas, y resume las conclusiones
obtenidas tras la elaboracio´n de la tesis. El cap´ıtulo finaliza indicando l´ıneas futuras
de investigacio´n abiertas a partir del presente trabajo.
Cap´ıtulo 2
Conceptos previos
En este cap´ıtulo se incluye una introduccio´n a distintos conceptos y te´cnicas clave parala elaboracio´n de la presente tesis, ya sea en su planteamiento o en su solucio´n.
La seccio´n 2.1 comienza presentando el meta-modelado. Esta te´cnica se usara´ para al-
canzar algunos de los objetivos marcados en esta tesis, sirviendo como base para especificar
LVDEs y generar entornos visuales para ellos.
Ya que a menudo tales entornos suelen incorporar lenguajes para la manipulacio´n de
modelos, en la seccio´n 2.2 se explica que´ es la transformacio´n de modelos, que´ tipos hay y
cua´ndo se utilizan. Se profundizara´ en la transformacio´n de grafos como mecanismo formal,
gra´fico y de alto nivel para la manipulacio´n de modelos, ya que junto al meta-modelado
constituye la base teo´rica del presente trabajo.
A continuacio´n, la seccio´n 2.3 describe que´ son los LVDEs, co´mo se definen y las ventajas
derivadas de su uso. Tambie´n se discuten te´cnicas habituales para la generacio´n de entornos
que los soporten, ba´sicamente el meta-modelado y la transformacio´n de grafos.
Finalmente, la seccio´n 2.4 estudia algunas te´cnicas habituales para controlar la cali-
dad del producto software durante las etapas iniciales de su desarrollo, esto es, durante
su ana´lisis y disen˜o. El te´rmino “calidad” es amplio e incluye esta´ndares, procedimientos,
calidad de procesos, etc. Aqu´ı so´lo se presentara´n te´cnicas que permiten comprobar, me-
dir o mejorar la calidad de los modelos de disen˜o que representan un sistema, como por
ejemplo me´todos formales para su especificacio´n y verificacio´n, me´tricas para cuantificar
caracter´ısticas de calidad, patrones de disen˜o como mecanismo de reutilizacio´n del conoci-
miento en un dominio, y redisen˜os orientados a la mejora de los atributos de calidad. Los
entornos de modelado deber´ıan integrar tales te´cnicas para ayudar a los desarrolladores a
la obtencio´n de sistemas de calidad.
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2.1. Meta-modelado
El meta-modelado [12] es un enfoque usado para describir y generar entornos para LV-
DEs. Esta te´cnica consiste en construir un modelo (llamado meta-modelo) que describe
el conjunto de todos los modelos va´lidos del lenguaje. El meta-modelo se suele especifi-
car usando notaciones visuales como diagramas de clases o entidad-relacio´n, ma´s restric-
ciones adicionales expresadas en un lenguaje de restricciones que suele ser textual como
OCL [189]. Por ejemplo, la figura 2.1 muestra una arquitectura de meta-modelado para el
lenguaje “Auto´matas Finitos”. A la izquierda, el meta-modelo del lenguaje se ha definido
mediante un diagrama de clases que contiene la definicio´n de los elementos, relaciones y
cardinalidades del lenguaje. El meta-modelo incluye una restriccio´n OCL que especifica
que el nombre de un estado debe ser u´nico. A la derecha se muestra un modelo va´lido del
lenguaje, esto es, un modelo “conforme” al meta-modelo dado.
Figura 2.1: Meta-modelo del lenguaje “Auto´matas Finitos”, y modelo conforme al meta-modelo
Las arquitecturas basadas en meta-modelado se organizan en niveles. Cada nivel contie-
ne la definicio´n de los modelos que se encuentran en el nivel inmediatamente inferior, y e´stos
deben ser conformes a la descripcio´n dada por el nivel superior. Aunque la arquitectura que
muestra la figura 2.1 contiene so´lo dos niveles (meta-modelo y modelo), la especificacio´n de
UML 2.0 [182] define 4 niveles que se muestran en la figura 2.2. El nivel ma´s alto (M3) con-
tiene los meta-meta-modelos que definen el lenguaje usado para especificar meta-modelos.
Este nivel incluye mecanismos para definir entidades (meta-clases), datos (meta-atributos),
operaciones (meta-operaciones) y relaciones (meta-relaciones). En la meta-arquitectura de
UML esos elementos se organizan como el meta-meta-modelo MOF (Meta-Object Facility),
similar a un subconjunto de los diagramas de clases UML. El nivel M2 contiene los meta-
modelos que definen lenguajes de modelado. En este nivel se encuentran, por ejemplo, la
descripcio´n de los auto´matas finitos, de los diagramas entidad-relacio´n o de los diagramas
UML. Los modelos conformes a alguno de los meta-modelos del nivel M2 pertenecen al
nivelM1. Por ejemplo, la figura muestra diversos modelos entidad-relacio´n escritos usando
el meta-modelo de diagramas entidad-relacio´n definido en el nivel superior. Finalmente,
M0 contiene los datos resultantes de la ejecucio´n de los modelos del nivel M1.
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Figura 2.2: Arquitectura de meta-modelado en 4 niveles
Por otro lado, para facilitar la especificacio´n de sistemas software complejos es habitual
usar una notacio´n distinta para capturar cada una de sus vistas o aspectos. A este tipo de
lenguajes de modelado que incluyen un conjunto de notaciones diferentes se les denomina
lenguajes multi-vista, entre los cuales UML2.0 es un ejemplo destacado. Cada notacio´n
individual esta´ definida segu´n su propio meta-modelo. Sin embargo, todas esas definiciones
se basan en un meta-modelo u´nico. Si los meta-modelos de dos notaciones solapan en el
meta-modelo u´nico, eso significa que existe una dependencia entre ellos ya que definen el
mismo concepto desde diferentes puntos de vista. Estas intersecciones definen restricciones
de consistencia que deben cumplir los modelos del nivel inferior.
Transition
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Figura 2.3: Definicio´n de un subconjunto de UML
Por ejemplo, la figura 2.3 muestra la definicio´n de un pequen˜o subconjunto de UML me-
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diante el meta-modelo de la parte superior. Este meta-modelo contiene clases, asociaciones
binarias, relaciones de herencia entre clases, ma´quinas de estados, estados y transiciones.
Como puede verse, el meta-modelo mezcla aspectos dina´micos y estructurales de la defini-
cio´n de un sistema. Para facilitar la especificacio´n de sistemas, en la parte inferior se definen
dos lenguajes (o tipos de diagrama) sobre el meta-modelo completo: uno para especificar la
estructura esta´tica (diagramas de clases) y otro para especificar el comportamiento (ma´qui-
nas de estados). El primero contiene clases, asociaciones y relaciones de herencia, mientras
que el segundo so´lo contiene ma´quinas de estados, estados, transiciones y las clases a las
que se asocian las ma´quinas de estados. Puede verse que el concepto clase esta´ presente en
los dos lenguajes, y que de hecho en el segundo caso so´lo define un atributo nombre. Sin
embargo ambos se refieren al mismo concepto en el meta-modelo u´nico, y por tanto existe
una dependencia indirecta entre los dos sub-lenguajes.
2.1.1. Herramientas de meta-modelado
Una de las principales aplicaciones del meta-modelado es la generacio´n de herramientas
de modelado (o herramientas CASE) para un formalismo dado, a partir de la descripcio´n
de su sintaxis mediante un meta-modelo [50, 118]. El meta-modelado permite definir ra´pida
y fa´cilmente entornos visuales para la manipulacio´n de lenguajes visuales que se ajustan
tanto a dominios espec´ıficos como a las necesidades del desarrollador. Al trabajar a mayores
niveles de abstraccio´n se consigue reducir el desarrollo de co´digo al mı´nimo, aumentando
la productividad y calidad del producto, y minimizando los costes de codificacio´n, pruebas
y mantenimiento.
Las herramientas de meta-modelado (tambie´n llamadas metaCASE) se basan en una
arquitectura de tres capas que se corresponden con los niveles de meta-modelado M3-M2-
M1. La capa ma´s alta incluye el lenguaje utilizado para definir los meta-modelos, el cual
suele ser gra´fico (por ejemplo diagramas de clases o entidad-relacio´n) y esta´ normalmente
fijo. La capa intermedia contiene el meta-modelo del formalismo, que es especificado por
el usuario de la herramienta. Finalmente, en la capa inferior esta´n las herramientas de
modelado generadas automa´ticamente a partir de los meta-modelos, las cuales permiten la
manipulacio´n de modelos que son instancias del formalismo descrito.
Respecto a los entornos generados mediante meta-modelado, existen tres opciones (que
pueden usarse en combinacio´n) para dotarles de funcionalidad. En el primer caso, el en-
torno generado esta´ formado por un nu´cleo central predefinido que se completa con co´digo
espec´ıfico generado a partir del meta-modelo del formalismo. Este enfoque es adecuado si el
dominio de la aplicacio´n se conoce bien, pero no permite an˜adir funcionalidades adicionales
espec´ıficas del entorno generado. Para evitar este problema, hay casos en que como segun-
da opcio´n se permite desarrollar funciones en el lenguaje de implementacio´n del entorno
generado, funciones que posteriormente se integrara´n en el mismo. La desventaja es que
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estos lenguajes son de bajo nivel (en comparacio´n con la notacio´n usada para describir el
meta-modelo) y requiere conocer el API del lenguaje de implementacio´n. Finalmente, la
tercera opcio´n es incluir informacio´n sobre la funcionalidad adicional del entorno generado
en la capa de meta-modelado, usando para ello una notacio´n de alto nivel. Elevar el nivel
de abstraccio´n lleva a un menor tiempo de desarrollo de las nuevas funcionalidades, la
curva de aprendizaje es menor que la de notaciones de bajo nivel, y la calidad del entorno
resultante tiende a incrementarse.
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2.2. Transformacio´n de modelos
La transformacio´n de modelos consiste en transformar un modelo origen conforme a un
meta-modelo, en un modelo destino conforme a otro meta-modelo (que puede ser distinto
o el mismo). Este tipo de transformaciones es uno de los pilares del Desarrollo de Software
Dirigido por Modelos (DSDM), donde se utilizan para transformar modelos independien-
tes de la plataforma en modelos dependientes de la plataforma [131, 188], simulacio´n,
optimizacio´n y ana´lisis del modelo destino. En particular, la transformacio´n de modelos
esta´ teniendo un gran auge a partir de propuestas espec´ıficas para el DSDM como la
promovida por la OMG con su arquitectura dirigida por modelos (MDA, Model-Driven
Architecture) [131, 188] y su lenguaje para consultas, vistas y transformaciones QVT [155].
Las transformaciones de modelos se pueden clasificar segu´n dos caracter´ısticas ortogo-
nales: los meta-modelos fuente y destino de la transformacio´n y el nivel de abstraccio´n. Si
nos fijamos en la primera caracter´ıstica podemos tener transformaciones que son:
Inter-formalismo o exo´genas [134], si los meta-modelos origen y destino son distin-
tos. Este tipo de transformaciones se puede utilizar con propo´sitos de ana´lisis, de
tal modo que la transformacio´n se realiza a un dominio sema´ntico que proporciona
herramientas para el estudio de propiedades sobre el modelo original. En este caso,
la transformacio´n debe preservar las caracter´ısticas bajo investigacio´n. Otros campos
de uso de este tipo de transformaciones son la migracio´n (por ejemplo a versiones
posteriores de un lenguaje), o la transformacio´n de modelos independientes de la
plataforma a dependientes de la plataforma. Finalmente, la simulacio´n tambie´n se
podr´ıa considerar una transformacio´n exo´gena iterativa desde un formalismo fuente
a un formalismo “trazas”, donde una traza es una secuencia ordenada de eventos que
contienen informacio´n sobre el estado de las variables del sistema simulado, as´ı como
el tiempo de simulacio´n.
Intra-formalismo o endo´genas [134], si los meta-modelos origen y destino son el mis-
mo. Estas transformaciones se utilizan para optimizacio´n, simplificacio´n, redisen˜o de
modelos, animacio´n, etc.
Dependiendo del nivel de abstraccio´n de los modelos fuente y destino podemos tener
transformaciones que son:
Horizontales, si transforman el modelo a otro formalismo con el mismo nivel de abs-
traccio´n. Por ejemplo, el redisen˜o de modelos (que es intra-formalismo) o la migracio´n
(que es inter-formalismo) pertenecen a esta categor´ıa.
Verticales, si el modelo destino tiene un nivel de abstraccio´n distinto que el origen.
La generacio´n de co´digo se considera en muchas ocasiones una transformacio´n ver-
tical desde una notacio´n con un mayor nivel de abstraccio´n (el modelo) a uno de
2.2. Transformacio´n de modelos 19
menor abstraccio´n (el co´digo). En la direccio´n opuesta podemos citar como ejemplo
la ingenier´ıa inversa, que es una transformacio´n vertical desde un nivel de abstraccio´n
menor (el co´digo) a uno mayor (el disen˜o).
Existen numerosos lenguajes de transformacio´n de modelos tanto visuales [6, 142, 159,
162] como textuales [14, 44], y definidos segu´n una base formal [17, 159, 162] o semi-
formal [6, 14, 142]. En cualquier caso, existen ciertas propiedades deseables en una trans-
formacio´n de modelos que so´lo son verificables bajo la perspectiva de un lenguaje formal.
Las propiedades de correccio´n ma´s t´ıpicas de una transformacio´n son las siguientes:
terminacio´n: la transformacio´n termina en una cantidad finita de tiempo.
confluencia: partiendo de un modelo origen, el resultado de la transformacio´n es
u´nico.
consistencia sinta´ctica: el modelo resultante de la transformacio´n es conforme al
meta-modelo destino.
consistencia sema´ntica: la transformacio´n preserva las propiedades sema´nticas de
intere´s.
Esta tesis persigue la utilizacio´n de te´cnicas formales y visuales para la especificacio´n y
generacio´n de herramientas de modelado para LVDEs. En esos entornos, los lenguajes de
transformacio´n de modelos se pueden utilizar para la manipulacio´n de modelos. Dentro de
ese contexto, la transformacio´n de grafos [159] resulta ser un lenguaje de transformacio´n de
modelos que presenta ambas caracter´ısticas: ser visual y formal (adema´s de declarativo).
Por esa razo´n, la solucio´n propuesta en esta tesis tiene como base la transformacio´n de
grafos, cuyos principales conceptos se introducen a continuacio´n.
2.2.1. Transformacio´n de grafos
Ya que los modelos, meta-modelos y meta-meta-modelos se pueden representar co-
mo grafos con tipos y atributos, es posible utilizar transformacio´n de grafos para realizar
transformacio´n de modelos de manera gra´fica, intuitiva, declarativa y formal [159]. Existen
ejemplos de su aplicacio´n en a´reas muy diversas, como la transformacio´n de modelos [64],
el modelado de entornos para lenguajes visuales [138], la simulacio´n visual [52], la formali-
zacio´n de refactorings [104, 133], la biolog´ıa [158], la seguridad [160], los servicios web [39],
etc.
Las grama´ticas de grafos son la extensio´n natural de las grama´ticas de Chomsky (sobre
cadenas) al dominio de los grafos. Esta´n formadas por reglas de produccio´n declarativas
que contienen grafos en sus partes izquierda (L) y derecha (R). La aplicacio´n de una regla
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a un grafo anfitrio´n consiste en encontrar un morfismo va´lido desde su parte izquierda
al grafo, y sustituirlo por su parte derecha. Las reglas de una grama´tica se aplican de
manera no determinista en el grafo anfitrio´n hasta que no es posible aplicar ninguna ma´s.
La sema´ntica de una grama´tica de grafos son todos los grafos posibles que pueden resultar
de la aplicacio´n de las reglas sobre un grafo inicial.
Los sistemas de transformacio´n de grafos pueden mostrar dos clases de no-determinismo.
Primero, la parte izquierda de la regla puede encontrarse en distintas partes del grafo
anfitrio´n. En ese caso, o bien la regla se aplica en paralelo en todas las partes si e´stas
son disjuntas, o bien se aplica en so´lo una de ellas, la cual puede elegirse aleatoriamente
o ser elegida por el usuario. La segunda fuente de no-determinismo es que dos o ma´s
reglas pueden ser aplicables en un determinado momento. En principio, el orden en que se
aplican las reglas de una grama´tica de grafos es arbitrario. Sin embargo, existen te´cnicas
para controlar el orden de ejecucio´n de las reglas tales como la utilizacio´n de lenguajes de
control [102], el uso de prioridades en las reglas, y la divisio´n de reglas en capas.
La teor´ıa sobre transformacio´n de grafos se viene desarrollando desde la de´cada de los 70.
La forma de las reglas, el algoritmo de bu´squeda empleado sobre el grafo, y el mecanismo
de aplicacio´n de las reglas, determinan los distintos enfoques teo´ricos existentes para la
transformacio´n de grafos. Brevemente, los principales enfoques son [159]:
Sistemas de reetiquetado de nodos: las reglas en este tipo de sistemas no cambian la
morfolog´ıa del grafo anfitrio´n, sino so´lo el etiquetado de sus ve´rtices y/o relaciones.
La aplicacio´n de una regla modifica un subgrafo conexo de taman˜o fijo en funcio´n
del contexto.
Grama´ticas de hipergrafos: un hipergrafo es una generalizacio´n de un grafo dirigido
con un conjunto finito de nodos y un conjunto finito de hiper-relaciones. Cada hiper-
relacio´n tiene una etiqueta y esta´ conectada mediante ve´rtices a distintos nodos.
Las reglas de una grama´tica de este tipo contienen una hiper-relacio´n en su parte
izquierda que se sustituye por el hipergrafo que se especifica en la parte derecha (esto
es, son libres de contexto).
Enfoque algebraico: modela la aplicacio´n de una regla en un grafo mediante cons-
trucciones pushout (PO). Un PO es una construccio´n catego´rica que, en el caso de
grafos, se construye como la unio´n de dos grafos a trave´s de un subgrafo comu´n
(ve´ase ape´ndice A). Existen dos variantes: single- y double-pushout (SPO y DPO
respectivamente) segu´n se utilicen uno o dos POs en una derivacio´n directa.
Enfoque basado en lo´gica: en este enfoque las reglas y propiedades de los grafos se
expresan en lo´gica mona´dica de segundo orden.
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Teor´ıa de 2-estructuras: marco para la descomposicio´n y transformacio´n de sistemas
matema´ticos donde los objetos del sistema esta´n relacionados mediante una o ma´s
relaciones binarias, como por ejemplo ocurre con los grafos.
Sistemas de reemplazo de grafos programados: combinan los aspectos habituales de
la transformacio´n de grafos con estructuras de control imperativas que controlan la
eleccio´n no-determinista en el orden de aplicacio´n de las reglas.
Entre los enfoques mencionados, una de las formalizaciones ma´s populares es el Double
Pushout (DPO) [61], que utiliza teor´ıa de categor´ıas para modelar reglas y derivaciones.
El siguiente apartado presenta de manera intuitiva dicho enfoque.
Enfoque algebraico Double Pushout
Una regla de reescritura o produccio´n en DPO es una terna de componentes p = L
l←−
K
r−→ R. L y R se denominan parte izquierda y derecha de la regla, respectivamente, y l
y r son morfismos normalmente inyectivos. La parte izquierda describe las precondiciones
necesarias para aplicar la regla, mientras que la parte derecha representa postcondiciones.
El grafo interfaz K contiene los elementos comunes en L y R, esto es, los elementos que
la aplicacio´n de la regla preserva. Intuitivamente, L − K contiene los elementos que se
eliminara´n al aplicar la regla, mientras que R−K contiene los que se creara´n.
A grandes rasgos, una transformacio´n de grafos directa con una produccio´n p se realiza
en 3 pasos. Primero, debe encontrarse un morfismo m desde la parte izquierda L de la regla
al grafo anfitrio´n G. Despue´s, todos los ve´rtices de L −K se borran de G, obteniendo el
grafo intermedio D. Por u´ltimo, D y R−K se pegan a trave´s de los elementos identificados
por K para obtener el grafo resultante de la transformacio´n. Una transformacio´n de grafos
es una secuencia de cero o ma´s transformaciones de grafos directas.
Formalmente, una derivacio´n directa para una produccio´n p = L
l←− K r−→ R dado un
morfismo m : L → G se construye mediante dos POs, tal y como muestra el diagrama de
la figura 2.4. Primero, el PO (1) elimina de G los elementos de L−K, obteniendo el grafo
de contexto D. Despue´s, el PO (2) an˜ade al grafo de contexto los elementos de R − K,
obteniendo el grafo H resultante y completando la derivacio´n directa G ⇒ H v´ıa p y m.
No´tese que, en realidad, en el primer paso lo que se calcula es el complemento PO. Para que
dicho complemento exista es necesario que se cumplan dos condiciones adicionales, deno-
minadas “enlaces colgantes” y condicio´n de identificacio´n. La primera condicio´n especifica
que si la aplicacio´n de una regla no borra un enlace, entonces los nodos origen y destino
del enlace tambie´n se tienen que preservar (de otro modo quedar´ıa un enlace “colgando”).
La condicio´n de identificacio´n especifica que si dos nodos o enlaces del grafo interfaz K se
identifican con un u´nico elemento del grafo anfitrio´n (mediante un morfismo no inyectivo),
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entonces ambos elementos se tienen que borrar o preservar, ya que si uno se elimina y el
















Figura 2.4: Derivacio´n directa en el enfoque Double Pushout
Una secuencia G0 ⇒ G1 ⇒ ...⇒ Gn de derivaciones directas se llama derivacio´n, y se
denota como G0
∗⇒ Gn.
La figura 2.5 muestra la aplicacio´n de una regla a un grafo anfitrio´n G. Tanto los
componentes de la regla como el grafo se muestran utilizando una sintaxis concreta, donde
algunos atributos se representan como decoraciones de los nodos y relaciones (por ejemplo,
el valor asociado a una transicio´n se dibuja como una decoracio´n sobre la misma). La regla,
que se muestra en la parte superior, especifica un paso en la simulacio´n de un auto´mata
finito. Su parte izquierda muestra dos estados etiquetados 1 y 3, conectados a trave´s de
una transicio´n con etiqueta 2. El nodo 4 tiene una relacio´n que apunta al estado actual y
otra que apunta a una cola de entradas. Si el valor de la primera entrada es igual al valor
de la transicio´n (variable x), la regla consume la primera entrada de la cola y cambia el
estado actual. A lo largo de este documento se usara´ la misma notacio´n que en la figura,
etiquetando so´lo los elementos que la regla preserva. La figura muestra la aplicacio´n de la
regla a un grafo con 3 estados. La imagen de L en el grafo se muestra coloreada. En la
derivacio´n, la variable x de la regla toma el valor b, y el estado actual se mueve de s0 a s1.
La derivacio´n se realiza en dos pasos: primero borra los elementos que esta´n en L y no en
K, obteniendo el grafo D, y a continuacio´n an˜ade a D los elementos de R que no esta´n en
K, dando como resultado el grafo H. La regla puede volver a aplicarse en H si los estados
1 y 3 de L toman como valor el estado s2 del grafo mediante un morfismo no inyectivo.
Como puede observarse, el componente K de una regla se puede calcular como el
conjunto de elementos que tienen las mismas etiquetas en las partes derecha e izquierda
de la regla. Por ello, en lo que resta de documento se omitira´ mostrar K en las reglas.
Tambie´n es bastante usual dibujar las reglas utilizando una notacio´n compacta en la que los
componentes L y R se muestran en un solo grafo. En ese caso, los elementos que la regla crea
aparecen etiquetados como “new”, y los elementos que borra aparecen etiquetados como
“del”. Por ejemplo, la figura 2.6 muestra la regla de la figura 2.5 en su forma compacta.
El contexto en que una regla es aplicable se puede restringir mediante el uso de condi-
ciones de aplicacio´n [61]. Una condicio´n de aplicacio´n esta´ formada por un grafo premisa
y un conjunto de grafos consecuencia. Dada una imagen de la parte izquierda de una regla
en un grafo, si es posible encontrar la premisa en el grafo, entonces es necesario encontrar
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Figura 2.5: Ejemplo de derivacio´n directa
Figura 2.6: Ejemplo de regla en notacio´n compacta
la imagen de alguna de las consecuencias para que la instancia de la parte izquierda sea
va´lida (y la regla se pueda aplicar). Esto debe cumplirse para todas las condiciones de
aplicacio´n definidas para la regla. Hay dos condiciones de aplicacio´n especiales. La primera
se da cuando se especifica una premisa pero ninguna consecuencia, y se denomina Condi-
cio´n de Aplicacio´n Negativa (NAC). En ese caso, encontrar una imagen de la premisa hace
que la regla no se pueda aplicar. El segundo tipo se denomina Condicio´n de Aplicacio´n
Positiva (PAC), y se da cuando el grafo premisa es isomorfo a la parte izquierda y adema´s
existe algu´n grafo consecuencia. En este caso, es necesario encontrar al menos una imagen
de alguna de las consecuencias para que la regla se pueda aplicar.
De manera formal, una condicio´n de aplicacio´n esta´ formada por un morfismo x : L→ X
de L al grafo premisa X, un conjunto de grafos consecuencia Yi, y morfismos yi desde X
a cada Yi: c = {L x−→ X,X yi−→ Yi}, tal y como muestra el diagrama de la figura 2.7. La
condicio´n de aplicacio´n satisface el morfismo m si no existe un morfismo n : X → G tal
que n ◦x = m. Si tal n existe, entonces la condicio´n de aplicacio´n satisface m so´lo si existe
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Figura 2.7: Condicio´n de aplicacio´n de una regla
La figura 2.8 muestra un ejemplo de derivacio´n directa para una regla con NAC. El
morfismo entre la LHS y la NAC de la regla se representa mediante los elementos etique-
tados con los mismos nu´meros (en este caso so´lo el nodo 1). La regla crea un puntero al
estado inicial, y la NAC controla que la regla se aplique so´lo si no existe tal puntero. De
este modo nos aseguramos de que la regla se aplica una sola vez al principio de la simula-
cio´n del auto´mata. La figura muestra la aplicacio´n de la regla a un grafo anfitrio´n G en el
subgrafo que se muestra coloreado. Como no es posible encontrar una instancia de la NAC
para esa imagen (es decir, s0 no tiene ningu´n puntero asociado) podemos aplicar la regla
y obtener el grafo H. Aunque en H au´n encontramos la misma imagen de la LHS de la
regla, en este caso tambie´n es posible encontrar la NAC (es decir, s0 ya tiene un puntero
asociado), y por tanto la regla no se puede aplicar.
Figura 2.8: Ejemplo de derivacio´n directa mediante regla con condicio´n de aplicacio´n negativa
Para incrementar la expresividad de las reglas es posible combinar la transformacio´n
de grafos con el concepto de herencia existente en meta-modelado, en las llamadas reglas
abstractas [45]. En esos casos, los elementos que pertenecen a la parte izquierda de la
regla pueden tener como imagen cualquier objeto de las clases hijas de su clasificador.
De ese modo, una sola regla equivale al conjunto de reglas que resultan de sustituir sus
elementos por objetos de las clases en la jerarqu´ıa de herencia. La figura 2.9 muestra en
la parte superior un ejemplo de regla abstracta que elimina un permiso asignado a un
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sujeto si dicho sujeto forma parte de otro (relacio´n composicion) que tambie´n lo define.
En la regla, los nodos de tipo sujeto pueden tener como imagen un equipo o un rol (clases
hija del sujeto segu´n el meta-modelo de la izquierda), y el componente funcio´n puede ser
una funcio´n sencilla o compuesta. En la derivacio´n que se muestra, el sujeto 1 tiene como
imagen un equipo en el grafo anfitrio´n, el sujeto 2 tiene un rol, y el componente funcio´n















































Figura 2.9: Ejemplo de regla abstracta y derivacio´n
Otra variante de la transformacio´n de grafos es la transformacio´n de grafos parale-
la [177], que permite instanciar un nu´mero arbitrario de veces ciertas partes de una regla,
y aplicarla en todas las instancias de manera s´ıncrona. Una regla paralela esta´ formada por
un conjunto de reglas elementales, un conjunto de subreglas, y una relacio´n de integracio´n
entre las subreglas y las reglas elementales (esto es, entre sus componentes L, K y R).
La regla elemental se puede instanciar un nu´mero arbitrario de veces en el grafo anfitrio´n,
siempre que las instancias se solapen para todas las subreglas.
Recientemente, los resultados obtenidos para el enfoque DPO se han generalizado para
que no so´lo grafos, sino cualquier objeto de una categor´ıa HLR adhesiva [110], pueda ser
reescrito utilizando transformacio´n de grafos [61]. Ejemplos de este tipo de categor´ıa son
los grafos con atributos, los grafos con tipos, los hipergrafos y las redes de Petri. El intere´s
es que, en consecuencia, cualquiera de estas estructuras se puede manipular con la misma
teor´ıa DPO.
Te´cnicas de ana´lisis en el enfoque Double Pushout
La naturaleza formal de las grama´ticas de grafos permite analizar propiedades de las
transformaciones. Al comienzo de esta seccio´n se enumeraban algunas caracter´ısticas desea-
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bles en una transformacio´n de modelos, como su terminacio´n, confluencia o consistencia.
A continuacio´n se presentan algunos de los principales resultados en el enfoque DPO para
el estudio de este tipo de propiedades.
Una propiedad interesante en una transformacio´n de modelos es la terminacio´n de su
ejecucio´n, lo cual es indecidible en general [151]. Sin embargo, seguir ciertos criterios al
construir una grama´tica de grafos permite demostrar su terminacio´n [59, 61]. Para ello, el
conjunto de s´ımbolos y reglas se divide en capas, y se restringe la capa de s´ımbolos que las
reglas de una capa pueden crear y borrar.
Tambie´n resulta interesante saber si una transformacio´n es confluente, es decir, si em-
pezando desde un modelo inicial se obtiene un u´nico modelo resultante [61]. En ese caso
no importa que haya diversos caminos en la ejecucio´n de la transformacio´n, siempre que
todos lleven al mismo resultado. Si una transformacio´n es confluente y termina se dice que
tiene comportamiento funcional. Para estudiar la confluencia se puede usar ana´lisis de pa-
res cr´ıticos [92]. Sean dos reglas p1 y p2 con morfismos m1 y m2 de las reglas a un grafo G.
Se dice que la pareja de transformaciones p1(m1) : G⇒ H1 y p2(m2) : G⇒ H2 son un par
cr´ıtico si esta´n en conflicto (esto es, p1 puede deshabilitar la aplicacio´n de p2 o viceversa),
siendo G mı´nimo. Hay tres razones por las que dos reglas pueden estar en conflicto: (i) una
de ellas borra un objeto que esta´ incluido en el morfismo donde se aplica la otra; (ii) una
crea objetos que aparecen en la NAC de la otra, y por tanto pueden deshabilitarla [112];
(iii) una cambia atributos que pertenecen a la imagen de la parte izquierda de la otra
regla. El ana´lisis de pares cr´ıticos busca todas las aplicaciones de reglas para grafos cr´ıticos
mı´nimos en las que las reglas se pueden aplicar y generar un conflicto. Una grama´tica es
confluente si no tiene pares cr´ıticos, o si para cada par cr´ıtico se puede demostrar que o
bien no se puede producir en un caso real (por ejemplo por restricciones del lenguaje), o
bien a partir de los dos estados que se obtienen so´lo es posible llegar a un mismo estado.
En el caso de transformaciones inter-formalismo se necesita garantizar la correccio´n
sinta´ctica y sema´ntica del modelo destino. Eso significa que el modelo destino debe ser
conforme al meta-modelo destino, y que la transformacio´n debe preservar las propieda-
des sema´nticas de intere´s. En [49] se presenta una te´cnica para garantizar la consistencia
sinta´ctica del modelo destino que se basa en definir un meta-modelo intermedio para los
modelos que se generan durante la transformacio´n. Este meta-modelo intermedio incluye
los meta-modelos origen y destino y otros elementos auxiliares. De este modo se puede vali-
dar el comportamiento funcional del proceso de transformacio´n, y se facilita la verificacio´n
de la consistencia y equivalencia de comportamiento.
En el campo de las transformaciones que implementan simuladores para expresar el
comportamiento de un modelo, es interesante analizar la concurrencia de las reglas [16].
E´sta puede estudiarse desde los puntos de vista secuencial y expl´ıcito. En el primer caso,
el concepto de independencia secuencial establece cua´ndo dos reglas se pueden aplicar en
distinto orden y obtener el mismo resultado. En cambio, el enfoque expl´ıcito busca realizar
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varias acciones simulta´neamente. Para ello, el teorema del paralelismo establece cua´ndo dos
reglas se pueden componer en una regla paralela que se aplica en un solo paso, y cua´ndo
se deben aplicar de manera secuencial.
Por u´ltimo, tambie´n se pueden usar restricciones globales para modelar con grafos
cualquier estado prohibido que no queremos que ocurra en un sistema. Al aplicar una
transformacio´n, las restricciones se transforman en condiciones de aplicacio´n para cada
una de las reglas de la transformacio´n [93]. Esas condiciones se encargan de que las reglas
no se apliquen si van a dejar al sistema en un estado no deseado.
Grama´ticas de grafos triples
Las Grama´ticas de Grafos Triples (TGGs) fueron inventadas por Andy Schu¨rr [162]
como un mecanismo para especificar traductores de estructuras de datos, mantener la con-
sistencia, y propagar pequen˜os cambios de una estructura de datos a otra mediante actua-
lizaciones incrementales. Permiten definir reglas declarativas de alto nivel para la creacio´n
sincronizada de elementos en dos grafos (origen y destino) relacionados a trave´s de un grafo
correspondencia. A partir de esas reglas de creacio´n, y utilizando una serie de algoritmos,
se genera un conjunto de reglas operacionales que permiten realizar la transformacio´n en
ambas direcciones (a partir de un grafo origen generan uno destino y viceversa) o crear el
grafo correspondencia dados un grafo origen y otro destino existentes. Los componentes
del grafo triple son grafos etiquetados atribuidos, donde los nodos del grafo corresponden-
cia tienen morfismos (mappings) a los nodos de los grafos origen y destino. Adema´s, las
reglas de una TGG son monoto´nicas, eso es, permiten la creacio´n pero no el borrado de
elementos.
Por ejemplo, la figura 2.10 muestra a la izquierda una regla de TGG que especifica de
manera declarativa la relacio´n entre dos elementos de tipo Tabla y Clase. La regla contiene
un grafo triple cuyos componentes se muestran separados con l´ıneas verticales discontinuas
(esto es, la tabla corresponde al grafo origen, la clase al destino, y su relacio´n al grafo
correspondencia). A partir de esa regla se generan las reglas triples operacionales de la
derecha que permiten crear una clase si existe una tabla (primera regla), crear una tabla
si existe una clase (segunda regla), o crear la relacio´n de correspondencia entre una clase
y una tabla existentes (tercera regla).
Las TGGs tienen potencial para ser muy u´tiles en transformaciones inter-formalismo [108],
proporcionando una base formal para el ana´lisis de las transformaciones. Utilizadas en ese
contexto, los grafos origen y destino corresponder´ıan a los modelos origen y destino de la
transformacio´n, y el proceso de transformacio´n crear´ıa en el grafo correspondencia rela-
ciones entre los elementos de ambos. Sin embargo, algunas caracter´ısticas de su formaliza-
cio´n [162] imponen restricciones a la hora de usarlas para transformaciones inter-formalismo
de cara´cter general. Por ejemplo, resultar´ıa u´til tener relaciones ma´s flexibles entre el grafo
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Figura 2.10: Ejemplo de regla de grama´tica de grafos triples, y reglas operacionales
correspondencia y los grafos origen y destino permitiendo morfismos a enlaces o deja´ndolos
sin definir. Adema´s, la monotonicidad puede resultar un grave inconveniente en cierto tipo
de transformaciones, as´ı como el hecho de no poder especificar condiciones de aplicacio´n
en las reglas.
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2.3. Lenguajes visuales de dominio espec´ıfico
Los Lenguajes de Dominio Espec´ıfico (LDEs) son lenguajes que ofrecen abstracciones
de alto nivel para la especificacio´n de la estructura y el comportamiento en un dominio
concreto. Suelen ser lenguajes pequen˜os que definen un conjunto de primitivas para repre-
sentar conceptos del dominio. Esto permite a los expertos en el dominio un aprendizaje
ma´s ra´pido del lenguaje, as´ı como de la especificacio´n, creacio´n y mantenimiento de siste-
mas definidos con ellos. Al trabajar con conceptos de alto nivel, quienes los usan pueden
concentrarse en la esencia del problema y dejar de lado otros detalles accidentales, aumen-
tando as´ı su productividad, y mejorando la calidad, fiabilidad y facilidad de mantenimiento
de los sistemas generados. En ocasiones, su uso es inevitable en aquellos dominios donde
los lenguajes de propo´sito general no permiten representar adecuadamente los conceptos
del dominio. Algunos ejemplos de LDEs son Mathematica en el dominio de la computacio´n
simbo´lica, o HTML para la especificacio´n de hipertexto en el dominio web.
Cuando las primitivas que define el LDE son gra´ficas hablamos de Lenguajes Visuales
de Dominio Espec´ıfico (LVDEs). Los LVDEs au´nan las ventajas de cualquier LDE y las del
uso de una notacio´n visual. Al ser visuales resultan intuitivos y permiten que personas con
conocimientos del dominio puedan usar el lenguaje para desarrollar nuevas aplicaciones,
incluso sin tener conocimientos de programacio´n. Los LVDEs se utilizan para el ana´lisis y
disen˜o de sistemas en diversos a´mbitos, como por ejemplo la ingenier´ıa web [37, 53, 163],
las bibliotecas digitales [126], el modelado de formalismos h´ıbridos [111], la programacio´n
paralela [22] o las redes de tra´fico [184]. Tambie´n se utilizan a menudo en procesos de
desarrollo de software dirigido por modelos y en ingenier´ıa de familias de productos para
personalizar la variabilidad de una familia de sistemas [152, 188].
A la hora de disen˜ar un LVDE normalmente se diferencia entre la sintaxis abstracta
y concreta. La primera incluye los conceptos del lenguaje y sus relaciones, y la segunda
define la apariencia gra´fica de los elementos de la sintaxis abstracta. La figura 2.11 muestra
un ejemplo de auto´mata finito representado usando la sintaxis abstracta a la izquierda, y
la sintaxis concreta a la derecha. En la concreta, los estados se representan como c´ırculos
con el nombre del estado dentro. Si el estado es inicial se muestra la cabeza de una flecha
pegada al c´ırculo, mientras que si es final se muestra un doble c´ırculo. Las transiciones se
representan como flechas adornadas con el s´ımbolo asociado. Finalmente, las entradas al
auto´mata y el puntero al estado actual se representan con cajas.
Existen diversos enfoques para especificar la sintaxis abstracta de un LVDE que clasi-
ficamos en declarativos y operacionales. Entre los declarativos, el primero de ellos consiste
en utilizar un grafo de tipos con la definicio´n de los conceptos y relaciones del lenguaje. Un
grafo de tipos es similar a un meta-modelo pero no contiene cardinalidades ni restricciones.
La segunda opcio´n es definirlo con un meta-modelo. Los meta-modelos suelen expresarse
usando lenguajes de alto nivel (como diagramas de clases UML o entidad-relacio´n), y per-
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Figura 2.11: Sintaxis abstracta y concreta del LVDE “Auto´matas Finitos”
miten definir cardinalidades y restricciones sobre los elementos del meta-modelo usando un
lenguaje de restricciones (como OCL). La OMG propone otras dos alternativas declarati-
vas para la definicio´n de LVDEs, que son los perfiles UML y la extensio´n del meta-modelo
UML [182]. Los perfiles permiten adaptar (pero no modificar) UML a las necesidades de
un dominio de aplicacio´n mediante la definicio´n de estereotipos, valores etiquetados y res-
tricciones. Los perfiles no extienden el meta-modelo de UML: aunque sema´nticamente la
extensio´n se realiza en el nivel M2, formalmente se implementa en M1. Esto quiere decir
que se pueden definir en cualquier entorno de modelado UML. Si el LVDE a definir es muy
distinto de UML, otra opcio´n es extender el meta-modelo de este u´ltimo usando un entorno
MOF. En ese caso la extensio´n se realiza en el nivel M2.
En cambio, los enfoques operacionales se basan en la definicio´n de una grama´tica de
grafos que, o bien verifica la correccio´n sinta´ctica de los modelos mediante su reduccio´n a un
s´ımbolo inicial (lo que se conoce con el nombre de parsing), o bien modela las acciones que
los usuarios pueden realizar para construir un modelo correcto (crear elementos, conectar-
los, etc.). Ambos tipos de grama´tica son distintas implementaciones de un procedimiento
para verificar la correccio´n de un modelo.
Cada uno de estos enfoques tiene sus ventajas e inconvenientes. Dentro de las propuestas
declarativas, una de las ventajas de definir un LVDE usando un meta-modelo construido
desde cero (esto es, que no sea un perfil ni una extensio´n de UML) es que proporciona
una mayor flexibilidad a la hora de decidir la estructura, nombres, etc. de los elementos
del meta-modelo. Adema´s, permite adoptar cualquier sintaxis concreta para el lenguaje,
mientras que usando perfiles la sintaxis concreta es la de UML (la cual puede resultar poco
intuitiva en algunos dominios). Por otro lado, un perfil se puede construir con cualquiera
de los entornos UML existentes, mientras que en el resto de enfoques se necesita construir
un entorno nuevo para el lenguaje. Au´n as´ı, de todos los enfoques, los perfiles son los
que tienen una menor riqueza expresiva. Por u´ltimo, las extensiones de UML implican
que el LVDE definido contendra´ todo UML, lo cual puede ser una desventaja en algunas
ocasiones. Respecto a los enfoques basados en transformacio´n de grafos, a veces resultan
ma´s complicados de usar porque requieren definir una regla por cada situacio´n posible.
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Para definir la sintaxis concreta de un LVDE (esto es, co´mo los conceptos y relaciones
de la sintaxis abstracta se representara´n gra´ficamente) existen varios enfoques. En el caso
ma´s sencillo, si la estructura de las dos sintaxis es similar, basta con asignar una represen-
tacio´n gra´fica a cada elemento de la sintaxis concreta. Sin embargo, en ocasiones es posible
encontrar relaciones arbitrarias entre la sintaxis abstracta y la concreta. En general se
pueden tener conceptos de la sintaxis abstracta que no tienen una representacio´n gra´fica, o
que por el contrario pueden representarse de distinta forma dependiendo de ciertos factores
(por ejemplo el tipo de diagrama donde aparece). Tambie´n es posible encontrar casos donde
ciertos elementos de la sintaxis concreta no esta´n asociados a ningu´n elemento de la sintaxis
abstracta. Para resolver estos problemas una posible solucio´n es proporcionar definiciones
separadas para la sintaxis abstracta y concreta, junto con las relaciones apropiadas entre
sus elementos [86].
Los entornos visuales para la manipulacio´n de LVDEs deben contemplar todos estos
conceptos en su infraestructura. Las te´cnicas ma´s habituales para su construccio´n son el
desarrollo procedimental (codificar a mano la herramienta), el meta-modelado [51, 55, 63,
78, 118, 136, 195] y la transformacio´n de grafos [18, 138]. El primero de ellos implica un
alto coste en tiempo y recursos ya que requiere un gran conocimiento del API del lenguaje
de implementacio´n, as´ı como del manejo de librer´ıas gra´ficas. El meta-modelado [12] per-
mite especificar la sintaxis del LVDE mediante un meta-modelo, y a partir del mismo se
genera automa´ticamente un entorno para el lenguaje. Las herramientas de meta-modelado
son fa´ciles de usar, y los entornos generados con ellas dan mucha flexibilidad a los usuarios
a la hora de construir sus modelos. Finalmente, el uso de herramientas basadas en trans-
formacio´n es ma´s complejo porque se necesita definir una regla por cada accio´n posible
del usuario. Adema´s, los entornos generados suelen ser ma´s restrictivos ya que imponen
un orden en la forma de construir los modelos. No obstante, tienen la ventaja de permitir
modelar interacciones complejas. En muchas ocasiones lo que se hace es seguir un enfoque
mixto con lo mejor de todos ellos.
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2.4. Calidad del software
La calidad del software es “el conjunto de caracter´ısticas de una entidad que le confieren
su aptitud para satisfacer las necesidades expresadas y las impl´ıcitas” (ISO 9126) [98].
Por necesidades expresadas entendemos las que aparecen en los requisitos del sistema.
La discordancia entre los requisitos y el producto final implican una falta de calidad. Para
que un producto cumpla las necesidades expresadas debe ser correcto (debe satisfacer las
especificaciones y hacer lo que e´stas recogen), completo (debe satisfacer todos y cada uno
de los requisitos), y fiable (las operaciones deben realizarse en todo momento de la forma
esperada, sin fallos, y con la precisio´n requerida). Por necesidades impl´ıcitas entendemos
aquellas que, aunque no se hayan especificado expl´ıcitamente o se hayan dado de manera
incompleta, son deseables en el producto final y su falta puede acarrear una pe´rdida en
la calidad del mismo. El rango de necesidades impl´ıcitas que pueden afectar a la calidad
del producto final es bastante amplio. Como ejemplo podemos citar la eficiencia (las ope-
raciones deber´ıan tener un tiempo de respuesta adecuado), facilidad de uso, facilidad de
mantenimiento (tanto para localizar y corregir posibles errores, como para modificar el
comportamiento existente o an˜adir funcionalidades nuevas), alta cohesio´n (la estructura
del sistema deber´ıa dividirse en mo´dulos o componentes con una funcionalidad espec´ıfica),
reusabilidad (de los componentes desarrollados en posibles futuros proyectos), etc.
La ingenier´ıa del software dispone de te´cnicas que permiten controlar y mejorar la
calidad del software para satisfacer necesidades expresadas e impl´ıcitas en cada etapa del
desarrollo. Sin embargo, es en las fases de ana´lisis y especificacio´n de requisitos donde mayor
nu´mero de errores se cometen (del 65% al 85%) [23]. La codificacio´n so´lo introduce un 25%
de los errores y su verificacio´n es la ma´s costosa. Por tanto la calidad debe controlarse desde
las etapas iniciales del desarrollo. Otro factor que refuerza esta observacio´n es que el coste de
reparar un error crece exponencialmente segu´n el proyecto avanza hacia su conclusio´n [154].
En conclusio´n, encontrar y reparar los errores, e intentar obtener los mejores atributos de
calidad desde las primeras fases de un proyecto software, puede ahorrar una gran cantidad
de dinero y esfuerzo.
Para controlar la satisfaccio´n de las necesidades expresadas, a veces se recurre al uso
de me´todos formales. E´stos pueden servir para definir de manera no ambigua lo que un
sistema debe hacer y validar los requisitos (especificacio´n formal), o para verificar que el
producto final cumple las especificaciones originales y esta´ ausente de errores (verificacio´n
formal). En ambos casos el objetivo es garantizar la calidad del producto final.
Para el control de las necesidades impl´ıcitas se necesitan criterios de valoracio´n que
establezcan cua´ndo algo tiene calidad y cua´ndo no la tiene. De hecho, la medicio´n juega
un papel central en la mayor´ıa de las disciplinas de ingenier´ıa. En ingenier´ıa software,
las me´tricas de producto [68] miden caracter´ısticas de los sistemas software asociadas a
necesidades impl´ıcitas (ej. facilidad de mantenimiento, cohesio´n, etc.) y establecen criterios
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de calidad. Junto a mecanismos de medicio´n, tambie´n se necesitan te´cnicas que gu´ıen en la
obtencio´n de la calidad buscada. En ese sentido, los procedimientos ma´s habituales son el
uso de patrones de disen˜o [76] que establecen soluciones o´ptimas a problemas recurrentes en
un dominio, o bien el redisen˜o [105] de la estructura interna de los modelos para mejorar sus
propiedades. El refactoring de modelos [74, 133] es un ejemplo de redisen˜o que no cambia
el comportamiento expresado en el modelo.
A continuacio´n se da una introduccio´n a las te´cnicas mencionadas (me´todos formales,
me´tricas, redisen˜os y patrones de disen˜o) para el control de la calidad del software.
2.4.1. Me´todos formales para validacio´n y verificacio´n
Un lenguaje formal es un lenguaje con una sintaxis y sema´ntica definidos de manera
precisa mediante matema´ticas o lo´gica. Ayuda a especificar de manera no ambigua sistemas
software y hardware complejos. Un me´todo formal esta´ definido mediante un lenguaje
formal ma´s un sistema de razonamiento formal. Los me´todos formales permiten razonar y
derivar propiedades de los sistemas especificados con lenguajes formales, para de ese modo
obtener sistemas de mayor calidad que cumplan los requisitos deseados1.
La principal ventaja del uso de me´todos formales es que su uso reduce el nu´mero de
errores de un sistema, aumentando as´ı su calidad. El problema es que esa mejora en la
calidad se consigue a costa de un aumento en el coste de desarrollo. Para muchos sistemas
el coste de aplicar me´todos formales es demasiado alto, y se puede conseguir una calidad
ma´s que aceptable mediante inspeccio´n. Sin embargo, en sistemas de seguridad cr´ıtica
donde el coste de fallo es muy alto, los me´todos formales son indispensables para conseguir
la correccio´n requerida y merece la pena el coste. De hecho, en muchos casos se puede
demostrar que el incremento de los costes inducido por el uso de me´todos formales es
menor que la suma del coste del desarrollo original sin me´todos formales ma´s el coste de
mantenimiento que es evitado mediante el uso de estos me´todos. Tambie´n hay que tener en
cuenta que no todos los me´todos formales incurren en el mismo coste de aplicacio´n, siendo
los de refutacio´n los de menor coste, como ahora veremos. Sin embargo los me´todos de
refutacio´n no realizan una verificacio´n completa de la correccio´n del sistema: detectan la
presencia de errores pero no su ausencia. En general, cada dominio de aplicacio´n o sistema
requerira´ una solucio´n espec´ıfica.
Hace algunos an˜os, el uso de me´todos formales no estaba muy extendido debido a su
dificultad de aprendizaje, baja escalabilidad y alto coste de aplicacio´n. Sin embargo, hoy
existen metodolog´ıas ma´s eficientes y herramientas ma´s potentes que han convertido los
me´todos formales en una te´cnica a tener en cuenta. En cuanto a su dificultad de aprendizaje,
1Los me´todos formales no ayudan en el proceso de captura de requisitos, sino en la identificacio´n de
inconsistencias en su especificacio´n. Si una especificacio´n no recoge correctamente lo que se desea que el
sistema haga, el co´digo que se construya sera´ consistente con la especificacio´n pero no hara´ lo deseado.
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la tendencia actual es ocultar su complejidad mediante la utilizacio´n de lenguajes de alto
nivel, de tal modo que el usuario utiliza los lenguajes de alto nivel para especificar el sistema,
internamente el sistema se verifica utilizando me´todos formales de manera transparente al
usuario, y los resultados se muestran nuevamente al usuario en la notacio´n de alto nivel. De
hecho, este sera´ el enfoque utilizado en la presente tesis para la verificacio´n de propiedades
de sistemas especificados mediante LVDEs.
Hay tres grupos principales de me´todos formales [23]: la verificacio´n, el estudio ma-
tema´tico del factor clave de un problema, y la refutacio´n.
Me´todos formales de verificacio´n. Proporcionan te´cnicas para demostrar (formalmen-
te) si un sistema es consistente con una especificacio´n dada. Existen dos aproxima-
ciones distintas a la verificacio´n formal de sistemas [42]: la verificacio´n de modelos y
la prueba de teoremas.
La verificacio´n de modelos es una te´cnica que consiste en construir un modelo de
estados finito del sistema y comprobar si cumple la propiedad a verificar. Para
ello realiza una bu´squeda exhaustiva sobre el conjunto de estados que forman
el modelo. Existen dos vertientes distintas. En la primera, denominada verifi-
cacio´n de modelos temporal, el sistema se modela como un auto´mata finito de
transicio´n de estados y las especificaciones se expresan en lo´gica temporal. En la
segunda vertiente, tanto el sistema como las especificaciones se modelan como
auto´matas, y lo que se hace es comprobar si el comportamiento de ambos es con-
gruente. La verificacio´n de modelos es un proceso completamente automa´tico.
Sin embargo tiene el inconveniente de la explosio´n de estados ya que, si el siste-
ma es muy grande, el modelo de estados puede llegar a no poder almacenarse de
manera expl´ıcita en un ordenador. En ese sentido existen diversas te´cnicas para
minimizar el problema, como la representacio´n simbo´lica de estados, la simetr´ıa,
el uso de o´rdenes parciales, etc.
En la prueba de teoremas, tanto el sistema como las propiedades a verificar
se expresan en lo´gica matema´tica. Probar un teorema consiste en encontrar la
prueba de una propiedad a partir del conjunto de axiomas y reglas de inferencia
del sistema. Al contrario que los verificadores de modelos, es posible manejar
un nu´mero de estados infinitos mediante te´cnicas inductivas.
En general, aunque los me´todos formales de verificacio´n son capaces de probar la
correccio´n de todo un sistema en base a una especificacio´n dada, pocas veces este
tipo de pruebas se lleva a cabo completamente debido a su alto coste de aplicacio´n.
Estudio matema´tico del factor clave. Surge con la intencio´n de reducir el coste de
aplicacio´n de los me´todos formales de verificacio´n, y para ello se centra exclusiva-
mente en el estudio matema´tico de los aspectos complejos de un sistema. Es decir,
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en vez de especificar el sistema entero so´lo se consideran las partes cr´ıticas. Como
contrapartida a esta simplificacio´n surge el riesgo de no considerar elementos que,
sin embargo, s´ı influyen en los factores bajo estudio. Para comprobar que´ partes del
sistema no son relevantes para el estudio de un factor hay que recurrir de nuevo a los
me´todos de verificacio´n formal. De todas formas, segu´n se adquiere conocimiento en
un determinado tipo de aplicacio´n llega a ser fa´cil identificar cua´les son esas partes.
Me´todos formales de refutacio´n. En vez de demostrar que un sistema es correcto,
intentan demostrar que no lo es. La ventaja de esto es que el coste de aplicacio´n
es mucho menor que el de los me´todos de verificacio´n formales, ya que para refutar
la presuncio´n de correccio´n basta con encontrar un contraejemplo, mientras que para
demostrar su correccio´n es necesario considerar todos los casos posibles. Sin embargo,
no debe olvidarse que este tipo de me´todos pueden utilizarse para mostrar la presencia
de errores, pero no su ausencia.
En el cap´ıtulo 5 se mostrara´n algunos ejemplos de integracio´n de me´todos formales
para la verificacio´n de sistemas especificados en entornos de modelado. En particular, se
estudiara´n propiedades sema´nticas de diversos sistemas mediante su transformacio´n al
formalismo redes de Petri y posterior ana´lisis con model checking, siendo e´ste uno de los
me´todos formales de refutacio´n de uso ma´s extendido. Ambos formalismos se presentan de
manera intuitiva a continuacio´n.
Redes de Petri
Las redes de Petri [145] son un formalismo matema´tico que Carl Adam Petri invento´ en
1962 como generalizacio´n de los auto´matas finitos deterministas. Facilitan expresar concu-
rrencia, y permiten modelar de forma intuitiva y natural paralelismo, sincronizacio´n, no-
determinismo, comunicacio´n y recursos compartidos. En concreto, resultan especialmente
u´tiles para modelar y analizar sistemas distribuidos y concurrentes.
Una red de Petri es un grafo dirigido bipartito formado por lugares (tambie´n llamados
sitios, estados, o places en ingle´s) y transiciones. Las aristas del grafo se denominan arcos y
conectan lugares a transiciones, o transiciones a lugares. Los arcos tienen un peso asociado,
que es 1 por defecto. Los lugares contienen un nu´mero arbitrario de marcas (tambie´n
llamadas puntos o tokens en ingle´s), cuya distribucio´n en los lugares de la red da el marcado
de la red. T´ıpicamente, los lugares representan condiciones en el sistema y las transiciones
representan eventos. Un lugar de entrada a una transicio´n representa una pre-condicio´n
para que la transicio´n tenga lugar, mientras que un lugar de salida representa una post-
condicio´n.
Gra´ficamente, los lugares de una red se representan como c´ırculos, las transiciones
como barras o recta´ngulos, y las marcas mediante puntos negros dentro de los lugares. Si
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el nu´mero de marcas es grande, a veces se representan con un nu´mero dentro del lugar
correspondiente. Por simplicidad, si el peso de los arcos es 1 no se muestra. Por ejemplo, la
figura 2.13 muestra una red de Petri que modela una cola de procesos representados como
marcas. Los procesos pueden estar esperando a ser despachados (lugar Queue), estar en
proceso (lugar Busy) o haber finalizado (lugar Exit). El peso de los arcos no se muestra
porque es 1. El marcado de la red esta´ formado por dos marcas en Queue y una en Busy.
Figura 2.12: Ejemplo de red de Petri
La ejecucio´n de una red de Petri consiste en una secuencia de disparos de sus transi-
ciones. Una transicio´n puede dispararse so´lo si esta´ activada, esto es, si todos los lugares
conectado a ella mediante arcos de entrada tienen como mı´nimo el nu´mero de marcas es-
pecificado en el peso del arco (1 si no se indica otra cosa). Como resultado del disparo, a
los lugares conectados a la transicio´n mediante arcos de entrada se les resta tantas marcas
como peso tenga el arco, mientras que a los lugares conectados mediante arcos de salida
se les suma tantas marcas como indique el peso del arco. El disparo es una operacio´n
ato´mica sin pasos intermedios. La ejecucio´n de una red de Petri es no-determinista ya que
puede haber varias transiciones activadas simulta´neamente, pudiendo disparar cualquiera
de ellas.
La figura 2.13 muestra un ejemplo de disparo en la anterior red de Petri. La red de la
izquierda corresponde al estado inicial del sistema, y tiene dos marcas en el lugar Queue y
una en Busy. A su derecha se muestran coloreadas las dos transiciones que esta´n activas
en la red para ese marcado: Arrival, ya que no tiene ningu´n lugar de entrada (y por tanto
cumple la condicio´n sobre el nu´mero de marcas en los lugares de entrada) y Finish, ya
que su u´nico lugar de entrada Busy tiene una marca. Hay no-determinismo porque ambas
transiciones pueden disparar. Suponiendo que disparase Finish, se restar´ıa una marca de
los lugares de entrada (Busy) y se sumar´ıa una a los lugares de salida (Idle y Exit),
obteniendo como resultado la red que se muestra ma´s a la derecha.
Las redes de Petri tienen propiedades que proporcionan informacio´n sobre el sistema
que esta´n modelando. Algunas de estas propiedades son:
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Figura 2.13: Ejemplo de disparo de una red de Petri
Alcanzabilidad. Dada una red de Petri con un marcado inicial, decimos que cierto
marcado m es alcanzable si existe una secuencia de transiciones que llevan desde el
marcado inicial hasta m.
Vivacidad. Una transicio´n t es viva para un marcado inicial si existe una secuencia de
disparos que contiene a t a partir de cualquier marcado sucesor del inicial. Una red de
Petri es viva para un marcado inicial si todas sus transiciones son vivas, en cuyo caso
la red no se bloquea nunca (no hay deadlocks). Existen distintos niveles de vivacidad
para una transicio´n segu´n el nu´mero de veces que pueda dispararse (nunca, quiza´s,
al menos k veces, siempre en cierta secuencia de disparos, o siempre para cualquier
secuencia de disparos).
Exclusio´n mutua. Dos lugares esta´n en exclusio´n mutua para un marcado inicial, si
no pueden estar marcados simulta´neamente en ningu´n marcado sucesor del inicial.
Esta propiedad puede utilizarse para detectar si existen tareas excluyentes.
Persistencia. Una red de Petri es persistente si, para cualquier conjunto de transicio-
nes habilitadas, el disparo de una no deshabilita el resto. El estudio de esta propiedad
permite comprobar si distintos procesos paralelos pueden llegar a interrumpirse.
Acotacio´n. Una red de Petri esta´ k − acotada para un marcado inicial, si el nu´mero
de marcas en cada lugar es menor o igual a k para todos los marcados sucesores del
inicial.
Conservacio´n. Una red de Petri es conservativa para un marcado inicial, si la suma
de marcas para cualquier marcado sucesor del inicial es un nu´mero entero constante.
Reversibilidad. Una red es reversible si existe una secuencia de disparos que lleva al
marcado inicial.
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Invariantes. Una ecuacio´n sobre el nu´mero de marcas es invariante si se cumple
durante todas las posibles ejecuciones.
Las redes de Petri definen diferentes me´todos para estudiar estas propiedades, como
son las te´cnicas algebraicas, estructurales, de reduccio´n y el grafo de alcanzabilidad. Las
te´cnicas algebraicas representan una red de Petri mediante un sistema de ecuaciones y
utilizan te´cnicas algebraicas para su ana´lisis. Permiten estudiar las condiciones necesarias
de alcanzabilidad, invariantes, vivacidad y acotacio´n de una red. Las te´cnicas estructurales
analizan propiedades que dependen de la estructura de la red y no del marcado. Las te´cnicas
de reduccio´n buscan reducir la complejidad de una red preservando ciertas propiedades,
esto es, a partir de una red construyen otra ma´s pequen˜a con las mismas propiedades.
Por u´ltimo, el grafo de alcanzabilidad de una red de Petri es un grafo en el que los nodos
representan el vector de marcado, y los arcos son las transiciones que, al dispararse, cambian
el estado de la red. En aquellos casos en que el nu´mero de la red no es finito (debido a que
la red no esta´ acotada) se construye una aproximacio´n a este grafo, denominado grafo de
cubrimiento. La figura 2.14 muestra un ejemplo de red de Petri, y a la derecha su grafo
de alcanzabilidad. El nodo inicial del grafo (sen˜alado con una punta de flecha) contiene el
marcado inicial de la red. El marcado se representa con un vector con tantas posiciones
como lugares tiene la red, y donde cada posicio´n indica el nu´mero de marcas que tiene el
lugar asociado. En el ejemplo, dado el marcado inicial pueden disparar las transiciones T1
y T2, lo que en cada caso nos lleva a un marcado distinto de la red ([0 1 0 0 1] o [1 0 0
1 0]). Para esos marcados se evalu´a de nuevo que´ transiciones podr´ıan disparar (T2 y T4
respectivamente), lo que en ambos casos nos lleva de nuevo al estado inicial.
Figura 2.14: Ejemplo de red de Petri y grafo de alcanzabilidad
Una vez construido el grafo de alcanzabilidad o cubrimiento de la red es posible ana-
lizar distintas propiedades, como por ejemplo si un estado es alcanzable, la secuencia de
transiciones que lleva a e´l, o comprobar si el sistema llega a un deadlock (situacio´n en la que
no hay transiciones activadas). Para expresar propiedades ma´s complejas se puede utilizar
lo´gica temporal, y su satisfaccio´n se puede comprobar mediante la aplicacio´n del algoritmo
model checking. Dicho algoritmo se explica a continuacio´n.
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Model Checking
El algoritmo model checking [41] es una te´cnica automa´tica para la verificacio´n de
sistemas reactivos finitos de estados. Las propiedades a verificar se expresan mediante lo´gica
temporal, y el sistema se modela como un grafo de transicio´n de estados. El mecanismo para
comprobar si el grafo (o sistema) satisface las propiedades es, ba´sicamente, una bu´squeda
eficiente sobre el mismo.
Existen distintas lo´gicas temporales que pueden utilizarse para expresar las propiedades
de un sistema, como lo´gica de a´rboles de computacio´n (Computational Tree Logic, CTL) o
lineal (Linear Temporal Logic, LTL). Este apartado se centrara´ en CTL ya que el cap´ıtu-
lo 5 presentara´ algunos ejemplos basados en su uso. Una fo´rmula CTL esta´ formada por
proposiciones ato´micas que corresponden a propiedades que pueden o no cumplirse en cada
estado del sistema. Las proposiciones se pueden combinar mediante conectores booleanos
(∧, ∨, ¬), cuantificadores de caminos que expresan si los predicados se cumplen a partir
de cierto estado, y operadores temporales que describen las propiedades de una rama del
a´rbol de computacio´n. Los cuantificadores de caminos son E (existe un camino) y A (para
todos los caminos). Los operadores temporales ba´sicos son X (en el siguiente estado) y U
(hasta). Otros operadores temporales como F (en algu´n estado del futuro) y G (siempre)
se pueden expresar en te´rminos de X y U .
Los tipos de propiedades que se pueden verificar con los tipos de lo´gicas temporales
ma´s habituales son [127]:
propiedades de seguridad del tipo “algo malo nunca pasa”. Este tipo de propiedades
suele expresar requisitos que el sistema debe cumplir en todo momento (invariantes).
Por ejemplo, la expresio´n CTL ¬E(TrueU(s1∧s2)) indica que los estados del sistema
s1 y s2 no deben ocurrir simulta´neamente en ningu´n camino de ejecucio´n.
propiedades de vivacidad del tipo “algo bueno pasa eventualmente”. Estas propie-
dades representan requisitos que no tienen por que´ mantenerse continuamente, pero
cuya realizacio´n eventual (o continuada) se debe garantizar. Por ejemplo, la expre-
sio´n CTL A(TrueU(s1Xs2)) indica que s1 es inevitable, y despue´s de s1 siempre se
produce s2.
Model checking presenta dos ventajas frente a otros verificadores y demostradores de
teoremas. La primera es que su coste de aplicacio´n es bastante menor ya que no realiza una
bu´squeda exhaustiva de la correccio´n del sistema, sino que intenta encontrar una prueba
de que ocurre lo contrario. La segunda ventaja es la alta automatizacio´n del proceso. Nor-
malmente, el usuario proporciona una representacio´n de alto nivel del modelo, as´ı como
la propiedad que desea verificar. El algoritmo devuelve si el modelo cumple la propiedad
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o, en caso contrario, un contraejemplo que muestre por que´ no se satisface. Estos contra-
ejemplos son muy u´tiles para depurar sistemas complejos donde los errores sutiles podr´ıan
pasar inadvertidos.
Los primeros model checkers representaban los estados del sistema expl´ıcitamente, y por
tanto eran incapaces de manejar sistemas grandes debido al problema de la explosio´n de
estados. A finales de la de´cada de los 80 aparece la variante conocida como model checking
simbo´lico, que ya permite manejar sistemas reactivos grandes de hasta 10120 estados. La
clave es representar el comportamiento del sistema mediante n variables booleanas, y cada
transicio´n en el sistema mediante una funcio´n booleana que relaciona dos estados del
sistema consecutivos. Estas fo´rmulas se almacenan en a´rboles de decisio´n binarios [33]
obteniendo as´ı una representacio´n concisa que no depende ni del nu´mero de estados del
sistema ni del taman˜o de la relacio´n de transicio´n. En la actualidad han surgido nuevas
te´cnicas que, combinadas con me´todos simbo´licos, permiten el ana´lisis de sistemas au´n
mayores. Dos de estas te´cnicas son el razonamiento composicional y la abstraccio´n.
El razonamiento composicional [41] se usa en aquellos casos en que las especificaciones se
pueden descomponer en propiedades locales de pequen˜as partes del sistema. La estrategia
de verificacio´n consiste en comprobar cada una de esas propiedades locales usando so´lo
la parte del sistema que las define. Si podemos demostrar que el sistema satisface cada
propiedad local y, adema´s, la conjuncio´n de propiedades locales nos da la especificacio´n
completa, entonces el sistema tambie´n satisface la especificacio´n.
La segunda te´cnica, denominada abstraccio´n, se basa en reducir la complejidad del
sistema antes de aplicar model checking. Es aplicable a aquellos sistemas donde existe una
relacio´n sencilla entre el valor de los datos que se manejan (por ejemplo, una operacio´n de
adicio´n en un microprocesador requerira´ que el valor del registro de salida sea igual a la
suma de los registros de entrada). El mecanismo se basa en establecer una relacio´n entre
los valores de los datos del sistema en el momento actual, y un pequen˜o conjunto de valores
de datos abstractos. Si ese mecanismo se extiende al conjunto de estados y transiciones,
se obtiene una versio´n abstracta del sistema bajo consideracio´n. La versio´n abstracta suele
ser mucho ma´s pequen˜a que el sistema original, y por tanto es ma´s sencillo verificar sus
propiedades.
2.4.2. Me´tricas
Segu´n [20, 191], las disciplinas de la ingenier´ıa requieren mecanismos de medicio´n que
proporcionen informacio´n y ayuden en la evaluacio´n, para de ese modo crear una memoria
corporativa y ser capaces de responder a preguntas sobre lo medido. En ingenier´ıa del soft-
ware, los objetos que pueden ser medidos son los procesos, los recursos, los productos [68]
y los proyectos [191]. Este apartado se centra en la medicio´n de productos, y en particular
en la medicio´n de los modelos usados para la especificacio´n de sistemas, ya que uno de los
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objetivos de esta tesis es definir un mecanismo para incorporar herramientas de medicio´n
en entornos visuales para LVDEs.
Las me´tricas o medidas software son catalizadores para la obtencio´n de productos de
calidad. Se utilizan, por ejemplo:
En ingenier´ıa directa, para detectar anomal´ıas y estimar el coste y esfuerzo requeridos
para obtener un producto software. En particular, en el DSDM los modelos son
entidades activas a partir de los cuales se genera co´digo; por tanto, en este caso
la calidad deber´ıa asegurarse a nivel de modelo. Es aqu´ı donde se centran algunos
objetivos de esta tesis.
En ingenier´ıa inversa, para adquirir un conocimiento ba´sico del software con el ob-
jetivo de proporcionar vistas de alto nivel y encontrar violaciones de un buen disen˜o
software.
En evolucio´n de software, para identificar que´ partes del software son estables y cua´les
inestables, localizar que´ partes necesitan redisen˜arse, e identificar variaciones en la
calidad del software.
Existen distintas clasificaciones para me´tricas segu´n el aspecto bajo estudio. Por ejem-
plo, dependiendo del tipo de atributo que estemos midiendo, podemos diferencias entre
me´tricas internas y externas. Las me´tricas internas miden atributos internos del producto,
es decir, caracter´ısticas intr´ınsecas de e´ste. Por ejemplo, el nu´mero de l´ıneas de co´digo de
un programa es un atributo interno del programa que nos da una medida de su taman˜o.
En cambio, las me´tricas externas miden atributos externos del producto, que son aquellos
que so´lo pueden medirse con respecto a co´mo el producto se relaciona con el entorno [191].
Por ejemplo, la complejidad cognitiva, la usabilidad o la facilidad de mantenimiento son
atributos externos. Este tipo de me´tricas se obtienen mediante pruebas y observando el
software en ejecucio´n.
Las me´tricas tambie´n se pueden clasificar en directas e indirectas en funcio´n de posibles
dependencias para su ca´lculo. En las directas, el valor de las me´tricas se deriva del valor de
algu´n atributo que no depende del resultado de otra medicio´n. Por ello a veces se las agrupa
bajo el nombre de medidas base [77]. Las me´tricas indirectas (o derivadas) se obtienen de
la combinacio´n de varias me´tricas directas o indirectas. El te´rmino indicador se utiliza a
veces para referirse a me´tricas indirectas que tienen asociado un modelo de ana´lisis. E´ste
es un procedimiento de ca´lculo con unos criterios de decisio´n, que pueden ser un conjunto
de valores umbral, objetivos o patrones usados para determinar cua´ndo se necesita realizar
una accio´n (por ejemplo, un redisen˜o) o realizar una investigacio´n ma´s profunda [77].
Desde el punto de vista de su objetividad, podemos diferencias entre aquellas en cuyo
ca´lculo interviene el juicio humano (subjetivo), y las que son cuantificaciones basadas en re-
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glas nume´ricas (me´todos objetivos). Finalmente, dependiendo del grafo de automatizacio´n,
los me´todos de medida pueden ser automa´ticos, semi-automa´ticos o manuales.
2.4.3. Redisen˜os y patrones de disen˜o
Los redisen˜os son cambios en la estructura de un modelo de disen˜o con objeto de mejorar
algu´n aspecto de su calidad, como por ejemplo la comprensibilidad, rendimiento, cohesio´n
o acoplamiento. Cuando el redisen˜o preserva la sema´ntica se denomina refactoring de mo-
delos [133]. El te´rmino refactoring [74] se acun˜o´ para definir las modificaciones realizadas
en co´digo fuente y hacerlo ma´s legible y/o fa´cil de mantener sin cambiar el comportamiento
observable. El refactoring de modelos intenta elevar el nivel de abstraccio´n de esta te´cnica
y aplicarla sobre los modelos que describen los sistemas.
Para detectar si un modelo debe someterse a un redisen˜o se suele recurrir a los llamados
“malos olores” (del ingle´s bad smells [74]). E´stos describen de manera informal problemas
habituales en co´digo o disen˜o, y proponen una serie de acciones que pueden ayudar a su
correccio´n. Existen trabajos recientes para la definicio´n formal de tales “olores” a trave´s
de me´tricas [144].
Por otro lado, un patro´n de disen˜o [76] recoge el conocimiento y la experiencia de
mu´ltiples expertos en un determinado a´rea para aportar soluciones que han demostra-
do ser o´ptimas en la resolucio´n de problemas recurrentes. De este modo, los disen˜adores
pueden aliviar la toma de decisiones recurriendo a soluciones contrastadas y validadas
emp´ıricamente. Las ventajas derivadas del uso de patrones de disen˜o son que pueden me-
jorar la productividad y calidad de las soluciones software gracias a que promueven la
reutilizacio´n del disen˜o y del conocimiento, forman un vocabulario comu´n de disen˜o entre
los participantes en el proceso de desarrollo, y mejoran la documentacio´n [38].
Algunos de estos patrones de disen˜o son espec´ıficos de dominio, y por tanto esta´n
descritos en te´rminos cercanos al dominio [107, 114, 190]. En esos casos, aunque su campo
de aplicacio´n es espec´ıfico, abordan problemas de un mayor nivel de abstraccio´n ya que sus
soluciones reflejan estructuras conceptuales de un dominio de conocimiento.
Debido a su e´xito el uso de patrones se ha extendido a otros campos, y de ese modo
encontramos patrones de ana´lisis para el modelado de sistemas [73], patrones de procesos [8]
o patrones de arquitecturas [34].
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El cap´ıtulo ha presentado algunos conceptos teo´ricos ba´sicos para la comprensio´n de este
trabajo: LVDEs, meta-modelado, transformacio´n de modelos y calidad del software. Los
LVDEs son notaciones gra´ficas restringidas a un dominio concreto y aportan beneficios en
te´rminos de calidad y productividad. Constan de una sintaxis abstracta con los conceptos
del dominio y de una sintaxis concreta que asigna una apariencia gra´fica a cada concepto.
La sintaxis abstracta se puede especificar mediante un meta-modelo, a partir del cual se
genera un entorno de modelado para el lenguaje. Si el lenguaje esta´ formado por una
familia de notaciones o tipos de diagrama (como ocurre en UML) se le denomina LVDE
multi-vista.
Para manipular modelos (que pueden estar especificados mediante un LVDE) se usan
los llamados lenguajes de transformacio´n de modelos. La transformacio´n de grafos es un
ejemplo de lenguaje de transformacio´n de modelos de cara´cter declarativo, formal y visual.
Al ser formal proporciona te´cnicas para analizar propiedades de las transformaciones como
su terminacio´n o confluencia. Al ser declarativo y visual permite expresar manipulaciones
de modelos de manera intuitiva.
Por u´ltimo, el cap´ıtulo ha mostrado algunas te´cnicas u´tiles para controlar la calidad de
un modelo, o ma´s correctamente, del sistema que representa un modelo de disen˜o. Para
verificar la correccio´n, completitud o fiabilidad se pueden utilizar me´todos formales. Como
ejemplo se estudiaron el formalismo redes de Petri y el algoritmo model checking. Otras
propiedades de calidad como la complejidad o cohesio´n de un sistema pueden controlarse
mediante el uso de me´tricas que las cuantifiquen, o de redisen˜os que modifiquen el modelo
para mejorar alguna caracter´ıstica de calidad.
Los objetivos de esta tesis buscan dotar a los entornos de modelado para LVDEs de
herramientas y mecanismos integrados para el control de la calidad desde los siguientes
puntos de vista: verificacio´n de sistemas (en particular para la gestio´n de la consistencia
entre diagramas y el ana´lisis de propiedades), medicio´n (automa´tica y objetiva de los
sistemas expresados mediante el uso de LVDEs) y redisen˜os. Estas herramientas deben
generarse preferiblemente a partir de descripciones gra´ficas de alto nivel para facilitar
la labor del desarrollador del entorno visual. En particular se usara´n te´cnicas de meta-




Este cap´ıtulo muestra una panora´mica de los entornos visuales existentes desde dosperspectivas: co´mo se generan, y co´mo integrar herramientas para controlar la calidad
de los modelos especificados mediante su uso. El cap´ıtulo se divide en seis secciones. La
primera presenta los principales enfoques para la definicio´n de LVs multi-vista, lo que
incluye mecanismos de consistencia entre vistas, ana´lisis de propiedades sema´nticas, y
obtencio´n de vistas derivadas en respuesta a una consulta.
La segunda seccio´n recoge los enfoques existentes para la generacio´n de entornos para
LVDEs, entre los que destacan el meta-modelado y la transformacio´n de grafos. Tambie´n
se analizan las herramientas ma´s representativas de cada enfoque centra´ndose en que´ dis-
positivos proporcionan para definir mecanismos de control de calidad que se integren en
los entornos generados, ya sea para la definicio´n de lenguajes multi-vista, mecanismos de
consistencia de la sema´ntica esta´tica y dina´mica entre diagramas, te´cnicas de ana´lisis y
verificacio´n, simuladores, o medidas y redisen˜os espec´ıficos de dominio.
Ya que la propuesta para la especificacio´n de LVDEs realizada en esta tesis hara´ uso
de transformacio´n de grafos, la seccio´n 3.3 presenta algunos de los lenguajes de transfor-
macio´n ma´s utilizados. Para cada lenguaje se presentan sus caracter´ısticas, para que´ tipo
de transformacio´n son adecuados, y que´ herramientas hay disponibles para su uso.
La seccio´n 3.4 estudia algunas herramientas CASE que integran mecanismos de vali-
dacio´n y verificacio´n de los modelos de un sistema software, o bien que usan herramientas
externas para este propo´sito. Con ello se pretende deducir el tipo de ana´lisis que habitual-
mente se requiere en una herramienta de modelado. Por otro lado, ya que el cap´ıtulo 5
presentara´ algunos ejemplos donde se usa model checking como mecanismo interno de
ana´lisis, la seccio´n tambie´n presenta diversas herramientas de verificacio´n basadas en este
algoritmo y el tipo de propiedades que permiten verificar.
A continuacio´n, la seccio´n 3.5 presenta propuestas de modelos gene´ricos para la especifi-
cacio´n de me´tricas y redisen˜os independientes del lenguaje y/o dominio, as´ı como enfoques
formales para la especificacio´n de medidas y redisen˜os. La seccio´n incluye un apartado so-
bre herramientas CASE que permiten la medicio´n y reestructuracio´n de modelos, as´ı como
otras herramientas de medicio´n y redisen˜o gene´ricas. Al igual que antes, el propo´sito es de-
ducir que´ mecanismos para la medicio´n y manipulacio´n de modelos espec´ıficos de dominio
requiere un entorno de modelado.
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Para finalizar, la u´ltima seccio´n da una breve introduccio´n al desarrollo dirigido por
modelos y analiza algunas herramientas utilizadas en este paradigma de desarrollo. Este
estudio se centra en las caracter´ısticas (de aseguramiento de la calidad) relevantes para
esta tesis. La razo´n de incluir esta seccio´n es doble: por un lado, la generacio´n de entornos
visuales basada en meta-modelado se puede considerar un caso particular de desarrollo
dirigido por modelos, y por tanto resulta interesante conocer los conceptos que este pa-
radigma define; por otro lado, los objetivos que esta tesis pretende cubrir pueden servir
como base al desarrollo dirigido por modelos, mediante la generacio´n de entornos visuales
avanzados para LVDEs con el soporte de calidad adecuado que este paradigma necesita.
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3.1. Enfoques para la especificacio´n de lenguajes multi-
vista
Como introdujo la seccio´n 2.3, existen dos enfoques principales para definir un LV-
DE: el meta-modelado y la transformacio´n de grafos. En ambos casos lo que se hace es
proporcionar una definicio´n de la sintaxis del lenguaje (un meta-modelo o una grama´tica,
respectivamente), la cual se usa para validar si un modelo dado es va´lido en el lenguaje.
Como puede observarse, ambas te´cnicas permiten verificar la sintaxis de un modelo pero
no analizar su relacio´n con otros modelos del sistema. Por el contrario, especificar un LV-
DE multi-vista requiere definir no so´lo la sintaxis del tipo de diagramas que el lenguaje
comprende (quiza´s usando uno de estos enfoques ba´sicos), sino tambie´n especificar meca-
nismos adicionales que garanticen o verifiquen su consistencia sinta´ctica y sema´ntica. A
continuacio´n se muestra el estado del arte de los principales enfoques para la definicio´n
de lenguajes multi-vista, incluyendo la obtencio´n de vistas derivadas. El estudio se realiza
desde un punto de vista teo´rico. Posteriormente, la seccio´n 3.2 realizara´ un estudio pra´cti-
co evaluando diversas herramientas para generar entornos visuales, y estableciendo cua´les
proporcionan soporte para la definicio´n de este tipo de lenguajes.
3.1.1. Vistas de un sistema. Definicio´n y consistencia
El concepto Punto de Vista como mecanismo para integrar mu´ltiples perspectivas en
el desarrollo de un sistema aparecio´ originalmente en [69]. En este trabajo, un punto de
vista es un agente con conocimiento parcial sobre el sistema. Tiene un estilo (la notacio´n
usada), un dominio (el a´rea de conocimiento), una especificacio´n, y un plan de trabajo. El
plan de trabajo contiene las acciones disponibles para construir la especificacio´n, y tambie´n
acciones de control para verificar la consistencia sinta´ctica y de la sema´ntica esta´tica de
uno o varios puntos de vista. En concreto, la consistencia se gestiona mediante la definicio´n
de relaciones que deben existir entre los puntos de vista, y evaluando posteriormente la
existencia de dichas relaciones mediante acciones de control. Estas reglas de consistencia
se definen textualmente dando los puntos de vista a verificar y la relacio´n que debe existir
para que la regla se evalu´e positivamente [57].
Posteriormente han surgido muchas y muy diversas propuestas para la especificacio´n y
consistencia de puntos de vista, algunas de las cuales se analizan a continuacio´n. Esto ha
llevado a su definicio´n en el esta´ndar 1471 del IEEE [95]. En este esta´ndar, una vista (del
sistema) se define como la representacio´n de un sistema desde la perspectiva de un conjunto
de intereses. Un punto de vista es una descripcio´n o plantilla desde la cual desarrollar vistas,
y establece su propo´sito, a quie´n va dirigida, te´cnicas de creacio´n y mecanismos de ana´lisis.
En enfoques basados en meta-modelado el mecanismo de creacio´n de un punto de vista
ser´ıa el meta-modelo, pero au´n se necesitar´ıa especificar otra informacio´n adicional para
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definir completamente el punto de vista.
Otro esta´ndar reciente que tambie´n recoge la nocio´n de vista es el lenguaje QVT (Que-
ries/Views/Transformations) [155] definido por la OMG. En QVT una vista es un modelo
derivado de un modelo base del cual o bien es un subconjunto, o bien contiene la misma
informacio´n pero reorganizada para una tarea o usuario concreto. Una vista no se puede
modificar separadamente del modelo desde el que se deriva, sino que cualquier cambio reali-
zado en el modelo base debe propagarse a la vista (y viceversa si la vista es editable). QVT
contempla la definicio´n de vista como una parte de un meta-modelo, lo que corresponde al
concepto de punto de vista en el esta´ndar 1471 del IEEE. Aunque la especificacio´n actual
de QVT au´n no implementa un mecanismo para la definicio´n de vistas, esta´ previsto que se
realice con transformacio´n de modelos para permitir la propagacio´n de cambios requerida.
Mecanismos de consistencia esta´tica
La consistencia de la sema´ntica esta´tica (o sinta´ctica) entre vistas de un sistema incluye
la satisfaccio´n de restricciones sinta´cticas inter-diagrama y la propagacio´n de cambios (es-
to es, coherencia de la informacio´n que aparece replicada en distintas vistas). La mayor´ıa
de enfoques existentes en la literatura dan soluciones para notaciones espec´ıficas (Open
Distributed Processing (ODP) [30, 56], UML, notaciones web, XML [183], etc.) bien des-
cribie´ndolos con un formalismo, bien especificando un conjunto de reglas de consistencia
espec´ıficas, o realizando extensiones del lenguaje para permitir la especificacio´n de tales
reglas. Tambie´n se encuentran muchas herramientas que implementan mecanismos de con-
sistencia para lenguajes espec´ıficos. Sin embargo, los enfoques generales para la consistencia
inter-modelo son ma´s escasos. Existen diversas propuestas basadas en diversos formalismos,
como lo´gica de predicados de primer orden [175] o grama´ticas de grafos [79, 91].
Por ejemplo, el enfoque propuesto en [175] se basa en proporcionar un modo comu´n de
describir los distintos puntos de vista. Para ello definen un grafo conceptual con todos los
elementos que pueden aparecer en los puntos de vista, y especifican despue´s con que´ con-
cepto del grafo conceptual se identifican los elementos de cada punto de vista. Al crear una
vista se obtiene su grafo conceptual, el cual se transforma a lo´gica de predicados de primer
orden para verificar la consistencia.
En [91] los autores definen un mecanismo para construir transformaciones que respe-
ten o establezcan la consistencia entre modelos. Para ello primero se deben identificar las
situaciones de inconsistencia que no deben ocurrir en los modelos. Esto se hace mediante
condiciones de consistencia gra´ficas (GCCs), que son grafos con tipo y atributos que pue-
den contener condiciones de aplicacio´n negativas. A partir de estas GCCs crean reglas de
transformacio´n que contienen como parte izquierda una GCC (esto es, una inconsistencia)
y como parte derecha un grafo que soluciona la inconsistencia.
En [79] utilizan transformacio´n de grafos distribuida para formalizar la integracio´n de las
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diversas vistas de un sistema. Un grafo distribuido es un grafo en el que los nodos contienen
grafos (denominados sistemas locales) y las aristas entre nodos contienen morfismos que
establecen relaciones entre los elementos de los sistemas locales. Los objetos de un sistema
local pueden hacerse accesibles a otros sistemas mediante interfaces. Para modificar un
grafo distribuido se utilizan producciones sincronizadas. De este modo, la especificacio´n de
un sistema software se puede representar como un grafo distribuido donde los nodos del
grafo son las diferentes vistas, las aristas establecen dependencias entre ellas, y las reglas
distribuidas implementan la propagacio´n de cambios.
Mecanismos de consistencia dina´mica
Existen tres grandes enfoques para verificar la sema´ntica dina´mica (y en general para
el ana´lisis) de las vistas de un sistema:
1. El primer enfoque consiste en especificar las vistas utilizando un lenguaje formal
(Z [170], Maude [43], etc.) con mecanismos de ana´lisis que permitan verificar su
consistencia. Sin embargo, el proceso de especificar las vistas es costoso y requiere
conocimientos especializados que no son frecuentes entre la media de ingenieros.
2. El segundo enfoque, que constituye la tendencia actual, es el uso de me´todos formales
ocultos. En este enfoque las vistas del sistema se especifican utilizando una notacio´n
intuitiva (como UML, LVDEs, etc.) y despue´s se traducen automa´ticamente a un
formalismo donde realizar los ana´lisis de intere´s. En este caso, o bien las vistas se
integran en un modelo u´nico que es el que se transforma al formalismo, o bien cada
vista se transforma por separado y son los modelos resultantes los que se deben
integrar. Ejemplos pra´cticos de este enfoque para un lenguaje origen fijo se pueden
encontrar en [92, 121, 175, 184, 186, 192], muchos de ellos orientados a la validacio´n
de modelos UML. El rango de formalismos elegidos como destino de la transformacio´n
es muy amplio, y abarca por ejemplo redes de Petri [121, 184] o CSP [92]. Algunas
propiedades t´ıpicas que suelen verificarse con este tipo de enfoque son la ausencia de
bloqueos de los recursos de un sistema, la imposibilidad de que ocurran situaciones
no deseadas, o comprobar si el sistema permite la realizacio´n de una determinada
tarea.
Como puede suponerse, para que los resultados resulten u´tiles deben mostrarse de
nuevo en la notacio´n original. Sin embargo, aunque este enfoque se utiliza con mucha
frecuencia, existen pocas te´cnicas generales para la anotacio´n de resultados desde el
dominio sema´ntico a la notacio´n original. En [186] se propone usar grafos de referencia
donde la vista del sistema y su equivalente en el formalismo se componen en un solo
grafo que contiene relaciones auxiliares 1-a-1 entre los elementos de ambos modelos.
Esto es distinto de un grafo triple, donde hay tres grafos independientes y ningu´n
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elemento auxiliar. Dado un conjunto de elementos en el formalismo, la anotacio´n
se obtiene siguiendo las relaciones auxiliares en el grafo de referencia. El mismo
mecanismo podr´ıa utilizarse realizando la transformacio´n con QVT [155], ya que
e´sta crea trazas entre los modelos fuente y destino. En ambos casos el mecanismo de
anotacio´n es impl´ıcito y consiste en seguir un conjunto de enlaces o trazas. Esto tiene
dos limitaciones importantes: cada elemento en el formalismo so´lo puede anotarse
a un elemento en el modelo origen, y no es posible anotar resultados que no sean
representables en el modelo original.
3. Un tercer y u´ltimo enfoque para la consistencia dina´mica es la simulacio´n, la cual
permite estudiar la evolucio´n del valor de las variables de un sistema. En ocasiones
esto incluye la animacio´n de los modelos para de ese modo facilitar la verificacio´n del
comportamiento de manera gra´fica, viendo co´mo los elementos se “mueven”. Para
sincronizar la simulacio´n de las vistas de un sistema, algunos autores construyen con
ellas un modelo u´nico que es el que simulan. Otro enfoque es la co-simulacio´n [71],
donde cada tipo de vista se anima usando un simulador espec´ıfico, y la interaccio´n
entre vistas se resuelve en tiempo de simulacio´n. Finalmente algunos autores optan
por una simulacio´n multi-formalismo, donde todas las vistas se transforman a un
formalismo u´nico para el que se realiza la simulacio´n [122, 185].
En ocasiones los simuladores se construyen expresando la sema´ntica operacional del
lenguaje en un dominio sema´ntico (esto es, se usan me´todos formales ocultos para
simulacio´n en vez de para ana´lisis). Al igual que antes, el resultado de la simula-
cio´n debe mostrarse en te´rminos del lenguaje original y no del dominio sema´ntico.
Para ello, en [66] extienden las reglas operacionales del dominio sema´ntico con los
elementos del lenguaje que se quiere animar. Este enfoque permite simular pero no
verificar modelos. En [19] emparejan las reglas de creacio´n del lenguaje y las del do-
minio sema´ntico. Posteriormente, cada paso de simulacio´n en el dominio sema´ntico
se traslada al lenguaje original usando un lenguaje textual de programacio´n, dando
como resultado la animacio´n de los modelos expresados en el LV.
3.1.2. Vistas derivadas
Una vista derivada es el modelo resultante de realizar una consulta sobre un modelo
base. Por ejemplo, las vistas de una base de datos pueden considerarse un caso particular
de vista derivada obtenida como resultado de una consulta sobre una base de datos. Sin
embargo una base de datos no es un LVDE, y por tanto los lenguajes de consulta para este
tipo de entidades quedan fuera del alcance de este estudio. Hecha esta aclaracio´n, debe
decirse que existen muchas propuestas de lenguajes de consulta para grafos y modelos que
se clasifican segu´n:
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1. la sintaxis del lenguaje de consulta, que puede ser textual [176] o visual [17, 100, 173].
2. el modo de construir la vista, distinguiendo entre operacionales si la vista se construye
a partir de un conjunto de reglas, o declarativos [17, 173] si se construye a partir de
una descripcio´n de las caracter´ısticas que los elementos de la vista derivada deben
cumplir. Los lenguajes declarativos son de ma´s alto nivel que los operacionales ya que
constituyen una descripcio´n compacta de un conjunto de reglas (esto es, las reglas
operacionales se derivan a partir de la descripcio´n declarativa). Si adema´s la consulta
se expresa mediante patrones resultan intuitivos, ya que los patrones usan la misma
notacio´n que usa el modelo consultado.
Dentro de los enfoques operacionales se pueden incluir cualquiera de los lenguajes
habituales para la transformacio´n de modelos (ve´ase seccio´n 3.3), entre los que hay
textuales y visuales. Aunque el objetivo de estos lenguajes no es la obtencio´n de
vistas derivadas, se podr´ıan usar con este propo´sito.
Entre los enfoques declarativos hay diversas propuestas para expresar consultas de
manera visual mediante patrones. Por ejemplo, VIATRA2 [17] permite expresar con-
sultas en grafos mediante patrones de grafos recursivos que pueden contener patrones
positivos y negativos anidados de profundidad arbitraria. Este tipo de patrones tiene
la potencia expresiva de una lo´gica de primer orden [156]. Otra propuesta basada
en patrones, pero para consultas sobre modelos basados en MOF, es JPDD [173].
Este lenguaje permite expresar consultas utilizando una notacio´n similar a UML que
incluye s´ımbolos especiales para operaciones de seleccio´n. La sema´ntica de esas ex-
presiones esta´ definida mediante meta-operaciones OCL que al ejecutarse sobre un
modelo UML obtienen todos los elementos que cumplen tales expresiones.
No obstante, no hay muchos enfoques declarativos visuales que ofrezcan mecanismos
para sincronizar el modelo base y la correspondiente vista derivada respecto a futuros
cambios en los mismos.
3. la estructura del modelo obtenido, que puede ser con materializacio´n si los elementos
de la vista derivada son duplicados del modelo base, o sin materializacio´n [100] si
el resultado es una vista lo´gica cuyos elementos son los del modelo base. El primer
tipo de lenguajes es ma´s lento ya que implica crear los elementos del resultado. Es
ma´s, como el resultado es un modelo nuevo, si se necesita mantenerlo consistente con
el modelo base hay que proporcionar mecanismos de propagacio´n de cambios. Esos
mecanismos no se necesitan en el segundo tipo de lenguajes ya que, en ese caso, los
elementos de la vista derivada son los del modelo base (aunque en cualquier caso
habr´ıa que actualizar que´ elementos pertenecen a la vista). En cambio, en el segundo
tipo de lenguajes se requieren mecanismos de bloqueo adicionales (similares a los
usados en bases de datos) para evitar la modificacio´n simulta´nea del mismo elemento
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desde varias vistas. Adema´s, a veces se necesita trabajar con el resultado de una
consulta sin que los cambios se vean reflejados inmediatamente en el sistema (por
ejemplo si la vista se va a usar para hacer pruebas o simulacio´n). En conclusio´n,
el primer tipo de lenguajes es apropiado si no se quiere sincronizacio´n o e´sta so´lo
debe realizarse desde el modelo base a la vista, mientras que el segundo tipo es ma´s
eficiente si se necesita que el modelo base y las vistas este´n sincronizadas en todo
momento.
En [100] muestran co´mo obtener vistas sin materializacio´n utilizando una versio´n
extendida de grama´ticas de grafos triples denominada VTGG. Su objetivo es la in-
tegracio´n de herramientas sin que haya duplicacio´n de datos. Para ello realizan una
implementacio´n del patro´n adaptador de clases (class adapter) para obtener un solo
grafo, el adaptador de la vista, cuyos objetos implementan las interfaces de la vista
y las interfaces del modelo base. As´ı se evita duplicar objetos del grafo y no hay que
propagar modificaciones.
Recientemente, la importancia de disponer de lenguajes para realizar consultas sobre
modelos ha quedado patente con la OMG y su lenguaje QVT [155]. En QVT, la parte query
tiene como objetivo definir consultas sobre modelos. Con este propo´sito algunos autores
han propuesto utilizar OCL [176] ya que resulta apropiado para entornos de meta-modelado
basados en MOF (no as´ı para entornos de meta-modelado no basados en MOF, o sistemas
basados en transformacio´n de grafos, ve´ase seccio´n 3.2). OCL es textual y tiene una gran
potencia expresiva. Sin embargo, el resultado no es gra´fico (obtiene el conjunto de clases y
relaciones que cumplen la consulta, y para visualizarlo en forma de modelo habr´ıa que pro-
porcionar un mecanismo adicional). Para facilitar la construccio´n de consultas complejas,
QVT incluye una operacio´n denominada helper que encapsula secuencias de expresiones
OCL (extendido). Si la operacio´n no tiene efectos laterales se dice que es una consulta. Por
otro lado, QVT tambie´n permite seguir un enfoque operacional basado en transformacio´n
de modelos para obtener las vistas derivadas, para lo que habr´ıa que definir el conjunto de
reglas de transformacio´n necesarias. En este caso la vista se materializar´ıa como un modelo
separado. Adema´s, las trazas resultantes de la transformacio´n permitir´ıan sincronizar el
modelo base y la vista derivada mediante propagacio´n de cambios bidireccional.
3.2. Generacio´n de entornos para lenguajes visuales de dominio espec´ıfico 53
3.2. Generacio´n de entornos para lenguajes visuales
de dominio espec´ıfico
Los LVDEs son lenguajes gra´ficos disen˜ados para su uso en un a´rea de aplicacio´n concre-
to, y proporcionan estructuras gra´ficas de alto nivel que representan conceptos del dominio.
Desde un punto de vista pra´ctico, resulta u´til disponer de entornos donde construir modelos
escritos en un LVDE (que puede ser multi-vista) dado. Esos entornos pueden ayudar a redu-
cir el tiempo de modelar un sistema y el nu´mero de errores cometidos en su especificacio´n.
La funcionalidad ba´sica de este tipo de entornos debe garantizar la correccio´n sinta´ctica
de cada modelo construido. Adicionalmente, algunos entornos avanzados integran herra-
mientas de control de la calidad de los modelos que cubren uno o varios de los siguientes
aspectos: consistencia entre diagramas; ana´lisis, verificacio´n o simulacio´n de los modelos;
medicio´n de caracter´ısticas relevantes de los mismos; y reestructuracio´n automa´tica de los
modelos para mejorar su calidad.
Dada la complejidad asociada al desarrollo de tales entornos, se suele recurrir a te´cni-
cas automa´ticas para generarlos a partir de una descripcio´n de alto nivel del LVDE. En
la actualidad los dos enfoques ma´s usados son el meta-modelado y la transformacio´n de
grafos. Aunque existen otras soluciones aparte de e´stas, su uso no esta´ tan generalizado.
Esta seccio´n presenta las ideas ba´sicas de los distintos enfoques existentes y algunas de las
herramientas que los implementan. Se pondra´ especial intere´s en los mecanismos que cada
herramienta proporciona para definir no so´lo la sintaxis del LVDE, sino tambie´n cualquier
mecanismo orientado a mejorar la calidad de los modelos construidos en los entornos gene-
rados. Debe aclararse que so´lo se considerara´n los mecanismos que constituyan una ayuda
real para el desarrollador del entorno visual (esto es, no se tendra´ en cuenta la posibilidad
de codificarlos a mano desde cero).
3.2.1. Entornos visuales basados en meta-modelado
En los entornos basados en meta-modelado, la sintaxis abstracta del LVDE se define
mediante un meta-modelo, y (en el caso ma´s sencillo) a cada elemento del meta-modelo se le
asigna una apariencia visual o sintaxis concreta. El meta-modelo puede incluir restricciones
para reducir el conjunto de modelos va´lidos del lenguaje. Los meta-modelos suelen definirse
utilizando una notacio´n de alto nivel, como por ejemplo diagramas de clases UML. El
entorno generado a partir de esa definicio´n comprueba que los modelos construidos en
el entorno son conformes al meta-modelo, para lo que debe existir un morfismo desde el
modelo al meta-modelo, y adema´s se deben cumplir las restricciones sobre el modelo.
A continuacio´n se realiza una revisio´n de algunas de las principales herramientas de
meta-modelado existentes. La primera de ellas, AToM3, se utilizara´ en los cap´ıtulos 4 y 5
para implementar y evaluar el marco de especificacio´n de LVDEs propuesto en esta tesis.
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AToM3
AToM3 [51] (2002) es una herramienta de meta-modelado que se desarrollo´ originalmen-
te para describir y generar entornos para lenguajes de simulacio´n de sistemas dina´micos.
La herramienta se basa en la idea de que “todo es un modelo”, en el sentido de que incluso
la interfaz de usuario de la herramienta es un modelo que se interpreta al cargarse y que,
por tanto, se puede modificar para eliminar o an˜adir botones con nuevas funcionalidades.
En AToM3, la sintaxis abstracta del LVDE se especifica mediante un meta-modelo
que puede ser un diagrama de clases o un diagrama entidad-relacio´n. El meta-modelo
puede incluir restricciones escritas en Python (lenguaje en el que esta´ implementado la
herramienta). Para cada restriccio´n se debe especificar que´ evento de usuario causa su
evaluacio´n (crear un elemento, borrar un elemento, salvar el modelo, etc.) as´ı como si
la evaluacio´n se realiza antes o despue´s de que el evento tenga lugar. Por u´ltimo, cada
elemento del meta-modelo hereda de una clase padre que define un atributo para especificar
su sintaxis concreta (un icono en el caso de clases y entidades, y una flecha en el caso de
asociaciones y relaciones). La figura 3.1 muestra el uso de AToM3 para definir un LVDE. La
ventana del fondo contiene el meta-modelo del lenguaje, y la ventana superior corresponde
a la edicio´n de la sintaxis concreta de una de sus clases.
Figura 3.1: Definicio´n de un lenguaje visual de dominio espec´ıfico en AToM3
Una vez definido, el meta-modelo se carga de nuevo en AToM3 de tal forma que el
comportamiento de la herramienta cambia y permite dibujar modelos que se ajustan a
la sintaxis especificada. Por ejemplo, la figura 3.2 muestra el entorno generado para el
lenguaje de la figura 3.1, donde los botones en la parte izquierda de la interfaz corresponden
a elementos de su meta-modelo.
AToM3 no permite definir LVDEs multi-vista, sino que habr´ıa que generar un entorno
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Figura 3.2: Entorno generado para un lenguaje visual de dominio espec´ıfico en AToM3
visual distinto e independiente para cada lenguaje de la familia. Tampoco incluye ni genera
mecanismos de consistencia ni ana´lisis entre diagramas. Los modelos se pueden manipular
mediante grama´ticas de grafos, lo que permite construir simuladores y especificar redisen˜os
para un lenguaje dado. Sin embargo no incluye soporte para identificar en que´ partes del
modelo aplicar los redisen˜os, ni para especificar mecanismos de medicio´n de los modelos
del lenguaje. Tampoco permite obtener vistas derivadas.
El cap´ıtulo 4 mostrara´ algunas extensiones realizadas a AToM3 (dentro de este trabajo
de tesis) para eliminar las limitaciones enumeradas. La nueva versio´n de la herramienta
s´ı que permite definir mecanismos de consistencia, ana´lisis, medicio´n y redisen˜o que se
integran en el entorno de modelado generado, as´ı como obtener vistas derivadas de un
modelo. Para ello implementa las ideas propuestas en el marco para la especificacio´n de
LVDEs que presenta el mismo cap´ıtulo.
DSL Tools
DSL Tools [55] (2005) es la propuesta de Microsoft para crear entornos para LVDEs
(y definir generadores de co´digo para los mismos). La sintaxis abstracta del lenguaje se
describe mediante un meta-modelo expresado con una variante de MOF, denominado mo-
delo de dominio en la herramienta. Se pueden expresar restricciones sobre el meta-modelo
utilizando co´digo C#, las cuales se evalu´an en respuesta a eventos de usuario. La sintaxis
concreta consiste en la definicio´n de iconos y conectores gra´ficos asociados a cada elemento
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del meta-modelo, para lo que se utiliza un fichero XML. A partir de esta herramienta,
genera un editor para el lenguaje visual.
Esta herramienta no ofrece soporte para ninguna de las caracter´ısticas bajo estudio.
GME
GME (Generic Modeling Environment) [118] (1999) es una herramienta de meta-modelado
para la creacio´n de entornos de modelado de dominio espec´ıfico y la s´ıntesis de programas.
La sintaxis abstracta de los LVDEs se especifica con diagramas UML, y la sema´ntica esta´ti-
ca se define con el lenguaje de restricciones OCL. Para especificar la sintaxis concreta, los
elementos de los diagramas UML incluyen atributos para definir el nombre de un fichero
de iconos o los colores y tipo de l´ınea a usar para su representacio´n.
A partir de esta descripcio´n se genera un entorno que puede usarse para construir
modelos del lenguaje, los cuales se almacenan en una base de datos o en formato XML.
A partir de esos modelos se pueden generar automa´ticamente las aplicaciones, y sintetizar
entradas a diferentes herramientas COTS y simuladores (desarrollados separadamente).
Respecto a las caracter´ısticas avanzadas bajo estudio, GME permite definir modelos
jera´rquicos (modelos dentro de modelos), mu´ltiples aspectos que definen que´ partes de
un modelo esta´n visibles en cada momento, y composicio´n de meta-modelos a trave´s de
las clases con igual nombre. La consistencia de la sema´ntica esta´tica entre modelos en
aquellos casos en que un mismo elemento puede aparecer en distintos modelos se gestiona
mediante la definicio´n de referencias desde el elemento referenciado a los elementos que lo
referencian. Un elemento referenciado no puede eliminarse hasta que todas sus referencias
se han eliminado, y no hay posibilidad de cambiar tal patro´n de comportamiento (por
ejemplo, para implementar un borrado en cascada al eliminar el objeto referenciado). GME
permite manipular los modelos con el lenguaje de transformacio´n de modelos GreAT [6],
lo cual permitir´ıa construir simuladores y redisen˜os. Sin embargo no incluye soporte para
identificar en que´ partes del modelo aplicar los redisen˜os, verificar la consistencia de la
sema´ntica dina´mica entre diagramas, ni realizar mediciones de los modelos.
GMF
GMF (Graphical Modeling Framework) [78] (2006) es una herramienta de meta-modelado
construida sobre Eclipse que permite generar editores gra´ficos para lenguajes visuales. Los
editores construidos se basan en EMF (marco de modelado y generacio´n de co´digo para
especificar meta-modelos y gestionar sus instancias) y GEF (marco de edicio´n gra´fica).
Para especificar un LVDE en GMF se debe dar un meta-modelo con su sintaxis abstrac-
ta, otro con su sintaxis concreta, y un modelo que asigna objetos de la sintaxis concreta
a la sintaxis abstracta (es decir, asigna visualizaciones a los conceptos del dominio). Para
editar la sintaxis concreta no existe un editor gra´fico, sino que los iconos se definen como
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nodos de un a´rbol que contienen (recursivamente) el nombre de los objetos gra´ficos de los
que esta´ compuesto. Es posible especificar restricciones en OCL. A partir de esta definicio´n
se genera un entorno de edicio´n de modelos conforme a la sintaxis del lenguaje, los cuales
se almacenan en formato XMI o en cualquier otro esquema XML definido por el usuario.
La consistencia de la sema´ntica esta´tica entre modelos se soporta mediante sincroniza-
cio´n de modelos. Aunque GMF no provee soporte para ninguna otra de las caracter´ısticas
bajo estudio, algunas se podr´ıan implementar con otras herramientas Eclipse. Por ejemplo
se pueden usar ATL [14], MTF [143] o VIATRA [17] para definir simuladores y redisen˜os
mediante transformacio´n de grafos, o EMF Query [65] para la obtencio´n de vistas deriva-
das. Esta u´ltima herramienta proporciona un API para realizar consultas sobre modelos,
cuyo resultado es el conjunto de objetos lo´gicos que cumplen la consulta (y no un modelo).
Sin embargo habr´ıa que encargarse de la integracio´n de las herramientas, lo que incluye
mecanismos para reflejar el resultado de las operaciones realizadas sobre los modelos defi-
nidos en el entorno de modelado. En cualquier caso no hay soporte para el ana´lisis de la
sema´ntica dina´mica, la especificacio´n de mediciones, ni la identificacio´n de las partes del
modelo donde aplicar los redisen˜os.
MetaEdit+
MetaEdit+ [136] (1991, primera versio´n comercial en 1995) es una herramienta que
permite desarrollar entornos para LVDEs. El enfoque que sigue es distinto de las dema´s
herramientas de esta seccio´n ya que para definir el lenguaje no hay que dar un meta-modelo
con su sintaxis abstracta. En cambio, lo que se tiene que hacer es modelar por separado los
cinco conceptos que especifica el lenguaje de ingenier´ıa de notaciones GOPRR, que son: los
s´ımbolos que usara´ la sintaxis concreta de los elementos del lenguaje; los atributos de los
elementos; las relaciones entre elementos; los roles o tipo de elementos permitidos a ambos
extremos de cada relacio´n; y las reglas sinta´cticas que establecen que´ elementos, relaciones
y roles contiene el lenguaje y co´mo pueden conectarse.
A partir de esta definicio´n crea un entorno para la edicio´n de modelos en la notacio´n
dada. Los modelos se pueden editar mediante diagramas gra´ficos, matrices o tablas.
MetaEdit+ es una herramienta multi-proyecto que permite intercambiar datos entre
diversos proyectos, siendo el concepto de lenguaje multi-vista un caso particular de multi-
proyecto. La consistencia de la sema´ntica esta´tica entre diagramas se logra mediante el
uso de un repositorio de objetos comu´n, de tal modo que al confirmar los cambios en un
diagrama e´stos se reflejan automa´ticamente en el resto de diagramas. Respecto al resto de
caracter´ısticas bajo estudio, el u´nico soporte que MetaEdit+ proporciona es un lenguaje
de script para exportar los modelos a distintos formatos (co´digo, XML, etc.) que pueden
ser entrada de herramientas de ana´lisis, medicio´n, transformacio´n o simulacio´n que deben
desarrollarse por separado, y desde las cuales no hay mecanismos para anotar los resultados
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sobre los modelos originales. Por tanto, desde la perspectiva adoptada en este estado del
arte no proporciona un soporte real para ninguna de las caracter´ısticas estudiadas.
Pounamu
En Pounamu [195] (2004), los entornos para LVDEs se definen mediante el uso de
cuatro componentes: un editor de iconos, conectores y atributos; un editor de manejadores
de eventos para especificar comportamiento en respuesta a eventos (restricciones) en Java;
un editor de meta-modelos usando diagramas entidad-relacio´n; y un editor para asignar
iconos y conectores (sintaxis concreta) a los elementos del meta-modelo. A partir de esta
definicio´n genera un editor de modelos que se ajustan a la sintaxis especificada.
Pounamu soporta la definicio´n de lenguajes multi-vista. Para cada vista se deben es-
pecificar los iconos, conectores y atributos que pueden aparecer en la vista, las entidades
y relaciones del meta-modelo asociadas a la vista, y las relaciones entre los elementos del
meta-modelo y los componentes de la vista. La consistencia de la sema´ntica esta´tica entre
diagramas se genera automa´ticamente, y no es modificable. Otras restricciones ma´s com-
plejas se tienen que programar en Java. La herramienta no da soporte para el resto de
caracter´ısticas bajo estudio.
Tiger
Tiger [63] (2004) es un generador de editores de lenguajes visuales que se implementan
como plugins para Eclipse. Al igual que GMF (explicado anteriormente) se basa en EMF
y GEF para la definicio´n de los lenguajes, pero facilita las tareas de definicio´n de modelos
de dominio, s´ımbolos gra´ficos y relaciones entre ellos. Internamente Tiger utiliza el motor
de transformacio´n de grafos AGG [5] que opera sobre la sintaxis abstracta del modelo para
generar el editor. Actualmente so´lo permite definir lenguajes visuales sencillos basados en
grafos, como por ejemplo diagramas de actividad o redes de Petri.
Respecto a las caracter´ısticas bajo estudio, las consideraciones son las mismas que para
GMF pero sin proporcionar sincronizacio´n de modelos. Como ventaja an˜adida, cuenta con
un editor de grama´ticas de grafos integrado en la herramienta para la manipulacio´n de
modelos.
3.2.2. Entornos visuales basados en transformacio´n de grafos
Los entornos basados en transformacio´n de grafos se generan a partir de una grama´tica
que puede ser de creacio´n o de ana´lisis sinta´ctico (parsing). La primera clase de grama´ticas
da lugar a entornos dirigidos por sintaxis, donde cada regla de la grama´tica representa
una posible accio´n del usuario en el entorno, y el usuario debe seleccionar en cada caso
la regla que quiere aplicar. La segunda clase de grama´ticas (de ana´lisis sinta´ctico) intenta
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reducir el modelo a un s´ımbolo inicial para verificar la correccio´n del mismo. Ambas clases
de grama´ticas son implementaciones de un procedimiento para verificar la validez de un
modelo, y por tanto, pese a estar basadas en reglas declarativas, son ma´s procedimentales
que los enfoques basados en meta-modelado.
GenGEd
GenGEd [18] (1999) es un entorno de desarrollo para lenguajes visuales especificados
mediante la definicio´n de un alfabeto y de una grama´tica de grafos sobre el mismo. Alfabeto
y grama´tica son la entrada de un editor de diagramas basado en reglas y restricciones, que
permite la manipulacio´n dirigida por sintaxis de diagramas visuales mediante la aplicacio´n
de las reglas de la grama´tica.
En la actualidad el desarrollo de GenGEd se ha abandonado y se ha sustituido por
Tiger, lo que hace pensar que un enfoque basado en meta-modelado es ma´s adecuado para
definir entornos visuales. Sin embargo, tambie´n es cierto que definir la sintaxis del lenguaje
mediante una grama´tica puede ser ma´s adecuado para acciones de edicio´n complejas. Otra
ventaja es que permite definir simuladores, redisen˜os y otras manipulaciones de modelos
utilizando el mismo lenguaje de transformacio´n usado para definir el lenguaje. Por u´lti-
mo, tambie´n es posible definir grama´ticas que gu´ıen al usuario hacia la construccio´n de
soluciones inspiradas en patrones de disen˜o.
Aparte de para actividades que implican la manipulacio´n de modelos, GenGEd no da
soporte para ninguna de las otras caracter´ısticas bajo estudio.
DiaGen
DiaGen [138] (1995) permite desarrollar editores de diagramas especificando su sintaxis
mediante grama´ticas de hipergrafos. Al igual que ocurre con GenGEd, DiaGen ha evolu-
cionado a una herramienta de meta-modelado llamada DiaMeta [139] (2006) que permite
especificar lenguajes usando la implementacio´n de MOF que proporciona MOFLON [141].
En general, las aportaciones y limitaciones de DiaGen sobre el conjunto de propiedades
que se esta´n estudiando son las mismas que para GenGEd.
3.2.3. Otros enfoques
CIDER
CIDER [101] (2004) es una herramienta basada en componentes para construir editores
de diagramas “inteligentes” (esto es, editores que se comportan como si entendieran el
significado de los diagramas construidos). Los editores se construyen a partir de un conjunto
de componentes Java predefinidos. La sintaxis del lenguaje (no se diferencia entre sintaxis
60 3. Estado del arte
concreta y abstracta) se especifica mediante un conjunto de s´ımbolos gra´ficos ma´s una
grama´tica multiconjunto atribuida que impone restricciones gra´ficas entre los s´ımbolos.
Las reglas de estas grama´ticas son textuales.
Es posible especificar manipulaciones de modelos para controlar la disposicio´n de sus
elementos, implementar simuladores y realizar razonamientos sobre los diagramas. Tambie´n
podr´ıan usarse para especificar redisen˜os o guiar la construccio´n segu´n patrones de disen˜o.
Las transformaciones se especifican mediante reglas de produccio´n textuales que pueden
contener cuantificadores existenciales y contexto negativo.
No hay soporte para la definicio´n de lenguajes multi-vista, mecanismos de ana´lisis,
medidas, ni identificacio´n de submodelos candidatos a redisen˜o.
IPSEN
IPSEN [106] (1997) persigue la generacio´n de entornos para lenguajes textuales y vi-
suales (gra´ficos). Para ello, la sintaxis concreta y abstracta de cada lenguaje se especifica
mediante grama´ticas EBNF, a partir de las cuales se genera un editor dirigido por sinta-
xis para la sintaxis concreta textual. Adicionalmente se pueden definir anotaciones sobre
los te´rminos de las grama´ticas EBNF y asignarles una representacio´n gra´fica, a partir de
la cual generar el correspondiente editor para la sintaxis concreta visual. Para especificar
manipulacio´n de modelos se pueden usar sistemas de reescritura programados utilizando
el lenguaje PROGRES.
No hay soporte para la consistencia entre diagramas, la definicio´n de medidas, ni la
identificacio´n de partes de los modelos candidatas a redisen˜o.
3.3. Lenguajes de transformacio´n de modelos 61
3.3. Lenguajes de transformacio´n de modelos
Al trabajar con modelos es habitual tener que manipularlos, por ejemplo para realizar
redisen˜os automa´ticos, transformarlos a un formalismo distinto para su ana´lisis, refinarlos,
animarlos, etc. Existen muchos lenguajes para la transformacio´n de modelos, y se pueden
clasificar atendiendo a tres caracter´ısticas ortogonales: si son visuales o textuales; si son
imperativos, declarativos o h´ıbridos (esto es, utilizan construcciones imperativas y decla-
rativas); y si son formales o semi-formales. Esta seccio´n recoge una breve descripcio´n de
los lenguajes de transformacio´n de modelos ma´s utilizados en la actualidad. A modo de
resumen, la tabla 3.1 muestra los lenguajes estudiados, clasificados segu´n sus propiedades.
Textual Visual Imperativo Declarativo Hı´brido Formal Semi-Formal
ATL • • •
G.Grafos • • •
G.G.Triples • • •
GReAT • • •
MOLA • • •
QVT • • • •
RubyTL • • •
Story d. • • • •
VIATRA2 • • • •
Tabla 3.1: Algunos lenguajes de transformacio´n de modelos
ATL
ATL (ATLAS Transformation Language) [14] es un lenguaje de transformacio´n modelo-
a-modelo textual e h´ıbrido, basado en QVT (ver ma´s abajo). Permite obtener un conjunto
de modelos destino a partir de un conjunto de modelos origen, cada uno de ellos conforme
a un meta-modelo dado. Cada transformacio´n consta de reglas que al ejecutarse dan como
resultado un modelo nuevo independiente del inicial. Admite dos tipos de transformacio´n
dependiendo de la similitud entre los modelos origen y destino: si van a ser muy distintos se
debe especificar co´mo obtener cada elemento del modelo destino a partir del modelo origen,
pero si van a ser similares basta con especificar u´nicamente co´mo obtener los elementos que
difieren, y el resto se copia sin cambios desde el origen al destino. No´tese que el segundo tipo
de transformacio´n implica crear una copia del modelo origen, lo cual puede no ser o´ptimo
en modelos grandes, y no es adecuado para algunas manipulaciones intra-formalismo como
la animacio´n de modelos.
Existe una implementacio´n de ATL en la plataforma Eclipse, lo que permite su inte-
gracio´n con otras herramientas Eclipse para MDA.
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Grama´ticas de grafos
Las grama´ticas de grafos son un lenguaje visual, declarativo y formal para la transfor-
macio´n de modelos. Se basan en el uso de reglas, para cuya definicio´n y aplicacio´n existen
diversas formalizaciones (ve´ase apartado 2.2.1). Dada su naturaleza formal, muchos len-
guajes de transformacio´n de modelos como VIATRA2 [17] o los story diagrams [70] las usan
como base teo´rica. Tales lenguajes suelen ser h´ıbridos. Utilizan reglas de transformacio´n
de grafos para la manipulacio´n de los modelos, y un lenguaje imperativo (textual o visual)
para controlar la ejecucio´n de las reglas o incrementar su expresividad.
Existen diversas herramientas que implementan grama´ticas de grafos, tales como AGG [5]
o AToM3 [51]. Entre ellas, AGG es la u´nica que proporciona mecanismos para verificar pro-
piedades de las transformaciones. AGG es un entorno de programacio´n visual basado en
transformacio´n de grafos con tipo y atributos. El comportamiento de la aplicacio´n se des-
cribe mediante reglas de grafos que modifican la estructura de un grafo dado. Las reglas
siguen el enfoque algebraico DPO de transformacio´n de grafos, y pueden contener condicio-
nes de aplicacio´n positivas y negativas. Adema´s se pueden agrupar en capas que se ejecutan
secuencialmente, mientras que dentro de cada capa las reglas se aplican no determin´ısti-
camente. Como te´cnicas de ana´lisis, AGG proporciona el ana´lisis de pares cr´ıticos para
estudiar la confluencia de una grama´tica, y la verificacio´n de restricciones condicionales
en un grafo dado. En concreto, el ana´lisis de pares cr´ıticos sobre una grama´tica obtiene
todas las posibles aplicaciones de dos reglas que pueden dar lugar a un conflicto (esto es,
los grafos mı´nimos tales que al aplicar dos reglas en distinto orden se obtiene un resultado
distinto, ve´anse te´cnicas de ana´lisis de grama´ticas de grafos en el apartado 2.2.1 para ma´s
informacio´n).
Grama´ticas de grafos triples
Las grama´ticas de grafos triples son un lenguaje visual, declarativo y formal que resul-
ta adecuado para la transformacio´n modelo-a-modelo. Permiten manipular grafos triples
compuestos por un grafo origen (de la transformacio´n), un grafo destino, y un grafo corres-
pondencia que contiene nodos que relacionan los elementos de los grafos origen y destino
(ve´ase apartado 2.2.1).
Entre las herramientas que soportan grama´ticas de grafos triples destaca la herramienta
de meta-modelado MOFLON [141]. Esta herramienta permite definir relaciones de equi-
valencia entre los elementos de dos meta-modelos mediante reglas triples declarativas. A
partir esas reglas se genera co´digo Java para la integracio´n de modelos conforme a dichos
meta-modelos, en concreto para crear un modelo a partir de otro, crear enlaces de corres-
pondencia entre dos modelos dados, o propagar valores de atributos entre dos modelos.
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GReAT
GReAT (Graph Rewriting and Transformation) [6] es el lenguaje de transformacio´n de
modelos disponible en el entorno de meta-modelado GME. Es visual y consta de un lenguaje
de especificacio´n de patrones, un lenguaje declarativo de transformacio´n de grafos con una
sintaxis similar a UML, y un lenguaje imperativo de control de flujo de alto nivel para
controlar el orden de aplicacio´n de las reglas. El lenguaje de control permite especificar
secuencias de reglas, ejecucio´n no determinista (esto es, ejecucio´n de reglas en paralelo),
composicio´n de reglas, recursio´n y condiciones del tipo “si-entonces”.
Para especificar una transformacio´n modelo-a-modelo con GReAT hay que proporcionar
los meta-modelos de los modelos origen y destino, ma´s un tercer meta-modelo adicional
con las relaciones auxiliares o de equivalencia existentes entre los elementos de los meta-
modelos. Esto es similar a las trazas de QVT o a los nodos de correspondencia en grama´ticas
de grafos triples (ve´anse apartados correspondientes), aunque ma´s expresivo ya que permite
definir no so´lo relaciones entre los elementos de los modelos origen y destino, sino tambie´n
nuevas clases y asociaciones auxiliares. Al terminar una transformacio´n se eliminan los
elementos auxiliares de tal modo que quedan dos modelos conformes a sus respectivos
meta-modelos.
MOLA
MOLA (MOdel transformation LAnguage) [142] es un lenguaje de transformacio´n de
modelos visual e imperativo. Combina programacio´n estructurada con reglas de transfor-
macio´n basadas en patrones. En MOLA, una transformacio´n consiste en una secuencia de
declaraciones (en el caso ma´s ba´sico reglas) que se representan gra´ficamente como cajas
unidas por flechas. Una regla contiene un patro´n y una accio´n, ambos expresados en un
u´nico diagrama de objetos UML. Estos patrones permiten definir estructuras de control
avanzadas de manera visual, como bucles para ejecutar una regla varias veces, o condi-
ciones “si-entonces”. Tambie´n es posible llamar a otras reglas pasando como para´metro
referencias a las instancias identificadas por la regla de llamada. La transformacio´n se eje-
cuta sobre el modelo original (transformacio´n in-place), y por tanto es ma´s adecuado para
transformaciones endo´genas.
La herramienta MOLA Tool soporta las principales estructuras de control del lenguaje.
Actualmente se esta´ desarrollando una segunda versio´n que soporte el lenguaje completo.
QVT
QVT (Queries/Views/Transformations) [155] es el esta´ndar propuesto por la OMG para
la transformacio´n de modelos en MDA, y por tanto compatible con otros esta´ndares OMG
como OCL o MOF. Es un lenguaje h´ıbrido semi-formal que tiene una sintaxis concreta
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visual y otra textual. Define tres lenguajes de transformacio´n diferentes llamados Relations,
Core y Operational que se diferencian en su naturaleza declarativa o imperativa, y en que
so´lo el primero de ellos tiene una sintaxis visual. Una transformacio´n QVT recibe un
conjunto de modelos origen y un conjunto de modelos destino, todos conformes a meta-
modelos MOF, y establece el conjunto de relaciones de equivalencia que deben existir entre
ellos. Las relaciones declarativas pueden incluir cla´usulas con condiciones adicionales y
llamadas a otras reglas, estableciendo un flujo de control en la ejecucio´n. Por u´ltimo, es
posible definir transformaciones de verificacio´n (checkonly) que simplemente verifican la
consistencia entre modelos, as´ı como de modificacio´n (enforce) que cambian uno de ellos
para hacerlos consistentes.
Los usos de QVT son variados. Se puede utilizar tanto para verificar la consistencia de
dos modelos como para forzarla. Permite realizar transformaciones modelo-a-modelo uni- y
bi-direccionales, en el u´ltimo caso mediante la creacio´n de trazas entre los elementos de los
modelos origen y destino. Tambie´n se puede usar para establecer relaciones entre modelos
pre-existentes y realizar actualizaciones incrementales de un modelo.
Existen bastantes trabajos recientes que intentan dotar de una sema´ntica formal a QVT.
Por ejemplo, el marco MOMENT [25] proporciona un conjunto de operadores gene´ricos
sobre modelos (ej. la unio´n) definidos con el formalismo de especificacio´n algebraica Maude.
Esos operadores se utilizan como motor de reescritura para la transformacio´n de modelos, lo
que permite probar caracter´ısticas de la transformacio´n como su confluencia o terminacio´n.
Otro ejemplo es [109], donde proponen utilizar grama´ticas de grafos triples para formalizar
QVT. La idea es beneficiarse del parecido existente entre la parte declarativa de QVT y
las grama´ticas triples para realizar su integracio´n.
Recientemente han surgido numerosas herramientas que soportan QVT (o una parte
del mismo). Sin embargo la mayor´ıa so´lo tiene en cuenta la sintaxis textual [25, 132, 168],
y no hay ninguna que soporte completamente su sintaxis visual.
RubyTL
El lenguaje de transformacio´n modelo-a-modelo RubyTL [44] esta´ implementado co-
mo un LDE embebido dentro del lenguaje de programacio´n dina´mico Ruby. Es textual e
h´ıbrido, donde la parte declarativa esta´ formada por reglas y relaciones entre los elementos
origen y destino de la transformacio´n, y la parte imperativa viene especificada en Ruby.
Proporciona un mecanismo de extensio´n de las caracter´ısticas ba´sicas del lenguaje me-
diante la creacio´n de plugins. De este modo se puede extender tanto la sintaxis ba´sica del
lenguaje, como el algoritmo de transformacio´n de modelos utilizado, o el ciclo de ejecucio´n
de las reglas. Por ejemplo, algunas caracter´ısticas del lenguaje implementadas como exten-
siones son la invocacio´n expl´ıcita de reglas, la ejecucio´n de una regla un nu´mero de veces,
o la agrupacio´n de reglas en fases que se ejecutan secuencialmente (similar al concepto de
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capas en transformacio´n de grafos).
Story diagrams
Los story diagrams [70] son un lenguaje visual basado en grama´ticas de grafos para la
transformacio´n de modelos. Suele usarse para modelar la evolucio´n dina´mica de un sistema
(transformacio´n de un modelo) ma´s que para transformaciones modelo-a-modelo. Utiliza
diagramas de clases UML para especificar la sintaxis de los modelos a manipular, diagramas
de actividad UML para representar gra´ficamente estructuras de control, y diagramas de
colaboracio´n UML para especificar las reglas de reescritura de grafos. Las actividades de un
story diagram pueden contener co´digo o reglas de reescritura de grafos basadas en Progres.
El lenguaje esta´ disponible en la herramienta de desarrollo dirigido por modelos Fujaba,
el cual genera co´digo Java a partir de los diagramas de clases y story diagramas.
VIATRA2
VIATRA2 [17] es un lenguaje de transformacio´n de modelos cuyo objeto es servir de
soporte al desarrollo de sistemas basados en modelos con la ayuda de me´todos formales
invisibles (esto es, verificacio´n de modelos mediante su proyeccio´n a un formalismo). Es
h´ıbrido y dispone de una sintaxis concreta textual (VTML) para transformaciones grandes,
y de otra gra´fica para desarrolladores familiarizados con MOF/UML. El lenguaje integra
transformacio´n de grafos (de naturaleza formal) con ma´quinas de estados abstractas que
proporcionan estructuras de control imperativas sobre el orden de ejecucio´n de las reglas de
transformacio´n. Las reglas son patrones definidos como grafos con restricciones adicionales.
VIATRA2 tiene una gran riqueza expresiva, y contempla por ejemplo patrones negativos
anidados, patrones recursivos, reglas gene´ricas (esto es, reglas que tienen tipos como argu-
mentos) y meta-reglas que modifican reglas. Aunque los conceptos que utiliza VIATRA2
no son esta´ndar, planean dar soporte a esta´ndares como QVT mediante plugins Eclipse.
Para realizar transformaciones modelo-a-modelo utilizan el concepto de grafo de refe-
rencia [186], que consiste en componer los modelos origen y destino en un solo grafo que
contiene relaciones 1-a-1 entre los elementos de ambos modelos. Este enfoque es similar al
seguido por GReAT o QVT. Existe una herramienta de soporte para VIATRA2 integrada
en Eclipse.
Como puede verse, en la actualidad hay disponible una gran variedad de lenguajes
de transformacio´n de modelos de los cuales este apartado ha recogido so´lo los de uso ma´s
extendido. Cada lenguaje presenta caracter´ısticas particulares que lo hacen apropiado para
la resolucio´n de cierto tipo de problemas, por lo que antes de decantarse por uno de ellos
debe estudiarse que´ se pretende conseguir con su uso.
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De los lenguajes estudiados, so´lo ATL y RubyTL son meramente textuales. Ambos
crean un modelo independiente como resultado y son menos apropiados para manipular la
estructura de un modelo (transformaciones in-place).
Entre los lenguajes visuales, los story diagrams, QVT, VIATRA2, MOLA o GReAT
tienen mayor riqueza expresiva que la transformacio´n de grafos y grafos triples, ya que los
primeros complementan el uso de reglas con lenguajes imperativos que gu´ıan su ejecucio´n
y permiten el paso de para´metros. Sin embargo QVT, MOLA y GReAT son semi-formales.
Entre todos los lenguajes visuales los ma´s apropiados para transformaciones in-place son
los story diagrams, las grama´ticas de grafos y MOLA, aunque no lo son tanto para transfor-
maciones modelo-a-modelo. Para ese tipo de transformaciones son ma´s adecuados GReAT,
VIATRA2 y grama´ticas triples, los cuales se basan en la definicio´n de un meta-modelo
o modelo u´nico con relaciones auxiliares entre los modelos origen y destino para realizar
la transformacio´n modelo-a-modelo. Sin embargo de los tres so´lo VIATRA2 y grama´ticas
triples tienen una base formal. En QVT tales elementos auxiliares (trazas) forman parte
del lenguaje y no hay que definirlos. En cuanto a herramientas, QVT es el u´nico lenguaje
del que no se dispone de una herramienta que soporte completamente la sintaxis visual.
Respecto a la menor riqueza expresiva de la transformacio´n de grafos y grafos triples
frente a otros lenguajes visuales, cabe sen˜alar el esfuerzo que diversos autores esta´n reali-
zando para su mejora (reglas abstractas [60], reglas recursivas [85], etc.).
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Para detectar si existen errores en un disen˜o o verificar su ausencia, los entornos de
modelado pueden usarse en combinacio´n con herramientas de verificacio´n externas o pueden
integrar en su interfaz mecanismos de verificacio´n espec´ıficos. En el primer caso, analizar
el sistema requiere cambiar a una herramienta distinta, traducir los modelos del sistema a
la notacio´n usada por la herramienta de verificacio´n (probablemente un lenguaje formal),
conocer el tipo de ana´lisis requerido para cada propiedad que se desee verificar, y proyectar
los resultados del ana´lisis sobre los modelos de disen˜o. En el segundo caso los mecanismos
de ana´lisis vienen integrados en la herramienta de modelado, y por tanto esta´n adaptados
al lenguaje utilizado y tipo de ana´lisis requerido, son automa´ticos, y en el mejor de los
casos no requieren conocer ningu´n lenguaje adicional al usado por la herramienta.
Esta seccio´n recoge una muestra de las herramientas de modelado del segundo tipo,
esto es, que integran mecanismos de verificacio´n y ana´lisis en su interfaz. Como se vera´, en
muchas ocasiones los enfoques seguidos se basan en el uso de herramientas de verificacio´n
externas, pero su uso es transparente al usuario.
La seccio´n concluye con un ana´lisis de las principales herramientas de verificacio´n ba-
sadas en model checking [41], por ser e´stas unas de las ma´s utilizadas para la verificacio´n
de sistemas.
3.4.1. Entornos de modelado con capacidad de ana´lisis y verifi-
cacio´n
Los principales enfoques de ana´lisis o verificacio´n de sistemas integrados en entornos de
modelado son dos: basados en simulacio´n y basados en transformacio´n. El primer enfoque
consiste en proporcionar simuladores que permitan verificar emp´ıricamente el disen˜o de
un sistema mediante la animacio´n de los modelos que lo forman. El segundo enfoque
consiste en transformar internamente los modelos de disen˜o al lenguaje de entrada de
alguna herramienta de verificacio´n (interna o externa) donde se realiza el ana´lisis. En
este enfoque los resultados a veces se dan sobre el modelo original, pero en otros casos
se devuelve lo obtenido por la herramienta de verificacio´n y debe ser el usuario quien
interprete el resultado.
Dentro del primer enfoque, un ejemplo de herramienta CASE que proporciona te´cnicas
de validacio´n mediante simulacio´n es case/4/0 [36]. La herramienta permite modelar siste-
mas mediante diagramas entidad-relacio´n, diagramas de estados y flujos de informacio´n, y
validar estos u´ltimos mediante su animacio´n. Otros ejemplos son GRADE [80], un entorno
de modelado de sistemas complejos que permite analizar el comportamiento descrito me-
diante simulacio´n y prototipado, o SES/workbench [165], una herramienta de simulacio´n
centrada en el modelado de rendimiento y comportamiento que anima los modelos. Den-
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tro de los entornos de modelado para UML, BridgePoint [32] incluye un verificador que
anima modelos xtUML (Executable and Translatable UML) mediante una ma´quina virtual
ejecutable. El verificador muestra la concurrencia del sistema animando sus ma´quinas de
estados. La herramienta se puede integrar con otras de Eclipse.
Entre las herramientas que usan te´cnicas de ana´lisis basadas en transformacio´n, lo
ma´s habitual son los entornos de modelado que utilizan model checkers para realizar la
verificacio´n. Por ejemplo, la herramienta vUML [119] transforma modelos UML al len-
guaje PROMELA, lenguaje de entrada del model checker SPIN [94] donde se realiza la
verificacio´n. En concreto, vUML permite verificar la consistencia de statecharts respecto
a diagramas de colaboracio´n. Detecta la presencia o ausencia de deadlocks y obtiene las
invariantes que se preservan. En caso de detectarse un deadlock se genera un diagrama
de secuencia que describe los pasos que llevan al mismo. Hugo [161] es otro proyecto que
tambie´n usa SPIN para detectar deadlocks en diagramas UML. Al igual que en vUML, los
modelos se transforman automa´ticamente a PROMELA, y si se detecta un error se genera
un contraejemplo. Para realizar verificaciones ma´s complejas hace falta conocer SPIN y la
estructura de la transformacio´n.
Tambie´n existen entornos de modelado que se apoyan en herramientas de verificacio´n
no basadas en model checking. Por ejemplo, ACL2 [2] utiliza Lisp como lenguaje textual
para especificar sistemas, lo que permite verificarlos mediante su ejecucio´n o utilizando un
probador de teoremas. Esto es posible ya que Lisp es tanto un lenguaje de programacio´n
como un lenguaje matema´tico. Sin embargo no es fa´cil construir modelos complejos con
Lisp ni probar los teoremas (los autores apuntan que se necesitan meses para ser un usuario
efectivo de ACL2). Otro ejemplo es FuZE [75], una extensio´n de un entorno de modela-
do orientado a objetos que genera de manera automa´tica especificaciones Z a partir de
modelos de ana´lisis Fusion. El ana´lisis se realiza invocando herramientas Z para verificar
(con ZTC) o animar (con ZANS) la especificacio´n Z resultante de la transformacio´n. En el
entorno de modelado de sistemas distribuidos PARAGON [169], los sistemas se traducen
al a´lgebra ACSR para ser usadas por la herramienta de verificacio´n XVERSA. XVERSA
realiza ana´lisis del espacio de estados para verificar propiedades de seguridad, comprobar
la equivalencia de procesos y ejecutar el sistema. En este caso la verificacio´n se realiza
directamente sobre XVERSA, lo cual implica saber ACSR, conocer la herramienta de veri-
ficacio´n y saber interpretar los resultados que e´sta proporciona. Para terminar, un ejemplo
de verificacio´n UML es el proyecto OMEGA [147], donde los modelos se transforman a una
representacio´n interna denominada IF que es entrada de la herramienta usada para verifi-
cacio´n, y las propiedades a verificar se definen bien mediante (una variante de) ma´quinas
de estados o con restricciones temporales.
Respecto al lenguaje que todas estas herramientas de modelado utilizan para expresar
las propiedades a verificar, algunas optan por usar el mismo lenguaje que usa la herramienta
de verificacio´n, otras usan diagramas de colaboracio´n UML, y finalmente otras utilizan
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alguna variante de ma´quinas de estados [147].
3.4.2. Herramientas de ana´lisis basadas en model checking
Uno de los tipos de herramienta ma´s usados para la verificacio´n de sistemas (ya sea
desde entornos de modelado o de modo auto´nomo) son las basadas enmodel checking. Acep-
tadas a nivel industrial, no requieren un gran esfuerzo ni conocimiento de las tecnolog´ıas
subyacentes para poder utilizarlas. Como desventaja tienen el problema de la explosio´n
de estados. A continuacio´n se muestran las caracter´ısticas de algunas herramientas de este
tipo, de entre las numerosas existentes. En general, todas proporcionan un lenguaje para
definir los sistemas y otro distinto para especificar las propiedades que se desea verificar.
Para empezar, una de las herramientas de model checking ma´s utilizadas es SPIN (Sim-
ple Promela INterpreter) [94], la cual permite la simulacio´n y verificacio´n formal de siste-
mas software distribuidos. Los sistemas a verificar se deben expresar con un lenguaje no-
determinista denominado PROMELA (PROcess MEta LAnguage) que es bastante similar
a C. Para definir las propiedades se pueden usar invariantes de procesos o sistemas (aser-
ciones), lo´gica temporal lineal (LTL), auto´matas Bu¨chi1 o propiedades “omega-regular”. Si
una propiedad es falsa genera un contraejemplo. SPIN tiene tres modos de funcionamiento:
como simulador, como verificador exhaustivo para validar los requisitos de correccio´n espe-
cificados por el usuario, y como sistema de aproximacio´n de pruebas para validar sistemas
grandes. SPIN se ha usado para verificar sistemas muy diversos, como protocolos de comu-
nicacio´n de datos, sistemas operativos o algoritmos concurrentes. Tambie´n hay entornos
de modelado que la usan internamente para el ana´lisis de modelos [119, 161].
COSPAN [7] es otro ejemplo de model checker que permite realizar especificaciones de
sistemas distribuidos, analizar su comportamiento lo´gico o estoca´stico, y generar co´digo
C a partir de las especificaciones. El ana´lisis lo´gico se lleva a cabo mediante verificacio´n
simbo´lica, y los algoritmos de ana´lisis usan te´cnicas de reduccio´n para tratar espacios
de estados grandes. La extensio´n RTCOSPAN tambie´n permite modelar restricciones de
tiempo real mediante componentes que incluyen los tiempos en que se pueden producir los
eventos. De ese modo excluyen la computacio´n de secuencias de comportamiento que son
inconsistentes con la informacio´n temporal.
Un tercer ejemplo es NuSMV [40], una herramienta que implementa model checking
simbo´lico basado en a´rboles de decisio´n binarios. En este caso los sistemas se deben especi-
ficar utilizando el lenguaje SMV o lo´gica proposicional, y pueden ser s´ıncronos o as´ıncronos.
Las propiedades a verificar se pueden expresar en lo´gica temporal CTL y LTL. Dispone de
heur´ısticas para controlar la explosio´n de estados, e incluye ana´lisis de invariantes, ana´lisis
de alcanzabilidad, computacio´n de las caracter´ısticas cuantitativas de un modelo, y gene-
1Un auto´mata de Bu¨chi es un auto´mata definido sobre secuencias de entrada infinitas, en vez de sobre
secuencias finitas.
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racio´n de contraejemplos. Adema´s de mecanismos de verificacio´n, tambie´n permite simular
un modelo para depurar su comportamiento.
Tambie´n existen bastantes verificadores de sistemas hardware que utilizan Verilog o
VHDL como lenguajes de entrada para especificar los sistemas [21, 31, 72]. Uno de ellos es
FormalCheck [72], basado en COSPAN. FormalCheck proporciona tres algoritmos de verifi-
cacio´n: enumeracio´n de estados simbo´lica con diagramas de decisio´n binarios para modelos
grandes, enumeracio´n de estados expl´ıcita para modelos de menos de 1000 valores por es-
tado, y auto-restringida para restringir la porcio´n de disen˜o a verificar antes de realizar el
ana´lisis, acelerando de ese modo el proceso de bu´squeda. Otro model checker que tambie´n
usa Verilog como lenguaje de entrada es VIS (Verification Interacting with Synthesis) [31],
aunque e´ste transforma internamente Verilog al lenguaje intermedio BLIF-MV. VIS uti-
liza CTL como lenguaje de propiedades, y realiza verificacio´n de equivalencia de disen˜os,
simulacio´n basada en ciclos y s´ıntesis jera´rquica. Como u´ltimo ejemplo, RuleBase [21] se
diferencia de las dos herramientas anteriores en que usa un lenguaje de alto nivel llama-
do Sugar para especificar las propiedades, las cuales se transforman internamente a CTL.
Adema´s, en caso de que una propiedad no se verifique genera un diagrama temporal como
contraejemplo y una explicacio´n de cua´l es el punto donde la propiedad deja de ser cierta
por primera vez.
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Uno de los objetivos generales de la presente tesis es la generacio´n de entornos visuales
que integren mecanismos para medir y mejorar la calidad de los modelos. Como puede
suponerse, tales mecanismos deber´ıan ser generales para poder ser reutilizados o adaptados
a cualquier LVDE para el que se quiera desarrollar un entorno. Por tanto esta seccio´n recoge
las propuestas de diversos autores para la definicio´n de mecanismos de medicio´n y redisen˜o
gene´ricos, esto es, independientes del lenguaje.
La seccio´n incluye un apartado que analiza distintos entornos de modelado que permiten
la medicio´n o redisen˜o de modelos, pero que adema´s presentan caracter´ısticas relevantes
en el presente contexto (extensio´n de los mecanismos predefinidos o independencia del
lenguaje).
3.5.1. Propuestas para la medicio´n y redisen˜o gene´rico de soft-
ware
Diversos autores proponen modelos que manejan conceptos abstractos para especificar
medidas y redisen˜os gene´ricos, que posteriormente se pueden configurar para aplicarlos a
lenguajes concretos. Estos modelos siguen la conocida premisa “define una vez, reutiliza
donde quieras” para minimizar el esfuerzo a la hora de especificar medidas y redisen˜os
para lenguajes nuevos. Lo ma´s frecuente es que estas propuestas, aunque gene´ricas, se
encuentren orientadas a un dominio espec´ıfico particular (muy a menudo la orientacio´n a
objetos) y encaminadas ma´s hacia la parte de implementacio´n que hacia la parte de disen˜o.
A continuacio´n se estudian algunas de las propuestas ma´s representativas.
Medicio´n
El enfoque Goal Question Metrics (GQM) [120] esta´ orientado al descubrimiento de pa-
trones de medicio´n reutilizables. Para ello se identifican los objetivos del proyecto software
y se refinan a objetivos de caracterizacio´n ma´s concretos, a partir de los cuales derivar
los patrones de medicio´n. Sin embargo, GQM no especifica co´mo categorizar los patrones
obtenidos ni reutilizarlos en distintos dominios.
Un enfoque distinto es el que siguen [135, 140]. En ambos casos los autores presen-
tan enfoques basados en meta-modelado para especificar me´tricas gene´ricas para sistemas
orientados a objetos. Para ello definen sendos meta-modelos que incluyen conceptos abs-
tractos del dominio, como clase o atributo. Las me´tricas se definen de forma gene´rica
usando los conceptos del meta-modelo. Posteriormente, para usar una de estas me´tricas
sobre un lenguaje espec´ıfico, basta con dar la relacio´n existente entre los conceptos del
lenguaje y los del meta-modelo. No´tese que como el ca´lculo de las me´tricas depende de
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los conceptos del meta-modelo, no se puede aplicar a lenguajes que no incluyan los con-
ceptos del mismo. Las me´tricas as´ı definidas, por tanto, son independientes del lenguaje
orientado a objetos pero dependientes del dominio, y excluyen su aplicacio´n a lenguajes de
otros dominios. Tampoco explotan el potencial de las me´tricas para actuar como detectores
de malos olores que indiquen que´ entidades son buenas candidatas para un redisen˜o. De
estos dos enfoques, el propuesto en [135] permite adema´s componer las me´tricas ba´sicas
predefinidas para calcular otras ma´s complejas.
En [130] presentan un enfoque que tambie´n esta´ basado en meta-modelado y es in-
dependiente del lenguaje. Parten de un meta-modelo con los conceptos del lenguaje, y
las me´tricas se definen en un paquete separado que contiene una sola clase base llamada
Metric. Definir una nueva me´trica implica extender la clase base y declarar su funcio´n
de medicio´n mediante una consulta OCL parametrizada con los elementos apropiados del
meta-modelo. El enfoque no permite componer me´tricas ni asociarles acciones.
El enfoque seguido en SPQR/20 [171] tambie´n es similar a los anteriores ya que propor-
ciona una implementacio´n de la funcio´n de medicio´n, en este caso una versio´n extendida de
puntos de funcio´n, que se puede aplicar a diversos lenguajes. Sin embargo no utiliza meta-
modelado para formalizar los conceptos gene´ricos de los lenguajes, sino que su aplicacio´n
se realiza clasificando los lenguajes de acuerdo a niveles con caracter´ısticas predefinidas.
Tambie´n relacionado con la generacio´n de me´tricas gene´ricas, existen diversos intentos
para definir ontolog´ıas de medicio´n software [77, 128]. Parte del trabajo desarrollado en la
presente tesis, espec´ıficamente la parte concerniente a la definicio´n de medidas que presenta
el pro´ximo cap´ıtulo, se basa en algunos de estos trabajos para definir un meta-modelo
gene´rico para la definicio´n de medidas.
Redisen˜o
Al igual que para medicio´n, tambie´n existen algunas propuestas para la especificacio´n
de redisen˜os gene´ricos (o ma´s frecuentemente de refactorings de co´digo o modelos) que se
pueden configurar para lenguajes concretos. Por ejemplo, [113] presenta este concepto junto
con una implementacio´n basada en programacio´n estrate´gica en Haskell. El marco consiste
en meta-programas que se pueden aplicar a distintos lenguajes de programacio´n mediante
paso de para´metros. Los refactorings as´ı definidos son gene´ricos ya que se pueden aplicar a
cualquier lenguaje. Sin embargo, especificar los para´metros apropiados en cada caso resulta
complicado e implica conocer Haskell y la sintaxis abstracta del lenguaje espec´ıfico. Adema´s
no provee mecanismos que faciliten la bu´squeda del co´digo candidato a reestructurar.
En [172] definen un LVDE para la evolucio´n de modelos de dominio. Para ello, un mo-
delo escrito en un LVDE se representa como un grafo, y la evolucio´n de ese modelo cuando
el lenguaje cambia se trata como una operacio´n de reescritura que da como resultado un
grafo conforme al lenguaje evolucionado. La transformacio´n se especifica mediante una
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secuencia de estructuras Transform que establecen la relacio´n existente entre los objetos
antes y despue´s de la evolucio´n. Dicha relacio´n se define mediante un patro´n de diagramas
de objetos que relaciona las clases en los meta-modelos inicial y evolucionado. Las modi-
ficaciones pueden producir cambios en la sema´ntica del lenguaje, y eliminar o reemplazar
patrones sinta´cticos existentes.
3.5.2. Deteccio´n de posibilidades de redisen˜o
Existen diversas te´cnicas para guiar la aplicacio´n de redisen˜os mediante la deteccio´n de
lo que se conoce como “malos olores”. En [103] detectan malos olores mediante el ca´lculo
de invariantes que se infieren a partir de los programas. Cada invariante tiene asociado un
refactoring e identifica do´nde aplicarlo. Por ejemplo, una invariante sobre los para´metros de
un me´todo puede indicar si hay alguno innecesario porque no se usa, es constante o puede
calcularse en funcio´n de otros. En total proponen seis posibles refactorings detectables me-
diante este tipo de ana´lisis. En [180] los malos olores se identifican con meta-programacio´n
lo´gica. Para ello existe una serie de predicados lo´gicos que´ evalu´an que´ partes del co´digo
son sensibles a error, y como resultado se aplica el conjunto apropiado de refactorings (de
entre los predefinidos en una base de datos) para eliminar o reducir el error. Este marco
es independiente del lenguaje usado.
Una aproximacio´n distinta para identificar co´digo o modelos candidatos a un redisen˜o
son las me´tricas. En [167] usan este enfoque para sistemas orientados a objetos. Compara-
tivamente, las me´tricas son una te´cnica bastante ligera cuando la bu´squeda se realiza en
sistemas grandes, y tambie´n ma´s elegante para ciertos tipos de malos olores. Como des-
ventaja esta´ el hecho de que deben interpretarse, esto es, a veces el valor apropiado de una
me´trica puede depender del tipo de aplicacio´n o comportamiento que queremos generar, de
tal modo que distintos valores pueden ser apropiados o erro´neos dependiendo del contexto.
3.5.3. Entornos de modelado con capacidad de medicio´n y redi-
sen˜o
La OMG ha reconocido recientemente la necesidad de herramientas para la moderni-
zacio´n y evolucio´n de software. Actualmente, su Architecture-Driven Modernization Task
Force [3] esta´ desarrollando un conjunto de esta´ndares para el desarrollo de herramientas
de modernizacio´n basadas en meta-datos que faciliten el ana´lisis, visualizacio´n, refactoring
y transformacio´n de sistemas software existentes. Para ello ha publicado una solicitud de
propuestas (Request for Proposals) [4] de paquetes de me´tricas y refactorings con el obje-
tivo de construir un meta-modelo que los defina y permita su intercambio. Estos paquetes
deber´ıan ser lo suficientemente flexibles para adoptar nueva clases de me´tricas a un mı´nimo
coste.
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Aunque existen muchos entornos de modelado con capacidad de realizar mediciones, el
conjunto de me´tricas que proporcionan suele estar predefinido en la herramienta, orientado
a un dominio o lenguaje espec´ıfico (el que soporta la herramienta) y las posibilidades de
extensio´n son bastante limitadas. Existen algunas excepciones que cubren alguna de estas
limitaciones por separado, aunque no todas ellas simulta´neamente. Por ejemplo, la herra-
mienta SDMetrics [164] permite definir me´tricas para modelos UML usando un lenguaje
basado en XML (lo cual lo hace poco usable). ATHENA [181] tambie´n proporciona un con-
junto de me´tricas base para lenguajes textuales que es extensible mediante la utilizacio´n
de un LDE. Las me´tricas son independientes del lenguaje: proporcionando como entrada
de la herramienta la especificacio´n del lenguaje y los algoritmos de ca´lculo y evaluacio´n de
las me´tricas, e´ste genera un entorno de medicio´n para el lenguaje correspondiente. Otra
excepcio´n es el entorno de reingenier´ıa Moose [115], el cual implementa un motor para
me´tricas software orientadas a objetos independientes del lenguaje (pero no del dominio).
Proporciona ma´s de treinta me´tricas predefinidas sin posibilidad de extensio´n, pero que
pueden configurarse para cualquier lenguaje orientado a objetos relacionando los conceptos
del lenguaje con los definidos en una representacio´n independiente del lenguaje denominada
FAMIX.
Por otro lado, la herramienta MetricView [137] es dependiente del lenguaje pero inde-
pendiente de la me´trica. Permite visualizar cualquier me´trica referente a un elemento UML
(y calculada en una herramienta externa) proyecta´ndola sobre los diagramas en los que el
elemento aparece. Para cada tipo de me´trica el usuario so´lo debe seleccionar co´mo repre-
sentarla y cua´les son sus valores extremos. Sin embargo no permite visualizar me´tricas para
conjuntos de elementos (como se hace por ejemplo en [167]), y la interpretacio´n de cada
me´trica y definicio´n de valores extremos corre a cargo del usuario. Una versio´n posterior
de la herramienta (MetricViewEvolution [137]) permite el ca´lculo de me´tricas dentro de la
misma herramienta.
Tambie´n existen algunas herramientas de modelado que permiten aplicar redisen˜os o
refactorings sobre modelos, aunque este tipo de te´cnicas esta´ ma´s presente en entornos
de programacio´n que en entornos de modelado. Ya sea en uno u otro caso, los redisen˜os
suelen estar orientados a un lenguaje espec´ıfico, codificados a priori en la herramienta sin
posibilidad de extensio´n, y la deteccio´n de las partes susceptibles al redisen˜o se tiene que
hacer a mano. Algunos ejemplos son el Refactoring Browser [157] para co´digo Smalltalk,
o Together [179] para co´digo Java y modelos UML. Una de las pocas herramientas que
detecta automa´ticamente oportunidades de refactoring es SOUL [180]. Para ello utiliza
un lenguaje basado en meta-programacio´n lo´gica construido sobre el entorno VisualWorks
Smalltalk que detecta automa´ticamente la existencia de malos olores y propone el conjunto
de refactorings apropiados a aplicar en cada caso. De nuevo, esta herramienta es de dominio
espec´ıfico y el conjunto de malos olores detectables, as´ı como el de refactorings propuestos,
esta´ predefinido y no se puede modificar.
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Por u´ltimo, como mostro´ el estudio de herramientas para generar entornos de modelado
expuesto en la seccio´n 3.2, no existe ninguna de ellas que proporcione soporte para incluir
mecanismos de medicio´n en los entornos generados. Para definir redisen˜os algunas permiten
usar lenguajes de transformacio´n de modelos pero, de nuevo, en ningu´n caso proporcionan
soporte para guiar la ejecucio´n de los redisen˜os en base a la deteccio´n de malos olores.
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3.6. Desarrollo dirigido por modelos
Un paradigma de desarrollo reciente cuyo e´xito depende en gran medida de la funcio-
nalidad proporcionada por las herramientas de modelado usadas para su implementacio´n
es el Desarrollo de Software Dirigido por Modelos (DSDM) [188]. El DSDM se basa en el
uso de modelos para especificar de manera eficiente la estructura y comportamiento de un
sistema. Ma´s au´n, los modelos no so´lo documentan el ana´lisis y disen˜o del sistema, sino que
constituyen su implementacio´n y permiten la generacio´n de co´digo, casos de prueba y me-
canismos de ana´lisis de manera automa´tica. Por tanto, una arquitectura basada en DSDM
debe definir los conceptos y reglas disponibles para crear modelos, la notacio´n usada para
dibujarlos, que´ elementos del mundo real representan sus elementos, y las transformaciones
de los modelos a otros artefactos (incluyendo co´digo) [13]. Con el te´rmino mega-modelo [67]
nos referimos al modelo que especifica conceptos de DSDM y permite razonar sobre ellos.
La Arquitectura Dirigida por Modelos [131] (MDA) es una implementacio´n de DSDM
con esta´ndares de la OMG (UML para el modelado de sistemas, MOF para el meta-
modelado, OCL para la especificacio´n de restricciones y QVT para la transformacio´n de
modelos). En esta propuesta, los desarrolladores construyen modelos independientes de la
plataforma (PIMs) utilizando lenguajes de alto nivel de abstraccio´n. A continuacio´n eligen
la plataforma para la que quieren generar co´digo, de tal modo que una transformacio´n
QVT se encarga de transformar los PIMs a modelos que incluyen aspectos de la platafor-
ma (PSMs). Diferentes transformaciones QVT definidas en la arquitectura de desarrollo
espec´ıfica permiten automatizar las transformaciones para distintas plataformas. Por u´lti-
mo, a partir de los PSMs se genera el co´digo ejecutable de la aplicacio´n. Adicionalmente,
MDA contempla el modelado de requisitos del sistema y del modelo de negocio mediante
modelos de mayor nivel de abstraccio´n independientes de la computacio´n (CIMs).
Como puede verse, la transformacio´n de modelos es clave en el DSDM (y MDA) para
refinar modelos entre distintos niveles de abstraccio´n (transformacio´n modelo-a-modelo de
PIM a PSM) y generar co´digo (transformacio´n modelo-a-plataforma). Tambie´n es posible
encontrar transformaciones dentro del mismo nivel de abstraccio´n, por ejemplo para im-
plementar refactorings de modelos que mejoren alguna caracter´ıstica de calidad del disen˜o
antes de la generacio´n de co´digo. La seccio´n 3.3 recog´ıa una seleccio´n de los lenguajes de
transformacio´n de modelos ma´s utilizados en la actualidad. Idealmente, dentro del marco
de DSDM, los lenguajes usados deber´ıan proveer mecanismos para sincronizar los modelos
origen y destino de una transformacio´n frente a posibles cambios, esto es, sincronizar PIMs
y PSMs as´ı como PSMs y co´digo.
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3.6.1. Herramientas para el desarrollo dirigido por modelos
Actualmente el DSDM, y ma´s en concreto MDA, esta´n muy extendidos y cada d´ıa
surgen nuevas herramientas que los soportan. En ocasiones estas herramientas esta´n orien-
tadas al desarrollo de aplicaciones en dominios concretos, a menudo la web por el tipo de
tecnolog´ıa que generan (EJB o Webservices). Este es el caso de herramientas como Opti-
malJ [149] o ArgoUML [11], siendo esta u´ltima la versio´n gratuita sobre la que se basan
herramientas comerciales como Poseidon [153]. Tambie´n existen otras herramientas que
generan aplicaciones de a´mbito general, como MagicDraw [124].
Sin entrar en detalle en el proceso de generacio´n de co´digo (por no ser una caracter´ıstica
relevante para los propo´sitos de esta tesis), el enfoque ma´s utilizado es el basado en plan-
tillas. Una plantilla establece la relacio´n entre el modelo de datos del sistema y el co´digo a
generar desde el mismo. Las plantillas incluyen referencias a las entidades que pertenecen
al modelo de datos. As´ı, un motor de plantillas toma como entrada el modelo de datos de
un sistema y las plantillas de generacio´n de co´digo, y reemplaza las referencias existentes en
las plantillas por datos reales del modelo, obteniendo el co´digo fuente. De algu´n modo las
plantillas se pueden ver como un lenguaje de consultas que obtiene parte de la informacio´n
de un modelo y cuyo resultado se muestra en un nivel distinto de abstraccio´n (el co´digo).
Este enfoque lo utilizan herramientas como AndroMDA [9], OpenArchitectureWare [148]
o StP/ACD [174]. A veces el uso de plantillas se complementa con patrones (OptimalJ).
Los patrones dictan que´ plantillas usar para la generacio´n de co´digo y co´mo usarlas para
implementar los componentes de la aplicacio´n, dependiendo de los modelos definidos. Fi-
nalmente, otras herramientas como ArgoUML utilizan lenguajes procedimentales para la
generacio´n de co´digo.
Sin embargo, ma´s que en el proceso de generacio´n de co´digo, el presente estudio esta´ in-
teresado en co´mo se realiza el modelado de sistemas en las herramientas, que´ mecanismos
para el aseguramiento de la calidad de los modelos de ana´lisis y disen˜o proporcionan, y
que´ lenguajes de transformacio´n modelo-a-modelo utilizan. Esa es la razo´n de que el apar-
tado considere algunas herramientas CASE que, si bien no soportan todo el proceso de
generacio´n de co´digo que una herramienta de DSDM requiere, complementan a otras he-
rramientas que s´ı lo hacen. De hecho, la primera diferencia que podemos encontrar entre
herramientas para DSDM si atendemos a sus capacidades de modelado es si delegan esta
tarea a una herramienta CASE externa (como ocurre con AndroMDA) o si integran edi-
tores de modelos para ello (como ArgoUML, Objecteering [146], OptimalJ). El problema
con el primer tipo de herramientas es que exige cambiar de herramienta segu´n la actividad
realizada en cada momento.
Respecto a los lenguajes utilizados para el modelado de sistemas, existen herramientas
que se cin˜en a la especificacio´n MDA y por tanto utilizan UML (ArgoUML, MagicDraw,
Objecteering, OptimalJ), otras utilizan lenguajes basados en UML (Fujaba), y finalmen-
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te hay algunas que permiten definir o usar LDEs o de propo´sito general (AndroMDA,
StP/SE [174]).
Por lo general, las herramientas que no integran editores de modelos tampoco pro-
porcionan mecanismos de consistencia entre modelos (aunque s´ı propagacio´n de cambios
de modelos a co´digo), ni de redisen˜o o medicio´n de modelos. Estas tareas se dejan a los
editores de modelos, o bien se realizan sobre el co´digo generado (proceso que resulta ma´s
costoso). Entre las herramientas que integran editores de modelos, algunas se encargan
de verificar la consistencia entre modelos (ArgoUML, MagicDraw, Objecteering), realizan
refactorings de modelos o gu´ıan hacia la consecucio´n de buenas pra´cticas y patrones de
disen˜o (ArgoUML, MagicDraw, OptimalJ), o generan informes con propiedades o me´tricas
del sistema en desarrollo (MagicDraw, Objecteering). Como las herramientas manejan un
lenguaje fijo (UML en su mayor´ıa), los mecanismos para realizar las verificaciones y ana´lisis
esta´n codificados a priori en la herramienta y son adecuados para el dominio del lenguaje
utilizado.
Respecto a las transformaciones modelo-a-modelo, los lenguajes utilizados dependen de
la herramienta determinada. Por ejemplo, algunas herramientas utilizan ATL (como por
ejemplo AndroMDA y OpenArchitectureWare), transformacio´n de grafos o grafos triples
(Fujaba), patrones (OptimalJ) o lenguajes procedimentales (ArgoUML).
Del estudio realizado se concluye que de las muchas herramientas de modelado existen-
tes para DSDM, una gran mayor´ıa sigue el enfoque defendido en la seccio´n 2.4 de integrar
mecanismos para verificar la correccio´n de los modelos y garantizar la calidad de los siste-
mas desde las fases iniciales del desarrollo, cuando el coste de aplicar tales mecanismos y
resolver los problemas detectados es menor [11, 124, 146, 149]. Adema´s, en las herramien-
tas analizadas, tanto los mecanismos de verificacio´n como los lenguajes origen y destino
de las transformaciones suelen estar fijos (por ejemplo, generacio´n de co´digo Java desde
modelos UML). El objetivo de esta tesis es ser capaces de generar entornos visuales de
modelado adaptados a las necesidades de mercado actuales. Para ello la generacio´n de
meras herramientas de dibujo no es suficiente, sino que e´stas deben integrar mecanismos
para la consistencia sinta´ctica y sema´ntica entre modelos, verificacio´n, ana´lisis, medicio´n y
que en general ayuden a mejorar la calidad de los modelos (y en consecuencia del sistema
resultante que representan). Ma´s au´n, es necesario poder adaptar los mecanismos de veri-




Este cap´ıtulo ha revisado el estado del arte de los entornos de modelado (CASE) ac-
tuales, centra´ndose en aquellas caracter´ısticas que ayudan al disen˜ador a mejorar algu´n
aspecto de la calidad de sus modelos. En concreto se ha estudiado que´ mecanismos pro-
porcionan para verificar o mantener la consistencia entre modelos en entornos multi-vista,
co´mo se realiza el ana´lisis de los modelos de disen˜o y que´ propiedades consiguen demostrar,
o si permiten la animacio´n de modelos, la obtencio´n de me´tricas de calidad o la ejecucio´n
de refactorings de modelos. Del estudio se puede concluir que es una tendencia habitual
enriquecer las herramientas de modelado con tales mecanismos. De hecho, en paradigmas
de desarrollo dirigidos por modelos es crucial disponer de herramientas que integren tales
aspectos para el control de la calidad de los modelos.
El cap´ıtulo tambie´n ha explicado en que´ consisten los dos enfoques principales para
la generacio´n de entornos de modelado, que son el meta-modelado y la transformacio´n
de grafos. Hay dos hechos que parecen inclinar la balanza hacia la utilizacio´n del primero
frente al segundo: que varias herramientas basadas en transformacio´n de grafos han parado
su desarrollo para pasarse al meta-modelado, y que los editores de entornos visuales ma´s
recientes siguen este paradigma. El hecho de que la definicio´n del lenguaje sea un modelo
(el meta-modelo) hace el enfoque ma´s homoge´neo. Con transformacio´n de grafos hay que
manejar dos conceptos: la grama´tica del lenguaje y los modelos. En cambio, los meta-
modelos son modelos y por tanto se pueden analizar y manipular como cualquier otro
modelo. La OMG y la especificacio´n de UML han impulsado mucho el uso de meta-modelos.
Por otro lado, como se deriva del estudio de herramientas para el DSDM, el merca-
do actual necesita entornos de modelado completos y ricos (esto es, con funcionalidades
an˜adidas). Por tanto, las herramientas que automatizan su generacio´n deber´ıan ser capaces
de crearlos. Sin embargo, la mayor´ıa de entornos de meta-modelado y editores de entornos
visuales generan herramientas que permiten ba´sicamente la especificacio´n de modelos, lo
que resulta insuficiente. Algunas como GME, MetaEdit+ o Pounamu van ma´s alla´ propor-
cionando mecanismos de consistencia entre modelos, aunque tales mecanismos se generan
en algu´n lenguaje de programacio´n y resultan complicados (cuando no imposible) de mo-
dificar. Funcionalidades adicionales en los entornos generados, tales como la integracio´n
de me´todos de verificacio´n, medicio´n o redisen˜o en los entornos generados se tiene que
codificar a mano o, en el mejor de los casos, mediante algu´n lenguaje de transformacio´n de
modelos. En otros casos las herramientas generadas permiten exportar los modelos a XMI
para su integracio´n con herramientas de ana´lisis, dejando al usuario final del entorno las
tareas de integracio´n y ana´lisis de resultados.
Algunas herramientas como OpenArchitectureWare (que sin embargo no proporciona
soporte para LVDEs) esta´n siguiendo esta tendencia de generar entornos visuales avan-
zados, para lo que integran un conjunto de herramientas adicionales que ayudan a tareas
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comunes en el desarrollo dirigido por modelos como la generacio´n de co´digo, la transforma-
cio´n de modelos o la generacio´n de informes. El hecho de que algunas de esas herramientas
este´n integradas en Eclipse puede facilitar la interoperabilidad con otras herramientas. Sin
embargo, todas esas herramientas relacionadas tendr´ıan que estar configuradas (probable-
mente usando el meta-modelo del LVDE como nu´cleo de tal configuracio´n) y fuertemente
integradas para el dominio dado.
El cap´ıtulo tambie´n ha mostrado una seleccio´n de lenguajes de transformacio´n de mo-
delos, clasificados segu´n si son textuales o visuales, declarativos o imperativos, y formales
o semi-formales. La eleccio´n del lenguaje ma´s apropiado depende del tipo de problema que
se quiere resolver en cada caso. Para los objetivos de esta tesis se desea utilizar te´cnicas de
transformacio´n formales que permitan derivar propiedades tanto de las transformaciones
(confluencia, terminacio´n, ...) como de los modelos resultantes de la transformacio´n (equi-
valencia sema´ntica, correccio´n sinta´ctica, ...). Adema´s se prefiere el uso de te´cnicas visuales
siempre que sea posible por resultar ma´s intuitivas, al menos para usuarios de entornos
visuales de modelado. Por u´ltimo, se necesita definir tanto manipulaciones de modelos co-
mo transformaciones modelo-a-modelo, y que adema´s estas u´ltimas creen relaciones entre
los modelos origen y destino de la transformacio´n para poder expresar conceptos de uno
en te´rminos del otro. Por todas estas razones, para la resolucio´n de esta tesis se ha ele-
gido la transformacio´n de grafos como lenguaje formal para transformaciones in-place y
la transformacio´n de grafos triples para transformaciones modelo-a-modelo, ya que ambos
cumplen las propiedades deseadas de ser formales y visuales.
Cap´ıtulo 4
Marco de especificacio´n, ana´lisis y gene-
racio´n de entornos para lenguajes visuales de
dominio espec´ıfico
Los LVDEs se usan a menudo durante las fases de ana´lisis y disen˜o de un sistema paracapturar su comportamiento y estructura en forma de modelos. Como esos modelos
se usan de gu´ıa para construir el sistema, las caracter´ısticas del producto final (no so´lo su
correccio´n, sino tambie´n su facilidad de mantenimiento, usabilidad, etc.) dependen de ellos,
especialmente en paradigmas de desarrollo dirigido por modelos. Por tanto, garantizar la
calidad de estos modelos resulta clave para el e´xito del sistema resultante. Adema´s, existen
otras razones que refuerzan la idea de incorporar el control de la calidad desde el inicio
de un desarrollo software, como por ejemplo el hecho de que la verificacio´n de un sistema
sea menos costosa que la del sistema en s´ı, o que resulte ma´s fa´cil solucionar un error de
disen˜o al comenzar un proyecto que cuando e´ste avanza en el tiempo [23, 154].
Existen diversos mecanismos para gestionar la calidad en un proyecto software, como
por ejemplo el uso de procedimientos, esta´ndares o procesos. Dentro de la fase de modelado
del software, una forma de introducir estos y otros mecanismos en la pra´ctica habitual es
disponer de herramientas integradas en los entornos de modelado utilizados por disen˜ado-
res y desarrolladores, las cuales permitan la validacio´n, verificacio´n, medicio´n y redisen˜o
de modelos, as´ı como probar su conformidad respecto a esta´ndares. Estas herramientas de-
ber´ıan estar adaptadas al dominio de aplicacio´n y al perfil del usuario que las van a utilizar,
o de otro modo su potencial podr´ıa quedar desaprovechado. El problema es que desarrollar
tales herramientas para la gran cantidad de notaciones y entornos de modelado existentes
es bastante costoso y requiere conocer el lenguaje(s) de programacio´n en que se construira´n.
Por an˜adidura, estas herramientas tienden a desarrollarse desde cero, sin beneficiarse de
desarrollos previos (a pesar de que muchos de estos mecanismos son comunes para distintas
a´reas de conocimiento), lo que lo convierte en una tarea repetitiva. Por estas razones es
frecuente que los entornos visuales que se implementan no incorporen mecanismos para
controlar la calidad de los modelos, funcionalidad que resulta deseable para garantizar la
calidad de los productos generados a partir de ellos. En otros casos, los entornos visuales
proporcionan mecanismos de medicio´n y redisen˜o generales [96, 125, 157, 164], pero no se
le dice al desarrollador co´mo interpretar las mediciones o cua´ndo aplicar los redisen˜os en
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dominios concretos, por lo que parte de su potencial se desaprovecha.
En este cap´ıtulo se presenta un conjunto de soluciones para la especificacio´n y gene-
racio´n de entornos visuales para LVDEs que integran mecanismos para el control de la
calidad (necesidades expresadas e impl´ıcitas) de los modelos construidos en tales entornos.
Los entornos, junto con los mecanismos de control de calidad, se generan principalmente
a partir de descripciones gra´ficas de alto nivel para facilitar la labor del desarrollador del
entorno visual. El cap´ıtulo esta´ dividido en dos grandes secciones. En la primera de ellas
se presenta un marco para la definicio´n de LVDEs multi-vista con soporte para validar la
consistencia inter- e intra- diagrama y el ana´lisis de modelos, con el objetivo de integrar
mecanismos formales de verificacio´n de modelos en entornos visuales. En la segunda sec-
cio´n se presenta un marco para la especificacio´n visual de medidas y redisen˜os para LVDEs
con el objetivo de integrar mecanismos para la medicio´n y mejora de la calidad en entor-
nos visuales. Ambos enfoques han sido implementados e integrados en la herramienta de
meta-modelado AToM3 [51], por lo que se incluyen sendos apartados sobre las herramientas
generadas.
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4.1. Soporte para lenguajes visuales de dominio es-
pec´ıfico multi-vista
Un LVDE multi-vista esta´ formado por una familia de puntos de vista (o tipos de
diagrama) distintos aunque relacionados, cada uno de ellos disen˜ado para la especificacio´n
de un aspecto particular del sistema (estructura, comportamiento, etc.). Al especificar
un sistema utilizando un lenguaje de este tipo, existen distintos tipos de construcciones
(agrupadas bajo el nombre gene´rico de vista) que se utilizan con distintos objetivos y se
construyen de manera distinta. En primer lugar, el usuario define el sistema mediante un
conjunto de vistas del sistema conforme a los puntos de vista que proporciona el lenguaje.
Tambie´n puede realizar consultas sobre una o varias vistas del sistema que dan como
resultando una vista derivada del mismo. Si las consultas vienen predefinidas junto con la
definicio´n del lenguaje multi-vista se obtienen vistas orientadas a audiencia que muestran
una parte de la informacio´n del sistema para un determinado tipo de usuario. Finalmente,
las vistas sema´nticas de un sistema contienen todo (o parte de) el sistema expresado en
un dominio sema´ntico que proporciona te´cnicas adecuadas para su ana´lisis. Estas u´ltimas
no son visibles al usuario, sino que se utilizan como herramienta interna de ana´lisis del
sistema y el resultado se muestra al usuario en la notacio´n del lenguaje multi-vista. La
figura 4.1 muestra un diagrama que refleja esta situacio´n, en la que un usuario utiliza un
LVDE multi-vista para definir el modelo de un sistema.
Modelo del sistema



























Figura 4.1: Diagrama conceptual del uso de un LVDE multi-vista para definir un sistema
En esta seccio´n se presenta un marco gra´fico y formal para la especificacio´n de los dis-
tintos tipos de vista que, adema´s, proporciona un conjunto de te´cnicas y herramientas para
la definicio´n de mecanismos de consistencia entre ellas. El objetivo es ayudar a la obten-
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cio´n de sistemas que cumplan los requisitos expl´ıcitos de calidad (correccio´n, complecio´n y
fiabilidad). Para ello se basa en el meta-modelado para describir la sintaxis de los LVDEs
multi-vista, y en sistemas de transformacio´n de grafos triples para:
1. Sincronizar y mantener la consistencia entre las vistas de un sistema mediante la
construccio´n de un repositorio comu´n que permita la propagacio´n de cambios.
2. Generar vistas derivadas y dirigidas a audiencia como resultado de una consulta
a un modelo base (ya sea una vista del sistema o el repositorio), as´ı como para
mantenerlas sincronizadas respecto a cambios en el modelo base. Como lenguaje de
consulta se utilizan patrones visuales, a partir de los cuales se derivan los sistemas
de transformacio´n de grafos adecuados en cada caso.
3. Generar vistas sema´nticas a partir de una vista del sistema o del repositorio. El
resultado obtenido tras el ana´lisis de la vista sema´ntica se anota en el modelo inicial
mediante el uso de patrones triples.
La seccio´n contiene cinco apartados. El primero comienza esbozando las extensiones
realizadas a los sistemas de transformacio´n de grafos triples definidos en [162] para permi-
tir su integracio´n en el marco multi-vista presentado. Los detalles de la formalizacio´n de
tales extensiones se pueden consultar en el ape´ndice C. A continuacio´n los tres siguientes
apartados muestran el marco para la definicio´n de vistas del sistema, derivadas y sema´nti-
cas respectivamente. Finalmente, el u´ltimo apartado muestra la implementacio´n de un
prototipo para la especificacio´n de LVDEs multi-vista y posterior generacio´n de entornos
visuales para ellos.
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4.1.1. Sistemas de transformacio´n de grafos triples
Andy Schu¨rr propuso las grama´ticas de grafos triples como mecanismo de alto nivel
para la sincronizacio´n de dos modelos relacionados a trave´s de un grafo correspondencia,
estructura a la que denomino´ grafo triple [162]. Tal como explico´ la seccio´n 2.2, los grafos
de un grafo triple son grafos etiquetados atribuidos, y existe una funcio´n desde los nodos
del grafo correspondencia a los nodos de los otros dos grafos. Adema´s, las reglas de una
grama´tica triple son monoto´nicas (esto es, permiten la creacio´n pero no el borrado de
elementos).
El marco multi-vista que presenta los siguientes apartados se basa en el uso de grama´ti-
cas de grafos triples para la sincronizacio´n de modelos y para la transformacio´n inter-
formalismo. La razo´n es que, como explicaba la seccio´n 3.3, este lenguaje de transformacio´n
tiene un gran potencial para expresar transformaciones modelo-a-modelo, puesto que un
grafo triple permite mantener limpiamente separados los modelos origen y destino de la
transformacio´n, y relacionarlos mediante correspondencias entre sus elementos. Adema´s, su
base formal proporciona te´cnicas para demostrar propiedades de la transformacio´n, como
su terminacio´n o confluencia. Sin embargo, se ha necesitado extender el concepto de grafo
triple para permitir la definicio´n de grafos ma´s complejos y similares a los utilizados en
problemas de modelado reales (donde, por ejemplo, es habitual que los grafos tengan un
tipo), as´ı como para flexibilizar las relaciones entre los grafos del grafo triple. En concreto,
las extensiones realizadas a la definicio´n de grafo triple incluyen:
la extensio´n del codominio de la funcio´n que va desde los nodos del grafo correspon-
dencia a los nodos de los otros dos grafos, para permitir morfismos no so´lo a nodos
sino tambie´n a aristas o dejarlos indefinidos.
la asignacio´n de un tipo a los grafos triples mediante la definicio´n de un grafo triple
de tipos (similar a un meta-modelo) que puede contener relaciones de herencia en
nodos y relaciones.
Tambie´n se ha necesitado extender la definicio´n de grama´tica de grafo triple para per-
mitir reglas no monoto´nicas, incluir condiciones de aplicacio´n, y que puedan ser utilizadas
para transformaciones de modelos gene´ricas (en vez de so´lo para la especificacio´n de re-
glas operacionales). Por este motivo hablaremos de Sistemas de Transformacio´n de Grafos
Triples (TGTSs1). La definicio´n de regla de un TGTS y su derivacio´n en un grafo se ha
formalizado mediante el enfoque algebraico Double Pushout (DPO) [61]. Los detalles de la
formalizacio´n esta´n disponibles en el ape´ndice C. A continuacio´n se presenta un resumen
con los principales conceptos.
1Como norma general, los acro´nimos de te´rminos te´cnicos se utilizara´n en su forma inglesa para facilitar
la lectura de la literatura relacionada
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La definicio´n formal de grafo triple se basa en el concepto de E − grafo [61], el cual
extiende la nocio´n de grafo regular para permitir la atribucio´n de nodos y aristas. Los
valores que pueden asignarse a los atributos se representan mediante nodos de datos, y los
atributos se representan mediante aristas que conectan los nodos y aristas del grafo con
nodos de datos. Un TriE − grafo esta´ formado por tres E-grafos (denominados origen,
destino y correspondencia) y dos funciones de correspondencia que van desde los nodos del
E-grafo correspondencia a los nodos y aristas de los otros dos E-grafos. Las funciones de
correspondencia tambie´n pueden estar indefinidas para algu´n valor en el dominio, lo que se
modela asignando como imagen un elemento especial en el codominio denominado“·”. Una
funcio´n entre dos TriE-grafos esta´ formada por tres morfismos de grafos (uno por cada
E-grafo del TriE-grafo) ma´s un conjunto de restricciones adicionales que preservan las
funciones de correspondencia. El conjunto de objetos TriE-grafo junto con los morfismos
entre TriE-grafos forman la categor´ıa TriEGrafo, donde los primeros son los objetos y
los u´ltimos las flechas. Con el objetivo de estructurar los posibles valores de atributos en
tipos y de definir operaciones sobre ellos, los TriE-grafos se complementan con un a´lgebra
sobre una signatura apropiada, dando lugar a la categor´ıa TriAGrafo. Finalmente, a los
TriAGrafos se les proporciona un tipo mediante un grafo triple de tipos (similar a un
meta-modelo) que puede contener relaciones de herencia entre nodos y aristas, ma´s una
funcio´n de TriAGrafo que va desde el grafo al grafo de tipos. De este modo es posible definir
grafos triples con tipos y atributos (abreviado ATT-grafos), y modelarlos como objetos en
la categor´ıa slice TriAGrafo/TriATG, tambie´n escrito TriAGrafoTriATG.
La figura 4.2 muestra a la izquierda un ATT-grafo sobre el grafo triple de tipos de su
derecha. Para facilitar su legibilidad se muestra con una notacio´n similar a UML, donde los
nodos y aristas esta´n etiquetados con su tipo, y los atributos aparecen en una caja seguidos
de su valor. Por lo general esa sera´ la notacio´n utilizada en el presente cap´ıtulo, excepto en
el apartado 4.1.5 donde se utilizara´ la sintaxis concreta del LVDE. Los tres grafos del ATT-
grafo esta´n separados por l´ıneas discontinuas, y corresponden a una ma´quina de estados
(origen), una red de Petri coloreada (destino) y un grafo correspondencia. Las funciones
de correspondencia se representan mediante flechas discontinuas desde los nodos del grafo
correspondencia a los nodos y aristas de los otros dos grafos. En el ejemplo, los estados
de la ma´quina de estados esta´n relacionados con los lugares de la red de Petri coloreada,
as´ı como las transiciones de uno y otro grafo (no´tese que en ese caso la relacio´n se establece
entre una arista y un nodo). Si una funcio´n de correspondencia esta´ indefinida (lo cual no
ocurre en el ejemplo) se representar´ıa gra´ficamente como un nodo del grafo correspondencia
desde el cual no sale alguna de esas flechas. Igualmente es posible tener elementos en los
grafos origen y destino que no pertenecen al dominio de la funcio´n de correspondencia, tal
y como ocurre con los arcos de entrada y salida de la red de Petri o con el lugar llamado
Input.
Para manipular ATT-grafos utilizamos reglas DPO que contienen ATT-grafos en sus
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Figura 4.2: Ejemplo de ATT-grafo y grafo triple de tipos
partes derecha e izquierda, as´ı como en las premisas y consecuencias de sus condiciones
de aplicacio´n (ve´ase seccio´n 2.2 para una definicio´n precisa de regla y derivacio´n DPO).
Originalmente el enfoque DPO se definio´ u´nicamente para la transformacio´n de grafos. Sin
embargo recientemente Ehrig et al. [61] han extendido la teor´ıa para permitir la transfor-
macio´n de objetos de cualquier categor´ıa HLR adhesiva (de´bil) [110]. En el ape´ndice C se
demuestra que la categor´ıa TriAGrafoTriATG es una categor´ıa de este tipo. En consecuen-
cia, podemos usar el enfoque DPO para transformar ATT-grafos.
La figura 4.3 muestra una regla triple que crea un nodo de tipo Place en el grafo destino
y lo relaciona con un nodo existente de tipo State en el grafo origen a trave´s de un nodo
de correspondencia. La NAC no permite aplicar la regla si el estado ya esta´ relacionado
con otro lugar. La regla se muestra usando la notacio´n que introdujo el apartado 2.2.1: el
componente K con los elementos comunes en LHS y RHS (en este caso el nodo “1”) no se
muestra, y so´lo los elementos que pertenecen a K (que son los que se preservan) aparecen
numerados.
Figura 4.3: Ejemplo de regla de grafo triple con tipos y atributos
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Te´cnicas de ana´lisis de sistemas de transformacio´n de grafos triples
La ventaja de proporcionar una definicio´n formal para los TGTSs (basada en DPO) es
que permite aplicar los resultados obtenidos en la teor´ıa cla´sica de transformacio´n de grafos
sobre ellos. En el pro´ximo apartado se usara´n algunos de esos resultados para demostrar
la terminacio´n y confluencia de ciertos TGTSs. Idealmente, si existiese una herramienta
que permitiera “parametrizar” la categor´ıa sobre la que se trabaja, podr´ıamos usarla con
grafos triples. Sin embargo, como no la hay, se usara´ la herramienta AGG [5] que presento´ la
seccio´n 3.3 como soporte para estudiar la confluencia, ya que es la u´nica herramienta que
automatiza el ana´lisis de pares cr´ıticos para transformacio´n de grafos. A continuacio´n se
muestra co´mo usar AGG para representar grafos triples y TGTSs, y se presenta un ejemplo
que ilustra co´mo interpretar el resultado de los ana´lisis que AGG proporciona.
En primer lugar, los grafos que maneja AGG son grafos tipados atribuidos. La definicio´n
de un grafo triple de tipos se puede modelar en AGG como un grafo normal de tipos, donde
las funciones de correspondencia se definen mediante relaciones que tienen origen en los
nodos de correspondencia y cardinalidad 0..1 (esto es, la funcio´n puede estar definida
o indefinida). Adema´s, como el destino de una relacio´n nunca puede ser otra relacio´n,
cualquier enlace que sea destino de una funcio´n de correspondencia se debe modelar como
un nodo. Dicho nodo tendra´ obligatoriamente una relacio´n con los nodos origen y destino
de la relacio´n que representa, de tal modo que so´lo pueda existir si tambie´n existen los dos
nodos que relaciona.
Por ejemplo, la figura 4.4 muestra la especificacio´n en AGG del grafo de tipos equiva-
lente al grafo triple de tipos que muestra la figura 4.2. Las funciones de correspondencia
se muestran con l´ınea discontinua para diferenciarlas del resto, pero son relaciones iguales
a las dema´s. Obse´rvese que como la relacio´n Transition era destino de una funcio´n de
correspondencia en el grafo triple de tipos, en AGG se modela mediante un nodo.
Figura 4.4: Especificacio´n del grafo triple de tipos de la figura 4.2 en AGG
Para especificar un ATT-grafo conforme a un grafo triple de tipos en AGG se debe
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definir un grafo normal tipado sobre el grafo de tipos que equivale al triple. De este modo,
definir un TGTS implica definir reglas de transformacio´n donde los ATT-grafos de las partes
izquierda, derecha y condiciones de aplicacio´n de las reglas triples se modelan como grafos
normales con el tipo explicado. Adema´s, si la parte izquierda de una regla contiene una
funcio´n de correspondencia indefinida, hay que an˜adir una NAC a la regla que especifique
expl´ıcitamente su inexistencia.
A modo de ejemplo, la figura 4.5 muestra la especificacio´n de dos reglas triples usando
AGG. El grafo de tipos de los componentes de cada regla es el que muestra la figura 4.2.
La primera regla (que corresponde a la especificacio´n de la regla triple de la figura 4.3)
crea un objeto place conectado a un estado si e´ste no esta´ ya conectado a un objeto de
este tipo (NAC). La segunda regla es similar pero creando una transicio´n de red de Petri
asociada a una transicio´n de ma´quina de estados.
Figura 4.5: Especificacio´n de dos reglas triples en AGG
Una vez definido un TGTS de la manera expuesta, es posible usar las te´cnicas de
ana´lisis de pares cr´ıticos que AGG proporciona como base para estudiar su confluencia.
Este ana´lisis obtiene todas las posibles aplicaciones de dos reglas que pueden ocasionar un
conflicto, esto es, todos los grafos mı´nimos tales que aplicar una de las reglas imposibilita
aplicar la otra. Esto puede ocurrir cuando la primera regla modifica atributos o borra
elementos que la segunda regla necesita para su aplicacio´n, o bien si crea nuevos elementos
que son iguales a una NAC de la segunda.
La figura 4.6(a) muestra el resultado de efectuar el ana´lisis de pares cr´ıticos sobre las
dos reglas anteriores. El resultado es una matriz que tiene las reglas de la grama´tica como
filas y como columnas. Cada casilla (i, j) indica el nu´mero de conflictos que pueden surgir
de aplicar la regla de la fila i y a continuacio´n la de la columna j. En este caso vemos que
siempre se puede aplicar una de las reglas y luego la otra ya que no hay conflictos entre
ellas, lo cual significa que el resultado de aplicarlas es confluente. Sin embargo, aplicar
una regla puede impedir su nueva aplicacio´n (esto es, cada regla es excluyente consigo
misma). No´tese que eso es precisamente lo que se pretend´ıa en el ejemplo al definir las
NACs. De hecho, provocar un conflicto de una regla consigo misma es una te´cnica muy
90 4. Marco de especificacio´n, ana´lisis y generacio´n de entornos para LVDEs
(a) Matriz de conflictos (b) Grafo conflicto
Figura 4.6: Ana´lisis de pares cr´ıticos en AGG
comu´n para asegurar que una transformacio´n termina. AGG permite ver el grafo mı´nimo a
partir del cual surge el conflicto. En la figura 4.6(b) se muestra este grafo para el caso de la
primera regla consigo misma. La primera aplicacio´n de la regla crea los nodos coloreados,
y efectivamente se comprueba que la regla no se puede volver a aplicar porque su NAC
lo proh´ıbe (de ah´ı el nombre del par cr´ıtico: produce-forbid). Con la otra regla ocurre lo
mismo.
Para demostrar la confluencia de una grama´tica o TGTS hay que demostrar la con-
fluencia de sus pares cr´ıticos (pares de reglas con conflictos detectados por AGG). En el
ejemplo, los pares cr´ıticos son confluentes porque aplicar dos veces la misma regla lleva
al mismo resultado, ya que ha de aplicarse en subgrafos independientes. Como todos los
pares cr´ıticos del TGTS confluyen se puede concluir que el TGTS es confluente.
4.1. Soporte para lenguajes visuales de dominio espec´ıfico multi-vista 91
4.1.2. Vistas del sistema
Los LVDEs multi-vista esta´n formados por un conjunto de tipos de diagrama distintos.
Cada uno tiene su propio meta-modelo que captura un aspecto o punto de vista del sistema.
Sin embargo, todas esas definiciones se basan en un u´nico meta-modelo que relaciona
los conceptos de sus sintaxis abstractas (tal es el caso, por ejemplo, en la definicio´n de
UML [182]). Los distintos puntos de vista se pueden solapar en el meta-modelo u´nico, lo
que significar´ıa que el mismo concepto aparece en puntos de vista distintos del lenguaje.
Este hecho puede ocasionar inconsistencias al especificar las vistas de un sistema utilizando
el LVDEmulti-vista, ya que si un elemento aparece en ma´s de un tipo de diagrama, aumenta
la posibilidad de que en alguno de ellos la informacio´n no sea coherente con el resto (debido
a un error en la especificacio´n, o a la modificacio´n de uno de ellos pero no del resto). Esta
situacio´n tambie´n puede surgir si el mismo elemento aparece en vistas del mismo tipo
ya que un punto de vista se solapa plenamente consigo mismo. Por tanto resulta clave
proporcionar mecanismos que se encarguen de garantizar la consistencia sinta´ctica entre
las vistas del sistema, e identificar que´ situaciones pueden dar lugar a una inconsistencia
(esto es, que´ elementos comparten cada dos puntos de vista).
Esta situacio´n se ilustra en la figura 4.7 para un pequen˜o subconjunto de UML2 [182]
que define clases, asociaciones binarias, relaciones de herencia entre clases, ma´quinas de
estados, estados y transiciones. El meta-modelo mezcla informacio´n esta´tica y dina´mica
del sistema, razo´n por la cual se definen dos puntos de vista distintos sobre el lenguaje:
el primero incluye so´lo la informacio´n estructural (diagrama de clases) y el segundo so´lo
el comportamiento (ma´quina de estados). De hecho, ya que en el segundo punto de vista
so´lo interesa conocer la identidad de la clase a la que se asocia la ma´quina de estados, e´sta
so´lo tiene su nombre como atributo. La interseccio´n de los dos puntos de vista es la clase.
Por tanto, si una clase cambia en un diagrama de clases, los cambios debera´n reflejarse
en los dema´s diagramas de clases que la contienen (ya que la interseccio´n de un punto de
vista consigo mismo es igual al punto de vista) y en las ma´quinas de estado. En cambio, si
cambia una asociacio´n, no es necesario propagar los cambios a las ma´quinas de estados ya
que la asociacio´n no pertenece a la interseccio´n de los dos puntos de vista.
La figura 4.8 formaliza la definicio´n de un LVDE multi-vista utilizando teor´ıa de cate-
gor´ıas (ve´ase el ape´ndice A para una introduccio´n a teor´ıa de categor´ıas). Como se muestra
a la izquierda, un LVDE multi-vista esta´ definido mediante un grafo de tipos con atributos
TGMV , que es su meta-modelo. Los distintos puntos de vista TGV P esta´n incluidos en
e´l, aunque en un enfoque ma´s general podr´ıa ser cualquier funcio´n. Por cada pareja de
puntos de vista TGV Pi y TGV Pj , la parte que solapa IV Pi,j se calcula como el pullback de
los respectivos grafos de tipos y TGMV , lo que hace que el cuadrado conmute (es decir,
2Aunque UML no es un LVDE se ha decidido usarlo como ejemplo a lo largo de este cap´ıtulo ya que,
al ser una notacio´n ampliamente conocida, facilitara´ la comprensio´n del enfoque propuesto.
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Figura 4.7: Definicio´n de un subconjunto de UML
idi ◦ oi,j = idj ◦ oj,i). No´tese que IV Pi,i = TGV Pi . En el caso ma´s habitual, todo elemento
de TGMV se proyecta en algu´n punto de vista TGV P . Si esto es as´ı, TGMV es el col´ımite
de todos los puntos de vista y su interseccio´n. A nivel de modelo (derecha), el usuario
construye vistas del sistema conforme a algu´n punto de vista (es decir, existe una funcio´n
de tipado desde cada vista G del sistema a algu´n punto de vista), pudiendo definir ma´s de
una vista del mismo punto de vista. Para garantizar la consistencia sinta´ctica de las vistas
se construye un modelo repositorio que las amalgama. El repositorio es el col´ımite de todas


































Figura 4.8: Definicio´n de un lenguaje visual de dominio espec´ıfico multi-vista
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Sistemas de transformacio´n de grafos triples para consistencia sinta´ctica
Para construir el repositorio a partir de las vistas del sistema, el presente enfoque
hace uso de TGTSs que se derivan a partir de la especificacio´n del LVDE multi-vista
(grafos de tipos TGMV y TGV P en la definicio´n anterior). Estos TGTSs proporcionan
una implementacio´n formal de las relaciones de inclusio´n de las vistas del sistema en el
repositorio (G ↪→ repositorio), y calculan impl´ıcitamente la interseccio´n IGn,m entre cada
dos vistas. En concreto, cada vez que una vista del sistema se crea, elimina o cambia, se
aplica un TGTS espec´ıfico del tipo de vista que propaga los cambios al repositorio. Cuando
el repositorio se actualiza debido a la creacio´n o modificacio´n de una vista, es posible que
otras vistas pasen a un estado inconsistente si su interseccio´n con la vista modificada no es
vac´ıa. Para recobrar la consistencia sinta´ctica se aplican otros TGTSs (tambie´n derivados
a partir de la especificacio´n del lenguaje) que propagan los cambios desde el repositorio
al resto de vistas del sistema. De este modo para recuperar la consistencia sinta´ctica se
sigue el patro´n Modelo-Vista-Controlador: primero un TGTS propaga los cambios desde la
vista creada/modificada/eliminada al repositorio, y a continuacio´n un segundo conjunto de
TGTSs propaga los cambios producidos en el repositorio al resto de vistas. La identificacio´n
de las partes comunes IV Pi,j entre cada dos puntos de vista ayuda a minimizar el nu´mero
de reglas que toman parte en la propagacio´n de cambios. Adema´s, los TGTSs generados se
pueden enriquecer con restricciones sinta´cticas adicionales espec´ıficas de dominio (tambie´n
conocidas bajo el nombre de restricciones de la sema´ntica esta´tica), las cuales no son
derivables de la especificacio´n del lenguaje. Finalmente, para garantizar la consistencia de
la sema´ntica dina´mica entre vistas del sistema se pueden utilizar transformaciones a otras
vistas sema´nticas, tal y como se explicara´ en un apartado posterior.
Por cada punto de vista se genera automa´ticamente un TGTS espec´ıfico que contiene
las reglas de la figura 4.9 para cada nodo y arista concretos (con tipo no abstracto) del
punto de vista. Estas reglas construyen o modifican el repositorio a partir de las vistas del
sistema, y se aplican al grafo triple formado por la u´ltima vista modificada y el repositorio.
La figura so´lo muestra la estructura de las reglas para el tratamiento de nodos, ya que
las de aristas son similares. Para identificar si dos elementos son el mismo, evalu´an un
atributo id que representa la clave (keyword) del tipo de elemento. De este modo, si un
objeto aparece en dos vistas con el mismo id significa que son el mismo. Obviamente, el
nombre del atributo clave en las reglas dependera´ del nodo o arista concreto (por ejemplo,
en las reglas generadas para una clase UML la comparacio´n se realizar´ıa por su nombre,
que es clave). Las reglas para nodos y aristas sin clave so´lo difieren en que no evalu´an este
id, y por tanto siempre consideran que un elemento sin clave es u´nico en el sistema.
La primera regla de creacio´n de la figura 4.9 an˜ade un nodo al repositorio si dicho nodo
es nuevo en la vista pero no esta´ en el repositorio (NAC1). La NAC2 previene crear dos
veces el mismo nodo en el repositorio cuando cambia el id del nodo que esta´ en la vista.
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Figura 4.9: Reglas triples para la construccio´n del repositorio
Se considerara´ que el cambio de id esta´ permitido so´lo si su nuevo valor no esta´ asignado
a otro nodo del mismo tipo en el repositorio. La segunda regla de creacio´n relaciona un
nodo existente en una vista con el mismo nodo en el repositorio. Esto significa que el
nodo se creo´ previamente en otra vista, desde donde se an˜adio´ al repositorio por medio de
la aplicacio´n de la primera regla. El atributo refcount que tienen todos los elementos del
repositorio cuenta cua´ntas veces aparece un nodo en las distintas vistas del sistema. Cuando
el nodo se an˜ade al repositorio el atributo toma el valor 1; posteriormente, cada vez que el
mismo nodo se an˜ade a otra vista se incrementa su valor en una unidad. La NAC2 de la
regla se encarga de asegurar la confluencia del resultado en el siguiente escenario: el usuario
cambia el id de un nodo que esta´ relacionado con uno del repositorio, y a continuacio´n crea
un nuevo nodo en la vista con el id inicial del anterior. La NAC favorece la ejecucio´n de la
regla de edicio´n antes que la de creacio´n, asegurando que el resultado de aplicar el TGTS
para una vista es siempre el mismo. Dicha regla de edicio´n se encarga de copiar el valor de
los atributos desde los nodos de las vistas a los correspondientes nodos en el repositorio.
Por u´ltimo, la primera regla de borrado detecta cua´ndo se ha borrado un nodo de
una vista (es decir, la funcio´n de correspondencia a la vista para el nodo del repositorio
esta´ indefinida), y resta una unidad al valor del atributo refcount. Cuando el atributo
alcanza el valor 0, eso significa que el nodo no esta´ siendo utilizado en ninguna vista, y por
tanto la u´ltima regla de borrado lo elimina del repositorio.
Por cada punto de vista se genera un segundo TGTS que contiene una regla como la que
muestra la figura 4.10 por cada nodo y arista concreto del punto de vista. La regla propaga
cambios en el valor de los atributos desde el repositorio al resto de vistas del sistema. Estos
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TGTSs se aplican tras un cambio en el repositorio, y se aplican a cada uno de los grafos
triples formados por el repositorio y la vista a la que se realiza la propagacio´n.
Figura 4.10: Regla triple para la propagacio´n de cambios
La figura 4.11 muestra un ejemplo de propagacio´n de cambios en un sistema formado
por un diagrama de clases y una ma´quina de estados que tienen en comu´n la clase c1. El
repositorio del sistema se creo´ mediante la ejecucio´n de los TGTSs de consistencia, as´ı como
los elementos de correspondencia entre sus elementos y los de cada una de las vistas. En
el paso (i) del ejemplo el usuario modifica el nombre de la clase c1. Como consecuencia,
en el paso (ii) se dispara la ejecucio´n del TGTS asociado a los diagramas de clases para la
construccio´n del repositorio, aplica´ndose sobre el grafo triple formado por el diagrama de
clases modificado, el repositorio, y el grafo correspondencia entre ellos (zona coloreada en
la imagen). De este modo la regla de edicio´n copia el nuevo nombre de la clase desde la
vista al repositorio. A continuacio´n en el paso (iii) se aplican los TGTSs de propagacio´n
al resto de vistas, en este caso sobre el grafo triple formado por la ma´quina de estados, el
repositorio y el grafo correspondencia entre ellos (zona coloreada en la imagen). Si hubiese
otras vistas del sistema, se aplicar´ıa el TGTS apropiado para el tipo de vista sobre el grafo
triple formado por el repositorio y la vista en cada caso.
Ana´lisis de la terminacio´n y confluencia
Usar TGTSs para implementar los mecanismos de consistencia entre vistas permite
verificar algunas propiedades interesantes de las transformaciones. Por ejemplo, en este
caso resulta necesario demostrar que tales TGTSs tienen un comportamiento funcional,
esto es, que el resultado que se obtiene de su aplicacio´n es determinista (queremos que la
ejecucio´n del TGTS sobre un modelo determinado de´ siempre el mismo resultado). Para
ello se debe demostrar su terminacio´n y confluencia [59, 61], tal como se hace a continuacio´n
para las reglas de construccio´n del repositorio (la terminacio´n y confluencia para la regla
de propagacio´n de cambios es obvia).
En primer lugar, la ejecucio´n del TGTS termina por lo siguiente:
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Figura 4.11: Ejemplo de propagacio´n de cambios
1. Los elementos que crean las reglas de creacio´n son tambie´n NACs. Esto asegura que
las reglas se ejecutara´n a lo sumo una vez por cada objeto de una vista.
2. De manera similar, aplicar una regla de edicio´n hace que deje de cumplirse su condi-
cio´n de aplicacio´n, y por tanto que so´lo pueda ejecutarse una vez.
3. Las reglas de borrado so´lo pueden aplicarse una vez ya que los elementos que eliminan
son parte de la LHS de la regla. O en otras palabras, no se puede borrar dos veces el
mismo objeto.
4. Un u´ltimo motivo posible de no-terminacio´n es que las reglas de borrado eliminen lo
creado por las reglas de creacio´n, y que e´stas lo vuelvan a crear, y as´ı recursivamente.
Hay dos formas de demostrar que eso no puede ocurrir:
Una opcio´n es dividir las reglas en dos capas que se ejecuten una a continuacio´n
de la otra [59]. Una capa contendr´ıa las reglas de creacio´n y edicio´n, y la otra las
de borrado. Como la ejecucio´n de cada capa por separado termina por las razo-
nes anteriormente expuestas, concluimos que el TGTS as´ı organizado tambie´n
termina.
Aun no dividiendo las reglas en capas, ejecutar cualquiera de las reglas de crea-
cio´n deshabilita la aplicacio´n de las reglas de borrado sobre el elemento creado.
Esto es as´ı porque las primeras crean una funcio´n de correspondencia a la vista
del sistema que es NAC de la primera regla de borrado (una NAC impl´ıcita
derivada de la indefinicio´n de dicha funcio´n en la LHS, lo cual es equivalente a
la no-existencia de la funcio´n). La segunda regla de borrado tampoco se podr´ıa
ejecutar porque necesitar´ıa que el contador refcount hubiese disminuido hasta
alcanzar el valor 0, lo cual so´lo es posible mediante la ejecucio´n de la primera
4.1. Soporte para lenguajes visuales de dominio espec´ıfico multi-vista 97
regla de borrado, que como ya se ha visto no ser´ıa aplicable. En consecuencia,
no es posible entrar en un bucle donde los elementos que unas reglas crean las
otras los borran, por lo que concluimos que el TGTS termina.
Entre las dos demostraciones es preferible la segunda por ser ma´s general y no imponer
un orden de ejecucio´n de las reglas.
La confluencia del TGTS se puede verificar demostrando que todos sus pares cr´ıticos
son confluentes. Hay que tener en cuenta que el TGTS generado es espec´ıfico de cada
meta-modelo ya que esta´ formado por las reglas de creacio´n, edicio´n y borrado para cada
uno de sus elementos. Aqu´ı se va a demostrar la confluencia del TGTS que corresponde
al meta-modelo de la figura 4.12(a). La extrapolacio´n de los resultados a otros meta-
modelos es directa ya que cualquier meta-modelo estara´ formado por una combinacio´n
de las estructuras ba´sicas que e´ste contiene: nodos, relaciones entre nodos distintos, y
relaciones de un nodo consigo mismo. El hecho de que nodos y relaciones puedan tener
ma´s o menos atributos no afecta a la demostracio´n de confluencia.
(a) Meta-modelo del punto de vista (b) Meta-modelo triple que relaciona el punto de vista y el
repositorio
Figura 4.12: Meta-modelos usados para la demostracio´n de confluencia
El ca´lculo de pares cr´ıticos se realizo´ en AGG tal como ilustraba la seccio´n anterior. As´ı,
primero hubo que especificar el grafo triple de tipos usado por las reglas del TGTS, el cual
relaciona el punto de vista y el repositorio (so´lo sus elementos relacionados con los del punto
de vista). El grafo triple se muestra en la figura 4.12(b). Incluye los cambios pertinentes
para poder representarlo en AGG: las funciones de correspondencia son relaciones y las
asociaciones se modelan como nodos. A continuacio´n se especificaron las 20 reglas del
TGTS y se efectuo´ el ana´lisis de pares cr´ıticos.
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AGG detecto´ 47 pares cr´ıticos entre las 400 combinaciones posibles de pares de reglas,
algunos de los cuales recoge la figura 4.13. Cada uno se estudio´ por separado para analizar
su confluencia. Algunos pares cr´ıticos se descartaron porque el grafo necesario para que se
produjera el conflicto no puede darse en una situacio´n real, o bien por no poder llegar a
producirse la secuencia de reglas que llevan al conflicto. Para el resto de casos se demostro´ su
confluencia, concluyendo de ese modo la confluencia del TGTS.
Figura 4.13: Pares cr´ıticos detectados por AGG (mostrado parcialmente)
A continuacio´n se muestran los tipos de conflicto detectados y algu´n ejemplo represen-
tativo de cada uno de ellos.
1. Un primer tipo de conflicto detectado entre las reglas del TGTS fue cuando una crea
elementos que son NAC de la otra, de tal modo que la segunda no puede ejecutarse.
Esto origino´ los siguientes pares cr´ıticos:
todas las reglas de creacio´n consigo mismas si intentan aplicarse sobre dos ele-
mentos distintos con igual identificador. Sin embargo esto no puede ocurrir nun-
ca ya que el identificador de un elemento es u´nico en un modelo, y por tanto
estos pares cr´ıticos quedan descartados.
La figura 4.14 muestra un conflicto de este tipo. Los elementos “2”, “3”, “4” y
“5” del grafo (c) son resultado de la aplicacio´n de la regla (a) sobre el grafo.
En consecuencia, la regla (b) no puede aplicarse sobre el elemento “6” porque
los elementos creados son NAC de la regla. Sin embargo esta situacio´n no pue-
de darse nunca porque implicar´ıa que los nodos “1” y “6” tuviesen el mismo
identificador, lo cual no puede ocurrir porque es un atributo de tipo clave.
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(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.14: Un par cr´ıtico del TGTS de consistencia
entre las reglas de creacio´n del primer y segundo tipo si intentan aplicarse sobre
el mismo elemento. La figura 4.15 muestra un par cr´ıtico de este tipo. Si partimos
de un grafo de inicio que contiene un nodo de tipo NodoV y otro de tipo NodoR
con el mismo identificador (esto es, anyr == anyv, lo que se comprueba con
una condicio´n sobre los atributos que no se muestra), al aplicar la regla (a) se
obtiene el grafo que muestra (c). En este grafo no se puede ejecutar la regla (b)
ya que no cumple la NAC.
(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.15: Un par cr´ıtico del TGTS de consistencia
Sin embargo, no´tese que la regla (b) tampoco se habr´ıa podido aplicar antes
de ejecutar (a), ya que tiene una NAC adicional a la mostrada en la regla que
lo impide (ve´ase definicio´n de las reglas de consistencia en la figura 4.9, donde
la NAC1 de la primera regla de creacio´n es igual a la LHS de la segunda regla
de creacio´n). Las dos reglas son disjuntas y no esta´n en conflicto: para aplicar
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una se necesita que haya un elemento con cierto id en el repositorio, mientras
que para aplicar la otra se necesita que no lo haya. La regla (b) no habr´ıa
podido aplicarse en (c) ni antes ni despue´s de aplicar la regla (a), as´ı que el
comportamiento del par de reglas es determinista.
2. Otros conflictos se produc´ıan cuando una regla modificaba el valor de un atributo que
la otra necesitaba para su aplicacio´n. Esto origino´ pares cr´ıticos formados por reglas
que o bien modificaban el atributo refcount (segunda regla de creacio´n y primera de
borrado) o bien el atributo at1 (regla de edicio´n). El estudio de los conflictos llevo´ a
alguno de los dos resultados siguientes:
la mayor´ıa de estos conflictos no pod´ıa llegar a producirse, y los pares cr´ıticos
que originaban se descartaron. Por ejemplo, la figura 4.16 muestra un conflicto
que surge al aplicar una regla de edicio´n sobre dos nodos que esta´n relacionados
con el mismo nodo en el repositorio, situacio´n que dar´ıa lugar no so´lo a un
resultado no confluente de la ejecucio´n del TGTS sino a que e´sta no terminase.
Sin embargo no es posible que dos nodos de una misma vista este´n relacionados
con el mismo nodo en el repositorio porque para ello deber´ıan tener el mismo
identificador, lo cual es imposible.
(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.16: Un par cr´ıtico del TGTS de consistencia
en el resto de casos el resultado de aplicar las reglas era confluente. Por ejemplo,
la figura 4.17 muestra uno de esos casos que corresponde a la ejecucio´n de una
regla de creacio´n que incrementa el atributo refcount una unidad, y posterior-
mente la ejecucio´n de una regla de borrado que lo disminuye. Aplicar una de
las reglas no impide aplicar la otra ya que ninguna borra elementos necesarios
para la otra. Adema´s, el resultado es confluente ya que da igual sumar uno al
atributo refcount y luego resta´rselo, o hacerlo al contrario.
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(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.17: Un par cr´ıtico del TGTS de consistencia
3. El u´ltimo motivo de conflicto fue que una regla borrase elementos que otra necesitaba
para su aplicacio´n. Esto origino´ los siguientes pares cr´ıticos:
todas las reglas de borrado consigo mismas si intentan aplicarse sobre el mismo
elemento, siendo en todos los casos confluentes. Por ejemplo, la figura 4.18 mues-
tra uno de estos casos. Aplicar la regla (a) sobre el grafo (c) elimina el nodo que
e´ste contiene, de tal modo que no es posible aplicar la regla (b) porque e´sta ne-
cesita dicho nodo para poder ejecutarse. En cualquier caso el resultado siempre
confluye ya que la regla se puede aplicar una sola vez con ide´ntico resultado.
(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.18: Un par cr´ıtico del TGTS de consistencia
el segundo tipo de reglas de borrado con el segundo tipo de reglas de creacio´n,
tal como muestra el conflicto de la figura 4.19. Aplicar la regla (a) sobre el grafo
(c) borra el nodo del repositorio, de modo que si existe un nodo en la vista con
el mismo identificador no se puede aplicar sobre e´l la regla (b). En su lugar se
ejecutar´ıa el primer tipo de regla de creacio´n an˜adiendo un nodo al repositorio
con el mismo identificador, atributo refcount a 1, y relacionado con el nodo de
la vista. Si por el contrario se aplica primero la regla (b) sobre el grafo (c) el
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resultado ser´ıa el mismo, ya que la regla relacionar´ıa el nodo de la vista y el
del repositorio e incrementar´ıa el atributo refcount de esta u´ltima, pasando a
valer 1. En ese caso ya no ser´ıa posible aplicar la regla (a). Por tanto da igual
aplicar primero la regla (a) y despue´s la (b), o viceversa, ya que el resultado es
confluente.
(a) Primera regla (b) Segunda regla (c) Grafo conflicto
Figura 4.19: Un par cr´ıtico del TGTS de consistencia
Por tanto queda demostrada la terminacio´n del TGTS y la confluencia de sus pares
cr´ıticos, y de este modo su comportamiento funcional.
Patrones de comportamiento configurable
Los TGTSs generados a partir de la descripcio´n del LVDE multi-vista fijan la pol´ıtica de
consistencia seguida por el lenguaje y definen su comportamiento. Sin embargo, distintos
lenguajes pueden requerir distintas pol´ıticas. Por esta razo´n resulta interesante poder elegir
el patro´n de comportamiento ma´s adecuado en cada caso, y generar distintos conjuntos de
reglas dependiendo del comportamiento que se quiera obtener.
Por ejemplo, las reglas de borrado de la figura 4.9 realizan un borrado conservativo
donde los elementos del repositorio so´lo se eliminan si no aparecen en ninguna vista del
sistema. Sin embargo, un patro´n de comportamiento alternativo es el borrado en cascada,
donde eliminar un elemento de una vista provoca su eliminacio´n de todas las vistas del
sistema donde aparece, as´ı como del repositorio. Tal comportamiento se puede obtener
reemplazando las reglas de borrado anteriores por las de la figura 4.20. Las tres reglas de
la izquierda pertenecen al TGTS que construye el repositorio. Las dos primeras se generan
para cada nodo y arista de la vista, y son disjuntas. La primera detecta si un elemento
se ha eliminado de una vista (es decir, la funcio´n de correspondencia para el elemento
del repositorio no esta´ definida en la vista), pero el usuario lo ha vuelto a crear (razo´n
por la cual la vista contiene un elemento con ese id). En ese caso no hay que realizar el
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borrado en cascada porque el elemento sigue existiendo, as´ı que la regla borra el nodo de
correspondencia con la funcio´n indefinida y deja que las reglas de creacio´n del TGTS lo
regeneren. En cambio, la segunda regla se aplica si el elemento se ha eliminado totalmente
de la vista (NAC), y entonces lo elimina del repositorio. La propiedad de enlaces colgantes
no permite aplicar esa regla sobre nodos que tienen aristas de entrada o salida. Por ello un
conjunto de reglas como la tercera de la figura se encarga de borrarlas. La regla se genera
para cada posible arista de entrada o salida al nodo.
Figura 4.20: Reglas triples para borrado en cascada
No´tese que las reglas expuestas se aplican al grafo triple formado por la vista donde se
elimino´ el elemento y el repositorio; aunque el elemento se use en otras vistas, las funciones
de correspondencia de esas otras vistas no se incluyen en este grafo triple, sino que se tratan
en los TGTSs para la propagacio´n de cambios. En estos TGTSs se incluye la cuarta regla
de la misma figura, generada para cada nodo y arista de la vista a la que los cambios se
propagan. La regla borra de la vista un elemento si no esta´ en el repositorio. Como puede
verse, el atributo refcount es innecesario en este patro´n de comportamiento.
Obviamente, al modificar los TGTSs de consistencia con las nuevas reglas de borrado
hay que volver a demostrar que el resultado que se obtiene de su aplicacio´n termina y es
confluente. Demostrar la terminacio´n es trivial porque las reglas de borrado so´lo eliminan
elementos, proceso que acaba siempre. Tampoco es posible entrar en un bucle de ejecucio´n
infinito con las reglas de creacio´n por las razones expuestas para las reglas ba´sicas de
consistencia. En cuanto a la confluencia, se utilizo´ AGG pero considerando so´lo los pares
de reglas que inclu´ıan alguna de borrado en cascada. De las 432 posibles combinaciones de
reglas para el meta-modelo usado, so´lo 28 eran pares cr´ıticos. E´stos correspond´ıan a alguno
de los siguientes casos que, o bien no pod´ıan ocurrir, o eran confluentes, demostrando de
ese modo la confluencia del TGTS:
todas las reglas de borrado consigo mismas son pares cr´ıticos ya que, al aplicarlas,
borran elementos necesarios para su nueva aplicacio´n. Esto no afecta a la confluencia
del TGTS ya que el resultado es siempre la eliminacio´n de cierto elemento.
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AGG detecta como pares cr´ıticos las reglas de borrado del primer tipo y las del
segundo. Sin embargo eso no es cierto ya que ambas reglas son disjuntas: la primera
necesita que haya un elemento con cierto id en la vista, mientras que la segunda
necesita que no lo haya. Por tanto no hay conflicto, pues so´lo una de las reglas es
aplicable en cada momento. Por la misma razo´n tampoco son pares cr´ıticos (a pesar
de ser detectados por AGG) la tercera regla de borrado en cascada y la segunda de
creacio´n, ni la primera y tercera de borrado.
El u´ltimo conflicto surge cuando se borran el origen y el destino de una arista, ya
que hay dos reglas del tercer tipo que permiten borrarla (una generada para el nodo
origen y otra para el destino). Aplicar una de las reglas borra la arista e impide que
se aplique la otra. En cualquier caso la accio´n de ambas reglas es la misma, y por
tanto el resultado es confluente.
Por otro lado, los TGTSs mostrados hasta ahora pueden ejecutarse tanto de manera
as´ıncrona (tras crear o modificar una vista y validar los cambios) como s´ıncrona (en res-
puesta a una accio´n del usuario, como crear un elemento). Sin embargo existen patrones
de comportamiento que son intr´ınsecamente s´ıncronos, como es la creacio´n “inteligente”.
En este patro´n la creacio´n de un nuevo elemento en una vista dispara la ejecucio´n de una
regla que copia los atributos desde el mismo elemento en el repositorio (si existe) a la vista.
Para ello se genera una regla como la que muestra la figura 4.21 por cada tipo de nodo y
arista en el meta-modelo del LVDE completo. La regla asociada al tipo del nuevo nodo o
arista se ejecuta inmediatamente despue´s de crear el elemento y especificar su id. Como la
ejecucio´n se realiza una sola vez, la demostracio´n de terminacio´n y confluencia es trivial.
Figura 4.21: Regla triple para creacio´n inteligente
Con reglas s´ıncronas tambie´n se puede hacer que cualquier cambio de id para un ele-
mento sea va´lido, eliminando as´ı la restriccio´n de que el nuevo valor no pueda estar en
el repositorio. Esta restriccio´n se definio´ para evitar problemas de confluencia que deriva-
ran en la creacio´n de dos elementos con el mismo id en el repositorio, pero impone una
limitacio´n en la forma de construir los modelos. Las reglas de la figura 4.22 resuelven este
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problema. Se generan para cada nodo y arista, de tal modo que las que corresponden a un
tipo determinado se ejecutan inmediatamente despue´s de editar un elemento de ese tipo
(esto es, son reglas s´ıncronas). La primera regla corresponde a la edicio´n de un nodo, y
detecta si su id ha cambiado a un valor existente en el repositorio, u´nico caso no permi-
tido por el TGTS. De ser as´ı, simula el borrado del nodo con el id antiguo eliminando la
relacio´n de correspondencia entre los nodos de la vista y el repositorio, y disminuyendo el
contador de este u´ltimo una unidad. Posteriormente, los TGTSs as´ıncronos de consistencia
considerara´n que el nodo es nuevo, y las reglas de creacio´n lo relacionara´n con el elemento
adecuado del repositorio. Adema´s, como borrar un nodo implica borrar sus aristas, tambie´n
se generan reglas como la segunda de la figura que simulan el borrado de las aristas de
entrada y salida del nodo modificado. De hecho, la primera regla no debe poder aplicarse
hasta haber borrado todas las aristas del nodo, de lo cual se encargan NACs adicionales
(una por cada tipo de arista entrante y saliente del tipo del nodo) como la que muestra la
figura.
Figura 4.22: Reglas triples para cambio de identificador
La terminacio´n de las reglas para el cambio de identificador se deduce del hecho de
que todas son reglas de borrado, as´ı que su ejecucio´n es finita. En cuanto a su confluencia,
AGG identifico´ como pares cr´ıticos a todas las reglas consigo mismas si se intentan aplicar
sobre los mismos elementos de correspondencia, ya que so´lo pueden borrarse una vez. Por
la misma razo´n, tambie´n son pares cr´ıticos las reglas generadas para aquellas aristas que
tienen como origen y destino el mismo nodo, ya que en ese caso el borrado puede realizarlo
la regla donde la arista desempen˜a el rol de origen de la arista, o donde desempen˜a el rol
de destino. En cualquier caso, todos los pares cr´ıticos son confluentes.
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4.1.3. Vistas sema´nticas
Las vistas sema´nticas recogen toda (o parte de) la sema´ntica del sistema expresada en un
formalismo que dispone de herramientas de ana´lisis, como por ejemplo redes de Petri [145] o
a´lgebra de procesos [15]. Se utilizan para verificar la consistencia de la sema´ntica dina´mica
del sistema, para analizar sus propiedades o para simular su comportamiento. Con este
objetivo la parte del sistema a verificar se transforma a un dominio sema´ntico donde se
realiza el ana´lisis de intere´s, y posteriormente los resultados obtenidos se anotan de nuevo
al modelo original de tal modo que puedan darse en te´rminos de la notacio´n usada para la
especificacio´n del sistema. De este modo, la definicio´n de vistas sema´nticas permite integrar
te´cnicas de ana´lisis y verificacio´n desde la misma especificacio´n del lenguaje multi-vista.
Adema´s, como los mecanismos de anotacio´n esta´n integrados en el proceso de ana´lisis,
el futuro usuario del lenguaje no necesita conocer las formalidades matema´ticas o lo´gicas
del dominio sema´ntico utilizado, ya que los resultados de los ana´lisis se devuelven en la
notacio´n original.
Para ello, el presente enfoque permite enriquecer la definicio´n de un LVDE multi-vista
con la definicio´n de vistas sema´nticas para los puntos de vista del lenguaje o su repositorio.
La sintaxis de la vista sema´ntica se expresa mediante un meta-modelo independiente, que
no tiene por que´ ser una proyeccio´n del meta-modelo del LVDE. La relacio´n entre la vista
sema´ntica y el punto de vista o repositorio se especifica mediante un TGTS que establece
co´mo crear la vista sema´ntica que captura el comportamiento del punto de vista (o de parte
de e´l), as´ı como los elementos de correspondencia que surgen entre ambos. Una misma vista
sema´ntica puede servir para verificar distintas propiedades del modelo a partir del que se
genero´. Por ejemplo, una red de Petri puede servir tanto para estudiar la alcanzabilidad
de un estado como para analizar la terminacio´n de un sistema. Por esa razo´n, para cada
tipo de propiedad a verificar en el modelo origen se especifica una llamada a un me´todo de
ana´lisis espec´ıfico que se ejecutara´ en el dominio sema´ntico resultante de la transformacio´n,
y cuyo resultado se devolvera´ al modelo original gracias a los elementos de correspondencia
creados durante dicho proceso de transformacio´n. La definicio´n de tales me´todos de ana´lisis
puede requerir tambie´n la definicio´n de un proceso previo de adquisicio´n de para´metros
necesarios para el me´todo de ana´lisis, as´ı como de uno posterior para procesar los resultados
obtenidos.
Respecto al mecanismo de anotacio´n de resultados desde el dominio sema´ntico al modelo
origen, aplicar la inversa del TGTS resulta insuficiente en un caso general, ya que restringe
el enfoque a la anotacio´n de un solo elemento del modelo origen por cada elemento de la
vista sema´ntica. Sin embargo, a veces un resultado en el dominio sema´ntico se tiene que
reflejar en varios elementos del modelo origen y no so´lo en el que esta´ relacionado a trave´s
del elemento de correspondencia. Otras veces el resultado obtenido tras el ana´lisis no es un
elemento del modelo sema´ntico, sino que es un valor booleano, un nu´mero o una matriz,
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por ejemplo. En esos casos la anotacio´n no se puede conseguir simplemente siguiendo los
enlaces creados en el proceso de transformacio´n, ya que quiza´s el resultado se recoge mejor
en un informe o cuadro de dia´logo. Por u´ltimo, un ana´lisis sema´ntico puede devolver varias
soluciones que deben mostrarse en el modelo origen una cada vez, y no simulta´neamente.
Por estas razones el presente enfoque utiliza TGTSs unidireccionales para realizar la
transformacio´n, y la anotacio´n de resultados se expresa mediante patrones triples de ano-
tacio´n que especifican gra´ficamente co´mo el resultado de un ana´lisis se representa en el
modelo original, superando de ese modo la limitacio´n de anotaciones 1-a-1. En aquellos
casos en que el resultado no es representable en el modelo origen, sino que debe darse co-
mo un informe o cuadro de dia´logo (por ejemplo cuando el resultado es un valor booleano
o una matriz de valores), se puede utilizar la fase de post-procesamiento para codificar la
anotacio´n adecuada en cada caso.
Patrones triples de anotacio´n
Un patro´n triple de anotacio´n consta de un grafo triple positivo, y puede contener un
conjunto de condiciones de aplicacio´n formadas por un grafo triple premisa y un conjunto
de grafos triples consecuencia (al estilo de las condiciones de aplicacio´n utilizadas en trans-
formacio´n de grafos [61, 93]). La aplicacio´n de un patro´n triple a un grafo triple obtiene los
subgrafos de este u´ltimo que son isomorfos al grafo positivo del patro´n, y que adema´s cum-
plen las condiciones de aplicacio´n. Opcionalmente, el patro´n puede recibir como para´metro
un conjunto de elementos del grafo triple al que se aplica para inicializar la bu´squeda, y
el resultado puede filtrarse para obtener un subgrafo de cada resultado obtenido. En el
caso presente, los argumentos del patro´n son los elementos del dominio sema´ntico que se
quieren anotar, y la salida son los elementos del modelo original resultantes del proceso de
anotacio´n.
Por ejemplo, la figura 4.23 muestra un ejemplo de patro´n triple de anotacio´n. Su grafo
triple positivo relaciona una ma´quina de estados (el modelo origen) y una red de Petri
coloreada (el dominio sema´ntico). El patro´n busca dos estados en la ma´quina de estados
y una transicio´n entre ellos que este´ relacionada con una transicio´n de la red de Petri. El
argumento del patro´n es el elemento con etiqueta “1” (la transicio´n de la red de Petri),
y la salida son los elementos etiquetados “2”, “3” y “4” (la transicio´n y los estados de
la ma´quina de estados). Si un me´todo de ana´lisis devuelve una transicio´n de red de Petri
como resultado, e´sta pasa al patro´n triple de anotacio´n como para´metro, y entonces la
correspondiente transicio´n de la ma´quina de estados junto con sus estados origen y destino
son el resultado equivalente en te´rminos del modelo origen.
La figura 4.24 muestra la anotacio´n del resultado de un ana´lisis en el dominio sema´nti-
co de las redes de Petri coloreadas al modelo original. Para ello se utiliza el patro´n de la
figura 4.23. En el paso (i) comienza la bu´squeda del patro´n en el grafo triple G a partir del
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Figura 4.23: Ejemplo de patro´n triple de anotacio´n
elemento que se quiere anotar, el cual es para´metro del patro´n. En la figura, el elemento a
anotar es la transicio´n de la red de Petri que se muestra coloreada. A continuacio´n, en el
paso (ii), el subgrafo de G que contiene el elemento inicial se ampl´ıa hasta contemplar el
grafo triple positivo. En el ejemplo, G so´lo contiene un subgrafo isomorfo al grafo positivo
del patro´n, aunque en un caso general puede haber varios o no encontrarse ninguno. Final-
mente, en el paso (iii) se filtran los subgrafos encontrados para devolver so´lo los elementos
que actu´an como salida del patro´n. De este modo el proceso de anotacio´n u´nicamente
devuelve la parte de la ma´quina de estados identificada por el patro´n.
Figura 4.24: Ejemplo de anotacio´n de un resultado mediante el patro´n triple de la figura 4.23
Cabe sen˜alar que si un me´todo de ana´lisis espec´ıfico devuelve no uno, sino un conjunto
de elementos como resultado (por ejemplo, las transiciones de una ma´quina de estados
que nunca se ejecutan), el patro´n se aplicar´ıa tantas veces como fuese necesario, una vez
por cada uno de los elementos a anotar. Por otro lado, si el me´todo de ana´lisis devuelve
distintos resultados que tienen que ser mostrados separadamente (por ejemplo, todas las
secuencias de transiciones que llevan a un estado determinado de una ma´quina de estados),
la anotacio´n de cada resultado se realiza para cada posible solucio´n por separado, utilizando
los patrones de anotacio´n para los elementos de una solucio´n cada vez.
Formalmente, un patro´n triple de anotacio´n se define como p = (P, I
arg
↪→ P,O out↪→
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P,
∧
i∈I(xi ⇒ ∨j∈Jixi,j)), donde:
P es el grafo triple positivo,
I es el subgrafo triple de P que contiene los para´metros de entrada,
O es el subgrafo triple de P que contiene la salida, y
xi : P → Xi y xi,j : Xi → Yi,j son aplicaciones inyectivas (donde Xi e Yi,j se
denominan grafos triples premisa y consecuencia respectivamente).
La figura 4.25 muestra dos diagramas que explican el proceso de aplicacio´n de un
patro´n triple a un grafo triple. Aunque los diagramas se muestran separados por motivos
de legibilidad, forman parte del mismo proceso. El diagrama de la izquierda muestra un
patro´n triple P sin condiciones de aplicacio´n, con entrada I y salida O (ambos subgrafos
de P ). Al aplicar P sobre un grafo G primero se obtienen todas las funciones mi : P → G
que conmutan con la funcio´n de inicializacio´n init : I → G. Entonces, el resultado de
aplicar el patro´n son las funciones oi : O → G tales que el tria´ngulo derecho de la figura
conmuta con la funcio´n mi correspondiente. La figura 4.25(b) muestra co´mo se evalu´an las
condiciones de aplicacio´n. En este diagrama se han excluido los grafos triples I y O para
mayor claridad, aunque estar´ıan presentes. Dada una funcio´n m : P → G, si existe una
funcio´n pi : Xi → G entonces tambie´n debe existir una funcio´n qi,j : Yi,j → G que haga
conmutar los dos tria´ngulos de la figura, para que m se considere un resultado va´lido de






















(b) Condiciones de aplicacio´n
Figura 4.25: Formalizacio´n de la aplicacio´n de un patro´n triple a un grafo triple
Te´cnicamente, las funcionesm, pi y qi,j son funciones-clan (del ingle´s clan-morphism [61]),
lo que significa que pueden relacionar elementos de P , Xi y Yi,j con objetos de cualquier
tipo que pertenezca a su jerarqu´ıa de herencia (es decir, con elementos que tengan su mis-
mo tipo o cualquiera de sus subtipos). Adema´s, existe la restriccio´n de que el tipo de los
elementos en Yi,j debe ser igual o ma´s concreto que el tipo de los elementos en Xi, y a su
vez e´stos deben ser igual o ma´s concretos que los de P .
Como puede verse, el concepto de patro´n triple presentado es similar a la nocio´n de
restriccio´n de grafo (graph constraint [61, 93]) utilizada en el dominio de la transformacio´n
de grafos, salvo por los conceptos de inicializacio´n (I) y filtrado (O).
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4.1.4. Vistas derivadas y dirigidas a audiencia
Durante el proceso de especificacio´n de un sistema, adema´s de proporcionar informacio´n
sobre el mismo en forma de vistas del sistema tambie´n existe la necesidad de extraer
informacio´n de e´l como resultado de una consulta. La consulta se puede realizar bien sobre
una vista del sistema, o bien sobre el repositorio si la informacio´n a extraer esta´ dispersa
en varias vistas. El resultado es un subgrafo de la vista o del repositorio que se denomina
vista derivada si la consulta la realiza el usuario del lenguaje, o vista dirigida a audiencia
si por el contrario la consulta viene predefinida con la especificacio´n del lenguaje. Estas
u´ltimas son u´tiles para mostrar en un solo modelo la informacio´n relevante para un cierto
tipo de usuario, quiza´s utilizando una sintaxis concreta distinta adaptada al mismo.
En el presente enfoque, las consultas se especifican utilizando patrones de consulta
visuales y declarativos que se evalu´an sobre un modelo base G y dan como resultado
una vista derivada (o dirigida a audiencia) V Q. La vista se construye mediante un TGTS
(generado automa´ticamente a partir del patro´n) que se aplica al grafo triple formado por
el modelo base y la vista derivada a construir. El TGTS tambie´n proporciona mecanismos
de sincronizacio´n para reflejar cambios posteriores realizados en el modelo base sobre la
vista resultante de la consulta.
Patrones visuales de consulta
Formalmente, un patro´n visual de consulta Q = (TGQ, {(PQi , Pi)}i∈I , {(NQj , Nj)}j∈J)
se compone de:
un meta-modelo TGQ con la sintaxis de la vista derivada a obtener con la consulta.
Este meta-modelo debe ser un subconjunto del meta-modelo TG del modelo base.
un conjunto de restricciones positivas Pi sobre algu´n elemento P
Q
i del meta-modelo
TGQ. Cada restriccio´n positiva especifica un patro´n que debe estar presente en el
modelo base para que el elemento al que afecta la restriccio´n pase a formar parte
del resultado de la consulta. Si varias restricciones afectan al mismo elemento se
realiza su disyuncio´n (al menos una se tiene que cumplir), mientras que si afectan a
elementos distintos se toma su conjuncio´n (todas deben cumplirse).
un conjunto de restricciones negativas Nj sobre algu´n elemento N
Q
j del meta-modelo
TGQ. Estas restricciones son patrones que no deben cumplir los elementos del modelo
base para formar parte del resultado de la consulta. Ninguna de ellas se debe cumplir,
afecten a elementos del mismo o de distinto tipo.
Por ejemplo, la figura 4.26 muestra un patro´n visual de consulta para obtener un vista
derivada con las clases y relaciones de herencia entre ellas, lo que se modela con el grafo
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TGQ del patro´n. No´tese que no se esta´ interesado en obtener los me´todos de las clases,
por lo que TGQ no incluye ese atributo en la clase Class. Adema´s, la consulta so´lo obtiene
aquellas clases que no tienen asociada una ma´quina de estados (restriccio´n negativa N1)
pero que tienen una clase padre (restriccio´n positiva P1).
Figura 4.26: Ejemplo de patro´n visual de consulta
La figura 4.27 muestra el proceso de aplicacio´n de un patro´n visual de consulta a un
modelo base G. El tipo de las restricciones, que no se muestra por claridad, es TG para los
grafos Pi y Nj, y TG
Q para los grafos PQi y N
Q
j . Para aplicar el patro´n al grafo, primero se
calcula el objeto pullback V G de idTGQ : TG
Q → TG y typeG : G→ TG (cuadrado (1) en la
figura). V G es el subconjunto de G restringido por el meta-modelo TGQ. A continuacio´n V G
se restringe para contener so´lo aquellos elementos que cumplen las restricciones positivas
y negativas especificadas en el patro´n de consulta, dando como resultado la vista derivada
V Q. De este modo, para todos los morfismos pQil : P
Q
i → V Q debe existir un morfismo pil
de la restriccio´n Pi a G tal que el cuadrado (2) de la figura conmute. Adema´s, para ningu´n
morfismo nQjk : N
Q
j → V Q debe existir un morfismo njk de la restriccio´n Nj a G tal que
el cuadrado idV G ◦ idV Q ◦ nQjk = njk ◦ idNQj conmute. En otras palabras, para incluir un
elemento x con tipo typeV Q(x) en la vista derivada V
Q, e´ste debe cumplir alguna de las
restricciones positivas y ninguna de las negativas definidas para el tipo. No´tese que si el
patro´n no define restricciones sobre el tipo, el elemento pertenecera´ a la vista derivada (si














































Figura 4.27: Patro´n visual de consulta aplicado a un grafo G, obteniendo la vista derivada V Q
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La expresividad de los patrones visuales de consulta as´ı definidos es igual al fragmento
∃¬∃ de lo´gica de primer orden, limitada por la anidacio´n permitida en Pi y Ni que viene
dada por ser traduccio´n a condiciones de aplicacio´n aplicables a un elemento. Esto es
similar a la expresividad de las restricciones sobre grafos (graph constraints) [156].
Sistemas de transformacio´n de grafos triples para patrones visuales de consulta
A partir de un patro´n de consulta se genera un TGTS que construye la vista derivada
a partir del modelo base, y posteriormente propaga cualquier cambio realizado sobre el
modelo base a la vista derivada. Dicho TGTS implementa el proceso de aplicacio´n de
un patro´n a un grafo que mostraba de manera conceptual la figura 4.27. El TGTS se
ejecuta sobre un grafo triple que tiene G como grafo origen, y tiene la vista derivada V Q
(inicialmente vac´ıa, y tipada sobre el componente TGQ del patro´n) como grafo destino. Sus
reglas se parecen a las usadas para construir el repositorio a partir de las vistas del sistema,




En concreto, el conjunto de reglas triples generadas a partir de un patro´n visual Q que
se aplica sobre un modelo base con meta-modelo TG se expresa como TGTS(Q, TG) =
{CN , CE, EN , EE, DN , DE}. Las letras C, E y D hacen referencia a conjuntos de reglas
de creacio´n, edicio´n y borrado respectivamente, y los super´ındices N y E hacen referencia
a nodos y aristas. Para crear la vista derivada a partir del modelo base so´lo se utilizan
los conjuntos de reglas Ci y Ei, pero se necesita todo el TGTS para sincronizar la vista
derivada creada respecto a cambios en el modelo base. El conjunto de reglas CN copia los
nodos de los tipos especificados en TGQ desde el modelo base a la vista derivada, mientras
que las del conjunto CE copian las aristas. Las restricciones positivas y negativas del patro´n
Q se usan para restringir la aplicabilidad de estas reglas. Los conjuntos EN y EE contienen
las reglas que copian el valor de los atributos desde los nodos y aristas del modelo base a
los de la vista derivada. Finalmente, las reglas de DN y DE borran los nodos y aristas de
una vista derivada previamente creada cuando e´stos se eliminan del modelo base o dejan
de cumplir las restricciones impuestas por el patro´n de consulta.
La figura 4.28 muestra las reglas ba´sicas (sin considerar las restricciones del patro´n)
que se derivan a partir de un patro´n de consulta. En total se genera una regla de cada
tipo para cada nodo y arista especificados en el grafo TGQ de la consulta. A modo de
ejemplo, la figura muestra las reglas generadas para el nodo de tipo Class. La primera
regla pertenece al conjunto CN y copia los elementos del modelo base a la vista derivada si
e´stos au´n no se encuentran en ella. La segunda regla pertenece al conjunto EN y propaga
el valor de los atributos desde los elementos del modelo base a la vista derivada. La u´ltima
regla pertenece a DN y elimina un elemento de la vista derivada si e´ste no aparece en
el modelo base (esto es, si la funcio´n de correspondencia al modelo base esta´ indefinida).
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Como se dijo anteriormente, so´lo las reglas de los conjuntos Ci y Ei se usan para crear
la vista derivada. Si posteriormente el modelo base cambia, es posible que el resultado de
la consulta se vea afectado bien porque haya que an˜adir nuevos elementos que cumplen el
patro´n, o porque haya que eliminar otros que han dejado de cumplirlo. En el primer caso
las reglas de Ci y Ei se encargan de an˜adir los nuevos elementos, mientras que para el
segundo caso se necesitan las reglas de Di.
Figura 4.28: Reglas ba´sicas derivadas desde un patro´n visual de consulta
Adicionalmente, las reglas de Ci se extienden con condiciones de aplicacio´n que tienen
en cuenta las restricciones especificadas en el patro´n visual de consulta. Tal como muestra la
figura 4.29, por cada restriccio´n negativa se an˜ade una NAC a la regla de creacio´n del tipo,
y para el conjunto de restricciones positivas definidas sobre el tipo se crea una u´nica PAC
donde las restricciones son los grafos consecuencia. En la figura, la regla de creacio´n ba´sica
para el tipo Class se modifica para incluir la NACN1 derivada de la restriccio´n negativa
N1, y la PAC XClass → YP1 derivada de la restriccio´n positiva P1. En el caso de aristas, las
reglas de creacio´n se modifican del mismo modo para incluir las condiciones de aplicacio´n
derivadas de restricciones sobre la arista, pero adema´s tambie´n se an˜aden las condiciones
derivadas de restricciones sobre sus nodos origen y destino. La razo´n es que para an˜adir
una arista a la vista tambie´n los nodos en los que incide deben ser va´lidos. En el ejemplo, la
regla de creacio´n de la relacio´n de herencia no an˜adir´ıa condiciones de aplicacio´n derivadas
de restricciones sobre la relacio´n, pero s´ı otras derivadas de las restricciones sobre la clase
que actu´a como origen y destino de la misma.
Finalmente, por cada conjunto de restricciones positivas sobre un tipo se crea una regla
de borrado adicional en Di donde las restricciones son NACs, tal y como muestra la regla
derecha en la figura 4.30. La regla se aplica a un elemento si e´ste no cumple ninguna de las
NACs, lo que significa que no satisface ninguna de las restricciones positivas P i impuestas
por el patro´n. Por el contrario, a partir de cada restriccio´n negativa se crea una nueva
regla de borrado donde la restriccio´n es una PAC, tal y como muestra la regla izquierda de
la misma figura. En este caso se crea una regla por cada restriccio´n, independientemente
del tipo al que se aplica. Esto es, un elemento tiene que borrarse si cumple alguna de las
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Figura 4.29: Extensio´n de las reglas de creacio´n con restricciones
restricciones negativas N i del patro´n, razo´n por la cual se genera una regla de borrado por
cada una de ellas. Obse´rvese que, en el caso de aristas, las reglas de borrado que se generan
tienen que considerar no so´lo las restricciones impuestas sobre la arista, sino tambie´n las
definidas para sus nodos origen y destino. Esto es as´ı porque las aristas deben borrarse
de una vista derivada si no cumplen las restricciones impuestas sobre ellas, o si inciden
en un nodo que no cumple las suyas. Por tanto, aunque en el patro´n del ejemplo no hay
restricciones sobre aristas, se generar´ıan tres reglas adicionales (dos derivadas de N1 y una
derivada de N2) para el borrado de la relacio´n de herencia cuando uno de sus extremos
deja de ser va´lido.
No´tese que las vistas derivadas (y dirigidas a audiencia) pueden tener como modelo
base cualquier vista del sistema o el repositorio. Si cualquier vista del sistema cambia, los
cambios se propagan por medio de los TGTSs de consistencia al resto del sistema. Esto
incluye al modelo base de la vista derivada, desde donde los cambios se propagan a la vista
derivada mediante el TGTS generado a partir del patro´n visual de consulta.
Por u´ltimo, los TGTSs que se generan a partir de un patro´n visual de consulta terminan
y son confluentes. La demostracio´n de terminacio´n se sigue de los siguientes hechos:
las reglas de creacio´n contienen una NAC que es igual a la RHS,
la condicio´n de las reglas de edicio´n deja de ser cierta tras su aplicacio´n,
las reglas de borrado eliminan elementos necesarios para su aplicacio´n,
4.1. Soporte para lenguajes visuales de dominio espec´ıfico multi-vista 115
Figura 4.30: Reglas de borrado adicionales derivadas de las restricciones
no puede darse un bucle en el que las reglas de creacio´n borren lo que las de borrado
eliminan, y viceversa, ya que por cada NAC de las reglas de creacio´n hay una regla
de borrado que tiene la NAC como PAC, de tal modo que si la regla de creacio´n es
aplicable las de borrado no pueden serlo simulta´neamente. Del mismo modo, existe
una regla de borrado que tiene como NACs las PACs de la regla de creacio´n. Como
las reglas no modifican los elementos que pertenecen a las condiciones de aplicacio´n,
la ejecucio´n termina.
Respecto a la confluencia del TGTS, se debe a que las condiciones necesarias para
aplicar las reglas siempre se evalu´an sobre el modelo base, mientras que las acciones de las
reglas tienen lugar sobre la vista derivada. Por esta razo´n no se producen conflictos entre
las reglas o, si se producen, el resultado es confluente.
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4.1.5. Implementacio´n de la propuesta
Con el objetivo de evaluar emp´ıricamente la factibilidad del marco propuesto en este
cap´ıtulo, se ha construido una herramienta para especificar LVDEs multi-vista, lo que
incluye la definicio´n de sus distintos puntos de vista, vistas sema´nticas (TGTSs y patrones
triples de anotacio´n), llamadas a me´todos de ana´lisis y vistas dirigidas a audiencia. A partir
de tal definicio´n la herramienta genera un entorno visual para el lenguaje que permite
crear vistas de un sistema que son conformes a alguno de los puntos de vista del lenguaje
(consistencia intra-diagrama), e internamente proporciona mecanismos para la consistencia
sinta´ctica y sema´ntica entre vistas (consistencia inter-diagrama).
Para construir la herramienta se utilizo´ AToM3 [51], un entorno de meta-modelado que
permite generar entornos para LVDEs (no multi-vista) a partir de un meta-modelo de su
sintaxis abstracta, y asociando una apariencia visual a cada uno de los elementos de dicha
sintaxis. En concreto, se disen˜o´ un LVDE que permite especificar entornos multi-vista segu´n
el marco propuesto, y a continuacio´n se uso´ AToM3 para generar una herramienta para el
mismo. El lenguaje disen˜ado complementa el meta-modelo global de un LVDE multi-vista
permitiendo definir sus puntos de vista, vistas sema´nticas y vistas dirigidas a audiencia. Su
meta-modelo se muestra en la figura 4.31. La clase MV-Environment representa el entorno
multi-vista, y sus tres atributos definen la pol´ıtica de consistencia sinta´ctica a implementar
en el mismo: si realiza un borrado en cascada o conservativo, si hay creacio´n inteligente,
o si permite el cambio de identificador, respectivamente3. Adema´s, un entorno multi-vista
define tres tipos de vista: puntos de vista (clase Viewpoint), vistas sema´nticas (clase Seman-
ticView) y vistas dirigidas a audiencia (clase AudienceOrientedView). No se han incluido
vistas derivadas ya que e´stas no forman parte de la definicio´n de un LVDE multi-vista,
sino que son el resultado de una consulta sobre un modelo construido posteriormente con
dicho lenguaje.
Un punto de vista tiene un meta-modelo, una lista de propiedades (por ejemplo su
autor, nombre, etc.), una apariencia gra´fica y una cardinalidad que especifica el nu´mero
mı´nimo y ma´ximo de vistas del sistema que se pueden definir en un sistema para el punto
de vista. El meta-modelo debe ser un subconjunto del meta-modelo global del LVDE multi-
vista al que pertenece el punto de vista. Por otro lado, los atributos de cardinalidad son
u´tiles, por ejemplo, para especificar que cierto tipo de vista es obligatorio en un lenguaje.
Los puntos de vista definen relaciones de consistencia (asociacio´n view consistency) con
TGTSs que implementan los mecanismos de consistencia sinta´ctica entre las vistas de un
sistema. El repositorio tambie´n esta´ definido segu´n un punto de vista (no modificable)
cuyo meta-modelo coincide con el del LVDE completo. De este modo los TGTSs para la
consistencia sinta´ctica presentados en el cap´ıtulo se pueden especificar como asociaciones
3En la implementacio´n realizada en AToM3, esos atributos se codificaron como atributos del meta-
modelo en vez de como una clase del mismo. Conceptualmente, ambas opciones son equivalentes.



































Figura 4.31: Meta-modelo con los tipos de vista para la definicio´n de un LVDE multi-vista
view consistency derivadas automa´ticamente a partir de la definicio´n de los distintos puntos
de vista.
Las vistas sema´nticas se definen especificando expl´ıcitamente su meta-modelo o dando
el nombre de uno existente. Cada punto de vista (incluido el repositorio) puede definir
un conjunto de vistas sema´nticas mediante relaciones de ana´lisis que tienen un nombre,
un TGTS para transformar las vistas del sistema conformes al punto de vista al dominio
sema´ntico, y un conjunto de me´todos de ana´lisis que evalu´an propiedades de ese punto de
vista en el dominio sema´ntico. Cada me´todo de ana´lisis (clase AnalysisMethodCall) tiene
un nombre, una descripcio´n, acciones de pre- y post-procesamiento que se ejecutan antes
y despue´s de la llamada a una funcio´n de ana´lisis, respectivamente, as´ı como un patro´n
triple para la anotacio´n de resultados. En la implementacio´n realizada, las acciones tienen
que expresarse en Python por ser e´ste el lenguaje en que esta´ construida la herramienta.
Por u´ltimo, es posible derivar vistas orientadas a audiencia desde los puntos de vista
mediante la definicio´n de consultas (asociacio´n query). Una vista orientada a audiencia
contiene un patro´n de consulta cuyo componente TGQ debe ser subconjunto del meta-
modelo del punto de vista a partir del que se genera. Una vista orientada a audiencia
no es derivable de una vista sema´ntica, ya que el objetivo de esta u´ltima es proporcionar
mecanismos de ana´lisis transparentes al usuario (es decir, la transformacio´n al dominio
sema´ntico y posterior anotacio´n de resultados se realiza de manera oculta sin intervencio´n
por parte del usuario).
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Respecto a la sintaxis concreta de los elementos del meta-modelo, tanto los puntos de
vista como las vistas sema´nticas se representan mediante recta´ngulos amarillos con el nom-
bre de la vista dentro, aunque los primeros tienen un tono ma´s oscuro. En cambio las vistas
orientadas a audiencia tienen la apariencia visual de un o´valo con el nombre de la vista
en su interior. Relaciones de consistencia, relaciones de ana´lisis y consultas se representan
mediante flechas, en el u´ltimo caso discontinuas. La figura 4.32 muestra un ejemplo de es-
pecificacio´n de un entorno multi-vista utilizando la sintaxis concreta. El modelo contiene la
definicio´n de cuatro puntos de vista, y uno de ellos (repository DigitalLibrary) define
una vista sema´ntica y una vista dirigida a audiencia.
Figura 4.32: Ejemplo de definicio´n de lenguaje multi-vista utilizando la sintaxis concreta
A partir del meta-modelo presentado y de la definicio´n de su sintaxis concreta, AToM3
genero´ automa´ticamente un entorno que permite especificar LVDEs multi-vista. Este en-
torno se completo´ con co´digo escrito manualmente para la creacio´n automa´tica de relaciones
de consistencia entre puntos de vista, entre otras caracter´ısticas. Finalmente el entorno se
integro´ en la interfaz de AToM3 de tal manera que, una vez definido el meta-modelo com-
pleto y la sintaxis concreta de un LVDE multi-vista, se puede abrir el nuevo entorno para
definir sus puntos de vista, vistas sema´nticas y vistas dirigidas a audiencia. La herramienta
final se muestra en la ventana “1” de la figura 4.33, donde se han definido un conjunto
de puntos de vista, una vista sema´ntica y una vista dirigida a audiencia para un LVDE.
Por defecto el entorno siempre incluye un punto de vista que no puede modificarse cuyo
nombre comienza con repository y que contiene el meta-modelo del LVDE completo.
El disen˜ador del LVDE puede definir otros puntos de vista adicionales y editar sus atri-
butos, tal y como muestran las ventanas “2” y “3” para la edicio´n de los atributos y del
meta-modelo del punto de vista llamado StructuralModel, respectivamente. Al crear un
nuevo punto de vista la herramienta le asigna el meta-modelo del LVDE completo, el cual
se puede modificar posteriormente para eliminar clases, relaciones y atributos, as´ı como
an˜adir restricciones (es decir, los puntos de vista deben ser subconjuntos del meta-modelo
completo). Tambie´n se puede asignar una sintaxis concreta distinta de la definida original-
mente para los elementos del LVDE, de tal modo que un mismo elemento se visualice de
manera distinta dependiendo del tipo de diagrama donde se este´ mostrando.
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Figura 4.33: Herramienta de soporte para la especificacio´n de LVDEs multi-vista
La herramienta genera automa´ticamente una relacio´n de consistencia desde cada pun-
to de vista al repositorio que contiene el TGTS para crear el repositorio a partir de las
vistas del sistema, y una relacio´n desde el repositorio a cada punto de vista que contiene
el TGTS para propagar cambios. Los TGTSs generados dependen de la pol´ıtica de con-
sistencia sinta´ctica seleccionada, pudiendo elegir entre borrado conservativo o en cascada,
as´ı como activar o no la creacio´n inteligente de elementos o la edicio´n de identificador.
Posteriormente se pueden modificar para an˜adir nuevas reglas con restricciones sobre la
sema´ntica esta´tica del lenguaje, as´ı como para modificar el comportamiento generado por
defecto si es necesario. Como las reglas son visuales y utilizan la sintaxis concreta del LV-
DE, no es necesario conocer el API de ningu´n lenguaje de programacio´n espec´ıfico para
poder modificarlas. Adema´s, el hecho de que se utilice la sintaxis concreta del lenguaje
para su construccio´n mejora su usabilidad. Por ejemplo, la figura 4.34 muestra una de las
reglas triples de consistencia generadas automa´ticamente a partir de la definicio´n de los
puntos de vista. En concreto la regla se encarga de la creacio´n en el repositorio de nuevos
elementos del tipo usado en la regla.
Es posible definir nuevas relaciones de consistencia entre los puntos de vista. Cuando
en el entorno generado a partir de esta descripcio´n se modifique una vista del sistema, se
ejecutara´n los TGTSs de las relaciones de consistencia de salida de su punto de vista; si
esto provoca la modificacio´n de otra vista, el proceso se repetira´ para propagar los cambios.
La herramienta tambie´n permite definir vistas sema´nticas a partir de los puntos de
vista, tal como muestra la figura 4.33 para la vista sema´ntica PetriNets SV desde el punto
de vista repository DigitalLibrary. Para ello se debe especificar un TGTS y, por cada
propiedad a verificar en el dominio sema´ntico, un me´todo de ana´lisis. La figura 4.35 muestra
un ejemplo de especificacio´n de regla triple de transformacio´n en AToM3. Los componentes
de la regla triple son grafos triples formados por un grafo conforme al punto de vista (el
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Figura 4.34: Regla triple generada automa´ticamente para la consistencia sinta´ctica entre vistas
del sistema
repositorio en este caso), otro conforme al dominio sema´ntico, y un grafo correspondencia.
Figura 4.35: Regla triple para la transformacio´n de un punto de vista a un dominio sema´ntico
En el entorno generado a partir de esta descripcio´n se creara´ un boto´n por cada me´todo
de ana´lisis que permite evaluar la propiedad correspondiente sobre los modelos conformes
al punto de vista desde el que se genera la vista sema´ntica (sobre el repositorio en el
ejemplo). El resultado se mostrara´ de acuerdo al mecanismo de anotacio´n definido. Si se
especifica mediante un patro´n triple de anotacio´n como el de la figura 4.36, los elementos
de salida (etiquetados “1”, “2” y “3” en el patro´n de ejemplo) se mostrara´n resaltados
en el modelo original y resumidos en un cuadro de dia´logo que, adema´s, permite navegar
entre distintas soluciones de un mismo ana´lisis mostrando una cada vez en caso de ser
necesario. Adema´s, en el entorno resultante se genera un boto´n adicional que muestra el
grafo destino resultante de la ejecucio´n del TGTS. Esto es u´til si el dominio sema´ntico
proporciona herramientas de simulacio´n o animacio´n.
Finalmente, para definir vistas dirigidas a audiencia en la nueva herramienta se debe
indicar tanto el patro´n de consulta utilizado para su obtencio´n, como el punto de vista sobre
el que realizar la consulta. La figura 4.33 muestra una vista dirigida a audiencia llamada
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Figura 4.36: Especificacio´n de un patro´n triple de anotacio´n en la nueva herramienta
nobehaviour, definida para el punto de vista repository DigitalLibrary, y cuyo patro´n
de consulta se muestra en la figura 4.37. Dicho patro´n consta de un meta-modelo que
debe ser una restriccio´n del punto de vista consultado (esquina superior derecha), y de
restricciones sobre sus elementos (esquina inferior derecha). En el entorno generado se
creara´ un boto´n por cada vista dirigida a audiencia que permite evaluar el patro´n de
consulta sobre los modelos del punto de vista para el que se define.
Figura 4.37: Especificacio´n de un patro´n de consulta en la nueva herramienta
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Como ejemplo, la figura 4.38 muestra el entorno visual generado para un LVDE multi-
vista a partir de la especificacio´n anterior. La ventana del fondo permite crear y editar vistas
del sistema, y la ventana en primer plano corresponde a la edicio´n de una de esas vistas.
Internamente, la modificacio´n de una vista dispara la ejecucio´n de los TGTSs incluidos en
las relaciones de consistencia definidas para el lenguaje. De este modo los cambios realizados
en una vista se propagan al repositorio, y desde all´ı al resto de vistas del sistema.
Figura 4.38: Entorno visual multi-vista generado
El entorno incluye un boto´n para mostrar el repositorio construido a partir de las vistas
del sistema. Aunque el repositorio se puede modificar, por ejemplo para llevar a cabo una
simulacio´n, los cambios no se guardan ni se propagan al resto de vistas del sistema.
La figura 4.39 muestra la interfaz del repositorio generada para el ejemplo. En la inter-
faz, adema´s de los botones para la creacio´n de elementos del lenguaje, se genera un boto´n
por cada me´todo de ana´lisis especificado sobre las vistas sema´nticas del repositorio, as´ı co-
mo uno por cada vista orientada a audiencia definida sobre e´l (recue´rdese que la definicio´n
del lenguaje inclu´ıa una vista sema´ntica y una orientada a audiencia para el repositorio).
Para verificar una propiedad so´lo hay que pulsar el boto´n correspondiente. Internamen-
te, la herramienta realiza la transformacio´n al dominio sema´ntico, llama a la funcio´n de
ana´lisis correspondiente y devuelve el resultado de acuerdo al mecanismo de anotacio´n,
escondiendo al usuario todo el proceso de ana´lisis. En la figura se muestra el resultado de
verificar una propiedad sobre el repositorio. Como en este caso el ana´lisis obtuvo varios
resultados, la ventana permite navegar de un resultado a otro por medio de los botones
inferiores. Cada solucio´n individual se muestra resaltada en el modelo y resumida en la
ventana de dia´logo. De este modo, el resultado de los ana´lisis se muestra en te´rminos de
la notacio´n original al usuario, quien no necesita tener conocimiento del me´todo formal
subyacente utilizado para la verificacio´n. Igualmente, para obtener una vista orientada a
audiencia basta pulsar el boto´n correspondiente y el modelo resultante de la consulta se
muestra en una nueva ventana.
El cap´ıtulo 5 presenta una descripcio´n ma´s detallada del ejemplo usado en esta seccio´n
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Figura 4.39: Ejecucio´n de un me´todo de ana´lisis sobre el repositorio
para ilustrar el uso de la herramienta construida, as´ı como otros ejemplos adicionales.
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4.2. Soporte para medidas y redisen˜os
Esta seccio´n presenta un marco de especificacio´n de medidas y redisen˜os para LVDEs
que ayuden a la obtencio´n de modelos que cumplan requisitos impl´ıcitos de calidad, como
facilidad de mantenimiento, usabilidad, etc. El objetivo del marco es doble: (i) facilitar
la definicio´n de medidas y redisen˜os para cualquier LVDE; y (ii) permitir la generacio´n
automa´tica de herramientas de medicio´n y redisen˜o desde una descripcio´n de alto nivel,
reduciendo o eliminando la necesidad de codificarlas. De esta manera, el conocimiento de
los expertos en calidad dentro de un dominio se plasma en forma de modelos que se utilizan
para generar co´digo. Adema´s, este conocimiento no permanece esta´tico en forma de gu´ıas
o documentacio´n, sino que los disen˜adores lo utilizan activamente en la fase de modelado.
Para cubrir el primero de los objetivos se ha elaborado un LVDE denominado SLAM-
MER (siglas del ingle´s Specification LAnguage for Modelling MEasures and Redesigns).
SLAMMER se ha especificado mediante un meta-modelo que contiene generalizaciones de
algunas me´tricas de producto y redisen˜os comu´nmente utilizados, y que pueden configurar-
se mediante el uso de patrones visuales que indican co´mo ciertos atributos relevantes para
la me´trica o el redisen˜o se expresan en una notacio´n en particular. Adema´s, el lenguaje
tambie´n permite expresar de manera procedimental o mediante reglas de transformacio´n
de grafos otros redisen˜os adicionales. Finalmente, es posible expresar mediante indicadores
que´ valores de una me´trica son inusuales, y asociar a dichos valores la ejecucio´n de ciertas
acciones orientadas a mejorar el resultado de la medicio´n.
Para conseguir el segundo objetivo, se ha construido una herramienta de soporte para
SLAMMER con un generador de co´digo integrado que produce automa´ticamente herra-
mientas para la medicio´n y redisen˜o de modelos de dominio a partir de modelos SLAMMER.
Esta herramienta se ha integrado en el entorno de meta-modelado AToM3. De este modo,
al describir un LVDE es posible establecer las me´tricas y redisen˜os propios del lenguaje,
los cuales estara´n disponibles en el entorno visual generado para el mismo.
La seccio´n esta´ dividida en cuatro apartados. Los dos primeros presentan el meta-
modelo de SLAMMER, el primero la parte que concierne a la definicio´n de medidas y
el segundo la que concierne a la definicio´n de acciones y redisen˜os. El segundo apartado
tambie´n incluye una discusio´n sobre la integracio´n de mecanismos de consistencia en un
proceso de redisen˜o que incluya distintos modelos. El tercer apartado dota de una sintaxis
concreta al meta-modelo de SLAMMER. Para finalizar, el cuarto apartado presenta la
implementacio´n de la herramienta de soporte para el lenguaje.
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4.2.1. Medidas
Una medida o me´trica de una (o varias) entidades se define mediante un me´todo de
medicio´n y una escala [97]. Por tanto, para definir adecuadamente una medida se debe
especificar la siguiente informacio´n:
el dominio o conjunto de entidades que se quiere caracterizar;
el me´todo de medicio´n, que consiste en una funcio´n que utilizara´ el resultado de otras
mediciones en el caso de medidas indirectas;
los atributos relevantes para el me´todo de medicio´n;
la escala, que es el rango de valores posibles para el resultado de la medicio´n y puede
ser nominal, ordinal, absoluta, intervalo o ratio [77];
una unidad de medicio´n si la escala es de tipo intervalo o ratio (por ejemplo nu´mero
de clases);
adicionalmente, puede incluir indicadores que apunten a valores dentro de su escala
que son inusuales, inadecuados o especiales por algu´n motivo.
Si tomamos una medida as´ı definida e intentamos aplicarla a distintos dominios, se ob-
serva que parte de esa informacio´n es independiente de los conceptos del dominio particular
ya que su definicio´n no var´ıa, independientemente de do´nde se aplica. Ese es el caso del
me´todo de medicio´n y de la escala. Por el contrario, hay otra parte de esa informacio´n que
s´ı depende del dominio y del LVDE sobre los que se aplica, y por tanto debe especificarse
para cada caso concreto. Es lo que ocurre con el dominio, los atributos relevantes para el
me´todo de medicio´n, las unidades y los indicadores.
Por ejemplo, supongamos que quiere medirse el Nu´mero de Hijos directos (Number of
Children, NOC) [191] en los dos primeros modelos de la figura 4.40, los cuales corresponden
a un diagrama de clases y a una jerarqu´ıa de roles de usuario respectivamente. El me´todo
de medicio´n, que es el mismo en ambos casos, cuenta el nu´mero de entidades subordinadas
a una entidad dada dentro de la jerarqu´ıa. La escala tambie´n coincide: valores en el rango
[0, N ] (donde N es un nu´mero natural arbitrario). Sin embargo, el dominio en el primer
caso es el conjunto de clases que forman el modelo (es decir, la medicio´n se realiza para
cada clase en el modelo) mientras que en el segundo es el conjunto de roles. El atributo
relevante para el me´todo de medicio´n en este caso es co´mo se expresa la relacio´n de herencia
en el lenguaje. Esta relacio´n se muestra resaltada en los modelos de la figura, y como puede
verse es distinta. Finalmente, la unidad de medicio´n es “clases” en el primer caso y “roles”
en el segundo. Incluso, se puede ir un paso ma´s lejos y aplicar esta medida a lenguajes que
no incorporan el concepto de herencia, como es el caso del diagrama de navegacio´n web
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que se muestra como tercer ejemplo en la figura 4.40. En este caso el NOC se interpretar´ıa
como el nu´mero de nodos de informacio´n accesibles desde un nodo dado, donde el atributo
relevante para el me´todo de medicio´n ser´ıa el concepto de enlace entre nodos. Es ma´s, en
este lenguaje, si un nodo tuviese un NOC igual a 0 significar´ıa que el grafo de navegacio´n
no es totalmente conexo, lo cual suele ser indicativo de un mal disen˜o [26]. En cambio, en
los dos primero lenguajes los elementos medidos pueden tener un NOC igual a 0.
Figura 4.40: Atributo relevante para el mismo me´todo de medicio´n, en distintos lenguajes
En SLAMMER se ha utilizado el hecho de que hay informacio´n que cambia y otra que
permanece inmutable al definir la misma medida para distintos dominios, para especificar
un conjunto de medidas gene´ricas que esconden el me´todo de medicio´n y que pueden ser
configuradas para distintos LVDEs dando so´lo la informacio´n espec´ıfica de dominio en
cada caso. La figura 4.41 muestra la parte del meta-modelo de SLAMMER que formaliza
estos conceptos. Para su definicio´n se han tenido en cuenta trabajos de diversos autores
enfocados a la definicio´n de ontolog´ıas de medicio´n software [77, 128], as´ı como al esta´ndar
internacional para la calidad del software ISO 15939 [97]. Sin embargo, ya que el lenguaje se
quiere utilizar como notacio´n de alto nivel para la especificacio´n y posterior generacio´n de
herramientas de medicio´n, en el meta-modelo no se han incluido conceptos que no tuvieran
un significado operacional. Esta es la razo´n de que te´rminos tales como “necesidad de
informacio´n” o “modelo de calidad” que aparec´ıan en los trabajos anteriormente citados
no hayan sido incluidos en el meta-modelo de SLAMMER.
El concepto medida esta´ representado en el meta-modelo SLAMMER mediante la clase
abstracta Measure, que actu´a como clase base de cualquier tipo de medida y define los
atributos comunes a todas ellas (ve´ase la figura 4.41). Tiene un nombre que identifica
un´ıvocamente la medida (atributo name) y un objetivo (atributo goal). Su dominio se
especifica mediante una lista ordenada de tipos (atributo domain), y se construye como
todas las combinaciones posibles de elementos de esos tipos en un modelo dado. El atributo
subtypeMatching permite incluir en la construccio´n del dominio no so´lo los elementos de los
tipos especificados en el atributo domain, sino tambie´n las de sus subtipos. De este modo
es posible definir medidas reutilizables que se definen para un tipo general y se aplican
a todos sus subtipos. Adema´s, cada medida se mide segu´n una escala (atributo scale) y
utilizando una unidad de medicio´n (atributo unit) que se definen mediante una cadena
de texto. Para la especificacio´n de medidas indirectas que se calculan en funcio´n de otras
























































Figura 4.41: Meta-modelo de SLAMMER (paquete para la definicio´n de medidas)(i)
medidas (que a su vez pueden ser directas o indirectas), el meta-modelo define la relacio´n
dependency. Si una medida “depende” de otra significa que la primera utiliza el resultado
de la medicio´n de la segunda para calcular su resultado. De este modo una medida puede
ser reutilizada y compuesta para construir otras ma´s complejas. El meta-modelo incluye
una restriccio´n que proh´ıbe la definicio´n de ciclos recursivos de dependencias. Finalmente,
una medida puede definir cero, uno o ma´s indicadores de valores extremos dentro de la
escala mediante la especificacio´n de valores umbral (clase Threshold). Cada umbral tiene
un nombre, una descripcio´n y una condicio´n lo´gica que se evalu´a sobre cada resultado de
la medicio´n para determinar si dicho resultado pertenece o no al umbral.
El meta-modelo de SLAMMER define un conjunto de medidas gene´ricas como clases
concretas que heredan de la clase Measure todos sus atributos. Esas medidas se clasifican
segu´n dos caracter´ısticas ortogonales, que son la funcionalidad de su me´todo de medicio´n
y la dimensio´n de su dominio. Ambas clasificaciones se muestran en las figuras 4.41 y 4.42,
respectivamente. Las figuras son dos puntos de vista del mismo meta-modelo, aunque se
muestran por separado para facilitar su legibilidad. Esto es, las medidas que aparecen
en ellas son las mismas, pero clasificadas desde una perspectiva distinta. El hecho de
modelar expl´ıcitamente en el meta-modelo esa categorizacio´n de las medidas favorece la
extensibilidad del enfoque. Desde un punto de vista pra´ctico, si la herramienta de soporte
para el enfoque propuesto se construye a partir de este meta-modelo expl´ıcito (utilizando
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por ejemplo, una herramienta de meta-modelado) resultara´ ma´s fa´cil extender y mantener
el conjunto de medidas.
Tomando en consideracio´n la funcio´n de medicio´n, tal como muestra la figura 4.41, las
medidas pueden ser:
Orientadas a caracter´ısticas (clase FeatureOriented): miden propiedades de objetos o
grupos de objetos, de tal modo que es el objeto lo que se intenta caracterizar. Por
ejemplo, el nu´mero de me´todos de una clase o la similitud de dos clases son medidas
orientadas a caracter´ısticas.
Orientadas a caminos (clase PathOriented): miden propiedades de caminos entre
elementos del mismo tipo, de tal modo que es la estructura de los caminos lo que
se intenta caracterizar. Por ejemplo, la herencia en lenguajes orientados a objetos
puede considerarse un tipo de camino donde los nodos del camino son las clases, y
el camino lo marcan las relaciones de herencia existentes entre ellas. En este tipo de
medidas el atributo type recoge el tipo de los nodos del camino a medir, mientras que
la relacio´n que establece un paso en el camino se especifica mediante un patro´n. Esto
u´ltimo permite utilizar como paso relaciones compuestas.
Orientadas a usuario (clase UserDefined): en este tipo de medidas la funcio´n de medi-
cio´n la especifica el disen˜ador. Para ello la clase dispone de un atributo denominado
calculation para incluir el co´digo que calcula el resultado de la medicio´n para un valor
del dominio. El co´digo se encapsula en un me´todo que recibe como para´metros un
valor del dominio, y devuelve un valor como resultado del ca´lculo. Las medidas orien-
tadas a usuario se utilizan para especificar medidas que no pueden ser expresadas
con el conjunto de medidas gene´ricas que SLAMMER proporciona. Esto ocurre con
aquellas medidas que son altamente dependientes del dominio y para las que, por
tanto, no se ha incluido soporte en el meta-modelo de SLAMMER. Estas medidas
tambie´n permiten recibir como entrada los resultados de otras mediciones y realizar
operaciones con ellos.
Como muestra la figura 4.424, segu´n la dimensio´n del dominio las medidas pueden ser:
Orientadas a modelo (claseModelOriented): miden propiedades del modelo, como por
ejemplo el taman˜o. En estas medidas el dominio esta´ formado por un u´nico valor,
que es el modelo completo. Por esa razo´n su atributo domain es NULL, ya que no es
necesario especificarlo.
4No´tese que el meta-modelo de la figura 4.42 es un punto de vista del meta-modelo de la figura 4.41, y
por tanto contiene las mismas clases que e´ste aunque no se muestren de manera expl´ıcita.
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Orientadas a elemento (clase ElementOriented): miden propiedades de los elementos,
como por ejemplo el nu´mero de me´todos de una clase. En este caso el dominio de la
medida esta´ formado por los elementos de un tipo determinado, y por tanto basta
con un String para especificar dicho tipo.
Orientadas a grupo (clase GroupOriented): miden propiedades de grupos de elemen-

















Figura 4.42: Meta-modelo de SLAMMER (paquete para la definicio´n de medidas)(ii)
En total, SLAMMER define 9 medidas que son generalizaciones o abstracciones de
algunas de las me´tricas ma´s utilizadas en ingenier´ıa del software [68, 129, 167, 187]. La
tabla 4.1 las recoge y clasifica segu´n su funcio´n de medicio´n y el taman˜o de su dominio.
Su configuracio´n para un LVDE concreto se realiza mediante el uso de patrones visuales
(clase Pattern en el meta-modelo) que identifican co´mo ciertos atributos relevantes para el
ca´lculo de la me´trica se expresan en el lenguaje. A grandes rasgos, un patro´n visual es un
grafo ma´s un conjunto de restricciones que especifican el tipo de estructuras que queremos
encontrar en un modelo. Posteriormente se explicara´ de manera ma´s detallada co´mo se
utilizan los patrones dentro de SLAMMER.
A continuacio´n se presentan cada una de las 9 medidas:
NumberOfElements: calcula el nu´mero de elementos de cierto tipo existentes en un
modelo. Esta medida es orientada a modelo porque calcula una propiedad del modelo
y por tanto no es necesario especificar el dominio. El tipo de los elementos a contar se
especifica mediante un patro´n. Ya que los patrones son grafos con restricciones adi-
cionales, es posible contar no so´lo elementos de cierto tipo, sino tambie´n estructuras
complejas formadas por grupos de elementos relacionados o con ciertas restricciones
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Orientadas Orientadas Orientadas
a modelo a elemento a grupo
Orientadas NumberOfElements RelatedElements DistanceBasedSimilarity
a caracter´ısticas




Tabla 4.1: Clasificacio´n de medidas en SLAMMER
(por ejemplo elementos de cierto tipo que no esta´n relacionados con elementos de
algu´n otro tipo).
RelatedElements: cuenta cua´ntos elementos esta´n relacionados con cierto tipo de ele-
mento, el cual se especifica en el atributo domain. Esta medida es orientada a ele-
mento, y por tanto se calcula para cada elemento del tipo especificado en el modelo
dado. La relacio´n entre los elementos se especifica mediante un patro´n, lo que permite
expresar relaciones compuestas.
DistanceBasedSimilarity: evalu´a el grado de similitud de un conjunto de entidades
mediante el estudio de los atributos que comparten [167]. Sean x e y las entidades
a comparar, y sea b(·) una funcio´n que devuelve el conjunto de atributos de una
entidad. Entonces, la fo´rmula dist(x, y) = 1 − |b(x)∩b(y)||b(x)∪b(y)| calcula la distancia entre
las dos entidades, y puede tomar valores en el intervalo [0,1]. Cuanto mayor es el
resultado de la medicio´n, mayor es la distancia entre las entidades medidas y por
tanto ma´s diferentes son e´stas entre s´ı. Los tipos de las entidades a comparar se dan
mediante una lista en el atributo domain. Adema´s, hay que especificar para cada tipo
el conjunto de propiedades usadas para establecer la comparacio´n. Cada propiedad se
representa mediante un patro´n (relacio´n property en el meta-modelo), y debe darse si
la comparacio´n para la propiedad espec´ıfica se hara´ por referencia o por valor. En la
comparacio´n por referencia dos objetos se consideran iguales si son el mismo objeto,
mientras que en la comparacio´n por valor dos objetos son iguales si todos sus campos
tienen el mismo valor.
Distance: tanto e´sta, como las medidas que vienen a continuacio´n, son orientadas a
caminos. Para configurarlas hay que definir el tipo de nodo en el camino (atributo
type) y el paso ba´sico (mediante un patro´n). Al utilizar un patro´n para especificar
la relacio´n entre dos nodos del camino es posible especificar relaciones complejas
formadas por varios nodos y enlaces. El dominio de cada medida se construye a
partir del tipo de nodo y teniendo en cuenta la dimensio´n del dominio de la medida.
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En total hay seis medidas orientadas a caminos. La medida Distance mide la longitud
del camino ma´s corto desde cada nodo del camino al resto. Esta medida es orientada
a grupo, ya que se calcula para cada pareja de nodos (del tipo especificado) en el
modelo dado. El resultado, por tanto, es una matriz donde la posicio´n (i, j) es la
longitud del camino desde el nodo i hasta el nodo j.
DirectConnections: calcula el nu´mero de nodos a los que se puede llegar desde cada
nodo del camino en un camino de longitud 1. Por ejemplo, puede utilizarse para
medir el nu´mero de hijos directos en el caso de herencia.
StartPoints: informa sobre que´ nodos son inicio de un camino pero ningu´n otro camino
pasa por e´l. Por ejemplo, las clases base en lenguajes orientados a objetos son los
puntos de inicio de un camino jera´rquico.
DepthOfPath: da la distancia del camino ma´s corto para alcanzar cualquier nodo
desde el inicio de un camino (esto es, desde un StartPoint). Por ejemplo, en el caso
de la herencia esa es la profundidad del a´rbol de herencia.
CyclomaticNumber: cuenta el nu´mero de caminos circulares (ciclos) en un modelo
dado.
InheritedElements: esta u´ltima medida es aplicable ba´sicamente a caminos con un
significado de herencia. Mide el nu´mero de elementos de cierto tipo que son heredados
a trave´s de una jerarqu´ıa de herencia (por ejemplo, el nu´mero de me´todos que una
clase hereda de sus ancestros). En este caso, adema´s del tipo de nodo y el paso ba´sico
en el camino, hay que especificar la relacio´n entre el nodo (clase) y el elemento que
se propaga (me´todo) mediante un patro´n.
Patrones visuales dentro del contexto de SLAMMER
Como ya se ha explicado, en SLAMMER se utilizan patrones visuales para especificar
co´mo ciertas propiedades se expresan en un LVDE determinado, y de ese modo poder
configurar las medidas gene´ricas proporcionadas para el lenguaje espec´ıfico.
Formalmente, la definicio´n de patro´n visual utilizada en SLAMMER coincide con la
presentada en el apartado 4.1.3 para patrones triples de anotacio´n, pero usando grafos
tipados atribuidos (y morfismos correspondientes) en vez de grafos triples. Se remite al
lector interesado a dicho apartado para consultar los detalles te´cnicos, de los que aqu´ı so´lo
se da una definicio´n informal. As´ı pues, en SLAMMER un patro´n visual consta de un grafo
positivo y su aplicacio´n a un modelo da como resultado aquellos subgrafos del modelo que
son isomorfos al grafo positivo. El patro´n puede recibir como para´metro un conjunto de
elementos del modelo al que se aplica para inicializar la bu´squeda, y el resultado puede
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filtrarse para obtener so´lo una parte de los subgrafos obtenidos como resultado. Tambie´n
es posible restringir el nu´mero de subgrafos resultantes de la aplicacio´n de un patro´n
mediante condiciones de aplicacio´n [61] formadas por un grafo premisa y un conjunto de
grafos consecuencia. Para que un subgrafo de un modelo sea un resultado va´lido de aplicar
un patro´n, debe ser isomorfo al grafo positivo del patro´n y cumplir sus condiciones de
aplicacio´n.
Por ejemplo, la figura 4.43 muestra a la izquierda un patro´n cuyo grafo positivo contiene
un objeto Rol y otro Nodo unidos por una relacio´n PA. El patro´n tiene como para´metro
el rol ya que el atributo arguments contiene el nu´mero “1”, que es la etiqueta del rol en
el grafo positivo. La aplicacio´n de patro´n so´lo devolvera´ los objetos de tipo Nodo de cada
subgrafo resultante ya que el atributo output contiene el nu´mero “3”, que es la etiqueta
del nodo en el grafo positivo. A la derecha, el patro´n se aplica a un grafo G para el rol
r1. En el paso (i) se inicializa la bu´squeda para el rol recibido como para´metro. En el
paso (ii) el subgrafo que contiene el rol se ampl´ıa para completar el grafo positivo. En el
ejemplo se encuentran dos subgrafos: una que relaciona el rol r1 con el nodo n1, y otra que
lo relaciona con el nodo n2. En el paso (iii) se filtran los subgrafos de tal modo que so´lo
los elementos especificados como salida se devuelven como resultado. Por tanto, ya que el
patro´n especifica el elemento “3” como salida, so´lo los nodos n1 y n2 se devuelven como
resultado.
Figura 4.43: Ejemplo de patro´n visual y aplicacio´n a un grafo
En SLAMMER los patrones visuales se utilizan para especificar co´mo los atributos
relevantes para una medida se expresan en un LVDE dado. Los para´metros del patro´n
corresponden a un valor en el dominio de la medida, y su salida son los atributos que
se quieren obtener para dicho valor del dominio. Por ejemplo, el patro´n de la figura 4.43
se puede utilizar para configurar una medida de tipo RelatedElements para un LVDE que
incluya los conceptos de rol, nodo y asignacio´n de permisos. Como se recordara´, esta medida
cuenta el nu´mero de elementos relacionados con un tipo de elemento dado que se especifica
en el atributo domain. El tipo, en este caso, ser´ıa “Rol”. La medida as´ı configurada contar´ıa
el nu´mero de nodos a los que puede acceder el rol recibido como para´metro, y que es dos
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para el caso del rol r1. Debe tenerse en cuenta que la medida se realizar´ıa para todos los
posibles valores del dominio, esto es, para cada uno de los roles que contiene el grafo G.
El meta-modelo de SLAMMER incluye la definicio´n de patro´n visual que muestra la
figura 4.44. De este modo, un patro´n (clase Pattern) esta´ formado por un grafo positivo y
tiene como atributos sendas listas con las etiquetas de los elementos del grafo positivo que
forman parte de la entrada y salida del patro´n (atributos arguments y output respectiva-
mente). El grafo positivo se modela mediante la clase PatternGraph, la cual contiene un
nombre, un grafo y una condicio´n sobre los atributos que se expresa en un lenguaje tex-
tual. Un patro´n puede definir cero, una o ma´s condiciones de aplicacio´n. Cada condicio´n
de aplicacio´n esta´ formada por un grafo premisa y un conjunto de grafos consecuencia,
cuya sema´ntica fue expuesta previamente. No´tese que la clase Pattern definida en este




















Figura 4.44: Meta-modelo de SLAMMER (paquete para la definicio´n de patrones)
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4.2.2. Acciones
Del mismo modo que el uso de medidas ayuda a cuantificar la calidad de nuestros
modelos, el uso de ciertas acciones sobre los mismos puede ayudar a mejorar su calidad.
Por accio´n entendemos un conjunto de actividades que permite la consecucio´n de una serie
de objetivos. En SLAMMER, es posible definir acciones que implementen redisen˜os para
los modelos de un LVDE dado con el fin de mejorar su calidad o eliminar determinados
errores de disen˜o. Tambie´n es posible especificar acciones de tipo ma´s general (elaborar
un informe, imprimir un modelo, etc.) con el objetivo de incrementar la funcionalidad del
entorno generado mediante meta-modelado.
La parte del meta-modelo de SLAMMER que permite la definicio´n de acciones se mues-
tra en la figura 4.45. Una accio´n (clase Action) esta´ formada por una secuencia ordenada
de tareas (clase Task). Cada tarea puede formar parte de distintas acciones. De este modo
se facilita la creacio´n de nuevas acciones y el mantenimiento de las existentes ya que cada
tarea se especifica una sola vez, se reutiliza tantas veces como sea necesario, y si cambia




















































Figura 4.45: Meta-modelo de SLAMMER (paquete para la definicio´n de acciones)
Las acciones se llevan a cabo cuando lo decide el usuario, aunque tambie´n existe la po-
sibilidad de asociar la ejecucio´n de una accio´n al indicador de una medida (clase Threshold
definida en el paquete Measures de la figura 4.41). En ese caso, la accio´n se ejecuta para
aquellos valores del dominio de la medida que cumplen la condicio´n asociada al indica-
dor. Sin embargo, ya que en muchos casos la ejecucio´n de redisen˜os de manera automa´tica
puede acarrear problemas [35], las acciones disponen de un atributo execution que permite
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seleccionar el tipo de ejecucio´n. El atributo puede tomar los siguientes valores:
automatic: en este caso la ejecucio´n se realiza automa´ticamente para cada valor del
dominio. Esto es u´til si la accio´n corrige un error de disen˜o, y por tanto su aplicacio´n
es obligatoria.
guided: en este caso, antes de realizar la accio´n se pedira´ confirmacio´n al usuario para
cada valor del dominio donde vaya a aplicarse. Esto resulta u´til cuando el indicador
es so´lo uno de los diversos factores que gu´ıan la aplicacio´n de la medida. De este
modo, la medida se utilizar´ıa para detectar las oportunidades de redisen˜o, aunque
quiza´s no todos se lleven a cabo.
Como se puede apreciar en la figura 4.45, SLAMMER define tres mecanismos para la
especificacio´n de tareas: co´digo textual (clase TaskText), sistemas de transformacio´n de
grafos [61, 133] (clase TaskGG), y plantillas gene´ricas predefinidas para la manipulacio´n de
modelos (clases concretas que heredan de TaskTemplate). Cada uno de estos mecanismos
se explica a continuacio´n.
En primer lugar, SLAMMER permite la definicio´n de tareas mediante co´digo, lo cual
es u´til para construir tareas complejas o que no implican manipulacio´n de modelos, como
puede ser la generacio´n de un informe.
El segundo mecanismo para el modelado de tareas son las grama´ticas de grafos, ya
que permiten expresar de manera formal y visual computaciones en grafos. Se pueden usar
como alternativa al co´digo para expresar redisen˜os de manera gra´fica, de tal modo que no
se imponga al disen˜ador de la tarea el aprendizaje de un lenguaje procedimental espec´ıfi-
co para su modelado ni de librer´ıas gra´ficas para la manipulacio´n de modelos. Adema´s,
el mantenimiento de los redisen˜os expresados mediante grama´ticas de grafos resulta en
muchos casos ma´s intuitivo y, por tanto, menos costoso de realizar. Por estas razones hay
bastantes propuestas de diversos autores para el redisen˜o de modelos utilizando lenguajes
de transformacio´n de modelos y grama´ticas de grafos [99, 104, 133]. En el cap´ıtulo 5 se
mostrara´n algunos ejemplos.
Finalmente, SLAMMER tambie´n permite modelar tareas mediante plantillas gene´ricas
predefinidas que pueden adaptarse y ser utilizadas para un LVDE dado. Esas plantillas
realizan tareas ba´sicas que son habituales al trabajar con lenguajes visuales: fusionar dos
elementos en uno, dividir un elemento en dos, o mover una relacio´n desde un elemento
a otro donde, quiza´s, los elementos origen y destino esta´n relacionados. Los cuatro tipos
de manipulacio´n se ilustran en la figura 4.46. Aunque las tareas consideradas son muy
ba´sicas, son tan generales que pueden aplicarse a cualquier LVDE. Adema´s, se pueden
combinar varias, incluso con otras especificadas mediante grama´ticas de grafos o texto,
para definir acciones complejas. El objetivo es facilitar la definicio´n de manipulaciones
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Figura 4.46: Algunos tipos de manipulacio´n en lenguajes visuales
de modelos usuales de tal modo que el disen˜ador de la tarea tenga que realizar el menor
trabajo posible.
Los cuatro tipos de manipulacio´n que muestra la figura 4.46 se corresponden con las
clases Merge, Split, Move y Pull del meta-modelo de SLAMMER, respectivamente. Todas
ellas heredan de una clase comu´n denominada TaskTemplate que define un atributo de
tipo Template para definir la plantilla de co´digo que implementa la tarea (atributo action),
as´ı como el tipo de los elementos a los que se aplica (atributos type y subtypeMatching,
este u´ltimo para indicar si la tarea tambie´n se aplicara´ a los subtipos de type). Cada clase
concreta tiene una plantilla predefinida espec´ıfica, de tal modo que para configurar una de
esas tareas para un LVDE dado so´lo hay que definir el tipo de elemento al que se aplicara´ y
seleccionar una serie de para´metros de ejecucio´n que son espec´ıficos de cada tarea, y que se
detallan a continuacio´n. Posteriormente, el cap´ıtulo 5 ilustrara´ su uso con algunos ejemplos.
La tarea Merge fusiona dos entidades del mismo tipo (atributo type) en una sola que
reu´ne las relaciones de las entidades originales (ve´ase figura 4.46). La tarea se lleva a cabo
siempre y cuando el modelo resultante cumpla las restricciones de cardinalidad definidas por
su meta-modelo. Sendos atributos permiten configurar la fusio´n de relaciones y atributos
en la entidad resultante. El primero de ellos (rel duplication) establece que´ pol´ıtica seguir
cuando las entidades iniciales definen una relacio´n al mismo elemento, en cuyo caso se
puede optar bien por dejar que la entidad resultante tenga esa relacio´n dos veces (cada
una proveniente de una de las entidades originales), o bien dejar so´lo una de ellas. El
segundo para´metro de ejecucio´n (atributo att merging) especifica la pol´ıtica de fusio´n de
atributos, que puede realizarse bien concatenando su valor en las entidades originales, o
bien tomando el valor de uno de ellos. Como puede observarse, la pol´ıtica de ejecucio´n es la
misma para todas las relaciones y atributos del tipo de entidad para la que se define. Una
alternativa (no contemplada en el meta-modelo) ser´ıa asignar a cada relacio´n y atributo su
propia pol´ıtica de ejecucio´n. Sin embargo, no se ha optado por esa solucio´n ya que desde
el punto de la usabilidad podr´ıa ser tedioso de especificar por parte del disen˜ador de la
4.2. Soporte para medidas y redisen˜os 137
tarea. Desde el punto de vista operacional, en la solucio´n por la que se ha optado podr´ıan
especificarse excepciones a la pol´ıtica de ejecucio´n general mediante la definicio´n de tareas
adicionales que ser´ıan ejecutadas antes o despue´s de la fusio´n.
La tarea Split toma una entidad del tipo especificado y la sustituye por dos nuevas del
mismo tipo que se reparten las relaciones de la inicial. En cierto modo podemos decir que
la tarea “divide” en dos una entidad. El valor de los atributos en las entidades que se crean
coincide con el de la entidad inicial, anexando un nu´mero secuencial incremental si son
clave. En cuanto a la pol´ıtica de distribucio´n de las relaciones, el atributo rel distribution
permite definir si las relaciones de la entidad original se replicara´n en las dos nuevas enti-
dades, o si por el contrario se distribuira´n entre ambas ya sea de manera aleatoria o segu´n
criterio del usuario. Estas opciones se corresponden con los valores duplicate, automatic y
guided del para´metro, respectivamente.
La tarea Move se utiliza para mover relaciones entre dos entidades del mismo tipo
(ve´ase figura 4.46). Para configurar esta tarea hace falta definir el tipo de las entidades
involucradas (atributo type), el tipo de la relacio´n a mover (atributo relation) y la pol´ıtica de
sobrescritura a seguir en caso de que una relacio´n ya exista en la entidad destino (atributo
rel overwriting). Valores posibles para la pol´ıtica de sobrescritura son duplicate si se quiere
mover las relaciones manteniendo las existentes en el destino, de tal modo que es posible que
haya relaciones duplicadas en la entidad destino tras realizar el movimiento; overwrite si se
quiere sobrescribir aquellas relaciones que ya existan; y none si no se quiere mover aquellas
relaciones que ya existen en el destino. En la figura 4.47 se muestra la ejecucio´n de una
tarea Move definida para el tipo de entidad “cuadrado” y el tipo de relacio´n “x”, donde
se ilustra los distintos resultados obtenidos dependiendo de la pol´ıtica de sobrescritura
aplicada.
Figura 4.47: Pol´ıticas de sobrescritura para la tarea Move
En principio, todas las relaciones del tipo especificado se mueven de la entidad origen
a la entidad destino. Sin embargo, es posible restringir el nu´mero de relaciones a mover
mediante la utilizacio´n de un patro´n que contenga restricciones adicionales que deben
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cumplirse en el modelo para poder realizar el movimiento (relacio´n constraint en el meta-
modelo). Dicho patro´n recibe como para´metros los elementos involucrados en la tarea, es
decir, la relacio´n que se quiere mover y las relaciones origen y destino. En ese caso so´lo se
mueven las relaciones para las que existe alguna instancia del patro´n.
Por u´ltimo, la tarea Pull es una especializacio´n de la tarea Move en la cual se exige que
exista cierto tipo de relacio´n entre las entidades origen y destino. Dicha relacio´n se especifica
mediante un patro´n (relacio´n pull relation) que tiene como para´metros las entidades origen
y destino. De ese modo, una relacio´n so´lo se movera´ si existe la configuracio´n especificada
en el patro´n.
Integracio´n de mecanismos de consistencia en procesos de redisen˜o
Como se ha explicado anteriormente, en SLAMMER las acciones se pueden usar para
especificar redisen˜os con distintos objetivos, tales como mejorar alguna propiedad de los
modelos, corregir errores de disen˜o o reestructurar los modelos hacia patrones de disen˜o
conocidos. En el caso de sistemas especificados mediante un conjunto de diagramas, como
ocurre al utilizar LVDEs multi-vista, resulta crucial mantener la consistencia entre los
distintos modelos despue´s de aplicar un redisen˜o sobre cualquiera de ellos. Es decir, si
uno de los modelos cambia como resultado de la ejecucio´n de una accio´n especificada en
SLAMMER, los cambios deben propagarse al resto de modelos implicados o relacionados
con e´l.
El meta-modelo de SLAMMER no incluye mecanismos expl´ıcitos para gestionar la
consistencia tras la ejecucio´n de acciones. Tales mecanismos forman parte de la sema´ntica
del lenguaje, y por tanto es el proceso de definicio´n del LVDE el que debe permitir establecer
dependencias entre los puntos de vista de un lenguaje y proporcionar herramientas para
su gestio´n. Por ello, en vez de incluir mecanismos de consistencia en el meta-modelo de
SLAMMER, se ha optado por integrar los definidos en el marco de soporte para lenguajes
multi-vista que se presento´ en la seccio´n 4.1, de tal modo que no so´lo la modificacio´n de
modelos por parte del usuario provoque la ejecucio´n de reglas de consistencia y consecuente
propagacio´n de cambios, sino tambie´n la ejecucio´n de acciones de SLAMMER que tengan
como resultado una modificacio´n de alguno de los modelos del sistema.
La integracio´n de ambos marcos implica un estudio sobre que´ tipos de vista pueden
tener asociado un modelo SLAMMER. En principio todos los tipos (vistas del sistema,
sema´nticas, derivadas y dirigidas a audiencia) son susceptibles de ser medidos y redisen˜ados.
Sin embargo, excluimos las vistas sema´nticas ya que e´stas no forman parte del lenguaje que
el usuario maneja y conoce, sino que son herramientas internas de ana´lisis. Por el contrario
las medidas y acciones deben llevarse a cabo sobre los modelos escritos con la notacio´n que
el usuario del lenguaje utiliza para que puedan serle u´tiles. En cuanto a las vistas derivadas
y dirigidas a audiencia, aunque pueden usarse para medir o redisen˜ar una parte del sistema,
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so´lo permiten la propagacio´n de cambios desde el modelo base a la vista. Es decir, que si un
redisen˜o se realiza sobre una vista orientada a audiencia, los cambios no se propagara´n al
resto del sistema. Para solventar esto ser´ıa necesario ampliar la definicio´n de vista derivada
y orientada a audiencia con un conjunto de reglas adicionales que permitiera la propagacio´n
de cambios desde la vista al modelo base. Desde all´ı, el resto de reglas de consistencia se
encargar´ıa de la propagacio´n al resto de modelos. Finalmente, cualquier vista del sistema
puede tener asociado un modelo SLAMMER, y los cambios producidos en las vistas como
resultado de un redisen˜o se propagar´ıan mediante las reglas de consistencia definidas en
el marco multi-vista. Un caso particular de vista del sistema es el repositorio, que resulta
u´til para poder definir medidas y acciones que necesitan informacio´n dispersa en distintos
modelos del sistema (pero unificada en el repositorio). El problema es que las reglas de
consistencia definidas en el marco multi-vista son insuficientes si una accio´n ejecutada sobre
el repositorio an˜ade nuevos elementos al mismo (aunque bastan para tratar la modificacio´n
y eliminacio´n de elementos). Esto es debido a que el marco considera que la creacio´n de
elementos por parte del usuario siempre se realiza en las vistas del sistema pero no en el
repositorio, y por tanto no existen reglas que especifiquen a que´ vista del sistema incorporar
los elementos que se crean en este u´ltimo. Aunque esto no llegar´ıa a dejar el sistema en
un estado inconsistente, el problema es que las nuevas clases y asociaciones creadas tras el
redisen˜o podr´ıan pasar desapercibidas al usuario si no aparecen en ninguna de las vistas
del sistema. Por tanto, la solucio´n integradora requiere incrementar el conjunto de reglas
de consistencia para considerar este nuevo caso, as´ı como un algoritmo para la creacio´n de
nuevas vistas que incluyan los nuevos elementos si no es posible an˜adirlos a ninguna de las
existentes.
La figura 4.48 muestra la estructura de las reglas adicionales que se necesitan para
propagar a alguna vista del sistema los elementos creados en el repositorio por accio´n de
un redisen˜o. En concreto, por cada punto de vista del LVDE se generan la primera y u´ltima
reglas para cada clase de su meta-modelo, y la segunda regla de la fila superior para cada
asociacio´n. A modo de ejemplo, la figura muestra las reglas para una clase gene´rica de
nombre “Class” y una asociacio´n llamada “assoc”. Estas reglas se an˜aden a las existentes
en la relacio´n de consistencia para la propagacio´n de cambios que va desde el repositorio
al punto de vista.
La primera regla de la figura 4.48 propaga las nuevas clases creadas en el repositorio (es
decir, aquellas cuyo atributo refcount es 0) a una vista del sistema que, en principio, puede
ser cualquiera que permita ese tipo de clase. Como la regla modifica el valor del atributo
refcount, e´sta so´lo se aplica una vez y por tanto la clase se an˜ade a una sola vista en el
sistema. La regla de su derecha hace lo mismo pero para incluir las nuevas asociaciones
en alguna vista. No´tese que, cuando se ejecutan estas reglas, la u´nica posibilidad de que
el atributo refcount de un elemento del repositorio valga 0 es que el elemento haya sido
creado por un redisen˜o. Si la clase apareciese en otra vista, refcount ser´ıa distinto de cero.
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Figura 4.48: Reglas de consistencia adicionales para redisen˜os en el repositorio
Por otro lado, tampoco es posible que sea 0 debido a que la clase se haya eliminado de una
vista y el TGTS que construye el repositorio le haya asignado ese valor, ya que entonces ese
mismo TGTS se habr´ıa encargado de borrar el elemento del repositorio antes de realizar
la propagacio´n de cambios.
Por otro lado, un redisen˜o tambie´n puede crear clases en el repositorio que tengan
asociaciones de entrada o salida nuevas. Si la clase se propaga a una vista que no admite
el tipo de la nueva asociacio´n, e´sta u´ltima no se llegar´ıa a propagar nunca. Para evitar que
esto ocurra se utiliza la u´ltima regla de la misma figura, que propaga una clase a una vista
si no existe en la vista (NAC), y si adema´s tiene alguna asociacio´n de entrada o salida
nueva de alguno de los tipos que admite el tipo de vista (condicio´n de aplicacio´n X-Y1).
La condicio´n de aplicacio´n de esta regla depende de cada clase, ya que tendr´ıa un grafo
consecuencia Yi por cada tipo posible de asociacio´n. De ese modo, aunque la clase se haya
propagado previamente a otra vista, tambie´n se propagara´ si es necesario porque queden
asociaciones nuevas sin propagar.
Un segundo problema asociado a la propagacio´n es que´ hacer cuando hay clases o
asociaciones nuevas para las que au´n no se ha creado una vista que admita esos tipos, de
tal modo que las reglas anteriores no pueden llegar a aplicarse. En esos casos se necesita
crear una nueva vista del sistema del tipo apropiado donde an˜adir estos elementos. De
este modo, el algoritmo para recuperar la consistencia del sistema tras un redisen˜o sobre
el repositorio constara´ de los siguientes pasos:
1. Aplicar las reglas de consistencia del repositorio a cada una de las vistas del sistema
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(incluidas las reglas que muestra la figura 4.48).
2. Obtener el conjunto e de elementos del repositorio que no aparecen en ninguna vista
(es decir, aquellos cuyo atributo refcount es 0). Sea et el conjunto de tipos de los
elementos de e.
3. Mientras haya elementos en e:
a) Obtener el punto de vista vp cuyo meta-modelo incluye el mayor nu´mero de
tipos de et.
b) Crear una nueva vista v conforme al punto de vista vp.
c) Aplicar las reglas de consistencia del repositorio a la vista v.
d) Recalcular los conjuntos e y et.
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4.2.3. Sintaxis concreta
Para representar un modelo SLAMMER se ha optado por una sintaxis concreta visual
en vez de una textual. La razo´n es que los conceptos definidos en SLAMMER se pueden
representar fa´cilmente mediante un diagrama que muestre gra´ficamente el conjunto de
medidas y acciones definidas para un LVDE, as´ı como su relacio´n a trave´s de indicadores.
En la sintaxis concreta disen˜ada para SLAMMER, las medidas se representan mediante
recta´ngulos blancos con el tipo y nombre de la medida dentro. Las dependencias entre
medidas se visualizan mediante flechas, donde la cabeza de la flecha indica la direccio´n del
flujo de datos. Los indicadores se representan como tria´ngulos amarillos con un signo de
exclamacio´n dentro y el nombre debajo, y esta´n relacionados mediante segmentos con las
medidas que los definen. Si el indicador dispara una accio´n tambie´n estara´ unido a ella
mediante un segmento. Las acciones son c´ırculos verdes con una flecha dentro y el nombre
de la accio´n debajo. Si el modo de ejecucio´n es automa´tico, un segundo c´ırculo rodea la
figura. Por u´ltimo las tareas se representan como elipses con el tipo y nombre de la tarea
en su interior. Las tareas que corresponden a una accio´n esta´n unidas a ella mediante
segmentos numerados.
La figura 4.49 muestra un ejemplo de modelo SLAMMER utilizando su sintaxis con-
creta, donde puede verse co´mo la utilizacio´n de una representacio´n visual resulta ma´s in-
tuitiva que una textual para obtener una visio´n general del modelo SLAMMER. El modelo
contiene la definicio´n de cuatro medidas, donde una de ellas (Permission Inh Factor)
utiliza el resultado de otras dos (Subject Permissions y Subject Inh Perms). La medi-
da Depth of Node define un indicador que dispara automa´ticamente una accio´n formada
por una sola tarea especificada mediante una grama´tica de grafos.
Figura 4.49: Ejemplo de modelo SLAMMER utilizando la sintaxis concreta
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4.2.4. Implementacio´n de la propuesta
Como se dijo al comienzo de esta seccio´n, el objetivo de SLAMMER es proporcionar a
los desarrolladores de entornos visuales una herramienta que facilite la integracio´n de me-
canismos para medir y mejorar la calidad de los modelos especificados en tales entornos.
Por esta razo´n se ha construido una herramienta que permite especificar modelos SLAM-
MER asociados a un LVDE y generar automa´ticamente a partir de ellos herramientas de
medicio´n y redisen˜o que se integran en el entorno visual.
La herramienta se ha construido usando el entorno de meta-modelado AToM3 [51]. En
AToM3, la sintaxis abstracta del LVDE se especifica mediante un meta-modelo, mientras
que la sintaxis concreta se especifica asociando un icono a cada clase del meta-modelo
y un tipo de flecha a cada asociacio´n. En el caso de SLAMMER, su sintaxis abstracta
esta´ formada por la suma de los meta-modelos mostrados en la figuras 4.41, 4.42, 4.44
y 4.45. Este meta-modelo se ha enriquecido con atributos orientados a la configuracio´n
del entorno generado desde un modelo SLAMMER. En concreto, tal como muestra la
figura 4.50, se ha an˜adido la clase abstracta UIButton de la que heredan las clases Measure,
Action y Task. Esta clase tiene como u´nico atributo el booleano button el cual, si toma el
valor cierto, significa que se an˜adira´ un boto´n para ejecutar la medida, accio´n o tarea en el
entorno generado. Esto es u´til, por ejemplo, para prevenir la ejecucio´n directa de medidas
auxiliares que so´lo se usan para facilitar el ca´lculo de otras. Tambie´n se han an˜adido dos
atributos a la clase Measure que permiten configurar co´mo se realizara´ la generacio´n de
informes. El primero de ellos, genReport, permite seleccionar si se generara´ un informe
con los resultados obtenidos en una medicio´n. Por defecto esto es as´ı, pero puede haber
casos en que la medida se utilice para detectar oportunidades de redisen˜o y disparar la
ejecucio´n de acciones, de tal modo que no se necesite obtener un informe intermedio. El
segundo atributo, report, se utiliza para determinar si los informes a generar contendra´n
el resultado de la medicio´n para todos los valores del dominio, o so´lo los de aquellos que







Figura 4.50: Meta-modelo de SLAMMER (propiedades para la configuracio´n del entorno)
A los elementos del meta-modelo de SLAMMER se les asigno´ la sintaxis concreta mos-
trada en el apartado 4.2.3. A partir de esta definicio´n, AToM3 genero´ automa´ticamente un
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entorno visual para la edicio´n de modelos SLAMMER. A este entorno se le incorporo´ un
generador de co´digo capaz de sintetizar herramientas de medicio´n y redisen˜o a partir de
los modelos. Finalmente, el entorno se integro´ en la interfaz de AToM3 para permitir la
definicio´n de medidas y redisen˜os para los LVDEs especificados mediante meta-modelado
en AToM3. La figura 4.51 muestra el entorno generado para SLAMMER, donde se esta´n
configurando los atributos de una medida de tipo DepthOfNode para cierto LVDE. La edi-
cio´n de los atributos se realiza en el cuadro de dia´logo numerado como “2”. Si entre ellos
hay alguno que es de tipo patro´n, la herramienta abre una nueva ventana para poder es-
pecificar el patro´n adecuado dependiendo del dominio, como muestra la ventana “3” para
el caso del atributo step.
Figura 4.51: Herramienta de soporte para SLAMMER
A modo de esquema, la figura 4.52 muestra los pasos para la definicio´n, generacio´n y
uso de un entorno visual para un LVDE utilizando AToM3 y la herramienta de soporte
para SLAMMER que integra. En la parte izquierda se muestra el proceso de definicio´n del
entorno visual, para lo que el disen˜ador del LVDE debe especificar la sintaxis abstracta
del lenguaje mediante un meta-modelo, y su sintaxis concreta mediante la asignacio´n de
una apariencia visual a cada elemento del meta-modelo (paso 1). En el caso de lenguajes
multi-vista, el disen˜ador tambie´n debe especificar los puntos de vista del lenguaje como
subconjuntos del meta-modelo global. La interseccio´n de cada pareja de puntos de vista
establece la clase de dependencias que puede surgir entre los modelos conforme a esos tipos
(ve´ase la seccio´n 4.1 para ma´s informacio´n). Adema´s, un experto en calidad puede espe-
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cificar un modelo SLAMMER con las medidas y acciones aplicables al lenguaje particular
(pasos 2a y 2b). Las medidas se definen configurando los elementos de tipo Measure defi-
nidos en SLAMMER, para lo que hay especificar su dominio (tipos) y co´mo los atributos
de intere´s para cada medida se expresan en el lenguaje particular (patrones). Las acciones
esta´n compuestas de tareas que se especifican mediante grama´ticas de grafos, dando va-
lor a los atributos de un conjunto de plantillas predefinidas, o mediante co´digo (Python).
Adema´s, se pueden asociar a indicadores de medidas de tal modo que la accio´n se realice
so´lo para aquellos valores del dominio cuya medicio´n cumpla la condicio´n del indicador. En
el caso de lenguajes multi-vista, lo habitual es que el modelo SLAMMER se asocie al repo-
sitorio ya que las mediciones y redisen˜os suelen requerir informacio´n del sistema completo
y no de las vistas aisladas (aunque este u´ltimo caso tambie´n puede darse). Finalmente,
aunque en la figura se muestran los roles de disen˜ador del LVDE y experto en calidad, en
muchas ocasiones es la misma persona quien desempen˜a ambas actividades.
Figura 4.52: Esquema del enfoque propuesto
A partir de esa descripcio´n de alto nivel, AToM3 genera automa´ticamente un entorno
visual para el LVDE cuyas funcionalidades se muestran en la parte derecha de la figura 4.52.
El entorno generado lo utiliza el “usuario del LVDE”. El rol particular ostentado por tal
usuario dentro de un proyecto software dependera´ de la funcionalidad del LVDE en cada
caso particular. Por ejemplo, en algunos casos el usuario sera´ un disen˜ador de software si
el lenguaje esta´ orientado al modelado de sistemas, o un desarrollador si el lenguaje se va a
utilizar para generar co´digo siguiendo un enfoque dirigido por modelos. Tambie´n es posible
que haya distintos roles de usuario usando simulta´neamente el entorno generado, por ejem-
plo si el objetivo del lenguaje es establecer un vocabulario comu´n entre los participantes
de un proyecto para favorecer la discusio´n y el entendimiento del dominio de aplicacio´n.
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Independientemente de quie´n es el usuario del LVDE en cada caso, e´ste interactu´a con la
interfaz del entorno visual generado para editar modelos (paso 3). El entorno comprueba
que los modelos son conformes al meta-modelo del lenguaje o al de sus puntos de vista en
el caso de lenguajes multi-vista. En este u´ltimo caso, el entorno garantiza la consistencia
sinta´ctica y sema´ntica entre los distintos diagramas mediante el uso de TGTSs que cons-
truyen un repositorio interno que fusiona los distintos modelos a trave´s de sus elementos
comunes. En el proceso de fusio´n se crean relaciones entre los elementos del repositorio
y los de los modelos de los que son copia, de tal forma que los cambios realizados en un
modelo pueden propagarse al repositorio, y desde all´ı a otros modelos si es necesario (ve´ase
la seccio´n 4.1 para ma´s informacio´n). El entorno visual incorpora una interfaz generada a
partir del modelo SLAMMER previamente especificado que permite realizar mediciones de
los modelos y ejecutar acciones sobre los mismos (paso 4). Esta interfaz esta´ integrada en
el entorno visual, y disponible en el repositorio en el caso de lenguajes multi-vista. A partir
de los resultados de las mediciones se generan informes que se almacenan como ficheros con
extensio´n pdf (si la medida se configuro´ con generacio´n de informes, paso 5). Las acciones
se ejecutan sobre el repositorio y, si e´stas lo modifican, los cambios se propagan desde el
mismo a los modelos del sistema utilizando las reglas de consistencia que se usan para la
propagacio´n de cambios realizados por el usuario (pasos 6 y 7).
Como ejemplo, la figura 4.53 muestra el entorno visual generado para un LVDE multi-
vista. La ventana del fondo permite la edicio´n de vistas del sistema, y la ventana superior
corresponde al repositorio. Los botones de color amarillo se generaron automa´ticamente
desde un modelo SLAMMER definido para dicho lenguaje, y permiten la medicio´n y eje-
cucio´n de acciones sobre el repositorio. En el cap´ıtulo 5 se puede consultar una descripcio´n
ma´s detallada de este ejemplo.
Figura 4.53: Entorno visual generado (los botones amarillos corresponden a mecanismos de
medicio´n y redisen˜o generados desde un modelo SLAMMER)
En la figura 4.54 se muestran algunos informes generados desde el entorno visual con
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resultados de mediciones. Dichos resultados se muestran en forma de tabla donde cada
registro corresponde a un valor en el dominio. El primer informe corresponde a una medida
orientada a modelo, y por tanto el informe contiene un u´nico registro con el resultado de
la medicio´n. En cambio el segundo informe (que se muestra parcialmente) corresponde a
una medida orientada a grupo, y por tanto cada registro contiene un valor del dominio y
el resultado de la medicio´n para el mismo.
(a) (b)
Figura 4.54: Ejemplo de informes generados
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4.3. Conclusiones
En este cap´ıtulo se ha presentado un marco formal para facilitar la definicio´n e inte-
gracio´n de mecanismos de control de la calidad en entornos visuales. El marco se basa en
te´cnicas visuales y formales, como son el meta-modelado o la transformacio´n de grafos.
La primera parte del cap´ıtulo se dedico´ a los LVDEs multi-vista. Para definirlos se
propuso utilizar un meta-modelo del que los puntos de vista del lenguaje son subconjun-
tos. A partir de esta definicio´n se generan automa´ticamente TGTSs que garantizan la
consistencia sinta´ctica de las vistas: cuando una vista cambia, los cambios se copian a un
repositorio, desde donde se propagan al resto de vistas. Adema´s es posible generar distintas
reglas para obtener diversos paradigmas de comportamiento. Para analizar la consistencia
de la sema´ntica dina´mica de las vistas o verificar propiedades se propusieron las vistas
sema´nticas. E´stas son una parte del sistema expresada en algu´n formalismo que propor-
ciona te´cnicas de ana´lisis. El disen˜ador del LVDE debe definir un TGTSs que transforme
la vista a analizar al formalismo seleccionado, el mecanismo de ana´lisis para verificar la
propiedad, y un patro´n triple para anotar el resultado obtenido en la vista sema´ntica de
nuevo a la notacio´n original. Tambie´n se presentaron los patrones visuales de consulta
como lenguaje declarativo de consulta sobre modelos. A partir de los patrones se genera
un TGTS que construye el modelo resultante de la consulta, y mantiene sincronizados el
modelo consultado y el modelo resultante si se producen cambios en el primero.
La segunda parte del cap´ıtulo presento´ un LVDE denominado SLAMMER que incluye
generalizaciones de algunas me´tricas de producto y manipulaciones de modelos frecuentes.
Las me´tricas se pueden configurar para un LVDE concreto mediante patrones que identi-
fican los elementos a medir. Para especificar acciones (o redisen˜os) se pueden personalizar
plantillas gene´ricas predefinidas, o bien usar transformacio´n de grafos. Adema´s, SLAM-
MER permite definir nuevas me´tricas y acciones diferentes de las propuestas, componer
me´tricas para el ca´lculo de otras ma´s complejas, y ejecutar acciones en base al valor de
ciertas me´tricas.
El cap´ıtulo tambie´n presento´ un prototipo que implementa el marco propuesto sobre
la herramienta de meta-modelado AToM3. El prototipo permite complementar el meta-
modelo de un LVDE con puntos de vista, vistas sema´nticas, vistas orientadas a audiencia,




En el cap´ıtulo previo se definio´ un marco para la integracio´n de herramientas orientadasa medir y mejorar la calidad de modelos espec´ıficos de dominio en entornos visuales
que inclu´ıa el soporte de LVDEs multi-vista mediante transformacio´n de grafos triples,
su verificacio´n mediante transformaciones a dominios sema´nticos y posterior anotacio´n de
resultados, y la definicio´n de medidas y acciones mediante el uso de patrones visuales.
En este cap´ıtulo se aborda la validacio´n emp´ırica y anal´ıtica de dicho marco mediante su
aplicacio´n pra´ctica en la definicio´n y desarrollo de entornos visuales para LVDEs en las
a´reas del modelado de sistemas web e hipermedia, y en el de la especificacio´n de bibliotecas
digitales. Tambie´n se presenta el entorno generado para un pequen˜o subconjunto de UML,
con el objetivo de estudiar la factibilidad de la solucio´n presentada en su aplicacio´n a
lenguajes visuales de propo´sito general. En base a los resultados obtenidos, el siguiente
cap´ıtulo evaluara´ la consecucio´n de los objetivos planteados al comienzo de este documento,
as´ı como la generalidad y riqueza expresiva de la solucio´n.
El cap´ıtulo consta de tres secciones. Las dos primeras corresponden a la evaluacio´n
emp´ırica de las soluciones presentadas en las secciones 4.1 y 4.2 respectivamente. En la
primera seccio´n se presentan algunos entornos visuales multi-vista generados mediante
la herramienta de soporte integrada en AToM3 que se presento´ en el apartado 4.1.5. Se
presentara´n en detalle los entornos generados para los LVDEs multi-vista Labyrinth [53] y
VisMODLE [126], as´ı como para un pequen˜o subconjunto del lenguaje de propo´sito general
UML [182]. Tambie´n se incluye una breve descripcio´n de otros entornos generados siguiendo
el mismo enfoque.
En la segunda seccio´n se muestra la aplicacio´n de SLAMMER en el modelado de un
conjunto de medidas y redisen˜os para Labyrinth. Aunque definidas sobre el mismo LVDE,
se presentara´n medidas y redisen˜os orientados a dos campos distintos (dentro del disen˜o
web) como son el modelado de la navegacio´n y las pol´ıticas de seguridad. Igualmente, se
presentara´ el entorno generado a partir de esta definicio´n utilizando para ello la herramienta
de soporte integrada en AToM3 que se presento´ en el apartado 4.2.4.
Para terminar, la u´ltima seccio´n realiza una evaluacio´n anal´ıtica de la herramienta
desarrollada como soporte tecnolo´gico del marco, mediante su comparacio´n con otras he-
rramientas de meta-modelado.
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5.1. Evaluacio´n emp´ırica del soporte para lenguajes
visuales de dominio espec´ıfico multi-vista
El objetivo de esta seccio´n es evaluar emp´ıricamente el marco presentado en la sec-
cio´n 4.1 mediante la construccio´n de entornos visuales para diversos LVDEs multi-vista.
Para ello se muestra el proceso de creacio´n de dichos entornos en AToM3 a partir de la
especificacio´n de los puntos de vista, vistas sema´nticas y vistas dirigidas a audiencia de
cada lenguaje. Los entornos generados integran mecanismos automa´ticos de consistencia
sinta´ctica entre las vistas del sistema, herramientas de ana´lisis y verificacio´n cuyos resul-
tados se muestran en te´rminos del lenguaje visual, y permiten obtener vistas parciales del
sistema predefinidas en el sistema (orientadas a audiencia) o como resultado a una consulta
sobre el mismo.
Los dos primeros apartados de esta seccio´n muestran la definicio´n y generacio´n de
sendos entornos visuales para dos LVDEs multi-vista en distintos dominios de aplicacio´n.
El primer lenguaje se denomina Labyrinth [53] y permite el disen˜o de aplicaciones web. El
segundo lenguaje se denomina VisMODLE [126] y se utiliza para el disen˜o de bibliotecas
digitales. En este segundo caso, el entorno generado integra un simulador y un generador
de co´digo que permite la s´ıntesis automa´tica de co´digo a partir de los modelos de disen˜o.
A continuacio´n, el tercer apartado intenta mostrar la generalidad del enfoque mediante la
generacio´n de un entorno visual para un pequen˜o subconjunto del lenguaje de propo´sito
general UML. Para finalizar, un u´ltimo apartado recoge brevemente otros entornos visuales
construidos en AToM3 siguiendo el mismo enfoque.
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5.1.1. Labyrinth
Labyrinth [53] es un LVDE para el disen˜o de aplicaciones web e hipermedia. La figu-
ra 5.1 muestra una parte de su meta-modelo con la definicio´n de las caracter´ısticas ma´s
relevantes. Brevemente, en Labyrinth una aplicacio´n web se modela mediante un conjunto
de nodos (clase abstracta NodeComponent) donde se colocan contenidos de informacio´n
tales como texto, ima´genes, etc. (clase abstracta ContentComponent). Nodos y contenidos
admiten relaciones de composicio´n para permitir la definicio´n de estructuras de informa-
cio´n complejas. Las propiedades de navegacio´n se especifican mediante enlaces (clase Link)
y anclas (Anchor) asociadas a los nodos y contenidos que actu´an como origen y destino del
enlace, con las siguientes restricciones: los contenidos no pueden ser destino de un enlace,
y so´lo pueden ser origen de los que definen los nodos que los contienen. El modelado de
usuarios se basa en el paradigma de control de acceso basado en roles (RBAC), e incluye
usuarios (clase User), roles (clase Role) y equipos (clase Team). Los roles representan una
funcio´n de trabajo dentro de una organizacio´n, y los equipos representan una coleccio´n
heteroge´nea de roles y equipos con un intere´s comu´n. Roles y equipos disponen de una
serie de permisos sobre los objetos del sistema (relacio´n PA), y se pueden agrupar para
formar estructuras jera´rquicas donde los permisos asignados a los roles ma´s generales los
heredan los roles ma´s espec´ıficos, y los permisos asignados a los equipos se propagan a to-
dos sus componentes. De este modo no hace falta definir expl´ıcitamente todos los permisos
del sistema, sino que e´stos se propagan a trave´s de la jerarqu´ıa. Los usuarios asumen roles
de donde obtienen el conjunto de permisos que indican a que´ nodos y contenidos se les
permite acceder. Aunque no se les puede asignar equipos, participan en ellos a trave´s de















































Figura 5.1: Meta-modelo de Labyrinth
152 5. Evaluacio´n
El Me´todo de Desarrollo Ariadne (ADM) [54] utiliza los conceptos del meta-modelo de
Labyrinth para definir un conjunto de puntos de vista o tipos de diagrama que capturan
los distintos aspectos involucrados en un disen˜o web. El me´todo consta de tres fases: disen˜o
conceptual, donde se identifican los tipos abstractos de componentes, relaciones y funciones
de la aplicacio´n; disen˜o detallado, donde se detalla su comportamiento, procesos y carac-
ter´ısticas; y evaluacio´n, donde se evalu´a la usabilidad del sistema disen˜ado mediante la
generacio´n y estudio de prototipos. Este apartado se centra en el disen˜o conceptual, el cual
propone seis puntos de vista para modelar distintos aspectos abstractos de una aplicacio´n
web. La figura 5.2 recoge un ejemplo de cada uno de ellos. Los diagramas pertenecen al
disen˜o de una parte del sistema de cooperacio´n internacional ARCE [10] para la gestio´n
de recursos en casos de desastre.
(a) Diagrama estructural (b) Diagrama de navegacio´n
(c) Diagrama interno (d) Diagrama de usuarios (e) Tabla de acceso
Figura 5.2: Diagramas de disen˜o conceptual en el Me´todo de Desarrollo Ariadne
El diagrama estructural de una aplicacio´n (figura 5.2(a)) contiene la definicio´n de sus
nodos y relaciones estructurales. En la figura, los nodos hoja corresponden a pa´ginas web
que sera´n accesibles en la aplicacio´n final, mientras que los nodos compuestos agrupan
nodos que realizan el mismo tipo de actividad. El diagrama de navegacio´n (b) captura los
caminos de navegacio´n expresados como enlaces entre los nodos. La flecha del enlace indi-
ca el sentido de la navegacio´n. Adema´s, cada nodo y contenido puede tener un diagrama
interno de nodo o contenido, respectivamente, que describe su estructura interna. Por ejem-
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plo, la figura 5.2(c) muestra el diagrama interno del nodo SeeReport, el cual esta´ formado
por tres contenidos. El diagrama de usuarios (d) recoge la jerarqu´ıa de roles y equipos defi-
nidos en la aplicacio´n. Finalmente, la tabla de acceso (e, mostrada parcialmente) especifica
a que´ nodos y contenidos pueden acceder los usuarios que ostentan cierto rol o pertenecen a
determinado equipo. Tener acceso a un nodo no implica tenerlo automa´ticamente sobre sus
contenidos, sino que se debe indicar de manera expl´ıcita en la tabla de acceso. Por ejemplo,
el rol ARCE User tiene permiso sobre el nodo SeeReport y sus contenidos ReportHeader y
GeneralData, pero no lo tiene para el contenido TechnicalData (que tambie´n pertenece
al nodo) porque la tabla de acceso no lo especifica. Por otro lado, la tabla so´lo recoge las
asignaciones directas de permisos; impl´ıcitamente, cada rol y equipo tambie´n hereda los
permisos asignados a sus ancestros.
Como puede verse, ADM establece una familia de LVDEs definidos en base al meta-
modelo de Labyrinth. Cada lenguaje individual esta´ definido segu´n su propio meta-modelo,
el cual es un subconjunto de ese meta-modelo. As´ı pues, se ha usado AToM3 para construir
un entorno visual que soporte el disen˜o conceptual de ADM y proporcione mecanismos de
consistencia y ana´lisis de las vistas de un disen˜o. Dicho entorno y su proceso de definicio´n
se muestran a continuacio´n.
Definicio´n del entorno para Labyrinth
Para construir el entorno primero se definio´ el meta-modelo completo de Labyrinth
en AToM3, y a continuacio´n se uso´ la herramienta para la especificacio´n de lenguajes
multi-vista que e´ste integra (ve´ase apartado 4.1.5 para una explicacio´n detallada sobre las
prestaciones de la herramienta). En la herramienta se definieron los seis puntos de vista
del lenguaje, as´ı como una vista sema´ntica para el ana´lisis de propiedades en el formalismo
redes de Petri P/T. La figura 5.3 muestra esta definicio´n. El punto de vista central llamado
repository Labyrinth y las relaciones de consistencia entre el mismo y los dema´s puntos
de vista los genero´ automa´ticamente la herramienta.
La vista sema´ntica se incluyo´ con el objetivo de verificar la correccio´n de la pol´ıtica
de acceso de un disen˜o Labyrinth en te´rminos de la disponibilidad de nodos, contenidos
y caminos de navegacio´n para diversos roles [89]. Para definir la vista sema´ntica no se
necesito´ especificar el meta-modelo del formalismo redes de Petri, sino so´lo su nombre (es
decir, ya se dispon´ıa de una implementacio´n previa del formalismo construida en AToM3).
Adema´s se definio´ un TGTS que construye, a partir del repositorio, una red de Petri que
simula el comportamiento de un sujeto dado, ya sea e´ste un rol o un equipo. El TGTS
crea un lugar por cada nodo y contenido para el que el sujeto tiene permiso de acceso,
y transforma los enlaces de navegacio´n entre ellos en transiciones de la red. El sujeto se
representa con una marca en la red; de este modo, el que una marca este´ en un lugar
significa que el sujeto esta´ accediendo al nodo o contenido que el lugar representa. Visitar
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Figura 5.3: Definicio´n de los puntos de vista y vistas sema´nticas de Labyrinth
un nodo implica visitar todos sus contenidos, y por tanto el marcado de la red de Petri
equivale al conjunto de nodos y contenidos accedidos en cierto momento por el sujeto.
Las reglas del TGTS que construyen la vista sema´ntica a partir del repositorio se
muestran en las figuras 5.4, 5.5 y 5.6 usando una notacio´n compacta. Las reglas se muestran
en sintaxis abstracta para permitir al lector identificar fa´cilmente el tipo de los elementos;
sin embargo, la implementacio´n real de las reglas en AToM3 utiliza la sintaxis concreta
de los elementos porque e´sta resulta ma´s intuitiva para el disen˜ador del entorno visual.
Las tres reglas de la figura 5.4 crean punteros al sujeto bajo estudio y a cada uno de
sus ancestros (realizan un aplanado de la jerarqu´ıa de sujetos). En particular, la primera
regla crea un nodo de correspondencia con un morfismo al sujeto para el que se calcula la
red, cuyo nombre es para´metro de la regla. A continuacio´n, las otras dos reglas suben por
la jerarqu´ıa de sujetos creando nodos de correspondencia adicionales con un morfismo a
cada ancestro del sujeto. Obse´rvese que el hecho de usar nodos de correspondencia como
elementos auxiliares en la transformacio´n evita tener que modificar el meta-modelo de
Labyrinth para incluirlos en el mismo.
La regla ObjetoALugar de la figura 5.5 crea un lugar por cada objeto hipermedia (nodo o
contenido) para el que el sujeto o sus ancestros (identificados por la ejecucio´n de las reglas
previas) tienen permiso de acceso. Esta regla es abstracta, y equivale a las ocho reglas
concretas que se obtienen de sustituir el objeto hipermedia y el sujeto por sus subtipos
concretos. De este modo constituye una notacio´n ma´s compacta de un conjunto de reglas
similares. A su derecha, la regla EnlaceATransicion crea una transicio´n de red de Petri por
cada enlace de navegacio´n entre objetos permitidos para el sujeto o sus ancestros (esto es,
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Figura 5.4: Reglas triples para la transformacio´n de Labyrinth a redes de Petri (i)
entre objetos que tienen un elemento de correspondencia creado por una ejecucio´n anterior
de la regla ObjetoALugar). Existe otra regla similar a e´sta para el caso en que el origen del
enlace sea un contenido en vez de un nodo. La regla AnclaAArco crea un arco desde un lugar
a una transicio´n si el nodo al que representa el lugar es origen del enlace correspondiente
a la transicio´n. Otras dos reglas similares se encargan de crear un arco cuando el origen
es un contenido, o cuando el nodo es destino del enlace (creando en ese caso un arco de
salida que va desde la transicio´n al lugar).
Figura 5.5: Reglas triples para la transformacio´n de Labyrinth a redes de Petri (ii)
Cada vez que una transicio´n dispara (esto es, cada vez que se atraviesa un enlace), hay
que poner una marca no so´lo en el nodo destino del enlace sino tambie´n en los contenidos
del mismo permitidos para el sujeto. Para ello la regla UbicacionAArco de la figura 5.6 crea
los arcos a los contenidos apropiados. Por la misma razo´n, dejar un nodo implica dejar sus
contenidos, para lo que otras dos reglas similares crean los arcos necesarios. Finalmente,
la regla SujetoAMarca crea un lugar adicional con una marca que representa al sujeto, y
una transicio´n al lugar que representa la pa´gina de inicio de la aplicacio´n. Esta transicio´n
modela la entrada del sujeto al sistema. El hecho de representar el estado de inicio como
un lugar adicional permite que, cuando el usuario entre al sistema, su marca vaya tanto
al lugar del nodo de inicio como a los de sus contenidos, gracias a que la regla anterior
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habra´ creado los arcos adecuados para ello.
Figura 5.6: Reglas triples para la transformacio´n de Labyrinth a redes de Petri (iii)
En conclusio´n, la aplicacio´n del TGTS crea una red de Petri cuyos lugares corresponden
a los nodos y contenidos permitidos para el sujeto que es para´metro de la regla Aplanado1,
e incluye las transiciones entre ellos. Esto es, la red no contiene lugares para aquellos
nodos o contenidos no permitidos al sujeto. Como ejemplo, la figura 5.7 muestra la red de
Petri resultante de aplicar el TGTS al rol Emergency Manager del sistema ARCE (ve´ase
figura 5.2 para consultar las vistas de dicho sistema).
Figura 5.7: Red de Petri que captura el comportamiento del rol Emergency Manager
Junto al TGTS presentado se definieron seis me´todos de ana´lisis para verificar las
pol´ıticas de seguridad expresadas con Labyrinth, ya que permiten comprobar la existencia
o disponibilidad de caminos de navegacio´n, nodos y contenidos en funcio´n del rol ostentado
por un usuario, verificar que no existen nodos o contenidos inaccesibles para todos los roles
y equipos del sistema, as´ı como averiguar si existen nodos terminales sin enlaces de salida
para un rol dado.
Estos me´todos de ana´lisis usan funciones de ana´lisis (definidas en un API) que calculan
el grafo de cubrimiento de la red de Petri resultante de la transformacio´n, y posteriormente
usan un model checker implementado sobre AToM3 [47] para verificar la propiedad que
corresponde en cada ocasio´n. Las propiedades se expresan mediante fo´rmulas CTL que
actu´an como para´metros de las funciones del API. Las proposiciones ato´micas de esas
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fo´rmulas se corresponden con lugares de la red, y son ciertas para un estado de la red si el
lugar contiene al menos una marca en dicho estado (ve´ase seccio´n 2.4 para una descripcio´n
de la sintaxis de CTL).
El resultado de verificar una propiedad sobre el grafo de cubrimiento da como resultado
todos los marcados de la red que satisfacen la propiedad. Las funciones incluidas en el API
son: evalExpression states, que obtiene el conjunto de estados de la red que satisfacen
la expresio´n CTL que recibe como para´metro; y evalExpression path, que devuelve las
secuencias de transiciones que llevan a un estado que satisface cierta expresio´n CTL. A
continuacio´n se da una descripcio´n de los seis me´todos de ana´lisis definidos para Labyrinth:
1. Un sujeto puede completar cierto camino de navegacio´n. Esta propiedad permite
verificar si un sujeto puede completar una tarea que implica atravesar cierto camino
de navegacio´n. La fase de pre-procesamiento del me´todo de ana´lisis obtiene el nombre
del sujeto s y la secuencia de pasos de navegacio´n Np =< nodo1, nodo2, ..., nodoN >
cuya existencia se quiere verificar. La funcio´n de ana´lisis realiza una llamada a la
funcio´n del API evalExpression states pasando como para´metros la fo´rmula E (True
U (nodo1∧ EX (nodo2∧ EX (...)))) que se construye a partir de la secuencia de pasos
de navegacio´n a verificar, as´ı como la red de Petri resultante de la transformacio´n
para el sujeto s (recue´rdese que la red captura el comportamiento de un u´nico sujeto
segu´n la pol´ıtica de seguridad establecida). Finalmente, la fase de post-procesamiento
muestra un cuadro de dia´logo con el mensaje true si la funcio´n de ana´lisis devuelve
un resultado no vac´ıo, y false en caso contrario.
2. Un sujeto puede acceder a cierto nodo o contenido. Este me´todo de ana´lisis permite
detectar que´ objetos hipermedia deber´ıan ser accesibles para un sujeto pero no lo son
debido a un error de disen˜o en la pol´ıtica de acceso. Tambie´n permite verificar que un
sujeto no tiene ma´s permisos de los requeridos. Su fase de pre-procesamiento obtiene
el sujeto s y el nodo o contenido hmo al que se refiere la propiedad. La funcio´n de
ana´lisis consiste en una llamada a la funcio´n evalExpression path pasando como
para´metros la fo´rmula CTL E (True U hmo) y la red de Petri para el sujeto s. La
funcio´n devuelve las secuencias de transiciones que llevan desde el estado inicial de
la red al objeto hmo.
Las transiciones obtenidas como resultado del ana´lisis son entrada del patro´n triple
de anotacio´n que muestra la figura 5.8, y cuya salida es el enlace asociado a la
transicio´n ma´s sus nodos origen y destino y anclas correspondientes. De este modo
se obtiene sobre el modelo Labyrinth el camino de navegacio´n que lleva al nodo o,
si se pregunto´ por la accesibilidad de un contenido, el camino que lleva a un nodo
que lo contiene. Cada secuencia de transiciones resultante se anota separadamente
al modelo original (es decir, las soluciones no se muestran todas simulta´neamente,
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sino que cada solucio´n se muestra por separado). Al igual que se ha hecho con las
reglas del TGTS presentado, el patro´n utiliza una sintaxis abstracta para facilitar al
lector la identificacio´n de tipos; sin embargo, la implementacio´n real de un patro´n en
AToM3 utiliza la sintaxis concreta de los elementos ya que resulta ma´s intuitiva para
el disen˜ador del entorno.
Figura 5.8: Patro´n triple de anotacio´n
3. Un nodo o contenido no se muestra a ningu´n sujeto. Permite detectar diversos errores
de disen˜o, como por ejemplo la existencia de nodos aislados hasta los que no llega
ningu´n camino de navegacio´n, o de contenidos que nunca se muestran a causa de un
error en la asignacio´n de permisos. La fase de pre-procesamiento obtiene el nombre
hmo del nodo o contenido cuya accesibilidad se quiere comprobar. La funcio´n de
ana´lisis llama a la funcio´n evalExpression states con la fo´rmula ¬ E (True U hmo)
para cada sujeto definido en el sistema. La fase de post-procesamiento muestra un
cuadro de dia´logo con el mensaje true si todas las llamadas a la funcio´n incluyen el
estado inicial como resultado, o la lista de sujetos que pueden acceder al mismo en
caso contrario.
4. Un nodo o contenido se muestra en cada posible camino de navegacio´n para un sujeto.
Permite comprobar que cierto nodo o contenido se le mostrara´ siempre a determinado
sujeto, independientemente del camino de navegacio´n que efectu´e. La fase de pre-
procesamiento del me´todo obtiene el sujeto s y el nodo o contenido hmo. La funcio´n
de ana´lisis llama a la funcio´n evalExpression states con la expresio´n CTL A (True U
hmo) y la red de Petri obtenida para el sujeto s. Si la funcio´n incluye en su resultado
al estado inicial, entonces es cierto que el nodo o contenido se muestra en cualquier
camino que pueda seguir el sujeto. En caso contrario se obtiene un contraejemplo
ejecutando la funcio´n evalExpression path para la expresio´n ¬ E (True U hmo). La
5.1. Evaluacio´n emp´ırica del soporte para LVDEs multi-vista 159
funcio´n devuelve los caminos de ejecucio´n que llegan a un estado a partir del cual
no se muestra hmo. En ese caso, la fase de post-procesamiento anota uno de esos
caminos (el contraejemplo) al modelo Labyrinth mediante el patro´n de la figura 5.8.
5. Un sujeto nunca queda bloqueado en un nodo. O en otras palabras, todos los nodos
accesibles para un sujeto contienen algu´n enlace hacia otro nodo de la aplicacio´n. La
fase de pre-procesamiento obtiene el sujeto s para el que se quiere verificar la pro-
piedad. La funcio´n de ana´lisis realiza una llamada a la funcio´n evalExpression path
pasando como para´metros la red de Petri correspondiente al sujeto y la expresio´n
CTL E (True U deadlock), donde deadlock es un predicado especial que se cumple en
aquellos estados que no tienen sucesor. En la fase de post-procesamiento, las secuen-
cias de transiciones obtenidas (es decir, los caminos que llevan a un nodo bloqueado)
se anotan al modelo Labyrinth original con el patro´n de la figura 5.8.
6. Un sujeto accede al menos a un contenido de un nodo dado. Esta propiedad permite
detectar aquellos nodos que esta´n vac´ıos debido a un mal disen˜o de la pol´ıtica de
acceso. La fase de pre-procesamiento obtiene el sujeto s y el nodo n para los que se
quiere verifica la propiedad. La funcio´n de ana´lisis llama a evalExpression states
con la fo´rmula n y la red correspondiente al sujeto. De este modo se obtienen los
marcados de la red que satisfacen la expresio´n, lo cual incluye tanto el nodo n como
todos sus contenidos para los que el sujeto tiene permiso de acceso. Finalmente, los
contenidos que se obtienen como resultado de la funcio´n de ana´lisis se anotan al
modelo original mediante el patro´n triple que muestra la figura 5.9.
Figura 5.9: Patro´n triple de anotacio´n
Entorno visual generado para Labyrinth
A partir de la definicio´n de Labyrinth, AToM3 genero´ el entorno multi-vista que muestra
la figura 5.10. El entorno permite crear vistas de cada uno de los puntos de vista de
acuerdo a la multiplicidad especificada, y proporciona mecanismos internos de consistencia
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sinta´ctica entre las mismas. En concreto, la figura muestra la edicio´n del diagrama interno
del nodo SeeReport.
Figura 5.10: Entorno multi-vista generado para Labyrinth
El u´ltimo boto´n del entorno permite acceder al repositorio del sistema. La interfaz
del repositorio incluye botones para crear elementos de Labyrinth, y adema´s seis botones
adicionales generados automa´ticamente a partir de los me´todos de ana´lisis definidos. Para
verificar una propiedad basta con pulsar el boto´n correspondiente. Por ejemplo, la figu-
ra 5.11 muestra el resultado de un ana´lisis sobre el sistema ARCE (ve´ase figura 5.2 para
consultar las vistas de dicho sistema). Los botones de color amarillo corresponden a los
me´todos de ana´lisis. En concreto la figura muestra el resultado de verificar a que´ contenidos
del nodo SeeReport puede acceder el sujeto Emergency Manager, sexta propiedad de las
definidas que se ejecuta pulsando el boto´n Check Node Contents. Si se estudian en detalle
las vistas del sistema puede comprobarse que, efectivamente, el contenido TechnicalData
no es accesible para el rol Emergency Manager debido a la pol´ıtica de permisos definida, a
pesar de que el contenido forma parte del nodo.
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Figura 5.11: Resultado de verificar una propiedad en el repositorio
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5.1.2. VisMODLE
Este apartado presenta un segundo ejemplo del marco propuesto para la generacio´n
de entornos multi-vista, mostrando su aplicacio´n en la construccio´n de un entorno para
el LVDE VisMODLE [126]. Este lenguaje permite el modelado de bibliotecas digitales y,
adema´s, los modelos de disen˜o se utilizan para generar automa´ticamente parte del co´digo
de la biblioteca. La figura 5.12 muestra un esquema de los pasos que se siguieron desde
la construccio´n del entorno para VisMODLE (nivel superior de la figura), pasando por la
utilizacio´n del entorno para disen˜ar bibliotecas digitales y validar esos disen˜os (segundo
nivel), hasta la generacio´n de la interfaz de las bibliotecas directamente a partir de los
modelos especificados en el entorno (dos u´ltimos niveles). De este modo se comprueba co´mo
los entornos generados por el marco propuesto se pueden utilizar dentro de un proceso de
desarrollo dirigido por modelos, facilitando la especificacio´n y validacio´n de los modelos de
un sistema. A continuacio´n se presenta cada uno de los pasos del esquema en detalle.
Figura 5.12: Arquitectura dirigida por modelos para el lenguaje VisMODLE
En primer lugar, VisMODLE fue disen˜ado por Alessio Malizia en colaboracio´n con
expertos en el dominio de las bibliotecas digitales. El lenguaje contiene cinco tipos de
diagrama, cada uno de ellos orientado a la captura de un aspecto distinto del sistema: la
informacio´n multimedia proporcionada por la biblioteca (modelo de colecciones); la estruc-
tura de dicha informacio´n (modelo estructural); los servicios que implementan el comporta-
miento de la biblioteca (modelo de servicios); la interaccio´n entre los actores y servicios del
sistema (modelo social); y, finalmente, el comportamiento individual de cada actor y servi-
cio expresado como una ma´quina de estados (modelo de comportamiento). La figura 5.13
muestra el meta-modelo completo del lenguaje.







































































Figura 5.13: Meta-modelo de VisMODLE
Para ilustrar el modelado de bibliotecas digitales con VisMODLE, as´ı como los tipos
de diagrama que define, la figura 5.14 muestra un conjunto de modelos que corresponden
al disen˜o de una pequen˜a biblioteca universitaria. Para empezar, el modelo de colecciones
especifica los elementos almacenados en la biblioteca, y por tanto la u´nica entidad relevante
del meta-modelo para este tipo de diagrama es la clase Collection. La figura 5.14(a) recoge
el modelo de colecciones del ejemplo, el cual define una biblioteca llamada Library con dos
documentos “long1.pdf” y “long2.pdf”. De manera similar, el modelo de servicios define
los servicios que la biblioteca utiliza, y por tanto so´lo la clase Service es relevante para este
tipo de diagramas. El modelo (b) de la misma figura muestra los servicios disponibles para
el ejemplo: FrontDesk, que permite a los usuarios de la biblioteca solicitar libros y que el
bibliotecario les atienda, y Search, que se encarga de realizar bu´squedas sobre la coleccio´n
de documentos.
El modelo estructural define metadatos (clase Struct) sobre los elementos de una co-
leccio´n. Los documentos del ejemplo, tal y como muestra la figura 5.14(c), definen tres
metadatos: publicacio´n, autor y t´ıtulo.
El modelo social describe el comportamiento general de la biblioteca. Este modelo in-
cluye el conjunto de actores (clase Actor) que interactu´a con los servicios del sistema,
as´ı como las colaboraciones entre servicios y los accesos a las colecciones de documentos.
Los actores representan tanto usuarios como componentes hardware o software que usan o
soportan servicios de la biblioteca digital. El modelo social para el ejemplo se muestra en
la figura 5.14(d).
Por u´ltimo, los modelos de comportamiento especifican la actividad individual de ser-
vicios y actores mediante ma´quinas de estados. Las transiciones de la ma´quina de estados
tienen lugar en respuesta a eventos (esto es, en respuesta a la llegada de un mensaje).
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(a) Modelo de colecciones (b) Modelo de servicios (c) Modelo estructural
(d) Modelo social (e) Modelo de comportamiento
Figura 5.14: Modelado de una biblioteca universitaria usando VisMODLE
Efectuar una transicio´n puede implicar la ejecucio´n de una accio´n (esto es, el env´ıo de un
mensaje a otro actor o servicio). La figura 5.14(e) muestra el comportamiento del actor
Librarian. El ejemplo incluye tres modelos de comportamiento adicionales, uno para cada
servicio y actor del modelo social.
Definicio´n del entorno para VisMODLE
Al igual que en el caso de Labyrinth, se ha construido un entorno multi-vista que
permite modelar bibliotecas digitales con VisMODLE, y adema´s integra mecanismos de
consistencia y ana´lisis de las vistas de un sistema [88, 126]. En este caso, adema´s, el entorno
incluye un generador de co´digo que sintetiza parte de la biblioteca digital final a partir
de la informacio´n recogida en los modelos de disen˜o [126]. Para construir este entorno se
empezo´ especificando el meta-modelo completo de VisMODLE en AToM3, y a continuacio´n
se especificaron sus cinco puntos de vista utilizando la herramienta de especificacio´n de
lenguajes multi-vista integrada en AToM3. La definicio´n del lenguaje incluye una vista
orientada a audiencia que obtiene los actores y servicios sin un comportamiento definido
(esto es, sin una ma´quina de estados asociada). Su patro´n de consulta es el mostrado en la
figura 4.37 del cap´ıtulo previo. Tambie´n se definio´ una vista sema´ntica para el ana´lisis de
propiedades en el formalismo redes de Petri, propiedades que se explicara´n ma´s adelante.
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La figura 5.15 muestra la definicio´n de los distintos puntos de vista, de la vista sema´ntica,
y de la vista orientada a audiencia para VisMODLE. En la figura, el punto de vista que
corresponde al repositorio y las relaciones de consistencia se generaron automa´ticamente.
Figura 5.15: Definicio´n de los puntos de vista, vistas sema´nticas, y vistas orientadas a audiencia
de VisMODLE
Como se ha comentado anteriormente, los modelos de VisMODLE no constituyen so´lo
el disen˜o de la biblioteca digital, sino que tambie´n se usan para la s´ıntesis de co´digo.
Esto hac´ıa muy importante que su entorno visual fuese capaz de verificar la correccio´n de
los modelos antes de la generacio´n de co´digo. Para ello se definio´ una vista sema´ntica del
repositorio para su ana´lisis en el formalismo redes de Petri P/T, as´ı como el correspondiente
TGTS. La transformacio´n traduce cada modelo de comportamiento de un actor o servicio
(existente en el repositorio) a lo que se ha denominado “mo´dulo” de red de Petri. La idea
es poder simular la ejecucio´n de todas las ma´quinas de estado “en paralelo”. Para ello la
sema´ntica de las redes de Petri resulta muy adecuada ya que genera todos los entrelazados
posibles.
Las reglas triples de la figura 5.16 pertenecen al TGTS para construir la red de Petri que
captura el comportamiento de una biblioteca digital dada. Para ello crean un lugar por cada
estado de la ma´quina de estados (regla EstadoALugar), y una transicio´n de red de Petri por
cada transicio´n entre estados (regla TransicionATransicion). Cuando se crean los lugares,
no contienen marcas. Posteriormente, la regla InicioAMarca an˜ade una marca en aquellos
lugares que corresponden a estados iniciales. En la regla, la tupla de valores asignada al
atributo tokens del lugar representa el nu´mero de marcas antes y despue´s de aplicar la regla,
respectivamente. Adema´s de los lugares que corresponden a estados, el TGTS tambie´n crea
un lugar por cada evento especificado en las transiciones de las ma´quinas de estados (regla
EventoALugar). Estos lugares actu´an como interfaz del mo´dulo que corresponde al modelo
de comportamiento de cada actor o servicio, al que se relacionan por medio de un nodo de
correspondencia. La NAC de la regla impide que se cree ma´s de un lugar interfaz para el
mismo evento, aunque e´ste active ma´s de una transicio´n.
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Figura 5.16: Reglas triples para la transformacio´n de VisMODLE a redes de Petri
Si una transicio´n de ma´quina de estados necesita que tenga lugar un evento para su
ejecucio´n, entonces la regla EventoAArco crea un arco desde el lugar que representa al
evento hasta la transicio´n de red de Petri que representa la transicio´n de la ma´quina de
estados. De este modo una transicio´n en la red de Petri final so´lo podra´ disparar si recibe
un evento del tipo apropiado (esto es, si existe una marca en el lugar interfaz apropiado) y
adema´s el actor o servicio se encuentra en el estado correcto (esto es, existe una marca en
el lugar asociado al estado origen de la transicio´n). De manera similar, el TGTS contiene
una u´ltima regla que comprueba si una transicio´n define una accio´n, en cuyo caso crea un
arco desde la transicio´n de red de Petri asociada hasta el lugar interfaz del actor o servicio
especificado en la accio´n. De este modo se interconectan los distintos mo´dulos construidos
en la red de Petri.
Junto con la vista sema´ntica y el TGTS se definieron seis me´todos de ana´lisis para Vis-
MODLE. E´stos permiten comprobar si un servicio o un actor alcanza un estado de bloqueo,
ya que por ejemplo lo habitual es que se quiera que los servicios siempre este´n disponi-
bles; analizar si la ejecucio´n del sistema termina; detectar si un actor o servicio alcanza
cierto estado, y que´ estados nunca se alcanzan (lo que ser´ıa un error de disen˜o); obtener
que´ mensajes se mandan en todos los flujo de ejecucio´n posibles; o analizar si un servicio
puede recibir un nu´mero ilimitado de mensajes que puedan provocar un desbordamiento.
Los me´todos de ana´lisis utilizan el mismo API que ya se introdujo en el apartado anterior,
el cual incluye las funciones evalExpression states y evalExpression path para obtener
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los estados que cumplen una propiedad, o las secuencias de transiciones que llevan a un
estado que la cumple, respectivamente. En ambos casos la propiedad se especifica mediante
una expresio´n CTL cuyas proposiciones ato´micas son nombres de lugares de la red (ve´ase
apartado anterior para una explicacio´n ma´s detallada). A continuacio´n se especifican los
seis me´todos de ana´lisis definidos para VisMODLE:
1. Un actor o servicio puede quedar bloqueado. Este me´todo permite detectar los estados
de los que un actor o servicio no puede salir, ya que se queda bloqueado en ellos.
Aunque puede ser deliberado, en otras ocasiones puede deberse a que el actor o
servicio se queda esperando indefinidamente un mensaje que nunca llega (debido a
un error de disen˜o). La fase de pre-procesamiento del me´todo de ana´lisis obtiene
el nombre be del actor o servicio. La funcio´n de ana´lisis obtiene el conjunto si de
estados del actor o servicio, y a continuacio´n llama a evalExpression states para
cada estado si pasando la expresio´n CTL A G (si). De este modo se obtienen todas
las configuraciones de la red en las que el actor o servicio queda bloqueado (esto es,
no se obtiene so´lo el estado de bloqueo del actor o servicio, sino tambie´n el estado en
que se encuentran el resto de elementos del sistema para que el bloqueo ocurra). El
marcado de la red se anota al modelo VisMODLE mediante el patro´n de la figura 5.17.
Figura 5.17: Patro´n triple de anotacio´n
2. Un actor o servicio alcanza cierto estado. Este me´todo permite comprobar que un
actor o servicio realiza el conjunto de actividades que le lleva a estar en determinado
estado. Su fase de pre-procesamiento obtiene el estado s a analizar. La funcio´n de
ana´lisis consiste en una llamada a evalExpression path para la propiedad s. La
funcio´n devuelve las secuencias de transiciones que llevan al actor o servicio al estado
requerido. Estas transiciones son la entrada del patro´n que muestra la figura 5.18, y
cuya salida es la transicio´n VisMODLE asociada ma´s sus estados origen y destino.
3. Un actor o servicio no define estados imposibles. O en otras palabras, un actor o
servicio puede llegar a estar en cualquiera de los estados que define. Este me´todo
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Figura 5.18: Patro´n triple de anotacio´n
de ana´lisis permite detectar que´ estados de un actor o servicio son innecesarios, o
bien aquellos que son necesarios pero no llegan a darse debido a un error de disen˜o.
Su fase de pre-procesamiento obtiene los estados si definidos para el actor o ser-
vicio, que son los que define su ma´quina de estados. La funcio´n de ana´lisis llama a
evalExpression states para cada estado, pasando la propiedad si correspondiente en
cada caso. Finalmente, la fase de post-procesamiento muestra un cuadro de dia´logo
con el mensaje true si todas las llamadas a la funcio´n de ana´lisis devuelven resulta-
dos. En caso contrario muestra los estados si para los que dicha funcio´n no devuelve
nada, lo que significa que el actor o servicio no puede llegar a estar en este estado.
4. Un mensaje se env´ıa siempre. Permite comprobar que una tarea o colaboracio´n siem-
pre se realiza. La fase de pre-procesamiento obtiene el mensaje m y el actor o servicio
be que lo env´ıa. La funcio´n de ana´lisis llama a evalExpression states con la expre-
sio´n CTL A (True U be.m). Si el estado inicial esta´ en el resultado devuelto por la
funcio´n, entonces la propiedad se cumple y la fase de post-procesamiento muestra un
cuadro de dia´logo con el mensaje true. En caso contrario se genera un contraejemplo
evaluando la funcio´n evalExpression path para la expresio´n ¬ E (True U be.m), que
calcula las secuencias de transiciones de la red que llevan a un marcado a partir del
cual el mensaje no llega a enviarse. En ese caso, la fase de post-procesamiento anota
una de esas secuencia al modelo original a modo de contraejemplo, usando para ello
el patro´n de la figura 5.18.
5. La biblioteca digital siempre esta´ disponible. Esto es, la biblioteca no deja de funcionar
ni su ejecucio´n queda bloqueada. Para comprobar esto, la funcio´n de ana´lisis del
me´todo llama a evalExpression path pasando como para´metro la expresio´n E (True
U deadlock). Como se ha explicado anteriormente, deadlock es un predicado que se
cumple en los estados finales. De este modo la funcio´n obtiene las secuencias de
transiciones que llevan a un bloqueo de la red, o lo que es lo mismo, a un bloqueo
en la ejecucio´n de la biblioteca. Las secuencias de transiciones se anotan al modelo
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original mediante el patro´n que muestra la figura 5.18.
6. Un servicio puede sufrir desbordamiento. Este me´todo de ana´lisis permite analizar si
un servicio puede recibir un nu´mero ilimitado de peticiones que no tenga tiempo de
responder. Su fase de pre-procesamiento obtiene el nombre del servicio se a analizar.
La funcio´n de ana´lisis obtiene el conjunto de mensajes mi que el servicio puede re-
cibir, y a continuacio´n llama a evalExpression states para cada mensaje pasando
como para´metro la expresio´n CTL se.mi[w] (el algoritmo usado para calcular el grafo
de cubrimiento de una red etiqueta con “[w]” aquellos estados que pueden recibir
un nu´mero ilimitado de marcas). La fase de post-procesamiento obtiene los mensa-
jes para los que la funcio´n de ana´lisis obtuvo algu´n resultado, y e´stos se anotan a
VisMODLE usando el patro´n de la figura 5.19.
Figura 5.19: Patro´n triple de anotacio´n
Adema´s de los distintos puntos de vista y me´todos de ana´lisis definidos para Vis-
MODLE, el entorno se enriquecio´ con un simulador [88] que permite animar el repositorio,
esto es, visualizar el comportamiento de la biblioteca digital paso a paso. Esto favorece la
discusio´n entre las personas involucradas en la especificacio´n de la biblioteca (que suele ser
multidisciplinar, desde bibliotecarios hasta ingenieros de desarrollo), y permite detectar
errores de disen˜o mediante la observacio´n del sistema en “funcionamiento”. El simulador
anima los modelos de comportamiento de actores y servicios visualizando la recepcio´n y
env´ıo de mensajes entre sus ma´quinas de estados, y comprueba que los eventos y accio-
nes que e´stos especifican son coherentes con el intercambio de mensajes especificado en el
modelo social. Cabe destacar que la simulacio´n utiliza informacio´n de distintas vistas del
sistema, y que el hecho de tenerlas unificadas en un repositorio u´nico facilito´ la construccio´n
del correspondiente simulador.
Para construir el simulador primero se modifico´ el meta-modelo de VisMODLE definido
en AToM3 para incluir un conjunto de elementos auxiliares utilizados en la simulacio´n pero
no en las vistas del sistema (esto es, los nuevos elementos pueden aparecer en el repositorio
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pero en ningu´n otro tipo de diagrama). Esta es una ventaja de tener un meta-modelo
expl´ıcito para el repositorio: permite definir elementos auxiliares que no pertenecen al
lenguaje y por tanto no intervienen en la definicio´n del lenguaje ni se muestran al usuario
final, pero que son u´tiles para la simulacio´n u otros propo´sitos. En el caso presente se
definieron mensajes que los actores y servicios pueden recibir a trave´s de un elemento
llamado entrada que apunta al estado actual del actor o servicio. La sintaxis concreta de
los mensajes es un cuadrado azul con el nombre del mensaje en su interior, mientras que
las entradas se representan con un cuadrado negro.
Tras modificar el meta-modelo, se procedio´ a especificar el simulador mediante una
grama´tica de grafos. El simulador consta de cinco reglas, tres de las cuales se muestran
en la figura 5.20. En este caso se ha optado por mostrar las reglas utilizando la sintaxis
concreta de VisMODLE para dar una idea ma´s intuitiva del modo en que se animan los
modelos ejecutando el simulador. De hecho, en este caso las reglas corresponden a capturas
de la especificacio´n real en AToM3, y por tanto utilizan la notacio´n esta´ndar (LHS-RHS)
en vez de la notacio´n compacta.
La regla CrearEntrada del simulador crea una entrada para cada actor y servicio de-
finido. Inicialmente la entrada no contiene ningu´n mensaje y apunta al estado inicial de
la ma´quina de estados del actor o servicio. La regla ProcesarEvento realiza un paso de
simulacio´n (o transicio´n entre estados) para aquellos casos en que la transicio´n define un
evento y ninguna accio´n. Para que la regla pueda ejecutarse se necesita que el estado origen
de la transicio´n sea el estado actual del actor o servicio (es decir, que la entrada apunte
a dicho estado), y adema´s en la entrada debe existir un mensaje cuyo nombre coincida
con el nombre del evento especificado en la transicio´n. Si esto ocurre, el estado actual del
elemento pasa a ser el estado destino de la transicio´n, y el mensaje procesado se elimina
de la entrada.
De manera similar, la regla ProcesarEventoYAccion de la figura realiza un paso de
simulacio´n en los casos en que la transicio´n tambie´n define una accio´n consistente en mandar
un mensaje a otro elemento (esto es, la accio´n tiene la forma “elemento destino.mensaje”).
Esta regla, adema´s de las condiciones previas de la regla anterior, define una condicio´n de
aplicacio´n con tres grafos consecuencia y una premisa igual a la LHS de la regla (la figura
so´lo muestra los grafos consecuencia y los agrupa bajo el nombre PAC). La condicio´n de
aplicacio´n comprueba que el elemento destino acepta el tipo de mensaje especificado por
la accio´n. Para poder aplicar la regla se tiene que cumplir una de las tres condiciones de la
PAC: o bien el elemento que env´ıa el mensaje es un actor y lo recibe un servicio (primer
caso), o bien es un servicio el que manda el mensaje a un actor (segundo caso) o a otro
servicio (tercer caso). La regla borra el mensaje de la entrada, cambia el estado actual del
actor o servicio, y crea el mensaje especificado por la accio´n en la entrada del elemento
destino. Por u´ltimo, existen dos reglas adicionales parecidas que consideran transiciones
que definen una accio´n pero ningu´n evento, y transiciones sin evento ni accio´n.
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Figura 5.20: Reglas del simulador construido para el repositorio
Por u´ltimo, la definicio´n del entorno para VisMODLE se completo´ con un generador
de co´digo (realizado por A. Malizia) que sintetiza la interfaz de usuario de la biblioteca
digital disen˜ada a partir de los modelos estructural y de colecciones. Ya que AToM3 per-
mite asociar la ejecucio´n de acciones en respuesta a eventos, la generacio´n de co´digo se
asocio´ al evento de edicio´n de las entidades en dichos modelos. De ese modo, los cam-
bios realizados en los modelos se reflejan automa´ticamente en la aplicacio´n final. Tambie´n
se definio´ un proceso por lotes para la s´ıntesis de ese mismo co´digo a partir de modelos
existentes. En ambos casos la generacio´n de co´digo consiste en la especializacio´n de un
conjunto de plantillas XUL [193] predefinidas segu´n los atributos y relaciones disen˜ados en
la fase de modelado. Estas plantillas dividen la interfaz de usuario de la aplicacio´n final
en dos columnas: la primera incluye un navegador para los documentos especificados en la
biblioteca digital y permite manipular sus metadatos, mientras que la segunda columna se
utiliza para visualizar los documentos de la primera columna. Por otro lado, la informacio´n
incluida en el modelo social se utiliza para enlazar los servicios que estas plantillas XUL
utilizan con llamadas a servicios reales predefinidos, para lo cual sus nombres y me´todos
deben coincidir con los utilizados en el modelo. Ya que la generacio´n de co´digo no es el
objetivo de esta tesis, el lector interesado puede consultar una descripcio´n ma´s detallada
de este proceso en [126].
Entorno visual generado para VisMODLE
A partir de la definicio´n anterior, AToM3 genero´ el entorno multi-vista de la figura 5.21,
donde se muestra la edicio´n de un modelo de comportamiento que pertenece al ejemplo
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introducido al comienzo del apartado.
Figura 5.21: Entorno multi-vista generado para VisMODLE
La ventana del fondo en la figura 5.22 corresponde a la interfaz generada para el re-
positorio VisMODLE. El modelo repositorio que incluye es el del ejemplo introductorio,
creado automa´ticamente a partir de las distintas vistas del sistema. El noveno boto´n de la
interfaz permite transformar el modelo repositorio a redes de Petri segu´n el TGTS definido,
y muestra el resultado en una nueva ventana. La red de Petri que contiene la ventana en
primer plano de la misma figura es la resultante de transformar el repositorio mostrado.
De esta manera se puede simular la red de Petri resultante, o realizar ana´lisis distintos de
los que proporciona el entorno multi-vista.
Los botones del de´cimo al decimoquinto de la interfaz del repositorio permiten veri-
ficar las distintas propiedades especificadas durante la definicio´n del entorno. Por ejem-
plo, la figura 5.23 muestra el resultado de ejecutar la propiedad de tipo 2 para el estado
front desk borrow (boto´n execute reachability de la interfaz). El cuadro de dia´logo
de la derecha permite navegar por los distintos resultados del ana´lisis, esto es, por los
distintos caminos de ejecucio´n que llevan al estado analizado.
Finalmente, el u´ltimo boto´n de la interfaz ejecuta la consulta predefinida en VisMODLE
para obtener la vista derivada con los actores y servicios del repositorio sin un comporta-
miento definido (ninguno en el ejemplo).
Como se explico´ anteriormente, tambie´n se ha desarrollado un simulador que permi-
te animar el repositorio. Para ejecutar el simulador hay que acceder al menu´ desplegable
Transformation que se encuentra en la parte superior de la interfaz del repositorio, y a
continuacio´n seleccionar el fichero que contiene el simulador. La figura 5.24 muestra un
momento en la simulacio´n del repositorio. El simulador crea un elemento entrada (cua-
drado negro) que apunta al estado actual de cada actor y servicio. En la imagen, el actor
Student ha pedido un libro y esta´ en estado student borrow. Eso significa que acaba de
ejecutarse la transicio´n que va del estado student active al estado student borrow, y su
accio´n ha creado el mensaje borrow en la entrada del servicio FrontDesk (esquina superior
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Figura 5.22: Transformacio´n del repositorio a redes de Petri
izquierda). El siguiente paso de simulacio´n ejecutar´ıa la transicio´n que va desde el estado
actual de FrontDesk al estado front desk borrow, ya que dicha transicio´n requiere un
evento borrow que se encuentra disponible en la entrada del servicio.
Generacio´n de co´digo desde modelos VisMODLE
Finalmente, para ilustrar la generacio´n de co´digo desde el entorno de modelado Vis-
MODLE, la figura 5.25 muestra la interfaz de usuario generada para el actor Librarian
de la biblioteca ejemplo. A la derecha, la interfaz incluye en la parte superior la lista de
documentos de la biblioteca, obtenida de la coleccio´n definida en el modelo de colecciones
(ve´ase figura 5.14). Al seleccionar un documento de la lista, e´ste se visualiza a la derecha
utilizando el visor apropiado. Bajo la lista de documentos se muestra el a´rbol de metadatos
de los mismos, cuya estructura se extrae del modelo estructural. Al seleccionar un nodo
del a´rbol de metadatos se activa el cuadro inferior que permite la gestio´n de metadatos
(edicio´n, borrado e insercio´n).
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Figura 5.23: Resultado de verificar una propiedad en el repositorio
Figura 5.24: Simulacio´n del repositorio
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Figura 5.25: Interfaz de usuario generada desde el ejemplo
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5.1.3. UML
Los apartados anteriores recog´ıan sendos ejemplos de la aplicacio´n del marco multi-
vista propuesto en la generacio´n de entornos para dos LVDEs distintos. En este apartado
se estudia la generalidad de la propuesta mediante la construccio´n de un entorno para un
pequen˜o subconjunto del lenguaje de propo´sito general UML. Al igual que en los casos an-
teriores, UML esta´ definido mediante un meta-modelo u´nico que recoge todos los conceptos
de la sintaxis abstracta del lenguaje. Basa´ndose en este meta-modelo, UML define distintos
tipos de diagrama que permiten especificar de manera separada los aspectos dina´micos y
esta´ticos de una aplicacio´n.
La figura 5.26 muestra la definicio´n en AToM3 de un meta-modelo para una pequen˜a
parte de UML que se tuvo en cuenta para la construccio´n del entorno. El meta-modelo
define clases, asociaciones binarias y relaciones de herencia entre clases, objetos, enlaces
entre objetos, ma´quinas de estados, estados y transiciones entre estados. Como puede verse
en la figura, el meta-modelo incluye algunos elementos adicionales que, aunque no forman
parte de la definicio´n de UML, se usaron para construir un simulador. Estos elementos
auxiliares modelan llamadas a me´todos de los objetos a trave´s de un elemento de entrada
(SU input) que apunta al estado actual de la ma´quina de estados de su clasificador. Como
puede deducirse de los elementos auxiliares definidos, el simulador que se construyo´ es
similar al presentado en el apartado anterior para la animacio´n de modelos VisMODLE. Por
esa razo´n su definicio´n no se incluye en el presente documento, aunque puede consultarse
en [87].
Figura 5.26: Meta-modelo de un pequen˜o subconjunto de UML
Una vez definido el meta-modelo de UML, se especificaron los cuatro puntos de vista
que muestra la figura 5.27: un diagrama de clases que contiene clases (con nombre, atributos
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y me´todos) y asociaciones; un diagrama de jerarqu´ıa que contiene clases (u´nicamente su
nombre) y relaciones de herencia entre ellas1; un diagrama de objetos con la definicio´n de
objetos y enlaces; y un diagrama de ma´quinas de estados para especificar el comportamiento
de las clases mediante ma´quinas de estados. Los elementos auxiliares utilizados por el
simulador no aparecen en la definicio´n de ninguno de estos diagramas, sino so´lo en el
repositorio. En la imagen se muestra la edicio´n del meta-modelo que corresponde a las
ma´quinas de estados.
Figura 5.27: Definicio´n de los puntos de vista de UML
Debe sen˜alarse que el entorno para UML se definio´ con una versio´n preliminar de la
herramienta para especificacio´n de lenguajes multi-vista. Esta versio´n ya generaba au-
toma´ticamente las relaciones de consistencia entre los puntos de vista y el repositorio, pero
no permit´ıa la definicio´n de vistas sema´nticas ni vistas dirigidas a audiencia. Esto queda
patente en la figura 5.27, donde la interfaz de la herramienta de definicio´n de vistas in-
cluye un u´nico boto´n para crear puntos de vista. En consecuencia no se pudieron incluir
mecanismos de ana´lisis ni verificacio´n en la definicio´n del entorno. Sin embargo, la idea
de utilizar un enfoque basado en transformacio´n para la verificacio´n de modelos UML fue
estudiada por la autora en [83] en el an˜o 2003, y posteriormente defendida en su Trabajo de
Iniciacio´n a la Investigacio´n. En esos trabajos se propon´ıa una transformacio´n de modelos
UML a redes de Petri para su ana´lisis, y se daban una serie de expresiones CTL que per-
mit´ıan verificar diversas propiedades de los modelos realizando model checking en el grafo
1UML no define un diagrama de jerarqu´ıa, sino que las relaciones de herencia se especifican en el
diagrama de clases. Sin embargo, en el entorno construido se opto´ por separar esa informacio´n en distintos
diagramas.
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de cubrimiento de la red. Algunas de esas propiedades permit´ıan, por ejemplo, comprobar
si un objeto llegaba a alcanzar cierto estado o si la ejecucio´n del sistema terminaba. La
transformacio´n se hac´ıa mediante grama´ticas de grafos, y exist´ıa una grama´tica distinta
para cada tipo de diagrama. Como cada grama´tica daba como resultado una red de Petri
distinta, tras la transformacio´n hab´ıa que “componerlas” de tal modo que se obtuviese una
u´nica red resultante.
En la actualidad, esos resultados se podr´ıan adaptar para perfeccionar la definicio´n del
entorno de modelado para UML presentado. Para ello habr´ıa que definir la vista sema´ntica
“redes de Petri” y un TGTS desde el repositorio a la vista sema´ntica. El TGTS estar´ıa
basado en las transformaciones propuestas en estos trabajos previos, pero ahora habr´ıa un
u´nico modelo origen (el repositorio) creado automa´ticamente por las reglas de consistencia,
y un u´nico modelo destino resultado de la transformacio´n. Adema´s, los modelos origen y
destino se mantendr´ıan limpiamente separados (aunque relacionados) en un solo grafo
triple. Cada propiedad a verificar se definir´ıa mediante un me´todo de ana´lisis para el que,
adema´s, se podr´ıa especificar el mecanismo de anotacio´n. Tambie´n se podr´ıa definir una
segunda vista sema´ntica del repositorio UML en el formalismo “redes de Petri coloreadas”
mediante el TGTS presentado en [87], para de ese modo poder definir me´todos de ana´lisis
adicionales.
En conclusio´n, tras la definicio´n del entorno para UML podemos afirmar que la pro-
puesta para definir lenguajes multi-vista es aplicable no so´lo a LVDEs, sino a lenguajes
visuales en general. El proceso de generacio´n de reglas de consistencia es va´lido en ambos
casos, y los mecanismos de ana´lisis y anotacio´n de resultados son generales y por tanto
aplicables en ambos casos. Esto es bastante lo´gico si nos cen˜imos a una de las diversas
acepciones del te´rmino LVDE que lo define como “pequen˜o lenguaje visual restringido a
un dominio de aplicacio´n espec´ıfico”. Visto desde esta perspectiva, la generalizacio´n del
marco a lenguajes visuales generales es so´lo una cuestio´n de escalabilidad, ya que implica
manejar meta-modelos ma´s grandes y/o complejos, lo cual no resulta un problema ya que
el marco subyacente sigue siendo va´lido.
Respecto al tipo de propiedades que se pueden querer verificar en un lenguaje de
propo´sito general como UML, tambie´n son de cara´cter ma´s general que las que usual-
mente se especifican para un LVDE. La razo´n es que en un LVDE el dominio esta´ muy
acotado, y por tanto es posible saber a priori los tipos de ana´lisis y propiedades de intere´s
dentro de ese dominio. En cambio, como los lenguajes de propo´sito general se pueden usar
en a´reas muy distintos y su campo de actuacio´n es muy amplio, no es tan fa´cil determinar
que´ propiedades resultan interesantes en todos ellos. Por eso estos lenguajes suelen definir
mecanismos de ana´lisis muy generales que pueden usarse en un amplio abanico de casos,
y es el usuario quien debe saber cua´l de ellos usar, cua´ndo hacerlo y co´mo interpretarlos
para su sistema concreto.
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Entorno visual generado para UML
La figura 5.27 muestra el entorno generado a partir de la definicio´n anterior, el cual
proporciona consistencia sinta´ctica automa´tica entre las distintas vistas del sistema.
Figura 5.28: Entorno multi-vista generado para UML
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5.1.4. Otros casos de estudio
Para finalizar, este apartado menciona muy brevemente otros LVDEs multi-vista para
los que se ha construido un entorno utilizando la implementacio´n del marco propuesto
realizada en AToM3.
MiCo
MiCo [48] (Minimal Components) es un LVDE basado en componentes para el mode-
lado y simulacio´n de eventos discretos. Fue desarrollado inicialmente por Juan de Lara.
Posteriormente, la autora de la presente tesis colaboro´ en la especificacio´n de su meta-
modelo, la definicio´n de relaciones sinta´cticas y sema´nticas entre las vistas del sistema, y
la generacio´n de un entorno visual.
MiCo permite modelar sistemas como un conjunto de componentes con puertos tipados
segu´n los eventos que pueden producir y consumir. Define seis puntos de vista distintos:
el diagrama de especificacio´n, donde se definen los componentes del sistema, que´ puer-
tos definen, y su estructura interna en el caso de componentes compuestos; el diagrama
de conexiones, que incluye restricciones sobre el modo en que los componentes se pueden
conectar; el diagrama de eventos para definir jerarqu´ıas de tipos de eventos; el diagrama
de ejecucio´n, donde se especifican distintas configuraciones de ejecucio´n hechas de instan-
cias de componentes que ejecutan el comportamiento definido por su tipo; el diagrama
de comportamiento, que describe el comportamiento de cada componente sencillo (el com-
portamiento de un componente compuesto esta´ descrito en te´rminos de sus componentes
internos); y por u´ltimo el diagrama de protocolo, que especifica el orden en que los eventos
se deben enviar o recibir a trave´s de cada puerto, para lo que se usan ma´quinas de eventos
con tiempo que permiten especificar un orden parcial entre los eventos as´ı como protocolos
y restricciones temporales adicionales.
El entorno de modelado para MiCo se construyo´ en AToM3 definiendo primero su
meta-modelo completo, y a continuacio´n sus seis puntos de vista. AToM3 genero´ automa´ti-
camente las reglas de consistencia sinta´ctica. Adema´s se incluyeron a mano algunas reglas
triples adicionales para verificar propiedades de la sema´ntica esta´tica del lenguaje. Por
ejemplo, la regla de la figura 5.29 se an˜adio´ a la relacio´n de consistencia generada desde
el diagrama de conexiones (parte superior de la regla) al repositorio (parte inferior). Esta
regla comprueba el tipo esta´tico de dos puertos antes de conectarlos, ya que un puerto de
salida so´lo se puede conectar a uno de entrada si este u´ltimo acepta el tipo de eventos que
el puerto de salida genera. Esta informacio´n no la incluye el diagrama de conexiones, sino
el diagrama de especificacio´n (e internamente el repositorio). Por esta razo´n la regla realiza
la comprobacio´n pertinente en el repositorio y, en caso de no poder realizar la conexio´n,
muestra un mensaje de error y borra la conexio´n de la vista.
Adicionalmente, para la sema´ntica dina´mica hay que comparar los diagramas de com-
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Figura 5.29: Regla de consistencia de la sema´ntica esta´tica, definida por el disen˜ador de MiCo
portamiento de los componentes. Como se ha explicado, en MiCo a los puertos se les asigna
una especificacio´n (en forma de auto´mata) que dice el orden en que los eventos se pueden
enviar o recibir. Por tanto, al conectar dos puertos, hay que comprobar que los eventos pro-
ducidos por el puerto de salida son un sublenguaje de los eventos admitidos por el puerto
de entrada. Para ello se definio´ una grama´tica de grafos que realiza el “aplanado” de los
auto´matas asociados a los puertos, y un programa en Python que comprueba la inclusio´n
del lenguaje generado por el auto´mata del puerto de salida en el lenguaje admitido por
el auto´mata del puerto de entrada. En este caso no se utilizaron vistas sema´nticas para
la transformacio´n ya que el entorno se construyo´ en una versio´n previa de AToM3 que no
permit´ıa la definicio´n de este tipo de vistas. La actualizacio´n del entorno al nuevo marco
au´n esta´ pendiente de realizarse.
A partir de la definicio´n anterior se genero´ el entorno multi-vista que muestra la figu-
ra 5.30, donde se muestra la edicio´n del diagrama de especificacio´n de un componente que
pertenece al modelado de sistema inala´mbrico multimedia.
La figura 5.31 muestra otras vistas que corresponden al modelado del mismo sistema
en el entorno generado. El lector interesado puede encontrar una descripcio´n ma´s detallada
de MiCo y el entorno generado en [48].
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Figura 5.30: Entorno multi-vista generado para MiCo. Diagrama de especificacio´n
(a) Diagrama de protocolo (b) Diagrama de ejecucio´n (c) Diagrama de eventos
Figura 5.31: Vistas del sistema en MiCo
PRIMA
PRIMA (Precise Visual Language for Modeling with Agents) es un LVDE creado por
Alexandre Muzy para la construccio´n de modelos basados en agentes, los cuales se simulan
posteriormente transforma´ndolos al lenguaje formal de simulacio´n DEVS [194]. PRIMA
propone cuatro tipos de diagrama para describir la estructura del agente, su comporta-
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miento, sus instancias y la topolog´ıa del entorno, respectivamente. El entorno para PRIMA
se definio´ de la manera usual, especificando primero su meta-modelo completo, luego sus
puntos de vista, y finalmente generando automa´ticamente las relaciones de consistencia. A
partir de tal definicio´n se genero´ el entorno multi-vista que muestra la figura 5.32. En la
figura se esta´ editando el diagrama de comportamiento de un modelo bioecono´mico que es-
tudia las condiciones econo´micas y biolo´gicas o´ptimas para la explotacio´n de una poblacio´n
de pescado que lleven a la creacio´n de una reserva marina.
Figura 5.32: Entorno multi-vista generado para PRIMA. Diagrama de comportamiento
En la figura 5.33 se muestra un ejemplo de cada uno de los tipos de diagrama restantes
que corresponden al modelado del mismo sistema. En concreto la figura muestra la topo-
log´ıa de la reserva, las interacciones entre los individuos de la reserva, y las instancias del
modelo, respectivamente.
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(a) Topolog´ıa (b) Interacciones (c) Instancias
Figura 5.33: Vistas del sistema en PRIMA
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5.2. Evaluacio´n emp´ırica del soporte para medidas y
redisen˜os
El objetivo de esta seccio´n es realizar una validacio´n emp´ırica del marco presentado
en la seccio´n 4.2. Para ello se presenta un caso de estudio donde SLAMMER se utiliza
para la especificacio´n de un conjunto de medidas y acciones sobre un LVDE concreto,
a partir de la cual se genera un entorno visual que permite la medicio´n y redisen˜o de
modelos escritos en ese lenguaje. Como lenguaje de estudio se usara´ Labyrinth [53], que
ya se presento´ en el apartado 5.1.1 para ilustrar la generacio´n de entornos multi-vista con
AToM3. En esta seccio´n ese entorno se enriquece con un conjunto de mecanismos para la
medicio´n de modelos y la ejecucio´n de redisen˜os espec´ıficos del lenguaje que tienen lugar
en el repositorio del sistema. Si como resultado de su aplicacio´n el repositorio se modifica,
los cambios se propagan desde all´ı al resto de modelos del sistema.
Antes de continuar debe aclararse que, si bien en esta seccio´n so´lo se va a presentar
la aplicacio´n de SLAMMER a Labyrinth, en realidad hay que tener en cuenta que e´ste es
un lenguaje multi-vista formado por una familia de LVDEs, cada uno de ellos orientado
al modelado de un aspecto distinto en el disen˜o web. Por esta razo´n la seccio´n incluye
distintos apartados que presentan grupos de medidas y acciones para algunos de esos as-
pectos o puntos de vista. Como cada uno utiliza conceptos espec´ıficos, y adema´s existen
medidas y redisen˜os apropiados para cada uno de ellos, se pueden considerar casos de uso
distintos e independientes. De hecho, el amplio espectro de conceptos distintos que permite
modelar Labyrinth (navegacio´n, estructura, seguridad, etc.) permitio´ usarlo a lo largo del
proceso de definicio´n de SLAMMER como base de un proceso iterativo de refinamiento
en el que la generalidad, capacidad expresiva y complecio´n de SLAMMER fueron gradual-
mente validadas. Finalmente, el hecho de presentar como caso de estudio distintos LVDEs
que pertenecen a la misma notacio´n, permitira´ mostrar la integracio´n de las propuestas
realizadas en este documento para el soporte multi-vista y la medicio´n y mejora de la
calidad.
Para poder evaluar la riqueza expresiva del LVDE SLAMMER, la seccio´n incluye tres
primeros apartados que ilustran su uso mediante la definicio´n de un conjunto de me´tricas
de navegacio´n, me´tricas de pol´ıticas de seguridad y acciones para Labyrinth, respectiva-
mente. En el u´ltimo caso tambie´n se incluye una discusio´n sobre que´ indicadores pueden
usarse como disparadores de las acciones, y co´mo expresarlo usando SLAMMER. A con-
tinuacio´n se incluye un u´ltimo apartado que muestra la utilizacio´n de la herramienta de
soporte integrada en AToM3 para la especificacio´n del modelo SLAMMER presentado en
los apartados previos, as´ı como el entorno generado a partir de dicha definicio´n.
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5.2.1. Labyrinth
Labyrinth [53, 54] es un LVDE multi-vista para el modelado de sistemas web, cuyo
meta-modelo y caracter´ısticas ya se presentaron previamente en el apartado 5.1.1. En este
apartado se va a ilustrar el uso de SLAMMER usando Labyrinth como caso de estudio. La
figura 5.34 muestra el modelo SLAMMER que contiene la definicio´n de las medidas, las
acciones y las tareas espec´ıficas para Labyrinth, as´ı como sus relaciones y dependencias. El
propo´sito y los atributos necesarios para la configuracio´n de cada elemento de este modelo
se explican a continuacio´n.
Figura 5.34: Modelo SLAMMER definido para Labyrinth
Definicio´n de medidas de navegacio´n
Este subapartado describe aquellas medidas del modelo SLAMMER de la figura 5.34
cuyo propo´sito es la medicio´n de caracter´ısticas de navegacio´n. El conjunto de medidas
presentadas es bastante conocido en Ingenier´ıa Web [1, 26]. SLAMMER se utiliza para
definirlas y poder aplicarlas posteriormente sobre modelos escritos con Labyrinth. Para
cada me´trica se mostrara´ la clase SLAMMER utilizada para su especificacio´n, as´ı como el
valor de sus atributos y los patrones visuales utilizados.
El Nu´mero de Contextos de Navegacio´n (NNC) [1] es una me´trica utilizada como in-
dicador del taman˜o de un modelo de navegacio´n. Puede servir para detectar a´rboles de
navegacio´n pobremente estructurados, debido quiza´s a la identificacio´n de requisitos del
sistema con destinos de navegacio´n. En el caso concreto de Labyrinth, un contexto de na-
vegacio´n se representa mediante un componente de tipo nodo (clase NodeComponent) que
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participa en un enlace de navegacio´n (clases Link y Anchor, ma´s las asociaciones refersToN
y source/target). As´ı, el NNC puede definirse como una medida SLAMMER de tipo Num-
berOfElements donde el elemento a contar se especifica con el patro´n de la figura 5.35. De
este modo la medida contara´ los nodos (simples y compuestos, ya que el atributo subtype-
Matching toma el valor “s´ı”) que son origen (Y1) o destino (Y2) de un enlace de navegacio´n.
La salida del patro´n es el elemento a contar, es decir, el nodo. Los dema´s atributos de la
medida se muestran en la misma figura. Por ejemplo, la escala son los nu´meros enteros y
la unidad de medicio´n los “nodos” (es decir, el resultado de la medicio´n sera´n 0, 4, 6, ...
nodos). Finalmente, no se especifica ningu´n dominio para la medida ya que es orientada
a modelo, y por tanto la medicio´n se realiza sobre el modelo completo. Esa es tambie´n la








Figura 5.35: Especificacio´n del “Nu´mero de contextos de navegacio´n”
El Nu´mero de Enlaces de Navegacio´n (NNL) [1] es otro indicador del taman˜o de un
modelo de navegacio´n que cuenta cua´ntos enlaces de navegacio´n hay definidos2. Usando
SLAMMER podemos definir la me´trica NNL para Labyrinth como un objeto de tipo Num-
berOfElements con los atributos que recoge la figura 5.36. El patro´n visual utilizado para
especificar el elemento a contar, que en este caso son los enlaces existentes entre nodos del
sistema, se muestra en la misma figura.
Un tercer indicador del taman˜o del modelo de navegacio´n es la Densidad del Mapa de
Navegacio´n (DeNM) [1], que se calcula como NNC/NNL. Tal y como recoge la figura 5.37,
se puede definir como una medida indirecta de tipo UserDefined cuya funcio´n de medicio´n
realice el cociente, para lo cual depende de las me´tricas NNC y NNL anteriormente defini-
das. Como se recordara´, para definir una dependencia entre dos medidas basta con crear
una relacio´n dependency entre ellas, lo cual significa que la medida dependiente usara´ el
resultado de la medida de la que depende en su funcio´n de medicio´n.
La Anchura del Mapa de Navegacio´n (BNM) [1] es una me´trica de la usabilidad del
primer nivel de navegacio´n. Cuenta el nu´mero de contextos que son directamente accesibles
2Aunque no es el caso de Labyrinth, existen diversas notaciones para disen˜o web que permiten especificar



















Figura 5.37: Especificacio´n de la “Densidad del mapa de navegacio´n”
desde el contexto inicial (o pa´gina de inicio). Cuanto mayor es su valor ma´s dif´ıcil es de
usar el contexto inicial, puesto que se le esta´n presentando al usuario muchas posibilidades
de navegacio´n al mismo tiempo. Para medir la BNM en modelos Labyrinth se puede usar
una medida de tipo NumberOfElements configurada con el patro´n visual que muestra la
figura 5.38. El atributo isHome del nodo etiquetado con el nu´mero “1” esta´ seleccionado
para considerar so´lo el contexto inicial. De este modo, al aplicar el patro´n, se obtendra´n








Figura 5.38: Especificacio´n de la “Anchura del mapa de navegacio´n”
El Camino Mı´nimo entre Contextos de Navegacio´n (MPBNC) [1] es el nu´mero mı´nimo
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de enlaces que hay que navegar desde cada nodo para llegar al resto. Da una medida de la
facilidad o usabilidad del mapa de navegacio´n. Para definirla se puede usar la medida orien-
tada a camino Distance, que calcula longitudes de caminos. En particular, el tipo de nodo
del camino de navegacio´n en Labyrinth (atributo type) es “NodeComponent”, mientras que
la relacio´n que establece un paso en el camino (relacio´n step) se expresa mediante el patro´n
de la figura 5.39. Al aplicar el patro´n, el nodo destino de un paso de navegacio´n (la salida
del patro´n) es el origen del siguiente paso (argumento). Dentro de la escala, un valor igual
a -1 implica que no existe un camino entre dos nodos. No´tese que, como se explico´ en el
cap´ıtulo 4, al ser e´sta una medida orientada a caminos no hace falta especificar su domi-
nio, sino que e´ste se calcula impl´ıcitamente a partir del atributo type y teniendo en cuenta
la clasificacio´n de la medida segu´n la dimensio´n del dominio. Como Distance es orienta-
da a grupo se tomar´ıa el dominio [“NodeComponent”, “NodeComponent”], permitiendo








Figura 5.39: Especificacio´n del “Camino mı´nimo entre contextos de navegacio´n”
Las Centralidades Relativas de Salida y de Entrada (ROC/RIC) [26] miden la facilidad
con la que un contexto accede o es accedido desde otros contextos, respectivamente, y suelen
usarse para identificar nodos ra´ız en sistemas con estructura arborescente. Se calculan como
las sumas normalizadas de las distancias a/desde cualquier otro contexto. Por tanto, basta
con definir una medida indirecta de tipo UserDefined que dependa de la me´trica MPBNC
para calcular la matriz de distancias (ve´ase figura 5.40).
La Profundidad de un Nodo (D) [26] es la longitud del camino ma´s corto para llegar
al nodo desde el contexto inicial de navegacio´n. Indica la facilidad con la que se puede
acceder a un nodo y, en consecuencia, la importancia que tiene para el usuario. A mayor
profundidad, mayor dificultad de acceso. Aunque esto puede ser intencional en el caso de
nodos de baja relevancia, en otras ocasiones puede ser indicativo de un nu´mero de enlaces
insuficiente y servir para detectar nodos de informacio´n prioritaria que tienen un dif´ıcil
acceso. Para definirla se puede usar la medida orientada a caminos DepthOfPath para el
tipo “NodeComponent” y el paso de navegacio´n que recoge el patro´n de la figura 5.41. El
patro´n coincide con el que se uso´ para definir la me´trica MPBNC, ya que en ambos casos






















Figura 5.40: Especificacio´n de las “Centralidades relativas de salida y entrada”
como DepthOfPath es orientada a elemento, el dominio que se calcular´ıa impl´ıcitamente a
partir del atributo type ser´ıa “NodeComponent” (esto es, la dimensio´n del dominio es 1).
En cualquier caso, esto es algo que en el caso de medidas orientadas a caminos se calcula








Figura 5.41: Especificacio´n de la “Profundidad de un nodo”
Por la misma razo´n, las me´tricas Fan-in y Fan-out de un Contexto de Navegacio´n
(FINC/FONC) [1] se pueden definir mediante sendos objetos de tipo DirectConnections
configurados con ese mismo patro´n, tal y como muestra la figura 5.42. Estas me´tricas
cuentan el nu´mero de enlaces que llaman a un contexto de navegacio´n o de los que e´l llama,
respectivamente. Dicho de otro modo, lo que cuentan es el nu´mero de nodos relacionados
con uno dado mediante un camino de longitud 1. Cuanto mayor es este nu´mero, mayor
es la dependencia entre los nodos y menor su reusabilidad. La medida BNM explicada
anteriormente es un caso particular del FONC para el caso del contexto inicial. La figura
muestra los atributos y el patro´n visual utilizados para configurar el FONC; para configurar
el FINC se usar´ıan los mismos, pero intercambiando el argumento y la salida del patro´n.
La Compactibilidad (Cp) [26] mide el grado de conectividad de un modelo y toma
valores en el rango [0,1]. Valores altos significan facilidad para alcanzar cualquier nodo
del modelo, quiza´s provocando la desorientacio´n del usuario, mientras que valores bajos








Figura 5.42: Especificacio´n del “Fan-in y fan-out de un contexto de navegacio´n”
pueden indicar que el nu´mero de enlaces definidos es insuficiente. Por otro lado, el Stratum
(S) [26] mide el grado de linealidad de un modelo. En este caso un valor alto es indicativo
de un sistema lineal que, a pesar de proporcionar una navegacio´n sencilla, puede resultar
tedioso de visitar. Las fo´rmulas necesarias para el ca´lculo de ambas me´tricas se muestran
en las figuras 5.43 y 5.44 respectivamente, donde n es igual al NNC y las distancias Dij son
las que calcula el MPBNC. Por tanto se pueden definir como sendas medidas UserDefined











Max−Min ,Max = (n
2−n)∗k,Min = (n2−n)
Figura 5.43: Especificacio´n de la “Compactibilidad”
Las medidas presentadas en este subapartado miden propiedades gene´ricas de modelos
de navegacio´n que son independientes del tipo de usuario. Sin embargo, en muchos casos, la
disponibilidad de un nodo o de un enlace concreto depende de los roles que tenga asignado
el usuario que esta´ utilizando el sistema. En esos casos, el modelo de navegacio´n del sistema
tendr´ıa que refinarse antes de realizar la medicio´n para contemplar so´lo los nodos y enlaces
a los que el usuario tiene acceso. Con ese objetivo se puede utilizar el marco multi-vista
propuesto en este documento para disponer de un repositorio con toda la informacio´n del
sistema (en este caso relacionando los conceptos de navegacio´n y seguridad en Labyrinth),
as´ı como de un mecanismo para la construccio´n de vistas derivadas (para obtener el modelo
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3/4 si n par, y (n3−n)/4 si n impar
Figura 5.44: Especificacio´n del “Stratum”
Definicio´n de medidas para pol´ıticas de seguridad
A continuacio´n se completa el conjunto de me´tricas definidas para Labyrinth en el
modelo SLAMMER de la figura 5.34, esta vez para la medicio´n de propiedades de su control
de acceso basado en sujetos (roles y equipos). En particular, ya que Labyrinth permite
definir jerarqu´ıas de sujetos, se van a presentar un conjunto de me´tricas que usualmente se
utilizan en el dominio de la orientacio´n a objetos [191], pero adaptadas al contexto de la
herencia de permisos. Siguiendo con el estilo del subapartado anterior, para cada me´trica se
mostrara´ la clase SLAMMER utilizada para su definicio´n, as´ı como el valor de sus atributos
y los patrones visuales utilizados para configurarla.
Para empezar, la me´trica auxiliar Permisos de un sujeto (SP) calcula el nu´mero de
nodos y contenidos a los que tiene acceso directo un sujeto (es decir, existe una relacio´n de
asignacio´n de permiso del sujeto al nodo o contenido). Aunque esta me´trica no constituye
un indicador u´til de ninguna propiedad del sistema, se utilizara´ en el me´todo de medicio´n
de una me´trica posterior. Los atributos necesarios para definirla como RelatedElements se
muestran en la figura 5.45. El patro´n visual recibe como entrada el sujeto para el que se
toma la medida, y devuelve como resultado los objetos hipermedia (nodos y contenidos)








Figura 5.45: Especificacio´n de los “Permisos de un sujeto”
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Los Permisos Heredados por un Sujeto (SIP) se calculan utilizando la medida orientada
a caminos InheritedElements. Para configurarla hay que definir dos patrones visuales: el
primero especifica co´mo se expresa un paso en la jerarqu´ıa de sujetos de Labyrinth (primer
patro´n en la figura 5.46), y el segundo especifica el tipo de elementos heredados a trave´s de
la jerarqu´ıa, que en este caso son objetos hipermedia (segundo patro´n en la misma figura).
Como puede verse, un solo patro´n permite definir distintos tipos de paso en un camino tal
y como ocurre en la jerarqu´ıa de sujetos de Labyrinth, donde puede haber generalizacio´n









Figura 5.46: Especificacio´n de los “Permisos heredados por un sujeto”
El Factor de Herencia de Permisos (PIF) calcula el porcentaje de permisos heredados
en el sistema. Valores pequen˜os dentro de la escala pueden indicar un uso deficiente de
la herencia y una escasa reutilizacio´n de los permisos. Valores altos pueden ser indicativo
de una reutilizacio´n excesiva que derive en un sistema dif´ıcil de mantener, as´ı como de
la existencia de roles innecesarios. El PIF es una adaptacio´n de las me´tricas Factor de
Herencia de Atributos y de Me´todos (AIF/MIF) que se usan habitualmente en orientacio´n
a objetos [191]. Se calcula como la suma de todos los permisos heredados por algu´n sujeto
dividido por la suma de todos los permisos definidos (locales y heredados) por los sujetos.
Para definirla usamos una medida UserDefined derivada de las dos medidas anteriores, y
con los atributos que recoge la figura 5.47.
La Profundidad del A´rbol de Herencia (DIT) [191] mide la ma´xima longitud desde cada
sujeto al sujeto “ra´ız” del a´rbol. Cuanto mayor sea la profundidad del sujeto en el a´rbol
de herencia, mayor sera´ la probabilidad de que este´ heredando muchos permisos, haciendo
que su comportamiento sea ma´s dif´ıcil de prever. Esta me´trica se utiliza en orientacio´n
a objetos para evaluar la eficiencia y reutilizacio´n, aunque tambie´n se relaciona con la
facilidad de comprensio´n y el mantenimiento. Para poder usarla sobre la jerarqu´ıa de
sujetos de Labyrinth, podemos definir una medida de tipo DepthOfPath configurada con
los atributos que muestra la figura 5.48. Para configurar lo que constituye un paso en el
camino de herencia se utiliza el patro´n que se muestra en la misma figura, y que coincide






















Figura 5.48: Especificacio´n de la “Profundidad del a´rbol de herencia”
El Nu´mero de Hijos (NOC) [191] es el nu´mero de sujetos directamente subordinados
a un sujeto en la jerarqu´ıa. Si el nu´mero es grande la reutilizacio´n de permisos es mayor
pero tambie´n se aumenta la probabilidad de hacer un mal uso de la herencia, para lo que
se requerira´ aumentar el nu´mero de casos de prueba sobre el sujeto y sus descendientes.
Puede definirse como una medida DirectConnections con los atributos de la figura 5.49 y,
de nuevo, el mismo patro´n visual para definir un paso en el camino de herencia.
El Nu´mero de Hijos (NOC) [191] es el nu´mero de sujetos directamente subordinados a
un sujeto en la jerarqu´ıa. Si el nu´mero es grande la reutilizacio´n de permisos es mayor, pero
tambie´n aumenta la probabilidad de introducir errores en la pol´ıtica de seguridad derivados
de la herencia de permisos entre los descendientes (directos o indirectos) del sujeto. Puede
definirse como una medida DirectConnections con los atributos de la figura 5.49 y, de nuevo,
el mismo patro´n visual para definir un paso en el camino de herencia.
Como u´ltimo ejemplo, la me´trica Similitud de Sujetos (SS) [167] es un indicador de la
cohesio´n entre sujetos que puede ayudar a detectar redundancias en la pol´ıtica de seguridad.
Calcula el parecido de dos sujetos comparando los usuarios a los que esta´n asignados. Esta
informacio´n sirve para detectar sujetos similares que pueden unirse para minimizar las
asignaciones de sujetos a usuarios y as´ı facilitar el mantenimiento. Para definirla se ha








Figura 5.49: Especificacio´n del “Nu´mero de hijos”
utilizado una DistanceBasedSimilarity que devuelve valores en el rango [0,1]. Cuanto menor
es el resultado de la medicio´n para dos sujetos, ma´s parecidos son. Para configurarla se han
tenido que definir dos propiedades, cada una asociada a uno de los sujetos a comparar. En
ambos casos la propiedad expresa co´mo se realiza la asignacio´n de sujetos a usuarios en








Figura 5.50: Especificacio´n de la “Similitud de sujetos”
Tambie´n se podr´ıan definir medidas con criterios de comparacio´n distintos para es-
tablecer la similitud entre sujetos, como por ejemplo estudiando la suma de permisos y
atributos definidos y heredan. En ese caso habr´ıa que definir una me´trica como la anterior,
pero especificando como propiedades las relaciones de asignacio´n de permisos y atributos.
La medicio´n tendr´ıa que realizarse sobre una vista derivada del repositorio donde la je-
rarqu´ıa de herencia se hubiese aplanado. Una opcio´n que evitar´ıa tener que construir tal
vista derivada ser´ıa ampliar la potencia expresiva de los patrones para permitir condiciones
recursivas (al estilo de las usadas en VIATRA2 [17]).
Definicio´n de acciones
Este subapartado ilustra la definicio´n de acciones con SLAMMER, as´ı como su automa-
tizacio´n mediante indicadores asociados a medidas. Para ello se muestra la definicio´n de un
conjunto de acciones (mostradas previamente en la figura 5.34) que cubre pra´cticamente
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todos los tipos de acciones que SLAMMER permite definir: mediante plantillas, mediante
grama´ticas de grafos, y combinando tareas de distinto tipo.
Una primera accio´n de redisen˜o aplicable a modelos Labyrinth es unir dos componentes
de tipo nodo en uno solo que reu´na las propiedades de ambos. Esto puede servir para
compactar nodos similares con el objetivo de reducir el taman˜o del modelo de navegacio´n
y facilitar su mantenimiento. Para detectar que´ nodos son buenos candidatos para la accio´n
se puede definir una medida DistanceBasedSimilarity que evalu´e la similitud de los nodos
mediante el ana´lisis de los contenidos que incluyen, y tenga un indicador asociado para
valores cercanos a 0 que dispare la ejecucio´n de la accio´n. Esta misma accio´n se puede usar
para fusionar nodos consecutivos con poca informacio´n, de tal modo que la navegacio´n
resulte ma´s ligera al disminuir el nu´mero de enlaces de navegacio´n. En este caso, la deteccio´n
de los nodos a fusionar deber´ıa realizarla el usuario en vez de ir asociada al indicador de
una medida, ya que en ocasiones se querra´ mantener los nodos separados aunque tengan
poca informacio´n. Para definir este redisen˜o con SLAMMER se puede usar una tarea
basada en plantilla de tipo Merge, y configurada para el tipo “NodeComponent” y el
atributo subtypeMatching seleccionado. Adema´s, su atributo rel duplication tiene que ser
falso para evitar relaciones duplicadas a los mismos contenidos, nodos o sujetos, y su
atributo att merging cierto.
Otra accio´n aplicable a Labyrinth, esta vez especificada mediante grama´ticas de grafos,
es crear un enlace de navegacio´n desde el nodo inicial del modelo de navegacio´n a otro
nodo. La implementacio´n de esta accio´n con SLAMMER consta de una tarea basada en
grama´tica de grafos con la regla que muestra la figura 5.51, la cual crea el enlace si no existe.
La accio´n puede utilizarse para corregir errores de disen˜o, creando un enlace para un nodo
si no existe un camino que lleve a e´l, o cuando se necesita navegar por un nu´mero alto de
enlaces para acceder al mismo. La accio´n puede automatizarse asociando su ejecucio´n a un
indicador apropiado para la me´trica Profundidad de un Nodo (definido previamente), por
ejemplo 0, lo que significar´ıa que no existe un camino de navegacio´n que lleve al nodo. De
este modo la creacio´n del nuevo camino ser´ıa automa´tica y resolver´ıa el error de disen˜o.
Figura 5.51: Especificacio´n de una tarea basada en grama´ticas de grafos
Como u´ltimo ejemplo se ilustra la composicio´n de tareas para llevar a cabo una u´nica
accio´n. En concreto la accio´n implementa un refactoring de modelos que elimina de la
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jerarqu´ıa de sujetos los permisos redundantes que an˜aden una complejidad innecesaria al
modelo. Para ello, primero mueve a un sujeto los permisos comunes que definen todos sus
hijos, y a continuacio´n elimina los permisos asignados a sujetos cuando existe algu´n ancestro
con el mismo permiso, ya que entonces lo heredan de e´l. La accio´n esta´ formada por una
tarea basada en plantillas y dos tareas basadas en grama´ticas de grafos. La tarea basada en
plantillas es la que se realiza en primer lugar, y se encarga de subir los permisos definidos
en todos los sujetos hijo al padre. Para ello utiliza un objeto Pull configurado para el tipo
“Subject” (con el atributo subtypeMatching seleccionado) y la relacio´n PA, que es la que
usa Labyrinth para la asignacio´n de permisos. Adema´s debe existir una relacio´n de herencia
(por generalizacio´n o agregacio´n) entre los sujetos destino y origen, ya que tienen que ser
padre e hijo, lo que se indica con el patro´n visual de la figura 5.52(a). Finalmente, para
mover u´nicamente aquellos permisos que definen todos los hijos de un sujeto, se restringe
la aplicacio´n de la tarea por medio del patro´n de la figura 5.52(b). El patro´n recibe como
entrada la relacio´n a mover y los sujetos fuente y destino. Las condiciones de aplicacio´n
comprueban que el permiso que se va a mover existe en todos los hijos del destino, ya sea
e´ste un rol (condicio´n de aplicacio´n X1–Y1) o un equipo (condicio´n de aplicacio´n X2–Y2).
(a) Patro´n pull relation (b) Patro´n constraint
Figura 5.52: Patrones visuales para configurar una tarea Pull
A continuacio´n, la accio´n elimina los permisos redundantes ejecutando las dos tareas
basadas en grama´ticas de grafos que muestra la figura 5.53. La tarea Flattening “aplana”
la jerarqu´ıa copiando los permisos de cada sujeto en todos sus hijos. Cada una de las reglas
de la tarea se encarga de la propagacio´n de permisos cuando el sujeto padre es un rol o
un equipo, respectivamente. Como las reglas se aplican tantas veces como sea posible, los
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permisos se propagara´n recursivamente hacia abajo por toda la jerarqu´ıa. Despue´s, la tarea
Eliminate redundancy recorre la jerarqu´ıa de abajo hacia arriba eliminando los permisos
redundantes. Sus tres reglas consideran las tres combinaciones posibles en la jerarqu´ıa: un
rol padre con un rol hijo, un equipo padre con un rol hijo, o un equipo padre con un equipo
hijo3. Las condiciones de aplicacio´n no permiten eliminar un permiso si lo tiene asignado
algu´n hijo directo, de tal modo que la eliminacio´n empiece en las hojas del a´rbol de jerarqu´ıa
y se vaya propagando hacia arriba nivel a nivel. Al “aplanar” la jerarqu´ıa antes de eliminar
las redundancias se consigue considerar no so´lo los casos en que el permiso esta´ definido
por un padre y su hijo, sino tambie´n cuando existe un nu´mero arbitrario de ancestros entre
ellos. Al contrario que las acciones anteriores, e´sta no esta´ guiada por un indicador, sino
que se aplica sobre toda la jerarqu´ıa de sujetos. En cualquier caso eso no constituye un
problema ya que el modelado de la seguridad de un sistema no suele implicar un gran
nu´mero de sujetos.
Figura 5.53: Especificacio´n de dos tareas basadas en grama´ticas de grafos
El procesamiento de una accio´n a lo largo de cierta estructura recursiva (en el ejemplo
anterior el borrado de permisos a lo largo de una jerarqu´ıa de sujetos) es muy comu´n en
transformacio´n de modelos. En [85] la autora de esta tesis colaboro´ en la definicio´n de
un nuevo tipo de reglas basadas en transformacio´n de grafos que facilita el tratamiento
de acciones recursivas, no teniendo que definir reglas adicionales para las fases de pre- y
post-procesamiento de la accio´n (tarea Flattening en el ejemplo).
3Un equipo no puede generalizar un rol
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Generacio´n del entorno visual usando AToM3
El modelo SLAMMER disen˜ado en los subapartados previos se utilizo´ para enriquecer
con herramientas de medicio´n y redisen˜o el entorno multi-vista creado para Labyrinth en
el apartado 5.1.1. Para ello, una vez especificado el meta-modelo y los distintos puntos de
vista de Labyrinth, se utilizo´ la herramienta para la especificacio´n de modelos SLAMMER
que esta´ integrada en AToM3 (ve´ase apartado 4.2.4 para una explicacio´n ma´s detallada
sobre las prestaciones de la herramienta). La herramienta se utilizo´ para definir un modelo
SLAMMER con un subconjunto de las medidas, indicadores, acciones y tareas expuestas
en los subapartados previos. La figura 5.54 muestra este modelo, as´ı como la edicio´n de
los atributos de la me´trica Profundidad de un Nodo que se encuentra en la parte superior
izquierda del modelo con el nombre Depth of Node. El atributo button de la me´trica esta´ se-
leccionado, lo que indica que en el entorno generado a partir de este modelo se incluira´ un
boto´n para poder realizar la medicio´n. Tambie´n esta seleccionado el atributo genReport,
y por tanto el resultado de la medicio´n se grabara´ en un informe para todos los valores
del dominio, ya que adema´s el atributo report tiene asignado el valor complete. Otro de
sus atributos, step, tiene como valor el patro´n visual que contiene la ventana etiquetada
con el nu´mero “3”. La interfaz para editar el patro´n visual contiene todos los elementos
del LVDE para el que se esta´ definiendo el entorno visual, y que en este caso son los de
meta-modelo Labyrinth.
Figura 5.54: Definicio´n del modelo SLAMMER para Labyrinth
En el modelo SLAMMER, la me´trica Profundidad de un Nodo tiene un indicador aso-
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ciado para valores iguales a 0 que dispara automa´ticamente la accio´n Create path from
root. Tal y como se explico´ anteriormente, la accio´n esta´ formada por una tarea que crea
un enlace directo desde el nodo inicial del modelo de navegacio´n a un nodo dado mediante
la regla de la figura 5.51. De ese modo, si el resultado de la medicio´n es 0 para algu´n nodo
(lo que significa que no existe un camino desde el nodo inicial que lleve al nodo) se crea
automa´ticamente un enlace para solucionar este error de disen˜o.
Por u´ltimo, como ejemplo de configuracio´n de una me´trica UserDefined, la figura 5.55
muestra la especificacio´n de la funcio´n de medicio´n de la Densidad del Mapa de Navegacio´n.
Esta me´trica tiene como dependencias las me´tricas NNL y NNC, lo cual significa que el
valor de estas u´ltimas puede usarse para el ca´lculo de la primera (ve´ase figura).
Figura 5.55: Definicio´n de la funcio´n de medicio´n de la me´trica DeNM
A partir de la definicio´n de Labyrinth AToM3 genero´ el entorno multi-vista del aparta-
do 5.1.1, pero donde adema´s la interfaz del repositorio contiene botones para poder ejecutar
las medidas, acciones y tareas disen˜adas en el modelo SLAMMER anterior (si su atributo
button estaba seleccionado). La nueva interfaz del repositorio para el entorno multi-vista
se muestra en la figura 5.56, donde los botones de color amarillo se generaron a partir del
modelo SLAMMER. Para realizar una medicio´n o ejecutar una accio´n basta con pulsar
sobre el boto´n correspondiente.
Figura 5.56: Repositorio enriquecido con botones para la medicio´n y redisen˜o de modelos
Por ejemplo, la figura 5.57(a) muestra el informe con el resultado de la medicio´n Pro-
fundidad de un nodo generado al pulsar el boto´n Calculate Depth Node para el modelo
5.2. Evaluacio´n emp´ırica del soporte para medidas y redisen˜os 201
de la figura 5.56. El informe muestra que no existe un camino desde el nodo Home al nodo
Information, ya que e´ste u´ltimo tiene una profundidad 0. En cambio se necesita un u´nico
paso de navegacio´n para llegar desde el nodo de inicio a los nodos Travel Fundings y
Forms, ya que la profundidad de estos u´ltimos es 1. Como ya se ha explicado, la me´trica
tiene asociado un indicador que dispara automa´ticamente una accio´n para crear un enla-
ce desde el nodo de inicio a aquellos nodos que tienen profundidad 0. Por tanto en este
ejemplo la accio´n se ejecuta para los nodos Home e Information dando como resultado el
modelo de la figura 5.57(b), donde se ha creado un nuevo enlace desde el nodo de inicio
al nodo Information. Aunque la accio´n tambie´n se ejecuta para el nodo Home en ese caso
no se crea un enlace que llegue al mismo. La razo´n es que la regla que se encarga de crear
dicho enlace especifica en su LHS que el destino del enlace no puede ser un nodo de inicio.
(a) Informe (b) Repositorio
Figura 5.57: Ejemplo de ejecucio´n de una accio´n guiada por el valor de un indicador
La figura 5.58(b) muestra otro informe, esta vez con el resultado de la me´trica Permisos
Heredados por un Sujeto para un sistema que incluye las vistas de la figura 5.58(a). Esos
modelos corresponden al diagrama de usuarios y a la tabla de permisos de un sistema
web para la administracio´n de una oficina de relaciones internacionales. En el informe
aparece reflejado el hecho de que los equipos definidos en el sistema no heredan ningu´n
permiso de sus ancestros. En cambio los roles Local.Stu y Visiting.Stu heredan tres
permisos de su equipo padre Student. En este caso la me´trica no tiene ningu´n indicador
asociado que dispare la ejecucio´n de una accio´n. En cambio resulta interesante sen˜alar
que para calcular el resultado de la medicio´n se utiliza informacio´n de distintas vistas del
sistema especificadas por separado, pero que se encuentran almacenadas y relacionadas en
el repositorio. Por ello la medicio´n se realiza internamente en el repositorio.
Por u´ltimo, como ejemplo de accio´n no guiada por indicadores de medidas y de la pro-
pagacio´n de cambios despue´s de un redisen˜o, se muestra la aplicacio´n del refactoring para
la eliminacio´n de permisos redundantes sobre el ejemplo anterior que incluye los modelos de
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(a) Modelos Labyrinth (b) Informe
Figura 5.58: Informe generado con informacio´n proveniente de distintos modelos
la figura 5.58(a). Para ejecutar el refactoring sobre el sistema se pulsa el boto´n Eliminate
Redundant Pe. que se encuentra en la interfaz del repositorio. Como se explico´ anterior-
mente, la accio´n primero sube los permisos definidos por todos los hijos de un sujeto a su
padre. Por esta razo´n los permisos de acceso a los nodos Information, Travel Fundings
y Forms se mueven desde los equipos Student, Professor e IRO.Staff al equipo padre
User que tienen en comu´n. A continuacio´n la accio´n elimina los permisos redundantes. En
el ejemplo los permisos redundantes son los que el rol Coordinator define sobre los nodos
Information, Travel Fundings y Forms, ya que los hereda del equipo User. Al igual que
ocurr´ıa en el ejemplo anterior, la ejecucio´n de esta accio´n utiliza informacio´n de distintas
vistas del sistema que se encuentran relacionadas en el repositorio. Por tanto la accio´n se
aplica al repositorio y el resultado se propaga mediante las reglas de consistencia a las
distintas vistas.
La figura 5.59 muestra la tabla de permisos resultante tras aplicar la accio´n en el
repositorio y realizar la propagacio´n de cambios. La tabla sigue conteniendo los equipos
IRO.Staff, Professor y Student, aunque no se muestran ya que el redisen˜o borra todas
sus asignaciones de permisos. En cambio, el diagrama de usuarios no se modifica tras
ejecutar la accio´n.
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Figura 5.59: Tabla de acceso tras la ejecucio´n de una accio´n y posterior propagacio´n de cambios
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5.3. Evaluacio´n anal´ıtica del marco
Las secciones previas de este cap´ıtulo realizaron una evaluacio´n emp´ırica de la facti-
bilidad y usabilidad del marco propuesto. En esta seccio´n se analiza la originalidad del
producto tecnolo´gico resultante (esto es, la extensio´n de AToM3 como implementacio´n
del marco propuesto) mediante su comparacio´n con las herramientas de meta-modelado
presentadas en la seccio´n 3.2.
Los resultados del ana´lisis se resumen en la tabla 5.1. La tabla muestra que´ herramientas
de meta-modelado definen algu´n mecanismo para facilitar la especificacio´n de las funciona-
lidades que muestra la primera columna, de tal modo que e´stas se encuentren disponibles
en los entornos visuales generados (celdas sen˜aladas, ve´ase seccio´n 3.2 para una descripcio´n
ma´s detallada de los mecanismos proporcionados). Si para obtener una funcionalidad so´lo
se dispone de un lenguaje de programacio´n en el que codificarla a mano desde cero, no se
tiene en cuenta en la tabla ya que eso no facilita el trabajo del desarrollador del entorno
visual. Por otro lado, so´lo se muestran las caracter´ısticas relevantes dentro del contexto de
esta tesis, y por tanto existen propiedades destacadas de algunas de ellas que no aparecen
reflejadas en la misma. Tambie´n debe tenerse en cuenta que algunas de esas herramientas
(por ejemplo DSL Tools, MetaEdit+ y GMF) tienen una implementacio´n comercial frente
































mu´ltiples vistas X X X X X






generacio´n de informes ∼ X
generacio´n de co´digo X
interoperabilidad baja media baja alta media baja alta
Tabla 5.1: Comparativa de herramientas de meta-modelado
Dentro de la tabla, la funcionalidad “comportamiento configurable” se refiere a la po-
sibilidad de poder configurar el comportamiento de los entornos generados. Recue´rdese
que en la extensio´n de AToM3 esto puede realizarse seleccionando diferentes patrones de
comportamiento para un LVDE multi-vista (borrado en cascada o conservativo, creacio´n
inteligente, etc.), as´ı como modificando los TGTSs de consistencia generados automa´tica-
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mente a partir de la descripcio´n del lenguaje. Respecto a la “generacio´n de informes”, so´lo
DSL Tools permite definir informes a medida mediante el uso de plantillas. En AToM3
los informes con los resultados de una medicio´n esta´n predefinidos. Por u´ltimo, la “inter-
operabilidad” se refiere a la capacidad de integracio´n de la herramienta con otras que le
proporcionen alguna de las funcionalidades bajo estudio.
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5.4. Conclusiones
El cap´ıtulo previo presento´ un marco para la definicio´n de LVDEs multi-vista que
permit´ıa definir mecanismos para la consistencia sinta´ctica y dina´mica de las vistas de un
sistema, el ana´lisis y verificacio´n de propiedades, la medicio´n de caracter´ısticas de calidad,
y el redisen˜o de modelos. El cap´ıtulo se completaba con la implementacio´n de un prototipo
que permit´ıa generar entornos visuales a partir de tales definiciones.
En este cap´ıtulo se ha realizado una evaluacio´n emp´ırica del marco propuesto utilizando
dicho prototipo para generar entornos visuales para LVDEs multi-vista en diversos dominios
de aplicacio´n, como son la web, las bibliotecas digitales y la simulacio´n. Para evaluar la
genericidad del marco tambie´n se genero´ un entorno para un pequen˜o subconjunto del
lenguaje de propo´sito general UML.
En todos los casos la definicio´n del entorno visual implico´ definir el meta-modelo del
lenguaje y el de sus puntos de vista. A partir de esta definicio´n el prototipo genero´ au-
toma´ticamente TGTSs para la consistencia sinta´ctica entre vistas. Los TGTSs se pueden
editar posteriormente para modificar el comportamiento generado por defecto. Adicional-
mente, la definicio´n de algunos de estos lenguajes se complemento´ con vistas sema´nticas
para el ana´lisis de propiedades en el dominio sema´ntico redes de Petri, patrones triples
para la anotacio´n de resultados, vistas orientadas a audiencia, y modelos SLAMMER con
la definicio´n de me´tricas y redisen˜os espec´ıficos del lenguaje.
A partir de estas definiciones se generaron automa´ticamente los entornos visuales para
los lenguajes. Estos entornos permiten aplicar los mecanismos de consistencia, ana´lisis, me-




Los cap´ıtulos iniciales de este documento analizaron la necesidad de entornos visualesque no fueran meras herramientas de dibujo y especificacio´n, sino que ayudaran a
obtener y controlar la calidad de los modelos especificados con ellas. Con este objetivo se
presentaron un conjunto de te´cnicas formales visuales para facilitar su construccio´n a partir
de una descripcio´n de alto nivel de los lenguajes y de los mecanismos para su ana´lisis,
medicio´n y redisen˜o. Llegados a este punto so´lo resta, por tanto, extraer y analizar los
resultados obtenidos.
Este cap´ıtulo comienza con un resumen de las conclusiones alcanzadas con la realizacio´n
de esta tesis, y enumera las aportaciones originales a las que ha dado lugar. Para concluir
presenta algunas l´ıneas de investigacio´n abiertas que podr´ıan constituir la continuacio´n de
este trabajo.
6.1. Conclusiones
El uso de modelos para representar el conocimiento es habitual en muchos dominios.
Por ejemplo, en Ingenier´ıa del Software se utilizan para el ana´lisis y disen˜o de sistemas, o
incluso para la generacio´n automa´tica de co´digo a partir de ellos. Para definir los modelos se
hace uso de entornos que desempen˜an un papel ma´s o menos activo en la tarea: pueden ser
meras herramientas de dibujo, o bien incorporar funcionalidades avanzadas para verificar
la consistencia sinta´ctica y sema´ntica de los modelos del sistema, analizarlos, medir sus
propiedades, sintetizar co´digo, generar informes, etc. Dado que la calidad exigida a los
productos software es cada vez mayor, resulta adecuado aplicar te´cnicas para asegurar su
calidad desde las etapas iniciales del desarrollo, tarea para la que las herramientas del
segundo tipo son esenciales. Por tanto, las herramientas de dibujo no son suficientes, sino
que se necesitan entornos de modelado con una mayor funcionalidad.
Desarrollar tales entornos no es sencillo y requiere de tiempo y personal experto. Por
eso la tendencia actual es facilitar su generacio´n a partir de especificaciones de alto nivel
(al estilo del DSDM). Aunque existen muchos enfoques y herramientas para ello, la ma-
yor´ıa genera simples editores de diagramas. Sin embargo, existen a´mbitos en el campo de
la informa´tica (como el DSDM) que requieren herramientas ma´s funcionales que integren
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aspectos para el control de la calidad. Por ese motivo la presente tesis ha propuesto un
marco para la generacio´n de entornos de modelado que proporcionen consistencia entre las
vistas de un sistema e integren mecanismos de ana´lisis, medicio´n y redisen˜o adaptados al
LVDE usado en el entorno. Los entornos se generan a partir de descripciones formales y
visuales (meta-modelado y transformacio´n de grafos). A continuacio´n se incluye una discu-
sio´n sobre los mecanismos concretos que propone dicho marco, as´ı como del por que´ usar
TGTSs dentro del mismo.
Sistemas de transformacio´n de grafos triples. Parte del marco propuesto utiliza TGTSs
como lenguaje para la transformacio´n de modelos con distintos propo´sitos. La razo´n
de usarlos es su naturaleza formal y visual, y su capacidad para expresar relaciones
entre modelos. Esta capacidad tambie´n esta´ presente en el lenguaje QVT, y de hecho
los principales resultados presentados (ej. consistencia entre vistas o transformacio´n
modelo-a-modelo) ser´ıan implementables con la parte visual de QVT sin muchos
cambios. No obstante, existen varias razones que llevaron a elegir TGTSs en vez de
QVT. En primer lugar, al empezar a trabajar en esta tesis no exist´ıa una definicio´n
para QVT, y por tanto no era una opcio´n a tener en cuenta. Hoy en d´ıa QVT es
una realidad, esta´ definido como un esta´ndar, y tiene una mayor riqueza expresiva
que los TGTSs. Sin embargo esta´ definido de manera semi-formal, no proporciona
te´cnicas para el ana´lisis de la terminacio´n o confluencia de las transformaciones, y no
existen herramientas que soporten su sintaxis visual al completo. Entre las ventajas
de los TGTSs esta´n: su naturaleza formal; la existencia de herramientas que lo im-
plementan; que las reglas utilizan la sintaxis concreta del LVDE por ser ma´s intuitiva
(QVT utiliza la abstracta); y que el concepto de grafo triple permite definir relaciones
entre modelos ma´s complejas que QVT, donde las relaciones son expl´ıcitas y pueden
contener atributos, y de hecho la relacio´n entre los modelos es un grafo (muy u´til
para el caso de transformaciones complejas, para definir elementos auxiliares de la
transformacio´n o para almacenar informacio´n relevante sobre la misma). Su menor
expresividad se puede mejorar combina´ndolos con lenguajes imperativos de control,
y algunos trabajos recientes esta´n orientados a definir estructuras de control ma´s
avanzadas embebidas en las reglas [58, 60, 85].
La similitud entre TGTSs y QVT [155] ya ha sido sen˜alada por diversos autores, y de
hecho existen trabajos que intentan acercarlos o que presentan los TGTSs como una
implementacio´n formal (para una parte) de QVT [109]. Siguiendo este razonamiento,
no es descabellado considerar que esta tesis esta´ alineada con conceptos presentes en
los esta´ndares de la OMG para el modelado de sistemas, pero opta por usar TGTSs
en vez de QVT por su cara´cter formal y la presencia de herramientas.
Finalmente, cabe destacar lo u´til que resulto´ usar AGG para depurar los diversos
TGTSs y detectar problemas de confluencia que hab´ıan pasado inadvertidos en una
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primera versio´n de los mismos. Si bien es cierto que AGG detecta bastantes pares
cr´ıticos que no pueden darse en la realidad (lo que se podr´ıa mitigar con una herra-
mienta de ana´lisis espec´ıfica para TGTSs), tambie´n es verdad que permite detectar
conflictos que se hab´ıan pasado por alto.
Generacio´n de entornos multi-vista. Para generar entornos multi-vista se propone
definir los puntos de vista del LVDE mediante meta-modelos que son subconjuntos o
proyecciones de un meta-modelo global que los relaciona. La consistencia sinta´ctica
entre vistas se obtiene activamente mediante la aplicacio´n de TGTSs que se gene-
ran automa´ticamente a partir de los meta-modelos. Estos TGTSs proporcionan una
implementacio´n del patro´n Modelo-Vista-Controlador: cuando una vista cambia, un
TGTS copia los cambios a un repositorio interno que contiene la suma (col´ımite)
de todas las vistas, desde el cual otro grupo de TGTSs propagan los cambios a las
vistas afectadas. En la literatura existen otros enfoques para resolver el problema de
la consistencia, siendo e´sta una de las pocas funcionalidades estudiadas en la tesis
para las que otras herramientas de meta-modelado dan soporte. En comparacio´n con
el resto de enfoques, el aqu´ı presentado tiene la ventaja de ser visual y por tanto fa-
cilita la modificacio´n de las reglas de consistencia generadas para implementar otros
comportamientos. Adema´s, la naturaleza formal de los TGTSs permite su ana´lisis
para demostrar si dichas modificaciones afectan o no a la terminacio´n o confluencia
de los mismos (tal y como se ha demostrado para las reglas generadas por defecto).
Tambie´n es relevante el hecho de poder configurar el funcionamiento del entorno vi-
sual segu´n distintos paradigmas de comportamiento, lo que se consigue mediante la
generacio´n del conjunto de reglas triples apropiado en cada caso.
Respecto a la definicio´n del LVDE multi-vista en s´ı, la implementacio´n en otras he-
rramientas de meta-modelado suele realizarse en la direccio´n contraria a la propuesta:
en vez de partir de la definicio´n de un meta-modelo u´nico del que extraer los puntos
de vista, parten de la definicio´n de los puntos de vista y construyen su col´ımite a
trave´s de las clases con el mismo nombre, o definiendo expl´ıcitamente referencias en-
tre los elementos equivalentes de los puntos de vista. Cada enfoque tiene sus ventajas
e inconvenientes. Por un lado, el partir de un meta-modelo u´nico permite definir en e´l
elementos auxiliares que no pertenecen al lenguaje y por tanto no se usan en ningu´n
punto de vista, pero que pueden ser u´tiles para otros propo´sitos como la simulacio´n
o el ana´lisis. El cap´ıtulo 5 de este documento presento´ un ejemplo pra´ctico con el
entorno generado para el lenguaje VisMODLE, cuyo repositorio conten´ıa elementos
auxiliares para la animacio´n del repositorio que no se inclu´ıan en ninguno de los
puntos de vista del lenguaje. Como desventaja, este enfoque requiere algo ma´s de
trabajo para el desarrollador del entorno visual, pues aparte de los puntos de vista
debe definir el meta-modelo global. Esto se atenu´a en la implementacio´n realizada,
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donde el meta-modelo global se copia a los puntos de vista y lo u´nico que hay que
hacer es borrar elementos de estos u´ltimos.
Por u´ltimo, el que los puntos de vista sean subconjuntos del meta-modelo global es
una limitacio´n de la implementacio´n realizada que facilita la generacio´n de las reglas,
pero no es una restriccio´n del enfoque. De hecho, en ocasiones puede ser interesan-
te an˜adir elementos auxiliares en las vistas (ej. para simulacio´n o ana´lisis) que no
queremos incluir en el repositorio u´nico. Desde esta perspectiva, las vistas sema´nti-
cas pueden considerarse un punto de vista especial que no es de especificacio´n, sino
de ana´lisis, y cuyos elementos no pertenecen al lenguaje. Otra aplicacio´n donde esto
puede ser u´til es la definicio´n de LVDEs con sintaxis abstracta y concreta muy distin-
tas (ej. hay elementos de la sintaxis abstracta sin representacio´n gra´fica, o viceversa,
varios elementos de la sintaxis abstracta se representan como uno solo en la concreta,
etc.). En ese caso las vistas podr´ıan contener la sintaxis concreta del lenguaje, el re-
positorio su sintaxis abstracta, y los TGTSs construir´ıan la sintaxis abstracta de los
modelos mientras los usuarios trabajan con la concreta. En consecuencia se podr´ıan
tener relaciones arbitrarias entre las dos sintaxis [86].
Cabe sen˜alar que au´n no existe una propuesta definitiva para la definicio´n de vistas
por parte de la OMG dentro de su lenguaje QVT.
Vistas derivadas y orientadas a audiencia. En ambos casos se ha propuesto el uso
de patrones visuales para expresar de forma declarativa y visual consultas sobre
modelos. Su principal aportacio´n es que el resultado de la consulta se construye eje-
cutando un TGTS generado automa´ticamente a partir del patro´n, el cual proporciona
mecanismos de sincronizacio´n entre el modelo base y la vista derivada. Cuando se
definieron se tomo´ la decisio´n de no proporcionar sincronizacio´n bidireccional, sino
so´lo propagacio´n de cambios desde el modelo base al resultante de la consulta. A pe-
sar de ello ser´ıa fa´cil generar un TGTSs para propagar cambios en la otra direccio´n.
De esa forma los cambios en el resultado de una consulta se propagar´ıan al modelo
base mediante el nuevo TGTS, y desde all´ı al resto de vistas mediante las reglas de
consistencia.
Existen diversos aspectos de los patrones visuales de consulta que podr´ıan mejorar-
se. En primer lugar habr´ıa que dotarles de una mayor riqueza expresiva, ya que no
permiten definir consultas muy complejas, so´lo condiciones positivas o negativas in-
dependientes que afectan a elementos sencillos. En ese sentido, otros lenguajes como
OCL son ma´s ricos (aunque e´ste en concreto no proporciona mecanismos de sincro-
nizacio´n). Por otro lado, se ha detectado que los patrones resultan ma´s intuitivos
para definir vistas orientadas a audiencia que vistas derivadas. Esto se debe a que
los elementos a obtener se tienen que especificar mediante un meta-modelo, el cual
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no tiene por que´ conocer el usuario final del entorno de modelado. Tambie´n es cierto
que e´se es el enfoque que siguen lenguajes de consulta tan conocidos como SQL,
donde el constructor de la consulta debe conocer el esquema de la base de datos. Una
posible solucio´n ser´ıa que, en vez de especificar los elementos a obtener mediante un
meta-modelo, e´stos se indicaran usando su sintaxis concreta y a partir de ella derivar
internamente el meta-modelo impl´ıcito.
Integracio´n de mecanismos de ana´lisis. Para integrar mecanismos de ana´lisis en los
entornos generados mediante meta-modelado, se ha sugerido complementar la defi-
nicio´n de los LVDEs con vistas sema´nticas. E´stas son vistas del sistema de “so´lo-
lectura” expresadas en un formalismo que permite el ana´lisis, simulacio´n o verifica-
cio´n de propiedades de intere´s. Para ello, el desarrollador del entorno debe definir un
TGTSs que transforme la vista a analizar al formalismo seleccionado, el mecanismo
de ana´lisis de la propiedad a verificar, y el modo de anotar el resultado obtenido
sobre el modelo original mediante patrones triples.
Debe sen˜alarse que la idea de analizar y verificar sistemas mediante su transforma-
cio´n a otros dominios sema´nticos no es nueva, sino que ha demostrado ser u´til en
muchos campos de aplicacio´n [92, 121, 175, 184, 186, 192]. En cambio, la definicio´n
de mecanismos de anotacio´n generales no se ha tenido mucho en cuenta, a pesar de
que esa es la u´nica forma de que el usuario del entorno final sepa el significado de lo
que esta´ analizando. La utilizacio´n de TGTSs para realizar la transformacio´n permite
crear correspondencias entre los modelos origen y destino, las cuales se utilizan para
realizar la posterior anotacio´n de resultados. Para especificar la anotacio´n resulta
bastante natural usar patrones triples indicando lo que se quiere anotar y co´mo se
quiere notar.
Integracio´n de mecanismos de medicio´n y redisen˜o. Para cubrir este objetivo se ha
definido un LVDE denominado SLAMMER que permite definir me´tricas y redisen˜os
para un LVDE dado. El enfoque tiene la ventaja de ser independiente del dominio y
del lenguaje, y fa´cilmente configurable para LVDEs arbitrarios. El lenguaje contiene
un conjunto de me´tricas predefinidas configurables para un LVDE mediante patrones
visuales, y permite crear me´tricas nuevas, componer me´tricas para definir otras ma´s
complejas y ejecutar automa´ticamente redisen˜os con objeto de mejorar el valor de
una me´trica. Los redisen˜os se especifican bien textualmente, mediante transformacio´n
de grafos, o configurando una plantilla de las proporcionadas para sencillas tareas
predefinidas.
El enfoque desarrollado para definir me´tricas gene´ricas mejora otros existentes en la
literatura porque desacopla el meta-modelo de las me´tricas y el meta-modelo que
contiene los conceptos del LVDE al que se aplica. De este modo las me´tricas de
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SLAMMER son totalmente independientes del dominio y del lenguaje, y pueden
aplicarse a cualquier LVDE. Por el contrario, el estado del arte mostro´ que las pro-
puestas existentes suelen estar orientadas a un dominio concreto. El uso de patrones
permite un alto nivel de abstraccio´n y reusabilidad (un mismo patro´n utilizado en
distintas me´tricas medira´ propiedades muy distintas) y hace fa´cil la configuracio´n
de me´tricas de manera gra´fica y declarativa. Adema´s, SLAMMER incluye entidades
para modelar acciones y su relacio´n con me´tricas, hacie´ndolo ma´s completo para el
remodelado de software.
Aunque el nu´mero de me´tricas predefinidas en SLAMMER es pequen˜o, su aplicacio´n
al lenguaje Labyrinth demuestra que cubren la medicio´n de bastantes caracter´ısticas
de un modelo de disen˜o. Por ejemplo, el taman˜o puede ser una medida de la com-
plejidad del sistema, las medidas de similitud o elementos relacionados se pueden
usar como medidas de la cohesio´n, etc. Todas estas me´tricas esta´n pensadas para ser
calculadas automa´ticamente a partir de los modelos, esto es, SLAMMER no propor-
ciona soporte para me´tricas de tipo subjetivo. Por otro lado, SLAMMER permite
la definicio´n de nuevas me´tricas mediante composicio´n de otras me´tricas o codifi-
cando la funcio´n de medicio´n. Aqu´ı una posible mejora ser´ıa poder utilizar patrones
para medir propiedades de los modelos, cuyo resultado pudiese usarse en el co´digo
especificado.
Respecto a las acciones, su divisio´n en tareas dentro de SLAMMER fomenta la re-
utilizacio´n. Sin embargo, la ejecucio´n de tareas secuencial parece insuficiente, y por
tanto ser´ıa necesario definir un lenguaje de control de flujo ma´s expresivo que in-
cluyera bucles, ejecucio´n condicional, etc. Eso asemejar´ıa el lenguaje propuesto a un
lenguaje de accio´n sema´ntica [182]. Respecto a la decisio´n de utilizar transformacio´n
de grafos para la especificacio´n de tareas, se tomo´ debido a su naturaleza formal
y a la existencia de diversos trabajos que avalan su utilidad para el refactoring de
modelos [58, 104, 133]. Finalmente, el conjunto de tareas predefinidas en SLAMMER
(que son las basadas en plantillas) puede ahorrar trabajo al desarrollador del entorno
visual, aunque deber´ıa ampliarse para permitir manipulaciones ma´s complejas.
La factibilidad del marco se ha demostrado mediante la construccio´n de un prototipo
que toma como base la herramienta de meta-modelado AToM3, y permite la generacio´n
de entornos visuales para LVDEs multi-vista con mecanismos de consistencia entre vis-
tas, ana´lisis, medicio´n y redisen˜o espec´ıficos del lenguaje. Su utilidad ha quedado patente
mediante la construccio´n de entornos de modelado para LVDEs en distintos a´mbitos.
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6.2. Aportaciones
La principal aportacio´n de esta tesis ha consistido en definir un marco formal y visual
para la generacio´n de entornos para LVDEs multi-vista con capacidad para controlar la
calidad de los modelos descritos con tales lenguajes (y, en consecuencia, la calidad del
sistema que definen). Los entornos se generan automa´ticamente a partir de una descripcio´n
de alto nivel del lenguaje y de los mecanismos de control de calidad. Entre estos u´ltimos
es posible definir mecanismos de consistencia sinta´ctica y sema´ntica entre vistas, me´todos
formales ocultos para el ana´lisis del sistema (y donde los resultados se expresan en te´rminos
del lenguaje visual para el que se genera el entorno), vistas de “so´lo-lectura” orientadas
a un tipo concreto de audiencia con la informacio´n del sistema que le interesa, me´tricas
y redisen˜os espec´ıficos para el lenguaje, y deteccio´n de “malos olores” que proponen la
ejecucio´n de acciones predefinidas para su eliminacio´n.
El objetivo final de las te´cnicas presentadas es ayudar a los desarrolladores a construir
entornos visuales en menos tiempo y con un menor coste de mantenimiento. Adema´s, los
entornos generados proporcionan gran parte de la funcionalidad que las herramientas CASE
desarrolladas de manera tradicional (esto es, codificadas a mano) poseen, ayudando a los
usuarios no so´lo a dibujar los modelos del disen˜o de sus sistemas, sino tambie´n a verificar
su correccio´n y a controlar y mejorar algunas de sus caracter´ısticas. Esto hace factible la
integracio´n de tales herramientas en procesos de desarrollo software para el modelado de
sistemas en dominios de aplicacio´n reales.
A continuacio´n se detallan los resultados obtenidos ma´s relevantes. Para cada uno se
indica, adema´s, que´ objetivos de los planteados en el cap´ıtulo inicial cubren:
Formalizacio´n de los sistemas de transformacio´n de grafos triples tipados atribuidos
(ve´ase ape´ndices C y D), que constituyen un lenguaje formal, visual y declarativo
especialmente adecuado (entre otras cosas) para la transformacio´n modelo-a-modelo.
En ese caso los modelos origen y destino de la transformacio´n son dos de los grafos
del grafo triple, mientras que el tercero incluye relaciones entre los primeros. Al ser
un lenguaje formal es posible verificar propiedades de las transformaciones, como
su confluencia o terminacio´n. Aunque la formalizacio´n de estos sistemas no resuelve
directamente ninguno de los objetivos planteados inicialmente, se utiliza como base
para la resolucio´n de algunos de ellos.
Formalizacio´n de los LVDEs multi-vista, lo que incluye mecanismos adecuados para
la consistencia sinta´ctica entre vistas. En concreto, el LVDE se define mediante un
meta-modelo u´nico del cual los puntos de vista son subconjuntos. La interseccio´n
entre cada dos puntos de vista identifica las interdependencias. A partir de esta de-
finicio´n se generan automa´ticamente un conjunto de sistemas de transformacio´n de
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grafos triples (para distintos paradigmas de comportamiento) cuya ejecucio´n garanti-
za la consistencia entre vistas del sistema. Los sistemas de transformacio´n se pueden
modificar o incrementar con nuevas reglas que implementen restricciones sema´nticas
adicionales. (Objetivos O1.1, O1.2)
Definicio´n de un mecanismo para la integracio´n de me´todos formales ocultos en en-
tornos de modelado generados mediante meta-modelado, y que permitan verificar
la sema´ntica dina´mica del sistema y otras propiedades de intere´s. El mecanismo se
basa en la transformacio´n de los modelos del sistema a un dominio sema´ntico para su
ana´lisis posterior. Aunque el enfoque no es novedoso (salvo por el lenguaje de trans-
formacio´n utilizado, que son sistemas de transformacio´n de grafos triples), s´ı que son
aportaciones relevantes:
• el uso de patrones visuales triples para anotar los resultados del ana´lisis en el
dominio sema´ntico a la notacio´n original, que es la que conoce el usuario del
entorno.
• la integracio´n de tales te´cnicas durante la definicio´n de un entorno visual, de
tal modo que cuando e´ste se genera integra los mecanismos de ana´lisis definidos
que son adecuados para el LVDE concreto, y cuyos resultados se muestran en
te´rminos del LVDE.
• la flexibilidad de poder tener en un entorno de modelado distintos dominios
sema´nticos, cada uno para realizar distintos tipos de ana´lisis.
(Objetivos O1.3, O1.4)
Definicio´n de un lenguaje de consultas visual para modelos. El lenguaje tambie´n
se puede usar para definir puntos de vista de un LVDE que son de “so´lo-lectura”,
y que permiten obtener una vista con informacio´n parcial del sistema que puede
resultar de intere´s para determinado tipo de audiencia. En ambos casos la consulta
se expresa mediante patrones visuales a partir de los cuales se genera un sistema de
transformacio´n de grafos triple para la sincronizacio´n de los modelos base y derivado
frente a posteriores modificaciones del primero. (Objetivo O1.5)
Definicio´n de un LVDE para facilitar la definicio´n de me´tricas y redisen˜os espec´ıficos
del dominio y del lenguaje, donde adema´s los primeros se pueden utilizar para guiar
la ejecucio´n de los segundos. Los modelos implementados con tal lenguaje se utilizan,
adema´s, para generar automa´ticamente herramientas de medicio´n y redisen˜o que se
integran en los entornos de modelado generados. (Objetivos O2.1, O2.2, O2.3, O2.4)
Implementacio´n de prototipos del marco propuesto, as´ı como su aplicacio´n en la ge-
neracio´n de herramientas de modelado para LVDEs en distintos dominios. (Objetivos
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O1.6, O2.5)
Las aportaciones enumeradas tienen impacto en la comunidad de Lenguajes Visuales
por dos razones. En primer lugar, las te´cnicas propuestas (transformacio´n de grafos, patro-
nes y LVDEs) son un ejemplo pra´ctico de utilizacio´n de te´cnicas visuales para la resolucio´n
de problemas, en este caso la generacio´n de herramientas CASE. En segundo lugar, las
herramientas generadas con el enfoque propuesto integran mecanismos para controlar la
calidad de modelos expresados mediante notaciones visuales (de dominio espec´ıfico), me-
canismos que adema´s capturan conocimiento del lenguaje y su dominio de aplicacio´n al
estar definidos expresamente para ellos.
Las aportaciones de la tesis tambie´n son relevantes en la comunidad de transformacio´n
de grafos, ya que incluyen la formalizacio´n de los sistemas de transformacio´n de grafos
triples como base (formal) para la transformacio´n modelo-a-modelo. Dentro del contexto
de esta tesis su uso se aplica a la definicio´n de mecanismos de consistencia entre vistas
de un sistema, el ana´lisis basado en me´todos formales ocultos y la sincronizacio´n entre un
modelo base y uno derivado.
Por u´ltimo, facilitar la creacio´n ra´pida de herramientas de modelado con funcionalidades
an˜adidas como el ana´lisis, medicio´n o redisen˜o de modelos espec´ıficos del lenguaje puede
beneficiar a diversas comunidades, entre las cuales destacan las dedicadas al desarrollo
dirigido por modelos por necesitar de tales herramientas para desplegar todo su potencial.
6.3. L´ıneas de trabajo futuro
La realizacio´n de este trabajo abre la puerta a l´ıneas de trabajo futuro que comprenden
extensiones a lo aqu´ı presentado, as´ı como otras l´ıneas de investigacio´n complementarias.
A continuacio´n se describen las ma´s relevantes.
6.3.1. Extensiones al trabajo realizado
Algunas ampliaciones al trabajo presentado, realizables a corto o medio plazo, son las
siguientes:
Integrar mecanismos de ana´lisis para TGTSs en AToM3. De este modo se evitar´ıa
tener que especificar cada TGTS dos veces: una en AToM3 y otra en la herramienta
de ana´lisis. Una posibilidad ser´ıa usar AGG de manera interna. De hecho, AToM3
permite exportar grama´ticas de grafos al formato de representacio´n que usa AGG [49].
Aun as´ı, esta funcionalidad no es aplicable directamente sobre TGTSs ya que requiere
realizar previamente un “aplanado” del grafo triple (representacio´n de funciones de
correspondencia como relaciones y de asociaciones como nodos), y construir NACs
expl´ıcitas para el caso de funciones indefinidas en la parte izquierda de las reglas.
216 6. Conclusiones
Otra opcio´n ser´ıa desarrollar mecanismos de ana´lisis propios para TGTSs. Aunque
esto resultar´ıa ma´s costoso de implementar, quiza´s permitir´ıa ajustar ma´s el resultado
de los ana´lisis y acotar el rango de estudio tomando en cuenta la estructura de los
grafos triples.
Ampliar la riqueza expresiva de los patrones visuales de consulta utilizados para la
obtencio´n de vistas derivadas. Por ejemplo, algunas extensiones que pueden contribuir
a ello son la generalizacio´n de restricciones positivas y negativas para actuar sobre
grafos en vez de sobre elementos sencillos, la inclusio´n de restricciones condicionales
p⇒ q, y la utilizacio´n de conectores lo´gicos (∨,∧) entre las restricciones de un patro´n.
Otro punto de extensio´n ser´ıa dotarles de la capacidad de obtener vistas derivadas
que sean abstracciones de los modelos consultados, de manera que el resultado de
la consulta sea una simplificacio´n o una vista de mayor nivel de abstraccio´n de los
mismos (por ejemplo, haciendo que un conjunto de clases relacionadas se muestre
como una sola clase que las representa).
Extender el conjunto de me´tricas y tareas configurables en SLAMMER. Entre ellas,
la inclusio´n de me´tricas subjetivas implicar´ıa el modelado de la interaccio´n con el
usuario. Tambie´n se podr´ıa definir un lenguaje imperativo para controlar el flujo
de ejecucio´n de tareas dentro de una accio´n, permitiendo ramificacio´n condicional o
bucles.
Extender SLAMMER para permitir la definicio´n de mecanismos de ana´lisis cuyo
resultado pueda disparar la ejecucio´n de acciones, tal como se hace con los valores
extremos de las me´tricas. As´ı el ana´lisis actuar´ıa como detector de “malos olores” en
casos donde la medicio´n es insuficiente, como por ejemplo si requiere el estudio de la
consistencia dina´mica de las vistas de un disen˜o.
Un enfoque alternativo para el mismo propo´sito consistir´ıa en extender los me´todos
de ana´lisis para vistas sema´nticas en lenguajes multi-vista con atributos para espe-
cificar valores extremos y ejecucio´n de acciones. La definicio´n actual de los me´todos
de ana´lisis ya permite especificar acciones que se ejecutan tras realizar el ana´lisis,
pero e´stas se tienen que especificar de manera textual. No obstante, disponer de un
lenguaje de acciones facilitar´ıa la tarea, para lo cual se podr´ıa reutilizar el paquete
para la definicio´n de acciones que proporciona SLAMMER.
Extender SLAMMER con un paquete adicional para la personalizacio´n de informes
distintos de los que ya se generan. Eso permitir´ıa obtener informes a la medida para
cada tipo de me´trica definido por el disen˜ador del entorno, configurando en cada caso
la informacio´n a mostrar y el tipo de representacio´n ma´s adecuado de los resultados:
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tabular (que es la que proporciona la implementacio´n actual), diagramas de barras,
gra´ficas, etc.
Un enfoque distinto para la representacio´n de medidas ser´ıa su anotacio´n a los mode-
los del sistema de un modo similar al utilizado en la herramienta MetricView [137],
en cuyo caso habr´ıa que extender SLAMMER para permitir la definicio´n de tales
mecanismos de anotacio´n.
Mejorar la eficiencia de los entornos visuales que se generan con el prototipo im-
plementado, principalmente en lo referente a tiempos de carga y ejecucio´n de los
sistemas de transformacio´n de grafos triples que utilizan. Esos entornos utilizan un
motor de transformacio´n de grafos que ya exist´ıa en la herramienta y que estaba
disen˜ado para la animacio´n de modelos, pero que no resulta el ma´s adecuado para el
tipo de transformaciones usadas en el marco propuesto porque la mayor´ıa se ejecutan
internamente y no hay manipulacio´n gra´fica de objetos (algo que ralentiza mucho su
aplicacio´n).
Tambie´n referente a la implementacio´n de la propuesta, una extensio´n que resultar´ıa
u´til en campos como el modelado multi-paradigma ser´ıa ampliar el prototipo para
permitir la definicio´n de puntos de vista que no este´n restringidos al meta-modelo
global.
6.3.2. L´ıneas de investigacio´n abiertas
Independientemente de las extensiones mencionadas en el apartado anterior sobre el
trabajo ya realizado, existen varias l´ıneas de investigacio´n que complementar´ıan la pro-
puesta presentada para la generacio´n de entornos de modelado ma´s ricos. Como muestra
se detallan algunas a continuacio´n:
Generacio´n mediante meta-modelado de entornos visuales basados en patrones de
disen˜o. Como se ha visto, el presente trabajo propon´ıa utilizar redisen˜os predefinidos
e integrados en los entornos generados para, por ejemplo, reestructurar automa´tica-
mente los disen˜os existentes de un sistema hacia patrones de disen˜o del dominio de
aplicacio´n. Sin embargo, en ocasiones puede resultar deseable que los entornos parti-
cipen ma´s activamente guiando al usuario en la aplicacio´n de tales patrones a priori
o durante el proceso de especificacio´n de los modelos de disen˜o. Para ello, algunas
funcionalidades interesantes en los entornos de modelado generados podr´ıan ser:
• facilitar un cata´logo de patrones clasificados segu´n el tipo de problema que
permiten resolver y co´mo aplicarlos.
• la identificacio´n de patrones aplicables, ya sea segu´n se esta´ realizando el disen˜o
o sobre un modelo dado.
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• completar automa´ticamente partes del disen˜o segu´n patrones.
Idealmente, y siguiendo el enfoque basado en te´cnicas visuales utilizado en esta tesis,
tales mecanismos deber´ıan generarse a partir de una descripcio´n de alto nivel de los
patrones de disen˜o que complementara el meta-modelo del LVDE, al estilo de [27, 46].
Inclusio´n de patrones de interaccio´n complejos en entornos generados mediante meta-
modelado. Estos entornos suelen ofrecer mecanismos de interaccio´n fijos que dependen
de la herramienta de meta-modelado utilizada para generarlos, lo cual impone una
serie de restricciones en las interfaces generadas. Para ello ser´ıa necesario enriquecer
la definicio´n del LVDE con informacio´n adicional especificando, por ejemplo:
• relaciones espaciales entre los elementos del lenguaje, como la de “contenido”
en el caso de los estados de un statechart o “adyacencia” en el caso de los
cuadros de un tablero de ajedrez. Tambie´n se necesitar´ıa especificar la sema´ntica
concreta de la relacio´n dependiendo del lenguaje espec´ıfico, por ejemplo para
determinar si el borrado de un contenedor implica o no el borrado de todos sus
contenidos [28, 29, 86].
• paradigmas de interaccio´n, como “objeto-accio´n” u “accio´n-objeto” [29, 86].
Generacio´n de entornos para lenguajes multi-vista que integren vistas gra´ficas (visua-
les) y vistas textuales. Esta necesidad viene derivada del hecho de que, al especificar
un sistema, es frecuente que algunos aspectos se expresen de modo ma´s natural uti-
lizando una notacio´n textual, mientras que otros sean ma´s intuitivos mediante su
representacio´n gra´fica. Por ejemplo, UML tiene partes gra´ficas, como los diagramas
de clases o las ma´quinas de estados, mientras que otras partes son ma´s adecuadas
para una representacio´n textual, como la sema´ntica de accio´n o las restricciones OCL
que se usan para enriquecer los diagramas.
As´ı pues, el trabajo de investigacio´n presentado en esta tesis se podr´ıa generalizar
para la generacio´n automa´tica de entornos para LDEs multi-vista incluyendo aspectos
visuales y textuales [150]. Esto implicar´ıa extender los mecanismos proporcionados
para la definicio´n del lenguaje, la consistencia entre vistas, la propagacio´n de cambios
entre vistas del mismo o de distinto tipo, el ana´lisis del sistema y posterior anotacio´n
de resultados ya sea sobre un modelo gra´fico o sobre texto, y la definicio´n de vistas
derivadas.
Ape´ndice A
Introduccio´n a Teor´ıa de Categor´ıas
Este ape´ndice incluye una introduccio´n a diversos conceptos catego´ricos usados a lo lar-go del presente documento, principalmente en las secciones 2.2 y 4.1 y en los ape´ndi-
ces C y D. El ape´ndice comienza definiendo que´ es una categor´ıa y proporcionado diversos
ejemplos; a continuacio´n analiza los tipos ma´s importantes de morfismo (isomorfismos,
epimorfismos y monomorfismos); prosigue presentando algunas construcciones catego´ricas
ba´sicas, entre las que se encuentran pushouts, pullbacks y col´ımites; continu´a con la defini-
cio´n de categor´ıa HLR adhesiva; y finaliza mostrando las categor´ıas funtor y las categor´ıas
coma como mecanismo para la construccio´n de nuevas categor´ıas. Las definiciones perte-
necen a [61], y los ejemplos esta´n basados principalmente en [61, 84]. Para una descripcio´n
ma´s detallada de estos y otros conceptos catego´ricos consultar [117]. Para una descripcio´n
ma´s intuitiva e informal de los conceptos ba´sicos consultar [123].
A.1. Categor´ıas
Una categor´ıa es una estructura matema´tica formada por objetos y morfismos, con una
operacio´n de composicio´n sobre los morfismos y un morfismo identidad para cada objeto.
Definicio´n 1. (Categor´ıa) Una categor´ıa C = (ObC ,MorC , ◦, id) se define mediante:
una clase ObC de objetos;
para cada par de objetos A,B ∈ ObC, un conjunto MorC(A,B) de morfismos;
para todos los objetos A,B,C ∈ ObC, una operacio´n de composicio´n ◦(A,B,C) :
MorC(B,C)×MorC(A,B)→MorC(A,C); y
para cada objeto A ∈ ObC, un morfismo identidad idA ∈MorC(A,A),
tal que se cumplen las siguientes propiedades:
1. asociatividad: para todos los objetos A,B,C,D ∈ ObC y morfismos f : A → B,
g : B → C y h : C → D, se cumple que (h ◦ g) ◦ f = h ◦ (g ◦ f).
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2. identidad: para todos los objetos A,B ∈ ObC y morfismos f : A→ B, se cumple que
f ◦ idA = f y idB ◦ f = f .
Observacio´n. En vez de f ∈MorC(A,B) escribiremos f : A→ B sin usar el ı´ndice para la
composicio´n. Para tal morfismo f , A se denomina su dominio y B su codominio.
Ejemplo. (Categor´ıas) A continuacio´n se muestra un conjunto de categor´ıas de ejemplo,
algunos de cuyos conceptos se usan en el ape´ndice C para la definicio´n de grafos triples.
1. El ejemplo ba´sico de categor´ıa es la categor´ıa Sets, donde los objetos son todos los
conjuntos y los morfismos son las funciones f : A→ B entre conjuntos. La composi-
cio´n de dos morfismos f : A → B y g : B → C se define como (g ◦ f)(x) = g(f(x))
para todo x ∈ A. La identidad es la correspondencia ide´ntica idA : A→ A : x 7→ x.
2. La categor´ıa Graphs tiene grafos como objetos, y morfismos de grafo como morfis-
mos. En esta categor´ıa, un grafo (dirigido) G = (V,E, s, t) consiste en un conjunto
V de nodos (tambie´n llamados ve´rtices), un conjunto E de enlaces, y dos funciones





La figura A.2 muestra un grafo de ejemplo (usando notacio´n gra´fica) formado por
el conjunto de nodos V = {v1, v2, v3, v4}, el conjunto de relaciones E = {e1, e2}, la







Figura A.2: Ejemplo de grafo
Un morfismo de grafo entre dos grafos G1 y G2 con Gi = (Vi, Ei, si, ti)i∈{1,2} consiste
en dos funciones fV : V1 → V2 y fE : E1 → E2 que preservan las funciones origen y














E2 s2 // V2 E2 t2 // V2
Figura A.3: Morfismo de grafo
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La figura A.4 muestra un morfismo de grafo. Las funciones fV y fE, que se muestran
mediante l´ıneas discontinuas, toman los valores fV : V1 → V2 : v1, v3 7→ vs; v2, v4 7→ vt









Figura A.4: Ejemplo de morfismo de grafo
La composicio´n de dos morfismos de grafo f = (fV , fE) : G1 → G2 y g = (gV , gE) :
G2 → G3 da como resultado el morfismo de grafo g◦f = (gV ◦fV , gE ◦fE) : G1 → G3.
Los morfismos identidad son los correspondientes para nodos y relaciones.
3. La categor´ıa EGraphs tiene E-grafos como objetos, y morfismos de E-grafo como
morfismos. Un E-grafo es un grafo extendido con atributos en nodos y relaciones, y
se define mediante la tupla G = (VG, VD, EG, ENA, EEA, (sourcej, targetj)j∈{G,NA,EA}
(ve´ase figura A.5) donde:
VG es un conjunto de nodos de grafo
VD es un conjunto de nodos de datos
EG es un conjunto de relaciones de grafo
ENA es un conjunto de relaciones de “atribucio´n de nodos”
EEA es un conjunto de relaciones de “atribucio´n de relaciones”
sourceG : EG → VG, targetG : EG → VG
sourceNA : ENA → VG, targetNA : ENA → VD
sourceEA : EEA → EG, targetEA : EEA → VD
La figura A.6 muestra como ejemplo un E-grafo que representa la sintaxis concreta de
un diagrama de secuencia (esto es, los conceptos que usa no son los del meta-modelo
de UML ya que e´ste modela la sintaxis abstracta pero no la concreta). El E-grafo
se muestra en notacio´n gra´fica, usando un tipo de flecha distinto para representar
los distintos tipos de relaciones (de grafo, de atribucio´n de nodos y de atribucio´n
de relaciones). Los nodos de datos se representan como cajas redondeadas de l´ınea
discontinua, y los nodos de grafo se representan mediante cajas.























Graph Edges (E    )G
Node Attribution
NAEdges (E     )
Edge Attribution
EA Edges (E     )
GGraph Nodes (V   )
"msg0" synchronous
"msg1"










Data Nodes (V   )
Figura A.6: Ejemplo de E-grafo que representa un diagrama de secuencia











targetij)j∈{G,NA,EA})i∈{1,2} es una tupla de morfismos (fVG , fVD , fEG , fENA , fEEA) con
fVi : V
1
i → V 2i y fEj : E1j → E2j para i ∈ {G,D}, j ∈ {G,NA,EA}, donde f conmuta
para todo source y target (ve´ase figura A.7):
fVG ◦ source1G = source2G ◦ fEG
fVG ◦ target1G = target2G ◦ fEG
fEG ◦ source1EA = source2EA ◦ fEEA
fVD ◦ target1EA = target2EA ◦ fEEA
fVG ◦ source1NA = source2NA ◦ fENA
fVD ◦ target1NA = target2NA ◦ fENA
La figura A.8 muestra un ejemplo de morfismo de E-grafo. Los nodos y relaciones de
los E-grafos se muestran etiquetados con un nu´mero, que es el que usa el morfismo
de E-grafo para establecer las correspondencias. En este ejemplo el morfismo es no
inyectivo ya que los nodos 2 y 3 del grafo tienen la misma imagen.
Existen varios mecanismos para construir nuevas categor´ıas a partir de otras previa-
mente definidas. Uno de esos mecanismos es la construccio´n denominada categor´ıa slice.
En ese tipo de categor´ıa, los objetos son los morfismos de cierta categor´ıa C que llegan a
un objeto distinguido X, mientras que los morfismos son los morfismos de C que conectan
















































fVD // V 2D






































f       = {(9, 8’), (10, 10’), (11, 9’)}
VG
f       = {(1, 1’), (2, 2’), (3, 2’)}
VD
f       = {(4, 3’), (5, 5’), (6, 4’)}
EG
f       = {(7, 6’), (8, 7’)}
ENA
f       = { }
Figura A.8: Ejemplo de morfismo de E-grafo
Definicio´n 2. (Categor´ıa slice) Dada una categor´ıa C y un objeto X ∈ ObC, la categor´ıa
slice C\X se define del siguiente modo:
ObC\X = {f : A→ X|A ∈ ObC , f ∈MorC(A,X)};
MorC\X(f : A→ X, g : B → X) = {m : A→ B|g ◦m = f};
la composicio´n de dos morfismos m ∈ MorC\X(f : A → X, g : B → X) y n ∈
MorC\X(g : B → X, h : C → X) se define como la composicio´n en C para m : A→ B
y n : B → C:
idf : X→A = idA ∈MorC.

















Figura A.9: Composicio´n de morfismos en categor´ıa slice
Ejemplo. (Categor´ıa slice GraphsTG) Dada la categor´ıa Graphs, podemos asignar un
tipo a sus objetos eligiendo un grafo de tipos TG. Esto da lugar a la categor´ıa GraphsTG,
que se puede considerar como la categor´ıa slice Graphs\TG. Cada grafo tipado se repre-
senta en esta categor´ıa mediante su morfismo de tipado, y los morfismos de grafos de tipos
son los morfismos de la categor´ıa slice.
A.2. Monomorfismos, epimorfismos e isomorfismos
Esta seccio´n introduce los tipos ma´s importantes de morfismos: monomorfismos, epi-
morfismos e isomorfismos. Intuitivamente, dos objetos son isomorfos si tienen la misma
estructura. Los morfismos que preservan esta estructura se denominan isomorfismos.
Definicio´n 3. (Isomorfismo) Un morfismo i : A → B se denomina isomorfismo si existe





Dos objetos A y B son isomorfos, escrito A ∼= B, si existe un isomorfismo i : A→ B.
Observacio´n. Si i es un isomorfismo, entonces tambie´n es un monomorfismo y un epimor-
fismo. Para cada isomorfismo i, el isomorfismo inverso i−1 es u´nico.
Ejemplo. (Isomorfismos) Los isomorfismos en Sets, Graphs y GraphsTG son los mor-
fismos que son inyectivos y sobreyectivos (para cada componente de la categor´ıa). Los
isomorfismos en las categor´ıas slice son los isomorfismos de las categor´ıas subyacentes.
Definicio´n 4. (Monomorfismo) Dada una categor´ıa C, un morfismo m : B → C se de-
nomina monomorfismo si, para todos los morfismos f, g : A → B ∈ MorC, se cumple que
m ◦ f = m ◦ g ⇒ f = g:
A f
//
g // B m // C
Figura A.11: Monomorfismo
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Definicio´n 5. (Epimorfismo) Dada una categor´ıa C, un morfismo e : A→ B se denomina
epimorfismo si, para todos los morfismos f, g : B → C ∈ MorC, se cumple que f ◦ e =
g ◦ e⇒ f = g:




Ejemplo. (Monomorfismos e isomorfismos)
En la categor´ıa Sets, los monomorfismos son todas las funciones inyectivas, y los
epimorfismos son todas las funciones sobreyectivas. La figura A.13 muestra sendos















Figura A.13: Ejemplo de monomorfismo (izquierda) y epimorfismo (derecha) en Sets
En las categor´ıas Graphs y GraphsTG, los monomorfismos son todos los morfismos
inyectivos (esto es, inyectivos en los conjuntos V y E), y los epimorfismos son todos
los morfismos sobreyectivos (esto es, sobreyectivos en los conjuntos V o E). La fi-

















Figura A.14: Ejemplo de monomorfismo (izquierda) y epimorfismo (derecha) en Graphs
En una categor´ıa slice, los monomorfismos son los monomorfismos de la categor´ıa
subyacente. Los epimorfismos de la categor´ıa subyacente son epimorfismos en la ca-
tegor´ıa slice.
226 A. Introduccio´n a Teor´ıa de Categor´ıas
A.3. Algunas construcciones catego´ricas
Para poder aplicar una regla de transformacio´n de grafos a un grafo se necesita una
te´cnica que permita unir dos grafos a trave´s de un subgrafo comu´n. El concepto catego´rico
pushout generaliza la operacio´n de unio´n de dos objetos. Intuitivamente, un pushout es el
objeto resultante de unir dos objetos a trave´s de un subobjeto comu´n. Un pullback es su
construccio´n dual.
Definicio´n 6. (Pushout) Dados dos morfismos f : A → B y g : A → C ∈ MorC, un
pushout (D, f ′, g′) sobre f y g se define mediante:
un objeto pushout D y
morfismos f ′ : C → D y g′ : B → D con f ′ ◦ g = g′ ◦ f ,
tal que la siguiente propiedad universal se cumple: para todos los objetos X con morfismos
h : B → X y k : C → X con k ◦ g = h ◦ f , existe un u´nico morfismo x : D → X tal que
































Observacio´n. El objeto pushout D es u´nico salvo isomorfismos. Eso significa que si (X, k, h)
tambie´n es un pushout sobre f y g, entonces x : D → X es un isomorfismo con x◦ g′ = h y
x◦f ′ = k. Viceversa, si (D, f ′, g′) es un pushout sobre f y g y x : D → X es un isomorfismo,
entonces (X, k, h) tambie´n es un pushout sobre f y g, donde h = x ◦ g′ y k = x ◦ f ′.
Ejemplo. (Construcciones pushout)
En la categor´ıa Sets, un pushout sobre los morfismos f : A → B y g : A → C se
construye como sigue. Sea
∼f,g= t({(a1, a2) ∈ A× A|f(a1) = f(a2) ∨ g(a1) = g(a2)})
el cierre transitivo de Kern(f) y Kern(g); ∼f,g es una relacio´n de equivalencia.
Entonces, el objeto D y los morfismos se definen como:
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• D = A|∼f,g
⋃˙
B\f(A) ⋃˙ C\g(A), donde ⋃˙ es la unio´n disjunta;
• f ′ : C → D : x 7→
{
[a] : ∃a ∈ A : g(a) = x
x : en otro caso
;
• g′ : B → D : x 7→
{
[a] : ∃a ∈ A : f(a) = x
x : en otro caso
.
La figura A.16 muestra un ejemplo de construccio´n pushout en Sets para los conjun-
tos A = {a1, a2, a3}, B = {b1, b2} y C = {c1, c2, c3, c4}, y los morfismos f : A → B
con f(a1) = b1, f(a2) = f(a3) = b2, y g : A → C con g(a1) = c3, g(a2) = c2,
g(a3) = c1. Para construir el pushout seguimos los siguientes pasos:
1. Definimos la relacio´n ∼ ∀a ∈ A: b1 ∼ c3, b2 ∼ c2, b2 ∼ c1.
2. Definimos la relacio´n de equivalencia generada por ∼: b1 ≡ c3, b2 ≡ c2 ≡ c1;
por tanto [b1] = [c3] = (b1, c3), [b2] = [c1] = [c2] = (b2, c1, c2),[c4] = (c4).


















Figura A.16: Ejemplo de pushout en la categor´ıa Sets
En las categor´ıas Graphs y GraphsTG, un pushout se construye componente a
componente en Sets para cada uno de sus conjuntos de nodos y relaciones.
La figura A.17 muestra un ejemplo de construccio´n pushout en la categor´ıa Graphs.
Para facilitar la legibilidad, la figura so´lo incluye los morfismos que corresponden a
nodos del grafo, pero no a relaciones.
Si la categor´ıa C tiene pushouts, los pushouts en la categor´ıa slice C\X pueden
construirse a partir de los pushouts en C. Dados los objetos f : A → X, g : B → X
y h : C → X, y los morfismos m y n en C\X como muestra (1) en la figura A.18, se







Figura A.17: Ejemplo de pushout en la categor´ıa Graphs
cumple que g ◦m = f = h ◦ n por la definicio´n de morfismos en C\X. Primero se
construye el pushout (2) de la figura A.18 en C sobre C
n←− A m−→ B. A partir de (2)
se obtiene el morfismo inducido d : D → X como el objeto pushout, y los morfismos
s y t con d ◦ s = g y d ◦ t = h, lo que lleva al pushout (1) en C\X:
f : A→ X m //
n
²²






























Figura A.18: Construccio´n pushout en categor´ıa slice
La construccio´n inversa de un pushout se denomina complemento pushout, y se utiliza
en DPO para modelar el borrado de elementos.
Definicio´n 7. (Complemento pushout) Dados dos morfismos f : A→ B y n : B → D, su
complemento pushout es A








C g // D
Figura A.19: Complemento pushout
La construccio´n dual de un pushout se denomina pullback. Intuitivamente, un pullback
es la interseccio´n generalizada de objetos a trave´s de un objeto comu´n.
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Definicio´n 8. (Pullback) Dados dos morfismos f : C → D y g : B → D, un pullback (A,
f ’, g’) sobre f y g se define mediante:
un objeto pullback A y
morfismos f ′ : A→ B y g′ : A→ C con g ◦ f ′ = f ◦ g′,
tal que la siguiente propiedad universal se cumple: para todos los objetos X con morfismos
h : X → B y k : X → C con f ◦ k = g ◦ h, existe un u´nico morfismo x : X → A tal que


























C f // D
Figura A.20: Pullback
Ejemplo. (Construcciones pullback)
En la categor´ıa Sets, el pullback C
pig←− A pif−→ B sobre los morfismos f : C → D y
g : B → D se construye mediante A = ⋃d∈D f−1(d)× g−1(d) con morfismos f ′ : A→




















Figura A.21: Ejemplo de pullback en la categor´ıa Sets
La figura A.21 muestra un ejemplo de construccio´n de un pullback en Sets para los
conjuntos B = {b1, b2}, C = {c1, c2, c3, c4} y D = {d1, d2, d3, d4}, y los morfismos
f : C → D con f(c1) = d1, f(c2) = d2, f(c3) = d3, f(c4) = d4 y g : B → D con
g(b1) = d3, g(b2) = d1.
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En las categor´ıas Graphs y GraphsTG, un pullback se construye componente a
componente en Sets para cada uno de sus conjuntos de nodos y relaciones.
La figura A.22 muestra un ejemplo de construccio´n pullback en la categor´ıa Graphs.
Para facilitar la legibilidad, la figura so´lo incluye los morfismos que corresponden a








Figura A.22: Ejemplo de pullback en la categor´ıa Graphs
En una categor´ıa slice, la construccio´n de pullbacks es dual a la construccio´n de
pushouts si la categor´ıa subyacente tiene pullbacks.
Definicio´n 9. (Cocono) Un cocono (X, {gi}) de un diagrama con objetos Ai y morfismos
fk es un objeto X y una familia de morfismos gi : Ai → X coherentes con fk, esto es,


































Definicio´n 10. (Col´ımite) El col´ımite de un diagrama es un cocono inicial a trave´s del
cual cualquier otro cocono factoriza. Esto es, un col´ımite es un cocono (X, {gi}) tal que
para cualquier otro cocono (Y, {hi}) existe un u´nico morfismo α : X → Y tal que α◦gi = hi
para todo objeto Ai, tal como muestra la figura A.24.
A.4. Categor´ıas HLR adhesivas
En [61, 62, 110] la teor´ıa general de transformacio´n de grafos se generalizo´ para rees-
cribir no so´lo grafos, sino objetos de cualquier categor´ıa HLR adhesiva (por ejemplo grafos













































































tipados atribuidos, hipergrafos, redes de Petri, etc.). Esta seccio´n recoge su definicio´n.
Posteriormente, la seccio´n C.3 demostrara´ que grafos triples y morfismos de grafo triple
forman una categor´ıa HLR adhesiva, y por tanto sus objetos se pueden manipular utilizado
los resultados obtenidos para la transformacio´n de grafos.
La idea intuitiva de categor´ıa adhesiva es la de una categor´ıa con pushouts y pullbacks
compatibles los unos con los otros. Su definicio´n se basa en los cuadrados de van Kam-
pen. Un cuadrado van Kampen es una estructura catego´rica con un pushout estable bajo
pullbacks, y viceversa, pullbacks estables bajo pushouts y pullbacks combinados.
Definicio´n 11. (Cuadrado van Kampen) Un pushout (1) es un cuadrado van Kampen si,
para cualquier cubo conmutativo (2) con (1) en la parte inferior y donde las caras traseras
son pullbacks, se cumple que la cara superior es un pushout si y so´lo si las caras frontales





















































Figura A.25: Cuadrado van Kampen
Definicio´n 12. (Categor´ıa adhesiva) Una categor´ıa C es una categor´ıa adhesiva si:
1. C tiene pushouts sobre monomorfismos (esto es, pushouts donde al menos uno de los
morfismos es un monomorfismo).
2. C tiene pullbacks.
3. Los pushouts sobre monomorfismos son cuadrados van Kampen.
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La principal diferencia entre las categor´ıas adhesivas y las categor´ıas adhesivas de re-
emplazo de alto nivel (HLR) es que estas u´ltimas consideran una clase distinguida M
de monomorfismos en vez de todos los monomorfismos, de tal modo que so´lo tienen que
ser cuadrados van Kampen los pushouts sobre M-morfismos. Adema´s, so´lo se necesitan
pullbacks sobre M-morfismos, y no sobre morfismos arbitrarios.
Definicio´n 13. (Categor´ıa HLR adhesiva) Una categor´ıa C con una clase de morfismos
M se llama categor´ıa HLR adhesiva si:
1. M es una clase de monomorfismos cerrada bajo isomorfismos, composicio´n (f : A→
B ∈ M, g : B → C ∈ M ⇒ g ◦ f ∈ M), y descomposicio´n (g ◦ f ∈ M, g ∈ M ⇒
f ∈M).
2. C tiene pushouts y pullbacks sobre M-morfismos, y los M-morfismos son cerrados
bajo pushouts y pullbacks.
3. Los pushouts en C sobre M-morfismos son cuadrados van Kampen.
Observacio´n. Un pushout sobre unM-morfismo es un pushout donde al menos uno de los
morfismos dados esta´ en M. Los pushouts son cerrados bajo M-morfismos si, dado un
pushout, m ∈ M implica que n ∈ M (ve´ase parte izquierda de la figura A.25). Ana´loga-
mente, los pullbacks son cerrados bajoM-morfismos si, dado un pullback, n ∈M implica
que m ∈M.
Ejemplo. (Categor´ıas HLR adhesivas) Sets, Graphs y GraphsTG son categor´ıas HLR
adhesivas (ve´ase [61]).
Definicio´n 14. (Categor´ıa HLR adhesiva de´bil) Una categor´ıa C con una clase de mor-
fismos M se denomina categor´ıa HLR adhesiva de´bil si:
M es una clase de monomorfismos cerrada bajo isomorfismos, composicio´n (f : A→
B ∈ M, g : B → C ∈ M ⇒ g ◦ f ∈ M), y descomposicio´n (g ◦ f ∈ M, g ∈ M ⇒
f ∈M).
C tiene pushouts y pullbacks sobre M-morfismos, y los M-morfismos son cerrados
bajo pushouts y pullbacks.
Los pushouts en C sobre M-morfismos son cuadrados van Kampen de´biles, esto es,
la propiedad del cuadrado van Kampen se cumple para todos los cubos conmutativos
con m ∈M y (f ∈M o b, c, d ∈M) (ve´ase definicio´n 11).
Por definicio´n, todas las categor´ıas HLR adhesivas tambie´n son categor´ıas HLR adhe-
sivas de´biles.
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A.5. Funtores, categor´ıas funtor y categor´ıas coma
Las categor´ıas coma son un mecanismo para la construccio´n de nuevas categor´ıas. En
este tipo de categor´ıas, los objetos son un tipo de morfismo llamado funtor que relaciona
dos categor´ıas. Esta seccio´n presenta las categor´ıas coma y otros conceptos relacionados,
ya que en la seccio´n C.3 se utilizan para demostrar que grafos triples y morfismos de grafo
triple son una categor´ıa HLR adhesiva.
Un funtor es una funcio´n entre dos categor´ıas compatible con la composicio´n y las
identidades.
Definicio´n 15. (Funtor) Sean dos categor´ıas C y D. Un funtor F : C → D se define
mediante la dupla F = (FOb, FMor) con:
una funcio´n FOb : ObC → ObD y
una funcio´n FMor(A,B) : MorC(A,B)→MorD(FOb(A), FOb(B)) de los morfismos pa-
ra cada par de objetos A,B ∈ ObC,
tales que:
1. Para todos los morfismos f : A→ B y g : B → C ∈MorC se cumple que F (g ◦ f) =
F (g) ◦ F (f).
2. Para todos los objetos A ∈ ObC se cumple que F (idA) = idF (A).
Observacio´n. Por simplicidad, escribiremos F (A) y F (B) sin poner los ı´ndices para objetos
y morfismos.
Las transformaciones naturales se utilizan para comparar funtores. Funtores y trans-
formaciones naturales forman la categor´ıa funtor.
Definicio´n 16. (Transformacio´n natural) Sean dos categor´ıas C y D y dos funtores
F,G : C → D. Una transformacio´n natural α : F ⇒ G es una familia de morfismos
α = (αA)A∈ObC con αA : F (A) → G(A) ∈ MorD, tal que para todos los morfismos
f : A→ B ∈MorC se cumple que αB ◦ F (f) = G(f) ◦ αA:






G(A) G(f) // G(B)
Figura A.26: Condicio´n para transformaciones naturales
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Definicio´n 17. (Categor´ıa funtor) Sean dos categor´ıas C y D. La categor´ıa funtor [C,D]
tiene la clase de todos los funtores F : C → D como objetos, y las transformaciones na-
turales como morfismos. La composicio´n de dos transformaciones naturales α : F ⇒ G y
β : G ⇒ H se calcula componiendo cada componente en D, lo cual significa que β ◦ α =
(βA ◦ αA)A∈ObC . Las identidades esta´n dadas por las transformaciones naturales definidas
para cada componente sobre las identidades idF (A) ∈ D.
Definicio´n 18. (Categor´ıa coma) Sean dos funtores F : A → C y G : B → C y un
conjunto ı´ndice I. La categor´ıa coma ComCat(F,G; I) tiene la clase de todas las tri-
pletas (A,B, op) como objetos, con A ∈ ObA, B ∈ ObB y op = [opi]i∈I para opi ∈
MorC(F (A), G(B)); un morfismo f : (A,B, op) → (A′, b′, op′) en ComCat(F,G; I) es
un par f = (fA : A → A′, fB : B → B′) de morfismos en A y B tales que G(fB) ◦ opi =
op′i ◦ F (fA) para todo i ∈ I (ve´ase figura A.27).







G(A) op′i // G(B)
Figura A.27: Condicio´n para morfismos en una categor´ıa coma
La composicio´n de morfismos en ComCat(F,G; I) se define para cada componente, y
las identidades son pares de identidades en las categor´ıas A y B.
Ape´ndice B
Introduccio´n a Signaturas y A´lgebras
En este ape´ndice se incluye una breve introduccio´n a signaturas algebraicas y a´lgebras,ya que e´stas se utilizan en el ape´ndice C para definir el concepto de grafo triple atri-
buido (ba´sico para la transformacio´n de grafos triples). El ape´ndice recoge u´nicamente los
conceptos necesarios para tal definicio´n. Las definiciones y ejemplos esta´n sacados de [61].
B.1. Signaturas algebraicas
Una signatura es la descripcio´n sinta´ctica de un a´lgebra o, por otro lado, la descripcio´n
formal de la interfaz de un programa. Consiste en un conjunto de s´ımbolos y operaciones.
Definicio´n 19. (Signatura algebraica) Una signatura algebraica o signatura
∑
= (S,OP )
consiste en un conjunto S de tipos y una familia OP = (OPw,s ∈ S∗ × S) de s´ımbolos de
operaciones.
Observacio´n. Dado un s´ımbolo de operacio´n op ∈ OPw,s escribimos op : w → s. Si w = λ
entonces op : → s se denomina s´ımbolo constante.
Ejemplo. 1. La signatura de los nu´meros naturales tiene un tipo denominado nat y la





suc: nat → nat
suma: nat nat → nat
mult: nat nat → nat
2. La signatura de los caracteres tiene un tipo denominado char, la constante a, y una
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a: → char
sig: char → char
3. La signatura de las cadenas de caracteres utiliza la signatura de los caracteres ante-
rior. Esto significa que todos los tipos y operaciones definidas sobre caracteres pueden
usarse en la nueva signatura. El tipo de la signatura para cadenas de caracteres es
string, con la constante cadena vac´ıa, y las operaciones de concatenacio´n, insercio´n





concat: string string → string
inserta: char string → string
primero: string → char
Definicio´n 20. (Morfismo de signatura) Sean las signaturas
∑
= (S,OP ) y
∑′ =
(S ′, OP ′). Un morfismo de signatura h :
∑→∑′ es una tupla h = (hS : S → S ′, hOP : OP →
OP ′) tal que hOP (f) : hS(s1)...hS(sn)→ hS(s) ∈ OP ′ para todo f : s1...sn → s ∈ OP .
Ejemplo. Sean las signaturas NAT y STRING del ejemplo anterior. Definimos el mor-
fismo de signatura h = (hS, hOP ) : STRING → NAT , con hS(char) = hS(string) =
nat, hOP (a) = hOP (vacia) = cero, hOP (sig) = hOP (primero) = suc y hOP (concat) =
hOP (inserta) = suma.
Definicio´n 21. (Categor´ıa Sig) Signaturas y morfismos de signatura forman la categor´ıa
Sig de signaturas.
B.2. A´lgebras




-a´lgebra) Dada una signatura
∑
= (S,OP ), una
∑
-a´lgebra A =
((As)s∈S, (opA)op∈OP ) se define mediante:
por cada tipo s ∈ S, un conjunto As llamado conjunto portador;
por cada s´ımbolo constante c : → s ∈ OP , una constante cA ∈ As;
por cada s´ımbolo de operacio´n op : s1...sn → s ∈ OP , una funcio´n opA : As1 × ... ×
Asn → As.
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Distintas a´lgebras pueden implementar una misma signatura dota´ndola de distintas
sema´nticas. Para analizar las relaciones entre a´lgebras se definen los homomorfismos.
Definicio´n 23. (Homomorfismo) Sean una signatura
∑
= (S,OP ) y dos
∑
-a´lgebras A y
B. Un homomorfismo h : A→ B es una familia h = (hs)s∈S de funciones hs : As → Bs tal
que las siguientes propiedades se cumplen:
para cada s´ımbolo constante c : → s ∈ OP , hs(cA) = cB;
para cada s´ımbolo de operacio´n op : s1...sn → s ∈ OP , se cumple que hs(opA(x1, ..., xn)) =
opB(hs1(x1), ..., hsn(xn)) para todo xi ∈ Asi.
Definicio´n 24. (Categor´ıaAlg(
∑





forman la categor´ıa Alg(
∑
).
Ejemplo. Como ejemplo, a continuacio´n se muestran sendas a´lgebras para las signaturas
CHAR y STRING.
1. Una posible implementacio´n de la signatura CHAR es el siguiente a´lgebra C:
Cchar = {a, ..., z, A, ..., Z, 0, 1, ... 9}
aC = A ∈ Cchar
sigC : Cchar → Cchar; a 7→ b, ..., z 7→ A, A 7→ B, ..., Y 7→ Z, Z 7→ 0, 0
7→ 1, ..., 9 7→ a
2. El STRING-a´lgebra D se define sobre caracteres, al igual que el a´lgebra C:




aD = A ∈ Dchar
vaciaD = λ ∈ Dstring
sigD : Dchar → Dchar; a 7→ b, ..., z 7→ A, A 7→ B, ..., Y 7→ Z, Z 7→ 0, 0
7→ 1, ..., 9 7→ a
concatD : Dstring× Dstring → Dstring; (s,t) 7→ st
insertaD : Dchar× Dstring → Dstring; (x,s) 7→ xs
primeroD : Dstring → Dstring; λ 7→ A, s 7→ s1 con s = s1...sn
A continuacio´n se define el concepto de a´lgebra final, un tipo especial de a´lgebra que
usa el ape´ndice C para la atribucio´n de grafos triples.
Definicio´n 25. (A´lgebra final) Dada una signatura
∑
= (S,OP ), el
∑
-a´lgebra final Z se
define mediante:
Zs = {s} para cada tipo s ∈ S;
cZ = s ∈ Zs para un s´ımbolo constante c : → s ∈ OP ;
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opZ : {s1}× ...×{sn} : (s1...sn 7→ s para cada s´ımbolo de operacio´n op : s1...sn → s ∈
OP .
Ejemplo. A continuacio´n se muestra el a´lgebra final para la signatura STRING.
Zchar = {char}
Zstring = {string}
aZ = char ∈ Zchar
vaciaZ = string ∈ Zstring
sigZ : Zchar → Zchar; char 7→ char
concatZ : Zstring× Zstring → Zstring; (string,string) 7→ string
insertaZ : Zchar× Zstring → Zstring; (char,string) 7→ string
primeroZ : Zstring → Zchar; string 7→ char
Ape´ndice C
Transformacio´n de grafos triples tipados
atribuidos
Este ape´ndice recoge la formalizacio´n y extensio´n de las grama´ticas de grafos triples [162]siguiendo el enfoque algebraico Double Pushout. La formalizacio´n se ha realizado den-
tro de la presente tesis como base teo´rica del marco para la definicio´n de LVDEs multi-vista
presentado en la seccio´n 4.1.
Las grama´ticas de grafos triples [162] se crearon para modelar la evolucio´n sincronizada
de dos grafos etiquetados atribuidos. Para ello se utilizaba un tercer grafo, denominado
grafo correspondencia, cuyos nodos ten´ıan morfismos a los nodos de los otros dos grafos.
Adema´s, las reglas de una grama´tica de este tipo estaban restringidas a ser monoto´ni-
cas, esto es, pod´ıan borrar pero no eliminar elementos. En este ape´ndice extendemos esa
definicio´n a sistemas de transformacio´n de grafos triples con las siguientes caracter´ısticas
an˜adidas:
1. especificacio´n de morfismos desde los nodos del grafo correspondencia no so´lo a no-
dos, sino tambie´n a aristas de los otros dos grafos, as´ı como la posibilidad de dejar
morfismos indefinidos. La razo´n de esto es que, en primer lugar, el marco para la
formalizacio´n de lenguajes multi-vista requiere ser capaz de relacionar enlaces en un
grafo con nodos y/o aristas en otro grafo. Por ejemplo, supongamos que existen dos
aristas atribuidas con los mismos nodos origen y destino en una vista del sistema.
En ese caso no basta con relacionar los nodos origen y destino de la arista que esta´n
en la vista con los del repositorio, ya que si se modifica el atributo de una arista en
la vista se necesita identificar un´ıvocamente a cua´l de las dos aristas del repositorio
propagar los cambios. Por tanto, relacionar aristas con aristas en el marco multi-vista
propuesto es crucial.
Por otro lado, los usuarios pueden borrar elementos de las vistas que tambie´n existen
en el repositorio (y con los cuales esta´n relacionados mediante un grafo corresponden-
cia). Al borrar un elemento de una vista la funcio´n de correspondencia a la vista queda
indefinida, pero la funcio´n al repositorio sigue estando definida. Esto es u´til porque
permite identificar posteriormente que´ elemento se ha borrado y realizar el procesa-
miento adecuado en cada caso (por ejemplo decrementar el contador del elemento en
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el repositorio para un borrado conservativo). Adema´s, saber que un morfismo esta´ in-
definido es una potente restriccio´n negativa impl´ıcita en la parte izquierda de una
regla para la que no hace falta definir una NAC.
2. asignacio´n de un tipo a los grafos triples, similar al concepto de meta-modelo en
paradigmas de meta-modelado. El ape´ndice D mostrara´ una extensio´n al concepto
de meta-modelo presentado aqu´ı, que incluye relaciones de herencia entre nodos y
aristas. Esto permite que los elementos de una regla se apliquen a los elementos de
un grafo que tienen el mismo tipo o cualquiera de sus subtipos concretos, obteniendo
as´ı una notacio´n compacta para un conjunto de reglas similares.
3. formalizacio´n de las reglas de grafos triples utilizando el enfoque algebraico Double
Pushout. Esto hace posible reutilizar muchos de los resultados cla´sicos de la teor´ıa
de transformacio´n de grafos sobre grafos triples.
4. extensio´n de las reglas triples con condiciones de aplicacio´n, al estilo de las definidas
en [93].
5. extensio´n de la definicio´n de grama´tica de grafo triple para permitir reglas que no
sean monoto´nicas, y que puedan usarse para transformaciones de modelos gene´ricas
(en vez de so´lo para la especificacio´n de reglas operacionales).
El ape´ndice comienza definiendo el concepto de grafo triple y los morfismos de grafos
triples basa´ndose en la definicio´n de E-grafo, el cual permite tener atributos en nodos y rela-
ciones. Grafos triples y morfismos de grafos triples forman la categor´ıaTriAGraphsTriATG.
Despue´s se muestra co´mo construir pushouts y pullbacks en esta categor´ıa, necesarios para
definir un sistema de transformacio´n de grafos triples. A continuacio´n se demuestra que la
categor´ıa TriAGraphsTriATG es una categor´ıa de reemplazo de alto nivel (HLR) adhesiva,
demostrando para ello que grafos triples y morfismos de grafos triples son isomorfos a una
categor´ıa coma. Esta demostracio´n permite usar muchos de los resultados obtenidos para la
transformacio´n de grafos sobre la formalizacio´n de grafos triples realizada, ya que en [61] se
generalizan para categor´ıas HLR adhesivas. De manera ilustrativa se presentara´n expl´ıci-
tamente algunos de estos resultados para grafos triples. Las diversas secciones se ilustran
con ejemplos basados en los diagramas de secuencia UML. El lector puede consultar en el
ape´ndice A las definiciones de los conceptos catego´ricos ba´sicos utilizados a lo largo de este
ape´ndice.
C.1. Grafos triples tipados atribuidos
En esta seccio´n se formaliza el concepto de grafo triple tipado atribuido utilizando teor´ıa
de categor´ıas. Para ello primero se define el objeto TriE-grafo, formado por tres E-grafos
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y dos funciones de correspondencia c1 y c2. Las funciones de correspondencia se definen
desde los nodos de uno de los E-grafos (denominado grafo correspondencia) a los nodos y
relaciones de los otros dos E-grafos. Las funciones tambie´n pueden estar indefinidas, lo que
se modela con un elemento especial en el codominio representado mediante “·”.
Definicio´n 26. (TriE-grafo) Un TriE-grafo TriG = (G1, G2, GC , c1, c2) esta´ formado
por tres E-grafos Gi = (VGi , VDi , EGi , ENAi , EEAi , (sourceji , targetji)j∈{G,NA,EA}) para i ∈
{1, 2, C}, con VD1 = VD2 = VDC , y dos funciones cj : VGC → VGj ∪EGj ∪{·} (para j = 1, 2).
El grafo G1 se denomina origen, G2 se denomina destino, y GC se denomina corres-
pondencia. Las funciones c1 y c2 se llaman funciones de correspondencia origen y destino,
respectivamente. Definimos los conjuntos auxiliares edgesi = {x ∈ VGC |ci(x) ∈ EGi},
nodesi = {x ∈ VGC |ci(x) ∈ VGi} y undefi = {x ∈ VGC |ci(x) = ·} para i = 1, 2. Contienen
el conjunto de nodos x del grafo correspondencia cuya imagen para la funcio´n ci es un






































































Los morfismos c1 y c2 representan relaciones m-a-n entre los nodos y relaciones de
G1 y G2 a trave´s de GC del siguiente modo: x ∈ VG1 ∪ EG1 esta´ relacionado con y ∈
VG2 ∪ EG2 ⇐⇒ ∃z ∈ VGC | x = c1(z) ∧ y = c2(z). Asumimos que todos los conjuntos
de datos VDi son el mismo, pero los diferenciamos en tres conjuntos separados para poder
reutilizar los conceptos desarrollados en [62] sobre E-grafos.
La figura C.2 muestra un TriE-grafo (usando una representacio´n gra´fica) que define
la sintaxis abstracta y concreta de un diagrama de secuencia UML. El grafo origen G1
en la parte inferior corresponde a la sintaxis concreta, el grafo destino G2 en la parte
superior corresponde a la sintaxis abstracta, y el grafo correspondencia GC en la parte
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intermedia contiene nodos que relacionan los elementos de G1 y G2 mediante funciones
de correspondencia. Por razones de claridad, aunque VD1 = VD2 = VDC , sus elementos se
representan en todos los E-grafos donde se utilizan. Sin embargo los elementos de los tres
conjuntos son los mismos, as´ı que por ejemplo el nodo de datos “class1′′ en VD1 es el mismo
nodo que “class1′′ en VD2 . Adema´s, pese a que los conjuntos VDi pueden ser infinitos, so´lo

















































Figura C.2: Ejemplo de TriE-grafo
A continuacio´n se definen los morfismos de TriE-grafo, compuestos por tres morfismos
de E-grafo ma´s un conjunto de restricciones adicionales que preservan las funciones de
correspondencia.









con i = 1, 2. Un morfismo de TriE-grafo f : TriG1 → TriG2 se define mediante la tupla
f = (f 1, f 2, f c) formada por tres morfismos de E-grafo f i : G1i → G2i (i ∈ {1, 2, C}) tales
que:
f iVGi
◦ c1i |nodes1i = c2i ◦ fCVGC |nodes1i para i = 1, 2.
f iEGi
◦ c1i |edges1i = c2i ◦ fCVGC |edges1i para i = 1, 2.
c1i |undef1i = c2i ◦ fCVGC |undef1i para i = 1, 2.
tal como muestra la figura C.3.
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E1Gi
f iEGi // V 2Gi ∪ E2Gi ∪ {·} V 1Gi









































Figura C.3: Condiciones que debe cumplir un morfismo de TriE-grafo
Observacio´n. f 1, f 2 y fC son morfismos de E-grafo, y por tanto an˜aden restricciones
adicionales (no mostradas en la figura C.3) que preservan la estructura de los tres E-grafos
que forman un TriE-grafo.
TriE-grafos y morfismos de TriE-grafo forman una categor´ıa, donde los primeros son los
objetos y los segundos los morfismos. Adema´s, la composicio´n de morfismos de TriE-grafo
es asociativa y existe un morfismo identidad para cada objeto TriE-grafo.
Definicio´n 28. (Categor´ıa TriEGraphs) TriE-grafos y morfismos de TriE-grafo forman
la categor´ıa TriEGraphs.
Demostracio´n. La categor´ıa TriEGraphs esta´ formada por la clase de todos los TriE-
grafos y la clase
⊎
(A,B)∈TriEGraphs×TriEGraphs[A,B]TriEGraphs de todos los morfismos de TriE-
grafo, donde [A,B]TriEGraphs es el conjunto de morfismos de TriE-grafo que van de A a B.
Para demostrar que TriEGraphs es una categor´ıa hay que comprobar que: (i) los morfismos
de TriE-grafo se pueden componer, (ii) son asociativos, y (iii) existen morfismos identidad.
(i) Composicio´n de morfismos de TriE-grafo. Sean f : TriG1 → TriG2 y g : TriG2 →
TriG3 dos morfismos de TriE-grafo. La composicio´n g◦f = (g1◦f 1, g2◦f 2, gc◦f c) : TriG1 →
TriG3 se define como la composicio´n de los tres morfismos de E-grafo en f y g. Como mues-
tran las siguientes tres fo´rmulas, el morfismo h resultante es consistente con la definicio´n 27
de morfismo de TriE-grafo:
(giVGi
◦ f iVGi ) ◦ c
1
i |nodes1i = c3i ◦ gCVGC |nodes2i ◦ f
C
VGC




i = 1, 2 (ve´ase figura C.4). La igualdad gCVGC




se cumple porque los morfismos de TriE-grafo requieren que fCVGC
|nodes1i (V 1GC ) sea un
subconjunto de nodes2i (primera condicio´n de la definicio´n 27). La conmutatividad
del cuadrado exterior se deriva de la conmutatividad de los dos cuadrados interiores.







V 2Gi ∪ E2Gi ∪ {·} V 2G
=


























i // V 3GC
c3i
OO
Figura C.4: Composicio´n de morfismos de TriE-grafo: (a) condicio´n para nodos de correspon-
dencia cuya imagen es un nodo
(giEGi
◦ f iEGi ) ◦ c
1
i |edges1i = c3i ◦ gCVGC |edges2i ◦ f
C
VGC




i = 1, 2 (ve´ase figura C.5). La igualdad gCVGC




se cumple porque los morfismos de TriE-grafo requieren que fCVGC
|edges1i (V 1GC ) sea un
subconjunto de edges2i (segunda condicio´n de la definicio´n 27). La conmutatividad







V 2Gi ∪ E2Gi ∪ {·} E2G
=


























i // V 3GC
c3i
OO
Figura C.5: Composicio´n de morfismos de TriE-grafo: (b) condicio´n para nodos de correspon-
dencia cuya imagen es una relacio´n
c1i |undef1i = c3i ◦ (gCVGC |undef2i ◦ f
C
VGC
|undef1i ) = c3i ◦ (gCVGC ◦ f
C
VGC
)|undef1i para i = 1, 2
(ve´ase figura C.6). La igualdad gCVGC
|undef2i ◦ fCVGC |undef1i = (g
C
VGC
◦ fCVGC )|undef1i se
cumple porque los morfismos de TriE-grafo requieren que fCVGC
|undef1i (V 1GC ) sea un
subconjunto de undef 2i (tercera condicio´n de la definicio´n 27). La conmutatividad
del cuadrado exterior se deriva de la conmutatividad de los dos cuadrados interiores.





Â Ä id // V 2Gi ∪ E2Gi ∪ {·} {·} Â

































i // V 3GC
c3i
OO
Figura C.6: Composicio´n de morfismos de TriE-grafo: (c) condicio´n para nodos de correspon-
dencia cuya imagen esta´ indefinida
(ii) Asociatividad de morfismos de TriE-grafo. Sean tres morfismos de TriE-grafo f =
(f 1, f 2, fC) : G1 → G2, g = (g1, g2, gC) : G2 → G3 y h = (h1, h2, hC) : G3 → G4, hay que
demostrar que (h◦g)◦f = h◦(g◦f). Esto se deriva de la asociatividad de los tres morfismos
de E-grafo que forman un morfismo de TriE-grafo. La figura C.7 muestra el caso en que los
nodos de correspondencia tienen como imagen un nodo. En la figura puede verse co´mo la
asociatividad de los morfismos de TriE-grafo se reduce a la asociatividad de los morfismos
de E-grafo f i y fC que lo forman, los cuales son asociativos porque E-grafos y morfismos
de E-grafo forman una categor´ıa. El caso para los nodos de correspondencia cuya imagen
es una relacio´n o esta´ indefinida es similar al que muestra la figura C.7.


















V 2Gi ∪ E2Gi ∪ {·} V 2G
=
giVGi// V 3Gi ∪ E3Gi ∪ {·} V 3G

















































Figura C.7: Asociatividad de morfismos de TriE-grafo: (a) condicio´n para nodos de correspon-
dencia cuya imagen es un nodo
De manera formal se tiene que:
((hiVGi
◦ giVGi ) ◦ f
i
VGi
) ◦ c1i |nodes1i = (hiVGi ◦ (g
i
VGi
◦ f iVGi )) ◦ c
1
i |nodes1i =
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c4i ◦ ((hCVGC ◦ (g
C
VGC
◦ fCVGC ))|nodes1i ) = c
4
i ◦ (((hCVGC ◦ g
C
VGC
) ◦ fCVGC )|nodes1i ), ya que cada
morfismo sencillo es un morfismo de E-grafo, y e´stos son asociativos.
((hiEGi
◦ giEGi ) ◦ f
i
EGi
) ◦ c1i |edges1i = (hiEGi ◦ (g
i
EGi
◦ f iEGi )) ◦ c
1
i |edges1i =
c4i ◦ ((hCVGC ◦ (g
C
VGC
◦ fCVGC ))|edges1i ) = c
4
i ◦ (((hCVGC ◦ g
C
VGC
) ◦ fCVGC )|edges1i ), ya que cada
morfismo sencillo es un morfismo de E-grafo, y e´stos son asociativos.
c1i |undef1i = c4i ◦ (((hCVGC ◦ g
C
VGC
) ◦ fCVGC )|undef1i ) = c
4
i ◦ ((hCVGC ◦ (g
C
VGC
◦ fCVGC ))|undef1i ),
ya que cada morfismo sencillo es un morfismo de E-grafo, y e´stos son asociativos.
Por tanto (h ◦ g) ◦ f = h ◦ (g ◦ f).
(iii) Identidades en TriEGraphs. Hay que demostrar que, para cada TriE-grafo G,
existe el morfismo identidad idG : G → G tal que para cualesquiera TriE-grafos G, H y
morfismos f : G→ H, se cumple que f ◦ idG = idH ◦ f = f .






G) se construye toman-
do los morfismos identidad de cada E-grafo que forma el grafo triple. Dado un morfismo
de TriE-grafo arbitrario f = (f 1, f 2, fC) : G→ H se obtiene que:






1 ◦ id1G, f 2 ◦ id2G, fC ◦ idCG) = (f 1, f 2, fC), y as´ı f ◦ idG = f .
Al usar identidades de E-grafos de nuevo, idiH ◦ f i = f i para i ∈ {1, 2, C}. Por




H) ◦ (f 1, f 2, fC) = (id1H ◦ f 1, id2H ◦ f 2, idCH ◦ fC) = (f 1, f 2, fC), y
as´ı idH ◦ f = f .
2
A continuacio´n se dota a los TriE-grafos de un a´lgebra para dar estructura al conjunto
de atributos y proporcionar operaciones apropiadas para su co´mputo. Se asigna un solo
a´lgebra para todos los E-grafos del TriE-grafo, de tal modo que cada conjunto de atributos
VDi contiene la unio´n de los conjuntos portadores del a´lgebra.
Definicio´n 29. (Grafo triple atribuido) Sea una signatura de datos DSIG = (SD, OPD)
con tipos de valores de atributos S ′D ⊆ SD. Un grafo triple atribuido TriAG = (TriG,D)
es un TriE-grafo TriG = (G1, G2, GC , c1, c2) y un a´lgebra D de las signaturas DSIG dadas,
con
⊎
s∈S′D Ds = VDi para i ∈ {1, 2, C}.
Por la definicio´n de TriE-grafo tenemos que VD1 = VD2 = VDC . Adema´s AGi = (Gi, D)
para i ∈ {1, 2, C} son tres grafos atribuidos. Aunque podr´ıan usarse tres a´lgebras distintas
para cada E-grafo del TriE-grafo, se usa so´lo una para simplificar la teor´ıa.
A continuacio´n se definen los morfismos de grafo triple atribuido, compuestos por un
morfismo de TriE-grafo y un homomorfismo de a´lgebra.
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Definicio´n 30. (Morfismo de grafo triple atribuido) Sean dos grafos triples atribuidos
TriAGi = (TriGi, Di) con i = 1, 2. Un morfismo de grafo triple atribuido f : TriAG1 →
TriAG2 es una tupla f = (fTriG, fD) donde fTriG : TriG
1 → TriG2 es un morfismo de
TriE-grafo y fD : D
1 → D2 es un homomorfismo de a´lgebra tal que el diagrama de la









fjVDj // V 2Dj
Figura C.8: Condicio´n para morfismos de grafo triple atribuido
Grafos triples atribuidos y morfismos de grafo triple atribuido forman una categor´ıa,
donde los primeros son los objetos y los segundos los morfismos. Adema´s, la composicio´n
de morfismos de grafo triple atribuido es asociativa, y existe un morfismo identidad para
cada objeto grafo triple atribuido.
Definicio´n 31. (Categor´ıa TriAGraphs) Grafos triples atribuidos y morfismos de grafo
triple atribuido forman la categor´ıa TriAGraphs.
Demostracio´n. La categor´ıa TriAGraphs esta´ formada por la clase de todos los grafos
triples atribuidos y la clase
⊎
(A,B)∈TriAGraphs×TriAGraphs[A,B]TriAGraphs de todos los mor-
fismos de grafo triple atribuido, donde [A,B]TriAGraphs es el conjunto de morfismos de
grafo triple atribuido que van de A a B. Para demostrar que TriAGraphs es una categor´ıa
hay que comprobar que: (i) los morfismos de TriAGraphs se pueden componer, (ii) son
asociativos, y (iii) existen morfismos identidad.
(i) Composicio´n de morfismos de TriAGraphs. Sean dos morfismos de grafo triple
atribuido f : TriAG1 → TriAG2 y g : TriAG2 → TriAG3. La composicio´n g ◦f = (gTriG ◦
fTriG = (g
1◦f 1, g2◦f 2, gc◦f c), gD ◦fD) : TriAG1 → TriAG3 se define como la composicio´n
de los correspondientes morfismo de TriE-grafo y homomorfismo de a´lgebra en f y g.
gTriG ◦ fTriG es un morfismo de TriE-grafo ya que este tipo de morfismos es cerrado bajo
composicio´n. Por otro lado, gD ◦ fD : D1 → D3 es de nuevo un homomorfismo de a´lgebra
que cumple el diagrama de la figura C.9, donde la conmutatividad de los dos cuadrados
asegura la conmutatividad del cuadrado exterior. Por tanto g ◦ f es un morfismo de grafo
triple atribuido.
(ii) Asociatividad de morfismos de TriAGraphs. Dados tres morfismos de grafo triple
atribuido f = (fTriG = (f
1, f 2, fC), fD) : G
1 → G2, g = (gTriG = (g1, g2, gC), gD) : G2 →
G3 y h = (hTriG = (h
1, h2, hC), hD) : G
3 → G4, hay que demostrar que (h◦g)◦f = h◦(g◦f).




















gjVDj // V 3Dj
Figura C.9: Composicio´n de morfismos de grafo triple atribuido: condicio´n para los homomor-
fismos de a´lgebra
Esto se deriva de la asociatividad del morfismo de TriE-grafo y del homomorfismo de
a´lgebra que lo forman. De manera formal se tiene que:
(h ◦ g) ◦ f = ((hTriG, hD) ◦ (gTriG, gD)) ◦ (fTriG, fD) =
(hTriG ◦ gTriG, hD ◦ gD) ◦ (fTriG, fD) =
(hTriG ◦ gTriG ◦ fTriG, hD ◦ gD ◦ fD) =
(hTriG ◦ (gTriG ◦ fTriG), hD ◦ (gD ◦ fD)) =
(hTriG, hD) ◦ (gTriG ◦ fTriG, gD ◦ fD) =
(hTriG, hD) ◦ ((gTriG, gD) ◦ (fTriG, fD)) =
h ◦ (g ◦ f).
Por tanto (h ◦ g) ◦ f = h ◦ (g ◦ f).
(iii) Identidades en TriAGraphs. Hay que demostrar que, para cada grafo triple atri-
buido G, existe el morfismo identidad idG : G→ G tal que para cualesquiera grafos triples
atribuidos G, H y morfismos f : G→ H, se cumple que f ◦ idG = idH ◦ f = f .









se construye tomando el morfismo identidad de su TriE-grafo y el homomorfismo identi-
dad de su a´lgebra. Dado un morfismo de grafo triple atribuido arbitrario f = (fTriG =
(f 1, f 2, f 3), fD) : G→ H se obtiene que:
idG ◦ f = (idTriGG , idD) ◦ (fTriG, fD) = (idTriGG ◦ fTriG, idD ◦ fD) = (fTriG, fD) = f .
f ◦ idH = (fTriG, fD) ◦ (idTriGH , idH) = (fTriG ◦ idTriGH , fD ◦ idH) = (fTriG, fD) = f .
2
A continuacio´n se dota a los grafos triples atribuidos de un tipo. Esto se modela me-
diante un grafo triple atribuido distinguido llamado grafo triple de tipos atribuido, el cual
esta´ atribuido sobre un a´lgebra final de la signatura.
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Definicio´n 32. (Grafo triple de tipos atribuido) Un grafo triple de tipos atribuido es un
grafo triple atribuido TriATG = (TriTG,Z), donde Z es el a´lgebra final de la signatura
DSIG con conjuntos portadores Zs = {s} ∀s ∈ SD.
La figura C.10 muestra un grafo triple de tipos atribuido TriATG = (TriTG,Z) para
la definicio´n de la sintaxis concreta y abstracta de los diagramas de secuencia UML. La







Esto es, el tipo MessageType declara las constantes synchronous, asynchronous y
destroy. Los tipos de datos usados para la atribucio´n son S ′D = {String,MessageType};
Char es un tipo auxiliar. El grafo destino en la parte superior del grafo triple corresponde a
la sintaxis abstracta, que consiste en un subconjunto del meta-modelo UML. El grafo origen
en la parte inferior corresponde a la sintaxis concreta. La sintaxis concreta declara objetos
que pueden enlazarse con cajas de activacio´n. Las cajas de activacio´n pueden relacionarse
con otras cajas por medio de l´ıneas de vida y de mensajes, as´ı como con los objetos a trave´s
de mensajes de creacio´n. Tambie´n existe un punto inicial con un mensaje de inicio. Por
u´ltimo, el grafo correspondencia en la parte intermedia relaciona los conceptos de los otros
dos grafos.
La relacio´n entre un grafo triple atribuido y un grafo triple de tipos atribuido se expresa
mediante tuplas cuyo primer elemento es el grafo triple atribuido, y el segundo es un
morfismo desde dicho grafo al grafo de tipos. Esta estructura se puede formalizar como
una categor´ıa slice.
Definicio´n 33. (Grafo triple tipado atribuido) Un grafo triple tipado atribuido (abre-
viado ATT-grafo) sobre TriATG es un objeto TriTAG = (TriAG, t) en la categor´ıa
slice TriAGraph/TriATG, donde TriAG = (TriG,D) es un grafo triple atribuido y
t : TriAG→ TriATG es un morfismo de grafo triple atribuido denominado tipo de TriAG.
Los morfismos entre grafos triples tipados atribuidos son como los morfismos entre
grafos triples atribuidos donde, adema´s, el tipo se preserva.
Definicio´n 34. (Morfismo de grafo triple tipado atribuido) Sean dos ATT-grafos TriTAGi =
(TriAGi, ti) con i = 1, 2 sobre un grafo triple de tipos atribuido TriATG. Un morfismo de
grafo triple tipado atribuido (abreviado ATT-morfismo) f : (TriAG1, t1) → (TriAG2, t2)































Graph Nodes (V     )G i
Data Nodes (V     )D i
Graph Edges (E      )G i
Node Attribution
NAEdges (E       )i
Edge Attribution
EA Edges (E       )i
Correspondence
Functions (c1, c2)
i = {1, 2, C}
Figura C.10: Ejemplo de grafo triple de tipos atribuido
es un morfismo de grafo triple atribuido f : TriAG1 → TriAG2 tal que t2 ◦ f = t1, como











Figura C.11: Condicio´n para los morfismos de grafo triple tipado atribuido
La figura C.12 muestra un ATT-grafo sobre el grafo de tipos de la figura C.10. Los nodos
y relaciones esta´n etiquetados con su tipo (siguiendo la notacio´n de UML para instancias).
ATT-grafos y ATT-morfismos forman una categor´ıa, donde los primeros son los objetos
y los segundos los morfismos. Adema´s, la composicio´n de ATT-morfismos es asociativa y
existe el morfismo identidad para cada objeto ATT-grafo de la categor´ıa.
Definicio´n 35. (Categor´ıa TriAGraphsTriATG) ATT-grafos sobre un grafo triple de tipos
atribuido TriATG y ATT-morfismos forman la categor´ıa TriAGraphsTriATG.
Demostracio´n. Se deriva del hecho de que TriAGraphsTriATG es una categor´ıa slice. 2
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: oname : class : class: oname
: objectLifeLine
Figura C.12: Grafo triple tipado atribuido, respecto al grafo triple de tipos atribuido de la
figura C.10.
C.2. Pushouts y pullbacks para grafos triples tipados
atribuidos
En esta seccio´n se muestra co´mo construir pushouts y pullbacks en la nueva categor´ıa
TriAGraphsTriATG (a partir de [61]). Los pushouts se necesitan para poder definir reglas
de transformacio´n de grafos (de ATT-grafos en este caso). Para ello basta con definirlos
para una clase M de monomorfismos especiales, los cuales son inyectivos en la parte del
grafo e isomorfismos en la parte de los datos. La razo´n es que las reglas de transformacio´n
en el enfoque Double Pushout (DPO) se modelan como p = (L
l←− K r−→ R) con l y r
inyectivas (esto es, pertenecen a la clase M de monomorfismos). Por tanto es suficiente
con definir los pushouts para los morfismos de M. Por supuesto, m : L → G puede ser
no inyectivo. No´tese que, como los TriE-grafos esta´n formados por varios conjuntos, sus
pushouts pueden construirse calculando el pushout de cada conjunto por separado.
En cuanto a los pullbacks, se utilizara´n en la siguiente seccio´n para demostrar que la
categor´ıa TriAGraphsTriATG es HLR adhesiva (y que, por tanto, muchos de los resultados
obtenidos para la transformacio´n de grafos se pueden reutilizar para la transformacio´n de
ATT-grafos). Al igual que los pushouts, los pullbacks pueden construirse componente a
componente.
A continuacio´n se define la clase M de monomorfismos especiales en las categor´ıas
TriAGraphs y TriAGraphsTriATG.
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Definicio´n 36. (Clase M de monomorfismos en TriAGraphs) Un morfismo triple atri-
buido f : TriAG1 → TriAG2 con f = (fTriG = (f 1, f 2, fC), fD) pertenece a la clase M si
fTriG es un morfismo de TriE-grafo inyectivo (esto es, si es inyectivo para cada componente
de sus tres E-grafos), y adema´s fD es un isomorfismo de DSIG−algebra. Esto implica que
f iVD es biyectivo.
Definicio´n 37. (ClaseM de monomorfismos en TriAGraphsTriATG) Un ATT-morfismo
f : (TriAG1, t1)→ (TriAG2, t2) pertenece a la claseM si f : TriAG1 → TriAG2 pertenece
a M.
Las clases M de monomorfismos en TriAGraphs y TriAGraphsTriATG son cerradas
bajo composicio´n. A continuacio´n se muestra co´mo construir pushouts cuando uno de los
morfismos pertenece a M, lo que se hace ba´sicamente calculando pushouts en Sets.
Construccio´n 38. (Pushouts sobre M-morfismos en TriAGraphs) Sean dos morfis-
mos triples atribuidos f : TriAG0 → TriAG1 ∈ M y g : TriAG0 → TriAG2. Un pushout









y Gki = (V
k
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k
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, (sourcekji , target
k
ji
)j∈{G,NA,EA}) para k ∈ {0, 1, 2, 3},
i ∈ {1, 2, C} se construye como sigue (ve´ase figura C.13), donde f ′ ∈ M y cualquier
otro pushout TriAG′ es isomorfo a TriAG3:








TriAG2 = (TriG2, D2)
f ′=((f ′1,f ′2,f ′C),f ′D)∈M // TriAG3 = (TriG3, D3)
Figura C.13: Construccio´n de pushouts/pullbacks en TriAGraphs










) en Sets para i ∈ {1, 2, C}.
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) en Sets para i ∈ {1, 2, C}.
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: V 1Di → V 3Di para i ∈ {1, 2, C}.
6. (D3, f ′D, g
′
D) = (D
2, id, g′D) con g
′
D = gD ◦ f−1D : D1 → D3.
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7. Las operaciones source3ji y target
3
ji
(para j ∈ {G,NA,EA}, i ∈ {1, 2, C}) esta´n
un´ıvocamente determinadas por los pushouts en (1)-(5).
8. Las funciones c31 y c
3
2 esta´n un´ıvocamente determinadas por los pushouts en (1)-(4).
Demostracio´n. La construccio´n del pushout componente a componente lleva a la cons-
truccio´n de un grafo triple atribuido TriAG3 bien formado, y a morfismos triples atribuidos
f ′ y g′ con f ′ ∈M. La propiedad universal de este pushout se deriva de la propiedad uni-





) y (D3, f ′D, g
′
D) son pushouts en
Sets resp. DSIG−Alg. 2
La figura C.14 muestra un ejemplo de pushout en la categor´ıa TriAGraphs. Por sim-
plicidad so´lo se consideran nodos en VG y EG. En el ejemplo, g /∈ M ya que los nodos 5
y 6 tienen como imagen el nodo 9, y por tanto los nodos 11 y 12 tienen como imagen el







f   ={(5, 7), (6, 8)}CVG
f   ={(11, 13), (12, 14)}2VG
g   ={(1, 4)}1VG
g   ={(5, 9), (6, 9)}CVG
g   ={(2, 17), (3, 18)}’1VG
g   ={(7, 19), (8, 19)}’CVG
g   ={(13, 21), (14, 21)}’2VG






f   ={(4, 17)}’1VG
f   ={(9, 19), (10, 20)}’CVG
f   ={(15, 21), (16, 22)}’2VG
f   ={(a, c)}2EG
f   ={(c, d)}2EG
f   ={(b, d)}2EG
f   ={(a, b)}2EG
11 12 13 14





Figura C.14: Ejemplo de pushout en la categor´ıa TriAGraphs
Construccio´n 39. (Pushouts sobreM-morfismos en TriAGraphsTriATG) Sean dos ATT-
morfismos f : (TriAG0, t0) → (TriAG1, t1) ∈ M y g : (TriAG0, t0) → (TriAG2, t2).
El pushout ((TriAG3, t3), f ′, g′) en TriAGraphsTriATG se construye como el pushout
(TriAG3, f ′, g′) de f : TriAG0 → TriAG1 ∈M y g : TriAG0 → TriAG2 en TriAGraphs,
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donde t3 : TriAG3 → TriATG esta´ un´ıvocamente determinado por las propiedades del
pushout (TriAG3, f ′, g′) en TriAGraphs.
Demostracio´n. Se deriva de la construccio´n de pushouts en las categor´ıas slice. 2
A continuacio´n se muestra co´mo construir pullbacks en los cuales uno de los morfismos
pertenece a M.
Construccio´n 40. (Pullbacks sobre M-morfismos en TriAGraphs) Sean dos morfis-
mos triples atribuidos f ′ : TriAG2 → TriAG3 ∈M y g′ : TriAG1 → TriAG3. Un pullback









y Gki = (V
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k
EAi
, (sourcekji , target
k
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)j∈{G,NA,EA}) para k ∈ {0, 1, 2, 3},
i ∈ {1, 2, C} se construye como sigue (ve´ase figura C.13), donde f ′ ∈ M y cualquier
otro pullback TriAG′ es isomorfo a TriAG0:










) en Sets para i ∈ {1, 2, C}.










) en Sets para i ∈ {1, 2, C}.










) en Sets para i ∈ {1, 2, C}.










) en Sets para i ∈ {1, 2, C}.














: V 0Di → V 2Di para i ∈ {1, 2, C}.
6. (D0, fD, gD) = (D






7. Las operaciones source0ji y target
0
ji
(para j ∈ {G,NA,EA}, i ∈ {1, 2, C}) esta´n
un´ıvocamente determinadas por los pullbacks en (1)-(4).
8. Las funciones c01 y c
0
2 esta´n un´ıvocamente determinadas por los pullbacks en (1)-(4).
Demostracio´n. La construccio´n del pullback componente a componente lleva a la cons-
truccio´n de un grafo triple atribuido TriAG0 bien formado, y a morfismos triples atribuidos
f y g con f ∈ M. La propiedad universal de este pullback se deriva de la propiedad uni-





) y (D0i , fD, gD) son pullbacks en
Sets resp. DSIG−Alg. 2
Construccio´n 41. (Pullbacks sobreM-morfismos en TriAGraphsTriATG) Sean dos ATT-
morfismos f ′ : (TriAG2, t2) → (TriAG3, t3) ∈ M y g′ : (TriAG1, t1) → (TriAG3, t3). El
pullback ((TriAG0, t0), f, g) en TriAGraphsTriATG se construye como el pullback (TriAG
0,
f, g) de f ′ : TriAG2 → TriAG3 ∈ M y g′ : TriAG1 → TriAG3 en TriAGraphs, donde
t0 : TriAG0 → TriATG esta´ un´ıvocamente determinado por t0 = t1 ◦ f = t2 ◦ g.
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Demostracio´n. Se deriva de la construccio´n de pullbacks en las categor´ıas slice. 2
Construccio´n 42. (Pushouts sobre M-morfismos son pullbacks) Los pushouts sobre M-
morfismos en TriAGraphs y TriAGraphsTriATG son pullbacks.
Demostracio´n. Se debe a que los pushouts son inyectivos sobre funciones inyectivas en
Sets. 2
C.3. Grafos triples tipados atribuidos como categor´ıa
HLR adhesiva
En esta seccio´n se da una formalizacio´n alternativa de grafos triples atribuidos en
te´rminos de una categor´ıa coma. Con ello se pretende facilitar la demostracio´n de que
TriAGraphs y TriAGraphsTriATG son categor´ıas HLR adhesivas. Esta demostracio´n
permitira´ usar los principales resultados de la teor´ıa de transformacio´n de grafos sobre los
objetos de ambas categor´ıas, ya que dichos resultados se han definido para este tipo de
categor´ıas en [61].
La categor´ıa TriAGraphs es isomorfa a una categor´ıa coma ComCat(V1,V2; Id),
donde V1 y V2 son funtores forgetful. El primero va de la categor´ıa TriEGraphs a la
categor´ıa Sets y “olvida” la estructura de grafo triple, tomando el conjunto de valores de
datos de uno de los grafos (ya que todos los conjuntos VDi son iguales). El segundo funtor
V2 va de la categor´ıa DSIG-Alg a Sets, y coloca en un solo conjunto los elementos de
los distintos conjuntos portadores para atribucio´n (disyuntivamente). La categor´ıa coma
resultante tiene objetos (TG,D, op : V1(TG) → V2(D)) que satisfacen V1(TG) = V2(D) y
op = id. Se puede demostrar que esta categor´ıa, as´ı como TriAGraphsTriATG, es HLR
adhesiva. A continuacio´n se formaliza tal demostracio´n, siguiendo el estilo de [61].
Construccio´n 43. (Categor´ıa coma para TriAGraphs) La categor´ıa TriAGraphs es iso-
morfa a una subcategor´ıa ComCat(V1,V2; Id) de la categor´ıa coma ComCat(V1,V2; I)
con I = {1}.
Sean V1 y V2 los funtores forgetful:
V1 : TriEGraphs → Set, con V1(TG) = VD1 y V1(f = (f 1, f 2, fC)) = f 1VD1 . No´tese
que la eleccio´n de VD1 en vez de VD2 o VDC es irrelevante, ya que por construccio´n
VD1 = VD2 = VDC .
V2 : DSIG−Alg→ Set, con V2(D) = unionmultis∈S′DDs y V2(fD) = unionmultis∈S′DfDs.
ComCat(V1,V2; Id) es la subcategor´ıa de ComCat(V1,V2; I) con I = {1}, donde los
objetos (TG,D, op : V1(TG)→ V2(D)) satisfacen que V1(TG) = V2(D) y op = id.
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Demostracio´n. Sea un grafo triple atribuido TriAG = (TriG = (G1, G2, GC , c1, c2), D)
con Gi = (VGi , VDi , EGi , ENAi , EEAi , (sourceji , targetji)j∈{G,NA,EA})). Por la definicio´n 29
tenemos que unionmultis∈S′DDs = VDi para i ∈ {1, 2, C}. Para los morfismos f : TriAG1 → TriAG2
con f = ((f 1, f 2, fC), fD) se tiene que (1) (2) y (3) en la figura C.15 conmutan. Si se toman






















f1VD1 // V 2D1 V
1
D2
f2VD2 // V 2D2 V
1
DC
fCVDC // V 2DC













f1VD1 // V 2D1
Figura C.16: Condicio´n para morfismos de grafo triple atribuido, grafo origen G1. E´sta es la
condicio´n de compatibilidad de f y fD en la construccio´n de la categor´ıa coma
Si se usa la condicio´n V1(TG) = V2(D) de la construccio´n de la categor´ıa coma y
la definicio´n de los funtores V1 y V2, se tiene que V
1
D1
= unionmultis∈S′DDs, que es exactamente
la condicio´n para grafos triples atribuidos (objetos de la categor´ıa TriAGraphs, ve´ase
definicio´n 29). Adema´s, si se toma la definicio´n de morfismo en la categor´ıa coma se tiene
que f 1VD1
= unionmultis∈S′DfDs . E´sta es la condicio´n para morfismos de grafo triple atribuido que
muestra la figura C.16, ya que V1(f = (f
1, f 2, fC)) = f 1VD y V2(fD) = unionmultis∈S′DfDs . De ah´ı se
deriva que ComCat(V1,V2; Id) ∼= TriAGraphs. 2
La siguiente observacio´n utiliza dos resultados de [61] (teoremas 4.13.3 y 4.13.4). El
primero establece que si (C,M) es una categor´ıa HLR adhesiva (de´bil), entonces para cada
categor´ıa X la categor´ıa funtor ([X,C], transformacio´n M-funtor) es una categor´ıa HLR
adhesiva (de´bil). Una transformacio´n M-funtor es una transformacio´n natural t : F → G
donde todos los morfismos tX : F (X)→ G(X) esta´n en M.
El segundo teorema establece que la categor´ıa coma (ComCat(F,G; I),M) conM =
(M1×M2)∩MorComCat(V1,V2;I) es una categor´ıa HLR adhesiva si F preserva los pushouts
sobre M1-morfismos y G preserva los pullbacks generales. En el caso de categor´ıas HLR
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adhesivas de´biles es suficiente con que F preserve los pushouts sobre M1-morfismos y G
preserve los pullbacks sobre M2-morfismos.
Observacio´n. (TriAGraphs es una categor´ıa HLR adhesiva) Sea M1 la clase de morfis-
mos de TriE-grafo inyectivos yM2 la clase de DSIG−isomorfismos. Entonces tenemos que
(TriEGraphs,M1) es una categor´ıa funtor sobre (Sets,M1)1 y por tanto una categor´ıa
HLR adhesiva. Por la misma razo´n (DSIG−Alg,M2) tambie´n es una categor´ıa HLR
adhesiva. Para que ComCat(V1,V2; I) con I = 1 yM = (M1×M2)∩MorComCat(V1,V2;I)
sea una categor´ıa adhesiva se tiene que demostrar que V1 preserva los pushouts sobre los
morfismos de M1 y V2 preserva los pullbacks. En la categor´ıa TriEGraphs los pushouts
se construyen para cada componente en Sets; por tanto V1 preserva los pushouts. Como
se demuestra en [61], el funtor F : DSIG−Alg → Set preserva los pullbacks; por tan-
to V2 preserva los pullbacks. Finalmente, tambie´n se puede demostrar que una eleccio´n
especial de pushouts y pullbacks en TriEGraphs y DSIG-Alg llevan a pushouts y pull-
backs en la subcategor´ıa ComCat(V1,V2; Id), por lo que (ComCat(V1,V2; Id),M) y
(TriAGraphs,M) son categor´ıas HLR adhesivas.
La siguiente observacio´n usa el resultado del teorema 4.13.2 de [61], que establece que
la categor´ıa slice (C/X,M∩C/X) es una categor´ıa HLR adhesiva donde M∩ C/X son
monomorfismos en C/X (los monomorfismos en C tambie´n son monomorfismos en C/X,
pero lo contrario no es necesariamente cierto).
Observacio´n. (TriAGraphsTriATG es una categor´ıa HLR adhesiva) (TriAGraphsTriATG,
M) es una categor´ıa slice de (TriAGraphs, M) (donde M es la clase de los morfismos
f = ((f 1, f 2, fC), fD) con f
i inyectivos y siendo fD un homomorfismo de DSIG−Algebra),
y por tanto una categor´ıa HLR adhesiva.
C.4. Transformacio´n de grafos triples tipados atribui-
dos
La seccio´n anterior demostro´ que (TriAGraphsTriATG,M) es una categor´ıa HLR ad-
hesiva, por lo que podemos usar la teor´ıa existente para transformacio´n de grafos (generali-
zada en [61] para este tipo de categor´ıas) sobre sus objetos. A modo ilustrativo, esta seccio´n
recoge los conceptos de transformacio´n ba´sicos (produccio´n, derivacio´n y grama´tica) para
grafos triples tipados atribuidos. Adema´s, las producciones se extienden con condiciones
de aplicacio´n. Para una relacio´n exhaustiva de los resultados aplicables a sistemas HLR
consu´ltese [61].
1No´tese que no se puede utilizar directamente la categor´ıa esquema de la figura C.1, sino que han de
an˜adirse elementos de correspondencia para relacionar nodos de un grafo con nodos del otro, nodos con
enlaces, etc. Adema´s, se han de incluir enlaces para cada combinacio´n de estas correspondencias.
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En el enfoque Double Pushout (DPO) las reglas se modelan mediante tres componentes:
L, K y R. El componente L (o parte izquierda de la regla, LHS) representa los elementos
que deben encontrarse en la estructura donde se aplica la regla (un grafo, un grafo triple,
una red de Petri, etc.). El componente K contiene los elementos que se preservan al aplicar
la regla. Por u´ltimo, R (o parte derecha de la regla, RHS) contiene los elementos que
deben reemplazar la parte identificada por L en la estructura a reescribir. Por tanto L−K
contiene los elementos que la regla borra, mientras que R−K contiene los elementos que
la regla crea. En este caso particular, L, K y R son ATT-grafos.
Definicio´n 44. (Regla triple) Sea un grafo triple de tipos atribuido TriATG con signatura
de datos DSIG. Una regla de grafo triple tipado atribuido (abreviado regla triple) p =
(L
l← K r→ R) esta´ formada por tres ATT-grafos L, K y R con una DSIG-a´lgebra
comu´n TDSIG(X) (la DSIG-a´lgebra de te´rminos con variables X), y dos ATT-morfismos
inyectivos l : K → L y r : K → R.
Observacio´n. Puesto que l y r son ATT-morfismos inyectivos, la parte de la signatura
DSIG de l y r es la identidad en TDSIG(X).
Para aplicar una regla triple p a un ATT-grafo G (llamado ATT-grafo anfitrio´n) se
debe encontrar una imagen de la LHS en el grafo. Esto es, debe existir un ATT-morfismo
m : L→ G. Una vez encontrado tal morfismo la regla se aplica en dos pasos. En el primero
se borran de G los elementos de m(L− l(K)), obteniendo el grafo D. En el segundo paso
se an˜aden a D los elementos de R − r(K), obteniendo de ese modo el grafo resultante H.
Cada paso se modela mediante un pushout. Como se mostro´ en secciones anteriores, los
pushouts en TriAGraphs y TriAGraphsTriATG se calculan construyendo los pushouts
de cada conjunto de los tres E-grafos del grafo triple.
Definicio´n 45. (Derivacio´n directa de grafo triple) Sean una regla triple p = (L
l← K r→
R), un ATT-grafo G, y un ATT-morfismo m : L→ G (llamado match o imagen). Una de-
rivacio´n directa de grafo triple (abreviado derivacio´n directa) G
p,m
=⇒ H se calcula mediante
dos pushouts en la categor´ıa TriAGraphsTriATG, tal y como muestra la figura C.17, donde

















Figura C.17: Derivacio´n directa como construccio´n DPO
La figura C.18 muestra un ejemplo de derivacio´n directa. La regla conecta un objeto
con su clase, para lo que crea una relacio´n (etiquetada “7” en R y H). En la figura, los
morfismos triples l, r, m, d, m∗, l∗ y r∗ esta´n representados con nu´meros.



















































































































Figura C.18: Ejemplo de derivacio´n directa
El primer pushout (1) calcula el grafo D, esto es, el complemento pushout. Para que
el complemento pushout exista, adema´s de cumplirse las condiciones de identificacio´n y
enlaces colgantes (tambie´n conocidas como condicio´n de pegado) para cada grafo triple,
se necesita una condicio´n adicional para las funciones de correspondencia. A continua-
cio´n se presenta la condicio´n de pegado para las categor´ıas AGraphs y AGraphsATG, y
posteriormente para las categor´ıas TriAGraphs y TriAGraphsTriATG.
Definicio´n 46. (Condicio´n de pegado en AGraphs y AGraphsATG, tomadas de [61])
1. Sean una produccio´n de grafo atribuido p = (L
l← K r→ R), un grafo atribuido G, y un




X) para todo X ∈ {L,K,R,G}.
Los puntos de pegado GP son aquellos elementos de grafo en L que p no borra,
esto es, GP = lVG(V
K
G ) ∪ lEG(EKG ) ∪ lENA(EKNA) ∪ lEEA(EKEA).
Los puntos de identificacio´n IP son aquellos elementos de grafo en L identifi-
cados por m, esto es, IP = IPVG ∪ IPEG ∪ IPENA ∪ IPEEA con:
IPVG = {a ∈ V LG |∃a′ ∈ V LG , a 6= a′,mVG(a) = mVG(a′)}
IPEj = {a ∈ ELj |∃a′ ∈ ELj , a 6= a′,mEj(a) = mEj(a′)}, para todo j ∈ {G,NA,EA}.
Los puntos colgantes DP son aquellos elementos de grafo en L cuyas ima´ge-
nes son origen o destino de un elemento que no pertenece a m(L), esto es,
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DP = DPVG ∪DPEG con:
DPVG = {a ∈ V LG |(∃a′ ∈ EGNA −mENA(ELNA), mVG(a) = sourceGNA(a′)) ∨
(∃a′ ∈ EGG −mEG(ELG), mVG(a) = sourceGG(a′) ∨mVG(a) = targetGG(a′))}
DPEG = {a ∈ ELG|(∃a′ ∈ EGEA −mEEA(ELEA), mEG(a) = sourceGEA(a′)}.
p y m satisfacen la condicio´n de pegado en AGraphs si todos los puntos col-
gantes y de identificacio´n son puntos de pegado, esto es, si IP ∪DP ⊆ GP .
2. p y m en AGraphsATG satisfacen la condicio´n de pegado en AGraphsATG si al
considerarlos en AGraphs satisfacen la condicio´n de pegado en AGraphs.
Definicio´n 47. (Condicio´n de pegado en TriAGraphs y TriAGraphsTriATG)
1. Sean un regla triple p = (L
l← K r→ R), un grafo triple atribuido TriAG = (TriG =




2 ), D), y un morfismo m = (mTriG = (m
1,m2,mC),mD) : L → G













para todo X ∈ {Li, K i, Ri, Gi}i∈{1,2,C}.
Los puntos de pegado de correspondencia CGP son los elementos de grafo en













Los puntos colgantes de correspondencia CDP son los elementos de grafo en G1
y G2 de L, cuyas ima´genes son destino de una funcio´n de correspondencia desde
un elemento que no pertenece a mCVG(L
C
VG
), esto es, CDP = CDP1
⋃
CDP2 para
CDPi = {a ∈ LiVG ∪ LiEG|∃x ∈ GCVG −mCVG(LCVG) con cGi (x) = (miVG unionmultimiEG)(a)},
para i ∈ {1, 2}
p y m satisfacen la condicio´n de pegado en TriAGraphs si:
Los morfismos m′i = (m
i,mD) : (L
i, D) → (Gi, D) (para i ∈ {1, 2, C}) en
AGraphs satisfacen la condicio´n de pegado en AGraphs.
Todos los puntos colgantes de correspondencia son puntos de pegado de corres-
pondencia, esto es, CDP ⊆ CGP .
2. p ym en TriAGraphsTriATG satisfacen la condicio´n de pegado en TriAGraphsTriATG
si al considerarlos en TriAGraphs satisfacen la condicio´n de pegado en TriA-
Graphs.
La condicio´n de pegado de correspondencia establece que un elemento de los grafos an-
fitriones origen o destino no se puede borrar si es imagen de una funcio´n de correspondencia
que sale de un elemento que no se borra.
Por otro lado, la segunda entrada de la definicio´n 47.1 no necesita considerar los nodos
del grafo correspondencia que son origen de una funcio´n de correspondencia. La razo´n es
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que si uno de esos nodos se borra, la definicio´n de la funcio´n de correspondencia para
el nodo tambie´n se borra. La situacio´n es similar a cuando se borra una relacio´n en un
grafo normal, donde la definicio´n de las funciones source y target de la relacio´n tambie´n
se borran. Sin embargo, hay que tener cuidado al borrar el destino de una funcio´n de
correspondencia ya que de otro modo las funciones podr´ıan dejar de estar bien definidas.
Finalmente, la condicio´n de identificacio´n no necesita considerar la funcio´n de corres-
pondencia. Si dos nodos del grafo correspondencia de L se identifican con un solo nodo
de G, y la regla borra so´lo uno de ellos, entonces la regla no se puede aplicar debido a
la condicio´n de identificacio´n para el grafo correspondencia. La figura C.19 muestra un
ejemplo donde los nodos B yC se identifican con el nodo BC del grafo correspondencia de
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Figura C.19: Aplicacio´n de regla prohibida debido a la condicio´n de identificacio´n en el grafo
correspondencia
Observacio´n. (Existencia y unicidad de grafos de contexto triples (tipados) atribuidos)
Sean una regla de grafo triple (tipado) atribuido p, un grafo triple (tipado) atribuido G, y
un morfismo m : L→ G. El grafo de contexto triple (tipado) atribuido D con PO(1) existe
en TriAGraphs (TriAGraphsTriATG), si y so´lo si la condicio´n de pegado se satisface en












Demostracio´n. ‘⇒’ Dado el PO(1), las propiedades de la condicio´n de pegado se derivan
de las de los pushouts sobre M-morfismos en TriAGraphs y TriAGraphsTriATG:
Como los pushouts se construyen para cada uno de los componentes en TriAGraphs
(TriAGraphsTriATG), la condicio´n de pegado se cumple separadamente para cada
grafo del grafo triple.
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Consideremos v ∈ CDP y asumamos que v ∈ LiVG (esto es, v es un nodo) con
x ∈ GCVG −mCVG(LCVG) y cGi (x) = miVG(v) = b. En este caso, como G es un pushout,
ha de existir un x′ ∈ V DGC tal que f cVG(x′) = x. Ma´s au´n, ya que f es un morfismo
va´lido ha de existir un b′ ∈ V DGi con cDi (x′) = b′ y f 1VG(b′) = b. Esto implica que v
no se borra. Para el caso en que v es una relacio´n se sigue un razonamiento similar.
En conclusio´n, CDP ⊆ CGP y todos los puntos colgantes de correspondencia son
tambie´n puntos de pegado de correspondencia.
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{1, 2, C}) con k, f y typeD : D → TriATG de la siguiente manera:
V DGi = (V
D
Gi
−miVG(LiVG)) ∪miVG ◦ liVG(KiVG).




DiEj = (GEj −miEj(LEj)) ∪m ◦ l(KiEj) para j ∈ {G,NA,EA}.
sourceDG,i = source
G











j,i|EDji para j ∈ {NA,EA}.
DD = DG.
cDi (x) = c
G
i (x), ∀x ∈ DCVG , para i = {1, 2}.




Una derivacio´n triple es una secuencia de cero o ma´s derivaciones triples directas, lo que
se denota como G0 ⇒∗ Gn. Una grama´tica de grafos triple esta´ formada por un conjunto
de reglas triples y un ATT-grafo inicial (junto con una signatura de datos y un grafo de
tipos). El lenguaje de la grama´tica triple consiste en todos los ATT-grafos que se pueden
obtener mediante derivaciones, empezando desde el ATT-grafo inicial.
Definicio´n 48. (Grama´tica y lenguaje de grafos triples) Una grama´tica de grafos triples
TGG = (DSIG, TriATG, P, TriAS) esta´ compuesta por una signatura de datos DSIG,
un grafo triple de tipos atribuido TriATG, un conjunto P de reglas triples, y un ATT-
grafo inicial TriAS tipado sobre TriATG. El lenguaje que genera TGG se define como
L(TGG) = {TriAG|TriAS ⇒∗ TriAG}.
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A continuacio´n se provee a las reglas triples con condiciones de aplicacio´n, siguiendo el
mismo enfoque que en [93]. Para ello se define el concepto de restriccio´n condicional sobre
ATT-grafos, de tal modo que una condicio´n de aplicacio´n se exprese como una restriccio´n
condicional sobre el componente L de la regla triple.
Definicio´n 49. (Restriccio´n condicional triple) Una restriccio´n condicional triple cc =
(x : L → X,A) sobre un ATT-grafo L consiste en un ATT-morfismo x y un conjunto
A = {yj : X → Yj} de ATT-morfismos. Un ATT-morfismo m : L → G satisface una
restriccio´n cc sobre L, escrito m |=L cc, si y so´lo si ∀n : X → G con n◦x = m ∃o : Yj → G


















Figura C.20: Restriccio´n condicional triple satisfecha por m
El morfismo m satisface la restriccio´n si no existe ninguna imagen de X en G o, en
caso de que exista, si tambie´n se encuentra la imagen de algu´n Yj. Si el conjunto A es el
conjunto vac´ıo la restriccio´n se denomina condicio´n de aplicacio´n negativa (NAC), y en ese
caso la existencia de un ATT-morfismo n implica que m 2L cc. Los morfismos x e yj son
totales, pero gra´ficamente se usa una notacio´n abreviada. En concreto, el subgrafo de L
(resp. X) que no tiene imagen en X (resp. Yj) se copia isomo´rficamente en X (resp. Yj) y
se enlaza con los elementos que corresponda.
A cada regla triple se le asigna un conjunto AC de restricciones condicionales triples
(llamadas condicio´n de aplicacio´n). Para poder aplicar una regla en cierto morfismom, e´ste
tiene que satisfacer todas las condiciones de aplicacio´n del conjunto. La figura C.21 mues-
tra como ejemplo una regla triple con NAC (el conjunto A en la condicio´n de aplicacio´n
esta´ vac´ıo). Siguiendo la notacio´n abreviada, la NAC so´lo contiene los elementos adicio-
nales que no aparecen en la LHS y su contexto. El componente K de la regla no aparece
expl´ıcitamente, pero contendr´ıa aquellos elementos etiquetados con los mismos nu´meros en
la LHS y la RHS. La regla crea un objeto en el grafo destino (parte superior de la regla)
con el mismo nombre que uno existente en el grafo origen. La NAC hace que la regla no
se aplique si ya existe tal objeto en el grafo destino.
















































Figura C.21: Ejemplo de regla triple con condicio´n de aplicacio´n negativa
Ape´ndice D
Herencia en transformacio´n de grafos triples
tipados atribuidos
Este ape´ndice extiende los grafos triples y sistemas de transformacio´n de grafos triplespresentados en el ape´ndice C con herencia. La extensio´n se basa en la que [60, 45]
realizan para grafos, pero adaptada a grafos triples y permitiendo herencia no so´lo de
nodos, sino tambie´n de relaciones.
Con este propo´sito, la definicio´n de grafo triple de tipos se extiende para incluir rela-
ciones de herencia entre dos nodos o relaciones, de modo similar a como se realiza en los
diagramas de clases UML. La herencia de nodos permite a un nodo heredar las relaciones
y atributos de sus nodos padre (y dema´s ancestros). La herencia de relaciones permite a
una relacio´n heredar los atributos de sus relaciones padre (y dema´s ancestros).
Una vez as´ı definidos los grafos triples con herencia, se permite a las reglas triples
contener elementos (nodos y relaciones) cuyo tipo tiene un conjunto de subtipos. Si estos
elementos aparecen en la parte izquierda de la regla, cualquier nodo del grafo anfitrio´n que
tenga su tipo o uno de sus subtipos es una imagen va´lida del elemento. Es decir, una regla
extendida con herencia es equivalente a un conjunto de reglas (llamadas reglas concretas)
resultantes de sustituir cada nodo y relacio´n de grafo por s´ı mismo y cada uno de sus
subtipos. De este modo se consigue tener una notacio´n compacta de un conjunto de reglas.
La inclusio´n de herencia en las reglas de transformacio´n de grafos triples es otra apor-
tacio´n adicional que no presentan las grama´ticas de grafos triples [162]. Su formalizacio´n se
presenta como un ape´ndice separado ya que se ha querido mantener diferenciado el nu´cleo
con la teor´ıa ba´sica y necesaria para la transformacio´n de grafos triples (ape´ndice C), de sus
extensiones (presente ape´ndice). Por la misma razo´n, el ape´ndice da una idea intuitiva de
la formalizacio´n y presenta so´lo las definiciones de los conceptos ma´s relevantes. El lector
interesado puede encontrar el resto de detalles de la formalizacio´n en [84].
D.1. Grafos triples tipados atribuidos con herencia
Los grafos triples de tipos con herencia se definen como los grafos triples de tipos
usuales, con dos grafos adicionales para las jerarqu´ıas de nodos y relaciones, y dos conjuntos
de nodos y relaciones abstractos. Por razones te´cnicas relacionadas con la herencia de
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la funcio´n de correspondencia, los nodos del grafo correspondencia no admiten herencia
mu´ltiple. Siguiendo el mismo enfoque que en [178], una relacio´n puede heredar de otra
u´nicamente si sus nodos fuente y destino son hijos de los nodos fuente y destino de la
relacio´n de la que hereda. Para asegurar esto se utiliza la nocio´n de clan, que consiste
en una funcio´n que devuelve el conjunto de nodos o relaciones hijo de un elemento dado,
incluido e´l mismo (ve´ase definicio´n 51).
Definicio´n 50. (Grafo triple de tipos atribuido con herencia) Un grafo triple de tipos atri-
buido con herencia (abreviado meta-modelo triple) TriATGI = (TriATG, (V Ii, EIi, AVi,
AEi)i∈{1,2,C}), consiste en:
Un grafo triple de tipos atribuido TriATG = (TriTG,Z).
Tres grafos de herencia de nodos V Ii = (V I
i
V , V I
i
E, vs
i : V I iE → V I iV , vti : V I iE →




G para i ∈ {1, 2, C}. No se permite herencia mu´ltiple en el grafo
correspondencia, por lo que ∀n ∈ V ICV , |{e ∈ V ICE |vsC(e) = n}| ≤ 1.





i : EI iE → EI iV , eti : EI iE →




G para i ∈ {1, 2, C}. Adema´s ∀e, e′ ∈ EI iV , x ∈ EI iE tal que
esi(x) = e′ y eti(x) = e (esto es, si e′ hereda de e), se tiene que sourceGi(e
′) ∈
clanV Ii(sourceGi(e)) y targetGi(e
′) ∈ clanV Ii(targetGi(e)).
Tres conjuntos AVi ⊆ V I iV para i = {1, 2, C}, llamados nodos abstractos.
Tres conjuntos AEi ⊆ EI iV para i = {1, 2, C}, llamados relaciones abstractas.
La figura D.1 muestra un ejemplo de meta-modelo triple, el cual extiende el grafo triple
de tipos atribuido de la figura C.10 con herencia. El meta-modelo triple relaciona dos
meta-modelos con la sintaxis abstracta (parte superior) y concreta (parte inferior) de los
diagramas de secuencia UML. Para facilitar la lectura, los grafos TGi, el grafo de herencia
de nodos V Ii y el grafo de herencia de relaciones EIi de la figura se muestran colapsados
en un u´nico grafo. Las relaciones de los grafos de herencia se representan por una l´ınea
continua con una flecha hueca que apunta al tipo padre, al estilo usual en la notacio´n
UML, y los elementos en AVi y AEi se muestran en ita´lica. Las relaciones de composicio´n
que aparecen en el meta-modelo (con un diamante negro en el extremo) se tratan como
cualquier otra relacio´n de EiG.
Para poder usar la teor´ıa desarrollada en el ape´ndice C sobre meta-modelos triples, se
“aplana” su jerarqu´ıa haciendo expl´ıcito el significado sema´ntico de la herencia, y obtenien-
do de ese modo un grafo triple de tipos atribuido usual que es equivalente. La operacio´n de
aplanado copia expl´ıcitamente los elementos a heredar a todos los descendientes (relaciones
y atributos en el caso de nodos, y atributos en el caso de relaciones). En la teor´ıa desarro-
llada hasta la fecha no se contempla la sobreescritura de atributos, pero s´ı la sobreescritura














































































Figura D.1: Ejemplo de meta-modelo triple
de funciones de correspondencia por los nodos del grafo correspondencia. De este modo,
si una funcio´n de correspondencia esta´ indefinida para un nodo del grafo correspondencia,
entonces su valor se obtiene del nodo ma´s cercano en la jerarqu´ıa de herencia (de nodos)
para el que la funcio´n esta´ definida.
En realidad, esta versio´n aplanada del grafo de tipos no se utiliza para formalizar el tipo
de un grafo triple, sino que su tipo se especifica directamente sobre el meta-modelo triple
usando una clase de morfismo especial denominado morfismo triple de clan. De hecho,
este es enfoque seguido en [45]. Estos morfismos de clan tienen en cuenta las relaciones de
herencia de nodos y relaciones, y se corresponden un´ıvocamente con el tipo proporcionado
por el grafo de tipos aplanado. A continuacio´n se formaliza el concepto de clan de herencia;
el lector interesado puede consultar la definicio´n del resto de conceptos en [84].
Definicio´n 51. (Clan de herencia de nodos y de relaciones) Sea un meta-modelo triple
TriATGI = (TriATG, (V Ii, EIi, AVi, AEi)i∈{1,2,C}). El clan de herencia de nodos para
cada nodo n ∈ V I iV se define como clanV Ii(n) = {n′ ∈ V I iV | ∃ path n′ ∗→ n ∈ V Ii} ⊆
V I iV con n ∈ clanV Ii(n). Igualmente, para cada relacio´n e ∈ EI iV , su clan de herencia de
relaciones se define como clanEIi(e) = {e′ ∈ EI iV | ∃ path e′ ∗→ e ∈ EIi} ⊆ EI iV con e ∈
clanEIi(e).
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Por ejemplo, el clan de herencia del nodo ConcreteElement en el meta-modelo de la fi-
gura D.1 es clanV I1(ConcreteElement) = {ConcreteElement, ActivationBox, StartPoint,
Object}. En el mismo meta-modelo, el clan de herencia de relaciones de AbsMessage es
clanEI1(AbsMessage) = {AbsMessage, createMessage,Message, StartMessage}.
D.2. Transformacio´n de grafos triples tipados atribui-
dos con herencia
En este apartado las reglas triples se extienden para incluir el concepto de herencia,
dando como resultado la definicio´n de un nuevo tipo de regla denominado regla triple
extendida con herencia, o regla IE-triple. Los nodos y relaciones en las reglas IE-triples
pueden tener como tipo cualquiera de los definidos en el meta-modelo triple, el cual se
refina posteriormente al conjunto de sus subtipos. Una regla IE-triple es equivalente a
todas las sustituciones va´lidas de cada uno de sus nodos y relaciones por cualquiera de los
tipos concretos de los nodos y relaciones en su clan de herencia. Si el conjunto de reglas
equivalente tiene una cardinalidad mayor que 1, entonces la regla IE-triple se denomina
meta-regla IE-triple. A continuacio´n se especifica que´ es un refinamiento de tipos, y se da
la definicio´n de regla IE-triple.
Definicio´n 52. (Refinamiento de tipo) Sea el grafo triple atribuido TriAG = (TriG,D),
donde TriG = (G1, G2, GC , c1, c2) es un grafo triple con Gi = (V
G
Gi
, V GDi , E
G
Gi







)j∈{G,NA,EA})i∈{1,2,C}, y dos morfismos de clan type : TriG→ TriATGI y
type′ : TriG→ TriATGI; type′ se llama refinamiento de tipo de type, escrito type′ ≤ type1
si:
type′iVG(n) ∈ clanV Ii(typeiVG(n)), ∀n ∈ V GGi, para i ∈ {1, 2, C}.
type′iEG(n) ∈ clanEIi(typeiEG(n)), ∀n ∈ EGGi, para i ∈ {1, 2, C}.
type′iX = type
i
X , para X ∈ {VD, ENA, EEA}, i ∈ {1, 2, C}.
type′D = typeD.
Definicio´n 53. (Regla triple extendida con herencia) Una regla triple extendida con heren-
cia (abreviado regla IE-triple) es una regla triple cuyo tipo esta´ definido por un meta-modelo
triple TriATGI = (TriATG, (V Ii, EIi, AVi, AEi)i∈{1,2,C}). Se define como una tripleta
p = (L
l←− K r−→ R, type, AC) donde el primer elemento es una regla de grafo triple atri-
buido (l y r son morfismos de grafo triple atribuido); type = (typei : i→ TriATGI)i∈{L,K,R}
es una tripleta de morfismos de clan, uno por cada parte de la regla triple; y AC = {cci =
1Decimos que type′ es ma´s concreto que type.
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(xi : L → Xi, typeXi , Ai = {(yij : Xi → Yij, typeYij)})} es un conjunto de condiciones de
aplicacio´n donde typeXi : Xi → TriATGI y typeYij : Yij → TriATGI son morfismos de
clan. Adema´s se deben cumplir las siguientes condiciones:
typeL ◦ l = typeK = typeR ◦ r (el tipo de los elementos que la regla preserva es el




) ∩ AVi = ∅, donde V ′RGi := V RGi − riVG(V KGi ) para i ∈ {1, 2, C} (ningu´n




) ∩ AEi = ∅, donde E ′RGi := ERGi − riEG(EKGi) para i ∈ {1, 2, C} (ninguna
relacio´n en R tiene tipo abstracto).
typeYij ◦ yij ≤ typeXi y typeXi ◦ xi ≤ typeL para todo cci ∈ AC (el tipo de Yij es
ma´s concreto que el tipo de Xi, y e´ste a su vez es ma´s concreto que el tipo de L).
typeiL,VG ◦ cLi ◦ lCV CG |nodesKi = type
i
K,VG
◦ cKi |nodesKi = typeiR,VG ◦ cRi ◦ rCV CG |nodesKi para




i son funciones de correspondencia de K, L y R (el tipo de
los nodos destino de las funciones de correspondencia en K es el mismo en L y R).
typeiL,EG ◦ cLi ◦ lCV CG |edgesKi = type
i
K,EG
◦ cKi |edgesKi = typeiR,EG ◦ cRi ◦ rCV CG |edgesKi para
i = 1, 2 (el tipo de las relaciones destino de las funciones de correspondencia en K
es el mismo en L y R).
cLi ◦ lCV CG |undefKi = c
K
i |undefKi = cRi ◦ rCV CG |undefKi para i = 1, 2 (las funciones de corres-
pondencia indefinidas en K tambie´n esta´n indefinidas en L y R).
La parte de tipos de datos en L, K, R, Xi y Yij es TDSIG(X), el a´lgebra de te´rminos
DSIG con variables X, y lD, rD, xiD , yijD son identidades (se preservan los datos).
La fila superior de la figura D.2 muestra un ejemplo de meta-regla IE-triple. La regla
identifica en la sintaxis concreta (parte inferior de la regla) un mensaje que activa otro
mensaje, y crea en la sintaxis abstracta (parte superior) la relacio´n activator apropiada.
Esta meta-regla es equivalente a cuatro reglas concretas, ya que el nodo 7 puede tener los
tipos concretos StartPoint o ActivationBox, el nodo 8 tiene que ser un ActivationBox, y
el nodo 9 puede ser un Object o un ActivationBox. Por tanto, hay cuatro combinaciones
posibles, donde el tipo de las relaciones lo determina la eleccio´n de los tipos de nodo.
Para aplicar una meta-regla IE-triple a un grafo triple primero se debe encontrar una
imagen de la estructura de su parte izquierda (sin considerar los tipos) en el grafo. El tipo
de la imagen debe ser ma´s concreto que el de la parte izquierda de la regla. Adema´s, el
tipo de los nodos y relaciones que son destino de funciones de correspondencia en el grafo


























































































































































































Figura D.2: Ejemplo de meta-regla triple y derivacio´n
tambie´n debe ser ma´s concreto que el especificado en la regla. Por u´ltimo, se tienen que
satisfacer las condiciones de aplicacio´n.
Una derivacio´n directa se realiza calculando primero el doble pushout en la categor´ıa
TriAGraphs. A continuacio´n, al grafo resultante se le an˜ade el tipo del siguiente modo:
los elementos que la regla preserva no cambian su tipo, y los elementos que crea toman
el tipo especificado en R (recue´rdese que los elementos que una regla an˜ade tienen tipo
concreto). La figura D.2 muestra un ejemplo de derivacio´n directa, donde los elementos
abstractos 7, 8, 9, 10 y 11 de la regla toman los tipos concretos StartPoint, ActivationBox,
ActivationBox, StartMessage y Message en el grafo G.
La aplicacio´n de una meta-regla equivale a la aplicacio´n de una de sus reglas concretas.
Se puede demostrar que el lenguaje generado por una grama´tica de grafos triples extendida
con herencia es el mismo que el generado por una grama´tica de grafos triples sin herencia.
Esta segunda grama´tica usar´ıa como grafo de tipos el resultante de aplanar el meta-modelo
triple, y como reglas las reglas concretas de cada meta-regla de la primera grama´tica. Los
detalles de esta demostracio´n pueden consultarse en [84].
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