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We show that there is a universal constant C > 1 such that any projection 
from Ma , n > 3, onto a hyperplane has norm greater than or equal to C. 
Here nCr, may be given either the trace-class or operator norm. Hence the basis 
constants for Ma, n > 3, are bounded from below by C > 1. On the other 
hand, AZ2 is shown to have a monotone basis. 
INTRODUCTION 
We consider the space M, of n X n matrices acting on an n- 
dimensional Hilbert space. The scalar field is either the complex 
numbers or the real numbers. We are interested in M,, with either 
the trace-class or the operator norm, i.e., for x E 34% , 
trace-class norm of x = [I x 11 = tr(x*x)l/*, 
operator norm of x = 111 x II/ = sup{1 x(p)1 : Ip 1 < I}, 
where x* is the transpose of x if the scalars are real and j * 1 is the 
norm on the underlying Hilbert space. 
We recall that a basis B = {x1 ,..., xN ,... > for a Banach space X 
is a collection of elements of X satisfying for each x E X, there 
exists a unique set of scalars {cY~} such that x = x mixi, i.e., 
lim 11 x - 5 oixi 11 = 0. 
Iv-m I i=l 
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Clearly a basis for a finite dimensional space is merely a linearly 
independent, spanning set. For a fixed basis B, we may define the 
natural projections U, , N = 1, 2 ,..., by 
UN(X) = UN f OIiXi = f aiXi * 
( 1 i=l i=l 
We then define the basis constant for X to be: 
Basis constant = inf{sup /I UN /I : all possible bases}. 
N 
Any basis with 1) UN /I = 1 f or each N is called a monotone basis. 
If X has a monotone basis its basis constant is one; the converse 
to this fact holds in finite dimensional spaces. There do exist finite 
dimensional spaces with basis constant >l [6, p. 2331. For more 
information about basis constants and monotone bases see [6, 
especially II, Sect. 11. 
In Section 1 we show that M, with either the trace-class or operator 
norm has a monotone basis. Further, we find all three-dimensional 
subspaces of M2 with the trace-class norm onto which there is a norm 
one projection. Using this information, in Section 2 we show that 
there is a universal constant C > 1 such that any projection from 
M, , n > 3, onto a hyperplane has norm greater than or equal to C. 
Here M, may be given either the trace-class or operator norm. 
Hence, the basis constants for M, , n 2 3, are bounded from below 
by this universal constant. 
1. PRELIMINARIES 
If xi )..., xN are in M, , we shall denote by [xi ,..., xN] their linear 
span. We let (Q: i,j = l,..., n} be the natural basis for M, , i.e., 
eij is the matrix with a one in the (i, j)-slot with zeros elsewhere. 
If XEM,, then Xii will always denote the e,j-component in the 
expansion of x with respect to the natural basis. 
We first state a useful fact about M, . 
PROPOSITION 1 .l. Let x E M, . Then there exist two unitary 
[orthogonal if the scalars are real] matrices u and v so that x = u dv 
where d = diag(X, ,..., A,) where the {AJ are the positive square roots 
of the characteristic roots of x*x. 
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Proof. Let y = x*x. Then y is positive, semidefinite, and her- 
mitian [symmetric] and so has a unique square root x with the same 
properties and same rank [4, Theorem 41.4.21. Clearly x(h) = I+, 
defines an isometric map from the range of x onto the range of x. 
Let w be a unitary [orthogonal] extension of wa to the entire underlying 
Hilbert space. Thus x = wz. Since z is hermitian [symmetric], 
there is a unitary matrix [orthogonal matrix] o satisfying x = z)* dv 
where d = diag(h, ,..., A,) where the (hi} are the characteristic roots 
of z [4, Theorem 41.21. The spectral theorem completes the proof. 
We next collect some results regarding M, when given the trace- 
class or operator norm. 
PROPOSITION 1.2. 
(a) For x E M, , /I x 11 equals the sum of the positiwe square roots 
of the characteristic roots of x*x. 
(b) For x E M, , II/ x I/j equals the largest positiwe square root of 
the characteristic roots of x*x. 
(c) (M,, trace-class norm)* z (M, , operator norm); (M, , 
operator norm)* z (M, , trace-class norm). 
(d) For x E M, , 11 X /I2 > C 1 Xij 1’. Hence if, 11 XI/ = 1 = Xdj 
for some i, j, then x = eij . 
(e) For x E M, , II xu II = II ux II = II x II and III xu Ill = Ill ux Ill = 
/lj x /jl for all unitary [orthogonal if the scalars are real] matrices u. 
(f) For x E M, , II x II = IIY II and III x Ill = Ill Y Ill where Y is 
obtained from x by a permutation of the rows or columns. 
Proof. (a) is well known for the complex case; the real case 
follows easily from that. As for (b), we have using j . [ for the Hilbert 
space structure on the underlying space, 
and so \/I x /II bounds the square roots of all the characteristic roots 
of x*x. Now choose h with I h I = 1 so that (x*xh, h) = l/l x ll12. 
Then 
< II1 x* Iliz Ill x IV - III x Ill4 = 0. 
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(c) is well known for the complex case; the real case follows easily 
from that. For (d), it is well known that the trace-class norm is 
greater than or equal to (trace x*x)lj2 = (x 1 xii 12)lj2 [5, Lemma 1.1~1. 
(e) is well known [5, Lemma 1.21. For (f), let n be a permutation and 
let y be obtained by permuting the rows by 71, i.e., y = x ~,(~),~e~,~. 
Then 
and so /j x 11 = 11 y 11 and I/j x l/l = j!l y l/l. Last, let y be obtained by 
permuting the columns by 7r, i.e., y = C xi,,o)ei,i . Then 
Y*Y = 11 Xi,n(i)Xz,n(m)ei,iez,~ 
so 
= det(x*x - h). 
Hence the characteristic values of y*y and x*x are identical and so 
II x II = II Y II and Ill x Ill = Ill Y Ill. 
As (M, , trace-class norm) and (IM, , operator norm) are each the 
dual space of the other, some of our results below will hold for 
both norms when proved for either norm by the use of duality. 
2. M2 WITH THE TRACE-CLASS NORM 
We begin our analysis with a detailed study of M, . We determine 
below all three-dimensional subspaces of M, onto which there is a 
projection of norm one. The following formula for the trace-class 
norm on M2 is crucial. 
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PROPOSITION 2.1. For x E M, we have (/ x 112 = 1 xl1 12 + / xl2 12 + 
I x21 I2 + I x22 I2 + 2 I x11x22 - x12xzl 1 = sum of squares of the entries 
plus twice the modulus of the determinant. 
Proof. If x E M, , we have x*x = ( j xi1 I2 + 1 x2i 1”) el, + 
6%x12 + 21 22 X x ) e12 + (WG2 + x2lF22> e21 + (I xl2 I2 + I x22 I”) e22 . 
Hence det(x*x - M) = A2 - A(1 xii I2 + / x2i I2 + 1 xi2 I2 + / x22 1”) + 
(I xl1 I2 I x22 I2 + I xl2 I2 I xzl I2 - %x12x21322 - ~Il~~2~21x22). As the 
last term is 1 xllx22 - xi2x2i I2 we clearly have 
/I x II2 = [tr(x*x)1/2]2 = ((A#” + (h2)1/2)2 = A, + A, + 2(h,h2)1~2 
= I x11 I2 + I x21 I2 + I x12 I2 + I x22 I2 + 2 I 31x22 - x12x21 I 
where A, , A, are the two eigenvalues for x*x. 
COROLLARY 2.2. The maps x -, xllell + x12e21 ; x NCC xllell + 
x21e21 , etc., are projections of norm one onto two-dimensional subspaces of 
M, isometrically isomorphic to 122. The map x -+ xllell f x22e22 is a 
projection of norm one onto a two-dimensional subspace isometrically 
isomorphic to 121. 
We now seek all three-dimensional subspaces of M2 onto which 
there is a norm one projection. We first show that the general case 
can be reduced to the case in which the subspace contains e,, . 
We let S(X) be the unit ball of the space X and Ext S(X) its extreme 
points. 
LEMMA 2.3. An element x E S(M,) is an extreme point if and 
only if det x = 0. Thus, if x E Ext S(M,), there are unitary [orthogonal, 
if the scalars are real] matrices u and w satisfying uxv = e,, . 
Proof. First suppose det x = 0, x = &y + z), and 11 y 11 = 
11 x )/ = 1. Using the elementary inequality I A + B j2 < 
2(/ A I2 + / B 1”) with equality iff A = B we have: 
1 = HI 3.1 I2 + I Yll I”) + HI x12 I2 + I Yl2 I”) + 40 z21 I2 + I Y21 I”) 
+ HI z22 I2 + I yz2 I”> + I det z I + I det Y I 
> I xl1 I2 + I xl2 I2 + I x21 I2 + I x22 I2 + I det 2 I + I dety I 
2 I x11 I2 + IX12 I2 + I x21 I2 + I x22 I2 = 1 
and so y = z = x. Now suppose we are working over the real 
scalars and x E Ext S(M,). If det x # 0, then we can assume that 
x1lx22 < xr2x2i . Find E > 0 so that x12x21 > (xi1 f c)(x~~ 31 l). 
Then we easily see that II x f EI II = 1 and so x is not extreme. 
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Next, suppose we are working over the complex scalars and 
x E Ext S(M,). Since (A&, trace-class norm) is the dual space of a 
C*-algebra, we know using the polar decomposition and [l, Corollary 
4.1.41, that det x = 0. The last statement is obvious. 
We note that, trivially, each two-dimensional subspace of complex 
M2 contains a point x with unit norm and determinant zero, i.e., 
an extreme point of S(M,). On the other hand, in real M, there 
exist two-dimensional subspaces which contain no point of Ext S(M,). 
For example, the linear span of (ip) and (-y$) is such a space. However, 
all three dimensional subspaces contain an extreme point of S(M,). 
This result improves the authors’ result which also required that 
there be a projection of norm one onto the space and is due to 
E. Connors. The simple proof below is due to S. Friedland. 
PROPOSITION 2.4. Let F be a three-dimensional subspace of MS . 
Then F contains a nontrivial element with determinant zero. 
Proof. For a matrix A, let Ai denote its ith row. Let A, B, and C 
span a three-dimensional subspace of M, . We now consider the 
system 
aA, + 123, + CC, = (0,O). 
If this system is solvable for nontrivial a*, b*, and c*, then we have 
a nontrivial element a*A + b*B + c*C with determinant zero. If 
the system is not solvable for nontrivial a, b, and c, then A, , B, , 
and C, span a one-dimensional subspace of R2. Hence A,, B, , 
and C, span R2 and so aA, + bB, + CC, = (0,O) can be solved 
for nontrivial a*, b*, and c*. 
Hence, any three-dimensional subspace of M, onto which there 
is a projection of norm one can be “rotated” so as to include e,, . 
We now analyze such spaces which include e,, . 
PROPOSITION 2.5. Let F be a three-dimensional subspace of M, 
with e,, E F. Let P be a projection onto F. Then P has norm one if and only 
zf there is a 0 E [0, 277) for which F = [e,, , (e,, + eieezl)/2, ezz] and 
Pe,, = (e12 + eiee2J2. 
Proof. We first suppose F = [ell , (e,, + eiee12)/2, ez2] and Pe,, = 
(e12 + eieezl)/2. Hence Pe,, = (eeiee12 + e&/2. To show P has norm 
one, it suffices to show (1 Px 11 = 1 for each x E Ext S(M,). Given 
x E Ext S(M,), we note that 
p(x) = ((e~exl,s;l x&/2 
(xl2 + e-iex21>/2 
x22 1 
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and so, recalling det x = 0 we have 
II Px 11’ = I xl1 I2 + I xl2 + @xzl l/4 + I @xl2 + x21 12/4 
+Ix2212+21xllx22- (xl2 + e-iex21)(eiex12 + x2,)/4 I 
= I 31 I2 + I xl2 + e-iex2l 12/2 + I x22 I2 
+ I eiext2 - 2x,,x,, + emiex& l/2 
= I x11 I2 + I xl2 + f+sx2I 12/2 + I x22 I2 
+ I x12 - eciexzl 12/2 
= I x11 I2 + I x12 I2 + I x21 I2 + I x22 I2 = 1. 
Conversely, let us now suppose that P has norm one. This part 
of the proof is divided into several steps. 
Claim 1. F # [ell , e12 , e2J, F # [ell , e21 , e221. 
Indeed, suppose F = [ell , e12 , e,,]. Let Pe,, = Ae,, + Be,, + Ce,, . 
Since P(nCe,, + e,,) = Ae,, + Be,, + (tz + 1) Ce,, we have 
n2 I c I2 + 1 3 I A I2 + I B I2 + (n + 1)2 I c I2 + 2(n + 1) I AC I. 
Cancelling the G-terms and letting n --t co yields C = 0. Repeating 
this argument for the vector nBe,, + e22 yields B = 0. Now repeating 
the argument for the vector nAe,, + q2 + &es, + e22 yields A = 0. 
Hence Pe,, = 0. However, in that case, P(e,, - e12 - e21 + ez2) = 
ell - e12 - es1 and P maps a vector of norm 2 to one of (5)‘/“. Similar 
reasoning shows F # [ell , e21 , ez2]. 
Claim 2. P[e,, , ezl] C [e12 , e2J. 
Indeed, let Pe,, = Ae,, + Be,, + Ce,, + De,, . Let A = reie with 
r real. Then 
p. 4 n(ei@ & A) 
0 - 
1 0 1 ( 
n(eie f A) + A B 
c 1 D. 
As 11 P I( < 1, we have after elimination of the n2-terms, 
1 > 241 f r) + ) B I2 + I C I2 + I D I2 + 2 1 n(l f I) Deie + AD - BC 1. 
Let 12 -+ co to obtain r = 0, i.e., A = 0, and D = 0. Similar con- 
siderations for ei2 justify claim 2. 
Claim 3. Pe22 = es2 , i.e., e22 EF. 
Indeed, we may select vectors x and y in F of norm one so that 
h y x, y] = F. If x22 = yz2 = 0, we would have F = [ell , e12 , e,,], 
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an impossibility. So, we may assume xz2 # 0. Let Pe,, = Ae,, + 
Be12 + Ce2, + De,, . Then comparing the e,,-components of x 
with that of Px and using claim 2 yields xg2 = Dx,, . Hence D = 1. 
As 11 Pe,, 11 < 1, we obtain A = B = C = 0. 
Claim 4. For some 0 E [0, 2rr), F = [ell , (e12 + eieezl)/2, ezz] and 
Pe,, = (e,, + eieezl)/2. 
Indeed, suppose Pe,, = Ae,, + Bezl. Since B # 0 we obtain Pe,, = 
((1 - A) A/B) e12 + (1 - A) ezl and F = [ell , e12 + Ae,,/B, e,,]. 
Since 11 Pe,, 11, 11 Pe,, Ij < 1 we obtain 
lAl+lBl<1 (2.1) 
(I 1 - A l/l B INI A I + I B I) < 1. (2.2) 
Note that 
P: ($ $) - ((1 _ i’“+ B),2 A(1 - f,,’ B)‘2B). 
Thus 
1 2 l/4 + I A I2 11 - A + B 12/4 I B I2 
+ 1 1 - A + B 12/4 + l/4 + 2 I l/4 - A(1 - A + B)2/4B I 
= l/2 + I 1 - A + B I2 ((I A I”/1 B I”) + I)/4 
+ I 1 - (1 - A + B) 2(AIB)l/2 
>, 1 + I 1 - A + B I2 ((I A l/l B I) - 1)2/4 .
Hence1 -A+B=OorIAl = IBI.Iftheformer,thenA= l/2, 
B = -l/2 from (2.1) and we again obtain I A 1 = / B I. Using 12.2), 
we get 
1 - 1 A I < 11 -A I < l/2. 
Now (2.1) implies 1 A 1 = I B j = l/2. From I 1 - A ] < l/2 we see 
that A = l/2. The rest follows easily. 
COROLLARY 2.6. M, with either the trace-class norm or the operator 
norm has a monotone basis. 
For easier reference we will denote [ell , (e,, + eieez1)/2, e2.J by FB 
and the unique projection of norm one onto F, by P0 . We are now 
prepared for the main result of this section. 
THEOREM 2.7. Let F be a three-dimensional subspace of M, and 
let P be a projection onto F. Then P has norm one ;f and only t.. there 
362 GLEIT AND LAZAR 
are unitary [orthogonal, if the scalars are real] matrices u and v and 
6’ E [0, 27r) satisfying F = u*F,v* and P(x) = u*P,(uxv) v*. 
Proof. Suppose P has norm one. Find f E Ext S(M,) n F and 
unitary [orthogonal] matrices u and z, satisfying ufv = e,, . Let 
G = uFv. Then G contains e,, and P: x - uP(u*xv*)v is a norm 
one projection onto G. Hence, for some 8 E [0,27r), G = FB and 
P@ = P. 
3. BASIS CONSTANTS FOR M, , n > 3 
In this section we show that any projection from &I, , n > 3, 
to a hyperplane has norm uniformly bounded away from one. We 
first show that such a projection cannot have norm one by exploiting 
our results regarding three-dimensional subspaces of n/r, . By con- 
sidering isometric images of (MS , operator norm) into (M, , operator 
norm) we obtain our uniform bound. We prepare with a technical 
lemma. We let Q:y be the natural projection onto [eil , ei, , ei, , e&J. 
LEMMA 3.1. Suppose P is a projection on Mm (n > 3) with norm one. 
If {x: QiTPx = x} = [ei, , ei, , eiz , ej,], then [eil , e,, , eil , e&j C 
PMn. 
Proof. Let Pei, = y. As Q$y = eir, we have y = 1 a eir + 
0 - ei, + 0 - ei, + *.a. Since 1 = 11 ei, I/ > 11 Pe,, /I = I/y I/, we have 
from Proposition 1.2 that Pei, = y = ei, . 
PROPOSITION 3.2. Suppose P is a projection from M, , n > 3, to 
a hyperplane F. Then I/ P /I > 1. Here M, may be given either the 
trace-class or operator norm. 
Proof. We prove the assertion for the trace-class norm; duality 
shows that the result holds for the operator norm also. First note that 
[eil , ei, , ejl , ei,] 2 {x: Q:yPx = CC> 1 F n [ei, , ei, , ei, , ei,]. As the 
latter has dimension at least three, one of the inclusions is an equality. 
If (x: QiyPx = a~} = [eil , ei, , ej, , ej,] for each i, j, Z, and m, then 
the lemma shows that F = M, . Hence for some i, j, 1, and m, the 
sets are different. By permuting columns and/or rows, we may assume 
(x: Q:iPx = x} f [e 11 , e12 , e21 , e,,l. Thus, F n [ell , e12 , e21 , ez21 =
{x: Q:iPx = x>, which we denote by A. If 11 P II= 1, by the mean ergodic 
theorem [3, VIII, 5.2-41, there is a norm one projection onto A. By multi- 
plying by unitary matrices, recalling that dim A = 3, we may assume that 
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p ==-$ea;klj 9 (en + ei”et1)/2, ezJ for some 8 E [0,277). Hence 
JjL[ 
11 9 eas E F. Now consider (x: Q~XPX = X} = B. If 
e,, , eis , es1 , es,], then the lemma would imply that es, is in F. 
Hence B = F n [ell , e13 , ezl , 23 e ] and dim B = 3. Since there is a 
norm one projection onto B, we have B = [e,, , (e13 + ei*e,,)/2, es31 
for some # E [0, 277). Consequently es3 E F. Finally consider C = 
{x: QfiPx = x}. As before, C = [e is , ei3 , es1 , e,,] leads to a con- 
tradiction. Hence C = F n [e is , ei3 , es2 , es,], dim C = 3 and there 
is a norm one projection onto C. However es2 , ez3 E C which con- 
tradicts Proposition 2.5. 
COROLLARY 3.3. M, , n > 3, with either the trace-class or operator 
norm does not have a monotone basis. 
We should like to point out that the fact that MS does not have 
a monotone basis already imphes that M, , n > 3, does not either 
by Dor’s Theorem [2]. The idea of using the mean ergodic theorem 
is due to Dor. 
Thus we see that the nonexistence of a norm one projection to 
a hyperplane of M, , n >, 3, follows from the existance of “many” 
copies of M, onto which there are norm one projections. Similarly 
the existence of “many” copies of MS onto which there are norm 
one projections in M, will yield our uniform estimates. 
LEMMA 3.4. For each E > 0 there is a 6 > 0 satisfying the 
following: If P is a map of M3 to itself with 11 P - III >, E and 
dim(x: Px = x> = 8, then (1 Pi/ 3 1 + 6. Here M3 may be given 
either the trace-class or operator norm. 
Proof. If 11 P [I = 1, then the mean ergodic theorem implies 
that there is a projection of norm onto (x: Px = x]. As this con- 
tradicts Proposition 3.2, we know that jl P 11 > 1. A simple compact- 
ness argument completes the proof. 
PROPOSITION 3.5. Let x E M, , n >, 3. Then there is a map 
Q: (M3, operator norm) --+ (M, , operator norm) satisfying: 
1. Q is an isometric isomorphism. 
2. XEQM~. 
3. There is a norm one projection onto QM3 . 
Proof. Let x E M, with 111 x 111 = 1. By using Propositions 1.1 
and 1.2, we have that x = u dv with d diagonal, u and a unitary 
364 GLEIT AND LAZAR 
[orthogonal if the scalars are real] and j/l d 111 = 1. We may clearly 
restrict ourselves to the case that x is already diagonal (cf. proof of 
Theorem 2.7). By permuting the rows and/or columns we may 
assume that x = diag(h, ,..., A,) with 1 = A, 2 A, > *a* > A, > 0. 
Lety = diag(1, 0, 0, A, ,..., A,). Define Q: Ma + M, by the following: 
Qeij = eij (6.0 # (1, l), 
Qell = ell + Y- 
Clearly Q is an isometric isomorphism and x E QM3 . Let R be 
the natural projection from M, to [e 11 , e12 3 e13 y e21 , e22 9 e23 , e31 ,
e32 , e,,]. Finally, the projection P: M% -+ M, defined by 
Peij = Re,j (Cj) f (1, I), 
Pell = ell + Y, 
clearly is a norm one projection onto QM3 . 
THEOREM 3.6. There is a universal constant C > 1 such that any 
projection from M, , n > 3, onto a hyperplane has norm greater than 
or equal to C. Here M, may be given either the trace-class or operator 
norm. 
Proof. We prove the assertion for the operator norm; duality 
shows that the result holds for the trace-class norm also. Find 6(l) 
from Lemma 3.4 and let C = 1 + 6(l). Let P be any projection 
from M,, n > 3, onto a hyperplane. Find x E M, with /II x I/l = 1 
and Px = 0. Now find Q: M3 -+ M, given by Proposition 3.5. 
Let R: M, -+ QM3 be a projection of norm one onto &MS . Then 
Q-IRPQ: M3 -+ M3 with // Q-lRPQ - III 2 1. Hence, 11 P 11 3 
11 Q-lRPQ II 3 1 + 6(l) = C. 
COROLLARY 3.7. There is a universal constant C > 1 such that 
the basis constant for M, , n > 3, is greater than or equal to C. Here 
M, may be given either the trace-class or operator norm. 
We recall that the compact operators, resp. the trace-class operators, 
on a separable Hilbert space may be naturally identified with the 
closure of u M, in the operator norm, resp. the trace-class norm. 
On the basis of our Corollary 2.7 and the existence of “many” copies 
of M, in each of these spaces, we make the following conjecture: 
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Conjecture. The basis constant for the compact operators and 
the trace-class operators on a separable Hilbert space is strictly 
greater than one. 
We note that it was pointed out by Pelczynski that every finite 
dimensional space may be embedded with a projection of norm one 
onto it in an infinite dimensional space with monotone basis [7]. 
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