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We present a new approach to clustering of time series based on a minimization of the averaged clus-
tering functional. The proposed functional describes the mean distance between observation data
and its representation in terms of K abstract models of a certain predefined class (not necessarily
given by some probability distribution). For a fixed time series x(t) this functional depends onK sets
of model parameters Θ = (θ1, . . . , θK) and K functions of cluster affiliations Γ = (γ1(t), . . . , γK(t))
(characterizing the affiliation of any element x(t) of the analyzed time series to one of theK clusters
defined by the considered model parameters). We demonstrate that for a fixed set of model para-
meters Θ the appropriate Tykhonov-type regularization of this functional with some regularization
factor ǫ2 results in a minimization problem similar to a variational problem usually associated with
one–dimensional non–homogeneous partial differential equation. This analogy allows us to apply the
finite element framework to the problem of time series analysis and to propose a numerical scheme
for time series clustering. We investigate the conditions under which the proposed scheme allows
a monotone improvement of the initial parameter guess wrt. the minimization of the discretized
version of the regularized functional. We also discuss the interpretation of the regularization factor
in the Markovian case and show its connection to metastability and exit times.
The computational performance of the resulting method is investigated numerically on multi-
dimensional test data and is applied to the analysis of multidimensional historical stock market
data.
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Introduction
Many application areas are characterized by the need to find some low-dimensional mathematical models
for complex systems that undergo transitions between different phases. Such phases can be different
circulation regimes in meteorology and climatology [1, 2, 3, 4], market phases in computational finance
[5, 6] and molecular conformations in biophysics [7, 8, 9]. Regimes of this kind can sometimes not be
directly observable (or ”hidden”) in the many dimensions of the system’s degrees of freedom and can
exhibit persistent or metastable behavior. If knowledge about the system is present only in the form of
observation or measurement data, the challenging problem of identifying those metastable states together
with the construction of reduced low-dimensional models becomes a problem of time series analysis and
pattern recognition in high dimensions. The choice of the appropriate data analysis strategies (implying
a set of method-specific assumptions on the analyzed data) plays a crucial role in correct interpretation
of the available time series.
We present an approach to the identification of K hidden regimes for an abstract class of problems
characterized by a set of model–specific parameters Θ = (θ1, . . . , θK) and some positive bounded model
distance functional g (xt, θi) describing a quality of data representation in terms of model i. We demon-
strate how the hidden regimes can be obtained in form of cluster affiliations Γ = (γ1(t), . . . , γK(t))
(characterizing the affiliation of any element of the analyzed time series to one of the K clusters defined
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by the considered model parameters). In contrast to the commonly used approaches known in the lit-
erature (e.g., Hidden Markov models (HMMs) [5, 10, 11] or neuronal networks [12]), a key property of
the presented numerical framework is that it does not impose any probabilistic assumptions on the type
of the hidden process. The proposed numerical scheme is based on the finite element method (FEM),
a technique widely used and studied in context of partial differential equations (PDEs). Application of
the FEM in the context of time series analysis can potentially help to transfer the advanced numeri-
cal techniques currently developed in the PDE setting and allow for the construction of new adaptive
methods of data analysis.
The remainder of this paper is organized in the following way: Sec. 1 presents a construction of the
regularized clustering functional and demonstrates some examples of typical model distance function-
als. Subsequently, a FEM discretization of the problem is derived in Sec. 2, a numerical optimization
algorithm is presented and its properties are investigated. In Sec. 3 we give an interpretation of the
regularization factor in terms of metastable homogeneous Markov-jump processes. Finally, numerical
examples in Sec. 5 illustrate the use of the presented framework.
1 The averaged clustering functional and its regularization
1.1 Model distance functional
Let x(t) : [0, T ] → Ψ ⊂ Rn be the observed n-dimensional time series. We look for K models charac-
terized by K distinct sets of a priory unknown model parameters
θ1, . . . , θK ∈ Ω ⊂ R
d, (1)
(where d is the dimension of a model parameter space) for the description of the observed time series.
Let
g (xt, θi) : Ψ× Ω→ [0,∞) , (2)
be a functional describing the distance from the observation xt = x(t) to the model i. For a given model
distance functional (2), under data clustering we will understand the problem of finding for each t a
vector Γ(t) = (γ1(t), . . . , γK(t)) called the affiliation vector (or vector of the cluster weights) together
with model parameters Θ = (θ1, . . . , θK) which minimize the functional
K∑
i=1
γi(t)g (xt, θi) → min
Γ(t),Θ
, (3)
subject to the constraints on Γ(t):
K∑
i=1
γi(t) = 1, ∀t ∈ [0, T ] (4)
γi(t) ≥ 0, ∀t ∈ [0, T ] , i = 1, . . . ,K. (5)
In the following, we will give three examples of the model distance functional (2) for three classes
of cluster models: (I) geometrical clustering, (II) Gaussian clustering and (III) clustering based on the
essential orthogonal functions (EOFs).
Example (I): Geometrical Clustering One of the most popular clustering methods in multivariate
data-analysis is the so-called K-means algorithm [13]. It is based on the iterative minimization of the
distance from the data points to a set of K cluster centers which are recalculated in each iteration step.
The affiliation to a certain cluster i is defined by the proximity of the observation xt ∈ Ψ to the cluster
center θi ∈ Ψ. In this case the model distance functional (2) takes the form of the square of the simple
Euclidean distance between the points in n dimensions:
g (xt, θi) = ‖ xt − θi ‖
2 . (6)
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Example (II): Gaussian Clustering Another frequently used clustering algorithm is based on the
identification of Gaussian sets in the analyzed data [10, 11]. It is assumed that the data x belonging to
the same cluster i is distributed according to the multivariate normal distribution
pi(x) =
√
det
(
2πΣ−1i
)
exp
(
−0.5 (x− µi)
T
Σ−1i (x− µi)
)
(7)
for all x ∈ Ψ with θi = (µi,Σi), µi being the expectation value, and Σi the covariance matrix of pi. In
this case the model distance functional (2) can be expressed as a normed negative log-likelihood of (7):
g (xt, θi) = ‖ xt − µi ‖
2
Σ−1
i
, (8)
where ‖ · ‖Σ−1
i
denotes the norm induced by the covariance matrix of the Gaussian distribution i.
Example (III): EOF clustering In many cases the dimensionality of the data xt can be reduced
to few essential degrees of freedom without significant loss of information. One of the most popular
dimension reduction approaches used in applications is the method of essential orthogonal functions
(EOFs) also known under the name of principal component analysis (PCA) [14]. As was demonstrated
recently, it is possible to construct clustering methods based on the decomposition of data sets according
to differences in their essential degrees of freedom allowing to analyze data of a very high dimensionality
[15, 16, 17]. If the cluster i is characterized by a linear m-dimensional manifold (m ≪ n) of essential
degrees of freedom, the respective model parameter is defined by the corresponding orthogonal projector
θi = Ti ∈ R
n×m and the model distance functional (2) is given by the Euclidean distance between the
original data x and its orthogonal projection on the manifold:
g (xt, θi) = ‖ xt − TiT
T
i xt ‖
2 . (9)
1.2 The averaged clustering functional and its regularization
Instead of solving the minimization problem (3) for each available element xt ∈ Ψ, t ∈ [0, T ] from the
observed time series separately, one can approach all of the functional optimizations simultaneosly and
minimize the averaged clustering functional L:
L(Θ,Γ) =
∫ T
0
K∑
i=1
γi (t) g (xt, θi) dt→ min
Γ,Θ
, (10)
subject to the constraints (1) and (4-5). The expression in (10) is similar to one that is typically used
in the context of finite mixture models [11, 18] but is more general, since neither the function g (·, ·) nor
Γ (·) have to be connected to some probabilistic models of the data (which is the case for finite mixture
models).
However, direct numerical solution of the problem (10) is hampered by the three following facts: (i)
the optimization problem is infinitely-dimensional (since Γ(t) belongs to some not yet specified function
class), (ii) the problem is ill-posed since the number of unknowns can be higher then the number of
known parameters, and (iii) because of the non-linearity of g the problem is in general non-convex and
the numerical solution gained with some sort of local minimization algorithm depends on the initial
parameter values [19].
One of the possibilities to approach the problems (i)-(ii) simultaneously is first to incorporate some
additional information about the observed process (e.g., in the form of smoothness assumptions in space
of functions Γ (·) ) and then apply a finite Galerkin-discretization of this infinite-dimensional Hilbert
space. For example, we can assume the weak differentiability of functions γi, i. e.:
|γi|H1(0,T ) = ‖ ∂tγi (·) ‖L2(0,T )=
∫ T
0
(∂tγi (t))
2
dt ≤ Ciǫ < +∞, i = 1, . . . ,K. (11)
For a given observation time series, the above constraint limits the total number of transitions between
the clusters and, as it will be demonstrated later in Section 3, is connected to the metastability of the
hidden process Γ(t).
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Another possibility to incorporate the a priori information from (11) into the optimization is to
modify the functional (3) and to write it in the regularized form
Lǫ(Θ,Γ, ǫ2) = L(Θ,Γ) + ǫ2
K∑
i=1
∫ T
0
(∂tγi (t))
2
dt→ min
Γ,Θ
. (12)
In the following, we will demonstrate a numerical approach to the optimization of this regularized
clustering functional(12) subject to the constraints (1) and (4-5).
2 Finite elements approach to minimization of the regularized clustering
functional
2.1 FEM-discretization
Let {0 = t1, t2, . . . , tN−1, tN = T} be a finite subdivision of the time interval [0, T ]. We define a set of
continuous functions {v1(t), v2(t), . . . , vN (t)} with the local support on [0, T ], i. e.,v1(t) 6= 0 for t ∈ (t1, t2)
(and zero elsewhere), vk(t) 6= 0 for t ∈ (tk−1, tk+1) , k = 2, . . . , N − 1 (and zero elsewhere),vN (t) 6= 0 for
t ∈ (tN−1, tN ) (and zero elsewhere). These functions are called finite element basis and there are lot of
possible sets of such functions known from the literature on partial differential equations (PDEs) [20],
like e.g., piecewise linear hat functions shown in Fig. 1.
v1 v2 v3 vN−1 vN
t1 t2 t3 t4 tN−2 tN−1 tN...0
1
t
Fig. 1 Linear finite elements in one dimension.
Assuming that γi ∈ H
1 (0, T ) we can write
γi = γ˜i + δN
=
N∑
k=1
γ˜
(k)
i vk + δN , (13)
where γ˜
(k)
i =
∫ T
0
γi (t) vk (t) dt and δN is some discretization error. Substituting (13) in (12) we get
Lǫ = L˜ǫ +O (δN )→ min
γ˜i,Θ
, (14)
where L˜ǫ is a finite-dimensional version of the original functional (12):
L˜ǫ =
K∑
i=1
∫ T
0
[
γ˜i (t) g(xt, θi) + ǫ
2 (∂tγ˜i (t))
2
]
dt. (15)
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After several obvious transformations and using of the locality of the finite element support we obtain:
L˜ǫ =
K∑
i=1
[
γ˜
(1)
i
∫ t2
t1
v1(t)g(xt, θi)dt+
N−1∑
k=2
γ˜
(k)
i
∫ tk+1
tk−1
vk(t)g(xt, θi)dt+
+γ˜
(N)
i
∫ tN
tN−1
vN (t)g(xt, θi)dt+ ǫ
2
N−1∑
k=1
((
γ˜
(k)
i
)2 ∫ tk+1
tk
(∂tvk(t))
2
dt−
−2γ˜
(k)
i γ˜
(k+1)
i
∫ tk+1
tk
∂tvk(t)∂tvk+1(t)dt+
(
γ˜
(k+1)
i
)2 ∫ tk+1
tk
(∂tvk+1(t))
2
dt
)]
. (16)
Denoting the vector of discretized affiliations to cluster i as γ¯i =
(
γ˜
(1)
1 , . . . , γ˜
(N)
i
)
, vector of discretized
model distances as
a(θi) =
(∫ t2
t1
v1(t)g(xt, θi)dt, . . . ,
∫ tN
tN−1
vN (t)g(xt, θi)dt
)
, (17)
and the symmetric tridiagonal stiffness-matrix of the finite element set as H
H =


∫ t2
t1
v21(t)dt
∫ t2
t1
v1(t)v2(t)dt 0 . . . 0∫ t2
t1
v1(t)v2(t)dt
∫ t3
t2
v22(t)dt
∫ t3
t2
v2(t)v3(t)dt . . . 0
. . . . . . . . .
. . . 0
0 0 0 . . .
∫ tN
tN−1
v2N (t)dt

 . (18)
With the help of (17-18) we can re-write (16) as
L˜ǫ =
K∑
i=1
[
a(θi)
Tγ¯i + ǫ
2γ¯Ti Hγ¯i
]
→ min
γ¯i,Θ
, (19)
subject to (1), the discretized version of equality constraints (4)
K∑
i=1
γ˜
(k)
i = 1, ∀k = 1, . . . , N, (20)
and the inequality constraints (5)
γ˜
(k)
i ≥ 0, ∀k = 1, . . . , N, i = 1, . . . ,K. (21)
2.2 Numerical method and monotonicity conditions
The minimization problem (19-21), for a fixed set of cluster model parameters Θ reduces to a quadratic
optimization problem with linear constraints which can be solved by standard tools of quadratic pro-
gramming (QP) like, e.g., the ellipsoid methods or the interior point methods that converge in polynomial
time [21, 22, 19]. If, in addition, it is possible to minimize the problem (19 -21) wrt. parameters Θ for
a fixed set of discretized cluster affiliations γ¯i, we can split the original optimization problem in two
consecutive parts repeated in each iteration step of the following algorithm:
Algorithm.
Setting of optimization parameters and generation of initial values:
· Set the number of clusters K, regularization factor ǫ2, finite discretization
of the time interval [0, T ], and the optimization tolerance TOL
· Set the iteration counter j = 1
· Choose random initial γ¯
[1]
i , i = 1, . . . ,K satisfying (20-21)
This is a preliminary version. Do not circulate!
6 Illia Horenko1
· Calculate Θ[1] = argmin
Θ
L˜ǫ
(
Θ, γ¯
[1]
i
)
subject to (1)
Optimization loop:
do
· Compute γ¯[j+1] = argmin
γ¯
L˜ǫ
(
Θ[j], γ¯
)
satisfying (20-21) applying QP
· Calculate Θ[j+1] = argmin
Θ
L˜ǫ
(
Θ, γ¯
[j+1]
i
)
· j := j + 1
while
∣∣∣L˜ǫ (Θ[j+1], γ¯[j+1]i )− L˜ǫ (Θ[j], γ¯[j]i )∣∣∣ ≥ TOL.
A solution of the problem Θ[j+1] = argmin
Θ
L˜ǫ
(
Θ, γ¯
[j+1]
i
)
can be calculated by, e.g., re-writing the
problem in Lagrangian form and applying the Newton–method. Moreover, in many cases this problem
can even be solved analytically (this depends on the form of the model distance functional). For all 3
examples of g(xt, θ) presented above this can be done. Note that due to the non-linearity of g (·, θ) wrt.
θ, the minimized functional L˜ǫ is non-convex. This feature will prohibit us to use the standard results of
convex optimization theory to show the convergence of the presented algorithm. The following theorem
describes the conditions under which the above algorithm will monotonously minimize the energy (19).
Theorem 2.1 Let for a given observed time series x(t) : [0, T ]→ Ψ ⊂ Rn the model distance func-
tional g be chosen such that (2) is fulfilled, Ψ and Ω are compact, g(xt, ·) is continuously differentiable
function of θ and
∂
∂Θ
L˜ǫ (Θ∗, γ¯) = 0 (22)
has a solution Θ∗ = (θ∗1 , . . . , θ
∗
K
) , θi∗ ∈ Ω for any fixed γ¯ satisfying (20-21) and
∂2
∂Θ2 L˜
ǫ (Θ∗, γ¯) ex-
ists and is positive definite. Then for any ǫ2 ≥ 0 and any finite non-negative finite elements set
{v1(t), v2(t), . . . , vN (t)} ∈ L2 (0, T ) such that the respective stiffness-matrix H is positive semidefinite,
the above algorithm is monotone, i. e., for any j ≥ 1
L˜ǫ
(
Θ[j+1], γ¯
[j+1]
i
)
≤ L˜ǫ
(
Θ[j], γ¯
[j]
i
)
. (23)
P r o o f. Since ǫ2H is positive semidefinite and 0 ≤ g (xt, θ) ≤ g¯ < +∞, for any fixed θ ∈ Ω the
functional L˜ǫ is convex. Moreover, (2) implies that L˜ǫ is bounded from below and constraints (20-
21) define a non-empty closed convex domain. In this case the problem γ¯[j+1] = argmin
γ¯
L˜ǫ
(
Θ[j], γ¯
)
satisfying (20-21) has a global minimizer γ¯
[j+1]
i , in particular
L˜ǫ
(
Θ[j], γ¯
[j+1]
i
)
≤ L˜ǫ
(
Θ[j], γ¯
[j]
i
)
. (24)
Moreover, due to (22) and since the Hesse-matrix ∂
2
∂Θ2 L˜
ǫ
(
Θ∗, γ¯
[j+1]
i
)
exists and is positive-definitive,
the solution of Θ[j+1] = argmin
Θ
L˜ǫ
(
Θ, γ¯
[j+1]
i
)
subject to (1) exists and
L˜ǫ
(
Θ[j+1], γ¯
[j+1]
i
)
≤ L˜ǫ
(
Θ[j], γ¯
[j+1]
i
)
. (25)
Finally, (24) together with (25) results in (23).
3 The Markovian case: regularization factor and metastability
The proposed numerical method results in a local improvement of the energy (19). The minimization
problem was obtained by a finite element discretization of the continuous regularized clustering problem
(12) under conditions (4-5). However, it is not a priori clear what is the connection between the discrete
solution we obtain with the above algorithm and the minimizer of the original averaged clustering
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functional (10). There are two main questions to be answered: (i) what is the discretization error δN
introduced on the way from (12) to (19) and how does it influence the quality of the resulting minimizers,
and (ii) what is the influence of the regularization factor ǫ2
∑
K
i=1
∫ T
0
(∂tγi (t))
2
dt.
Concerning the first question, it seems clear that with increasing number N of time discretization
points the error δN from (13) will decrease and the overall difference between the continuous and
discretized versions of the regularized functional will be getting smaller. For a rigorous mathematical
justification of this feature and for the estimation of the discretization error, one can apply the theory
developed for partial differential equations. This is a matter of future research. Here we would only like
to mention the fact that in practical applications the observation time series are almost always available
only in a discrete form (since the measurements of the real life processes can be typically acquired only
at some discrete moments in time). This means that one actually starts with a discretized problem
and therefore there is an upper limit for N given by the number of times the process was observed.
However, we want to keep the continuous representation of the optimization problem in order to be
able to construct the adaptive FEM scheme in future. Control over the discretization error in (13) will
allow to implement the adaptivity exactly in the same way as it is done in the theory of PDEs [20].
Concerning the influence of the regularization factor, it is intuitively clear that the penalization of the
derivative norm in form of regularization (12) or in form of the constraint (11) has a smoothing effect.
More specifically, in the case of a piecewise–constant function Γ, regularization will result in restriction
of the number of transitions between the clusters. This means that the cluster affiliation functions
γi obtained by the optimization of the regularized functional will be more and more metastable for
increasing ǫ2 or Cǫ2 , i. e., the observed process will stay more and more time in the respective identified
cluster before making a transition to the next identified cluster. Metastability is associated with the so
called mean exit times τexiti describing the mean time a process will stay in the state i before leaving
to some other state. In the context of discrete homogeneous Markovian processes, the mean exit time
τexiti can be quantified with the help of the transition matrix P [23]:
τ exiti =
∆t
1−Pii
, (26)
where ∆t is the discrete time step of the Markov chain and Pii is the Markovian probability to stay in
the same state i after one time step ∆t.
We will investigate the effect of regularization for a discretized optimization problem. As a finite
element basis we take the linear finite elements shown in Fig. 1 on an equidistant time grid with step
∆t:
vk(t) =


t−tk
∆t
2 ≤ k ≤ N − 1, t ∈ [tk−1, tk] ,
tk+1−t
∆t
2 ≤ k ≤ N − 1, t ∈ [tk, tk+1] ,
t2−t
∆t
k = 1, t ∈ [t1, t2]
t−tN−1
∆t
k = N, t ∈ [tN−1, tN ] .
(27)
The following theorem explains a connection between the regularization factor and metastability of
the resulting clustering in the Markovian case.
Theorem 3.1 Let Γǫ (t) = (γǫ1, . . . , γ
ǫ
K
) be a solution of the optimization problem (19 -21),(1) result-
ing from application of the positive linear finite elements discretization vl (t)(27) with a constant time
step ∆t and
[γǫi ]
T
H [γǫi ] = C
i
ǫ, i = 1, . . . ,K, (28)
where [·] is a component-wise roundoff operation towards the nearest integer. If the values γi(tk) =∑N
l=1
[
γǫi,l
]
vl (tk) , i = 1, . . . ,K of respective cluster affiliation function are considered as an output of a
time-discrete homogeneous Markov-jump process with time step ∆t (where t1, . . . , tN is the subdivision
of [0, T ]), then the respective mean exit times τexiti for K Markov states are
τexiti =
(N − 1)
Ciǫ
, i = 1, . . . ,K. (29)
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P r o o f. Since vk(t) has the form of (27), the stiffness–matrix H in (19) will be symmetric and
tridiagonal with 2/∆t on the main diagonal, −1/∆t on both secondary diagonals and zero elsewhere.
Therefore we can write:
Ciǫ =
1
∆t
K∑
l=1
([
γǫi,(l+1)
]
−
[
γǫi,l
])2
. (30)
Moreover, because of the discreteness of the processes γi(tk) in state-space and time we get
∆tC
i
ǫ ≤ (N − 1) , (31)
since
[
γǫi,l
]
can only take values 0 and 1. Therefore, (N−1−∆tC
i
ǫ) is the number of times the observation
process stayed in cluster i without going elsewhere in the next step. The maxim log-likelihood estimate
of the respective homogeneous Markovian probability is
Pii =
(
N − 1−∆tC
i
ǫ
)
N − 1
, i = 1, . . . ,K, (32)
and the corresponding maximum log-likelihood estimate of the mean exit time is given by the expression
(29).
The above theorem demonstrates a connection between the effect of regularization and metastability
of the resulting clustering when the finite element discretization with uniform time step ∆t is interpreted
as the output of a homogeneous Markov-jump process on the same time scale. It is intuitively clear
that with growing ǫ2 the energy-norm ‖ · ‖H1(0,T ) of the resulting optimal vector γ
ǫ
i will get smaller.
That means that according to (29), respective mean exit times get longer and the corresponding cluster
decomposition becomes more and more metastable. However, rigorous justification of the connection
between Ciǫ, ǫ
2 and exit times for continuous case is not clear yet and will be a matter of further research.
4 Estimation of confidence intervals and choice of K
The quality of the resulting clustering and reliability of the model parameters Θ in any specific case will
be very much dependent on the original data, especially on the length of the available time series. The
shorter the observation sequence, the bigger is the uncertainty of the resulting parameters. The same is
true if the number K of clusters is being increased for fixed length of the observed time series: the bigger
K, the higher will be the uncertainty for each of the states. Therefore in order to be able to statistically
distinguish between different hidden states we need to get some notion of the model robustness. This can
be achieved through the estimation of confidence intervals for the model parameters Θ. For example, in
the case of Gaussian clustering with the model distance functional (7), this can be done in a standard
way by multivariate statistical analysis since the variability of the estimated covariance matrices is
given by the Wishart distribution [24], whereas the confidence intervals of µi can be acquired from the
respective standard deviations [24]. In other cases the confidence intervals can be acquired with the
help of the Fisher information matrix or other standard tools of information theory [25].
If there exist two states with overlapping confidence intervals for each of the respective model parame-
ters, then those are statistically indistinguishable, K should be reduced and the optimization repeated.
In other words, confidence intervals implicitly give a natural upper bound for the number of possi-
ble clusters. On the other hand, the spectral theory of Markov processes connects the number K of
metastable states with the number of the dominant eigenvalues in the so called Perron cluster [26].
This allows to apply the Perron cluster - cluster analysis (PCCA) [27] to find a lower bound for K.
Both these criteria in combination can help to find the optimal number K of clusters in each specific
application.
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5 Numerical examples
To investigate the proposed framework numerically, we will present two examples: (i) application to a
test model system to study the numerical performance of the method, and (ii) analysis of multidimen-
sional stock market data.
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Fig. 2 Hidden discrete process switching between data-clusters.
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Fig. 3 Time series in ”Gaussian” degrees of freedom x1, x2 generated by the hidden switching process from
Fig. 2.
Fig. 4 Influence of the regularization parameter ǫ2 on the identified cluster affiliation function γǫ. Grayscaling
represents the values of the function γǫ(t) calculated for different values of ǫ2 at different times calculated for the
time series generated with K = 2, T = 1250, N = 50,m = 1, α = 25 and cluster switching from Fig. 2. Dashed
lines denote the moments when the original process from Fig. 2 was switching between the clusters.
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Fig. 6 Statistics of the computational performance obtained from 1000 realizations of the model process with
α = 25, ǫ2 = 0.1 generated for a switching process according to Fig. 2. Dashed lines represent the polynomials of
respective order fitted to the simulation data (circles). Four panels demonstrate the performance of the method:
(i) wrt. observation dimension n for K = 2,m = 1, T = 1250, N = 50 (O (n), upper left panel), (ii) wrt. number
of clusters K for m = 1, T = 1250, N = 50, n = 100 (O
 
K2

, upper right panel), (iii) wrt. number of finite
elements N for K = 2,m = 1, T = 1250, n = 100 (O
 
N2 log (N)

, lower left panel), and (iv) wrt. length T of
the time series for K = 2,m = 1, N = 50, n = 100 (O (T ), lower right panel).
5.1 Test system: computational performance
First we will apply the method to a test system consisting of a given discrete process switching between
two n-dimensional data clusters (see Fig. 2). Data in clusters is distributed according to a tensor product
of a two-dimensional Gaussian distribution (7) with a (n− 2)-dimensional uniform distribution on the
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interval [0, 10]. Both Gaussians have the same expectation value
µ1,2 =
(
10
3
)
, (33)
and one of the covariance matrices is a rotation of the other covariance matrix through some predefined
angle α:
Σ1 =
(
2 0.5
0.5 1
)
, Σ2 =
(
cos (α) sin (α)
− sin (α) cos (α)
)
Σ1, (34)
The distributions are chosen in such a way that neither the geometric clustering approach nor the
Gaussian clustering will be able to cluster the data properly. Such kinds of distributions are very
common in computational finance, e.g., in the analysis of stock returns where the change of the market
phase is connected to the change of volatility of the underlying stochastic process [6]. Therefore in the
following we will use the EOF model distance functional (9) with linear finite elements (27) for the
clustering of the resulting time series. As an example, Fig. 3 demonstrates two time series in Gaussian
degrees of freedom generated with the help of the switching process from Fig. 2 for two different values
of the angle α (90 and 25).
Fig. 4 demonstrates the effect of regularization on the optimization process: as was already discussed
above, an increase of ǫ2 leads to a growing metastability of the resulting cluster affiliation function.
As we see from Fig. 4 this results in a coarse graining of the identified affiliation functions, i. e., only
”long living” structures in γ ”survive” with increasing ǫ2. Fig. 5 demonstrates the sensitivity of the
optimization procedure to the input time series, i. e., it shows the clustering error as a function of two
variables: (i) angle α between the clusters and (ii) ratio of two dominant eigenvalues. As expected,
the quality of clustering is increasing with increasing α and decreasing λ2/λ1. This is explained by the
growing numerical separability of the dominant subspaces in the context of the EOF model distance
functional.
Fig. 6 demonstrates the computational performance of the resulting clustering method measured
experimentally from 1.000 different realizations of the analyzed model trajectories (all generated with
the same cluster affiliation function, see Fig. 2) : it is linear in the observation dimension and time
series length, quadratic in the number of clusters and polynomial in the number N of finite elements
(scales approx. O
(
N2 log(N)
)
). It should be mentioned that the standard QP-solver from MATLAB
was applied in the current realizations of the code. The sparsity structure of the QP subproblem allows
to use sparse QP (SQP) solvers available on the market. This will reduce a numerical cost of the method
to O (N log (N)).
5.2 Analysis of stock daily returns: NASDAQ
Finally we will apply the numerical method to identify the hidden market phases based on daily returns
of the 1106 stocks from the NASDAQ stock exchange between Jan.03 2007 and Jan.10 2008 (data
is acquired from http://finance.yahoo.com). Our aim is to identify the hidden market phases and to
interpret them in the context of global market dynamics. Due to the fact that the time series has only
257 elements (because there are 257 trading days in the analyzed time interval), we do not expect to
find more than few statistically distinguishable clusters. We apply the EOF model distance functional
(9) with linear finite elements (27) with K = 2,m = 1, T = 257, N = 50, n = 1106. Because of the fact
that the proposed numerical framework approaches only towards a local minimum of the regularized
averaged clustering functional (dependent on the initial parameter values chosen for optimization), we
repeat the optimization 100 times with different randomly generated initial guesses for the parameters
and keep the result with the lowest value of the averaged clustering functional (10).
Results of this procedure for different values of ǫ2 are demonstrated in Fig. 7. As can be seen, the
lowest value of the averaged clustering functional is achieved for the optimization with highest regularity
ǫ2 = 0.02, this also means the highest metastability of the process switching between the market phases.
Further increase of ǫ2 leads to a complete domination of the regularization part in optimization and
suppression of the part corresponding to the averaged clustering functional. This results in identification
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Fig. 7 Hidden market phases for different values of the regularization parameter ǫ2 as calculated from historical
time series of daily NASDAQ stock returns using the EOF model distance functional (9) (K = 2, n = 1106, N =
50,m = 1, T = 257, in each case the optimization was repeated 100 times and the solution with the lowest value
of averaged clustering functional L (Θ,Γ) is taken in each case).
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Fig. 8 Left panel: mean daily returns for 1106 NASDAQ titles calculated as conditional averages over the cor-
responding hidden market phases from the lower panel of Fig. 7. Right panel: empirical probability distributions
of mean daily returns in both identified market phases.
of the hidden path with no transitions at all and higher values of (10). Therefore we can assume that
the identified hidden path for ǫ2 = 0.02 is optimal wrt. the averaged clustering functional (10), i. e., it
has a lowest value of L among all other identified pathways.
To interpret the resulting hidden path in terms of the global market dynamics we will first have a look
at the mean daily stock returns [6] for each of the phases. The right panel of Fig. 8 demonstrates that
the empirical probability distribution in the second market phase is narrow with a ”heavy tail” in the
positive direction, whereas its counterpart for the first hidden state is much wider with a heavy tail in
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the negative direction. This means that the second market phase corresponds to a more stable, positive
global dynamics and the first phase is characterized by much more unstable, volatile and negative
dynamics. Inspection of the switches between the market phases reveals that the first transition to a
market phase 1 happens on 20-Jun-2007 which approximately corresponds to the beginning of the US
subprime mortgage financial crisis among the US hedge funds.
6 Conclusion
We have presented a numerical framework for the clustering of multidimensional time series based on
minimization of a regularized averaged clustering functional. Finite element discretization of the problem
allowed us to suggest a numerical algorithm based on the splitting procedure applicable for a wide class
of clustering problems. We have investigated the conditions under which the proposed numerical method
is monotone and analyzed the connection between the regularization factor and metastabilty in context
of homogeneous Markov-jump processes.
One of the open problems is a rigorous mathematical investigation of the discretization error. It is
appealing to apply the asymptotical theory developed for partial differential equations. This will allow
to construct much more efficient adaptive numerical methods of data-clustering. Another problem is the
locality of the proposed numerical scheme, i. e., the obtained result is dependent on the initial value.
In the current implementation we solve the problem by ”brute force”, just repeating the optimization
many times with different randomly initialized parameter values. Finally, the sparsity of the matrices
involved in QP-subproblem allows to use much more efficient sparse quadratic programming (SQP) tools
which are very suitable for parallel processing, this is also a matter of future research.
Working with multidimensional data, it is very important to be able to extract some reduced de-
scription out of it (e.g., in form of essential degrees of freedom or hidden pathes). In order to control the
reliability of obtained results, one has to analyze the sensitivity of results wrt. the length of the time
series and the number K of the hidden states. We have given some hints for the selection of an optimal
K and explained how the quality of the resulting reduced representation can be acquired.
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