ABSTRACT On the premise of guaranteeing the accuracy of the solution, to reduce the time spent for optimization by an existing algorithm named adaptive shrinking grid search chaos wolf optimization algorithm (ASGS-CWOA), an adaptive distribution size (ADS) wolf pack optimization algorithm using the strategy of jumping for raid (for short: WDX-WPOA) was proposed. First, the strategy of jumping for raid is proposed to improve the performance in raiding process by airlifting directly half of wolves to be around the leader wolf that can accelerate the convergence of the existing wolf pack algorithm; Moreover, an ADS was used to distribute the half of wolves to specific locations according to its rules, so as to enhance the probability of finding the optical value. Under the same condition, the results of numerical experiments demonstrate that WDX-WPOA possesses preferable optimization ability including best global search accuracy, better robustness, and fast convergence speed compared with classical genetic algorithm, particle swarm optimization algorithm, LWPS, and CWOA; especially, WDX-WPOA has better performance in time than ASGS-CWOA with the prerequisite of the same solution quality.
I. INTRODUCTION
Due to their own inherent advantages in solving complex scientific and engineering problems, the metaheuristic technologies based on swarm intelligence are widely and increasingly used in many fields [1] . These techniques model certain specific behavior of biological groups, in which a single individual behavior does not have any meaning, but as a whole, group behavior shows a great intelligence [2] .
Inspired by the hunting of the wolf pack, Yang et al. [3] proposed a new swarm intelligence algorithm-the wolf swarm algorithm, and as a kind of the metaheuristic, wolf swarm algorithm has its own superiority that includes being relatively difficult to fall into local optimal and fast convergence, so the original wolves algorithm is continually improved to different variants in different ways, which are utilized in different fields, such as: [4] was used in the field of parameter identification. Reference [5] was used to plan the threedimensional unmanned aerial vehicle path. Reference [6] was used in mathematical field to solve polynomial equation roots. Reference [7] put forward the update rule of scout wolf and a phase factor that is added to its equation to improve the flexibility of scout wolf, and the concept of siege radius to enhance the circumvent ability of ferocious wolf so on. Qiang and Zhou [8] added a strategy of leader wolf into wolf pack algorithm to improve the capability of searching prey(LWPS). Zhu et al. [9] introduced the concept of chaos and adaptive step into the original wolf pack algorithm to improve the efficiency of the algorithm and put forward a chaos wolf optimization algorithm with self-adaptive variable step-size (CWOA). Wang et al. [10] proposed a new wolf pack algorithm (ASGS-CWOA), in which, authors designed a method of Adaptive Shrinking Grid Search(ASGS) to enhance its searching capability; Moreover, Opposite-Middle Raid method(OMR) was introduced into the wolf pack algorithm to increase the convergence speed and performance of the algorithm; Finally, ''Adaptive Standard-Deviation Updating Amount''(ASDUA) is used to judge and eliminate the wolfs with weaker fitness, so as to increase biodiversity in the wolf pack and guarantee the convergence rate of the wolf pack. An improved wolf pack algorithm was adopted to solve the problem of vehicle routing optimization with multiple fuzzy time windows in [11] . A variant of wolf pack algorithm named ''Gray wolf optimization'' was used for inversion of layered earth geophysical datasets in [12] . A hierarchic wolf algorithm was used to optimal placement of triaxial sensors for modal identification using in [13] . Chen et al. [14] proposed a novel hybrid by combining wolf pack algorithm and differential evolution algorithm, named WPA/DE for short. Gupta and Saurabh [15] employed a modified artificial wolf pack method to track the maximum power point under partial shading condition. Jitkongchuen et al. [16] applied the weighted distance and immigration operation to improve the gray wolf optimizer performance. Saurabh and Gupta [17] introduce an effective and excellent heuristic optimization approach that is a variant of wolf pack algorithm to determine optimal power flow problem solution. Yao et al. [18] designed a binary smart wolf pack algorithm to apply the smart wolf pack algorithm to solve the uncertain bilevel knapsack problem effectively. Zeng and Wei [19] adopted a tent chaotic mapping strategy to make the population distribution even more uniform and the levy flight characteristic to improve the searching strategy of wolves, which makes the algorithm can skip the local optimum in the later convergence process and improve the searching precision of the wolf pack algorithm. Jitkongchuen et al. [20] proposed a solution to improve the gray wolf optimizer performance with integrate the invasion-based migration operation. Malik et al. [22] modified the location update strategy and introduced weighted sum of best locations to replace just a simple average number. Wu and Zhang [23] proposed a method, named uncultivated wolf pack algorithm (UWPA) to solve high-dimensional function optimization problems and be applied in parameters optimization of PID Controller inspired by hunting behavior and distribution mode of uncultivated and barbarous wolf pack. However, there is no an omnipotent algorithm, and any of all the wolf pack algorithms has its own advantages and disadvantages and is fit to be used in a certain situation. In spite of this, people are constantly improving their algorithms in order to enhance the performance of solving the same question.
On the basis of summarizing previous studies, especially on the basis of [10] , this paper proposes an adaptive step-size wolf pack optimization algorithm using strategy of jumping for raid (WDX-WPOA).
II. PRINCIPLE OF ASGS-CWOA
The leader wolf pack algorithm [8] is an efficient algorithm by simulating the actual wolf predation process and abstracting out some useful steps for optimization, which is different from [21] that completely simulates the wolf pack behavior, so its main steps are to initialization of wolf pack, competition to be the leader wolf, summon of the leader wolf, siege the prey, distribution of food and updating of population.
ASGS-CWOA is a variant of the lead wolf pack, so in simple terms, the principle of ASGS-CWOA is as follows: Firstly, all wolves in the pack should migrate to search preys in some rules, and when a prey is found by a wolf, which will be selected as the lead wolf of the wolf pack, then other wolves will be summoned to raid towards the lead wolf as soon as hearing the howling and lurk in all directions of the prey to be waiting for an opportunity to siege it under the leadership of the lead wolf until the prey is captured. Finally, after capturing the prey, the prey is distributed on the principle of ''survival of the fittest'', so the stronger should get more food and the weaker which get least food may starve to death and be eliminated. The detail is following.
A. INITIALIZATION OF WOLF PACK
The process is to assign wolves from the pack to the solution space or definition domain of a function. We assume that the population of the wolf pack is N and the dimension of the solution space is D, and then the position of the wolf i is:
The initial position of each wolf can be generated by the following equation:
Where, Chaos (0, 1) is the chaotic variable uniformly distributed in interval [0, 1]; range max and range min are the upper and lower bounds of the solution space respectively; to be simple, the ranges of solution space are set at the same value [range min , range max ] in each dimension.
B. MIGRATION
In this step, any of the wolves in the pack can be chosen as the lead wolf as long as it has the best fitness value.
Firstly, for some a wolf, an adaptive grid with D dimensions should be generated to reflect the local neighborhood space of the current location, which includes (2 * K + 1) D points generated by Eq. (3) and (4), where K represents the number of points taken in the same direction of each dimension and is depended upon the computer performance, especially the size of the memory, and K is normally set at 3.
In the grid, there are (2 * K + 1) coordinates along each dimension, the equation is as follows:
Where, step_a0 is the initial value of migration step size; t is the number of the current iteration; T is the maximum number of the current iteration; K represents the number of points taken in the same direction of each dimension and to be simple, K is set at 1; So a point from the grid can be got by the following equation.
At the end of the migration, the wolf with best fitness will be successful to compete to be the leader wolf of the wolf pack.
C. SUMMON
In this step of ASGS-CWOA, as soon as wolves receive the summon signal, they move towards the lead wolf and try to find preys at the same time on the way of the raid according to Eq. (5) and Eq. (6).
Where, xid is the coordinate of the wolf i at the dimension d. xld is the coordinate of the lead wolf at the dimension d.
If the fitness of the opposite position is better than the current position, change the current position to the opposite position. Otherwise, each of wolves except the lead wolf changes its position by the Eq. (6).
Where, x i−m_d is the position of the middle point at the dimension d between the wolf i and the lead wolf. x i_d is the position of the wolf i at the dimension d. x l_d is the position of the lead wolf at the dimension d. Bestfitness returns the wolf with the best fitness from the given wolves. D is the max dimension number of the solution space.
Seen from Eq. (6), there are 2 D points in the function ''Bestfitness ()''. At the end of raid, the updated location is better than the current position or not worse than the current position at least.
D. SIEGE
After the process of summon, all wolves except the leader wolf lurk in the prey around the leader wolf. During the process of siege, the new position along some a dimension for each wolf can be got by Eq. (7).
So a point from the grid can be got by the following Eq. (8).
Where, step_c min is the minimum value of the siege step size; x d−max is the maximum value of the wolf pack in d dimension; x d−min is the minimum value of the wolf pack in d dimension; step_c max is the maximum value of the siege step size; t is the current number of iterations; T is the maximum number of iterations; K represents the number of points taken in the same direction of each dimension and to be simple, K is set at 1.
At the end of each siege, the wolf with the best fitness will be the leader wolf.
E. REGENERATION
According to the principle of the food distribution of wolf pack, the betters will be priority to get more food and the weaker will get little or even nothing, so the weaker wolves will starve and be eliminated, the strong wolf can continue to survive and the population has a better ability to adapt. According to the principle of survival of the fittest, the wolves with weaker fitness should be removed, and then the same amount of wolves should be generated again.
Eq. (9) and Eq.(10)can be used to get the amount of wolves that should be eliminated and generated again.
''Adaptive Standard-Deviation Updating Amount''(SDUA) is dynamical number that reflects wolves with weaker fitnesses in the pack, and the amount of wolves that should be eliminated and created again depends on the total number of wolf pack and Standard-Deviation(SD) about their fitnesses. SD can be got by the Eq. (9).
Where, N is the number of the wolf pack; xi is the fitness of the wolf i; µ is the average of the fitnesses of the wolf pack. And ASDUA can be got by the Eq. (10) .
Firstly, ASDUA is set to zero at the beginning of iterations; Secondly, the fitness of any wolf from the wolf pack will be compared with the current value of difference between the average and the standard deviation about fitnesses of the wolf pack, if the former is less than the latter, the value of ASDUA is increased by one, otherwise do nothing; Finally, ASDUA is obtained at the end of each iteration, then the ASDUA wolves will be eliminated and created again.
F. LOOP
Judging the exit condition is ok or not, goes to step(2) for next iteration until exit condition is ok. At the end of the loop, the wolf with the best fitness will be the global optimal value that the algorithm is committed to finding.
III. IMPROVEMENT
Problem: Now the article named ''An Adaptive Shrinking Grid Search Chaos Wolf Optimization Algorithm with Adaptive Standard-Deviation Updating Amount'' (ASGS-CWOA) has a better performance than GA, PSO, LWPC and CWOA in terms of optimal value, worst value, average value, iteration times and even the times spent for optimization. However, there is a shortage of everything in the world; ASGS-CWOA has its own disadvantages, such as it spent more time for optimization in some test functions shown in [10] mentioned above. Therefore, we proposed the two following strategies to improve the performance in terms of time.
A. STRATEGY OF JUMPING FOR RAID (SJR)
During the raid process, to find the global optimal around the lead wolf, companions are hoped to be closed to the lead wolf as soon as possible while the distance between them is neither too small to enable wolves fall into local optimum, nor too large so that the speed of convergence is too slow.
According to the existing methods, the raiding step size is a fixed number in LWPC and CWOA, or is simply set at half of the value of the difference between the current location and the location of the lead wolf in ASGS-CWOA. Obviously, they are not well enough to reflect the real and constantly changing situation of raiding process, and will degrade the whole performance of optimization. Thus, SJR is proposed to improve the performance in raiding process, which is shown in Eq. (11) 
Where, Generation is a function that generates wolves according to the given parameters; D is the dimension of the current task; ADS is the adaptive raiding distribution size shown in Eq. (12); x lead is the coordinate of the lead wolf along all dimensions.
And in this process, half of the wolves with the worse fitnesses in the pack will be directly taken to be around the lead wolf and distributed randomly in the range from -ADS to ADS while the other half of the wolves will act in the old way just like in ASGS-CWOA. Fig.1(a) shows the original raiding strategy in LWPC and CWOA, Fig.1(b) shows the old raiding strategy in ASGS, and Fig.1(c) shows the new adaptive raiding strategy in WDX-WPOA.
From Fig.1(c) , we can see that half of the wolves with worse fitnesses were directly taken to be around the lead wolf and the other wolves except the lead wolf still raid in old ways, so that not only the convergence speed of the wolves can be improved and the time spent by new algorithm is reduced, but the ability to search for the global optimal solution is also maintained to the greatest extent. In another word, not all wolves are directly taken to be around the lead wolf, so that the new algorithm should has better speed of convergence and be kept in excellent performance of being not easy to get into a local optima.
B. ADAPTIVE DISTRIBUTION SIZE (ADS)
In recent years, the concept of adaptive size is widely used, such as: the strategy of adaptive step-size is adopted in [24] and [25] to improve performances of them in different ways; In [26] and [27] , adaptive step-size fourth-order Runge-Kutta technique or method is employed to verify the analytical results; And in [24] , [25] , [28] , [29] , adaptive step-size is adopted to improve the performances of the related algorithms in different fields.
In the strategy of jumping for raid above, half of wolves should be taken directly to be around the lead wolf, and there is a problem to solve that where the specific locations are in the neighborhood space. Then we propose an adaptive distribution size to fix the question shown in Eq. (12) .
Where, range max and range min are the upper and lower bounds of the solution space respectively; N is the population number of the wolf pack; OrderId is an ordered sequence of wolves, which is arranged according to the fitnesses of wolves from bad to good; pop_wolf is the population of the wolf pack including all wolves; sort is a function that returns the ordered sequence of wolves, which is arranged according to the fitness of wolves given as parameters from bad to good.
ADS is a quotient of the number of wolves and the difference between the maximum range and minimum range in order to improve the possibility of traversing the entire solution space by wolves. When a wolf belongs to first half part of OrderId, it should be directly airdropped to be around the leader wolf and the other wolves except the lead wolf still raid in old ways; therefore, on the macro level, for each iteration there is a raiding step for the wolf pack between the current position and the new position. Details are shown in Fig.2 , which data are from experiments of getting the optimal value of function ''Easom'' ranging from −100 to 100 under the same condition. VOLUME 6, 2018 FIGURE 1. Red points mean the current locations of wolves except the lead wolf; the pink point means the lead wolf; blue points mean the middle positions between wolves and the current lead wolf; the black point indicates the maximum range that a wolf can raid along with some a direction in (a) while the possible raid location in (b) and (c); the black dotted line represents the possible raiding route in older strategy of raid; the black solid line shows the possible raiding route of new raiding strategy. To be simple, nine wolves including the lead wolf are shown in the figure.
From Fig.2 , we can see that the macroscopical raiding step size is firstly becoming zero in Fig.2(c) or the curve falls fastest, that means the new algorithm has best performance in raiding speed or partial convergence speed. In fact, macroscopical raiding step size is zero after number of iterations on new algorithm is about 17 while the number of iterations on ASGS-CWOA is about 181 shown in Fig.2(b) and the raiding step size is always a fixed number 0.9 Fig.2(a) . 
IV. STEPS OF WDX-WPOA
Based on the above strategies of adaptive raiding and Chaos-opposition generation, ASGS-CWOA is improved and WDX-WPOA is proposed. The following is the steps about how to implement the new proposed algorithm.
A. INITIALIZATION
The following arguments are initialized: the total number of wolf pack N, the dimension of solution space D, to be simple, the ranges of solution space are set at the same value [range min , range max ], the maximum number of iterations T, the initial value step_a for migration, the initial value step_c for siege. And the N wolves are generated by Eq. (1) and Eq. (2).
B. MIGRATION
Firstly, an adaptive grid with D dimensions should be generated to reflect the local neighborhood space of the current location, which includes (2 * K + 1) H points generated by Eq. (3) and Eq. (4), where K represents the number of points taken in the same direction of each dimension and is depended upon the computer performance, especially the size of the memory; Therefore, K is normally set at 3 and it is to reduce the amount of computation that K should be set at 1 and H should be set at 10 when the dimension is greater than or equal to 10.
C. SUMMON
In this step, WDX-WPOA should be implemented according to the strategy of adaptive raiding. Half of the wolves with the worse fitnesses in the pack should be taken to raid towards the lead wolf, while the other half of the wolves should act in the old way just like in ASGS-CWOA, just like being shown in Eq. (11) . At the end of raiding, the updated location is better or not worse than the current position at least.
D. SIEGE
After the process of summon, all wolves except the leader wolf lurk in the prey around the leader wolf. During the process of siege, the new position along some a dimension for each wolf can be got by Eq. (7) and a point from the grid can be got by the following Eq. (8); then the fitnesses of wolves can be calculated by tasks given in advance; at the end of each siege, the wolf with the best fitness will be the leader wolf.
E. REGENERATION
According to the principle of the food distribution of wolf pack, the betters will be priority to get more food and the weaker will get little, so the weaker wolves will starve and be eliminated, the strong wolf can continue to survive and the population has a better ability to adapt. According to the principle of survival of the fittest, the wolves with weaker fitnesses should be removed, and then the same amount of wolves should be generated again.
Eq. (10) can be used to get the amount of wolves should be eliminated and generated again or not, and Eq. (1) and Eq. (2) can be utilized to generate the same amount of wolves again.
F. LOOP
Judging the exit condition is ok or not, goes to 4.2 for next iteration until exit condition is ok. At the end of the loop, the wolf with the best fitness will be the global optimal value that the algorithm is committed to finding.
V. NUMERICAL EXPERIMENTS
In order to test the optimization ability of WDX-WPOA, the five optimization algorithms including classical genetic algorithm(GA), particle swarm algorithm(PSO), LWPS, CWOA and ASGS-CWOA shown in TABLE 1 are used to carry out experiments as well as twelve test functions including six single-model methods and six multiple-model methods shown in TABLE 2, which gives the order, function, expression, dimension, feature, range and the theoretical optimum about each of the test functions while TABLE 3 provides the results of the numerical experiments about the six algorithms on the twelve test functions to us to do comparative analysis and research next. Details are shown in tables following.
All numerical experiments are implemented on a computer equipped with Ubuntu 16.04.4 operating system, Intel(R) Core(TM) i7-5930K processor and 64G memory while the integrated development environment is MATLAB-2017a. Toolbox of MATLAB 2017a about genetic algorithm is used to carry out experiments for GA; a toolbox named ''PSOt'' for MATLAB is used to carry out experiments for PSO; LWPC is achieved based on the ideas provided by Qiang and Zhou [8] ; CWOA is implemented by the thought of [9] ; Experiments on ASGS-CWOA are done according to the steps of [10] ; and the new algorithm WDX-WPOA is implemented by utilizing MATLAB-2017a with M programming language. To verify the excellent performance of the new algorithm, the optimization calculation is running for 100 times on each test function just like the other five algorithms. Then, all of the algorithms are evaluated from the optimal value, the worst value, the average value, the standard deviation, the average iteration and average time for getting the global optimum.
Anyway, as shown in TABLE 3, seen from the optimal value, the WDX-WPOA can find the theoretical optimal values of all the test functions as well as ASGS-CWOA, but no one else can do it; furthermore, seen from the worst value and average value, WDX-WPOA has the best performance in all six algorithms that its worst and average values both reach the theoretical optimal values while the other algorithms have no such ability. Therefore, WDX-WPOA has better optimization accuracy.
In addition, for 100 times, the Standard Deviations about the new proposed algorithm on nearly all the test functions except function 6 ''SixHumpCamelBack'' and function 8 ''Bridge'' are zero, and even so WDX-WPOA has smallest value of the standard deviation on function 8"Bridge" in all the algorithms shown in Fig.4(h) . In another word, the new proposed algorithm has bad performance only on function 6''SixHumpCamelBack'' shown in Fig.4(f) and its standard deviation is better than the other algorithms mentioned above shown in Fig.4(a), (b), (c), (d) , (e), (g), (h), (i), (j), (k), (l) respectively. Thus, WDX-WPOA has better stability on the whole.
Moreover, in term of average iteration, WDX-WPOA has smallest iteration times on all test functions except function 8 ''Bridge'', and on function 8 the iteration time is 600 which is same to the values on other algorithms except GA, shown in TABLE 3. Hence, in general, WDX-WPOA has better advantage on iteration time.
Finally, the values of average time spent by WDX-WPOA are smallest than the others' on function 5 and 6 shown in Fig.5(e) and Fig.5(f) . On test function1, 2, 3, 4, 7, 9, 10, 11 and 12, the time spent by the five algorithms are roughly at the same order of magnitude shown in Fig.5(a), (b) , (c), (d), (g), (i), (j), (k) and (l), and WDX-WPOA has worse performance just only than PSO on test function 2, 7, 10 and 11, yet better than other algorithms. Regrettably, ASGS-CWOA spent more time on test function 8, and even so it is a comfort that the proposed algorithm is better than ASGS-CWOA shown in Fig.5(h) . Accordingly, WDX-WPOA has a good speed of convergence.
In fact, on the premise of guaranteeing the absolute global optimization ability, the conclusion that WDX-WPOA spent less time can be got by comparing WDX-WPOA with ASGS-CWOA shown in TABLE 4. From Fig.3 , it is seen that all the improvement rates are positive and that means WDX-WPOA spent less time than ASGS-CWOA on all the twelve algorithms involved in this paper; What is particularly worth mentioning is that the improvement rates on function ''Easom'' and ''Bohachevsky1'' are both more than 90% and the value on function ''Eggcrate'' is more than 60% as well as it is more than 40% on function ''Bohachevsky3''; On the other functions except ''Sphere'', all the improvement ratios are more than 5% and it is unbelievable that the worst improvement rate reaches about 2% .
In a word, WDX-WPOA has better optimization accuracy, better stability, better advantage on iteration time and better speed of convergence.
Where, F1-Matyas, F2-Easom, F3-Sumsquares, F4-Sphere, F5-Eggcrate, F6-SixHumpCamelBack, F7-Bohachevsky3, F8-Bridge, F9-Booth, F10-Bohachevsky1, F11-Ackley, F12-Quadric.
VI. CONCLUSION & DISCUSSION
On the basis of summarizing previous studies and on the premise of guaranteeing the quality of the solution, to reduce the time spent for optimization by an existing algorithm named ASGS-CWOA [10] , an adaptive distributed size wolf pack optimization algorithm using strategy of jumping for raid was proposed. Firstly, the strategy of jumping for raid is proposed to improve the performance in raiding process by airlifting directly half of wolves to be around the leader wolf, that can accelerate the convergence of existing wolf pack algorithm; Moreover, an adaptive distribution size was used to distribute the half of wolves to specific locations according to its rules, so as to enhance the probability of finding the optical value. Under the same condition, the results of numerical experiments demonstrate that WDX-WPOA possesses preferable optimization ability including best global search accuracy, better robustness and fast convergence speed compared with GA, PSO, LWPS, CWOA and ASGS-CWOA; especially, WDX-WPOA has better performance in time than ASGS-CWOA with the prerequisite of the same solution quality.
As the data shown in TABLE 3, Fig.4 and Fig.5 above, compared with the five other algorithms, though WDX-WPOA has better performances in most of aspects on the test functions, it has poor capability in some aspects on some test functions, such as on test function 3, 4, 8 and 12 shown in Fig.5(c), (d) , (h) and (l) respectively, WDX-WPOA spent more time for iterations than GA, LWPC, PSO and CWOA, and on test function 6 WDX-WPOA has a weak standard deviation shown in Fig.4(f) . This is a normal phenomenon that conforms to philosophical truth, which is that one flaw cannot obscure the splendor of the jade. Consequently, in general, WDX-WPOA is an excellent optimization algorithm.
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