In order to effectively improve the accuracy of fault diagnosis of wind turbine gearbox, a fault diagnosis model based on improved firefly algorithm for extreme learning machine is proposed in this paper. The extreme learning machine overcomes the shortcomings of traditional neural network, such as slow convergence rate and easy to fall into local minimum points, however, the weights and thresholds of the input layer and the hidden layer are generated in a random way, this can lead to excessive number of nodes in the hidden layer, resulting in over fitting in the training process. In view of this problem, the firefly algorithm with high searching speed and high efficiency is used to optimize the parameters of the extreme learning machine. However, because of the fixed step size, the firefly algorithm is easy to fall into the local optimum in the early stage and slows down in the late convergence. Therefore, the step size of the firefly algorithm is improved to make it change with the change of the objective function in the search process so as to improve the performance of the firefly algorithm. The experimental results show that compared to the standard ELM, GA-ELM, and FA-ELM networks, the improved firefly algorithm for extreme learning machine that proposed in this paper has a higher prediction accuracy.
Introduction
Gearbox is the key component of the wind turbine, its normal operation is related to the working performance of the whole unit. Due to the complex structure and the poor working environment, the gearbox is very easy to malfunction [1] . According to statistics, the fault of gearbox accounts for about 60% [2] of the total fault of wind turbine. Due to the gearbox space is narrow and located in the upper air, it is very difficult to maintain. Therefore, it is important to diagnose the fault of gearbox quickly and accurately, which is of great significance to reduce the cost of wind power operation and maintenance and the operation reliability of wind turbines.
In recent years, many scholars have done a lot of research on fault diagnosis of gear box. In this paper the extreme learning machine with faster training speed and better generalization ability is applied to fault diagnosis of gearbox of wind turbine. The Extreme Learning Machine(ELM)is a new learning algorithm based on single hidden layer feedforward neural network proposed by Huang guangbin in 2004 [3] .Different from the traditional neural network, the most important feature of ELM algorithm is the input weights and hidden layer bias are generated during the training process randomly. The whole process is completed at once, without iteration. Compared with the traditional neural network, ELM algorithm is faster, and the generalization ability of algorithm is stronger [4] [5] [6] [7] . At present, the ELM algorithm has been applied in the fields of face recognition [8] , image classification [9] , fault diagnosis [10] and load forecasting [11, 12] . However, the input parameters of the input layer and the threshold of the hidden layer are generated randomly, which affect the stability of the network structure to a certain extent. Whether the parameters selection are proper or not affect the performance of the ELM algorithm [13] . In order to obtain better weights and bias, the meta heuristic optimization algorithm -firefly algorithm is used to optimize the ELM algorithm in this paper.
Extreme Learning Machine Algorithm
The mathematical expression of extreme learning algorithm is as follow:
is the connection weight of the ith node between the input layer and the hidden layer,  
is the connection weight of the ith node between the hidden layer and the output layer,   
The connection weights between the hidden layer and the output layer can be obtained by solving the least square solution of the linear equations: min
The least square solution is:
H is the Moore-Penrose generalized inverse matrix of H.
Firefly Algorithm
The firefly algorithm is described as follows:
Generate m random fireflies initially
.The i-th firefly represents the firefly's position in the D-dimensional search space and is also a potential solution, and then finds the optimal solution iteratively. The brightness of the firefly indicates the position of the quality of the position, and determine the direction of the movement of the firefly, the higher the brightness indicates that the location is better, the better the value of the objective function.
In each iteration, fireflies are attracted to each other to update the position, If the brightness of firefly j is less than the brightness of firefly i , firefly i remains stationary and firefly j moves toward firefly i :
, k is the current iteration number; ij  is the relative attractiveness of firefly i and firefly j .  is the step factor, and is a constant, usually
rand is evenly distributed on the random number   1 , 0 .Compared with the genetic algorithm and particle swarm algorithm, the firefly algorithm has no mutation and cross operation, so it is easier to implement and operate, and the convergence speed is faster. The optimal algorithm of FA, GA, and PSO is shown in Table 1 , where the population size is 100, the number of iterations is 50, the light absorption coefficient of FA algorithm is 1, and the maximum attractive force is 1. PSO algorithm learning factor 2
,and the crossover probability and mutation probability of GA are both 0.5. 
It can be seen from Table 1 that when the convergence to a given precision, compared to the genetic algorithm and particle swarm algorithm, the running time of firefly algorithm is shorter, so the firefly algorithm is selected to optimize the extreme learning machine algorithm.
But the firefly algorithm itself is easy to be trapped in the local optimal and converge slow in later stage. In the algorithm, the step size is kept constant, and the algorithm is easy to "premature" and converges to the local extremum. the algorithm can not converge even if the parameters are set improperly. In order to improve the performance of the algorithm, the FA algorithm is improved in this paper.
Improved firefly algorithm (IFA)
New calculation method of relative attractiveness. In the standard firefly algorithm, the relative attractiveness is calculated as follows: As can be seen from formula (6), the relative attractiveness is only related to the maximum attraction and the relative distance. Moreover, the maximum degree of attraction is usually taken as a constant 1, which corresponds to the calculation of relative attractiveness only taking into account the relative distance between fireflies.
However, in fact, the magnitude of the relative attractiveness of the two fireflies is not only related to their relative distance, but also to the relative brightness of the two fireflies, which in turn are closely related to the objective function value. Therefore, the relative attractiveness of the firefly is also closely related to the objective function value. The improved relative attractiveness is calculated as follows: Adaptive variable step size calculation method. The most important parameter that affects the movement of the firefly to the optimum position is the step factor , but in the standard firefly algorithm it is a constant and is fixed. In the latter part of the algorithm, the firefly has moved to the local or global extreme point, if the step is too large, it will cause the firefly to oscillate repeatedly near the extremum point, affecting the local search ability of the algorithm; In the early stage of the algorithm, if the step size is too small, it is unfavorable for the firefly to converge to the extreme point rapidly, which affects the global searching ability and the convergence speed of the algorithm. Therefore, the fixed step can not satisfy both the initial and the late requirements of the algorithm. The fixed step is the main reason for the problem of slow convergence, low precision, and local optimality. Aiming at the above problems, an adaptive variable step size firefly algorithm based on the objective function is proposed in this paper. The step size calculation method is as follows:
denotes the objective function value corresponding to the i th fireflies of the k th iteration, and
denotes the objective function value corresponding to the optimal firefly of the k th iteration.
Improved Firefly -Extreme Learning Algorithm
The basic idea of the improved firefly algorithm to optimize the extreme learning machine is: The network structure of the ELM is determined by the input and output fault types of wind turbine gearbox. In the FA algorithm, the firefly individual is encoded as the input layer and the hidden firefly individual attracts each other through the brightness and the relative brightness, it will reach the global optimum point after location update constantly. The optimal firefly is assigned to the input weight and bias and then the hidden layer output matrix and output weight are calculated to obtain the optimal algorithm based on the improved firefly algorithm. And then this model can be used to diagnose the fault of gearbox of wind turbine. The flow chart of fault diagnosis of IFA-ELM algorithm is shown in Fig.1 . Fig.1 The flow chart of fault diagnosis of IFA-ELM algorithm The model consists of three parts: ELM neural network structure determination, firefly algorithm optimization and ELM neural network training and prediction. The specific steps are as follows:
(1) Determine the network structure of the ELM. The input and output layer nodes of ELM neural network are determined according to the input and output of fault type of gearbox of wind turbine. The number of hidden layer nodes is set manually.
(2) Initialize the firefly population. Randomly generate m fireflies and encode them. The real string consists of two parts: the input layer weight and hidden layer bias. Each individual contains the weights and bias of ELM algorithm. And set the light intensity absorption coefficient  and the maximum number of iterations t .
(3) Calculate the fitness function value. The elements of the firefly's position vector are decoded, and the decoded value is the weight and bias of the ELM and assigned it to the ELM network. The ELM neural network is trained by using the training samples. The mean square error RSME of the actual output and expected output is taken as the fitness function of each firefly, where N is the number of nodes in the output layer of the ELM network.
(4) Update the firefly location. Calculate the brightness of each firefly individual to determine the direction of the firefly movement. Calculate the relative attractiveness of fireflies according to formula (3) .And calculate the step size according to formula (4) .And update the position of firefly according to formula(1).
(5) If the mean square error A is lower than the set precision or the maximum number of iterations is reached, then go to step (6); Otherwise go to step (3); (6) The position of the optimal fireflies is assigned to the weights and bias of the ELM algorithm to calculate the hidden layer output matrix H ,and then the Moore-Penrose generalized inverse matrix of H is calculated too.
(7) Calculate the output layer weight. (8) Finish the training. Input the test sample and get the test results.
Experiment and Result Analysis
The data set used in this paper is the actual operation data of a wind turbine gearbox for a wind farm. The fault data and normal data of the gearbox are selected from the collected data set, which the training set and the test set are randomly divided by 3: 2 to verify the accuracy of the IFA-ELM algorithm proposed in this paper. Table 3 shows the three most common fault types and one normal condition for the gearbox used in the experiment. gear tooth broken In the IFA-ELM algorithm, the size of the firefly population is 30, the iteration number is 300, the light absorption coefficient is 1, the fitness function is the ELM training error mean square error, and the ELM hidden layer activation function is sigmoid function.
The process of parameters optimization of ELM optimized by FA and IFA are shown in Figure  3 .It can be seen from the figure that FA algorithm finds the optimal solution in the 162nd generation, and IFA algorithm finds the optimal solution in the 84th generation.IFA algorithm finishes the optimization more quickly than the FA, and improves the efficiency of the fault diagnosis. Fig.2 Comparison of optimization performance between IFA and FA The training datasets were input to the ELM, GA-ELM, FA-ELM and IFA-ELM networks, and the test datasets were predicted. Ten experiments were carried out, taking the average. The prediction accuracy of the four models is shown in Table 4 .As can be seen from Table 4 , compared with ELM, GA-ELM, FA-ELM neural network, IFA-ELM network has higher correct rate and better prediction effect, which proves the effectiveness of the algorithm. 
Conclusion
According to the requirement of the effectiveness and fastness of fault diagnosis of gearbox of wind turbine, an improved firefly algorithm-extreme learning machine algorithm is proposed in this paper. Compared with ELM, FA-ELM and FA-ELM, the proposed IFA-ELM algorithm can greatly improve the prediction accuracy and meet the requirement of fault diagnosis of gearbox of wind turbine.
