Heuristic search is a core area of Artificial Intelligence, successfully applied to planning, constraint satisfaction and game playing. In real-time heuristic search autonomous agents interleave planning and plan execution and access environment locally which make them more suitable for Artificial Life style settings. Over the last two decades a large number of real-time heuristic search algorithms have been manually crafted and evaluated. In this paper we break down several published algorithms into building blocks and then let a simulated evolution re-combine the blocks in a performancebased way. Remarkably, even relatively short evolution runs result in algorithms with state-of-the-art performance. These promising preliminary results open exciting possibilities in the field of real-time heuristic search.
Introduction and Related Work
Artificial Life (ALife) settings afford a researcher an intuitive testbed to study autonomous agents. In particular, ALife has been used to study emergence of various cognitive mechanisms, including a source of rewards (Ackley and Littman, 1991) in a Reinforcement Learning setting (Sutton and Barto, 1998) . In this paper we propose to use ALife to study heuristic search algorithms. Heuristic search is a core area of Artificial Intelligence with a long history (Hart et al., 1968) and a broad applicability to planning, gameplaying and constraint-optimization tasks. Heuristic search algorithms take a search graph and a start and goal states and output a path through the graph that connects the start and the goal. A canonical example is pathfinding on a road map: one can ask their in-car GPS to find a route from Edmonton to Cancun. Shorter routes may be preferred and quick computation times are valued.
We focus on real-time heuristic search -a subclass of agent-centered algorithms (Koenig, 2001) where the agent has to act before a full solution to the search problem is computed and has access only to the environment and data in the vicinity of the agent's current state. In other words, plan execution must be interleaved with the planning process and there is no global view of the world. These constraints would be important in the context of a self-driving car: its steering algorithm needs to issue commands to the steering wheel so many times per second while the GPS is computing the full route, regardless of how distant the goal is. Another application of real-time heuristic search is distributed search such as routing in ad hoc sensor networks (Bulitko and Lee, 2006) .
Starting with LRTA* (Korf, 1990) real-time heuristic search agents interleave three processes: local planning, heuristic learning and move selection. In over the two decades since LRTA*, researchers have explored different methods for looking ahead during the planning stage of each cycle (Koenig and Sun, 2009 ); different heuristic learning rules (Bulitko; Hernández and Meseguer; Bulitko and Lee; Rayner et al.; Koenig and Sun; Rivera et al., 2004; 2005; 2006; 2007; 2009; 2015) and different move selection mechanisms (Ishida; Shue and Zamani; Shue and Zamani; Shue et al.; Bulitko and Lee; Hernández and Baier, 1992; 1993a; 1993b; 2001; 2006; 2012) . Finally, information in addition to the heuristic has been learned during Sharon et al., 2007; 2011; 2013) and before Botea; Lawrence and Bulitko, 2008; 2011; 2012; 2013) the search.
The number of techniques proposed by the researchers in the field of real-time heuristic search is overwhelming. More importantly, the interactions between these techniques are difficult to analyze empirically (Bulitko and Lee, 2006) or theoretically (Sturtevant and Bulitko, 2014) . In this paper, we frame the problem of finding a high-performance combination of real-time heuristic search techniques as a survival task. To do so we set up a colony of autonomous real-time heuristic search agents whose genes determine their operation in their life-time. Finding high-quality solutions sustains an agent and eventually allows it to mate and reproduce. During the reproduction new agents are born, each with a slightly different genetic code.
Unlike human researchers in the field of real-time heuristic search, such a simulated evolution has no prior expectations, intuitions or biases. It simply conducts a randomized parallel search of a large space of real-time heuristic search algorithms. Yet, preliminary results in the standard testbed of pathfinding on video-game maps are promising. An evolution run on a desktop computer in under a day led to a new real-time heuristic search algorithm that outperforms the state of the art. The emergence of such new highperformance algorithms appears to be a robust phenomena as we have repeated the evolution process several times, with similar results.
However, evolution has two downsides relative to the traditional process of designing real-time heuristic search algorithms: (i) it does not prove any theoretical properties of the new algorithms and (ii) it does not intuitively explain their performance. Thus, we suggest using the evolution as a computer-assisted exploratory step, to be followed by theoretical analysis and additional manual design.
The rest of the paper is organized as follows. Section 2 formally defines the problem we are attempting to solve. We then review the common framework of heuristic-learning real-time heuristic search algorithms in Section 3 and describe the building blocks in Section 4. We conduct a simulated evolution in a class of real-time heuristic search algorithms in Section 5 and present the empirical results in Section 6. We then conclude with directions for future work.
Problem Formulation
In line with previous research, we define a search problem S as the tuple (S, E, c, s 0 , s g , h) where S is a finite set of states and E ⊂ S × S is a set of edges between them. S and E jointly define the search graph which is assumed to be undirected:
and has no self-loops: ∀s ∈ S [(s, s) ∈ E]. The graph is weighted by the strictly positive edge costs c : E → R + which are symmetric:
Two states s a and s b are immediate neighbors iff there is an edge between them: (s a , s b ) ∈ E; we denote the set of immediate neighbors of a state s by N (s). A path P is a sequence of states (s 0 , s 1 , . . . , s n ) such that for all i ∈ {0, . . . , n − 1}, (s i , s i+1 ) ∈ E. We assume that the search graph (S, E) is connected (i.e., any two vertices have a path between them) which makes it safely explorable.
At all times t ∈ {0, 1, . . . } the agent occupies a single state s t ∈ S, called the current state. The state s 0 is the start state and is given as a part of the problem. The agent can change its current state, that is, move to any immediately neighboring state in N (s). The traversal incurs a travel cost of c(s t , s t+1 ). The agent is said to solve the search problem at the earliest time T it arrives at the goal state: s T = s g . The solution is a path P = (s 0 , . . . , s T ): a sequence of states visited by the agent from the start state until the goal state. The cumulative cost of all edges in a solution is called solution cost and is formally defined as c A (S) = T −1 t=0 c(s t , s t+1 ) for algorithm A. The cost of the shortest possible path between states s a , s b ∈ S is denoted by h * (s a , s b ). We abbreviate h * (s, s g ) as h * (s). We define suboptimality of the agent on a problem as the ratio of the solution cost the agent incurred to the cost of the shortest possible solution: α(A, S) = c A (S) h * (s0) . For instance, suboptimality α(LRTA*, S) = 2 means that the agent driven by the LRTA* algorithm found a solution to S twice as long as optimal. Lower values are preferred; 1 indicates optimality.
The other performance measure we are concerned with in this paper is the scrubbing complexity (Huntley and Bulitko, 2013) . It is defined as the average number of state visits the agent makes while solving a problem. Formally, let v S A : S → N ∪ {0} be the number of state visits the agent driven by algorithm A made while solving a problem S. The scrubbing complexity is then defined over the subset of states that the agent visited at least once:
For instance, τ (LRTA*, S) = 7.5 means that while solving problem S, on average the agent driven by the LRTA* algorithm visited a state 7.5 times (states that were not visited at all do not contribute to the average). Lower values of τ (S) are preferred since re-visiting states tends to look irrational to an external observer. This is a major reason why real-time heuristic-search methods are hardly used for pathfinding in actual video games. Instead, game developers prefer non-real-time heuristic search such as variants of path-refinement A* (Sturtevant, 2007) .
In its operation the agent has access to a heuristic h : S → [0, ∞). The heuristic function is a part of the search problem specification and is meant to give the agent an estimate of the remaining cost to go. Unlike much literature in the field, we do not assume admissibility or consistency of the initial heuristic but require that h(s g ) = 0. The search agent can modify the heuristic as it sees fit as long as it remains nonnegative and the heuristic of the goal state s g remains 0. The heuristic at time t is denoted by h t ; h 0 = h.
We say that a search agent is real time iff its computation time between its moves is upper-bounded by a constant independent of the number of states in the search space. We will additionally require our search algorithms to be agent centered (Koenig, 2001 ) insomuch as they have access to the heuristic, states and edges only in a bounded vicinity of the agent's current state and the bound is independent of the number of states.
We say that a search agent is complete iff it solves any search problem as defined above. That is, it is required to terminate in the goal state s g at time T < ∞. Since we deal with randomly generated algorithms which may or may not be complete, we impose an upper bound on their travel cost. Any algorithm whose suboptimality on a problem exceeds α max is said to not solve a problem. We implement this by monitoring the agent's travel cost and terminating an agent as soon as it reaches or exceeds α max h * (s 0 ). The resulting suboptimality is then recorded and contributes to the average suboptimality of the agent over a set of problems.
The problem we tackle in this paper is to develop a real-time heuristic search algorithm that has low suboptimality (α) and low scrubbing complexity (τ ).
Basic Real-time Heuristic Search
As Section 1 presented, many ways of improving on LRTA* (Korf, 1990 ) towards the two measures have been proposed. In this paper we specifically focus on heuristic learning and movement rules. To isolate the problem, we fix the lookahead at 1 (i.e., allow the agent to consider only the immediate neighbors of its current state during the planning stage) and allow the agent to update its heuristic only in its current state. In other words, our local search space and the local learning spaces are limited to the agent's current state. With these limitations, LRTA* becomes Algorithm 1.
A search agent following the algorithm begins in the start state s 0 . It then executes a fixed loop until it reaches the goal s g (line 3). At each iteration of the loop, the agent expands the current state s t by generating its immediate neighbors N (s t ) (local planning). It computes its action by selecting the next state s t+1 among the neighbors to minimize the estimated cost of traveling to the goal through that neighbor (line 4). Ties among neighbors that have the same c + h values are broken with a tie-breaking schema that is consistent over state revisits. Then, in line 5, the agent updates (learns) its heuristic in the current state from h t (s t ) to h t+1 (s t ). Note that the explicit maximum of the state's old heuristic value and the new value causes the heuristic to never decrease. Such a maximum is unnecessary if the heuristic is consistent and is commonly omitted in the literature. We do not assume our heuristic to be consistent and hence put the maximum in explicitly. The agent then changes its current state to the neighbor and the cycle repeats.
Building Blocks
To define the space of real-time heuristic search algorithms, we first abstract the base algorithm (Algorithm 1) into a search algorithm template (Algorithm 2). The template still has the main loop (line 3) which the agent executes until it gets to the goal state. Within the loop the agent repeatedly executes the movement (line 4) and the learning (line 5) rules. The rules can include the following building blocks. 
Movement Rule Building Blocks
For the movement rule we use line 4 in the base Algorithm 1 with the following possible blocks on top:
Backtracking (Shue and Zamani; Shue and Zamani; Shue et al.; Bulitko and Lee, 1993a; 1993b; 2001; 2006) causes the agent to move back to the previous state on its path when the heuristic is updated. For simplicity we do not consider the learning quota T parameter of SLA*T and LRTS and move the agent back to the previous state as soon as the heuristic function is updated (i.e., learning takes place). The intuition of backtracking is that upon detecting an inaccurate heuristic value the agent should not only update it in the current state but also in the previous states whose heuristic values may be dependent on it.
Depression avoidance (Hernández and Baier, 2012) detects whether the current state is a part of a heuristic depression -an area of the state space where the heuristic values are inaccurately low -and tries to guide the agent out of such a depression. The problem of heuristic depressions was identified early on (Ishida, 1992 ) and linked to state-revisitation and increased solution cost (Huntley and Bulitko, 2013) . In our building block we use the method implemented in daLRTA* by Hernández and Baier (2012) . Specifically, to select a neighbor of the current state as its next state, the agent considers only the states N min learning (s t ) where the amount of learning to-date is minimal:
Then the agent selects its next state s t from the set N min learning (s t ) in the usual fashion (i.e., the one that minimizes c(s t , s) + h t (s) in line 4, Algorithm 1). Removing expendable states (Sharon et al., 2013 ) is meant to reduce the size of the search space by eliminating a state whose immediate neighbors can be all reached from each other within the immediate neighborhood. Such states are called locally expendable. In line with Sharon et al. (2013) we remove a locally expendable state from the search graph only when the heuristic of the state is updated by the agent.
Learning Rule Building Blocks
For the learning rule, we extend the basic mini-min update of LRTA* (line 5 in the base Algorithm 1) with the following possible blocks:
Heuristic weighting is meant to accelerate the learning process and thus discourage the agent from re-visiting states (a major problem with heuristic depressions). We modify the weighting rule of Rivera et al. (2015) :
by moving the weight outside of the c + h:
which further increases the updates to the heuristic of the current state. We do so as our preliminary tests have shown the modified rule to be more robust and thus easier to tune the weight for. Note that w ≥ 1 means that the heuristic may become inadmissible and inconsistent.
Learning operators other than the min can be used in the learning rule (3) if admissibility/consistency is not a requirement. We allow our agents to replace the min with avg, median or max.
Lateral learning allows the learning operator (min, avg, median, max) in the learning update rule (3) to be taken over a portion of the neighborhood N (s t ). Exploratory experiments have shown that doing so can improve the agent's performance. We define the portion using a parameter b called beam width. Specifically, the partial neighborhood N f b of a state s t is defined as the b fraction of the neighborhood N (s t ) with the lowest f values:
where s 1 , . . . , s b|N (st)| , . . . , s |N (st)| is the immediate neighborhood sorted in the ascending order by their f = c + h. For instance, s 1 has the lowest f (s 1 ) = c(s t , s 1 ) + h(s 1 ) value in the set {f (s) | s ∈ N (s t )} whereas s |N (st)| has the highest f value in that set. Clearly, for b = 1 we get the full neighborhood: N f 1 (s t ) = N (s t ). For b = 0 we define N f 0 (s t ) as the neighbor with the lowest f : s 1 .
Putting the Building Blocks Together
With these building blocks, the template Algorithm 2 becomes Algorithm 3. The main loop is the same as before (line 3). Inclusion of the building blocks is determined by the control parameters w, b, lop, da, expendable, backtrack as follows. If the depression avoidance block is present in the agent (da = true) then line 5 temporarily sets the neighborhood to only the states where the amount of learning |h t (s) − h 0 (s)| is minimal. The learning rule in line 6 covers heuristic weighting, learning operator and lateral learning, using the control parameters w, lop and b.
If the expendable block is present in the agent (expendable = true) then in line 8 the current state is (c(st, s) + ht(s))
removed from the graph if there was learning in it and it is indeed locally expendable (denoted by the predicate E). Finally, if the agent learned in the current state and the backtracking block is present (backtrack = true) then the agent will move back to the previous state in line 10. Otherwise it moves forward in line 12. If there is no previous state (i.e., s t = s 0 ) then the agent stays put.
If at any time the neighborhood N (s t ) becomes empty (i.e., the agent has no moves to pick from) then the agent quits without producing a solution. Such unsolved problems contribute α max h * (s 0 ) + min sa,s b ∈S c(s a , s b ) to the agent's statistics on the solution cost/suboptimality.
In the rest of the paper we compactly denote any such algorithm by listing its building blocks as w · lop b (c + h)+backtrack+da+E where the last three parts are optional.
Simulated Evolution
We had briefly experimented with an ERL-style asynchronous evolution (Ackley and Littman, 1991) without an explicit fitness function or generations. However, given our current heuristic search code base, it was computationally prohibitive and we switched to the traditional style evolution with discrete generations and an explicit fitness function. Section 7 briefly discusses the alternative.
The simulated evolution proceeds as per Algorithm 4. It starts in line 2 with forming the initial population P 0 of K agents. Each agent is represented by its gene which encodes the building blocks used by the agent. Technically the gene is a vector (w, b, lop, da, expendable, backtrack). Each of six components of the initial agents' genes is picked uniformly randomly from their respective ranges. Some of the ranges are domain specific and we will list them in Section 6.2. Binary gene components (e.g., da which takes on the values of true and f alse) are represented as a continuous value in [0, 1]. The algorithm converts it to binary by rounding. For instance, an agent with the da gene of 0.4 will not have depression avoidance block as round(0.4) = 0. However, an agent with the da gene of 0.7 will perform depression avoidance as round(0.7) = 1. The same schema is used for the learning operator lop gene which takes on a continuous value in [1, 4] but is rounded to the nearest discrete value inside the search agent to select the operator (1, 2, 3, 4 encode min, avg, median and max correspondingly).
During each of the M generations each agent of the population is evaluated on B problems picked randomly from search problems given to the evolution. The fitness of the individual p is denoted by φ(p) and is the average suboptimality of the agent p on the B problems (line 5). Each run is truncated if the agent exceeds the suboptimality α max as explained earlier in the paper.
The population is then sorted by the agents' fitness in line 6. The top half of the population, P t−1 (1, . . . , K/2), are included in the next generation's population P t and are allowed to reproduce. The bottom half are removed and are replaced by K/2 children in line 8.
The set of children C is created by randomly picking two parents from the top half of P t−1 and performing a cross over on their genes in line 7. In other words, each gene value of the child has a 50/50% chance of coming from the father or the mother. The child's gene values are then mutated by adding a Gaussian noise of zero mean and the standard deviation of 1/100th of the size of the gene range (e.g., (4 − 1)/100 = 0.03 for the lop gene). If adding Gaussian noise pushes the gene value outside of the valid range then the value is clipped. For instance, if a child inherited lop = 4 from its parent but the mutation noise made it 4 + 0.03 = 4.03 then it will be brought back down to 4.
Finally, line 9 updates the running oldest agent p oldest (i.e., the one who has survived the most generations so far) with an older one, if such is found in the current generation. The genome of the earliest oldest agent is the output of the evolution. Ties between agents of the same age are broken in the favor of lower suboptimality.
Empirical Evaluation
The traditional testbed for real-time heuristic search is pathfinding in video games, where the planning time per move is limited to a few milliseconds for all simultaneously operating agents. The standard way (Sturtevant, 2012) of representing game maps is as a two-dimensional discrete grid where each grid cell is either available for the agent to pass through (i.e., vacant, shown white in Figure 1 ) or blocked by an obstacle (black). At each moment of time, the agent occupies a single vacant cell of the map which determines the agent's current state. The agent changes its state by moving from its current grid cell to one of its vacant neighbors, incurring a travel cost. In this paper we use the standard eight-connected maps where cardinal moves cost 1 and diagonal moves cost √ 2. A problem is solved when the agent enters the goal cell. At the beginning of each problem, the agent starts with the octile distance as the heuristic. Octile distance is the cost of the shortest path between a given cell and the goal cell if no cells are blocked by obstacles. We implemented all algorithms in a mixture of C and MATLAB code run on Intel i5/i7-based desktop computers. Parts of the code were run in parallel on 4-6 CPU cores.
Problem Set
We used the benchmark problems from the Moving AI set (Sturtevant, 2012) . We treated the water terrain type as obstacle and excluded all problems which thereby became unsolvable (e.g., the start state is in an obstacle cell). This resulted in 493298 problems situated on 342 maps. The maps were from the video games StarCraft, WarCraft III, Baldur's Gate II (maps scaled up to 512×512) and Dragon Age: Origins (Figure 1 ).
Evolution
We conducted three evolution runs. The first run was of 50 generations each of 200 agents. Each agent of each generation was evaluated on 200 random problems. The maximum suboptimality α max was set to 1000. The maximum age of any agent was 14 generations and it was first achieved in generation 47 by the agent 8.223 · min 0.341 (c + h)+E. The run took approximately 6 hours, with the agents solving 92 problems/second.
The second run was of 25 generations each of 200 agents. Each agent of each generation was evaluated on 400 random problems. The maximum suboptimality α max was set to 1000. The maximum age of any agent was 11 generations and it was first achieved in generation 12 by the agent 7.952 · min 0.720 (c + h)+da+E. The run took approximately 5 hours, with the agents solving 110 problems/second.
The third run was of 200 generations each of 100 agents. Each agent of each generation was evaluated on 100 random problems. The maximum suboptimality α max was set to 1000. The maximum age of any agent was 16 generations and it was first achieved in generation 72 by the agent 8.061 · avg 0.029 (c + h)+E. The run took approximately 9 hours, with the agents solving 63 problems/second.
We evaluated the resulting algorithms on non-overlapping sets of 10000 random problems. The suboptimality cutoff was set to α max = 10 5 which allowed all of them to solve all problems. The results are found in Table 1 and suggest that the evolved individuals are similar. For the subsequent evaluation we picked 8.223 · min 0.341 (c + h)+E algorithm. 
Systematic Search
We also ran systematic search in the space of the possible algorithms. To do so, we tabulated the weight space w in 15 increments from 1 to 10. We tabulated the beam width b in 15 increments from 0 to 1. For each of those combinations we tried all four learning rule operators (min, avg, median and max) and all three movement rule blocks: depression avoidance, backtracking and removing expendable states. In total we created 15 × 15 × 4 × 2 × 2 × 2 = 7200 agents. Each of them was run on the same 100 random problems. The three agents with the lowest suboptimality were: max 0.714 (c + h)+E, max 0.143 (c + h)+da+E and 2.286·avg 0.286 (c+h)+da+E. Their suboptimalities over 100 problems were 14.56, 14.87 and 15.14 respectively.
As before, we evaluated the resulting algorithms on nonoverlapping sets of 10000 random problems. The suboptimality cutoff was again set to α max = 10 5 which allowed all three algorithms to solve all problems. The results are found in Table 2 and suggest that the evaluation on the 100 problems during the systematic search is not representative of the algorithms' true performance. For instance, the second algorithm was selected for its second-best suboptimality of 14.87 as measured on the 100 problems. However, as measured on 10000 problems, it performed substantially worse (suboptimality of 30.44). Such misleading estimates of the algorithm's performance appear a necessary downside of the systematic search. Indeed, to evaluate all 7200 algorithms in a reasonable amount of time, each can be evaluated only on a small set of problems. In contrast, our evolution looks for the oldest individuals which had to remain in the top half of the performance in each generation to make it to the next. For instance, the best algorithm found by the evolution, 8.223·min 0.341 (c+h)+E, lasted for 14 generations and thus had its performance evaluated on 14 × 200 problems.
For the subsequent evaluation we picked max 0.714 (c + h)+E as the output of the systematic search.
Competing Algorithms
We selected two groups of published algorithms as competitors. In the first group, we have LRTA* (Korf, 1990) and its weighted variant wLRTA* (Rivera et al., 2015) . To select the weight in wLRTA*, we ran w ∈ {1, 2, 3, 4, 5, 6, 7, 8, 16, 32, 64, 128, 256, 512, 1024, 2048} on 6000 non-overlapping problems each and found that w = 128 gave the lowest suboptimality.
In the second group we have existing algorithms that explicitly aim to escape heuristic depressions quicker than LRTA*.
Specifically, we evaluated the myopic versions (lookahead of 1) of aLRTA*, daL-RTA* (Hernández and Baier, 2012) , its weighted version w-daLRTA* (Rivera et al., 2015) and its combination with removing expendable states, daLRTA*+E (Sharon et al., 2013) . We did not include f-LRTA* or f-LRTA*+E in our evaluation since both versions were found inferior to daLRTA* by Sharon et al. (2013) . To select the weight parameter for w-daLRTA*, we ran w ∈ {1, 2, 3, 4, 5, 6, 7, 8, 16, 32, 64, 128, 256, 512, 1024, 2048} on 6000 non-overlapping problems each and found that w = 7 gave the lowest suboptimality.
Competition Results
We ran the eight algorithms, each on 30000 non-overlapping problems randomly selected from the benchmark set. For each algorithm we measured its suboptimality α and scrubbing τ . The suboptimality cutoff was set to 10 5 · h * (s 0 ) and all algorithms solved all problems under the cutoff. For the systematic search we used algorithm max 0.714 (c + h)+E. For the evolution we used 8.223 · min 0.341 (c + h)+E. The means and standard errors of the mean are listed in Table 3 . The new algorithms found by evolution and systematic search appear to produce shorter solutions and scrub less than the classical and contemporary competing algorithms.
Compared to the existing algorithms, the new algorithms use a combination of more aggressive learning rules, max 0.714 (c + h) or 8.223 · min 0.341 (c + h), with marking expendable states. Naturally, either of these combinations could have been found manually by the researchers but since it is time-consuming and tedious to try all combinations of building blocks, researchers tend to focus on a few, guided by their experience and intuition. Evolution and systematic search lack either and operate entirely based on algorithm performance (within the human-defined algorithm space).
Future Work
The promising preliminary results reported above open a few avenues for future work. First, while we tested the evolved algorithms on problems that they may not have seen during the evolution process, it is still possible that the resulting algorithms work so well merely because they overfit to the video-game pathfinding maps. Thus, the next step is to explore how effective the process is in other real-time heuristic search domains and across domains.
Second, additional real-time heuristic search techniques such as deeper lookahead of LSS-LRTA* (Koenig and Sun, 2009) can be made available to the evolution as building blocks. To make the competition fair, additional planning time per move should be incorporated into the fitness function. Another possibility to curb computational complexity is to assume that computations are subject to errors. For instance, one can introduce access errors to the heuristic which is realistic when heuristic values are stored in the environment (a la pheromone in ant-colony algorithms) and the agents may not always read/write them perfectly. Then robust algorithms are likely to evolve (Ackley, 2013) .
Finally, we can attempt to evolve robust search agents specifically for a class of problems. Following Ackley and Small (2014) we can have the agents continuously evolving in an asynchronous environment, similarly to the ERL testbed of Ackley and Littman (1991) . In such a setting there would be no discrete generations and no explicit fitness function. Instead, each agent will maintain a health value which is depleted during the search and replenished when the agent reaches its goal, before taking on the next search problem. An agent which lived long enough and healthy enough is given an opportunity to reproduce. The domainspecificity would allow us not only to evolve the algorithms but also their innate heuristic function which can be encoded in the genes using function approximation.
Conclusions
We presented possibly the first application of evolutionary search to real-time heuristic search algorithms. We did so by breaking down classical and contemporary real-time heuristic search algorithms into building blocks for the evolution to pick from. In a large-scale evaluation in video-game pathfinding, evolved real-time heuristic search agents outperformed manually designed published algorithms.
