Abstract-Optical networks are well suited to enable massive data exchanges between datacenters. Elephant data flows can be routed over custom provisioned and dedicated lightpaths (optical flows) while other (mice) flows, which are routed by electronic switches, are unaffected. In some solutions, wavelength-selective switch (WSS) devices are employed in the optical nodes to physically and individually route each lightpath toward its destination. WSS devices take time to be switched and consequently delay the lightpath setup completion time. In this paper, the authors present three approximate Markov chain models to account for three different WSS service policies. These models estimate the expected lightpath setup and teardown time across an optical node that makes use of WSS devices. The first and more conventional policy (model) assumes that each setup and teardown request is handled individually, while the other two policies (models) assume that groups of setup and/or teardown requests are handled together by the WSS. The models' estimates are compared against the results obtained from a computer-based simulator, where both analytical models and simulator account for experimentally measured WSS response times. The simulator is also used to investigate the end-to-end lightpath setup time across an arbitrary mesh network. Results obtained from the models and simulator show that the group-based service policies outperform the conventional policy at high loads. The group-based policies are especially useful in the presence of lightpaths that are frequently set up and have relatively short holding time (i.e., short duration of elephant-optical flows).
I. INTRODUCTION
D atacenter applications generate data flow profiles that-depending on the size of the data set being transmitted-are often referred to as either mice or elephants [1] . Mice flows are commonly handled by packetswitching Ethernet switches and IP routers. Elephant flows are more efficiently handled by dedicated and engineered circuits because they are generally long lived and contain high peaks of traffic (i.e., bursts) over short periods of time [2] .
Segregation of these two types of traffic flows [3, 4] has the following advantages. First, since elephant flows are routed over dedicated network resources, the performance of these flows can then be improved by making use of transport protocols that are designed to run on dedicated network resources (e.g., the dedicated circuits [5] ). Second, the performance of the mice flows is not affected by the elephant flows. Third, elephant flows can be switched over the optical dedicated circuits (e.g., optical flows [6] ). Therefore, the energy consumed to transfer these flows across the network is reduced by 1 order of magnitude or more, compared to when the circuits are electronically switched [7] .
When the elephant flow is either detected by the network [8, 9] or signaled by the application ahead of time, a dedicated circuit (e.g., optical) should be provisioned in a timely manner. The time needed to provision an optical circuit may be adversely affected by some factors, such as the elephant flow detection procedure, network signaling (e.g., GMPLS signaling latency [10] ), decision making while scheduling the circuit, and the time required to physically establish and release the lightpath.
The study in this paper accounts for one of the main factors that delays the physical creation of the lightpath in the data plane. More specifically, the study accounts for the reconfiguration time of wavelength-selective switch (WSS) devices that are used in reconfigurable optical add-drop multiplexer (ROADM) nodes to route the lightpath to the intended destination [11] . WSS devices can be reconfigured in real time to selectively route a set of wavelength signals across an optical node to reach a desired output port (fiber). An additional advantage of using this device is its ability to selectively apply a desirable power attenuation to each individual wavelength signal. With a WSS device, wavelength signals at a ROADM node can be individually switched on or off (by controlling the attenuation applied to their assigned spectrum), one at a time, or in batches, as demonstrated in Ref. [12] . When establishing a lightpath (setup procedure), every WSS device along the path must be properly configured before transmitting the optical flow. Similarly, when releasing a lightpath (teardown procedure), every WSS device along the path must be reconfigured to prevent unwanted optical signals from propagating across the network. Three approximate Markov chain models are described in this paper, which account for three distinct WSS service policies [13] . These models estimate the lightpath setup and teardown time at a ROADM node equipped with WSS devices. In the first and more conventional policy, lightpath setup or teardown requests are applied individually to the WSS device. This policy is referred to as individual request service (IRS). The other two policies consider batches of requests to be concurrently applied to the WSS device. If setup and teardown requests cannot be mixed, the service policy is termed distinct batch service (DBS). If setup and teardown requests can be combined in the same batch, the policy is termed single batch service (SBS). These policies have been implemented in an event-driven simulator that can be used to estimate the end-to-end lightpath setup and teardown time across an optical network with arbitrary mesh topology. The three Markov chain models and simulator account for the WSS firmware and hardware response times that have been recorded experimentally [14] .
The results obtained from the three Markov chain models and simulator consistently show that both the DBS and SBS policies outperform the IRS policy when the lightpath (setup and teardown) request arrival rate is high. The DBS and SBS policies are especially useful when the lightpath requests are highly dynamic, and the lightpath holding time is relatively short. These scenarios are particularly relevant in some intra-and inter-datacenter data traffic exchanges, e.g., when performing migration of virtual machines and/or storage blocks over elephant-optical flows.
II. SYSTEM DESCRIPTION
In this study, we use a typical WSS-based ROADM node architecture as it is implemented in the Autonomous Network testbed [14, 15] . The Autonomous Network WSS devices are from Finisar and belong to its ROADM and Wavelength Management product portfolio 1 [15] . If the nodal degree of a ROADM node is k, then the amount of signal power per wavelength reaching each output fiber from the k input fibers is controlled by one of the k WSS devices (one per output fiber). At the ROADM node, the WSS firmware runs on a single micro-controller, which is dedicated to control all WSS devices. Figure 1(a) shows the system block diagram for the Autonomous Network testbed, in which a software-defined networking (SDN) controller communicates with the node's micro-controller using the REST [16] interface and leveraging YANG data types. Therefore, the SDN controller can issue specific requests to the node's micro-controller, e.g., a request to configure a WSS device to apply a desirable attenuation to the signal coming from a given input fiber on a given wavelength. Figure 1 (b) reports the time that is required to change the attenuation applied by the WSS device as a function of the number of wavelengths for which the attenuation is being changed. The empty squares report the time requirement as specified by the WSS device manufacturer. The solid squares report the time that is required to complete the task from the moment the request is issued by the SDN controller. The solid squares include the control signaling latency and the WSS firmware execution time at the micro-controller. The signaling propagation time between the SDN controller and the optical node is negligible in our experiment. The latter plot is obtained experimentally, by changing the WSS attenuation applied to a set of wavelengths from its maximum to its minimum value (allowing the wavelength signals to be routed to the output fiber), and vice versa (blocking the signals). The number of wavelengths in the set is varied from 1 to 80. The curve indicates that the time required by the micro-controller to complete the adjustment of the WSS-applied attenuation is proportional to the number of wavelengths for which the attenuation is being adjusted. Note that the concurrent reconfiguration of multiple WSS devices at the same node is not permitted. 2 From a network-wide viewpoint, a lightpath request (either setup or teardown) is handled by the SDN controller as follows. 3 Consider the three-hop lightpath from node A to node D shown in Fig. 2 . First, the SDN controller computes the appropriate signal power levels to be applied to The WSS devices correspond to previous versions of the single WSS with product code 10WSAA09FLL (Standard Profile). More information can be found here: https://www.finisar.com/roadms-wavelength-management/ 10wsaaxxfll-0.
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The firmware implementation in the test bed permits the adjustment of only one of the node WSS devices at a time in order to prevent conflicting commands from being sent to two or more WSS devices at once [14] . 3 This description addresses the setup procedure only. As for the teardown procedure, the WSS attenuation must be simply set to its maximum to block the lightpath signal from being routed to the output fiber.
the lightpath on every one of its fiber links. These power levels are chosen to optimize the lightpath optical signalto-noise ratio (OSNR) as described, for example, in Ref. [17] . Based on the signal power level chosen for each fiber link, the SDN controller computes the attenuation that must be applied by the WSS device at nodes A, B, and C in order to achieve said objective. The SDN controller can then schedule three request events using the REST interface, where each event instructs one of the nodes to apply the desired signal attenuation. Only upon completion of these three events is the lightpath physically established. Note that a wavelength is assigned to and exclusively reserved for a lightpath from the moment the setup event is issued, to the moment the release event is issued. During this period of time, the wavelength cannot be assigned to any other lightpath.
III. WSS CONTROL POLICIES
As already mentioned, the node's micro-controller is designed to reconfigure one WSS device at a time. If multiple lightpath request events arrive at the ROADM node over a short period of time, some of these events may have to be queued. The queue can be implemented either at the node's micro-controller or at the SDN controller. The former option is described in this section.
The example in Fig. 4 is based on a ROADM node that is equipped with three WSS devices: WSS 1 , WSS 2 , and WSS 3 . Three (request) events have been received by the node. Event 1 (in service) requires that a new lightpath be routed through WSS 2 (shown with lighter color)-this event is being serviced by the micro-controller, which is adjusting the attenuation that the WSS 2 device must apply to the lightpath wavelength. Event 2 (queued) is a request for setting up a new lightpath through WSS 3 . Event 3 (queued) is a request for tearing down an existing lightpath routed through WSS 1 . The events in the queue are put in service in first-come first-served (FCFS) order.
More interesting is the case in which multiple events in the queue require multiple attenuation adjustments of the same WSS device [15] . In this case, the micro-controller can operate with one of the following service policies 4 :
1) IRS: in this case the events (setup or teardown) are maintained distinct in the queue and serviced one at a time. 2) DBS: in this case events of the same type (e.g., setup) are combined together to form a single batch of events to be serviced at once. 3) SBS: in this case events of both types (i.e., setup and teardown) are combined together to form a single batch of events to be serviced at once.
Upon receiving each event (i.e., a WSS device reconfiguration request) the micro-controller puts the event in its queue and computes the service completion time of that event. Note that the event's service completion time is the sum of the event's waiting and service times. The microcontroller then immediately responds to the SDN controller, acknowledging the reception of the event and reporting its service completion time (t end ). The SDN controller uses the reported service completion time as described in the 4 . Queue of three events at the optical node; the event concerning WSS 2 is in service, while the events concerning WSS 3 and WSS 1 are waiting in the event queue. 4 The DBS and SBS policies were first introduced and evaluated through both simulation an experimentation in a 5-node optical network test bed in [15] . The SDN controller is responsible for processing every arriving lightpath request and ensuring that every WSS device along its path is timely reconfigured. We define two operation modes here, referred to as sequential and parallel. In the sequential mode, the WSS devices of the lightpath must be reconfigured sequentially, starting from the first upstream device, and moving to the next downstream device only upon completion of the upstream device reconfiguration. The SDN controller achieves this goal by submitting an event to the micro-controller of each node in the lightpath, starting with the upstream node. The microcontroller of the first node returns the completion time of such event (t end ) and the SDN controller submits a second event to the second node of the lightpath, requesting that the service at the second node begins only after t end . Since the destination node is not required to switch the light signal, this procedure continues until the node before the destination in the lightpath is reached. In the parallel mode, the WSS devices of the lightpath may be reconfigured in parallel. The SDN controller achieves this goal by submitting an event to the micro-controller of every node in the lightpath without specifying any start of service time constraint. Figure 5 provides two examples of scheduled service times at three nodes (A, B, and C). The brown cubes (darker cubes) represent the service times scheduled for the setup request events of the three-hop lightpath in Fig. 2 , with signals flowing from node A to node D. The gray cube (lighter cubes) at node B represents the service time scheduled for the event of another lightpath request, recently submitted to node B's micro-controller. In Fig. 5 (a) the lightpath's WSS devices are reconfigured sequentially, i.e., the three (brown cubes) events are sequentially scheduled for service and their service times do not overlap. In addition, the event at node B (brown cube) is scheduled right after the completion of the other event (gray cube) at that node. In 
IV. THREE APPROXIMATE MARKOV CHAIN MODELS
The three Markov chain models defined in this section attempt to estimate the expected time that is required at a given optical node to either set up or tear down a lightpath request. Each model is customized to account for one of the WSS service policies described in the previous section, which are the IRS, DBS, and SBS policies. Before presenting each model, we describe the common assumptions made, which apply to every model.
The network of two queues in Fig. 6 accounts for a single WSS node connected to a single output fiber link (i.e., making use of a single WSS device). The WSS device can be configured to individually control the power attenuation applied to up to W wavelength signals. Arriving lightpath setup requests are first stored in queue Q 1 awaiting service. These requests are generated by a Poisson arrival process (with arrival rate λ), which is a good approximation in Note that the choice of W < 80 would reduce the batch service time (as shown in Fig. 1 ) but [15] .
the presence of large quantities of lightpath requests and significantly reduces the complexity of the three models. Q 1 is a single-server queue that models the response time of the WSS device. Setup requests must wait in the queue until they are scheduled for service. When a setup request in Q 1 goes into service (individually in the IRS policy, or as part of a batch in either the DBS or SBS policy), its expected service time is set to match the experimental values reported as "Complete Operation" in Fig. 1 . As already mentioned, the complete operation values account for the combined control firmware and hardware latency of the WSS device, and depend on the number of requests that are jointly put into service. At service completion, the request(s) moves on to queue Q 2 . Queue Q 2 has W servers, and each server (F i , where 1 ≤ i ≤ W) models one of the W wavelengths in the fiber, whose service time X 2 is equal to the lightpath holding time, defined as the time required to complete transmission of the corresponding elephant flows. Upon service completion at queue Q 2 , every request returns to queue Q 1 as a teardown type of request (the flow of teardown requests is shown by the dotted line). Upon completion of service in Q 1 , the teardown request departs from the network of queues.
It is simple to prove that the network of queues in Fig. 6 cannot have more than W requests (jobs). Recalling that the output fiber link has W wavelengths and that a wavelength in the output fiber link becomes available only once its teardown procedure is fully completed (i.e., the request leaves the network of queues), at most W lightpath requests can be concurrently handled by the node. Hence, at any time, n u node n d node n 2 ≤ W, where n u node is the number of setup requests in queue Q 1 , n d node is the number of teardown requests in queue Q 1 , and n 2 is the number of lightpath requests in queue Q 2 , i.e., lightpaths that are currently being used to transmit elephant flows.
In this study, we make the assumption that X 2 is a random value, with exponential probability density function and rate μ h . We also make the assumption that queue Q 2 has W servers for IRS policy (G∕M∕W) and infinite servers for both the DBS and SBS policies (G∕M∕∞). These assumptions are made for model tractability and are explained in the following sections. As documented in both [13] and Section V of this paper, using a more realistic distribution like a truncated Pareto distribution to describe X 2 has a small if not negligible impact on lightpath setup and teardown time. The three Markov chain models are described next.
A. IRS Policy
In the IRS policy, setup and teardown lightpath requests must be individually serviced in queue Q 1 . Requests are serviced by using the FCFS service discipline. For general use, let X The CTMC state (i, j, e) is defined as follows: 0 ≤ i ≤ W counts (without differentiating) the number of setup and teardown in-service and waiting requests in Q 1 , 0 ≤ j ≤ W counts the number of requests in Q 2 , and e ∈ f∅, U, Dg indicates the type of request that is currently in service in queue Q 1 . More precisely, ∅, U, and D represent three states for the server of Q 1 : idle, serving a setup request, and serving a teardown request, respectively.
The CTMC state transition diagram for the IRS policy is shown in Fig. 7 .
. The rate assigned to the blue transitions depends on the number of requests in Q 2 (infinite-server), i.e., a rate of j × μ h (notation ×1, ×2, etc., is used in the figure). Any transition shown in green (resp. red) represents a state transition caused by the service completion of a setup (resp. teardown) request in Q 1 . The service completion rate of these transitions is μ u (resp. μ d ). To assign the correct transition rates to the green (resp. red) transitions, we must distinguish between two groups of states. For the group of states such that i 1, the departure of the only setup (resp. teardown) request from Q 1 empties the queue. From these states, the transition rate is μ u (resp. μ d ), and the arc is shown as a dotted line [i 1 → i 0]. For the group of states such that i > 1, the departure of the setup (resp. teardown) request from Q 1 enables one of the waiting requests in Q 1 to go into service. The request that goes into service next can be of either the setup or teardown type. Observing that for each setup request there is a corresponding teardown request later, one can conclude that at Fig. 7 . Approximate CTMC for the IRS policy. steady state the two types of request are equally likely to be chosen as the next request going into service. For this reason, combining the service completion rate and an equal probability of having either type of request going into service next, two state transitions are required-the arcs are reported in dashed lines-each having the transition rate of
For further clarity, Fig. 8 illustrates two cases: one for a setup and one for a teardown request completion of service. Note that the chosen state representation-in which i does not need to trace the number of setup and teardown requests separately-is driven by the objective of keeping the model complexity (number of states) low. Other CTMC models can be designed to overcome this limitation of the proposed model; however, the number of required states would be increased significantly.
By numerically computing the steady state probabilities of the CTMC model in Fig. 7 , the following performance indicators can be readily obtained: the expected value of T u node , T d node , and the blocking probability that is experienced by the newly generated setup requests. Let π I i,j,e be the steady state probability of state i, j, e. By applying the PASTA 6 theorem [18] , the blocking probability (BP IRS ) is
Recall that setup and teardown requests have the same arrival rate into Q 1 , i.e., their effective arrival rate into Q 1 is λ eff : 1 − BP IRS × λ. Excluding the request in service, it is reasonable to assume that the expected number of setup requests waiting for service is equal to the expected number of teardown requests waiting for service in Q 1 . Hence, the expected numbers of setup and teardown requests in Q 1 are, respectively
where the first and second terms in both equations are the average numbers of in-service and waiting requests in Q 1 , 
One possible way to evaluate the complexity of the CTMC model is to count its number of states. It is straightforward to show that the number of states in the proposed model for the IRS policy is S IRS W W 1 2 . The model complexity is then OW 2 .
B. DBS Policy
In the DBS policy, requests of the same type (either setup or teardown) can be combined to form a batch of requests in queue Q 1 . Each batch of requests can be serviced at once. For general use, let X (6) and (9)]. Recall that the node is equipped with a single WSS device and connected to a single output fiber link.
Let the CTMC state be e, f , g, where e, f , and g indicate the types of three request batches in Q 1 as follows: e refers to the batch currently in service, f refers to the head-of-theline batch waiting in the queue, and g refers to the second batch waiting in the queue. The possible values for these three state variables are e, f , g ∈ f∅, U, Dg, where ∅ indicates that the batch is not present, U indicates that the batch contains setup requests, and D indicates that the batch contains teardown requests.
It must be noted that, unlike the model proposed for the IRS policy, the model for the DBS policy (and the model for the SBS policy in Section IV.C) does not account for the number of lightpath requests that are in service in Q 2 . This approximation turns out to be acceptable (as shown in Section V) and has the advantage of significantly reducing the model complexity.
The CTMC state transition diagram for the DBS policy is shown in Fig. 9 , where λ u λ d λ are the arrival rates of setup and teardown requests into Q 1 . When in state ∅, ∅, ∅, Q 1 is empty. At the occurrence of the first arrival (setup or teardown request), a batch of a single requests is formed and immediately placed into service. During this service time, additional requests may arrive and will be combined to form one or two additional batches, which are stored in the queue while waiting for their service time. Note that once the batch is in service, additional arriving requests of that batch type cannot be added to the batch in service; hence, a new batch of that type is created in the queue. The size of the batches waiting in the queue may increase as additional requests arrive. However, the number of batches waiting in Q 1 cannot exceed two, as only one WSS device is present in the node and only two types of request exist. Note that the proposed CTMC model does not limit the number of requests in either Q 1 or Q 2 . In fact, requests of each type continue to arrive and are added to their respective batch until the batch goes into service. With this approximation, the CTMC complexity (number of states) remains low. This approximation, however, limits the capability of the proposed model as follows. The model cannot be used to estimate the blocking probability that is experienced by the arriving setup requests due to the lack of available wavelengths in the output fiber link. The presence of an unbounded number of requests in Q 1 does not force the expected time in the queue to grow unbounded. In fact, any number of requests can be combined together to form one or two batches, whose service time is finite. In summary, despite its oversimplified structure, this CTMC model can still provide meaningful estimates of the sojourn time in Q 1 .
Let π D e,f ,g be the steady state probability of state e, f , g for the CTMC model in Fig. 9 . If we assume that the arrival rate of the setup requests is relatively low such that requests are hardly blocked, then the PASTA theorem [18] is applicable, i.e., the setup requests can be considered as Poisson arrivals, which "see time averages." Hence, for the setup requests, the expected time in Q 1 , inclusive of service time, is
Using time averages, R u WSS and R d WSS are, respectively
When considering the teardown requests, recall that every departure from Q 2 becomes a teardown request arrival in Q 1 . While the departure process from Q 2 does not constitute a Poisson process, most of the inter-departure time intervals are random variables with exponential distribution. Strictly speaking, the PASTA theorem is not applicable to teardown request arrivals. However, by relaxing the condition under which the PASTA theorem is applicable, we compute the expected time that is experienced by the teardown requests in Q 1 by using time averages:
The terms in Eqs. (6) and (9) However, the model remains inaccurate due to the assumption of memoryless (exponential) service time that is required when solving the CTMC. To circumvent this deficiency of the proposed model, one could replace the CTMC with a semi-Markov chain, which would account for the non-exponential residual service time (see, for example, the study in Ref. [19] ).
The number of states in the model for the DBS policy is S DBS 11. The model complexity does not depend on W, and is then O1.
C. SBS Policy
In the SBS policy, requests of any type can be combined together to form a batch of requests in Q 1 . Each batch of requests can be serviced at once, with a service time X u∕d WSS W. For us to build a simple CTMC, X u∕d WSS W is modeled as a random variable with exponential distribution and expected value of 1∕μ u 1∕μ d . Let the CTMC state be e, f , where e refers to the batch currently in service in Q 1 and f refers to the head-of-the-line batch waiting in the queue. The possible values for the two state variables are e, f ∈ f∅, U∕Dg, where ∅ indicates that the batch is not present and U∕D indicates that the batch contains a positive number of setup and/or teardown requests. By applying conjectures similar to those applied while obtaining the DBS model, one can obtain the CTMC state diagram shown in Fig. 10 . Given that the number of batches in Q 1 cannot exceed two, the corresponding queuing model is an M∕M∕1∕2 queue. Let π S e,f be the steady state probability of state e, f for the CTMC model in Fig. 10 . By applying the PASTA theorem, the setup and teardown request's approximate expected time in Q 1 , inclusive of service time, is
where
is the mean residual service time of the batch of requests currently in service at the time of the request arrival. The expression in Eq. (10) accounts for the probability that an arrival finds the server busy, the corresponding residual service time of the batch already in service, followed by a complete service time of the batch the arrival is assigned to.
The number of states in the model for the SBS policy is S SBS 3. The model complexity does not depend on W, and is then O1.
V. NUMERICAL RESULTS
In this section, numerical results obtained from the models in Section IV are presented and compared against those obtained from a simulator for the single node and single output fiber link case. The simulator is then used to investigate a network-wide scenario in which multiple optical nodes are interconnected to form an arbitrary mesh. The key modules of the simulator are shown in Fig. 3 . The simulator is used to estimateT u node ,T d node , and the blocking probability of the arriving lightpath setup requests. The simulator is configured as follows. Fiber links have capacity of W 80 wavelengths. The holding time for each lightpath request has mean value 1∕μ h and can be modeled using one of the following distributions: exponential probability distribution or truncated Pareto distribution. Setup requests are generated by a Poisson arrival process, whose rate (λ) is varied to obtain results at varying offered loads. The offered load, defined as λ∕μ h , is chosen to be in the [0,100] range. For each load, the simulation is run 10 times (using different seeds), and for each simulation run, 10 6 requests are generated. First-fit wavelength assignment is applied to every arriving request. A request is blocked if wavelength availability is insufficient. The service times of Q 1 are deterministic values taken from the complete operation curve in Fig. 1, i. e., X
A. Single Node and Single Output Fiber Link Study
The simulator is configured to match the single optical node with a single output fiber link configuration in Section IV. First, we compare the simulation results (shown as circles) against the results obtained from each of the three CTMC models (shown as solid curves). Then, we discuss the performance of the three service policies, i.e., IRS, DBS, and SBS. The lightpath request holding time is 1∕μ h 100 s, unless otherwise specified. Figures 11 and 12 report the blocking probability (BP), T u node andT d node , respectively, for the IRS policy. The bottom chart in Fig. 11 is a zoomed-in view of the top chart reporting curve from simulation shows a slight increase, which is not captured by the curve from the CTMC model. The following observation may help understand why. In the simulation, an increase of the offered load (and setup request arrival rate) eventually leads to some of the requests being blocked due to the lack of available wavelengths in the fiber link. Under this circumstance, at the completion of a teardown batch service in Q 1 , a number (say l) of wavelengths is freed. Immediately after completion of this batch service, the next batch in Q 1 begins its service. Concurrently, the next l arriving setup requests are able to enter Q 1 , while further arrivals are then blocked once again due to the lack of available wavelengths in the fiber link. This biased acceptance policy of setup request arrivals nullifies the condition for correctly applying the PASTA theorem when computing the expected residual service time of the batch in service at the time of the request arrivals. In fact, the remaining service time that is experienced by the nonblocked request arrivals tends to be greater than the one in Eqs. (7) and (8) . In contrast, the CTMC model makes use of Eqs. (7) and (8) holding time is the time required to transmit the elephant data flow for which the optical circuit is being reserved. Three offered loads are considered, i.e., 25 (low), 50 (medium), and 75 (high); recall that W 80 wavelengths are available in the fiber link. This chart can be used to determine under what condition the use of a batch service policy is advantageous over the IRS policy. Batch service policies are advantageous at low load when the holding time is less than 180 s, at medium load when the holding time is less than 380 s, and at high load when the holding time is less than 520 s. Note that these values are not universal, as they depend on the time that is required to reconfigure the WSS (or any other used) device and other architectural factors (network size, network topology, nodal degree, etc.). Table I reports the average run times of the simulation and analytical models for the three policies. To report the average run times, we used a server running Ubuntu 16.04.1, which is equipped with an Intel Core i7-4930K 3.40 GHz processor and 32 GB of RAM. As expected, the time required to solve the CTMC models is considerably less than the time required to run the simulation. The run time improvement for the batch policies is significantly larger when compared to the IRS policy due to their analytical models being simplified as described in Section IV.
In summary, the analytical models for the IRS, DBS, and SBS policies are approximate CTMC models, which model a single node with a single output fiber. These models are derived by making two important assumptions: (1) WSS service times are assumed to be random variable with exponential probability distribution, and (2) the number of wavelengths in a fiber is assumed to be infinity in the models for the DBS and SBS policies. The former assumption makes the models analytically tractable, at the cost of overestimating the lightpath setup and teardown times compare to the real system, where the WSS service times are deterministic. The latter assumption reduces the number of states in the CTMC models for the two batch policies and consequently the models' complexity, but prevents the models from estimating the blocking probability. These models can also be extended to account for the case of a single node and multiple WSS devices. Since the node's micro-controller can control only one WSS device at a time, having multiple WSS devices does not change the queue Q 1 in Fig. 6 . If the node is equipped with k WSS devices, then there should be k queue Q 2 , where each represents the status of one output fiber. In conclusion, if we want to extend the models to support k WSS devices, we need to add some new variables in the state description of CTMC models. For example, if k 2, then the state i, j, e in the original IRS model would change to i 1 , i 2 , j 1 , j 2 , e 1 , e 2 , where i, j, and e are defined in the same way as the original model, and indices 1 and 2 refer to WSS 1 and WSS 2 and their corresponding output fibers, respectively. These models cannot be easily extended to account for multi-hop transmission, unless we account for the wavelength continuity constraint. In order to do so, an overflow model may be applied to account for multi-hop transmission with first-fit wavelength assignment, like in Ref. [20] . This non-straightforward extension falls outside the scope of this paper.
B. Network-Wide Study
In our previous work [13] , the three policies were simulated using an arbitrary mesh, whose topology is derived from the NSF network. To provide further results, Fig. 18 showsT u lp versus traffic load for another arbitrary mesh, whose topology is shown in Fig. 17 . This topology (referred to as the Spanish topology) has 30 nodes and 56 bidirectional links, providing a slightly larger network and higher nodal degree, when compared to the NSF topology. Each link in the topology represents two unidirectional fibers, and each fiber has a capacity of W 80 wavelengths. Routing for each lightpath request is performed using one of the five precomputed shortest paths between the source and destination nodes, using hop-count as the metric. Wavelength continuity is enforced in each lightpath. Firstfit wavelength assignment is used. The available path (i.e., at least one common wavelength is available on its entire path) with the smallest number of hop-counts is always chosen. Lightpaths with equal hop-count are further sorted by decreasing number of available wavelengths at the time of the request arrival, thus striving to achieve a balanced load across the precomputed paths. Unidirectional lightpath requests are generated by a Poisson arrival process (of rate λ), and their holding time is a random variable with exponential distribution (1∕μ h 100 s). WSS service times are as in the single node study.
The results in Fig. 18 are obtained through simulation by applying the sequential and parallel modes described in Section III. The lightpath request expected setup time, T u lp , is reported as a function of the network-wide offered load.T u lp accounts for all the WSS devices that must be configured to establish the lightpath from source to destination, as described in Section III. The network-wide results corroborate the results obtained in the single node and single output fiber link case. The performance crossover point takes place at approximately λ∕μ h 90. This value is larger than that observed in the single node study because more resources (fibers and wavelengths) are available in the mesh network. For the IRS policy, the parallel and sequential operation modes perform similarly at high loads (λ∕μ h > 90). At high loads the network wavelengths are heavily utilized, and mostly only single hop-count lightpath requests are successfully established. Under this circumstance, the parallel and sequential operation modes become asymptotically equivalent (when using the IRS policy). Other than that, as expected, the parallel mode outperforms the sequential mode and should be the preferred solution if applicable. For example, the parallel mode is not applicable if the procedure applied to configure the WSS device requires the lightpath signal power to be first presented at the device input. In this case, the sequential operation mode must be applied.
VI. CONCLUSION
For intra-and inter-datacenter data exchanges, dedicated optical flows (short-lived lightpaths) may be provisioned and reserved to support and facilitate the transmission of elephant flows. The advantages of this solution include separation of elephant flows from regular (mice) flows, adoption of end-to-end transport protocols that are designed to take advantage of the dedicated lightpath resources and improve elephant flow throughput, and reduction of the power consumed at the network intermediate nodes that make use of optical bypass and avoid powerhungry OEO signal conversion. For best performance, the time required to physically establish and release lightpath resources in the network must be minimized. In a wavelength division multiplexing network, WSS devices are often used to physically set up and tear down lightpaths across an optical node. The WSS device's configuration time is not negligible and also depends on the number of wavelengths (each carrying a distinct lightpath) being switched at once.
In this paper, three approximate CTMC models are presented that estimate the lightpath request setup and teardown expected time in a single optical node connected to a single output fiber link. Each model accounts for a specific WSS service policy, which determines the time sequence that must be followed when physically setting up and tearing down lightpath requests at the optical node. The models are simple but at the same time sufficiently accurate to provide a meaningful tool for carrying out a performance comparison of the three service policies. Specifically, the CTMC models can be used to determine the most advantageous service policy as a function of the offered load and expected lightpath holding time (e.g., the time required to transmit an elephant data flow).
Future work includes the extension of the CTCM models to account for multiple output fiber links and multiple optical nodes. In addition, other batch service policies may be investigated. For example, in the DBS and SBS policies, the batch service completion time could be computed only at the moment when the batch begins service. By doing so, the scheduled batch service time would be optimized (i.e., shortened) to account for the actual number of requests in the batch.
