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óAbstract
is thesis argues for realism about universals — the view that, in addition to particular
things, there exist universals instantiated by those particular things. e rst half presents
a positive case for realism. Here it is claimed that universals are needed in our ontology to
serve as the respects in which things are the same, and the features or characteristics that
thingshaveincommon. isargumentisdefendedagainstnominalistresponses, rst, that
our apparent ‘ontological commitment’ to features and characteristics is not genuine; and
second, that the same theoretical work can be achieved by treating respects of sameness as
sets of particulars or sets of tropes rather than sui generis universals. e second half of the
thesis defends the realist against the most serious objections to an ontology of universals.
ese are the problems arising from the realist’s obligation to ascribe referential function
to predicates, and the family of diculties known as ‘‘Bradley’s Regress’’. By addressing
boththereasonstobelieveinuniversals,andtheallegedreasonsnot tobelieveinuniversals,
it is hoped that a coherent case for realism is achieved.
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¦Preface
Our attempts to describe similarities between objects seem to embody a theory about the
nature of resemblance itself. Confronted with two similar objects, we say that they are
(qualitatively) ‘the same’; that they ‘have something in common’ or ‘share some common
feature’; that one has the ‘qualities’ or ‘characteristics’ of the other; that they are ‘identical
in some respects’. How should we understand this talk of ‘sameness’ and ‘features shared
incommon’? eapparentquanticationover ‘respects’ and ‘features’, andthelackof any
obvious alternative to treating sameness as identity, tempt us to recognize entities which
are shared between similar objects, whose presence we advert to by talk of their ‘shared
features’ and ‘sameness in some respects’. e question of whether we must recognize
the existence of a special kind of entity that objects share when they exhibit qualitative
sameness, or share some common feature, is the subject-matter of the debate between
nominalists and realists. Realists claim that it is necessary to recognize a special kind of
entity — universals — shared between qualitatively similar things; nominalists deny that
belief in the existence of universals is warranted. In the following chapters, I argue in
favour of a realism that recognizes a shared universal wherever objects exhibit genuine
qualitative sameness or objective similarity in some respect.
Before entering the debate, it would be well to ask, what is a universal, anyway? Without
some answer to that question, we cannot know what claim we make when we say that
universals exist. e rst thing to say is that a universal is a special kind of entity that is
literally identical across its instances, although it is shared by numerically distinct things.
is serves to distinguish realism from some radical nominalisms, and from some trope
theories, for the trope theorist considers the redness of a and the redness of b to be distinct
entities, and may deny that there is any one thing shared between a and b as a universal
is supposed to be shared between its instances. However, not every nominalist will deny
that there is something literally identical shared between qualitatively similar things — for
example, the Predicate Nominalist claims that what is shared is some actual or possible
predicate, while the Class Nominalist claims that what is shared is a set containing the
things that exhibit the similarity in question. For that reason, we must stipulate that
universals are a sui generis kind of entity: they are not to be ‘reduced’ to one or another
already recognized metaphysical kind, such as sets of individuals or tropes.
is characterization tells us more about what universals are not than about what they
are. Can we supplement this with any positive account? It has already been observed that
everyday discourse embodies a theory of universals in its vocabulary of characteristics,
¢features, attributes, qualities, properties, and relations.Õ All these words seem to pick
out the same kind of entity; moreover they are entities which may be shared by dierent
objects, for example when I am said to have some of the characteristics of my father. One
of the reasons why it is rarely felt necessary to give a general account of what universals
are is that the notion can be explained with reference to such usages in everyday discourse,
and we may see our philosophical account of universals as clarifying and extending a
theory already embodied in our everyday thought and talk. One element of everyday
discourse about universals is that they are capable of combining with particulars: objects
have properties, and stand in relations. is combination is not a matter of the particular
being a constituent of the universal, in the way in which the Class Nominalist asserts that
objects are constituents of the sets that are identied as their properties and relations.
However, it is not an essential part of realism to hold the converse, that universals are
constituents (Armstrong ÕÉÉa: ¢) or ‘non-spatiotemporal parts’ (Lewis ÕÉä: äß) of some
further objects, whether these are construed as ‘thick particulars’ (Armstrong ÕÉÉa: äþ)
or ‘states of aairs’ (Armstrong ÕÉÉß: Õó¢); nor is it mandatory to treat the combination
between universals and particulars as an entity — the relation of instantiation — although
I shall argue later that this is in fact the best approach for the realist.
A feature of philosophical characterizations of universals is that they are considered
immune to causal inuence; nothing we could do would change the intrinsic nature of
a given universal. is is not to say that universals need be causally inert. Certainly we
are able to aect which combinations hold between universals and particulars, for our
inuence in the world extends as far as changing which properties objects have, and which
relations they stand in. Moreover, universals may be said to have causal inuence on us,
even if we cannot change their nature. It would be hard to state a theory of perception
which did not describe us as perceiving either the properties of objects, or the properties
of our sensory impressions, and such perception requires that these properties be capable
of exerting a causal inuence on the world. Interlinked with this conception of universals
as immune to inuence is the idea that universals are mind-independent; nothing about
the nature or existence of universals is determined by the activity of the human mind.
is stipulation serves to distinguish realism from conceptualism, the position that what
qualitatively similar things have in common is some man-made concept under which they
fall.
Finally, any account of universals should mention the question of their location. So-
called ‘aristotelians’ say that universals are located at the same places as the particulars
ÕOn this point I am in agreement with Quine (ÕÉäÉ: Õ¢).
äthat instantiate them, while ‘platonists’ may say that universals lack spatio-temporal
location, or may take the extreme view that universals are located in a ‘Platonic heaven’.
A premature decision between ‘platonism’ and ‘aristotelianism’ should not be allowed to
prejudice the discussion; for now we should observe merely that it cannot be assumed that
universals must have spatio-temporal location. I oer a tentative suggestion about how
the controversy may be be resolved in my conclusion.
epresentworkfallsintotwoparts: chaptersÕ-ìmakethecaseforrealismaboutuniversals,
while chapters ¦-ä address diculties for the realist project. is division is necessary
because nominalists attack both the realist’s reasons for introducing universals in the rst
place, and the coherence and plausibility of the theory of universals itself. Discussion of
problems for a realist ontology is helpful also because it enables us to see more clearly
what kind of realist theory we may accept. My positive case for universals is based on a
development of the argument known since antiquity as the ‘One over Many’, while the
problems I consider are the diculties associated with the thesis that predicates refer to
universals, and Bradley’s regress.
Chapter one discusses the ‘One over Many’ argument. Realists sometimes talk as though
there is one ‘Problem of Universals’, some single problem to which the existence of uni-
versals provides a prima facie solution (Armstrong ÕÉÉ: ¢; Rodriguez-Pereyra óþþó: Õ¦),
where the burden of proof falls on the nominalist to explain why universals are not, aer
all, required (Armstrong ÕÉßa: ÕÉ). We should not assume that there is only one way to
argue successfully for the existence of universals, and in fact the historical debates that
may be subsumed under the Problem of Universals cover everything from accounting for
the objectivity of mathematical truth to explaining how a predicate can be true of more
than one thing (MacBride óþþó: óß). At times, in the absence of adequate dialectic, realists
have been known even to resort to violence and intimidation to promote their position.ó
Indeed, itwouldbestrangetoholdthatuniversalsareamongthefundamentalconstituents
of reality, yet deny that their existence could be established by more than one argument.
e paucity of means of establishing their existence would itself count against the thesis
that they exist.
Nevertheless, the tradition from Plato onwards retains a special place for the ‘One over
Many’ argument, and it is not unreasonable to begin our search for a reason to believe
in universals with consideration of what this argument is, and how it works. I argue that
óSee for example the behaviour of the people of Soissons, who, in persuading Roscellinus to renounce his
nominalism in ÕþÉó, augmented the authority of a church council with the threat of stoning by an angry mob.
(Russell ÕÉ¦ä, p.¦þ¦. See also Mansi, sacrorum conciliorum nova et amplissima collectio óþ.ß¦þ-Õ and Anselm,
epistola de incarnatione verbi I.Õ, and Ep.Õìä.)
ßancient and modern versions of the One over Many suer from one of two aws: either
they presuppose the right to talk of a shared entity where there is sameness of type, or
they establish the need to talk of such an entity on the basis of an analysis which they
give the nominalist no reason to accept. I suggest an alternative argument which, I claim,
suersfromneitheroftheseaws. eproposalisthatwemustemployquanticationover
respects in which things are the same, and features which they share in common, in order
to achieve a satisfactory understanding of the logic of statements attributing qualitative
sameness and dierence.
Merely establishing that we cannot escape quantication over respects of sameness and
shared features is not sucient to establish realism, however, and objections will come
from two distinct camps of nominalists. First are those who deny that such quantications
force us to recognize the existence of entities over which they quantify. In the language
popularized by Quine, they deny that such quantication is ‘ontologically committing’
— they deny that the quantications we (truly) employ are relevant to ontic decision. A
second camp of nominalists accepts the ontological commitment of the quantications as
genuine, and hence agrees that some entities are needed to serve as the things over which
we quantify; nevertheless they propose that the entities in question need not form a sui
generis metaphysical category, but can instead be identied with some other kind of entity
— sets of objects, or sets of tropes. Such a nominalist recognizes the existence of respects of
sameness and shared features which objects have; however, he claims that this recognition
does not force him to incorporate in his ontology a new category — that of universals. I
devote my second and third chapters to these two kinds of nominalist response.
It might seem that the case for realism is complete. However, the realist can be attacked
not merely by criticizing his positive argument, but also by attacking the coherence of
his conclusion. In my fourth chapter I discuss the relationship between predicates and
universals. Here the realist is threatened by an antinomy which is apparently resolved
only by abandoning the conclusion that universals exist. On the one hand, there are
good reasons why, given that universals exist, we should accept the further conclusion
that predicates refer to universals; on the other hand, the thesis of predicate-reference
faces problems which seem to render it untenable. In this chapter I attempt to resolve
the antinomy by showing how the problems associated with predicate-reference may be
avoided, of which the most serious is the worry about the ‘unity of the proposition’.
Realism is not yet free of worries about unity, however. Perhaps the greatest challenge to
the coherence of an ontology of universals comes from the family of arguments known
as ‘Bradley’s Regress’. Whereas the problem of the unity of the proposition concerned
the unity of particular and universal in thought, the Bradleyan arguments suggest that
particular and universal can never be unied in fact, for the relatedness of particular and
universal requires that they stand as terms to some further relation I, and the relatedness
of I and its terms requires that all three entities stand as terms to some further relation I*,
and so on for yet further relations I**, I***, ... each intervening to relate the entities already
mentioned. ere is a lack of agreement about precisely how this regress is problematic
for the realist; I devote my h and sixth chapters to clarifying and answering three
dierent kinds of regress argument. By establishing how the realist should respond to
these problems, we achieve a better understanding of what form a satisfactory theory of
universals should take. It is hoped that my discussion, taken as a whole, constitutes a
compelling case for realism about universals.
ÉÕ. e Problem of Universals
Approaching the debate about the existence of universals for the rst time, we might be
surprised by two features of the realist’s presentation. One is the idea that appeal to a
‘Problem of Universals’ is a way of motivating realism. It would be more natural to suppose
that the Problem of Universals is the problem of whether we have good reason to believe
that universals exist (like the ‘Problem of Other Minds’), or a problem about universals
(like the ‘Problem of Consciousness’). Instead, realists claim that it is a problem to which
universals oer a solution (Oliver ÕÉÉä: ¦ß); our reason for believing in universals will be
that universals oer the best solution to the Problem of Universals.
A second surprise is the prevalence of talk about ‘the Problem of Universals’, with the
concomitant assumption that there is only one such Problem to be found. I have already
noted the strangeness of believing that there is only one way to establish the existence
of universals, although they are among the most basic furniture of reality; in practice
the arguments given by realists are irreducibly diverse. Nevertheless, realists persist in
identifying the Problem of Universals with an argument known since antiquity as the
‘One over Many’. ere is general consensus that the One over Many sets up a problem
about qualitative sameness between numerically dierent particulars (Armstrong ÕÉþ:
Õþó; Oliver ÕÉÉä: ¦ß); however, there is no agreement about what this problem is, nor is
there a canonical account of what it is about universals that enables them to solve the
problem. Consequently, it is possible to distinguish several dierent arguments about
sameness and dierence which might deserve the name ‘One over Many’. e discussion
in this chapter falls into two halves: the rst criticizes current versions of the One over
Many; in the second I develop and defend an argument that, so far as I am aware, has been
overlooked by modern realists. I claim that this argument succeeds where other One over
Many arguments have failed.
e Problem of Universals is usually said to provide no more than prima facie support
for an ontology of universals: a nominalist may recognize the problem as genuine but
claim that his theory solves it in such a way that an ontology of universals is avoided. at
statement of the dialectical position is also true of my positive proposal. I argue that we
have to accept quantication over ‘respects of sameness’ or ‘features shared in common’
in order to explain qualitative sameness and dierence. Such acceptance brings with it a
primafaciecommitmenttotheexistenceofuniversals, fortheapparentsituationisthatthe
entities we talk about when we discuss the ‘features’ of objects are universals; however, the
nominalist may respond that the quantication in question is not ontologically signicant,
Õþor that the same explanatory work can be done using entities that are not universals.
Because it is necessary to answer these nominalist counter-claims, the positive case for
realism will not be complete until the end of Chapter ì.
IshouldmentiontwosimplifyingassumptionsImake. Neitherseemscontroversial. Oneis
that ‘qualitative sameness’, ‘sameness of type’, ‘similarity’ and ‘resemblance’ are dierent
names of the same relation. I shall not, for example, question whether two objects could
exhibit ‘qualitative sameness’ without resembling each other; it seems pointless to do so.
A second assumption is that there is at most one kind of entity picked out by terms such
as ‘shared features’, ‘characteristics’ and ‘respects of sameness’.ì I shall proceed on the
basis that these terms may be used interchangeably, and that variation between them is
merely stylistic, unless we encounter a reason to make distinctions within the category of
entities that these terms introduce.
ìe situation is not so clear-cut with terms such as ‘type’ and ‘kind’; for discussion see below, section on
Armstrong’s Arguments.
ÕÕCriticism of Current Proposals
Õ. e One over Many as an Appeal for Truthmakers
One question we might ask, regarding qualitative sameness and dierence, is in virtue
of what do two objects resemble each other? In particular, we might demand to know
the entity that is responsible for the resemblance obtaining. is entity we might call the
‘truthmaker’forthetruththattheobjectsresembleeachother. SuchanapproachtotheOne
overManyisnotuncommon(CampbellÕÉÉþ;Rodriguez-Pereyraóþþó;Armstrongóþþ¦a);
moreover there are some who believe that all ontological questions are to be answered
by determining whether entities of the disputed kind are required as truthmakers (Heil
óþþì, Melia óþþ¢, Cameron óþþb). Truthmaker principles may seem a plausible way
of codifying intuitions about how truth and falsity depend on a reality external to us, or
capturing the insight behind correspondence theories of truth. Nevertheless, I shall argue
that considerations about truthmaking do not motivate realism about universals, and the
realist should look for an alternative way of advancing his cause.
e reasons for this are threefold. First, it is not clear that there is any good argument from
the principle that every truth be made true by something in the world, to the conclusion
that universals exist. Such a principle could not support realism about universals directly,
with the universals posited as the truthmaking entities for truths about which things
instantiate them, for the existence of a given universal is compatible with many possible
waystheworldcouldhavebeen(forexample, worldsinwhichthatuniversalisinstantiated
bydierentparticulars); thereforeitcannotbethatthemereexistenceofthatuniversalcan
make it or necessitate that it is true that the actual pattern of instantiation does obtain. If
thereisaroutetothetruthmakerprincipletouniversalsitisviathethoughtthatuniversals
are needed to function as constituents of truthmaking ‘states of aairs’ (Armstrong óþþ¦a:
ìÉ).
Eveniftheneedforstatesofaairsisconceded,itisunclearwhyuniversalsmustbeposited
among their constituents. An alternative is to construe truthmaking states of aairs, not
as complexes of particulars and universals, but as entities whose only constituents are
particulars (Van Cleve ÕÉÉ¦: ¢ß). Perhaps the realist will attempt to rule out such a theory,
on the grounds that it lacks the resources to distinguish the dierent states of aairs a’s
being F and a’s being G. On such a theory these states of aairs would have the same sole
constituent, the particular a itself (Rodriguez-Pereyra óþþþ: óÉ). However, this criticism
cannot be justied by appeal to a general principle that dierent states of aairs must have
dierent constituents, for the advocate of states of aairs as complexes of universals and
Õóparticulars must hold the states of aairs aRb and bRa to be dierent, although both states
of aairs contain the same three elements: a, R, and b. Given that the states-of-aairs
theorist cannot appeal to a general principle ruling out dierent states of aairs with
exactly the same constituents, it is hard to see what argument he could provide against
the nominalist hypothesis that the only constituents of states of aairs are the particulars
involved in them.
Further, it might be doubted whether states of aairs are needed as truthmakers in the
rst place, for it may be that the requirement for truthmakers can be met with an ontology
of tropes or ‘particularized properties’. On the supposition that the tropes, a’s F-ness and
b’s F-ness, could not have existed without (i) being tropes of the very kind that they are
(F-ness tropes), and (ii) belonging to the objects which they do, it may be claimed that
these tropes jointly make it true that a resembles b, for every world in which the tropes
exist will be one in which a and b resemble one another in point of F-ness (Maurin óþþó:
ÕþÕ). e possibility that the truthmaking entities are Van Cleve’s nominalist states of
aairs, or tropes, leaves us with no reason to believe that the need for truthmakers will
require us to introduce universals. To reduce the argument for realism to a demand for
truthmakers is to argue for universals on the basis of a problem to which universals are
not even an apparent solution.
A second reason to keep our argument for realism independent of considerations about
truthmaking is that we lack a cogent reason to accept the truthmaker principle itself. For
the truthmaker principle to give decisive support to realism, it must be the ‘strong’ or
‘full-blooded’ principle,
If p, some x exists such that x’s existing necessitates that p.¦
Any weaker version of the principle – for example the maxim that truth should be deter-
minedbywhatthereisandhowitis(LewisÕÉÉó: óÕä)–wouldnotmandatetheexistenceof
universals, since it would be consistent with the nominalist hypothesis that there are only
particulars, and that what ‘makes it true’ that a is F is simply the existence of a particular
that is a certain way, i.e. is F. I postpone consideration of attempts to motivate the Strong
Truthmaker Principle until my discussion of the regress arguments inspired by Bradley
(Chapter ¢); there I argue that none of the attempted justications is compelling. Realists
should state their case without employing premises which the nominalist has no reason to
accept; yet any realism founded on the Strong Truthmaker Principle would be all too easy
to ignore, provided the nominalist is disinclined to accept the Principle itself.
¦Fox ÕÉß, p.ÕÉ
ÕìAthird,decisivereasonformotivatingrealismwithoutappealingtoatruthmakerprinciple
is the threat posed by Bradley’s regress. In Chapter ¢ I distinguish three kinds of Bradleyan
regress argument; one kind challenges the realist to say what makes the dierence between
a particular instantiating a universal and this not being the case. I argue that this version
of the regress does not trouble the realist who is not also a truthmaker theorist; however,
once the Strong Truthmaker Principle is accepted, this version of the regress is fatal to
realism. For that reason, more than any, the realist should make his case without appealing
to truthmakers.
ó. e Ancient One over Many
Aristotle, at Metaphysics AÉ, tells us that the followers of Plato defended their belief
in Forms by using an argument called the ‘One over Many’, and the commentary by
Alexander of Aphrodisias preserves an account of what this argument is, supposedly taken
from Aristotle’s lost work Peri Ideon (‘On the Forms’). e rst premise of the argument
is that, when some things are F, there is some one thing that they share (Fine ÕÉÉì: Õþ¦).
Aristotle may well have been correct to say that this claim was central to the Platonic
One over Many, for we also nd it (albeit not presented as part of an extended argument)
at Republic ¢Éäa, where the interlocutors agree that they are ‘accustomed’ (eÊwqamen)¢
to posit a Form whenever the same term applies to each of a multitude. Some debate is
possibleaboutwhetherPlatointendedaFormtocorrespondtoeverypredicate,asAristotle
alleged, or merely to general terms which mark genuine sameness of type (Fine ÕÉþ);
however we need not involve ourselves in this controversy, for I shall claim that the ancient
argument is unsatisfactory even when the principle for generating Forms is restricted to
predicates which ‘carve nature at the joints’.
e problem is this: the ancient argument starts from a position of presumed agreement
that whenever a predicate (or at least, a predicate which makes for sameness of type)
applies to a number of things, some entity exists which is common to all those things. e
remainder of the Platonic argument then consists in the demonstration that the common
entity in question is ‘separate’ and ‘eternal’, and therefore deserves to be described as a
Formoruniversal(FineÕÉþ: óþþ). Butthepresumedagreementthatthereisanadditional
entity which is the ‘One’ over the ‘Many’ particulars is a mirage. Some nominalists accept
the existence of a shared entity: the Class Nominalist, for example, will recognize a shared
entityyetinsistthatthisentityisaset, notauniversal. eargumentpresentedbyAristotle
is relevant to such theorists. However, the ancient One over Many has nothing to say to
¢‘ei¯ othamen’
Õ¦those nominalists who, when a is F and b is F, recognize the existence only of the two
particulars a and b. Such theorists simply deny the rst premise of the ancient One over
Many: they deny that when a is F and b is F, there is a third entity such that a and b share
it. e argument presented by Aristotle is unsatisfactory because does nothing to persuade
a recalcitrant nominalist to accept the existence of such a shared entity. Perhaps it is for
the best that Plato himself presents the rst premise of the One over Many as a general
principle followed by Platonists rather than as part of an argument that demonstrates the
existenceofForms. ItwouldbecharitabletosupposethattheargumentAristotleattributes
to the ‘Platonists’ was not heavily relied on by Plato himself.
e kind of nominalist in question, who refuses to acquiesce in speaking of a shared,
commonentity wherethereis sameness oftype, mightreasonablybe describedasa species
of ‘Ostrich Nominalist’. e nomenclature originates with David Armstrong (ÕÉßa: Õä),
but its notoriety may be traced to a paper by Michael Devitt (ÕÉþ). Devitt identies the
characteristicfeatureofanOstrichNominalistastherefusaltotakeseriouslysomeproblem
advanced in support of realism. us one could be an Ostrich Nominalist by adopting a
dismissive attitude to any realist attempt to formulate a Problem of Universals.ä Here the
problem advanced by the proponent of the ancient One over Many is how the nominalist
can make sense of the ‘fact’ that two numerically dierent entities can nevertheless share
some third, distinct, entity between them. e ‘Ostrich’ response is that no explanation or
‘making sense’ of this ‘fact’ is required because there is no reason to believe it to be true in
the rst place: no reason to believe the premise that two similar things share a common
entity between them.
I have claimed that the ancient One over Many fails because it assumes the right to talk
of a shared, common entity whose existence the nominalist sees no reason to grant. Far
from assuming agreement that such a common entity exists, the realist should begin by
giving reasons why our ontology should include any such entity. Other versions of the One
over Many attempt to persuade the nominalist to recognize a shared entity by drawing his
attention to certain facts about qualitative sameness which could only be the case if such
common entities existed. We may distinguish three modern One over Many arguments
which proceed on this basis. One appeals to facts expressed in sentences like ‘a and b have
äDevitt preserves the pejorative sense of the term. According to him, one can be an Ostrich Nominalist
only by ignoring a genuine problem. For that reason Devitt refuses to apply the term either to Quine or to
himself; he does not believe that there is any genuine problem to ignore. More recently, however, the label
of ‘Ostrich Nominalist’ has become adopted as a badge of honour by the very philosophers it was intended
to impugn, and it is now a position which we might have a ‘ing’ with (Van Cleve ÕÉÉ¦), without thereby
admitting we ignore a genuine Problem of Universals.
Õ¢the property F’, where the nominalist is challenged to say what entity, if not a universal, is
denoted by the phrase ‘the property F’. Another argument appeals to the idioms which
apparently involve us in rst-order quantication over an entity which is a shared feature
or characteristic, e. g. ‘a and b have something in common’. ird is a family of arguments
about ‘sameness of type’, or ‘qualitative sameness’, where it is claimed that the nominalist
owes us an account of the ‘sameness’ in question, which the realist takes at face value as
identity of characteristic or feature shared between objects. e most eminent advocate of
the rst and third of these One over Many arguments is David Armstrong; although my
discussion will concentrate on his presentation of the arguments, it is intended that the
conclusions I draw will be entirely general rather than ad hominem. In each case I shall
suggest that the One over Many argument under consideration will not succeed against
the committed nominalist.
ì. Discourse about Properties
In his early formulations of the One over Many, Armstrong suggests that the challenge for
the nominalist is to analyse sentences of the form
‘ a has the property F.’ß
e need for nominalist analysis is obvious since the sentence is apparently about two
things: a particular and a property. Any nominalist who seeks to restrict his ontology to
concrete particulars alone must propose some analysis according to which ‘the property
F’ does not denote an entity. e realist is under no such obligation to give an analysis; he
can take talk of ‘properties’ at face value, as being discourse about universals.
is version of the One over Many seems unconvincing, for the nominalist can claim to
have no compelling reason to accept that discourse about the ‘properties’ of objects is
apt to express truth. Surely a nominalist who denies the existence of properties will deny
that ‘a has the property F’ expresses a truth, precisely on the grounds that there are no
properties! Certainly, he will concede, discourse about ‘properties’ is rife in many areas of
philosophy outside metaphysics, for example when the philosopher of mind asks whether
mental properties might be identical with physical properties of the brain. Nevertheless,
the mere fact that property-discourse has been enthusiastically adopted by philosophers
does not prove that the discourse is true and the entities exist, any more than the mere
ßis is the demand which is reiterated at the start of the discussion of each kind of nominalism in
Universals and Scientic Realism I. See Armstrong ÕÉßa, pp.Õ¢, ¢ì and passim.
Õäprevalence of talk about such entities as propositions or facts could force us to conclude
that such entities are part of the furniture of the world. e nominalist’s response, then,
is this: ‘property’ is a term of art, popularized if not invented by philosophers; property-
theoretic discourse is not the expression of obvious truths about the world, but an artefact
of a prior, and mistaken, belief in an ontology of properties. e nominalist’s theory of
property-discourse will be an error-theory: anyone who talks about properties is making
a mistake, the mistake of thinking that there are such entities to talk about. If the realist
cannot be sure of agreement that his proposed ‘truths’ about properties are in fact true,
his argument is in no better shape than the ancient One over Many: again, the nominalist
is under no compulsion to respond to the challenge, since the alleged ‘fact’ from which
the argument starts is one which the nominalist is inclined to dispute.
Perhaps the realist has a response. Let it be granted that property-discourse is not part of
everyday life, outside the disciplines of those who already theorize about properties and
could be accused of partisanship (although it will be noted that any competent computer-
user knows what it is to modify the ‘properties’ of a le). Nevertheless, the realist will
observe that discourse committing us to entities which play the role of properties need not
use the word ‘property’; instead we might point to talk about ‘qualities’, ‘characteristics’,
‘attributes’, ‘respects’ in which things are the same, and ‘ways’ things are alike. ese
words genuinely do form part of everyday speech of which the nominalist owes us an
account. Indeed, the depth to which such discourse is embedded in everyday speech is
suggested by the fact that a recent successful UK television show did not need to explain
what it was looking for when it sought out the ‘X Factor’, a quality or attribute possessed
only by those destined for greatness in the eld of popular music.
is move is a step forward for the realist, for it can no longer be claimed that the alleged
‘facts’ are ‘property-theoretic’, only to be accepted by those who are partisans for an ontol-
ogy of properties. It is not merely philosophers who talk of ‘qualities’ and ‘attributes’, and
itwouldnotbeunfairtoconclude, asQuine does(ÕÉäÉa: ó¢), thatattributesthemselvesare
part of a shared ‘community ontology’ into which we are inducted from childhood. How-
ever, the nominalist might oer the same response as before: we cannot conclude, simply
because a community persists in speaking of ‘qualities’ and ‘attributes’, that discourse
Rodriguez-Pereyra oers a dierent nominalist approach, admitting that facts mentioning properties are
‘undeniable’ (óþþó: Õ¢), but claiming that he makes use of property-discourse ‘without committing myself to
the existence of any entities over and above...particulars in general (óþþó: Õä). Such a position stands or falls on
his ability to give a nominalistically-acceptable account of how we should understand statements quantifying
overproperties;seeChapterì,sectiononResemblanceClassNominalism,forcriticismofRodriguez-Pereyra’s
account.
Õßemploying such words expresses facts of which the nominalist owes us an account. Again,
the nominalist’s account of such uses is merely an error-theory: that our constant talk of
attributes and qualities is simply a mistake, for there are in fact no such things. e only
dierencebetween ‘property’ and ‘attribute’ discourseisthatthelatteriscommunity-wide
rather than restricted to a small circle of those with a special interest. So far we have
supplied no reason why such discourse is something the parsimonious nominalist cannot
do without. e ancient One over Many and Armstrong’s demand for analysis of ‘a has
the property F’ share a common aw: they demand an analysis of sentences that many
nominalists simply do not recognize as expressing truths. If it is possible to deny the
truth of the ‘facts’ of which the realist demands an account, then there is no reason for
the nominalist to abandon the characteristically ‘Ostrich’ position that he is under no
obligation to give such an account.
¦. Having Something in Common
Isthereawaytoreducetheappealofanerror-theorydirectedtowardsdiscourseapparently
about properties? In the previous section, a nominalist error-theory was plausible because,
in cases such as ‘a has the property F’, it is possible to suggest that ‘has the property F’
is an ontologically misleading way of saying that a is F. (e nominalist may even go
so far as to claim that the replacement of ‘has the property F’ with ‘is F’ constitutes an
analysis of the kind Armstrong demands.) e realist needs to provide sentences where no
facile recasting is possible, for then there is no possibility of the error-theorist suggesting
an alternative way of saying roughly the same thing as the original sentence, minus the
objectionable reference to a property. An error-theory that suggests what we ought to say
instead of the controversial sentences is more plausible than one which merely declares a
whole class of sentences ill-suited to expressing truth, without suggesting a better way to
get at the truth we want to express.
A better approach is suggested by a gnomic remark of David Lewis’, that a more serious
challenge to the nominalist is to account for
‘a and b have some common property’É
where the property in question is not specied. Without knowing which property we are
talking about, the nominalist cannot say what we ought to have said instead of using the
‘ontologically inated’ sentence that mentions properties. However, Lewis might still be
ÉLewis ÕÉì, p.óþÕ
Õaccused of begging the question against the nominalist: the proposed analysandum is a
sentence that talks of ‘properties’, yet the legitimacy of property-discourse is precisely
what the nominalist challenges. e realist’s proposed ‘fact’ should be one which makes
no mention of ‘properties’, ‘attributes’ or ‘qualities’, for the nominalist can allege that
anyone who talks of such entities does so only because a prior partisan allegiance to a
realist ontology.
To evade these problems, the realist should appeal to statements of fact which make no
attempt to categorize the entity in question. A good candidate is a sentence like
(SC) a and b have something in common.
is sentence is not tainted by the suspicion of partisan allegiance to properties, attributes
or qualities, for it employs no such general terms; it may be understood and accepted even
by someone who had never encountered the words ‘quality’ or ‘attribute’. It is plausible
that many truths about the world are expressed in sentences of the form of (SC). Yet (SC),
if it expresses a truth, lends powerful support to the realist, for both its surface form and its
logical relationships with other sentences suggest that (SC) involves rst-order existential
quantication, thus:
(SC*) (∃x) a and b have x in common.
(SC*) is a plausible account of the logic of (SC*) not only because (SC) employs the natural-
language quantier expression ‘something’, but also because (SC)’s logical relations with
othersentencesarepreciselywhatwewouldexpectifithadanexistentiallyquantiedform:
‘a and b have something in common’ is entailed by ‘a and b have everything in common’,
and also by ‘a and b have their shape in common’. If we must recognize quantication
over shared entities, which seem to be universals, then there is a prima facie case for the
nominalist to answer, for he will have to nd a way of blocking the inference from the
truth of the quantied idiom to the existence of universals.
However, the fact that dierent things which exhibit qualitative similarity may be said to
‘havesomethingincommon’ doesnotsignalvictoryfortherealist. eproblemisthesame
as before: that it will be possible for the committed nominalist to urge an error-theory for
such utterances. He will claim that although we may, to all intents and purposes, treat (SC)
as expressing a truth, we would be mistaken in taking it as an undeniable or ‘Moorean’ fact
about the world.Õþ Certainly the use of the expression ‘have something in common’ is not
ÕþFor the introduction of ‘Moorean’ facts see Armstrong ÕÉþ, p.Õþó
ÕÉconned to those who assume the right to speak of ‘properties’, ‘qualities’ or ‘attributes’,
but why should the fact that everyone employs this locution force us to admit that we are
correct to do so? is is the approach counselled by Quine, who recommends that we
repudiate quantication of this kind as habitual falsehood: no more than a ‘popular and
misleading manner of speaking’ (ÕÉþ: Õþ).
Is Quine’s suggestion a genuine option for the nominalist in this case? It might seem
that the nominalist who proposes an error-theory for the entirety of the discourse that
commitsustofeaturesorcharacteristicssimplymisunderstandswheretheburdenofproof
lies. Quine’s own approach is that we should decide ontological questions by discerning
the ‘ontological commitments’ (ÕÉäþ: óì) of our best theory; choice between theories
may be informed by ontological considerations but is not to be entirely determined by
them, for scientic method is the ‘last arbiter’ (ÕÉäþ: óì) of decisions between theories. In
adverting to idioms of quantication apparently over universals, the realist has pointed
out a kind of discourse that is a feature of every scientic theory, for scientic theories
quantify over the features and characteristics of objects no less than any other kind of
discourse. Van Inwagen oers an argument of this kind, appealing to statements such as
‘Spiders have some of the anatomical features of insects’ (óþþ¦: ÕÕ¦). is quantication
over shared features, he believes, is beyond question by the nominalist, for it is a ‘simple
fact of biology’ (óþþ¦: ÕÕä). Moreover, there is no hope of evading the commitment
by ‘paraphrasing’ into a non-quanticational form, for this would leave us without an
account of the logical interaction between dierent sentences involving quantication
over anatomical features.ÕÕ A plausible position for the realist is that any likely candidate
to be our ‘best theory’ will quantify over features shared between objects; if our ontology
is driven by wider considerations about which is our ‘best’ theory, then the nominalist
ought not to be so willing to reject as false those portions of the theory which are not in
accordance with his nominalism. Certainly, if the nominalist were right and there are no
entities of the kind we quantify over, we would require an explanation of why it is that
every kind of discourse consistently presupposes the right to employ such quantication.
ecurrentproposalisthis: theburdenofproofdoesnotliewiththerealist,todemonstrate
that quantication over features shared in common is ‘indispensable’; instead, given that
every form of discourse presupposes the right to such quantication, the burden lies
with the nominalist, to show why we should dispense with something that is a feature of
all of our theories. e suggestion is that indispensability is the wrong criterion for the
admission of an entity. If scientic method is to be trusted as the means by which theories
ÕÕVan Inwagen óþþ¦, p. Õóþ. See below, Chapter ó, for more on paraphrase.
óþare judged against one another, then it may be claimed that the nominalist has no right
to suggest that the best theories of science are mistaken in their willingness to quantify
over the features and characteristics of objects. Let the scientists choose the theory; let the
philosopher clarify the ontological consequences.
A nominalist who proposes an error-theory of the kind under consideration faces the
accusation of unwarranted meddling in the aairs of scientists, for he must be prepared to
attribute widespread error to scientic theories that quantify over features and characteris-
tics, although the decisions that led to the adoption of such theories may be paragons of
scientic method. Can he answer such a charge, and sustain his rejection of these entities?
Itseemsthenominalisthasaresponse. Hecanallegethatscienticmethod, aspractisedby
workingscientists, isdecientinitsinattentiontoontologicalconsequences. ereasonall
our current theories quantify over features and characteristics of objects is simply that the
peoplewhochoosethemareunawareof,orunconcernedby,theontologicalsignicanceof
their own theory. What gives the nominalist the ‘right’ to interfere with scientic method
is that, if they do not scrutinize the theories from an ontological point of view, then no-one
does. e result is an unduly inated ontology.
For that reason, it does not seem possible to rule out the nominalist’s error-theory on the
groundsthatitrequireshimtoquestionestablishedscienticfact,forthe ‘facts’ inquestion
wereestablishedbyamethodthattooklittleornoaccountoftheontologicalconsequences
of the choice between theories. e nominalist might take a similar approach with other
statements which are claimed to be undeniable and irrevocably committed to features or
attributes, such as ‘Red resembles pink more than blue’ and ‘Red is a colour’ (Pap ÕÉ¢É;
JacksonÕÉßß). Sincethesestatementscanonlybeunderstoodasclaimsabout theattributes
red, pink and blue, the nominalist who repudiates such entities has no option but to deny
that they express a truth. ese sentences attempt to convey a truth about resemblance
between the features that objects share, but in reality, the nominalist says, there are no
such features, and the appearance that there is some quality, red, whose resemblance to
other qualities may be assessed, is mere illusion. In so saying, the nominalist goes against
commonsense, butitisnosurprisetodiscoverthatcommonsenseembodiescommitment
to the features and characteristics of objects. Just as he rejected the right of scientic
method to be the ultimate arbiter of scientic truth, on the grounds that scientic method
is inattentive to ontological consequence, the nominalist will argue that he has the right to
question ‘truths’ of common-sense, if these truths were only accepted in the rst place
through inattention to their ontological import. In any case, even the realist may need
to reject such ‘truths of common sense’ as ‘Red resembles pink more than blue’, if the
óÕfeatures named are ones for which his theory can supply no corresponding universal
(Lewis ÕÉì: ÕÉä).
isisnottodeny,however,thatthenominalist’spositionisadicultone. Hisabilitytoget
bywithoutgivinganaccountoffeaturesandcharacteristicssharedbetweenobjectsdepends
on our willingness to accept that common sense and scientic theory are mistaken in their
commitment to these entities. When we realize the scale and depth of that commitment,
acceptance of the nominalist error-theory might not be feasible. Nevertheless, it would be
desirable not merely to repudiate the views of the nominalist, but also to refute them. For
that reason I shall continue to argue as though an error-theory of the kind he proposes is,
at least, not an impossibility. e real objective for the realist should be to show that we
cannot get by without a theory of shared features and common characteristics, however
much common sense’ we are willing to sacrice.
¢. Armstrong’s Arguments about Sameness of Type
Armstrong claims that the One over Many is an argument based on the ‘fact of sameness
of type’ (ÕÉþ: Õþó). But what are ‘facts of sameness of type’? Markku Kein¨ anen (óþþ¢:
ÕþÕ) has argued that the phrases ‘type identity’ and ‘sameness of type’ are ambiguous.
We could use ‘sameness of type’ as a general term for any case in which two things are
qualitatively similar; alternatively it could be limited to cases in which the objects fall
under a certain sortal or share membership of a natural kind. When two things are both
red they are ‘same-typed’ in the sense of being similar; when two things are both tigers
they are ‘same-typed’ because they are both members of the natural kind tiger. We may
add another distinction: it is not obvious from the name whether ‘sameness of type’ can
be qualitative similarity of any kind, or whether it is to be limited to cases in which we are
inclined to recognize the objects as ‘tokens’ of a ‘type’ in the sense in which two physical
books can be tokens of the type War and Peace.
It is clear that, in talking of ‘sameness of type’, Armstrong intends to include both straight-
forward cases of qualitative similarity, and the more limited phenomenon of falling under
some sortal, kind or type. He considers both the situation of
‘two dresses being the same shade or colour,’Õó
where ‘sameness of type’ indicates qualitative similarity, and the situation where two
dierent words — ‘a’ and ‘the’ — are of the same type because they both fall under the
ÕóArmstrong ÕÉþ, p.Õþì
óósortals ‘grammatical article’ and ‘word’ (ÕÉÉa: ß). I shall adopt Armstrong’s use of
‘sameness of type’, and say that two objects are ‘same-typed’ whenever they exhibit any
kind of qualitative sameness or similarity, with no restriction to cases in which we treat
objects as tokens of types, or members of natural kinds. I shall also employ his relaxed use
of the term ‘type’ to denote the entities which are said to be shared in common between
qualitatively similar or ‘same-typed’ things. Where confusion threatens, we may use the
phrase ‘proper type’ to distinguish types in the more usual, narrow sense of thing that
have tokens.
Even if we may acquiesce in Armstrong’s relaxed use of ‘type’ talk, we should take issue
with his failure to make explicit another, more important, distinction. Sentences of the
form ‘a and b are the same X’ sometimes assert numerical identity between a and b, for
example when we say
Everest and Gaurisankar are the same mountain.
Equally oen, a sentence with this form is used to assert what we might call ‘qualitative
sameness’ between two numerically distinct things, as in
My tie and her dress are the same colour.
Armstrong does not distinguish between these two ways of being ‘the same X’. Conse-
quently he does not distinguish explicitly between two dierent realist arguments, which
we may call the ‘Argument from Identity’ and the ‘Argument from Qualitative Sameness’.
e rst of these takes as its starting point statements about (numerically) the same X,
where we appear to be talking about a type or universal, for example
e same word is written on the le of the page as on the right.
e second is an argument about statements where two numerically dierent particulars
are said to be (qualitatively) the same in some respect. Here, instead of talking about one
numerically identical thing which happens to be a type, we say of two distinct things that
they exhibit qualitative sameness. I shall argue that neither argument is as convincing as
the realist might hope. Armstrong’s arguments are not decisive against the nominalist.
e Argument from Identity
e Argument from Identity is most strongly advanced in Universals, an Opinionated
Introduction. Here, Armstrong asks us to consider two inscriptions next to each other:
óìTHE THE
We are invited to count the words: one way of describing the situation is that there are two
inscriptions, but only one word, ‘the’ (ÕÉÉa: Õ). e two inscriptions may truly be said to
be inscriptions of the same word. It is clear that ‘the same word’ is to be understood in
terms of identity: there is only one word here, and it is written both on the right and the
le of the page. is observation generates a prima facie case for universals with admirable
speed. ere is one thing which is written on the le of the page and on the right of the
page; moreover, this thing may be written in many dierent scripts, and in many dierent
ways, in many dierent places. But this one thing cannot be identical with any of its
instances, since these instances are individuated by the particular places and times they
occupy. So the one thing we talk about when we talk about ‘the same word’ seems to be a
universal, capable of occurring at multiple dierent locations and being exemplied by
many dierent pieces of matter.
is interpretation of the argument helps us understand Armstrong’s response to an
objection of Michael Devitt’s (ÕÉþ). Devitt suggests that the nominalist can accept the
truth of ‘a and b share some common property, F’ without conceding the existence of
properties, since this sentence may be analysed as ‘a and b are both F’ which in turn may
betransformedinto ‘aisF andbisF’,thusrelievingthetheoristofhisapparentontological
commitment to properties. Armstrong replies that
‘It is true that ‘‘a and b are both red” is an abbreviation of ‘‘a is red and b is
red.” But the abbreviation does not hold just for these particular sentences...,
but is a rule-governed, projectible transformation which we are capable of
applying to an indenite multiplicity of sentences. And what is the rule? It
goes something like this. Suppose we are given a sentence of the form ‘‘a is
and b is .” If but only if the two blanks are lled by the same predicate, it is
permitted to rewrite the sentence as ‘‘a and b are both ,” with that same
predicate in the new blank. But ‘‘same predicate’’ here is a type-notion. It is
not meant that the very same predicate-token be plugged successively into
three gaps!’Õì
Armstrong’s central claim is that the rule to which Devitt must appeal talks about ‘the
same predicate’ being found in three dierent places in a formula. By ‘the same predicate’
Armstrong cannot mean that qualitatively similar predicate tokens are required in each
gap of the formula, for such tokens could be qualitatively similar in virtue of colour or
ÕìArmstrong ÕÉþ, p.Õþ¦. So too following quotes.
ó¦size, while not being tokens of the ‘same predicate’ in the sense that is needed for Devitt’s
rule to work. So the sense of ‘same’ in ‘same predicate’ must be identity. Armstrong’s
response to Devitt is that the proposed transformation rule talks of numerically the same
predicate being found in three dierent places in a formula. But this one predicate cannot
be a predicate-token – a physical manifestation of a predicate – for then it would have to
be capable either of appearing in all three places at once (the preserve of a universal), or of
moving physically from one gap to the next. is is the point of Armstrong’s insistence
that the rule should not require that the same predicate-token ‘be plugged successively
into three gaps’. e charge against Devitt is clear: he has provided a general method for
dispensing with statements which commit us to the existence of properties, but only at the
cost of making tacit appeal to a rule which mentions, and so is apparently committed to,
predicate-types.
e objection to Devitt is of the kind Armstrong imagines at the start of Universals and
Scientic Realism:
‘If, then, in the course of an attempted Nominalist analysis it should happen
thatcovertappealismadetothenotionofproperty, kind, ortype, theanalysis
has failed to achieve its purpose.’Õ¦
Devittbelievesthathecaneliminateallmentionoftypesfromhistheory. Ifthiselimination
is unsuccessful, then the nominalist is obliged to explain what types are, if they are not
universals. To undertake such a project is to accept that there is a genuine problem to
answer, and hence to abandon Ostrich Nominalism. at is why Armstrong believes that
Devitt has not succeeded in defending an Ostrich Nominalist position.
Now it is clear what the ‘Argument from Identity’ is, we can try to determine what, if
anything, the realist succeeds in establishing with it. e nominalist is confronted with
examples of identity-claims about types, for example
e word on the le is the same word as the one on the right.
I drive the same car as my brother.
Here the realist might invoke Quine’s exhortation to ‘paraphrase or retract!’ (ÕÉäÉa: Õþþ).
Since these identity-statements are naturally understood as involving quantication over
word-types and car-types, they apparently exhibit ontological commitment to entities —
types — which are capable of multiple instantiation and hence prima facie are universals.
Õ¦Armstrong ÕÉßa, p.ÕÉ
ó¢Like any other apparent ontological commitment, the nominalist must either ‘retract’ —
deny that the statements are true — or ‘paraphrase’ — propose some other analysis which
reveals that the commitment is merely apparent, and not genuine.
Again, a familiar problem arises: the nominalist may simply choose to retract the trouble-
some statements — to deny their literal truth. It seems too much to require the nominalist
to accept that numerically the same sentence is written on two dierent pieces of paper,
or that numerically the same symphony was played on two dierent nights. Notice that
one way in which a nominalist might choose to express his ontological position would be
to deny this kind of sameness-claim. We could imagine a nominalist explaining his view
thus:
‘‘Of course, we may say that the same (identical) argument is found in two
dierent books, but we only do this when we are being lazy – indulging in
the ‘community ontology’ rather than our more accurate sparse conception.
Strictly speaking, it is just false to talk of identical things having instances in
dierent places.”
As we have seen, this need not be the last word on the argument. e realist may be
able to claim that the nominalist’s retraction of such forms of speech is implausible: that
we should not an adopt an error-theory for discourse so widely used and so essential to
the expressive power of the language.Õ¢ Such arguments may be persuasive against the
nominalist, but we cannot expect them to be conclusive. It is to be hoped that the realist
can do better than merely complain about the extent of the revision of common sense that
nominalism of this kind entails.
e Argument from Qualitative Sameness
Itwouldbesurprisingiftherewasnothingmoretothe ‘OneoverMany’ thantheArgument
from Identity. e statements which that argument deals with mention only one thing
— a type — which is said to be numerically the same wherever it is found. But, given the
name of the argument, we would expect it to pose a problem about one thing combined
with many other things. A recurrent theme in discussion is that the One over Many is
a problem about the qualitative sameness of numerically dierent things. H. H. Price
contends that the main justication for realism is that we notice ‘constant recurrences and
repetitions’ (ÕÉ¢ì: ß) between dierent things in the world — for example where several
Õ¢For an argument of this kind see Strawson ÕÉßÉ pp.¢ß-.
óäobjects are the same colour, or where several groups of things exhibit the same ‘pattern or
mode of arrangement’ (ÕÉ¢ì: ß). Likewise, Armstrong points out that
‘we... are continually talking about the sameness of things. And most of the
time when we talk about the sameness of things we are talking about the
sameness of dierent things.’Õä
is suggests that, as well as being concerned with statements about (numerically) the
same type, the realist can provide an argument about sentences in which two or more
numerically dierent things are said to be (qualitatively) the same.
Why should the phenomenon of two dierent things being the same shape or same
colour constitutes a ‘prima facie case for postulating universals’ (Armstrong ÕÉþ: Õþó)?
Armstrongseemstothinkthattalkoftwoparticulars’ qualitativesameness,or ‘samenessof
type’,isprimafacietobeunderstoodasassertingthatbothparticulars,thoughnumerically
dierent from each other, share something literally identical between them. is way of
looking at things motivates his original statement of the One over Many in Universals and
Scientic Realism:
‘Apparently there can be something identical in things which are not
identical. ings are one at the same time as they are many.’Õß
We are now in a position to give an outline of the Argument from Qualitative Sameness:
(i) Two numerically dierent things, a and b, are qualitatively the same.
(ii) If a and b are qualitatively the same, they share numerically the same type;
therefore
(iii) Types exist.
Once laid out in this form, the argument is not as persuasive as it might originally have
seemed. Here, the problem for the realist is not, as it was before, that the nominalist can
deny the truth of the sentences he is challenged to analyse, for no nominalist should deny
thattwothingscanbequalitativelythesame. Instead,theproblemisthatthereisnoreason
to believe the claim of premise (ii) that qualitative sameness must be understood in terms
of an entity shared between the two objects.
Why should we believe that qualitative sameness depends on the sharing of something
literally identical? It might be claimed, with Price, that we experience something identical
ÕäArmstrong ÕÉþ, p.Õþó
ÕßArmstrong ÕÉßa, p.ÕÕ
óßin objects which are numerically dierent, but a claim about the phenomenal character of
perception should not be expected to sway a nominalist. If it were obvious that we perceive
numerically the same universal in dierent objects, we might expect there to be far fewer
nominalists. An alternative strategy would be to appeal to idioms of ‘sameness of type’.
It seems that ‘a and b are qualitatively the same’ means the same as ‘a and b are of the
same type’. Perhaps the realist can argue that ‘a and b are of the same type’ really means
‘a and b have, or exhibit, the same type’ — i.e. that sameness of type is a relation between
particulars and a further entity, a type.
It is hard to see why the nominalist must accept that ‘a and b are of the same type’ is more
accuratelyexpressedas ‘aandbhavethesametype’,astherealistproposes. enominalist
can respond that statements of ‘sameness of type’ do not assert that two particulars are
related in some way to a third entity — a type; instead he can say that ‘... and ... are of
the same type’ is a two-place predicate in which the argument-places are to be lled by
expressions referring to objects. Since the realist is willing to say that two things ‘are of
the same type’ whenever they exhibit qualitative sameness, the nominalist can respond
that ‘a and b are of the same type’ says merely that a and b are qualitatively the same, or
qualitatively similar. e nominalist will say that we have been mislead by the phrase ‘the
same’. In fact, he will claim, such predications do not involve identity; the only ‘sameness’
hereissimilarity. Itseemsthat,onceagain,therealist’sargumentdoesnotsucceed. Realists
urge that sameness of type is a matter of having the same (identical) type; the nominalist,
forwhomtherearenotypes, willsaythatsamenessoftypeissimplyamatterofsatisfyinga
relational predicate — being same-typed or qualitatively similar — and of course it cannot
beassumedagainstthenominalistthatpredicatesthemselvesareontologicallycommitting.
If realism is to be established decisively, we need a better reason to believe it than current
One over Many arguments provide.
óAn Alternative Proposal
e mere fact that we can talk of the qualitative ‘sameness’ of objects does not oblige
the nominalist to recognize that there is ‘something identical’ — some entity — shared
betweenthingsthatexhibitqualitativesameness. enominalisthasanalternativeaccount:
that this ‘sameness’ can adequately be captured by a two-place resemblance predicate
that is true of pairs of qualitatively similar things. In response the realist might urge
that resemblance between two things is not a dyadic relation, since an account of the
resemblance between two things will not be complete until we specify the respect in which
twothingsarethesame. Anaturalwayofspeakingisthat,whentwothingsarequalitatively
the same, they are so in respect of some feature, characteristic or quality that they share;
indeed the ‘sameness’ between them will be a consequence of sharing this feature. If there
is good reason to think that resemblance between objects must always be construed as
resemblance in some respect, the realist can pose a genuine challenge to the nominalist:
how does a nominalist account for the entities — shared features or respects of sameness —
over which we quantify when explaining resemblance between objects? e prima facie
situation is that these entities are universals.
Isthereanygoodreasontobelievethatresemblancebetweenobjectsisalwaysresemblance
in some respect? is realist claim is considered by Loux, who discusses
‘the alleged incompleteness of resemblance-claims... sentences of the form
‘‘a resembles b’’ are always incomplete... If we are to complete their sense we
have to indicate the respect in which the resembling objects are alike’Õ
How should we understand the thesis that resemblance-claims are ‘incomplete’? Loux’s
remarks suggest that this is to say that a resemblance-claim does not express a complete
sense unless we specify some respect in which the resemblance holds. Such an interpreta-
tion might be opposed: it clearly is not the case that we have failed to express a ‘complete
sense’, in the sense of failing to express a complete thought, by saying that ‘a resembles b’.
Better, then, to understand ‘incompleteness’ as the claim that what is said by ‘a resembles
b’ goes beyond what is suggested by the surface form of the language; that since (according
the realist) resemblance is always resemblance in some respect, a complete account of what
is said by a resemblance-claim must specify that it is resemblance in some respect or other.
On this account, resemblance-claims are ‘incomplete’ because a full account of what is
ÕLoux ÕÉß, p. ¦ß
óÉsaid will mention a respect of sameness.ÕÉ
Loux takes the view that this argument does not succeed. He claims that the realist treats
dyadicresemblance-claimsasincompletebecauseresemblanceisa‘transcendentalrelation’
(ÕÉß: ¦), one which holds between any two objects in some respect. But if this is true it
shows that
‘so far from being incomplete, sentences of the form ‘‘a resembles b’’... would
always seems to be both complete and true’.óþ
If it is true that resemblance is ‘transcendental’ in Loux’s sense, then there is some point
to distinguishing ‘respects’ in which things are the same. In a world where everything
resembles everything else, no useful information will be conveyed by a statement that two
objects resemble each other unless it is possible to specify the respect in which the objects
are similar. Nevertheless, the nominalist will respond that we don’t have to do things this
way. Instead of preserving our ability to describe the world by means of a resemblance-
predicate, by increasing its adicity to allow us to specify the respect in which things are
the same, we may simply accept that resemblance-claims are uninformative, because they
are trivially true. In such a situation we would not have lost the ability to describe the
world. e nominalist will point out that all the descriptive work worth doing can be
achieved with predicates; consequently there is no need to preserve the informativeness of
resemblance-claims.
An alternative motivation for treating resemblance-claims as ‘incomplete’ is oered by
Armstrong. If we accept that resemblance depends on shared features, we can explain
certainformalfeaturesofresemblance. Resemblanceissymmetrical, andcomesindegrees:
if a resembles b to a certain extent, then b resembles a to exactly that extent; perfect
resemblance is transitive, whereas imperfect resemblance is not. ese facts are explained
whenweanalyseresemblanceasthesharingofoneormorefeatures,degreeofresemblance
in terms of the number of features shared, and perfect resemblance as resemblance in
every feature. If resemblance to a certain degree is the sharing of a certain number of
features, then a resembles b to degree n i a and b share n features, in which case b will
resemble a, and to exactly the same degree, for b shares just as many features with a as
a shares with b. Imperfect resemblance is non-transitive because a may resemble b by
sharing feature FÕ, and b resemble c by sharing feature Fó, without there being any feature
shared between a and c such that a resembles c in turn. However, perfect resemblance is
ÕÉe idea that resemblance-claims are incomplete is also found in Bambrough ÕÉäÕ, p.óóó; however, his
reasons for making the claim are unclear.
óþLoux ÕÉß, p. ¦
ìþtransitive, since where a and b share all their features, and b and c share all their features,
a and c will also share all their features: there will be no feature such that a has it and c
does not, and vice versa.óÕ
ese results suggest that a theory which treats resemblance as depending on ‘respects’
in which things are the same is preferable to one which takes resemblance as a primitive
dyadic relation, for a theory of the former kind can explain features of resemblance that
are otherwise puzzling. However, this establishes no more than that the realist theory of
‘respects’ of sameness is superior to a nominalist theory of dyadic resemblance in one way.
To establish a compelling case for realism we would need to do more than that: we would
needtoprovideareasonwhythenominalisttheoryshouldnotbeadopted. Inwhatfollows
I suggest that the nominalist theory of dyadic resemblance is unacceptable because it has
no adequate account of how qualitative sameness interacts with qualitative dierence: no
satisfactory explanation of the connection between similarity and dissimilarity.
e most recent attempt to derive a problem for the nominalist from facts about sameness
and dierence is Rodriguez-Pereyra’s. He asserts that the One over Many is best under-
stood as the problem of how it is possible for two dierent things in some sense to be the
same, the question of
‘how can dierent things be of the same type?’óó
Rodriguez-Pereyra asserts that this problem has the same form as other ‘‘how-possible”
questions, for example the problem of how knowledge is possible, given that we might
be brains in a vat, or the problem of how free will is possible, given that the future is
completely determined by the past. In each case, some obstacle — in Nozick’s phrase,
an ‘apparent excluder’ (Nozick ÕÉÕ: Õþ) — apparently makes it impossible that things
are as we take them to be. In the One over Many, the apparent excluder is ‘the numerical
dierence between the particulars’ (Rodriguez-Pereyra óþþþ: ó¢ß), and what it apparently
makes impossible is that two numerically dierent particulars can be qualitatively the
same, or exhibit ‘sameness of type’. Rodriguez-Pereyra’s thought seems to be this: if two
particulars are identical in nature or ‘have some common property’ then they are in some
sense the same. But if the particulars are two distinct entities, then they are obviously also
dierent. Yet it seems impossible for two things both to be the same and to be dierent. So
the One over Many is the problem of how it is possible for a and b to be the same, given
that they are dierent.
óÕese results are found in Armstrong ÕÉÉa, p.Õþó and ÕÉÉó, p. Õä¦; they have recently been reiterated by
Hossack (óþþß, p.ìÉ).
óóRodriguez-Pereyra óþþó, p.ìÉ
ìÕIt is hard to see how this constitutes a genuine problem, save for someone who fails to
recognize the distinction between numerical sameness and dierence, on the one hand,
andqualitativesamenessanddierence, ontheother. Whyshouldweseeevenanapparent
impossibility in two things being (numerically) dierent and yet (qualitatively) the same?
Suppose that ‘dierent’ is always equivalent to ‘not the same’. en by substitution ‘a and
b are the same and yet dierent’ would be equivalent to ‘a and b are the same and yet not
the same’ — a contradiction. But once we distinguish dierent senses of ‘the same’ and
‘dierent’, we can say that ‘numerically the same’ is equivalent only to ‘not numerically
dierent’ while ‘qualitatively the same’ is equivalent only to ‘not qualitatively dierent’.
is enables us to preserve the appealing principle that it is an outright contradiction
to say ‘a and b are numerically the same and yet numerically dierent’, while there is
no contradiction in saying ‘a and b are qualitatively the same but numerically dierent’,
since ‘qualitatively the same’ is not equivalent to ‘not numerically dierent’, as it would
have to be for us to see a contradiction in two things’ being qualitatively the same while
numerically dierent. is objection is raised by MacBride:
‘When we say that numerically dierent things are qualitatively the same, the
respect in which we say that they are the same is not the respect in which we
say they are dierent. Consequently no incompatibility is generated by saying
that things may in such a manner be the same yet dierent.’óì
Once we grant the distinction between qualitative and numerical sameness and dierence,
the numerical dierence between a and b is not even an apparent excluder of their qualita-
tive sameness; consequently there is no need for an explanation of how it is possible that
such a situation can obtain.
Rodriguez-Pereyra’s how-possible question is not the only diculty about sameness and
dierence that the realist could raise. Consider the following situation:
Two balls remain on the snooker table. Both are the same size and shape, but
they are dierent colours: one is red and the other is black.
It is clear that these two balls are numerically dierent. Are they qualitatively the same, or
are they qualitatively dierent? Here the natural thing to say is that they are qualitatively
the same in respect of their shape and size – they are ‘the same shape’ – but they are
qualitatively dierent in respect of their colour – they are ‘not the same colour’. Call these
balls a and b. e situation is as follows:
óìMacBride óþþó, p.ìÕ
ìóa and b are numerically dierent, and qualitatively the same, yet qualitatively
dierent.
A distinction between numerical and qualitative sameness can explain how it is possible
for two things to be numerically dierent and yet qualitatively the same. But this distinc-
tion between senses of ‘the same’ cannot explain how it is possible for two things to be
qualitatively the same and yet qualitatively dierent. Here the two objects are both the
same and dierent in exactly the same (qualitative) sense. Being ‘qualitatively the same’
apparently excludes being ‘qualitatively dierent’. Yet all the time we encounter pairs or
n-tuples of things which are qualitatively the same and yet qualitatively dierent. How is
this possible?
is question can be answered if we accept the realist’s thesis that dyadic predications of
resemblanceare‘incomplete’—thatqualitativesamenessanddierenceisalwayssameness
and dierence in some respect. For then we can understand ‘a and b are qualitatively the
same’ as ‘a and b are the same in some respect’, or more formally,
(QS) (∃x) a and b are the same in respect of x.
is analysis explains how it is possible for two things to be qualitatively the same and
yet qualitatively dierent: when a and b are qualitatively the same, they are the same in
one respect, and when a and b are qualitatively dierent, they are dierent in some other
respect. Resemblanceisnowunderstoodasaternaryrelation,withthethirdplacereserved
for the respect in which the resembling things are the same; since there is no contradiction
in a ternary relation holding between a, b and one thing, while failing to hold between
a, b and a dierent thing, there is no contradiction in saying that a and b resemble each
other (in one respect), yet fail to resemble another (in a dierent respect).
e realist analysis should not stop there. He will urge that ‘respects of sameness’ are
entities shared between similar things; in other words, they are features or characteristics
whose sharing makes for sameness of type. Sameness of type will be sameness of type with
respect to some or another shared feature, so the realist will say that the best account of
the metaphysical situation underlying (QS) will be
(∃x) x is a feature or characteristic, and a has x and b has x.
Similarly, qualitative dierence will be explained as the failure of qualitative sameness with
respect to some feature:
(∃x) x is a feature or characteristic, and ¬ (a has x and b has x).
ììIn other words, qualitative sameness is a matter of a and b sharing some common feature,
while qualitative dierence is a matter of a and b failing to share some common feature.
A complication for the realist’s account is provided by cases in which there is some feature
which neither object has. ere are two problems here. One involves the analysis of
‘duplicate’: one of the reasons we might nd respects of sameness and shared features
helpful is that we can dene duplicates as objects which are the same in every respect
(Lewis ÕÉì: óþó; Hossack óþþß: ìä). If the current account is allowed to stand unmodied,
a consequence will be that genuine duplicates are not counted as such, for they will not
share every feature: two green duplicates will be the same qua the colour green, but will
not be the same qua the colour red. e colour red will be counted as a respect in which
they are not the same; but duplicates are supposed to be the same ‘in every respect’. A
second, related, problem, aects the realist claim that qualitative dierence is no more
than the failure of qualitative sameness in some respect. We would not want to count two
green objects as ‘qualitatively dierent in some respect’ because they fail to be the same in
respect of the colour red; how could two objects be counted as ‘dierent’ in respect of a
colour, when they are the same colour — green?
Both of these problems can be solved with one adjustment to the realist theory: that we
restrict the domain of quantication so that the quantier variable in the analysis ranges
only over those features that at least one of the things in question has. If our domain of
quantication is restricted in this way, the following equivalences will hold: (i) to say that
a and b are alike in every respect will be equivalent to saying that every feature which a or
b has is a feature which both have; (ii) to say that a and b are alike in no respect will be
equivalent to saying that no feature which a or b has is a feature which both have; (iii) to
say that a and b are ‘qualitatively similar’ or ‘alike in some respect’ will be to say that there
is some feature which a or b has which both have; (iv) to say that a and b are ‘qualitatively
dierent’ or ‘dierent in some respect’ will be to say that there is some feature which a
or b has which it is not the case that both have. If a has some colour that b lacks (or vice
versa), then a and b are qualitatively dierent in respect of that colour; but a and b are not
to be counted as ‘qualitatively dierent’ because they fail to be the same in respect of a
feature which neither has.
e proposed restriction on the domain of quantication not only enables us to make
sense of the way in which we actually do quantify over respects of sameness; it also enables
the realist to explain how qualitative dierence is simply the failure of qualitative sameness
with respect to some feature or characteristic, without having to accept that a and b are
‘qualitatively dierent’ in virtue of failing to share some property which neither has. For
ì¦those reasons it seems to be the right response for a realist to adopt, and subsequent
discussion of sameness and dierence ‘in some respect’ should be understood with this
restriction to the quantier in place.
e realist, it seems, has a satisfactory explanation of how it is possible for a and b to be at
once qualitatively the same and yet qualitatively dierent. However, our ‘how-possible’
question becomes a pressing problem for the kind of nominalist who refuses to recognize
a shared entity where there is sameness of type and claims that everything we need to
say about the resemblance between a and b can be captured using a dyadic resemblance-
predicate, with no mention made of respects in which a and b are the same. It is reasonable
to suppose that qualitative dierence is just the failure of qualitative sameness in some
way. If the nominalist is willing to say that qualitative sameness may be represented by a
two-place resemblance-predicate ‘...R...’, then he might also nd it natural to represent
‘qualitative dierence’, or dissimilarity, as the failure of that predicate to hold between
two things. But it is possible for two things to be at once qualitatively the same and
qualitatively dierent — both similar and dissimilar. If qualitative dierence is just the
failure of qualitative sameness, then the situation when a and b are similar and at the same
time dissimilar should be
aRb & ¬ aRb
But this would make it impossible for two things to be at once qualitatively the same and
qualitatively dierent; to claim that they were would be to contradict oneself. It seems
that the nominalist must either revise his account of qualitative sameness and dierence
to show how they are not, aer all, incompatible, or accept the realist proposal which
represents qualitative sameness by including an argument-place for the respect in which
things are the same. In the next section, I argue that the only satisfactory solution is the
analysis proposed by the realist. We have met other benets of recognizing respects of
sameness, but so far have lacked a decisive consideration in favour of the realist’s proposal.
e current problem, I suggest, provides such a decisive consideration, for it cannot be
solved adequately unless we recognize that qualitative sameness and dierence are always
sameness and dierence in some respect.
Can the Nominalist do without Respects of Sameness?
I have suggested that the nominalist cannot get by with a theory in which qualitative
sameness is treated as a dyadic predicate holding between objects, while qualitative dif-
ference is understood merely as the failure of qualitative sameness. Such a theory leads
ì¢to contradiction as soon as we encounter objects which are the same (in one respect) but
dierent(inanotherrespect). However, itwouldbeover-hastytoconcludeonthataccount
that the nominalist must accept that dyadic resemblance-claims are ‘incomplete’, and
must agree to take seriously the realist’s talk of ‘respects’ in which things are the same and
‘features’ which they share. In this section I distinguish ve nominalist alternatives, each
of which I claim is unsatisfactory. e conclusion is that the nominalist is unable to do
without respects of sameness, for there is no acceptable alternative to an account, such as
that proposed by the realist, which quanties over respects in which things are the same,
or features which they have in common.
(i) Resemblance ‘comes in degrees’
A nominalist might try to solve our problem by appealing to the fact that ‘resemblance
comes in degrees’. He will say that there is no genuine problem about our objects a and
b: to say that they are qualitatively the same and yet qualitatively dierent is to say no
more than that they resemble each other less-than-perfectly. is suggestion does little to
address our diculty, for it has nothing to say about how we should understand claims of
qualitative dierence. If resemblance ‘comes in degrees’, then any two objects that are the
same in some respect will resemble each other to some degree. But this does not explain
what claim we make when we say that such objects are qualitatively dierent or dissimilar.
e nominalist cannot explain dissimilarity as the failure of partial resemblance, for then
we should have to understand ‘a and b are dissimilar’ as ‘It is not the case that a and b
partially resemble each other’, and that is absurd: a and b may be dissimilar in one respect
although they partially resemble each other in other respects. Accepting that resemblance
may be ‘imperfect’ or ‘come in degrees’ is at best a partial solution, since we still lack an
account of what it is for two things to be dissimilar or exhibit ‘dierence of type’; without
such an account our original problem remains unsolved.
(ii) Sameness and dierence are not genuine opposites.
Asecondresponseistodenythatqualitativesamenessanddierencearegenuineopposites.
e nominalist’s theory is only threatened with contradiction if he accepts the prima facie
appearance that qualitative dierence is simply the failure of qualitative sameness. e
apparentsituationisthat‘qualitativelydierent’isequivalentto‘notqualitativelythesame’,
in which case it is a contradiction to say of a and b that they are at once qualitatively the
same and yet qualitatively dierent. Couldn’t the nominalist simply reject this equivalence
ìäclaim? Suppose that ‘...are the same’ and ‘..are dierent’ are not genuine opposites aer
all. en there is no reason to suppose that we could derive a contradiction from saying
that two things are qualitatively the same and yet qualitatively dierent. e nominalist
even has a story to tell about how he came to think, quite mistakenly, that qualitative
sameness and dierence were incompatible: he can claim that he was led astray by the fact
that the words ‘same’ and ‘dierent’ are used to mark identity and nonidentity, where
there is a genuine incompatibility — no two things can be numerically dierent and yet
numerically the same. But once we understand that talk of qualitative sameness and
dierence is entirely distinct from talk of identity, there is no longer any reason to think
that qualitative sameness and dierence are incompatible, and so no reason to think that
qualitative sameness apparently excludes qualitative dierence. So there is no reason to
treat predications of qualitative sameness as ‘incomplete’, as the realist urges.
I shall argue that two problems prevent the nominalist from making such a response. One
isadicultywehavemetalready: if ‘qualitativelydierent’ isnot understoodasequivalent
to ‘not qualitatively the same’, what positive account of qualitative dierence does the
nominalist have? So far, none has been provided, and this contrasts unfavourably with the
position of the realist, who not only oers an account of qualitative dierence, but also
oers an account in accordance with the feeling that qualitative sameness and dierence
are two sides of the same coin, for he will say that qualitative dierence is nothing other
than the failure of qualitative sameness with respect to one or another feature. Indeed,
it might be claimed that anyone who denies that qualitative dierence is in some sense
simply the failure of qualitative sameness rejects an obvious or ‘Moorean’ fact which no
philosopher should deny. At any rate, it would be hard to be satised with an account
which denied such an apparently undeniable fact about qualitative dierence without
oering any suggestion whatsoever about how we should understand it instead.
A second problem with this nominalist response is that, if qualitative sameness and dier-
ence are not opposites, then it should never be the case that qualitative sameness excludes
qualitative dierence. But this is not so. Two cases might be suggested where sameness
does exclude qualitative dierence. First, when a and b are the same in respect of some
property, it is impossible that a and b should also be dierent in respect of that property.
If a and b are qualitatively the same in both being red, they cannot also be qualitatively
dierentinthisrespect. Second,whenaandbarethesameineveryrespect,itisimpossible
for them to be qualitatively dierent. e realist has explanations for these phenomena:
qualitative sameness is a relation between two things and the respect in which they are
the same, and for two things to be the same and yet dierent in the same one respect
ìßwould be for the two things, per impossibile, to at once share and not share the very same
feature. e reason why there could not be two objects that resemble in every respect and
yet are qualitatively dierent is that, if two objects are the same in every respect, there is no
respect in which they can be dierent. Unless the nominalist is prepared to countenance
quantication over respects, or ways, of sameness and dierence, he has no explanation of
the dierence between cases where qualitative sameness excludes qualitative dierence
and cases where it does not.
e nominalist can avoid contradiction by denying that qualitative dierence is the fail-
ure of qualitative sameness; but this comes at a high cost, for his theory is opaque and
mysterious at points where the realist oers a clear explanation: he cannot tell us what
qualitative dierence is, and he cannot explain why — if these are not genuine opposites
— there might be cases where qualitative sameness excludes qualitative dierence. For
those reasons, it seems that his theory is not an acceptable alternative to the realist account
which quanties over respects of sameness.
(iii) Multiple resemblance-predicates
A third possible nominalist account of qualitative sameness is discussed by Russell (ÕÉÕÕ).
He considers the position of the nominalist who wants to say that two white patches in
his visual eld are ‘the same colour’. In order to avoid introducing a universal which
both patches share, the nominalist is required to recognize a ‘relation’ (better, a ‘relational
predicate’) of ‘likeness’ that holds between the two patches. But, Russell says,
‘it is not the general relation of likeness that we require, but a more special
relation, that of colour-likeness, since two patches might be exactly alike in
shape or size but dierent in colour.’ó¦
e idea, then, is that the nominalist introduces an extremely large vocabulary of dierent
resemblance-predicates, oneforeach ‘respect’ ofsamenessthattherealistclaimsheshould
recognize. By augmenting his ‘ideology’ in this way, the nominalist evades the need
to increase his ontology to include entities which play the role of respects of sameness,
because he can explain the facts about compatibility and incompatibility that are at issue.
Qualitative sameness is compatible with qualitative dierence because a and b can satisfy
one resemblance-predicate (if a shape-resembles b), and at the same time fail to satisfy
another resemblance-predicate (if a does not colour-resemble b). e impossibility of a
ó¦Russell ÕÉÕÕ, p. ÕÕÕ
ìand b resembling and at the same time not resembling each other in the same respect is
explained as the impossibility of a and b at once satisfying, and not satisfying, the same
specic resemblance-predicate, for example if a and b were said at once to colour-resemble
and not to colour-resemble one another.
Russell objects to the introduction of many dierent resemblance-relations because, he
claims, it leads to a regress.
‘Now, prima facie, this relation of colour-likeness will itself be a universal...
Butwemayapplythesameanalysistocolour-likeness. Wemaytakeastandard
particular case of colour-likeness, and say that anything else is to be called a
colour likeness if it is exactly like our standard case. It is obvious, however,
that such a process leads to an endless regress: we explain the likeness of two
terms as consisting in the likeness which their likeness bears to the likeness
of two other terms, and such a regress is plainly vicious.’ó¢
Russell went on to advance a similar regress against the nominalist in e Problems of
Philosophy; a standard criticism of his presentation is that it begs the question against the
nominalist by assuming the right to talk of entities — ‘likenesses’ or ‘resemblances’ —
which may in turn be said to resemble each other. In fact the nominalist sees no reason to
accept that any extra entity is introduced by the use of a relational predicate. If there are
no entities such as ‘cases’ or ‘instances’ of likeness, there are no further resemblances of
which the nominalist owes us an account.
It seems that Russell’s regress does not succeed; however, it does suggest a diculty for
the current nominalist proposal. Russell uses the regress to try to show that the nominalist
has a problem accounting for the sameness of type between dierent situations in which
two things resemble each other; I shall suggest that there is a genuine problem of that
kind, for the nominalist lacks a general account of qualitative sameness and dierence.
e current proposal deals with the problem about qualitative sameness and dierence
by accepting that resemblance-claims are incomplete in a sense; however, what they need
completing with is not, as the realist supposes, mention of a respect of sameness, but rather
a specication of which resemblance-predicate is intended — whether colour-resemblance,
shape-resemblance, or any other specic resemblance-predicate.
e nominalist produces one resemblance-predicate for objects which resemble in respect
of their colour, another for objects which resemble in respect of their shape, another for
objects which resemble in respect of their size, and so on for every way in which two
ó¢Russell ÕÉÕÕ, pp.ÕÕÕ-ó
ìÉthings might resemble one another. But this leaves us with no account of what is common
between all the disparate situations in which one thing resembles another. All the pairs
of resembling objects exhibit a similarity in point of being cases of resemblance; but the
nominalist has no general account of resemblance. According to him, there are only the
multitude of specic resemblance predicates: ‘...colour-resembles...’, ‘...shape-resembles...’,
‘...size-resembles...’ and so on. For two objects to resemble one another is merely for them
to satisfy one or another of these specic resemblance-predicates. Why then should we
recognize each of these predicates as marking the same kind of relationship between the
objects they apply to?
enominalistmightrespondthatthesamenessoftypebetweenthedisparateresemblance-
predicates is accounted for as soon as we introduce a further resemblance-predicate, ‘...
resembles in respect of being a resemblance-predicate...’, for this will hold between all
the resemblance-predicates and account for their sameness of type in nominalistically-
acceptable fashion; however, this gives an account only of the sameness of type between
the predicates, and what the current objection demands is an account of the sameness of
type between the objects the resemblance-predicates apply to. ere is a similarity between
every pair of resembling things, no matter in what respect they resemble, but the current
nominalist proposal can say nothing in general terms about what this similarity is, because
it has no resemblance-predicate ‘...R...’ such that xRy for all cases in which x resembles y in
some respect. By abandoning a unied resemblance-predicate in favour of many dierent
resemblance predicates, it seems that the nominalist will lack the ability to say what is
similarbetween howastandstobandhowastandstoc, wherec isa thingthataresembles
in a dierent respect. is, I suggest, is enough to make a theory of multitudinous dierent
resemblance-relations untenable for the nominalist.
(iv) Sameness of type is sameness of predicate
An alternative nominalist response is suggested by Devitt’s account of ‘sharing a property’
in terms of shared predicates (ÕÉþ: É¢): to understand ‘a and b are qualitatively the same’
as true i there is some true instance of
Fa & Fb
and to understand ‘a and b are qualitatively dierent’ as true i there is some true instance
of
( Fa & ¬ Fb) ∨ ( ¬ Fa & Fb )
¦þis would satisfy our feeling that qualitative sameness and dierence should in some way
be interdenable: the nominalist can say that qualitative sameness is merely the sharing of
a common predicate, while qualitative dierence is failing to share a predicate which is
true of one of the particulars in question. Since a and b can be the same in virtue of both
being F, but dierent in that a is G and b isn’t, there is no contradiction in saying that
a and b are both qualitatively the same and yet qualitatively dierent. e rule that no
two things could be qualitatively the same in some respect and yet qualitatively dierent
in that respect would then follow from the truth of logic that nothing could be both F
and not F, since for two things to be same and yet dierent in some particular respect
there would be some predicate F which was true of both of them (in order for them to be
qualitatively the same) and yet true of one but not the other of them (in order for them to
be qualitatively dierent).
Several problems immediately threaten this position. One is that a statement of the truth-
conditionsproposedbythenominalistseemstorequirehigher-orderquantication,which
may turn out to bring ontological commitment to properties in its wake. e nominalist
will claim that ‘a and b are qualitatively the same’ is true i, for some F, a is F and b is F.
But then it looks like the claim is that the statement that a and b are qualitatively the same
must be analysed as
(∃F) Fa and Fb.
Quantication into predicate-position is at the very least apparently ontologically commit-
ting; thus by accepting the analysis of sameness of type in terms of shared predicates the
nominalist merely replaces the challenge posed by rst-order quantication over types
with the challenge posed by second-order quantication over whatever it is that predicates
referto.óä Toavoidthisobjection,thenominalistmightclaimthat ‘Fa andFb’ isschematic.
e predicate-letter F is not a variable which must be bound by a quantier; instead the
nominalist has given a schema, every instance of which is a case in which the two things
mentionedmaybesaidtobequalitativelythesame. Butthistooshouldmakeussuspicious,
since it makes the nominalist vulnerable to the Argument from Identity. A nominalist
who says that ‘Fa and Fb’ is a schema which has instances will have to say things like
‘sentences SÕ and Só are instances of the same schema’. But if one and the same schema
has dierent sentences as instances, it sounds like a schema is a kind of type, and types
were precisely what the nominalist was hoping to do without. is argument is parallel to
Armstrong’s objection to the notion of ‘same predicate’ in Devitt’s original proposal. In
óäSee Chapter ¦ for more on the ontic commitment associated with quantication into predicate-position.
¦ÕArmstrong’s response, just as in the current debate, it is pointed out that the nominalist
‘gives a reductive analysis of types only at the cost of introducing further types’ (ÕÉßa: ÕÉ),
in this case linguistic schemata which have instances.
A further problem arises when we try to understand qualitative sameness and dierence in
terms of shared predicates. For if the schemata proposed by the nominalist are supposed
to hold whatever predicate is substituted for ‘F...’ then they are easily falsied. Let F stand
for the predicate ‘is entirely unlike any other existing thing’. If the nominalist’s proposal
is taken seriously, it commits him to accepting that
(U) a is entirely unlike every other existing thing, and b is entirely unlike
every other existing thing
is an instance of the schema
Fa and Fb
in which case it should be licit to infer from the truth of (U) that a and b are qualitatively
the same. But when (U) is true, a and b are each entirely unlike every other existing
thing, and so are entirely unlike each other; therefore it cannot be the case that a and b
are qualitatively the same. A similar problem arises with disjunctive predicates, since a
disjunctive predicate like ‘...is spherical or is a philosopher’ can be true of two particulars
without those two particulars exhibiting any qualitative sameness at all. e nominalist
needs to provide some principle distinguishing which predicates make for sameness of
type and which do not; but this cannot be done by distinguishing structural features of the
predicates themselves, for predicates which consist of structurally simple arrangements of
words may fail to make for sameness of type just as easily as structurally complex ones.óß
Without some means of distinguishing which predicates make for sameness of type, the
attempt to produce a nominalist analysis in terms of shared predicates seems doomed to
failure.
(v) Resemblance to pluralities
A nal response to the problem of sameness and dierence uses the machinery of Re-
semblance Nominalism. It might be claimed that a and b exhibiting sameness of type
in respect of F-ness does not exclude a and b exhibiting dierence of type in respect of
G-ness because ‘sameness of type in a respect’ is to be construed as resemblance to the
óße most famous example of this is of course Goodman’s colour-adjective ‘grue’.
¦óplurality of F objects, or to the plurality of G objects. Here, it seems, we do not need to
recognize an entity which is the ‘one’ over ‘many’ when multiple things exhibit sameness
of type; what the Resemblance Nominalist will say is that, when a and b are same-typed,
this is a case of a and b resembling some suitable plurality of objects. Since there are many
dierent pluralities, there is no reason to think sameness of type excludes dierence of
type, as the dierence of type between a and b will be dierence with respect to a dierent
plurality. Just as the realist resolves the problem by turning sameness of type qua F-ness
into a relation between the objects in question and the property F-ness, the resemblance
nominalist resolves the problem by turning sameness of type qua F-ness into a relation
between the objects in question and the plurality of F objects in the world.
I suggest that this Resemblance Nominalist response fails because it is circular. e
challenge which the realist poses is not merely to account for facts of sameness of type
when this is understood narrowly as two things being tokens of one and the same proper
type, for example when two books are tokens of the same novel; instead, the problem we
face aects any kind of genuine resemblance between objects, for a and b resembling each
other in one respect does not exclude a and b failing to resemble each other in another
respect. e problem is to provide an analysis of resemblance which explains how this can
beso. ButtheResemblanceNominalist,inexplainingwhatitisforaandbtoresembleeach
other in some respect, appeals to the very notion of resemblance that he was challenged
to analyse. a and b’s ability both to resemble and not to resemble each other cannot be
explained by appealing to the resemblance between a and b and some further paradigm
object(s), for then the question remains, what explains the fact that resembling these
paradigm objects (in some respect) is compatible with not resembling them (in some other
respect)? e Resemblance Nominalist takes the predicate ‘...resembles...’ as a primitive
term in his theory; yet taking resemblance as a primitive predicate that holds only between
the resembling objects themselves is precisely what generated a problem in the rst place.
If resemblance is a simple relation between resembling objects themselves, then we have
done nothing to answer the original question, how is it possible for this relation to both
hold and yet not hold between the same collection of things?
I have considered ve dierent nominalist attempts to do without quantication over
shared features, or respects of sameness, when explaining qualitative sameness and dier-
ence. Each of these, I suggest, is unacceptable. e only responses to our problem about
sameness and dierence that are likely to succeed are those which recognize sameness of
type as always sameness in some respect — in other words, those responses which concede
the right to talk of a ‘One’ over the ‘Many’ where there is genuine sameness of type.
¦ìConclusion
Versions of the One over Many criticized in this chapter suer from one of two aws: most
commonly, the problem is that there is no reason why the nominalist should accept the
truth of the ‘facts’ proposed by the realist, whether those ‘facts’ involve the sharing of a
common entity, discourse about properties, ‘having something in common’ or identity
between ‘types’. InthecaseoftheArgumentfromQualitativeSameness,thereisadierent
problem. Here there is no reason why a nominalist must accept the proposed analysis or
account ofthefactsofqualitativesameness—noreasontoagreethatfactsaboutqualitative
sameness are to be understood as involving ‘something identical’ shared between similar
objects. e nominalist can respond that there is not even a prima facie appearance that
‘qualitative sameness’ is to be understood in terms of identity.
Isuggestthatthecurrentproposalsuersfromneitheroftheseaws. Itisnotthreatenedby
a nominalist error theory, since no theorist should doubt that statements about qualitative
sameness can be true; to do so would be to deny that things are capable of being similar to,
anddierentfrom,eachother. Norisitvulnerabletothechargethattheanalysisitproposes
is unmotivated. e reason why we should treat resemblance-claims as ‘incomplete’ —
as always involving some respect in which the resembling objects are the same — is
that otherwise we have no explanation of how it is possible for two things to be at once
qualitativelythesameandqualitativelydierent. Ifresemblance-claimsarenot understood
as involving quantication over respects in which things are the same, our discourse
about qualitative sameness and dierence is in danger of lapsing into contradiction, for if
resemblance is a dyadic predicate it must be said to hold, and at the same time not hold,
between the same two things.
Ihavealreadysuggestedthattheneedtorecognizequanticationoverrespectsofsameness,
and features shared between similar objects, provides only a prima facie case for realism,
for the prima facie situation is that this is quantication over a domain of existing entities,
and these entities are universals. If it is desirable to think of the current argument as setting
up a ‘Problem of Universals’, the Problem for the nominalist will be to explain how such
quantications can be true, without being quantications over a domain of universals. e
committed nominalist will want to consider two responses. One is to propose alternative
semantics for quantiers, so that quantication ‘over’ respects of sameness can express
truth even if such entities do not exist. An alternative approach will be to accept the
commitment to shared features, but propose some nominalistically-acceptable account
of what these entities are — for example, saying that they are sets of particulars or of
¦¦exactly-resembling tropes. I address these nominalist responses in the following two
chapters. e conclusion of this chapter is merely our right to a premise which ancient
realists apparently took for granted: that when two things are qualitatively similar, there is
something which is the respect in which they are similar and the feature which they share
in common.
I have claimed that the problem of sameness and dierence I propose has been overlooked
by modern realists. Nevertheless, it has a venerable precursor. Zeno of Elea, famous for
his paradoxes of motion, was a monist who thought that the hypothesis of plurality led to
insurmountable contradictions. One of his arguments is preserved in Plato’s Parmenides:
‘If reality is many things, it is necessary for them to be both similar and
dissimilar, and this is impossible. For what is similar cannot be dissimilar,
and what is dissimilar cannot be similar’ó
eGreekwordsfor ‘similar’ and ‘dissimilar’ —åmoiojandnomoiojóÉ —arehardlyever
usedtomarkidentityandnonidentity,soitseemsthatZeno’sproblemconcernsqualitative
sameness and dierence — the very problem which presents a genuine challenge to the
nominalist. Plato is notorious for failing to give an explicit formulation of his ‘One over
Many’ argument. It is clear that he was aware of the current problem of sameness and
dierence; we can only speculate whether he realized that universals provide a solution to
it.
óPlato, Parmenides ÕóßeÕ-¦. My translation.
óÉ‘homoios’; ‘anomoios’.
¦¢ó. Ontological Evasions
I have argued that statements about qualitative sameness and dierence are adequately
understoodonlywhensamenessanddierencearetreatedasalwayssamenessordierence
in some respect. us it seems reasonable to treat statements of qualitative sameness as
involving tacit existential quantication over respects in which similar things are the same.
If we have an appropriate notion of logical form, we might say that the logical form of
such statements involves quantication over respects of sameness which is not apparent
from the ‘surface’ or ‘grammatical’ form: while the surface form of a statement like ‘a and
b are qualitatively the same’ employs a dyadic predicate whose terms are a and b, it seems
that the logical form of the statement would be better represented as a relation between a
and b and the respect in which they are the same, thus:
(QS) (∃x) a and b are qualitatively the same in respect of x.
AsIsuggestedinthepreviouschapter,aplausiblerealistaccountwilldecomposethetriadic
predicate ‘... and ... are the same in respect of ...’ yet further, so that ‘being qualitatively
the same’ in respect of some feature or characteristic will be treated as a matter of both
objects having or exemplifying the feature in question. However, such a formulation is
vulnerable to the nominalist objection that it prejudices a decision about the nature of the
relation between similar objects and the entity (whatever it is) in respect of which they are
the same; for that reason it would be better to restrict ourselves to the assertion that any
account of the logical form of statements of qualitative sameness must leave a place for the
respect in which similar things are the same.
Such a claim is not obviously unreasonable: it proposes no greater divergence between
surface and logical form than is required by Davidson’s theory of events, or Russell’s
theory of descriptions (Davidson ÕÉäß; Russell ÕÉþ¢). While adding complexity in logical
structure it simplies matters in another way, for it allows several apparently divergent
English gures of speech to be represented by the same predicate at the level of logical
form, for (QS) can be used to represent ‘a and b have something in common’, and a slight
modication enables us to represent idioms such as ‘a and b are the same colour’, for we
could understand this as
(∃x) a and b are qualitatively the same in respect of x & x is a colour.
Moreover, since we cannot deny the truth of some instances of the implicitly quantica-
tional statement ‘a and b are qualitatively the same’, it is no longer desirable to attribute
¦ämassive error to everyday discourse which involves idioms of quantication over shared
entities — for example when we say that a and b ‘have something in common’, or that
they ‘share some common feature’. Since the legitimacy of such quantication is no longer
in doubt, we may take these statements at face value, as true quantications over entities
shared in common between similar objects.
It is tempting to claim that we have established an ontological conclusion: since some
statements of qualitative sameness and dierence are true, and since such statements
involve us in quantication over respects of sameness and features shared in common,
there exist entities which are respects of sameness and shared features. e only remaining
question would be whether the nominalist is forced to concede that these ‘respects of
sameness’ are universals, as the realist claims, or whether they can be identied with
another kind of entity, e.g. sets of particulars or sets of tropes. However, the realist’s
argument may be challenged from another direction. e nominalist might accept the
proposed analysis, but refuse to acknowledge that the quantication it incorporates is
ontologically signicant, i.e. he might deny that any ontological consequences follow
from the truth of such quantications, and so deny that any addition to his ontology is
required. In the terminology introduced by Quine (ÕÉäþ: óì) the nominalist denies that
the quantication in question is ‘ontologically committing’. is chapter assesses the
plausibility of such a nominalist response.
In denying that this existential quantication is ontologically committing, the nominalist
rejects a position which I shall call ‘objectualism’: this is the view that a bound variable
of quantication ranges over a domain of existing entities, and the truth of a quantied
sentence depends on whether the predicate governing this variable is true of entities in
the domain.ìþ An existentially quantied sentence will be true i the predicate is true of at
least one entity in the domain; a universally quantied sentence is counted as true in the
absence of counter-examples, i.e. i there is no entity in the domain to which the predicate
fails to apply.
Against this view the nominalist may provide one or another ‘non-objectualist’ account.
One such is ‘substitutionalism’, which treats variables of quantication as ranging over
expressions rather than entities, and the truth of a quantication as depending on the
truth of ‘substitution-instances’ in which the variable is replaced by an expression in the
language; alternatively the nominalist might adopt the view of Prior (ÕÉßÕ: ìä) that a given
ìþFor the purposes of this discussion, I shall take ‘object’ and ‘entity’ to be equivalent terms: anything
and everything that exists is an entity and also an object. A distinction between two dierent kinds of thing,
‘concepts’ and ‘objects’, will not be needed until the discussion of Frege in Chapter ¦.
¦ßquantication might be true either in virtue of a true ‘substitution-instance’ or in virtue
of the predicate being satised by a nameless entity. Other options include the account
proposed by Russell (ÕÉþ¢), that a quantication ‘(∃x)x is F’ should be understood in
terms of a propositional function ‘x is F’ being ‘sometimes true’, and the ‘Neutralist’
position that no formal account of quantier truth-conditions is necessary or possible.
My discussion falls into four parts. First, it is necessary to arrive at a satisfactory account
of the aim and nature of ontic commitment itself, since it is not clear that everyone under-
stands the notion in the same way. Here I distinguish two radically dierent conceptions
of ontic commitment, and argue that only one of them is of great importance to debates
about ontology. Second, I distinguish two dierent kinds of Quinean ‘paraphrase’ that
might be employed to evade ontic commitment. Once we understand this distinction it
becomes apparent that the nominalist cannot use paraphrase to evade the ontic commit-
ment involved in quantication over respects of sameness and shared features. ird, I
respond to arguments in favour of non-objectualism. Finally, I present a critical discussion
of rival non-objectualist accounts. Here it is claimed that the varieties of non-objectualism
share three aws in common: one is that they relieve the rst-order quantier of ontic
commitment only if supplemented with a Positive Free Logic according to which atomic
sentences containing non-referring singular terms can express truth; another that they do
not succeed in freeing us from commitment to entities — types — which are prima facie to
be construed as universals; the third is that they are extensionally inadequate, incorrectly
assigning truth or falsity to statements whose truth-value is not in doubt.
I should mention three limits on the scope of the discussion. First, I shall proceed on the
provisional assumption that the ontological question is the question of what exists: that
there is no lower grade of ‘being’ or ‘subsistence’ which we might attribute to universals
while denying that they exist. e opposing view, that our ontology might include things
thatdonotexist,willonlybecomerelevantwhenIdiscusstheclaimsmadebytheNeutralist.
Second,sincethequanticationinvolvedintherealist’sanalysisofsamenessanddierence
is rst-order existential quantication, or ‘quantication into subject position’, my main
concern will be the onticìÕ commitment of the rst-order quantier. Consideration of
the ontic signicance of quantication onto predicate– and adjective– position will be
postponed until the discussion of predicate-reference in Chapter ¦.
ird, I shall consider arguments for and against non-objectualism only in the specic
case of quantication over shared features and respects of sameness. is is not merely
ìÕSee Quine ÕÉäþ, p.Õóþ for his preference for ‘ontic’ rather than ‘ontological’ commitment. e variation
is merely stylistic.
¦because it would be a huge task to assess the plausibility of non-objectualist accounts
with regard to every use of the quantier. Anything said against non-objectualism in the
specic case of quantication over respects of sameness will count against the general
hypothesisthatallquanticationisnon-objectual;moreover,thenon-objectualistproposal
is oen presented as an invitation to use non-objectual quantiers in understanding one
or another particular area of discourse, rather than as a thesis about the nature of all
quantication (Kripke ÕÉßä: ìßß; Haack ÕÉß: ¦ó). In that case, our question will be
whether non-objectualism is plausible for quantications of the kind to which the realist
appeals. Even if were established that non-objectual quantiers are needed to understand
some fragments of English discourse, it would remain an open question whether they
should be employed to understand cases where we say that two objects ‘have something
in common’ or are the same ‘in some respect’, where they are needed if the nominalist is
to dismiss the appearance of ontological commitment to universals.
¦É‘Implicit’ and ‘Explicit’ Commitment
e realist alleges, and a certain kind of nominalist denies, that discourse about qualitative
sameness is ontologically committed to entities which are the respects in which similar
things are the same, or the features that they share in common. Without a working account
of ‘ontological commitment’, the suspicion will remain that participants in the debate
are talking past one another. In this section I distinguish two rival accounts of ontic
commitment, and argue that only one of them is relevant to the matter at hand.
Quine’s favoured account of ontic commitment is that it is a matter of ‘what a theory
says there is’ (Quine ÕÉäÉa: Éì; ÕÉþ: Õ¢). is can be understood by analogy with ‘what
a person says there is’. We might nd out ‘what a person says there is’ by rounding up
the totality of existential claims made by that person, whether unprompted or in response
to questioning. If we pursue the analogy, we could discern ‘what a theory says there is’
by similar means: by assembling all of the existential claims made within the theory;
more precisely (since inert theories cannot make existence-claims) by rounding up all the
sentences within the theory which would serve to make existence-claims when uttered by
someone asserting the theory. e entities we claim to exist when we utter those sentences
would then constitute the ontological commitments of the theory.
Ontological commitments of that kind might be described as ‘explicit commitments’,
since such a commitment is only incurred by means of some explicitly existential claim
incorporatedinthetheory. Suchanaccountofonticcommitmentmayseemunsatisfactory,
for it isolates only those entities that a theory explicitly claims to exist, and this may not be
an accurate measure of the ontology that is required for the truth of the theory. For that
reason, we may introduce a second notion, that of ‘implicit commitment’. e question
of a theory’s implicit commitments is the question of what entities or kinds of entity
are required for the truth of the theory; of how much a theory costs us in the coin of
the ontology that has to be there if the theory is true. We might describe the implicit
commitments of a theory as its ‘ontic preconditions’: they are what there has to be, given
that the theory is true.ìó In what follows I argue that discussion of ontic commitment
ìóis distinction is found in Hodes (ÕÉÉþ), who uses the terms ‘thin’ and ‘thick’ ontological commitment.
I disagree with Hodes when he claims that we can incur ‘thin’ (explicit) ontological commitment without
thereby acquiring ‘thick’ (implicit) commitment as well. Similar distinctions within the notion of ontic
commitment are found already in Chihara (ÕÉä); however he does not recognize that this diversity is the
result of any deep disagreement about what we want a criterion of commitment for, merely commenting
that the notion of ontic commitment is so imprecise as to be unt for purpose. e terminology of ‘implicit’
and ‘explicit’ commitments is also found in Michael (óþþ), although it is not clear that we understand the
distinction in the same way: Michael restricts a theory’s ‘implicit commitments’ to the logical consequences
¢þhas been hindered by a lack of clarity about the distinction between explicit and implicit
commitment; then I substantiate my claim that implicit commitment is the notion of
interest when we investigate ontological questions.
Although the purpose of the current discussion is not Quinean exegesis, we should notice
that both of our two notions of ontic commitment can be read into Quine. His widespread
use of the phrase ‘what a theory says there is’ suggests that to investigate commitment is
to enquire into existential claims made within the theory — i.e., to investigate the theory’s
explicit commitments:
‘We look to bound variables in connection with ontology not in order to
know what there is, but in order to know what a given remark or doctrine...
says there is.’ìì
‘we have moved now to the question of checking not on existence, but on
imputations of existence: on what a theory says exists.’ì¦
Elsewhere Quine’s presentation makes sense only on the supposition that what is at issue
is implicit rather than explicit commitment. He introduces the notion of ontological
commitment to clarify a dispute between himself and the imaginary philosophy ‘McX’
over statements like ‘Pegasus does not exist’. Here the accusation is that ‘the denial of
Pegasus cannot be coherently maintained’ (Quine ÕÉþ: ó); that in denying the existence
of Pegasus, Quine ‘presupposes’ (ÕÉþ: É) the existence of Pegasus; that if Pegasus did not
exist, the sentence ‘Pegasus does not exist’ would be ‘nonsense’ (ÕÉþ: ó).
McX’s challenge to Quine cannot be understood as a claim about explicit commitment,
for ‘Pegasus does not exist’ would be explicitly committed to Pegasus only if the sentence
(paradoxically) served to say that Pegasus exists. Instead, the challenge to Quine rests on a
background semantic assumption, the assumption that no sentence can be meaningful
whichcontainsanon-referringsingularterm(MoseleyÕÉì: ÕÉ). eclaimisthatPegasus
is a precondition of the meaningfulness of ‘Pegasus does not exist’; if a sentence must be
meaningful to express truth, Pegasus may then be counted a precondition of the truth of
that sentence. e allegation, then, is that Pegasus is an implicit commitment of ‘Pegasus
doesnotexist’. TounderstandthedebatebetweenQuineandMcX,itisnecessarytotreatit
asadisagreementaboutwhetherPegasusisanimplicit commitment, oronticprecondition,
of ‘Pegasus does not exist’. One way to deny McX’s allegation would be to construe the
of statements of the theory, and on his preferred way of understanding ‘logical consequence’ the logical
consequences of a theory fail to encompass everything that there must be, given that the theory is true.
ììQuine ÕÉþ, p.Õ¢
ì¦Quine ÕÉäÉa, p.Éì
¢Õlogical form of the sentence such that the name ‘Pegasus’ gives way to a bound variable of
existential quantication (Russell ÕÉÕ: ó¢þ; Quine ÕÉþ: ä, ÕÉä: ó¢); another would be
to reject the background semantic assumption that meaningful sentences cannot contain
non-referring singular terms (Moseley ÕÉì: óþþ; Sainsbury óþþ¢).
Commentators have disagreed about how best to elucidate the claim that a theory is
ontologically committed to an entity or kind of entity; we cannot understand their dis-
agreements without employing the distinction between implicit and explicit commitment.
Scheer and Chomsky (ÕÉ¢: ó) denounce Quine’s procedure for discerning ontological
commitment as purposeless: whereas Quine recommends that we ascribe ontological com-
mitment to a theory on the basis of the entities needed as values of variables of rst-order
quantication when the theory has been translated into formal ‘canonical notation’, they
suggest that the same result could be achieved more simply, by collecting the theory’s
existential statements ‘in all their original, untranslated variety’ (ÕÉ¢: Õ). Here it is clear
that they are thinking of ontological commitment as explicit commitment, as seeking to
do no more than isolate the existential claims or assertions incorporated in the theory.
Indeed, they go so far as to ask rhetorically, ‘how far is the description of what a theory
says from what a man says?’ (ÕÉ¢:ßÉ).
Parsons (ÕÉßþ) assesses various formal accounts of ontological commitment relative to an
‘intuitive meaning’ of the term which is
‘given roughly by ‘‘what a person or theory says there is’’.’ì¢
He recognizes it as a problem with his preferred formal account that it is in tension with
this ‘intuitive meaning’, insofar as it is a consequence of his preferred account that the
sentence ‘ere was an author of the Cratylus’ is ontologically committed to the class
of Athenian males. e reason this is problematic, given Parson’s ‘intuitive meaning’ of
ontological commitment, is presumably that anyone uttering such a sentence does not
count as saying that there was a class of Athenian males; but of course such considerations
are relevant to assessing an account of ontological commitment only if we are thinking of
ontological commitment as explicit commitment.
To make sense of accounts such as Scheer and Chomsky’s, and Parsons’, we need to
recognize that they are discussing explicit commitment. Other accounts attempt to give
an account of implicit commitment; rather than seeing these accounts as opposed to the
rst kind of explanation, we should understand that they are concerned with a dierent
ì¢Parsons ÕÉßþ, p.ßþ
¢ónotion, namely the notion of an ‘ontic precondition’ for the truth of a theory. One such
account is Devitt’s:
‘e key idea is that a person is committed to the existence of those things
that must exist for the sentences he accepts to be true.’ìä
is account is endorsed by Oliver (ÕÉÉä: äþ), who translates it from the material to the
formal mode: sentence S is ontologically committed to ϕs i S entails some explicitly
existential sentence such as ‘ere are ϕs’ or ‘ϕs exist’. e connection with the modal
notion of things that must exist in order for the sentence to be true is maintained by means
of the stipulation that entailment is to be interpreted in terms of necessity: sentence S
entails ‘ere are ϕs’ i it is not possible for the former to be true and the latter false. A
similar account is found in Jackson (ÕÉÉ: ÕÉó): A theory T is ontologically committed to
ϕs i T entails that there are (exist) ϕs. It is Jackson’s account of ontological commitment
that I shall adopt in subsequent discussion.
Once we recognize the distinction between explicit and implicit commitment, we can
establish that implicit commitment is the proper concern for an ontologist. e reason
is simply that there might be cases in which a theory has more implicit commitments
than explicit commitments. In such a situation, the ontologist who paid attention only to
explicit commitments would end up with a smaller ontology than he ought to have, and in
the limiting case where the theory is true, a smaller ontology than there actually is. To
show that a theory’s implicit commitments may outstrip its explicit commitments, we
need only provide cases where a theory fails to incorporate any sentence used to make
an existential claim about ϕs but where the theory cannot be true unless ϕs exist. In such
cases the ϕs will be reckoned among the implicit commitments of the theory (for they are
among the ontic preconditions of its truth), yet should not be counted among the explicit
commitments of the theory (for the theory does not explicitly ‘say that’ they exist). Once
we realize that what there has to be in order for a sentence to be true depends partly on
semantic rules about the referential function of dierent kinds of words, such cases are
not hard to generate.
Myexamplesareasfollows: rst, thecaseinwhichthetheoryfailstocontainanysentences
which make ontological claims about ϕs but does say of some named objects that they
are ϕs. On some not unreasonable views of the semantics of the situation,ìß the theory
cannot be true unless there are ϕs, yet the theory does not contain any sentence like
ìäDevitt ÕÉþ, p.¦ì¢
ìßSpecically, that sentences containing names are not existential quantications in disguise, and that there
can be no truth expressed by a sentence of the form ‘a is a ϕ’ where the name a fails to refer.
¢ì‘ere are ϕs’ which could count as an ontological claim about ϕs. So ϕs are among the
implicit, but not the explicit, commitments of the theory. Second is the case in which every
meaningful predicate refers to a universal. Here every subject-predicate sentence bears
implicit commitment to universals, since no such sentence could even be meaningful, let
alone true, unless there existed a universal to which the predicate referred. In this situation
every theory is implicitly committed to universals, even if no theory explicitly states that
universals exist.
e third example is provided by Davidson’s theory of action sentences. He has urged
that such sentences should be understood as involving tacit existential quantication over
events.ì e analysis is justied by its explanation of how action sentences modied by
adverbs or adverbial phrases, e.g. ‘Jones buttered the toast slowly at midnight’, entail their
unmodied counterparts — ‘Jones buttered the toast’. Once the adverb is understood as
describing the event over which we quantify, no mystery remains as to how the unmod-
ied sentence is entailed by the adverbially modied one. If Davidson is right — and if
the quantier is ‘objectual’, requiring the existence of an entity meeting the associated
condition — then any theory containing an action sentence like ‘Jones buttered the toast’
is implicitly committed to events, whether or not the adherents of the theory believe in
events, or are even aware of Davidson’s theory. But we should not want to say that our
description of Jones is explicitly committed to events, for it stretches credulity to say that
the sentence ‘Jones buttered the toast’ is ever used to make an existential claim regarding
events; to do that we would have to use sentences like ‘Events exist’ or ‘ere are events’.
It seems that implicit commitment — the question of a theory’s ontic preconditions —
is the topic of interest to an ontologist, whether he is involved in the current task, of
determining whether some already-accepted theory or statement requires that we expand
our ontology to include entities of a certain kind, or whether the issue at hand is deciding
between rival theories, on the basis of which is committed to more entities or kinds of
entity. Ineachcase, theontologistneedstoknowtheactual ontological cost ofthetheoryin
question, and there is no guarantee that investigation of a theory’s explicit commitments
alone will provide the right answer. A theory may incur an ontological cost even though it
does not wear that cost on its sleeve in the form of an explicit existence-claim. It seems
that questions about ontological commitment are to be settled by investigating implicit
commitment.
is conclusion may be challenged. Call a theory ‘complete’ if its explicit commitments
are the same as its implicit commitments. Such a theory would enable us to read o its
ìDavidson ÕÉäß; ÕÉßß
¢¦implicit commitments simply by attending to the existential claims it incorporates, for it
will incorporate an existential claim for each of the entities, or kinds of entity, among its
ontic preconditions. If it is possible to impose some restriction on the theories whose ontic
commitment we consider, such that we only assess the ontic commitment of ‘complete’
theories, then there is no need to distinguish between implicit and explicit commitment,
for in a complete theory they are the same. Unfortunately, it does not seem that there is
any reliable way of specifying such a restriction on theories. One suggestion is given by
Quine (ÕÉäþ: ó¦ó): he claims that reformulating our theory in a ‘canonical notation’ of
rst-order logic will make all the hidden commitments of a theory ‘explicit’. But a theory
formulated in canonical notation will be complete only if certain semantic assumptions
are correct, most importantly that all names are removed in favour of bound variables of
quanticationgovernedbyuniquelyidentifyingpredicates,andthatpredicatesdonotrefer
to universals. A notation whose predicates refer could not guarantee the completeness of a
theorystatedinit, forthetheorymightrequirereferentsforitspredicatesasaprecondition
of its truth, without explicitly stating that such entities exist. erefore we can be sure
of the completeness of a theory in canonical notation only aer we have investigated the
implicit commitments of the various kinds of expression it employs.
A second suggestion for making sure that we deal only with ‘complete’ theories is to
restrict our attention to theories that are closed under some appropriate notion of logical
consequence(Michaelóþþ: ¦ß). Ifitisguaranteedthatthetheorycontainseveryexistence-
statement that is a consequence of a statement in the theory, then hopefully the theory
will incorporate an existential claim regarding every one of its ontic preconditions. It is
possible, as Jackson suggests (ÕÉÉ: ÕÉó), that this approach is proposed by Quine, when
he says
‘e ontology of a theory is a question of what the assertions say or imply that
there is’ìÉ
Somecautionisrequiredwiththisapproach. Dependingonhowweconstruethenotionof
logical consequence, a theory might be closed under logical consequence and nevertheless
fail to be ‘complete’ in the sense under consideration, for the theory might have ontic
preconditions whose existence is not a ‘logical consequence’ of any statement contained
in it. is will especially be so if the logical consequence relation is treated as formal
implication — as depending on the logical structure of the sentences in question and the
patterns of inference into which these sentences enter purely in virtue of their structure.
ìÉQuine ÕÉ¢Õ, p.Õ¦. My italics.
¢¢is is the approach recommended by Quine (ÕÉä: ¦); however we should not expect it
to capture all the ontic preconditions of a theory. A persuasive example is given by Jackson
(ÕÉÉ: ÕÉì): the implicit commitments of a theory containing the sentence ‘ere are some
people who are taller than some other people’ should include people who are shorter than
some other people, for such people would have to exist, given that the theory is true. Yet if
to be ontologically committed to ϕs is to formally imply ‘ϕs exist’, the theory cannot be
counted as bearing any such commitment, since ‘ere are some people who are taller
than some other people’ does not formally imply ‘People who are shorter than some other
people exist’.
ese problems suggest that we should not expect to discern the ontic preconditions of
a theory simply by settling on some criterion of ‘completeness’ and then investigating
the existential claims made in the course of asserting a ‘complete’ theory. For that reason
it is desirable to investigate the ontic preconditions of a theory directly, by investigating
the semantic question of which parts of speech — quantiers, predicates, names and
so on — must be associated with entities if their sentences are to express truth. Such a
conclusion has two consequences for the debate between nominalist and realist over ontic
commitment. First, since ontic commitment may be associated with kinds of expression,
such as predicates, which are not part of the machinery of existential assertion, it cannot
be assumed against the realist that predicates themselves lack ontic commitment. Second,
it should not be assumed that the correct way to discern the ontic commitment of idioms
of quantication is to form a view about whether such idioms are among the machinery
of existential assertion. Which expressions must be associated with an entity, or class of
entities, in a theory of truth for a language is not the same question as which expressions
involve us in existential claim or assertion. e former, rather than the latter question is
what we should consider when investigating ontic commitment. Confusion about this
point is encouraged by the use of ‘commit’ in everyday speech to ascribe a psychological
attitude. Someone’s discourse may be ‘ontologically committed’ to ϕs in the sense of
ϕs being among its ontic preconditions, without it being appropriate to describe the
speaker as ‘committed to the existence of ϕs’ in the sense that they do, or are prepared to,
assert the existence of the entities in question. Ontic commitment, unlike other senses of
‘commitment’, does not require that we are aware of the commitment we have undertaken.
¢äParaphrase and Retraction
Nominalists who seek to reduce their ontological commitments are familiar with Quine’s
injunction to ‘paraphrase or retract’ (ÕÉäÉa: Õþþ) those sentences that apparently bear
commitment to universals. To retract a sentence is to accept that it is untrue;¦þ since the
theorist need admit only those entities which are the ontic commitments of sentences he
takes to express truth, retracted sentences are irrelevant to ontology. To oer a paraphrase
is to replace the original sentence with a dierent sentence which serves the theorist’s
purpose just as well; success for the nominalist will consist in providing a replacement
which neither is nor appears to be committed to universals.
e disjunction ‘paraphrase or retract’ is not exclusive: only when a paraphrase is in-
troduced as a translation or analysis of the target sentence must the paraphraser stand
by the truth of the target sentence, for an adequate translation or analysis will be truth-
conditionally equivalent to its target sentence. Yet a paraphrase need not be a translation,
or even preserve truth-conditions, for what is said by a paraphrase may be dierent from
what was said in the original sentence — for example when the original sentence is gen-
uinely committed to ϕs but the theorist realizes that his communicative or descriptive
goals can be met by means of a dierent sentence which bears no such commitment to ϕs.
In such cases, the theorist provides a paraphrase but is under no obligation to stand by
the truth of the target sentence; instead he will retract it, claiming that the untrue target
sentence is at best a misleading fac ¸on de parler. In this situation, the theorist takes both
of the options oered by Quine: he both retracts the original sentence and provides a
paraphrase which serves his purposes just as well. When used in this way, paraphrase is
not to be understood as a means of reducing the ontological commitments of our original
theory, but rather as the process of nding a replacement with fewer ontic commitments
which does the job just as well.¦Õ
We may distinguish ‘paraphrase as analysis’ from ‘paraphrase as replacement’. In the
former, the paraphraser claims that the target sentence expresses truth, and proposes a
translation or analysis of that target sentence. e paraphrase preserves the ontological
commitments of the target sentence, but may, in providing an analysis, reveal that some
apparentcommitmentsweremerelyapparent,andnotgenuine. Inthelatter— ‘paraphrase
¦þI do not intend to suggest that sentences are bearers of truth or falsity; strictly speaking sentences should
be said to express truths rather than to be true. Nevertheless, I shall slip into the less fastidious usage where it
seems unavoidable.
¦ÕSomething like this distinction between two ways of understanding paraphrase is proposed by Jackson
(ÕÉþ: ìþä); however Jackson makes the strange assumption that only one of the two accounts can be correct.
¢ßas replacement’ — no such claims are made: the target sentence is abandoned as unworthy
of the theorist’s continued allegiance, and all that is required of the paraphrase is that it
serve the theorist’s purposes just as well as the discredited target sentence.
Paraphrase as Analysis Paraphrase as Replacement
Target sentence maintained Target sentence disowned
Paraphrase is equivalent to target sentence Paraphrase not equivalent to target sentence
Ontological commitments preserved Ontological commitments changed
e distinction between these two kinds of paraphrase enables us to answer those who
doubt that paraphrase helps us ascertain the genuine ontic commitments of our theory.
Since they claim that problems with paraphrase show it is impossible to establish an
ontology by investigating ontic commitment, it is important that the realist can respond to
them. Moreover, a proper understanding of how paraphrase is possible reveals that there
is no prospect of the nominalist using paraphrase to evade commitment to universals in
the current dispute.
One commonly-raised issue is how paraphrase can reduce ontic commitment when the
paraphrase is presented as a translation or analysis of the target sentence. If two sentences
are alike in meaning then surely they should also be alike in their ontological commit-
ments; thus paraphrasing from one to the other will not reduce ontic commitment (Alston
ÕÉ¢ß; Jackson ÕÉþ; Glock óþþó). Understood in one way, this issue is trivially resolved by
recognizing the distinction between the genuine and apparent commitments of a sentence.
Paraphrase by analysis is not an operation which reduces the genuine ontological commit-
ments of a sentence; rather it is a means of coming to see that the apparent ontological
commitmentsofthetargetsentencearemerelyapparent. Ofcoursesomeonewhoproposes
an analysis accepts that analysans and analysandum agree in their ontic commitments —
for otherwise it could not be claimed that the analysans revealed something about the
genuine commitments of the target sentence.
A more sophisticated problem threatens. Given that the same genuine commitments can
be shared by sentences with dierent apparent commitments, what way do we have of
knowing that we should treat the proposed analysis rather than the target sentence as
the more accurate guide to the actual ontic commitments involved? Suppose someone
proposed that we analyse
(Õ) Socrates has wisdom
¢as
(ó) Socrates is wise.
What reason could be given for thinking that the apparent commitments of the second
sentence (one thing — Socrates) are a better guide than the apparent commitments of
the rst sentence (two things — Socrates and wisdom) in determining the genuine ontic
commitment which the two sentences allegedly share? Without a reason to prefer one
paraphraseoveranother, wehavenowayofdecidingwhatouronticcommitmentsactually
are.
We cannot solve the problem by appealing to a principle of parsimony, automatically
preferring the paraphrase with the fewest apparent commitments, for sentences may have
fewer apparent commitments than genuine commitments just as easily as they may have
more apparent comments than genuine commitments. For that reason we cannot adopt
the explanation proposed by Alston, that
‘It is the seductive grammatical family likenesses of sentences like (Õ) which
render them objectionable... the point of translating (Õ) into (ó) lies in the fact
that once anyone sees that what he says when he uses (Õ) can he just as well
said by using (ó), the power of the grammatical lure will be broken.’¦ó
Alston’spointisthis: theavailabilityofaparaphrase(ó)withfewerapparentcommitments
than the target sentence (Õ) shows that the extra apparent commitments of (Õ) were merely
quirks of grammar rather than signs of genuine commitment. But this response only
works if there could not be a sentence whose apparent commitments are fewer than its
genuine commitments, for otherwise there would be no reason to suppose that the extra
apparent commitments are merely a misleading ‘grammatical lure’. ere is no reason to
think such sentences impossible; therefore we are not entitled to assume that the sentence
with fewest apparent commitments is the best guide to genuine commitments. A striking
example of such a misleading sentence is given by Searle (ÕÉäÉ: ÕÕþ). Let ‘K’ stand for the
conjunction of all the claims of current science. en dene a predicate ‘F(x)’ as ‘x = this
pen & K’. en any scientist with a pen in front of them may paraphrase the whole of
current science by means of the one sentence ‘F(this pen)’. Clearly we cannot conclude
from the availability of a paraphrase with so few apparent commitments that the genuine
commitments of science are similarly limited to this pen alone.
¦óAlston ÕÉ¢, p.Õä. Alston’s example sentences (Õ) and (ó) are dierent from mine, but his point applies
equally in the current case.
¢ÉAn alternative response is suggested by the approach to ontic commitment developed in
the preceding section. ere we found that the ontic commitments of a statement are its
implicit commitments; therefore the question of a statement’s genuine commitments is
settled by determining what the ontic preconditions of the truth of that statement really
are; a sentence misleads us as to its ontological commitment insofar as it seems to entail
that ϕs exist although it does not actually entail that ϕs exist. e paraphrase which is the
best guide to ontic commitment will be the one whose structure best reveals the logical
relations in which the original sentence stands. But (on at least one plausible notion of
logical form)¦ì the aim of an account of the logical form of a sentence is to represent the
content of that sentence in such a way as to make it apparent what patterns of entailment
the sentence enters into. If we are interested, as we should be, in implicit commitment then
the paraphrase that gives the best account of ontic commitment will be the paraphrase
which best represents the actual logical form of the sentence.
What consequences does this account of paraphrase have for the nominalist? When faced
with the realist’s problem sentences, two kinds of paraphrase are available. He can propose
a paraphrase either as an analysis of the original sentence that more accurately represents
its genuine commitments, or as a replacement for that sentence. I shall argue that neither
kind of paraphrase can succeed. Employing paraphrase as replacement involves us in
retracting the target statement — accepting that it is untrue. Since the ‘targets’ in this
case are any and every statement of qualitative sameness, the nominalist cannot propose
a paraphrase of this kind unless he is prepared to deny all statements of this kind; but
no-one should be willing to deny the ‘Moorean fact’ that dierent things exhibit similarity
or qualitative sameness.
e prospects for paraphrase as analysis seem scarcely better. In the case of the sentence to
whichtherealistappeals, ‘(∃x)aandbarethesameinrespectof x’, ananalyticparaphrase
with fewer apparent commitments is trivially available, for we can paraphrase back into
the original sentence, ‘a and b are qualitatively the same’. However, there is good reason
to think that the sentence involving quantication over respects of sameness is the better
guide to the logical relations in which statements of qualitative sameness and dierence
stand, for it enables us to explain how qualitative sameness and dierence are compatible
with each other. According to the current proposal for discerning genuine ontological
commitments, the sentence which is the better guide to logical relations is thereby the
better guide to genuine ontological commitments. But then the quantied sentence should
betreatedas abetterguidetogenuine onticcommitmentsthantheparaphrasewhich lacks
¦ìSee Neale ÕÉÉì for discussion of this, and other, conceptions.
äþexplicitly quanticational structure. is suggests that the quantication over respects of
sameness indicates genuine rather than merely apparent commitment. Indeed, since any
analytic paraphrase which omitted explicit quantication over respects of sameness would
beaworseguidetogenuinecommitments,wemayconcludethatnoparaphrasebyanalysis
is likely to persuade us that the commitment to respects of sameness is merely apparent
and not genuine. Paraphrase does not enable the nominalist to avoid commitment to
shared features and respects of sameness.
äÕe Case against Objectualism
e objectualist holds that an existential quantication (∃x)Fx is true i there exists some
F entity in the domain of quantication. It is not unreasonable to hold that objectualism is
thedefaultposition,sinceitmayseemobviousthatwhenwetalkabout‘something’,wetalk
aboutsomethingthatexists; moreover,thequantiernotationitselfisoenintroducedand
explained in terms of explicitly existential gures of speech, so that (∃x)Fx is explained
as ‘ere exists an x such that Fx’, or as ‘ere are Fs’. e nominalist who wants to deny
commitment to the quantier needs to give us good reason to reject this natural way of
thinking about quantication. In this section I consider and respond to two arguments
against objectualism. One argument attacks the connection between quantication and
the speech-act of asserting existence, or ‘making an ontological claim’; another is the
argument that ‘prior ontological considerations’ should persuade us that the truth of an
existential quantication does not require the existence of an appropriate object.
Õ. Quantication and Existence
Quine sometimes takes investigation into ontological commitment to be a matter of
determining what existential claims or assertions are incorporated into a theory; it is also
clearthathebelievesthisquestionaboutexistentialclaims—thequestionof ‘explicit’ ontic
commitment — is adequately answered by isolating the existentially quantied sentences
of that theory. He even says that ‘existence is what existential quantication expresses’
(ÕÉäÉa: Éß). erefore it is not unreasonable to attribute to Quine the following thesis
about the existential quantier:
(Q) Every assertion of a sentence of the form (∃x)Fx is an act of asserting
that there exists an entity satisfying the predicate F...
esis (Q) says, in eect, that an utterance of a sentence gets to be an existence-claim in
virtueofthesentencehavingaspecickindoflogicalform—oneinvolvinganun-negated
existential quantier.¦¦ In this section, I consider whether the nominalist could deny that
quanticationisalocusofonticcommitmentbyrejecting(Q);myresponseisthatrejecting
thesis (Q) is a necessary, but not a sucient, condition of denying ontic commitment to
the quantier.
Why might someone doubt the correctness of (Q)? Two reasons present themselves. One
is the phenomenon of hidden quantication revealed by analysis, for example in Russell’s
¦¦Something like esis (Q) is explicitly adopted by David Lewis: see Lewis ÕÉÉþ, pp.ó¦-¢.
äótheory of descriptions or Davidson’s theory of events. e other is the use of quantiers to
formalize English expressions of generality such as ‘some’, ‘something’, ‘someone’ and so
on. In each case, the challenge is the same. How can someone be counted as asserting the
existenceofanentitybyusingsuchsentences,ifthesesentencescanbeusedbypeoplewith
no interest in expressing ontological conclusions or even awareness of the quanticational
structure underlying what they say?
Consider Russell’s theory of descriptions. Here we are told that an expression such as
‘the King of France’ is not a logical subject-expression, but rather an ‘incomplete symbol’
(RussellÕÉÕ: ó¦Õ)—agrammaticalunitcorrespondingtonoonethingatthepropositional
level. Instead, the description phrase reveals something about the logical structure of
the sentence as a whole, namely that it contains an existential quantier governing the
predicate ‘...is a King of France’, coupled with a clause requiring that this description is
satised by one thing at most. One of the criticisms levelled at this theory by Strawson is
that Russell, in attributing quanticational structure to sentences involving ‘the’, makes
each un-negated use of such a sentence into a case of ‘existential assertion’ (Strawson ÕÉßÕ:
Õ¦), when clearly it is not.
‘To use the word ‘‘the’’ in this way is then to imply... that the existential
conditions described by Russell are fullled. But to use ‘‘the’’ in this way is
not to state that those conditions are fullled.’¦¢
WecouldimagineasimilarcomplaintlevelledatDavidson’streatmentofaction-sentences:
in saying that Jones buttered the toast, we may say something that cannot be true unless
there exists an individual event that ts the bill; nevertheless it would be absurd to take
anyone who made such a statement to have made an existential assertion concerning this
event. Genuine existential assertions are made by people when they answer questions
about ontology, the objection goes; who are you to tell us that we assert the existence
of things like events without knowing it? Yet these observations need not impugn the
correctness of Davidson’s or Russell’s analysis, for it would be possible to maintain the
analysis, and grant the force of the criticism, by rejecting thesis (Q). It is only because
thesis (Q) commits us to construing every sentence with an existentially quantied form
as a means of making an existence-claim that we found the quanticational structure
incongruous in Davidson’s and Russell’s proposals, and if we reject this assumption about
the quantier then we no longer need regard a denite description as involving us in
assertion of existence even if it has the quanticational structure that Russell credits it
¦¢Strawson ÕÉßÕ, p.Õ¦
äìwith.
e second reason for doubting thesis (Q) is the apparent gulf between this account of the
quantier in terms of existential assertion, and the purpose for which quantier notation
was originally introduced — namely, to give a better account of the logic of statements of
generality using the terms ‘some’ or ‘all’. Consider sentences like
Someone stole my bicycle!
And then I go and spoil it all by saying something stupid like ‘I love you’.
Someday my prince will come.
ese are obviously quanticational in structure; yet I take it that it would be a revision of
our everyday notion of existential claim to say that an utterance of any of them counts as
claiming that some entity exists. Again, there is a tension between the range of sentences
to which we attribute quanticational structure, and the rather smaller class of sentences
which we pre-theoretically regard as suited to making existential claims. If we abandon
thesis (Q), the tension vanishes, for we are no longer constrained to regard all such
quantied sentences as making existential assertions.
It is tempting to think that, if we show that thesis (Q) is false, we have thereby shown
something important about where ontological commitment occurs in everyday speech. In
recent papers both Jody Azzouni (óþþß) and omas Hofweber (óþþ¦) have argued that
the rst-order existential quantier is not ontologically committing by appealing to cases
in which a quantied sentence clearly does not count as making a move in an ontological
debate, and therefore does not count as making an existence claim of the kind required
by thesis (Q). Hofweber appeals to the fact that existentially quantied sentences like
‘Something is more fun than being an accountant, namely being a philosopher’ follow
triviallyfrom ‘metaphysicallyinnocent’ (óþþ¦: óäó)sentencessuchas ‘Beingaphilosopher
is more fun than being an accountant.’ He claims that this inference is only valid so
long as the existentially quantied sentence is understood in such a way that it is also
‘metaphysically innocent’. But what is it to be ‘metaphysically innocent’? It cannot be
that ‘being a philosopher is more fun than being an accountant’ counts as metaphysically
innocent on the grounds that no entity, being a philosopher, is required to exist for them to
be true. To claim this would be to beg the question against any realist who thought that
‘being a philosopher’ names a universal. Instead the argument must be reconstructed as
follows: quantications follow from sentences that are ‘innocent’ in that they are not used
to express ontological conclusions; therefore quantied sentences are likewise innocent,
and are not explicitly committing as thesis (Q) claims. Azzouni’s strategy is dierent: he
ä¦argues that quantied sentences do not make existential claims because the very same
quantiedidiomsareusedbypeoplewhosepersonalontologiesmaydier; suchpeopledo
not take themselves to be engaging in ontological debate by using these idioms, therefore
uses of these idioms cannot be cases of existential assertion.
In both cases, what is attacked is thesis (Q), since what is argued for is the irrelevance of
quantier phrases to existential claim or assertion. Both Hofweber and Azzouni make a
persuasive case that there are uses of quantied sentences which can only be understood
on the assumption that these sentences are not being used to make an existential claim, or
participate in an ontological debate. If they are right, then it should not be claimed that
quantications of this kind involve us in explicit ontological commitment, for an utterance
of such a quantied sentence is not a case of existential assertion — not a case of ‘saying
that’ something exists.
However, it is a further question whether the rejection of thesis (Q) deprives the quantier
of implicit commitment. Whether a sentence is explicitly committed to ϕs depends on
whether it is used to assert the existence of ϕs; whether a sentence is implicitly committed
depends on whether ϕs are among the ontic preconditions of the truth of that sentence. If
a sentence cannot be true unless there are ϕs, it is implicitly committed to ϕs regardless of
whether an utterance of the sentence should be understood as claiming that ϕs exist. We
have already seen cases in which implicit commitments could outstrip explicit commit-
ments; could we respond to the current challenge by asserting that quantication itself is
an example of implicit commitment outstripping explicit commitment: that existential
quantication is implicitly, but not explicitly committing?
More needs to be said to forestall the impression that such a strategy is incoherent. e
objectualistsaysthatthetruthofaquanticationdependsontheexistenceofanappropriate
entity; therefore he claims that the existence of such an entity is an ontic precondition of
the truth of an existentially quantied sentence. Objectualism seems best described as the
view that quantication is implicitly committing. e debate over thesis (Q), however, is a
debate about whether such a sentence should be counted as making an existential claim
purely in virtue of its quantied form. It is possible to adopt other views of how existential
assertions are made, and it is not obvious that any of these alternatives is incompatible
with the ‘objectualist’ view that the truth of quantication depends on the existence of an
appropriate object. A sentence (even a quantied sentence) may depend on the existence
of some entity without counting as asserting the existence of that entity.
If we are convinced that thesis (Q) should be rejected, then, we abandon the view that
an ‘existential assertion’ is so in virtue of its quanticational structure. Some alternative
ä¢proposal is needed. One is that the burden of existential assertion is to be borne by a
specially designated existence-predicate; another is that ‘making an existential claim’ does
not depend solely on the form of words used, but also on features of the context and
circumstances of debate. Such a view is suggested by the fact that sentences using ‘exists’
may be used carelessly in circumstances where ontology is not at issue, for example when
a literature student is accused of ‘writing as though Anna Karenina, Tristram Shandy, and
Mrs. Dalloway simply didn’t exist’.¦ä To adopt one of these rival accounts, of course, is to
abandon the explanation of the quantier as a device for making existential claims, for this
function is no longer assigned to it. A better explanation is that the quantier is a device
of generality, such that (∃x)Fx serves to tell us that something is F; yet better would be —
as the name ‘quantier’ suggests — that it is a device for counting, such that (∃x)Fx tells
us that at least one thing is F.
It seems that the current suggestion — that (∃x)Fx tells us that at least one thing is F —
provides a coherent account of how the existential quantier could require the existence of
an appropriate entity in the domain of quantication, and hence be implicitly committing,
without counting as a means of making existential assertion, and hence being explicitly
committing. It is plausible to suppose that, if I tell you that at least one person is at the bar,
I have no more indulged in existential assertion than I would by telling you that John is at
the bar. Nevertheless, in each case the truth of what I say depends on the existence of an
entity satisfying the appropriate condition, and so in each case we may say that what I say
bears implicit commitment even if it does not bear explicit commitment.
Objections to this revisionary account of existential quantication will come from two
directions; fortunately for the realist, both responses have the consequence that the nomi-
nalist’s original argument has no force. One is a refusal to countenance the rejection of
esis (Q). Habituated to read (∃x)Fx as ‘there exists an x such that Fx’, the opponent
may contend that it is impossible, nonsensical even, to question the link between quan-
tication and existential assertion. Someone who holds such a view is no opponent of
objectualism: his argument is merely that the examples which the nominalist proposes are
insucient to motivate the rejection of thesis (Q), and if thesis (Q) is maintained then it
cannot be doubted that the existential quantier is implicitly committing, for how could a
quantication say that Fs exist and yet be true although Fs do not in fact exist?
A second objection is that little sense can be made of the notion of ‘making an existential
claim’ which I have been employing rather freely to characterize the debate about explicit
commitment. To some ears, there is nothing specially ‘existential’ about ‘ere exists
¦äSee Van Inwagen óþþþ, p.óìÉ for this, and other, examples.
ääat least one person in the bar’ which is not shared with ‘At least one person is in the
bar’. It may be said that both are ‘existential’ in the sense that they can only be true if
an appropriate entity exists; beyond that there is no special act of ‘making an existential
claim’ or ‘participating in an ontological debate’ such that we can participate in such an
act by means of the former but not by the latter sentence. Again, this objection militates
in favour of the objectualist. Arguments such as those oered by Hofweber and Azzouni
depend on the acceptance that we can isolate some sentences, or utterances of sentences, as
‘making an existential claim’ or ‘participating in an ontological debate’. eir argument is
that, when we distinguish such sentences from ‘ontologically neutral’ sentences which
are not used to participate in ontic controversy, we nd that many quantied sentences
do not involve us in making an existential claim. But if there is no sense to be made
of a distinction between ‘existential’ and ‘innocent’ sentences, then there is no way for
Hofweber and Azzouni to argue that quantied sentences fall on the wrong side of the
division, for there is no division there in the rst place. e only sensible question we
could ask in such a circumstance would be the semantic question of whether the truth
of an existential quantication depends on the existence of an appropriate entity, since it
would not even be possible to raise the question of which forms of speech have the special
function of making an existential claim.
e rst argument against objectualism was that many existentially quantied sentences
do not serve to ‘make an existential assertion’; therefore the quantier should not be
regarded as ontologically committing. I propose that this claim cannot be sustained, for
it is possible to advance a coherent account of the quantier according to which it is not,
aer all, a means of existential assertion, yet nevertheless is implicitly committing. Such
a view of the quantier faces objections; however, these objections, if successful, would
force us to reject the non-objectualist’s argument in any case. We may conclude that the
rst argument against objectualism is unsuccessful.
ó. e Argument from Ontology
e other argument against objectualism has a wide constituency.¦ß is argument oers
sentences which quantify over ontological undesirables, but which apparently express
truths. It is argued that the sentences express truth, but the entities do not exist; therefore
the quantication employed cannot be ontologically committing. Such a strategy reverses
the realist’s argument: the realist argues that his quantications are true, and are ontolog-
¦ßSee for example Barcan Marcus ÕÉßó, p.ó¦ó; Gottlieb ÕÉþ, p.¢¦; Jackson ÕÉþ, p.ìþ¦; Glock óþþó p.ó¦;
Azzouni óþþ¦, p.äó.
äßically committed to ϕs, therefore ϕs exist, while the nominalist argues in response that
ϕs do not exist, and these quantications are true, therefore these quantications are not
committed to ϕs.
e nominalist may well feel this is the appropriate response in the case of quantication
over respects of sameness. If the realist’s analysis is correct, we have to accept that some
quantications over respects of sameness express truth, for every claim of similarity
between objects involves us in quantication over such entities. e question, then, is
whether we have any right to be sure that the entities we apparently quantify over do not
exist. Barcan Marcus suggests that such entities should be excluded because ‘on prior
ontological considerations we don’t want them showing up in our domain’ (ÕÉßó: ó¦ó). It
is clear that this argument hinges on the notion of ‘prior ontological considerations’. If
we have no prior reason for believing that entities of a certain kind do not exist, and no
prior reason to think that the semantics for quantiers are non-objectual, then the proper
response is simply to admit these entities to our ontology. Proponents of this argument
need to give some reason for rejecting entities of the kind in question.
Is there any justication for nding universals so unpalatable that we revise quantier
semanticstoevadeonticcommitmenttothem? BarcanMarcussuggeststhatuniversalsare
ontologically undesirable because they are not ‘in principle confrontable, encounterable,
dubbable by an act of ostention’ (ÕÉß: Õóì). Yet even if it were obvious that we should
impose such a restriction on the entities we are prepared to recognize, it is not clear that
universals fail to pass it. It does seem that many universals are in fact encountered in
perception—forexamplewhenwenoticetwothingsexhibitingthesamecolour. Moreover,
universals are introduced not merely in the course of saying what it is for an object to
have the attributes it has, but also to give an account of types or kinds, entities which
are not only encounterable in experience but also ‘dubbable by an act of ostention’ as
Barcan Marcus demands. I can decide to call this car Herbie, but I can equally well declare
that I shall call this kind of car the VW Beetle. Likewise, it is possible to give a name to a
particular type of hairstyle by declaring that it is the style shared by this footballer and this
television presenter. Since the universals proposed by the realist include examples which
are both encounterable and ostendable, the rejection of unencounterable entities can at
best reduce the number of universals recognized; it cannot show that universals must be
abandoned.
Is there any other ‘prior ontological consideration’ which might reveal universals to be
ontologicalundesirables? OneisencapsulatedinQuine’sslogan ‘noentitywithoutidentity’
(ÕÉäÉa: óì), the principle that it is undesirable to admit entities to our ontology when we
ähave no idea about ‘the circumstances under which... [they] may be said to be the same or
dierent.’¦ Quinehasbeencriticizedonthegroundsthathemakesthefollowingdemand:
that we recognize a kind K of entity only if it is possible to state identity conditions for
Ks which apply to all and only things of kind K — in other words, to give an account of
‘being the same K as’ which every K bears to itself and which no non-K entity bears to
itself (or to anything else). is demand is rejected because it is unreasonable to expect
that, given entities of a kind K, there must be necessary and sucient conditions for one
K being the same K as another K — conditions which are applicable to all and only Ks —
for it cannot be assumed that every (or any) kind of thing has associated with it distinctive
identity-conditions applying to all and only things of that kind (Strawson ÕÉßä: óó; Jubien
ÕÉÉä: ì¦ß).
However, Quine’s critics may have attributed a view that he does not endorse. Quine’s
objection to things of the kind universal is not that there is no way to give distinctive
identity-conditionsspecicallytailoredtouniversals—thattherealistcanoernoaccount
of a relation ‘identity-for-universals’ which all and only universals stand in. Instead, he
nds realism objectionable because we have no criterion of identity whatsoever which
mightbeextendedtocoverthingsofkinduniversal. Itisnowhereallegedthatthiscriterion,
in addition to applying to universals, must fail to apply to things which are not universals.
Quine’s own comments support this reading. Aer all, the problem with universals
(Quine’s ‘attributes’) is that
‘e positing of attributes is accompanied by no clue as to the circumstances
under which attributes may be said to be the same or dierent.’¦É
It is not that we have failed to give identity conditions applying to all and only universals;
rather it is that none of the ways we have ofspecifying identity-conditions happens to work
when applied to universals. is rst criticism of Quine’s demand is based on a mistaken
assessment of his position.
How then should we understand Quine’s challenge to the realist? It may take an episte-
mological form, as the principle ‘no entity without the ability to tell whether this is the
same entity as that’. Here we are led to question both the correctness of the principle and
whether it can succeed in excluding universals from our ontology. e re-identication of
kinds or types is a skill that all of us have to some degree, where the types in question are
models of car or hairstyles; where the identicatory work is more complex (matching exact
¦Quine ÕÉäÉa, p.ÕÉ; see also Quine ÕÉäþ pp.óþþ-É
¦ÉQuine ÕÉäÉa, p.ÕÉ
äÉshades of colour or species of frog) we defer to experts whose ability is more developed.
e epistemological criterion does not exclude such universals; but we might wonder
whether it deserves our adherence anyway, for there are cases when we lack such an ability
to decide identity-questions even with regard to spatiotemporal objects. No amount of
inspection of the apple on my desk could enable me to determine conclusively that it was
thesameoneIencounteredyesterdayratherthananexactlysimilaronewhichhasreplaced
it overnight.¢þ e epistemological principle is at odds even with a nominalist ontology of
spatio-temporal objects; therefore nominalist and realist alike should agree not to appeal
to it.
A better formulation will be methodological: that we should admit to our ontology only
entities for which criteria of identity can be given — never mind whether we have the
ability to conclusively determine that those criteria have been met. To give such a criterion
will be to specify some (complex) dyadic predicate ‘...R...’ such that, when ‘a’ is a name of
some object, ‘aRb’ is true i ‘b’ refers to the same object as does ‘a’. One objection to this
form of the principle, due to Strawson, is that we habitually recognize as entities things for
which no criteria of identity are available, for example
smells, feels, timbres, ways of walking, manners of speech, literary styles,
architectural styles or hair-styles.’¢Õ
However, these are all examples of attributes or types — in other words, universals — and
hence just the sort of thing which Quine claims ought to be rejected on the grounds that
they lack identity-conditions. Quine is perfectly aware that the ‘community’s ontology’
includes things which lack identity-conditions; but it is for just this reason that he thinks
it deserves revision.¢ó e most Strawson’s objection can achieve is to remind us how
much we are giving up when we accept the demand for identity-conditions; but it cannot
be assumed, prior to settling the nominalism-realism debate, that the identity principle is
false merely because it excludes universals such as those Strawson lists.
A better version of the objection is that we lack identity-criteria even for everyday material
objectssuchastablesandapples(JubienÕÉÉä: ì¦¢). Weacceptsuchobjectsinourontology,
and are surely right to do so; yet it does not seem possible to give a ‘criterion’ which must
be satised in order for there to be one apple rather than two. Quine’s view is that we
should
¢þis point is due to Jubien (ÕÉÉä, p.ì¦¢)
¢ÕStrawson ÕÉßä, p.óó
¢óSee Quine ÕÉäÉa, p.Õ¢
ßþ‘understand a physical object... as the aggregate material content of any
portion of space-time, however ragged and discontinuous.’¢ì
is suggests a straightforward criterion of identity for spatio-temporal objects: objects a
and b are one and the same i they occupy exactly the same region of space-time. Such
an account will be congenial only to those who accept a ‘perdurance’ (Lewis ÕÉä: óþó)
account of persistence through time, according to which only part of an object is present at
any given time; the object itself is spread out through time just as it is spread out through
space. If perdurance is rejected, and objects are taken to be wholly present at each time at
which they exist, the problem about identity-conditions for physical objects recurs, for
then a given object (if it moves) will be wholly present in dierent regions of space at
dierent times, in which case the question arises, what are the criteria according to which
the material wholly present in this spatial region at time tÕ counts as the same object as the
material wholly present in that spatial region at time tó?
Moreover, even the perdurantist’s position might seem unstable. His account of the
identity-conditions of spatio-temporal objects was: a and b are identical i they occupy
the same space-time region. But to say this is merely to explain identity of object in terms
of identity of space-time region. Without an account of the identity-conditions of space-
time regions, no satisfactory account of the identity of objects has been given at all, for
(accordingtothedemandforidentity-conditions)wecannotclaimtounderstandclaimsof
identity as they apply to a certain class of thing, until we have supplied identity-conditions
for such things. We may conclude that neither perdurantist nor anyone else can supply
identity-conditions for physical objects which meet Quine’s challenge; surely we should
reject the challenge sooner than exclude physical objects from our ontology.
e plausibility of the Argument from Ontology depends on whether the nominalist can
supply ‘prior ontological considerations’ powerful enough to encourage non-objectualism
about quantication over universals. However, it does not seem that universals can be
declared entia non grata by appealing either to their remoteness from perception and
ostension, or to the supposed need for a principle of identity that can be extended to cover
them. e rst attempt fails because it is plausible to consider universals perceptible and
ostensible; the latter because the demand for identity-conditions has not been met even
in the case of physical objects, and so neither nominalist nor realist should accept that
demand if they want to maintain any ontology at all.
To conclude the argument of this section. Our original question was whether there is any
¢ìQuine ÕÉßä, p.ó¢; see also ÕÉäþ, pp.Õßþ-Õ.
ßÕgood reason to reject objectualism, and deny that the existential quantier is ontologically
committing. I have considered two arguments which might support this nominalist pro-
posal. e rst, that there is good reason to doubt the connection between quantication
andassertionsofexistence,losesitsforcewhenwedistinguishbetweenexplicitandimplicit
commitment, for then it becomes apparent that this is an argument about explicit com-
mitment, when what is at issue is implicit commitment. Second, the nominalist claimed
that ‘prior ontological considerations’ militate in favour of a non-objectual reading, for
we regularly quantify over entities which we would prefer to exclude from our ontology.
It is not possible to survey all of the possible ‘prior considerations’ which might make
universals undesirable constituents of our ontology; however I have argued that two of the
most commonly-raised objections to universals have no force when properly understood.
ßóNon-objectualist Accounts and their Shortcomings
I have alleged that arguments against objectualism are inconclusive. is is not all that
the realist can say in defence of his ontology, for three problems threaten the attempt to
maintain nominalism by appealing to non-objectualism. First, such accounts enable the
nominalist to evade ontic commitment to respects of sameness only if he also adopts the
view of Positive Free Logic, that truth can be expressed by atomic sentences containing
non-referring singular terms; second, statements of non-objectual truth-conditions are
ontologically committed to types, and types are precisely what the nominalist needs to be
able to do without. e nal charge is that the non-objectualist semantics are extensionally
inadequate: they do not give the right truth-values for the quantied sentences at issue.
Before raising these problems for non-objectualism, I should consider a position that
promises to block all three objections against the nominalist. is is the suggestion that
the nominalist might remain ‘neutral’ about the semantics of the existential quantier,
refusing to give any formal account of the necessary and sucient conditions for the truth
of quantied statements, but instead contenting himself with the observation that ‘(∃x)x
is F’ and ‘something is F’ are equivalent. Certain remarks of Prior’s (ÕÉßÕ: ìä) suggest this
position; if legitimate, it would obviate the necessity for the nominalist to come up with a
rival theory to objectualism.
Neutralism, ifitistoberelevanttothecontroversybetweennominalistandrealist, mustbe
more than the refusal to enter a debate about the conditions under which a quantication
will be true. If a neutralist is simply someone who does not participate in the argument
about quantier truth-conditions, then he has no opinions that we are obliged to take
seriously. Neutralism, then, must incorporate at least one positive claim about the cir-
cumstances under which an existential quantication is true: this is the claim that such
quantication can be true even if nothing exists which satises the associated condition;
that (∃x)Fx does not entail the existence of an F entity.
I shall argue that neutralism is unacceptable because, on the best way of making the
proposal intelligible, it simply collapses into realism. e neutralist accepts quantication
apparently ‘over’ universals, but denies that universals ‘exist’. is position is maintained
at the cost of denying that a quantied sentence entails the corresponding claim using
the English word ‘exists’. ere are two ways of understanding the position. One is that
‘exists’ is being used in its normal sense, while the quantiers function — we know not
how — without committing us to a domain of entities. Another is that the quantiers
are functioning objectually, and ranging over a domain of things, although the neutralist
ßìis reluctant to say that these things ‘exist’. In that case, all that separates the neutralist’s
proposal from realism is a certain restriction on the use of the words ‘exist’ and ‘entity’. It
seems the latter interpretation makes more sense as a way of understanding neutralism.
Such an account explains why the neutralist is willing to indulge in discourse that —
according to the realist — is about universals, for example when he allows the truth of ‘a
and b share some common feature’. Why should such discourse be desirable or necessary
if it is not talk about things in the world? e case for this interpretation is strengthened if
the neutralist takes idioms beginning ‘there is / are...’ to express his ‘neutral’ quantier.
When we encounter a theorist who accepts that there are universals, but denies that they
‘exist’, surely we cannot but understand them as recognizing universals in their ontology.¢¦
Aer all, even some realists would deny that universals ‘exist’, saying instead with Russell
that they ‘subsist’ or ‘have being’ (Russell ÕÉÕó: ¢ß).
It seems, then, that neutralism is in danger of collapsing into realism, for all that separates
the two positions is the neutralist’s reluctance to use the words ‘exist’ and ‘entity’ in
connection with universals. Instead of interpreting the neutralist as disagreeing with us in
ontology, but agreeing with us in our use of ‘exists’, surely it is better to understand him
as agreeing with us in ontology, but disagreeing with us about the right use of the words
‘exist’ and ‘entity’. A similar suggestion is made by Lewis (ÕÉÉþ), against Meinongians
who, like the neutralist, are willing to quantify over more things than they say ‘exist’. In
such circumstances, we can interpret them either as ‘noneists’ or ‘allists’. Allists have
an ontology containing everything they quantify over, and a fastidious approach to the
word ‘exists’, while noneists have an ontology containing only the things they say ‘exist’
and (by our lights) an approach to quantication that is hard to make sense of. Here the
suggestion is that it is much more plausible to construe the neutralist, who is happy to
quantify over universals but denies that they ‘exist’, as an ‘Allist’, for then we can make
sense of why he acquiesces in discussion of universals rather than repudiating it. Our
debate with the neutralist is not ontological, but rather a question of which of the things
there are we should say ‘exist’.¢¢
Comparison with substitutionalism reveals why this problem is especially pressing for
the neutralist. Substitutionalists provide a clear statement of alternative truth-conditions
for quantication. Insofar as these truth-conditions are intelligible, they reveal how the
¢¦See Kripke ÕÉßä, p.ìßÉ for this suggestion about ‘there are’.
¢¢Quine (ÕÉþ, p.ì) raises a related complaint against those who distinguish subsistence from existence:
to agree with your opponent about what exists yet also recognize a domain of things that ‘subsist’ is merely
‘preserving an illusion of ontological agreement’ although in fact your ontology far exceeds that of your
opponent.
ß¦substitutionalist’s employment of quantication diers from the realist’s, and make it
apparent what the truth of such a quantication depends on. For that reason there is no
room to question whether the substitutionalist should be counted a ‘noneist’ or an ‘allist’:
he is obviously a ‘noneist’, for his truth-conditions explain how a quantied statement can
be true in the absence of entities over which we quantify. In contrast, the neutralist, who
refusestogiveaformalaccountoftruth-conditionsforquantiers,candonothingtodispel
the suspicion that, instead of disagreeing with the realist about ontology, he has a dierent
view about the circumstances under which we might apply the word ‘exists’. I suggest that,
unless the neutralist is prepared to say more about truth-conditions for quantiers than
simply alleging that existential quantication does not entail the corresponding ‘existence’-
claim, there is no reason to take him as expressing serious disagreement with the realist’s
project. We may turn directly to the problems facing attempts to specify a non-objectualist
account of quantier semantics.
Õ. Non-objectualism and Positive Free Logic
I have suggested that the nominalist should not expect to evade ontic commitment to
features shared between objects, and respects in which objects are the same, by remain-
ing ‘neutral’ about the semantics of quantiers; the reason is that it is necessary to give
alternative truth-conditions for
(QS) (∃x) a and b are qualitatively the same in respect of x
inordertoavoidthesuspicionthatthedisagreementisnotontological,butratheraboutthe
correct application of the words ‘exist’ and ‘entity’. Once an alternative account is given,
therearethreeobjectionsarealistmightraise. erstisthatanysuchaccountallowsusto
evadeontologicalcommitmenttosharedfeaturesandrespectsofsamenessonlyifweadopt
a Positive Free Logic, according to which there can be true atomic sentences containing a
non-referring singular term. We may distinguish three dierent non-objectualist accounts;
I shall explain the current objection in the course of introducing the accounts themselves.
Substitutionalism
A paradigm ‘substitutional’ account is given by Barcan Marcus, who uses the phrases
‘E-quantier’ and ‘U-quantier’ to avoid the incongruity of talking about existential quan-
tication while denying that it is to be understood in terms of existence:
ß¢‘A sentence with a U-quantier followed by an open sentence is true i the
open sentence is true on all substitutions of names for the variable bound
by the quantier. An E-quantied sentence is true i it is true on one such
substitution.¢ä We will call the results of such a replacement a substitution-
instance of the quantied sentence.’¢ß
How could this account enable us to reduce the ontological commitment of a quantied
sentence such as (QS): (∃x) a and b are qualitatively the same in respect of x? e
suggestion would be that (QS) is true, not in virtue of an entity meeting the indicated
condition, but rather in virtue of some true substitution-instance where the variable x is
replaced by an appropriate expression in the language:
(QS*) a and b are qualitatively the same in respect of c
To deny that (QS) is ontologically committing, it is necessary to hold that it could express a
truthalthoughnoentityexistedtowhichthevariablecorresponds. Onthesubstitutionalist
account, this would require the possibility of a true substitution-instance (QS*) in which
the subject-expression ‘c’ refers to no entity. But the prima facie position is that subject-
predicate sentences of this kind, where one subject-expression lacks a referent, should
either be counted as truth-valueless or false. On the one hand, it might be counted as
failing to express something with a determinate truth-value — as Strawson puts it in the
case of empty descriptions, ‘the question of whether his statement was true or false simply
did not arise.’¢ Alternatively, we might adopt the view of Negative Free Logic, that an
atomic sentence containing a non-referring subject-expression is false.¢É Neither of these
optionsenablesustodenycommitment(QS),foronneitheraccountcan(QS*)becounted
as expressing a truth. For that to be possible, we should have to adopt the view of Positive
Free Logic, that there can be true atomic sentences in which a subject-expression lacks a
referent. is is at best counterintuitive; can the other two non-objectualist accounts of
the quantier avoid such a consequence?
Prior’s account of the quantier
Our second non-objectualist theory is the account proposed by Prior (ÕÉßÕ). Prior suggests
thattheavailabilityofatruesubstitution-instanceissucientforthetruthofanexistentially
¢äClearly, by ‘one’ Barcan Marcus intends ‘one or more’
¢ßMarcus ÕÉßó, p.ó¦ì
¢Strawson ÕÉ¢þ, p.Õó. is view is already present in Aristotle, Categories Õìb.
¢ÉOf course, the negation of such a sentence will then be counted true. See Sainsbury óþþ¢, pp.ä¦-ß¢ for a
lucid account of such a free logic.
ßäquantied sentence, for example ‘Something is red-haired’; however it is not necessary for
truth, since
‘its truth may be due to the red-hairedness of some object for which our
language has no name or which non-one is in a position to point to while
saying ‘‘is is red-haired’’.’äþ
Prior’s suggestion is that an existentially quantied sentence may be true either in virtue
of a true substitution-instance or in virtue of some appropriate object; again, if we want
to maintain that ‘(∃x) a and b are the same in respect of x’ can be true in the absence of
such an appropriate object, it must be in virtue of a true substitution-instance in which
the expression which replaces the variable lacks a referent. Ontic commitment to respects
of sameness is avoided only if we adopt Positive Free Logic.
ere is some evidence that Prior himself would not have accepted that rst-order quan-
tication could lack ontological commitment in this way. He claims that ‘Something is
red-haired’ is true if a ‘specication’ (substitution-instance) of it is true,
‘meaning by a ‘‘specication’’ of it any statement in which the indenite
‘‘something’’ is replaced by a specic name of an object or person, such as
‘Peter’, or by a demonstrative ‘‘this’’ accompanied by a pointing gesture.’äÕ
If the expression substituted for the variable ‘something’ must be a name of an object or
person,thentherecanbenosubstitution-instanceinwhichthesubstituendexpressionfails
to refer, and again we are returned to the view that a rst-order quantication requires the
existence of an appropriate object, just as the objectualist claims. Prior’s account enables
us to avoid ontological commitment in the current case only if we are willing to accept the
possibility of true substitution-instances containing non-referring subject-expressions.
e Russell-Orenstein Account
e third non-objectualist theory might be called the ‘Russell-Orenstein account’, as it
originates with Russell (ÕÉþ¢: ¦ó; ÕÉÕ: óìó) and is defended by Orenstein (ÕÉß). In On
Denoting Russell introduces the idea of a ‘propositional function’ as a bearer of truth and
falsity:
äþPrior ÕÉßÕ, p.ìä
äÕPrior ÕÉßÕ, pp.ì¢-ä.
ßß‘My theory, briey, is as follows. I take the notion of the variable as funda-
mental; I use ‘‘C(x)’’ to mean a proposition (more exactly a propositional
function) in which x is a constituent, where x, the variable, is essentially
and wholly undetermined. en we can consider the two notions ‘‘C(x) is
always true and ‘‘C(x) is sometimes true. en everything and nothing and
something... are to be interpreted as follows:
C(everything) means ‘C(x) is always true’
C(nothing) means ‘‘‘C(x) is false’’ is always true’
C(something) means ‘It is false that ‘‘C(x) is false’’ is is always true’ ’’äó
In a footnote Russell says that he will also shorten the account of ‘C(something)’ to
‘C(x) is sometimes true’. Again, if this strategy is to relieve the existential quantier
of ontic commitment, we must accept that among the occasions in virtue of which the
‘propositional function’ is ‘sometimes true’ there may be cases where it is true although
the undetermined constituent x stands for no entity.
In fact, there is good reason to believe Russell thought that his quantier did require
the existence of an appropriate entity. In ÕÉþ¢ he had not yet given up the account of
propositions as complexes of entities, for he makes a distinction between a proposition
and its ‘verbal expression’ (ÕÉþ¢: ¦ì), and talks of ‘the diculties which seem unavoidable
if we regard denoting phrases as standing for genuine constituents of the propositions in
whose verbal expression they occur’ (ÕÉþ¢: ¦¢), suggesting that here a proposition is to
be thought of as a complex of entities rather than an arrangement of words, as he went
on to claim in the Lectures on Logical Atomism.äì Yet if propositions are complexes of
entities—particularanduniversal—andpropositionalfunctionsarepropositionswithan
undetermined constituent, then for a propositional function to be ‘sometimes true’ is for
it to be true on some determination or xing of that undetermined constituent, and every
such xing of the constituent will be a case of xing it as one or another entity. Within
Russell’s early account of propositions as truth-bearers, there is simply no room for the
idea that there could be a true instance of ‘x is F’ in which x stood for no object at all,
because then there would be no proposition to function as truth-bearer.
äóRussell ÕÉþ¢, p.¦ó
äìRussellÕÉÕ,pp.ÕÉó-ì. Linsky(óþþì,p.ìßì)disagreeswiththisaccountofRussell’sontologyonthegrounds
that Russell must have rejected propositions from his ontology as soon as he arrive at the ‘multiple-relation’
theory of belief. Linsky then has great trouble explaining Russell’s willingness to speak of and quantify over
propositions in the Principia — enough, I think, to show that Linsky’s account must be false.
ßInstead, it is necessary to construe the ‘propositional function’ as something like an
open sentence, such that the ‘undetermined constituent’ ranges over expressions rather
than objects. But here too it is necessary to accept that there can be truths containing
non-referring subject-expressions, for otherwise there will be no occasion on which the
quantication is true in the absence of an entity to which the subsituend expression refers.
I suggest that the rst problem for someone who wants to deny ontic commitment to
our rst-order quantications over respects of sameness and shared features, is to explain
why we should believe that the quantication could be true in virtue of an ‘instance’ or
‘occasion’ on which the variable of quantication is replaced by a non-referring subject-
expression, yet the resulting sentence is counted true. e prima facie situation is that
there are no such occasions which yield truth, for the resulting sentence should be counted
either false or meaningless. Only the proponent of a Positive Free Logic can follow the
nominalist even this far.
I have claimed that it is counter-intuitive to accept true subject-predicate sentences con-
taining non-referring subject-expressions. It seems that a nominalist who adopts such
a view faces another, more serious problem: if truth can be expressed by sentences in
which the subject-expression fails to refer, we shall no longer be able to explain the truth of
such sentences in terms of the predicate ‘being true of’ some object to which the subject-
expression refers (Dummett ÕÉÕ: ¢óä; Bealer óþþä: óìþ), nor in terms of the referent
of the subject-expression ‘satisfying’ the predicate. e loss of such an account should
not be a trivial matter for the nominalist: a large part of the plausibility of nominalism
dependsonitsabilitytogiveanaccountoftruthofthiskind, inwhichreferenceisassigned
only to subject-expressions, rather than relying on a realist account in which reference is
ascribed to subjects and predicates both (MacBride óþþä: ¦óß). In order to maintain that
quantication over respects of sameness is ontologically uncommitting, the nominalist
must accept Positive Free Logic; but to do this is to abandon hope of an account of truth
in terms of satisfaction, or in terms of predicates being ‘true of’ objects. It may be that this
alone is enough to make such a nominalist approach unviable.
ó. Commitment to Types
A second problem for the nominalist is that none of the proposed statements of quantier
truth-conditions is intelligible unless we understand it as ontologically committed to types
of entity; and of course, once the nominalist recognizes the existence of types, he is obliged
to give some account of what kind of thing they are, since the prima facie situation is that
ßÉtypes are universals; at any rate, the nominalist cannot claim to get by with an ontology
of concrete particulars alone. is is precisely the objection attributed to Armstrong in
connection with the Argument from Identity (Chapter Õ): to avoid the obligation of having
to give an account of what types are, if they are not universals, the nominalist must be
capable of stating his theory in terms that do not presuppose the existence of types. Since
any statement of non-objectualism presupposes the existence of types, the nominalist
cannot hope to evade troublesome ontological commitment by such means.
e objection that substitutional quantication is ontologically committed to types is
present already in Parsons (ÕÉßÕ: óìß), and is plausible because statements of substitu-
tionalist truth-conditions appear to quantify over substitutable expression-types; what is
quantied over cannot be expression-tokens, for then the truth of a substitutional quanti-
cation would depend on there being a physical token of the required substitution-instance.
Quantication over expression-types is apparent in accounts given by both Quine and
Kripke:
‘An existential substitutional quantication is counted as true if and only if
there is an expression which, when substituted for the variable, makes the
open sentence aer the quantier come out true.’ä¦
‘(Σxi)ϕ is true i there is a term t such that ϕ’ is true where ϕ’ comes from ϕ
by replacing all the free occurrences of xi by t.’ä¢
Given the presence of the quantier-expression ‘there is’ on the right of the biconditional,
it would be reasonable to represent the condition on the truth of such a substitutional
quantication using an objectual quantier:
(∃x)x is an expression whose substitution for the variable yields truth.
But then the truth of a substitutional quantier depends on the existence of an appropriate
expression-type, and types are what substitutionalism was introduced to try to do without.
Van Inwagen attempts to extend this argument to show that ‘neither I nor anyone else
understands substitutional quantication’ (ÕÉÕ: ó¢). His reason is that the ‘friends of
substitutional quantication’ (ÕÉÕ: ó¦) deny that the correct account of substitutionalism
is in terms of objectual quantication over expressions in the language, but have no
alternative account to oer. It does not seem that this alternative, stronger accusation
ä¦Quine ÕÉäÉa, p.Õþ¦. My italics in both quotes.
ä¢Kripke ÕÉßä, p.ììþ
þcan be maintained: although Orenstein, whom Van Inwagen names as his target, denies
that substitutionalism should be explained by means of objectual quantication over
expressions (ÕÉß: ì¦), this is because he prefers the alternative Russellian account already
considered. Moreover, at least one prominent ‘friend of substitutionalism’ is prepared to
explain it using objectual quantication over expressions, for Kripke goes to some lengths
to emphasize that this is precisely his view:
‘[Metalanguage] M is to contain referential quantiers ranging over arbitrary
(well or ill-formed) strings of indecomposable (atomic) symbols of [object-
language] L; such an ontology of expressions is part and parcel of the project
of dening the class of ‘true’ expressions of L ... [the biconditional] straight-
forwardly gives the truth-conditions of (Σxi)ϕ in terms of the existence of a
certain term.’ää
Later, he asserts that
‘it is clear that every substitutional formula is equivalent to one involving
referential quantiers over expressions.’äß
It seems, then, that nominalists who appeal to substitutional treatments of the quantier
evade one problematic commitment (to respects of sameness) only at the cost of incurring
another (to expression-types). Can this problem be avoided by denying that the quanti-
cation involved in the account of truth-conditions is objectual? Dunn and Belnap suggest
that the quantiers employed on the right of the biconditional might also be considered
substitutional rather than objectual (ÕÉä: Õ¦). However, there are two reasons why such
a suggestion is unsatisfactory: one, that the account of substitutionalism would be circular
andhenceuninformative, foritwouldbeanaccount thatwasintelligibleonlytothose who
already understand substitutional truth-conditions (Parsons ÕÉßÕ: óìß); another, that (as
Kripke points out) a metalanguage M could not be regarded as giving the truth-conditions
for sentences in the object-language L unless M purported to refer to or quantify over
expressions in L — indeed, if this were not the case it would be hard to see what would
justify the claim that statements in M were capable of being about the language L at all
(Kripke ÕÉßä: ì¦Õ).
If substitutionalism faces such a problem, can either of the two remaining non-objectualist
accounts do better? I shall argue that they cannot. Prior’s account quanties over
ääKripke ÕÉßä, p.ì¦Õ
äßKripke ÕÉßä, p.ì¢ì
Õ‘substitution-instances’, and these entities are prima facie to be understood as types rather
than tokens; therefore he too owes us an account of what these entities are. It might
seem that the Russell-Orenstein account can stated in a way that avoids troublesome
commitment, for it can be given as
‘something is F’ is true i it is sometimes true that x is F
or
‘something is F’ is true i sometimes, x is F.
Since this account does no involve quantication, it may seem that we have provided an
account of the quantier which genuinely frees it from ontological commitment. However,
a problem remains. e challenge was to explain non-objectual truth-conditions in a
metalanguage which we already understand; otherwise we could follow Van Inwagen and
condemn non-objectualism as an unintelligible doctrine. Yet a sentence ‘sometimes, x is
F’, or ‘it is sometimes true that x is F’ is not a sentence of English which we antecedently
understand, prior to an account of how we understand the expression ‘x’. We may un-
derstand ‘x’ either as a variable which is capable of standing for any of a range of objects
or as what Quine would call a ‘schematic letter’ (ÕÉä: ¦É) which may be exchanged for
appropriate expressions in the language; but until it has been specied how we are to
understand ‘x’ in ‘x is F’ we do not yet know even whether these truth-conditions are
genuinely non-objectual. If the truth-conditions are taken to mean that some occasions
on which we assign an entity to the variable x result in truth, then the quantier turns
out to be ontologically committing aer all, for every occasion where the open sentence
is assessed for truth or falsity will be one where the variable takes an existing thing as its
value.
Toavoidmisunderstanding,theproponentoftheRussell-Orensteinaccountmuststipulate
that we understand the expression ‘x’ as replaced on dierent ‘occasions’ by expressions of
the language, rather than as standing for entities. But this will return us to the old problem
of objectual quantication over expression-types, for it will not be possible to explain
the way in which the expression ‘x’ functions as an ‘undetermined constituent’ without
quantifying over expression-types in the course of expressing the view that x stands in for
expressions rather than objects. We may conclude that none of the three non-objectualist
strategies — substitutionalism, Prior’s semantics, and the Russell-Orenstein account —
canbestatedinamannerconsistentwiththenominalist’srefusaltorecognizetheexistence
of types.
óì. Extensional Inadequacy
Non-objectualism is implausible as an account of quantication over shared features and
respects of sameness both because it requires us to accept there could be true sentences
of the form ‘a and b are the same in respect of c’ in which the name ‘c’ lacks a referent,
and because the ontological commitment to shared features and respects of sameness is
avoided only at the cost of commitment to other entities which are prima facie universals
— expression-types. I shall suggest that a nal demerit of non-objectualism is that it is
extensionally inadequate: it fails to assign truth and falsity correctly to the quantications
under consideration. One widely-raised problem is the lack of sucient substituend ex-
pressions (Quine ÕÉäÉa: Õþ¢-ä; ÕÉä: Éì; Teichmann ÕÉÉó: ; Haack ÕÉß: ¢Õ; Azzouni óþþ¦:
ßó); another is the claim that non-objectualism cannot make sense of ‘count’ quantiers
like ‘at least three’ (Lewis ÕÉ¢). Both of these problems apply in the case of quantication
over shared features and respects of sameness.
e rst problem is that there are not enough substitutable expressions to guarantee the
truth of quantication over shared features, if this is understood non-objectually. e
nominalist will propose that the realist’s analysis
(QS) (∃x) a and b are qualitatively the same in respect of x
is to be counted true because of the availability of some substitutable expression — in this
case, a property-designator such as ‘wit’ or ‘charm’.ä As we have seen, there is a problem
about how it could be true that a and b are the same in respect of wit, although the subject-
expression ‘wit’ names no existing thing. But even if it is granted that this is possible,
another problem arises: the language simply does not have enough property-designators
to serve as candidates for substitution, for not every respect in which two things might
be qualitatively the same is correlated with an English property-designator. For example,
two objects might have some property in common which science has not yet isolated and
named. In such a circumstance, we would not want the fact of their sameness of type to
depend on the availability of a substitutable expression.
Substitutionalism is aicted by such a problem, for it treats a quantication as depending
ontheavailabilityofasubstitutableexpression; itisalsodamagingtotheRussell-Orenstein
account, for the advocate of such a position counts an existential quantication like (QS)
as true i the associated ‘propositional function’ is ‘sometimes true’, and we have already
seen that this enables the nominalist to evade ontic commitment only if the occasions
äFor a suggestion of this kind see Schier ÕÉß, p.óì¦
ìon which the undetermined constituent of the propositional function is replaced, not
by an object, but by an appropriate expression of the language. e Russell-Orenstein
account, then, makes statements of sameness of type depend on the availability of a
substitutable expression, and is equally vulnerable to the objection from the paucity of
available expressions.
Two possible strategies remain for the non-objectualist. One is to adopt Prior’s account,
according to which the presence of a substitutable expression is merely a sucient, and
not a necessary, condition of the truth of the quantier; the other is to expand the class
of ‘available’ expressions to include names which the language does not presently have
but could include, as recommended by Sellars (ÕÉþ: ) and Gottleib (ÕÉþ: ¦). I shall
argue that neither is satisfactory. In Prior’s case, the problem is that he explains the truth
of quantications for which no substitutable expression is available as depending on the
existence of some nameless object satisfying the indicated condition (ÕÉßÕ: ìä); in the
current situation that would require us to accept the existence of a nameless object to
serve as the respect in which two similar things are the same, and respects of sameness are
precisely what the nominalist was hoping to do without. e only way to make Prior’s
account consistent with the rejection of such entities would be to say (as he does not) that
a quantication like (QS) could be true although there is neither an available substitution-
instance nor any object meeting the indicated condition. In that case, it would be an utter
mystery when such a quantication should count as true, and when false. Nevertheless
it is clear that some instances of (QS) are true and others false, and the challenge to the
nominalist is to say how this can be so if the truth of (QS) does not depend, as the realist
alleges, on the existence of an appropriate entity.
What of Sellars’ and Gottleib’s suggestion, that we expand the class of ‘available’ sub-
stituend expressions to include terms which the language doesn’t have, but could have?
Here the problem is that of ‘false positives’ — the problem that quantications over re-
spects of sameness like (QS) would then all be counted as true, for even if we currently
lack a substitutable expression that two dissimilar objects a and b may be said to have
in common, the language could have had one, in which case this expression will be in
the class of available expressions and the quantication will count as true. Suppose we
follow Schier’s proposal (ÕÉß: óì¦) of introducing a substitutable property-designator
corresponding to every predicate, so from any predicate ‘...is F’ we derive an expression
‘the property of F-ness’ which two a and b will count as ‘being the same in respect of’
just in case they are both F. It is a familiar point that sharing a predicate is not sucient
for sameness of type, so not every expression ‘the property of F-ness’ generated in this
¦way will mark a genuine sameness of type. If (QS) will be counted as true on the basis
of some substitutable expression ‘the property of F-ness’ that a and b share just in case
both are F, we are in no better state than the Predicate Nominalist in the previous chapter,
who wanted to analyze sameness of type as sameness of predicate. e problem is that
expanding the class of substitutable expressions to include all expressions of the form ‘the
property of F-ness’ makes (QS), and consequently statements of sameness of type, come
out true whenever there is some (actual or possible) shared predicate from which such an
expression can be derived, and this fails to restrict (QS) to cases where there is genuine
similarity or resemblance between the objects in question, as the analysis requires.äÉ
It seems, then, that neither Prior’s nor Sellars’ proposals enable the non-objectualist to
evade problems about an insuciency of substitutable expressions. A second, related
problem for extensional correctness is given by the phenomenon of ‘nonstandard’ or
‘counting’ quantiers. H. A. Lewis argues that we should concern ourselves with more
quantier-expressions in English than simple those introduced by ‘some’ and ‘all’:
‘Not only do we have ‘all’ and ‘some’, but also ‘most’, ‘a few’, ‘one’, ‘several’
and many other expressions that should be counted as quantiers by any
denition that was not articially restrictive.’ßþ
Among these quantiers we nd many that require very exact quantities, for example the
‘mini-triple quantier’ in
(G) ‘At least three grains of sand are pure silica.’ßÕ
It is a familiar point that the substitutional interpretation mistakenly counts this as false
if there are three or more grains of sand which are made of pure silica, but fewer than
three named grains of sand which are pure silica. Lewis suggests another problem for
accounts which give truth in terms of substitution-instances: since such accounts seem
committed to counting substitution-instances rather than objects, they will count three
substitution-instances, and treat (G) as true, even in the case where there is only one grain
of sand which is pure silica, but that grain of sand has three names.
A similar problem can be proposed for quantications involving shared features and
respects of sameness, for count quantiers are used here too, and it is implausible to
suggest that what is counted might be substitution-instances rather than entities. When
we say that two objects
äÉSee Tomberlin ÕÉÉþ for the suggestion that Schier’s proposal will lead to trivially true ‘false positives’.
ßþLewis ÕÉ¢, p.¦¦ß
ßÕLewis ÕÉ¢, p.¦¦
¢‘have three things in common’; or
‘are the same in two respects’
it cannot be claimed that what is counted are substitution-instances. For example, we
ought not to agree that two animals are the same in two respects because there are two
true substitution-instances, ‘a and b are the same in respect of being bipedal’ and ‘a and
b are the same in respect of being two-legged’. e realist can explain why we do not
agree in counting two respects of sameness here: it is because both substituted expressions
name the same feature. But talk of non-identity and identity between features makes sense
only on the assumption that such things as features exist. e substitutionalist has no
comparable explanation of why being bipedal and being two-legged do not count as two
respects of sameness for the purposes of quantier semantics.
Can this problem be solved by either of the two alternatives to substitutionalism? It seems
that it cannot. Prior’s account diers from substitutionalism by making the availability of
a substitution-instance sucient but not necessary for the truth of an existential quantica-
tion; therefore it is plausible that Priorian semantics for a count quantier would make the
availability of the correct number of substitution-instances a sucient but not a necessary
condition of their truth. In that case, he too will miscount respects of sameness when
there are two or more substitution-instances mentioning the same respect of sameness.
Likewise, the Russell-Orenstein account, although it will count occasions of substitution
rather than substitutable expressions, seems committed to counting too many ‘occasions’
when the expressions substituted on dierent occasions are dierent names of the same
respect of sameness.
I have suggested two ways in which non-objectual accounts provide the wrong truth-
conditions for quantications over shared features and respects of sameness. One is that
we may lack appropriate substitutable expressions; another that non-objectualist accounts
can make no sense of our practice of counting shared features and respects of sameness.
ese problems suggest that none of the non-objectualist accounts under consideration is
a satisfactory account of our quantication over respects in which things are the same.
Conclusion
e task of this chapter has been to respond to the suggestion that the quanticational
truths advanced as a basis for realism are not ontologically committing. We found that
the nominalist could not evade commitment to respects of sameness by paraphrase of
either kind — either as replacement or analysis. e only prospect for the nominalist
äwas to embrace a ‘non-objectual’ view of the rst-order quantier, according to which
quantication apparently over shared features and respects of sameness can express truth
although there exists no entity meeting the associated condition. However, the arguments
for non-objectualism are weak, and the realist’s counter-arguments are persuasive. Non-
objectualists about quantication over respects of sameness must be willing to embrace
a Positive Free Logic which allows truth to be expressed by sentences containing non-
referring subject-expressions. Even if that is accepted, there remain the problems that
each non-objectual account is itself ontologically committed to expression-types, which
seem to be universals, and that non-objectualism is extensionally inadequate, for we can
correctly assign truth and falsity to quantications over respects of sameness only on the
supposition that their truth depends on the existence of an appropriate entity. It seems,
then, that non-objectualism is untenable with regard to the quantications on which the
realistmakeshiscase. Suchquanticationsareontologicallycommittingaerall; therefore
we may conclude that respects of sameness and shared features exist. e only task le
for the realist is to show that these shared features are a sui generis metaphysical kind —
universals — rather than being reducible to some other kind of entity. at is the business
of the next chapter.
ßì. Doing without Universals?
If he has been convinced by the argument up to this point, the nominalist will no longer
deny the ontological signicance of idioms involving quantication over ‘features objects
have in common’ or ‘respects in which things are the same’, for he will accept that the
idioms in question are indispensable, and that the quantication they employ is quanti-
cation over a domain of existing entities. However, to make such a concession is not yet
to capitulate to realism about universals. e realist urges us to accept two claims: rst,
that such entities as respects of sameness and shared features exist; and second, that these
entities constitute a sui generis metaphysical category — that of universals. A nominalist
might accept the former, ontological claim, that entities exist over which we quantify, while
rejecting the latter, descriptive claim, that such entities are examples of the sui generis
metaphysical kind, universal. In such a circumstance, the nominalist is under obligation
to give an account of what respects of sameness are, if not universals. e thesis of this
chapter is that the nominalist has no satisfactory alternative account of these entities; if no
such account can be given, the realist theory of universals is the only remaining acceptable
hypothesis.
Ourcurrentpositionmightbedescribedlikethis: wehavegoodreasontobelievethatthere
existentitieswhich ‘playtheproperty-role’(OliverÕÉÉä: ÕÕ),butwehavenotyetestablished
that these entities must be universals. Caution should be exercised in the use of the word
‘property’. It might seem a conveniently neutral term to pick out the entities, whatever
they are, that we speak of when we describe the features that objects share; nevertheless,
we should be aware of the disadvantages of this way of talking. First, talk of ‘properties’
may allow us to lose sight of what role, precisely, these entities are needed to play. e
entities of which the nominalist owes us an account are those entities whose sharing makes
for sameness of type between the objects which share them; but it is not to be assumed
that everyone will understand the term ‘property’ as picking out an entity whose sharing
is constitutive of similarity in this way. One example is the practice, widespread in formal
semantics and elsewhere, of associating a ‘property’ with any collection of things that can
be specied, whether or not they exhibit sameness of type. Indeed, the word ‘property’
may be used unreectively as a term for the set containing these individuals.ßó Another
example is Lewis’ distinction between ‘natural’ and ‘unnatural’ properties: while ‘natural’
properties are the ones ‘whose sharing makes for resemblance’(ÕÉì: ÕÉó), the ‘unnatural’
ßóis way of talking has a distinguished philosophical pedigree; for example Goodman’s ‘Seven Strictures
on Similarity’ (ÕÉßþ: ¦¦ì.) contains an argument about the number of properties two things must share
which only goes through on the assumption that ‘properties’ are sets.
properties may be shared by objects which have nothing in common with each other. e
current challenge to the nominalist is to give an account of ‘natural’ properties, for these
are the ones needed in the analysis of sameness of type.ßì In Lewis’ idiolect, to demand
an account of ‘properties’, without the stipulation that we mean natural properties, is to
misstate the challenge facing the nominalist.
Second, ‘property’ contrastswith ‘relation’. Informally, apropertycombineswithonlyone
object in each of its instances, while a relation must occur standing between — ‘relating’
— two or more objects. e realist’s challenge is to account for relations and properties
both, as respects of sameness may be relations just as easily as they are properties — for
example, when two pairs of things (a, b) and (c, d) are said to be the same in some respect
on account of a and b standing in the same relation in which c and d also stand.
A nal disadvantage to talk of ‘properties’ is that it allows us to forget that there are more
cases of sameness of type than are comfortably described by means of property-talk. For
example, two physical books might exhibit sameness of type if both are copies of War and
Peace. Although the realist will describe this sameness of type as a case of two individual
books instantiating the same universal, it is not clear that a pre-theoretical description of
the situation would mention a property which both books have, the property of being War
and Peace. e worry is that a metaphysician who concentrates only on properties will fail
to attend to such cases of sameness of type in favour of the more straightforward cases
where ‘property’ marks what we would be happy to describe as a ‘quality’ or ‘attribute’
of the thing in question, for example redness or triangularity. For these reasons it would
be preferable not to formulate the challenge to the nominalist as that of accounting for
‘properties’, save for the the fact that no convenient locution exists to replace the term. In
the discussion that follows,‘property’ is used for brevity’s sake alone; it is not intended
that we should ignore the need to account for every case in which two things might be
said to share a ‘common feature’ or ‘be the same in some respect’.
e debate between nominalism and realism is sometimes presented as the attempt to
adjudicate between realism and a range of competing ‘nominalisms’ (Armstrong ÕÉßa;
ÕÉÉa). If we grant the realist his ‘ontological’ claim, that there exist entities that play
the role of shared features and respects of sameness, then which of these nominalisms
ßìLewis later suggests (ÕÉä: äÕ) that naturalness may come in degrees, so there may be properties that are
neither wholly natural nor wholly unnatural. From the current perspective, whether the nominalist owes us
an account of the ‘less-than-perfectly natural properties’ as well as the ‘perfectly natural’ ones will depend on
whether ‘less-than-perfectly natural’ properties are such that sharing them makes for sameness of type. Some,
at least, will not, for some are ‘disjunctive’ (Lewis ÕÉä: ä), and consequently could be shared between objects
which exhibit no sameness of type.
Éhave been excluded? We can no longer be Ostrich Nominalists, insofar as the Ostrich
Nominalist refuses to accept the ontological claim that things which exhibit sameness of
type thereby have something in common. It might seem that Predicate Nominalism is
better placed, for the Predicate Nominalist can accept that two F things have something in
common—namely, thepredicate ‘...isF’.isfailsforreasonsfamiliarfromthepreceding
chapters. Sharing a predicate in common is neither necessary nor sucient for sameness
of type, since there can be samenesses of type for which we have no descriptive predicates,
and descriptive predicates which can be shared in the absence of sameness of type. For
that reason, Predicate Nominalism does not seem capable of providing an account of what
we quantify over when we quantify over respects in which things are the same.
Certain avours of Resemblance and Trope Nominalism are also ruled out by acceptance
of the realist’s ‘ontological’ claim. e Resemblance Nominalist accounts for the sameness
of type between two F objects in terms of resemblance between those objects and other F
objects, or in terms of resemblance between those objects and a paradigm F object. is
theory may take resemblance as a primitive, and fail to recognize entities which are the
respects in which things resemble each other; if it does it will be incompatible with the
analysis proposed in Chapter Õ, that sameness of type is always sameness in some respect.
A Resemblance Nominalist who rejects this analysis cannot explain why our ascriptions
of qualitative sameness and dierence interact as they do; for that reason a theory of this
kind should be rejected. For similar reasons we should reject the na¨ ıve trope theory which
recognizes only ‘particularized properties’ such as the F-ness of a and the F-ness of b. If
a’s F-ness trope is a distinct entity from b’s F-ness trope, then strictly speaking a and b do
not share any common entity. If the trope theorist is to take advantage of our proposed
analysis of sameness of type, he must supplement his ontology of particularized properties
with a theory of the entities which are shared between objects exhibiting sameness of type.
e task for the nominalist is to perform what Quine described as an ‘explication’ (ÕÉäþ:
ó¢) of respects of sameness, shared features, and types — i.e. to say what these entities
are if they do not constitute a sui generis ontological category of universals. is will be a
matter of, in Quine’s words,
‘systematically xing upon some suitable already recognized object[s]... with
which to identify [them].’ß¦
e most plausible candidates for this task are sets. e nominalist will say that, when a
and b have something in common, what they have in common is a set. But which set? One
ß¦Quine ÕÉäþ, p.ó¢
Éþproblem for the set-theorist will be to decide what kind of entities these sets are composed
of. He might accept a traditional ‘Class Nominalist’ account, and identify the property of
F-ness with the set of all F things. Alternatively, if he nds tropes attractive, he might say
that the property of F-ness is the set of F-ness tropes. On this view, for a and b to have
something in common is for there to be some set containing a trope belonging to a and a
trope belonging to b: a and b have this set ‘in common’ in the sense that each contributes a
trope to it. e choice between sets of particulars and sets of tropes constitutes one major
axis of decision for the nominalist. Where it is important not to prejudice the decision, I
shall talk of objects as being ‘associated’ with a set; this should be taken to mean that the
object in question either is a member of that set or contributes a trope to it.
A second axis of decision is how the nominalist proposes to distinguish those ‘natural’ sets
whichmakeforsamenessoftypefromthe ‘unnatural’ setswhichdonot. Suchadistinction
isnecessarybecauseoftherolesetshavetoplayintheanalysisofqualitativesameness. e
nominalist proposes to enlist sets rather than universals to serve as the entities we quantify
over when we quantify over respects in which objects are the same. But objects may share
membership of many sets while failing to exhibit qualitative sameness in any respect,
since there is a set corresponding to every collection of things, no matter how dissimilar
those things are. In a world containing n objects, there will be ón of what we might call
‘rst-order’ sets — non-empty sets which do not have other sets as members. Any given
object will be a member of half these sets, so in a world containing n objects, each object
will be a member of ón−Õ sets; moreover any two things will share membership of ón−ó sets,
or a quarter of all rst-order sets.ß¢ But it should not be a consequence of our theory of
‘respects of sameness’ that every two objects must be the same in as many respects as any
othertwoobjects, orthatitisimpossiblethattherebetwoobjectswhicharethesameinno
respect at all — especially if we are giving an account of ‘degrees of resemblance’ in terms
of the number of respects in which things are the same, as Rodriguez-Pereyra suggests
(óþþó: äß), for then necessarily every two things will resemble each other to precisely the
same degree as every other two things. To avoid his analysis being falsied by results of
this kind, it is desirable for the nominalist to make a distinction between ‘natural’ sets,
which are to be counted as respects of sameness, and ‘unnatural’ sets, shared membership
of which is irrelevant to the question of sameness of type.
e same problem aicts those who would account for respects of sameness in terms
of sets of tropes which belong to the objects in question. Not every set of tropes can be
identiedasa ‘respectofsameness’, fortwoentirelydissimilarobjectsmayeachcontribute
ß¢See Goodman ÕÉßþ, p.¦¦ì for this result.
ÉÕa trope to such a set without thereby exhibiting sameness of type. We should not say that
a and b exhibit sameness of type merely because there is a set containing a’s F-ness trope
and b’s G-ness trope, for in such a situation a and b may in fact be entirely dissimilar.
Again, the trope theorist must give some account of what distinguishes ‘natural’ sets of
tropes, which make for sameness of type between the objects which contribute tropes to
them, from ‘unnatural’ sets of tropes which are irrelevant to the question of sameness of
type.
An account of what dierentiates natural from unnatural sets may proceed in one of
three directions. David Lewis briey considers that idea that natural sets are those which
correspond to genuine universals: the universals could serve to ‘pick out’ the relevant
natural sets, then ‘retire... and leave their jobs to the natural properties [sets]’ (ÕÉì: ÕÉó).
To accept this theory would be to capitulate to realism, since it requires that we accept
universals as well as sets; for that reason it requires no response from the realist. A second
strategy, proposed by Anthony Quinton (ÕÉ¢ß), is that naturalness be taken as primitive,
or more precisely, that the predicate ‘...is a natural property’ should be admitted to the
theoryalthoughitisclaimednottopermitoffurtheranalysis. eoriesofthiskindmaybe
called ‘Primitive Naturalness Views’. A nal option is to present a theory of naturalness in
terms of resemblance: those sets which are ‘natural’ are those whose members meet some
criterion of resemblance. e ‘Resemblance Class Nominalist’ will say that the natural sets
are those whose members resemble each other, or resemble some suitable paradigm object,
to a particular degree — perhaps simply resemble each other more than they resemble
anything which isn’t a member of that set.ßä e ‘Resemblance Trope Nominalist’ will say
that the natural sets are those containing tropes which resemble each other to a sucient
degree. A plausible account is that a natural set is one containing exactly resembling tropes
— the idea is that my mug shares a common feature with yours when the colour-trope the
redness of my mug is an exact match for the colour-trope the redness of your mug (Williams
ÕÉ¢ì: ÕÕß; Armstrong ÕÉÉa: Õóó).
Contrasted with realism about shared features and respects of sameness (the view that
these entities are universals) are four nominalist theories of shared features as sets. e
distinction between them is given by the answers the nominalist gives to the two questions,
what kind of thing do the sets have as members; and what is it that marks the natural sets
o from the unnatural? We could tabulate the options:
ßäBeyond this rough characterization, the resemblance nominalist’s proposal will become rather more
complex. See Rodriguez-Pereyra óþþó, p.¢ä for detail, and below, section on Resemblance Class Nominalism,
for criticism.
Éó‘Primitive Naturalness’ views
Primitive Class Nominalism Primitive Trope Nominalism
Properties are sets of particulars Properties are sets of tropes
Resemblance Class Nominalism Resemblance Trope Nominalism
Properties are sets of resembling particulars Properties are sets of resembling tropes
‘Resemblance’ views
In this chapter I argue that none of the four theories is a satisfactory alternative to real-
ism about universals. First, I consider problems which threaten any attempt to replace
universals with sets; then I explain diculties faced by the two ‘primitive naturalness’
views, Primitive Class Nominalism and Primitive Trope Nominalism; nally I suggest
reasons why Resemblance Class Nominalism and Resemblance Trope Nominalism are
unsatisfactory.
ÉìGeneral Problems for Properties as Sets
Some objections apply to any attempt to employ sets to do the work of universals in
discourse about sameness of type. One is that it is doubtful whether an ontology of sets in
fact preferable to a world of universals. e replacement of universals by sets requires some
modication to the theory embodied in everyday discourse about shared features and
respects of sameness, for we do not usually treat objects as members of the features they
exhibit, nor do we consider characteristics or qualities of objects to contain the objects that
exemplify them, as sets contain their members. If there is no good reason to prefer sets to
universals, surely it is better not to embark on such a revision of everyday discourse about
properties. Second is the ‘Modal Objection’ that sets cannot do the work of properties
because a given property could have been instantiated by dierent objects, while a set
could not have had members other than the ones it has. Finally, there is the ‘Coextension
Problem’: the problem that there may be two properties where there is only one set, for
example when all the same things exhibit the properties being renate and being cordate
(having a kidney and having a heart).
(i) Are Sets preferable to Universals?
erearetwowaysinwhicharealistmightgiveexpressiontoasuspicionthatsetsareevery
bit as ‘ontologically disreputable’ as universals. One is to suggest that, instead of giving an
account of universals in terms of sets, we should reverse the direction of reduction and
give an account of sets in terms of universals. e ontological economy is the same in
either direction, for the end result is one ontological category where before there were two;
the realist’s claim is that we should prefer this one category to be universals rather than
sets. An alternative strategy is to argue that sets, insofar as they are intelligible, are entities
so similar to universals that the ontological cost of recognizing universals in addition to
sets is negligible; the proposed reduction of universals to sets confers so little benet that
it is hardly worth doing at all. I shall suggest that, while the rst strategy cannot succeed,
the second presents a real challenge for the nominalist.
e rst of these strategies, the reduction of sets to universals, has a vociferous defender
in John Bigelow. e proposal is that membership of a set by some objects should be
understood as the instantiation of some universal by all and only the ‘members’ of that
‘set’. is universal will be an essential property of each of the members of the set (Bigelow
ÕÉÉþ, ÕÉÉì); quantication apparently over sets will be reconstrued as quantication over
these universals. Such a suggestion enables the realist to take advantage of an economy of
É¦ontological categories without abandoning universals, by rejecting sets instead.
Bigelow’s suggestion will not be congenial to a realist who wants universals to serve as
respects in which things are the same, and features which similar objects have in common.
In order for them to play such a role, universals must be sparse: we can aord to recognize
a shared universal only where there is genuine sameness of type between objects. If we
agree to provide a universal corresponding to each set, as Bigelow suggests, there will be
a universal shared by every collection of objects, for any collection of objects will make
up a set, regardless of whether these objects exhibit sameness of type. Bigelow appears to
take a relaxed view about the abundance of his universals, and is happy to accept that the
universal corresponding to each a set is ‘something [the set’s members] share in common’
(ÕÉÉì: ì). But in that case it would no longer be possible to give an account of sameness of
type as the sharing of a common universal, for even collections which exhibit no sameness
of type will share a universal in common; worse, we would know a priori that such a
collection shared a common universal, for we know a priori that they make up a set. It is
not possible to adopt Bigelow’s suggestion while retaining the analysis of sameness of type
in terms of shared universals.
If there is little prospect of removing sets from our ontology in favour of universals, the
realist can adopt a second approach: it may be argued that an ontologist who accepts sets
has already made so many concessions that he has nothing to lose by accepting universals
as well. e argument is a form of tu quoque: it is pointed out that all of the features of a
theoryofuniversalstowhichthenominalistmightobjectarealsopresentinatheoryofsets;
therefore the benet of eliminating talk about universals in favour of property-discourse
is illusory.
First, universals are criticized because they violate the ‘laws of thinghood’ (Quinton ÕÉ¢ß:
¦¦) in their capacity either to be wholly present in many dierent places simultaneously, if
‘aristotelian’, or to lack spatiotemporal location altogether, if ‘platonic’. Yet similar criti-
cisms may be levelled at sets themselves. Where is a set composed of some spatiotemporal
objects? If sets are ‘platonic’, lacking any location whatsoever, then they are every bit as
strange as platonic universals which lack location; alternatively if sets are ‘aristotelian’,
locatedwheretheirmembersare,thenitseemsthatwehaveentitieswhich,likearistotelian
universals, are wholly present in dierent locations at once. It would be strange, at least,
to say that part of a set is located with each of the set’s members, for a set is commonly
supposed to be one indivisible thing to which its members bear the set-membership
É¢relation, rather than a whole that has parts.ßß On the question of location, then, it seems
that universals are no more contentious than sets.
Asimilarchargecanbemadewithregardtoepistemology,fortheepistemologyofsetsmay
be claimed to be in no better shape than that of universals. Realists are sometimes accused
of presenting a theory for which no adequate epistemology can be given, on the grounds
that universals are ‘causally inert’. Precisely the same accusation can be levelled at the set
theorist, for any working set theory must recognize ‘pure’ sets constructed by recursive
operations on the empty set ∅, for example {∅}, {{∅}}, and so on. Such sets, which have
no spatiotemporal objects as members, exist necessarily, and as such may be claimed to be
isolated from the causal order of things. Indeed, the realist’s epistemology can be claimed
to be in better shape than that of the set theorist’s, for the realist who believes in universals
as features which objects share, or respects in which they are the same, can claim that we
are aware of these features of objects in perception. No comparable claim can be made for
an ontology of ‘pure’ sets.
Finally, realism may be accused of dealing in mysteries because it takes the relation of
instantiation as a theoretical primitive which cannot be explained in other, more basic
terms. But precisely the same problem arises with the set-membership relation itself, for
this too must be taken as a primitive in the nominalist’s theory. Worse still, although it can
plausibly be claimed that the notion of instantiation is already present in common-sense
discourse about objects ‘having’ features, qualities, or characteristics, there is no easy way
to explain the set-membership relation in terms of everyday notions of ‘collections’ or
‘combinations’, foranaccountintermsof ‘combinations’ doesnotenableustounderstand
why there should be a dierence between an object a and the object’s singleton set {a}, as
set theory demands (Lewis ÕÉÉÕ: ìþ).
is tu quoque suggests that the nominalist who accepts sets has nothing to lose by accept-
ing universals as well, for once he has overcome the reluctance to admit entities which
violate the normal constraints on location, which are epistemologically controversial, and
whose relationship with particulars must be taken as a theoretical primitive, there remains
scant reason why he might object to an ontology of universals. e only benet to which
the nominalist can appeal is the ontic economy of getting by with one category of thing
(sets) where before he had two (sets and universals). But it is not clear to what extent
an economy of kinds of entity can justify the revision of common sense that is required
when we replace universals with sets. Perhaps mere economy is no longer enough to allow
ßßHowever, see Lewis ÕÉÉÕ for an audacious attempt to reduce the axioms of set theory by means of the
part-whole relation and the axioms of mereology.
Éäthe nominalist’s set-theoretic proposal to count as an obvious improvement on discourse
about universals.
(ii) e Modal Objection
e Modal Objection is as follows: properties cannot be sets because sets and properties
dier in their modal characteristics. e property F-ness could have been instantiated by
dierent things, or by nothing at all, but the set of F things could not have had dierent
members,becausetheidentityofasetisdeterminedbyitsmembers; thereforetheproperty
F-ness cannot be identical with the set of F things (Wolterstor ÕÉßþ: Õþ; Armstrong
ÕÉÉa: óß).
Responses to this objection come in two forms. First, it might be alleged that the problem
arises only if properties are to be reduced to sets of particulars, and does not appear if
we use sets of tropes instead (Armstrong ÕÉÉa: Õó-É). Second, it may be claimed that
the problem is solved by embracing Modal Realism, the view that this world is one of
countless existing ‘possible worlds’ of the same kind as our own.ß If the property of being
F is a set containing all the actual and possible F things spread across worlds, then the set
does not change its members depending on which of these many worlds happens to be the
actual one. It may be granted that Modal Realism solves the current problem; however, it
is not clear that the promise of an ontology free from universals is sucient to motivate
the astonishing hypothesis of Modal Realism, nor is it likely that the massive quantitative
increase in ontology that it requires could be justied by other theoretical benets that
might accrue elsewhere (Melia ÕÉÉó). For those reasons, the theorist should not appeal to
Modal Realism to save his theory of properties-as-sets.
What of the claim that this problem does not arise for properties-as-sets-of-tropes? It
does not seem that this can be maintained. e identity of any set depends on it having
the members it does. If one of those members did not exist, neither would the set. So
we need only imagine a counterfactual situation in which the set of F-ness tropes would
not have existed, yet the property F-ness would have existed, in order to make the theory
of sets-as-tropes vulnerable to the Modal Objection; if the modal characteristics of the
property F-ness dier from those of the set of F-ness tropes, the two are not the same.
Here is one such situation. Suppose there are only two things a and b, and each has an
F-ness trope. en the property F-ness is to be identied with the set of the two tropes
{the F-ness of a, the F-ness of b}. But b could have failed to exist. In that counterfactual
ße idea originates with David Lewis (ÕÉä, p.¢Õ), but has recently been endorsed by Rodriguez-Pereyra
(óþþó, p.ÉÉ)
Éßsituation, the trope, the F-ness of b, would not exist, and so nor would the set {the F-ness
of a, the F-ness of b}. Yet the property F-ness clearly would still exist, even if only one
thing was is F. It seems that neither adopting Modal Realism nor appealing to trope theory
is an appropriate response to the Modal Objection.
(iii) e Coextension Problem
e third diculty is the Coextension Problem: the problem that two properties may
be dierent yet instantiated by the very same things. e identity-conditions for sets are
extensional: if all and only Fs are Gs, then the set of Fs is identical with the set of Gs. Yet
we should not conclude on that account that F-ness is the same property as G-ness — a
position that seems obligatory if we accept the reduction of universals to sets.
e problem is solvable for contingent coextension using the resources of Modal Realism,
for if it might not have been the case that all and only Fs are Gs, then (says the Modal
Realist) there are some possible individuals which are Fs but not Gs or vice versa. If the
properties of F-ness and G-ness are identied with sets of actual and possible Fs and Gs
respectively, then they will fail to be coextensive and the claim of non-identity between
F-ness and G-ness may be upheld (Lewis ÕÉä: ¢Õ). is is only a partial solution so long as
webelievethattherearedistinctpropertiesthatarenecessarilycoextensive;suchproperties
willbecoextensiveineverypossibleworld, andsowillbeassociatedwithoneandthesame
set of possibilia. Alternatively, the problem may be solved by the trope theorist, for even if
all and only Fs are Gs, each of these objects will have a distinct F-ness trope and a distinct
G-ness trope. If the properties F-ness and G-ness are sets of F-ness tropes and of G-ness
tropes respectively, then each set will have dierent members (one set containing F-ness
tropes, the other containing G-ness tropes), and so the claim of non-identity between the
two coextensive properties may be upheld (Campbell ÕÉÕ: Õì¦).
e trope theorist, then, has a way out. Can the traditional Class Nominalist avoid this
problemwithoutadoptingthedesperateexcessesofModalRealism? Atrstglanceitseems
he can. Set theory provides the resources to generate a large number of dierent sets from
precisely the same starting elements: {a,b,c}, {{a,b,c}}, {{a},{b},{c}}, {{a},b,c},
and so on. Why not, given two coextensive properties, identify one of the properties
with the set of objects that have the property — {a,b,c} — while the other property is
identied with some other set formed from the same starting elements — for example,
{{a,b,c}} or {{a},{b},{c}}?
Such a solution has parallels in other devices that the Class Nominalist might adopt. One
Éis the treatment of relations. A relation, say being to the le of, is accounted for as a set of
ordered pairs {< a,b >,< c,d >,< e, f > ...} such that the rst member of each ordered
pair is to the le of the second member of the pair. But then some account must be given
of ordered pairs themselves. An ordered pair < a,b > cannot simply be the set {a,b},
since sets do not impose any order on their members. e problem is solved by construing
the ordered pair < a,b > as a set-theoretic construction, either the original Wiener device
of {{a},{b,∅}} or the so-called ‘Wiener-Kuratowski’ device {{a},{a,b}} (Quine ÕÉäþ:
ó¢-É). In these accounts, relations are identied with ‘higher-order’ sets — sets of sets —
rather than with sets of objects.
Another parallel is the theory of ‘structured’ sets developed by David Lewis to give a set-
theoretic account of necessarily coextensive properties and propositions (ÕÉä: ¢ä). Here
the suggestion is that, if we need to make a distinction between necessarily coextensive
properties such as triangularity and trilaterality, we should identify them with ordered
pairs (‘structured’ properties), set-theoretic constructions from ‘unstructured’ properties
whichareconstruedsimplyassetsofobjects. Sincetheremaybemorethanone ‘structured’
property generated from each collection of objects, there are enough structured properties
to assign a dierent set to each of the necessarily coextensive properties. Again, the
problematic properties are identied with higher-order sets rather than sets of objects.
It is a pressing question for the Class Nominalist whether it is legitimate to identify proper-
ties and relations with higher-order sets in this way. If it is, then the Coextension Problem
no longer threatens, but if such devices are not acceptable, then it is not possible for the
ClassNominalisttogiveanadequateaccountevenofrelations, fornounstructuredsetwill
be capable of preserving the ordering of the pairsstanding in a given relation. e problem
with identifying properties and relations with higher-order sets is that the identication
is extremely arbitrary. It seems up to us whether we account for ordered pairs using the
Wiener-Kuratowski device {{a},{a,b}} or Wiener’s suggestion {{a},{b,∅}}; likewise,
in the suggested response to the Coextension Problem, it is up to us which of the two coex-
tensive properties is identied with the set {a,b,c}, and which with the set {{a,b,c}}.
Such freedom of choice may seem incompatible with the suggestion that properties and
relations really are sets. is is the attitude taken by Armstrong, who concludes that
‘Although these classes may be tted to represent a relation between a and b,
yet they do not seem to be that relation.’ßÉ
e thought is this: if we are choosing a means to represent relations in set-theoretical
ßÉArmstrong ÕÉÉa, p.ìó
ÉÉterms, then it does not matter that the precise manner in which that representation is
accomplished is le up to us. But if the claim is that relations really are the set-theoretical
constructs proposed, how could it be that it is a matter for free choice which of the possible
accounts is correct? We just do not get to determine the nature of reality on a whim. Such
an objection is exactly parallel to that raised by Benacerraf in opposition to a set-theoretic
reduction of numbers: since it is possible to eect such a reduction in several ways, and
the choice is entirely up to us, it cannot be claimed that the reduction reveals what the
disputed entities are really like, but at most provides a way of modelling the real situation
(Benacerraf ÕÉä¢).
Can Armstrong’s objection be answered on behalf of the Class Nominalist? It might be
thought that we impose too heavy a burden on a theory of properties by demanding
that there be nothing arbitrary in the decision about which sets are employed. e Class
Nominalist may respond that the possibility of many dierent theories which use sets
rather than universals does not aect his main point, that we can, and therefore should,
recastourtheoriesinsuchawayastodowithoutuniversals. Justsuchapositionisadopted
by Quine in Word and Object: arbitrary choice of this kind is to be tolerated because we
are replacing our ordinary common-sense theory with a new, dierent, account, which
accomplishes ‘[the]samepurposesthroughotherchannels’ (ÕÉäþ: óäþ). Wedonotattempt
to show what a kind of entity is ‘really’ like; instead, we suggest other candidates which
might serve our purposes equally well.
Sucharesponsecannotbesustained,fortworeasons. Onedependsonconsiderationsabout
the wider role these sets are intended to play; the other questions the Class Nominalist’s
ability to give a consistent account of ‘having a property’ in terms of set membership, if
some properties are construed as ‘structured’. First, the ‘property-role’ for which sets
are candidates is such that sharing a property makes for similarity or ‘sameness of type’;
an important feature of this role is that whether or not some objects share a common
propertyisnot somethingthatisuptous. Properties, whatevertheyare, shouldbefeatures
of objective reality, not dependent on the whim of the observer. ere is a danger that a
Class Nominalist account makes the sharing of properties dependent on our whim in just
this way. If it is down to us which sets we identify as the natural properties and relations,
then in an important sense it is up to us whether two objects share a property, for we can
rob a object of a property simply by changing which set we identify as the property in
question. Allowing an arbitrary element into the choice of set-theoretic reduction has the
consequence that whether two objects exhibit sameness of type may depend on the whim
of the theorist, and this is incompatible with the role properties were introduced to play:
Õþþthat of grounding the objective similarities between objects.
Secondly, the adoption of arbitrary devices to deal with recalcitrant properties in terms
of higher-order sets risks making the Class Nominalist account of ‘having a property’
unworkable. eoriginalproposalwasthat ‘ahasthepropertyF’ shouldbereconstruedas
‘a is a member of the set which is the property F’. But in the case of ‘structured’ properties
whicharehigher-ordersets,thissimpletranslationrulecannotbeemployed. Insomecases,
having such a property will be a matter of being a member of the set that is the property; in
othercasesitwillbebeingamemberofamemberofthatset; inothercases, whereordered
pairs are involved, to have the property may be to be a member of some set containing the
object itself plus the empty set, which in turn is a member of some set which is a member
of the property itself. e original appeal of Class Nominalism was the easy way in which
a realist theory could be translated into one which does without universals. e procedure
was simple: for ‘property’, read ‘set’, and for ‘has the property...’ read ‘is a member of
the set ...’. Once structured properties are admitted, such a straightforward translation
cannot be achieved; indeed it is doubtful whether any systematic account of having a
property, and hence of sameness of type, can be given. Unless the Class Nominalist can
give a systematic explanation of how to reconstrue property-talk in set-theoretic terms, it
seems that the legitimacy of the entire Class Nominalist project is in doubt.
ree problems threaten any attempt to send sets to do the work of universals. e rst is
that sets and universals are so similar that there may be no gain in ontic economy achieved
by repudiating universals while recognizing sets. Another is the ‘Modal Objection’, that
sets and properties dier in their modal characteristics. is can only be avoided by
endorsing the unpalatable hypothesis of Modal Realism. ird is the problem of coexten-
sive properties. Although this problem can be avoided by the Trope theorist, the Class
Nominalist’s attempt to solve it reveals an even greater diculty: Class Nominalist ac-
counts must appeal to ‘structured properties’ which are higher-order sets. is introduces
an unacceptably arbitrary element into the choice of set-theoretic reduction; further it
prevents the Class Nominalist from giving a systematic account of ‘having a property’ in
terms of set membership. ese problems are serious enough by themselves; combined
with the diculties I shall outline for each of the nominalist’s four specic proposals, they
strongly suggest that the attempt to account for shared features and respects of sameness
in terms of sets is a hopeless endeavour.
ÕþÕProblems for Primitive Naturalness Views
We have seen that only ‘natural’ sets can be candidates for role of shared features or
respects of sameness; if every set were a shared feature then any collection of objects
whatsoever would count as sharing some feature, and thereby as exhibiting sameness of
type. Primitive Naturalness Views are those which claim the naturalness of some sets
(and the unnaturalness of others) as a primitive notion; more precisely they claim that
the predicate ‘...is a natural property’ does not permit of analysis or elucidation in other
terms. We must grant each theory the right to have some primitive predicates; to demand
that every predicate be denable in terms of other predicates would only result in circular
denitions, for no theory can be stated without employing some predicates (Lewis ÕÉì:
ÕÉÉ).
OnequestionforproponentofaPrimitiveNaturalnessViewiswhetherwecanunderstand
such a predicate as ‘...is a natural property’ suciently well to treat it as a primitive. If it is
legitimate to treat naturalness as a primitive notion, one which receives no explicit deni-
tion within a theory, this can only be because it is a notion which we already understand
in some way. We could not introduce a predicate ‘F...’ as a theoretical primitive unless it
could be meaningfully employed in the absence of explicit denition; the result is that the
nominalist’s right to appeal to naturalness as a primitive depends on whether we have
some pre-theoretic understanding of what it is for a property to be ‘natural’.
It may be doubted whether we do in fact have such an understanding. Naturalness is
introduced as a property of sets; but most (perhaps all) of what we know about sets is
derived from the axioms of set theory; how then could it be claimed that we have some
intuitive understanding of the dierence between natural and unnatural sets, such that
the predicate ‘...is a natural property’ could be introduced to our theory without explicit
denition? One way to explain the notion is to say that natural sets are those which make
for sameness of type between their members. But then it seems that it is not naturalness,
per se, but rather sameness of type, that is being introduced as a primitive, for the former
notion is being explained in terms of the latter. As we saw in Chapter Õ, it is undesirable to
takesamenessoftypeas aprimitive, unanalysednotion, forthenwelack anunderstanding
of the logical interaction between sameness of type and dierence of type.
Beyond these worries about the acceptability of primitive naturalness itself, two diculties
aict views that treat naturalness as a primitive. One is the need for the nominalist,
consistently with the analysis of sameness of type he has now accepted, to recognize an
entity — the property of naturalness — to which the predicate ‘...is a natural property’
Õþócorresponds. is property, I shall argue, threatens to violate the axioms of set theory;
therefore it seems that the nominalist needs at least one property that is not reducible
to a set. e other is the question how similarities between objects themselves can be
determined by a feature of some set with which the objects are associated. How can a
property of one thing — a set — be responsible for the similarities exhibited by objects
which are members of it? I examine these diculties in connection with each of our two
Primitive Naturalness Views in turn.
Primitive Class Nominalism:
Properties as sets of particulars
Someone might think that taking the predicate ‘...is a natural property’ as a primitive
excuses the nominalist from recognizing an entity, the property of naturalness, to which
that predicate corresponds. is would be a mistake. If we are to take advantage of the
proposed analysis of sameness of type in terms of entities shared in common between
same-typed objects, then it is necessary to recognize a shared entity wherever there is
genuine sameness of type. Since the naturalness predicate marks a genuine respect in
which sets may be qualitatively the same, the nominalist should introduce an entity to
serve as the respect in which the natural properties are the same. e need to recognize a
naturalness property generates a serious problem for Primitive Class Nominalism.
It is important not to misunderstand the position. It is not claimed that a naturalness
property should be introduced because every predicate must be accompanied by a prop-
erty to serve as its ontological correlate, for it cannot be assumed against the nominalist
that predicates function to introduce properties; nor should a naturalness property be
introduced as a truthmaker for the naturalness of the sets, since a naturalness property
does not full the ‘truthmaking’ role of ensuring, merely by existing, that the natural prop-
erties are natural. Instead, the reason for recognizing a property of naturalness is that we
recognize a respect of sameness or shared feature everywhere there is objective sameness
of type, and the natural properties exhibit objective sameness of type qua being natural.
e sets which are identied with the natural properties having mass m and having charge
c have something in common with each other which they fail to share with unnatural sets
containingrandomcollectionsofobjects. enominalisthasalreadyconcededthat,where
there is sameness of type, there is an entity shared between the same-typed individuals;
moreover, it seems impossible to deny that all the natural properties exhibit a particularly
important kind of sameness of type, namely, that each of them makes for resemblance
between the individuals that exhibit it. erefore, the nominalist is compelled to recognize
Õþìan entity which is the respect in which all the natural properties are qualitatively the same.
Just as he recognizes an entity which is the respect in which any other collection of similar
things are the same, consistency demands that he accept the higher-order property of
naturalness.
Why is this a problem for the Class Nominalist? He claims that properties are sets contain-
ing the individuals that exhibit the feature in question. So the property of naturalness is
itself a set containing all and only the things that exhibit that property. Since naturalness
is exhibited only by sets, the naturalness property — call it NP for short — will be a set
whose members are the natural sets. But NP, since it was introduced to account for the
sameness of type between natural sets, must also be natural. In other words, NP, the
naturalness property, is self-instantiating. Since NP is the set of natural sets, and NP is
itself a natural set, NP will be such that NP ∈ NP — a result which is forbidden by the
Axiom of Foundation in standard ZFC set theory. þ If properties are sets, they must be
sets based on a dierent axiom-set from that provided by ZFC.
It might be claimed that the violation of ZFC does not render Primitive Class Nominalism
untenable. Axiomatic set theories have been developed which reject the Axiom of Founda-
tion, and so permit the formation of self-membered sets like NP. It has been suggested that
the Axiom of Foundation itself derives from an outdated conception of a set as ‘an empty
box {} that can be used for collecting together some things’ (Barwise ÕÉ¦: óÕ). Instead we
should adopt a view in which ‘sets arise from independently given structured situations by
dropping the structure’ (ÕÉ¦: óÕ). If a set is thought of as a container of things, it is hard
to see how we could imagine a container which contains itself. ere is considerably less
diculty in imagining a self-instantiating set as a kind of model of, or abstraction from, a
self-involving situation. Sets which are not bound by the Axiom of Foundation are known
as hypersets, and it is to these the Primitive Class Nominalist will turn.
isappealtohypersetsshouldnotbepermitted,fortworeasons. Oneisthatconceivingof
sets as ‘abstractions’ derived from structured situations, rather than entities which contain
their members, is one more concession towards the view that sets are no dierent from
universals. Once we abandon the idea of a set ‘containing’ its members, there seems even
lessreasontothinkthatsetsmightbearadicallydierentkindofentityfromuniversals, in
which case there is correspondingly less impetus to abandon realism in favour of a theory
of properties as sets. Second, the theorist leaves a hostage to fortune in making his theory
þe axiom states that any non-empty set A must contain an element B that is disjoint from A — in other
words that A and B must have no members in common. But suppose that A is the set {B}, which is a set by
the Axiom of Pairing, and that B ∈ B. en the intersection of A and B will be B and not ∅ as the Axiom of
Foundation demands.
Õþ¦depend on the correctness of one of many competing kinds of axiomatization, namely
the kind that lacks the Axiom of Foundation. It does not seem possible to accept that the
plurality of incompatible axiomatizations may all be equally correct: for the set nominalist
whodoesnotwantanontologycontainingmanydierentkindsofset,itissurelynecessary
to hold that there is one true axiomatization to be found, and that the others describe the
nature of sets incorrectly to a greater or lesser degree. But then how can he be sure that the
‘correct’ account of sets will be compatible with the existence of hypersets? e nominalist
can only claim an advantage in ontological economy if he reduces universals to a kind of
thing we need in our ontology anyway — in this case, the sets required by mathematics,
semantics and other formal disciplines. ere is no guarantee that these sets will turn out
to permit the violation of the Axiom of Foundation.
Two other possible Class Nominalist responses seem unsatisfactory. One is to say that
properties are not sets, whose behaviour is constrained by the axioms of ZFC, but rather
classes. (I understand the distinction between sets and classes in this way: sets must obey
the axioms of set theory, but classes need not. A class is any collection whose members all
satisfy a given condition. All sets are classes, but not all classes are sets.) e disadvantage
with this approach is that, in abandoning the strictly axiomatized region of set theory, and
entering the jungle of classes, we nd ourselves dealing with a kind of entity that can no
longer be claimed indispensable for other disciplines. An account of properties as sets
oers ontological economy because sets are needed already in elds such as mathematics
and formal semantics; but the need for sets does not justify the admission of the unruly
massofclasses, someofwhichmayevenviolatethelawofnon-contradiction. Forexample,
the ‘Russell set’ {x ∶ x ~ ∈ x} is sometimes claimed to be a ‘class’ although it is not a genuine
set.
Another approach would be to claim that properties are not sets, but rather aggregates of
the things which exemplify them. But this fails as an account of properties and relations in
general, formembershipofanaggregate(e.g. aheap)istransitivewhereasset-membership
is not. For that reason, any number of sets can be built up out of the same initial elements,
whereas only one aggregate is possible which includes all the same elements. But then the
theory of properties-as-aggregates lacks the resources to make the necessary distinctions
between {a,b,c}, {{a},{a,b}}, {{b},{b,c}} and so on, which are needed to supply sets
to replace relational universals, and to solve the Coextension Problem.
e need to recognize a naturalness property NP is a serious problem for the Primitive
Class Nominalist, for it presents him with a dilemma. On the one hand, if NP is not
identiedwiththesetofallnaturalproperties, thenthenominalistislewithoneproperty
Õþ¢whichhecannotreduce,andwhichpresumablymustbeadmittedtobeagenuineuniversal.
On the other, if NP is the set of natural properties, the nominalist can no longer oer
the ontic economy which would accrue if properties could be reduced to the sets which
obey the axioms of ZFC, and which are employed in other formal disciplines. e need to
recognize a property of naturalness presents a compelling objection to the Primitive Class
Nominalist.
A second diculty for Primitive Naturalness Views is the question of how the naturalness
of a set can be expected to make a dierence to the sameness of type exhibited by its
members. How does the naturalness of one thing (the set) result in the sameness or
resemblance exhibited between dierent things (its members)? A set is an entity distinct
from its members; how then can a fact about its members, namely the sameness of type
they do or don’t exhibit, depend on a fact about the set itself, i.e. whether the set has the
naturalness property NP?
A metaphor makes the problem clearer. Suppose we think of sets in the traditional fashion
as boxes which contain their members. Some but not all of these boxes will contain objects
that all resemble each other in some respect. e Primitive Naturalness theorist seems
committed to saying that whether or not the contents of a given box all resemble each
other in this fashion depends on something about the box — namely, whether the box
is ‘natural’ or not. But then why should any feature or characteristic of the box make
a dierence to the characteristics of the things inside it? e box is merely a container.
Likewise, we might think, a set is merely a container. Why should a feature of the set make
a dierence to the similarity exhibited by the things it contains?
is problem has anities with Lewis’ so-called ‘mighty biceps’ objection. Lewis rejects
Armstrong’s account of laws of nature as higher-order necessitation-relations between
universals because he cannot see any reason why such a necessitation-relation should
mandate a necessary connection, other than the fact that the relation has been named
‘necessitation’ by Armstrong. Of course, merely calling something a necessitation-relation
does not make it capable of entering into necessary relations,
‘any more than one can have mighty biceps just by being called
‘‘Armstrong’’ ’.Õ
e analogy is this: in our case we wonder why some sets are natural properties, ones
which make for sameness of type between their members, and we are told it is because
these sets are ‘natural’. But merely naming these sets ‘natural properties’ does nothing to
ÕLewis ÕÉì, p.óÕ¦
Õþäexplain why this is so; and we cannot get by without an explanation, because prima facie
there is no reason at all to suppose that a feature of a set — its naturalness — could in any
way aect the resemblances between the objects it contains as members.
Armstrong also raises diculties of this kind against Class Nominalism. In particular, he
asks why we should expect membership of a set to determine, rather than be determined
by, the features of an object (ÕÉßa: ìä; ÕÉÉa: óß), and why membership of a set should
be expected to make a dierence to the causal powers of things, insofar as those causal
powers depend on properties of the object, and those properties are determined by the
object’s membership of particular sets (ÕÉÉa: ó). In light of the current discussion, we
can see that the focus of these criticisms should be adjusted: the question is not whether
membershipofasetdetermines,orisdeterminedby,featuresoftheobjectitself,forthesets
exist whenever their members do, regardless of the features exhibited by their members,
and so nothing about the features of an object can be said to depend on its membership
of one or another set. e question is rather how, and whether, the naturalness of one
of these sets can make a dierence to its members. In the absence of any response from
the Class Nominalist, it may seem that the direction of explanation should be reversed:
instead of saying that objects can be described as sharing features in common because
the set to which they belong is natural, we should say that a group of objects constitute a
natural class precisely because they all exhibit some feature in common. In this picture,
like the suggestion of Lewis’ considered earlier, natural classes are determined by features
of objects, and these features are universals.
We may conclude that Primitive Class Nominalism is unacceptable for two reasons. One is
that it has no satisfactory account of the higher-order naturalness property NP; the other
that we lack an explanation of how resemblance between objects could be determined by
a characteristic of a set that contains them, namely the ‘naturalness’ of that set. It remains
to be seen whether a Primitive Naturalness account can fare better if respects of sameness
and shared features are construed as sets of tropes.
Primitive Trope Nominalism:
Properties as Sets of Tropes
e Primitive Trope Nominalist will say that two things a and b ‘have something in
common’ with each other because there is a natural set containing a trope belonging to a
and a trope belonging to b. e limitation to natural sets is necessary because not every
set of tropes makes for sameness of type: for example, the set containing my redness and
Õþßyour sphericity does not make for qualitative sameness between us. Here I shall argue that
the Primitive Trope Nominalist can escape one of the problems raised for the Primitive
Class Nominalist — the need to recognize a naturalness property NP — although trope
theory has no good answer to the other — the problem of how a characteristic of a set can
make a dierence to the resemblances between its members. For that reason Primitive
Trope Nominalism is unsatisfactory.
e trope theorist says that properties are sets of tropes. For reasons familiar already, it
is necessary to recognize an objective distinction between natural and unnatural sets of
tropes, and hence to recognize the higher-level naturalness property, NP, which is the
respectinwhichallnaturalpropertiesarethesame. However,thisdoesnotleadtoparadox
as it did for the Primitive Class Nominalist. Consistency with his own theory requires
that the trope theorist treats NP as a set of naturalness tropes, one contributed by each
natural property. Since NP is itself a natural property, it must contribute a naturalness
trope of its own. Here the Primitive Class Nominalist fell into diculty because accepting
that NP is a natural property has the result that NP is a self-membered set; no such
problem aicts the trope theorist, who can appeal to the distinction between tropes and
the sets that contain them. To say that NP is self-instantiating is not to say that NP is a
set containing itself, for the trope theorist says that NP contains tropes contributed by the
natural properties, rather than containing the natural properties themselves. So NP — like
every other natural property — contributes a naturalness trope to the set of naturalness
tropes. e consequence is that NP at once contains and contributes one and the same
trope, but this is not an obviously impossible situation, for there does not seem to be any
reason why, given an ontology of sets and tropes, there cannot be a set NP and a trope
tNP such that tNP ∈ NP although tNP is instantiated by NP. For that reason it seems that
Primitive Trope Nominalism can escape the rst of our objections.
esecondobjectionisgenuinelyproblematic. Wearetoldthatobjectsresembleeachother
as a result of contributing a trope each to a ‘natural’ set; it is supposedly the naturalness of
the set that makes the dierence between the objects’ resembling and not resembling each
other, for when the tropes belong to an unnatural set there need not be any resemblance
between the objects that contribute them. Again, the question arises, how does a feature of
a set — its ‘naturalness’ — translate into resemblance between the objects that contribute
tropes to that set? Indeed, the problem is even worse for the trope theorist than it was
for the Primitive Class Nominalist. If a property is a set of objects, then the naturalness
of the set has to translate into resemblance between its members. But if a property is a
set of tropes, then the naturalness of a set must not only translate into some feature of the
Õþtropes themselves, but must then be transmitted again to the objects themselves so that the
objects resemble each other. ere are, as it were, two degrees of separation between the
naturalness of the set and the resemblance of the objects, for this ‘naturalness’ (whatever
it is) must make a dierence to objects which are not even contained within the set, but
merely contribute a trope to it.
Itmayberepliedthatthetropetheoristcanreducethestrangenessoftheposition. Suppose
that the resemblance between objects is held to depend on exact resemblance between
one or another of their tropes. en all the naturalness of a set must do is make it the
case that the tropes it contains exactly resemble each other. e resemblance of the objects
that contribute those tropes would then need no further explanation. Again, it strikes us
that this may get things the wrong way round. Surely the naturalness of a set of tropes
is a consequence of the resemblance between the tropes it contains. Just as in the case of
Primitive Class Nominalist, to suppose otherwise is to propose a situation where a feature
of a box or container — the naturalness of the set — must be supposed to determine
characteristics of its contents — the resemblance between the tropes it contains. How
could this be so? If this line of thought is persuasive, the nominalist should abandon his
attempt to treat the naturalness of a set as primitive, even when the sets in question are
construed as sets of tropes.
ÕþÉProblems for Resemblance Views
e diculties considered so far suggest that there is no satisfactory set-theoretic account
ofpropertieswhichtakesnaturalnessasaprimitive. ealternativeistoattempttoexplain
the naturalness of a set in terms of resemblance between its members. ‘Natural’ sets
— those which play the role of respects in which things are the same — will be sets of
objects or tropes, such that their members resemble each other to a sucient degree.
Two problems threaten accounts of this kind. One is the suggestion that explaining
the ‘naturalness’ of properties in terms of resemblance is incompatible with the analysis
proposed in Chapter Õ, according to which resemblance or ‘sameness of type’ is always
to be understood as resemblance in respect of some natural property. To adopt both the
current account of naturalness in terms of resemblance and the account of resemblance in
terms of the sharing of natural properties is to indulge in viciously circular explanation. A
second diculty is that it is not even possible to give an account of naturalness solely in
terms of resemblance, for accounts of naturalness in terms of resemblance will mistakenly
count ‘imperfect communities’ as natural properties, and wrongly reject genuinely natural
properties when they happen to be ‘companion’ sets. ese two problems are fatal to
Resemblance Class Nominalism, the view that natural properties are sets of resembling
particulars. Resemblance Trope Nominalism, which treats properties as sets of resembling
tropes, can escape the Companionship and Imperfect Community diculties. However, I
shall argue that it is guilty of the charge that it cannot take resemblance between tropes
as a primitive and enjoy the benets of the analysis of sameness and dierence for which
properties were introduced in the rst place.
Resemblance Class Nominalism:
Properties as Sets of Resembling Particulars
In Chapter Õ, I urged that we should not adopt a traditional Resemblance Nominalism,
which gives an account of sameness of type employing only particulars themselves and the
predicate ‘...resembles...’. Such a theory would be unsatisfactory because, if we represent
resemblance or ‘qualitative sameness’ with a dyadic predicate, we lack a satisfactory expla-
nation of the logical interaction of qualitative sameness and dierence; this explanation is
achieved only if we allow that qualitative sameness and dierence are always sameness
and dierence in some respect.
It might seem that the same objection could be levelled at a sophisticated Resemblance
Nominalism that recognizes properties as sets constructed from mutually resembling
ÕÕþobjects.ó Here the case is not so clear. Such a Resemblance Nominalist agrees that there
areentitiesthatplaytheroleofrespectsofsameness,orfeaturessharedincommonbetween
objects; he may also agree that the quanticational idioms associated with sameness of
type — when we say that similar things ‘have something in common’ — should be treated
as quantication over a domain of entities; he even acquiesces in the analysis proposed in
Chapter Õ, according to which sameness of type, resemblance, and similarity are always
sameness in some respect. e additional claim made by the Resemblance Class Nominalist
is that the entities in question are not universals, but sets: ‘natural’ sets whose naturalness
dependsontheresemblancebetweentheirmembers. echargeagainstsuchatheoristwill
be that his account of resemblance is circular: that he gives an account of resemblance in
termsofnaturalproperties,butthengivesanaccountofthenaturalnessofthoseproperties
in terms of resemblance. Can such a theory be sustained?
It does not seem that the Resemblance Class Nominalist can avoid the accusation of
circularity by dropping his account of resemblance as the sharing of some or another
natural property. To do so would leave him vulnerable to the same objection I raised
against the traditional Resemblance Nominalist, that he has no satisfactory explanation
of qualitative sameness and dierence. Nor is it feasible to abandon the explanation of
naturalness in terms of resemblance, for doing so would require that he treat naturalness
as a primitive notion, with all the diculties that entails. ere is one further option for
the Resemblance Class Nominalist: he can claim that the accusation of circularity depends
on conating two separate requirements: one, that the nominalist agree that resemblance
or ‘sameness of type’ is always sameness in some respect; the other, that the nominalist
give a non-trivial account of resemblance itself. e former is the requirement that we
treat resemblance as a three-termed relation, with the third term reserved for the respect
in which the qualitatively similar things are the same; the latter is the demand for an
analysis of resemblance in terms that do not presuppose the notion. While the former
requirement is a consequence of the account proposed in Chapter Õ, it may seem that
the latter demand cannot be sustained, since it is unreasonable to deny the Resemblance
Nominalist the admission of resemblance as a primitive; to do so would be to rule out
Resemblance Nominalism from the start. It may be claimed that the charge of circularity
depends on mistakenly advancing the second of the two requirements, when only the rst
is justied by the argument up to this point.
I shall suggest that this defence on behalf of the Resemblance Class Nominalist cannot
óSuch a view is considered by Armstrong (ÕÉÉa: ìÕ) and defended at length by Rodriguez-Pereyra
(óþþó).
ÕÕÕsucceed. eproblemisthat,inacceptingthatresemblanceisathree-termedrelation,with
one term being the property that is shared, the nominalist also accepts that resemblance
depends on the sharing of such a property. e explanation for the resemblance between
two things is given by saying which natural property they share. But then the Resemblance
Class Nominalist also makes the naturalness of a set depend on the resemblances that hold
between the members of that set. So the Resemblance Class Nominalist is committed to
saying both that resemblance depends on shared natural properties and that the sharing of
a natural property depends on resemblance. Just as Euthyphro was infuriated to nd that
he could not hold both that (i) what is holy is so because it is approved by the Gods and
that (ii) what is approved by the Gods is so because it is holy,ì so the Resemblance Class
Nominalist cannot hold both that (i) a and b resemble each other because they share a
natural property and that (ii) a and b share a natural property because they (and the other
members of the set in question) resemble each other. Resemblance Nominalists take the
notion of resemblance as fundamental; but as soon as we accept the argument of Chapter
Õ we must regard resemblance not as fundamental, but as depending on the sharing of
natural properties or ‘respects of sameness’. It seems that the objection of circularity
should be allowed to stand.
Our rst objection, then, presents a genuine diculty for Resemblance Class Nominalism.
A second objection is that it is not possible to give necessary and sucient conditions
for the naturalness of a property in terms of resemblance alone. e previous argument
suggested that giving an account of naturalness in terms of resemblance involves the
Resemblance Class Nominalist in vicious circularity; the current problem is that no such
account of naturalness in terms of resemblance can in fact be given. Two problems of
this kind were proposed by Nelson Goodman — the so-called ‘Companionship’ and
‘ImperfectCommunity’ problems.¦ esedicultiesarewell-known, andwidelybelieved
to be fatal to Resemblance Class Nominalism. However, Rodriguez-Pereyra (óþþó) has
recently argued that they are soluble. e task at hand, then, is to consider whether this
new solution succeeds. I shall argue that, although his approach solves the Imperfect
Community diculty, Rodriguez-Pereyra becomes involved in a vicious circularity while
dealingwiththeCompanionshipdiculty;theaccusationisthathisaccountofnaturalness
in terms of resemblance depends on a prior understanding of what it is to be a natural
property.
e Companionship diculty arises when we realize that the account of naturalness in
termsofresemblancemustbesupplementedbya ‘maximalitycondition’. eresemblance
ìPlato, Euthyphro Õþe-ÕÕa
¦Goodman ÕÉää, p.Õäþ
ÕÕónominalist cannot say that just any set of mutually resembling things constitutes a natural
property, for it would be undesirable to count the set containing all but one of the F objects
as natural simply on the grounds that all its members resemble each other qua being F.
For that reason, it is necessary to stipulate that natural properties shall be ‘maximal’ sets
of resembling objects, where a set is understood as ‘maximal’ i nothing outside the set
resembles all the members of that set. Under this denition, the set of all but one of the
Fs does not count as maximal, and therefore is not a natural property, because one thing
outside that set — the sole excluded F object — resembles every member of the set.
Unfortunately, the maximality condition which is needed to rule out sets which contain
all but one of the things exhibiting sameness of type in a certain respect also mistakenly
excludes genuinely natural sets from counting as natural properties. e Companionship
diculty arises in any situation where the things exhibiting one respect of sameness —
call them the Fs — are a subset of the things exhibiting another respect of sameness —
call them the Gs. In this case, it turns out that the set of the Fs is not maximal, and so is
not a natural property. Each member of the set of Fs is also a G, and being a G makes for
resemblance, soeachmemberofthesetofFsresembleseachoftheGswhichlieoutsidethe
set; therefore the set of Fs is not a maximal set, and so does not count as a natural property.
is shows that the proposed criterion of resemblance is not necessary for naturalness, as
the set of Fs constitutes a natural property but is not counted as one by the resemblance
nominalist’s criterion. e problem becomes pressing when we realize that it arises for all
cases when natural determinate properties have natural determinables. All scarlet things
resemble each other; but they also resemble all red things. So the class of scarlet things is
not maximal, and so is falsely counted unnatural by the resemblance criterion.
e Imperfect Community diculty shows that mutual resemblance is not sucient for
naturalness, since we can construct classes of individuals such that each resembles another
in some respect, but there is no respect of sameness that they all share. Such a set should
not be counted as a natural property, for there is no one feature or respect of sameness
shared between them, yet the criterion of resemblance does count it as natural. In the
case where there are only three individuals a, b, and c, we can construct a set of this kind
using only three respects of sameness. Let a and b resemble each other by being F, b and c
resemble each other by being G, and a and c resemble each other by being H. en each
individual resembles each other individual, yet there is no one thing they have in common.
To generalize the case to larger communities of individuals, we only need as many respects
of sameness as there are individuals, since the problem arises just in case each individual
in the set lacks some property that the other individuals share.
ÕÕìese diculties combine to show that an account of the naturalness of sets in terms of
resemblance between the individuals which make up those sets will fail to pick out the
correct sets as the natural ones. It will wrongly select imperfect communities such as those
imagined by Goodman, and unfairly reject determinate properties merely because their
extension is a subset of the extension of some determinable. How might the nominalist
respond to these charges? e most prominent defender of a resemblance account of
naturalness has been Rodriguez-Pereyra. In the remainder of this section I set out his
responses to Goodman’s diculties, and argue that they do not ultimately succeed.
Rodriguez-Pereyrarespondstothetwodicultiesasfollows. InthecaseoftheCompanion-
ship diculty, he claims that the problem can be solved by reformulating the Maximality
requirement in terms of two other notions: degree and perfection. A ‘perfect’ community
is a set such that there is some property shared by all of its members (óþþó: Õßþ), while a
perfect community of degree n is one whose members all resemble each other to at least
degree n (óþþó: ÕÕ). e degree to which two particulars resemble each other is given
by the number of properties they have in common; therefore the degree of a community
may be identied with the number of properties such that each of these properties is
exemplied by every member of that community. e Maximality requirement can then
be stated using the following denition of maximality: A perfect community α is maximal
i α is a perfect community of degree d and it is not the case that α is a subset of a perfect
community of degree d (óþþó: Õó). is emendation of the Maximality condition does
not unfairly prevent the set of Fs from counting as a natural property when the set of Fs is
a subset of the set of Gs, for the set of Fs has (at least) two properties shared between all its
members, which are at once Fs and Gs, while the set of Gs contains some members that
are not Fs, and so there is only one property shared between all the members of this set.
In Rodriguez-Pereyra’s account of degree, this means that the Fs form a set of degree ó,
while the Gs form a subset of degree Õ, since they only have one property shared between
all members of the set. Since the set of Fs is a community of a dierent degree from the set
of the Gs, the set of Fs is maximal under the new denition; it is not a subset of a perfect
community of the same degree.
e Imperfect Community diculty is solved trivially, as a result of Rodriguez-Pereyra’s
denitionofperfection. Aperfect communityisonesuchthatthereissomepropertywhich
allitsmembersshare. Ifwestipulatethatperfectionisanecessaryconditionfornaturalness,
then no imperfect communities will be wrongly counted as natural properties, since an
imperfect community is one where there is no property shared between all its members,
and such a community does not count as ‘perfect’ under Rodriguez-Pereyra’s denition.
ÕÕ¦But a problem threatens Rodriguez-Pereyra’s project: the worry that his denitions are
circular. e resemblance nominalist’s task is to formulate an account of naturalness in
terms of resemblance, to evade the diculties associated with taking naturalness as a
theoretical primitive. But if the denition of naturalness in terms of resemblance appeals
to the notion of (natural) properties in order to get the correct results for the criterion of
resemblance, it seems that naturalness is presupposed rather than explained by the theory.
Rodriguez-Pereyra does not, of course, take the notion of an object’s having a natural
property to be primitive; if he did he wouldn’t have done anything to face the challenge
to say what properties are without taking them to be sui generis universals. A perfect
community, he says, is one whose members all share at least one property in common,
but what it is for a community to ‘share a property’ is in fact this: a resemblance-relation
holds, not only between each two things in the class, but also between each two pairs of
things in the class, and between each two pairs of pairs in the class, and between each two
pairs of pairs in the class, and so on up to innity (óþþó: Õßþ). Imperfect communities do
not ‘share a property’, in Rodriguez-Pereyra’s sense. Consider the community where a
and b are F, b and c are G, and a and c are H. Although it is true that each two members
of this community resemble each other, it is not true that any two pairs of members of
the community resemble each other. For example, it is not true that the pairs {a,b} and
{b,c} resemble each other, because one is a pair of things which are both F, the other is a
pair of things only one of which is F (óþþó: Õää).
Let it be granted that this solves the Imperfect Community diculty in a non-circular
fashion, without making prior appeal to the notion of a natural property to ground the
structure. However, there remains a problem of circularity in Rodriguez-Pereyra’s account
of naturalness in terms of resemblance. Although the account of ‘perfection’ in terms
of resemblance ensures that there will be no imperfect communities which are wrongly
identied with natural properties, the Resemblance Nominalist cannot claim to have given
an account of natural properties until he has solved the Companionship problem as well,
for without modication the Maximality condition will unfairly rule out some genuinely
natural sets from counting as natural properties. Rodriguez-Pereyra’s modication to the
Maximality condition requires that we know what it is for a community to be a perfect
community of degree d. Since the degree of a perfect community depends on how many
natural properties are shared by all its members, this requires that we know what it is for
a community to share one or more natural properties in common; but we cannot know
what it is for this to be the case until we know what it is for a set to be a natural property,
and we cannot know what it is for a set to be a natural property until we know how to
ÕÕ¢specify the Maximality condition so as not to rule out of consideration ‘companion’ sets.
is long-winded charge of circularity can be put more simply: the proposed response to
the Companionship diculty relies on a prior understanding of what it is to be a natural
property at the same time as it attempts to give an account of what it is to be a natural
property. For this reason, we may conclude that Rodriguez-Pereyra fails in his attempt
to give an account of naturalness in terms that do not presuppose the notion, and the
Companionship diculty continues to present an insuperable obstacle to the replacement
of sui generis universals with sets of particulars unied by resemblance between their
members.
Resemblance Trope Nominalism:
Properties as Sets of Exactly Resembling Tropes
e fourth and nal option for the nominalist is to construe natural properties as sets,
not of resembling objects, but of resembling tropes. A natural property, on this account,
will be a set of tropes each of which exactly resembles every other trope in the set; thus
a natural property will be an ‘equivalence class’ under the symmetrical, transitive and
reexive relation of exact resemblance.¢ is account avoids the Companionship and
Imperfect Community diculties as follows. No imperfect community is counted as a
natural property, as when the community is imperfect there is no kind of trope such that
all the members of the community have a trope of that kind — i.e. there is no F such that
all members of the community share an F-ness trope. erefore, on the assumption that
only tropes of the same kind can exactly resemble each other, there is no set of exactly
resembling tropes to which every member of the community contributes a trope, and
hence no property, as we would expect. e Companionship diculty is solved with
comparable ease. Since F-ness tropes are distinct entities from G-ness tropes, the set of
F-ness tropes will be a dierent set from the set of the G-ness tropes, for these sets will
have dierent members. erefore F-ness is counted as a dierent property from G-ness
even if all Fs are Gs. e distinctness of the sets is guaranteed by the distinctness of the
tropes that are their members.ä
We may draw the conclusion that the Resemblance Trope Nominalist can avoid one of the
diculties that threatened Resemblance Class Nominalism, for he can give an account of
naturalnessintermsofresemblancebetweentropeswhichisnotsusceptibletoGoodman’s
problems. Can he also evade the charge of circularity? Again it might be urged that the
¢See Armstrong ÕÉÉa, p. ¦Õ
äFor these results see Campbell ÕÉÕ, p.Õì¦
ÕÕänominalist is involved in viciously circular explanation, for he explains the naturalness of
a given set as depending on resemblance, yet is committed (by the account of sameness
of type for which properties were needed in the rst place) to the view that resemblance
between objects depends on the naturalness of the ‘properties’ (sets) with which they
are associated. We might allege that the Resemblance Trope Nominalist, no less than his
Class Nominalist counterpart, makes resemblance depend on shared features, but at the
same time makes sharing a feature depend on resemblance. However, the analogy with the
situation of the Resemblance Class Nominalist goes no further, for in the current theory
features shared between objects are said to depend on resemblance between tropes of those
objects. It may seem that this provides the means to escape the charge of circularity; I shall
argue that this appearance is illusory, and Resemblance Trope Nominalism is genuinely
guilty of the charge.
e Resemblance Trope Nominalist does not commit the obvious circularity of making
resemblancebetweenobjectsdependonthenaturalnessofasetofwhichtheyaremembers,
whilealsomakingthenaturalnessofasetdependontheresemblancebetweenitsmembers.
Instead, resemblance between objects is explained in terms of the naturalness of a set to
whichtheycontributeatrope,andsincethenaturalnessofasetdependsontheresemblance
between the tropes that are its members, it can be seen that the resemblance between
objects depends ultimately on the resemblance between their tropes.
Nevertheless, a diculty remains for the theory. e nominalist recognized respects
of sameness in the rst place to solve a problem about resemblance or similarity. We
were originally confronted with the explanandum, how is it that sameness of type and
dierence of type between objects are compatible with each other? e Resemblance
Trope Nominalist suggested that this may be answered by accepting the realist proposal
that resemblance between objects is always resemblance in respect of some shared feature,
characteristic or property, but denying that ‘shared features’ are universals; instead he
claimed that they are sets of exactly resembling tropes. By making resemblance depend
on the sharing of properties, but giving an account of properties as sets of tropes, he
intended to take advantage of the analysis proposed by the realist without having to accept
an ontology of universals. But surely this trope-theoretic account of resemblance merely
postpones the problem, rather than solving it. e same explanandum we encountered
in the case of resemblance between objects recurs with regard to ‘sameness of type’ or
resemblance between tropes, for the current theory takes resemblance between tropes as
a primitive, even if it acquiesces in the realist analysis of resemblance between objects as
always ‘resemblanceinsomerespect’. Ouroriginalquestionarisesagain: howisitpossible
ÕÕßfor two tropes tÕ and tó to resemble one another (in one respect) and yet fail to resemble
one another (in another respect)? e very same explanandum recurs for higher-order
resemblances between tropes that the introduction of ‘properties’ (sets of tropes) was
intended to explain. erefore it seems that the Resemblance Trope Nominalist’s account
of ‘properties’ does not give the explanation of qualitative sameness and dierence that
properties were introduced to provide.
e trope theorist will respond that there is a crucial disanalogy between the resemblance
that holds between objects and the resemblance that holds between tropes. Tropes, we
are told, exhibit perfect or exact resemblance to each other (Armstrong ÕÉÉa: ÕóÕ). In
that case there will be no need to account for the possibility that two tropes may resemble
each other in some respect, yet fail to resemble one another in a dierent respect, for there
will be no such thing as two tropes that resemble each other partially — any two tropes
will resemble each other ‘exactly’ or not at all. If this is right, the trope theorist can claim
to have solved the problem, by making the problematic notion of partial resemblance,
or ‘resemblance in some respect’ depend on the entirely unproblematic notion of ‘exact’
resemblance, of which no explanation is required.
However, it is doubtful that we can make sense of the idea that the resemblance between
tropes is ‘perfect’ in such a way that they can never be said to be the same (in one respect)
and yet dierent (in another). It may be that two tropes of the same kind can be said to
exactly resemble each other; nevertheless they will partially resemble tropes of dierent
kinds, for example in the case where an F-ness trope is dissimilar to a G-ness trope
in point of its F-ness, although both tropes are similar insofar as both are of the same
metaphysical kind, namely tropes. So the problem recurs: challenged to account for partial
similarity between objects, the Resemblance Trope Nominalist posits sets of tropes unied
by resemblance to serve as respects in which things are the same, yet the resemblance
between the tropes themselves may also be partial, in which case our original explanandum
remains: how is it possible for two tropes to resemble one another (in one respect) and not
resemble each other (in another respect)? e theorist cannot aord to recognize respects
in which tropes resemble each other, for consistency will demand that these respects are
treated as sets of higher-order tropes which are instantiated by the resembling rst-order
tropes, and an innite regress threatens when we realize that the resemblance between
higher-ordertropeswillinturnrequireustorecognizerespectsinwhichthosetropescanbe
the same or dierent. But if resemblance between tropes is taken as primitive, the theorist
will encounter precisely the same logical diculty as we found with resemblance between
objects themselves, and which we were attempting to explain by positing properties. We
ÕÕmay conclude that the Resemblance Trope Nominalist succeeds only in transferring the
problem of explaining partial similarity, from partially similar objects, to partially similar
tropes. erefore such a theorist cannot claim the benets of an analysis of the kind
proposed in Chapter Õ.
Conclusion
If the theorist is to explain what shared features and respects of sameness are without
invoking an ontology of universals, he needs to give an account of these ‘properties’ in
terms of sets, either of tropes or of objects themselves. ree problems threaten any such
endeavour: these are the question whether universals are any less reputable than sets, the
Modal Objection and the Coextension Problem. In addition, there are good reasons why
the nominalist should nd each of the four avours of set theory distasteful. Views that
take naturalness as a primitive must address the problems (i) that some account is required
of the property NP, being a natural property, in set-theoretic terms; and (ii) that we lack
a good explanation of how a property of a set — its naturalness — could be responsible
for the resemblances between the things it contains. Both of these are genuine problems
for Primitive Class Nominalism, while Primitive Trope Nominalism can answer the rst,
but not the second, and for that reason should not be accepted. Turning to views that
account for naturalness in terms of resemblance, we encounter two dierent problems.
One is the suggestion that an account of naturalness in terms of resemblance would give
incorrectnecessaryandsucientconditionsforbeinganaturalproperty;theotherthatthe
theorist is involved in vicious circularity if he agrees to analyse resemblance as the sharing
of a natural property, but then attempts to explain naturalness in terms of resemblance.
Again, both diculties are damaging to the Resemblance Class Nominalist, while the
Resemblance Trope Nominalist is aected only by the second. Nevertheless, this in itself is
enough to make Resemblance Trope Nominalism unacceptable as an alternative to realism.
It has already been observed that adoption of any of the four nominalist options under
consideration would involve us in some revision of ordinary discourse about sameness of
type, for when we talk about the ‘features’, ‘characteristics’ or ‘properties’ shared between
objects we do not consider these properties to contain the objects themselves or their
tropes. Moreover, there are good reasons to think that each of the theories is unacceptable
as an account of the entities that play the role of features objects share and respects in
which they are the same. In the absence of any other suggestion about how to explain the
nature of shared features and respects of sameness, it is reasonable to conclude that these
entities are universals aer all.
ÕÕÉ¦. Predicates and Universals
We might distinguish two questions concerning the hypothesis that universals exist. One
is, is there any good reason to believe it? e preceding chapters have suggested that this
can be answered in the armative: universals are needed to serve as the respects in which
things are qualitatively the same: the features they have in common or the characteristics
they share. e second question is, is there is any good reason to believe that universals do
not exist? Ishallsuggestthattwopressingdicultiesthreatenthetheoryofuniversals: rst,
the problems associated with the thesis that predicates refer to universals, which (I shall
argue) is an inescapable corollary of realism itself; and second, the family of diculties
subsumed under the name ‘Bradley’s regress’. is chapter deals with the problems of
predication, while chapters ¢ and ä outline a realist response to Bradley and his progeny.
e view that predicates refer to universals might seem a default position for the realist.
Since antiquity a common approach has been to frame the question of universals as the
question whether we should recognize a kind of entity that is introduced or picked out by
predicates or general terms. us Aristotle denes a universal as ‘that which is of such a
nature as to be predicated of many things’.ß For Abelard, writing around the start of the
Õóth century, the question of universals is the question of what, if anything, is designated
by a ‘universal word’ (general term); moreover, the question at issue is how to explain
‘the ability of universal words to refer to things in general’. In the modern debate, Frege
introduces his ‘concepts’ specically to serve as the referents of predicates (ÕÉóa: ¦¢),
while the tradition survives in the attitude of Strawson, Wiggins and Dummett, that the
best reason for introducing universals to our ontology is to explain facts about the logical
behaviour of predicates — whether this is to give an account of the subject-predicate
distinction (Strawson ÕÉ¢É: Õßó), to explain quantication into adjective position (Wiggins
ÕÉ¦: ìÕ¢), or to explain how the elements of a sentence unite to form a judgeable content
(Dummett ÕÉÕ: ó¦ä, ó¢ä).
Apart from the weight of tradition, there are three good reasons, given that we believe
in universals, to accept the further thesis that predicates refer to them. One is the need
to to make sense of English idioms of higher-order quantication; another to account
for the apparent equivalence in content between sentences employing a dyadic predicate
(‘...is wise’) and those expressing a relation between an object and one of its characteristics
(‘...has wisdom’); third is that a subject-predicate sentence must be viewed as introducing
ßAristotle, De Interpretatione Õßaì. My translation.
Abelard ÕÉÉó, p.ìþ. So too following quote.
Õóþa universal in order to explain how it succeeds in describing a world composed of both
particulars and universals. I discuss these reasons in more detail in a subsequent section.
However, the view that predicates refer (‘predicate-reference’) faces serious objections: the
lack of sucient universals to serve as referents for every predicate; Frege’s problem about
‘the concept horse’; and the problem of accounting for ‘the unity of the proposition’. is
situation constitutes an antimony for the realist: it seems that realism about universals
entails predicate-reference, and it seems that predicate-reference is untenable. If the realist
cannot overcome the diculties associated with predicate-reference, he may have no
option other than to abandon realism itself. e aim of this chapter is to show how the
realist may deal with these problems; the conclusion is that we may agree that predicates
refer to universals without fear that our theory is untenable.
ÕóÕWhat is Predicate-Reference?
It is important to be clear precisely what we claim when we assign referential function to
predicates. Wary of over-committing themselves, realists have generally avoided saying
outright that predicates ‘refer’ to universals, instead selecting a convenient euphemism.
usStrawsonsaysthatpredicates ‘introduce’ (ÕÉ¢É: Õä)or ‘specify’ (ÕÉß¦b: Õß)universals;
Armstrong prefers to say that universals ‘satisfy’ (ÕÉßb: ¢É) predicates; while Wright
replaces reference with a dierent relation, ‘ascription’ (ÕÉÉ: ß). Attempts have been
madetosanitizeFrege’sprojectbyoeringtranslationsofBedeutung (‘reference’)whichdo
notrequirethat apredicatewhichhasBedeutung istherebyrelated tosomeextra-linguistic
entity (Tugendhat ÕÉßþ); on the English side of the translation, Dummett (ÕÉÕ: ó¦¢) has
suggested that ‘reference’ as a technical term in Frege’s philosophy may be construed as
‘semantic role’ rather than by analogy with the ‘name-bearer relation’. e one lesson
we might draw from all this manoeuvring is that confusion will attend any claim that
predicates refer unless more is said about what is intended by such an assertion. Our rst
task, then, is to clear up precisely what we accept if we accept predicate-reference.
First, and most importantly, the reference we attribute to predicates should be construed
as a relation between a predicate and a distinct, existing entity — a universal. Dummett
vacillates over whether a construal of ‘reference as semantic role’ requires us to treat
referenceasessentiallyinvolvingarelationtoanon-linguisticentity,orwhetherapredicate
can count as having ‘reference’ in this sense merely by making a contribution to the truth-
conditions of sentences in which it occurs.É I take it that the philosophically interesting
versions of predicate-reference theory are those according to which reference is a relation
between a predicate and an entity. We can all agree – even nominalists – that predicates
play a certain role in semantics; reference must be conceived as more than merely making
a semantic contribution if the doctrine that predicates have reference is to be controversial
at all.
One element of Dummett’s presentation deserves emphasis. It is surely correct to insist, as
he does, that reference should be a semantic relation, in the sense that the truth or falsity
of the content expressed should depend, at least in part, on which entity is referred to.
If predicates refer to universals, then which universal is referred to should play a role in
ÉFor example, see Dummett ÕÉÕ, p.¢óì: ‘If we assume no more about reference than that it constitutes
the semantic role of an expression, then we have as yet no entitlement to assume... that the semantic role of
each expression can be specied by the association to it of an entity of one kind or another’; yet elsewhere he
talks as though ‘reference’ and ‘having a referent’ are one and the same, even when reference is construed as
semantic role. See Dummett ÕÉÕ, pp.ó¦¢-ä, and below.
Õóódetermining whether what the sentence says is true or false. For example, it should be part
oftheexplanationofthetruthof ‘aisred’ thatthepredicate ‘...isred’ referstotheuniversal
it does and not to some other universal, such as the universal referred to by the predicate
‘...is blue’. Reference to universals should not be a mere epiphenomenon from the point
of view of truth-conditional semantics, for when we predicate a universal we represent
it as combined with the particular in question. e accuracy of our representation, and
hence the truth of our statement, depends on which universal or universals we represent as
combined in this way; hence the referent of the predicate must play a role in determining
the truth of our statement.
e current position, then, is this: reference is a relation to an entity, such that the entity
referred to plays a role in determining the truth-conditions of sentences in which the
referring expression occurs. To say that a predicate ‘ϕ...’ has reference is to claim that the
predicate is related to a universal, and that whether ϕ is true of a given object will depend
in part on which universal it is related to in this way. We might sum this up by saying that
predicate-reference is the theory that predicates bear a semantic relation to universals;
however the current proposal should be dierentiated from two alternative, less plausible,
theories. One is the theory that a universal is the ‘meaning’ or ‘sense’ of a predicate rather
than its reference.Éþ e current thesis, that the reference of a predicate plays a role in
determining whether the predicate applies in particular cases, does not commit us to
identifying the referent of the predicate as its ‘sense’ or ‘meaning’, for referring terms
can apparently have the same reference but dierent meanings. Just as we might want
to say that the names ‘Hesperus’ and ‘Phosphorus’ have the same referent but dierent
meanings, it may be desirable to treat the predicates ‘...is water’ and ‘...is HóO’ as referring
to the same universal yet diering in meaning. Moreover, the thesis that universals are
meanings of predicates suggests the view that all meaningful predicates refer to universals;
as we shall see later, this is not something the realist will want to grant.
A second alternative to the current theory goes beyond the modest claim that the entity
referred to by the predicate ‘plays a role’ in determining truth-conditions, to state that the
semantic contribution of a predicate is exhausted by its referring to the universal which
it does. Such a theory should not appeal to the realist. I argue later that it would make it
impossible to solve the problem of the Unity of the Proposition; in any case the idea that
the semantic contribution of a referring expression must be exhausted by its having the
referentthatitdoesisshowntobefalsebythephenomenonofinectedlanguagesinwhich
ÉþSee Frege ÕÉób for the original distinction between sense and reference, and Quine ÕÉþ, p.ÕÕ for the
accusation that realists want universals to be the meanings of predicates.
Õóìeven names make a greater semantic contribution than merely picking out their referent,
as their inectional ending indicates which argument-place their referent occupies in the
predicate. Neither of these two alternative proposals — that universals are the meanings
of predicates, and that the identication of a universal as referent exhausts the semantic
contribution of the predicate — should be preferred to the account of predicate-reference
outlined above.
Predicate- or Adjective-reference?
So far it has been assumed that the realist will want to ascribe reference to to predicates
such as ‘...is red’ rather than to proper parts of predicates such as the adjective ‘red’. is
should not be taken for granted. When we consider whether reference is to be attributed
to predicates or to adjectives, logic and English grammar pull us in dierent directions.
e gain in simplicity achieved by excluding the copula from representations of predicate
logic leads us to represent ‘...is red’ by means of a single predicate-letter, and this notation
encouragestheideathatitisthecompletepredicatethatreferstotheuniversal. Whyshould
it be necessary to divide the predicate into a referential part (‘red’) and a non-referential
part (‘is’), if our best representation of logical form marks no such internal complexity?
On the other hand, we observe that idiomatic higher-order quantication in English is
achievedbyreplacingonlypartofthepredicate, leavingthecopulauntouched, forexample
in:
Socrates is something that Milo is not — namely, wise.
She is everything that I look for in a woman
Here the quanticational variables ‘something’ and ‘everything’ replace adjectives; argu-
ment from analogy with the case of rst-order quantication suggests that the adjectives
replaced by these variables are complete referring expressions — for when we generalize
using rst-order quantication, for example in ‘someone stole my bicycle’, the expression
‘someone’ occupies a place usually lled by a complete referring expression. Likewise we
might expect that when ‘something’ is used in higher-order quantication it lls a place
usually reserved for a complete referring expression; since only part of the predicate is
replaced, with the copula le intact, it is tempting to conclude that it is the adjective, and
not the whole predicate, that functions as a referring expression. e copula then will have
either a dierent function, or no function at all.
Õó¦e arguments from everyday English are far from conclusive. We describe the process of
generalizing from ‘Socrates is wise’ to ‘Socrates is something’ as a procedure of replacing
an adjective ‘wise’ with an expression of generality, but we could equally well describe it
as a procedure of replacing a whole predicate ‘...is wise’ with a generalized predicate ‘...is
something’. Indeed, when we generalize from a predicate containing only an intransitive
verb, we replace the verb with just such a generalized predicate: thus from ‘eaetetus
ies’ we can form ‘eaetetus does something’, where the verb ‘does’ is clearly part of the
expressionofgenerality.ÉÕ Ifitisthewholepredicatethatisreplacedbyadeviceofgenerality,
then it should be the whole predicate that we take to be the bearer of reference. Moreover,
although English doesn’t regularly present clear cases where an entire predicate is replaced
by a device of generality, there would be nothing unintelligible were the language to be
extended to allow this. We would perfectly well understand the kind of generality involved
were we to be told that ‘Socrates somethings’, just as we understand the admixture of
formal logic and standard English in ‘Socrates ϕs’; perhaps the only reason custom insists
that we choose either ‘Socrates does something’ or ‘Socrates is something’ is the precision
gained by specifying whether Socrates is acting in a certain way or merely exhibiting a
certain characteristic.
e evidence from English idioms of quantication can be interpreted in a fashion consis-
tent with the thesis that predicates refer. us far it seems preferable to adopt the view
suggested by predicate logic: that it is the predicate as a whole that refers to a universal. A
dierent argument might be advanced against this view. e semantic role of the predicate
cannot be exhausted by its referring to the universal to which it does refer, for the predicate
‘...iswise’ mustdomorethanmerelypickoutthepropertyofwisdom; otherwiseweshould
have no explanation how ‘Socrates is wise’ says something about Socrates yet ‘Socrates
wisdom’ does not. erefore, it is claimed, the predicate should be divided into two parts:
one part – ‘wise’ – which refers to a universal, and another, the copula, which indicates
that particular and universal are combined (Wiggins ÕÉ¦: ìÕ). en, of course, it will
not be the predicate as a whole that refers to the universal, but merely the general term
or adjective remaining when the copula is removed. I shall postpone discussion of the
need to distinguish dierent semantic roles played by the predicate. For now, we need
only notice that treating the predicate as having a dual role, both picking out a universal
and indicating propositional combination, cannot force us to divide each predicate into
two parts, one to full each of these dierent semantic functions. For many predicates,
no such division into two parts is possible, for the predicate consists of only one word. A
venerable example would be ‘...ies’ in ‘eaetetus ies’.
ÉÕA similar point about ‘does’ is made by MacBride óþþä, p.¦¦þ
Õó¢Wiggins provides the material for a response to this problem, by suggesting that a one-
word predicate could be decomposed into a referring verb-stem, and its inectional
endings, with the verb-stem performing the function of referring to the universal, while
the inectional ending ‘–s’, ‘–es’, ‘–ed’ and so on are assigned the task of indicating
propositional composition (ÕÉ¦: ìÕ). However, we should not adopt this proposal,
because it is not always possible to separate a nite verb into two distinct parts of which
one is clearly a stem and the other the inectional ending. is is obvious as soon as we
notice the phenomenon of ablaut, in which inectional variation is marked by a change
in the stem vowel and not by any ending. us ‘David writes the letter’ may become
‘David wrote the letter’. In the latter sentence, how should be separate the predicate ‘wrote’
into a referring and a non-referring part? Is it to be claimed that the referring expression
is the stem minus its vowel, so that what refers to the predicate is the string ‘wr—te’?
e proposal shades o into absurdity, but was never very plausible in the rst place, for
even in ‘ies’ we notice that the innitive, uninected form ‘y’ loses a letter before the
inectional stem is added. If we take seriously the idea that it is the unchanging part of the
predicate that bears referential function, we are forced to conclude that the referential part
is simply the two consonants ‘—’. e hypothesis that every predicate can be divided
articiallyintoareferringpartandapartthat ‘indicatespropositionalcombination’ cannot
be sustained.
It seems, then, that there is no good argument to prevent us from following the course
suggested by predicate logic, and ascribing reference to the complete predicate rather than
to a part of it. However, we might adopt a conciliatory approach to those who feel that
‘wise’ in ‘...is wise’ should be allowed to refer to a universal wisdom. An unquestioned
assumption has been that the choice is exclusive: either we conclude that predicates refer
(and adjectives do not) or we decide that adjectives refer while whole predicates do not.
Yet this assumption is unjustied, and may indeed be false. No-one should deny that the
reference of a complex expression depends on the reference of its parts: the reference of
‘the capital of France’ is partially determined by the reference of its constituent expression,
‘France’. Sometimes, indeed, the reference of a complex expression will be no more
than the reference of its parts. us ‘John and Sarah’, a compound expression, refers
both to John and to Sarah, simply because it has proper parts, the names ‘John’ and
‘Sarah’, which themselves refer to John and Sarah. e analogical lesson to be drawn is
this: reference may be preserved when simple referring expressions are combined into
compound expressions. Applying the analogy to predicates like ‘...is wise’, why should we
notholdthatboththepredicate,andtheadjectiveitcontains,refertotheuniversalwisdom?
We may ascribe reference to the predicate ‘...is wise’ precisely because it is a compound
Õóäformed of a referring expression ‘wise’ and the copula, and it is not unreasonable to say
that a compound expression with a part referring to an entity x might itself refer to that
entity x. Fromthisperspective, itispossibletoappreciatethemeritsofbothpredicate-and
adjective-reference; however we may say that the proponents of each view are mistaken
insofar as they believe their opposing views to be incompatible. In fact, there is no obstacle
to ascribing reference to predicates and adjectives both.
ÕóßWhy Predicate-Reference?
e thesis that predicates refer to universals may not be compelling in its own right;
however, once it has been accepted that universals exist, there are good reasons for the
realist to accept that predicates refer to them. In this section I distinguish three such
reasons. A consequence of the discussion is that there is no prospect of denying that
predicates refer to universals while remaining a realist. e only option is to engage with
the problems of predicate-reference and attempt to solve them.
Õ. Higher-order Quantication
It is a familiar claim that accepting the legitimacy of quantication into predicate- or
adjective-position would require us to accept that predicates refer. We may take arguments
oered by Wiggins and Dummett as examples of such an approach. Wiggins claims that
we should accept predicate reference because of the ‘need to nd something intelligible in
second level quantication’ (ÕÉ¦: ìÕ¢); his thought is that such quantication is intelligible
only if we take ourselves to ‘quantify over what one- and two-place predicates stand
for’ (ÕÉ¦: ìÕ¢) — i.e. entities of a certain kind. Dummett’s argument is that higher-
order quantication must be explained in a manner ‘analogous’ (ÕÉÕ: óó¦) to rst-order
quantication: since the explanation of rst-order quantication requires us to posit a
domain of entities over which the variables range, higher-order variables of quantication
mustlikewisebeunderstoodbyappealingtoadomainofentitiesoverwhichthequantied
variable ranges (Dummett ÕÉÕ: ¢óÕ, óó¦). Here I argue that Wiggins’ and Dummett’s
arguments fail to motivate their conclusion in favour of predicate-reference; however,
some of the arguments advanced in Chapter ó with regard to the rst-order quantier may
be adapted to higher-order quantication, providing good reason to believe that predicates
refer.
Wiggins and Dummett both appeal to the idea that higher-order quantication can be
explained only if the variable of quantication is understood to range over a domain
of entities. eir arguments invite an obvious response: why is it not possible to render
higher-orderquantication ‘intelligible’ bymeansofasubstitutionalistaccount,onewhich
sees the truth of a higher-order quantication ‘a is something’ as depending on the truth
of an appropriate substitution-instance, ‘a is F’? Under such a treatment, we could not be
sure that the quantication was ontologically committing unless we were already sure that
the substituend predicate-expressions refer; therefore, we could not derive the conclusion
that predicates refer from considerations about truth-conditions for quantication.
ÕóItwillnotdotorejectsubstitutionalismforhigher-orderquantiersmerelyonthegrounds
that substitutionalism is unacceptable in the rst-order case, as I argued in Chapter ó.
e opponent of predicate-reference claims that there is a huge dierence in the semantic
operation of predicates and names, such that only the latter kind of expression is capable
of referring to entities. Why then should he not claim a similar disparity between the
function of quantied variables taking the place of these expressions, with those which
replacereferringexpressionsrangingoverentities,whilethosewhichreplacenon-referring
expressions going proxy for the expressions themselves? It cannot be assumed from the
outset that the semantic role of predicates and subject-expressions is suciently similar
that the behaviour of predicate-variables must be ‘analogous’ to that of subject-variables.
Dummett oers a dierent response to the substitutionalist:
‘e advocates of substitutional quantication share with Quine the assump-
tion that ontological commitment is required only by ‘ontic’ quantication,
and therefore regard substitutional quantication as a means of achieving
liberation from ontic commitment. Both are wrong, because it is not quanti-
cation which in the rst place requires the ascription of reference: reference
must be ascribed to any expressions which function as signicant units of
sentences of a language, if we are to be able to frame a semantic account of
that language.’Éó
e thought is this: even on a substitutional account, we must assign reference to any
expression substituted for a variable of quantication in a substitution-instance, in or-
der to account for the truth-conditions of those substitution-instances; therefore even
‘substitutional’ quanticationisontologicallycommitting, sinceavariableofsubstitutional
quantication stands in for a class of expressions to which reference must be ascribed in
any case. e variable of quantication imparts ontological commitment derivatively, as a
result of standing in for expressions which refer, and which are themselves ontologically
committing.
Within Dummett’s own scheme, this argument is unconvincing. As we have seen, he
makes a distinction between reference ‘as semantic role’ and reference ‘by analogy with
the name-bearer relation’; if reference is construed as the former, it is hard to see why it
should be automatically considered as a relation between a predicate and a non-linguistic
entity, rather than being something that any expression may have, provided it makes
a contribution to the truth-conditions of the sentences in which it occurs. Certainly,
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ÕóÉDummett’s argument justies us only in supposing that it is ‘reference as semantic role’
that we should ascribe to predicates, since his reason for ascribing ‘reference’ to predicates
is merely that they make a contribution to truth-conditions. But then why think that
the ‘reference’ we ascribe to predicates must involve a domain of entities that serve as
their referents? Dummett is aware that it is a ‘further thesis’ that the semantic role of an
expressionwillalwaysinvolve‘theassociationofsomeappropriateentitywithit’(ÕÉÕ: ¢ó¦).
For that reason it is doubtful whether Dummett’s own reections justify us in introducing
entities to serve as the referents of predicates; moreover we cannot expect the opponent
of predicate-reference to concede that predicates must be associated with a domain of
entities merely because they have ‘reference’ in the sense of making a contribution to
truth-conditions. Butifthepredicatesthatoccurinsubstitution-instancesforhigher-order
quantication can have ‘reference’ without standing in a relation to entities — universals
— there is no reason to suppose that this quantication is ontologically committing on a
substitutional interpretation, as Dummett claims.
Dummett’s and Wiggins’ appeals to higher-order quantication fail to motivate the view
that predicates have entities as their referents. However, we may defend such a view by
adapting arguments deployed in favour of objectualism about the rst-order quantier
in Chapter ó. One is the argument from the paucity of substitutable expressions: that
substitutionalism wrongly counts a sentence as false when what makes the quantied
sentence true is some entity which is the referent of no expression in the language. is
problem also arises for quantication into predicate-position, as Strawson observes:
‘Tom does whatever William does; however William acts, Tom acts thus
too. William’s behaviour might be indescribable without therefore being
inimitable.’Éì
e same point applies to quantication into adjective-position: Tom might be something
that William is not, although the language has no adjective capable of describing precisely
what this is. Here ‘something’ cannot be said to stand in for an expression, for there is, by
hypothesis, no adjective in the language which might replace it. Hence it must stand in
for an entity — the universal which Tom has but William lacks. is problem cannot be
evaded by adapting Prior’s strategy for the higher-order case, and saying that the presence
of a substitutable predicate-expression is a sucient but not a necessary condition of the
truth of the quantier. Prior suggests that quantications which lack true substitution-
instances may nevertheless be true in the rst-order case because the predicate is true of
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Õìþsome nameless object (ÕÉßÕ: ìä); but no comparable explanation may be oered for the
truth of quantications into predicate-position which lack substitution-instances, unless
we are prepared to say that such quantications may nevertheless be true because of the
presence of some entity to which no predicate refers. To make such a move would be to
concede a domain of entities to which predicates refer in the normal course of aairs, and
so requires that we capitulate to predicate-reference aer all.
A second reason for treating higher-order quantication as ontologically committing is
that such quantiers interact with the machinery of counting in just the same way as in
the rst-order case, and of course we can make no sense of a ‘count’ quantier unless we
can specify what is being counted. Just as in the rst-order case we can say that ‘Socrates
and Plato have two things in common’, we may employ higher-order count-quantiers,
for example to say
‘Socrates and Plato are two things that Aristotle is not’
Here, the verb ‘are’ is clearly functioning as copula rather than identity-predicate, and so
the expression of generality ‘two things’ must be taken to occupy adjective-position. But
then what are we counting when we employ such a higher-order quantication? Just as
in the rst-order case, it would be absurd to claim that we were counting substitutable
expressions, for we would not count the sentence as expressing truth in virtue of the
fact that Socrates and Plato, but not Aristotle, were both bipedal and two-legged. Since
‘bipedal’ and ‘two-legged’ mark the same shared feature, it is not the case that Socrates
and Plato are two things that Aristotle is not — they are only one thing that he is not, but
this one thing may be described in dierent ways. erefore, what we count when we
indulge in higher-order count-quantication must be not the substitutable expressions,
but what those expressions refer to — the universals themselves. Although Dummett and
Wiggins’ arguments gave us no reason to treat higher-order quantication as ontologically
committing, these reections on the extension adequacy of non-objectual accounts of the
quantier justify the conclusion that quantication into predicate- and adjective-position
requires the existence of appropriate entities over which the variable of quantication
ranges.
Would it be feasible to accept that quantication into predicate-position is ontologically
committing, and yet deny that reference should be ascribed to predicates themselves? is
seems a desperate strategy for the opponent of predicate-reference. e problem is that,
in conceding the ontological commitment of higher-order quantication, we accept that
a predicate (or adjective) can be replaced by a variable of quantication which ranges
ÕìÕover a domain of entities. In so doing, we accept that an expression (the variable itself)
can stand in the position of a predicate and at the same time stand for one or another
entity in the domain. It would be a mystery how this could happen unless the expressions
that the predicate-variable replaces could also stand for entities of the same kind as those
over which this variable ranges. For that reason, ascribing ontological commitment to
higher-order quantication requires that we also accept the thesis of predicate-reference.
ó. Equivalence
e argument from equivalence has been repeatedly emphasized by Strawson (ÕÉß¦a: Õ;
ÕÉß¦b: óß). He considers pairs of sentences such as
Socrates has wisdom
Socrates is wise
and
Socrates exemplies bravery
Socrates is brave.
e claim is that, given that the realist recognizes the rst of these pairs as introducing a
universal, he should recognize the second as doing the same, for is it not the case that the
two sentences convey the same information about the world? As Strawson puts it,
‘e theory of ‘commitment’ by noun, but not by adjective or verb, is as
absolutely implausible as any philosophical view could be.’É¦
In other words, if we recognize that ‘Socrates has wisdom’ mentions two things – a partic-
ular and a universal – then we should likewise recognize the predicative form ‘Socrates is
wise’ as mentioning a universal by means of the predicate ‘...is wise’.
It is not possible to assay the response that we accept the equivalence of ontic commitment
between the nominalized and predicative sentences, but deny that either bears ontic
commitment to a universal, for the previous chapters gave us good reason to believe
both that universals exist, and that we are capable of quantifying over them using the
rst-order quantier; how then could we deny that it is possible to refer to universals by
means of subject-expressions such as ‘wisdom’ or (for the scientically-minded) ‘mass’,
‘spin’, ‘charge’ and so on? It would be an absurd position to accept that bound variables of
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Õìórst-order quantication could stand in for universals, but deny that universals could be
referred to by means of subject-expressions themselves.
A more serious objection to the argument from equivalence is proposed by Loux (óþþó,
p.ìß) and Teichmann (ÕÉÉ, p.Õ¢ä). It is that we generate a vicious innite regress if we
recognize that the content of ‘a is F’ is given more perspicuously by ‘a has the property F’.
esecondofthesesentencesemploysapredicate ‘...hasthepropertyF’,andso, according
to the current argument, should be taken as equivalent to a sentence containing a property-
designator corresponding to the predicate, i.e. as equivalent to the sentence ‘a has the
property of having the property F’. But this too involves a predicate ‘...has the property of
having the property F’, and so is equivalent to a yet more complicated sentence ‘a has the
property of having the property of having the property F.’ e problem, roughly speaking,
is that each of these reformulations is a more accurate representation of the fact of the
matter than the formulation that precedes it, for at each iteration a universal which had
been introduced implicitly by means of a predicate is now introduced explicitly by the
property-designator beginning ‘the property of...’. But then, in Teichmann’s words, we
are led to ‘imputing an innitely complex logical form’ (ÕÉÉ: Õ¢ß) to apparently simple
predications,andsothetheorythatpredicatesandcorrespondingnominalizationsco-refer
collapses into absurdity.
e complaint is about the ‘logical form’ we end up imputing to the sentence ‘a is F’.
But here it is hard to see what the problem is. Suppose that the logical form is held to
be innitely complex because each iteration of the regress mentions a greater number of
entities, and we can see that the limit of the process will have a logical form that mentions
an innite number of entities. In this case, the realist can respond that no reason has
been given why we should suppose that the more complicated locutions further along
the regress mention more entities than do the the original pair, ‘a is F’ and ‘a has the
property F’. e realist’s original point was that these two sentences could dier in surface
form and yet mention the same number of entities – two. Why then should he agree
that more than two entities are mentioned in any iterated sentence ‘a has the property of
havingthepropertyof... havingF’?Abetteraccountwouldbethatasyntacticallycomplex
property-designator ‘the property of having the property of ... having F’ designates only
one universal, and this is exactly the same universal as we might designate by means of
the less loquacious ‘the property of F’ or even by ‘F-ness’.
To take an alternative formulation, perhaps the point of mentioning logical form is not to
raise a problem about the need for an innite number of entities, but instead to complain
about the extra complexity of logical form in iterated forms of the regress. Again, the
Õììcomplaint seems unjustied. Take any stage in the regress — ‘a has the property of
having the property of ... having F’. What kind of logical form should we attribute to it?
Surely the correct description of the logical form here is that it is given by the schema
xRy where x stands for the object a, y stands for the property-designator ‘the property of
having the property of ... having F’, and R for the relational predicate ‘...has...’. As the
complexity of the iterations increases, the length of the property-designator ‘the property
of having... the property F’ will increase, but it would be a mistake to think that the logical
form of the sentence is thereby more complex. Again, we nd nothing objectionable.
e correct response to this regress is to allow that we may indulge in ever more long-
winded descriptions of the situation described by ‘a is F’, but deny that this extra length
of description corresponds to any increased complexity in what is said, either in terms
of the number of entities mentioned or in terms of the logical form of what is said. We
may conclude that there is no good objection to recognizing an equivalence in content
between ‘a is F’ and ‘a has F-ness’; therefore the argument from equivalence provides a
second cogent reason to believe that predicates refer to universals.
ì. Describing the World
e realist claims that the world is composed of two kinds of entity in combination –
particulars and universals.É¢ Whereas the nominalist may recognize only particulars, the
realist recognizes not only particulars but also their properties and the relations they stand
in. But the mere recognition of these extra entities does not qualify one for realism in the
usual sense, for an essential claim of realism is that this world of particulars and universals
is arranged in a certain way: particulars instantiate universals, and these universals may
in turn instantiate other universals. If our description of these patterns of instantiation
is correct, then what we say is true. So a natural position for the realist to adopt is that a
subject-predicate sentence represents the world of particulars and universals as arranged
inacertainway,andtruthisachieveditheworldisindeedarrangedjustaswerepresentit
to be. But this poses a problem for the realist who denies that predicates refer to universals:
if the predicate in a declarative sentence Fa fails to pick out, or refer to a universal which a
is said to combine with, how can this sentence Fa hope to describe the structure of the
world as it is? e sentence mentions only one kind of entity – a particular – but the
fundamental structure of the world is given by the arrangement of two kinds of entity,
É¢Nothing I say in this section depends on recognizing particulars in addition to universals. e same
argument would apply, mutatis mutandis, to theories according to which the world is composed only of
universals in combination.
Õì¦particularanduniversal. Howdoesasentence succeedinconveyinginformationabout the
world if it mentions the particular on its own without mentioning one or more universals
with which it combines?
isargumentissometimesgeneralizedtoattacknominalistviewswhichrefusetocorrelate
predicates with any non-linguistic entities. e challenge is then to explain in what sense
the predicate is ‘informative’ if this informativeness does not consist in the identication
of some universal which the predicate picks out (Armstrong ÕÉþ: Õþ¢). We should not
adopt such an argument, for the simple reason that even the realist should not adopt
a general principle that any expression that makes an ‘informative’ contribution to the
truth-conditions of a sentence must be associated with an entity to which it refers. To
do so would be to commit us to entities which are referents for expression such as the
truth-functional connectives ‘and’, ‘or’ and so on, and this would inate our ontology
beyond anything the realist should nd plausible.
Notwithstanding the failure to generalize this argument as a criticism of nominalism, it
is clear that it presents another good reason for the realist to accept that predicates refer,
for surely we must accept that subject-predicate sentences are capable of describing a
combination of particular and universal, and to be able to do so it must be capable of
picking out a universal in some way, in which case the natural supposition is that the
sentence picks out a universal by incorporating a predicate that refers to that universal.
To summarize: there are three compelling reasons, given that universals exist, to credit
predicates with referring to them. One is the phenomenon of quantication into predicate-
and adjective-position; another the equivalence of content between sentences mentioning
a universal and those employing the corresponding predicate. A nal reason is the need
to explain how a subject-predicate sentence can succeed in describing the combination
of particulars and universals. I now turn to the diculties associated with the thesis
that predicates refer to universals. It is of great importance that the realist should have a
solution to these problems, for otherwise his position will be untenable: nding that belief
in the existence of universals compels him to accept that predicates have reference, and
that predicate-reference is incoherent, it might seem that his only option is to abandon
realism itself.
Õì¢Problems for Predicate-Reference
Õ. e Problem of Sparseness
A rst problem for predicate-reference is that not every predicate can serve to ascribe a
correspondinguniversal. Sucha ‘ProblemofSparseness’ aictsthecurrenttheorybecause
universals were introduced in the rst place to serve as ‘respects’ in which similar things
are the same; yet there are many predicates which mark no similarity between the things
to which they apply. Indeed, much of the argument in favour of realism depended on the
fact that sharing a predicate is not sucient for resemblance in some respect; this was the
reason why Predicate Nominalism failed, and is among the reasons why a substitutional
treatmentofquanticationintopredicate-positionisunsatisfactory. Itseems,then,thatthe
predicate-reference theorist must recognize many predicates which refer to no universal.
How much a problem of sparseness aicts a theory of predicate-reference depends on
how abundantly we stock our ontology with universals, and this will depend in turn on
what theoretical purpose the universals were originally introduced to serve. In this respect,
the introduction of universals to make sense of quantication over ways or respects in
which things are similar puts us at an advantage. Other ‘sparse’ theories of universals
have been proposed according to which there are far fewer universals to serve as referents
than our current account suggests. One is a ‘scientic’ theory that accepts only those
universals that are required for the truth of a scientic theory; another a ‘minimal’ theory
that accepts only those universals that are needed at the fundamental ontological level on
which everything else supervenes. e two diverge because it cannot be guaranteed that
science restricts its enquiry to the fundamental level: a ‘scientic’ ontology might include
universals required for the truth of biology or geology although these disciplines do not
operate at a level that could be called ‘fundamental’ (Schaer óþþ¦: É¦-¢).
Neither account presents a genuine threat to a theory of universals as respects of similarity,
for these rival criteria derive from dierent reasons to accept universals in the rst place.
isisespeciallyclearinthecaseofthe ‘minimal’ ontology: hereuniversalsareintroduced
to ‘ground’ truths about the world — i.e. to provide the ontological footing on which
higher-level truths supervene. But to play this role is not to function as respects in which
higher-level things are the same, for two higher-level things might genuinely be the same
in some respect without there being some one universal at the fundamental level which
they share.
Similarly, the ‘scientic’ ontology fails to recognize those universals which are required to
Õìäserve as the respects of sameness that we describe in everyday discourse. It will be noticed
that literary critics classify styles, meters, ‘tropes’ and so on shared between literary works;
those with an interest in fashion notice relevant similarities between hairstyles; we all
know what we want when we want the same model of car as the one seen in the advert.
We constantly attempt to classify the things around us, and we debate the propriety of
such classications largely on the basis of whether they succeed in capturing genuine
similaritybetweenthethingssoclassied. Itseemsthattheuniversalsrequiredas ‘respects
of sameness’ far outstrip those that are required by the totality of scientic discourse.
To avoid such a conclusion it would be necessary either to attribute massive error to all
non-scientic discourse about qualitative sameness, or to expand our understanding of
‘scientic’ to the point where it encompasses our total theory of the world.
e purpose for which we introduced universals is only served when we recognize a uni-
versal behind every genuine similarity. Our proposed analysis makes resemblance depend
on the sharing of a common universal; therefore it can no more be achieved by sparse
ontologies which are restricted to ‘scientic’ or ‘fundamental’ universals than it could by
abundant ontologies which recognize universals even where there is no genuine similarity.
If we doubt that two things share a common universal, we may for that reason doubt
whether they really do resemble one another. What we cannot do, without abandoning
the analysis that was our reason for accepting universals in the rst place, is to accept that
two things genuinely resemble each other although they share no universal in common.
Toconcludethatagivenpredicatereferstoauniversal,then,itisnecessaryonlytoestablish
that it picks out a genuine respect in which things are qualitatively the same. us there
is no obstacle to the view that even ‘non-scientic’ predicates such as ‘... is wise’ refer
to universals. However, this is not enough to avoid problems about sparseness. Given
that there are predicates which do not make for sameness of type, how are we to uphold
the claim that predicates refer to universals? In particular, given that the contribution a
predicatemakestothetruth-conditionsofsentencesinwhichitoccursispartlydetermined
by which universal it picks out, how are we to make sense of the contribution made to
truth-conditions by predicates which pick out no one universal? We may decompose the
problem into two dierent challenges for the realist. One is how to deal with predicates
whichapplyinvirtueofnotonebutoneofmanyuniversals,forexamplewhenthepredicate
‘...isgrue’ mayapplyinvirtueoftheuniversalgreeninstantiatedatonetimeortheuniversal
blue instantiated at another; the other is what to say about predicates which correspond to
no universal at all.
e rst of these problems may be solved if we are willing to adapt some remarks made by
ÕìßDavid Armstrong. Armstrong notices that the ‘sparse’ realist cannot accept that predicates
and universals stand in one–one correlation to each other. Instead,
‘Given a predicate, there may be none, one, or many universals in virtue of
which it applies.’Éä
In particular, some predicates may apply in virtue of one or another of a class of universals;
for example, ‘...has mass’ applies to a particular in virtue of one or another specic mass-
universal, while ‘...is a game’ applies in virtue of one or another of a loosely-allied family
of universals, and ‘...is either a raven or a writing-desk’ applies in virtue of some universal
in a class which has no internal unity whatsoever (Armstrong ÕÉßb: Õß). In this scheme,
the correspondence between predicates and universals may be one–one, but it may also be
one–many. (Of course, it may also be many–one, for dierent predicates may pick out the
same feature and so correspond to the same universal.)
e adaptation I wish to suggest to Armstrong’s account is a simple one: that instead of
talking of predicates ‘applying in virtue of’ or ‘corresponding’ (ÕÉßb: Õß, Õì) to universals,
we should say that Armstrong’s relation of correspondence, or applying-in-virtue-of,
is simply the reference-relation by another name. To see why the strategy is plausible,
consider the phrase ‘apply in virtue of’. When a predicate applies to an object in this
sense, it is said to be ‘true of’ the object; indeed to say that the predicate ‘F...’ applies to
an object named by ‘a’ is to say no more than that the sentence ‘Fa’ expresses a truth. So
‘application’ is a semantic concept, in the sense that it is closely linked with the conception
of truth itself. (In fact, ‘application’ in this sense is no more than the converse of Tarksi’s
relation of ‘satisfaction’: objects satisfy predicates, while predicates apply to objects.) It
seems that ‘applying in virtue of’ does not dier in any signicant respect from ‘referring
to’; thus it is plausible that any theorist happy to say that predicates ‘apply in virtue of’
universals should also be happy to say that predicates refer to universals.
One diculty with this solution is that we would normally think that reference should
be a relation between an expression and one entity. If we are to have predicates which
correspond to whole families of universals, then surely the correspondence in question
cannot be reference, unless it is possible to conceive of reference as a one–many relation.
Worse, not all the entities referred to by such a predicate need be instantiated in order
for the statement in question to yield truth, for the predicate ‘...has mass’ applies to an
object when that object instantiates one or another specic mass-universal, for example
the universal of having mass of ¢kg. e predicate cannot refer ‘conjunctively’ to the whole
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Õìset of dierent mass universals, for not all of them need be instantiated for the predicate
to apply; indeed, only one of them can be instantiated by an object at a given time. Instead,
we must be happy to allow that reference to the class of mass universals is ‘disjunctive’ or
‘indiscriminate’, such that the predicate ‘...has mass’ applies when one of the family of
mass-universals is instantiated. It will be objected that it is highly implausible to think of
reference as a one–many relation of this kind.
It is possible to say three things in response. One is to point out that there is nothing in
our characterization of the reference-relation that requires that it be one–one. Earlier we
suggested that a predicate should be said to ‘refer’ to a universal i which universal is
referred to plays a role in determining the truth of falsity of occurrences of that predicate.
Even when a predicate refers to several universals in this new, ‘disjunctive’, fashion, it
will be the case that each of the family of universals so referred to meets the condition
on being a referent, for the application-conditions of the predicate ‘...has mass’ will be
determined by which universals are members of that family. Since each member of the
family determines one way in which the predicate could apply, each mass-universal plays
a role in determining the predicate’s contribution to truth-conditions.
Second, the defender of predicate-reference might point out that there is no reason to
suppose a disjunctive reference-relation of this kind impossible even in the case of paradig-
matic referring expressions, namely names. ere is no logical reason why we could not
introduce a name ‘c’, stipulated to refer disjunctively to a and b, such that a predication Fc
is counted true i Fa or Fb. Indeed, it is possible that we already have names that refer
‘conjunctively’ to more than one thing, such that a predication involving the name is
true i both of its referents satisfy the predicate. Examples would include ‘Billary’ and
‘Brangelina’. It is true that Brangelina is here i Brad is here and Angelina is here; why
couldn’t the couple also have a name such that predications involving that name are true if
Brad or Angelina satises the predicate? Such a name would exhibit an exact analogue of
the ‘disjunctive’ referencesuggestedforpredicates, forthesuggestionisthatadisjunctively
referring predicate is true of an object i the object instantiates one or another of the
universals to which the predicate refers.Éß
ÉßStrawson (ÕÉß¦b, p.¢) has an argument to the eect that there could not be disjunctive names of the kind I
suggest are a genuine possibility. He claims that, once we have allowed conjunctive and disjunctive predicates
such as ‘(F or G)...’, to admit disjunctive names would force us to recognize the following set of equivalences:
(Õ) (Fa and Ga) or (Fb and Gb) ↔
(ó) (F and G)a or (F and G)b ↔
(ì) (F and G)(a or b) ↔
(¦) F(a or b) and G(a or b) ↔
(¢) (Fa or Fb) and (Ga or Gb).
ÕìÉFinally, if some doubt remains about the appropriateness of ‘reference’ as a term for a
relation between predicates and universals that may be one–many, we need not cavil
too long over our right to use the word, for what we are claiming can be made perfectly
precise in terms that do not presuppose a pre-theoretical notion of ‘reference’. We could
understand our claim for the one–one case along these lines:
‘F...’ refers to universal UÕ ←→ ‘F...’ is true of a i a instantiates UÕ.
In the case where the reference relation is disjunctive and one–many, the account will be
this:
‘F...’ refers disjunctively to universals UÕ, Uó, Uì, ... , Un ←→ ‘F...’ is true of a
i a instantiates one or more of UÕ, ... , Un.
In the case of predicates like ‘is a game’, the account may be modied to specify some
minimum number of features that a procedure must exhibit to count as a game. If our
opponentcontinuestocomplainaboutextendingtheterm ‘reference’ tocasesinwhichthe
relation in question is one–many, then the term can simply be abandoned. What is really
at stake is the thesis that the semantic contribution of a predicate consists in a relation to
some universal or universals, such that whether a given sentence is true depends in part on
whether the particulars mentioned do indeed instantiate the universal or universals picked
out by the predicate. Indeed, when the thesis is put in this form, it is hard to see how
any realist could deny it, for even the realist who recognizes only fundamental scientic
properties should accept that predications concerning the non-fundamental features of
objects at the macro level must depend on the fundamental properties of those objects
in some systematic way. It seems that the part of the Problem of Sparseness is solved by
allowing that predicates which mark no genuine similarity between all their instances may
refer ‘disjunctively’ to a family of universals.
A further objection threatens. What are we to make of predicates to which no universal
corresponds? Ifweexpectthatnameswhichlackareferentcannotplayaroleinmeaningful
sentences, why then should we expect a predicate to be meaningful although it refers to no
Since (¢) is not in fact equivalent to (Õ), it is claimed that disjunctive names are impossible without violating
logic. However, the argument does not go through, since we should not accept the equivalence he proposes
between (ì) and (¦): whereas (¦) will be true in the circumstance where Fa and Gb, (ì) will not, for the
conjunctive predicate (F and G) will be true neither of a (which is merely F), nor of b (which is merely G);
consequently the predicate (F and G) should not be counted as applying to the disjunctive name (a or b). If (ì)
and (¦) are not equivalent it is not possible to derive the intended reductio by showing that (¢) is equivalent to
(Õ).
Õ¦þuniversal whatsoever? An example given by Armstrong is the predicate ‘...is bewitched’
(ÕÉßb: Õß). Since there is no such thing as witchcra, there is no universal picked out by
this predicate; yet we perfectly well understand what would be claimed of someone if we
said that they were (literally) bewitched.
Twooptionsareopentothepredicate-referencetheoristatthispoint. First,itwillbenoticed
that the problem is much more serious for an ontology, like Armstrong’s, which admits
only universals which are actually instantiated at one time or another. If uninstantiated
universals are rejected, then predicates are denied a referent merely by failing to apply
to any objects. It is not clear that the realist should deny the existence of uninstantiated
universals. It would not be unreasonable to recognize universals that are respects in which
things could be the same, as well as accepting the features that objects actually exhibit; in
any case it is not clear that there is any good reason to deny uninstantiated universals. One
reason given by Armstrong is that
‘Once you have uninstantiated universals you need somewhere special to put
them, a ‘‘Platonic heaven’’ as philosophers oen say.’É
Certainlywecanagreethatuninstantiateduniversalsmustbe ‘platonic’, lackingspatiotem-
poral location, for where else in the world could a universal be located except where its
instances are? However, it will not do to suggest, as Armstrong does, that the acceptance
of unlocated universals requires us to accept
‘two realms: the realm of universals and the realm of particulars’.ÉÉ
ere is a dierence between holding that universals lack spatiotemporal location, and
claiming that universals are located in a separate realm, a ‘Platonic heaven’; certainly the
latter does not follow automatically from the former, and uninstantiated universals are not
to be rejected on the grounds that they require us to believe in ‘two realms’ of reality.
A second argument against uninstantiated universals is that, if universals can exist without
being instantiated, and universals exist independently of particulars, then the instantiation
of universals by particulars must be treated as a genuine relation — a thing in its own right
— which leads to a vicious innite regress (Armstrong ÕÉßa: ää). It is not possible to say
a great deal here without pre-empting the discussion of Bradley’s Regress in subsequent
chapters. e relevant conclusions of that discussion are, rst, that we are not excused
giving an account of the relation that holds between universals and particulars merely
ÉArmstrong ÕÉÉa, p.ßä
ÉÉArmstrong ÕÉÉa, p.ßä
Õ¦Õby adopting an ‘aristotelian’ theory according to which universals are located at their
instances and cannot exist uninstantiated; second, that a satisfactory solution to Bradley’s
regress can only be achieved by treating the relation between universals and particulars as
genuine. If that is true, then this second argument against uninstantiated universals does
not succeed.
If we accept uninstantiated universals — ways in which things could be the same — then
there is no problem about a predicate such as ‘...is a witch’: although there have never been
genuine witches, there could have been such, in which case the uninstantiated universal
being a witch would have been instantiated. However, there may be other reasons why
uninstantiated universals are unacceptable; alternatively a problem may remain if there
are meaningful predicates which correspond to no respect in which things could be the
same and so cannot be correlated even with an uninstantiated universal. For those reasons
we should explore a second option for the predicate-reference theorist, which is to adapt
the Negative Free Logic (NFL) which has been developed for names, to enable it to apply
to predicates.
A Negative Free Logic for names allows that sentences containing non-referring names
are capable of truth or falsity; however the truth-value assigned to such a sentence is deter-
mined by the rule that any simple or ‘atomic’ sentence containing a non-referring singular
term shall be false. e truth-values of molecular sentences containing non-referring
singular terms are then determined according to the usual rules for truth-functional con-
nectives (Sainsbury óþþ¢: ä¦). Such a theory is appealing because of the solution it oers
to the problem of negative existentials: ‘Pegasus does not exist’ is counted as true because
it is understood as the negation of the false atomic sentence ‘Pegasus exists’ (Sainsbury
óþþ¢: ÕÉä).
A similar proposal can be advanced in the case of non-referring predicates. Let every
atomic sentence containing a predicate which lacks a referent be counted false, and let the
truth-values of molecular sentences containing non-referring predicates be determined
by the usual operation of truth-functional connectives. us ‘Boris is a Healump’ is
automatically false, in virtue of the absence of a universal being a Healump; ‘Boris is not
a Healump’ is true, because it is the negation of ‘Boris is a Healump’.
One problem with this proposal is that it breaks the link between the meaningfulness of a
predicate and its having a referent, for we allow that predicates can be meaningfully used
which have no referent. What account could we give of the meaning of a predicate, if the
meaning of a predicate does not consist in the successful identication of a universal as
its referent? To develop an adequate theory of meaning for predicates would be an end
Õ¦óin itself; here I can do no more than suggest two directions such an account might take.
One is to say that a predicate may be meaningful in virtue of being associated with some
body of information which in normal cases does, and in deviant cases does not, succeed
in determining which universal is referred to. Another would be to adopt the suggestion
oered by Sainsbury, that understanding the meaning of a name is a matter of ‘immersion
in a name-using practice’ (óþþ¢: Éì); we might make a similar claim regarding immersion
in a ‘predicate-using practice’. Indeed, there might be reason to hope that a fully-worked
out theory could synthesize the best of each suggestion, for it may be that we are able to
engage in a predicate-using practice only in virtue of some body of information which
enables our use of the predicate to coincide with that of our neighbour. As long as these
options are not thought implausible, and as long as we retain the distinction between the
reference of predicates and their sense or meaning, there will be no obstacle to allowing
meaningful predicates which refer to no universal.
AsecondobjectiontoadoptingNFLforpredicatesisthat,inattributingreferentialfunction
to predicates, we make referring something that is integral to an expression functioning as
a predicate; something that no expression could fail to do yet still function predicatively.
How then could there be predicates which fail to refer yet make a contribution to truth-
conditions? Here again we may adopt a response proposed by Sainsbury in the case of
names,thattocreditanexpressionwithacharacteristicroleisnottoexcludethepossibility
of some expressions of that kind failing to perform it:
‘A pencil is for writing, a heart for pumping blood. A broken pencil is still a
pencil, even though it cannot be used to write; a malformed heart is still a
heart, even though it cannot pump blood. A referring expression which fails
in its function of introducing an object is still a referring expression.’Õþþ
We may claim that we aim to use predicates to refer to universals; that the truth of a given
predication depends on the instantiation of the universal(s) to which the predicate refers;
that a predicate which picks out no universal whatsoever is never truly applied. Nothing
in this position is threatened by the phenomenon of predicates which fail to pick out a
single universal, or which pick out no universal at all. erefore we may conclude that
the absence of sucient universals for each predicate to stand in a one–one relation to its
referent does not generate a problem for the thesis that predicates refer. e Problem of
Sparseness does not present an insuperable obstacle to predicate-reference.
ÕþþSainsbury óþþ¢, p.Éì
Õ¦ìó. Co-referentiality, and the concept horse.
Attempts to claim that predicates refer encounter what is known as the ‘problem of the
concept horse’. is problem arises when it is alleged that expressions which refer to
‘predicative’ entities — entities which are the referents of predicates — can appear in
meaningful sentences only when those expressions occupy a place appropriate to a predi-
cate. e diculty was rst proposed by Frege, with regard to the ‘concepts’ to which he
believed predicates refer. His claim is that
‘ebehaviouroftheconceptisessentiallypredicative,evenwheresomething
is being said about it; consequently it can be replaced there only by another
concept, never by an object. us what is being said concerning a concept
does not suit an object.’ÕþÕ
Frege’sviewisclear: wecannotsaythesamethingsaboutconceptsaswecanaboutobjects,
and vice versa — it is ‘impossible, senseless to do so’ (ÕÉóa: ¢þ). e instance of this rule
which particularly troubled Frege is the case in which we try to ll a place suitable for
a subject-expression (an expression referring to a Fregean ‘object’) with an expression
which refers to a concept. is, Frege says, cannot meaningfully be done.
I shall postpone consideration of Frege’s reasons for adopting this position until we have
established how it threatens the coherence of predicate-reference. If Frege is right, we
face two related diculties. One is that the entities that serve as referents for predicates
cannot, aer all, be universals, if universals are what we talk about when we quantify over
or name respects of sameness or shared features. Quantication over respects of sameness
is rst-order, and generalizes over entities whose names could occupy the same position
in a sentence as does the bound variable of quantication. But according to Frege, no
name of the referent of a predicate could take subject-position in combination with a
rst-level predicate; therefore talk about respects of sameness (universals) is not talk about
the referents of predicates.
Suppose that this is granted, and two categories of entity are admitted to the ontology, to
serve as referents for predicates and as values for rst-order quantication over respects of
sameness respectively.Õþó Nevertheless, the ‘concept horse’ problem has teeth, for a second
diculty threatens the realist: namely, that it is impossible coherently to say what it is
ÕþÕFrege ÕÉóa, p.¢þ.
ÕþóWiggins (ÕÉ¦, pp.ìóþ-Õ) proposes such a two-category view, according to which ‘concepts’ are the
referentsofpredicates,whereasinrst-ordertalkof‘properties’,propertiesaretakentobe‘thenominalizations
of various explanatory premisses... that subsume things of the relevant kind under Fregean concepts’.
Õ¦¦that a given predicate refers to, or even to state the general doctrine that predicates refer
(DummettÕÉÕ: óÕó). ereisnowaytocompletethesentence ‘thepredicate ‘‘ξ isahorse’’
refers to ...’ with an expression capable of referring to the referent of the quoted predicate,
since—accordingtoFrege—noexpressionincapableofoccupyingpredicate-positionina
sentencecouldrefertothereferentofapredicate. Likewise, thereisnowaytocompletethe
general claim ‘every predicate refers to a ...’ in such a way that the general term (‘concept’,
‘universal’, ‘entity’?) with which it is completed is capable of describing the referent of a
predicate rather than the referent of a subject-expression. Such a description would take
the form ‘... is a concept’, and according to the current problem, any such description
could only apply to the referents of subject-expressions, not to the referents of predicates.
Once the consequences of the denial that predicate- and subject-expressions can co-refer
are set out in this way, it is possible to see why a solution proposed by Dummett is
unsatisfactory. He suggests that claims about the reference of predicates can be expressed
coherently using the resources of idiomatic second-order quantication in English (the
kind of quantication found in ‘Plato is something which Socrates is not’), plus the
relational expression ‘stands for’. en the referent of a given predicate may be specied
in the following manner:
‘A philosopher is what ‘‘ξ is a philosopher’’ stands for.’Õþì
is suggestion is of dubious propriety. e expression ‘a philosopher’ is not by itself
capable of functioning as a predicate, so according to Frege’s stipulation it is incapable of
referringtothesameentityasapredicaterefersto,andwecannotacceptthat‘aphilosopher’
correctlyspeciesthereferentofthepredicate ‘ξ isaphilosopher’ asDummettsuggests.Õþ¦
If it were permissible to give the referent of ‘ξ is a philosopher’ using an expression which
itself cannot function as a predicate, why can’t we simply say that ‘ξ is a philosopher’
stands for the universal being a philosopher? According to the strictures laid down by
Frege, the referent of a predicate could only be specied using an expression capable of
functioning as predicate, in which case Dummett would be constrained to employ the
incoherent ‘is a philosopher is what ‘‘ξ is a philosopher’’ stands for’ to specify the referent
of ‘ξ is a philosopher’.
We know that the problem of the concept horse is a serious one, if it forces us to conclude
thatpredicatescannotco-referwithotherpartsoflanguagewhichlackpredicativefunction.
Butwhyshouldweacceptthepremisefromwhichtheproblemderives,thatitisimpossible
ÕþìDummett ÕÉÕ, p.óÕß
Õþ¦is objection is raised in dierent forms by Wiggins (ÕÉ¦, p.Õìó), Wright (ÕÉÉ, pp.þ-Õ), and MacBride
(óþþä, p.¦äó).
Õ¦¢for predicative and non-predicative expressions to refer to the same entities? A natural
position for the realist to adopt is that predicative and non-predicative expressions do
co-refer: for example, the predicate ‘...is wise’ and the name ‘wisdom’ apparently refer
to one and the same universal. Two reasons are commonly advanced as the basis for
Frege’s denial of coreferentiality between predicative and non-predicative expressions.
Oneappealstoa ‘ReferencePrinciple’ accordingtowhichanytwoco-referringexpressions
can be interchanged within a non-intensional context without change in truth-value. Since
any attempt to replace a predicate with a non-predicate destroys even the ability of the
string of words to express a thought, truth-value is not preserved on such a substitution
and we are forced to conclude that the predicate and non-predicate do not corefer. A
second reason appeals to considerations of the ‘unity of the proposition’. It is claimed that
the referents of predicates must be a special kind of entity to explain how it is possible
for them to combine with the referents of subject expressions to make a unied content.
Further, it is claimed that the unique nature of these predicative or ‘incomplete’ entities
precludesreferencetothembyanymeanssavebythepredicatesthemselves. Inthissection
I consider whether either reason is capable of justifying Frege’s denial of coreferentiality;
discussion of the wider signicance of problems about propositional unity, and how these
aect the thesis of predicate-reference itself, will be postponed until the following section.
It seems misguided to attempt to settle on one of these interpretations of Frege at the
expense of the other. ere is little gain in arguing about whether the reason for Frege’s
problem was his adherence to the Reference Principle or concerns about the ability of
concepts to combine with objects, for it is undeniable that he argues for a radical dierence
in function between concepts and objects, and their corresponding linguistic expressions,
both on the basis of the Reference Principle, and because he needs to show how concepts
and objects are capable of combination. is cannot be attributed to a change in his
position over time, as both arguments are already present in On Concept and Object. us
‘thewords ‘theconceptsquarerootof¦’ haveanessentiallydierentbehaviour,
as regards possible substitutions, from the words ‘square root of ¦’ in our
original [predicative] sentence; i.e. the meaning [Bedeutung] of the phrases is
essentially dierent.’Õþ¢
and
‘Notallthepartsofathoughtcanbecomplete;atleastonemustbe‘unsaturated’,
Õþ¢Frege ÕÉóa, p.¢þ
Õ¦äor predicative; otherwise they would not hold together.’Õþä
Frege was moved by both considerations at once in denying coreferentiality between
predicative and non-predicative expressions; it is unwise to expend eort attempting to
promote one at the expense of the other. In what follows, the priority will be to answer, is
either reason a good one? e realist must have an answer to each if he is to make a theory
of predicate-reference workable.
e Reference Principle
e Reference Principle may be stated as follows:
If expressions ‘a’ and ‘b’ refer to the same entity, then replacing ‘a’ with ‘b’
does not aect the truth-value of a sentence in which ‘a’ occurs in a non-
intensional context.
eprinciplederivesitsinitialplausibilityfromthebehaviourofnames: inanon-intensional
context, co-referring names may be swapped freely salva veritate. For example, so long as
‘Hesperus’ and ‘Phosphorus’ co-refer, if it is true that Hesperus is rising, then it cannot
fail also to be true that Phosphorus is rising. (is is not the case in intensional contexts —
within the scope of intensional phrases such as ‘believes that’ and modal operators.) But
something goes badly wrong when the Reference Principle is applied to predicates, for
the eect of substituting the predicate ‘...is red’ with its supposedly co-referring property-
designators ‘redness’ or ‘the property of being red’ is to generate nonsense, not another
true sentence. From ‘is lampshade is red’ we get ‘is lampshade redness’, and from
‘Red is a colour’, we get ‘Is red is a colour’. If the Reference Principle applies to predicate-
expressions as well as names, then predicates and property-designators cannot co-refer.
e Reference Principle, coupled with the thesis that predicates have referents, leads us
straight to the ‘concept horse’ problem.
Attempts have been made to undermine the Reference Principle itself by giving cases
where it fails to apply even to uncontroversially co-referring terms in uncontroversially
extensional contexts in English (Oliver óþþ¢: Õó ; MacBride óþþä: ¦äß). Oliver points
out that the principle fails for pairs of co-referring names and denite descriptions: ‘e
reference of ‘‘Crispin’’ ’ fails to substitute salva veritate with ‘Crispin’, for ‘Clever Crispin
solved Frege’s paradox’ may be true, but ‘Clever the reference of ‘Crispin’ solved Frege’s
paradox’ is ungrammatical; the substitution cannot be made even salva congruitate.
ÕþäFrege ÕÉóa, p.¢¦
Õ¦ßI shall suggest that the Reference Principle should never have been appealing in the rst
place to anyone with an eye on languages other than English. e Principle is accorded
the status of an a priori truth which applies to any human language; it could not be treated
merely as an ideal standard to which formal languages aspire, for then there would be
no justication for supposing the Principle to apply to English itself (Oliver óþþ¢: Õó).
e failure of the Principle for even one natural language fatally undermines the status of
the Principle, and the Reference Principle in fact fails for any inectional language where
the endings of nouns, and not the word order, determine the noun’s status as subject or
object of the sentence. I make the point using Latin, but it could be made equally well
with any other genuinely inectional language, for example Ancient Greek, Sanskrit, Old
Norse, modern Polish or modern Russian. e general phenomenon which undermines
the Reference Principle for inectional languages is that changing the inection of a noun
can alter or undermine the truth-value of the sentence, although dierent inected forms
of the same noun obviously do not have dierent referents. For example,
(LÕ) Caesar ambulat
yields a straightforward sentence, ‘Caesar is walking’, but if we chance the inected ending
of the noun,
(Ló) Caesarem ambulat
the sentence becomes nonsense. e inected ending of ‘Caesarem’ marks that Caesar
occurs in the sentence as the object rather than subject of the verb, but the verb is intransi-
tive (takes no object), and so we cannot make sense of the sentence. Yet ‘Caesarem’ and
‘Caesar’ obviously co-refer.Õþß
It might seem that the correct response to a ‘concept horse’ problem founded on the
Reference Principle is to reject the Principle altogether. However, this cannot be a wholly
satisfactory response to the problem, for the Principle does succeed in stating an important
truth about the behaviour of some uninected referring expressions in some languages –
for example, about the substitutivity salva veritate of co-referring names like ‘Hesperus’
ÕþßIt has been objected, against this example, that this level of inectional exibility is only a feature of the
written, highly stylized literary language, and not of everyday ‘natural’ spoken Latin. However, the nature of
spoken Latin is in fact reasonably well understood both from preserved texts in the vernacular (shopping lists,
letters home from uneducated soldiers & c.) and in comparative evidence from later Romance languages, and
it is clear that the inectional variability was present in the vernacular as well (Herman óþþþ). Even if Latin
were disallowed because of an excess of scepticism about the evidence of ancient texts, the example could be
made in any modern inected language, and so the point would still stand.
Õ¦and ‘Phosphorus’ in English intensional contexts. Instead of rejecting the Reference
Principle outright, we need some account of the circumstances in which it is to be sus-
pended. One suggestion is that the Principle should be suspended for expressions which
are ‘multifunctional’, where the information they convey is not restricted to the identica-
tion of an entity as their referent (MacBride óþþä: ¦ßþ). is suggestion has the merit of
explaining why we should nd counterexamples to the Principle in Latin, where nouns
may be ascribed the functions both of indicating a referent and of conveying information
about how they are to be combined with the predicate, by means of the case marking incor-
porated in their inectional ending. Moreover, it justies the suspension of the Principle
for predicates, for a predicate may be attributed the distinct functions of (i) referring to a
universal; (ii) indicating the ‘propositional combination’ of its referent with the referents
of the subject-expression(s).
ere are clear counter-examples to the Reference Principle both in English and in other
natural languages. Moreover, one plausible explanation of why it fails in such cases would
also require us to suspend the Principle for ‘multifunctional’ predicate-expressions. For
this reason, we may conclude that the failure of substitutivity exhibited by predicates and
property-designators is not to be assessed under the Reference Principle, and hence the
Principle gives us no reason to deny that predicates and property-designators co-refer. If
the ‘concept horse’ problem is a genuine one for the realist, it does not derive its legitimacy
from the Reference Principle.
Incompleteness and the Unity of the Proposition
e second pressure which might justify Frege’s denial of co-referentiality between pred-
icative and non-predicative expressions is the need to give some account of the ‘unity of
the proposition’. e suggestion is this: in order to explain how concepts and objects can
combine to form a unied content, it is necessary to treat the concepts to which predicates
refer as ‘incomplete’ or ‘unsaturated’ (‘unges¨ attigt’ in Frege’s own German: ÕÉÕ: ìÕ).
Further, it is claimed that the incompleteness of concepts prevents us from referring to
them, save by means of expressions that are likewise ‘incomplete’ – i.e. predicates, which
are ‘incomplete’ in the sense of having gaps or ‘argument-places’ that have to be lled
by one or more lower-level expression. us it is possible to arrive at a ‘concept horse’
problem without any appeal to the Reference Principle, for if concepts are incomplete, and
incomplete entities may be referred to only by predicates, no ‘complete’ expression which
is not itself a predicate may refer to a concept.
Õ¦ÉTwo questions confront us. One is whether it is true that the incompleteness of a concept
requires the incompleteness of any expression capable of referring to it. If concepts them-
selves may be incomplete yet concept-expressions may be either incomplete or complete,
then there is no reason to deny that the referents of predicates may also be referred to by
complete expressions such as names. I shall urge that this rst question be answered in the
negative: the concept may be ‘incomplete’, but that does not mean that the expressions
referring to it must be so too. e other question is whether any genuine worry about
propositional unity threatens the realist in the rst place. Discussion of this question will
be postponed to the following section, since it has relevance for the coherence of predicate-
reference itself, not merely for the denial of co-referentiality between subject-expressions
and predicate-expressions.
In Frege’s mature theory, every (rst-level) concept combines with every object; the result
ofthecombinationisatruth-value: Trueiftheconceptandobjectarecombinedinactuality,
False if they are not (ÕÉÕ: ìþ). Although the object Socrates combines with the concepts
introduced by ‘ξ is a philosopher’ and ‘ξ is an ostrich’, only the rst of these combinations
results in truth. Since Frege is a realist about relations, and since the combination between
an object and a concept seems to be a relation, we may anticipate a regress of relations
along the lines of that presented by Bradley, where each new relation introduced must in
turn have another relation combining it and the other objects with which it combines.Õþ
To escape this threatening regress, Frege suggests that we suppose the concept to be
‘incomplete’ or ‘unsaturated’ or ‘in need of completion’; this is to explain how it is possible
for concept and object to combine without the need for any intervening relation. We may
put to one side the question of whether treating concepts as ‘incomplete’ does anything to
explain their ability to combine directly with objects (for detailed discussion see Chapter
ä); here our question is whether the incompleteness of concepts entails that we can only
refer to them by means of ‘incomplete’ expressions, i.e. predicates.
e prima facie position must surely be that the incompleteness of a concept in no way
entails incompleteness in the expressions that refer to it. In other cases we would think it
ridiculoustoattributepropertiesofreferentstotheexpressionswhichrefertothem. Merely
because Socrates is wise, it does not follow that the name ‘Socrates’ is wise. Likewise,
it should not follow immediately from the fact that a concept is incomplete that any
expression referring to it is also incomplete. is conclusion is reinforced when we notice
that the ‘incompleteness’ of a concept is a dierent feature from the ‘incompleteness’ of a
concept-expression: the latter consists in the expression’s having ‘gaps’ or argument-places
ÕþSee Currie ÕÉ¦, pp.ììó-ì for excepts from Frege’s correspondence supporting this interpretation.
Õ¢þwhich may be lled by other expressions to produce a sentence, while the incompleteness
of concepts is explained either as their inability to exist outside of combination, or their
ability to combine directly with objects without an intervening relation (Currie ÕÉ¦: ììß).
To derive a ‘concept horse’ problem from the incompleteness of concepts, some argument
is necessary. I shall consider two such arguments: one given by Dummett, the other
extrapolated from some remarks of Frege’s.
Dummett’s argument is that the nature of incomplete expressions — in particular, their
incompleteness — is explained by the fact that they can only be referred to by expressions
which are themselves ‘incomplete’ — i.e. predicates. If we abandon the restriction that
leads to the ‘concept horse’ problem, and allow complete expressions to refer to incomplete
entities, we lose the resources to draw the distinction between complete and incomplete
entities which is allegedly essential to understanding how they can combine:
‘Arelation... isexplained asbeingthatforwhicharelationalexpressionstands,
and hence if we allow that an expression of a dierent kind can stand for a
relation, the whole explanation of what a relation is falls to the ground.’ÕþÉ
‘an entity is incomplete if it can be introduced in the rst place only as the
referent of an incomplete expression. We cannot explain what a function is
except by indicating what functional expressions are and then saying that by
a ‘function’ is meant whatever can be the referent of such an expression.’ÕÕþ
Dummett’s argument can be challenged. One problem is that there are other ways to
explain the incompleteness of Fregean concepts without employing an analogy with the
incompleteness of concept-expressions. For example, we might explain the incompleteness
of a concept as its inability to exist uncombined, or its ability to combine directly without
a mediating entity to function as combiner. If we have an explanation of how concepts and
relations dier from objects which does not appeal to facts about what kinds of expression
can refer to them, there is no need to to follow Dummett’s supposition that only one kind
of expression can refer to incomplete entities.
A second problem is this: even if we must mention the kinds of expression which can refer
to a concept in the course of explaining what a concept is, it is hard to see why we should
adopt Dummett’s proposed explanation,
DÕ: A concept is an entity that can only be referred to by an incomplete
expression,
ÕþÉDummett ÕÉ¢¢, pp.Õþä-ß
ÕÕþDummett ÕÉÕ, p.ó¢¦
Õ¢Õrather than the weaker explanation,
Dó: A concept is an entity that can be referred to by an incomplete expression
(but may be referred to by expressions of other kinds as well).
elatterisacloserelativetoatraditionalcriterionofuniversalhood, forwemightattempt
to state the distinction between particulars and universals by noticing that universals can,
but particulars cannot, be the referents of predicates.ÕÕÕ It would be a further step to suggest
that this account be augmented with the restriction that universals cannot also be the
referents of subject-expressions. If nothing is done to block the alternative explanation
of concepthood Dó, Dummett’s argument fails, for there is no reason to suppose that
concepthood must be explained by the restrictive DÕ rather than the lenient Dó. In that
case, therewillbenoreasontosupposethatan ‘incomplete’ conceptcannotbethereferent
of a ‘complete’ subject-expression.
A dierent argument for the view that only incomplete expressions can refer to incomplete
entities is suggested by some remarks of Frege’s:
‘ebehaviouroftheconceptisessentiallypredicative,evenwheresomething
is being said about it; consequently it can be replaced there only by another
concept, never by an object. us what is being said concerning a concept
does not suit an object.’ÕÕó
is cryptic passage can be understood along the following lines: the incomplete or
‘predicative’ nature of concepts means that their behaviour is tightly circumscribed, such
that a rst-level concept can never be the argument of an object or another rst-level
concept, but must have an object as its argument, whereas a nth-level concept may have
as its argument any concept of level n −Õ or below. To represent concepts combining in
impossible ways is to produce nonsense; just such a case of nonsense is when we attempt to
representaconceptbymeansofanon-predicativeexpressionsuchasaproperty-designator
‘redness’. Todosowouldbetorepresenttheconceptred asfallingunderanotherrst-level
concept, and therefore to represent it as combining in an impossible way. e reason
for the denial that non-predicative expressions could refer to concepts would be this:
to attempt reference to a concept by means of a non-predicative expression would, ipso
facto, be to represent it as capable of combinations it is nonsense to suppose it can form;
therefore merely to attempt to refer to a concept by an expression that is not a predicate is
ÕÕÕSee MacBride óþþ¢, p.¢Éß for critical discussion of this account of universalhood.
ÕÕóFrege ÕÉóa, p.¢þ
Õ¢óto engage in a nonsensical practice. In short, the reason for holding that only incomplete
expressions can refer to incomplete entities is that only incomplete expressions are capable
of representing the logical behaviour of incomplete entities without gross impropriety.
isisamorecompellingreasonfordenyingthatsubject-expressionscanrefertoconcepts;
however it too is ultimately unsatisfactory. e problem is that it rules out, quite without
justication, the possibility that a rst-order sentence of the form Fa might be used to
represent a rst-order concept falling under a higher-order concept. For example, when
we say ‘red is a colour’, we represent a universal ‘red’ falling under a higher-order concept
‘ξ is a colour’, but we do so without employing any linguistic resources that would not
also be appropriate to describing objects falling under rst-order concepts. English does
not have the resources to distinguish between dierent levels of predicates; therefore it
cannot be taken for granted that the predicate ‘F’ in a subject-predicate sentence ‘Fa’
stands for a rst- and not a second-level concept. But of course if the predicate ‘F’ stands
for a second-level concept, then there need not be any logical impropriety about using
a subject-expression ‘a’ to stand for a rst-level concept, for to do so is not necessarily
to represent that concept as combining in an illegitimate way; it may be that what we
do is to represent a rst-level concept a as combining — perfectly legitimately — with a
second-level concept to which ‘F’ refers.
To sum up: we have reason to believe that we suggest a logical impossibility by using a
complete expression to refer to a concept only if we are sure that the sentence we use
represents an impossible situation, and we can be sure of this only if we are sure that the
predicate which we attempt to apply to the concept refers to an entity (another rst-level
concept) with which the concept cannot combine. If the predicate ‘F’ in the sentence ‘Fa’
refers to a second-level concept, then the situation we describe in the case where ‘a’ stands
for a rst-level concept is not an impossible one; therefore appeal to the restricted logical
behaviour of concepts cannot justify a claim that there is something improper about using
a ‘complete’ expression — name or denite description — to refer to a concept.
e question at issue has been whether there is any good reason to accept the Fregean
denial that predicate-expressions and subject-expressions can refer to the same entities.
Twoconsiderationssuggestedsuchaview. One, theReferencePrinciple, doesnotmotivate
the Fregean denial of coreferentiality because there is good reason to refuse to apply
the Principle to ‘multifunctional’ predicate-expressions. A second consideration was
the thought that ‘incomplete’ entities could be the referents only of expressions that are
similarly ‘incomplete’. Such a view was justied neither by Dummett’s claim that the
explanation of what an incomplete entity is collapses if complete expressions can refer to
Õ¢ìincomplete entities, nor by the argument I have attributed to Frege, that to represent a
concept by means of a ‘complete’ expression is to represent it as behaving in a nonsensical
way. Consequently, I suggest, there is no reason to accept Frege’s denial of coreferentiality
between predicate-expressions and property-designators, and therefore no reason to be
concerned about a problem of the ‘concept horse’.
ì. e Unity of the Proposition
e third diculty for predicate-reference is a concern about our ability to account for
the ‘unity of the proposition’. As we have seen, the need to solve some such diculty
was one of the factors that led Frege to deny coreferentiality between predicative and
non-predicative expressions; our conclusion was that considerations about the ability
of Fregean ‘concepts’ and ‘objects’ to combine do not license any such restriction on
the behaviour of the predicate-expressions and subject-expressions that stand for them.
However, this is not to say that there is no genuine problem about propositional unity for
the realist to solve. It would be an enormous task to complete a historical survey of the
problem, and the variety of responses that have been proposed. My aim here is merely to
achieve clarity about what the problem is, and thereby suggest what form a satisfactory
solution would take. To some extent my treatment is deationary, for I shall argue that
a proper understanding of the problem leaves a solution looking much less dicult to
achieve.
A common rst step in expressing a concern about propositional unity is to ask the
question, what makes the dierence between a sentence and a ‘mere list’ (Dummett ÕÉÕ:
ó¢ä; Wiggins ÕÉ¦: ìó¦; Gaskin ÕÉÉ¢: Õäó)? Lists are not capable of being used to say that
something is the case, while sentences clearly are capable of being used to assert a content
in this way. Care should be exercised about what is meant by ‘list’ in this formulation. It
cannot be that we are challenged to say what makes the dierence between a sentence and
a mere list of the expressions that are constituents of that sentence, for this permits of a
trivial answer: in order to list the expressions contained in a sentence it is necessary to
enclose them in quote marks, and separate them with commas or semicolons thus:
‘Socrates’, ‘is wise’.
To put the question in this way is to ask, what is the dierence between using an expression
(to refer to something else), and talking about, or mentioning the expression itself? e
problem, and its answer, seems trivial: when we list the expressions in a sentence, we
Õ¢¦enclose the expressions in quote marks. is serves to indicate that we are referring to the
expressions themselves rather than to the referents of those expressions.ÕÕì
Instead,weshouldunderstandthechallengeasfollows: whatmakesthedierencebetween
a sentence and a list of the referents of the expressions contained in that sentence? If we
list the particular Socrates and the universal wisdom, we have not yet said that Socrates
is wise. What accounts for the peculiar ability of a sentence to be used to assert such a
content, when merely enumerating the entities involved does not involve us in assertion
at all? When the problem is posed in this fashion, it becomes clear why worries about
unity should be the special concern of the predicate-reference theorist, for in attributing
referential function to predicates as well as particulars he treats each subject-predicate
sentence as a referring expression followed by another referring expression, in which case
it seems that there is nothing to distinguish a sentence, capable of asserting a content, from
a mere sequence of referring expressions that cannot.
Setting the problem out in that way has consequences for its scope, and for the range
of responses that would count as possible solutions. In particular, we should accept
the following constraints: rst, that — since the problem is supposed to arise within a
theory of predicate-reference — it should not be presented in such a way that even the
nominalist cannot solve it. e relevance of concern about propositional unity to the
current enquiry is that it might show predicate-reference to be untenable; if the same
question about propositional unity arises even when it is denied that predicates have
reference, the argument loses its place in the dialectic. It cannot count against predicate-
reference, or even realism, that it faces an insoluble problem of propositional unity if every
other theory of predication nds the problem equally insoluble.
A second constraint on the problem is that (despite its misleading name), our concern
about ‘theunityoftheproposition’ isneitherbestexplainedasaproblemabouttheunityof
some composite entity — the proposition — nor is it to be solved by rejecting propositions,
nor by introducing propositions but showing them somehow to be unied. If we take the
problem at face value, as a concern about ‘the unity of the proposition’, then it might seem
that it can be solved simply by repudiating the entities — propositions — whose unity is
in question. is approach is recommended by Palmer (ÕÉ); however it seems fair to
say that the repudiation of propositions does not solve the problem. Even if propositions
are denied, it is still legitimate to ask for an account of the dierence between a sentence,
which expresses a content, and a mere list of referents, which does not. e distinction
between strings of words which express a content and those which do not must still be
ÕÕìFrege ÕÉóc, p. ¢ and Russell ÕÉþ¢, p.¦ make similar points.
Õ¢¢made, even if it is denied that ‘expressing a content’ is a matter of the sentence being
related to an entity — a proposition — that is identied as the content so expressed.
An alternative approach sees propositions — unied complexes of particular and universal
— as the solution to the problem, rather than its cause. us Gaskin suggests that the unity
of the proposition is ‘prior’ to, and hence explains, the ability of sentences to express a
unied content:
‘What determines whether a purported declarative sentence has an acceptable
syntax and is sententially unied is just whether it is a member of a class of
synonymous sentences expressive of some given unied proposition.’ÕÕ¦
Gaskin’s idea is that, if we can explain the unity of a kind of entity — propositions — we
shall thereby explain what makes the dierence between content-expressing and non-
content-expressing strings of words: a content-expressing string will be so in virtue of its
bearing a relation to some or another proposition.
It does not seem likely that Gaskin’s approach can solve the problem. e diculty is
this: let it be granted that entities — propositions — exist, and that propositions genuinely
unify their constituents. Clearly then we would want to say that any sentence expressing
a content bears a relation to a proposition, while any non-content-expressing string of
words does not bear such a relation. But the original question occurs in a dierent guise:
why is it that these (content-expressing) strings bear such a relation to a proposition, while
those (non-content-expressing) strings do not? Why is it that ‘Socrates is wise’ is related
to a proposition, while ‘Socrates wisdom’ is not? It cannot be that a sentence gets to be
related to a proposition merely by containing expressions which refer to the constituents of
that proposition, for then ‘Socrates wisdom’ would have just as good a claim to refer to a
proposition as does ‘Socrates is wise’. Even if propositions are introduced, and their unity
is conceded, there remains a problem about why certain strings of words bear a relation to
a proposition and others do not. For that reason it seems that looking to propositional
entities to provide the solution to our diculty is to look for the answer in the wrong place.
ese reections on attempts to provide an ‘ontological’ solution to the problem suggest
a further constraint on our presentation. It is that we should take care to distinguish
a concern about ‘the unity of the proposition’ from the family of diculties known as
‘Bradley’s regress’, which I consider in subsequent chapters. Two considerations suggest
such a distinction. One is that Bradley poses a problem about the ability of particulars and
universals to combine with each other, whereas the current diculty can be raised, as we
ÕÕ¦Gaskin óþþ, p.óä
Õ¢ähave seen, even in circumstances where there is no suggestion that the dierence between
a sentence and a ‘mere list’ should be explained in terms of the unity of non-linguistic
entities such as particulars and universals.
A second reason for distinguishing Bradley’s Regress from the Unity of the Proposition is
that Bradley was concerned to attack the ability of particular and universal to combine
‘in fact’ (ÕÉÕÕ: ß¦) — the capacity of a particular have a property, or stand in a relation —
whereas a problem about propositional unity is a problem about the ability of a string of
words to say that particular and universal are so combined. e current problem is not
that of how particulars and universals are capable of actually instantiating one another; it
is a problem about their ability to be represented as combined in instantiation. is is a
common theme in discussions from Frege on: Frege is concerned to explain how concept
and object can ‘hold together’ as constituents of a ‘thought’ which may be true or false
(ÕÉóa: ¢¦), while Russell notes that the problem of unity that he hopes to solve by means
of the multiple-relation theory of belief is one about unity or ‘synthesis’ in thought rather
than in fact:
‘Suppose we with to understand ‘‘A and B are similar’’. It is essential that our
thought should... ‘‘unite’’ or ‘‘synthesize’’ the two terms and the relation; but
we cannot actually ‘‘unite’’ them, since either A and B are similar, in which
case they are already united, or they are dissimilar, in which case no amount
of thinking can force them to become united.’ÕÕ¢
e problem of propositional unity is one about our ability to express a unied content
when we think, or assert, that the world is a certain way; it is not the familiar Bradleyan
problem of how it is possible for universals and particulars to combine with each other in
reality.
It seems, then, that a concern about propositional unity can be answered neither by
appealing to the unity of propositional entities, nor by assimilating it to Bradley’s regress.
How then could it be solved? An alternative direction our solution might take has been
suggested by material earlier in this chapter. Can we not give an account of the dierence
between a sentence and a ‘mere list’ by attributing some special feature to the predicate?
Predicates are found in content-expressing sentences, but are not found in lists unless
enclosed in quote marks, in which case they function to refer to themselves rather than to
their referents. For that reason it seems plausible to suggest that it is the predicate that is
responsible for the ability of a sentence to express a content. To take this approach is to
ÕÕ¢Russell ÕÉÉó, p.ÕÕä
Õ¢ßadmit that predicates are ‘multifunctional’ (MacBride óþþä: ¦ßþ), and that in addition
to the function of picking out a universal as their referent, they ‘indicate propositional
combination’ (Strawson ÕÉß¦b: ó¦; ÕÉ¢É: Õ¦É). But what is it to ‘indicate propositional
combination’? Strawson describes this as the role of showing
‘that we have a truth-or-falsity-yielding combination ... , i.e. a combination
whichyieldstruthiftheparticularexempliestheconcept—or,iftheconcept
applies to the particular — and falsity if not. A truth-or-falsity-yielding
combination we call a propositional combination.’ÕÕä
To say that the predicate in a sentence ‘indicates propositional combination’ is therefore
to credit the predicate with the extra role (over and above referring to a universal) of
indicating that there is a content to be assessed. If such a suggestion is legitimate, it enables
us to answer the question of what makes the dierence between a sentence and a list: a list
containing only subject-expressions succeeds in identifying a succession of entities; but
since it lacks a predicate it lacks an expression capable of fullling the additional function
of indicating that these entities are combined in a content. We may, as it were, explain the
dierence between a sentence and a list in this way: both sentences and lists are formed
from a succession of referring expressions; however one of the referring expressions in
a sentence has an additional function, that of indicating that the entities referred to are
combined. is is how a sentence succeeds in expressing a content that is a candidate for
truth or falsity, whereas a list does not.
It might be claimed that such a proposal lacks sucient content to count as a genuine
solution. To attribute an extra function to predicates ‘explains nothing until the relevant
functions are identied, and without begging the question’ (Gibson óþþ¦: viii). However,
it is not so clear that the predicate-reference theorist must give an account of the extra
function that he attributes to predicates, in such a way that it does not rely on a prior
understandingofpredication. Tosetthebarforanacceptablesolutiontothatheightwould
make the problem one that no nominalist theory of predication is capable of answering,
and that would suggest that the problem is a perfectly general one, which has no bearing
on the acceptability of predicate-reference. Instead, I propose that we should understand
the dialectic in this way: the predicate-reference theorist suggests that predicates, as well
as subject-expressions, should be counted in the category of referring expressions. But a
consequence of this is that both content-expressing sentences and non-content-expressing
‘mere lists’ may turn out to be no more than strings of referring expressions. Consequently
ÕÕäStrawson ÕÉß¦b, p.Õß
Õ¢a problem arises about how the predicate-reference theorist is able to distinguish, within
these strings of referring expressions, those which are, and are not, capable of expressing a
uniedcontent. Butthisworryvanisheswhenweabandontheviewthatledtoit—namely,
that both sentences and mere lists are strings of expressions that do no more than refer to
their referents. Of course, to accept that predicates are ‘multifunctional’ is to reject such a
view, for then predicates will not merely refer to their referents, and it can no longer be
claimed that a sentence is a string of expressions that have merely referential function.
ere are three serious objections to a solution of this kind. First, that it is illegitimate to
assign a function to a predicate that cannot be explained in terms of a connection with
some entity; another that ascribing reference to predicates prevents us from assigning
any function to them beyond that of picking out the entity that is their referent; nally it
might be claimed that a predicate cannot indicate ‘propositional combination’ because
predicates are used in sentences which do not make assertions, e.g. questions. I shall argue
that each can be overcome.
e rst of our problems is the suggestion that it is not permissible for the defender of
predicate-reference to assign a special function to a predicate (that of indicating proposi-
tional combination) that does not consist in a relation to some non-linguistic entity. If
‘indicating propositional combination’ is to refer to some entity — call it the propositional-
combination relation PC — then we would face anew the question of what distinguishes a
sentence from a ‘mere list’ of the universal(s) and particular(s) involved in that sentence,
plustherelationPC itself. ItisforthisreasonthatStrawsonrejectstheviewthat ‘indicating
propositional combination’ should be understood as merely specifying a further concept
of ‘exemplication’ (ÕÉß¦b: Õ).
Whyshoulditbeclaimedthatitisnotpermissibleforarealisttoassignanextrafunctionto
apredicatethatdoesnotconsistinreferencetosomeextraentity? Itcannotbebecausethere
is something intrinsically unacceptable about expressions which play a role in determining
the content expressed, yet are not correlated with an entity as their referent. e opponents
of predicate-reference, aer all, want to say that the predicate plays a role in determining
the content expressed by a sentence, although they claim that predicates lack referents
altogether. If the opponent of predicate-referent allows that predicates can be ‘informative’
without referring to any entity, how can he claim that predicate-reference theorist goes
wrong in recognizing that part of the contribution made by a predicate does not consist in
the identication of an entity, but merely in ‘indicating propositional combination’?
A dierent reason for thinking that ‘indicating propositional combination’ can only be
understoodintermsofsomeextraentitywouldbeiftherealistwerecommittedtoageneral
Õ¢Éclaim that the informativeness of expressions is always to be explained in terms of the
entities to which they refer. en there would be something strange about recognizing one
case of informativeness without reference, where propositional combination is indicated
withoutanyentitybeingpickedout,whilemaintainingthatinformativenessingeneraldoes
requirereference. Buttherealistiscommittedtonosuchgeneralclaim. Predicate-reference
is not a view adopted because of adherence to a general principle that the informativeness
of any expression must consist in its reference to an entity; if it were we should have to
attribute reference not only to predicates but also to the logical constants by means of
which we form molecular from atomic sentences, for these too play a role in determining
the content expressed by such a sentence. Predicate-reference does not commit us to the
view that any contribution made to the content expressed by a sentence must be ‘cashed
out’ as a relation to an entity; therefore there is nothing inappropriate in the current
proposal that part of the contribution made by a predicate consists in a non-referential
function of indicating propositional combination rather than in reference to an entity.
Asecond objectiontoour accountofpredicates asindicatorsof propositionalcombination
is that, in ascribing reference to anexpression, we forswearthe rightto assignany semantic
function to it above and beyond the identication of the entity which is its referent. is
thought may be motivated in two ways. One is that, for our paradigm class of referring
expressions — names — the contribution they make to the content that is assessed for
truth or falsity genuinely does seem to be exhausted by the fact that the name refers to
what it does. is is the reason that predicate-reference is rejected by those who can see no
way to understand the thesis that predicates refer to universals other than as the thesis that
predicates are names of universals (Quine ÕÉä: äß; Haack ÕÉß: ¢ì); if predicates are names
of universals, then the contribution made by the predicate can consist solely in having
the referent which it has, and there is no room to attribute an additional function to the
predicate that enables us to distinguish sentences from mere lists of entities. An alternative
reason to assert that predicates, if they refer, can have no function in addition to picking
out their referent is given by the identication between the reference of an expression
and its ‘semantic role’ (Dummett ÕÉÕ: ó¦¢; ÕÉÉì: ó¦). en we should have to say that to
identify an entity as the referent of a predicate is to identify that entity as the semantic role
of the predicate. In that case the job of specifying the contribution made by a predicate is
completed as soon as we identify a universal as its referent; there is no scope to assign an
extra function of indicating propositional combination.
It seems that this objection cannot stand, whether the opponent of predicate-reference
appeals to analogy with names or to theoretical considerations about reference as semantic
Õäþvalue. One problem is that the idea even of a name as having only one function — that
of referring to its referent — is based on an over-hasty generalization from English and
other modern European languages in which names lack inection. As we have seen, in
any language in which names carry inectional endings to mark cases the contribution
of a name will not be restricted to the fact that it refers to what it does. In addition, the
inectional variation of the name will mark whether the name occurs as subject or object,
i.e. it will mark which argument-place it occupies in a relational predicate. Given that
even a name in such languages is able to play a role in determining the content expressed
that goes beyond merely the role of referring to the entity that it does refer to, we may
conclude that even understanding predicates as names of universals does not prevent us
from attributing to a predicate an extra contribution beyond that of simply referring to
the entity to which it refers.
Moreover, there is no need to reject the view that predicates ‘indicate propositional combi-
nation’ evenif weaccepttherestrictionthatapredicatecanmakenosemanticcontribution
beyond merely picking out its referent. is is because it need not be claimed that indicat-
ing propositional combination is a semantic function in the sense in which we talk of a
‘semantic role’ that ought to be exhausted by a predicate having the reference that it does.
Consider the account of ‘semantic value’ given by Dummett:
‘esemanticvalueofanexpressionisthatfeatureofitthatgoestodetermine
the truth of any sentence in which it occurs’ÕÕß
It seems that the function of indicating propositional combination should fall outside
the concerns of a theory of semantic value as Dummett presents it. It is desirable to
distinguish those factors which play a role in determining the truth or falsity of a content
expressed (the ‘semantic value’) from factors which indicate that there is a content to be
assessed in the rst place. But to indicate propositional combination is simply to indicate
that the expressions in question are to be assessed as presenting a content; it is not a
function that plays a role in determining the truth or falsity of that content, and so is not
a matter of the predicate making an extra ‘contribution’ to the truth-conditions of the
content so expressed. Even if we believed that the semantic contribution of the predicate is
exhausted by its referring to what it does, there is no reason not to ascribe the predicate
an extra function of indicating that there is a content suitable for assessment in the rst
place. We may dismiss this second objection to our proposed solution to the ‘unity of the
proposition’.
ÕÕßDummett ÕÉÉì, p.ó¦
ÕäÕOne nal objection remains. It is that not every use of a predicate is a case of our asserting
a proposition, for as well as ‘Socrates is wise’ we have ‘Is Socrates wise?’ and ‘Who is wise?’
(Strawson ÕÉ¢É: Õ¢þ; Teichmann ÕÉÉ: Õ¢ì). But if a sentence does not assert a proposition,
how can its predicate be said to ‘indicate propositional combination’? is complaint can
be dealt with by the realist. He might say: sentences are capable of expressing a range of
dierent attitudes to a propositional content. e function of indicating propositional
combination is one of indicating that particulars and universals are combined in this
content; nevertheless this function does not extend to ensuring that the attitude taken to
the content must be one of assertion, for it might be denial, or a questioning attitude. For
example, if we say ‘Socrates is not wise’, it is not so much that the predicate fails to indicate
a propositional combination of Socrates and wisdom; rather, the predicate indicates a
combination Socrates’ being wise, and the operator ‘not’ indicates that this content is said
not to be the case. For that reason it is not enough to generate a problem to complain that
there must be ‘propositional combination’ even in circumstances when the content in
question is denied rather than asserted. By distinguishing between a propositional content,
and the attitude taken to that content, it seems that the last objection to the view that
predicates ‘indicate propositional combination’ can be overcome.
Conclusion
e challenge of distinguishing between a sentence and a list, if both are construed as
strings of referring entities, may be answered adequately by crediting the predicate with
an additional function — indicating propositional combination — which is lacking in the
corresponding nominalized forms (‘wisdom’, ‘yellow’ etc.). Nor was there any reason to
reject predicate-reference because of a ‘problem of the concept horse’, for we found no
reason to acquiesce in the Fregean denial of coreferentiality between predicates and their
corresponding nominalizations. Our rst problem for predicate-reference, that we lacked
sucient universals to serve as the referents for every predicate, was solved by allowing
the reference-relation to be sometimes one–many rather than always one–one, and by
accepting that the meaningfulness of a predicate need not depend on the existence of a
referent,sotherecanbemeaningful(false)predicationstowhichnouniversalcorresponds.
ereis,then,nocompellingreasonfortherealisttodenythatpredicatesrefertouniversals.
is is fortunate, for the rst part of this chapter presented arguments to the eect that
realism about universals requires us to accept predicate-reference. If predicate-reference
Õäóhadturnedouttobeuntenable,thatwouldhaveseriousconsequencesforrealismitself. For
that reason, we may count overcoming the diculties associated with predicate-reference
as an important achievement in the defence of realism itself.
Õäì¢. Bradley’s Regress: I
ree regress arguments
e innite regress described by Bradley (ÕÉß) occupies a special place among criticisms
of the realist project, because it threatens to reveal a problem with the central thesis of
realism itself. e realist claims that reality is composed of universals — properties and
relations — in combination with particulars; Bradley responds that his regress shows an
ontology of distinct entities combined in this way is untenable:
‘e arrangement of given facts into relations and qualities may be necessary
in practice, but it is theoretically unintelligible. e reality, so characterized,
is not true reality, but is appearance.’ÕÕ
In particular, Bradley suggests that there is something incoherent about supposing univer-
sals and particulars to combine with each other. If this combination is ‘unintelligible’ then
the nature of reality cannot be as the realist claims it to be; at best the realist’s theory gives
an account of the way things appear, not the way they really are.
I shall argue that debate about Bradley’s regress encompasses three structurally simi-
lar regress arguments, which I shall refer to as the ‘Sameness’, ‘Dierence-Maker’ and
‘Relatedness’ arguments. In this chapter I claim that the Sameness and Dierence-Maker
regresses may be solved by the realist; the following chapter adresses the Relatedness
regress. In the course of my discussion I shall distinguish and criticize various ‘canonical’
responses which are overwhelmingly popular among realists. A subsidiary thesis of this
and the following chapter is that faith in the canonical responses is misplaced.
All three regress arguments share a common structure. When two entities A and B are
related, it is claimed that the realist must introduce a relation C which holds between the
original two terms. But then the realist must introduce a further relation D which links C
to A and B. Bradley takes up the story:
‘[His opponent says] ‘‘ere is a relation C, in which A and B stand; and it
appears with both of them”. But here again we have made no progress. e
relation C has been admitted dierent from A and B... Something, however,
seems to be said of this relation C, and said again of A and B. And this
something is not to be the ascription [identication] of one to the other. If
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Õä¦so, it would appear to be another relation, D, in which C, on one side, and,
on the other side, A and B stand. But such a makeshi leads at once to the
innite process. e new relation D can be predicated [identied] in no way
of C, or of A and B, and hence we must have recourse to a fresh relation E,
which comes between D and whatever we had before.’ÕÕÉ
Any new relation C which is introduced between A and B must itself be related to A and B
by a further relation D; but this new relation D must be related to A, B and C by a new
relation E. We might represent the stages of the regress in this way:
A related by C to B
C related by D to A, B
D related by E to A, B, C
E related by F to A, B, C, D
...
Bradley’s target is the ‘relational way of thought — any one that moves by the machinery
of terms and relations’ (ÕÉß: ìì). His own examples are of cases where two ‘qualities’
(monadic universals) are said to stand as terms of some dyadic universal, or ‘relation’;
however, his presentation is consistent with cases where two particulars (A and B) are
said to stand in a relational universal (C). Moreover, it can be applied to cases where one
particular is said to instantiate a monadic universal, for the combination of universal (A)
and particular (B) is a kind of relatedness, and prima facie the realist must account for this
by saying that there is some relation (C) in which they stand.
We can construct a Bradleyan argument for the case where particular a instantiates the
monadic universal F in this way. If a has the property F-ness, then in some sense a and F
are combined — in Bradley’s phrase, they ‘co-exist in a certain way’ (ÕÉß: óþ). We might
use the phrase ‘instantial combination’ for the kind of combination which is exhibited
by things and the universal they instantiate. When a has the property F, then a and F are
instantially combined. But in that case some relation is required to join a and F together
in instantial combination — a relation of instantiation (I for short). But if instantiation
is a relation in which a and F stand, then instantiation is a universal which is instantially
combined with a and F. erefore, it is claimed, some further relation I* is required to
join a, F and I in instantial combination. e regress looms:
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Õä¢a related by I to F
I related by I* to a, F
I* related by I** to a, F, I
I** related by I*** to a, F, I, I*
...
When the problem is set out in this way, it can be seen that it is merely a special case of the
regress described by Bradley. We can construct a Bradleyan regress for the case where a
and F are related by instantiation, just as we can for the case where a and b stand in the
relational universal R, and for Bradley’s original example where two universals F and G
stand in a higher-order relation R.
e structure of the regress is clear, whether the original relata A and B are taken to be
two particulars standing in a relation, or particular and monadic universal in instantial
combination. However, this account oers no more than an outline of the problem. Two
questions in particular remain unanswered: what motivates the introduction of a new
relation at each fresh stage of the regress; and why should we believe that the regress is
vicious? Bradley’s own comments do not permit of uncontroversial interpretation, and in
theabsenceofagreementaboutpreciselywhatproblemtheregressraises,thereisnosettled
consensus about how we should respond to it. One common realist strategy is to deny that
there is a genuine relation of instantiation which holds between particulars and universals,
perhaps suggesting that what holds between particulars and universals is a ‘non-relational
tie’ (Strawson ÕÉ¢É: Õä), ‘unmediated linker’ (Loux óþþó: ¦Õ) or ‘nexus’ (Bergmann
ÕÉä¦: ÕÉß); another to say that universals, like Fregean concepts, are ‘unsaturated’ and so
naturally suited to combine with particulars (Armstrong ÕÉÉß: óÉ); alternatively it might
be conceded that an innite number of relations is required, but denied that the regress is
vicious(RussellÕÉþì: ÉÉ). Anotherresponseistointroducefurtherentities—factsorstates
of aairs — which somehow ensure that a relation combines with its terms (Armstrong
ÕÉÉß: ÕÕ). Recently, Armstrong has proposed that the problem be avoided by saying that
‘instantiation is a matter of non-mereological partial identity’ (Armstrong óþþ¦b: ÕìÉ)
between particular and universal.
e current proposal is that the availability of such dierent responses to the regress —
which, in the case of Armstrong and Russell, may be advanced at dierent times by the
same author — is symptomatic of the fact that ‘Bradley’s regress’ is not one argument
against realism, but rather a family of structurally similar arguments. e fact that the
same process is appealed to each time — producing a new relation whose terms are the
entities mentioned in the previous iteration — gives the misleading impression that the
Õääsame argument is discussed in every presentation. In fact, three very dierent regress
argumentscanbediscernedwhichmakeuseofthesameprocess,butdierintheiraccount
of why each new relation must be introduced and why the relation is vicious.
One, discussed by Ryle (ÕÉìÉ), Forrest (ÕÉ¦) and Armstrong (ÕÉß¦, ÕÉßa), suggests that
the need for a new relation at each stage is a consequence of the realist’s commitment
to a shared universal wherever there is qualitative sameness or ‘sameness of type’. e
situation in which a has F is similar to other instantiation-situations, e.g. where b has
G, so the realist is committed to a universal I which accounts for this sameness of type
and which both situations share. e same reasoning is applied to show that a further
universal I* must be introduced to account for the sameness of type between the new
situations I(a,F) and I(b,G),Õóþ and an innite process gets going when it is realized that
again we have two new situations — I*(a,F,I) and I*(b,G,I) — which exhibit a sameness
of type which requires analysis. is version of the regress is said to be vicious on the
grounds that it reveals an inadequacy in the realist’s account of qualitative sameness as the
sharing of a common universal: every time a shared universal is proposed to ‘account for’
some qualitative sameness, a new qualitative sameness is introduced of which the realist
owes us an account. I shall call it the ‘Sameness’ argument.
A dierent version of the regress is suggested by a challenge Bradley raises during the
controversy with Russell in Mind of ÕÉþÉ-ÕÕ. He asks
‘What is the dierence between a relation which relates in fact and one which
does not so relate?’ÕóÕ
e relevance of the regress to Bradley’s challenge is this: the regress is used to block
one possible account of what makes the dierence in the situation where a relation does,
rather than does not, relate its terms. e realist might suggest that what makes the
dierence is the presence of a further relation I in which a, R and b stand only when the
relation R genuinely relates. A regress follows because the question recurs: what makes the
dierence in the situation where I does, rather than does not, relate its terms a, b, and R?
For consistency’s sake, the realist seems committed to a further relation I* which makes
the dierence between a situation where I relates its terms and one where it does not, and
then a further relation I** to make the dierence between a situation where I* relates its
terms and one where it does not.
ÕóþI shall use a notation in which every capital letter stands for a universal and every lower-case letter stands
for a particular. Where there is the possibility of doubt, brackets are mark o relata from relation. us I(a,F)
is to be read as ‘a and F instantiate I’.
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ÕäßHeretheregressisviciousbecauseitshowsthattherealisthasnoaccountofwhatmakesthe
dierence between situations where relations relate, and situations where they do not, and
this raises the suspicion that nothing ever gets related in fact. An account of what makes
the dierence between aRb and not-(aRb) is an account of ‘in virtue of what’ (Campbell
ÕÉÉþ: óÉ; Meinertsen óþþß: ó) a and b stand in the relation R — in Bergmann’s phrase, an
account of how such a relational truth is ‘grounded ontologically’.Õóó Other authors talk of
providing the ‘ultimate ontological basis’ (Cameron óþþa: ¦) or the ‘unier’ (Vallicella
óþþó: ÕÉ) of a, R and b. I shall refer to this version of the regress as the ‘Dierence-Maker’
argument.
A third version of the regress argument, which I shall suggest is closest to that intended
by Bradley in Appearance and Reality (ÕÉß), aims to show neither that the realist has no
satisfactory account of sameness of type, nor that the realist lacks an ontological ground
or basis for truths about the combination of particulars and universals. Instead the claim
is that the regress derives merely from the fact that instantial combination is a kind of
relatedness, and from the realist’s commitment to the view that ‘relatedness requires a
relation’ — that every case of relatedness is one where the related entities stand as terms
to some further entity, a relation. Here the suggestion is that the combination between
universal and particular is impossible, for each relation introduced in the course of the
regress functions only as a term of some further relation, and never plays the role of
actually relating some terms. I call this version of the regress the ‘Relatedness’ argument.
Itseemsreasonabletotreatdierent ‘canonical’ realistresponsesasappropriatetodierent
versions of the regress. In particular, the Fregean doctrine that universals are ‘incomplete’
entities, naturally suited to combine directly with particulars, promises to block the Re-
latedness regress by showing how particular and universal can combine directly without
the need for even one intervening instantiation-relation, let alone an innite hierarchy of
relations. Butadoctrineoftheincompletenessofuniversalshaslittleprospectofanswering
theothertworegressarguments,forsayingthatuniversalsareincompletedoesnotaccount
for the sameness of type between dierent instantiation-situations, nor does it answer the
question, what makes the dierence between a situation where a relation R relates a and b
and a situation where it does not? e incompleteness of a relation R at most guarantees
that it combines with some terms or other, but it has nothing to say about what is dierent
in the world between situations where R relates a and b and situations where it relates
some other things instead (MacBride óþþ¢: äþä-ß).
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ÕäOne realist response clearly should be understood as directed towards the Dierence-
Maker argument. is is the introduction of states of aairs. e states-of-aairs theorist
claims to have an answer to Bradley’s question, what makes the dierence between aRb
and not-aRb? According to such a theorist, the dierence is that an entity exists in the
formersituationwhichdoesnotexistinthelatter—namely,thestateofaairsa’shavingR
tob. Itisclaimedthataregressisavoided: theDierence-Makerisnotarelation,butrather
a state of aairs which guarantees by its very existence that aRb. It seems that dierent
realist responses to the regress are appropriate to dierent ways of formulating Bradley’s
regress. A rst point, then, in favour of distinguishing between these dierent forms of
regress argument is that it explains why the solutions proposed by realists are so diverse.
Bradley
It is important not to ignore the dierences between Bradley and his recent exponents. I
shall suggest two signicant points of comparison. First, Bradley’s arguments are directed
against an ontology of ‘relation and quality’ (ÕÉß: ó¢) in which a given particular — say a
lump of sugar — is conceived as a bundle of its qualities in relation. us
‘Sugar is, of course, not the mere plurality of its dierent adjectives; but why
should it be more than its properties in relation? When ‘white’, ‘hard’, ‘sweet’
and the rest co-exist in a certain way, that is surely the secret of the thing.’Õóì
is explains why Bradley presents his regress as an argument that qualities cannot be
related to each other, rather than attacking a realist ontology in which universals and
particulars combine in instantiation. His motivation for neglecting to include a factor of
bare particularity in his regress is partly epistemological — that ‘we can discover’ (ÕÉß:
ÕÉ) no such thing — and partly an assumption that any factor of particularity would have
to function as a unier of its dierent qualities. For the lump of sugar, ‘its reality lies
somehow in its unity’ (ÕÉß: ÕÉ), so any element which constitutes the particularity of
the lump of sugar must do so by relating its qualities. For Bradley, it seems, any unifying
factor of particularity must itself be a relation. us Bradley’s argument is an attack not
merely on the ability of relations to combine with their terms, but also on the ability of
properties to combine with each other to make up an object. is second problem is the
bundle-theoretic analogue of our problem about the ability of a particular and a universal
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ÕäÉto combine instantially. Were Bradley to encounter an opponent with an ontology of
universals and particulars, he would no doubt raise our problem as well.
A second dierence is that Bradley does not merely argue that an ontology of properties
and relations is incoherent: he attempts to demonstrate the truth of monism, the view that
in reality there is only one thing, the ‘Absolute’ (ÕÉß: Õ¦¦). He argues that our division of
the world into discrete things is a mistake, an illegitimate attempt to infer the structure of
reality from the structure of appearance. us Bradley thinks that nominalist and realist
alike are mistaken in their ontology. e nominalist should be wary of defending Bradley’s
argument, for if it succeeds on Bradley’s own terms it will be disastrous for (pluralist)
nominalist and realist alike.
Fortunately for the nominalist, he need not accept the reasoning behind Bradley’s claim
thattheregressentailsmonism. Bradley’sviewisthatthedivisionoftheworldintodistinct
things requires that we accept the reality of relations, for two things, in order to be distinct,
must themselves stand in the relation of dierence. If there is no such relation between the
two, then they are distinct only in appearance and not in fact:
‘if there are no dierences, then there are no qualities, since all must fall into
one. But, if there is any dierence, then that implies a relation.’Õó¦
is argument should not convince the nominalist, for he will reject Bradley’s assumption
that ‘a and b are dierent’ can be true only if there exists a relation — dierence — which
holds between a and b. e nominalist disputes this point, claiming that ‘a and b are
dierent’ is committed to the existence only of the relata a and b. e nominalist can,
consistently with his own position, claim that numerically distinct particulars are dierent,
while denying that there is a relation of dierence. Consequently there is no reason to
accept Bradley’s claim that his argument establishesmonism as well as threatening realism.
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Õßþe Sameness Regress
Bradleyoersnoexplicitreasonwhyanextraentity—anewrelation—mustbeintroduced
at each stage of the regress, apart from insisting that a relational predicate must refer to a
relation if it is meaningful:
‘Without a relation it has no meaning; it is a mere word, and not a thought.’Õó¢
Subsequent presentations have oered alternative reasons why a new relation is required
at each iteration of the regress. One is proposed by Gilbert Ryle (ÕÉìÉ), who suggests
that new relations are needed to account for the connection between ‘instances’ of the
instantiation-relation and the relation itself:
‘Take the two propositions ‘‘this is square’’ and ‘‘that is circular’’. We have
here two dierent cases of something exemplifying something else. We have
two dierent instances of the relation being-an-instance of. What is the
relation between them and that of which they are instances? It will have to be
exemplication Number ó. e exemplication of P by S will be an instance
of exemplication, and its being in that relation to exemplication will be an
instance of a second-order exemplication, and that of a third, and so on ad
innitum.’Õóä
Ryle suggests that, once we have an exemplication-relation I, the relation between I and
its ‘instances’ indierentsituationswillbe ‘instances’ ofanewrelationI*,andtherelations
between I* and its instances will in turn be instances of a further relation I**, and so on
without end. Each ‘instance’ of instantiation is a token of a higher type, but the instances
of the relation between a type and its tokens are in turn tokens of some further type.
Ryle’s regress may be answered by the realist. Ryle relies on the premise that the ‘instances’
of the instantiation-relation I are numerically dierent between two dierent situations
where a particular instantiates a universal — call them I(a,F) and I(b,G). Only if instantia-
tion as found in I(a,F) is numerically dierent from instantiation as found in I(b,G) can it
make sense to claim that the instantiation-relations involved are tokens of some higher
type. If the very same relation of instantiation is present in I(a,F) and I(b,G), then we have
one relation, not two ‘instances’ of a relation which must be counted as tokens of a higher
type. But the central thesis of the realist is that relations are universals, literally identical
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ÕßÕin every situation in which they occur. So the realist can block Ryle’s regress by claiming
that there is only one instantiation-relation, and it is present in both situations I(a,F) and
I(b,G). ere are no entities which are ‘instances’ of this relation distinct from the relation
itself, and so no need to posit a higher type of which these ‘instances’ are tokens, in which
case there is no need to posit a further relation which holds between the tokens and the
type itself.
Armstrong (ÕÉß¦) oers a repair to this regress. For him, it is the situations Fa and Gb
which are numerically distinct but are both tokens of a common type:
‘Participation is a type of situation. So the question must arise what account
we give of this type. Consistency demands that we say all the participation-
situations participate in the Form of participation. is introduces further
participation-situations. If this second-order participation is a dierent type
of relation from rst-order participation, then there will be an innite regress
of dierent Forms of participation.’Õóß
Armstrong’s regress proceeds as follows: take any two situations in which a particular and
universal stand in the relation of instantiation: I(a,F) and I(b,G). ese situations exhibit a
similarity or ‘sameness of type’: they are instances of the same type of situation. But, as
Armstrong points out in a later presentation of the same argument,
‘thisistheverysortofsituationwhichthetheoryofFormsndsunintelligible
and insists on explaining by means of a Form.’Õó
We must introduce a further instantiation-relation I* to serve as the type of which these sit-
uationsaretokens. Butbeingatokenofatypeisasituationinwhichthetoken ‘participates
in’ the type, so there must be further ‘participation-situations’ I*(a, F, I) and I*(b, G, F).
ese two situations also exhibit sameness of type, and must in turn be tokens of some fur-
ther type I**. So on without end. Armstrong alleges that arguments of this kind (which he
describes as ‘Relation regresses’ (ÕÉßa:ßþ)) are vicious because they show that the theorist
hasnosatisfactory ‘reductiveaccountofalltype-notions’ (ÕÉßa: óÕ). esamenessoftype
between two instantiation-situations is accounted for by their sharing a common universal
I*, but then we have two new situations whose sameness of type must be accounted for as
thesharingofanothercommonuniversalI**,whichinturngivesrisetotwonewsituations
which also exhibit sameness of type and so require the realist to reapply his analysis.
ÕóßArmstrong ÕÉß¦, p.ÕÉß; see Crane and Farkas óþþ¦, p.óóþ for a similar account.
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ÕßóCanthisregressbeblocked? BothArmstrongandRylebelieveitcan,providedwedenythat
instantiation is a genuine relation. Ryle takes his regress to show only that ‘there is no such
relation as being-an-instance-of’ (ÕÉìÉ: Õì), while Armstrong presents his version as an
objection only to a ‘platonic’ realism which takes the instantiation-relation to be an entity
in its own right (ÕÉß¦: ÕÉä). I shall argue that this is a mistake. Armstrong suggests that the
realist’s obligation to explain the sameness of type between two instantiation-situations
Fa and Gb arises only if he supposes that each situation contains a common constituent I.
In fact, it is reasonable to think that there is a sameness of type of which the realist owes
us an account even if we do not start from the assumption that the situations have some
entity in common. e situations Fa and Gb are similar insofar as each is a situation in
which a particular instantiates a property — a case in which a particular and universal are
instantiallycombined. erefore,itseemsthatthereisasimilarityofwhichtherealistowes
us an account even if we do not begin with the assumption that both situations involve
a further entity, the relation instantiation. e realist is committed to positing a shared
universal wherever there is objective similarity or sameness of type; it turns the procedure
on its head to say that the realist is committed to recognizing sameness of type only where
he already recognizes a shared entity. For that reason it seems that Armstrong’s version of
the regress threatens even the realist who refuses to recognize an instantiation-relation.
As stated, the regress challenges the realist to account for the a similarity between the
‘situations’ Fa and Gb. ese ‘situations’ seem to be something like ‘states of aairs’ or
‘facts’ — entities whose constituents are the particulars and universals they involve. Can
the regress be blocked by rejecting such entities? If there are no states of aairs — no
‘situations’ or ‘cases’ of a’s being F — then there are no two entities, the situations a’s
being F and b’s being G, which may be said to be similar, and so no need for the realist
to posit an extra universal to account for their sameness of type. is line of thought
is initially plausible, but collapses on inspection. Let us grant that there are no states of
aairs, or ‘situations’ or ‘cases’ of a’s being F. Nevertheless, pairs or n-tuples of things can
exhibit similarities: Mr and Mrs Smith can be similar to Mr and Mrs Jones in that both
are married, even though there is no composite object composed of the two Smiths or the
two Joneses. us, it seems, there is a sameness of type between the two Smiths and the
two Joneses of which we owe an account, even if we deny that there are composite objects
formed from each pair.
A similar claim can be made with regard to the four entities a and F, and b and G. When it
is the case that Fa and Gb, a and F are similar to b and G, insofar as each pair of objects is
instantially combined. is similarity holds regardless of whether we accept that there are
Õßìadditional entities — states of aairs — which are composed of these particular/universal
pairs. If the realist is committed to accounting for all similarities in terms of shared
universals, he should posit a universal to account for the similarity between the two
entities a and F, and the two entities b and G, when (Fa & Gb) is the case, even if it is
denied that a and F together make up some composite object. We may conclude that the
Sameness regress cannot be blocked by denying ‘situations’ or ‘states of aairs’, for the
realistisobligedtoaccountforthesamenessoftypewhenFaandGbeveniftheparticulars
and universals are not constituents of composite ‘situations’ or ‘states of aairs’.
Armstrong claims that this kind of ‘relation regress’ is vicious because it shows the inad-
equacy of some proposed eliminative analysis of sameness of type (ÕÉßa: óÕ). But why
should he level this accusation against the platonic realist? e realist is not required to
oeraneliminativeanalysisoftypes,forhisclaimisthattypesexist,andtheyareuniversals.
Armstrong’s initial formulation of his challenge to the nominalist makes this clear: realists
are under no obligation to provide an eliminative analysis of statements about types, since
they
‘hold that the apparent situation is the real situation’ÕóÉ
Other alternatives to realism are criticized because they attempt to do without types,
although type-notions recur in their analysis. But an accusation of this kind cannot be
made against the realist, for his is not trying to do without types in his analysis. If types
exist, what harm is there in proposing a theory which mentions them?
e realist’s response, then, is this: at most, the regress demonstrates that, according to
his theory, there is an an innite hierarchy of dierent universals, one to correspond to
the sameness of type noticed at each new stage of the regress; but demonstrating that
there are innitely many dierent samenesses of type to which the realist analysis must
be applied does not show that the analysis is in some way inadequate. e dialectical
position would be dierent if the regress showed that the realist was endlessly deferring his
responsibility to give an account of the original sameness of type between the cases where
Fa and Gb; then it could be claimed with some justice that he had no satisfactory account
of this sameness of type, for the original explanandum would recur at each fresh stage of
the regress. But this is not the accusation against the realist. Instead, the process is this:
the realist says that the sameness of type between Fa and Gb consists in their sharing a
common universal I; but then a new sameness of type is noticed, between the higher-order
situations I(a,F) and I(b,G). When the realist says that this sameness of type consists in
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Õß¦their sharing a common universal I*, it is replied that there is now some new sameness
of type between the third-order situations I*(a,F, I) and I*(b,G, I). But then the regress
does not demonstrate that there is any one sameness of type for which the realist has no
account; insteaditshowsthatthereareverymanydierent samenessesoftypetowhichthe
realist must be prepared to apply his analysis. e realist can reply: ‘‘I knew that already!
ere is no way to show that an account is inadequate simply by pointing out the number
of dierent cases in which it must be applied.’’ For that reason, I suggest, the Sameness
argument does not generate a vicious regress for the realist.
An alternative allegation is that the regress is ‘viciously uneconomical’ (Armstrong ÕÉÉa:
Õþ) even if it is not strictly speaking vicious, since it requires that we recognize a distinct
universal I to account for the similarity between Fa and Gb, another universal I* for
the similarity between between I(a,F) and I(b,G), another universal I** for the similarity
between I*(a,F,I) and I*(b,G,I) and so on into an innite process. Even this claim can
be challenged. Suppose we follow the stages of the regress. It is claimed that there is an
objective similarity between the situations Fa and Gb; the realist is obliged to account for
thissamenessoftypebyintroducingashareduniversal—callthisI.Next, itisclaimedthat
there are two new situations (or collections of entities) which themselves exhibit sameness
of type — I(a,F) and I(b,G) — and that the realist must introduce a further universal to
account for this sameness of type. Here it seems the realist can stop the regress, for he
claim that the sameness of type between two situations is already accounted for when
we accept that they involve a common universal, namely I itself. What accounts for the
sameness of type between the situations Socrates’ being wise and Plato’s being wise is that
both situations share a common universal: both involve the universal wisdom. Likewise,
we might expect that the sameness of type between I(a,F) and I(b,G) has already been
accounted for when we recognize that both situations involve the same universal, the
relation I. If the sameness of type between the two situations can be accounted for by their
having a universal in common, there is no reason to suppose that further universals must
be introduced as Armstrong supposes.
is realist response suggests two conclusions: rst, that the Sameness argument does
not motivate a genuine regress, for we can account for the sameness of type between two
instantiation-situations by appealing to the fact that they involve a common universal I,
without introducing further universals I*, I**, ... which both situations instantiate; second,
that recognizing a genuine relation of instantiation, I, is not, as Armstrong thinks, the
mistake which gets this version of the regress started in the rst place. Instead it is the
means by which we account for the sameness of type between dierent situations in
Õß¢which particulars and universals are instantially combined. All such situations are similar
insofar as they involve a common universal — the relation instantiation. Indeed, there
is good reason to think that the sameness of type in question should be accounted for
by the positing of only one universal found in every such case. e original reason for
recognizing a sameness of type between Fa and Gb was that each is a case of instantial
combination. But then what Fa and Gb have in common with each other, they will also
have in common with every other case of particulars and universals combining with each
other, and indeed with any case of universals combining with each other in higher-order
instantiation. If the analysis of sameness of type compels us to recognize a universal shared
between Fa and Gb, it will be one universal shared between these situations and every
other case of instantiation.
I have argued that the possibility of an innite regress of distinct samenesses of type does
not reveal the realist’s account of sameness of type to be inadequate, and that the sameness
of type between dierent instantiation-situations is accounted for as soon as we realize
that each such situation involves the same instantiation-relation; moreover, there is good
reason to suppose that only one such universal is required to account for the sameness
of type between every instantiation-situation. us we may conclude that the Sameness
regress is not a genuine threat to realism.
Õßäe Dierence-Maker Argument
Although Bradley in Appearance and Reality concentrates his attack on the ‘theoretical
intelligibility’ of the combination between relations and their terms, his exchange with
Russell in Mind of ÕÉþÉ-ÕÕ changes the focus of the criticism slightly. Here, he states his
‘diculty as to ‘‘unities”’ as the question,
‘Isthere anything... in a unitybesides its ‘‘constituents”, i.e. the terms and the
relation, and, if there is anything more, in what does this ‘‘more” consist?...
What is the dierence between a relation which relates in fact and one which
does not so relate?’Õìþ
e connection between the two halves of the quotation is this: Bradley expects that the
dierence between a relating relation and a relation which fails to relate is to be provided
by some unifying factor which is a distinct entity from the terms and the relation. e
relevance of his earlier regress argument is to show that this unifying factor cannot be a
relation, for if it is a relation it must be unied or ‘instantially combined’ with the things
it unies, and so there must be a third relation doing the work of unifying this second
relation with the original relation and its terms, and a fourth relation doing the work of
unifying the third relation with the other entities, and so on ad innitum.
In this section I advance three major claims about the Dierence-Maker argument. First,
that it depends on acceptance of the Strong Truthmaker Principle:
(STM) If p, some x exists such that x’s existence necessitates that p.ÕìÕ
Call an entity a ‘necessitating truthmaker’ for p if that entity meets the condition laid
down by (STM) — if it necessitates, by its existence, that p is the case. I shall claim that
the demand for a dierence-maker is simply the demand for a necessitating truthmaker;
indeed, once this is made explicit, we can see that the regress itself functions as no more
than a piece of theatre, for we do not need to use the regress to show that relations cannot
serve as dierence-makers in the sense intended by Bradley. My second major claim is that
there are reasons to think that the demand for a dierence-maker cannot be met by the
realist even if he introduces composite ‘facts’ or ‘states of aairs’, while the third is that
the correct response to the Dierence-Maker argument is to drop the Strong Truthmaker
Principle (STM). Once (STM) is abandoned, this argument no longer threatens the realist
project.
ÕìþBradley ÕÉÕÕ, p.ß¦
ÕìÕSee Fox ÕÉß, p.ÕÉ; also Armstrong óþþ¦a, p.¢
ÕßßDierence-Makers are Necessitating Truthmakers
It becomes apparent that the Dierence-Maker argument is a demand for necessitating
truthmakers for truths about instantiation when we consider why two prima facie ac-
ceptable responses do not solve the problem to Bradley’s satisfaction. One approach is
proposed by Russell:
‘A complex diers from the mere aggregate of its constituents, since... the
relation which is one of its constituents enters into it as an actually relating
relation, and not merely as one member of an aggregate.’Õìó
isaccountisofapiecewiththedistinctionRussellmadeinePrinciplesofMathematics
between ‘a relation in itself and a relation actually relating’ (ÕÉþì: ¦É). We may interpret
Russell’s position in this way: ‘what makes the dierence’ when aRb is that the relation R
actually relates its terms; when it is not the case that aRb, the relation R does not actually
relate the terms.
Bradley, writing in response to Russell’s suggestion about ‘actually relating relations’,
claims that
‘my diculty as to ‘‘unities’’ remains.’Õìì
Any adequate account of the demand for a dierence-maker should explain why the
demand is not met to Bradley’s satisfaction simply by saying that what is dierent between
aRb and not–aRb is that the relation ‘actually relates’ in the former but not the latter
case. Here is one suggestion: what Bradley nds objectionable is that Russell’s response is
merely descriptive — it tells us how the world is dierent, but without identifying some
entity that makes the dierence. is interpretation also explains why Bradley is interested
in nding something ‘more’ in a complex besides the relation and its terms: according to
the current proposal, what Bradley wants to nd is some entity which can be identied as
making the dierence between aRb and not–aRb.
If Bradley’s demand is for a dierence-making entity, we might suggest an alternative,
trivialsolution. Ifanentityisneededtomakethedierence,whyshouldn’titbetherelation
itself? Indeed, an alternative reading of Russell suggests that he wants to credit relations
themselves with the dierence-making power that Bradley demands, and we may also
ascribe a view of this kind to Bergmann (ÕÉä¦: ÕÉß), who accepts the need for something
ÕìóRussell ÕÉÕþ, p.ìß¦
ÕììBradley ÕÉÕÕ, p. ß¦
Õßto serve as an ontological ground of relational truths, but claims that his ‘fundamental tie
or nexus’ is an entity capable of serving as just such an ontological ground.
In the exchange with Russell, Bradley does not discuss the possibility that the relation
itself could be credited with ‘making the dierence’ between aRb and not–aRb; we must
suppose that he is aware of the possibility but thinks it unacceptable for some reason.
One possible diagnosis is that Bradley believes whatever makes the dierence must be
something external to, or distinct from, the things it brings together in combination: that
since R is among the things that are to be combined, it cannot be that R is also the thing
that makes the dierence when they are so combined. However, it is not clear why a
dierence-maker for a relational fact must be something external to that fact; if nothing
further is said to justify this supposition then we will have no reason to deny that it is the
relation R that ‘makes the dierence’ when aRb.
A dierent suggestion has gained wide currency among interpreters of Bradley. It starts
from the idea that a dierence-making entity must be one that plays a certain role, namely,
the role of (in some sense) ensuring or bringing it about that the relation and relata are
combined as they are. Moreover, the dierence-making entity is supposed to ensure this
combinationmerelybyitspresenceintheworld. Whenthedemandforadierence-maker
is understood in this way, it is clear why the relation R cannot be the dierence-making
entity for aRb, for R could have been present although aRb was not the case — for example
in a situation in which cRd instead. is problem is not solved by claiming that relations
are intrinsically made for relating — that there are no relations which do not relate — as
Readclaims(óþþ¢: ìÕÉ), becausethedemandforadierence-makerisnotmerelyarequest
to say what grounds the relatedness, rather than the unrelatedness, of a given relation: it
requires more than that, that we say what grounds the combination of a relation R with
the very things it does relate. What makes the dierence between the case when R relates
a and b and the case when it relates c and d instead? It cannot be the mere presence of
the relation itself, even if there are no relations which do not relate, because the relation R
could have been present relating c and d without aRb being the case.
If we accept this diagnosis of Bradley’s thought, it is a small step to accepting that his
challenge to the realist is merely the demand for a necessitating truthmaker in disguise. It
may also be agreed that the ‘regress’ is an inessential feature of the argument as we are
reconstructingit,servingmerelyasapieceoftheatre. Eachclaimmaybeestablishedswily.
First, the demand for a dierence-maker is the demand for an entity that can ‘ensure’
(MacBride óþþ¢: äþì) that the relation relates the terms that it does; the dierence-making
entity is supposed to be responsible for the particulars and relations combining as they are.
ÕßÉBut an entity that ensures by its mere presence or existence that aRb is an entity whose
existence necessitates that aRb, and an entity that is responsible for the truth of aRb is
an entity in virtue of which aRb. I submit that Bradley’s demand for a dierence-maker
is merely the demand for a truthmaker in disguise. In particular, it is the demand for a
necessitating truthmaker — one that satises the Strong Truthmaker Principle:
(STM) if p, some x exists such that x’s existence necessitates that p.
Bradley does not have to apply this principle to every truth in order to get his result,
for he extends the demand for a dierence-maker only to relational truths such as the
truth that aRb. So the Dierence-Maker argument does not depend on our acceptance
of ‘Truthmaker Maximalism’ (Armstrong óþþ¦a: ¢), the doctrine that all truths have
truthmakers. We need only accept that truthmakers are needed for relational truths such
as the truth that aRb. Nevertheless, no weaker formulation than (STM) will capture the
natureofthedierence-makingentitiesthatBradleyrequires,forhischallengeistoidentify
the entity such that its mere presence in the world necessitates that aRb is the case. If
Bradley required anything less than a necessitating truthmaker, it would be a mystery why
he could not accept a solution on the lines of those oered by Russell and Bergmann.
It seems that Russell was aware of this feature of Bradley’s argument. He observes,
‘is opinion seems to rest upon some law of sucient reason, some desire
to show that every truth is ‘‘necessary’’... it appears to me that fundamental
truths are merely true in fact, and that the search for a ‘‘sucient reason’’ is
mistaken.’Õì¦
e principle of sucient reason, roughly, is the principle that every contingent truth
must have an explanation (Pruss óþþä: Õþ); these explanations need not be causal, but they
must involve showing how the truth in question is necessitated by some prior feature of
the world. In adverting to the Principle of Sucient Reason here Russell demonstrates his
awareness of the kind of thinking behind Bradley’s argument: the thought that there must
be something underlying the truth that aRb, and furthermore, something that necessitates
that aRb.
My second claim, that the regress in this argument functions merely as a piece of the-
atre, seems reasonable because, once we make explicit the constraints on an acceptable
dierence-maker, we immediately realize that no relation is capable of satisfying them.
Õì¦Russell ÕÉÕþ, p. ìß¦
ÕþBradley’s demand is for an entity which, by its mere existence, necessitates that aRb. But
any relation — as long as it could have existed although instantially combined with dier-
ent relata from those it actually relates — is completely unt to play that role, since the
existence of such a relation does not necessitate that any specic relational truth is the case.
A regress develops when we propose a relation I to ensure that a, R and b are combined, by
relating them to each other, but then notice that I by itself is not sucient to ensure that it
relates the things it does, and propose a further relation I* to ensure that I combines with
its relata. Again, it is noticed that I* is not sucient to ensure that it relates the things it
does, so a further relation I** is proposed, and so on in an innite process. However, once
we understand what an entity would have to do in order to be a dierence-maker for a
relational truth, it is immediately apparent that no contingently instantiated relation could
play that role, in which case there is no reason even to embark on the regress in the rst
place. We do not need to play along with the charade of vainly proposing relation aer
relation as a candidate to ‘make the dierence’, if we already understand that no relation
could do the requisite dierence-making work.
eDierence-Maker ‘regress’ sharesastrikingfeaturewithmanyotherregressarguments
in logic and mathematics. Oen it is the case that the premises used to generate a regress
can be shown to entail a contradiction; the regress is merely a more vivid way of showing
that the initial position is absurd. Examples include Plato’s ‘ird Man’ argument in the
Parmenides (Vlastos ÕÉ¢¦), and the mathematical proof that
√
ó is irrational (Nolan óþþÕ:
¢ó¦). Likewise, we might think, the ‘regress’ here is merely a vivid way of demonstrating
to the realist that he has accepted an inconsistent set of premises: to enter the regress, the
realist must suppose that the demand for necessitating truthmakers is legitimate, and that
relations are suitable candidates to play that truthmaking role, but to nd each relation an
unsatisfactory truthmaker he must be aware that contingently instantiated relations of the
kind he proposes are completely incapable of playing such a role.
IhavearguedthattheDierence-Makerargumentisbestunderstoodasanargumentabout
necessitating truthmakers; given this interpretation, it becomes apparent that the ‘regress’
part of the argument is mere theatre and is not integral to Bradley’s challenge. In the next
section I suggest that the demand for a dierence-maker is not one the realist can meet;
the nal part of this chapter will argue that the correct response to the Dierence-Maker
argument is simply to drop the Strong Truthmaker Principle on which it depends. As we
have seen, this is a response with which we could expect Russell to have some sympathy.
ÕÕStates of Aairs
e canonical response to this version of Bradley’s regress is a strategy proposed by David
Armstrong, that the truthmaker for a relational truth of this kind is a sui generis entity — a
‘fact’ or ‘state of aairs’ containing a, R and b as constituents — which by its very existence
necessitates that aRb (Armstrong ÕÉÉß: ÕÕ; óþþ¦a: ¦É). e state of aairs is the extra
entity which makes the dierence between a case where a relation does relate in fact, and
a case where the relation does not relate. When the state of aairs aRb exists, it is true that
aRb, and when the state of aairs does not exist, it is not. is suggestion ts Bradley’s
expectation perfectly: not only have we said what is the dierence between R relating and
R not relating, we have also explained this dierence in terms of the existence of an extra
entity which ensures by its presence in the world that R actually relates a and b. Since
this entity successfully ensures that aRb is the case, there is no need to introduce further
entitiestododierence-makingwork,andsononeedtoembarkonaregress. Armstrong’s
account is presaged by Wolterstor (ÕÉßþ, p.ÕþÕ), who talks of ‘cases of a relation’ rather
than ‘states of aairs’, and is already present in Russell’s appeal to ‘complexes’ whose
constituents are a, R, and b (Russell ÕÉÕþ: ìß¦).
It might seem that introducing states of aairs to serve as truthmakers is an adequate
response to the demand for a Dierence-Maker. However, we should be suspicious of the
idea that merely introducing an extra composite entity presents an automatic solution to
the problem. Bradley describes his demand for a Dierence-Maker as ‘my diculty as
to ‘‘unities’’’ (ÕÉÕÕ: ß¦); since he goes on to talk of a ‘unity’ as having ‘constituents’ it is
clear that his problem arises in response to an ontology of Russellian ‘complexes’. Bradley
supposes that he can raise a genuine challenge even against a theorist who recognizes
composite entities such as states of aairs. I shall suggest that he is right: if the demand
for a truthmaker, or ‘Dierence-Maker’ is accepted, then there are truths about states of
aairs for which no adequate necessitating truthmaker can be supplied. My suggestion
is this: when we realize the features that a state of aairs must have in order to count
as a necessitating truthmaker, it is no longer plausible to accept that there is no further
truthmaker for facts about how the state of aairs stands to its constituents. If relational
truths stand in need of truthmakers, then surely truthmakers are also needed for truths
about the relation between a state of aairs and its constituents.
What, precisely, is the relation between a state of aairs and its constituents? A state of
aairs [aRb] is a ‘complex’ whose constituents are particulars a and b, and relational
universal R. A rst point is that the existence of the complex must not be guaranteed by
Õóthe existence of its constituents: if the complex [aRb] exists in every circumstance that
a R and b exist individually, then [aRb] is not a necessitating truthmaker, for there may
be circumstances in which a, R and b exist although a and b do not stand in the relation
R. is stipulation serves to distinguish states of aairs from entities such as sets and
mereological fusions or aggregates, which are commonly thought to exist automatically,
so long as their constituents do. Instead, the state of aairs aRb must be thought of as
existing only when a and b actually stand in the relation R.
We may distinguish two other features of states of aairs. First, states of aairs have
their members essentially: the state of aairs [aRb] could not have existed with dierent
members, e.g. c, R* and d, for then it could have existed although a and b did not stand in
R and it is not a necessitating truthmaker for that truth. Second, a given state of aairs
must impose an order on its constituents: the state of aairs [aRb] could not exist although
it unied the same constituents in a dierent arrangement, for then it could have existed
when it was the case that bRa and ¬aRb, and is not a necessitating truthmaker for the
truth that aRb.
Armstrongrecognizesthattheremustbeaspecialkindofrelationbetweenastateofaairs
and its constituents:
‘States of aairs hold their constituents together in a non-mereological form
of composition, a form of composition which even allows the possibility of
having dierent states of aairs with identical constituents.’Õì¢
In fact, this description understates what is required of ‘non-mereological composition’:
thetheoristmustbewillingnotonlytoclaimthattherecanbedierentstatesofaairswith
the same constituents, but also that the identity of a state of aairs depends on preserving
the arrangement of its constituents. As I have argued, if a state of aairs [aRb] could have
existed with the same constituents arranged in a dierent way, it is not a necessitating
truthmaker for the truth that aRb.
One criticism of Armstrong’s states of aairs is notorious: it is David Lewis’ allegation that
‘unmereological composition... to my mind is a contradiction in terms’;Õìä
Lewis could make such a charge without fear of inconsistency with his ontology of sets
because, according to him, even the apparently ‘unmereological’ composition by which a
Õì¢Armstrong ÕÉÉß, p.ÕÕ
ÕìäLewis ÕÉÉó, p.óÕì
Õìset is ‘composed’ of its members can be explained in terms of the axioms of mereology:
sets can be treated as mereological fusions of the singleton sets of their members (Lewis
ÕÉÉÕ). We might not share Lewis’ condence that every way in which a composite entity
is ‘composed’ of its constituents must be reducible to the calculus of parts and wholes;
nevertheless I shall argue that there is something incoherent about the states of aairs
under consideration, namely that the truthmaker theorist lacks adequate necessitating
truthmakers for relational truths about the relation between a state of aairs and its
constituents.
e rst stage in making such a case is to suggest that a state of aairs is a distinct entity
fromitsconstituents, andindeedfromanysumorwholeofwhichitsconstituentsareparts.
is seems reasonable, for we have observed that the existence of the constituents, and
even the existence of the constituents in combination, does not guarantee the existence of
the state of aairs: it could be that a, R and b exist, and that they are combined (if bRa is
the case), although there is no state of aairs [aRb]. It might be thought that the thesis that
a state of aairs is a distinct entity rather than a sum or whole of its constituents depends
on some Lewisian prohibition on sums of objects being made up in unmereological ways;
if the Lewisian prohibition is dropped we might simply say that the state of aairs is not a
distinct entity from its constituents, and in fact is simply some collection or ‘sum’ of these
constituents, albeit a sum made up according to unmereological rules that allow for some
ordering of parts. To make such a suggestion would be to misunderstand the reason for
saying that a state of aairs is a distinct entity, rather than a sum of which its constituents
are parts, which is that its existence is not guaranteed by the existence of its constituents,
as, for example, the existence of a given set follows automatically from the existence of its
members. Such an argument is employed by Vallicella:
‘A fact is not a whole of parts in that the existence of the parts does not entail
the existence of the whole.’Õìß
Even if we allow entities — ϕs — which we identify with ‘unmereological sums’ of their
constituents, we ought to do so only if the existence of the constituents guarantees the
existence of the ϕs; otherwise how could it be claimed that the ϕs are identical with any
sum or collection of their constituents, whether mereologically constituted or not?
We should expect Armstrong to have some sympathy with this point, for he is the inventor
of the doctrine of the ‘ontological free lunch’, that
ÕìßVallicella óþþó, p.óÕ
Õ¦‘What supervenes is no addition of being.’Õì
e idea is that, if the existence of some alleged extra entity a supervenes on the existence
ofanentityb, thena ‘isnotreally... anextraentity’ (ÕÉÉß: Õì). Forthatreason, mereological
wholes (whose existence supervenes on that of their parts) are not really additional entities
(ÕÉÉß: Õì). e current proposal simply turns Armstrong’s principle around, to claim that
What does not supervene is an addition of being.
In other words, since the existence of a state of aairs is not guaranteed by the existence of
its constituents, a state of aairs ought to be considered a distinct entity over and above its
constituents. I submit that this converse of Armstrong’s principle is at least as plausible
as the doctrine of the Ontological Free Lunch itself. If that is correct, we must think of
a state of aairs as an entity distinct from its constituents that is related in certain ways
to them; these relational truths will be truths of the very kind for which Bradley suggests
truth-makers must be provided.
e second step in setting up a problem for the theorist of states-of-aairs-as-truthmakers
is to point out that, since the state of aairs is a distinct entity from its constituents, those
constituents stand in a relation to it — a relation which we might call ‘state-membership’
— and that there are various truths about the relation between a state of aairs and its
members for which, prima facie at least, truthmakers must be provided. One is that
state-membership guarantees the unity or combination of the members, for a R and b’s
membershipofthestateofaairs[aRb]guaranteesthattheyareinstantiallycombinedwith
each other; another is that state-membership imposes an order on the constituents, for the
consequence (for a) of being a state-member of [aRb] is dierent from the consequence
of a’s being a state-member of [bRa]. Finally, there is the simple fact that a given state of
aairs has the members that it does, rather than having some other entities as its members.
Itmightseemthatthestates-of-aairstheoristhasastraightforwardanswertothedemand
for truthmakers for such truths: it is that they have a truthmaker, namely the state of
aairs [aRb] itself. Since [aRb] could not have existed unless it had the constituents that it
does, unied in the order that they are, all these truths are necessitated by the existence
of [aRb] itself; therefore [aRb] is their truthmaker. But this, I suggest, only postpones the
problem of providing truthmakers, for now we need to know, what is the truthmaker for
the modal truth that [aRb] could not have failed to have the constituents that it does, in
the order that they are in? ree factors make it plausible to think that such a truthmaker
ÕìArmstrong ÕÉÉß, p. Õó
Õ¢may legitimately be demanded in this case. First, since the state of aairs [aRb] is a distinct
entity from its constituents, there is no logical impossibility in its having had dierent
constituents from those it has; it is not as if we can guarantee that the state of aairs has its
members essentially simply because it is called ‘[aRb]’. If the impossibility of a state of
aairs changing its members is not a logical impossibility, then we should expect its truth
to be made true by something in the world.
Second, the modal truth that a state of aairs could not have had dierent members is a
relational truth: it is the truth that, necessarily, these very things a, R and b stand in the
state-membership relation to the state of aairs [aRb]. If the state-of-aairs theorist has
a consistent treatment of relational truths, then the truthmaker for any relational truth
will be a state of aairs whose constituents are the relation itself and the things which
stand in it. In that case, the truthmaker for the truth that [aRb] has the members it does
will be a higher-order state of aairs whose constituents are the state-of-aairs [aRb],
the state-membership relation, and [aRb]’s constituents. But then there will be an even
higher-order relational truth that the second-order state of aairs has the members it does,
and we should recognize a third-order state of aairs guaranteeing the membership of the
second-order state of aairs. A regress can be resurrected at this point.
ird is an ad hominem point against Armstrong. He attacks theories that fail to provide
adequate truthmakers for modal truths (óþþ¦a: Õ-ì). Why is it not equally blameworthy to
propose the modal truth that [aRb] could not have failed to have the members that it does,
without providing a truthmaker for that truth? It does not seem enough to say that the
state of aairs itself makes it true that it could not have had other members than its actual
members: how could one entity (the state of aairs) guarantee that it could be related only
to these entities (its constituents) rather than any others? e necessity involved is at best
mysterious.
Such considerations suggest we should not expect states of aairs to meet Bradley’s chal-
lenge, for there are truths about the relation between a state of aairs and its constituents
for which no satisfactory necessitating truthmaker can be given. Could any other kind of
entity provide adequate truthmakers? In Chapter Õ, I suggested that the nominalist could
claim that the demand for truthmakers is adequately met either by an ontology of states of
aairs which have only particulars, rather than particulars and universals, as constituents,
or by positing tropes to serve as truthmakers. Now that universals have been introduced
foranotherreason —toplaythe roleofrespectsinwhich thingsarethesame —itdoesnot
seem that either account of truthmaking entities should appeal to the realist. He ought not
recognize states of aairs which lack universals as constituents, because any given truth,
Õäaccording to the realist, is a truth about the combination of universals and particulars.
How could such truths be grounded in entities composed of particulars alone?
e second suggestion is more plausible, since there is nothing obviously incoherent
about an ontology of both universals and tropes (Armstrong ÕÉÉa: Õß): tropes would be
instantiated by particulars, and universals by tropes, with the universals accounting for
the sameness of type between the tropes and (indirectly) for the sameness of type between
the particulars themselves. However, it would be better not to introduce two categories
of entity — universals and tropes — if it is possible to get by with universals alone. For
that reason we should not accept such an ontology unless we are sure that the demand for
necessitating truthmakers is legitimate. In the next section I argue that the truthmaker
theorist has given us no good reason to accept that demand.
ÕßDoing without Necessitating Truthmakers
e current version of Bradley’s Regress depends on our willingness to apply the Strong
Truthmaker Principle (STM) to relational truths such as the truth that aRb. No weaker
truthmakerprincipleissucienttomotivateaproblemfortherealist, forthedemandfora
‘dierence-maker’ is the demand for a necessitating truthmaker, an entity that guarantees,
by its mere existence, that aRb. I shall argue that there is no compelling reason to accept
(STM) in the case of relational truths of the kind at issue. If (STM) is rejected, there is no
reasonfortherealisttoacquiesceinthedemandforanentity —anecessitatingtruthmaker
— which guarantees that aRb is the case; consequently rejecting (STM) enables the realist
to defeat this version of Bradley’s regress.
No-one should deny that some true propositions have necessitating truthmakers. Socrates
is clearly a suitable necessitating truthmaker for ‘Socrates exists’, for the existence of
Socrates necessitates the truth of ‘Socrates exists’. He is also a suitable necessitating
truthmaker for essential truths about himself. For example, if Socrates could not have
failed to be human, then Socrates himself necessitates, and hence is a suitable truthmaker
for, ‘Socrates is human’. He could also be said in these circumstances to be a candidate
necessitating truthmaker for ‘someone is human’. Moreover, any existing thing is a
candidate necessitating truthmaker for any necessary truth: if there is no possible world
in which p fails to be true, then there is no possible world in which a given entity exists
and p fails to be true, so that entity may be said to ‘necessitate’ the truth of p.ÕìÉ What is at
stake, then, is not whether the world contains entities that play the role of necessitating
truthmakers, but whether the principle that truths have necessitating truthmakers should
be extended to cover truths about the instantial combinations formed by universals and
particulars, schematically truths such as Fa and aRb. (I put to one side the question of
whether we must also be able to supply truthmakers for negative, general and modal
truths.)Õ¦þ
In what follows I distinguish three three kinds of argument in favour of extending the
requirement for necessitating truthmakers to truths of this kind. First, that the Strong
Truthmaker Principle (STM) should be adopted because it enables us to arrive at a fair
assessment of what there is; second, that (STM) follows from ‘commonsense realist’
intuitionsaboutthe‘groundedness’oftruth. Finallyitmightbeclaimedthat(STM)enables
us to ‘catch cheaters’ who propose unacceptable metaphysical theories. I argue in each
case that the argument does not succeed in motivating the Strong Truthmaker Principle;
ÕìÉese observations are made by Lewis ÕÉÉó, p.óÕä.
Õ¦þSee Armstrong óþþ¦a, Parsons óþþä, Rodriguez-Pereyra óþþä and Mumford óþþß for recent discussion.
Õtherefore the realist has no reason to accept the demand for necessitating truthmakers and
consequently need not fear the Dierence-Maker regress. We can reply to Bradley along
the lines proposed by Russell: what is dierent in the world when ‘aRb’ is true is simply
that aRb.
Õ. Truthmakers and Ontic Decision
A rst argument in favour of (STM) is that investigating the entities required as necessitat-
ing truthmakers for our theory is the best way of reaching a decision about what there
is; that we should accept that truths have necessitating truthmakers because ontological
enquiry is best understood as the search for the truthmakers for statements in our theory.
Whereas Quine associates ontological commitment with bound variables of quantication,
the truthmaker theorist may claim that the ontological commitments of a theory do not
go beyond the entities needed as truthmakers for that theory. is view of ontological
commitment is endorsed by Cameron:
‘What are the ontological commitments of a theory? For Quine, it is those
things that must be said to lie within the domain of the quantiers if the
sentences of the theory are to be true. I am a truthmaker theorist: I hold that
the ontological commitments of a theory are just those things that must exist
to make true the sentences of that theory.’Õ¦Õ
e same thought is suggested by some remarks of Armstrong’s:
‘Topostulatecertaintruthmakersforcertaintruthsistoadmitthosetruthmak-
erstoone’sontology. ecompleterangeoftruthmakersadmittedconstitutes
a metaphysics.’Õ¦ó
Similar views may be found expressed by Melia (óþþ¢: ß¦) and Heil (óþþì: É). In each case,
the suggestion is that we ought to accept an ontology containing only those entities which
are needed as truthmakers for our truths.
Two criticisms of this position arise immediately. One is that mere adherence to the Strong
Truthmaker Principle does not justify an ontology restricted to truthmaking entities alone.
(STM) is a principle about what there is — necessitating truthmakers — rather than about
whatthereisnot. Howdowegetfromaprinciplethattruthshavenecessitatingtruthmakers
Õ¦ÕCameron óþþb, p. ¦
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ÕÉto the view that our ontology should include nothing other than the entities needed as
truthmakers? e truthmaker theorist might reply that the existence of a necessitating
truthmaker for p is sucient for the truth of p; therefore we can be sure that nothing else is
required for p’s truth. e inference can be challenged, however. Suppose there are entities
whose existence is a precondition of the existence of the truthmaking entity itself, but
which are not themselves sucient for truth. ese entities will be required for the truth
in question, but are not truthmakers for it. For example, suppose that the truthmaker is
the state of aairs [aRb]. is state of aairs could not have existed unless its constituents
a and b existed; but a and b are not truthmakers for the truth that aRb; hence the current
proposal seems committed, quite mistakenly, to excluding a and b from the list of the ontic
commitments of ‘aRb’.
A second criticism is that restricting our ontology to truthmaking entities alone leaves
us with no way of doing systematic semantics, for semantics depends on our ability to
associate certain kinds of expression with entities to serve as their referents. e current
proposal would require that we admit only the entity needed as a truthmaker for ‘aRb’;
but any systematic semantics requires more than that, for it requires in addition the non-
truthmaking entities a and b to serve as referents for the expressions ‘a’ and ‘b’. It will be
objected that truthmaker theorists do accept non-truthmaking objects and properties in
addition to truthmaking states of aairs; for example, Armstrong suggests that a ontology
basedonthetruthmakerprinciplewillalsoacceptnon-truthmakingobjectsandproperties
on the basis of the role they play in truths such as ‘aRb’ and ‘Fa’ (óþþ¦: ó¦). However,
such additions to his ontology leaves the theorist vulnerable to a charge of inconsistency
with the stated commitment to an ontology of truthmakers alone (Shaer óþþ: Õì). It
is not clear why the truthmaker ontologist thinks that we should accept properties and
relations on the basis of such truths, for which they are not truthmakers.
ese objections suggest that acceptance of (STM) licenses only that we augment our
ontology to include truthmakers in addition to the ontological commitments we recognize
already, not that we restrict our ontology to truthmaking entities alone. e question at
issue, however, is whether there is independent reason to think that such an ontology is
preferable; whether the ontological revision associated with (STM) constitutes a reason
to accept the Principle itself. Such an argument has been advanced by Armstrong. He
is a long-standing critic of Quine’s association of ontic commitment with variables of
rst-order quantication alone, on the grounds that this fails to recognize the signicance
of the predicate.
‘Quine gives the predicate what has been said to be the privilege of the harlot:
ÕÉþpower without responsibility. e predicate is informative, it makes a vital
contributiontotellinguswhatisthecase, theworldisdierentifitisdierent,
yet ontologically it is supposed not to commit us. Nice work: if you can get
it.’Õ¦ì
In more recent work on truthmakers, this criticism of Quine is suggested as a reason why
metaphysics is better construed as an enquiry about truthmakers:
‘e great advantage, as I see it, of the search for truthmakers is that it focuses
us not merely on the metaphysical implications of the subject terms of propo-
sitions but also on their predicates... when we look to truthmakers for truths,
subject and predicate start as equals, and we can consider the ontological
implications of both in an unbiased way.’Õ¦¦
One problem with Armstrong’s argument is already familiar: if we restrict our ontological
enquiry to the search for truthmakers for truths, then the ‘truthmaker’ account of the
ontology associated with a truth such as ‘aRb’ is no fairer than the Quinean account. Since
thetruthmakeraccountrecognizesonlyoneentity—thefactor ‘stateofaairs’ thatmakes
it true that aRb — it cannot be claimed to do any more justice to predicates than does the
Quinean account. Neither recognizes an entity which is picked out by the predicate alone.
An obvious response can be made. A truthmaker ontology is fairer to predicates because
it recognizes entities — states of aairs — which have universals as constituents. e
ontological signicance of predicates is recognized indirectly, in virtue of the fact that
universals are needed as constituents of truthmaking entities. However, this response can
bemet. IarguedinChapterÕthatweshouldnotruleoutthepossibilityof ‘nominalistically
acceptable’ accounts of truthmaking entities, either as states of aairs whose only con-
stituents are particulars, or as tropes. If we have no reason to believe that universals are
needed as constituents of the truthmaking entities, there is no reason to believe that our
account of truthmakers will require universals, and no ground for the suggestion that a
truthmaker ontology will ‘do justice to predicates’.
Indeed,Armstrong’spositionfacesamoreseriousobjection,thistimefromthenominalist.
Truthmaker ontology is supposed to be preferable because it does justice to the predicate;
but what justies the assumption that a ‘fair’ assessment of the ontic signicance of the
predicate will associate it with a universal? e nominalist claims that the ‘fair’ assessment
of the predicate is one which treats it as non-referential, associated with no entity or at
Õ¦ìArmstrong ÕÉþ, p.Õþ¢
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ÕÉÕbest associated with the particulars it is true of, as in medieval nominalist theories of
suppositio. e nominalist who does not already accept a ‘truthmaker ontology’ will
complain that he lacks a reason to believe that the realist’s ascription of ontic signicance
to the predicate is warranted. Indeed, there may be no non-circular way for Armstrong
to establish that the predicate should have ontic signicance. e distinctive claim of
the truthmaker ontologist is that ontological questions are to be decided by investigating
truthmakers; since the correctness of this approach to ontology is urged on the basis of
its ‘correct’ assessment of the ontic signicance of predicates, the ontic signicance of
predicates cannot at the same time be urged on the basis that predicates play some role
in truthmaking (e.g. as constituents of states of aairs). If truthmaker ontology is to be
justied because it gives us ‘fair’ ontic decisions, the claim that these decisions are fair
must not be justied solely by appeal to truthmaking considerations, on pain of circularity.
But any other means of establishing the ontic signicance of predicates will be inconsistent
with the truthmaker ontologist’s claim that all ontological decisions should be taken on
the basis of truthmaking considerations. us it seems that the claim that a truthmaker
ontology is preferable because it is ‘fair’ to predicates cannot be sustained.
We may conclude that the rst proposed reason to accept (STM), that a ‘truthmaker
ontology’ is a better account of our ontic commitments, and in particular of the ontic
signicance of predicates, is unsatisfactory in two ways. First, it is not clear that the intro-
duction of entities to serve as truthmakers will have the consequence that the ontological
signicance of predicates is recognized, for universals might not be needed even as con-
stituents of the truthmaking entities. Second, it is not clear that the truthmaker theorist
can give a reason why we should ascribe ontic signicance to predicates that does not beg
the question against the nominalist who believes that predicates have no ontic signicance.
For those reasons it seems that the rst proposed justication for (STM) may be counted a
failure.
ó. Truth is Grounded
An second argument advanced in favour of the Strong Truthmaker Principle (STM) is that
it follows from an intuition we have already, namely that truth is grounded in reality. is
is what lies behind another of Armstrong’s attempts to justify the principle:
‘My hope is that philosophers of realist inclinations will immediately be
attracted to the idea that a truth, any truth, should depend for its truth on
ÕÉósomething ‘outside’ it, in virtue of which it is true.’Õ¦¢
A similar thought is oered by Rodriguez-Pereyra:
‘e root of the idea of truthmakers is the very plausible and compelling idea
that the truth of a proposition is a function of, or is determined by, reality.’Õ¦ä
I shall argue that there is no prospect of deriving (STM) from innocent-sounding intu-
itions about reality without begging the question against the opponent of truthmakers by
starting from some formulation that he rejects precisely because of its overt commitment
to necessitating truthmakers. In making such a claim I am in agreement with a growing
consensus (Dodd óþþþ, óþþó; Hornsby óþþ¢; Liggins óþþ). e problem is that (STM),
with its insistence that truth should be grounded in an entity that is responsible for the
truth of a proposition merely by existing, introduces extra commitments which cannot be
derived from the initial statement of the intuition; in other words, (STM) is too strong a
formulation to encapsulate an intuition about realism that all should be expected to share.
First, what is the general shape of the truthmaker theorist’s argument? It starts from some
compelling statement about the way in which truths are answerable to the world. en
it is claimed that this statement, properly understood, entails (STM). Before considering
which statements are candidates for the initial intuition, I shall suggest some conditions
on a successful demonstration from the truthmaker theorist. One condition is suggested
by Hornsby: an elucidation only supports (STM) if it ‘exhibits ontology’ (óþþ¢: ìä). What
this means is that our initial sentence must plausibly be interpreted as connecting truth
with the existence of some entity in the world. (STM) is a principle about the existence of
truthmaking entities; unless our original intuition brings in some entity in the world, it
cannot justify such a principle.
Two other conditions also seem reasonable. Since (STM) is vindicated only if we have
reason to introduce necessitating truthmakers — entities whose mere existence entails the
truth of the given proposition — we can add the condition that the form of ‘groundedness
intuition’ to which we appeal must support a picture of the truthmaking relation as
necessitation. is suggests that certain kinds of correspondence intuition will not provide
a satisfactory motivation for (STM), since it will not be enough simply to say that true
propositions ‘correspond to facts’: the mere presence of a correspondence between a truth
and a fact-entity does nothing to motivate the view that this correspondence is guaranteed
to hold simply by the existence of the fact-entity in question, as (STM) requires.
Õ¦¢Armstrong óþþ¦a, p.ß
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ÕÉìAthirdconditionisthis: thestatementswhichareadvancedaselucidatingthe‘groundedness
intuition’ must be plausible as statements of ‘commonsense realism’ (Liggins óþþ: Õì).
ey should express sentiments that are common to anyone who believes that truth de-
pends on mind-independent reality. Otherwise, the truthmaker theorist can no longer
claim to be deriving his principle from common sense. We could describe a statement
which fails to meet this condition as ‘theory-laden’: rather than expressing a view which
is common to all realists, it imports prior theoretical considerations that not all common-
sense realists share. Again, the view that a true proposition ‘corresponds to a fact’ is ruled
out, sinceitis ‘theory-laden’ inthesensethatitexpressesacorrespondencetheoryoftruth
that not all commonsense realists share: one could be a commonsense realist, believing
that truth depends on reality, without believing that this dependence consists in a relation
to some entity, a ‘fact’.
If these three constraints on a groundedness intuition are legitimate — that it should
‘exhibit ontology’, suggest a picture of truthmaking as necessitation, and not be ‘theory-
laden’ — then it may seem that it is already an impossible task to motivate (STM) in this
way. In particular, the rst and third conditions are in tension, for it may be claimed that
any proposed statement of the intuition which exhibits ontology will, for precisely that
reason, be ruled out as theory-laden. e situation is not entirely hopeless for the truth-
maker theorist, for it may be that he can nd uncontroversial statements of commonsense
realism which exhibit ontology; alternatively he may be able to establish that there is latent
ontological commitment to necessitating truthmakers to be found in some apparently
uncommitted statement of realism. Nevertheless, I shall argue that the statements of
groundedness intuition oered by truthmaker theorists do not succeed in motivating
(STM); the suggested diagnosis is that (STM) cannot be derived from some intuition about
truth that all commonsense realists share.
Our starting point for a statement of the groundedness intuition must surely be:
(GÕ) Truth is grounded in reality.
It seems that this fails both the rst and second conditions we imposed on a successful
motivationoftheStrongTruthmakerPrinciple. Itfailstherstcondition,thatof‘exhibiting
ontology’, because it is not clear that talk of ‘reality’ is enough to commit us to some
truthmaking entity for each truth; instead we may choose to understand ‘reality’ in the
same way that Lewis construes talk of ‘being’: as covering not only what there is but also
how it is (Lewis ÕÉÉó: óÕ). Understood in this way, the fact that truth is grounded in reality
does not license the inference that, for each truth, there is some entity in which the truth
ÕÉ¦is grounded: truths may be grounded in both what there is and how it is.
Moreover, it seems that (GÕ) fails the second condition, that of suggesting that the truth-
making relation is necessitation, for even if ‘reality’ is restricted to cover only what there is,
it is not clear that a truth’s being grounded in reality requires that the entity in which it is
‘grounded’ should be a necessitating truthmaker for that truth. (GÕ) might be interpreted
more in line with the commonsense realist’s intentions as saying merely that truth is about
reality: that truth has as its subject-matter parts of the world. But in this sense a truth
succeeds in being ‘grounded’ in reality just so long as it is a truth about some actually
existing thing. It may be said that ‘Fa’ is grounded in reality simply because it is about an
actually existing thing — the object a.
e challenge for the truthmaker theorist is to provide some elucidation of (GÕ) which
closes o these alternative readings, leaving us with an account of the groundedness
intuition which commits us to an entity, and an entity which is plausibly a necessitating
truthmaker. Suppose we try to arrive at an elucidation that looks like it can satisfy the
rst condition, that of ‘exhibiting ontology’. One such might be Armstrong’s original
formulation of the groundedness intuition:
(Gó) Every truth depends for its truth on something outside it.
(Gó) is ontologically signicant, insofar as the talk of ‘something’ apparently commits us
to an entity on which the truth of a proposition depends. But even if the rst condition is
met, the second is not, for we can claim that the entity on which the truth of ‘e rose is
red’ depends is not a necessitating truthmaker, but is rather the rose itself (Liggins óþþ:
Õä). Indeed, this can come to seem like a truism: of course the truth of this claim depends
on the rose, for when the rose is red it is true, and when the rose is not red, it is false. What
the truthmaker theorist needs to do, to block this response, is to make it clear that the
‘something’ on which truth depends is such that its mere existence guarantees the truth of
the given proposition:
(Gì) Every truth depends for its truth on the existence of something outside
it.
But once the intuition is spelled out as (Gì) it fails to meet the third condition for success,
since (Gì) is theory-laden: not all (not even most) commonsense realists would agree that
(Gì) is true, so (Gì) cannot be used to motivate the Strong Truthmaker Principle (Liggins
óþþ: Õä).
ÕÉ¢e most carefully-argued recent attempt to derive the Strong Truthmaker Principle from
a groundedness intuition was made by Rodriguez-Pereyra (óþþ¢). He recognizes that it is
insucient to say that
(G¦) Truth is determined by reality
because this fails to rule out the Lewisian interpretation that truth is determined by how
things are as well as what things exist, and so fails to connect the groundedness of truth
with entities which are necessitating truthmakers (Rodriguez-Pereyra óþþ¢: óì). However,
he has a counter-argument:
‘What makes true that the rose is red is not what makes true that the rose is
light. What makes true that the rose is red is that it is red, while what makes
true that the rose is light is that it is light. e idea that truth is determined by
reality is the idea that dierent truths are determined by dierent portions
of reality, or by dierent features of reality, and so dierent truths about
the same subject matter are determined by dierent features of the subject
matter in question... But to distinguish ways presupposes that we can identify
them, count over them, and quantify over them. at is, ways, which are
truthmakers, are entities.’Õ¦ß
e idea is that, even if it is conceded that truth is determined in part by how things are,
rather than what things there are, it is necessary to distinguish between dierent aspects of
‘how things are’ to account for how dierent truths are determined by dierent portions
of reality.
is response has been criticized by Hornsby on the grounds that it forces us only to
recognize properties — ways things are — rather than some other kind of entity (tropes
or states of aairs) that, unlike properties, are suited to play the role of necessitating
truthmakers(Hornsbyóþþ¢: ¦þ). ButifwegranteverythingthatRodriguez-Pereyraclaims,
this objection cannot go through, since he speaks of dierent truths being determined
by dierent features of reality, and there does not seem to be a sense in which a property
could be said to determine a predicative truth. How could the colour red determine that it
is true that the rose is red? As soon as we allow the claim that dierent features determine
dierent truths, it becomes clear that the determining entities cannot be properties, but
must instead be entities suited to play the role of necessitating truthmakers.
Instead we should ask whether to accept Rodriguez-Pereyra’s claim that
Õ¦ßRodriguez-Pereyra óþþ¢, p. óì
ÕÉä‘the idea that truth is determined by reality is the idea that dierent truths
are determined by dierent portions of reality.’Õ¦
He supports this claim with examples: what makes true that the rose is red is that the rose
is red; what makes true that the rose is light is that it is light; therefore what makes true
that the rose is red is not what makes true that it is light. So the argument begins with
(G¦) Truth is determined by reality
and proceeds to a variety of statements of the form
(G¢) What makes true that p is that p
from which we are supposed to be able to derive the desired conclusion that
(Gä) Dierent truths are determined by dierent portions of reality
Itseemsthatthemostquestionablemovehereisnottheattempttoderive(STM)from(Gä),
which Hornsby criticizes; instead it is the move to derive (Gä) from various instances of
the schema (G¢). One problem is that on a natural reading (G¢) collapses the truthmaking
relation into identity, since ‘that p’ is said to make true ‘that p’. If we take ‘that p’ to
indicate a proposition, on the grounds that whatever is picked out by ‘that p’ may be said
to be true or false, then truthmaking is a relation that each true proposition holds to itself.
Propositions are truth-bearers; we need to be convinced that there are entities that are
truth-makers.
If (G¢) is read in this way, it does not support (Gä)’s picture of groundedness as a relation
between truths and portions of reality. Our question, then, is whether there is a way to
reformulate (G¢) in such that it is both a plausible elucidation of the grounding intuition,
and at the same time provides genuine support for (Gä). I shall suggest that there is no
satisfactory way of doing so. A rst move might be to reformulate (G¢) as this:
(G¢*) What makes true that p is the fact that p
But (G¢*), in its overt commitment to a correspondence between truth and facts, is ruled
out by our third condition, since it is theory-laden: it expresses a theory of truth that
not all ‘commonsense realists’ share, therefore it cannot be proposed as an elucidation of
Õ¦Rodriguez-Pereyra óþþ¢, p.óì
ÕÉßthe groundedness intuition that is supposedly common currency among commonsense
realists.
Can we improve the situation by removing the overt reference to ‘facts’? en we could
restate (G¢) as
(G¢**) What makes it true that p is its being the case that p
e noun-phrase ‘its being the case that p’ certainly seems to denote an entity; so from
two dierent instances of (G¢**) it may indeed be legitimate to infer (Gä). But such an
inference may be faulted for failing to take account of the dierence between apparent
and genuine ontological commitment. It may be that the opponent of (STM) can propose
a paraphrase of (G¢**) that reveals that the apparent commitment to entities is merely
apparent and not genuine.Õ¦É One such candidate paraphrase for (G¢**) would be
(G¢***) It is true that p because it is the case that p
If it is an option to paraphrase (G¢**) with the apparently uncommitted (G¢***), how can
we be sure that the apparent commitment to truth-making entities in (G¢**) is genuine?Õ¢þ
e availability of such a paraphrase raises the possibility that the commitment to entities
in (G¢**) is merely apparent and not genuine; in that case, the opponent of (STM) can
deny that the instances of (G¢**) genuinely license the inference to the principle from
which Rodriguez-Pereyra derives the need for truthmakers, namely
(Gä) Dierent truths are determined by dierent portions of reality.
In the absence of some means of ruling out such an objection, it cannot be assumed that
the current attempt to motivate (STM) is a success.
I have argued that none of these attempts to motivate the Strong Truthmaker Principle
(STM) from intuitions about groundedness succeeds. It may be that these failures are
symptomatic of a general problem for the strategy. (STM) presents truth as determined by
necessitating truthmakers: entities whose mere existence entails the truth of a proposition.
Perhapsthereasonthatithasnotprovedpossibletoderivesuchaprinciplefromstatements
of commonsense realism is that common sense embodies no commitment to entities of
Õ¦ÉIn the terminology developed in Chapter ó, this would be ‘paraphrase as analysis’, since the paraphrase
here is proposed to give a better account of the actual ontological commitments of the target sentence rather
than as a replacement for it.
Õ¢þA similar point is made against Rodriguez-Pereyra by Hornsby óþþ¢, p.ì¢.
ÕÉthis kind. It seems that the most we can derive from commonsense realism is that truth
depends on how objects and properties are combined, but not on whether there is some
entity guaranteeing that this combination is the case. For that reason I suggest that the
second proposed justication for (STM) is a failure.
ì. Catching Cheaters
It is sometimes claimed that an alternative reason to believe in truthmaker theory is its
utility as a means of ‘catching cheaters’ (Sider óþþÕ: ¦þ), where ‘cheaters’ are taken to be
proponents of philosophical positions which we know to be objectionable but which we
otherwise could not fault by argument. If we adopt the Strong Truthmaker Principle, we
can say why such theories are objectionable — they propose a theory whose ontology does
not include adequate necessitating truthmakers for the statements of the theory. Examples
of ‘cheaters’ given by Armstrong are: phenomenalists, who hold that truths apparently
about objects are in fact truths about actual and possible sense-experience, and ‘Rylean
behaviourists’, who hold that ascriptions of mental properties are really statements about
dispositions to action which need not be realized at any point in a person’s life (óþþ¦a:
Õ-ì); also ‘Rylean dispositionalists’, who say that claims about dispositional properties
such as fragility are not ascriptions of genuine properties, but claims about what would
happen if the object were in certain circumstances, and ‘operationalists’, who take the
view that ascriptions of physical quantities are really counterfactual claims about what
would happen if certain measuring instruments were used (Armstrong ÕÉÉb: -ÕÕ).
I shall suggest two substantial problems for this way of motivating the Strong Truthmaker
Principle. First, (STM) condemns many theories as ‘cheating’ which are not obviously
unacceptable, so it should not be claimed that this principle in some way codies a prior
intuition about which theories are and are not acceptable. I shall argue that common
sense about ‘cheaters’ does not justify the adoption of (STM), because that version of the
principle is so much at odds with common sense’s view of what a cheating philosophical
position is. Indeed, we might doubt whether any of the theories indicated deserves to be
called ‘cheating’, unless the classication is driven by a prior theoretical concern that there
should be no primitive modal truths. My second objection is that, even if these theories
genuinely are cheating, all the cheater-catching work worth doing can be achieved with a
much weaker truthmaker principle than (STM), so the need to catch cheaters does not
justify (STM) itself.
eapplicationoftheterm ‘cheater’ totheoriesthatfailtorecognizeadequatenecessitating
ÕÉÉtruthmakers is more plausible for some theories than others. It may seem that there is a
real problem for a phenomenalist if all there is turns out to be actual and possible sense-
experience, with no material objects to cause this experience. We might want to know
why there are these possibilities for alternative sense-experience, rather than some other
set of possibilities. But not every one of the ‘cheaters’ can be said to exhibit this kind of
problem. For example, it is not obvious, prior to any theoretical commitment to (STM),
thatpresentismisacheatingtheory, eventhoughpresentists, whoholdthatpastandfuture
objects and events do not exist, lack adequate necessitating truthmakers for truths about
the past and future (Bigelow ÕÉÉä). It certainly is not the case that there is something
immediately suspect about the view that ‘Socrates used to exist’ can be true although it is
true in virtue of no existing thing: in this case, it is true in virtue of something (Socrates)
which used to exist, but exists no more.
However, even if presentism may be counted a ‘cheating’ theory, it will be noticed that
two other theories are caught by (STM) which it is implausible to describe as obviously
cheating. ey are, on the one hand, a traditional realism which says that reality contains
particulars and universals but no composite states of aairs, and on the other, a traditional
nominalism which says that reality contains only particular objects. Neither theory admits
entities which could serve as necessitating truthmakers for contingent truths of the form
Fa or aRb, for neither the existence of a, nor the existence of a and universal F, necessitates
that Fa is the case. Traditional nominalism and traditional realism are both ‘cheaters’
according to the current proposal; if the extension of ‘cheater’ as determined by (STM)
containsphilosophicaltheoriesthatwewouldnotnormallycountasunacceptable,itseems
that (STM) cannot demand our allegiance on the grounds that it codies an intuition
about unacceptable theories that we have already.
e fact that (STM) rules out such apparently acceptable theories suggests that we should
look for an alternative criterion for being a ‘cheater’. Armstrong singles out for special crit-
icism phenomenalists, Rylean behaviourists, Rylean dispositionalists, and operationalists.
All four theories have one thing in common: they propose ‘brute’ or ‘primitive’ modal
truths which are irreducible to non-modal truths about actual objects. e phenomenalist,
told that the chair is behind the closed door, interprets this as a claim about what he would
have seen under dierent circumstances; the Rylean behaviourists and dispositionalists
call the untested warrior brave or describe the undropped glass as fragile because of what
would have happened if they had been put in testing situations; while the operational-
ist can talk about the length of the unmeasured object because of what we would have
observed had we measured it. In each case, the counterfactual is taken as a primitive
óþþtruth that permits of no further reduction in terms of non-modal truths about the actual
properties of actual objects. It does not seem unreasonable to conclude that what is really
objectionable here is the presence of primitive modality, rather than an ontology lacking
in truthmakers. Perhaps the cheater-catching principle we really need is not (STM), but
rather a prohibition on theories which admit primitive or ‘brute’ modal truths.
Itmaybethatthetruthmakertheoristhasaresponse. Hecanacceptthatallofhisexamples
of ‘cheaters’ are objectionable in point of their appeal to primitive modality; however, he
might claim that (STM) is needed as part of the explanation of why primitive modality is
unacceptable. If that is the case, then we must adopt (STM) to explain the unacceptability
of cheating theories, and the demand for necessitating truthmakers is vindicated. Both
Armstrong (ÕÉÉc) and Lewis (ÕÉä) reject primitive modality: the former by appealing to
recombinations of actual particulars and universals, the latter by espousing modal realism.
Obviously, both regard it as a theoretical gain to be able to give an account of modal truths
in terms of non-modal truths. Indeed, Armstrong claims that
‘Every systematic philosophy must give some account of the nature of possi-
bility.’Õ¢Õ
Armstrong’s own reason for thinking this is that the philosopher is under an obligation
to specify necessitating truthmakers for every kind of truth, and modal truths are no
exception. If we can nd no better reason for rejecting primitive modality than its lack of
truthmakers, it may seem that (STM) is justied aer all.
However,thelackofnecessitatingtruthmakersisnottheonlyexplanationwemightgivefor
dissatisfaction with primitive modality. One alternative account is that modal logic cannot
be represented adequately if we are constrained to represent possibility and necessity with
box and diamond operators, something which seems an unavoidable consequence of the
view that possibility and necessity permit of no further analysis (Lewis ÕÉä: Õì-Õ¦). A
second suggestion holds primitive modality to be unacceptable because it conicts with a
truthmaker principle, but this time not (STM), but rather the weaker version oered by
Lewis:
‘Truth supervenes on being... I want to construe ‘‘being” broadly — it covers
not only whether things are, but also how they are’Õ¢ó
Õ¢ÕArmstrong ÕÉÉc, p.ì
Õ¢óLewis ÕÉÉó, p.óÕ
óþÕIf we understand ‘how things are’ as restricted to ‘how they actually are’, then even Lewis’
weakened principle is sucient to rule out primitive modality, for the theorist of primitive
modality denies that modal truths about how things could have been are determined by
non-modal truths about how things are. Since Lewis’ truthmaker principle is sucient to
explaintheunacceptabilityofprimitivemodality, wemayconcludethatadoptionof(STM)
is not warranted by the need to explain why primitive modality should be excluded; that
purpose is served by Lewis’ principle. Moreover, it can be claimed that Lewis’ principle
facilitates a better overall account of ‘cheating’ theories, for it does not fault theories
such as traditional nominalism and traditional realism, which see truth as depending on
both what there is and how it is (in the case of traditional realism, how the particulars
and universals are arranged), but which do not supply entities to serve as necessitating
truthmakers for such truths.
It is possible to feel some hesitation about accepting the suggestion that all modal truths
mustbeexplicableinnon-modalterms,andthattheorieswhichfailtodothisare ‘cheaters’,
theoriae non gratae. At least some of the time, we seek to explain non-modal facts in terms
of modal facts, rather than the other way around. us a satisfactory explanation for
some fact p might be that p could not have failed to be the case; once we understand
that things could not have been otherwise, we no longer need to know why things are as
they are. Moreover, as I alleged in the previous section, Armstrong’s ontology of states
of aairs must appeal to primitive modal truths about the relation between a state of
aairs and its constituents. If no theory can get by without primitive modality, why should
any theory be faulted for failing to do so? Fortunately for the realist, he need not engage
in discussion about the acceptability of primitive modality when debating (STM). As I
have argued, even if theories which appeal to primitive modal truths are unacceptable, all
the cheater-catching work worth doing can be achieved with Lewis’ weaker truthmaker
principle. Consequently, the need to catch cheaters does not justify the adoption of (STM)
and the demand for necessitating truthmakers.
I have considered three ways to motivate the adoption of the Strong Truthmaker Principle
(STM), all of which I have argued to be unsatisfactory. If there is no reason to believe
(STM), there is no reason to believe that truths of the form aRb must have necessitating
truthmakers; but the current version of Bradley’s Regress threatens the realist only on the
assumption that the realist is obliged to specify necessitating truthmakers for relational
truths about the combination of a universal with the particular(s) that instantiate it. Once
we accept that such a demand is illegitimate, we can answer Bradley’s challenge along
the lines suggested by Russell and Lewis: that what is dierent in the case where aRb
óþóis not the existence of some additional entity, but rather a dierence in how things are:
when aRb is the case, what is dierent is that a, R and b are combined as they are. is
‘combination’ need not, and should not, be considered to be an extra entity which plays
the role of truthmaker for the truth that they are combined.
óþìä. Bradley’s Regress: II
e Relatedness Regress
e previous chapter distinguished two kinds of Bradleyan regress, and argued that they
arenotgenuinethreatstotherealistproject. eSamenessregress, whichattemptstoshow
that the realist has no satisfactory account of sameness of type, was rejected because we
found no good reason to believe that more than one relation is needed to account for the
sameness of type between all cases in which particular(s) instantiate universals; moreover,
even if a regress of dierent relations were conceded there was no reason to think that it
must be vicious. A second regress, which challenged the realist to specify an entity which
‘makes the dierence’ between the cases where a relation does, and does not, relate its
terms, was rejected on the grounds that the challenge to the realist is illegitimate: the
demand for ‘dierence-making’ entities is nothing less than the demand for necessitating
truthmakers for relational truths, but in fact there is no compelling reason for the realist
to accept that truths about instantiation have truthmakers of this kind.
e suspicion remains that the two accounts considered so far do not get to the heart of
Bradley’s regress. Bradley in Appearance and Reality does not present himself as raising a
problem for the analysis of sameness of type; nor does he give prominence to the need
for an entity that plays the role of ‘making the dierence’ or ‘grounding’ relational truths.
In this chapter, I shall suggest that a third account gives a better reconstruction of the
philosophical problem underlying Bradley’s comments. Apart from this interpretative
point, I shall make three claims about this ‘Relatedness’ regress. First, that the regress,
if conceded, would be genuinely vicious; second, that the problem is not solved by the
strategy, inspired by Frege, of appealing to the ‘incompleteness’ of universals to show
how it is possible for particulars and universals to combine directly, without the need for
an innite hierarchy of intervening relations. Finally, I claim that the correct solution
to the Relatedness regress is to deny that a numerically dierent instantiation-relation is
introduced at each stage of the regress. If there is only one instantiation-relation, then
there is no innite regress of distinct instantiation-relations, and consequently no reason
to think it impossible for universals and particulars to combine in instantiation.
óþ¦e Relatedness Regress as an Interpretation of Bradley
InAppearanceandRealitythereislittletosuggestarequirementforsomekindof‘Dierence-
Making’ entity, as we nd in the exchange with Russell in Mind of ÕÉþÉ-ÕÕ; nor is there any
suggestion that the realist project is undone by an incomplete analysis of qualitative same-
ness, as claimed by proponents of the ‘Sameness’ regress. us it is not clear exactly what
problem Bradley is trying to raise for the realist. Bradley’s own remarks are not enough for
us to be certain what he intended; nevertheless, I shall suggest that an account of the kind
I present here makes good sense of many of Bradley’s comments. If this is not enough to
justify the account as an exegesis of Bradley, we may treat it less as a reconstruction of his
actual thought than as an attempt to clarify a genuine problem underlying his use of the
regress argument, of which he may have been at most dimly aware.
e general form of the problem that Bradley poses is familiar: once we admit that a
relation is a entity in its own right, distinct from its relata, it is necessary to introduce
further relations that hold between the relation and its relata, and since these are also
entities in their own right we need further relations in which they stand to their relata, and
soonadinnitum. Wehavealreadyconsideredandrejectedtheideathattheproblemisthe
absence of satisfactory truthmakers: that each fresh relation is introduced in the desperate
hope that it will ‘ground’ or be responsible for the union of particular and universal. But
what then is the problem here? Bradley states that the aim of his regress is to show that
‘e arrangement of given facts into relations and qualities may be necessary
in practice, but is theoretically unintelligible.’Õ¢ì
In particular, we are told that
‘howtherelationcanstandtothequalitiesis,ontheotherside,unintelligible...
If you take the connection as a solid thing, you have got to show, and you
cannot show, how the other solids are joined to it.’Õ¢¦
ese comments might suggest the view that Bradley’s challenge is one about explanation:
that the realist has failed to explain something important about instantiation. In particular
we might think that the realist has no satisfactory explanation of what instantiation is: no
account of what it is for a relation to combine instantially with its relata. e regress is
vicious because the initial demand for an explanation of the phenomenon of instantial
Õ¢ìBradley ÕÉß, p.óÕ
Õ¢¦Bradley ÕÉß, p.óß
óþ¢combination recurs at each new stage of the regress: in supplying each new instantiation-
relation we present it as instantially combined with the entities that have gone before.
Rather than explaining what instantiation is by introducing an instantiation-relation, we
presuppose an understanding of what it is for a relation to be instantially combined with
its relata.
is view is defended by David Lewis, who claims that
‘Bradley’s regress shows that if we try to explain having simpliciter in terms
of relational having, the explanation we seek will never be nished.’Õ¢¢
By ‘having’ Lewis means the ‘having’ that is the case when a particular instantiates a
universal — that is to say, ‘instantial combination’ or ‘instantiation’. According to Lewis,
Bradley’s objection to realism is that the realist cannot explain instantiation as a rela-
tion; nor can the realist explain instantiation in any other way; therefore instantiation is
‘theoretically unintelligible’.
IshallarguethatthisinterpretationofBradleyshouldnotbeadopted,forithasconsiderable
demerits, bothphilosophicalandexegetical. eexegeticalproblemisthatitleavesuswith
no understanding of how Bradley moves from the complaint that instantial combination
cannot be explained in other, more basic terms, to the conclusion that relations and their
relatacannotcombineatall. Bradley’sviewisthatapluralistontologyofrelationsandtheir
relata is not merely poorly explained by its proponent; also, it is ‘infected and contradicts
itself’ (ÕÉß:ó¢), and is full of ‘inconsistencies’ (ÕÉß: ì¦). Bradley seems to claim that,
properlyunderstood,anontologywhichtreatsrelationsasdistinctentitiesfromtheirrelata
is one in which relations cannot combine with their relata, one in which the relation and
its terms ‘hopelessly fall asunder’ (ÕÉß: ìÕ). A satisfactory exegesis of Bradley’s argument
shouldrevealwhywearesupposedtoacceptthattheregressdemonstratestheimpossibility
of instantial combination, rather than merely the absence of an explanation in more basic
terms.
is interpretation of the regress also faces a philosophical problem. It is commonplace
to separate the ‘ideology’ of a theory from its ‘ontology’, in the terminology popularized
by Quine (ÕÉ¢Õ). We are also familiar with the idea that the ideology of any theory must
incorporate some ‘primitive predicates’: predicates whose content is not to be analyzed in
termsofother,morebasicnotions. Notheoryistobefaultedforthefailuretodoawaywith
all unanalysed predicates, for this is an unattainable goal (Lewis ÕÉì: óþþ). On the current
interpretation, Bradley’s argument can be deected simply by agreeing that instantiation
Õ¢¢Lewis óþþó, p.ä
óþäis to be treated as a theoretical primitive in the ideology of our theory; once we realize that
every theory must incorporate some primitive predicates, what better primitive predicate
than ‘...instantiates...’, for instantiation is the most fundamental combination of all. If
Bradley’s complaint can be deected simply by introducing a primitive instantiation-
predicate, then the realist has no reason to take the regress argument seriously. Better to
look for an interpretation of the problem which does not make it trivially easy for the
realist to solve.
e way is open, then, for an account of Bradley’s thought which does not read him as
posing a problem about explanation. Here it is worthwhile quoting his argument for the
‘unintelligibility’ of instantiation at length:
‘But how the relation can stand to the qualities is, on the other side, unintelli-
gible. Ifitisnothingtothequalities,thentheyarenotrelatedatall... Butifitis
to be something to them, then clearly we now shall require a new connecting
relation. For the relation hardly can be the mere adjective of one or both its
terms; or, at least, as such it seems indefensible. And, being something itself,
if it does not itself bear a relation to the terms, in what intelligible way will it
succeed in being anything to them? But here again we are hurried o in the
eddy of a hopeless process, since we are forced to go on nding new relations
without end. e links are united by a link, and this bond of union is a link
which also has two ends; and these require each a fresh link to connect them
with the old. e problem is to nd how the relation can stand to its qualities;
and this problem is insoluble. If you take the connection as a solid thing, you
have got to show, and you cannot show, how the other solids are joined to it.
And, if you take it as a kind of medium or unsubstantial atmosphere, it is a
connection no longer.’Õ¢ä
We do not need to read this passage as a problem about truthmakers — a problem about
how a relation can ‘ensure’ or be ‘responsible for’ the unity of relation and relata — for
there is another way to understand Bradley’s claim that relations ‘require each a fresh link
to connect them with the old’. Bradley makes it clear that the need for a fresh relation
or ‘link’ arises simply from the decision to treat a relation as an entity in its own right,
as ‘something itself’ and a ‘solid thing’. Once the relation is a ‘solid thing’, he says, it
must be ‘joined to’ the ‘other solids’ — i.e. it must be related to its relata. But the realist,
who believes in the reality of relations, seems compelled to introduce a relation every time
Õ¢äBradley ÕÉß, p.ìì
óþßthere is a genuine case of relatedness, and the relatedness of a relation and its relata is no
exception. So the relatedness of a, R and b requires that they stand in a relation I; since
standing in a relation is a kind of relatedness, we must say that a, R, b and I are related, and
therefore that they stand in a relation I*, and so on without end. e sense in which each
new relation ‘requires’ a fresh link, then, is this: the realist accepts that distinct things can
be related only if they stand in a relation. But then a, R and b can be related only if they
stand in relation I, which is to say that a, R, b and I are related; but this can be the case
only if they stand in some further relation I*. So on without end.
ecurrentproposalhastheconsequencethattheregressfollowsfromthreecommitments
every realist could be expected to share: rst, that relations are entities in their own right;
second, that genuine relatedness requires that the related entities stand in a relation; and
third, that ‘standing in’ a relation is a kind of relatedness. For that reason it cannot be
deected simply by denying that relations (or any other entities) are needed to play the
role of necessitating truthmakers; as long as we agree that two things can be related only if
they stand in a relation, we shall be forced to say that the collection of things mentioned
at each stage in the regress must stand in a relation, and as long as we treat relations as
entities in their own right, we shall be compelled to recognize ever larger collections of
related things, which in turn must stand in further relations if they are to be related as the
realist claims they are.
It seems that a similar interpretation is proposed by C. D. Broad:
‘It is plain that Bradley thinks of A and B as being like two objects fastened
together with a bit of string, and he thinks of [relation] R as being like the
string. He then remembers that the objects must be glued or sealed to both
ends of the bit of string if the latter is to fasten them together. And then, I
suppose, another kind of glue is needed to fasten the rst drop of glue to the
object A on the one side and to the bit of string on the other; and another
kind of glue is needed to fasten the second drop of glue to the object B on the
one side and to the string on the other. And so on without end.’Õ¢ß
If the relatedness of a term and its relata requires the presence of a further relation in
which they stand, and the relatedness of that term and its relata requires the presence of
yet another relation in which they stand, then we become trapped in an innite series
of relations, each of which is a precondition of the relatedness of the entities already
mentioned.
Õ¢ßBroad ÕÉìì, p.¢
óþis account of the regress reverses the direction of entailment from that supposed by
the truthmaker theorist. A necessitating truthmaker is supposed to be sucient for a
truth; if each new relation I, I*, I**... is introduced as a truthmaker, then it is because
I* is supposed to be sucient for the relatedness of I and its relata, and I** is supposed
to be sucient for the relatedness of I* and its relata, and so on down the hierarchy of
instantiation-relations. But here the problem is that, since the realist believes that standing
in a relation is a precondition of being related, I* is a necessary condition for the relatedness
of I and its relata, and I** is a necessary condition for the relatedness of I* and its relata,
and so on down the hierarchy of instantiation-relations. aRb can be the case only if it is
the case that a, R and b stand in some further relation I, and this can be the case only if
a, R, b and I stand in some further relation I*, and a further necessary condition of that
being the case is that the ve entities mentioned so far stand in yet another relation I**.
Why does this regress constitute a genuine problem for the realist? A detailed answer to
thatquestionwilltakethewholeofthefollowingsection; fornowweshouldnoticethatthe
prima facie diculty is easy to state. e realist seems committed to the view that standing
in a relation is a precondition of being related. So a precondition of the relatedness between
a, R and b is that these things stand in a relation I. But there is a further precondition
which has yet to be met, for a, R, b and I can be related only if these four things stand in
a further relation I*. Again, there remains some precondition for the relatedness of the
ve things now mentioned which has not been met, namely that they stand in a further
relation I**. At each stage in the regress, some precondition for the relatedness of the
entities mentioned has not been met, namely, the presence of a further relation in which
theseentitiesstand. isisproblematicfortherealist,foritisplausiblethatsuchaninnite
series of preconditions cannot be met: at no stage in the regress will we have succeeded in
providing enough to enable the relatedness of the original entities a R and b, for at each
stage more will be needed than has been introduced so far.
Before considering the philosophical problem posed by this version of the regress, we
might consider the merits of this proposal as an interpretation of Bradley. Perhaps the
strongest points in its favour are, rst, that it connects (as Bradley does) the need for a
further relation with the decision to treat each relation as a ‘solid thing’ or entity in its own
right, which may in turn be related to other entities; second, that it generates a problem for
the realist which does not depend on relations playing a role as necessitating truthmakers.
If Bradley had intended to criticize relations on this score, we should expect him to make
it clearer that each fresh relation is introduced because its predecessor has failed in the task
of ‘ensuring’ thatrelationandrelataarecombined, butthisisnopartofhispresentation. A
óþÉnal advantage of the current interpretation is that it is consistent with Bradley’s insistence
that his regress shows the combination of relation and relata to be impossible. He claims
that ‘the problem is to nd how the relation can stand to its qualities’; the suggestion is
that, when we follow the regress through, it reveals that the relation cannot be related to
its relata. As he says in an earlier passage, if we treat relations as ‘independently real’ then
‘the qualities and their relation fall entirely apart’.Õ¢
e problem for the realist is that, in treating relations as entities in their own right, he
makes it impossible for anything to get related at all, for at every stage of the regress some
precondition for the relatedness of the entities mentioned will not have been met; for that
reason the realist is said to lack an account of how, in Bradley’s phrase, the relation can
succeed in ‘being anything to’ its relata (ÕÉß: ìó).
e Innitist Challenge and the Viciousness of the Regress
A common view among realists is that, although at each stage of the regress the entities
mentioned must stand in some further relation, this alone does not constitute a diculty
for realism. Russell takes such a position in e Principles of Mathematics: there he claims
that Bradley’s regress is only vicious when it arises in the analysis of meaning, forcing us
to impart innite complexity to what we say. When the regress describes the metaphysical
situation, however, it is not to concern us:
‘e endless regress is undeniable, if relational propositions are taken to be
ultimate, but it is very doubtful whether it forms any logical diculty’Õ¢É
A similar approach may be found in more recent treatments of the regress. Wolterstor
claims that the fact that there must be an innite series of further relations involved for a
relation to relate its terms does not justify the conclusion that realism is incoherent:
‘I see no incompatibility between the claim that these things are related, and
the principle that for every relation, if some entities are to be in that relation,
those entities plus that relation must be in a certain relation.’Õäþ
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óÕþLikewise, Reinhardt Grossmann says of the regress argument that ‘there is nothing vicious
about it. It merely shows that an innity of relations exists’ (ÕÉó: Õì¢).
FollowingtheterminologydevelopedbyKlein(ÕÉÉ,ÕÉÉÉ,óþþì)forthe ‘regressofreasons’
problem in epistemology, we might call this position ‘Innitism’. It is the view that there
is nothing vicious about a regress of dierent instantiation-relations of the kind proposed
by Bradley; the regress may be conceded, for it reveals no aw in the realist proposal.
e Innitist must be prepared to defend himself against the accusation of ontological
extravagance, requiring as he does an innite hierarchy of distinct instantiation-relations
involved in each case of particular-universal combination; however, the need for such a
large ontology of universals does not make the theory obviously untenable. If Innitism is
a viable response to Bradley’s regress, then it can no longer be claimed that the regress
argument demonstrates that realism must be abandoned. In this section I argue that
Innitism, although plausible, is not a satisfactory solution to the regress.
e Innitist’s refusal to credit that the current version of the regress is vicious is under-
standable. e proponent of the Relatedness regress claims that each stage of the regress
can be the case only if the subsequent stage of the regress is the case. But it might seem
strange to feel so condent about deriving from this innite chain of preconditions the
conclusion that there is a problem about the relatedness of the original entities. All that
can be established by looking at each individual stage is a conditional conclusion, that
In can relate its terms only if In and its terms are related by a further relation In+Õ But a
conditional conclusion of this kind only tells us about which things have to be the case
if some other thing is the case; it does not tell us anything about whether the original
situation can be the case or not, and at least in the nite case we do not think that the
discovery of a chain of dependencies has any bearing on whether the situation in question
is problematic.
Comparison with the truth regress makes the question urgent. Here also we seem to have
an innite chain of preconditions, since a proposition p is true only if it is true that p is
true, whichistrueonlyifitistruethatitistruethatpistrue, andsoon. Butno-oneshould
argue from (i) the mere fact that each stage in the regress is true only if the succeeding
stage is true and (ii) the fact that the regress is innite to the conclusion (iii) that the rst
stage in the regress is not the case and no proposition p is true aer all. So the nominalist
cannot expect to argue from (i) the mere fact that each stage of the Bradleyan regress is
true only if its successor is, and (ii) the fact that the regress is innite to the conclusion
(iii) that the union of universal and particular is impossible.
óÕÕe question at issue, then, is whether there is any good reason to agree with Bradley that
the need to posit an innite hierarchy of instantiation-relations in each case of relatedness
shows that relation and relata cannot combine in the rst place — that they, in Bradley’s
expression, ‘hopelessly fall asunder’ (ÕÉß: ìÕ). e apparent situation is that we have an
impasse: on one side, the friend of Bradley points out that, at each stage of the regress,
some precondition for the relatedness of the entities has not been met, namely that these
entities stand in some further relation, as yet unmentioned. But if, at every stage, some
precondition has not been met, then at no stage will enough have been done for universal
and particular to be able to combine in instantiation. On the other side, the Innitist
claims that, since his hierarchy of universals is innite, there is every reason to suppose
that every precondition required has been met. If the hierarchy of universals is innite,
then for every relation In there will be a relation In+Õ in which it stands. While Bradley
supposes that relation and relata never get related, because we never reach a stage at which
enough has been done to enable them to get related, the Innitist responds that, because
the hierarchy of universals is innite, each relation In does stand in some further relation
In+Õ, and this is all that is needed in order for it to be possible for relational combination
to take place.
If we think about the innite hierarchy of universals along these lines, then Innitism
comes to seem very plausible. Unfortunately for the realist, there is a way of stating
Bradley’s challenge which reveals a genuine problem with the relatedness of the entities
mentioned at each stage of the regress. For that reason, I suggest, Innitism should be
abandoned. e problem is this: the fact that each relation In turns out to be a relatum of
some higher-order relation In+Õ shows that none of the relations introduced by the realist
functions as a relation; introducing more and more relations gives us more entities in need
of relating, but never an entity that plays the role of relating them.
Candlish suggests an account of the viciousness of the regress with some anities to the
current suggestion:
‘Suppose I am given the task of making a chain out of some loose metal rings,
and when I come to join any two of them, I respond by asserting that we need
a third ring to do the job, so that the most I can achieve is the addition of
more rings to the collection. It is quite clear that no matter how many rings I
add, I shall never get a chain’ÕäÕ
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óÕóCandlish takes the problem to be that each relation turns out to be merely something
else in need of relating (a ‘ring’) rather than an entity that could genuinely do the job
of relating the things introduced already. However, an account of this kind raises more
questions that it answers. In particular, the friend of Bradley needs to say why it is that
each new relation functions only as a potential relatum rather than (as the Innitist claims)
serving to relate its terms. It should not be claimed that each relation In fails to relate its
terms simply because In is itself a term of a higher-order relation In+Õ: to make such a
claim would be to deny that a relation could function both as a relation and as a term of
a higher-order relation, but the Innitist will respond that no reason has been given to
believe this prohibition on relations functioning both as relations and as relata. Aer all, it
iscommonplacetosupposethatuniversalscanbothbeinstantiated by particulars, andalso
instantiate other universals in turn. If the denial that the relations in the hierarchy relate
their terms rests on a general principle of that kind, it will be too easy for the Innitist to
reject Bradley’s argument.
So the friend of Bradley must answer one crucial question. Why does it follow, given that
each relation introduced in the regress is at the same time a term of some higher-order
relation, that none of the relations actually relates its relata? To answer this on behalf
of Bradley, it is necessary to reconsider the realist’s position qua relatedness. e realist
believes that being related is a matter of standing in a relation, where the relation itself
is construed as an entity in its own right. So the realist should be willing to say that the
correct account of the relatedness of some entities sees them as standing as relata for some
relation. It seems the realist is committed to a constitutive thesis about what relatedness is,
namely that, in every case, the relatedness of two or more entities consists in their standing
as terms to some relation. But then it seems legitimate to ask, what does the relatedness
consist in when a relation R combines with its relata a and b? What is the underlying
metaphysical situation? Since standing in a relation is a kind of relatedness, the realist is
compelled by his own analysis to say that the underlying metaphysical situation is not one
where a and b are the two terms of a relation R; instead the real situation is that a, b, and
R are the three terms of a relation I. So, it seems, the correct account of the situation is
not, as we thought, a situation where R functions as a relation, whose terms are a and b;
instead, the connection between a, b and R is that all three entities play the role of terms
of some further relation.
But the realist cannot stop there, for his account of relatedness ought to apply no less to
the new statement of the situation: in describing a situation in which a, b and R stand in
some relation I, he describes a case of relatedness, for a, b and R are related to I. But then
óÕìthe realist’s account of relatedness forces him to say that we do not yet have the correct
account of the underlying metaphysical situation, for we should see I playing the role,
not of a relation whose terms are a, b and R, but rather as itself one of the four terms of
a further relation I*. So again, the realist should say that the correct account of the role
played by the relation I is not that it occurs as a relation; rather, it occurs as a term in
need of relating. But then, given any relation in the innite hierarchy, we can establish by
similar reasoning that the correct account of the role it plays is that it serves as relatum of
some higher-order relation.
is way of thinking about the regress enables us to answer the Innitist’s challenge on
behalf of Bradley. Two considerations combine to mandate the conclusion that relations
cannot relate their terms even if we are granted an innite hierarchy of them. One is the
fact, mentioned already, that the realist makes a constitutive claim about relatedness: that
therelatednessofsomeentitiesconsistsinthoseentitiesstandingastermstosomerelation.
is has the consequence that, for the realist, each fresh stage in the regress is not merely a
precondition of the preceding stage; in fact each fresh stage of the regress ought, by the
realist’s lights, to be a better statement of the underlying situation than the preceding stage,
for each fresh stage is the result of reapplying the realist’s account of relatedness to the
situation we had already. To deny that each new stage is a better account of the underlying
situation would simply be to deny the correctness of the realist’s thesis that relatedness is
a matter of standing in a relation.
e second consideration is the need to distinguish between two roles we expect relations
to play: as terms of other relations (and properties), and as relations which relate their
terms. By recursively applying the realist’s account of relatedness, we can show, of any
relation in the hierarchy, that the proper account of its function sees it playing a role,
not as a relation, but rather as a relatum of some higher-order relation. is is because,
in every case in which a relation is alleged to combine with its terms, we are forced to
conclude that its combination with its terms is eected, not by the relation having its terms
as terms, but rather by the relation and its terms serving as terms of some further relation.
To borrow a phrase from Gaskin’s account of the semantic problem of the Unity of the
Proposition, the role of actually relating the relata is ‘endlessly deferred’ (Gaskin ÕÉÉ¢:
Õßä): each of the relations in the hierarchy functions as a term in need of relating, rather
than playing the role of relating some terms. But it seems reasonable to suppose that any
case of genuine relatedness must be a case in which some relation occurs functioning as a
relation. If no relation in the hierarchy functions as a relation, but instead serves only as
a candidate relatum for a higher-order relation, then we shall be forced to conclude that
óÕ¦nothing gets related. Each relation turns out not to play any role in relating the entities
already mentioned; instead the role it plays is that of ‘just another relatum’.
is account of the viciousness of the regress requires that we make some conciliatory
remarks to those who would explain the problem in terms of truthmakers or by appealing
to anobligation to provide anexplanation of instantiation. If the currentaccount is correct,
then the truthmaker theorist was right to claim that the regress is problematic because
it shows that every relation in the regress fails to full some special role of ‘relating’ its
relata; however, it is not necessary to say that this role is that of necessitating truthmaker
for the truth that the relata are related. Instead, the problem is that each relation serves as
‘just another relatum’, and if that relation’s only connection to its terms is that relation
and terms stand as the relata of some further relation, it seems that the relation does not
function as a relation aer all — instead of relating its terms, it is just another term in need
of relating.
Totheproponentofan ‘explanation’ accountoftheregress, weshouldsaythathewasright
to assert that the regress arises as a consequence of an account, or explanation, oered
by the realist. is is the realist’s ‘account’ of relatedness — the theory that every case
of relatedness is constituted by the related things standing in a further entity, which is a
relation. However, the viciousness of the regress does not consist in a demonstration that
the realist has not provided an account of relatedness, in the way in which Armstrong’s
‘relation’ regress attempts to show that various theories fail to give an account of sameness
of type. Instead, the regress is vicious because it seems to show that, if the realist’s account
of relatedness is correct, then nothing is related to anything else. e reason Bradley
calls the combination of a relation and its terms ‘unintelligible’ (ÕÉß: óÕ) is that, when
we apply the realist’s own account of relatedness in this case, it becomes apparent that
the combination of relation and relata is impossible; but if we reject the thesis that the
relatedness in this specic case involves a ‘solid thing’ (ÕÉß: ìì), a relation, standing
between the related entities, then Bradley will object that the connection between these
entities ‘is a connection no longer’ (ÕÉß: ìì). e sense in which we may be said to lack
an explanation of instantiation is that instantiation turns out to be impossible if subsumed
under the realist’s general account of relatedness; but if this account is rejected, there is no
obvious alternative which the realist might put in its place.
I have argued that there is a way of understanding the viciousness of Bradley’s regress
which does not demand that each relation serve as a truthmaker, and does not accuse the
realistoffailingtoaccountforsomeexplanandumofwhichheowesusanexplanation. e
charge against the realist is that, if we recursively apply his account of what ‘relatedness’ is,
óÕ¢we are forced to introduce an innite hierarchy of relations, and to conclude that each of
these relations functions, not as a relation, but rather as another potential relatum of some
higher-order relation. If the regress is innite, then all of the relations in it will function as
relata rather than relation; in which case none of the relations relates its terms. As Bradley
says, all of the entities in the regress ‘fall entirely apart’ (ÕÉß: óÕ), and nothing is related
to anything else. If this reconstruction is correct, then Innitism is no longer a genuine
option for the realist.
óÕä‘Relatedness without Relations’ and Incompleteness
Itisclearthatthecurrentregressarisesonlyifweagreethattherelatednessofuniversaland
particular(s) should be subsumed under the realist’s general account of relatedness, and
explained as a case in which the entities in question stand as terms to some further relation
of instantiation. If a and F, or a, R and b, can combine directly in instantiation without the
need for a further entity — an instantiation-relation — then the regress cannot get started,
for there is no further entity that must in turn be combined in instantiation with its terms.
e situation would simply be that universal and particular combine directly in the rst
place. e denial that instantiation is an entity in its own right has a wide constituency. In
this section I argue that such a denial raises a problem for the realist that he is unable to
answer satisfactorily; therefore the denial of an instantiation-relation is not an adequate
solution to the Relatedness regress.
e problem for the realist is this: instantial combination between particular and universal
is a case of relatedness. So the realist must accept that the instantiation of universal by
particular(s) is a case of ‘relatedness without relations’, in Fisk’s phrase (ÕÉßó: ÕìÉ). But the
realist claims that, everywhere else, relatedness requires an intervening entity, a relation.
He needs to explain what is special about the case in which particular and universal
combine which relieves him of the obligation to posit a relation in this case. Indeed, if
the realist concedes that two things can be related without standing in a relation in the
specic case of the combination of particular and universal, why then should we believe
his claim that, in general, relatedness between things requires that they stand in a relation?
Why not claim that, always and everywhere, things may be related without standing in
further entity, a relation? e objection against the realist, then, is that if he admits that it
is possible for two things to be related without an intervening relation, it seems there is
no longer any reason to hold that a relation is needed in other cases of relatedness, and
so it may come to seem that there is no reason to believe that relations are needed at all.
Worse, if it is conceded that a can stand to b in some way without there being an entity
— a relation — in which they stand, what is there to prevent a nominalist from drawing
the further conclusion that a can be a certain way on its own without there being some
entity — a property — which a instantiates? One thing’s being a certain way is simply
the monadic case of two thing’s standing to each other in a certain way; if there can be
relatedness without relations, perhaps there is no need for universals of any kind.
To answer this objection, the realist needs to say more about these special cases in which
two things are related without an intervening relation. In particular, he must answer
óÕßthis question: given that, in general, relatedness requires an intervening relation, how is
it possible for there to be relatedness with no relation in the special case of particulars
combining with universals? In this section I consider and reject two realist proposals
that are best understood as attempts to answer this ‘how-possible’ question. One is the
suggestion that universals and particulars are fundamentally dierent kinds of entity; the
other that universals are to be understood as in some sense ‘incomplete’. Since each fails, I
conclude that the realist should not deny that there is a genuine relation of instantiation; to
dosoraisesthesuspicionthatrelationsarenotrequiredinanycaseofrelatedness, contrary
to realist hypothesis.
One suggestion which might dispel our worries is that particular-universal combination
requires no intervening relation because particulars and universals are fundamentally
dierent kinds of entity. When particulars are related, the suggestion goes, they need a
relation between them, but it would be a mistake to think that universals (which are a
completely dierent kind of thing) likewise require intervening relations to join them
to anything. is, it is hoped, will explain why an instantiation-relation is not required
in the case of instantial combination, although relations are required in other cases of
relatedness.
is suggestion is found already in Broad, who complains that the regress argument
‘depends on insisting that they [relations] shall behave as if they were partic-
ulars like the terms which they relate.’Õäó
Such a response is also endorsed by the later Russell, who claims that the ‘essential error’
in Bradley’s argument is that
‘Bradley conceives a relation as something just as substantial as its terms, and
not radically dierent in kind.’Õäì
is passage has been subject to misinterpretation. Candlish claims that Russell nally
came to agree with Bradley in treating relations as unreal, alleging that Russell by ÕÉóß had
‘surreptitiously switched sides to become the new champion of the insubstan-
tiality and unreality of relations.’Õä¦
ÕäóBroad ÕÉìì, p.¢
ÕäìRussell ÕÉóß, p.óäì
Õä¦Candlish óþþß, p.Õä. Wolterstor ÕÉßþ, p.Éä reaches the same conclusion about Russell’s change of heart.
óÕis interpretation is not persuasive. It is clear from the following discussion that Russell
still holds that universals exist, for he takes care to distinguish an ‘actual relation’ from
the ‘word for a relation’ (ÕÉóß: óä¦). It is true that he denies that a relation is ‘just as
substantial as its terms’ (ÕÉóß: óäì), but this cannot be understood as the denial that
relations are features of mind-independent reality; instead Russell is using the ‘substantial’
as the adjectival form of the general term ‘substance’, where substances are opposed to
attributes as one of two kinds of thing that exist. To say that universals are not ‘substantial’
is merely to say that they are unlike substances — not to say that they are unreal.
Can Broad and Russell’s proposal meet the current challenge? I shall argue that merely
appealing to a dierence in kind between particulars and universals does not explain how
is it possible for them to combine without an intervening relation, given that relatedness
(in general) requires relations. Let it be granted that the two kinds of entity are radically
dierent, such that particulars require, and universals do not require, intervening relations
when they are related. is will explain why there must be an intervening relation when
two particulars a and b are related; it can also explain why no relation is needed when two
universals, F and G, are related; however, it does not give any clue as to what we should
think about the transcategorial relationship between universals and particulars which
we get in instantiation. Suppose particulars a and b stand in relation R. What the realist
is trying to deny is that a further relation I is required in order for the particulars to be
related to the relation R. It might be claimed that one constituent of the situation — R
— is a universal, and so requires no intervening relation to join it to a and b. Aer all,
universals are fundamentally dierent in kind from particulars. But it might equally well
be pointed out that a and b are particulars and therefore do require an intervening relation
to join them to the relation R. If it is conceded by the realist that a relation is needed
when particulars are related, how can it be denied that the situation aRb is one in which
particulars a and b are related, albeit to a universal R, and so it is a situation in which an
extra relation, instantiation, is required to relate the particulars to what they are related
to? We may conclude that, even if universals and particulars are radically dierent kinds
of thing, this gives us no suggestion why the transcategorial relationship of instantiation
does not itself require a relation.
An alternative proposal may be seen as an attempt to say precisely what it is about uni-
versals that makes them capable of combining with particulars without an intervening
instantiation-relation. is strategy, endorsed by Read (óþþ¢), Forrest (ÕÉ¦), and Arm-
strong (ÕÉÉß), is inspired by the Fregean doctrine of ‘unsaturated’ concepts. e ability
of universals to combine directly with particulars is explained by the universals having
óÕÉthe special characteristic of being ‘incomplete’ or ‘unsaturated’ or ‘in need of completion’
(Frege ÕÉóa: ìÕ). We may call this theory of instantiation ‘Incompleteness’ for short. But
what is it for a universal to be incomplete, and does this ‘incompleteness’ show how univer-
sals and particulars can combine directly with each other? In the following paragraphs I
argue that it does not: that Incompleteness does nothing whatsoever to answer the current
challenge to the realist.
Gregory Currie has shown that Frege had two accounts of what it is for a concept to
be ‘incomplete’. One is that it indicates ‘the mere ability on the part of the concept to
lock immediately with the object’.Õä¢ If this is all we mean by ‘incomplete’ it is clear that
we have got no closer to explaining how it is possible for universals and particulars to
combine directly without requiring an intervening relation. e realist’s answer is no less
vacuous than the ‘explanation’ that opium puts people to sleep because it has a ‘dormitive
virtue’.Õää If the realist is to give a satisfactory answer to the ‘how-possible’ question, it
must be one which has at least some non-vacuous content.
Fortunately,Fregeoersasecond,morecontentfulcharacterization: conceptsdeservetobe
called‘unsaturated’becausetheyareincapableofexistingontheirown–theycanonlyexist
in combination with objects. Part of Frege’s motivation for introducing Incompleteness
is to avoid the regress which threatens if we suspect that concepts and objects do not
combine directly, but instead require an intervening relation. Incompleteness is intended
to block this regress by showing that no intervening relation is necessary in the special
case of concept-object combination (Currie ÕÉ¦: ìì¦); this is why Frege claims that
‘Not all the parts of a thought can be incomplete; at least one must be
‘‘unsaturated’’, or predicative; otherwise they would not hold together.’Õäß
Frege’saccountneedssomemodication,forthekindofcombinationbetweenconceptand
object he wanted to explain was something that could happen even when the concept did
notactuallyapplytotheobjectinquestion. InFrege’smaturetheory,conceptsarefunctions
which map objects onto truth-values; when a is not F the concept ‘...is F’ nevertheless
combines with the object a to map it onto the False. In order to use Frege’s suggestion
to explain the ability of a universal to combine with a particular when the particular
instantiates the universal, it is necessary to hold, not that universals are incapable of
existingwithoutcombiningwithparticularstodetermineatruth-value, butthatuniversals
are incapable of existing without actually being instantiated by particulars. e thought
Õä¢Currie ÕÉ¦, p. ììß. Currie’s source is a letter written by Frege to Anton Marty in Õó.
Õäävirtus dormativa cuius est natura sensus stupere. From Act III of Moli` ere, Le Malade Imaginaire (Õäßì)
ÕäßFrege ÕÉóa, p.¢¦
óóþis this: by showing that universals are incapable of occurring without combining with
particulars, we show what is special about universals, such that they are naturally suited
to combine directly with the things that instantiate them. e natural metaphor is that
universals have ‘gaps’ into which particulars slot directly, whereas relations are required
when particulars are related to other ‘non-gappy’ particulars.
However, I shall argue that Incompleteness should not be accepted by the realist, because
it fails to explain what it sets out to explain, namely how it is possible for universals and
particulars to combine without an intervening relation, given that relatedness in general
requires relations. Consider this caricature of the debate:
Bradley: Giventhat(accordingtoyou)relatednessingeneralrequiresrelations,
how is it possible for a and F to combine directly, without an intervening
instantiation relation?
Realist: It is possible for a and F to combine directly, because the universal F
is incomplete, which is to say that F could not exist unless something or other
instantiated it.
e realist response does not seem at all satisfactory. e point is a simple one: if there is
genuine doubt about whether universals are able to combine directly with the things that
instantiate them, this doubt cannot be dispelled by saying that universals are the sort of
thing which cannot exist without combining with the things that instantiate them. Perhaps
it it is true that universals, if there were any, would not be able to exist without combining
withsomethingorother; however,thismayshownomorethanthatuniversalscannotexist
aer all. An example should make the point more clearly: suppose that two philosophers
are discussing square circles. One of them doubts whether there can be square circles with
right-angled corners. However, the other one responds in this way:
‘‘What you have to understand about square circles is that no square circle
could exist unless it had right-angled corners. is explains how it is possible
for there to be square circles which have right-angled corners.”
Schematically, the reasoning is this: there cannot be Fs which are not Gs, so there can be
Fs which are Gs. It seems that the same fallacious reasoning is employed by those who
attempt to show that there can be universals which combine directly with the things that
instantiate them by claiming that there cannot be universals which do not combine with
the things that instantiate them. Such an argument is invalid: the premise (there cannot
óóÕbe universals which fail to combine) can be true and yet the conclusion (there can be
universals which do combine) be false — in the situation in which there are no universals.
But whether there are universals is precisely the question at issue!
We may conclude that Incompleteness fails in its attempt to show how it is possible for par-
ticulars and universals to combine directly, without needing an intervening instantiation-
relation. Showing that universals could not exist unless they combined directly with partic-
ulars does not show that universals do exist and combine directly with particulars, or even
that universals could exist and combine directly with particulars. Since we cannot explain
how there can be relatedness without relations in the special case of particular-universal
combination, either by appealing to a ‘radical dierence in kind’ between particulars
and universals, or by saying that universals are ‘incomplete’, it seems that the current
realist strategy should be abandoned. We should not evade the Relatedness regress by
denying that an instantiation-relation is required when universals and particulars combine
in instantiation, for the realist has no good answer to the question, how is it possible for
universals and particulars to combine directly, given that all other cases of relatedness
require an intervening relation? In the next section I propose an alternative response to
the Relatedness regress.
óóóAn Alternative to Incompleteness
e current problem is the most threatening of the regress arguments considered so far.
We ought not appeal to Innitism, for there is good reason to believe that the regress of
distinct instantiation-relations is genuinely vicious: if the regress is conceded, it follows
that the relatedness of universal and particular is impossible, for each new relation can
be shown to function only as a term of a higher relation, and not as a relation that plays
the role of relating some terms. Yet denying that the relatedness between particular and
universal is achieved by these entities standing as terms to some further relation leaves
the realist with no good account of why he should be allowed to suspend his thesis that
‘relatedness requires relations’ in this case, without suspending it more generally.
In this section, I propose an alternative solution. e suggestion is that the realist should
recognize instantiation as a entity — a genuine relation in which particulars and universals
stand — yet deny that a numerically dierent instantiation-relation is involved at each
stage of the regress.Õä If there is only one instantiation-relation, then there is no further
distinctrelationinterveningbetweenitandtheparticularanduniversalitrelates; therefore
we may say that the instantiation-relation succeeds in combining with particular and
universal directly. ere is no regress of ‘preconditions’ that have to be met before this
can be the case, and so no reason to believe that the combination of instantiation-relation
with particular and universal is impossible.
It is a surprising feature of treatments of the regress that they do not say why a numerically
dierent instantiation-relation is required at each stage. As we saw in the Ryle-Armstrong
versionoftheregress,itcannotbemerelythattheremustbeasmanydierentinstantiation-
relations as there are instances of that relation, for the realist supposes the instantiation-
relation to be a universal, numerically the same across many dierent tokens or instances.
is objection to the regress is raised by Wolterstor
‘Some argument for the nonidentity of relation [I] and relation [I*] seems
necessary, if we are to have a convincing proof that in the series of sentences...
an innite number of dierent relations is said to be.’ÕäÉ
ÕäI made this suggestion in my óþþä MPhil esis for the University of London; it has since been made in
print by Meinertsen (óþþß). However Meinertsen thinks that the problem for the realist is to say ‘in virtue of
what’ a relation combines with its terms, and it is clear that an instantiation-relation, even a self-relating one,
cannot be that in virtue of which a relation combines with its terms, since the instantiation-relation could
have existed even if the relation had not combined with its terms. us Meinertsen suggests, as it were, the
right answer to the wrong problem.
ÕäÉWolterstor ÕÉßþ, p.Éì
óóìe realist need not merely observe that there is no good reason to suppose a dierent
instantiation-relation is needed at each stage. He can also provide two cogent arguments
for his position. One is an argument from ordinary language: at each stage of the regress
we notice that there is some link between the relation just introduced and its relata. It
is claimed that this link is a dierent relation each time. But everyday discourse about
characteristics and qualities recognizes only one kind of connection between relation and
relata: when we nd that entities stand in a relation, we say that one ‘bears’ the relation
to the other, or that the two things ‘stand in’ the relation. Our everyday theory does not
distinguish between dierent ways in which terms may stand to their relation; why then
should we conclude that the relation which joins the terms a, b and R to their relation I is
a dierent relation from that which joins the terms a and b to their relation R?
A second argument we might call the Argument from Consistency. Here the realist claims
that the very principle to which the nominalist appeals to motivate the regress requires
that we introduce no more than one instantiation-relation. We might put the point this
way. Suppose a nominalist wanted to nd fault with a realist who on the one hand claims
that, when a and F combine in instantiation, there is a relation instantiation in which
a and F stand, but on the other hand claims that, when a, F and instantiation combine
in instantiation, there is no further relation in which these entities stand – it is merely
a ‘brute fact’ about the world that these three entities are instantially combined without
standing in a relation. Here the nominalist (with some justication) may raise an objection
of inconsistency: the realist recognizes that some cases of instantial combination require
that the combined entities stand in the relation of instantiation, but other cases do not.
To make such a charge against the realist, the nominalist will appeal to a principle of
consistency:
(PC) e realist’s account of instantial combination must be the same regard-
less of which entities are said to be instantially combined.
But (PC) does not merely rule out theories in which some kinds of instantial combination
require an intervening relation and others do not; it also rules out theories in which
instantial combination is sometimes a matter of standing in the relation I, sometimes of
standing in the relation I*, sometimes of standing in the relation I**, and so on. If the
realist’stheoryintroducesahierarchyofdierent instantiation-relations,hewillhavefailed
in the attempt to give a unied account of instantial combination. Nominalist and realist
alike should recognize that (PC) requires that we posit only one instantiation-relation, in
which any collection of entities stand i they are instantially combined.
óó¦So there is good reason to suppose that the realist’s theory should have room for only
one instantiation-relation. But if there is only one instantiation-relation, the regress can
be blocked. e realist notices that the combination between a and F, say, is a case of
relatedness, and accordingly he introduces a relation in which a and F stand; call this
relation I. Now Bradley will claim that the combination between I and its terms a and F
must in turn be a case of relatedness, and so there should be a further relation introduced
in which a, F and I stand. But the realist will point out that the combination between I and
its relata is a case of instantiation; therefore consistency demands that the relation in which
I stands to its terms is not some new relation I*, but rather the very same instantiation-
relation we have already — I itself. e situation, then, is this:
(IC) a, F and I stand in the relation I.
Can the regress continue beyond (IC)? I shall argue that it cannot. In the original regress,
the progression from each stage to the next was mandated by the fact that at each stage
we found a collection of related entities whose relatedness required us to recognize a new
relation to which they stood as terms. But if we have a situation as described in (IC), it is
one in which all three entities mentioned already stand in a relation, for a, F and I stand
as terms to the relation I. ere is no further relatedness which requires another relation,
because the relatedness between a, F and I has already be accounted for by the relation in
which they stand. By allowing that the instantiation-relation I can have itself among its
relata — in other words, that I is self-instantiating — we arrive at a situation which cannot
be accused of involving us in ‘relatedness without a relation’, because all three related
entities already stand in a relation.
Does this proposal enable us to answer the challenge posed by the regress? I have argued
that the viciousness of the original regress derives from the fact that each of the relations
introduced functions merely as a term to some further relation, rather than playing the
role of a relation which relates its terms. But if the ultimate situation is as described by
(IC), one where we have an instantiation-relation whose terms are a, F and itself, then the
problem is avoided. e original problem was that each relation in the regress functioned
only as a term, and not as a relation. But now, it seems, we have a relation which functions
both as a term and as a relation. It cannot be claimed that we are le without any entity
playing the role of relating some terms, because the ultimate situation is that the relation I
does relate some terms — provided, of course, that it is legitimate to suppose that a relation
might instantiate itself as our instantiation-relation is said to do.
óó¢Problems for the new theory
e view that there is only one, self-instantiating instantiation-relation invites two major
objections. First, there is the powerful feeling that there must be something ‘‘wrong”
with a description of a situation in which some entities bear a relation I to that relation
itself. Wouldn’t this be like a town being North of being North of? e second objection is
harder to state precisely, but consists in criticizing the appropriateness of the realist’s re-
sponse: isn’t there something unpleasantly ad hoc about the positing of a self-instantiating
instantiation-relation? At the very least, doesn’t the triviality of the solution suggest that
the seriousness of the original problem has been underestimated? I answer each of these
concerns in turn.
Õ. Are there self-instantiating relations?
Despite our initial suspicions about a self-instantiating instantiation-relation, there is good
reason to believe that self-instantiating universals are not a metaphysical impossibility.
Perhapstheinitialdoubtisduetothefactthatanycaseinwhichauniversalself-instantiates
is, by its very nature, a higher-order situation — one in which a universal is instantiated
not by a particular but by a universal. Since there is only a limited range of universals that
it makes sense to see as instantiated by other universals, we should not be surprised that
examples of self-instantiation are hard to come by. But examples there are. In particular,
we should notice that any universal that is a characteristic of all universals will ipso facto
be a characteristic of itself, and so self-instantiate. One such might be the universal which
marks the fundamental respect in which all universals are similar — being a universal. If
there is such a universal, it must be instantiated by itself as well as every other universal.
By the same reasoning, if universals lack spatio-temporal location, then we might think
that being non-spatiotemporally located is a self-instantiating universal, while if universals
inhabit a Platonic heaven, then all universals bear the relation inhabiting to a place, namely
the Platonic heaven. Since the relation inhabiting is itself a universal, it too will stand in
the relation inhabiting to this Platonic heaven; in other words, it will be a self-instantiating
relationjustasweareclaiminginstantiationtobe. Asimilarexamplearisesfor‘aristotelians’
who hold that universals are spatio-temporally located, for the universal being located at
will be a relation which every universal bears to some or other places; consequently being
located at will be a self-instantiating relation, since according to the aristotelian it too must
be located.
We need not be convinced of the claims of either ‘aristotelian’ or ‘platonist’ to concede the
óóäpoint; rather, we should notice that their proposals are not to be deemed impossible simply
becausetheyrequireself-instantiatinguniversals. Itseemsthereisnothingobviouslywrong
with introducing self-instantiating universals. What the nominalist needs to challenge the
current proposal is some argument to show that self-instantiating universals are entia non
grata.
One such argument is proposed by Armstrong (ÕÉßb: Õ¦ì). His argument is: nothing can
bear a relation to itself, therefore no universal can instantiate itself. We should accept the
validity of his reasoning, since we accept that to instantiate a universal is to stand in the
instantiation-relation to that universal, and so for a universal to instantiate itself will be
for that universal to stand in the instantiation-relation to itself.Õßþ If there is good reason
to think that nothing can bear a relation to itself, then there can be no self-instantiating
universals, and there can be no self-instantiating instantiation-relation. In that case, the
realist will be compelled to recognize a dierent instantiation-relation for each fresh
iteration, and the regress will threaten us again.
erealistmustndawaytorejectArmstrong’spremisethatnothingcanbeararelationto
itself. Hereitwillbenecessarytomakebothapositiveandanegativecase. epositivecase
willgiveotherreasonswhyweshouldallowthingstobearrelationstothemselvesingeneral.
enegativecasewillattackArmstrong’sreasonsfordenyingthatweshouldallowgenuine
instances of the schema Rxx. (I shall use the phrase ‘reexively instantiated relation’ to
talk of a relation that some entity bears to itself.) Perhaps the positive case is easiest to
make. Armstrong himself recognises that our language has meaningful expressions of the
form Rxx:
‘somebody can love, hate, kill, wash or contradict himself as well as other peo-
ple... Ropes can be entangled with themselves as well as with other objects.’ÕßÕ
For some of these relations we might use a theory of parts to produce a non-reexive
account of the situation. For example it might be more correct to say that ‘one part of the
rope is entangled with another part of the same rope’. However, this strategy will not work
for every case. We are also accustomed to say that
ÕßþIt is not at all clear why Armstrong should deny that there can be self-instantiating universals on the
grounds that nothing can bear a relation to itself, for Armstrong denies that when x instantiates y the two
entitiesstandinarelationofinstantiation. Heclaimsthat,ifwerejectsituationsoftheformR(P,P),consistency
requiresthatwealsorejectsituationsoftheformP(P),whichis ‘simplythemonadiccase’ (ÕÉßb,Õ¦ì). Buthow
can it be said that a situation P(P) where the same entity occupies argument-position and predicate-position is
a ‘monadic case’ of a situation R(P,P) where the universal found in the predicate position is not also occupying
an argument position?
ÕßÕArmstrong ÕÉßb, p.Éó. So too following quotes.
óóß‘a particular is identical with itself, resembles itself, is the same size as itself,
and so on.’
Armstrong himself has done a great deal of the work needed in enumerating the positive
reasons for believing in reexively instantiated relations. Another, even more compelling
example is given by Russell (ÕÉÕþ): since
‘in order to assert that a term may be related to itself, it is only necessary to
show that a term may occur twice in one proposition’Õßó
we may conclude that a term may be related to itself simply because ‘x + y = ¦’ asserts a
relation between x and y, and this relation ‘is one which ó has to itself’, since ó + ó = ¦
(Russell ÕÉÕþ: ìß¢).
e case that there can be reexively instantiated relations is strong; all that remains is to
address the argument that such relations should not be admitted. Armstrong’s argument
against reexive instantiation relies almost entirely on his rejection of a priori knowledge
of universals. e problem with relational situations of the form Rxx is that they
‘exhibit the... disadvantage that we can determine a priori, without any need
for empirical investigation, that the particular has the ‘‘relation” to itself.’Õßì
Armstrong’s rejection of reexively instantiated relations, and hence of self-instantiating
universals, rests on the paradoxical principle that he calls ‘Irish’:
If it can be proved a priori that a thing falls under a certain universal, then
there is no such universal.’Õß¦
Since, he believes, cases where a relation are reexively instantiated are cases where we can
know a priori that the thing bears the relation to itself, the ‘Irish’ principle will prevent us
from recognizing the universal in question as genuine.
Two objections to Armstrong’s argument present themselves. First is a question of fact: is
it really the case that all reexively instantiated universals are such that we know a priori
about anything that stands in them? If we take reexively instantiated relations seriously,
then for many of them it will not be an a priori matter whether a given particular bears
ÕßóRussell ÕÉÕþ, p.ìß¢
ÕßìArmstrong ÕÉßb, p.Éó
Õß¦Armstrong ÕÉßb, p.ÕÕ
óóthat relation to itself. If we allow that loving is a genuine relation, no-one would want to
deem it an a priori question whether a given person loves himself. Armstrong’s main
example of a reexively instantiated relation is identity, which every thing bears to itself
(ÕÉßb: Õþ). However, it is a mistake to generalize from this to a universal principle that
every such relation may be known to hold a priori. If the Irish principle only applies to
some reexively instantiated relations and not others, we cannot appeal to that principle to
establish a general prohibition against reexively instantiated relations.
A second objection is that the Irish principle itself lacks a secure footing in Armstrong’s
‘scientic realist’ epistemology. Armstrong characterizes ‘scientic’ realism in opposition
to ‘a priori’ realism, which is the view that we should recognize a universal ‘wherever
there was a corresponding predicate’ (ÕÉßb: ß). us what is ‘scientic’ or ‘a posteriori’
about Armstrong’s realism is that
‘what universals there are is not to be determined simply by considering what
predicates can be applied to particulars. Instead, it is the task of total science,
conceived of as total enquiry, to determine what universals there are.’Õß¢
is position is reiterated at the start of the second volume of Universals and Scientic
Realism, with an expanded account of what is meant by ‘total science’:
‘what properties and relations there are in the world is to be decided by
total science, that is the sum total of all enquiries into the nature of things.
(Philosophyispartoftotalscience,butamerepartandnotthemostimportant
part).’Õßä
Armstrong’s ‘scientic realism’, conceived as the denial that a universal should be rec-
ognized corresponding to every predicate, is congenial to the realist project developed
in the preceding chapters. If universals are needed primarily to play the role of respects
in which things are the same, and features which they share in common, then predicates
and universals cannot stand in one–one correlation, for not every predicate will mark a
genuine respect in which things are the same.
However, if this is how we are to understand ‘scientic’ realism, then it is hard to see why a
Scientic Realist must endorse the Irish principle on which Armstrong bases his rejection
of self-instantiating universals. ere are three problems with the attempt to derive the
Irish principle in this way. One is that there is nothing in Scientic Realism, as stated, to
Õß¢Armstrong ÕÉßa, p.xiii
ÕßäArmstrong ÕÉßb, p. 
óóÉrule out the possibility of gaining some knowledge of universals a priori, provided the a
priori argument can be counted within some discipline which is part of ‘total science’.
For example, philosophy, mathematics, and geometry may all be parts of ‘total science’,
although it is not implausible to think that they are a priori disciplines; moreover, they
are a priori disciplines which the realist will treat as dealing with the existence of, and
relations between, universals. Armstrong’s real target is the realism which, as a matter of
policy, treats each predicate as picking out a universal; but the rejection of such a realism
is compatible with the view that knowledge of universals can be achieved through a priori
means, provided our method is more than simply inferring the existence of the universal
from the application of the predicate.
AfurtherproblemwiththeIrishprincipleisthat,evenifitisconcededtobeaconsequence
of Scientic Realism that the existence of universals cannot be established a priori, this
is not sucient to to motivate the ‘Irish’ ban on universals where we can ascertain facts
about the combinations they form a priori. Armstrong endorses
‘the Empiricist rejection of the notion that one can establish the existence of
entities by a priori reasoning’.Õßß
However, the Irish principle requires more than that: it requires that we reject the notion
that we can establish the patterns of instantiation in which a genuine universal stands by a
priori reasoning. is latter claim is less immediately compelling, for even a realist who
believes that our inventory of universals should be decided by empirical enquiry might
believe that some of the facts about the patterns of instantiation formed by universals and
particulars can be known a priori. A persuasive example is the fact of the asymmetry of
instantiation: that particulars can only instantiate, and cannot be instantiated by universals.
Why should we accept the Irish principle, if the rejection of a priori knowledge of the
patterns of instantiation universals enter into is not mandatory even for a realist who
believes that there is no a priori knowledge of the existence of universals?
A nal, decisive, problem for the epistemological status of the Irish principle is that this
principle, far from being consistent with Armstrong’s empiricism, seems to contradict
it. His empiricism prohibits us from deciding whether or not a given universal exists on
the basis of purely a priori considerations; yet the Irish principle enables us to decide that
certain universals do not exist purely on the basis of a priori considerations. If it is possible
to show a priori that a thing falls under a given universal F, then the Irish principle licenses
us to conclude that F does not exist. What is this, if it is not reaching an ontological
ÕßßArmstrong ÕÉßb, pp.ß-
óìþconclusion on the basis of purely a priori considerations (assuming that the Irish principle,
as a piece of methodology, itself counts as a priori)?
For these reasons, I suggest, we should accept neither the Irish principle nor its use in the
argumentthattherearenoreexivelyinstantiatedrelations. SinceArmstrong’scaseagainst
self-instantiating universals depends upon the prior rejection of reexively instantiated
relations, our rejection of the Irish principle undermines his entire case, and we may
conclude that he provides no good reason to reject the possibility of a self-instantiating
instantiation-relation.
Before leaving this question, however, we should consider another way of thinking about
universals which might encourage the rejection of self-instantiating universals. If a univer-
sal is thought of as having ‘gaps’ or ‘slots’ into which it ts the things that instantiate it,
then reexive instantiation is a problem, since it requires us to think of one and the same
thing tting simultaneously into two dierent ‘gaps’; worse, in the situation where the
instantiation-relation is instantiated by a, F and itself, we have a case where the third gap
in the universal contains the universal itself. Surely this is an impossibility?
e right answer here is that the pictorial and spatial metaphors of universals having
‘gaps’ which are ‘occupied’ by the things that instantiate them are a relic of a theory of
universals as ‘incomplete’ that was introduced only in an ill-fated attempt to do without
an instantiation-relation, and which we now see there is no need to adopt. Moreover, it
would be a mistake to allow our metaphysics to be driven by spatial imagery, imagining
universal-blobs combining with particular-blobs and then asking ourselves what this
would look like. To draw a tentative comparison with chemistry, the plastic models we
make of molecules are assessed by how well they live up to the theory they (imperfectly)
represent; it is not the case that the theory is constrained by the limitations of what can
be represented using plastic models. Likewise, our ability to form visual images of the
metaphysical situation when particulars and universals combine should not constrain our
theory, so long as that theory does not fall into absurdity or inconsistency.
ó. Trivializing the problem
We have found no reason to deny the possibility of self-instantiating universals, and so
no reason to deny that the relation instantiation might instantiate itself. Nevertheless,
another charge against the realist remains. Isn’t this all just sleight of hand, ad hoc-ery, or
at best a response that unduly trivialises the problem? e Relatedness regress suggested
that particulars and universals could not combine instantially; this problem is avoided
óìÕby refusing to recognize a numerically dierent instantiation-relation at each stage; yet
to do this we had to adopt the desperate measure of allowing the instantiation relation
in question to be self-instantiating. We may distinguish two related charges against the
realist: one, that he is rewriting the metaphysics to suit the conclusion he wants to derive;
the other, that his solution does not take the Relatedness regress seriously enough.
I shall suggest that neither of these charges is ultimately justied. Against the charge of
ad hoc-ery, that the realist is pressing his metaphysics of instantiation into an unusual
form simply to avoid the problem posed by Bradley’s Regress, it can be replied that as
early as the discussion of the Sameness regress in the previous chapter, it was suggested
that we require no more than one relation of instantiation, if we are to account for the
sameness of type between pairs or n-tuples of entities that form instantial combinations.
Moreover,sinceallofthesepairsorn-tuplesarealikeinthesamerespect,itwasarguedthat
consistency requires us to posit one and the same instantiation-relation shared between all
cases of instantiation, even when this was the higher-order situation in which a particular
and universal stand in the relation of instantiation. So the the idea of a single instantiation-
relation shared between every case of instantial combination is suggested by the analysis
of the sameness of type between instantiation-situations, as well as being required for the
current response to the Relatedness regress.
With regard to the charge of ‘trivializing’ the regress, we may respond that this solution
no more trivializes the regress than does the strategy of denying that there is a genuine
instantiation-relation in the rst place, in the manner proposed by adherents of Incom-
pleteness. Ineachcase, ratherthandenyingtheviciousnessoftheregress, therealistblocks
it before it can get going. In the Incompleteness view, this is done by nding a way for
particularsanduniversalstocombinewithouttheneedforaninterveningrelationofinstan-
tiation, while in the current proposal it is done by allowing only one instantiation-relation,
literally identical across all its instances. So the current proposal does not ‘trivialize’ the
regress; instead it recognizes its force, but nds a way to prevent it from getting started.
e idea of a single self-instantiating instantiation-relation is not, as might have been
thought, a desperate measure to avoid disastrous confrontation with the regress, for this
idea is suggested by our thought about universals even before we become aware of the
regress; nor does it trivialize the regress itself. Moreover, we have found no good argument
why such a relation constitutes a metaphysical impossibility. erefore this proposal
represents the best solution to the last, most threatening form of Bradley’s regress.
óìóConclusion
I have suggested that Bradley’s regress has been persistently misconstrued, both by those
who think that the structure of the regress supports only one argument against the realist,
and by those who believe that it presents a problem for the realist only if entities such
as instantiation-relations or states of aairs are introduced in addition to universals and
particulars. But the greatest decit in presentations of the regress arguments is the failure
to see what form an adequate solution should take in each case. I have argued that the
‘Sameness’ regress proposed by Armstrong and Ryle is unthreatening because it rests on
a mistake about the realist’s obligation to provide an analysis of sameness of type, while
the ‘Dierence-Maker’ argument requires that we accept a Strong Truthmaker Principle
which lacks theoretical rationale, and should not be considered an indispensable part of
the realist’s theory. Finally, the Relatedness regress, with which this chapter has been
concerned,hasbeenpersistentlyunderestimated,bothbythosewhobelievethataninnite
hierarchy of instantiation-relations threatens nothing worse than a proigate ontology,
and by those who believe it is possible to deny that instantiation is a genuine relation while
maintaining that relatedness (in general) requires relations. However, this third regress
may be solved, once we realize that there is no reason to introduce a numerically dierent
instantiation-relation at each stage of the regress. For this reason we may conclude that no
version of Bradley’s Regress succeeds in defeating realism.
óììAerword
I have asked whether there is any good reason to believe that universals exist, and whether
nominalists have provided any good reason not to believe this realist hypothesis. e
answer to the rst question is, Yes. Universals are needed as the entities over which we
quantify when we quantify over respects in which things are the same, and features which
things share in common. e nominalist should not reject such quantications as part of
a mistaken ‘community ontology’ because they are needed in the analysis of statements
about qualitative sameness and dierence whose truth cannot be denied. I have argued
that there is no prospect of suggesting that these quanticational idioms might fail to be
ontologicallycommitting, eitherbyoeringanuncommitted ‘paraphrase’, orbyproviding
alternative, ‘non-objectual’ semantics for the quantier itself. e only remaining option
for the nominalist is to provide some account of the entities over which we quantify, as
an alternative to the realist’s account of respects of sameness as universals. ere is good
reasontosupposethatnosuchalternativeaccountcouldsucceed;forthatreasonweshould
accept that shared features and respects of sameness exist, and that they are universals.
To address the second question, whether there is any good reason not to believe that
universals exist, I have considered two kinds of problem facing the realist. One consisted
of issues surrounding the theory of predicate-reference, a theory which I argued was an
inescapable corollary of realism itself; the other was the family of arguments known as
‘Bradley’s regress’. Neither set of problems presents insuperable obstacles for a theory of
universals, provided certain adaptations to the realist theory are permissible. In particular,
the realist must be willing to accept that the reference-relation holding between predicates
and universals can be one–many rather than one–one; that predicates, as well as picking
out universals, have an additional function of ‘indicating propositional combination’;
that universals play no ‘truthmaking’ role; and that there could be a self-instantiating
instantiation-relation. I have argued that each of these views is reasonable. It seems we
may answer the second question in the negative: at any rate, the problems considered here
do not provide a reason to reject realism.
In closing, I should return to a question postponed from my preface: what kind of thing
is a universal? In particular, are universals to be considered as ‘aristotelian’, co-located
with the particulars than instantiate them, or as ‘platonic’, lacking spatiotemporal location
altogether? We have encountered considerations which push us in each direction. In
favour of an ‘aristotelian’ theory, it will be noticed that a theory of universals as ‘respects’
in which things are the same is most naturally understood as locating the universals at
óì¦their instances, for we become aware of respects in which things are the same, and features
which they share, in perception, and it seems strange to say that we perceive universals
whichlackaspatiotemporallocation. Infavourofthealternative ‘platonic’ theory,itwillbe
noticed that uninstantiated universals are needed to serve as referents of predicates which
are true of no actually existing things, and uninstantiated universals must be ‘platonic’,
for if they lack instances there is nowhere for them to be located.
Faced with this dilemma, we might be inclined to ask whether the choice between located
and unlocated universals is exclusive. Is there any good reason not to take a view that
locates instantiated universals at their instances yet allows uninstantiated universals which
lack location altogether? ‘Platonists’ assume that, if universals lack spatiotemporal loca-
tion, they are necessarily unlocated, while ‘aristotelians’ assume that, if universals have
spatiotemporallocation, theyareessentiallylocatedinsomeplaceorplaces. ereasonfor
the exclusivity of the choice is that unlocated universals are supposed to be a radically dif-
ferent kind of entity from the universals proposed by the aristotelian: unlocated universals
are ‘transcendent’ (Armstrong ÕÉßa: ä¦), and do not depend for their existence on being
instantiated by one or another entity. ey are universalia ante res, not universalia in rebus.
Another factor emphasizing the dierence between platonic and aristotelian universals is
that, in the former case, it is mandatory to recognize instantiation as a genuine relation.
As Armstrong puts it, for the platonist instantiation becomes ‘a very big deal’ (ÕÉÉa: ßä).
e prima facie appearance of a substantial dierence in kind between platonic and
aristotelian universals may be challenged. A consequence of our discussion of Bradley’s
Regress was that no theory of universals should deny that there is a genuine relation of
instantiation holding between particulars and universals: if an instantiation-relation is not
recognized, we have no account of the sameness of type between dierent instantiation-
situations, and we have no account of how there can be ‘relatedness without relations’ in
the special case of universal-particular combination. Even the aristotelian, then, needs to
take instantiation seriously as genuine relation, and the status of the instantiation-relation
does not constitute a major dierence in kind between platonic and aristotelian universals.
e rst point of dierence, that located universals are dependent for their existence on
the things that instantiate them, may also be challenged. Located universals are dependent
on the things that instantiate them only if they are essentially located — if they could
not have existed uninstantiated, lacking spatiotemporal location. But the point at issue is
precisely whether located universals are essentially located; if we deny this, and say that a
located universal could have existed unlocated, then there is no reason to think that even
located universals are ‘dependent’ on particulars for their existence, and consequently
óì¢no reason to think that located and ‘platonic’ universals are fundamentally dierent in
kind qua dependence. It would be circular to argue, against the current proposal, that
located universals must be essentially located because platonic and aristotelian universals
are radically dierent in kind, if our only reason for believing that platonic and aristotelian
universals are radically dierent in kind is that the located, aristotelian universals are
essentially located and consequently dependent on particulars in a way that platonic
universals are not.
It seems that there is a third option for the realist, which synthesizes the most appealing
featuresofplatonicandaristotelianviewsofuniversals. Fromtheplatonicpictureweadopt
the idea that universals are related to particulars by a genuine relation of instantiation,
and the idea that universals do not depend for their existence on being instantiated by
something in the world. From the aristotelian picture we take the idea that an instantiated
universal is located at its instances. e tension between these approaches evaporates if we
allow that instantiated universals, although located, are not essentially located. If a given
universal had not been instantiated, it would have existed without location.
Perhaps it will be objected that entities which can be either located or unlocated are far
stranger than entities which are unlocated as part of their essential nature, for we usually
think of the location of an entity as fundamental to its identity. How could a located
universal have lacked a location and yet been the same entity; indeed, how could it be the
same kind of entity? It seems the proper answer to this concern is to point out that, for
the aristotelian at least, location is not fundamental to the identity of the universal, for
the aristotelian is already willing to say that a universal could have been wholly present
at a dierent number of locations: if the universal F-ness has been instantiated by a and
b rather than just a, then F-ness would have been wholly present at two places, although
in actuality it is present in only one location. If we are already willing to accept that a
universal can be wholly present at dierent numbers of distinct locations, why not also
credit the universal with the ability to be present at no location at all? If the number of
locations can vary from one upwards, why couldn’t the number of locations a universal
has also be zero?
is suggestion is advanced only tentatively; if it is rejected then some decision must be
madebetweenthe ‘platonic’ and ‘aristotelian’ approaches. However, therecanbenodoubt
that the realist needs to make up his mind on the issue. e reason is a happy one: it
should not be doubted that universals exist, for they are the entities that we talk about
when we talk about respects in which things are the same, features which things share,
and characteristics that they have in common.
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