The Anderson localization transition is one of the most well studied examples of a zero temperature quantum phase transition. On the other hand, many open questions remain about the phenomenology of disordered systems driven far out of equilibrium. Here we study the localization transition in the prototypical three-dimensional, noninteracting Anderson model when the system is driven at its boundaries to induce a current carrying non-equilibrium steady state. Recently we showed that the diffusive phase of this model exhibits extensive mutual information of its non-equilibrium steady-state density matrix. We show that that this extensive scaling persists in the entanglement and at the localization critical point, before crossing over to a short-range (area-law) scaling in the localized phase. We introduce a measure of entanglement suitable for Gaussian fermionic states that we name the mutual coherence. Through a combination of analytical arguments and numerics, we determine the finite-size scaling of the mutual coherence across the transition. These results extend the notion of entanglement phase transitions to open systems, with direct implications for driven many-body localized systems, as well as experimental studies of driven-disordered systems.
The Anderson localization transition is one of the most well studied examples of a zero temperature quantum phase transition. On the other hand, many open questions remain about the phenomenology of disordered systems driven far out of equilibrium. Here we study the localization transition in the prototypical three-dimensional, noninteracting Anderson model when the system is driven at its boundaries to induce a current carrying non-equilibrium steady state. Recently we showed that the diffusive phase of this model exhibits extensive mutual information of its non-equilibrium steady-state density matrix. We show that that this extensive scaling persists in the entanglement and at the localization critical point, before crossing over to a short-range (area-law) scaling in the localized phase. We introduce a measure of entanglement suitable for Gaussian fermionic states that we name the mutual coherence. Through a combination of analytical arguments and numerics, we determine the finite-size scaling of the mutual coherence across the transition. These results extend the notion of entanglement phase transitions to open systems, with direct implications for driven many-body localized systems, as well as experimental studies of driven-disordered systems.
The notion that the entropy due to entanglement can be extensive in quantum many-body systems came into sharp focus with the introduction of the eigenstate thermalization hypothesis (ETH), which postulates that even single eigenstates of thermalizing (chaotic) Hamiltonians are in thermal equilibrium [1] [2] [3] . Macroscopic thermodynamic entropy arises in this formulation through intrinsic extensive ("volume-law") entanglement of the eigenstates. Historically, these concepts arose from studying foundational questions in statistical mechanics and quantum aspects of black hole thermodynamics [4, 5] ; however, advances in isolating and controlling quantum many-body systems now allow these foundational concepts about the role of entanglement in statistical mechanics to be tested experimentally through both direct measurements [6] [7] [8] [9] [10] [11] and indirect methods [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
However, there are also many situations where the entanglement entropy is not extensive. This includes mixed-state density operators of thermal equilibrium Gibbs states and ground states of many local Hamiltonians [24, 25] , as well as eigenstates of systems that are many-body localized (MBL) [26] [27] [28] [29] . In the latter case there is an entanglement phase transition at the MBL transition between extensive eigenstate entanglement in the ETH-obeying thermal phase and sub-extensive (only boundary-law) entanglement in the MBL phase where the ETH is violated [30] [31] [32] [33] . Other examples of entanglement phase transitions have been analyzed in a random tensor network model [34] and in quantum circuit models with measurements [35] [36] [37] [38] . The entanglement properties of many-body mixed state density operators have generally been less studied than pure states, but there are examples of boundary-driven open systems with extensive entanglement in their long time states [39] .
In this Letter, we further develop the phenomenology of entanglement phase transitions in open systems by studying the Anderson localization transition from this perspective. We consider the prototypical case of singleparticle Anderson localization on a three-dimensional lattice with a quenched random potential [40] . But we study this as a noninteracting many-fermion open system that is boundary-driven. The driving is by clean conducting leads with incoming scattering states populated at different chemical potentials at the two ends of a disordered "sample." We examine the non-equilibrium steady state (NESS) of this driven open system.
Recently, we showed that the NESS density matrix exhibits volume-law mutual information in the diffusive phase of this system [39] . Here we extend this analysis to study the entanglement, as well as the localized phase and the localization critical point. We find that the localized phase exhibits area-law mutual information and entanglement, as might be expected. We find that the mutual information and entanglement remain volume-law at the critical point and in the diffusive phase. Throughout this work we use a measure of entanglement and correlations suitable for Gaussian fermionic states that we introduce here and name the "mutual coherence." In many cases, the mutual coherence is also a direct measure of the mutual information. Combining single-parameter scaling theory and numerics with simple physical arguments based on the production, spreading, and decoherence of operators in this system, we determine the finite-size critical scaling of the mutual coherence through the localization transition. Due to the relative dearth of examples of non-equilibrium phase transitions where entanglement density serves as an order parameter, we believe this example can serve as a useful point of reference, with potentially immediate consequences for the analysis of currentdriven MBL systems [41] [42] [43] [44] . In addition, these results are broadly applicable to noninteracting models of disordered systems, making our predictions experimentally testable in a wide range of physical systems on mesoscopic length scales. Although the Anderson model was originally introduced in 1958 [40] , systematic investigations of metalinsulator transitions in noninteracting versions of these models only began in the 1970's (for an overview see Ref. [45] ). Since that time, there has been continued progress on understanding these transitions from a variety of angles including approximate field theory descriptions [46] , numerical computations [47] , and rigorous mathematics [48] . Despite this sustained effort, the effects we describe in this work have, to our knowledge, not been previously identified. We believe the reason for this omission is that the point of departure for our analysis is rather unconventional in that we are interested in the many-body state of the fermions when they are driven out of equilibrium by a chemical potential bias. Indeed our interest in this problem originally arose from studying noninteracting fermion phases of driven one-dimensional quantum spin chains. On the other hand, much of the literature on noninteracting Anderson models has focused on near equilibrium response functions, which can be characterized in terms of few-particle equilibrium Green's functions. Spectral and spatial statistics (including entanglement properties [49] ) of single-particle wavefunctions at criticality have been extensively analyzed [50, 51] ; however, the effects considered in this work only appear when performing weighted sums over all single-particle scattering states, with non-equilibrium populations.
Despite some similarities, there are a number of crucial distinctions between the entanglement phase transition studied in this work and the eigenstate entanglement transition studied in MBL. One difference is that here we consider the single mixed NESS of an open quantum system driven out of equilibrium, whereas the MBL transition occurs for exponentially many eigenstates of a closed quantum system. A second important distinction is that the volume-law entanglement found here in the diffusive phase relies on the many-body system being noninteracting: according to our previous analysis, an interacting driven and diffusive system should have only area-law entanglement [39] . The phases in the thermalto-MBL entanglement transition, on the other hand, are already fully interacting and their entanglement properties are thus expected to be robust to small local changes to the Hamiltonian.
Much of our analysis applies quite broadly to any noninteracting model exhibiting an Anderson metalinsulator transition. For concreteness, we focus on the setup shown in Fig. 1(a) . Two clean, semi-infinite quasi-1D wires with transverse dimensions L 0 ×L 0 are linked by a cubic disordered region of length L 0 . The Hamiltonian is given by
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rate is one, and the quenched disorder at each site V x are drawn from independent uniform distributions between ±W/2 (V x = 0 in the leads). We assume periodic boundary conditions in the transverse directions, and use a simple cubic lattice. The localization transition in the disordered region occurs at a critical disorder strength in these units W c ≈ 16.5 [52] [53] [54] . We are interested in the non-equilibrium steady state (NESS) defined by the condition that the incoming scattering states from the left/right lead are in thermal equilibrium with the same temperature T and different chemical potentials µ L/R . More precisely, defining a α nE as the fermionic annihilation operator for the incoming scattering states with energy E in transverse channel n and lead α, we take
where n α E = [e (E−µα)/T + 1] −1 is the Fermi function. It is further convenient to define sum and difference Fermi functions n s,d E = (n L E ± n R E )/2. To avoid complications associated with bound states in the sample, we allow for leads with anisotropic hopping in the longitudinal (x 1 ) direction t > t ⊥ [47] . Similarly, to avoid mobility edge effects we take µ L/R near zero energy with a chemical potential bias δµ = |µ L − µ R | T and much less than the width of the mobility edge in the sample.
Mutual coherence.-Due to the absence of interactions, all correlation functions of the NESS density matrix ρ can be expressed in terms of the second-order correlation functions,
according to Wick's theorem [55] [56] [57] . Particle conservation implies that c x c y = 0. The unique correspondence between the density matrix and the two-point function for Gaussian states motivates us to introduce the "mutual coherence" as a particularly simple measure of entanglement and correlations between regions A and B:
which measures the overall magnitude of spatial coherences between the fermions. To see intuitively why C(A : B) is a natural measure of entanglement for Gaussian states, one can consider a many-body state at halffilling consisting of a product state of two-site fermion Bell pairs of the form 1
is directly proportional to the number of Bell pairs between regions A and B. More formally, within the set of Gaussian fermionic states, C(A : B) is a proper measure of entanglement because it is zero between all separable Gaussian states [58] , satisfies additivity, and is monotonically decreasing under Gaussian local operations and classical communication (LOCC). In many cases of physical relevance, the mutual coherence can also be used to approximate or bound more conventional information theoretic measures of correlations such as the mutual information and fermionic entanglement negativity [59] . For the setup considered here, C(A : B) is proportional to an upper and lower bound on the second Renyi mutual information [60] .
We can move between the original fermionic operators and the scattering states using the scattering state wave-
where the wavefunctions are normalized to have unit current in the incoming lead [61] . The two-point function takes the form
where we have separated out the contributions to G xy into an "equilibrium" (s) part that is symmetric under the exchange µ L ↔ µ R and a "non-equilibrium" (d) part that vanishes when δµ = 0. Time-reversal symmetry of H implies that G s xy is real and carries zero current. Diffusive phase.-The non-equilibrium density profile across the transition is shown in Fig. 1(b) . In the diffusive phase, the coarse grained density profile follows from the steady-state solution to the diffusion equation
xx is the non-equilibrium contribution to the density profile, and we have taken
It was shown in our previous work that the mutual coherence (first defined here) exhibits a volume-law scaling in the diffusive phase [39] . An intuitive picture for this scaling was developed using a random circuit model, which can be realized in the present context by allowing both the nearest-neighbor hopping rates and disorder in H to change randomly in time and space at discrete intervals. The time-dependence of the parameters prevents localization and heats up the system, but with a density gradient between the left and right leads. Evolving the coherences | c † x c y | 2 under H(t), one finds that they have an effective source term near x = y proportional to J (x) · ∇ n(x) , where J (x) is the current operator and ∇n(x) is the local density gradient. This can be interpreted as a microscopic realization of Ohm's law of dissipation. A schematic picture of the subsequent operator dynamics for the coherences is shown in Fig. 1(a) . In effect, the coherences generated by the source live for a diffusive Thouless time τ Th = L 2 0 /D, before escaping into the reservoirs. The time-averaged current density satisfies Fick's law J (x) = −D ∇ n(x) , which leads to the scaling of the source term as D[δn(0)] 2 /L 2 0 . Thus, the local production rate for the coherences scales as ∼ D/L 2 0 and their lifetime scales as ∼ L 2 0 /D. Defining the coherence density of site x with a given region A as c A (x) = C(A : {x}), we can see that the coherence production rate balances with the decay rate to give an order one coherence density of a site in the bulk with the rest of the sample. Crucially, these coherences are spread fairly uniformly across the entire sample, which implies that this finite coherence density will persist when we take A to be given by the left half the sample L. Summing the coherence density over the right half of the sample R gives rise to the volume-law scaling for C(L : R). To generalize this analysis to the time-independent case, one has to take into account the frequency dependence of the diffusion constant and other effects that arise due to energy conservation in this model. We present a formalism in the supplemental material that allows one to include these effects in the scaling analysis. Figure 2 (a) presents numerical evidence for this volume-law scaling in the diffusive phase. The non-equilibrium contribution to the mutual coherence C d (L : R) ≡ 2 x∈L,y∈R |G d xy | 2 was computed from scattering state wavefunctions obtained via a transfer matrix method [47] .
Critical point.-At the critical point (W = W c ) in an infinite disordered system, single-parameter scaling theory predicts a scale dependent diffusion constant D(x) ∼ D 0 /|x| [62] . In the case of the open geometry considered here, one can similarly describe the transport through the sample in terms of an inhomogeneous diffusion constant
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In the case of the mutual coherence, we can find the local production rate for the coherences ∼ D(x)/L 2 0 by applying similar arguments as in the diffusive phase. The production rate in the bulk of the sample ∼ L −3 0 is suppressed by the scale-dependent diffusion constant. However, the time for these coherences to reach the boundary now scales as τ Th ∼ L 3 0 . Thus, we still expect an order one coherence density for each site in the bulk with the rest of the sample. This coherence is again spread fairly uniformly throughout the sample, leading to a volumelaw scaling for C(L : R). Our numerical results shown in Fig. 2 (a) agree with this scaling analysis. Note that we take δµ much less than the width of the single-particle mobility edge, but still much greater than the singleparticle level spacing in the sample ∼ L −3 0 . We leave a full analysis of the crossover at the mobility edge for future work.
Localized phase.-For the localized phase, the physical mechanism underlying transport is quite distinct from the critical point and diffusive phase. In this case, transport can only occur due to the exponentially weak overlap of the localized states in the sample with both leads. We refer to the localized states near the center of the sample with nearly equal (but still exponentially small) tunneling rates to both leads as "resonant" states. One signature that resonant states dominate transport is that the density profile exhibits a sharp step-like feature as shown in Fig. 1(b) . The width of the step is determined by the fluctuations in the tunneling rate of the resonant states to the leads, which directly maps to a well-studied problem in the statistics of directed paths in random media [64] [65] [66] . In dimension d, one thus expects the width of the step to scale as ξ 1−a L a 0 , where ξ ∼ |W − W c | −ν is the localization length, ν ≈ 1.57 in 3D, and a ≈ 1/(d + 1) [66] . One can partially account for these effects with a spatially varying diffusion constant of the form D(x) ∼ e −x1(L0−x1)/ξ 2(1−a) L 2a 0 [67, 68] , which was used to model the density profile in Fig. 1(b) .
In determining the mutual coherence, it is important to note that, although the current flowing through the resonant states is exponentially small (leading to an exponentially weak production rate for the coherences), the slow production rate of coherences is compensated by their exponentially long lifetime. Thus, each point in the localized wavefunction of a resonant state has order one coherence density with the rest of that state. In the supplemental material, we provide an explicit calculation of this effect in a simplified 1D model for the resonant states as a two-mirror cavity [60] . One distinction from the diffusive phase and the critical point, however, is that these coherences are now confined within a localization length ξ of the source due to the exponential localization of the wavefunctions. As a result, we predict that the scaling for C(L : R) is upper bounded by the area law ∼ ξL 2 0 in the localized phase. Note that these arguments do not depend on the precise details of the envelope wavefunctions (e.g., exponentially decaying versus a power law), so long as the lifetime of the resonant states is much less than the noninteracting level spacing in the sample, justifying a perturbative treatment of their coupling to the leads. Another important difference is that the spatial location of the resonant states fluctuates strongly within the sample on the macroscopic scale ∼ ξ 1−a L a 0 . This latter point implies that, deep in the localized phase (ξ L 0 ), the mutual coherence between the left and right half has contributions from only a finite fraction of the resonant states ξ a /L a 0 . In single-parameter scaling theory, this could lead to the scaling for the mutual coherence with ξ as ξ 1+b L 2−b 0 for some 0 ≤ b < 1. Our numerical results in Fig. 2 (a)-(b) are consistent with an area-law scaling (b = 0), but, due to the limited sizes we are able to access, we can not clearly resolve this point in the present work.
Scaling function.-Assuming the validity of singleparameter scaling theory, we can write a scaling function for the mutual coherence for δµ much greater than T and much less than the width of the mobility edge 
where the first argument x = δµL 3 0 /W c measures δµ in units of the level spacing in the sample and the second argument is y = (W/W c − 1)L 1/ν 0 ∝ (L 0 /ξ) 1/ν . According to our scaling analysis and numerical results at the critical point, the scaling dimension of the mutual coherence is α = 0. Instead, the volume-law scaling arises from the scaling function f (x, y) being linear in x at large values of x for y ≤ 0. Figure 2 (b) shows our numerical finite size scaling analysis of dC d (L : R)/dx, where we see a collapse of the data for large systems sizes. The numerical data is consistent with a crossover to area-law scaling in the localized phase based on the large y behavior of the scaling function as f (x, y) ∼ x/y ν ∝ δµ ξL 2 0 . Conclusion.-In this work, we revisited the Anderson localization transition as an example of an entanglement phase transition in open quantum many-body systems. We introduced the mutual coherence as a natural measure of entanglement and correlations for Gaussian fermionic states. We then determined the finite size scaling behavior of this measure across the localization transition. The scaling of the mutual coherence at all points in the phase diagram can be derived by appealing to simple physical arguments based on the production, spreading, and decoherence of operators in this system. Future work could investigate the many-body localization transition from a similar perspective, where interactions may qualitatively change the scaling behavior on both sides of the localization transition. Another promising direction is to experimentally study the mutual coherence in driven-disordered systems accessible by local probes such as ultracold atoms, two-dimensional condensed matter systems, or scalable quantum information platforms.
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where V c x (x) is non-singular at x = x and is needed to match the boundary conditions on Y c E away from the source. The solution for the coherence field will then be given by
Finally, in the vicinity of |x − y| , the diffusion constant saturates to its microscopic value D 0E = v F /d 0 where v F is the Fermi velocity. The solution in the critical regime has the property that the amplitude of c d E (x, y) is independent of the length scale, which implies that it inherits the scaling [n d E ] 2 from the microscopic regime. Matching this scaling to the diffusive region we arrive at the result
The functional form for separations on the order of L 0 can be found by solving the diffusion equation with the appropriate boundary conditions at the leads, which inherits the scaling of (S12).
The mutual coherence also depends on the energy correlation function; however, this correlation function will only have significant correlations on the scale of the Thouless energy E Th = D/L 2 0 . Assuming this scaling, and using the fact that D ∼ 1/ξ, we arrive at an overall volume law scaling for the mutual coherence in the low-temperature regime T δµ that is independent of ξ
At the critical point (ξ → ∞) there is no diffusive region and c d E (x, y) maintains an amplitude on the order of [n d E ] 2 throughout the entire sample. On the other hand, the Thouless energy is reduced to scale as the level spacing E Th ∼ 1/L 3 0 because that is the transit time through the sample in the presence of the anomalous diffusion. In this case, we still find a volume law scaling for the mutual coherence, but its precise prefactor will differ from the diffusive phase C d (L : R) ∼ |δµ|L 3 0 .
(S14)
