On the ill-posedness of the compressible Navier-Stokes equations in the
  critical Besov spaces by Chen, Qionglei et al.
ar
X
iv
:1
10
9.
60
92
v2
  [
ma
th.
AP
]  
7 J
un
 20
13
ON THE ILL-POSEDNESS OF THE COMPRESSIBLE NAVIER-STOKES
EQUATIONS IN THE CRITICAL BESOV SPACES
QIONGLEI CHEN, CHANGXING MIAO, AND ZHIFEI ZHANG
Abstract. We prove the ill-posedness of the 3-D baratropic Navier-Stokes equa-
tion for the initial density and velocity belonging to the critical Besov space (B˙
3
p
p,1+
ρ¯, B˙
3
p
−1
p,1 ) for p > 6 in the sense that a “norm inflation” happens in finite time, here
ρ¯ is a positive constant. Our argument also shows that the compressible viscous
heat-conductive flows is ill-posed for the initial density, velocity and temperature
belonging to the critical Besov space (B˙
3
p
p,1 + ρ¯, B˙
3
p
−1
p,1 , B˙
3
p
−2
p,1 ) for p > 3. These
results shows that the compressible Navier-Stokes equations are ill-posed in the
smaller critical spaces compared with the incompressible Navier-Stokes equations.
1. Introduction
The full compressible Navier-Stokes equations read as follows
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u) = divτ,
∂t
(
ρu(e+
|u|2
2
)
)
+ div
(
ρu(e+
|u|2
2
)
)
= div(τ · u+ κ∇θ),
(1.1)
where ρ(t, x), u(t, x), e(t, x) denote the density, velocity of the fluid and the internal
energy per unit mass respectively, κ > 0 is the thermal conduction parameter, and θ
is the temperature. The internal stress tensor τ is given by
τ = 2νD(u) + (λdivu− p)I,
where D(u) = 12 (∇u+∇u
⊤), the constants µ, λ are the viscosity coefficients satisfying
µ > 0 and λ+ 2µ > 0.
For the ideal gas, e = cV θ, P = ρRθ for some constants cV > 0, R > 0. In such
case, the system (1.1) can be rewritten as
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇P = 0,
cV (∂t(ρθ) + div(ρuθ))− κ∆θ + Pdivu =
µ
2
|∇u+ (∇u)⊤|2 + λ|divu|2.
(1.2)
Here we denote by |A|2 the trace of the matrix AA⊤.
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When the pressure depends only on the density, we get the baratropic Navier-Stokes
equations {
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− µ∆u− (λ+ µ)∇divu+∇P = 0.
(1.3)
In this paper, we are concerned with the Cauchy problem of the system (1.2) and
(1.3) in R+ × R3 together with the initial data
(ρ, u, θ)|t=0 = (ρ0, u0, θ0), and (ρ, u)|t=0 = (ρ0, u0),
respectively.
The local existence and uniqueness of smooth solutions for the system (1.2) were
proved by Nash [15] for smooth initial data without vacuum. Matsumura-Nishida[14]
proved that the solution is global in time for the data close to equilibrium. For the
general case, the question of whether smooth solutions blow up in finite time is widely
open, even in two dimensional case. For the initial density with compact support, Xin
[18] proved that any non-zero smooth solutions of (1.2) will blow up in finite time.
Recently, Sun-Wang-Zhang [16, 17] showed that smooth solution will not blow up as
long as the upper bound of the density( and temperature for (1.2)) is bounded. We
refer to the seminal books [13, 10] and references therein for the global existence of
weak solutions.
Motivated by Fujita-Kato’s result on the incompressible Navier-Stokes equations
[11], Danchin applied Fourier analysis method to study the well-posedness for the
compressible Navier-Stokes equations in critical spaces. Let us make it precise. It is
easy to check that if (ρ, u, θ) is a solution of (1.2), then
(ρλ(t, x), uλ(t, x), θλ(t, x))
def
==
(
ρ(λ2t, λx), λu(λ2t, λx), λ2θ(λ2t, λx)
)
, λ > 0
is also a solution of (1.2) provided the pressure law has been changed into λ2P .
A functional space is called critical if the associated norm is invariant under the
transformation (ρ, u, θ) −→ (ρλ, uλ, θλ)(up to a constant independent of λ). Roughly
speaking, the system (1.2) is locally well-posed for the initial data
(ρ0 − ρ¯, u0, θ0) ∈ B˙
3
p
p,1 ×
(
B˙
3
p
−1
p,1
)3
× B˙
3
p
−2
p,1 with p < 3;
and the system (1.3) is locally well-posed for the initial data
(ρ0 − ρ¯, u0) ∈ B˙
3
p
p,1 ×
(
B˙
3
p
−1
p,1
)3
with p < 6.
Here B˙sp,q is the homogeneous Besov space, see Definition 2.1. Furthermore, the
system is globally well-posed if the initial data is small in the critical Besov space
with p = 2. We refer to [6, 7, 8, 9, 4] and references therein. Recently, Chen-Miao-
Zhang and Charve-Danchin [5, 3] proved that the system (1.3) is globally well-posed
for the small initial data in the hybrid critical Besov spaces, in which the part of high
frequency of the initial data lies in the critical Besov spaces with p > 3, and the part
of low frequency lies in the critical Besov spaces with p = 2. This allows us to choose
the highly oscillating initial velocity like sin(x1/ε)ϕ(x) since it is small in the hybrid
critical Besov space.
A natural question is whether the system (1.2) and (1.3) is well-posed in the crit-
ical Besov spaces with p ≥ 3 and p ≥ 6 respectively. Recently, for the incom-
pressible Navier-Stokes equations, Bourgain-Pavlovic´[2] and Germain [12] proved the
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ill-posedness in the largest critical space B˙−1∞,∞. Motivated by [2], we prove that the
system (1.3) is ill-posed in the critical Besov spaces with p > 6.
Theorem 1.1. Let ρ¯ be a positive constant and p > 6. For any δ > 0, there exists
initial data (ρ0, u0) satisfying
‖ρ0 − ρ¯‖
B˙
3
p
p,1
≤ δ, ‖u0‖
B˙
3
p−1
p,1
≤ δ
such that a solution (ρ, u) to the system (1.3) satisfies
‖u(t)‖
B˙
3
p−1
p,1
>
1
δ
for some 0 < t < δ.
While, the system (1.2) is ill-posed in the critical Besov spaces with p > 3.
Theorem 1.2. Let ρ¯ be a positive constant and p > 3. For any δ > 0, there exists
initial data (ρ0, u0, θ0) satisfying
‖ρ0 − ρ¯‖
B˙
3
p
p,1
≤ δ, ‖u0‖
B˙
3
p−1
p,1
≤ δ, ‖θ0‖
B˙
3
p−2
p,1
≤ δ
such that a solution (ρ, u, θ) to the system (1.2) satisfies
‖θ(t)‖
B˙
3
p−2
p,1
>
1
δ
for some 0 < t < δ.
Remark 1.1. For the incompressible Navier-Stokes equation, the ill-posedness is
proved in the largest critical space B˙−1∞,∞ by Bourgain-Pavlovic´[2]. Generally speak-
ing, the ill-posedness is easier to get if we work in the comparatively larger space.
However, for the more complex compressible Navier-Stokes equations, noting that
B˙
3
p
−1
p,1 →֒ B˙
3
p
−1
p,∞ →֒ B˙
−1
∞,∞
for p < ∞, our results show that the ill-posedness is established even in the much
better critical spaces for p > 6 or p > 3 which have the same scaling with the largest
critical space.
Remark 1.2. Theorem 1.2 implies that it seems impossible to generate a global solu-
tion to (1.2) for the highly oscillating initial velocity as in [3, 5]. The question whether
the system (1.3)(or (1.2)) is well-posed in the critical Besov Space with p = 6(or p=3)
is still open.
For the baratropic Navier-Stokes equations, the mechanism leading to the ill-
posedness comes from the high-high frequency interaction of the nonlinear term
u · ∇u. For the viscous heat-conductive flows, the mechanism leading to the ill-
posedness comes from the high-high frequency interaction of the strong nonlinear
terms |∇u+(∇u)⊤|2 and |divu|2 in the temperature equation. Roughly speaking, for
the system (1.3), we first decompose the velocity u into
u(t) = U0(t) + U1(t) + U2(t),
where U0(t) = e
t∆u0 and U1(t) =
∫ t
0 e
(t−τ)∆U0 · ∇U0(τ)dτ . Secondly, we construct a
suitable combination of plane waves for the initial velocity such that ‖U1(t)‖
B˙
3
p−1
p,1
is
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big for some time t > 0, while ‖U1‖
L1t B˙
3
q+1
q,1 ∩L˜
2
t B˙
3
q
q,1
is small for some q < 6. Lastly, we
will prove the remainder term ‖U2‖
L˜∞
T
B˙
3
q−1
q,1 ∩L
1
T
B˙
3
q+1
q,1
is also small by subtle estimates.
2. Some tools of Littlewood-Paley analysis
2.1. Littlewood-Paley decomposition and Besov sapces. Choose a radial func-
tion ϕ ∈ S(R3) supported in C = {ξ ∈ R3, 34 ≤ |ξ| ≤
8
3} such that∑
j∈Z
ϕ(2−jξ) = 1 for all ξ 6= 0.
The frequency localization operator ∆j and Sj are defined by
∆jf = ϕ(2
−jD)f, Sjf =
∑
k≤j−1
∆kf for j ∈ Z,
respectively. The Fourier transform of f is denoted by f̂ or Ff , the inverse by F−1f .
We denote by Z ′(R3) the dual space of Z(R3) = {f ∈ S(R3); Dαf̂(0) = 0;∀α ∈
N
3multi-index}, which can also be identified by the quotient space of S ′(R3)/P with
the polynomials space P. Let us introduce the homogeneous Besov space.
Definition 2.1. Let σ ∈ R, 1 ≤ r, s ≤ +∞. The homogeneous Besov space B˙σr,s is
defined by
B˙σr,s
def
== {f ∈ Z ′(R3) : ‖f‖B˙σr,s
< +∞},
where
‖f‖B˙σr,s
=
∥∥∥{2kσ‖∆kf‖Lr}j∥∥∥ℓs .
We next introduce the Chemin-Lerner type space L˜ρT B˙
σ
r,s.
Definition 2.2. Let σ ∈ R, 1 ≤ ρ, r, s ≤ +∞, 0 < T ≤ +∞. The space L˜ρT B˙
σ
r,s is
defined as the set of all the distributions f satisfying
‖f‖
L˜
ρ
T
B˙σr,s
def
==
∥∥∥{2kσ‖∆kf(t)‖Lρ(0,T ;Lr)}k∥∥∥ℓs <∞.
Obviously, L˜1T (B˙
σ
r,1) = L
1
T (B˙
σ
r,1).
Next we recall the estimates of the linear transport equation and heat equation in
Besov spaces which will be used in the subsequence.
Proposition 2.3. Let T > 0, σ ∈ (−3min(1
r
, 1
r′
), 1 + 3
r
], and 1 ≤ r ≤ +∞. Let v be
a vector field so that ∇v ∈ L1T (B˙
3
r
r,1). Assume that u0 ∈ B˙
σ
r,1, f ∈ L
1
T (B˙
σ
r,1) and u is
the solution of {
∂tu+ v · ∇u = f,
u(0, x) = u0.
Then there holds for t ∈ [0, T ],
‖u‖
L˜∞t B˙
s
r,1
≤ eCV (t)
(
‖u0‖B˙σr,1
+
∫ t
0
e−CV (τ)‖f(τ)‖B˙σr,1
dτ
)
,
where V (t) =
∫ t
0 ‖∇v(τ)‖
B˙
3
r
r,1
dτ.
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Proposition 2.4. Let T > 0, σ ∈ R and 1 ≤ r ≤ ∞. Assume that u0 ∈ B˙
σ
r,1 and
f ∈ L˜ρT B˙
σ−2+ 2
ρ
r,1 . If u is the solution of the heat equation{
∂tu− µ∆u = f,
u(0, x) = u0,
with µ > 0, then for all ρ1 ∈ [ρ,∞], it holds that
µ
1
ρ1 ‖u‖
L˜
ρ1
T
B˙
σ+ 2ρ1
r,1
≤ C
(
‖u0‖B˙σr,1
+ ‖f‖
L˜
ρ
T
B˙
σ−2+ 2ρ
r,1
)
.
We refer to [1] for more details.
2.2. Nonlinear estimates in Besov space. Let us first recall some classical prod-
uct estimates in Besov spaces from [1].
Lemma 2.5. Let T > 0, σ > 0 and 1 ≤ r, ρ ≤ ∞. Then it holds that
‖fg‖
L˜
ρ
T
B˙σr,1
≤ C
(
‖f‖L∞
T
(L∞)‖g‖L˜ρ
T
B˙σr,1
+ ‖g‖L∞
T
(L∞)‖f‖L˜ρ
T
B˙σr,1
)
.
Lemma 2.6. Let T > 0, σ1, σ2 ≤
3
r
, σ1+σ2 > 3max(0,
2
r
−1) and 1 ≤ r, ρ, ρ1, ρ2 ≤ ∞
with 1
ρ
= 1
ρ1
+ 1
ρ2
. Then it holds that
‖fg‖
L˜
ρ
T
B˙
σ1+σ2−
3
r
r,1
≤ C‖f‖
L˜
ρ1
T
B˙
σ1
r,1
‖g‖
L˜
ρ2
T
B˙
σ2
r,1
.
Lemma 2.7. Let T > 0, σ > 0 and 1 ≤ r, ρ ≤ ∞. Assume that F ∈ W
[σ]+3,∞
loc (R)
with F (0) = 0. Then for any f ∈ L∞ ∩ B˙σr,1, we have
‖F (f)‖
L˜
ρ
T
B˙σr,1
≤ C
(
1 + ‖f‖L∞
T
(L∞)
)[σ]+2
‖f‖
L˜
ρ
T
B˙σr,1
.
We will use Bony’s decomposition
fg = Tfg + Tgf +R(f, g), (2.1)
where
Tfg =
∑
j∈Z
Sj−1f∆jg, R(f, g) =
∑
|j′−j|≤1
∆jf∆j′g.
We need the following estimates for the paraproduct Tfg and R(f, g).
Lemma 2.8. Let σ, α ∈ R and 1 ≤ r, b, ρ, ρ1, ρ2 ≤ ∞ with
1
ρ
= 1
ρ1
+ 1
ρ2
. Then we
have
1. if α ≥ 0, then
‖Tfg‖L˜ρ
T
B˙σ
b,1
≤ ‖f‖
L˜
ρ1
T
B˙
3
r−α
r,1
‖g‖
L˜
ρ2
T
B˙σ+α
b,1
;
2. if 3
r
− 3
b
+ α ≥ 0 and r ≥ b, then
‖Tfg‖L˜ρ
T
B˙σ
b,1
≤ C‖f‖
L˜
ρ1
T
B˙
3
q−α
b,1
‖g‖
L˜
ρ2
T
B˙
σ+3r−
3
b
+α
r,1
;
3. if 3
r
+ σ > 0, then
‖R(f, g)‖
L˜
ρ
T
B˙σ
b,1
≤ ‖f‖
L˜
ρ1
T
B˙
3
r−α
r,1
‖g‖
L˜
ρ2
T
B˙σ+α
b,1
.
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Proof. Due to 3
r
− 3
b
+ α ≥ 0, we infer from Ho¨lder’s inequality that
‖Tfg‖L˜ρ
T
B˙σ
b,1
≤
∑
k∈Z
‖Sk−1f‖
L
ρ2
T
(L
rb
r−b )
‖∆kg‖Lρ1
T
(Lr)2
kσ
≤
∑
k′≤k−1
2(
3
b
−α)k′‖∆k′f‖Lρ1
T
(Lb)2
( 3
r
− 3
b
+α)k′‖∆kg‖Lρ2
T
(Lr)2
kσ
≤ C‖f‖
L˜
ρ1
T
B˙
3
b
−α
b,1
‖g‖
L˜
ρ2
T
B˙
σ+3r−
3
b
+α
r,1
.
Here we used the fact that
‖∆k′f‖
L
rb
r−b
≤ C2
3
r
k′‖∆k′f‖Lb ,
which can be deduced from Young’s inequality. This proves (ii). The proof of (i) and
(iii) is similar. 
3. Ill-posedness of the baratropic Navier-Stokes equations
3.1. Reformualtion of the equation. We introduce the new unknowns
a =
ρ
ρ¯
− 1, h = Λ−1divu, Ω = Λ−1curlu,
where Λsf
def
== F−1(|ξ|sfˆ(ξ)). We rewrite the velocity u as follows
u = −Λ−1∇h+ Λ−1curlΩ.
The system (1.3) can be rewritten as
∂ta+ u · ∇a+ divu(1 + a) = 0,
∂th− ν¯∆h = −Λ
−1div
(
u · ∇u+ L(a)Au+K(a)∇a
)
,
∂tΩ− µ¯∆Ω = −Λ
−1curl
(
u · ∇u+ L(a)Au
)
,
(a, h,Ω)|t=0 = (a0, h0,Ω0),
(3.1)
where
A = µ¯∆+ (λ¯+ µ¯)∇div, K(a) =
P ′(ρ¯(1 + a))
1 + a
and L(a) =
a
1 + a
with µ¯ = µ
ρ¯
, λ¯ = λ
ρ¯
, and ν¯ = λ¯+ 2µ¯. Hence, we obtain
h(t, x) = eν¯∆th0 −
∫ t
0
eν¯(t−τ)∆Λ−1div
(
u · ∇u+ L(a)Au+K(a)∇a
)
dτ,
Ω(t, x) = eµ¯∆tΩ0 −
∫ t
0
eµ¯(t−τ)∆Λ−1curl
(
u · ∇u+ L(a)Au
)
dτ.
We denote
U0 = −Λ
−2∇div
(
eν¯∆tu0
)
+ Λ−2curlcurl
(
eµ¯∆tu0
)
,
U1 = −Λ
−1∇h1 + Λ
−1curlΩ1,
U2 = −Λ
−1∇h2 + Λ
−1curlΩ2,
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where
h1 = −
∫ t
0
eν¯(t−τ)∆Λ−1div(U0 · ∇U0)(τ)dτ,
Ω1 = −
∫ t
0
eµ¯(t−τ)∆Λ−1curl(U0 · ∇U0)(τ)dτ,
h2 = −
∫ t
0
eν¯(t−τ)∆Λ−1div(F1 + F2 + F3)(τ)dτ,
Ω2 = −
∫ t
0
eµ¯(t−τ)∆Λ−1curl(F1 + F2)(τ)dτ,
with F1, F2, F3 given by
F1 = U0 · ∇(U1 + U2) + (U1 + U2) · ∇U0 + (U1 + U2) · ∇(U1 + U2),
F2 = L(a)Au, F3 = K(a)∇a.
Now we decompose the velocity u as
u = −Λ−1∇h+ Λ−1curlΩ = U0 + U1 + U2.
3.2. The choice of initial data. Choose φ as a smooth, radial and non-negative
function in R3 such that
φ(ξ) =
{
1 for |ξ| ≤ 1,
0 for |ξ| ≥ 2.
(3.2)
Let N ∈ N be determined later. We construct the initial data (ρ0, u0) as follows
a0 =
ρ0
ρ¯
− 1 =
1
C(N)
F−1φ(x),
û0(ξ) =
1
C(N)
N∑
k=10
2k(1−
3
p
)(φ(ξ − 2ke˜) + φ(ξ + 2ke˜), iφ(ξ − 2ke˜)− iφ(ξ + 2k e˜), 0),
where e˜ = (1, 1, 0) and C(N) = 2
N
2
( 3
q
− 3
p
+ǫ) for some ǫ > 0, q > 3, p > 6. Obviously,
the initial velocity u0 is a real-valued function.
The following lemma can be easily verified.
Lemma 3.1. Let p > 6. There exist ǫ > 0 and (p˜, q) satisfying
3 < q < 6, 6 < p˜ < p,
3
p˜
+
3
q
− 1 > 0,
max
(2
p˜
−
1
q
−
1
p
,
3
5q
−
3
5p
)
< ǫ <
1
3
−
1
q
−
1
p
.
Throughout this section, we will fix such a triplet (ǫ, p˜, q). It is easy to verify that
‖a0‖
B˙
3
q
q,1
≤
C
C(N)
, ‖u0‖
B˙
−1+ 3p
p,1
≤
CN
C(N)
. (3.3)
Here and in what follows, we denote by C a constant independent of N . Moreover,
we have
‖u0‖B˙γr,1
≤
C2N(γ−
3
p
+1)
C(N)
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for any r ∈ [1,∞], γ > 3
p
− 1. Hence, we get by Proposition 2.4 that
‖U0‖L˜ρ
T
B˙
γ
r,1
≤ CT
1
ρ1 ‖U0‖L˜ρ2
T
B˙
γ
r,1
≤ CT
1
ρ1 ‖u0‖
B˙
γ− 2ρ2
r,1
≤ CT
1
ρ1
2
N(γ− 3
p
+1− 2
ρ2
)
C(N)
(3.4)
for any r, ρ, ρ1, ρ2 ∈ [1,∞] and γ >
3
p
− 1 + 2
ρ2
with 1
ρ
= 1
ρ1
+ 1
ρ2
.
3.3. The lower bound estimate of ‖U1‖
B˙
3
p−1
p,1
. Since B˙
3
p
−1
p,1 →֒ B˙
−1
∞,∞, we have
‖U1(t)‖
B˙
3
p−1
p,1
≥ ‖U1(t)‖B˙−1∞,∞ = sup
j∈Z
2−j‖∆jU1(t)‖∞ ≥ c‖∆−4U1(t)‖L∞
= c
∥∥∥ ∫
R3
eixξϕ(24ξ)Û1(t, ξ)dξ
∥∥∥
L∞x
≥ c
∣∣∣ ∫
R3
ϕ(24ξ)Û1(t, ξ)dξ
∣∣∣ (3.5)
for some c > 0 independent of N , where ϕ comes from the Littlewood-Paley decom-
position. Set
U11 =
∫∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
F(U0 · ∇U0)(τ, ξ)dτdξ,
U12 =
∫∫ t
0
ϕ(24ξ)
|ξ|2
(e−µ¯(t−τ)|ξ|
2
− e−ν¯(t−τ)|ξ|
2
)F
(
curlcurl(U0 · ∇U0)
)
(τ, ξ)dτdξ,
we have ∣∣∣ ∫ ϕ(24ξ)Û1(t, ξ)dξ∣∣∣ ≥ |U11 + U12|. (3.6)
Due to div curlu = 0, we rewrite U0 · ∇U0 as
U0 · ∇U0 =
1
2
∇
∣∣Λ−2∇diveν¯∆τu0∣∣2 + div(Λ−2curlcurl eµ¯∆τu0 ⊗ U0)
− Λ−2∇diveν¯∆τu0 · ∇Λ
−2curlcurl eµ¯∆τu0. (3.7)
This helps us to decompose U11 into
U11 = U
1
11 + U
2
11,
where
U
1
11 =
∫ ∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
F
(
Λ−2∇diveν¯∆τu0 · ∇Λ
−2curlcurl eµ¯∆τu0
)
(ξ)dτdξ,
U
2
11 =
∫ ∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
{1
2
F
(
∇
∣∣Λ−2∇diveν¯∆τu0∣∣2)(ξ)
+ F
(
div(Λ−2curlcurl eµ¯∆τu0 ⊗ U0)
)
(ξ)
}
dτdξ.
It follows from (3.5) and (3.6), we get
‖U1(t)‖
B˙
3
p−1
p,1
≥ |U111| − |U
2
11| − |U12|. (3.8)
In what follows, we consider the case of t ≤ 2−2N .
• The estimate U211
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It follows from Lemma 2.6, Proposition 2.4 and (3.3) that
|U211| ≤
∥∥∥ ∫ t
0
e−ν¯(t−τ)∆
{1
2
∇
∣∣Λ−2∇diveν¯∆τu0∣∣2 + div(Λ−2curlcurl eµ¯∆τu0 ⊗ U0)}dτ∥∥∥
B˙−1∞,∞
≤C
∥∥∣∣Λ−2∇diveν¯∆τu0∣∣2 + Λ−2curlcurl eµ¯∆τu0 ⊗ U0∥∥L1t B˙0∞,1
≤C
∥∥∣∣Λ−2∇diveν¯∆τu0∣∣2 + Λ−2curlcurl eµ¯∆τu0 ⊗ U0∥∥
L1t B˙
3
p
p,1
≤C‖eν¯∆τu0‖
2
L˜2t B˙
3
p
p,1
+ C‖eµ¯∆τu0‖
2
L˜2t B˙
3
p
p,1
≤C‖u0‖
2
B˙
3
p−1
p,1
≤
CN2
C(N)2
. (3.9)
• The estimate of U12
Using (3.7), we decompose U12 as
U12 = U
1
12 + U
2
12,
where
U
1
12 =
∫∫ t
0
ϕ(24ξ)(e−µ¯(t−τ)|ξ|
2
− e−ν¯(t−τ)|ξ|
2
)|ξ|−2
×F
(
curlcurl(Λ−2∇diveν¯∆τu0 · ∇Λ
−2curlcurl eµ¯∆τu0)
)
(ξ)dτdξ,
U
2
12 =
∫∫ t
0
ϕ(24ξ)(e−µ¯(t−τ)|ξ|
2
− e−ν¯(t−τ)|ξ|
2
)|ξ|−2F
(
curlcurl
{1
2
∇
∣∣Λ−2∇diveν¯∆τu0∣∣2
+ div(Λ−2curlcurl eµ¯∆τu0 ⊗ U0)
})
(ξ)dτdξ.
By the same argument as the one deriving to (3.9), we infer
|U212| ≤ C‖u0‖
2
B˙
3
p−1
p,1
≤
CN2
C(N)2
. (3.10)
We denote by a(ξ) the symbol of the operator curlcurl. Then U112 is written as∫∫ t
0
ϕ(24ξ)|ξ|−2(e−µ¯(t−τ)|ξ|
2
− e−ν¯(t−τ)|ξ|
2
)
∫
e−ν¯τ |η|
2
|η|2
e−µ¯τ |ξ−η|
2
|ξ − η|2
× a(ξ)
(
F(∇divu0)(η) · F(∇curlcurlu0)(ξ − η)
)
dηdτdξ.
Due to the choice of u0, we find that |η| ≫ |ξ| ∼ 1, this yields that∫ t
0
(e−µ¯(t−τ)|ξ|
2
− e−ν¯(t−τ)|ξ|
2
)e−ν¯τ |η|
2−µ¯τ |ξ−η|2dτ
=
e−µ¯t|ξ|
2
− e−ν¯t|η|
2−µ¯t|ξ−η|2
ν¯|η|2 + µ¯|ξ − η|2 − µ¯|ξ|2
−
e−ν¯t|ξ|
2
− e−ν¯t|η|
2−µ¯t|ξ−η|2
ν¯|η|2 + µ¯|ξ − η|2 − ν¯|ξ|2
≤ Ct2|η|2.
Then we obtain
|U112| ≤
Ct2
C(N)2
N∑
k=10
2(5−
6
p
)k ≤
C2
(5− 6
p
)N
t2
C(N)2
.
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This along with (3.10) implies that
|U12| ≤
CN2
C(N)2
+
C2(5−
6
p
)N t2
C(N)2
. (3.11)
• The estimate of U111
The ℓ′-th component U1ℓ
′
11 of U
1
11 is given by
U
1,ℓ′
11 =
∫ ∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
i
∫
ηℓηm
|η|2|ξ − η|2
e−ν¯τ |η|
2
û0m(η)(ξ − η)ℓe
−µ¯τ |ξ−η|2(ξ − η)m′
×
(
(ξ − η)m′ û0ℓ′(ξ − η)− (ξ − η)ℓ′ û0m′(ξ − η)
)
dηdτdξ
,
∫ ∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
iA(t, ξ)dτdξ.
In what follows, we consider the case of ℓ′ = 1. From the construction of u0, we find
that
A(τ, ξ) =
1
C(N)2
N∑
k=10
2
2k(1− 3
p
)(
A1 +A2),
where
A1 =
∫ [
η1(ξ2 − η2)
2 + η1(ξ3 − η3)
2 − η2(ξ1 − η1)(ξ2 − η2) + iη1(ξ1 − η1)(ξ2 − η2)
+ iη2(ξ2 − η2)
2 + iη2(ξ3 − η3)
2
] ηℓ(ξℓ − ηℓ)
|η|2|ξ − η|2
e−ν¯τ |η|
2−µ¯τ |ξ−η|2φ(η − 2ke˜)φ(ξ − η + 2ke˜)dη,
A2 =
∫ [
η1(ξ2 − η2)
2 + η1(ξ3 − η3)
2 − η2(ξ1 − η1)(ξ2 − η2)− iη1(ξ1 − η1)(ξ2 − η2)
− iη2(ξ2 − η2)
2 − iη2(ξ3 − η3)
2
] ηℓ(ξℓ − ηℓ)
|η|2|ξ − η|2
e−ν¯τ |η|
2−µ¯τ |ξ−η|2φ(η + 2ke˜)φ(ξ − η − 2ke˜)dη.
Making a change of variable, we obtain
A1 =
∫ [
(η1 + 2
k)((ξ2 − η2 − 2
k)2 + (ξ3 − η3)
2)− (η2 + 2
k)(ξ1 − η1 − 2
k)(ξ2 − η2 − 2
k)
+ i(η1 + 2
k)(ξ1 − η1 − 2
k)(ξ2 − η2 − 2
k) + i(η2 + 2
k)((ξ2 − η2 − 2
k)2 + (ξ3 − η3)
2)
]
×
(η + 2ke˜)ℓ(ξ − η − 2
ke˜)ℓ
|η + 2ke˜|2|ξ − η − 2ke˜|2
e−ν¯τ |η+2
k e˜|2−µ¯τ |ξ−η−2k e˜|2φ(η)φ(ξ − η)dη,
and
A2 =
∫ [
(η1 − 2
k)((ξ2 − η2 + 2
k)2 + (ξ3 − η3)
2)− (η2 − 2
k)(ξ1 − η1 + 2
k)(ξ2 − η2 + 2
k)
− i(η1 − 2
k)(ξ1 − η1 + 2
k)(ξ2 − η2 + 2
k)− i(η2 − 2
k)((ξ2 − η2 + 2
k)2 + (ξ3 − η3)
2)
]
×
(η − 2ke˜)ℓ(ξ − η + 2
ke˜)ℓ
|η − 2ke˜|2|ξ − η + 2ke˜|2
e−ν¯τ |η−2
k e˜|2−µ¯τ |ξ−η+2k e˜|2φ(η)φ(ξ − η)dη.
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Due to the choice of φ, we find
A1 =
∫ (
− i22+5k +O(24k)
)e−ν¯τ |η+2k e˜|2−µ¯τ |ξ−η−2k e˜|2
|η + 2ke˜|2|ξ − η − 2ke˜|2
φ(η)φ(ξ − η)dη,
A2 =
∫ (
− i22+5k +O(24k)
)e−ν¯τ |η−2k e˜|2−µ¯τ |ξ−η+2k e˜|2
|η − 2ke˜|2|ξ − η + 2ke˜|2
φ(η)φ(ξ − η)dη.
This yields that
U
1,1
11 = U
11,1
11 + U
12,1
11 ,
where
U
11,1
11 =
1
C(N)2
N∑
k=10
22k(1−
3
p
)
∫∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
∫
22+5kφ(η)φ(ξ − η)
×
{
e−ν¯τ |η+2
k e˜|2−µ¯τ |ξ−η−2k e˜|2
|η + 2ke˜|2|ξ − η − 2ke˜|2
+
e−ν¯τ |η−2
k e˜|2−µ¯τ |ξ−η+2k e˜|2
|η − 2ke˜|2|ξ − η + 2ke˜|2
}
dηdτdξ,
U
12,1
11 =
1
C(N)2
N∑
k=10
22k(1−
3
p
)
∫∫ t
0
ϕ(24ξ)e−ν¯(t−τ)|ξ|
2
i
∫
O(24k)φ(η)φ(ξ − η)
×
{
e−ν¯τ |η+2
k e˜|2−µ¯τ |ξ−η−2k e˜|2
|η + 2ke˜|2|ξ − η − 2ke˜|2
+
e−ν¯τ |η−2
k e˜|2−µ¯τ |ξ−η+2k e˜|2
|η − 2ke˜|2|ξ − η + 2ke˜|2
}
dηdτdξ.
After integrating with respect to τ , we get
U
11,1
11 =
4
C(N)2
N∑
k=10
2
2k(1− 3
p
)
∫
ϕ(24ξ)
∫
25kφ(η)φ(ξ − η)
×
{
e−ν¯t|ξ|
2
− e−ν¯t|η+2
k e˜|2−µ¯t|ξ−η−2k e˜|2
|η + 2ke˜|2|ξ − η − 2ke˜|2(ν¯|η + 2ke˜|2 + µ¯|ξ − η − 2ke˜|2 − ν¯|ξ|2)
+
e−ν¯t|ξ|
2
− e−ν¯t|η−2
k e˜|2−µ¯t|ξ−η+2k e˜|2
|η − 2ke˜|2|ξ − η + 2ke˜|2(ν¯|η − 2ke˜|2 + µ¯|ξ − η + 2ke˜|2 − ν¯|ξ|2)
}
dηdξ.
Using Taylor’s formula, we infer
e−ν¯t|ξ|
2
− e−ν¯t|η+2
k e˜|2−µ¯t|ξ−η−2k e˜|2
ν¯|η + 2k e˜|2 + µ¯|ξ − η − 2ke˜|2 − ν¯|ξ|2
= t+O(t222k),
e−ν¯t|ξ|
2
− e−ν¯t|η−2
k e˜|2−µ¯t|ξ−η+2k e˜|2
ν¯|η − 2k e˜|2 + µ¯|ξ − η + 2ke˜|2 − ν¯|ξ|2
= t+O(t222k),
from which, it follows that
U
11,1
11 =
4
C(N)2
N∑
k=10
2
2k(1− 3
p
)
∫ ∫
ϕ(24ξ)25kφ(η)φ(ξ − η)
×
{
t
|η + 2ke˜|2|ξ − η − 2ke˜|2
+
t
|η − 2ke˜|2|ξ − η + 2ke˜|2
+O(t22−2k)
}
dηdξ,
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hence,
U
11,1
11 ≥
ct
C(N)2
N∑
k=10
2
3k− 6
p
k
−
Ct2
C(N)2
N∑
k=10
2
5k− 6
p
k
≥
ct2
3N− 6
p
N
C(N)2
−
Ct22
5N− 6
p
N
C(N)2
. (3.12)
Similarly, we can deduce
|U12,111 | ≤
C
C(N)2
N∑
k=10
∫ ∫
2
2k(1− 3
p
)
{
e−ν¯t|ξ|
2
− e−ν¯t|η+2
k e˜|2−µ¯t|ξ−η−2k e˜|2
ν¯|η + 2ke˜|2 + µ¯|ξ − η − 2ke˜|2 − ν¯|ξ|2
+
e−ν¯t|ξ|
2
− e−ν¯t|η−2
k e˜|2−µ¯t|ξ−η+2k e˜|2
ν¯|η − 2ke˜|2 + µ¯|ξ − η + 2ke˜|2 − ν¯|ξ|2
}
φ(η)φ(ξ − η)dηdξ
≤
C
C(N)2
N∑
k=10
2
− 6
p
k
≤
C
C(N)2
. (3.13)
Hence, we conclude that
|U111| ≥ |U
11
11| ≥
ct23N−
6
p
N
C(N)2
−
Ct225N−
6
p
N
C(N)2
−
C
C(N)2
. (3.14)
Summing up (3.8), (3.9), (3.11) and (3.14), we obtain
‖U1(t)‖
B˙
3
p−1
p,1
≥
ct23N−
6
p
N
C(N)2
−
Ct225N−
6
p
N
C(N)2
−
CN2
C(N)2
.
Choosing t = 2−2(1+ǫ)N and recalling C(N)2 = 2
N( 3
q
− 3
p
+ε)
, we get
‖U1(t)‖
B˙
3
p−1
p,1
≥ c2(1−
3
q
− 3
p
−3ǫ)N (3.15)
for some c > 0 independent of N .
3.4. The estimate of ‖U1‖
L1
T
B˙
3
q+1
q,1 ∩L˜
2
T
B˙
3
q
q,1
. Let (p, q, p˜) be given as in Lemma 3.1.
It follows from Ho¨lder’s inequality and Proposition 2.4 that
‖U1‖
L1
T
B˙
3
q+1
q,1
+ ‖U1‖
L˜2
T
B˙
3
q
q,1
≤ C
(
‖h1‖
L1
T
B˙
3
q+1
q,1
+ ‖h1‖
L˜2
T
B˙
3
q
q,1
+ ‖Ω1‖
L1
T
B˙
3
q+1
q,1
+ ‖Ω1‖
L˜2
T
B˙
3
q
q,1
)
≤ CT
1
2
(
‖h1‖
L˜2
T
B˙
3
q+1
q,1
+ ‖Ω1‖
L˜2
T
B˙
3
q+1
q,1
+ ‖h1‖
L˜∞
T
B˙
3
q
q,1
+ ‖Ω1‖
L˜∞
T
B˙
3
q
q,1
)
≤ CT
1
2‖U0 · ∇U0‖
L1
T
B˙
3
q
q,1
. (3.16)
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We infer from Lemma 2.5, B˙
3
p
p,1 →֒ L
∞ and (3.4) that
‖U0 · ∇U0‖
L1
T
B˙
3
q
q,1
≤ C
(
‖U0‖L∞
T
L∞‖∇U0‖
L1
T
B˙
3
q
q,1
+ ‖U0‖
L1
T
B˙
3
q
q,1
‖∇U0‖L∞
T
L∞
)
≤ CT
1
2
(
‖U0‖
L∞
T
B˙
3
p
p,1
‖U0‖
L˜2
T
B˙
3
q+1
q,1
+ ‖U0‖
L˜2
T
B˙
3
q
q,1
‖U0‖
L∞
T
B˙
3
p+1
p,1
)
≤ CT
1
2
2
N( 3
q
− 3
p
+2)
C(N)2
,
from which and (3.16), it follows that
‖U1‖
L1
T
B˙
3
q+1
q,1
+ ‖U1‖
L˜2
T
B˙
3
q
q,1
≤ CT
2N(
3
q
− 3
p
+2)
C(N)2
. (3.17)
Similarly, we have
‖U1‖
L1
T
B˙
3
p+1
p,1
+ ‖U1‖
L˜2
T
B˙
3
p
p,1
≤ CT
22N
C(N)2
, (3.18)
‖U1‖
L1
T
B˙
3
p˜
+1
p˜,1
+ ‖U1‖
L˜2
T
B˙
3
p˜
p˜,1
≤ CT
2N(
3
p˜
− 3
p
+2)
C(N)2
. (3.19)
3.5. The estimates of Fi(i = 1, 2, 3). Recalling that
F3 = K(a)∇a = (K(a)− 1)∇a+∇a.
Then it follows from Lemma 2.6 and Lemma 2.7 that
‖F3‖
L1
T
B˙
3
q−1
q,1
≤ CT‖K(a)− 1‖
L∞
T
B˙
3
q
q,1
‖∇a‖
L∞
T
B˙
3
q−1
q,1
+ ‖a‖
L1
T
B˙
3
q
q,1
≤ CT
(
1 + ‖a‖L∞
T
(L∞)
)2
‖a‖2
L∞
T
B˙
3
q
q,1
+ CT‖a‖
L∞
T
B˙
3
q
q,1
. (3.20)
We write F2 as
F2 = L(a)Au = L(a)A(U0 + U1) + L(a)AU2.
By making use of Lemma 2.6 again, (3.4) and (3.17), we obtain
‖L(a)A(U0 + U1)‖
L1
T
B˙
3
q−1
q,1
≤ C‖L(a)‖
L∞
T
B˙
3
q
q,1
‖A(U0 + U1)‖
L1
T
B˙
3
q−1
q,1
≤ C
(
‖a‖L∞
T
(L∞) + 1
)2
‖a‖
L∞
T
B˙
3
q
q,1
‖U0 + U1‖
L1
T
B˙
3
q+1
q,1
≤ C
(
‖a‖L∞
T
(L∞) + 1
)2
‖a‖
L∞
T
B˙
3
q
q,1
T
2
N( 3
q
− 3
p
+2)
C(N)
,
and
‖L(a)AU2‖
L1
T
B˙
3
q−1
q,1
≤ C‖L(a)‖
L∞
T
B˙
3
q
q,1
‖AU2‖
L1
T
B˙
3
q−1
q,1
≤ C
(
‖a‖L∞
T
(L∞) + 1
)2
‖a‖
L∞
T
B˙
3
q
q,1
‖U2‖
L1
T
B˙
3
q+1
q,1
.
This above two estimates give that
‖F2‖
L1
T
B˙
3
q−1
q,1
≤ C
(
‖a‖L∞
T
(L∞) + 1
)2
‖a‖
L∞
T
B˙
3
q
q,1
(
T
2N(
3
q
− 3
p
+2)
C(N)
+ ‖U2‖
L1
T
B˙
3
q+1
q,1
)
. (3.21)
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Now let us turn to the estimate of F1, which is given by
F1 = U0 · ∇(U1 + U2) + (U1 + U2) · ∇U0 + (U1 + U2) · ∇(U1 + U2).
Due to 3
p
− 3
q
+1 > 0 and 3
p˜
+ 3
q
− 1 > 0, we apply (2.1), Lemma 2.8, (3.4) and (3.17)
to get
‖U0 · ∇(U1 + U2)‖
L1
T
B˙
3
q−1
q,1
≤ C‖U0‖
L˜2
T
B˙
3
p
p,1
‖∇(U1 + U2)‖
L˜2
T
B˙
3
q−1
q,1
+ C‖U0‖
L˜2
T
B˙
3
p˜
p˜,1
‖∇(U1 + U2)‖
L˜2
T
B˙
3
q−1
q,1
≤ CT
1
2
( 2N
C(N)
+
2
N( 3
p˜
− 3
p
+1)
C(N)
)(
T
2
N( 3
q
− 3
p
+2)
C(N)2
+ ‖U2‖
L˜2
T
B˙
3
q
q,1
)
, (3.22)
and
‖U1 · ∇U0‖
L1
T
B˙
3
q−1
q,1
≤C
(
‖∇U0‖
L˜2
T
B˙
3
p−1
p,1
‖U1‖
L˜2
T
B˙
3
q
q,1
+ ‖∇U0‖
L˜2
T
B˙
3
q−1
q,1
‖U1‖
L˜2
T
B˙
3
p
p,1
+ ‖∇U0‖
L˜2
T
B˙
3
p˜
−1
p˜,1
‖U1‖
L˜2
T
B˙
3
q
q,1
)
≤CT
3
2
(2N( 3q− 3p+3)
C(N)3
+
2
N( 3
p˜
+ 3
q
− 6
p
+3)
C(N)3
)
, (3.23)
and
‖U2 · ∇U0‖
L1
T
B˙
3
q−1
q,1
≤ C
(
‖∇U0‖
L˜2
T
B˙
3
p−1
p,1
‖U2‖
L˜2
T
B˙
3
q
q,1
+ ‖∇U0‖
L1
T
B˙
3
p
p,1
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
+ ‖∇U0‖
L˜2
T
B˙
3
p˜
−1
p˜,1
‖U2‖
L˜2
T
B˙
3
q
q,1
)
≤ CT
1
2
( 2N
C(N)
+
2
N( 3
p˜
− 3
p
+1)
C(N)
)
‖U2‖
L˜2
T
B˙
3
q
q,1
+ CT
22N
C(N)
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
. (3.24)
By Lemma 2.8 and (3.17)-(3.19), we have
‖U1 · ∇(U1 + U2)‖
L1
T
B˙
3
q−1
q,1
+ ‖U2 · ∇U1‖
L1
T
B˙
3
q−1
q,1
≤ C‖U1‖
L˜2
T
B˙
3
p
p,1
‖∇(U1 + U2)‖
L˜2
T
B˙
3
q−1
q,1
+ C‖U1‖
L˜2
T
B˙
3
p˜
p˜,1
‖∇(U1 + U2)‖
L˜2
T
B˙
3
q−1
q,1
+ C‖∇U1‖
L1
T
B˙
3
p
p,1
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
+ ‖∇U1‖
L1
T
B˙
3
p˜
p˜,1
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
≤ CT 2
(2N( 3q− 3p+4)
C(N)4
+
2N(
3
p˜
+ 3
q
− 6
p
+4)
C(N)4
)
+ CT
( 22N
C(N)2
+
2N(
3
p˜
− 3
p
+2)
C(N)2
)
‖U2‖
L˜2
T
B˙
3
q
q,1
+ CT
( 22N
C(N)2
+
2
N( 3
p˜
− 3
p
+2)
C(N)2
)
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
. (3.25)
We infer from Lemma 2.6 that
‖U2 · ∇U2‖
L1
T
B˙
3
q−1
q,1
≤ C‖U2‖
L˜2
T
B˙
3
q
q,1
‖∇U2‖
L˜2
T
B˙
3
q−1
q,1
≤ C‖U2‖
2
L˜2
T
B˙
3
q
q,1
. (3.26)
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Summing up (3.22)-(3.26), we obtain
‖F1‖
L1
T
B˙
3
q−1
q,1
≤
CT
3
2
C(N)3
(
2
N( 3
q
− 3
p
+3)
+ 2
N( 3
p˜
+ 3
q
− 6
p
+3))
+
CT 2
C(N)4
(
2
N( 3
q
− 3
p
+4)
+ 2
N( 3
p˜
+ 3
q
− 6
p
+4))
+ C‖U2‖
2
L˜2
T
B˙
3
q
q,1
+
{ CT 12
C(N)
(
2N + 2
N( 3
p˜
− 3
p
+1))
+ CT
( 22N
C(N)
+
2N(
3
p˜
− 3
p
+2)
C(N)2
)}
‖U2‖
L˜2
T
B˙
3
q
q,1
+
CT
C(N)
( 22N
C(N)
+
2
N( 3
p˜
− 3
p
+2)
C(N)
+ 22N
)
‖U2‖
L˜∞
T
B˙
3
q−1
q,1
. (3.27)
3.6. Proof of Theorem 1.1. We denote
XT = ‖a‖
L˜∞
T
B˙
3
q
q,1
, YT = ‖U2‖
L˜∞
T
B˙
3
q−1
q,1
+ ‖U2‖
L1
T
B˙
3
q+1
q,1
.
For T ≤ T0 = 2
−2(1+ǫ)N , it follows from Proposition 2.4, (3.20), (3.21) and (3.27)
that
YT ≤C
3∑
i=1
‖Fi‖
L1
T
B˙
3
q−1
q,1
≤
CT
3
22
N( 3
p˜
+ 3
q
− 6
p
+3)
C(N)3
+
CT
1
2 2
N( 3
p˜
− 3
p
+1)
C(N)
YT + CY
2
T
+
CT2N(
3
q
− 3
p
+2)
C(N)
(1 +XT )
3XT + C(1 +XT )
2XTYT . (3.28)
On the other hand, we infer from Proposition 2.3 that
XT ≤ C exp(‖∇u‖
L1
T
B˙
3
p
p,1
)
(
‖a0‖
B˙
3
q
q,1
+ ‖divu+ adivu‖
L1
T
B˙
3
q
q,1
)
.
Thanks to Lemma 2.6, (3.4) and (3.17), we have
‖adivu‖
L1
T
B˙
3
q
q,1
≤ C‖div(U0 + U1)‖
L1
T
B˙
3
q
q,1
XT + CYTXT
≤
CT2
N( 3
q
− 3
p
+2)
C(N)
XT + CYTXT .
This gives by (3.4) and (3.17) that
XT ≤ C exp
(CT22N
C(N)
+CYT
)(1 + T2N( 3q− 3p+2)
C(N)
(1 +XT ) + YT +XTYT
)
. (3.29)
Due to max
(
2
p˜
− 1
q
− 1
p
, 35q −
3
5p
)
< ǫ, we can take N big enough such that
CT
1
22N(
3
p˜
− 3
p
+1)
C(N)
≪ 1,
CT2N(
3
q
− 3
p
+2)
C(N)
≪ 1
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for any T ≤ T0. By making use of the continuation argument, we deduce from (3.28)
and (3.29) that for any T ≤ T0,
XT ≤
C
(
1 + T2N(
3
q
− 3
p
+2))
C(N)
, YT ≤
CT2N(
3
q
− 3
p
+2)
C(N)
. (3.30)
Summing up (3.4), (3.15) and (3.30), we conclude that
‖u(T0)‖
B˙
3
p−1
p,1
≥ ‖U1(T0)‖
B˙
3
p−1
p,1
− ‖U0(T0)‖
B˙
3
p−1
p,1
− ‖U2(T0)‖
B˙
3
p−1
p,1
≥ c2
N(1− 3
q
− 3
p
−3ǫ)
− CN2
−N
2
( 3
q
− 3
p
+ǫ)
− C2
N( 3
2q
− 3
2p
− 5
2
ǫ)
≥
c
2
2N(1−
3
q
− 3
p
−3ǫ),
if N is taken sufficiently large, as 1 − 3
q
− 3
p
− 3ǫ > 0. This completes the proof of
Theorem 1.1. 
4. Ill-posedness of the heat-conductive flows
4.1. Reformulation of the equation. We denote
a =
ρ
ρ¯
− 1, u = U0 + U˜ ,
where U0 is defined as in (3.4). Then the system (1.2) can be rewritten as
∂ta+ u · ∇a+ divu(1 + a) = 0,
∂tU˜ −AU˜ = −u · ∇u− L(a)Au−R∇θ −R∇aθ +R∇aL(a)θ,
∂tθ + u · ∇θ − κ˜∆θ + κ˜L(a)∆θ + R˜θdivu =
µ˜
2(a+ 1)
|∇u+ (∇u)⊤|2 +
λ˜
a+ 1
|divu|2,
(a, U˜ , θ)|t=0 =
(
a0, 0, θ0
)
,
(4.1)
where κ˜ = κ
cV ρ¯
, R˜ = R
cV
, µ˜ = µ
cV ρ¯
, λ˜ = λ
cV ρ¯
, and
A = µ¯∆+ (λ¯+ µ¯)∇div, L(a) =
a
1 + a
.
We decompose θ into
θ(x, t) = Θ0 + θ1 + θ2, (4.2)
where
Θ0 =e
κ˜∆tθ,
θ1 =
∫ t
0
eκ˜∆(t−τ)
( µ˜
2
|∇U0 + (∇U0)
⊤|2 + λ˜|divU0|
2
)
dτ,
θ2 =
∫ t
0
eκ˜∆(t−τ)
( µ˜
2
|∇U˜ + (∇U˜)⊤|2 + µ˜(∇U0 + (∇U0)
⊤) : (∇U˜ + (∇U˜)⊤)
+ λ˜
(
|divU˜ |2 + 2divU0divU˜
)
− u · ∇θ − κ˜L(a)∆θ
− R˜θdivu−
µ˜
2
L(a)|∇u+ (∇u)⊤|2 − λ˜L(a)|divu|2
)
dτ.
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4.2. The choice of initial data. Let φ be as in (3.2) and N ∈ N be determined
later. The initial velocity is chosen as
û0(ξ) =
1
C(N)
N∑
k=10
2
k(1− 3
p
)(
φ(ξ − 2ke1) + φ(ξ + 2
ke1), 0, 0
)
,
and the initial density and temperature is chosen as
a0 =
ρ0
ρ¯
− 1 =
1
2NC(N)
F−1(φ)(x), θ0 =
1
C(N)
F−1(φ)(x).
Here e1 = (1, 0, 0) and C(N) = 2
N
2
( 3
q
− 3
p
+ǫ).
Lemma 4.1. Let p > 3. There exist ǫ > 0 and (p˜, q) satisfying
2 < q < 3, 3 < p˜ < p,
3
p˜
+
3
q
− 2 > 0,
max
{2
p˜
−
1
q
−
1
p
,
3
5
(1
q
−
1
p
)}
< ǫ <
2
3
−
1
q
−
1
p
.
Throughout this section, we will fix such a triplet (ǫ, p˜, q). It is easy to check that
‖a0‖
B˙
3
q
q,1
+ ‖θ0‖
B˙
−2+ 3q
q,1
≤
C
C(N)
, ‖u0‖
B˙
−1+ 3p
p,1
≤
CN
C(N)
. (4.3)
Furthermore, it holds that
‖U0‖L˜ρ
T
B˙σr,1
≤ CT
1
ρ1
2
N(σ− 3
p
+1− 2
ρ2
)
C(N)
(4.4)
for any r, ρ, ρ1, ρ2 ∈ [1,∞] and σ >
3
p
− 1 + 2
ρ2
with 1
ρ
= 1
ρ1
+ 1
ρ2
.
4.3. The lower bound estimate of ‖θ1‖
B˙
3
p−2
p,1
. By the same argument as the one
used to derive (3.5) and (3.6), we have
‖θ1(t)‖
B˙
3
p−2
p,1
≥ c
∣∣∣ ∫
R3
ϕ(24ξ)θ̂1(t, ξ)dξ
∣∣∣ ≥ c|θ11 + θ12|, (4.5)
where θ11 and θ12 are given by
θ11 = λ˜
∫∫ t
0
ϕ(24ξ)e−κ˜(t−τ)|ξ|
2
F
(
|divU0|
2
)
(τ, ξ)dτdξ,
θ12 =
µ˜
2
∫∫ t
0
ϕ(24ξ)e−κ˜(t−τ)|ξ|
2
F
(
|∇U0 + (∇U0)
⊤|2
)
(τ, ξ)dτdξ.
• The estimate of θ11
Recalling the definition of U0, we get
θ11 =− λ˜
∫∫∫ t
0
ϕ(24ξ)e−κ˜t|ξ|
2
eκ˜τ |ξ|
2−ν¯τ |ξ−η|2−ν¯τ |η|2(ξ − η)j û0
j(ξ − η)ηℓû0
ℓ(η)dηdτdξ
=
λ˜
C(N)2
N∑
k=10
2
2(1− 3
p
)k
∫∫
ϕ(24ξ)
e−κ¯|ξ|
2t − e(−ν¯|ξ−η|
2−ν¯|η|2)t
κ¯|ξ|2 − ν¯|ξ − η|2 − ν¯|η|2
(ξ1 − η1)η1
×
(
φ(ξ − η + 2ke1)φ(η − 2
ke1) + φ(ξ − η − 2
ke1)φ(η + 2
ke1)
)
dηdξ.
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Making a change of variable, we find that
θ11 =
λ˜
C(N)2
N∑
k=10
2
2(1− 3
p
)k
∫∫
ϕ(24ξ)
e−κ¯|ξ|
2t − e(−ν¯|ξ−η−2
ke1|2−ν¯|η+2ke1|2)t
κ¯|ξ|2 − ν¯|ξ − η − 2ke1|2 − ν¯|η + 2ke1|2
× (ξ1 − η1 − 2
k)(η1 + 2
k)φ(ξ − η)φ(η)dηdξ
+
λ˜
C(N)2
N∑
k=10
2
2(1− 3
p
)k
∫∫
ϕ(24ξ)
e−κ¯|ξ|
2t − e(−ν¯|ξ−η+2
ke1|2−ν¯|η−2ke1|2)t
κ¯|ξ|2 − ν¯|ξ − η + 2ke1|2 − ν¯|η − 2ke1|2
× (ξ1 − η1 + 2
k)(η1 − 2
k)φ(ξ − η)φ(η)dηdξ.
Using Taylor’s formula, we deduce
θ11(t) =
2λ˜
C(N)2
N∑
k=10
22(1−
3
p
)k
∫∫
ϕ(24ξ)
(
− t+O(22kt2)
)
× (−22k +O(2k))φ(ξ − η)φ(η)dηdξ. (4.6)
• The estimate of θ12
Notice that
F
(
∇U0 + (∇U0)
⊤
)
(η) = −
(
Ĥ1ℓm(η) + Ĥ
2
ℓm(η) + Ĥ
3
ℓm(η)
)
,
where Ĥ iℓm(i = 1, 2, 3) is given by
Ĥ1ℓm(η) =
2i
|η|2
e−ν¯|η|
2τηℓηmηjû
j
0(η),
Ĥ2ℓm(η) =−
2i
|η|2
e−µ¯|η|
2τηℓηmηj û
j
0(η),
Ĥ3ℓm(η) =
i
|η|2
e−µ¯|η|
2τη2j (ηℓû
m
0 (η) + ηmû
ℓ
0(η)),
we write θ12 as
θ12 =
µ˜
2
3∑
J,J ′=1
∫∫∫ t
0
ϕ(24ξ)e−κ˜(t−τ)|ξ|
2
ĤJℓm(ξ − η)Ĥ
J ′
ℓm(η)dτdηdξ
,
3∑
J,J ′=1
HJJ
′
.
First of all, we consider H11.
H11(t) = −2µ˜
∫∫∫ t
0
ϕ(24ξ)
e−κ˜(t−τ)|ξ|
2
|ξ − η|2|η|2
e−ν¯τ |ξ−η|
2−ν¯τ |η|2(ξ − η)m(ξ − η)ℓ(ξ − η)j
× ηmηℓηj′ û
j
0(ξ − η)û
j′
0 (η)dτdηdξ.
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Making a change of variable and computing the above integral with respect to the
time, we deduce
H11(t) =
2µ˜
C(N)2
N∑
k=10
22(1−
3
p
)k
∫∫
ϕ(24ξ)
e−κ˜|ξ|
2t − e(−ν¯|ξ−η−2
ke1|2−ν¯|η+2ke1|2)t
κ˜|ξ|2 − ν¯|ξ − η − 2ke1|2 − ν¯|η + 2ke1|2
×
(ξ − η − 2ke1)ℓ
|ξ − η − 2ke1|2
(η + 2ke1)ℓ
|η + 2ke1|2
(ξ − η − 2ke1)m(η + 2
ke1)m
× (ξ − η − 2ke1)1(η + 2
ke1)1φ(ξ − η)φ(η)dηdξ + Similar term.
Using Taylor’s formula, we infer
H11(t) =
4µ˜
C(N)2
N∑
k=10
2
2(1− 3
p
)k
∫∫
ϕ(24ξ)
(
− t+O(22kt2)
)
× (−22k +O(2k))φ(ξ − η)φ(η)dηdξ. (4.7)
By a direct calculation, we find
H33(t) +H32(t) = −2µ˜
∫∫∫ t
0
ϕ(24ξ)
e−κ˜(t−τ)|ξ|
2
|ξ − η|2|η|2
e−µ¯τ |ξ−η|
2−µ¯τ |η|2(ξ − η)2j
×
{
(η22 + η
2
3)
(
2(ξ − η)1η1 + (ξ − η)2η2 + (ξ − η)3η3
)
− η21
(
(ξ − η)2η2 + (ξ − η)3η3
)}
× uˆ10(ξ − η)uˆ
1
0(η)dτdηdξ..
Integrating on the time and making a change of variable, we deduce
H33(t) +H32(t)
=
2
C(N)2
N∑
k=10
2
2(1− 3
p
)k
∫∫
ϕ(24ξ)
e−κ˜|ξ|
2t − e(−µ¯|ξ−η−2
ke1|2−µ¯|η+2ke1|2)t
κ˜|ξ|2 − µ¯|ξ − η − 2ke1|2 − µ¯|η + 2ke1|2
×
(ξ − η − 2ke1)
2
j
|ξ − η − 2ke1|2|η + 2ke1|2
O(22k)φ(ξ − η)φ(η)dηdξ + Simliar term,
from which, it follows that
|H33(t) +H32(t)| ≤
C
C(N)2
N∑
k=10
2
− 6
p
k
≤
C
C(N)2
. (4.8)
Furthermore, we also have
H22(t) +H23(t)
=− 2µ˜
∫∫∫ t
0
ϕ(24ξ)
e−κ˜(t−τ)|ξ|
2
|ξ − η|2|η|2
e−µ¯τ |ξ−η|
2−µ¯τ |η|2(ξ − η)ℓ(ξ − η)1ηℓ
×
{
(ξ − η)2η2η1 + (ξ − η)3η3η1 − (ξ − η)1(η
2
2 + η
2
3)
}
û10(ξ − η)û
1
0(η)dτdηdξ,
and a similar representation for H12(t) +H13(t), hence,
|H22(t) +H23(t)|+ |H12(t) +H13(t)| ≤
C
C(N)2
N∑
k=10
2−
6
p
k ≤
C
C(N)2
. (4.9)
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For H21(t) +H31(t), we have
H21(t) +H31(t)
=2µ˜
∫∫∫ t
0
ϕ(24ξ)
e−κ˜(t−τ)|ξ|
2
|ξ − η|2|η|2
e−µ¯τ |ξ−η|
2−ν¯τ |η|2(ξ − η)ℓηℓη1
×
{
((ξ − η)2η2 + (ξ − η)3η3)(ξ − η)1 − ((ξ − η)
2
2 + (ξ − η)
2
3)η1
}
û10(ξ − η)û
1
0(η)dτdηdξ,
hence,
|H21(t) +H31(t)| ≤
C
C(N)2
. (4.10)
Summing up (4.5)–(4.10), we conclude that
‖θ1(t)‖
B˙
3
p−2
p,1
≥|θ11 +H
11(t)| −
∣∣∣ ∑
1≤J,J ′≤3, JJ ′ 6=11
HJJ
′
(t)
∣∣∣
≥
c2
2(2− 3
p
)N
t
C(N)2
−
C
(
1 + 26(1−
1
p
)N t2 + 2(3−
6
p
)N t
)
C(N)2
.
Especially, due to 2− 3
q
− 3
p
> 3ǫ, take t ∼ 2−2(1+ǫ)N to obtain
‖θ1(t)‖
B˙
3
p−2
p,1
≥ c2N(2−
3
q
− 3
p
−3ǫ) (4.11)
for some c > 0 independent of N .
4.4. The estimate of ‖θ1‖
L1
T
B˙
3
q
q,1∩L˜
2
T
B˙
3
q−1
q,1
. Since q < 3, we get by Lemma 2.5 that
‖(∇U0)
2‖
L1
T
B˙
3
q−1
q,1
≤ C(‖∇U0‖L∞
T
L∞‖∇U0‖
L1
T
B˙
3
q−1
q,1
+ ‖∇U0‖
L1
T
B˙
3
q−1
q,1
‖∇U0‖L∞
T
L∞)
≤ CT
1
2 ‖U0‖
L∞
T
B˙
3
p+1
p,1
‖U0‖
L˜2
T
B˙
3
q
q,1
.
By Ho¨lder’s inequality and Proposition 2.4, we get
‖θ1‖
L1
T
B˙
3
q
q,1
+ ‖θ1‖
L˜2
T
B˙
3
q−1
q,1
≤ C
(
T
1
2 ‖θ1‖
L˜2
T
B˙
3
q
q,1
+ ‖θ1‖
L˜2
T
B˙
3
q−1
q,1
)
≤ CT
1
2‖(∇U0)
2‖
L1
T
B˙
3
q−1
q,1
≤ CT‖U0‖
L∞
T
B˙
3
p+1
p,1
‖U0‖
L˜2
T
B˙
3
q
q,1
.
This along with (4.4) gives
‖θ1‖
L1
T
B˙
3
q
q,1
+ ‖θ1‖
L2
T
B˙
3
q−1
q,1
≤ CT
2
N( 3
q
− 3
p
+2)
C(N)2
. (4.12)
4.5. Proof of Theorem 1.2. We denote
XT = ‖a‖
L˜∞
T
B˙
3
q
q,1
, YT = ‖U˜‖
L˜∞
T
B˙
3
q−1
q,1
+ ‖U˜‖
L1
T
B˙
3
q+1
q,1
,
ZT = ‖θ2‖
L˜∞
T
B˙
3
q−2
q,1
+ ‖θ2‖
L1
T
B˙
3
q
q,1
.
Step 1. The estimate of XT
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It follows from Proposition 2.3, Lemma 2.5 and (4.4) that
XT ≤ C exp(‖∇u‖
L1
T
B˙
3
p
p,1
)
(
‖a0‖
B˙
3
q
q,1
+ ‖div(U0 + U˜) + div(U0 + U˜) a‖
L1
T
B˙
3
q
q,1
)
≤ C exp
(T22N
C(N)
+ YT
)( 1
C(N)
+
T2
N( 3
q
− 3
p
+2)
C(N)
(1 +XT ) + YT + YTXT
)
. (4.13)
Similarly, we have
‖a‖
L˜∞
T
B˙
3
q−1
q,1
≤C exp
(T22N
C(N)
+ YT
)
×
( 1
2NC(N)
+
T2N(
3
q
− 3
p
+1)
C(N)
(1 +XT ) + TYT + T
1
2YTXT
)
. (4.14)
Step 2. The estimate of YT
We infer from Proposition 2.4 that
YT ≤ C‖u · ∇u+ L(a)Au+R∇θ +R∇aθ −R∇aL(a)θ‖
L1
T
B˙
3
q−1
q,1
. (4.15)
By Lemma 2.6 and (4.4), we get
‖L(a)Au‖
L1
T
B˙
3
q−1
q,1
≤ C‖a‖
L∞
T
B˙
3
q
q,1
‖∇2(U0 + U˜)‖
L1
T
B˙
3
q−1
q,1
≤ CXT
(T2N( 3q− 3p+2)
C(N)
+ YT
)
. (4.16)
Using Lemma 2.7, (4.3) and (4.12) yields that
‖∇aθ‖
L1
T
B˙
3
q−1
q,1
+ ‖∇aL(a)θ‖
L1
T
B˙
3
q−1
q,1
≤ C‖∇a‖
L∞
T
B˙
3
q−1
q,1
‖θ‖
L1
T
B˙
3
q
q,1
+ C‖∇a‖
L∞
T
B˙
3
q−1
q,1
‖L(a)‖
L∞
T
B˙
3
q
q,1
‖θ‖
L1
T
B˙
3
q
q,1
≤ CXT (1 +XT )
3
( 1
C(N)
+
T2N(
3
q
− 3
p
+2)
C(N)2
+ ZT
)
. (4.17)
On the other hand, by (2.1), Lemma 2.8 and (4.4), we get
‖U0 · ∇U0‖
L1
T
B˙
3
q−1
q,1
≤ C‖U0‖
L˜2
T
B˙
3
p
p,1
‖U0‖
L˜2
T
B˙
3
q
q,1
≤ C
T2N(
3
q
− 3
p
+2)
C(N)2
, (4.18)
and
‖U0 · ∇U˜‖
L1
T
B˙
3
q−1
q,1
≤ C‖U0‖
L˜2
T
B˙
3
p
p,1
‖∇U˜‖
L˜2
T
B˙
3
q−1
q,1
+ C‖U0‖
L1
T
B˙
3
p+1
p,1
‖∇U˜‖
L˜∞
T
B˙
3
q−2
q,1
≤ C
T
1
22N + T22N
C(N)
YT . (4.19)
Thanks to Lemma 2.6, we have
‖U˜ · ∇u‖
L1
T
B˙
3
q−1
q,1
≤C‖U˜‖
L∞
T
B˙
3
q−1
q,1
(
‖∇U0‖
L1
T
B˙
3
q
q,1
+ ‖∇U˜‖
L1
T
B˙
3
q
q,1
)
≤CYT
(T2N( 3q− 3p+2)
C(N)
+ YT
)
. (4.20)
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Summing up (4.15)–(4.20), we conclude that
YT ≤
CT (1 + 2N(
3
q
− 3
p
+2)/C(N))
C(N)
+
C(1 + T2N(
3
q
− 3
p
+2))
C(N)
(1 +XT )
3XT + ZT
+
C
(
T
1
22N + T2
N( 3
q
− 3
p
+2))
C(N)
YT +C(1 +XT )
3XTZT + CXTYT + CY
2
T . (4.21)
Step 3. The estimate of ZT
It follows from Proposition 2.4 that
ZT ≤C
{
‖(∇U˜)2‖
L1
T
B˙
3
q−2
q,1
+ ‖∇U0∇U˜‖
L1
T
B˙
3
q−2
q,1
+ ‖u · ∇θ‖
L1
T
B˙
3
q−2
q,1
+ ‖L(a)∆θ‖
L1
T
B˙
3
q−2
q,1
+ ‖θdivu‖
L1
T
B˙
3
q−2
q,1
+ ‖L(a)(∇U0)
2‖
L1
T
B˙
3
q−2
q,1
+ ‖L(a)(∇U˜ )2‖
L1
T
B˙
3
q−2
q,1
+ ‖L(a)∇U0∇U˜ |‖
L1
T
B˙
3
q−2
q,1
}
. (4.22)
Next we estimate each term on the right hand side of (4.22). Thanks to Lemma
2.6 and (4.4), we get
‖(∇U˜)2‖
L1
T
B˙
3
q−2
q,1
+ ‖∇U0∇U˜‖
L1
T
B˙
3
q−2
q,1
≤ C‖∇U˜‖2
L˜2
T
B˙
3
q−1
q,1
+C‖∇U0‖
L1
T
B˙
3
q
q,1
‖∇U˜‖
L∞
T
B˙
3
q−2
q,1
≤ CY 2T +
CT2
N( 3
q
− 3
p
+2)
C(N)
YT . (4.23)
Due to 3
p
− 3
q
+2 > 0 and 3
p˜
+ 3
q
− 2 > 0, we apply (2.1), Lemma 2.8, (4.4) and (4.12)
to obtain
‖U0 · ∇θ‖
L1
T
B˙
3
q−2
q,1
≤ ‖U0‖
L˜2
T
B˙
3
p
p,1
‖∇θ‖
L˜2
T
B˙
3
q−2
q,1
+ ‖U0‖
L˜2
T
B˙
3
p˜
p˜,1
‖∇θ‖
L˜2
T
B˙
3
q−2
q,1
≤ CT
1
2
( 2N
C(N)
+
2
N( 3
p˜
− 3
p
+1)
C(N)
)(
‖Θ0‖
L˜2
T
B˙
3
q−1
q,1
+ ‖θ1‖
L˜2
T
B˙
3
q−1
q,1
+ ‖θ2‖
L˜2
T
B˙
3
q−1
q,1
)
≤ CT
1
2
2
N( 3
p˜
− 3
p
+1)
C(N)
( 1
C(N)
+
T2
N( 3
q
− 3
p
+2)
C(N)
+ ZT
)
. (4.24)
On the other hand, we have by Lemma 2.6
‖U˜ · ∇θ‖
L1
T
B˙
3
q−2
q,1
≤ C‖U˜‖
L˜2
T
B˙
3
q
q,1
‖∇θ‖
L˜2
T
B˙
3
q−2
q,1
≤ CYT
( 1
C(N)
+
T2N(
3
q
− 3
p
+2)
C(N)
+ ZT
)
, (4.25)
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and
‖L(a)∆θ‖
L1
T
B˙
3
q−2
q,1
≤ C‖L(a)‖
L∞
T
B˙
3
q
q,1
‖∆θ‖
L1
T
B˙
3
q−2
q,1
≤ C(1 +XT )
3XT
( 1
C(N)
+
T2
N( 3
q
− 3
p
+2)
C(N)
+ ZT
)
, (4.26)
and
‖θdivU˜‖
L1
T
B˙
3
q−2
q,1
≤ C‖θ‖
L1
T
B˙
3
q
q,1
‖divU˜‖
L∞
T
B˙
3
q−2
q,1
≤ C
( 1
C(N)
+
T2N(
3
q
− 3
p
+2)
C(N)
+ ZT
)
YT . (4.27)
Collecting (2.1), (4.4) and (4.12) with Lemma 2.8 implies that
‖(Θ0 + θ2)divU0‖
L1
T
B˙
3
q−2
q,1
≤ C‖divU0‖
L1
T
B˙
3
p
p,1
‖Θ0 + θ2‖
L∞
T
B˙
3
q−2
q,1
+ C‖divU0‖
L1
T
B˙
3
p˜
p˜,1
‖Θ0 + θ2‖
L∞
T
B˙
3
q−2
q,1
≤ CT
( 22N
C(N)
+
2
N( 3
p˜
− 3
p
+2)
C(N)
)(
‖Θ0‖
L∞
T
B˙
3
q−2
q,1
+ ‖θ2‖
L∞
T
B˙
3
q−2
q,1
)
≤ CT
2
N( 3
p˜
− 3
p
+2)
C(N)
( 1
C(N)
+ ZT
)
, (4.28)
and
‖θ1divU0‖
L1
T
B˙
3
q−2
q,1
≤ C‖divU0‖
L˜2
T
B˙
3
p−1
p,1
‖θ1‖
L˜2
T
B˙
3
q−1
q,1
+ C‖divU0‖
L˜2
T
B˙
3
p˜
−1
p˜,1
‖θ1‖
L˜2
T
B˙
3
q−1
q,1
≤ CT
1
2
( 2N
C(N)
+
2N(
3
p˜
− 3
p
+1)
C(N)
)T2N( 3q− 3p+2)
C(N)2
, (4.29)
and
‖L(a)(∇U0)
2‖
L1
T
B˙
3
q−2
q,1
≤ C
(
‖∇U0‖
L∞
T
B˙
3
p−1
p,1
‖L(a)∇U0‖
L1
T
B˙
3
q−1
q,1
+ ‖∇U0‖
L1
T
B˙
3
p˜
−1
p˜,1
‖L(a)∇U0‖
L∞
T
B˙
3
q−1
q,1
)
≤ C‖∇U0‖
L1
T
B˙
3
p˜
−1
p˜,1
(
‖∇U0‖
L∞
T
B˙
3
p
p,1
‖L(a)‖
L∞
T
B˙
3
q−1
q,1
+ ‖∇U0‖
L∞
T
B˙
3
p˜
p˜,1
‖L(a)‖
L∞
T
B˙
3
q−1
q,1
)
≤ C
T2
N( 6
p˜
− 6
p
+3)
C(N)2
(1 +XT )
3‖a‖
L∞
T
B˙
3
q−1
q,1
. (4.30)
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By Lemma 2.6 and (4.4), we get
‖L(a)∇U0∇U˜‖
L1
T
B˙
3
q−2
q,1
+ ‖L(a)(∇U˜ )2‖
L1
T
B˙
3
q−2
q,1
≤ C‖L(a)‖
L∞
T
B˙
3
q
q,1
(
‖∇U0∇U˜‖
L1
T
B˙
3
q−2
q,1
+ ‖(∇U˜ )2‖
L1
T
B˙
3
q−2
q,1
)
≤ C‖a‖
L∞
T
B˙
3
q
q,1
(
‖∇U0‖
L1
T
B˙
3
q
q,1
‖∇U˜‖
L∞
T
B˙
3
q−2
q,1
+ ‖∇U˜‖
L1
T
B˙
3
q
q,1
‖∇U˜‖
L∞
T
B˙
3
q−2
q,1
)
≤ CXT
(T2N( 3q− 3p+2)
C(N)
YT + Y
2
T
)
. (4.31)
Summing up (4.22)–(4.31), we deduce that
ZT ≤
C
(
T
1
2 2
N( 3
p˜
− 3
p
+1)
+ T2
N( 3
p˜
− 3
p
+2)
+ T
3
2 2
N( 3
p˜
+ 3
q
− 6
p
+3))
C(N)2
+ C
(
YT +
C
(
T
1
2 2N(
3
p˜
− 3
p
+1) + T2N(
3
p˜
− 3
p
+2))
C(N)
)
ZT + CY
2
T + CXTY
2
T
+ C(1 +XT )
3
(
ZT +
1 + T2N(
3
q
− 3
p
+2)
C(N)
+ YT
T2N(
3
q
− 3
p
+2)
C(N)
)
(XT + YT )
+
CT2N(
6
p˜
− 6
p
+3)
C(N)2
(1 +XT )
3‖a‖
L∞
T
B˙
3
q−1
q,1
. (4.32)
Step 4. The completion of the proof
Due to max
{
2
p˜
− 1
q
− 1
p
, 35
(
1
q
− 1
p
)}
< ǫ, we can take N big enough such that
T
1
22
N( 3
p˜
− 3
p
+1)
C(N)
≪ 1,
T2
N( 3
q
− 3
p
+2)
C(N)
≪ 1
for any T ≤ T0 = 2
−2N(1+ǫ). Then by a continuous argument, we infer from (4.13),
(4.14), (4.21) and (4.32) that for any T ≤ T0,
XT ≤
C1
(
1 + T2
N( 3
q
− 3
p
+2))
C(N)
, YT ≤
C2
(
1 + T2
N( 3
q
− 3
p
+2))
C(N)
,
ZT ≤
C3
(
1 + T
1
2 2N(
3
p˜
− 3
p
+1) + T2N(
3
q
− 3
p
+2))
C(N)
,
where the constants C1, C2, C3 are independent of N . Then we deduce from (4.11)
and (4.3) that
‖θ(T0)‖
B˙
3
p−2
p,1
≥ ‖θ1(T0)‖
B˙
3
p−2
p,1
− ‖Θ0(T0)‖
B˙
3
p−2
p,1
− ‖θ2(T0)‖
B˙
3
p−2
p,1
≥ c2
N(2− 3
q
− 3
p
−3ǫ)
− C2
−N
2
( 3
q
− 3
p
+ǫ)
− C2
N( 3
2q
− 3
2p
− 5
2
ǫ)
− C2
N( 3
p˜
− 3
2q
− 3
2p
− 3
2
ǫ)
≥
c
2
2N(2−
3
q
− 3
p
−3ǫ).
This completes the proof of Theorem 1.2.
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