Momenten-Abgleich-Verfahren in der Modellreduktion von elektromagnetischen Problemstellungen by Bodendiek, André
Moment matching based model order reduction in
computational electromagnetism
Von der
Carl-Friedrich-Gauß-Fakulta¨t
der Technischen Universita¨t Carolo-Wilhelmina zu Braunschweig
zur Erlangung des Grades eines
Doktoringenieurs (Dr.-Ing.)
genehmigte Dissertation
von
Andre´ Bodendiek (M. Sc.)
geboren am 19.12.1985
in Braunschweig
Eingereicht am: 19.09.2013
Disputation am: 10.12.2013
1. Referent: Prof. Dr. Matthias Bollho¨fer
2. Referent: Prof. Dr. Karl Meerbergen
(2014)
Bodendiek, Andre´
Moment matching based model order reduction in
computational electromagnetism
Dissertation,
Technische Universita¨t Carolo Wilhelmina
Braunschweig, 2014.
For
Cornelia and Edmund,
&
Margot and Rigo,
&
Anna-Lena.

Summary
In the thesis at hand, we will provide a comprehensive discussion on the application of
structure-preserving moment matching methods in model order reduction of the first- and
second-order Maxwell’s equations. The model problems of the three-dimensional Maxwell’s
equations arise in the context of semiconductor structures, e.g. in order to analyse the influ-
ence of parallel conducting strip lines in the design of electric circuits. More precisely, the
numerical simulation shall provide an appropriate analysis of the appearing parasitic effects,
e.g. crosstalk or signal delay.
Since the resulting linear dynamical systems of Maxwell’s equations are of high dimen-
sion, the application of model order reduction leads to a reduced order model of significantly
smaller dimension. The key feature of model order reduction is the preservation of the input-
output behaviour of the linear dynamical system such that the reduced order model allows for
an efficient numerical simulation within a given accuracy. Due to the fact that the application
of moment matching methods is still restricted by the lack of an a-priori error estimation, the
achievement of a given accuracy in the reduced order model requires a reliable adaptive ex-
pansion point selection in order to properly benefit from the multiple expansion of the transfer
function at each expansion point. Therefore, we will introduce an adaptive greedy-type ex-
pansion point selection based on a suitable approximation of the output moment error. In this
context, the Galerkin projection for the computation of the reduced order model is obtained
via the adaptive-order rational Arnoldi (AORA) method, which allows for an efficient com-
putation of the required sequence of Krylov subspaces corresponding to different expansion
points.
Although the application of model order reduction leads to an efficient numerical simu-
lation of a high-dimensional linear dynamical system, we will additionally discuss the com-
putational effort for the computation of the (Petrov-) Galerkin projection in moment match-
ing model order reduction. For efficiently computing the solution to a sequence of high-
dimensional shifted linear systems appearing in the computation of the reduced order model,
we provide a new framework for the offline-stage in model order reduction. Thereby, we will
show that the modified AORA (mAORA) method allows for the reuse of the orthonormal vec-
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tors from different Krylov subspaces during the computation of a sequence of reduced order
models.
Moreover, we will introduce an algebraic two-level method (ATLM) for solving a high-
dimensional shifted linear system corresponding to first-order Maxwell’s equations based on
direct solvers. The main computational effort of the ATLM arises out of solving a linear sys-
tem corresponding to the Schur complement of the discretized first-order Maxwell’s equa-
tions, which refers to a discretized Maxwell’s equation in the second-order formulation. For
efficiently solving a sequence of high-dimensional shifted linear systems with multiple right
hand sides required in moment matching methods, we will also review (recycling) Krylov sub-
space methods. Typically, recycling Krylov subspace methods offer a significant improvement
of the convergence behaviour due to the employment of a recycling subspace. In this con-
text, a structure-preserving solution technique for a complex symmetric, but highly indefinite
second-order Maxwell’s equations is achieved by the recycling simplified quasi-minimal resid-
ual (rSQMR) method.
Finally, we demonstrate by numerical experiments that the application of the modified
AORA method in combination with the recycling SQMR method leads to an efficient offline-
stage for moment matching methods in model order reduction with respect to the computa-
tional effort and the memory requirement.
Zusammenfassung
Die vorliegende Arbeit bescha¨ftigt sich mit der Anwendung von strukturerhaltenden Mo-
menten-Abgleich-Verfahren in derModellreduktion derMaxwell-Gleichungen erster und zwei-
ter Ordnung. Die zugeho¨rigen Modellprobleme der dreidimensionalen Maxwell-Gleichungen
resultieren aus dem Anwendungsgebiet der Halbleiterstrukturen, um den Einfluss von paral-
lelen Leiterbahnen innerhalb der Entwicklung von elektrischen Schaltkreisen zu analysieren.
In diesem Zusammenhang beno¨tigt man eine zuverla¨ssige Aussage u¨ber die auftretenden Sto¨r-
effekte, zum Beispiel durch U¨bersprechen oder Signalverzo¨gerung.
Aufgrund der Tatsache, dass die linearen dynamischen Systeme der Maxwell-Gleichungen
hoch-dimensional sind, liefert die Modellreduktion eine Mo¨glichkeit zur effizienten nume-
rischen Simulation der Modellprobleme innerhalb einer vorgegebenen Genauigkeit. Hierbei
liegt die wesentliche Eigenschaft der Modellreduktion in der Beobachtung, dass das U¨ber-
tragungsverhalten des hoch-dimensionalen linear dynamischen Systems im reduzierten Mo-
dell wiederzufinden ist. Die derzeit fehlende a-priori Fehlerschranke fu¨r Momenten-Abgleich-
Verfahren erfordert hinsichtlich der vorgegebenen Genauigkeit der reduzierten Modelle eine
zuverla¨ssige Auswahl an Entwicklungspunkten, um einen Vorteil aus der mehrfachen Ent-
wicklung der U¨bertragungsfunktionen in jedem Entwicklungspunkt gewinnen zu ko¨nnen.
Daher werden wir im weiteren Verlauf auf der Basis einer geeigneten Approximation des
Momentenfehlers eine Greedy-artige Entwicklungspunktauswahl einfu¨hren. Hierbei erhal-
ten wir die zugeho¨rige Galerkin-Projektion zur Berechnung des reduzierten Modells mit Hilfe
des adaptiven, rationalen Arnoldi (AORA) Verfahrens, welches eine effiziente Berechnung der
einzelnen Krylov-Unterra¨ume fu¨r eine gegebene Menge an Entwicklungspunkten ermo¨glicht.
Obwohl die Anwendung der Modellreduktion eine effiziente numerische Simulation des
zugeho¨rigenModellproblemes erlaubt, soll imweiteren Verlauf zusa¨tzlich der Rechenaufwand
fu¨r die Berechnung der Galerkin-Projektion im Vordergrund stehen. Typischerweise beno¨tigen
wir in diesem Zusammenhang die Lo¨sung einer Folge hoch-dimensionaler, geshifteter linearer
Gleichungssysteme fu¨r ausgewa¨hlte Entwicklungspunkte. Aus diesem Grund haben wir fu¨r
die sogenannte Offline-Phase der Modellreduktion eine entsprechende Erweiterung der bis-
herigen Verfahren eingefu¨hrt. Hierbei erlaubt die Anwendung des modifizierten adaptiven,
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rationalen Arnoldi-Verfahrens die Wiederverwendung einer bekannten Sequenz orthonorma-
ler Vektoren innerhalb der Berechnung einer Folge von reduzierten Modellen.
Weiterhin fu¨hrt das sogenannte algebraische Zwei-Level-Verfahren zur Lo¨sung geshifte-
ter linearer Gleichungssysteme der Maxwell-Gleichungen erster Ordnung auf ein effizientes
Verfahren mittels der Anwendung direkter Lo¨ser. Der wesentliche Rechenaufwand des alge-
braischen Zwei-Level-Verfahrens ergibt sich aus der Lo¨sung eines Gleichungssystems mit dem
Schur-Komplement der diskretisiertenMaxwell-Gleichungen erster Ordnung. Dabei beschreibt
das Schur-Komplement eine diskretisierte Maxwell-Gleichung zweiter Ordnung. Fu¨r die ef-
fiziente Lo¨sung der Sequenz geshifteter linearer Gleichungssysteme mit mehrfachen rechten
Seiten innerhalb der Momenten-Abgleich-Verfahren werden wir die recycling Krylov-Unter-
raum-Verfahren in Betracht ziehen. Aufgrund der Anwendung eines recycling Unterraumes
fu¨hren recycling Krylov-Unterraum-Verfahren typischerweise auf ein wesentlich verbessertes
Konvergenzverhalten. In diesem Zusammenhang beschreibt das recycling simplified quasi-
minimal residual (rSQMR) Verfahren ein strukturerhaltendes Verfahren zur Lo¨sung der (kom-
plex-) symmetrischen, aber hochgradig indefiniten Maxwell-Gleichungen zweiter Ordnung.
Zum Abschluss werden numerische Experimente verdeutlichen, dass die Anwendung des
modifizierten adaptiven, rationalen Arnoldi-Verfahrens in Kombination mit dem rSQMR-Ver-
fahren auf eine effiziente Offline-Phase der Modellreduktion mittels Momenten-Abgleich-Ver-
fahren im Hinblick auf den zugeho¨rigen Rechen- und Speicheraufwand fu¨hrt.
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σ(A) spectrum of matrix A
σmax(A) largest singular value of matrix A
NOMENCLATURE XXI
~n outer unit normal vector
~τ unit tangential vector
A ≺ () 0 negative (semi-) definite matrix A
A ≻ () 0 positive (semi-) definite matrix A
a× b vector product: (a2b3 − a3b2, a3b1 − a1b3, a1b2 − a2b1)T with a = (a1, a2, a3)T
and b = (b1, b2, b3)
T ∈ R3
A∗ complex conjugate of matrix A: (aij)
∗ = a¯ji
A−1 inverse of matrix A: AA−1 = A−1A = I
AT transpose of matrix A: (aij)
T = aji
C∞(Ω) space of infinitely differentiable functions
ei i-th unit vector: (0, . . . , 0, 1︸︷︷︸
i−th component
, 0, . . . , 0)T
H(curl,Ω)
¶
u ∈ [L2(Ω)]3 : ∇× u ∈ [L2(Ω)]3
©
H1(Ω)
¶
u ∈ L2(Ω) : ∇u ∈ [L2(Ω)]3
©
I identity matrix: (e1, . . . , en) ∈ Cn×n, where ei refers to the i-th unit vector
In identity matrix of dimension n× n
W ⊥ V orthogonal (-orthonormal) subspaces: w∗i vj = 0 or wTi vj = 0 for all vi ∈
V,wj ∈W
W ⊥b V biorthogonal (-orthonormal) subspaces: w∗i vj = δij or wTi vj = δij for all
vi ∈ V,wj ∈W
y∗x scalar product: y∗x =
∑n
i=1 xiy¯i with x, y ∈ Cn
yTx scalar product: yTx =
∑n
i=1 xiyi with x, y ∈ Cn
Symbols in model order reduction
[0, t∗] time-interval of linear dynamical systems (t∗ > 0)
# col(V ) number of columns of V ∈ Cn×p in AORA-MAX method
A¯, B¯, C¯ standard state space linear dynamical system
V¯ structure-preserving orthonormal matrix for Galerkin projection
x¯(t) state variable of standard state space system
ǫmax(f) relative error between full-order and reduced order model problem
δˆi relative error between subsequent reduced order models
ǫˆk heuristic error estimation from sequence of reduced order models
E ,A,B, C first-order linear dynamical system
Gji(si) second-order Krylov subspace of dimension ji > 0 corresponding to si ∈ C
XXII NOMENCLATURE
H(s) transfer function of linear dynamical system
Hq(s) q-th Pade´ approximation of transfer function
Kj1,...,jl(Sl) Kj1(s1) + . . .+Kjl(sl) (s1, . . . , sl ∈ C)
Kji(si) Krylov subspace of dimension ji > 0 corresponding to si ∈ C
P (proper) controllability Gramian
Q (proper) observability Gramian
S set of sampling points from frequency range ı[fmin, fmax]
Sl set of expansion points s1, . . . , sl ∈ C
Π (Petrov-) Galerkin projection
E˜ , A˜, B˜, C˜ reduced first-order linear dynamical system
H˜(s) transfer function of reduced order linear dynamical system
M˜, D˜, K˜, B˜∗, C˜∗ reduced second-order linear dynamical system
m˜i ≡ m˜i(s0) moments of Taylor expansion of transfer function of reduced order model
problem at s0 ∈ C
X˜(j)(si) j-th reduced order system moment corresponding to si ∈ C
Y˜ (j)(si) j-th reduced order output moment corresponding to si ∈ C
Enr output moment error
m number of inputs of linear dynamical system
M,D,K,B∗, C∗ second-order linear dynamical system
mi ≡ mi(s0) moments of Taylor expansion of transfer function of full-order model prob-
lem at s0 ∈ C
n dimension of full-order model problem
nd dimension of reduced order model problem
nr number of iteration steps of rational Arnoldi-type method
p number of outputs of linear dynamical system
Pl, Pr left and right spectral projections onto finite eigenvalues of matrix pencil
λE − A, λ ∈ C
s# number of expansion points in AORA-MAX and AORA-H2 method
u(t) input variable of linear dynamical system
V orthonormal matrix corresponding to Galerkin projection
V (i) orthonormal matrix corresponding to Galerkin projection w.r.t. expansion
points Si ⊂ C
x(t) state variable of descriptor system
NOMENCLATURE XXIII
X(j)(si) j-th system moment corresponding to si ∈ C
y(t) output variable of linear dynamical system
Y (j)(si) j-th output moment corresponding to si ∈ C
z(t) state variable of linearization of second-order linear dynamical system
Physical symbols
[fmin, fmax] frequency range of model problem
B magnetic flux density
D electric flux density
E electric field strength
H magnetic field strength
j current density
ǫ electric permittivity
jC conduction current density
ji impressed current density
µ magnetic permeability
ρ charge density
σ electric conductivity

CHAPTER1
Introduction
The development of new semiconductor structures is mainly guided by the law from G.
E. Moore, which states that the number of transistors of an integrated circuit doubles approx-
imately every two years, see [86]. Hence, an accurate design of the electric circuit under con-
sideration becomes indispensable in order to obtain a reliable and sensible usage in practical
applications. In particular, the design should minimize the appearance of parasitic effects, e.g.
crosstalk or signal delay, such that the employment of the electric circuit guarantees a cost-
efficient deployment in the field of nanotechnology.
Due to the fact that the production of a prototype in the nano-scale range is rather infeasi-
ble with respect to the high costs of the development, the application of numerical simulations
during the advancement of integrated circuits has become of great importance in many years.
Here, the accurate knowledge of the electromagnetic field of each single component of the elec-
tric circuit allows for an appropriate analysis of the parasitic effects of the neighbouring ingre-
dients. Since the description of the electromagnetic field is based on Maxwell’s equations [80],
the discretization of the three-dimensional model problem yields a linear dynamical system
with several millions of degrees of freedom. The limitations of the numerical simulation are
obvious as far as we require the efficient simulation of the model problem for different material
parameters within a varying geometric framework of the computational domain.
For the efficient numerical simulation of a high-dimensional linear dynamical system, the
application of model order reduction represents an important technique in order to signifi-
cantly reduce the dimension of the model problem, see [4]. Since the application of model order
reduction has to ensure the preservation of the input-output behaviour of a linear dynamical
system within a given accuracy, the numerical simulation with the corresponding reduced or-
der model allows for a considerable decreasing of the computational costs. The choice of the
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accuracy in the reduced order model mainly depends on the model problem under considera-
tion.
Although the application of model order reduction results in a significant improvement of
the computational effort for the numerical simulation, the computational costs required for the
construction of the reduced order model may lead to a significant limitation. In the following,
this phase will be referred to as the offline-stage of model order reduction. For example, the
importance of the offline-stage arises from the application of model order reduction within a
simulation tool on a standard desktop computer.
Another important observation is that the application of model order reduction typically
requires solving a sequence of shifted linear systems corresponding to the high-dimensional
full-order model problem. Since the three-dimensional Maxwell’s equations lead to a linear
dynamical system of high dimension, the increasing memory requirement limits the employ-
ment of a direct solver from this point of view. Hence, the application of an efficient iterative
solution technique, e.g. iterative Krylov subspace methods [104], becomes indispensable in
order to limit the increasing memory requirement and computational costs.
In the following, we will briefly review the current state of the art of the application of
moment matching methods in model order reduction of linear dynamical systems. Thereafter,
we discuss the main contribution of the thesis at hand for the application of moment matching
methods in the field of computational electromagnetism. Finally, we outline the thesis with a
short description of each chapter.
1.1 The state of the art
Moment matching methods in model order reduction are based on the Pade´ approxima-
tion [11] of the transfer function. For a long time, the asymptotic waveform evaluation (AWE)
was referred to the method of choice for efficiently analysing electric circuits, see [95]. Due to
the numerical limitations of the AWE, Freund and Feldmann have shown that the Pade´ approx-
imation of the transfer function may be also computed by means of the (unsymmetric) Lanczos
method, see [41]. In addition, Freund introduced the structure-preserving reduced order in-
terconnect macromodeling (SPRIM) method for the application of moment matching methods
with a single expansion point to electric circuits, see [46]. The major advantage of the SPRIM
method consists of the preservation of the specific block-structure of the linear dynamical sys-
tem in the reduced order model. An overview about structure-preserving Arnoldi methods for
linear dynamical systems has been provided by Bai [8].
Moreover, an extensive discussion on the application of moment matching methods to
Maxwell’s equations in model order reduction has been given recently in [114]. In this con-
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text, the two-step Lanczos method fromWittig et al. [128] has been applied to linear dynamical
systems of first-order Maxwell’s equations.
Nevertheless, the limitations of moment matching methods with a single expansion point
in model order reduction are apparent from the fact that an accurate reduced order model pri-
marily occurs in the vicinity of the given expansion point s0 ∈ C. Therefore, an extension to
moment matching methods with multiple expansion points on the basis of a rational Arnoldi-
type method has been introduced [74, 90]. Since moment matching methods do not offer an
a-priori error estimation for the accuracy of the reduced order model, we will introduce an effi-
cient and suitable greedy-type technique for the adaptive selection of a nested set of expansion
points.
Typically, the literature features two common approaches for the computation of a sequence
of expansion points. On the one hand, Antoulas et al. [56] have introduced the computation
of a set of expansion points in order to obtain a quasi-optimal reduced order model with re-
spect to the H2-norm. For example, the iterative rational Krylov algorithm (IRKA) refers to as
a tangential interpolation method fulfilling the first-order necessary conditions of optimal H2
model order reduction. On the other hand, an adaptive greedy-type expansion point selection
strategy allows for the matching of higher-order derivatives of the transfer function at a given
set of expansion points, see [19,40,70,113]. Nevertheless, each adaptive expansion point selec-
tion for moment matching methods requires the employment of a heuristic error estimation,
e.g. based on a sequence of reduced order models, see [55].
The application of iterative Krylov subspace methods for the solution to a sparse and high-
dimensional linear system has been widely discussed in the literature, see [104]. Since the ap-
plication of model order reduction requires solving a sequence of shifted linear systems with
several right hand sides, recycling Krylov subspace methods are typically the preferred ap-
proach, see [2, 18, 91]. The improvement of the convergence behaviour of a recycling Krylov
subspace method is mainly achieved by the incorporation of a recycling subspace during the
iterative solution to each linear system.
The appropriate application of an iterative Krylov subspace method mainly depends on
the application of a reliable preconditioning technique. For example, Hiptmair has given an
approach for the application of a geometric multigrid method in [61], while Beck proposed an
algebraic multigrid approach on the basis of splitting the degrees of freedomwith respect to the
potential and edge element space, respectively, see [15]. For Helmholtz-type model problems,
which are closely related to second-order Maxwell’s equations, Erlangga et al. have given a
preconditioning technique by means of a complex-shifted mass matrix, see [38]. Another pre-
conditioning technique for Helmholtz equations with a moving PML boundary condition was
introduced by Engquist et al. [36]. The latter technique allows for a straightforward extension
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to the time-harmonic second-order Maxwell’s equations, see [118].
1.2 The main contribution of the thesis
The content of the thesis mainly consists of the research work summarised in [19] and [18].
This thesis will give a comprehensive discussion on the key ingredients of the different as-
pects of moment matching methods in model order reduction of the first- and second-order
Maxwell’s equations.
In [19], structure-preserving rational Arnoldi-type methods for moment matching based
model order reduction of the Maxwell’s equations have been discussed. Thereby, we have
shown that the specific block-structure of Maxwell’s equations allows for an extension of the
SPRIM algorithm developed by Freund to a given set of expansion points based on the rational
Arnoldi method. Structure-preservingmodel order reduction techniques feature the advantage
of an increasing accuracy in the reduced order model. The extension of the SPRIM algorithm
to Maxwell’s equations is justified by the fact that linear dynamical systems corresponding to
electric circuits maintain a comparable block-structure.
Moreover, we will introduce a novel adaptive greedy-type expansion point selection strat-
egy, which we refer to as the AORA-RK method, based on the output moment error of the
adaptive-order rational Arnoldi (AORA) method and the rational Krylov residual, see [19].
The advantage of the AORA-RK method is that we compute a sequence of expansion points
by means of an adequate approximation of an upper bound of the output moment error. Apart
from that the output moment error will be employed for the computation of the Galerkin pro-
jection in order to adaptively determine the dimensions of the different input Krylov subspaces
for a given size of the reduced order model, see [74]. The computation of the subsequent ex-
pansion point does not require solving a shifted linear system of high dimension but only a
matrix-vector multiplication with the corresponding matrix pencil.
As we have already mentioned in the motivation of the thesis, several applications need an
efficient offline-phase for the computation of a reduced order model with moment matching
methods, see [18]. Since a Greedy-type expansion point selection strategy requires the sub-
sequent calls of a rational Arnoldi-type method with a sequence of expansion points Si+1 =
Si ∪ {si+1}, si+1 ∈ C, (i = 1, . . . , l − 1), a modification of the rational Arnoldi method as well
as the adaptive-order rational Arnoldi method will be introduced in order to avoid recomput-
ing the sequence of Krylov subspaces associated with previous expansion points. In this way,
the number of solving a shifted linear system corresponding to the previous expansion points
significantly decreases as compared to explicitly computing each Krylov subspace in each sub-
sequent call.
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Finally, we will give an extension of the LU decomposition for solving a shifted linear sys-
tem with the help of an algebraic two-level method (ATLM), see [19]. The algebraic two-level
method allows for solving a shifted linear system of Maxwell’s equations by exploiting the
specific block-structure of the electric and magnetic field strength. The major advantage of the
ATLM stems from the fact that it mainly requires solving a linear system with the correspond-
ing Schur complement. Since the Schur complement refers to a discrete (complex) symmetric,
but highly indefinite second-order Maxwell’s equation, we will present an extension of the
recycling BiCG method from Ahuja et al. [2] to a recycling simplified quasi-minimal residual
(rSQMR) method, see [18]. The SQMR method has the advantage that it can make use of a
(complex) symmetric, but indefinite preconditioning technique for a (complex) symmetric, but
indefinite coefficient matrix, see [50]. Here, the rSQMR method leads to an efficient solution
technique for a sequence of high-dimensional linear systems obtained via the discretization of
the three-dimensional Maxwell’s equations.
The modified rational Arnoldi-type method together with the recycling SQMRmethod and
the algebraic two-level approach allows for an improving memory requirement in the offline-
stage of moment matching based model order reduction.
1.3 The outline of the thesis
The thesis at hand consists of seven different chapters. In Chapter 2, we will initially intro-
duce the framework of first- and second-order linear dynamical systems and review the basic
properties of a descriptor system, e.g. stability and passivity on the one hand and controlla-
bility and observability on the other hand. Apart from moment matching methods, we will
also give a short introduction on balanced truncation and proper orthogonal decomposition
for model order reduction of linear dynamical systems.
A physical interpretation of model problems in computational electromagnetism with re-
spect to Maxwell’s equations will be introduced in Chapter 3. Here, we will review the basic
principle of a spatial discretization of Maxwell’s equations on the basis of the finite integration
technique (FIT) and the finite element method (FEM) applied to the first- and second-order
formulation of Maxwell’s equations.
An extensive discussion on the application of structure-preservingmomentmatchingmeth-
ods to first- and second-order model problems of Maxwell’s equations is given in Chapter 4.
Thereby, we will introduce the AORA-RK method, which adaptively selects a set of expansion
points based on an upper bound of the output moment error. Furthermore, some results about
the explicit incorporation of the projection onto the subspace of discrete, divergence-free func-
tions during the application of model order reduction with moment matching methods will be
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summarised.
In Chapter 5, we will provide an extension of the adaptive-order rational Arnoldi method,
which can be used to raise the efficiency of the offline-stage in model order reduction. More-
over, we will review the common framework of (recycling) iterative Krylov subspace methods
for solving a sequence of shifted linear systems and we will extend the recycling BiCG method
to a recycling SQMR method. This can be used when dealing with the (complex) symmetric,
but indefinite structure of the second-order Maxwell’s equations. It is important to note that
solving a discrete first-order Maxwell’s equations by means of an algebraic two-level method
is essentially based on solving the linear system corresponding to the Schur complement. Since
the latter one represents a second-order Maxwell’s equation, the recycling SQMR method may
be also employed for first-order Maxwell’s equations by means of the ATLM.
An overview about the application of moment matching methods to a selection of model
problems of Maxwell’s equations in semiconductor structures will be given in Chapter 6. Here,
we will discuss the computational improvement during the offline-stage of model order reduc-
tion by the modified rational Arnoldi-type methods. Numerical experiments show the effec-
tiveness of the recycling SQMR method when being used to solve a sequence of shifted linear
systems of first- and second-order Maxwell’s equations.
Finally, we will summarise the results on moment matching methods in model order reduc-
tion of Maxwell’s equations in Chapter 7. An outlook will point out possible future directions
of the development of moment matching methods in model order reduction and will conclude
the thesis.
CHAPTER2
Framework for model order reduction
Numerical simulations of model problems arising from electric circuits, mechanical sys-
tems, or computational flow dynamics often require solving high-dimensional (non-) linear
dynamical systems, see [5]. For example, the increasing working frequency range in computa-
tional electromagnetism requires a small step size h > 0 for the discretization of the computa-
tional domain in order to maintain a reliable simulation of the model problem under consid-
eration, e.g. h ≃ λmax/10 with the maximum wavelength λmax. Since a numerical simulation
of the resulting (non-) linear dynamical system depends on the solution to high-dimensional
linear systems, the application of efficient solvers for linear systems is often limited in view of
the increasing memory requirement and computational effort.
Due to the significantly smaller dimension of the reduced order model in comparison with
the full-ordermodel problem, the application of model order reduction represents an appealing
approach for an efficient numerical simulation of a high-dimensional linear dynamical system.
The model order reduction methods under consideration should at least ensure the following
properties in order to provide a reliable application for the numerical simulation based on the
reduced order model.
• A-priori error estimation for the accuracy of the reduced order model.
• Structure preservation of the linear dynamical system in the reduced order model.
• Stability and passivity preservation in the reduced order model.
Typically, model problems based on Maxwell’s equations lead to linear dynamical systems.
The most popular methods for model order reduction of linear dynamical systems are moment
matching methods on the basis of Krylov subspaces on the one hand and balanced truncation
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on the other hand. In particular, the most important difference between moment matching
methods and balanced truncation follows from the fact that an a-priori error estimation for the
accuracy of the reduced order model is only available for balanced truncation. Nevertheless,
numerical experiments in Chapter 6 will show that moment matching methods still allow for
the computation of an appropriate reduced order model on the basis of a sensible greedy-type
expansion point selection, see Subsection 4.2.5.
The outline of the chapter is as follows: At first glance, we will recapitulate a common
framework of first- and second-order linear dynamical systems with the important interpreta-
tion of a linear dynamical system by means of the transfer function. Moreover, some essential
properties of descriptor systems, e.g. stability and passivity on the one hand and controllability
and observability on the other hand, are presented. In this context, various fundamental norms
in the frequency domain lead to a different interpretation of the error estimation in model or-
der reduction. Finally, we will give a short overview on the most popular methods in model
order reduction, i.e. balanced truncation, moment matching methods and proper orthogonal
decomposition, see [4].
2.1 Linear dynamical systems
Linear dynamical systems arise in several different applications, e.g. machine tool simu-
lations or electric circuits [39, 88], and represent the connection between different inputs and
outputs in view of the state variable of the dynamical system. The application of different
kinds of model order reduction techniques to linear dynamical systems has been extensively
discussed in recent years, see [4, 5, 8, 82]. Generally speaking, the computation of a reduced
order model consists of the identification of the most important parts of the state variable of
the high-dimensional linear dynamical system. In the following, we will give an overview on
the important components of the state variable for the most popular methods in model order
reduction, cf. Section 2.3.
The integral task of model order reduction is to preserve the input-output behaviour of the
linear dynamical system in the reduced order model. In this context, a reliable error estimation
represents an essential component for any application of model order reduction in order to en-
sure the achievement of a given accuracy. This paragraph will review a common framework
for first- and second-order linear dynamical systems, see [4,82]. Here, the linear dynamical sys-
tems being discussed do not include any variation of given material or geometric parameters,
see [29, 126].
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2.1.1 First-order linear dynamical systems
Let E ,A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n. A descriptor system represents a linear dynamical
system of the form
E x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (2.1.1)
where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rp refer to as the state variable, the input variable and
the output variable, see [28, 82, 113, 116]. Moreover, t ∈ [0, t∗], t∗ > 0, denotes an arbitrary point
of time of the time-interval of the linear dynamical system. The state variable features the
given initial value x(0) = x0 ∈ Rn. For a singular matrix E , the descriptor system is termed a
differential-algebraic equation. In the context of computational electromagnetism on the basis of
Maxwell’s equations, the matrix E is always regular.
The special case E = I ∈ Rn×n, where I denotes the n× n identity matrix, of the descriptor
system (2.1.1) leads to the standard state space system
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (2.1.2)
Consider the case where E is symmetric positive definite. The transformation of a descrip-
tor system into a standard state space system preserves the symmetric structure of the matrix
pencil λE − A, λ ∈ C, using the Cholesky factorization E = LLT [53], i.e.
˙¯x(t) = A¯x¯(t) + B¯u(t),
y(t) = C¯x¯(t),
where A¯ ≡ L−1AL−T, B¯ ≡ L−1B, and C¯ ≡ CL−T with the transformation of the state vari-
able x¯(t) ≡ LTx(t). Even if the computational effort for a Cholesky factorization of a (block-
)diagonal matrix is comparably cheap, model order reduction techniques are preferably ap-
plied to the descriptor system (2.1.1).
The main idea of model order reduction consists of computing a reduced order model
E˜ ˙˜x(t) = A˜x˜(t) + B˜u(t),
y˜(t) = C˜x˜(t), (2.1.3)
where E˜ , A˜ ∈ Rnd×nd , B˜ ∈ Rnd×m and C˜ ∈ Rp×nd with nd ≪ n. We refer to x˜(t) ∈ Rnd and
u(t) ∈ Rm as the state variable and input variable of the reduced order model, respectively.
Moreover, the output variable of the reduced order model is denoted by y˜(t) ∈ Rp in order
to emphasise that the input-output behaviour of the reduced order linear dynamical system
follows from the matrix quadruplet
Ä
E˜ , A˜, B˜, C˜
ä
, see [82].
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Assuming that the computation of the reduced order model consists of the application of
the Galerkin projection Π = VWT to the linear dynamical system (2.1.1). Then, the matrices of
the reduced order model are determined by applying transformation matrices V ∈ Rn×nd and
W ∈ Rn×nd of full-rank satisfyingWTV = I such that
E˜ =WTEV, A˜ =WTAV, B˜ =WTB and C˜ = CV. (2.1.4)
Reliable simulations of a linear dynamical system on the basis of the reduced order model
(2.1.3) require the preservation of the input-output behaviour of the full-order model problem.
In other words, model order reduction must ensure the relation
‖ y(t)− y˜(t) ‖ → min
with respect to an adequate norm, e.g. the H2- or H∞-norm, see [4]. The measurement of the
accuracy of the reduced order model for moment matching methods or balanced truncation
will be primarily carried out in view of the transfer function of the full-order and reduced
order linear dynamical system.
Definition 2.1.1 (Transfer function). The transfer function of a linear dynamical system (2.1.1) is
given by
H(s) = C (sE − A)−1 B, s ∈ C. (2.1.5)
Typically, the transfer function H(s) can be obtained from the Laplace transformation ap-
plied to the descriptor system (2.1.1), see [82].
For any given matrices (E ,A,B, C) of adequate dimensions satisfying (2.1.5), we denote the
stated quadruplet a realization of the linear dynamical system (2.1.1). If the dimension of the
quadruplet is as small as possible, the realization (E ,A,B, C) of the transfer function refers to
a minimal realization. Minimal realizations play a major role in the computation of a reduced
order model using balanced truncation, see [116].
In accordance with (2.1.5), we denote the transfer function of the reduced order model (2.1.3)
by
H˜(s) = C˜(sE˜ − A˜)−1B˜.
The reliability of the model order reduction technique can be expressed by means of an a-priori
error estimation of the form
‖H(s)− H˜(s) ‖ ≤ tol (2.1.6)
with respect to an adequate norm. Since an a-priori error estimation (2.1.6) is not yet avail-
able for moment matching methods, heuristic error estimations during the computation of a
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sequence of reduced order models have been employed in order to obtain a measure of the
accuracy of the reduced order model, see [54]. The development of an a-priori error estimation
still poses an open research problem in the field of moment matching methods in model order
reduction. In contrast to this, balanced truncation offers an a-priori error estimation allowing
for a direct connection to the dimension of the reduced order model, see [82].
Fundamental solution to linear dynamical systems
Throughout the section, thematrix pencil λE−A is assumed to be regular for at least one λ ∈
C, see [82]. The fundamental solution to a linear dynamical system is based on the canonical
Weierstrass form of a matrix pencil given by
E = S
Ñ
Inf 0
0 N
é
T and A = S
Ñ
J 0
0 In∞
é
T, (2.1.7)
where S and T are non-singular transformation matrices, J and N denote matrices in Jordan
canonical form, and Inf and In∞ refer to as identity matrices of dimension nf×nf and n∞×n∞
[82, 115]. The matrix N is nilpotent of order ν ≥ 0, i.e. Nν = 0, which defines the index of the
matrix pencil and descriptor system, respectively.
Since nf and n∞ denote the dimensions of the subspaces corresponding to the finite and
infinite eigenvalues of λE −A, the Weierstrass form (2.1.7) represents a spectral decomposition
of the matrix pencil. More precisely, the left and right spectral projections1
Pl = S
Ñ
Inf 0
0 0
é
S−1 and Pr = T
Ñ
Inf 0
0 0
é
T−1
corresponding to the matrix pencil λE − A refer to the projections onto the finite eigenvalues,
see [82]. Similarly, the projections I − Pl and I − Pr denote the projections onto the infinite
eigenvalues.
Let z1(t) and z2(t) be the exact solutions to the slow and fast subsystem of the descrip-
tor system. Then, the transformation of the state variable Tx(t) ≡ [zT1 (t), zT2 (t)]T leads to the
fundamental solution of the linear dynamical system (2.1.1), see [82].
Lemma 2.1.2. Let the matrix pencil λE − A be regular, let the input u(t) be ν-times continuously
differentiable, and let the initial value x(0) = x0 be consistent. Then, the descriptor system (2.1.1) has a
unique, continuously differentiable solution
x(t) = F(t)Ex0 +
∫ t
0
F(t− τ)Bu(τ) dτ +
ν−1∑
k=0
F−k−1B∂
ku
∂tk
,
1Let V be a vector space. A projection P : V → V is an idempotent linear transformation, i.e. P 2 = P .
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where
F(t) = T−1

etJ 0
0 0

S−1 (2.1.8)
denotes the fundamental solution of the descriptor system. The coefficients Fk (k ∈ Z) are obtained
via the Laurent series expansion of (λE − A)−1.
The result of Lemma 2.1.2 indicates that the fundamental solution of a descriptor system
mainly depends on the Jordan matrix J corresponding to the finite eigenvalues of the matrix
pencil λE − A. This observation features a key ingredient of the framework of balanced trun-
cation based model order reduction.
Since the explicit computation of the Weierstrass form (2.1.7) is highly ill-conditioned, i.e.
small perturbations in the realization of (E ,A,B, C) will have a large impact on the canonical
form, it will only be employed for theoretical considerations but not for actual computations,
see [82, 116].
2.1.2 Second-order linear dynamical systems
LetM,D,K ∈ Rn×n, B∗ ∈ Rn×m and C∗ ∈ Rp×n. A second-order linear dynamical system is of
the form
Mx¨(t) + Dx˙(t) + Kx(t) = B∗u(t),
y(t) = C∗x(t),
(2.1.9)
where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rp denote the state variable, the input variable and the
output variable, respectively. Similar to first-order linear dynamical systems, it holds t ∈ [0, t∗],
t∗ > 0, for a given time-interval. The (second-order) transfer function of the linear dynamical
system (2.1.9) is given by
H(s) = C∗
Ä
s2M + sD +K
ä−1 B∗ with s ∈ C. (2.1.10)
Similar to first-order linear dynamical systems, the reduced order model arises out of the trans-
formation matrices V ∈ Rn×nd andW ∈ Rn×nd of full-rank withWTV = I , i.e.
M˜ ¨˜x(t) + D˜ ˙˜x(t) + K˜x˜(t) = B˜∗u(t),
y˜(t) = C˜∗x˜(t),
where M˜, D˜, K˜ ∈ Rnd×nd , B˜∗ ∈ Rnd×m and C˜∗ ∈ Rp×nd with nd ≪ n. More precisely, each
matrix of the reduced order model follows from
M˜ =WTMV, D˜ =WTDV, K˜ =WTKV, B˜∗ =WTB∗ and C˜∗ = C∗V
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such that the computation of the reduced order model is obtained via the application of the
Galerkin projection Π = VWT to the second-order linear dynamical system (2.1.9). Finally, we
refer to
H˜(s) = C˜∗(s2M˜ + sD˜ + K˜)−1B˜∗ with s ∈ C
as the corresponding (second-order) transfer function of the reduced order model.
The development of different kinds of model order reduction methods has been initially
carried out for first-order linear dynamical systems. A common approach for second-order
linear dynamical systems is the linearization of the descriptor system (2.1.9). Defining the state
variable z(t) = (xT(t), x˙T(t))T, a second-order dynamical systemmay be transformed to a first-
order descriptor system in two different ways, see [113]. On the one hand, a linearization offers
the form
E =
Ñ
I 0
0 M
é
, A =
Ñ
0 I
−K −D
é
, B =
Ñ
0
B∗
é
, C =
(
0 C∗
)
, (2.1.11)
while on the other hand
E =
Ñ
D M
I 0
é
, A =
Ñ
−K 0
0 I
é
, B =
Ñ
B∗
0
é
, C =
(
C∗ 0
)
. (2.1.12)
In view of the special block-structure of each linearization (2.1.11) and (2.1.12), existing ap-
proaches for moment matching methods and balanced truncation discuss the computation of a
structure-preserving reduced order model, see [8, 97]. Since a linearization doubles the dimen-
sion of the corresponding state variable z(t) ∈ R2n, the computation of a reduced order model
is highly recommended by means of the second-order linear dynamical system (2.1.9). Both
linearizations will be only employed for theoretical considerations in the following.
2.2 Characteristics of linear dynamical systems
The application of model order reduction to linear dynamical systems given in the first-
and second-order formulation requires the preservation of important properties like stability
and passivity. In this paragraph, we will also review a characterization of the linear dynam-
ical system in view of controllability and observability allowing for the identification of state
components which are difficult to reach and to observe. Finally, we will give an overview on
different norms for the error estimation (2.1.6) in model order reduction.
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2.2.1 Stability and passivity
A descriptor system (2.1.1) is called stable if all solutions x(t) ∈ Rn to the initial value prob-
lem
E x˙(t) = Ax(t) (2.2.1)
are bounded for every feasible initial value condition x(0) = x0. Furthermore, a descriptor
system is called asymptotically stable if limt→∞ x(t) = 0 holds for all solutions x(t) to the initial
value problem (2.2.1) with an appropriate initial value x0 ∈ Rn, see [82]. From the literature
[28, 82, 116], the following necessary and sufficient conditions for a descriptor system (2.1.1)
being asymptotically stable are known.
Theorem 2.2.1 ([82, Theorem 3.2.6]). Let a descriptor system (2.1.1) with a regular matrix pencil
λE − A be given. Then, the following statements are equivalent:
• The descriptor system (2.1.1) is asymptotically stable.
• All finite eigenvalues of the matrix pencil λE − A lie in the open left half of the complex plane.
• The projected generalized continuous-time Lyapunov equation
ETXA+ATXE = −PTr QPr, X = PTl XPl
has a unique hermitian, positive semidefinite solution X for every hermitian, positive definite
matrix Q.
Since the linearization of a second-order model problem (2.1.9) results in a first-order de-
scriptor system of the form (2.1.11) or (2.1.12), the previous remarks about stability remain valid
for the second-order eigenvalue problem
(λ2M + λD +K)x = 0, λ ∈ C, for all x ∈ Rn\{0}.
In general, the application of model order reduction does not guarantee that the reduced order
model remains stable. Therefore, the additional application of Krylov subspace methods, e.g.
the Arnoldi method or the Lanczos method, becomes indispensable for the extraction of the
unstable part, see [107]. An extensive analysis on the stability of descriptor systems has been
given in [116].
Apart from the conservation of the stability in the reduced order model, another impor-
tant task is the preservation of the passivity of the linear dynamical system, see [79, 113].
Let L2([0, t],R
m) denote the space of all square integrable and Lebesgue measurable functions
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u : [0, t] → Rm, see [4]. For the same number of inputs and outputs of the linear dynamical
system (2.1.1), a descriptor system is called passive if
∫ t∗
0
u(t)Ty(t) dt ≥ 0
holds for all t∗ ∈ R+ and all u(t) ∈ L2([0, t∗],Rm) consistent with x(0) = 0, see [99]. The
definition states that a dynamical system can not produce more energy than it gains from the
input. A characterization of passive systems can be obtained via the positive realness of the
transfer function.
Definition 2.2.2 (Positive realness). A square transfer function H(s) ∈ Cp×m with p = m is called
positive real if
• H(s) is analytic in C+,
• H(s¯) = H(s) for all s ∈ C,
• H(s) +H(s)∗ ≥ 0 for all s ∈ C+.
The previous definition leads to an important equivalence for the passivity of a descriptor
system: A descriptor system (2.1.1) is passive if and only if the corresponding transfer function
H(s) is positive real, see [3].
2.2.2 Controllability and observability
For the computation of a reduced order model, the principal idea of balanced truncation
is based on the analysis of the state components in view of controllability and observability,
see [28, 82, 116]. In comparison to standard state space systems, a common terminology for
controllability and observability does not exist for descriptor systems [116].
A standard state space system (2.1.2) is called controllable if any given initial state x(0) = x0
and an arbitrary point of time tc ∈ [0, t∗] with x(tc) = xc ensure the existence of a piecewise
continuous input u(t) such that the solution to the linear dynamical system implies x(tc) = xc,
see [132].
For descriptor systems, different kinds of characterizations for controllability are given in
[116]. In general, a descriptor system (2.1.1) is called completely controllable if
rank [ αE − βA, B ] = n for all (α, β) ∈ C2\{(0, 0)}.
There exist several different necessary and sufficient conditions for a descriptor systems
being completely controllable. Here, we will only summarize a choice selection of [116].
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Theorem 2.2.3 ([116, Theorem 3.24]). The following statements are equivalent.
• The triplet (E ,A,B) is completely controllable.
• The relation rank[ λE − A, B ] = n holds for all λ ∈ C and rank[ E , B ] = n.
• rank[ B1, JB1, . . . , Jnf−1B1 ] = nf and rank[ B2, NB2, . . . , Nν−1B2 ] = n∞, where
B = [BT1 ,BT2 ]T, B1 ∈ Rnf and B2 ∈ Rn∞ , are transformed according to the canonical Weierstrass
form (2.1.7).
Furthermore, the standard state space system (2.1.2) is called observable if for any point of
time to ∈ [0, t∗] the initial state x(0) = x0 and the input variable u(t) allows for the computation
of the state variable x(to) = xto directly from the output variable y(t), see [132].
Since observability refers to the dual concept of controllability, a descriptor system is termed
completely observable, if
rank
î
αET − βAT, CT
ó
= n for all (α, β) ∈ C2\{(0, 0)},
see [116]. Again, we review different equivalent conditions for a descriptor system being com-
pletely observable, see [116].
Theorem 2.2.4 ([116, Theorem 3.27]). The following statements are equivalent.
• The triplet (E ,A, C) is completely observable.
• The relation rank[ λE∗ −A∗, C∗ ] = n holds for all λ ∈ C and rank[ E∗, C∗ ] = n.
• rank[ C∗1 , J∗C∗1 , . . . , (Jnf−1)∗C∗1 ] = nf and rank[ C∗2 , N∗C∗2 , . . . , (Nν−1)∗C∗2 ] = n∞, where
C = [C1, C2], C1 ∈ Rnf and C2 ∈ Rn∞ , are transformed according to the canonical Weierstrass
form (2.1.7).
The controllability and observability of dynamical systems may be also characterized with
the help of the proper Gramians, see [82, 116]. For example, the proper controllability and ob-
servability Gramians P andQ corresponding to first-order descriptor systems (2.1.1) are defined
by
P =
∫ ∞
0
F(t)BBTF(t)T dt and Q =
∫ ∞
0
F(t)TCTCF(t) dt,
where F(t) refers to as the fundamental solution (2.1.8). The controllability and observability
Gramians may be obtained via the solutions to the generalized Lyapunov equations
EPAT + APET = −PlBBTPTl , P = PrPPTr , (2.2.2)
ETQA + ATQE = −PTr CTCPr, Q = PTl QPl. (2.2.3)
We leave out the introduction of the improper Gramians, since they become only important when
the matrix E ∈ Rn×n is singular, see [116].
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2.2.3 Norms in the frequency domain
The framework of model order reduction for linear dynamical systems requires the intro-
duction of an adequate norm in order to determine an appropriate (a-priori) error estimation
(2.1.6) for the accuracy of the reduced order model.
As a first step, we will briefly review the Hardy spaces, which are often associated as fre-
quency domain spaces and have been previously studied in [4, 7, 33, 68, 132]. Unless otherwise
stated, the dimensions of the state variable x(t) ∈ Rn, input variable u(t) ∈ Rm and output
variable y(t) ∈ Rp are in no way related to the symbols used in this section.
We denote the p-norm (p ∈ N) of a vector x = (x1, . . . , xn) ∈ Cn by
‖x ‖p =


(
∑n
i=1|xi |p)1/p , 1 ≤ p <∞
maxi=1,...,n|xi |, p =∞
and the p-norm of an arbitrary function u : I → Rn, I = [a, b], by
‖u ‖p =


Ñ ∫
t∈I
‖u(t) ‖pp dt
é1/p
, 1 ≤ p <∞
ess sup
t∈I
‖u(t) ‖p, p =∞
.
Hence, the space of Lebesgue measurable n-dimensional functions is referred to as
[Lp(I)]n = {u : I → Rn, ‖u ‖p <∞} .
The definition of the [Lp(I)]n spaces may be also extended to the frequency domain. Let F :
C→ Cr×m be a function, which does not have any singularities on the imaginary axis, but does
not need to be analytic in the left or right half of the complex plane, see [4]. If σmax(F (ıω)),
ω ∈ R, denotes the largest singular value of the complexmatrix-valued function F : C→ Cr×m,
the frequency domain Lp-norm is given by
‖F ‖Lp =


Ñ
sup
ω∈R
∞∫
−∞
‖F (ıω) ‖pp dω
é1/p
, 1 ≤ p <∞
sup
ω∈R
σmax(F (ıω)), p =∞
.
Similar to the space of Lebesgue measurable n-dimensional functions [Lp(I)]n, the correspond-
ing frequency domain space follows from
Lp(ıR) =
¶
F : C→ Cr×m : ‖F ‖Lp <∞
©
.
The special case of a matrix-valued function F : C → Cr×m which is analytic in the right
half of the complex plane leads to the definition of the Hardy space
Hp ≡ Hr×mp =
¶
F : C→ Cr×m : ‖F ‖Hp <∞
©
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with the corresponding norm
‖F ‖Hp =


Ñ
sup
z∈C+
∞∫
−∞
‖F (z) ‖pp dy
é1/p
, 1 ≤ p <∞
sup
z∈C+
‖F (z) ‖p, p =∞
.
More precisely, H∞ denotes the space of all proper rational transfer functions which are
analytic in the right half of the complex plane, see [82]. The definition of the H∞-norm of the
transfer functionH(s) ∈ H∞ is given by
‖H(s) ‖H∞ = sup
u 6=0
‖Hu ‖[L2(ıR)]p
‖u ‖[L2(ıR)]m
= sup
ω∈R
‖H(ıω) ‖2. (2.2.4)
For this reason, the application of Parseval’s identity [7] to relation (2.2.4) leads to ‖H(s) ‖H∞ =
supu 6=0‖ y ‖[L2(R)]p/‖u ‖[L2(R)]m , see [82]. In other words, the H∞-norm of a transfer function
H(s) provides a relation between the output and the input energy of the descriptor system.
2.3 Survey on suitable methods for model order reduction
This section provides a survey on the most important methods in model order reduction of
linear dynamical systems. For example, the Gramian-based balanced truncationmethod allows
for a precise energy interpretation for the computation of a reduced order model. Moreover,
moment matching methods are essentially based on appropriate Krylov subspaces for a given
set of expansion points. Finally, the proper orthogonal decomposition employs a principal
component analysis for a given set of snapshots in order to characterize the impact of each
snapshot for the computation of the reduced order model. The literature comprises several
references to different methods and applications in model order reduction, see [4, 5, 8, 60, 82]
and the references therein.
2.3.1 Balanced truncation
Balanced truncation based model order reduction represents a fundamental technique for
model order reduction incorporating the controllability and observability Gramians P and Q
of a linear dynamical system, see [28, 43, 82, 116]. During a period of several decades, a ma-
jor drawback of balanced truncation was often associated with the requirement of solving the
high-dimensional generalized Lyapunov equations (2.2.2) and (2.2.3).
An important progress in solving large-scale Lyapunov equations has been achieved by the
low-rank alternating direct implicit (LR-ADI) method [76, 94]. The main idea of the LR-ADI
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method consists of the computation of a low-rank factor for each Gramian within a prescribed
accuracy, i.e. P ≈ LpLTp and Q ≈ RpRTp , see [17, 76]. An important requirement for a reliable
convergence behaviour of the LR-ADI method depends on the choice of suitable shift param-
eters. If the matrix A is symmetric, positive definite, the shift parameters are obtained via the
ADI min-max problem, see [121, 122]. For solving the ADI min-max problem, the heuristic
approach given by Penzl is often considered as a favourable approach, see [94].
In comparison with other methods, e.g. the generalized Schur-Hammarling method, the
LR-ADImethod has been proven its effectiveness for different applications, see [106,116]. Since
each iteration step of the LR-ADI method requires solving a sequence of high-dimensional,
shifted linear system of the form (τiE − A)x = f , τi ∈ C, (i = 1, . . . , k) the application of iter-
ative Krylov subspace methods for solving large-scale Lyapunov equations has been studied
recently, see [37, 69, 110].
However, the key ingredient of balanced truncation based model order reduction arises
from the identification of state components which are difficult to reach and to observe at the
same time. A balanced realization of the descriptor system (2.1.1), i.e.
P = ETQE =

Σ 0
0 0

 ,
allows for the truncation of state components with a small impact on the behaviour of the linear
dynamical system based on the singular value decomposition
LTp ERp = U

Σ1 0
0 Σ2

V T.
Here, U and V are orthonormal matrices consisting of the left- and right singular vectors as
columns, whileΣ1 andΣ2 contain the Hankel singular values of the descriptor system, see [82].
For the negligibly small Hankel singular values Σ2 = diag(σlf+1, . . . , σnf ), the a-priori error
estimation for model order reduction with respect to the H∞-norm is given by
‖H(s)− H˜(s) ‖H∞ ≤ 2
Ä
σlf+1 + . . .+ σnf
ä
.
Whenever the dimension of the reduced order model remains large in contrast to the num-
ber of columns of the low-rank factor, an adaptation of the accuracy during the LR-ADImethod
becomes indispensable.
The previous framework for first-order descriptor systems has been also discussed for
second-order linear dynamical systems, see [97]. An extension of balanced truncation allow-
ing for the preservation of the passivity in the reduced order model has been given in [98].
Moreover, the application of balanced truncation based model order reduction to unstable dy-
namical systems was discussed recently in [20].
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2.3.2 Moment matching methods
Apart from balanced truncation based methods, model order reduction techniques on the
basis of Krylov subspace methods represent another appealing approach for the computation
of reduced order models [4, 8, 45]. Since the main part of the thesis at hand deals with the
application of moment matching methods to Maxwell’s equations, a comprehensive overview
will be given in Chapter 4.
Moment matching methods are based on the Taylor expansion of the transfer function at
different expansion points, where the systems moments of each Taylor expansion refer to a
suitable Krylov subspace. Generally speaking, the application of multiple expansion points
requires the incorporation of rational Arnoldi- and Lanczos-type methods, see [101]. In this
context, rational Krylov subspace methods have been developed in order to adaptively select
the number of system moments on the basis of an output moment error [72, 74].
For moment matching methods in model order reduction, an adaptive expansion point
selection has been carried out in view of optimal H2 model order reduction [56] and a greedy-
type expansion point selection on the basis of the multiple expansion of the transfer func-
tion [19, 40, 71, 113]. Apart from the appropriate expansion point selection, a major drawback
of moment matching methods is still the lack of an a-priori error estimation for model order
reduction. A heuristic error estimation on the basis of a sequence of reduced order models has
been introduced by Grimme et al. in [54].
2.3.3 Proper orthogonal decomposition
The application of model order reduction based on the proper orthogonal decomposition (POD)
has been mainly developed with the help of the principal component analysis (PCA), see [67].
For a given set of observations, the PCA employs an orthogonal transformation for the extrac-
tion of the linearly uncorrelated principal components, see [92]. In the sense of signal process-
ing, the PCA is sometimes associated with the Karhunen-Loe`ve decomposition.
In view of model order reduction with the POD, the set of observations refers to a collection
of snapshots
xi ≡ xi(ti) ∈ Rn for all i = 1, . . . ,m,
where ti ∈ R is an arbitrary point in the time interval of the descriptor system (2.1.1), see [4,63].
The so-called snapshot matrix collects the set of snapshots such that
X = [x1, . . . , xm] ∈ Rn×m.
The basic principle of the proper orthogonal decomposition consists of choosing the most
relevant snapshots by projecting the snapshot matrix X ∈ Rn×m onto a d-dimensional sub-
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space [120]. An adequate d-dimensional subspace Ud = [u1, . . . , ud] is obtained by means of the
optimization problem
max
u1,...,ud ∈ Rn
d∑
i=1
m∑
j=1
|xTj ui |2 subject to UTd Ud = I. (2.3.1)
It has been shown in [120] that the solution to the optimization problem (2.3.1) can be reformu-
lated as symmetric eigenvalue problem
XXTui = λiui, λi ∈ R, (2.3.2)
using the largest d eigenvalues and their associated eigenvectors. This leads to the singular
value decomposition of the snapshot matrix
X =
min{m,n}∑
i=1
σiuiv
T
i , (2.3.3)
where ui ∈ Rn and vi ∈ Rm denote the left and right singular vectors with the singular values
σ1 ≥ . . . ≥ σmin{m,n}, see [53].
Let Ud = [u1, . . . , ud] denote the d-dimensional subspace corresponding to the singular val-
ues σ1 ≥ . . . ≥ σd > 0. The application of the full-rank reduction V = Ud andW = Ud leads to
the reduced order model (2.1.4) with the well-known error estimation
‖X −Xd ‖2F =
min{m,n}∑
i=d+1
σ2i
where Xd refers to the truncated singular value decomposition (2.3.3) with the singular values
σ1 ≥ . . . ≥ σd > 0 and ‖ · ‖F denotes the Frobenius norm.
The POD has been primarily applied to non-linear dynamical systems, e.g. aerodynamic
applications, see [60,127]. In this context, previous results have indicated the usage of an aver-
aged covariance matrix instead of employing the snapshot matrix X ∈ Rn×m, see [67].
A possible extension of the POD yields the important class of reduced basis methods, see [100].
Here, the snapshots corresponding to the subspace Ud ∈ Rn×d are collected with a greedy-type
sampling strategy in view of an adequate a posteriori error estimation. The advantage of the
reduced basis methods is that the computation of the reduced order model is decomposed in
offline-online stages. However, the evaluations of the posteriori error estimations are typically
expensive, due to repeatedly solving high-dimensional eigenvalue problems. Therefore, the
computational costs during the offline stage of the reduced basis methods may be quite expen-
sive for a specific class of practical applications, e.g. the application of model order reduction
within a toolbox on a standard desktop computer. An overview on the application of the re-
duced basis methods to parametric linear dynamical systems in semiconductor structures has
been given recently in [58].

CHAPTER3
Spatial discretization of Maxwell’s equations
This chapter will briefly review the discretization of the Maxwell’s equations with the finite
integration technique (FIT) and the finite element method (FEM) leading to first- and second-
order linear dynamical systems (2.1.1) and (2.1.9). In doing so, we define the state variable of
a first-order linear dynamical system of Maxwell’s equations by x(t) = [E(t)T,H(t)T]T, where
E(t) and H(t) denote the electric and magnetic field strength, respectively. As we shall see
later, the discretization of Faraday’s and Ampe`re’s law yields a linear dynamical system of the
form Ñ
Mǫ 0
0 Mµ
é
x˙(t) =
Ñ
−Mσ CH
−CE 0
é
x(t) + Bu(t),
y(t) = Cx(t),
(3.0.1)
whereCE andCH denote the discrete curl operators of the electric andmagnetic field strength, re-
spectively. Due to the large nullspace of the curl-operator, CE and CH are positive semidefinite.
The symmetric, positive (semi-) definite mass matricesMǫ,Mµ andMσ refer to the material pa-
rameters ǫ, µ > 0 and σ ≥ 0, which are diagonal for the FIT, while they are block-tridiagonal
for the FEM.
Gauss’s law for electric and magnetic fields leads to the discrete divergence operators DE and
DH corresponding to the divergence conditions DE (MǫE) = 0 and DH (MµH) = 0. In addi-
tion, the discrete divergence operators lead to the well-known left and right nullspace proper-
ties, i.e.
DECH = 0, DHCE = 0, CHD
T
H = 0 and CED
T
E = 0. (3.0.2)
The FIT and the FEM already implies CE = C
T
H offering a J-symmetric property of the ma-
trix pencil λE − A corresponding to the linear dynamical system (3.0.1), i.e. (λE − A)TJ =
23
24
J(λE − A) with a non-singular J ∈ Cn×n. In Section 5.3, we will introduce a structure-
preserving recycling Krylov subspace solver – the recycling SQMR method – based on the
J-symmetric property of the matrix pencil.
Model order reduction of Maxwell’s equations will be primarily applied to the discrete
formulation of Faraday’s and Ampe`re’s law. Typically, the appropriate application of the dis-
crete divergence conditions is achieved by the explicit projection onto the subspace of discrete,
divergence-free functions, see [19].
A discretization of the second-order formulation of Maxwell’s equations obtained via the
first-order Maxwell’s equations eliminating either the electric or magnetic field strength leads
to the second-order descriptor system. The choice of the field strength of interest usually de-
pends on the analysis of the model problem, e.g. employing the electric field strength E(t)
focus on the second-order linear dynamical system
MǫE¨(t) + MσE˙(t) + KµE(t) = B∗u(t),
y(t) = C∗E(t).
(3.0.3)
where the symmetric positive semi-definitematrixKµ refers to the discretization of the curl-curl
operator involving the inverse magnetic permeability 1/µ > 0. By comparison with the first-
order linear dynamical system (3.0.1), Mǫ and Mσ refer to as the symmetric, positive (semi-)
definite mass matrices corresponding to ǫ > 0 and σ ≥ 0.
Remember that the FIT leads to diagonal mass matricesMǫ,Mµ andMσ, where each entry
corresponds to an average value related to thematerial parameters ǫ, µ and σ in each grid point.
For this reason, the FIT allows for a cheap construction of Kµ ≡ CHM−1µ CE by means of the
first-order linear dynamical system (3.0.1). Instead, the FEM employs a Galerkin approach with
a suitable finite element space to the weak formulation of the first- or second-order Maxwell’s
equations in order to obtain the corresponding linear dynamical system. By comparison with
the FIT, an explicit construction ofKµ by means of the first-order linear dynamical system does
not exist because the mass matrices are block-tridiagonal.
We will leave out an explicit description of the construction of the control input matrix
B ∈ Rn×m and the control output matrix C ∈ Rn×p, respectively. For example, a proper in-
corporation of the control input and control output matrix on the basis of the FIT for model
problems appearing in the context of semiconductor structures has been given in [88].
This chapter firstly recapitulates the physical interpretation of Maxwell’s equations. For
the FIT, Maxwell’s grid equations allow for the formulation of Maxwell’s equations on the
discretization of the computational domain. The discretization error of the FIT follows from
the approximation of the material parameters with respect to the underlying grid. In contrast,
the FEM requires the introduction of an adequate functional space and a weak formulation of
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the first- and second-order formulation of Maxwell’s equations. Typically, an adequate ansatz
space in computational electromagnetism is based on the Ne´de´lec element, see [89].
3.1 Physical interpretation of Maxwell’s equations
Electromagnetic fields are essentially governed by Maxwell’s equations, which have been
discovered by the Scottish mathematician and physicist James Clerk Maxwell in 1862. The
Maxwell’s equations establish a connection between the interaction of time-varying electric
and magnetic fields. The presentation will primarily follow the introduction to classical elec-
tromagnetism by Zaglmayr [131].
The formulation of Maxwell’s equations requires the introduction of the following space-
and time-dependent vector fields:
• Electric field strength: E ≡ E(x, t) [V/m],
• Magnetic field strength: H ≡H(x, t) [A/m],
• Electric flux density: D ≡D(x, t) [As/m2],
• Magnetic flux density: B ≡ B(x, t) [V s/m2],
where the units voltage (V ), ampere (A), seconds (s) and meters (m) have been used, see [25].
Moreover, the unit siemens (S) is constituted by S ≡ A/V . Additionally, we make use of the
electric charge density ρ ≡ ρ(x, t) [As/m3] and the electric current density j ≡ j(x, t) [A/m2]. The
current density is usually written as j = jC + ji, where jC and ji denote the conduction current
density and the impressed current density, respectively, see [131].
Let V ⊂ R3 and A ⊂ V denote an arbitrary volume and a corresponding surface of the vol-
ume, where the boundary of the volume and the surface are given by ∂V and ∂A, respectively.
For an arbitrary vector field F : Rn → Rn, we state the well-known Gauss’ and Stokes’ integral
laws, i.e. ∫
V
divF dx =
∫
∂V
F · ~n dA and
∫
A
curlF · ~n dA =
∫
∂A
F · ~τ ds,
where ~n and ~τ refer to as the outer unit normal vector of V and the unit tangential vector
of A. In the following, we will briefly review the physical interpretation of the integral and
differential formulation of Faraday’s and Ampe`re’s law on the one hand and Gauss’ and Stokes’
law on the other hand, see [131].
1. Faraday’s law refers to the time-dependent change of themagnetic flux densityB through
a surface A such that ∫
∂A
E · ~τ ds = −
∫
A
∂B
∂t
· ~n dA. (3.1.1)
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Here, the application of Stokes’ integral law leads to the differential form
∂B
∂t
= − curlE. (3.1.2)
2. Ampe`re’s law provides a measure of the magnetic field on the boundary of an arbitrary
surface ∂A ⊂ A caused by the changing electric flux densityD through the surface, i.e.
∫
∂A
H · ~τ ds =
∫
A
∂D
∂t
· ~n dA−
∫
A
j · ~n dA. (3.1.3)
Again, Stokes’ theorem yields the differential form
∂D
∂t
= curlH − j. (3.1.4)
3. Gauss’s law for electric fields indicates that the electric flux densityD through a surface
A ⊂ V coincides with the electric charge density inside the volume, i.e.
∫
∂V
D · ~n dA =
∫
V
ρ dx. (3.1.5)
Here, Gauss’ integral law allows for the differential form
divD = ρ. (3.1.6)
4. Gauss’s law for magnetic fields implies that the magnetic flux density B through the
surface of a volume equals zero since magnetic field lines are solenoidal and closed, i.e.
∫
∂V
B · ~n dA = 0. (3.1.7)
Again, Gauss’ integral law leads to the differential form
divB = 0. (3.1.8)
The connection between the electric and magnetic field strength E andH and the electric
and magnetic flux densityD and B arises out of the constitutive laws. Therefore, we introduce
the following material parameters:
• Electric permittivity ǫ [As/V m],
• Magnetic permeability µ [V s/Am],
• Electric conductivity σ [S/m].
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The material parameters reduce to scalar values for isotropic media, while in case of linear
materials, they are independent of the electromagnetic field, see [131]. More importantly, the
material parameters ǫ, µ and σ lead to the formulation of the constitutive laws, i.e.
D = ǫE, B = µH and jC = σE. (3.1.9)
For first-order model problems ofMaxwell’s equations, we typically incorporate the electric
and magnetic field strengthE andH . Hence, the differential forms of Faraday’s and Ampe`re’s
law (3.1.2) and (3.1.4) lead to the first-order formulation of Maxwell’s equations
∂(ǫE)
∂t = −σE + ∇×H,
∂(µH)
∂t = −∇×E,
(3.1.10)
where the constitutive laws (3.1.9) have been employed. For simplicity, we have assumed that
the impressed current density ji equals zero, which yields the simplified divergence conditions
from Gauss’ law for electric and magnetic fields
∇ · (ǫE) = 0 and ∇ · (µH) = 0.
The first-order Maxwell equations (3.1.10) immediately allow for a second-order formula-
tion of Maxwell’s equations on the basis of the electric field strength E ≡ E(x, t) such that
∂2 (ǫE)
∂t2
= −∂ (σE)
∂t
−∇×
Å
1
µ
∇×E
ã
. (3.1.11)
Additionally, the simplified divergence condition follows from div (ǫE) = 0.
As seen in the first-order formulation, a discretization of the second-order Maxwell’s equa-
tions (3.1.11) offers the structure of a second-order descriptor system (3.0.3). Again, the in-
corporation of the discrete divergence condition follows from the application of the projection
onto the subspace of discrete, divergence-free functions, see [19].
The definition of appropriate model problems of Maxwell’s equations requires the incorpo-
ration of Dirichlet- and Neumann-type boundary conditions, see [131].
1. Perfect electric conductors (PEC). Assuming that the electric conductivity behaves sim-
ilarly to σ → ∞ for highly conducting materials. Then, Ohm’s law jC = σE already
implies that E → 0 in order to ensure that the conduction current density jC remains
bounded. Hence, the Dirichlet-type boundary conditions are given by
E × ~n = 0 on ΓPEC. (3.1.12)
2. Perfect magnetic conductors (PMC). Employing the assumption µ → ∞ for a perfect
magnetic conductor, a similar argument to the PEC boundary condition leads to the
Neumann-type boundary condition for Maxwell’s equations, i.e.
H × ~n = 0 on ΓPMC. (3.1.13)
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3.2 The finite integration technique
The finite integration technique (FIT) represents an efficient technique for the discretization
of the (time-harmonic) first- and second-order Maxwell’s equations (3.1.10) and (3.1.11). It has
been initially developed by Weiland in 1977, see [124]. This paragraph summarises the key
ingredients of the FIT, see [16, 114, 125].
Assuming that the computational domain Ω = [x1, x1] × [y0, y1] × [z0, z1] ⊂ R3 has been
discretized using the grid
G = {(x0 + ihx, y0 + jhy, z0 + khz) ∈ Ω :
i = 0, . . . , nx − 1, j = 0, . . . , ny − 1, k = 0, . . . , nz − 1},
where hx = (x1 − x0)/(nx − 1), hy = (y1 − y0)/(ny − 1) and hz = (z1 − z0)/(nz − 1). Following
a lexicographical ordering of the grid points, the n-th grid point may be accessed by
n = 1 + (i− 1)mx + (j − 1)my + (k − 1)mz,
where mx = 1,my = nx and mz = nxny, see [16]. Moreover, the corresponding dual grid G˜
consists of the grid points (x˜0 + ihx, y˜0 + jhy, z˜0 + khz), where x˜0 = x0 + hx/2, y˜0 = y0 + hy/2
and z˜0 = z0 + hz/2. An illustration of the grid doublet {G, G˜} is given in Figure 3.1.
b
b
Grid G
Dual grid G˜
Figure 3.1: FIT: Staggered grid.
The principal idea of the grid doublet is given by the discretization of the pair (E,B) on the
grid G and consequently (H,D) on the dual grid G˜. In this way, the discrete set of Maxwell’s
grid equations are obtained representing the structure of the grid with respect to the orientation
at hand. Here, we only briefly review the discretization of the pair (E,B).
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Let us define the electrical grid voltage along an edge L{x,y,z}(n) and the magnetic grid flux
through a face A{x,y,z}(n) by
ae {x,y,z}(n) ≡
∫
L{x,y,z}(n)
E · ~τ ds and ab {x,y,z}(n) ≡
∫
A{x,y,z}(n)
B · ~n dA.
Hence, the integral form of Faraday’s law (3.1.1) corresponding to an arbitrary grid face
Az(n) follows from
ae x(n)− ae x(n+my)− ae y(n) + ae y(n+mx) = − ∂
∂t
a
b z(n). (3.2.1)
An interpretation of the discrete formulation of Faraday’s law (3.2.1) involving the orientation
of the electrical grid voltage and the magnetic grid flux is given by Figure 3.2.
b
a
e y(n)
a
e x(n)
a
e y(n+mx)
a
e x(n+my)
a
b z(n)
Figure 3.2: FIT: Electrical grid voltage and magnetic grid flux.
Since magnetic fields are solenoidal, cf. (3.1.7), the magnetic flux through an arbitrary vol-
ume V immediately yields Gauss’s law for magnetic fields in integral form
− ab x(n) + ab x(n+mx)− ab y(n) + ab y(n+my)− ab z(n) + ab z(n+mz) = 0.
Following the lexicographical ordering of the grid points, a collection of the electrical grid
voltage ae {x,y,z}(n) and the magnetic grid flux
a
b {x,y,z}(n) in each coordinate direction allows
for a linear system of equations corresponding to Faraday’s law and Gauss’s law for magnetic
fields, i.e.
C ae = − ∂
∂t
a
b and D
a
b = 0. (3.2.2)
On the dual grid G˜ the magnetic grid voltage ah{x,y,z}(n), the electrical grid flux
a
d{x,y,z}(n)
and the electrical current density
a
j
{x,y,z}(n) are defined in a similar way. In doing so, the
integral formulations of Ampe`re’s law (3.1.3) and Gauss’s law for electric fields (3.1.5) lead to
the linear systems on the dual grid, i.e.
C˜
a
h =
∂
∂t
a
d +
a
j and D˜
a
d = 0. (3.2.3)
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For simplicity, we have assumed that the electric charge density equals zero.
Since the linear systems (3.2.2) and (3.2.3) are obtained via the topology of the grid doublet,
Maxwell’s grid equations do not involve a discretization error. The discretization error arises
from the appropriate incorporation of the constitutive laws (3.1.9) leading to the diagonal mass
matricesMǫ,Mµ andMσ. In the following, we will omit the index set {x, y, z} of the grid fluxes
and grid voltages whenever an arbitrary coordinate direction may be applied. Then, each entry
of the diagonal permittivity matrixMǫ ∈ R3n#×3n# is constituted by∫
A˜(n)
D · ~n dA
∫
L(n)
E · ~τ ds
=
ǫ¯(n)
∫
A˜(n)
dA
∫
L(n)
ds
+O
Ä
hk+1
ä
≈ ǫ¯(n)| A˜(n) ||L(n) |
where |L(n) | and | A˜(n) | denote the length of an edge and the area of a face, respectively,
see [16]. Furthermore, ǫ¯(n) =
∫
A˜(n) ǫ(n) dA/
∫
A˜(n) dA refers to as the mean value of the electric
permittivity of the four neighbouring volumes of the n-th grid point. These results are spread
in a similar way to the mass matrices Mσ ∈ R3n#×3n# and Mµ ∈ R3n#×3n# using the aver-
aged electric conductivity σ¯(n) =
∫
A˜(n) σ(n) dA/
∫
A˜(n) dA and the averaged inverse magnetic
permeability µ¯−1(n) =
∫
L˜(n) (1/µ(n)) ds/
∫
L˜(n) ds.
For the second-order formulation of Maxwell’s equations (3.0.3), the mass matricesMǫ and
Mσ on the one hand and Kµ ≡ C˜Mµ−1C = CTMµ−1C on the other hand are needed. Since
C refers to a sparse matrix and Mµ−1 to a diagonal matrix, the computational effort for the
matrix-matrix multiplication is rather inexpensive. In contrast to the FEM, the FIT allows for
the discretization of a second-order model problem of the Maxwell’s equations by means of the
corresponding first-order formulation.
The special correspondence between the grid G and the dual grid G˜ already impliesC = C˜T.
Moreover, the discrete operators feature the advantage that the construction of the discrete di-
vergence operatorsD and D˜ depends on the same block matrices as the discrete curl operators
C and C˜, see [16]. The algebraic nullspace properties of the curl-operator (3.0.2) remain valid,
whenever the boundary conditions are not applied to the discrete operators.
The incorporation of the PEC boundary conditionE× ~n = 0 requires the elimination of the
corresponding degrees of freedom by cancelling out the associated rows and columns of the
discrete curl and divergence operators, respectively, see [16].
3.3 The finite element method
An initial approach to the basic principle of the finite element method (FEM) has been intro-
duced by R. L. Courant in 1941, see [93]. Up to the present day, the FEM has been widely anal-
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ysed and successfully employed to a large variety of applications, see [7, 22, 23]. Since the ap-
plication of the FEM in computational electromagnetism was discussed recently, see [62,85,96],
the description of the finite element method summarises results given by Zaglmayr [131].
Throughout the thesis, the discretization of the different model problems of Maxwell’s equa-
tions by means of the FEM has been achieved with FEniCS, see [78].
In the following, we restrict the discussion to the discretization of the time-harmonic second-
order Maxwell’s equations
−ω2 (ǫE) + ıω (σE) + ∇×
Ä
1
µ (∇×E)
ä
= 0, (3.3.1)
where ω = 2πf and f ∈ [fmin, fmax]. In this way, we obtain a time-independent formulation
of the FEM leading to a simplification of the notation. It is important to note that the explicit
construction of the second-order linear dynamical system (3.0.3) by means of the discretized
first-order formulation does not exist.
The principal idea of the FEMmakes use of a triangulation Ωh of the computational domain
Ω ⊂ R3. Let Ti ∈ Ωh denote an arbitrary element of the triangulation and T oi ≡ Ti\∂Ti the
interior domain of the element. Throughout the section, the triangulation of the computational
domain is assumed to be regular, i.e. Ω¯ =
⋃ Ti, where T oi ∩T oj = ∅ holds for all i 6= j and Ti∩Tj ,
i 6= j, represents either an empty set, or a vertex, or an edge, or a face, see [23].
Since the FEM requires aweak formulation of the second-orderMaxwell’s equations (3.1.11),
we initially review two common functional spaces, see [131].
Definition 3.3.1 ([131, Definition 3.2]). Let (u,v)0 =
∫
Ω u · v dx denote a scalar product with
u,v ∈ [L2(Ω)]3, where Ω ⊂ R3 refers to as a Lipschitz domain.
• H1(Ω) :=
¶
u ∈ L2(Ω) : ∇u ∈ [L2(Ω)]3
©
with the scalar product
(u, v)H1 := (∇u,∇v)0 + (u, v)0.
• H(curl,Ω) :=
¶
u ∈ [L2(Ω)]3 : ∇× u ∈ [L2(Ω)]3
©
with the scalar product
(u,v)H(curl) := (∇× u,∇× v)0 + (u,v)0.
The corresponding induced norms are denoted by ‖ · ‖H1 and ‖ · ‖H(curl).
The appropriate treatment of the boundary of the computational domain requires the defi-
nition of the trace of a function. Generally speaking, the trace of a function refers to as the value
of the function on the boundary ∂Ω of the computational domain Ω ⊂ R3. For example, the
tangential trace of an arbitrary function u ∈ [C∞(Ω¯)]3 is defined by
trT (u)(x) = (u(x)× ~n)× ~n for all x ∈ ∂Ω,
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see [131]. In this way, the explicit incorporation of the PEC boundary condition E × ~n = 0 in
the H(curl,Ω) space can be directly realised using the space
H0(curl,Ω) = {u ∈ H(curl,Ω) : trT (u) ≡ 0} ⊂ H(curl,Ω).
The weak formulation of the time-harmonic second-order formulation of Maxwell’s equa-
tions follows from multiplying (3.3.1) with the test function ψ ∈ H(curl,Ω), see [62]. Applying
a well-known partial integration formula [131], the variational formulation is given by: Seek
E ∈ H0(curl,Ω) subject to
−ω2 (ǫE,ψ)0 + ıω (σE,ψ)0 +
Ä
1
µ (∇×E) ,∇×ψ
ä
0
= 0 for all ψ ∈ H0(curl,Ω).
The matrices of the second-order linear dynamical system (3.0.3) are obtained via the as-
sembly of each bilinear form by means of the Galerkin approach of the weak formulation. The
Galerkin approach is based on an appropriate finite dimensional subspace of the H0(curl,Ω)
space. A finite-dimensional subspace arises from the definition of the local basis functions cor-
responding to a finite element on a single element T ∈ Ωh, where a continuity argument allows
for the extension of the basis functions to the whole triangulation.
Hence, we initially review a definition of a finite element, which has been originally formu-
lated by Ciarlet.
Definition 3.3.2 ([23, Definition 3.1.1]). Let
• ΩT ⊆ Rn be a bounded and closed set with a non-empty interior and a piecewise smooth boundary,
(element domain)
• PT be a finite-dimensional space of functions on ΩT , (shape functions)
• NT = {N1, . . . , Nk} be a basis of the dual space P ′T . (nodal variables)
Then, the triplet (ΩT ,PT ,NT ) is referred to as finite element.
Typically, the nodal basis of a finite element will be employed, i.e. an arbitrary shape func-
tion φj ∈ PT implies Ni(φj) = δij for all Ni ∈ NT , where δij denotes the Kronecker symbol,
see [7]. The discretization of the electric field strength by means of the FEM makes use of an
approximation along the edges of the triangulation. Therefore, an appropriate ansatz space for
the finite element consists of the edge elements of a tetrahedron, see [131].
Definition 3.3.3 ([131, Definition 4.11]). The lowest-order edge elements of a tetrahedron T ∈ Ωh are
obtained via the local space
N I0 (T ) =
¶
a+ b× x : a, b ∈ R3
©
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with the dimension dim(N I0 (T )) = 6. Furthermore, the corresponding degrees of freedom follow from
the tangential components of each edge Eα ∈ ET , i.e.
NN0α : v 7−→
∫
Eα
v · ~τ dx for all α = 1, . . . , | ET |,
where | ET | refers to as the number of edges of a tetrahedron.
Let λi ≡ λi(x) denote the barycentric coordinates corresponding to the vertices of the tri-
angulation. Then, the nodal basis functions of the local space N I0 (T ) are given by the shape
functions φN0α = ∇λα1λα2 − λα1∇λα2 , where Eα = [Vα1 , Vα2 ] ∈ ET , Vα1 , Vα2 ∈ V (α1, α2 > 0),
refers to as an arbitrary edge of the triangulation, see [131].
IfE =
∑E#
i=1Eiφ
N0
i denotes the expansion of the electric field strength corresponding to the
number of edges of the triangulation E# > 0, the assembly of the matrix Kµ follows from the
corresponding bilinear form, i.e.
Å
1
µ
(∇×E) ,∇×ψ
ã
0
=
∑
T ∈Ωh
∫
T
1
µ
Ñ
E#∑
i=1
Ei
Ä
∇× φN0i
äé
· (∇×ψ) dx, (3.3.2)
where ψ ∈ Vh,0 represents an arbitrary test function of the global finite element space
Vh,0 =
¶
v ∈ H0(curl,Ω) : v|T ∈ N I0 (T ) ∀ T ∈ Ωh
©
.
The global finite element space Vh,0 ⊂ H0(curl,Ω) already ensures the continuity across inter-
face elements. For efficiently computing (3.3.2), a transformation of each tetrahedron T ∈ Ωh
to a common reference tetrahedron is employed, see [131].
While the matrices of the curl-operator as well as the curl-curl operator in the FIT represent
the structure of the grid topology, the FEM requires the evaluation of the curl-operator with
respect to a set of basis functions on a tetrahedron involving the impact on the neighbouring
tetrahedrons of the triangulation. For this reason, the assembly of the bilinear forms (ǫE,ψ)0
and (σE,ψ)0 typically lead to block-tridiagonal mass matrices.
In [62], Hiptmair has given an approach for the construction of the discrete divergence
operator leading to the left and right nullspace of the discretized curl-curl operator.

CHAPTER4
Moment matching based model order reduction for Maxwell’s
equations
Over the last decades, efficient and reliable methods for solving high-dimensional sparse
linear systems of the form Ax = b, where A ∈ Cn×n, x ∈ Cn and b ∈ Cn, have been developed
on the basis of Krylov subspace methods, see [104]. In principle, these methods are based on
computing an approximate solution to the linear system by means of the Krylov subspace
Kk(A, r0) = span
¶
r0, Ar0, . . . , A
k−1r0
©
,
where r0 = b − Ax0 and x0 ∈ C, see [104]. Here, k > 0 denotes the number of iteration steps
of the Krylov subspace method. We will provide an overview on Krylov subspace methods for
solving sparse linear systems in Chapter 5. Another important field of application of Krylov
subspace methods is solving generalized eigenvalue problems Ax = λEx, x 6= 0, with E ∈
C
n×n, A ∈ Cn×n and λ ∈ C, see [123].
Apart from sparse linear systems and generalized eigenvalue problems, Krylov subspace
methods have also been applied in model order reduction of linear dynamical systems, see [4,
8,9,45,51]. The model order reduction technique known as moment matching method requires
the computation of a sequence of Krylov subspaces using rational Arnoldi- or Lanczos-type
methods based on a set of expansion points [52,74,102,103]. In the following, we will primarily
restrict the discussion to rational Arnoldi-type methods.
In comparison to other model order reduction methods, a major drawback of moment
matching methods arises from the missing a-priori error estimation for the accuracy of the
reduced order model. The computation of a reliable set of expansion points has often been
considered as another disadvantage. Nevertheless, accurate and reliable reduced order mod-
els may be obtained via rational Arnoldi-type methods with a Greedy-type expansion point
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selection strategy, see [19, 70, 113].
For simplicity, we will only consider single-input, single-output linear dynamical systems,
i.e. p = 1 and m = 1. Further details on moment matching based model order reduction of
multiple-input, multiple-output linear dynamical systems have been given in [65, 113].
The outline of the chapter is as follows: At first, we will review the principal idea of mo-
ment matching methods on the basis of the Pade´ approximation. Thereafter, an overview on
structure- and passivity-preserving Arnoldi-type moment matching methods is given. In this
context, we apply the SPRIM algorithm, which has been initially introduced by Freund for RCL
circuits [46], to linear dynamical systems of the first-order Maxwell’s equations.
Since the application of moment matching methods with a single expansion point is rather
limited for practical applications, we will recapitulate moment matching methods with multi-
ple expansion points using rational Arnoldi-type methods. Here, the adaptive-order, rational
Arnoldi (AORA) method represents the method of choice for the adaptive computation of each
dimension of the different Krylov subspaces leading to the Galerkin projection Π = V V T,
see [74].
Due to the missing a-priori error estimation, a commonway for moment matching methods
is the computation of a sequence of reduced order models from nested sets of expansion points
Si+1 = Si ∪ {si+1}, si+1 ∈ C, (i = 0, . . . , l − 1). In this context, we will introduce a suitable
adaptive expansion point selection – the AORA-RK method – on the basis of an upper bound
of the output moment error, see [19].
In Section 4.3, moment matching methods are applied to second-order linear dynamical
systems of Maxwell’s equations (3.0.3). The key ingredient for second-order descriptor systems
follows from the efficient computation of a structure-preserving reduced order model using a
second-order rational Arnoldi-type method, see [9]. Here, a specific framework for the second-
order linear dynamical system is required in order to properly benefit from the application of
the modified Gram-Schmidt procedure, see [14, 107].
In the context of the Maxwell’s equations, we will also present some results for the explicit
incorporation of the discrete, divergence conditions during the computation of reduced order
models with moment matching methods. Thereby, we will show that under certain conditions
the system moments of the expansion of the transfer function are already divergence-free, see
[19].
4.1 Moment matching with Arnoldi-type methods
The Arnoldi method has been initially introduced byW. E. Arnoldi in 1951 and provides an
efficient way for the computation of an orthonormal basis of the Krylov subspace Kk(A, b), see
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[6]. Although the first popular results for moment matching methods were based on Lanczos-
type methods, e.g. the PVL method [41], Arnoldi-type methods for model order reduction
have become of great importance due to the introduction of the SPRIM algorithm at the latest,
see [45].
4.1.1 The Arnoldi method
The application of k ∈ N iteration steps of the Arnoldi method to A ∈ Cn×n and b ∈ Cn
leads to the computation of an orthonormal basis Vk ∈ Cn×k of the Krylov subspace Kk(A, b),
see [104]. More precisely, the algorithm offers the decomposition AVk+1 = HkVk, where
Hk ∈ C(k+1)×k and Vk ∈ Cn×k denote an upper Hessenberg matrix and an orthonormal matrix,
respectively, cf. Algorithm 1. The initial vector of the Krylov subspace will be usually cho-
sen as v1 = b/‖ b ‖2. An Arnoldi method with implicit restarts has been previously discussed
in [75, 87].
Algorithm 1 The Arnoldi method [104]
Input: Matrix A ∈ Cn×n; initial vector v1 ∈ Cn with ‖ v1 ‖2 = 1; number of iteration steps
k ∈ N.
Output: AVk+1 = HkVk with an orthonormal matrix Vk ∈ Cn×k and an upper Hessenberg
matrix Hk ∈ C(k+1)×k.
1: Initialize V1 = [v1].
2: for j = 1, . . . , k do
3: for i = 1, . . . , j do
4: hij = v
T
i Avj
5: end for
6: wj = Avj −∑ji=1 hijvi %Modified Gram-Schmidt procedure
7: hj+1,j = ‖wj ‖2
8: if hj+1,j 6= 0 then
9: vj+1 = wj/hj+1,j
10: Vj+1 = [Vj , vj+1]
11: end if
12: end for
In contrast to the Arnoldi method, the unsymmetric Lanczos method computes two biorthog-
onal matrices Vk ∈ Cn×k and Wk ∈ Cn×k satisfying WTk Vk = I such that WTk+1AVk = T k
where T k ∈ C(k+1)×k denotes a tridiagonal matrix [104]. Moreover, the (unsymmetric) Lanczos
method offers the advantage computing the biorthogonal vector sequence Vk and Wk using a
three-term recurrence. Although Lanczos-type methods have been also employed for moment
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matching based model order reduction, see [4, 72], the contribution of the thesis at hand pri-
marily deals with Arnoldi-type methods. In the following, we simply recall some well-known
differences of Lanczos-type methods in model order reduction.
4.1.2 The Pade´ approximation for moment matching
The first results on model order reduction with moment matching methods have been de-
veloped on the basis of the Pade´ approximation of the transfer function, see [41]. For p, q ∈ N, the
rational representation
Hp,q(s0 + σ) = bpσ
p + . . .+ b1σ + b0
aqσq + . . .+ a1σ + 1
represents a Pade´ approximation of the transfer functionH(s0+σ), where both Taylor series at
σ = 0 coincide, i.e. Hp,q(s0+σ) = H(s0+σ)+O(σp+q+1). Typically, the rational representation
of H(s0 + σ) holds a numerator and denominator of degree at most n − 1 and n leading to
p = q − 1.
Moreover, the coefficients of the q-th Pade´ approximantHq(s) ≡ Hq−1,q(s) are obtained via
the Taylor expansion of the transfer function at the expansion point s0 ∈ C, i.e.
H(s0 + σ) =
∞∑
j=0
mj(s0)σ
j with mj(s0) = C
î
−(s0E − A)−1E
ój
(s0E − A)−1B ∈ Cp×m.
In terms of the explicit computation of the moments mj ≡ mj(s0) (j = 0, 1, . . . , nr − 1), the
expansion of the transfer function leads to the moment matching property
H(j)(s0) = H˜(j)(s0) for all j = 0, 1, . . . , nr − 1, (4.1.1)
where H(j)(s0) refers to as the j-th derivative of the transfer function at the expansion point
s0 ∈ C. In other words, the momentsmj(s0) of the full-order model problem and the moments
of the reduced order linear dynamical system
m˜j ≡ m˜j(s0) = C˜
î
−(s0E˜ − A˜)−1E˜
ój
(s0E˜ − A˜)−1B˜ ∈ Cp×m
coincide up to a given order nr > 0 [41].
For example, the asymptotic waveform evaluation (AWE) algorithm introduced in [95] seeks
the reduced order model from the explicit computation of the momentsmj ∈ Cp×m following a
recursive formula. Since the explicit computation of themomentsmj ∈ Cp×m (j = 0, 1, . . . , nr−
1) represents a highly ill-conditioned problem, the application of the AWE algorithm is only
possible for small dimensions of the full-order linear dynamical system.
Indeed, Feldmann and Freund have shown in [41] that the Pade´ approximation of the trans-
fer function may be directly established from the (unsymmetric) Lanczos method based on the
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Pade´-via-Lanczos (PVL) method. In this way, the PVL method avoids the explicit computation
of the moments of the transfer function leading to a more reliable model order reduction tech-
nique.
An extension of the idea by Feldmann and Freund for Arnoldi-type methods follows from
the Taylor series of the transfer function at the expansion point s0 ∈ C, i.e.
H(s) =
∞∑
j=0
CX(j)(s0)(s− s0)j ≡
∞∑
j=0
Y (j)(s0)(s− s0)j ,
where X(j)(s0) =
[−(s0E − A)−1E]j (s0E − A)−1B and Y (j)(s0) = CX(j)(s0) denote the j-th
system moment and the j-th output moment, respectively, see [74]. The system momentsX(j)(s0)
(j = 0, 1, . . . , nr − 1) lead to the definition of the input Krylov subspace1
Knr
Ä
−(s0E − A)−1E , (s0E − A)−1B
ä
(4.1.2)
and the output Krylov subspace
Knr
Ä
−(s0E − A)−TET, (s0E − A)−TCT
ä
. (4.1.3)
As seen in Section 2.1, the reduced order model of the high-dimensional linear dynami-
cal system arises out of the application of the Petrov-Galerkin projection Π = VWT, where the
columns of the biorthonormal matrices V ∈ Cn×nr andW ∈ Cn×nr span the input and output
Krylov subspace (4.1.2) and (4.1.3), respectively. The state variable of the reduced order model
is referred to as x˜(t) ≡WTx(t) ∈ Cnr , see [4].
An important approximation result of momentmatchingmethods inmodel order reduction
is based on the number of matched moments in the reduced order model depending on the
choice of the Petrov-Galerkin projection. Remember that m > 0 and p > 0 denote the number
of inputs and outputs of the linear dynamical system (2.1.1), where we have assumed that
m = 1 and p = 1. The following approximation results for model order reduction with moment
matching methods have been shown in [55, 117].
Lemma 4.1.1 ([55, Lemma 3.2]). Let Knr(−(s0E − A)−1E , (s0E − A)−1B) ⊆ colspan(V ). The
application of the Galerkin projectionΠ = V V T to a linear dynamical system (2.1.1) leads to the moment
matching property
mj(s0) = m˜j(s0) for all j = 0, 1, . . . , nr − 1
in the reduced order model (2.1.3).
1Initially, the relation nd = nr remains valid. Later, we introduce some adaptations for the orthonormal matrix
V ∈ Cn×nr affecting the dimension of the reduced order model.
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A similar moment matching property will be achieved for the Galerkin projection Π =
WWT, where Knr(−(s0E − A)−TET, (s0E − A)−TCT) ⊆ colspan(W ), see [55, Lemma 3.3]. The
combination of both moment matching properties allows for the well-known approximation
property of a Petrov-Galerkin projection Π = VWT.
Theorem 4.1.2 ([55, Theorem 3.1]). Let Knr(−(s0E − A)−1E , (s0E − A)−1B) ⊆ colspan(V ) and
Knr(−(s0E − A)−TET, (s0E − A)−TCT) ⊆ colspan(W ). The application of the Galerkin projection
Π = VWT to a linear dynamical system (2.1.1) leads to the moment matching property
mj(s0) = m˜j(s0) for all j = 0, 1, . . . , 2nr − 2
in the reduced order model (2.1.3).
Numerical experiments have indicated that the one-sided Arnoldi method already allows
for the computation of an appropriate reduced order model, cf. Chapter 6. Hence, we will
mainly restrict the discussion to the application of the Galerkin projection Π = V V T or Π =
WWT in the following.
4.1.3 Moment matching methods with real-valued Galerkin projection
For linear dynamical systems (2.1.1) with a real-valued matrix quadruplet E ,A ∈ Rn×n,B ∈
R
n×m and C ∈ Rp×n, the application of moment matching methods in model order reduction
shall provide a real-valued reduced order model (2.1.3). A common approach for the computa-
tion of a real-valued Galerkin projection based on a complex-valued expansion point s0 ∈ C was
previously given in [45, 74].
Let the columns of the orthonormal matrix V ∈ Cn×nr span the input Krylov subspace
(4.1.2). Computing a QR decomposition [53] of the block matrix consisting of the real and imagi-
nary part of the orthonormal matrix V ∈ Cn×nr , it follows that
[
real(V ), imag(V )
]
=
[
QV,1, QV,2
] R
0

 = QV,1R, (4.1.4)
where QV,1 ∈ Rn×2nr and QV,2 ∈ Rn×(n−2nr) denote orthonormal matrices and R ∈ R2nr×2nr
represents an upper-triangular matrix of full rank. Due to the fact that
colspan
([
real(V ), imag(V )
])
⊆ colspan (QV,1)
holds, the employment of the real-valued Galerkin projection Π = QV,1Q
T
V,1 leads to the com-
putation of a reduced order model corresponding to the input Krylov subspace (4.1.2).
The application of the Galerkin projection resulting from the QR decomposition (4.1.4) en-
sures the Pade´ approximation of the transfer function at an expansion point s0 ∈ C and the
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corresponding complex conjugate expansion point s¯0 ∈ C, see [66]. A reduced order model of
dimension 2nr×2nr obtained via the real-valued Galerkin projection offers a notably increasing
accuracy as compared to the corresponding complex-valued reduced order models.
The computation of a real-valued Petrov-Galerkin projection Π = VWT requires a QR de-
composition of each matrix V ∈ Cn×nr and W ∈ Cn×nr such that colspan(V ) ⊆ colspan (QV,1)
and colspan(W ) ⊆ colspan (QW,1). In order to ensure the moment matching approximation
property of a two-sided Krylov subspace method, an explicit biorthogonalization of QV,1 ∈
R
n×2nr and QW,1 ∈ Rn×2nr becomes necessary.
An efficient implementation of the Arnoldi method depends on the subsequent applica-
tion of the modified Gram-Schmidt procedure to the real and imaginary part of each system
moment X(j)(s0) (j = 0, 1, . . . , nr − 1) separately, see [74].
4.1.4 Structure- and passivity-preserving moment matching methods
An important requirement for model order reduction is the computation of a structure-
preserving reduced order model whenever the linear dynamical system offers a special block-
structure. For example, in view of first-order descriptor systems of Maxwell’s equations (3.0.1),
the reduced order model shall preserve the block-structure of the electric and magnetic field
strength. A general framework of structure-preserving moment matching methods of first-
order descriptor systems has been discussed by Bai and Li [77].
Here, we review the SPRIM algorithm allowing for the computation of a structure-preser-
ving reduced order model for RCL circuits, see [46]. Moreover, we discuss the connection be-
tween RCL circuits and Maxwell’s equations and present a common application of the SPRIM
algorithm to first-order linear dynamical systems of the Maxwell’s equations.
A comparison between linear dynamical systems of an RCL circuit on the one hand and
Maxwell’s equations on the other hand shows that both applications lead to the same block-
structure, i.e.

E11 0
0 E22


Ñ
x˙1(t)
x˙2(t)
é
=

−A11 A12
−AT12 0


Ñ
x1(t)
x2(t)
é
+ Bu(t),
y(t) = C
Ñ
x1(t)
x2(t)
é
,
(4.1.5)
where x1(t) ∈ Rn1 and x2(t) ∈ Rn2 with n = n1 + n2 and n1, n2 > 0. Furthermore, it holds
E11 ∈ Rn1×n1 and E22 ∈ Rn2×n2 , while A11 ∈ Rn1×n1 and A12 ∈ Rn1×n2 .
A linear dynamical system of an RCL circuit features the descriptor system (4.1.5) with a
singular matrix E22, see [98]. The state variable x(t) =
î
xT1 (t), x
T
2 (t)
óT ∈ Rn consists of node
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potentials on the one hand and voltage and current sources on the other hand. More impor-
tantly, the relation B = CT holds, which does usually not appear for linear dynamical systems
of Maxwell’s equations in semiconductor structures.
The principal idea of the SPRIM algorithm for the computation of a structure-preserving
reduced order model is as follows: After the computation of an nr-dimensional orthonormal
vector sequence of the input Krylov subspace (4.1.2) with the help of the Arnoldi method, an
appropriate decomposition of the orthonormal matrix V ∈ Cn×nr follows from
V =

V1
V2

 ∈ Cn×nr , (4.1.6)
where V1 ∈ Cn1×nr and V2 ∈ Cn2×nr with n1 + n2 = n and n1, n2 > 0. Due to the fact that the
decomposition (4.1.6) does not necessarily result in a matrix pair V1 ∈ Cn1×nr and V2 ∈ Cn2×nr
each of full column rank, a QR decomposition to each matrix block V1 = Q1R1 and V2 = Q2R2
is required, where Q1 and Q2 are orthonormal matrices and R1 and R2 are upper-triangular
matrices. The Galerkin projection Π = V¯ V¯ T with
V¯ =

Q1 0
0 Q2

 ∈ Cn×2nr (4.1.7)
results in a structure-preserving reduced order model, where x˜1(t) ≡ QT1 x1(t) ∈ Cnr and x˜2(t) ≡
QT2 x2(t) ∈ Cnr denote the components of the state variable of the reduced order model. Due
to the fact that colspan(V ) ⊆ colspan(V¯ ) holds, the application of the Galerkin projection Π =
V¯ V¯ T ensures the projection onto the input Krylov subspace (4.1.2), see [46].
Finally, we give an overview on the SPRIM algorithm forMaxwell’s equations in Algorithm
2. The structure-preserving property of the SPRIM algorithm based on the orthonormal matrix
V¯ ∈ Cn×2nr doubles the number of matched moments in comparison to the application of the
orthonormal matrix V ∈ Cn×nr , see [46].
The SPRIM algorithm preserves the passivity in the reduced order model at least for the
special case B = CT. Since the passivity of a linear dynamical system is equivalent to the
positive realness of the corresponding transfer function [3], Freund has shown the following
necessary condition for a transfer function being positive-real, see [45].
Theorem 4.1.3 ([45, Theorem 13]). Let E ,A ∈ Rn×n and B ∈ Rn×m. Assume that
E = ET < 0 and A+AT 4 0
hold and that the matrix pencil λE − A is regular. Then, the transfer function H(s) = C(sE − A)−1B
is positive real.
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Algorithm 2 The SPRIM algorithm [46] for Maxwell’s equations
Input: Descriptor system (E ,A,B, C) of first-order Maxwell’s equations (3.0.1); number of iter-
ation steps of Arnoldi method nr > 0; arbitrary expansion point s0 ∈ C.
Output: Structure-preserving and real-valued reduced order model (E˜ , A˜, B˜, C˜) of dimension
nd = 4nr.
1: Apply nr > 0 iteration steps of the Arnoldi method with A ≡ −(s0E − A)−1E and b ≡
(s0E − A)−1B and denote the resulting matrix by V ∈ Cn×nr .
2: Decompose V = [V TE , V
T
H ]
T with VE ∈ CnE×nr and VH ∈ CnH×nr , n = nE + nH , in accor-
dance with the dimensions of the electric and magnetic field strength.
3: Compute a QR decomposition of each block VE and VH , i.e.
VE =
[
QE,1, QE,2
] RE,1
0

 = QE,1RE,1 and VH =
[
QH,1, QH,2
] RH,1
0

 = QH,1RH,1.
4: Define the orthonormal matrix
V¯ =

VE 0
0 VH

 ∈ Cn×2nr .
5: Compute the real-valued orthonormal matrix from the QR decomposition (4.1.4) and de-
termine the real-valued reduced order model from the corresponding Galerkin projection.
For model problems of Maxwell’s equations, the first two conditions of Theorem 4.1.3
remain valid for the reduced order model due to the application of the Galerkin projection
Π = V V T or Π = V¯ V¯ T, respectively. Hence, we only have to consider the regularity of the
reduced order matrix pencil λE˜ − A˜, λ ∈ C.
The matrix A corresponding to the first-order linear dynamical system of Maxwell’s equa-
tions (3.0.1) is singular due to the large nullspace of the curl-operator. Indeed, the employment
of the projection onto the space of the discrete, divergence-free functions leads to a regular ma-
trix A. In view of model order reduction, we only have to ensure that the discrete divergence
conditions are preserved for the electric and magnetic field components during the compu-
tation of a reduced order model. A divergence-free control input matrix B ∈ Rn×m and a
divergence-free control output matrix C ∈ Rp×n already ensure the preservation of the discrete
divergence conditions with respect to a structure-preserving reduced order model, see [19].
The reliable choice of a single expansion point represents a major disadvantage of the
SPRIM algorithm. If the choice of an expansion point is obtained from a set of discrete points
in the given frequency range, e.g. S ⊂ ı[fmin, fmax], an accurate reduced order model may be
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expected in the vicinity of the given expansion point, see [54]. For example, a natural way of
choosing a single expansion point would be the geometric mean of the frequency range under
consideration, see [26].
Since we mainly consider high-frequency model problems of Maxwell’s equations main-
taining a frequency range of several gigahertz, a reliable application ofmomentmatchingmeth-
ods with single expansion points seems only possible for a small class of model problems of
the Maxwell’s equations.
4.2 Moment matching with adaptive expansion point selection
The natural extension of moment matching methods with a single expansion point uses
the introduction of a set of expansion points, see [56, 74, 90]. Moment matching methods with
multiple expansion points require a reliable expansion point selection strategy in order to ben-
efit from the multiple expansion of the transfer function. Here, a distinction is usually made
between two different concepts of an adaptive expansion point selection. On the one hand, a
greedy-type expansion point selection strategy subsequently selects the different sets of expan-
sion points based on a heuristic error estimation [39,40,71], while on the other hand expansion
points may be chosen optimally in the sense of a given norm, e.g. the optimal H2 model order
reduction [56].
In the following, we will present a greedy-type expansion point selection strategy on the
basis of an approximation of the upper bound of the output moment error. Since moment
matching methods with multiple expansion points are primarily based on rational Krylov sub-
space methods, the advantage of the proposed strategy is the connection between the rational
Arnoldi-type method and a heuristic error estimation with respect to the output moment error,
see [19].
4.2.1 The adaptive-order rational Arnoldi method
Rational Arnoldi-type methods allow for the computation of a reduced order model for
a given set of expansion points Sl = {s1, . . . , sl}, si ∈ C, (i = 1, . . . , l). The advantage of
the adaptive-order rational Arnoldi (AORA) method follows from the adaptive selection of
the dimension of each Krylov subspace corresponding to the maximum output moment error,
see [74].
To begin with, the Taylor expansion of the transfer function H(s) at each expansion point
si ∈ Sl = {s1, . . . , sl} is constituted by
H(s) =
∞∑
j=0
CX(j)(si)(s− si)j ≡
∞∑
j=0
Y (j)(si)(s− si)j ,
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where
X(j)(si) =
î
−(siE − A)−1E
ój
(siE − A)−1B and Y (j)(si) = CX(j)(si) (4.2.1)
for all i = 1, . . . , l, see [74]. The state and output moments of the reduced order model are
denoted by
X˜(j)(si) =
î
−(siE˜ − A˜)−1E˜
ój
(siE˜ − A˜)−1B˜ and Y˜ (j)(si) = C˜X˜(j)(si), (4.2.2)
respectively. The expansion of the transfer function at each expansion point si ∈ Sl yields an
extension of the definition of the input Krylov subspace (4.1.2) such that
Kji(si) ≡ Kji(−(siE − A)−1E , (siE − A)−1B) for all i = 1, . . . , l. (4.2.3)
The Galerkin projection for the computation of the reduced order model is based on the
expansion points Sl ⊂ C using the subspace
Kj1,...,jl(Sl) = colspan
î
X(0)(s1), . . . , X
(j1−1)(s1), . . . , X
(0)(sl), . . . , X
(jl−1)(sl)
ó
, (4.2.4)
where j1, . . . , jl > 0 refer to the dimensions of each Krylov subspace (4.2.3). In view of the
number of iteration steps nr = j1 + . . . + jl of a rational Arnoldi-type method, an important
task affects the selection of each single dimension j1, . . . , jl > 0 corresponding to a given set of
expansion points.
The computation of an orthonormalmatrix V ∈ Cn×nr corresponding to the subspace (4.2.4)
could be achieved by subsequently applying the SPRIM algorithm to each expansion point
si ∈ Sl (i = 1, . . . , l) followed by a QR decomposition. Let
colspan
î
X(0)(si), . . . , X
(ji−1)(si)
ó
⊆ colspan
Ä
V (i)
ä
denote the orthonormal matrix obtained via the SPRIM algorithm applied to the expansion
point si ∈ C. In order to obtain an orthonormal matrix for the Galerkin projection, the relationÄ
V (i)
äT
V (j) = 0 must hold for all i, j = 1, . . . , l, i 6= j. For this reason, the Galerkin projection
may be characterized by
Π = QV,1Q
T
V,1, where
î
V (1), . . . , V (l)
ó
≡
[
QV,1 QV,2
] R
0

 = QV,1R.
Note that QV,1 ∈ Cn×nr and QV,2 ∈ Cn×(n−nr) refer to as orthonormal matrices with
colspan
î
V (1), . . . , V (l)
ó
⊆ colspan (QV,1) ,
while R ∈ Cnr×nr denotes an upper triangular matrix. Since the explicit orthonormalization
of the columns of each matrix block V (i) ∈ Cn×ji is rather inefficient for practical applications,
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rational Arnoldi-type methods already include the modified Gram-Schmidt procedure in each
iteration step, see [102].
The details of the computation of a reduced order model with the rational Arnoldi method for
Maxwell’s equations are summarised in Algorithm 3, see [74]. Previous results on a structure-
preserving Galerkin projection have also been taken into account for rational Arnoldi-type
methods, see [19]. Moreover, the application of the rational Arnoldi method in model order
reduction matches the system and the output moments of the full-order and reduced order
model (4.2.1) and (4.2.2) as follows:
X(j)(si) = V X˜
(j)(si) and Y
(j)(si) = Y˜
(j)(si), (4.2.5)
where i = 1, . . . , l and j = 0, . . . , ji − 1, cf. Theorem 1 in [74]. The moment matching prop-
erty (4.2.5) is a straightforward extension of Lemma 4.1.1 with respect to the expansion points
s1, . . . , sl ∈ C.
The adequate behaviour of the modified Gram-Schmidt procedure in the rational Arnoldi
method is implied by the following lemma given by Grimme et al. [52].
Lemma 4.2.1 ([52, Appendix, Lemma 1]). If s1 ∈ C and s2 ∈ C denote two different expansion
points, the relation
(A− s2E)−1E
î
(A− s1E)−1E
ój1−1
(A− s1E)−1B ∈
span
¶
(A− s2E)−1B
©
∪ Kj1
Ä
(A− s1E)−1E , (A− s1E)−1B
ä
holds for all j1 > 0.
Essentially, Lemma 4.2.1 stems from the relationship
(s2 − s1)(A− s2E)−1E(A− s1E)−1 = (A− s2E)−1 − (A− s1E)−1, (4.2.6)
which implies that the application of the matrix (A− s2E)−1E to an orthonormal vector of the
Krylov subspace Kj1(s1) contains a component of each Krylov subspace Kj1(s1) and K1(s2),
cf. (4.2.3), belonging to the expansion points s1 ∈ C and s2 ∈ C. The original formula-
tion of the rational Arnoldi method given by Ruhe [101] computes the initial residual of the
subsequent Krylov subspace via rk = −(si+1E − A)−1Evk−1, cf. line 7 in Algorithm 3. Al-
though this approach gives the impression to lead to a better numerical stability during nu-
merical experiments, the initialization of the subsequent Krylov subspace usually follows from
rk = (si+1E − A)−1B allowing for an analytical expression of the output moment error [74].
The major drawback of the rational Arnoldi method is that it requires to prescribe the ex-
pansion points and their corresponding dimensions ji > 0 of each Krylov subspace Kji(si)
(i = 1, . . . , l) in advance. Due to the fact that moment matching methods do not provide an
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Algorithm 3 The rational Arnoldi method [74] for Maxwell’s equations
Input: Descriptor system (E ,A,B, C) of first-order Maxwell’s equations (3.0.1); set of expan-
sion points Sl = {s1, . . . , sl} ⊂ Cwith corresponding dimensions j1, . . . , jl > 0.
Output: Structure-preserving and real-valued reduced order model (E˜ , A˜, B˜, C˜) of dimension
nd = 4nr.
1: r0 = (s1E − A)−1 B % Initialize first Krylov subspace
2: for i = 1, . . . , l do
3: for j = 1, . . . , ji do
4: k =
∑i−1
c=1 jc + j
5: vk = rk−1/‖ rk−1 ‖2 %New orthonormal vector
6: if j = ji and i ≤ l then
7: rk = (si+1E − A)−1 B % Initialize subsequent Krylov subspace
8: else
9: rk = − (siE − A)−1 Evk %New vector of Krylov subspace
10: end if
11: for t = 1, . . . , k do
12: rk = rk − (vTt rk)vt %Modified Gram-Schmidt procedure
13: end for
14: end for
15: end for
16: Application of the QR decompositions (4.1.4) and (4.1.7) to the orthonormal matrix V =
[v1, . . . , vnr ] ∈ Cn×nr leading to V¯ ∈ Rn×4nr .
17: Compute the reduced order model using the Galerkin projection Π = V¯ V¯ T.
a-priori error estimation, an extension of the rational Arnoldi method allows for the adaptive
computation of each dimension corresponding to the different Krylov subspaces.
Following the presentation of Lee et al. [74], we introduce the output moment error
Enr(s) = H(s)− H˜(s) ≡ Y (0)(s)− Y˜ (0)(s), (4.2.7)
where the reduced order transfer function is obtained via the Galerkin projection Π = V V T
after nr = j1+ . . .+ jl > 0 iteration steps of the rational Arnoldi method. In addition, Lee et al.
also refer to (4.2.7) as the transfer function error.
Assuming that the output moments Y (j)(si) and Y˜
(j)(si) match for all i = 1, . . . , l and
j = 0, 1, . . . , ji − 1, the output moment error may be written in the form
Enr(s) =
Ä
Y (ji)(si)− Y˜ (ji)(si)
ä
(s− si)ji +O
Ä
(s− si)ji+1
ä
.
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The main observation by Lee et al. [74] is that the ji-th output moment error of the expansion
point si ∈ Sl may be computed as a by-product of the rational Arnoldi method.
Theorem 4.2.2 ([74, Theorem 2]). Let the output moments Y (j)(si) and Y˜
(j)(si) coincide for all
i = 1, . . . , l and j = 0, 1, . . . , ji − 1. The computation of a reduced order model with the Galerkin
projection Π = V V T, where the columns of the orthonormal matrix V ∈ Cn×nr span the subspace
(4.2.4), leads to the ji-th output moment error of the expansion point si ∈ Sl = {s1, . . . , sl} satisfying
|E(ji)nr (si) | ≡ |Y (ji)(si)− Y˜ (ji)(si) | = | Chπ(si)r(q)(si) |, (4.2.8)
where hπ(si) =
∏
j‖ r(j−1)(si) ‖2. If the i-th expansion point has been selected in the j-th iteration
step of the rational Arnoldi method, then r(j)(si)/‖ r(j)(si) ‖2 denotes the j-th column vector of the
orthonormal matrix V ∈ Cn×nr . More precisely, it follows that r(j)(si) ≡ −(siE − A)−1Evj−1 and
r(j)(sk) ≡ r(j−1)(sk) for all k = 1, . . . , l with k 6= i.
Although the previous result has been initially developed for single-input, single-output
descriptor systems, the relation (4.2.8) remains valid for multiple-input, multiple-output linear
dynamical systems with respect to the Frobenius norm ‖ · ‖F , see [39].
Note that employing (4.2.8) as a measure to select the subsequent expansion point in a ra-
tional Arnoldi-type method avoids the a-priori knowledge of the dimensions j1, . . . , jl > 0
corresponding to each Krylov subspace Kji(si) (i = 1, . . . , l). By computing the output mo-
ment error in each iteration step, the subsequent orthonormal vector vq+1 ∈ V belongs to the
expansion point with the maximum output moment error
max
si∈Sl
|Y (jˆi)(si)− Yˆ (jˆi)(si) | = max
si∈Sl
| Chπ(si)r(q)(si) |.
In contrast to Algorithm 3, we simply require one iteration loop j = 1, . . . , nr for the given
number of iteration steps nr > 0, where each step starts computing the maximum output
moment error. Therefore, we require a residual vector for each expansion point, but not one
subsequently updated residual vector. After updating the sequence of residual vectors r(j)(s1),
. . ., r(j)(sl) according to Theorem 4.2.2, the application of the modified Gram-Schmidt proce-
dure to each residual vector leads to the computation of the orthonormal vector sequence V
corresponding to the subspace (4.2.4). The resulting algorithm is referred to as adaptive-order
rational Arnoldimethod [74].
Independent of the way selecting the different expansion points in each iteration step, a
variant of the rational Arnoldi method is equivalent to the rational Arnoldi method given in
Algorithm 3, as long as the dimensions of each Krylov subspace Kj1(s1), . . .Kjl(sl) coincide.
Corollary 4.2.3. Let s1, . . . , sl ∈ C denote a given set of expansion points. Moreover, assume that the
rational Arnoldi method, cf. Algorithm 3, employs j1, . . . , jl iteration steps for each expansion point si
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(i = 1, . . . , l) such that nr = j1 + . . . + jl. If a variant of the rational Arnoldi method employs an
expansion point selection criterion leading to the same dimensions j1, . . . , jl, it is equal to the rational
Arnoldi method.
Proof. Subsequently applying Lemma 4.2.1 to the already known orthonormal vector sequence
v1, . . . , vq ∈ V (q = 1, . . . , nr) of the rational Arnoldi and the variant of the rational Arnoldi
method leads to an orthonormal basis of the subspace (4.2.4). The assumption that the dimen-
sions j1, . . . , jl > 0 coincide in both methods leads to the statement of the Corollary.
As seen in the rational Arnoldi method, the Galerkin projection of every rational Arnoldi-
typemethod already ensures the preservation of the block-structure in the reduced ordermodel
of Maxwell’s equations, cf. line 16 in Algorithm 3.
In view of the output moment error, the AORA method represents the most natural choice
of a rational Arnoldi-type method with multiple expansion points for model order reduction
with moment matching methods. For rational Arnoldi-type methods the major problem that
still has to be discussed is the adequate choice of expansion points. Due to the lack of an a-
priori error bound for moment matchingmethods, a reliable heuristic error estimation becomes
indispensable.
4.2.2 Heuristic error estimation
The accuracy of the reduced order model of a first- or second-order linear dynamical system
is measured by the relative error
ǫrel(f) ≡ ‖H(ıω)− H˜(ıω) ‖‖H(ıω) ‖ ,
where ω = 2πf with f ∈ [fmin, fmax] and ı =
√−1. Here, we employ the absolute value | · |
for single-input, single-output (SISO) descriptor systems, while the relative error of multiple-
input, multiple-output linear dynamical systems makes use of the Frobenius norm ‖ · ‖F .
Independent of the given norm, the relative error ǫrel(f) is typically not available during
practical applications, because the computation of the transfer function H(s) becomes neces-
sary for several discrete points in the frequency range S ⊂ ı[fmin, fmax]. In this case, we would
require solving a sequence of high-dimensional shifted linear system
H(s) = C(sE − A)−1B, s ∈ S.
Since an important aim of the thesis at hand is to establish an efficient offline-phase in moment
matching methods, e.g. keeping the number of solving shifted linear systems as small as pos-
sible, the explicit computation of the transfer function corresponding to the full-order model
problem is rather infeasible.
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Nevertheless, a well-known approach for moment matching methods emerges from the
computation of a sequence of reduced order models within an iterative approach, see [54].
More precisely, the rationale behind the application of moment matching methods with multi-
ple expansion points is as follows:
Compute a sequence of reduced order models H˜1(s), . . . , H˜k(s) (4.2.9)
for a nested sequence of sets of expansion points Si+1 = Si∪{si+1}, si+1 ∈ C, (i = 0, . . . , k−1),
where S0 ⊂ C refers to as the initial set of expansion points. The initial set of expansion points
is typically chosen in a heuristic way, see [19].
Due to the fact that nr ≪ n, the computational costs of evaluating each transfer function
H˜i(s) (i = 1, . . . , k) are small for a given set of sampling points in the frequency range. Hence,
Grimme et al. have introduced the relative error2 between two subsequent reduced order mod-
els
δˆi ≡ δˆi(s) = ‖ H˜i(s)− H˜i−1(s) ‖‖ H˜i(s) ‖
and provided an extension for a heuristic measurement2 of the relative error ǫrel(f) > 0 in the
following way:
ǫˆk ≡ ǫˆk(s) =
k−1∑
i=1
2i−(k−1)δˆi+1(s). (4.2.10)
A major drawback of the heuristic error estimation (4.2.10) is that a small value of ǫˆk > 0 does
not indicate whether convergence or stagnation of the relative error ǫrel(f) > 0 has occurred,
see [54].
Typically, a significant improvement of the accuracy of the reduced order model may be
expected in the vicinity of an expansion point si ∈ C, which has not been considered during
the previous iteration steps H˜1(s), . . . , H˜i−1(s). This leads to a large relative error δˆi > 0 and
consequently ǫˆk > 0 in the environment of the latest expansion point si ∈ C. For example, the
employment of the discrete frequency point si+1 ≡ s∗ = ı(2πf∗) such that
s∗ = argmax
s∈S
ǫˆk(s)
might lead to the same expansion point as in the previous iteration step of the adaptive expan-
sion point selection. Hence, a careful employment of the heuristic error estimation becomes
indispensable in order to avoid a misleading interpretation of ǫˆk > 0 or δˆi > 0, respectively,
see [54, 113].
2The norm ‖ · ‖ refers either to the absolute value | · | or to the Frobenius norm ‖ · ‖F depending on the number
of inputs and outputs of the linear dynamical system.
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4.2.3 Moment matching methods with rational Krylov subspaces
The application of rational Arnoldi-type methods in the context of optimal H2 model order
reduction has been recently discussed, see [56]. Here, the computation of the transfer function
of a reduced order model H˜(s) is based on the optimization problem
min
H˜(s)∈Cp×m
‖H(s)− H˜(s) ‖H2 .
Solving the optimization problem in optimal H2 model order reduction leads to the first-order
necessity conditions of H2-optimality, i.e.
H
Ä
−λ˜i
ä
= H˜
Ä
−λ˜i
ä
and H′
Ä
−λ˜i
ä
= H˜′
Ä
−λ˜i
ä
∀ i = 1, . . . , nr,
where λ˜1, . . . , λ˜nr ∈ C denote the simple poles of the transfer function of the reduced order
model, see [83].
The work of Gugercin et al. [56] suggests an efficient numerical algorithm for the compu-
tation of a reduced order model satisfying the first-order necessity conditions of optimal H2
model order reduction. Here, the subsequent iteration steps of the iterative rational Krylov algo-
rithm (IRKA) compute the Petrov-Galerkin projection Π = VWT from the rational input Krylov
subspace
V = span

(A+ s1I)−1B, . . . ,
nr∏
j=1
(A+ sjI)−1B

 (4.2.11)
and the rational output Krylov subspace
W = span

(A+ s1I)−TCT, . . . ,
nr∏
j=1
(A+ sjI)−TCT

 (4.2.12)
such thatWTV = I . The expansion points of each iteration step are selected based on the rela-
tion si = −λi where λi ∈ C (i = 1, . . . , nr) denote the Ritz values of the generalized eigenvalue
problem A˜x = λiE˜x, x 6= 0, with E˜ = WTEV and A˜ = WTAV . A major drawback of IRKA is
that only the latest rational Krylov subspaces V ∈ Cn×nr and W ∈ Cn×nr are used for model
order reduction.
In contrast to previous algorithms satisfying the first-order necessity conditions of H2-
optimality, IRKA does not require solving (generalized) Lyapunov equations, see [129]. The
idea behind the choice of the expansion points from the Ritz values of the reduced matrix pen-
cil λE˜ − A˜, λ ∈ C, has been previously discussed in [56]. Moreover, a Newton-type method
of the iterative rational Krylov algorithm leads to a more reliable convergence behaviour [56].
An extension of optimal H2 model order reduction to multiple-input, multiple-output linear
dynamical systems has been given in [24].
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Based on the rational Krylov subspace (4.2.11), an adaptive greedy-type expansion point
selection for standard space systems has been introduced by Druskin et al., see [31, 32]. In
contrast to IRKA, the expansion points are determined by
Si+1 = Si ∪ {si+1} with si+1 ∈ C. (4.2.13)
Since the computation of an orthonormal basis of the rational input Krylov subspace re-
quires solving a sequence of shifted linear systems (A− siI)x = B, an appropriate approach to
compute the approximate solution x ∈ Cn is based on the rational Krylov subspace residual
γnr(s) = B − (A− sI)vnr ,
where vnr = V (A˜ − sI)−1V TB and A˜ = V TAV , see [31]. Then, the rational Krylov subspace
residual may be written as the skeleton approximation
γnr(s) =
rnr(A)B
rnr(−s)
, where rnr(z) =
nr∏
j=1
z − λj
z + sj
.
Here, λj ∈ C (j = 1, . . . , nr) refer to the Ritz values of the matrix A˜ ≡ V TAV , where the
columns of the orthonormal matrix V ∈ Cn×nr span the rational input Krylov subspace (4.2.11).
Finally, the greedy-type expansion point selection determines the subsequent expansion point
si+1 ∈ C solving the optimization problem
si+1 = arg
Ç
max
s∈∂Si
1
| ri(s) |
å
,
where ∂Si denotes an approximation of the border of the mirrored spectral region of the matrix
A ∈ Rn×n, see [32].
4.2.4 A survey on greedy-type expansion point selection
We have seen in the previous subsection that the rational Krylov subspaces (4.2.11) and
(4.2.12) with an adequate choice of the expansion points s1, . . . , snr ∈ C lead to the computation
of a reduced order model in the sense of optimal H2 model order reduction, see [56]. Apart
from the results on optimal H2 model order reduction, the literature features different greedy-
type algorithms leading to an adaptive moment matching method in model order reduction,
see [19, 32, 39, 40, 70]. It is important to note that greedy-type algorithms in moment matching
methods are usually not employed in order to compute an optimal reduced order model with
respect to a given norm.
For the iterative rational Krylov algorithm and the Greedy-type expansion point selection
by Druskin et al., the computation of the Petrov-Galerkin projection Π = VWT is obtained via
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the unsymmetric rational Lanczos method, see [56]. Additionally, greedy-type adaptive expan-
sion point selection strategies may also allow for themultiple expansion of the transfer function
at different expansion points. In this context, the AORA method represents the favourable ap-
proach for the computation of the Galerkin projection, because the dimension of each Krylov
subspace Kji(si) (i = 1, . . . , l) is determined adaptively by means of the output moment error,
cf. Theorem 4.2.2.
As opposed to optimal H2 model order reduction, we will typically select complex-valued
expansion points with a real part equal to zero. An extensive analysis by Grimme has shown
that the multiple expansion of the transfer function at a real-valued expansion point results in
an accurate reduced order model in a large vicinity of the expansion point, see [55]. Instead,
purely imaginary-valued expansion points lead to a small relative error for the reduced order
model near the vicinity of the expansion point. Practical applications have indicated that the
increasing accuracy of complex-valued expansion points offers the favourable approach for a
greedy-type expansion point selection strategy, see [19, 55, 113].
In Subsection 4.2.5, we will provide a greedy-type expansion point selection which adap-
tively selects the subsequent expansion points by an upper bound of the output moment error
of the adaptive-order rational Arnoldi method. In order to allow for an appropriate comparison
during the numerical experiments in Chapter 6, two different adaptive greedy-type moment
matching methods from the literature are briefly reviewed, see [70, 113].
For second-order descriptor systems of machine tool simulations, an adaptive greedy-type
expansion point selection for moment matching methods has been presented in [113]. Since a
given number of expansion points are selected in a similar way to the iterative rational Krylov
algorithm, we refer to the greedy-type expansion point selection as AORA-H2 method, cf. Al-
gorithm 4. The adaptive expansion point selection of the AORA-H2methodmay be interpreted
as a distance-based expansion point selection with respect to the tolerance η > 0.
Due to the fact that the AORA-H2 method selects s# > 0 expansion points in each it-
eration step, the preferable approach for model order reduction follows from the subsequent
computation of an expansion point set by means of Si+1 = Si∪{si+1}, si+1 ∈ C. A major disad-
vantage of the AORA-H2 method emerges from the following fact: While the latter approach
consists of | Sk | different shifted linear systems, the AORA-H2 method needs approximately
| S1 | + . . . + | Sk | different shifted linear systems. Remember that rational Arnoldi-type meth-
ods require repeatedly solving the different shifted linear systems depending on the number
of selecting each expansion point. Moreover, the AORA-H2 method does not allow for the
reuse of an already known orthonormal vector sequence because the expansion points may be
completely interchanged between two subsequent iteration steps.
Another drawback of the AORA-H2 method is due to the restriction of the computed Ritz
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values in terms of fmin ≤ | Im(λi) | ≤ fmax. Since the expansion points are defined by σi ≡
ı| Im(λi) |, cf. line 6 in Algorithm 4, the restriction of the Ritz values might lead to an insufficient
number of possible expansion points. In other words, neglecting the restriction of the Ritz
values to the frequency range [fmin, fmax] at hand, the accuracy of the reduced order model is
increased beyond the frequency range of interest. Nevertheless, numerical experiments have
shown that this case rarely occurs, see [39, 113].
Algorithm 4 Adaptive expansion point selection: AORA-H2 method [113]
Input: Descriptor system (E ,A,B, C); set of expansion points S1 ⊂ C; frequency range
[fmin, fmax]; dimension of reduced order model nr; stopping tolerance ǫ > 0; expansion
point selection criterion η > 0; upper bound for number of expansion points s# > 0.
Output: Descriptor system of reduced order model (E˜ , A˜, B˜, C˜).
1: [E˜ , A˜, B˜, C˜] = AORA(E ,A,B, C, n,S1) with H˜1(s)
2: Define l = 1 and ǫˆ = 1
3: while ǫˆ > ǫ do
4: Compute Ritz values λ1, . . . , λk of matrix pencil λE˜ − A˜ with fmin ≤ | Im(λi) | ≤ fmax.
5: Reorder the Ritz values: |λ1 | ≤ . . . ≤ |λk |.
6: Define σi ≡ ı| Im(λi) | for all i = 1, . . . , k with ı =
√−1.
7: while | Sl+1 | < s# do
8: Define s1 ≡ σ1 and s2 ≡ σk such that s1, s2 ∈ Sl+1 = {s1, . . . , ss#}.
9: Determine expansion points si+1 ∈ Sl+1 by means of | si+1 − si | > η for all i =
2, . . . , s# − 1, where si+1 ∈ {σ2, . . . , σk−1}.
10: Adopt expansion point selection tolerance η ≡ η/2.
11: end while
12: [E˜ , A˜, B˜, C˜] = AORA(E ,A,B, C, n,Sl+1) with H˜l+1(s)
13: Error estimation ǫˆ = 12 ǫˆ+ | H˜l+1(s)− H˜l(s) |/| H˜l+1(s) |
14: Define l = l + 1
15: end while
The key ingredient of the adaptive expansion point selection given by Koehler et al. [70]
consists of choosing the subsequent expansion point si ∈ C as the maximum value of the
heuristic error expression δˆi > 0 and the bisection method. Thereby, the Krylov subspace cor-
responding to the i-th expansion point is increased by means of the well-conditioned asymptotic
wave evaluation (WCAWE) method [112] step-by-step, until the heuristic error estimation be-
tween two subsequent reduced order models reaches a given tolerance. The bisection method
computes the new expansion point either as themidpoint of the two closest previous expansion
points or as the lower and upper bound of the expansion points, e.g. smin ∈ C and smax ∈ C,
see [70]. We refer to the resulting algorithm as AORA-MAX method, cf. Algorithm 5.
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Algorithm 5 Adaptive expansion point selection: AORA-MAX method [71]
Input: Descriptor system (E ,A,B, C); initial expansion points smin ∈ C and smax ∈ C; fre-
quency range [fmin, fmax]; dimension of reduced order model nr; stopping tolerance ǫ > 0;
local stopping tolerance ǫ0 > 0; expansion point selection criterion η > 0.
Output: Descriptor system of reduced order model (E˜ , A˜, B˜, C˜).
1: Compute initial expansion point S1 = {s1}with s1 = (smax − smin)/2.
2: Initialize orthonormal matrix V = [].
3: Define δ = 1 and i = 1.
4: while (# col(V ) < nr) or (δ < ǫ) do
5: Define l = 1.
6: while δ < ǫ0 do
7: Qi = WCAWE(l, si, E ,A,B)
8: Orthonormalization of V = [V,Qi] such that V
TV = I .
9: Determine reduced order model E˜ = V TEV, A˜ = V TAV, B˜ = V TB, C˜ = CV with the
corresponding transfer function H˜(s).
10: Heuristic error estimation δ(s) = | H˜(s)− H˜old(s) |/| H˜(s) |.
11: Define H˜old(s) ≡ H˜(s) and l = l + 1.
12: end while
13: Compute s⋆ = argmaxs δ(s).
14: Determine new expansion point si+1 ∈ C via the bisection method between
(smin, s1, . . . , si−1, smax) and s⋆ ∈ C.
15: Define i = i+ 1.
16: end while
Remark 4.2.4. Since the adaptive-order rational Arnoldi method represents the key ingredient of the
proposed Greedy-type adaptive expansion point selection in Subsection 4.2.5, we do not have employed
the WCAWE method in line 7 of Algorithm 5, but rather the AORA method for the expansion points
s1, . . . , si ∈ C. For this reason, we leave out the reinitialization of l = 1, cf. line 5 of Algorithm 5, and
the orthonormalization step in line 8 of Algorithm 5.
Nevertheless, numerical experiments with linear dynamical systems of Maxwell’s equations have
shown that the expansion point selection strategy by means of the bisection method, cf. line 14 of Algo-
rithm 5, may lead to a poor convergence behaviour. For example, applying a simple sampling strategy
with evenly distributed expansion points in the frequency range may already lead to an improving accu-
racy of the reduced order model. Be aware that the latter case does not necessarily refer to as an adaptive
expansion point selection via Si+1 = Si ∪ {si+1}, si+1 ∈ C, but still makes use of the relative error
between subsequently computed reduced order models.
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Any expansion point selection strategy based on the heuristic error estimation by Grimme
et al. offers a major disadvantage in the case of a misleading interpretation of δˆi > 0 or ǫˆk > 0
has not been recognized, see [54]. Nevertheless, numerical experiments have shown that the
expansion points of the AORA-MAX method are typically evenly distributed in the interval
ı[fmin, fmax] as observed for the AORA-H2 method, see [70].
The literature features other moment matching methods with an adaptive greedy-type ex-
pansion point selection, see [40,109]. For example, Fehr et al. have given an adaptive expansion
point selection based on the output moment error Enr(s) > 0, see [40]. More precisely, the sub-
sequent expansion point is selected subject to the maximum of Enr(s) > 0 for a given discrete
set of points in the frequency range [fmin, fmax]. Remember that an explicit expression of the
outputmoment error can be obtained as a by-product of the rational Arnoldi method, cf. (4.2.8).
In Subsection 4.2.5, we employ an appropriate approximation of an upper bound of the output
moment error for the adaptive greedy-type expansion point selection.
Each greedy-type expansion point selection might make use of the heuristic error estima-
tion (4.2.10) leading to an approximation of the relative error ǫrel(f) > 0. For the AORA-RK
method, we will additionally employ an upper bound of the number of expansion points cor-
responding to the given iteration steps nr > 0 in order to properly benefit from the multiple
expansion of the transfer function at different expansion points. Moreover, the application
of the adaptive-order rational Arnoldi method in the AORA-H2 and AORA-MAX method en-
sures the computation of a structure-preserving reduced order model with a real-valuedmatrix
quadruplet.
4.2.5 Adaptive expansion point selection with rational Krylov residuals
In the following, we introduce a new greedy-type expansion point selection strategy on the
basis of an approximation of an upper bound of the output moment error (4.2.8), see [19]. To
begin with, the key ingredient of the greedy-type expansion point selection is reviewed in the
following lemma.
Lemma 4.2.5. Let Sm = {s1, . . . , sm} ⊂ C denote a given set of expansion points with the correspond-
ing orthonormal basis V ∈ Cn×nr computed by the AORA method, cf. (4.2.4). Moreover, the matrix
pencils of the full- and reduced-order model problem are given by P(s) = sE − A and P˜(s) = sE˜ − A˜,
where E˜ = V TEV and A˜ = V TAV . Then, the following relation holds
|Y (0)(s)− Y˜ (0)(s) | ≤ | CP(s)−1 ||hn(s) | ≈ | C˜P˜(s)−1 ||hn(s) |, (4.2.14)
where hn(s) = B − P(s)V P˜(s)−1B˜ and B˜ = V TB.
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Proof. A straightforward computation leads to the first part of the statement of the lemma
|Y (0)(s)− Y˜ (0)(s) | = | C
î
P(s)−1B − VnP˜(s)−1V Tn B
ó
|
= | CP(s)−1
î
B − P(s)VnP˜(s)−1V Tn B
ó
|
≤ | CP(s)−1 ||hn(s) |.
An approximation of the upper bound is given by employing the reduced order matrix quadru-
plet (E˜ , A˜, B˜, C˜) for the linear system CP(s)−1, which completes the proof.
The previous lemma paves the way for an adaptive greedy-type expansion point selection
(4.2.13) on the basis of the relation
sm+1 = argmax
s∈S
| C˜P˜(s)−1 ||hn(s) |, (4.2.15)
where S ⊂ ı[fmin, fmax] represents a set of sampling points in the frequency range. We refer to
the expansion point selection strategy as AORA-RK method.
The motivation of the AORA-RK method mainly arises out of the rational Krylov resid-
ual γn(s) and the extension to the adaptive-order rational Arnoldi method by hn(s) = B −
P(sm+1)V P˜(sm+1)−1B˜, cf. Lemma 4.2.5. More precisely, the extension of the rational Krylov
residual allows for a suitable measure of the reliability of the orthonormal matrix V ∈ Cn×nr
with respect to the control input matrix pair (B, B˜) in model order reduction.
Algorithm 6 Adaptive expansion point selection: AORA-RK method [19]
Input: Descriptor system (E ,A,B, C); initial expansion points s0 ∈ C and s1 ∈ C; frequency
range [fmin, fmax]; dimension of reduced order model n; stopping tolerance ǫ; maximum
number of expansion points s# > 0.
Output: Descriptor system of reduced order model (E˜ , A˜, B˜, C˜).
1: Set S1 = {s0, s1}
2: [E˜ , A˜, B˜, C˜] = AORA(E ,A,B, C, n,S1) with H˜1(s)
3: Define ǫˆ = 1 and k = 1
4: while (ǫˆ > ǫ) or (|Sk| < s#) do
5: Compute the subsequent expansion point sk+1 ∈ C by means of (4.2.15) on the basis of a
set of sampling points S ⊂ ı[fmin, fmax] from the frequency range.
6: Set Sk+1 = Sk ∪ {sk+1}
7: [E˜ , A˜, B˜, C˜] = AORA(E ,A,B, C, n,Sk+1) with H˜k+1(s)
8: Error estimation ǫˆ = 12 ǫˆ+ | H˜k+1(s)− H˜k(s) |/| H˜k+1(s) |
9: k = k + 1
10: end while
58 4.3 Moment matching for second-order descriptor systems
We do not claim to achieve an exact representation of the relative error ǫrel(f) > 0 by means
of the upper bound of the output moment error in moment matching based model order re-
duction. At least, a proper subset out of the set of sampling points S ⊂ C corresponding to the
largest relative error components ǫrel(f) > 0may be obtained. Since the employment of purely
imaginary expansion points in a greedy-type expansion point selection ensures a small relative
error in a large vicinity of the expansion point, an adequate approximation of the frequency
range corresponding to the largest relative error components ǫrel(f) > 0 is already sufficient in
many cases.
As an extension of the AORA-RK method, we may think about the computation of (4.2.15)
belonging to different regions of the set of sampling points, e.g. S ≡ S˜1 ∪ . . . ∪ S˜k with S˜i ⊂
ı[fmin, fmax] and S˜i ∩ S˜j = ∅ for all i, j = 1, . . . , k (i 6= j). In this way, we would obtain the
possibility to select the subsequent expansion point from a carefully chosen set of sampling
points with a reasonable approximation of the largest relative error components. Moreover,
the given extension allows for a more convenient distribution of the expansion points, e.g.
with respect to a given tolerance, and a careful interpretation of the upper bound (4.2.14) for
the different regions S˜j (j = 1, . . . , k) with si ∈ S˜j (i = 1, . . . ,m).
4.3 Moment matching for second-order descriptor systems
We have already seen that the linearization of a second-order linear dynamical system
(2.1.9) leads to a first-order linear dynamical system of the form (2.1.11) and (2.1.12), respec-
tively. Although any application of model order reduction may be already employed to the
linearization of the second-order model problem, a linearization represents a linear dynamical
system of dimension 2n × 2n. For this reason, the computational costs solving a sequence of
shifted linear systems (siE − A)x = f (i = 1, . . . , l) would remarkably increase in the offline-
stage of moment matching based model order reduction. Hence, the application of a Arnoldi-
or Lanczos-type method to the second-order linear dynamical system is required, which allows
for the preservation of the second-order structure in the reduced order model.
At first glance, the second-order Krylov subspace is defined by
Gj(A,B, u) = span{r0, r1, . . . , rj−1}, (4.3.1)
where A ∈ Cn×n, B ∈ Cn×n and b ∈ Cn with
r0 = u, r1 = Ar0 and rk = Ark−1 +Brk−2 ∀ k > 1, (4.3.2)
see [10]. The application of the Arnoldi method, cf. Algorithm 1, to the pair
H =
Ñ
0 I
−M−1K −M−1D
é
and b =
Ñ
0
M−1B⋆
é
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corresponding to the linearization (2.1.11) of the second-order linear dynamical system leads
to

rk−1
rk

 = Hkb ∀ k > 0.
Moreover, the first-order Krylov subspace Kj(H, b) allows for an embedding into the second-
order Krylov subspace Gj(A,B, r0), where A ≡ −M−1D and B ≡ −M−1K, i.e.
Kj(H, b) ⊂ span{Q[j]} with Q[j] =

Qj 0
0 Qj

 ,
where the span of the columns of the orthonormal matrix Qj ∈ Cn×j refer to the vector se-
quence r0, . . . , rj−1 ∈ Cn of the second-order Krylov subspace (4.3.1), see [10].
In the following, we will review the principal idea of the second-order Arnoldi (SOAR)
method based on the three-term recurrence (4.3.2) and its efficient implementation in order to
avoid the increasing memory requirement for an auxiliary vector sequence, see [10]. Moment
matching methods in model order reduction of second-order linear dynamical systems require
the expansion of the second-order transfer function (2.1.10) at an expansion point s0 ∈ C,
see [9]. In this way, the transfer of the adaptive-order rational Arnoldi (AORA) method with an
adaptive greedy-type expansion point selection to a second-order linear dynamical systems is
straightforward. Nevertheless, a specific framework of the second-order descriptor system be-
comes necessary in order to make an efficient computation of the Galerkin projection possible,
see [107, 113].
4.3.1 The second-order Arnoldi method
The second-order Arnoldi (SOAR) method has been initially introduced by Bai and Su in
[10]. Their main observation follows from the application of the Arnoldi method to the pair
(H, b) allowing for an efficient implementation of the matrix-vector product, while maintain-
ing the specific block-structure of the linearization. By introducing an auxiliary vector sequence
Pj = [p1, . . . , pj ] ∈ Cn×j , the short recurrence of the second-order Krylov subspace (4.3.1), cf.
Algorithm 7, reads as
AQj +BPj = Qj+1T j , (4.3.3)
Qj = Pj+1T j , (4.3.4)
where Qj ∈ Cn×j and T j ∈ C(j+1)×j refer to as the orthonormal vector sequence of the second-
order Krylov subspace and an upper Hessenberg matrix, respectively.
60 4.3 Moment matching for second-order descriptor systems
Algorithm 7 The second-order Arnoldi (SOAR) method [10]
Input: Matrix pair A ∈ Cn×n and B ∈ Cn×n; initial vector u ∈ Cn; number of iteration steps
m ∈ N.
Output: Orthonormal vector sequence q1, . . . , qm ∈ Cn of second-order Krylov subspace
Gm(A,B, u) fulfilling the three-term recurrence (4.3.2).
1: Initialize q1 = u/‖u ‖2 and p1 = 0.
2: for j = 1, . . . ,m do
3: r = Aqj +Bpj
4: s = qj
5: for i = 1, . . . , j do
6: tij = q
T
i r
7: r = r − tijqi
8: s = s− tijpi
9: end for
10: tj+1,j = ‖ r ‖2
11: if tj+1,j 6= 0 then
12: qj+1 = r/tj+1,j
13: pj+1 = s/tj+1,j
14: end if
15: end for
The drawback of the implementation of the SOAR method using the relations (4.3.3) and
(4.3.4) is that the algorithm requires the orthonormal vector sequence Qj ∈ Cn×j and the aux-
iliary vector sequence Pj ∈ Cn×j simultaneously. In order to avoid the additional memory re-
quirement for the auxiliary vector sequence, a more convenient implementation of the second-
order Arnoldi method becomes indispensable, see [10]. Due to the fact the initialization of the
auxiliary vector sequence follows from p1 ≡ 0, a combination of (4.3.3) and (4.3.4) leads to
AQj +BQjSj = Qj+1T j with Sj =

0 T j(2 : j, 1 : j − 1)−1
0 0

 .
Hence, an efficient implementation of a second-order Arnoldi method does not require the
auxiliary vector sequence Pj ∈ Cn×j but only an additional vector f ∈ Cn obtained via the
linear system
f = QjT j(2 : j, 1 : j − 1)−1ej , (4.3.5)
where ej denotes the j-th unit vector. For the second-order rational Arnoldi method, the sim-
plification (4.3.5) leads to an efficient computation of an orthonormal basis of a sequence of
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second-order Krylov subspaces with respect to memory requirement. Moreover, Bai and Su
have given an extensive discussion on the identification and reliable treatment of deflation and
breakdown situations in [10].
We note that the quadratic Arnoldi (Q-Arnoldi) method given by Meerbergen in [81] repre-
sents an important alternative to the second-order Arnoldi method. Apart from the preserva-
tion of the structure of the second-order quadratic eigenvalue problem, the Q-Arnoldi method
also allows for the preservation of the structure of the Schur vectors while solving the quadratic
eigenvalue problem. In contrast to the SOAR method, it makes an implicit restart with a set of
converged Schur vectors possible.
4.3.2 A second- and adaptive-order rational Arnoldi method
Let Sl = {s1, . . . , sl} ⊂ C denote a given set of expansion points and define K¯i ≡ s2iM +
siD + K and D¯i ≡ 2siM + D. The Taylor expansion of the second-order transfer function
(2.1.10) at each expansion point si ∈ Sl (i = 1, . . . , l) is given by
H(s) =
∞∑
j=0
CX(j)(si)(s− si)j ≡
∞∑
j=0
Y (j)(si)(s− si)j ,
where each system moment X(j)(si) satisfies the recurrence relation (4.3.2) of the second-order
Krylov subspace Gji(si) ≡ Gji(Ai, Bi, ui) (i = 1, . . . , l)with
Ai ≡ −K¯−1i D¯i, Bi ≡ −K¯−1i M and ui ≡ K¯−1i B∗,
see [9,107,113]. Similar to first-order linear dynamical systems, it holds nr = j1+ . . .+ jl, ji > 0
(i = 1, . . . , l), for a given number of iteration steps nr > 0 of the second-order Krylov subspace
method.
For moment matching methods in model order reduction, the computation of an orthonor-
mal vector sequence V ∈ Cn×nr follows from the subspace
Gj1,...,jl(Sl) = span
î
X(0)(s1), . . . , X
(j1−1)(s1), . . . , X
(0)(sl), . . . , X
(jl−1)(sl)
ó
(4.3.6)
in order to obtain the reduced order model by means of the Galerkin projection Π = V V T.
This approach allows for the preservation of the structure of the second-order linear dynamical
system in the reduced order model due to the application of a sequence of second-order Krylov
subspaces Gj1(s1), . . . ,Gjl(sl). Moreover, a moment matching property for the state moments
of the full-order and the reduced order model follows in a similar way to the approximation
result (4.2.5) of first-order linear dynamical systems.
In accordance with (4.1.4), the computation of a real-valued reduced order model is ob-
tained via the application of a QR decomposition to the block matrix consisting of the real and
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imaginary part of the orthonormal matrix V ∈ Cn×nr , i.e.
[
Re(V ), Im(V )
]
= QVR, (4.3.7)
where QV ∈ Rn×2nr and R ∈ R2nr×2nr denote an orthonormal matrix and an upper trian-
gular matrix of full rank, respectively. Due to the fact that colspan
([
Re(V ), Im(V )
])
⊆
colspan(QV ), the application of the Galerkin projection Π = VQV
T
Q leads to a real-valued re-
duced order model of dimension nd = 2nr.
In the following, wewill provide an extension of the rational Arnoldi method, cf. Algorithm
3, to second-order descriptor systems of the Maxwell’s equations (3.0.3). Thereby, a review
on the requirements of the reorthogonalization with the modified Gram-Schmidt procedure
will be given in order to provide an efficient computation of an orthonormal vector sequence
V ∈ Cn×nr according to the subspace (4.3.6), see [90].
Remember that the suitable application of the modified Gram-Schmidt procedure in the
adaptive-order rational Arnoldi method for first-order linear dynamical systems is based on
Lemma 4.2.1. Here, the principal idea was given by (4.2.6) leading to the computation of an
orthonormal vector sequence of the subspace Kj1(s1) + . . . + Kjl(sl), where nr = j1 + . . . +
jl and ji > 0 (i = 1, . . . , l). Unfortunately, the sequence of second-order Krylov subspaces
Gj1(s1), . . . ,Gjl(sl) does not provide a relation of the form
(s22M + s2D +K)
−1(2s2M +D)(s
2
1M + s1D +K)
−1 =
ξ2(s
2
2M + s2D +K)
−1 − ξ1(s21M + s1D +K)−1
for suitable scalars ξ1, ξ2 ∈ C, see [90]. Hence, the application of the modified Gram-Schmidt
procedure similar to the rational Arnoldi method for first-order descriptor systems would of-
fer an orthonormal vector sequence of a different subspace than Gj1(s1) + . . . + Gjl(sl). One
possible alternative would require the subsequent application of a QR decomposition to the
orthonormal vector sequence, i.e.
V ≡
î
V, V (i)
ó
and V ≡ QR ∀ i = 1, . . . , l,
where the span of the columns V (i) ∈ Cn×ji refers to the second-order Krylov subspace Gji(si)
(i = 1, . . . , l). For an arbitrary second-order matrix pencil λ2M + λD +K, λ ∈ C, the efficient
orthogonalization still represents an open research problem in the development of rational
Arnoldi-type methods.
Nevertheless, the special cases of proportional damping, i.e. D ≡ αM + βK with α > 0
and β ≥ 0, and undamped linear dynamical systems, i.e. D ≡ 0, allow for the computation of
an orthonormal vector sequence (4.3.6) by means of the modified Gram-Schmidt procedure.
This follows from the observation that the second-order Krylov subspace corresponding to a
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proportionally damped or undamped second-order linear dynamical system simplifies to a
first-order Krylov subspace, see [14, 107]. More precisely, the second-order Krylov subspace of
a proportionally damped second-order linear dynamical system is given by
Gji(−K¯−1i D¯i,−K¯−1i M, K¯−1i B⋆) ≡ Kji(−K¯−1i M, K¯−1i B⋆) ∀ i = 1, . . . , l,
see [34]. In this case, the formulation of a second-order rational Arnoldi method refers to the
rational Arnoldi method for first-order descriptor systems, cf. Algorithm 3. The corresponding
residuals are obtained via
rk = (s
2
iM + siD +K)
−1B⋆ and rk = −(s2iM + siD +K)−1Mvk (4.3.8)
for all si ∈ Sl = {s1, . . . , sl}, respectively. In Algorithm 8, we summarise the details on the
implementation of the second-order rational Arnoldi method. An efficient framework for solving
a sequence of shifted linear systems (4.3.8) on the basis of recycling Krylov subspace methods
will be reviewed in Chapter 5.
Since the adaptive computation of each dimension of the different second-order Krylov
subspaces Gj1(s1), . . . ,Gjl(sl) follows in a similar way to the adaptive-order rational Arnoldi
method, the following lemma leads to the formulation of a second- and adaptive-order rational
Arnoldi (SAORA) method, see [113].
Lemma 4.3.1 ([113, Proposition 10.2]). Let the system moments of the second-order descriptor system
and the corresponding reduced order modelX(j)(si) and X˜
(j)(si) coincide for all j = 0, 1, . . . , ji−1 and
i = 1, . . . , l. If the columns of the orthonormal matrix V = [v1, . . . , vnr ] ∈ Cn×nr , where nr =
∑l
i=1 ji,
have been computed by means of the second- and adaptive-order rational Arnoldi method, the ji-th output
moment error of each expansion point si ∈ C satisfies
|Y (ji)(si)− Y˜ (ji)(si) | = | Chπ(si)r(q)(si) | with hπ(si) =
∏
j
‖ r(j−1)(si) ‖2.
The selection of the expansion point si ∈ C in the j-th iteration step leads to r(j)(si) ≡ −(s2iM +siD+
K)−1(2siM +D)vj−1 and r
(j)(sk) ≡ r(j−1)(sk) for all k = 1, . . . , l (k 6= i).
Any greedy-type adaptive expansion point selection strategy allows for a straightforward
extension to second-order linear dynamical systems. Similar to first-order linear dynamical
systems, moment matching methods for second-order linear dynamical systems with a greedy-
type expansion point selection require computing a sequence of reduced order models H˜1(s),
. . ., H˜m(s). Each transfer function H˜i+1(s) is constructed by the SAORAmethod for a given set
of expansion points Si+1 = Si ∪ {si+1}, si+1 ∈ C. The heuristic error estimation ǫˆk > 0 from
Grimme et al. (4.2.10) may be also employed for a sequence of reduced order models.
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Algorithm 8 The second-order rational Arnoldi method [113] for Maxwell’s equations
Input: Descriptor system (M,D,K,B⋆, C⋆) of second-order Maxwell’s equations (3.0.3) with
proportional damping or without damping; set of expansion points Sl = {s1, . . . , sl} ⊂ C
with corresponding dimensions j1, . . . , jl > 0 such that nr = j1 + . . .+ jl.
Output: Reduced order model (M˜, D˜, K˜, B˜⋆, C˜⋆).
1: r0 =
(
s21M + s1D +K
)−1 B⋆ % Initialize first Krylov subspace
2: for i = 1, . . . , l do
3: for j = 1, . . . , ji do
4: k =
∑i−1
c=1 jc + j
5: vk = rk−1/‖ rk−1 ‖2 %New orthonormal vector
6: if j = ji and i ≤ l then
7: rk =
(
s2i+1M + si+1D +K
)−1 B⋆ % Initialize subsequent Krylov subspace
8: else
9: rk = −
(
s2iM + siD +K
)−1
Mvk %New vector of Krylov subspace
10: end if
11: for t = 1, . . . , k do
12: rk = rk − (vTt rk)vt %Modified Gram-Schmidt procedure
13: end for
14: end for
15: end for
16: Application of the QR decomposition (4.3.7) to the orthonormal matrix V = [v1, . . . , vnr ] ∈
C
n×nr leading to V¯ ∈ Rn×2nr .
17: Compute the reduced order model using the Galerkin projection Π = V¯ V¯ T.
Moreover, the adaptation of the presented greedy-type expansion point selection strategies
in Subsection 4.2.4 is as follows: While the AORA-H2 method requires the computation of the
Ritz values corresponding to the second-order eigenvalue problem
(λ2i M˜ + λiD˜ + K˜)x = 0, x 6= 0,
the application of the WCAWE method in the AORA-MAX method must incorporate the state
moments X(j)(si) (j = 0, . . . , ji − 1) of the second-order linear dynamical system. The upper
bound of the output moment error of the AORA-RK method stated in Lemma 4.2.5 allows for
an immediate extension to second-order linear dynamical systems bymeans of the correspond-
ing output moment error, cf. Lemma 4.3.1.
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4.4 Divergence-preserving moment matching methods
For first- and second-order linear dynamical systems of Maxwell’s equations (3.0.1) and
(3.0.3), we have only considered the application of moment matching methods in model order
reduction to Faraday’s and Ampe`re’s law, cf. (3.1.2) and (3.1.4), respectively. Since Gauss’s law
for electric and magnetic fields (3.1.6) and (3.1.8) features elementary properties of electric and
magnetic fields in classical electromagnetism, this paragraph affects the impact of the discrete
divergence conditions (DEMǫ)E = 0 and (DHMµ)H = 0 in moment matching based model
order reduction, see [19].
At first glance, an explicit projection of the discrete operators DE and DH employing the
Galerkin projection Π = V V T allows for the application of the discrete divergence opera-
tors to the reduced order matrix quadruplet. Since we aim for a more convenient treatment
of the discrete divergence conditions in moment matching based model order reduction, we
will show that the discrete divergence conditions may be already included in the Krylov sub-
spaces Kji(si) or Gji(si) (i = 1, . . . , l), respectively. By comparison, the numerical simulation
of Maxwell’s equations requires divergence-free initial conditions E(0) = E0 and H(0) =
H0 and a divergence-preserving time-integration scheme for the corresponding state variable
x(t) = [ET(t),HT(t)]T ∈ Rn, e.g. a Leapfrog scheme, see [108].
For an appropriate discussion of divergence-preserving moment matching methods, a dis-
tinction between different relations of the mass matrixMσ on the one hand and the mass matrix
Mǫ and the discrete curl operator CH on the other hand becomes necessary. Since a general
framework on proportional damped and undamped second-order linear dynamical systems
has been given in the previous subsection, we adapt the previous definition to first-order linear
dynamical systems of Maxwell’s equations. More precisely, the following three different cases
are present.
• The electric conductivity equals zero in the computational domain.
• The mass matrixMσ offers a proportional damping of the form
Mσ = αMǫ + βCH with α > 0 and β ≥ 0. (4.4.1)
• The electric conductivity is strictly positive in the computational domain.
As seen for second-order linear dynamical systems, proportional damping arises in different
applications of mechanical systems, see [113]. For Maxwell’s equations, proportional damping
only occurs for very simple model problems with ǫ ≡ ǫ(x) and σ ≡ σ(x), where the material
parameters ǫ > 0 and σ > 0 differ by a positive constant.
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A first approach to the analysis on the impact of the divergence conditions to Maxwell’s
equations follows from the application of the discrete divergence operators DE and DH to
the first-order linear dynamical system (3.0.1). In due consideration of the discrete divergence
conditions (DEMǫ)E = 0 and (DHMµ)H = 0, it follows that
ıω (DEMǫE)︸ ︷︷ ︸
≡0
= −DEMσE + DECH︸ ︷︷ ︸
≡0
H + (DEBE)u,
ıω (DHMµH)︸ ︷︷ ︸
≡0
= −DHCE︸ ︷︷ ︸
≡0
E + (DHBH)u,
cf. (3.0.2), where the control input matrix B = [BTE ,BTH ]T ∈ Rn×m has been decomposed in
accordance with the dimensions of the electric and magnetic field components, respectively.
Moreover, the discrete nullspace properties of the curl-operator, i.e. DECH = 0 andDHCE =
0, ensure a divergence-free control input matrix for model problems of Maxwell’s equations
with either σ ≡ 0 or σ > 0 on the basis of proportional damping (4.4.1). Since we commonly
consider model problems of Maxwell’s equations with BH ≡ 0, which immediately leads to
DHBH ≡ 0, we have shown the following lemma for first-order descriptor systems.
Lemma 4.4.1. Let the matrix quadruplet (E ,A,B, C) denote the linear dynamical system of Maxwell’s
equations (3.0.1), where Mǫ, Mµ and Mσ are symmetric positive definite matrices. If we assume
DHBH = 0, it follows that Ñ
0 0
0 DHMµ
é
X(j)(si) = 0. (4.4.2)
Moreover, it holds Ax 6= 0 for any x ∈ Kji
(−(siE − A)−1E , (siE − A)−1B).
Proof. Note that the assumption DHBH = 0may be also written in the formÑ
0 0
0 DHMµ
é Ñ
M−1ǫ BE
M−1µ BH
é
= 0.
For the proof of relation (4.4.2), we proceed as follows: First of all we haveÑ
0 0
0 DHMµ
é
E−1(sE − A) =
Ñ
0 0
0 DHMµ
éÑ
sI +M−1ε Mσ −M−1ε C
M−1µ C
T sI
é
=
Ñ
0 0
DHC
T sDHMµ
é
= s
Ñ
0 0
0 DHMµ
é
.
Hence, we obtain the relationÑ
0 0
0 DHMµ
é
(sE − A)−1E = 1
s
Ñ
0 0
0 DHMµ
é
.
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Finally, we conclude thatÑ
0 0
0 DHMµ
é
X(j)(s) =
Ñ
0 0
0 DHMµ
é
(−1)j
î
(sE − A)−1E
ój+1
(E−1B)
= (−1)j
Å
1
s
ãj+1Ñ 0 0
0 DHMµ
é
(E−1B) = 0. (4.4.3)
Let x =
Ä
xTE , x
T
H
äT ∈ Kj(−(siE − A)−1E , (siE − A)−1B) such that
Ax =
Ñ
−MσxE + CxH
−CTxH
é
= 0,
where we already know that DH(MµxH) = 0, see (4.4.3). Here, C
TxH = 0 indicates that a non-
trivial component xH results from the nullspace of the discrete curl operator. Due to the fact
that Mσ is nonsingular and DE and D
T
H span the left and right nullspace of the curl-operator
C, we conclude from −MσxE + CxH = 0 that
x =
Ñ
0
DTHyH
é
for a suitably chosen vector yH . Hence, we have to show that yH = 0 in order to complete the
proof of the lemma.
Remember that the mass matrix Mµ is symmetric and positive definite and therefore it
defines an inner product. From the decomposition xH = D
T
HyH +(D
⊥
H)
TzH , where the columns
of (D⊥H)
T span theMµ-orthogonal complement ofD
T
H , we conclude yH = 0, which is equivalent
to DH(MµxH) = 0 from the first part of the proof.
A divergence-free control input matrix already leads to the preservation of the discrete di-
vergence conditions for each system moment X(j)(si) (j = 0, 1, . . . , ji − 1). As a consequence,
an explicit projection onto the subspace of discrete divergence-free functions of the electric field
strength becomes necessary for moment matching methods whenever the part of the control
input matrix corresponding to the electric field strength is not divergence-free. Moreover, the
result of the previous lemma spreads to the framework of structure-preserving moment match-
ingmethods. Another consequence of Lemma 4.4.1 is that the nullspace of thematrixA ∈ Rn×n
is independent of the discrete divergence conditions of the electric field strength. Hence, we
refer to the matrix pencil λE − A, λ ∈ C, as stable at least for σ > 0.
If the state moments X(j)(si) are computed by means of iterative Krylov subspace solvers
[13], the previous results are no longer valid due to the inexactness of the nullspace properties
of the discrete curl operator. In this case, the explicit projection onto the subspace of discrete
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divergence-free becomes indispensable. Generally speaking, the application of direct solvers
should also comprise the projection onto the orthogonal complement of the discrete divergence
operators DE and DH due to the appearance of numerical round-off errors.
Throughout the chapter, we have seen that moment matching methods in model order re-
duction are essentially based on the expansion of the transfer function at different expansion
points. Since the Galerkin projection at hand is constructed by computing a sequence of or-
thonormal vectors corresponding to the Krylov subspaces Kji(si) and Gji(si) (i = 1, . . . , l), an
incorporation of the projection onto the subspace of discrete divergence-free functions to the
Krylov subspaces at hand is given. More precisely, we will show how to obtain a divergence-
free state variable x(t) = [E(t)T,H(t)T]T in the transfer function (2.1.5).
If we denote the projection onto the space of discrete divergence-free functions field sepa-
rately for the electric and magnetic field strength by
PE = I −DE
Ä
DEMǫD
T
E
ä−1
DTEMǫ and PH = I −DH
Ä
DHMµD
T
H
ä−1
DTHMµ,
the left projection matrix onto the subspace of discrete divergence-free functions follows from
Pl =

PE 0
0 PH

 . (4.4.4)
The discrete divergence conditionsDE(MǫE) = 0 andDH(MµH) = 0may be already included
in the computation of a reduced order model in terms of moment matching methods.
Remark 4.4.2. Let xˆ(s), uˆ(s) and yˆ(s) denote the Laplace transformation of the state variable x(t) ∈
R
n, the input variable u(t) ∈ Rm and the output variable y(t) ∈ Rp. The application of the Laplace
transformation to the linear dynamical system (2.1.1) leads to
yˆ(s) = Cxˆ(s), where xˆ(s) = (sE − A)−1Buˆ(s).
The incorporation of the discrete divergence conditions to the state variable in the frequency domain is
given by the projected state variable xˆP (s) ≡ Plxˆ(s). In this way, we may already include the projection
(4.4.4) into the transfer function such that
HP (s) = CPTl (sE − A)−1B.
With regard to the initial vector of the output Krylov subspace (4.1.3), the projected transfer function
HP (s) allows for the suitable incorporation of the projection (4.4.4) using
Kji
Ä
−(siE − A)−TET, (siE − A)−TPlCT
ä
for all expansion points si ∈ Sl = {s1, . . . , sl}, see [19].
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Due to the fact that a second-order linear dynamical system may be formulated by means
of a linearization as a first-order descriptor system, an extension of the previous remark to the
corresponding second-order Krylov subspace is straightforward. If we consider the electric
field strength in the second-order formulation of Maxwell’s equations, it follows that
Gji
Ä
−K¯−Ti D¯Ti ,−K¯−Ti MT,−K¯−Ti PECT∗
ä
in order to explicitly include the projection onto the subspace of discrete divergence-free func-
tions in the computation of the system moments. Although the incorporation of the discrete
divergence conditions in the second-order Krylov subspace does not depend on the choice of
the material parameters, e.g. Mσ = αMǫ + βKµ with α, β ≥ 0, we still have to be aware of the
efficient orthogonalization of the orthonormal vector sequence.

CHAPTER5
Efficient Krylov subspace methods for model order reduction
We have seen in the previous chapter that the moment matching based model order re-
duction leads to the computation of a sequence of orthonormal vectors of different first- and
second-order Krylov subspaces Kji(si) and Gji(si) (i = 1, . . . ,m), respectively. Since moment
matching methods require multiply solving a high-dimensional shifted linear system of the
form
(siE − A)xj = fj or (s2iM + siD +K)xj = fj (5.0.1)
with si ∈ C and several right hand sides fj ∈ Cn, the subsequent application of the AORA
method will become a critical factor when the offline-phase in model order reduction plays
an important role for the application under consideration. In view of the dimension of the
sequence of shifted linear systems (5.0.1), the memory requirement of a direct solver employed
for solving the shifted linear systems represents a significant limitation for moment matching
based model order reduction.
Therefore, we will initially introduce a modification of the adaptive-order rational Arnoldi
method which avoids the (complete) recalculation of the orthonormal vector sequence V (k) ∈
C
n×nr during the k-th subsequent call. The modification of the AORA method represents a
special case of a modified generic rational Arnoldi method given in [18]. More precisely, the
solution to a shifted linear system is either computed for the latest expansion point si+1 ∈
Si+1 = Si∪{si+1}, si+1 ∈ C, (i = 0, . . . ,m−1) or a previous expansion point s∗ ∈ Si with an in-
creasing number of orthonormal vectors according to the orthonormal vector sequence V (i−1).
Numerical experiments have shown that the modified adaptive-order rational Arnoldi (mAORA)
method allows for a comparable accuracy of the reduced order model by comparison with the
AORA method.
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The application of a direct solver, e.g. the LU decomposition, to a sequence of shifted linear
systems is rather limited due to the increasing size of the linear dynamical system in the first-
and second-order formulation (2.1.1) and (2.1.9), respectively. In particular, the application of
the LU decomposition to first-order linear dynamical systems of Maxwell’s equations would
not even exploit the special block-structure of the model problem. Hence, we will introduce
an algebraic two-level method (ATLM) employing the block-structure of first-order Maxwell’s
equations based on the electric and magnetic field strength, see [19]. The ATLM primarily
requires solving a linear system corresponding to the Schur complement of the first-order linear
dynamical system. For first-order Maxwell’s equations, the Schur complement refers to the
(complex) symmetric, but highly indefinite discrete version of the second-order formulation.
The ATLM primarily makes use of an LDLT decomposition for solving the linear system with
the Schur complement.
Efficiently solving the linear system corresponding to the Schur complement of the ATLM
has been also discussed by means of the (recycling) Krylov subspace methods, see [18]. Due
to the fact that the Schur complement of first-order Maxwell’s equations is (complex) symmet-
ric, but highly indefinite, we will provide an extension of the recycling biconjugate gradient
(rBiCG) method [1, 2] to a recycling simplified quasi-minimal residual (rSQMR) method. Sim-
ilar to the SQMR method [50], the rSQMR also employs a (complex) symmetric, but indefinite
preconditioner. By comparisonwith restarted Krylov subspacemethods [104], recycling Krylov
subspace methods typically lead to a more reliable convergence behaviour, e.g. the appearance
of stagnation has never been observed during the numerical experiments in Chapter 6.
The chapter is outlined as follows: To begin with, we will describe the modification of
the adaptive-order rational Arnoldi (AORA) method in order to obtain an efficient way for
the computation of the Petrov-Galerkin projection Π = V V T with nested sets of expansion
points Si+1 = Si ∪ {si+1}, si+1 ∈ C. Thereafter, we will review the algebraic two-level method
(ATLM) for solving a shifted linear system corresponding to first-order Maxwell’s equations
(3.0.1). In this context, the application of (recycling) Krylov subspace methods to the second-
order formulation of Maxwell’s equations (3.0.3), which refers to a (complex) symmetric, but
highly indefinite linear system, is given.
5.1 A modified adaptive-order rational Arnoldi method
The major drawback of the subsequent application of a rational Arnoldi-type method for
the different expansion points Si+1 = Si ∪ {si+1}, si+1 ∈ C, (i = 0, . . . ,m − 1) arises from
the following observation: The orthonormal matrix V ∈ Cn×nr corresponding to the Galerkin
projection Π = V V T will be completely recomputed during each call of the rational Arnoldi-
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type method. Since a single expansion point si+1 ∈ C is added for each call of the rational
Arnoldi-type method, the already known vector sequence corresponding to the expansion
points Si = {s1, . . . , si} ⊂ Cmay be reused during the subsequent call of the rational Arnoldi-
type method with the expansion points Si+1 = {s1, . . . , si, si+1} ⊂ C. Generally speaking,
the solution to a shifted linear system is computed for the latest expansion point si+1 ∈ C
and all previous expansion points sl ∈ Si with a larger dimension of the Krylov subspace
Kjl(sl) or Gjl(sl) compared with the previous call of the rational Arnoldi-type method. In the
following, we will restrict the discussion to the modification of the adaptive-order rational
Arnoldi method for first-order linear dynamical systems, cf. Algorithm 9. A generalisation of
the mAORA method in terms of a modified generic rational Arnoldi method is given in [18].
Let V (i) =
[
v
(i)
1 , . . . , v
(i)
nr
]
denote the orthonormal vector sequence corresponding to the
expansion points Si = {s1, . . . , si−1, si} ⊂ C. Remember that the adaptive-order rational
Arnoldi selects an arbitrary residual r(j)(sl) (l = 1, . . . , i) with the help of the output mo-
ment error (4.2.8) in each iteration step. To put it simply, the modification of the adaptive-
order rational Arnoldi method either allows for the consecutive selection of a previous residual
r(j)(s1), . . . r
(j)(si−1) depending on the ordering in the orthonormal vector sequence V
(i−1) or
the residual vector r(j)(si) corresponding to the latest expansion point, cf. line 6 in Algorithm
9. Note that α > 0 keeps track on the current column of V (i). For the sake of completeness, we
additionally consider the residual vectors coming from a Krylov subspace with an increasing
dimension between two subsequent calls of themAORAmethod, i.e. jk,i+1 > jk,i (k = 1, . . . , i).
Nevertheless, the latter case has rarely occurred for numerical experiments of semiconductor
structures, see Chapter 6.
Remark 5.1.1. Let v
(i−1)
k ∈ V (i−1) and v(i−1)k+1 ∈ V (i−1) be two orthonormal vectors corresponding to
the expansion points sk1 ∈ Si−1 and sk2 ∈ Si−1, respectively. Then, the application of the modified
Gram-Schmidt procedure leads to
v˜
(i−1)
k+1 = −(sk2E − A)−1Ev(i−1)k −
k∑
j=1
γjv
(i−1)
j ,
where γj ∈ C denote suitable coefficients obtained via the orthonormalization of the vector sequence. If
the mAORA method would allow for an arbitrary selection of orthonormal vectors vj ∈ V (i−1) inde-
pendent of the order of appearance, the subsequent orthonormal matrix V (i) may contain undesirable
components of individual orthonormal vectors.
For example, the selection of v
(i−1)
k+1 ∈ V (i−1) for the orthonormal matrix V (i) but simultaneously
leaving out v
(i−1)
k ∈ V (i−1) in V (i) suggests the moment matching of a higher-order derivative at the
expansion point sk1 ∈ C. If the following iteration steps do not employ the expansion point sk1 ∈ C
anymore, we would obtain a larger subspace of the sequence of Krylov subspaces as expected. Hence, the
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Algorithm 9Modified adaptive-order rational Arnoldi (mAORA) method
Input: Descriptor system (E ,A,B, C); set of expansion points Si+1 = {s1, . . . , si, si+1} ⊂ C;
orthonormal matrix V (i) =
[
v
(i)
1 , . . . , v
(i)
nr
]
with nr = j1,i+ . . .+ji,i obtained via previous call
of mAORAmethod; sequence of norms of residual vectors h1(s1), . . . , hj1,i(s1), . . . , hji,i(si);
number of iteration steps nr > 0.
Output: Orthonormal matrix V (i+1) =
[
v
(i+1)
1 , . . . , v
(i+1)
nr
]
∈ Cn×nr .
1: Initialize residuals r(1)(s1) = v
(i)
l1
, . . . , r(1)(si) = v
(i)
li
with suitable l1, . . . , li ∈ {1, . . . , n}.
2: Compute r(1)(si+1) = (si+1E − A)−1B and h1(si+1) = ‖ r(1)(si+1) ‖2.
3: Let hπ(sl) = 1 and jl,i+1 = 1 for all l = 1, . . . , i+ 1.
4: Initialize current index α = 1 of orthonormal vector sequence v
(i)
α ∈ V (i), where α > 0
refers to as the current column of V (i).
5: for j = 1, . . . , nr do
6: Determine si⋆ = argmaxs∈S∗ |hπ(s)Cr(j)(s) |, where it holds that
• si+1 ∈ S∗ corresponding to the residual vector r(j)(si+1),
• sα ∈ S∗ with sα ∈ Si corresponding to the current column v(i)α ∈ V (i),
• sk ∈ S∗ with sk ∈ Si such that jk,i+1 > jk,i (k = 1, . . . , i).
7: Define v
(i+1)
j = r
(j)(si⋆)/‖ r(j)(si⋆) ‖2 and compute hπ(si⋆) = hπ(si⋆)hji⋆,i+1(si⋆).
8: Update ji⋆,i+1 = ji⋆,i+1 + 1.
9: if si⋆ = si+1 then
10: Compute r(j+1)(si+1) = −(si+1E − A)−1Ev(i+1)j .
11: else
12: if ji⋆,i+1 ≤ ji⋆,i then
13: Select r(j+1)(si⋆) = v
(i)
l with a suitable l ∈ {1, . . . , nr}.
14: else
15: Compute r(j+1)(si⋆) = −(si⋆E − A)−1Ev(i+1)j .
16: Update norm of residual hji⋆,i+1(si⋆) = ‖ r(j+1)(si⋆) ‖2.
17: end if
18: Update α ≡ α+ 1.
19: end if
20: Update r(j+1)(sl) = r
(j)(sl) for all l = 1, . . . , i+ 1with i 6= i⋆.
21: for k = 1, . . . , i+ 1 do
22: for l = 1, . . . , j do
23: r(j+1)(sk) = r
(j+1)(sk)−
Å(
v
(i+1)
l
)T
r(j+1)(sk)
ã
v
(i+1)
l
24: end for
25: end for
26: end for
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appropriate formulation of the theoretical framework of moment matching methods requires the consid-
eration of the order of the orthonormal vector sequence V (i−1).
The previous remark leads to the confirmation that the selection of the subsequent residual
vector is given by
• r(j)(si) with the latest expansion point si ∈ Si or
• r(j)(sk) ≡ vα ∈ V (i−1) (k = 1, . . . , i− 1)with the index α = 1, . . . , nr corresponding to the
current column or
• r(j)(sk) = −(skE − A)−1Evj∗ for an increasing dimension jk,i > jk,i−1 of the Krylov sub-
space Kjk,i(sk).
In doing so, the selection of the residual vectors corresponds to the adaptation of the output
moment error, cf. line 6 in Algorithm 9. For the appropriate evaluation of the output moment
error (4.2.8), the product of the norm of the residuals
∏
j‖ r(j)(s) ‖2, s ∈ Si, is preserved from
the initial computation of each residual vector. In this way, a comparable result for the different
dimensions j1,i, . . . , ji,i > 0 in the subsequent calls of the AORA and mAORA method may be
expected. Numerical experiments for a selection of model problems of Maxwell’s equations in
semiconductor structures have confirmed this assumption, see Chapter 6.
In [18], we have given a theoretical comparison between the Galerkin projection Π = V V T
obtained via the subsequent calls of a generic rational Arnoldi method and a modified generic
rational Arnoldi method. Here, we adapt the existing results to the special case of the modified
adaptive-order rational Arnoldi method. For the expansion points s1 ∈ C and s2 ∈ C, two
subsequent calls of the AORA and mAORA method lead to the same Galerkin projection in
model order reduction with moment matching methods.
Lemma 5.1.2. Let s1 ∈ C and s2 ∈ C denote two arbitrary expansion points. Moreover, the columns of
the orthonormal matrix V (2) = [v
(2)
1 , . . . , v
(2)
nr ] ∈ Cn×nr have been obtained from two subsequent calls
of the modified AORA method. Then, the span of the orthonormal matrix V (2) fulfils
colspan(V (2)) = Kj1(−(s1E − A)−1E ,B1) +Kj2(−(s2E − A)−1E ,B2), (5.1.1)
where B1 = (s1E − A)−1B and B2 = (s2E − A)−1B with nr = j1 + j2 and j1, j2 ≥ 0.
Proof. Let V (1) =
[
v
(1)
1 , . . . , v
(1)
nr
]
∈ Cn×nr denote the orthonormal matrix of the initial call of the
modified generic rational Arnoldi method with s1 ∈ C. The statement of the lemma is proven
via induction on the dimension of the reduced order model nr > 0.
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For nr = 1, we will either employ the initial vector v
(1)
1 ∈ span{(s1E − A)−1B} or com-
pute the solution to the linear system v˜
(2)
1 = (s2E − A)−1B. Hence, the initial expansion point
selection during the second call of the mAORA method leads to
v
(2)
1 ∈ K1(−(s1E − A)−1E ,B1) or v(2)1 ∈ K1(−(s2E − A)−1E ,B2).
Otherwise, we have to distinguish between the choice vi ∈ V (1) (i = 1, . . . , nr) on the one
hand and the computation of the subsequent orthonormal vector via v˜1 = (s2E − A)−1B or
v˜i = −(s2E − A)−1Evi−1 (i = 2, . . . , nr) on the other hand. Initially, we will assume that
span
{
v
(2)
1 , . . . , v
(2)
nr−1
}
∈ Kj1(−(s1E − A)−1E ,B1) +Kj2−1(−(s2E − A)−1E ,B2), (5.1.2)
which suggests that we have to select the expansion point s2 ∈ C during the last iteration step.
From nr − 1 iteration steps of the modified adaptive-order rational Arnoldi method, we obtain
γnr,nr−1v˜
(2)
nr = −(s2E − A)−1Ev(2)nr−1 +
nr−1∑
i=1
γi,nr−1v
(2)
i ,
where γi,nr−1 ∈ C (i = 1, . . . , nr − 1) refer to the coefficients of the modified Gram-Schmidt
procedure and γnr,nr−1 ∈ R resembles a normalization coefficient. Following the induction
hypothesis (5.1.2), we are able to introduce the decomposition v
(2)
nr−1 ≡ w
(1)
j1
+ w
(2)
j2−1
, where
w
(1)
j1
∈ Kj1(−(s1E − A)−1E ,B1) and w(2)j2−1 ∈ Kj2−1(−(s2E − A)−1E ,B2).
The application of Lemma 4.2.1 ensures that−(s2E−A)−1Ew(1)j1 is already contained in the sub-
space (5.1.1). Since −(s2E − A)−1Ew(2)j2−1 simply extends the Krylov subspace of the expansion
point s2 ∈ C, we obtain the proposition of the lemma. On the other hand, if we assume that
span
{
v
(2)
1 , . . . , v
(2)
nr−1
}
∈ Kj1−1(−(s1E − A)−1E ,B1) +Kj2(−(s2E − A)−1E ,B2), (5.1.3)
we will select the expansion point s1 ∈ C during the last iteration step of the modified generic
rational Arnoldi method. Therefore, we consider
γnr,nr−1v˜
(2)
nr = v
(1)
j1
+
nr−1∑
i=1
γi,nr−1v
(2)
i ,
during the last iteration step, where the coefficients γi,nr−1 ∈ C (i = 1, . . . , nr) refer to the
modified Gram-Schmidt procedure. We know from the initial call of the modified adaptive-
order rational Arnoldi method that
v
(1)
j1
∈ Kj1(−(s1E − A)−1E ,B1) ⊂ Knr(−(s1E − A)−1E ,B1).
The mAORA method suggests the choice of the vector v
(1)
j1
from the already known vector
sequence v
(1)
1 , . . . , v
(1)
nr−1 including an orthonormalization against the previous computed sub-
space (5.1.3). Hence, the proposition of the lemma follows.
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Similar to the AORA method with the expansion points s1 ∈ C and s2 ∈ C, the second call
of the mAORAmethod allows for the selection of either the residual r(j)(s1) or r
(j)(s2). Hence,
the output moment error leads to the same dimensions of each Krylov subspace Kj1(s1) and
Kj2(s2), where the order of appearance of the residual vectors r(j)(s1) and r(j)(s2) is identically
equal to the selection in the AORAmethod. As a consequence, the moment matching property
(4.2.5) remains valid for the two subsequent calls of the mAORA method.
The major difference for the adaptive selection of each expansion point in the modified
adaptive-order rational Arnoldi method occurs for more than two expansion points. On the
one hand, the AORA method allows for the computation of the output moment error for all
residuals r(j)(sk) (k = 1, . . . , i) in each iteration step. On the other hand, assuming that jl,i+1 ≤
jl,i (l = 1, . . . , i) between subsequent calls the mAORA method computes the output moment
error only for the residuals r(j)(sk) ≡ vα ∈ V (i−1) with an arbitrary k = 1, . . . , i− 1 and r(j)(si).
Hence, an extension of Lemma 5.1.2 follows from the subsequent application of the mod-
ified AORA method to a sequence of expansion points s1, . . . , si ∈ C. Under the simplified
assumption that the dimensions j1,l, . . . , jl,l > 0 of the subsequent calls of the AORA and the
mAORA method coincide for all l = 1, . . . , i, we are again able to formulate a special case of
the corresponding result of a modified generic rational Arnoldi method.
Lemma 5.1.3. Let s1, . . . , si ∈ C denote a given set of expansion points. If the columns of the orthonor-
mal matrix V (i) = [v
(i)
1 , . . . , v
(i)
nr ] ∈ Cn×nr have been obtained from the modified adaptive-order rational
Arnoldi (mAORA) method after i > 0 subsequent calls, then the relation
colspan(V (i)) =
i∑
l=1
Kjl,i(− (slE − A)−1 E ,
Ä
slE − A)−1B
ä
holds, where nr = j1,i+ . . .+ ji,i, jl,i > 0 (l = 1, . . . , i), denote the dimensions of each Krylov subspace
resulting from the i-th call of the mAORA method.
Proof. We only provide a sketch of the proof due to the fact that the proof of Lemma 5.1.2 may
immediately extended to the more general case with l > 2 expansion points.
Employing a single expansion point s1 ∈ C refers to the application of the SPRIM algo-
rithm for Maxwell’s equations, cf. Algorithm 2, i.e. we simply focus on the case l > 1 in the
following. Remember that the mAORA method, cf. Algorithm 9, considers the order of the
orthonormal matrix V (i−1), while selecting a residual vector corresponding to the expansion
points s1, . . . , si−1 ∈ C, cf. Remark 5.1.1. Assume that the subspace of the orthonormal vector
sequence V (i−1) corresponds to the subspace (4.2.4) for a suitable selection of the dimensions
j1,i−1, . . . , ji−1,i−1.
As seen in Corollary 4.2.3, each variant of a rational Arnoldi method is equal to the rational
Arnoldi method as long as the dimensions of the different Krylov subspaces coincide. Note
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that the mAORA method refers to a special case of a (modified) rational Arnoldi method with
a specific way of selecting the dimensions j1,i, . . . , ji,i. For this reason, the statement of the
Lemma follows by means of an inductive argument employing Lemma 4.2.1.
As a general rule, the mAORA method will lead to different dimensions for each Krylov
subspaceKjk(−(skE−A)−1E , (skE−A)−1B) (k = 1, . . . , l) due to the restriction of the selectable
residuals in the adaptation of the output moment error, cf. line 6 in Algorithm 9. Consequently,
the computed reduced order models by means of the mAORA method offer a different ac-
curacy as for the AORA method. For example, the incorporation of the mAORA method in
the AORA-RK method, cf. Algorithm 6, naturally results in a different selection of expansion
points.
Nevertheless, numerical experiments for the first- and second-order Maxwell’s equations
given by (3.0.1) and (3.0.3) have confirmed that the differences between the AORA and the
mAORA method either for a fixed set of expansion points or by means of the AORA-RK
method do not have a significant impact on the accuracy of the reduced order model, see
Chapter 6. In addition, the mAORA method leads to a remarkable speed-up with respect to
the computational time and the memory requirement in the offline-stage of moment matching
based model order reduction.
5.2 An algebraic two-level method
The algebraic two-level method (ATLM) represents a direct solver for solving a linear system
of the first-order Maxwell’s equations (3.0.1) in due consideration of the block-structure of the
electric and magnetic field strength, see [19]. For a given expansion point si ∈ C and an arbi-
trary right-hand side f ∈ Cn, we consider a shifted linear system of the first-order Maxwell’s
equations of the form
(siE − A)x = f, where siE − A =
Ñ
siMǫ +Mσ −C
CT siMµ
é
.
By decomposing the solution vector x ≡ x(t) = [E(t)T,H(t)T]T and the right hand side f =
[fT1 , f
T
2 ]
T according to the dimensions of the electric and magnetic field strength, one step of
block Gaussian elimination leads toÑ
siMǫ +Mσ −C
CT siMµ
é
=
Ñ
I −CU−11
0 L1
éÑ
S 0
0 I
éÑ
I 0
L−11 C
T U1
é
, (5.2.1)
where siMµ = L1U1 and S = (siMǫ +Mσ) + C(siMµ)
−1CT refers to as the Schur complement
of first-order Maxwell’s equations. The decomposition (5.2.1) allows for solving a shifted linear
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system by a backward substitution step, solving a linear system obtained via the corresponding
Schur complement and a forward substitution step, cf. Algorithm 10.
Algorithm 10 Algebraic two-level method (ATLM) [19]
Input: Matrix pair E and A; expansion point si ∈ C; right-hand side f ∈ Cn.
Output: Solution of linear system (siE − A)x = f with x = [xT1 , xT2 ]T ∈ Cn.
1: Determine the LU decomposition siMµ = L1U1.
2: Backward-substitution: z2 = L
−1
1 f2 and z1 = f1 + CU
−1
1 z2.
3: Compute Schur complement S = (siMǫ +Mσ) + CU
−1
1 L
−1
1 C
T.
4: Determine the LU decomposition S = LSUS .
5: Solve Schur complement system: x1 = U
−1
S L
−1
S z1.
6: Forward-substitution: x2 = U
−1
1 (z2 − L−11 CTx1).
We see that solving a shifted linear system of the first-order Maxwell’s equations by means
of the ATLM basically consists of solving a linear system with the Schur complement. Numer-
ical experiments have indicated a remarkable speed-up in the computational time required for
solving a shifted linear system as compared to the application of the LU decomposition applied
to the whole system, see Chapter 6.
Additionally, we will provide an extension of the algebraic two-level method by applying
an iterative (recycling) Krylov subspace method for solving the shifted linear system corre-
sponding to the Schur complement, cf. line 5 in Algorithm 10. In Section 5.3, we will review
recycling Krylov subspace methods with an application to (complex) symmetric, but highly
indefinite sparse linear systems corresponding to second-order Maxwell’s equations.
The explicit construction of the Schur complement is impracticable for a non-diagonal mass
matrix Mµ, e.g. the finite element method typically leads to a block-tridiagonal mass matrix.
In this case, a mass lumping technique [27, 35] or an explicit discretization of the second-order
formulation of the Maxwell’s equations becomes indispensable, cf. Section 3.3. Be aware that
mass lumping techniques require an appropriate construction of the finite element employing
higher-order edge elements, see [27].
5.3 Recycling Krylov subspace methods
This paragraph reviews recycling Krylov subspace methods for solving a sequence of high-
dimensional linear systems of the form
A(j)x(j) = f (j), j = 1, 2, . . . ,
where A(j) ∈ Cn×n, x(j) ∈ Cn and f (j) ∈ Cn. Recycling Krylov subspace methods benefit
from the computation of a recycling subspace after solving the current linear system in order to
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improve the convergence behaviour for the subsequent linear systems, see [91]. The principal
idea behind the application of a recycling subspace in a Krylov subspace method has been
originally introduced in the GCROT method, see [30].
Generally speaking, the recycling subspace Ui+1 ∈ Cn×p after solving the (i + 1)-th linear
system is computed by
Ci+1 = A
(i+1)Ui+1 with C
∗
i+1Ci+1 = I. (5.3.1)
The application of the Arnoldi- or Lanczos-type method for solving the subsequent linear sys-
tem is carried out with respect to the orthogonal complement of the subspace Ci+1 ∈ Cn×p.
Moreover, the selection of an appropriate sequence of orthonormal vectors for the recycling
subspace is based on a generalized eigenvalue problem by means of the harmonic Ritz values,
see [91].
At first, we will recapitulate the basic idea of Krylov subspace methods for iteratively solv-
ing a sparse linear system and give a short overview on the most important methods, e.g. the
generalized minimal residual (GMRES) method, the biconjugate gradient (BiCG) method and
the quasi-minimal residual (QMR) method, see [104]. Thereafter, an extension to the iterative
recycling Krylov subspace methods based on the recycling subspace (5.3.1) is given. Finally, we
will discuss the key ingredients of the recycling quasi-minimal residual (rQMR) method and
the recycling simplified quasi-minimal residual (rSQMR) method.
5.3.1 Survey on Krylov subspace methods
We consider solving a high-dimensional linear system Ax = f , where A ∈ Cn×n, x ∈ Cn
and f ∈ Cn, with Krylov subspace methods, see [104]. A Krylov subspace employed for solving a
linear system is constituted by
Kk(A, r0) = span{r0, Ar0, . . . , Ak−1r0} with r0 = f −Ax0, (5.3.2)
where x0 ∈ Cn refers to as the initial guess of the approximate solution to the linear system
Ax = f . If the columns of the orthonormal matrix Vk ∈ Cn×k span the Krylov subspace (5.3.2),
the k-th iterate xk ∈ Cn of a Krylov subspace method is given by the (Petrov-) Galerkin projec-
tion, i.e.
xk = x0 + Vkyk subject to rk = f −Axk ⊥ Lk. (5.3.3)
Typically, the Krylov subspace Lk simply denotes the Krylov subspace Kk(A, r0) or the Krylov
subspace Kk(A∗, r˜0), where r˜0 = f˜ − A∗x˜0 refers to as the initial residual of the dual linear
system A∗x˜ = f˜ with the initial guess x˜0 ∈ Cn.
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The first variant, i.e. Lk ≡ Kk(A, r0), leads to the computation of an orthonormal basis of
the Krylov subspace Kk(A, r0) with the Arnoldi method, which has been previously introduced
in Algorithm 1 for moment matching based model order reduction. Recall that the Arnoldi
method provides the relation
AVk = Vk+1Hk, (5.3.4)
where the columns of the orthonormal matrix Vk ∈ Cn×k span the Krylov subspace Kk(A, r0)
and Hk ∈ C(k+1)×k denotes an upper Hessenberg matrix, see [6]. Here, the initialization of the
orthonormal vector sequence follows from v1 = r0/‖ r0 ‖2.
The second variant, i.e. Lk ≡ Kk(A∗, r˜0), is based on the unsymmetric Lanczos method with
biorthonormal matrices Vk ∈ Cn×k andWk ∈ Cn×k,W ∗kVk = I , such that
AVk = Vk+1T k and A
∗Wk =Wk+1T˜ k (5.3.5)
where T k ∈ C(k+1)×k and T˜ k ∈ C(k+1)×k are tridiagonal matrices and v1 = r0/‖ r0 ‖2 and
w1 = r˜0/ (r
∗
0 r˜0). As compared to the Arnoldi method, the Lanczos method uses a three-term
recurrence in the computation of the biorthonormal vector sequence. Since the Lanczosmethod
allows for a freedom of scaling each vector sequence Vk ∈ Cn×k andWk ∈ Cn×k, wewill assume
in the following that the relation W ∗kVk = Dk holds, where Dk ∈ Ck×k represents a diagonal
matrix, see [57].
The general framework of a Krylov subspace method (5.3.3) based on the Arnoldi method
(5.3.4) leads to the norm of the residual
‖ rk ‖2 = ‖ f −Axk ‖2 = ‖ r0 −AVkyk ‖2 = ‖Vk+1(ρ0e1 −Hkyk) ‖2 = ‖ ρ0e1 −Hkyk ‖2,
where ρ0 = ‖ r0 ‖2. More precisely, the generalized minimal residual (GMRES) method [105] com-
putes the solution update xGk = x
G
0 + Vky
G
k during the k-th iteration step by means of the least
squares problem
‖ ρ0e1 −HkyGk ‖2 = min
y∈Ck
‖ ρ0e1 −Hky ‖2. (5.3.6)
Since Hk ∈ C(k+1)×k represents an upper Hessenberg matrix, the subsequent solution to the
least squares problem (5.3.6) is computed by a sequence of Householder orthogonalizations or
Givens rotations, see [104].
Whenever the application at hand depends on the simultaneous solution to the primary
and dual linear system Ax = f and A∗x˜ = f˜ , the biconjugate gradient (BiCG) method represents
the method of choice, see [42, 73]. More precisely, the BiCG method computes the solution
update of the primary system
xBk = x
B
0 + Vky
B
k subject to r
B
k = f −AxBk ⊥Wk (5.3.7)
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and the corresponding solution update of the dual system
x˜Bk = x˜
B
0 +Wky˜
B
k subject to r˜
B
k = f˜ −A∗x˜Bk ⊥ Vk.
Similar to the conjugate gradients (CG) method by Hestenes and Stiefel [59], the solution up-
dates of the primary and dual system are obtained via
Tky
B
k = ρ0e1 and T˜ky˜
B
k = ρ˜0e1,
where Tk ∈ Ck×k and T˜k ∈ Ck×k refer to as the tridiagonal matrices from the unsymmetric
Lanczos method (5.3.5) and ρ0 = ‖ rB0 ‖2 and ρ˜0 = ‖ r˜B0 ‖2. A practical implementation of
the BiCG method is typically based on a subsequently updated LDU decomposition of the
tridiagonal matrix.
The BiCG method breaks down when the relation (r˜Bi )
∗rBi = 0 occurs or the LDU factor-
ization without permutations of the tridiagonal matrix Tk fails due to a zero pivot element. An
appropriate treatment of a breakdown situation in the BiCG method is given by the look-ahead
Lanczos method [47]. For the Maxwell’s equations, the situation of a breakdown has never been
observed during our numerical experiments in Chapter 6.
The quasi-minimal residual (QMR) method makes use of the biorthogonal vector sequence
Vk ∈ Cn×k obtained via the unsymmetric Lanczos method and leads to to the minimization
of an upper bound of the norm of the residual, see [48]. Since a straightforward computation
shows that
‖ rQk ‖2 = ‖ f −AxQk ‖2
= ‖Vk+1Ω−1k+1(ρ0e1 − Ωk+1T kyQk ) ‖2
≤ ‖Vk+1Ω−1k+1 ‖2‖ ρ0e1 − Ωk+1T kyQk ‖2,
where Ωk+1 = diag(ω1, . . . , ωk+1), ωi ∈ R, refers to as an arbitrary scaling matrix and ρ0 =
ω1‖ rQ0 ‖2, the solution update xQk = xQ0 + VkyQk of the primary system is achieved by the least
squares problem
‖ ρ0e1 − Ωk+1T kyQk ‖2 = min
y∈Ck
‖ ρ0e1 − Ωk+1T ky ‖2. (5.3.8)
A single Givens rotation in each iteration step typically allows for solving the least squares
problem (5.3.8) due to the fact that T k ∈ C(k+1)×k is a tridiagonal matrix. Moreover, a common
choice for each entry of the general scalingmatrixΩk+1 is given by ωi = ‖ vi ‖2 (i = 1, . . . , k+1),
see [47].
For the special case of a J-symmetric or J-hermitian coefficient matrix A ∈ Cn×n, i.e. ATJ =
JA or A∗J = JA with a non-singular matrix J ∈ Cn×n, the QMR method allows for a sig-
nificant simplification. Defining wi ≡ Jvi leads to the following biorthonormal condition in
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unsymmetric Lanczos method, i.e.
(Jvi)
Tvj = δij or (Jvi)
∗vj = δij
depending on the (complex) symmetric or hermitian case, see [50]. The advantage of the simpli-
fied quasi-minimal residual (SQMR) method is that the unsymmetric Lanczos method (5.3.5) only
requires the vector sequence Vk ∈ Cn×k due to the fact thatwj = ξjJvj holds for all j = 1, . . . , k.
Here, ξj ∈ C (j = 1, . . . , k) refers to as an appropriate scaling factor of the dual vector sequence.
An important example of J-symmetry has been introduced by Freund and Nachtigal for a
preconditioned linear system, see [50]. The application of the complex symmetric precondi-
tioner M = M1M2 = M
T
2 M
T
1 = M
T to the linear system Ax = f with a complex symmetric
coefficient matrix A ∈ Cn×n results in the preconditioned linear system1
A′x′ = f ′, where A′ =M−11 AM
−1
2 , x
′ =M2x and f
′ =M−11 f.
Hence, the J-symmetric of the matrix A′, i.e. (A′)TJ = JA′, follows immediately by setting
J ≡ MT1 M−12 . Typically, we leave out the preconditionerM = M1M2 within the discussion of
the J-symmetry of a coefficient matrix. This simplification is in due consideration of the fact
that preconditioned Krylov subspace methods may be rewritten in such a way that the explicit
computation of the matrix-vector productA′y =M−11 AM
−1
2 y, y ∈ Cn, will never be performed.
5.3.2 The recycling biconjugate gradient method
The recycling biconjugate gradient (rBiCG) method consists of simultaneously solving a se-
quence of primary and dual linear systems of the form
A(j)x(j) = f (j) and (A(j))∗x˜(j) = f˜ (j), j = 1, 2, . . . ,
see [2]. Thereby, the solution update of the rBiCG method is obtained via a suitable adaptation
of the solution update of the BiCG method in order to benefit from the introduction of a pair of
recycling subspaces. In this context, we also review a common framework for the computation
of recycling subspaces by means of the harmonic Ritz values, see [91].
First of all, an extension of the recycling subspace Ui+1 ∈ Cn×p (5.3.1) is given in order to
properly incorporate the biorthonormal vector sequence Vk ∈ Cn×k and Wk ∈ Cn×k obtained
via the unsymmetric Lanczos method. For convenience, we will leave out the index notation
for the (i + 1)-th linear system, i.e. we refer to as A ≡ A(i+1) and A∗ ≡ (A(i+1))∗ on the hand,
while we denote U ≡ Ui+1 (U˜ ≡ U˜i+1) and C ≡ Ci+1 (C˜ ≡ C˜i+1) on the other hand.
1Note thatM1 = M
T
2 is not necessarily required [50].
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The recycling biconjugate gradient method requires a pair of recycling subspaces U ∈ Cn×p
and U˜ ∈ Cn×p with C = AU and C˜ = A∗U˜ subject to
[
C˜, Wk
]
⊥b
[
C, Vk
]
, (5.3.9)
see [2]. As a consequence of the three term recurrence of the unsymmetric Lanczos method and
the biorthogonal condition (5.3.9), the biorthogonal vector sequence vj+1 ∈ Vk and wj+1 ∈ Wk
achieved by the corresponding j-th and (j− 1)-th Lanczos vectors and the recycling subspaces
C and C˜, respectively. This observation results in an extension of the unsymmetric Lanczos
method (5.3.5) with respect to the pair of recycling subspaces, i.e.
(I − CCˆ∗)AVk = Vk+1T k and (I − C˜Cˇ∗)A∗Wk =Wk+1T˜ k (5.3.10)
where Cˆ = C˜D−∗c and Cˇ = CD
−1
c with Dc = diag
Ä
(c˜1)
Tc1, . . . , (c˜p)
Tcp
ä
.
We will only discuss the solution update of the primary system in the recycling BiCG
method since a similar argument holds for the corresponding dual linear system A∗x˜ = f˜ .
In [2], the authors extend the solution update (5.3.7) of the BiCGmethod to the solution update
of the rBiCG method by
xrBk = x
rB
0 + Uz
rB
k + Vky
rB
k . (5.3.11)
Hence, the biorthogonal condition (5.3.9) is used to require
rrBk = f −AxrBk = rrB0 −AUzrBk −AVkyrBk ⊥
[
C˜, Wk
]
.
Remember that the solution update of the BiCG method follows from the subsequent com-
putation of an LDU decomposition of the tridiagonal matrix Tk ∈ Ck×k. Since the solution
update of the recycling BiCGmethod (5.3.11) simply appends the recycling subspace U ∈ Cn×p
to the solution update of the BiCG method (5.3.7), each iterate of the rBiCG method can be
computed solving a tridiagonal system with Tk, see [2]. From the unsymmetric Lanczos re-
lation (5.3.10), the solution update of the rBiCG method (5.3.11) and the recycling subspace
property C = AU , it follows that
A
[
U, Vk
] zrBk
yrBk

 = [C, Vk+1
] I Cˆ∗AVk
0 T k



zrBk
yrBk

 . (5.3.12)
Ahuja et al. have shown that the application of the orthogonal condition (5.3.9) to the aug-
mented Lanczos relation (5.3.12) leads to the solution update of the primary linear system
xrBk = x
rB
0 + UCˆ
∗rrB0 + (I − UCˆ∗A)VkyrBk , (5.3.13)
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where Tky
rB
k = ‖ (I − CCˆ∗)rrB0 ‖2e1, see [2]. An efficient implementation of the matrix-matrix
multiplication UCˆ∗A at the end of solving the j-th linear system (j = 1, 2, . . .) has been given
by Ahuja in [1].
Note that solving a sequence of linear systems allows for different approaches within the
computation of a pair of recycling subspaces Ci+1 ∈ Cn×p and C˜i+1 ∈ Cn×p, see [1]. For
example, Ahuja et al. have introduced a subspace recycling technique based on the subspaces
C0 ∈ Cn×p and Cj+1 ∈ Cn×p. The subspace C0 represents the latest recycling subspace arising
from solving the j-th linear system, while Cj+1 refers to as the subsequently updated recycling
subspace corresponding to solving the (j + 1)-th linear system, see [2]. For simplicity, we
will only consider the subspace C ≡ Cj+1 within the computation of the subsequent recycling
subspace [18].
For the appropriate computation of a recycling subspace, remember that harmonic Ritz val-
ues θ = 1/µ of a matrix A ∈ Cn×n are defined by means of the generalized eigenvalue problem
A−1y − µy ⊥ w ∀ w ∈ AP and y ∈ AP, (5.3.14)
where P = Kk(A, r0), see [91]. In view of the augmented Lanczos relation (5.3.12), Ahuja et
al. [2] have introduced Φk =
[
U, Vk
]
and Ψk =
[
C, Vk+1
]
such that
AΦk = ΨkHk, where Hk =

I Cˆ∗AVk
0 T k

 . (5.3.15)
The corresponding relation of the dual linear system follows from Φ˜k =
[
U˜, Wk
]
and Ψ˜k =[
C˜, Wk+1
]
such that
A∗Φ˜k = Ψ˜kH˜k, where H˜k =

I Cˇ∗A∗Wk
0 T˜ k

 . (5.3.16)
Thus, a combination of the augmented Lanczos relations (5.3.15) and (5.3.16) leads to the for-
mulation of the generalized eigenvalue problem
(H˜∗kΨ˜
∗
kΨkHk)W = (H˜
∗
kΨ˜
∗
kΦk)WΛ. (5.3.17)
If we refer to the columns ofWp as the p > 0 right eigenvectors corresponding to the harmonic
Ritz values of smallest magnitude, the recycling subspace is given by U = ΦkWp. An efficient
computation of the matrix pair (H˜∗kΨ˜
∗
kΨkHk, H˜
∗
kΨ˜
∗
kΦk) required for the generalized eigenvalue
problem (5.3.17) was previously discussed by Ahuja et al. in [2].
If the solution to the first linear system is computed without a pair of recycling subspaces,
the initial pair of recycling subspaces [2] follows from the eigenvalue problems
TkW =WΛ and T˜kW˜ = W˜Θ, (5.3.18)
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where Tk and T˜k denote the tridiagonal matrices of the unsymmetric Lanczos method (5.3.5).
As before, the recycling subspaces U = Wp and U˜ = W˜p correspond to the Ritz values of
smallest magnitude.
5.3.3 A recycling simplified quasi-minimal residual method
In the following, we will provide an extension of the rBiCG method to a recycling quasi-
minimal residual (rQMR) method and a recycling simplified quasi-minimal residual (rSQMR) method.
The formulation of the (recycling) SQMRmethod is based on the coupled two-term recurrences
variant of the unsymmetric Lanczos method given by Freund and Nachtigal [49].
It is important to note that the QMR and SQMR method on the one hand and the recycling
QMR and recycling SQMR method on the other hand are based on the unsymmetric Lanczos
method but employing a completely different solution update due to the introduction of a
recycling subspace. Nevertheless, we will see that the derivation of the recycling (simplified)
quasi-minimal residual method also requires the minimization of an upper bound of the norm
of the residual, cf. (5.3.8).
To begin with, note that solution update of the QMR method may be obtained via the solu-
tion update of the BiCG method, see [44].
Lemma 5.3.1 ([44, Lemma 4.1]). Let ω1 > 0,m ≥ 1 and
Hm =

 Hm
hm+1,me˜
T
m

 =

Hm−1 ∗
0 hm+1,m

 ,
where e˜Tm =
[
0 . . . 0 1
]
∈ Rm, be an (m+1)×m upper Hessenberg matrix of full column rank. For
k = m−1, let zk ∈ Ck denote the solution to the least-squares problem τk ≡ minz∈Ck‖ fk+1 −Hmz ‖2,
where fk+1 = ω1e1 ∈ Rk+1. Moreover, assume that the m × m matrix Tm is non-singular and set
z˜m ≡ H−1m fm. Then,
zm = (1− c2m)

zm−1
0

+ c2mz˜m, τm = τm−1ϑmcm, (5.3.19)
where
ϑm =
1
τm−1
‖ fm+1 − Tmz˜m ‖2 and cm =
1»
1 + ϑ2m
.
The result of Lemma 5.3.1 has been formulated for the more general case of an upper Hes-
senberg matrix. Nevertheless, the relationship (5.3.19) makes an extension to the solution up-
date of the BiCG and the QMR method possible.
Chapter 5. Efficient Krylov subspace methods for model order reduction 87
By comparison with the initial approach for the solution update of the rBiCG method, we
extend the solution update of the QMR method by means of the recycling subspace U ∈ Cn×p
such that
xrQk = x
rQ
0 + Uz
rQ
k + Vky
rQ
k . (5.3.20)
As seen before for the rBiCG method, cf. (5.3.10), the unsymmetric Lanczos method will be
applied to the matrices (I−CCˆ∗)A and (I−CCˇ∗)A∗. Together with the initial approach for the
solution update of the rQMR method and the recycling subspace property C = AU , we obtain
A
[
U, Vk
] zrQk
yrQk

 = [C, Vk+1
] I Cˆ∗AVk
0 T k



zrQk
yrQk

 . (5.3.21)
Hence, the computation of the norm of the residual of the rQMR method leads to
‖ rrQk ‖2 = ‖ rrQ0 −AUzrQk −AVkyrQk ‖2
= ‖ rrQ0 −
[
C, Vk+1
] I Cˆ∗AVk
0 T k



zrQk
yrQk

 ‖2
= ‖
[
C, Vk+1Ω
−1
k+1
]ÑCˆ∗rrQ0
ρ0e1

−

I Cˆ∗AVk
0 Ωk+1T k



zrQk
yrQk


é
‖2
≤ ‖
[
C, Vk+1Ω
−1
k+1
]
‖2‖

Cˆ∗rrQ0
ρ0e1

−

I Cˆ∗AVk
0 Ωk+1T k



zrQk
yrQk

 ‖2,
where ρ0 = ω1‖ (I − CCˆ∗)r0 ‖2. Due to the fact that ‖
[
C, Vk+1Ω
−1
k+1
]
‖2 ≤ const. holds, the
minimization of the upper bound of the norm of the residual is given by the least squares
problem
‖ ρ0e1 − Ωk+1T kyrQk ‖2 = min
y∈Ck
‖ ρ0e1 − Ωk+1T ky ‖2, (5.3.22)
where T k ∈ C(k+1)×k represents the tridiagonal matrix of the unsymmetric Lanczos method
(5.3.10) with respect to the orthogonal complement of the pair of recycling subspaces, and
zrQk = Cˆ
∗rrQ0 − Cˆ∗AVkyrQk . (5.3.23)
In summary, (5.3.22) and (5.3.23) allow for rewriting the initial approach of the solution update
(5.3.20) of the rQMR method, i.e.
xrQk = x
rQ
0 + UCˆ
∗rrQ0 + (I − UCˆ∗A)VkyrQk . (5.3.24)
For efficiently computing the solution update of the rQMRmethod (5.3.24), we make use of
the previous results of the rBiCGmethod. More precisely, the relation between the iterative pro-
cess of the QMR and the BiCG method, cf. Lemma 5.3.1, allows for an extension to the rQMR
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and the rBiCG method. It is important to note that the derivation of (5.3.19) only depends on
an upper Hessenberg matrixHk ∈ C(k+1)×k or a tridiagonal matrix T k ∈ C(k+1)×k, respectively,
see [44]. Hence, employing (5.3.19) with respect to the solution update of the rBiCG and the
rQMR method yrBk ∈ Ck and yrQk ∈ Ck to the iterative rule of the rQMR method (5.3.24), we
obtain
xrQk = x
rQ
0 + (I − UCˆ∗A)VkyrQk
= xrQ0 + (1− c2k)(I − UCˆ∗A)Vk−1yrQk−1 + c2k(I − UCˆ∗A)yrBk
= xrQk−1 − c2kxrQk−1 + c2kxrBk .
The replacement of the k-th iterate of the rBiCGmethod via xrBk = x
rB
k−1+αk−1(I−UCˆ∗A)pk−1,
see [2], extends the latter equation such that
xrQk = x
rQ
k−1 − c2kxrQk−1 + c2k(xrBk−1 + αk−1(I − UCˆ∗A)pk−1)
= xrQk−1 + c
2
k(x
rB
k−1 − xrQk−1) + c2kαk−1(I − UCˆ∗A)pk−1.
Similar to the derivation of Proposition 5.2 in [48], we extend yBk = y
Q
k + ϑ
2
kdk, where dk =
xrQk − xrQk−1, with respect to the recycling subspace. In other words, it follows that
xrBk − xrQk = ϑ2k(I − UCˆ∗A)dk.
Therefore, the solution update of the recycling quasi-minimal residual (rQMR) method is ob-
tained via
xrQk = x
rQ
k−1 + c
2
kϑ
2
k−1(I − UCˆ∗A)dk−1 + c2kαk−1(I − UCˆ∗A)pk−1. (5.3.25)
Since the solution update of the rQMR and rSQMR method coincides2, an appropriate defi-
nition of the recycling subspaces C and C˜ with respect to the J-symmetry or the J-hermitian
of the coefficient matrix becomes necessary. In view of shifted linear systems corresponding
to the Maxwell’s equations, we restrict the following discussion to a J-(complex-)symmetric
coefficient matrix.
Let ATJ = JA be a J-(complex-)symmetric coefficient matrix with J = JT. At first glance,
the J-symmetric property of the matrix A ∈ Cn×n leads to the formulation of the recycling
subspace of the dual linear system as follows:
C = AU ⇒ JC = (JA)U = AT(JU),
2For a J-symmetric or J-complex-symmetric coefficient matrix, we require the scalar product uTv for arbitrary
vectors u, v ∈ Cn.
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such that C˜ ≡ JC and U˜ ≡ JU , see [18]. Moreover, the coefficient matrix of the extension
of the unsymmetric Lanczos method (5.3.10) also permits the formulation of the J-(complex-
)symmetric property, in detail
J(I − CCˆT)A = (I − C˜CˇT)ATJ.
Hence, we have shown that the J-(complex-)symmetry property of thematrixA ∈ Cn×n spreads
to the framework of iterative recycling Krylov subspace methods. A similar argument to the
SQMRmethod shows that the previous results remain also valid for the corresponding precon-
ditioned linear system A′x′ = f ′.
Throughout the thesis, we denote by k > 0 the number of eigenvectors preserved from
solving the generalized eigenvalue problem (5.3.17) or (5.3.18), whilem− k > 0 refers to as the
number of iteration steps before an update of the recycling subspace.
The appropriate treatment of the solution update of the rQMR and the rSQMR method
(5.3.24) in terms of the expression UCˆ∗rrQ0 requires an adaptation of the initial guess x0,∗ ∈ Cn
and the corresponding residual r0,∗ = f − Ax0,∗. Therefore, the initialization of the rSQMR
method reads as
x0 ≡ x0,∗ + UCˆ∗r0,∗ and r0 ≡ (I − CCˆ∗)r0,∗, (5.3.26)
cf. line 1 in Algorithm 11. In doing so, the unsymmetric Lanczos method avoids computing
the subsequent biorthogonal matrices Vk and Wk from a subspace used for the solution of the
previous linear system.
Finally, we summarize the application of the recycling simplified quasi-minimal residual
method to a sequence of linear systems A(j)x(j) = f (j), where (A(j))TJ = JA(j) and J = JT.
For example, let si ∈ C refer to as an arbitrary expansion point. Then, the first-order Maxwell’s
equations (3.0.1) satisfy
(siE − A)T
Ñ
I 0
0 −I
é
=
Ñ
I 0
0 −I
é
(siE − A), where siE − A =
Ñ
siMǫ +Mσ −C
CT siMµ
é
,
while the second-order Maxwell equation (3.0.3) leads to
(s2iMǫ + siMσ + CM
−1
µ C
T)TI = I(s2iMǫ + siMσ + CM
−1
µ C
T).
In view of line 6, line 9 and line 14 in Algorithm 11, an explicit computation of the vector
sequences wi = γiJvi and qi = γiJpi (i = 1, . . . , l) may be omitted in this way. Moreover,
the computation of the arbitrary scaling factor γi > 0 (i = 1, . . . , l) adopted from Freund and
Nachtigal [50] becomes redundant.
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Remember that a complex symmetric coefficient matrix is in need of the scalar product
uTv for arbitrary vectors u, v ∈ Cn. In particular, this scalar product must be applied to the
solution update of the rSQMRmethod (5.3.25) and the generalized eigenvalue problem (5.3.17).
Assuming that J = I holds in the following, the solutions to the sequence of linear systems by
means of the rSQMR method are obtained via the following steps:
1. Employm > 0 iteration steps of the SQMR method to the first linear system.
2. Compute the first recycling subspace U1 ∈ Cn×k by means of the eigenvalue problem
(5.3.18).
3. If a given tolerance has been reached, proceed to the subsequent linear system.
4. Otherwise, subsequently apply l ≡ m− k > 0 iteration steps of the rSQMRmethod, until
convergence of the approximate solution has occurred, cf. Algorithm 11. After each call
of the rSQMR method, we require an update of the recycling subspace with the help of
the generalized eigenvalue problem (5.3.17), where
Φl = [U1, Vl] and Ψl = [C1, Vl+1].
5. For each linear system A(j)x(j) = f (j) (j = 2, 3, . . .), perform the following steps:
(a) If a recycling subspace Uj−1 is available, run l ≡ m − k > 0 iteration steps of the
rSQMR method, cf. Algorithm 11.
(b) By means of the biorthonormal matrices Vl ∈ Cn×l and Wl = JVl ∈ Cn×l compute
an update of the recycling subspace, cf. (5.3.17), where
Φl = [Uj−1, Vl] and Ψl = [Cj−1, Vl+1].
(c) If a given tolerance has been reached, proceed to the subsequent linear system, i.e.
j ≡ j + 1.
(d) Otherwise, proceed to step 5a with the updated recycling subspace Uj−1 ∈ Cn×k.
Chapter 5. Efficient Krylov subspace methods for model order reduction 91
Algorithm 11 Recycling simplified quasi-minimal residual (rSQMR) method
Input: Let A ∈ Cn×n, x ∈ Cn and f ∈ Cn refer to the linear system Ax = f with
ATJ = JA; C = AU a recycling subspace with C˜ = JC and Cˆ = C˜D−1c , where
Dc = diag
Ä
(c˜1)
Tc1, . . . , (c˜p)
Tcp
ä
; x0,∗ ∈ Cn initial guess for iterative solution; maximum
number of iteration steps l > 0; tolerance tol for convergence criterion.
Output: Approximate solution to linear system Ax = f after i > 0 iteration steps.
1: Relating to (5.3.26), compute initial guess x0 ∈ Cn and residual r0 ∈ Cn by means of
x0 ≡ x0,∗ + UCˆTr0,∗ and r0 ≡ (I − CCˆT)r0,∗.
2: Initialize v1 = r0/ρ1 with ρ1 = ‖ r0 ‖2.
3: Set p0 = q0 = d0 = 0, c0 = ǫ0 = ξ1 = 1, γ1 = 1, ϑ0 = 0, η0 = −1.
4: for i = 1, . . . , l do
5: Lanczos coefficient: δi = (γiJvi)
Tvi.
6: Update search direction: pi = vi − pi−1(ξiδi/ǫi−1) and qi = γiJpi.
7: Compute matrix-vector multiplication: z = Api, y = Cˆ
Tz and w = z − Cy.
8: Lanczos coefficients: ǫi = (qi)
Tw and βi = ǫi/δi.
9: Update biorthogonal vector sequence:
v˜i+1 = w − βivi, ρi+1 = ‖ v˜i+1 ‖2 and w˜i+1 = γiJvi+1, ξi+1 = ‖ w˜i+1 ‖2.
10: Scaling factor of biorthonormal vector sequence: γi+1 = γi(ρi+1/ξi+1).
11: Compute solution update:
ϑi =
ωi+1ρi+1
ωici−1|βi | , ci =
1»
1 + ϑ2i
, ηi = −ηi−1 ρic
2
i
βic2i−1
,
di = ηi(I − UCˆTA)pi + (ϑi−1ci)2(I − UCˆTA)di−1, xi = xi−1 + di.
12: If ρi+1 = 0 and ξi+1 = 0, then stop.
13: Check i-th residual vector ri for convergence, e.g. ‖ ri ‖2 < tol ·‖ f ‖2.
14: Define vi+1 = v˜i+1/ρi+1 and wi+1 = w˜i+1/ξi+1.
15: end for

CHAPTER6
Numerical experiments for semiconductor structures
The previous chapters have given a comprehensive overview on the class ofmomentmatch-
ing methods in model order reduction of Maxwell’s equations given by the linear dynamical
systems (3.0.1) and (3.0.3). Apart from the comparison of different greedy-type expansion point
selection strategies in moment matching based model order reduction, cf. Subsection 4.2.4, the
numerical experiments also affect the improvements from the application of a rational Arnoldi-
type method, e.g. the AORA method, with a direct solver to the modified adaptive-order ra-
tional Arnoldi (mAORA) method with a recycling Krylov subspace method.
At first, three different model problems of the first- and second-order Maxwell’s equations
representing individual components of electric circuits are introduced. For the first-order for-
mulation, the discretization primarily follows from the FIT, while the FEM has been applied
to second-order Maxwell’s equations. Thereafter, the AORA-RK method, cf. Algorithm 6, the
AORA-H2 method, cf. Algorithm 4, and the AORA-MAX method, cf. Algorithm 5, are em-
ployed to a Coplanar Waveguide, a Branchline Coupler and a Printed Circuit Board1. More
precisely, the numerical experiments consider the influence of the number of iteration steps
of the rational Arnoldi-type method in the AORA-RK method and demonstrate the increasing
accuracy within the sequence of reduced order models.
For efficiently solving a sequence of shifted linear systems, we will provide a comparison
between the application of the LU decomposition and the algebraic two-level method, cf. Algo-
rithm 10, to high-dimensional model problems of first-order Maxwell’s equations. Moreover,
wewill show that the application of themodifiedAORAmethod leads to a significant improve-
1The model problems have been developed within the MoreSim4Nano research project, see
http://moresim4nano.org – The copyright of the model problems rests with the Computer Simulation Tech-
nique (CST) AG and the TEMF Institute (TU Darmstadt).
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ment of the computational costs for the subsequent computation of reduced order models. In
this context, the recycling SQMR method is applied to a sequence of shifted linear systems of
the second-order Maxwell’s equations. The main focus of the numerical experiments refers
to the improvement of the offline-stage of model order reduction by means of the modified
adaptive-order rational Arnoldi method on the one hand and the recycling simplified quasi-
minimal residual method on the other hand.
All numerical algorithms have been implemented in MATLABr R2012a using a desktop
computer with 4 CPUs, each Intelr Core
TM
i7-3770 with 3.40 GHz, and 16 GB RAM. Typically,
we aim for an efficient offline-stage in moment matching based model order reduction even
on a moderate desktop computer. In this context, the memory requirement for solving a high-
dimensional linear system based on a direct solver, e.g. the ATLM, cf. Algorithm 10, represents
a crucial limitation. Since the efficiency of the (recycling) iterative Krylov subspace methods
depends on a matrix-vector multiplication among others, a moderate desktop computer still
leads to the efficient application of moment matching based model order reduction from this
point of view.
The notation of the different variables will be clear from the context, e.g. for the application
of moment matching methods in model order reduction and the (recycling) Krylov subspace
methods, respectively.
6.1 Model problems in semiconductor structures
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Figure 6.1: Coplanar Waveguide.
The first example of the numerical experiments represents a Coplanar Waveguide, which con-
sists of three parallel conducting lines with a dielectric overlay in a metallic box, see Figure 6.1.
The Coplanar Waveguide at hand refers to as a special case, since a common model problem
would be composed of parallel conducting lines onto the dielectric overlay. Moreover, the PEC
boundary condition (3.1.12) is employed on the boundary of the metallic box Ω ⊂ R3 and for
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each single transmission line, respectively. The model problem denotes a single-input, single-
output (SISO) linear dynamical system, i.e. p = 1 and m = 1, where the output port has been
placed on the opposite side of the input port. Finally, the frequency range of the model problem
is given by [fmin, fmax] = [0.6, 3.0] GHz.
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Figure 6.2: Branchline Coupler.
A Branchline Coupler with the frequency range [fmin, fmax] = [1.0, 10.0] GHz has been se-
lected as the second example, see Figure 6.2. Here, two parallel strip lines have been connected
through a transversal bridge. The PEC boundary condition (3.1.12) has been employed for the
metallic ground plane and the metallic box, while the PMC boundary condition (3.1.13) was
placed on the other part of the substrate. The output port has been put on the adjacent trans-
mission line opposite to the input port. Similar to the first example, the model problem refers
to as a single-input, single-output (SISO) linear dynamical system.
Coplanar Waveguide Branchline Coupler PCB2
Electric conductivity σA ≡ 0.01 and σB ≡ 0.02 σ ≡ 0 σ ≡ 0
Frequency range [0.6, 3.0] GHz [1.0, 10.0] GHz [7.5, 10.0] GHz
(3.0.1) with FIT n = 32924 n = 73385 n = 226458
(3.0.3) with FEM – n = 27679 –
Table 6.1: Summary on model problems of Maxwell’s equations.3
The third and last example for the numerical experiments represents an extraction of a
Printed Circuit Board as a single-input, single-output linear dynamical system of Maxwell’s
equations, see Figure 6.3. In comparison to the Coplanar Waveguide and the Branchline Cou-
2Printed Circuit Board
3For the Coplanar Waveguide, a different electric conductivity has been employed above σA and below σB of
the dielectric overlay.
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pler, the Printed Circuit Board allows for the application of moment matching based model or-
der reduction to a more complex individual component of an electric circuit. Due to the dimen-
sion of the full-order model problem, we will primarily discuss the efficiency of the mAORA
method and the rSQMR method in due consideration of the PCB. Moreover, the frequency
range of the Printed Circuit Board is given by [fmin, fmax] = [7.5, 10.0] GHz. As seen in the pre-
vious examples, the PEC boundary condition has been used for the conducting transmission
lines, while the PMC boundary condition is applied to the rest of the substrate.
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Figure 6.3: Printed Circuit Board.
The most relevant information of a discretization of the Coplanar Waveguide, the Branch-
line Coupler and the Printed Circuit Board with the corresponding degrees of freedom of the
full-order model problem are summarised in Table 6.1.
6.2 Moment matching methods with a greedy-type expansion point
selection
Firstly, wewill discuss the application of the AORA-RK, AORA-MAX andAORA-H2method
in model order reduction with moment matching methods. Throughout the numerical experi-
ments, we employ the different model problems as follows:
• Coplanar Waveguide: First-order formulation (FIT).
• Branchline Coupler: First-order (FIT) and second-order formulation (FEM).
• Printed Circuit Board: First-order formulation (FIT).
The termination of the adaptive greedy-type expansion point selection based on the AORA-
RK method primarily makes use of the heuristic error estimation ǫˆk > 0 obtained via the se-
quence of reduced order models (4.2.10). Moreover, the given number of iteration steps of the
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rational Arnoldi-type methods leads to an upper bound for the number of expansion points in
order to reasonably benefit from the multiple expansion of the transfer function at each expan-
sion point Si+1 = {s1, . . . , si+1} ⊂ C. Hence, we will not only apply a termination criterion by
means of the heuristic error estimation, but also an upper bound for the number of computed
reduced order models. Additionally, we will compute the relative error
ǫrel(f) =
|H(ıω)− H˜(ıω) |
|H(ıω) | , where ω = 2πf, f ∈ [fmin, fmax], (6.2.1)
for a set of sampling points S ⊂ [fmin, fmax] in order to allow for an appropriate comparison of
the accuracy of the reduced order models. In practical applications, we do not make use of the
relative error (6.2.1) due to the considerable computational costs required for the computation
of the transfer functionH(s) corresponding to the high-dimensional full-order model problem,
cf. Subsection 4.2.2.
6.2.1 Coplanar Waveguide
Initially, we give an overview on moment matching based model order reduction by means
of the AORA-RK, AORA-MAX and AORA-H2 method to the Coplanar Waveguide in Figure
6.4. Due to the application of nr = 25 iteration steps of the AORA method, the real-valued
and structure-preserving reduced order models H˜i(s) (i = 1, . . . , k) are of dimension nd = 100.
By comparison with the dimension n = 32924 of the full-order model problem, approximately
0.3037% degrees of freedom of the full-order model problem are used within the reduced order
model.
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Figure 6.4: Coplanar Waveguide: Adaptive greedy-type expansion point selection. (nr = 25)
At first sight, the AORA-RK method leads to a comparable relative error for the reduced
order model in view of the AORA-MAX and AORA-H2 method. Moreover, the number of
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iteration steps of the AORAmethod are already large enough in order to obtain an appropriate
reduced order model. Throughout the thesis, we typically aim to achieve the tolerance 10−5 -
10−8 for the relative error (6.2.1) within the given frequency range f ∈ [fmin, fmax]. For other
practices, the prescribed accuracy may significantly differ due to the requirements of the field
of application at hand.
According to Table 6.2, the AORA-MAX method fails to achieve the aimed accuracy of the
reduced order model. As already mentioned in Subsection 4.2.4, the AORA-MAX method is
restricted by the lack of an adequate interpretation of the relative error between two subsequent
reduced order models. Although we have chosen the tolerance ǫ0 > 0 in Algorithm 5 carefully,
a suitable selection of expansion points leading to an appropriate relative error ǫrel(f) > 0may
not be guaranteed in each and every case.
AORA-RK AORA-MAX AORA-H2
Initial expansion points ı{√fminfmax, fmax} ı{fmin, fmax} ı{fmin,
√
fminfmax, fmax}
max ǫrel(f) 2.66 · 10−9 1.66 · 10−4 4.63 · 10−8
Table 6.2: Coplanar Waveguide: Greedy-type moment matching methods. (nr = 25)
Contrary to the AORA-MAX method, the AORA-H2 method leads to a comparable ac-
curacy of the reduced order model in relation to the AORA-RK method. The selection of a
sufficiently large tolerance η > 0 in Algorithm 4 typically results in an adaptation of the tol-
erance, e.g. η ≡ η/2, in order to compute a prescribed number of expansion points. In this
way, the AORA-H2 method leads to an appropriate distribution of the expansion points in the
frequency range at hand, see [113].
Nevertheless, the disadvantage of the AORA-H2 method emerges from the following fact:
If too few expansion points are left over from the restriction of the Ritz values to the given
frequency range, cf. line 4 in Algorithm 4, the restriction of the Ritz values must be omitted. In
this case, the expansion of the transfer function is carried out beyond the frequency range of
the model problem, which becomes rather impractical for the reliable application of moment
matching based model order reduction.
The reliability of the upper bound of the output moment error (4.2.14) employed for the
subsequent expansion point selection in the AORA-RK method by means of the relative er-
ror ǫrel(f) > 0 is given in Figure 6.5. More precisely, we provide a comparison between the
adaptive expansion point selection from the AORA-RK method and the maximum relative er-
ror ǫrel(f) > 0. The latter refers to as a natural way of selecting the subsequent expansion
point si+1 ∈ C subject to Si+1 = Si ∪ {si+1}. Since the computation of the transfer function
H(s) ∈ Cp×m of the full-order model problem is infeasible in view of an efficient offline-stage
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Figure 6.5: Coplanar Waveguide: AORA-RK: Selection of expansion points. (nr = 25)
in model order reduction, we typically aim for a sufficient approximation of the maximum rel-
ative error (6.2.1) in moment matching based model order reduction. Numerical experiments
of the Coplanar Waveguide suggest that the AORA-RK method offers at least a reliable identi-
fication of the regions of the frequency range corresponding to the maximum relative error.
More details on the behaviour of the AORA-RK method are given in Figure 6.6, where we
provide the relative error ǫrel(f) > 0 for a selection of reduced order models H˜1(s), . . ., H˜k(s).
The initial expansion points of the AORA-RK method are S1 ≡ ı{
√
fminfmax, fmax}, see Table
6.2. Since the reduced order models shall not be optimally with respect to the H2 norm, the
employment of expansion points in the environment of the boundary or the geometric mean of
the frequency range represents a common framework for the initial set of expansion points in
a greedy-type adaptive expansion point selection strategy, see [19, 26, 113].
Moreover, let us compare the accuracy between the reduced order models corresponding
to the expansion points S5 ⊂ C and S7 ⊂ C on the one hand and the reduced order models
corresponding to S3 ⊂ C and S5 ⊂ C on the other hand. This leads to the confirmation that
the AORA-RK method primarily selects the expansion points from the region of the frequency
range with the largest relative error components. Hence, an appropriate interpretation of the
output moment error allows for a suitable greedy-type expansion point selection.
In Figure 6.7, we give an overview on the application of the AORA-RKmethod for a varying
number of iteration steps nr > 0 of the AORAmethod. Naturally, we obtain a different number
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Figure 6.6: Coplanar Waveguide: AORA-RK: Sequence of reduced order models. (nr = 25)
of expansion points | Si | for the different iteration steps due to the termination criterion4 of the
AORA-RK method. The key observation is that we usually do not require a larger number of
iteration steps for the AORA method with respect to a given set of expansion points. Rather,
an increasing dimension of the reduced order model must be applied to an adequate extension
of the already known expansion points in order to benefit from the multiple expansion of the
transfer function within the whole frequency range.
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Figure 6.7: Coplanar Waveguide: AORA-RK: Different number of AORA iteration steps.
4As mentioned above, we only allow for a specific length of the sequence of reduced order models in order
to properly benefit from the multiple expansion of the transfer function with respect to the number of rational
Arnoldi-type steps nr > 0.
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6.2.2 Branchline Coupler
For the application of moment matching methods to the Branchline Coupler, we initially
consider the first-order linear dynamical system of Maxwell’s equations (3.0.1) on the basis
of the FIT. The accuracy of the reduced order model ǫrel(f) > 0 obtained via the AORA-RK,
AORA-MAX and AORA-H2 method is given in Figure 6.8. The number of degrees of free-
dom of the full-order model problem n = 73385 has been reduced to the dimension nd = 100
(nr = 25). This represents approximately 0.1362% degrees of freedom of the full-order model
problem.
Since the frequency range [fmin, fmax] = [1.0, 10.0] GHz of the Branchline Coupler is even
larger as compared to the Coplanar Waveguide, moment matching methods must be carefully
applied since they are mainly based on the expansion of the transfer function within the given
frequency range. At least for the AORA-RK and AORA-H2 method, the accuracy of the re-
duced order model decreases rather moderately with respect to the upper part of the frequency
range. Nevertheless, the reduced order model still allows for a reliable numerical simulation of
the Branchline Coupler. More details on the application of the adaptive greedy-type expansion
point selection strategies to the Branchline Coupler are summarised in Table 6.3.
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Figure 6.8: Branchline Coupler: Adaptive greedy-type expansion point selection. (nr = 25)
Since the relative error ǫrel(f) corresponding to nr = 25 iteration steps of the adaptive-order
rational Arnoldi method is already rather small, we additionally consider the application of
moment matching methods in model order reduction with nd = 80 (nr = 20), see Figure 6.9.
Thereby, the AORA-RK and AORA-MAX method still ensure the computation of a reduced
order model within the accuracy max ǫrel(f) ≈ 10−6. Although the AORA-H2 method offers a
comparable accuracy of the reduced order model for at least some parts of the frequency range,
the principal behaviour of the adaptive expansion point selection significantly differs from the
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AORA-RK and AORA-MAX method.
AORA-RK AORA-MAX AORA-H2
Initial expansion points ı{√fminfmax, fmax} ı{fmin, fmax} ı{fmin,
√
fminfmax, fmax}
max ǫrel(f) 1.12 · 10−10 1.21 · 10−6 2.85 · 10−9
Table 6.3: Branchline Coupler: Greedy-type moment matching methods. (nr = 25)
Similar to the application of the AORA-H2 method to the Coplanar Waveguide, the toler-
ance ǫ0 > 0, cf. line 4 in Algorithm 4, has been chosen small enough in order to aim for a
selection of expansion points leading to a small relative error. Nevertheless, the numerical re-
sults in Figure 6.9 indicate that the selection of expansion points simply leads to an accurate
reduced order model in the vicinity of each expansion point. In comparison to the AORA-RK
and AORA-MAX method, the increasing accuracy for the whole frequency range by means of
a careful selection of expansion points will not be achieved. We have occasionally observed
a similar behaviour of the AORA-H2 method for the other model problems in semiconductor
structures and specific settings of the framework of moment matching methods in model order
reduction.
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Figure 6.9: Branchline Coupler: Adaptive greedy-type expansion point selection. (nr = 20)
In Figure 6.10, we provide a comparison between the selection of expansion points from
the AORA-RK method and the maximum relative error ǫrel(f) > 0 corresponding to nr = 20
iteration steps of the AORA method. Remember that the upper bound of the output moment
error (4.2.14) does not offer an exact representation of the relative error ǫrel(f) > 0, but at least a
suitable identification of the regions of the frequency range with the largest error components.
For example, the expansion points s3 = ı(2πf3,∗) ∈ C and s6 = ı(2πf6,∗) ∈ C significantly differ
from the expansion points suggested by the maximum relative error. On closer inspection, the
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following relative errors have occurred:
• ǫrel(f3) ≈ 9.91 · 10−10 and ǫrel(f3,∗) ≈ 1.23 · 10−12,
• ǫrel(f6) ≈ 2.35 · 10−10 and ǫrel(f6,∗) ≈ 7.61 · 10−13.
At first, we see that the relative errors ǫrel(f3) and ǫrel(f6) are already relatively small. In other
words, the number of iteration steps nr > 0 of the AORA method and the initial set of expan-
sion points lead to a sufficient accuracy of the reduced order model. Nevertheless, the example
shows that the suitable selection of expansion points by means of the AORA-RK method be-
comes more challenging for a small relative error.
Regardless of the misleading interpretation of the relative error for the expansion points
s3 ∈ C and s6 ∈ C, the AORA-RK method still selects the expansion point s4 ∈ C in the vicin-
ity of the largest error components max ǫrel(f3) and max ǫrel(f6), respectively. In this way, the
multiple expansion of the transfer function allows for the conservation of a misleading inter-
pretation of the relative error. We conclude that even for a small tolerance of the heuristic error
estimation, e.g. ǫˆk < 10
−12, the AORA-RK method still leads to a reasonable set of expansion
points within the given frequency range.
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Figure 6.10: Branchline Coupler: AORA-RK: Selection of expansion points. (nr = 20)
Moment matching methods in model order reduction may be also applied to second-order
linear dynamical systems ofMaxwell’s equations (3.0.3). For example, each greedy-type expan-
sion point selection strategy at hand provide an extension to the second-order formulation of a
linear dynamical system, cf. Subsection 4.2.4. Therefore, we have given an overview on the ac-
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curacy of the reduced order model corresponding to the Branchline Coupler with nr = 15 iter-
ation steps of the second- and adaptive-order rational Arnoldi method in Figure 6.11. Here, the
dimension n = 27679 of the full-order model problem has been reduced to nd = 30 (nr = 15),
which represents approximately 0.1083% degrees of freedom of the full-order model problem.
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Figure 6.11: Branchline Coupler: Adaptive greedy-type expansion point selection. (nr = 15)
Similar to the previous results of the Branchline Coupler, we observe a comparable accuracy
of the reduced order model for each greedy-type expansion point selection. Wemake use of the
second-order formulation of the Branchline Coupler due to the fact that the electric conductiv-
ity is equal to zero. In this case, the simplification of the second-order Krylov subspace Gji(si)
to a first-order Krylov subspace leads to an efficient computation of an orthonormal basis of the
sequence of Krylov subspaces Gj1(s1), . . . ,Gjl(sl), where nr = j1 + . . .+ jl, ji > 0 (i = 1, . . . , l),
cf. Section 4.3.
Until now, we have given a comprehensive comparison between the application of the
AORA-RK, AORA-MAX and AORA-H2 method in moment matching based model order re-
duction of the first- and second-order Maxwell’s equations. In contrast to the AORA-MAX and
AORA-H2 method, the AORA-RK method allows for the computation of a suitable reduced
order model for a model problem of a Coplanar Waveguide and a Branchline Coupler with a
varying number of iteration steps of the rational Arnoldi-type method.
6.2.3 Printed Circuit Board
This paragraph involves the application of the AORA-RK, AORA-MAX and AORA-H2
method to the Printed Circuit Board in the first-order formulation of Maxwell’s equations
(3.0.1) on the basis of the finite integration technique, cf. Figure 6.3. In comparison to the Copla-
nar Waveguide and the Branchline Coupler, the dimension of the linear dynamical system of
the Printed Circuit Board increases significantly. Moreover, the upper part of the frequency of
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the transfer function suggests a more competitive application of moment matching methods in
model order reduction due to the computation of the reduced order model with the help of a
Taylor expansion of the transfer function at different expansion points.
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Figure 6.12: PCB: Adaptive greedy-type expansion point selection. (nr = 20)
In Figure 6.12, we give an overview on the accuracy of the reduced order model of dimen-
sion nd = 80 (nr = 20) for the AORA-RK, AORA-MAX and AORA-H2 method. In this way,
approximately 0.035% of the degrees of freedom of the full-ordermodel problem are required in
the reduced order model. By comparison, the AORA-RK method leads to a significantly larger
accuracy of the reduced order model. Another major advantage of the AORA-RK method is
the reliable treatment of the more challenging regions of the transfer function, i.e. the upper
part of the frequency range, corresponding to the Printed Circuit Board. Rather, the adaptive
expansion point selection on the basis of the AORA-MAX and AORA-H2method does not lead
to a comparable relative error within the whole frequency range. Typically, an increasing accu-
racy simply occurs in the near vicinity of each expansion point. More details on the application
of moment matching methods to the Printed Circuit Board are given in Table 6.4.
AORA-RK AORA-MAX AORA-H2
Initial expansion points ı{√fminfmax, fmax} ı{fmin, fmax} ı{fmin,
√
fminfmax, fmax}
max ǫrel(f) 1.66 · 10−3 6.86 · 101 1.57 · 101
Table 6.4: PCB: Greedy-type moment matching methods. (nr = 20)
It is important to note that the application of the Printed Circuit Board within the frequency
range [fmin, fmax] = [7.5, 8.5] GHz would lead to a significant simplification of the model prob-
lem. Since this case would lead to a comparable behaviour of the different greedy-type ex-
pansion point selection strategies, we have introduced an artificial extension of the frequency
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range in order to verify the competitive of the AORA-RK method.
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Figure 6.13: PCB: AORA-RK: Selection of expansion points. (nr = 20)
Similar to the numerical results of the Branchline Coupler, the AORA-RK method selects
the subsequent expansion points at least from the parts of the frequency range with the largest
relative error components, see Figure 6.13. For example, the reduced order model correspond-
ing to the expansion points S5 = {s1, . . . , s5} ⊂ C leads to the following relative errors:
• max ǫrel(f) ≈ 8.5 · 10−2 with f ∈ [fmin, fmax],
• ǫrel(f⋆) ≈ 3.0 · 10−3 with s6 = ı(2πf⋆).
An increasing accuracy in the reduced order model would require a larger number of iteration
steps nr > 0 of the rational Arnoldi-type method in combination with an appropriate extension
of the expansion points. Although the expansion point selection does not coincide with the
maximum relative error ǫrel(f) > 0 in each and every case, we still obtain an expansion point
selection from the challenging region of the upper part of the frequency range.
Nevertheless, the AORA-RKmethod offers a limitation in the approximation of the relative
error in case different regions with a comparable relative error are present. The latter case still
allows for the selection of an expansion point from at least one of these regions with a large
relative error. As seen in Section 4.2.5, another attempt would be to compute the upper bound
of the output moment error (4.2.14) for different regions of the frequency range or an increasing
number of iteration steps of the rational Arnoldi-type method.
Nevertheless, we are still able to employ the AORA-RK method, cf. Algorithm 6, to the
model problem of the Printed Circuit Board in a more convenient way. In Figure 6.14, we make
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use of nr = 25 iteration steps of the adaptive-order rational Arnoldi method leading to a re-
duced order model of dimension nd = 100. Since a comparable setting for the framework of
each adaptive Greedy-type expansion point selection strategy has been employed, we empha-
sise the reliability of the expansion point selection by the AORA-RK method. More precisely,
an increasing number of iteration steps already leads to an improving accuracy of the reduced
order models.
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Figure 6.14: PCB: Adaptive greedy-type expansion point selection. (nr = 25)
Since the selection of the subsequent expansion point in the AORA-RK method does not
depend on a specific parameter, e.g. η > 0 (AORA-H2 method) and ǫ0 > 0 (AORA-MAX
method), the application of the adaptive expansion point selection simplifies for a varying
number of iteration steps of the rational Arnoldi-type method.
Finally, we give a comparison between the selection of the subsequent expansion point by
the AORA-RK method and the maximum relative error ǫrel(f) in Figure 6.15. Summarising,
the AORA-RK method allows for a sufficient accurate approximation of the maximum relative
error (6.2.1) in each iteration step. Again, we do not claim to establish an exact representation
of the relative error by Lemma 4.2.5 but a suitable selection of expansion points.
6.3 Efficient offline-stage for moment matching methods
As major conclusion of the numerical experiments in Section 6.2, the AORA-RK method
allows for the suitable application of moment matching methods in model order reduction
of Maxwell’s equations. Since we require solving a sequence of high-dimensional shifted lin-
ear systems, we discuss different approaches leading to an improvement of the offline-stage
in model order reduction, see Chapter 5. Thereby, we primarily focus on the computational
costs for the subsequent computation of the Galerkin projection obtained via the nested sets of
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Figure 6.15: PCB: AORA-RK: Selection of expansion points. (nr = 25)
expansion points Si+1 = Si ∪ {si+1}, si+1 ∈ C.
At first, we will consider the application of the modified adaptive-order rational Arnoldi
(mAORA) method in the AORA-RK method. In view of the theoretical framework of the mod-
ified generic rational Arnoldi method, cf. Section 5.1, a comparable accuracy for the reduced
ordermodel between the application of the AORA andmAORAmethod in a greedy-type adap-
tive expansion point selection is achieved. As we will presently see, the major advantage of the
mAORA method is the significantly smaller number of systems solves of the shifted linear
systems within the subsequent computation of the Galerkin projection.
Thereafter, we will discuss the efficiency of the algebraic two-level method (ATLM) allow-
ing for solving a shifted linear system of first-orderMaxwell’s equations in due consideration of
the special block-structure of the electric and magnetic field strength. We will show that the re-
cycling simplified quasi-minimal residual (rSQMR) method leads to an efficient iterative solu-
tion technique for second-order Maxwell’s equations. Finally, we will provide a short overview
on the application of (recycling) Krylov subspace methods to moment matching based model
order reduction, see [13].
6.3.1 Modified adaptive-order rational Arnoldi method
To begin with, we discuss the application of the AORA-RKmethod to the Coplanar Waveg-
uide, where the subsequent reduced order models are computed by means of the modified
adaptive-order rational Arnoldi method. We refer to this extension of the greedy-type expan-
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sion point selection as the mAORA-RK method. According to Figure 6.16, the accuracy of
the reduced order model of the mAORA-RK method compares with the AORA-RK method.
The reason for this is that the adaptive expansion point selection from the application of the
AORA and mAORA method in the AORA-RK method does not significantly differ. For exam-
ple, the numerical experiment at hand shows that only one out of eight expansion points of the
mAORA-RKmethod has been selected in a completely different way. Otherwise the expansion
points of the mAORA-RK method arise at least in the near vicinity of the expansion points
computed by the AORA-RK method.
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Figure 6.16: Coplanar Waveguide: AORA-RK vs. mAORA-RK. (nr = 25)
Another important aspect of the comparison between the AORA and mAORA method af-
fects the differences in the accuracy of the reduced order model. Therefore, we fix the expan-
sion points of the AORA-RK method and consider the subsequent application of the mAORA
method in Figure 6.17. In accordance with the theoretical framework in Section 5.1, the appli-
cation of the mAORA method leads to a comparable accuracy of the reduced order model in
terms of the moment matching property (4.2.5). Additionally, we obtain a significant speed-
up in the subsequent computation of the Galerkin projection by the mAORA method even for
moderate dimensions of the full-order model problem. More precisely, the computational time
refers to the subsequent computation of the Galerkin projection Π = V V T, V ∈ Cn×nr , on the
basis of the expansion points Si+1 = Si ∪ {si+1}, si+1 ∈ C.
By comparison with the AORA method, the way of selecting an expansion point in each
iteration step of the modified AORA method, cf. line 6 in Algorithm 9, leads to a comparable
sequence of the dimensions of the different Krylov subspaces, see Table 6.5. Here, the dimen-
sions j1,l, . . . , jl,l (l = 1, . . . ,m) of the Krylov subspace corresponding to the expansion points
s1, . . . , sl ∈ C form a decreasing sequence between the subsequent calls. Nevertheless, the dif-
ferences between the accuracy of the reduced order model can be explained as follows: While
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Figure 6.17: Coplanar Waveguide: mAORA vs. AORA method. (nr = 25)
the AORAmethod allows for the selection of an arbitrary residual vector in each iteration step,
the mAORAmethod selects in simplified terms either the residual vector corresponding to the
latest expansion point or the expansion point corresponding to the current index α > 0 of the
previous orthonormal vector sequence, cf. Section 5.1. In addition to this, we still have to be
aware of numerical round-off errors.
# Call s1 ∈ C s2 ∈ C s3 ∈ C s4 ∈ C s5 ∈ C s6 ∈ C s7 ∈ C s8 ∈ C
1 25 25
2 12 13 13 12
3 8 8 9 8 8 9
4 6 6 7 6 6 6 6 7
5 5 4 5 4 5 4 5 6 5 7
6 4 3 4 3 5 3 4 5 4 5 4 6
7 3 3 4 3 4 3 4 3 3 4 4 4 3 5
8 3 3 4 3 3 3 3 3 3 3 3 3 3 3 3 4
Table 6.5: Coplanar Waveguide: Comparison between selection of expansion points. (AORA /
mAORA)
As seen before, the application of the modified adaptive-order rational Arnoldi method to
the Coplanar Waveguide leads to a significant speed-up in the computational time. We will
now consider the model problem of the Printed Circuit Board with a significantly larger di-
mension of the full-order model problem as compared to the Coplanar Waveguide. Remember
that the reliable application of moment matching based model order reduction to the PCB de-
pends on a suitable expansion point selection, cf. Figure 6.12. Due to the comparable selection
of expansion points in the mAORA-RK method, we obtain similar results for the accuracy of
Chapter 6. Numerical experiments for semiconductor structures 111
the reduced order model, see Figure 6.18. In view of the model problems in semiconductor
structures given in Section 6.1, the adaptive expansion point selection based on the AORA-RK
and themAORA-RKmethod allows for the computation of a comparable reduced ordermodel.
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Figure 6.18: PCB: AORA-RK vs. mAORA-RK. (nr = 20)
Moreover, the expansion points obtained via the AORA-RK method have been also used
for the subsequent computation of a reduced order model with the modified AORA method,
see Figure 6.19. Although the transfer function of the reduced order model maintains a com-
parable accuracy for the modified AORAmethod, a slightly less accurate reduced order model
occurs for the upper part of the frequency range. Nevertheless, the accuracy of the reduced
order model would still allow for a suitable application of model order reduction within the
numerical simulation of the Printed Circuit Board. The major advantage of the application
of the modified AORA method is that the number of high-dimensional shifted linear systems
to be solved will be significantly reduced. More precisely, the subsequent calls of the AORA
method require in total 120 times solving a high-dimensional shifted linear system, while the
mAORA method only needs 41 computations.
The significantly smaller number of solutions to shifted linear systems is a consequence of
the observation that we only require solving a shifted linear system corresponding to the latest
expansion point si+1 ∈ C in each call of the mAORA method. Due to the fact that jl,i+1 ≤ jl,i
holds for all l = 1, . . . , i, the already known orthonormal vector sequence V (i) ∈ Cn×nr may be
reused for all other expansion points s1, . . . , si ∈ C, see Table 6.6.
In summary, it can be stated that the application of the modified AORA method to the
Coplanar Waveguide and the Printed Circuit Board leads to a gain in the computational time
by a factor of approximately 2.5 in the offline-stage of moment matching based model order
reduction. Moreover, the reduced order models provide a comparable accuracy from the ap-
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Figure 6.19: PCB: mAORA vs. AORA method. (nr = 20)
plication of the mAORA method either for a fixed set of expansion points or by means of a
comparison between the AORA-RK and mAORA-RK method.
# Call s1 ∈ C s2 ∈ C s3 ∈ C s4 ∈ C s5 ∈ C s6 ∈ C
1 20 20
2 10 9 10 11
3 7 6 6 6 7 8
4 5 4 5 4 5 5 5 7
5 4 2 4 3 4 4 4 5 4 6
6 3 2 3 2 4 2 4 4 3 5 3 5
Table 6.6: PCB: Comparison between selection of expansion points. (AORA / mAORA)
6.3.2 Recycling Krylov subspace methods
The basic idea behind the application of the class of (recycling) Krylov subspace methods to
shifted linear systems of the first-order Maxwell’s equations is given by the algebraic two-level
method (ATLM). Since we make use of the FIT for model problems of first-order Maxwell’s
equations, we are able to explicitly formulate and compute the Schur complement
S = (siMǫ +Mσ) + C(siMµ)
−1CT with si ∈ C, (6.3.1)
cf. Section 5.2. In Table 6.7, we provide a comparison between the computational time of the
LU decomposition and the ATLM to a shifted linear system of first-order Maxwell’s equations.
For a more convenient comparison, we have increased the number of degrees of freedom cor-
responding to the discretization of the Coplanar Waveguide. Similar to the increasing accuracy
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of structure-preserving moment matching methods in model order reduction, we also benefit
from the exploitation of the block-structure of first-order Maxwell’s equations for solving the
shifted linear system (sE − A)x = f , s ∈ C.
Dimension LU decomposition Two-level approach
42764 1.3e+01s 1.2e+00s
78442 6.1e+01s 5.5e+00s
140992 4.5e+02s 1.5e+01s
208996 6.2e+02s 3.0e+01s
Table 6.7: Coplanar Waveguide: Algebraic two-level approach for (sE − A)x = f , s ∈ C.
Althoughwe still require an explicit formulation of the Schur complement (6.3.1), the preser-
vation of the block-structure in the ATLM leads to an efficient solution method for solving a
shifted linear system of first-order Maxwell’s equations with respect to the computational time.
It is important to note that a discretization of the first-order formulation of the Maxwell’s equa-
tions by means of the FEMwould require an explicit discretization of the Schur complement in
order to apply the ATLM, see Chapter 3.
In view of (recycling) Krylov subspace methods, we mainly focus on solving a time-har-
monic, second-order Maxwell’s equations because the key ingredient of the ATLM comes from
solving a linear system with the Schur complement. To be more precise, we restrict the discus-
sion to the application of the (recycling) SQMR method to the Schur complement of first-order
Maxwell’s equations (6.3.1). For the preconditioner of the (recycling) Krylov subspace method,
we apply the decompositionM1M2 ≡ LDLT of the (complex) symmetric, but indefinite Schur
complement S = (s⋆Mǫ+Mσ)+C(s⋆Mµ)
−1CT with s⋆ = ı
√
fminfmax. The focus of the precon-
ditioner is mainly based on efficiently solving a sequence of shifted linear systems for moment
matching methods in model order reduction.
In Figure 6.20, we compare the application of the SQMR and rSQMR method to a sequence
of shifted linear systems arising from the Schur complement (6.3.1) of the Printed Circuit Board.
The expansion points are obtained via an evenly distributed set of sampling points in the fre-
quency range [7.5, 10.0] GHz. The stopping tolerance has been chosen as ‖ rk ‖2 ≤ 10−6‖ r0 ‖2,
whilem = 40 and k = 20 have been employed for the rSQMR method. We see that the rSQMR
method requires a significantly smaller number of iteration steps for solving the sequence of
shifted linear systems corresponding to the Schur complement with a single preconditioner.
Due to the application of a recycling subspace, we obtain a significantly smaller number of
iteration steps for the upper part of the frequency range as compared to the SQMR method.
Although we have to be aware of the computational effort for the computation of a recycling
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Figure 6.20: PCB: Sequence of shifted linear system with rSQMR method.
subspace, the major advantage of the rSQMR method is that the single preconditioner may be
employed within a large frequency range.
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Figure 6.21: PCB: Initialization of mAORA method with rSQMR method.
Furthermore, we extend the application of the recycling SQMR method to the initialization
of the modified AORA method with the expansion points s1 = ı(2π · 9.0 · 109) and s2 = ı(2π ·
10.0 · 109). For the initial call of the mAORA method, we have employed j1,1 = 10 iteration
steps leading to an (inexact) orthonormal basis of the Krylov subspace Kj1,1(s1). Assuming
that the second call of the mAORA method leads to j1,2 = 10 and j2,2 = 10 iteration steps for
the expansion points s1 ∈ C and s2 ∈ C. Hence, we are able to reuse the orthonormal vector
sequence V (1) ∈ Cn×j1,1 and only require the subsequent solution to a shifted linear system for
the expansion point s2 ∈ C. As before, we have applied an LDLT decomposition of the Schur
complement at the expansion point s⋆ = ı
√
fminfmax as preconditioner.
The corresponding numerical results in Figure 6.21 show that here the rSQMRmethod with
Chapter 6. Numerical experiments for semiconductor structures 115
m = 40 and k = 10 only requires half of iteration steps as compared to the SQMRmethod in the
initialization of the mAORA method. Here, the initial expansion points S1 ⊂ C for the AORA-
RK method have been chosen in a different way, cf. Table 6.4, in order to demonstrate the
benefit from the application of a recycling subspace in the iterative Krylov subspace methods.
Further details on the efficiency gain of the rSQMR method have been given with respect
to the norm of the residual ‖ rk ‖2 (k = 1, 2, . . .) in Figure 6.22. Similar to the previous results,
the application of a recycling subspace U ∈ Cn×p significantly improves the convergence be-
haviour of the rSQMR method solving (s1E − A)x = f , s1 ∈ C, a second time and solving
(s2E − A)x = f , s2 ∈ C, for the first time, respectively.
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Figure 6.22: PCB: Relative error of init. of mAORA method with rSQMR method.
Finally, we provide a comparison between the accuracy of the reduced order model ob-
tained via the subsequent application of the (modified) AORA method on the basis of the LU
decomposition and the rSQMR method for solving the linear system with the Schur comple-
ment in the algebraic two-level method, cf. Figure 6.23 and 6.24, respectively. In order to allow
for a reliable comparison, we restrict the discussion to the expansion points obtained via the
AORA-RKmethod. Nevertheless, we expect at least comparable results for the employment of
the rSQMR method within the mAORA-RK method.
The orthonormal vectors of the Krylov subspaces for the Galerkin projection are only de-
termined up to the tolerance ‖ rk ‖2 ≤ 10−8‖ r0 ‖2 in the recycling SQMR method. Naturally,
a less accurate reduced order model will be obtained, while increasing the computational ef-
ficiency for solving the sequence of shifted linear systems with respect to the computational
time and the memory requirement. Nevertheless, the numerical experiments indicate that a
suitable accuracy for the reduced order model from the application of the recycling simplified
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Figure 6.23: PCB: LU decomposition vs. rSQMR method in AORA method.
quasi-minimal residual (rSQMR) method within the frequency range at hand may be expected.
Similar to the comparison between the AORA and mAORA method, we have obtained a com-
parable set of expansion points from the application of the recycling SQMR method in the
greedy-type expansion point selection with the AORA-RK method.
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Figure 6.24: PCB: LU decomposition vs. rSQMR method in mAORA method.
The numerical results in Figure 6.24 provide an appropriate summary for the main contri-
bution of the thesis at hand. The application of the modified adaptive-order rational Arnoldi
(mAORA) method on the one hand and the recycling SQMR (rSQMR) method on the other
hand leads to an efficient framework for the offline-stage of moment matching methods in
model order reduction. The major advantage of the adequate application of the proposed
framework is the comparable accuracy of the reduced order model with respect to the AORA
method on the basis of the LU decomposition. Overall, we are able to efficiently deal with
high-dimensional model problems of Maxwell’s equations in view of the computational effort
and the memory requirement.
In Table 6.8, we provide an overview on the subsequent iteration steps of the rSQMR
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method for the different expansion points Si+1 = Si ∪ {si+1}, si+1 ∈ C. We only require
subsequently solving a shifted linear system (si+1E − A)x = f with the latest expansion point
si+1 ∈ C during the (i + 1)-th call of the mAORA method. Due to the fact that jl,i+1 ≤ jl,i
holds for all l = 1, . . . , i, we may reuse the already known orthonormal vectors from the sub-
space V (i) ∈ Cn×nr . Here, the tolerance ‖ rk ‖2 ≤ 10−8‖ r0 ‖2 still leads to a suitable number of
iteration steps of the rSQMR method withm = 40 and k = 10.
Expansion point # rSQMR # SQMR
s1 = 5.44e+10ı – –
s2 = 6.28e+10ı 54, 24, 25, 24, 25, 24, 24, 24, 25, 25, 25 55
s3 = 6.05e+10ı 23, 20, 19, 20, 20, 20, 20, 20, 19 50
s4 = 5.84e+10ı 16, 13, 13, 13, 13, 13, 13 35
s5 = 4.71e+10ı 23, 21, 21, 18, 21 29
s6 = 5.73e+10ı 25, 11, 11, 10, 11 26
Table 6.8: PCB: Iteration steps of rSQMR method in mAORA method.
The larger number of iteration steps in the initial call of the rSQMRmethod for each expan-
sion point results from the varying expansion points in the frequency range at hand. Neverthe-
less, the total number of iteration steps for solving each shifted linear system with the rSQMR
method is still significantly smaller than the subsequent application of the SQMR method. For
convenience, the number of iteration steps of the SQMR method for solving the linear system
with the Schur complement may be obtained from the last column of Table 6.8.

CHAPTER7
Conclusion
In the thesis at hand, we have given a comprehensive overview on the application of
structure- and passivity-preserving moment matching methods in model order reduction of
the first- and second-order Maxwell’s equations. Apart from the introduction of an adaptive
greedy-type expansion point selection based on the output moment error, we have shown dif-
ferent improvements for the offline-stage in model order reduction, e.g. the modified adaptive-
order rational Arnoldi (mAORA) method and the recycling simplified quasi-minimal residual
(rSQMR) method. These advancements lead to a significantly decreasing computational effort
and memory requirement in the offline-stage of moment matching based model order reduc-
tion.
More precisely, the AORA-RK method refers to as a greedy-type expansion point selec-
tion strategy on the basis of an upper bound of the output moment error. Numerical experi-
ments have proven its efficiency and reliability in model order reduction of linear dynamical
systems arising from the Maxwell’s equations in semiconductors structures. As compared to
other greedy-type expansion point selection strategies, the AORA-RK method does not make
use of an individual tolerance required for the selection of the subsequent expansion point by
means of a heuristic error estimation. Moreover, the key ingredient of the AORA-RK method
– the adaptive-order rational Arnoldi (AORA) method – already ensures the computation of
a structure- and passivity-preserving reduced order model corresponding to linear dynamical
systems of the Maxwell’s equations.
An extension of the AORA method follows from the modified adaptive-order rational Ar-
noldi (mAORA) method in order to avoid the (complete) recomputation of an orthonormal
basis for different sequences of Krylov subspaces, see Section 5.1. In principle, the employ-
ment of the mAORA method allows for an efficient offline-stage in moment matching based
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model order reduction. While we typically benefit from the application of a reduced order
model within a specific accuracy for numerical simulations, the offline-stage in model order re-
duction may become a challenging task with respect to the computational effort and the mem-
ory requirement. For example, the computation of a sequence of reduced order models with
moment matching methods requires multiply solving a sequence of high-dimensional shifted
linear systems. Numerical experiments have shown that the mAORA method allows for the
efficient computation of the Galerkin projection within an appropriate accuracy of the reduced
order model.
In due consideration of the memory requirement, the application of a direct solver, e.g.
the LU decomposition, to a sequence of high-dimensional shifted linear systems is only possi-
ble for moderate dimensions of the full-order model problem. Rather, an algebraic two-level
method (ATLM) makes the efficient computation of the solution to a shifted linear system of
the first-order Maxwell’s equations possible through exploiting the specific block-structure of
the electric and magnetic field strength. The main computational effort of the ATLM is solving
a linear system corresponding to the Schur complement of the algebraic two-level decompo-
sition of the first-order Maxwell’s equations. Typically, the Schur complement refers to as a
(complex) symmetric, but highly indefinite time-harmonic, second-order Maxwell’s equations.
The increasing memory requirement for the application of direct solvers leads to the frame-
work of (recycling) Krylov subspace methods solving a sequence of shifted linear systems. In
this context, the simplified quasi-minimal residual (SQMR) method represents the natural can-
didate of Krylov subspace methods for the time-harmonic, second-order Maxwell’s equations.
A significant improvement of the convergence behaviour of Krylov subspace methods solv-
ing a sequence of shifted linear systems is obtained via the class of recycling Krylov subspace
methods, see [2,91]. Here, an extension of the SQMR method to the recycling simplified quasi-
minimal residual (rSQMR) method on the basis of the recycling biconjugate gradient (rBiCG)
method has been given.
Since the rSQMR method allows for the application of a (complex) symmetric, but indefi-
nite preconditioning technique, we employ an LDLT decomposition of a shifted linear system
of the second-order Maxwell’s equations at the geometric mean of the frequency range as the
preconditioner M ≡ M1M2. In many cases, the single preconditioner already allows for ef-
ficiently solving a sequence of shifted linear systems for a large frequency range. Numerical
experiments have shown the competitive of the application of the recycling SQMR method for
moment matching methods in model order reduction.
Although the upper bound of the output moment error (4.2.15) leads to a sufficient identi-
fication of the parts of the frequency range with the largest relative error components, moment
matching methods are still restricted by the lack of an a-priori error estimator. In order to
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provide a more convenient connection between the stopping criterion of a (recycling) Krylov
subspace method and the accuracy of the reduced order model, we also have to incorporate
the application of iterative Krylov subspace methods within the computation of the system
moments X(j)(sl) (j = 0, . . . , jl − 1) for all l = 1, . . . ,m, see [13].
The demand for an efficient offline-stage in model order reduction also affects the class of
parametric model problems with varying geometric or material parameters, see [12,130]. Here,
multiple reduced order models corresponding to a given parameter selection, e.g. interpolation
points in the parameter domain, are required in order to obtain the reduced order model of a
specific parameter setting via interpolation of the reduced order models. In this context, we
may even think about an extension of the upper bound of the output moment error in the
AORA-RK method for parametrized linear dynamical systems.
Apart from parametrized linear dynamical systems, Krylov based model order reduction
has been also applied to time-delay systems, see [84]. Thereby, the time-delay system is rewrit-
ten in terms of a finite-dimensional approximation and projected onto a low-dimensional sub-
space in order to guarantee a specific moment matching property. Similar to the delay eigen-
value problem [64], the corresponding Krylov subspace is constructed in a dynamic fashion.
Here, we might discuss the necessity of improving the given moment matching property at
zero and at infinity with respect to the structure of the time-delay system.
An extension of the previous framework to multiple-input, multiple-output (MIMO) linear
dynamical systems follows from the application of the adaptive-order rational global Arnoldi
(AORGA) method, see [65]. For example, the AORA-RK method and the modified adaptive-
order rational Arnoldi method allow for a straightforward extension to multiple-input, multi-
ple-output linear dynamical systems. Nevertheless, the computation of the upper bound of the
output moment error (4.2.15) with the Frobenius norm requires an appropriate adaptation of
the AORA-RK method in order to avoid the multiple selection of the same expansion point, cf.
Subsection 4.2.5. An important example is given by a linear dynamical systemwith a quadratic
output, i.e. y(t) = x(t)TSx(t), where S ∈ Rn×n is a symmetric matrix of rank r ≪ n. In this
case, an equivalent formulation of the linear dynamical system results in a linear dynamical
system with multiple outputs, see [119].
Moreover, we require a more general preconditioning technique solving a linear system
corresponding to the time-harmonic, second-order Maxwell’s equations. For example, we may
extend previous results on the efficient preconditioning of Helmholtz equations with a complex
shifted mass matrix, see [38]. In this context, the application of a multilevel incomplete LU
decomposition as preconditioner has proven its efficiency in [21]. A preconditioning technique
for the time-harmonic, second-order Maxwell’s equations based on a moving PML boundary
condition has been also discussed recently, see [36, 118].
122
Since the numerical experiments have been primarily carried out with MATLAB, we expect
a further computational gain from the implementation of the modified AORA method and the
recycling SQMRmethod in C or FORTRAN. We may even think about the efficient paralleliza-
tion of the rational Arnoldi-type methods [111] and the corresponding iterative Krylov sub-
space methods. The parallelization also affects the efficient computation of the state moments
for multiple right hand sides arising from multiple-input, multiple-output linear dynamical
systems.
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– fundamental solution, 12
– index, 11
– linearization, 13
– passive, 15
– proportional damped, 62
– second-order, 12
– stable, 14
– undamped, 62
differential-algebraic equation, 9
discrete
– curl operator, 23
– divergence operator, 23
E
electric
– charge density, 25
– conductivity, 26
– current density, 25
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– field strength, 25
– flux density, 25
– permittivity, 26
F
Faraday’s law, 25
FEniCS, 31
finite element method, 30
– assembly, 33
finite element space
– edge elements, 32
– element domain, 32
– nodal basis, 32
– nodal variables, 32
– shape functions, 32
finite integration technique, 28
G
Galerkin projection, 10, 13
– real-valued, 40
– structure-preserving, 42
Gauß
– integral law, 25
– law for electric fields, 25
generalized Lyapunov equations, 16
generalized minimal residual method, 79
Gramians
– controllability, 16
– improper, 16
– observability, 16
greedy-type expansion point selection
– AORA-H2, 54
– AORA-MAX, 55
– AORA-RK, 57
H
Hardy spaces, 17
harmonic Ritz values, 83
I
input
– Krylov subspace, 39, 45
– variable, 9, 12
iterative rational Krylov algorithm, 51
K
Krylov subspace, 35
– methods, 78
– second-order, 58
L
Lanczos method
– look-ahead, 80
– unsymmetric, 37, 79
M
magnetic
– field strength, 25
– flux density, 25
– permeability, 26
Maxwell’s equations, 25
– PEC boundary condition, 27
– PMC boundary condition, 27
O
observability, 16
– completely observable, 16
offline-stage, 2
optimal H2 model order reduction, 51
output
– Krylov subspace, 39
– moment, 39
– moment error, 47
– variable, 9, 12
P
Pade´ approximation, 38
Pade´-via-Lanczos method, 39
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Parseval identity, 18
Petrov-Galerkin projection, 39
Printed Circuit Board, 93
proper orthogonal decomposition, 20
Q
QR decomposition, 40
quasi-minimal residual method, 80
R
rational
– Arnoldi method, 46
– input Krylov subspace, 51
– Krylov subspace residual, 52
– output Krylov subspace, 51
RCL circuit, 41
realization, 10
– balanced, 19
– minimal realization, 10
recycling
– biconjugate gradient method, 81
– quasi-minimal residual method, 84
– simplified quasi-minimal residualmethod,
84
– Krylov subspace methods, 77
– subspace, 78
reduced basis methods, 21
reduced order model, 9
S
second- and adaptive-order rational Arnoldi,
63
second-order rational Arnoldi method, 63
simplified quasi-minimal residual method,
81
snapshot matrix, 20
spectral projections, 11
standard state space system, 9
state variable, 9, 12
Stokes
– integral law, 25
– law for magnetic fields, 25
system moment, 39, 61
T
trace, 31
transfer function, 10, 12, 13
– positive real, 15
transfer function error, 47
triangulation, 31
– regular, 31
W
Weierstrass form, 11
well-conditioned asymptotic wave evalua-
tion, 54
