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Zusammenfassung
Im folgenden Beitrag wird eine

Ubersetzungstechnik f

ur eziente Konsistenz-
tests in Datenbanken vorgestellt. W

ahrend die meisten Arbeiten auf dem Gebiet
der Konsistenzpr

ufung eine Interpretation der vereinfachten Konsistenzbedingun-
gen zur Laufzeit durchf

uhren, wird hier eine

Ubersetzungstechnik verwendet, wel-
che deklarativ beschriebene Konsistenzbedingungen in eine erweiterte relationale
Algebra

ubersetzt.
Da f

ur die

Ubersetzung der Konsistenzbedingungen in eine algebraische Darstel-
lung zahlreiche M

oglichkeiten existieren, ist eine Optimierung, beispielsweise durch
Ausnutzung statistischen Wissens, m

oglich.
Ein weiterer Vorteil des Ansatzes ergibt sich aus den Erweiterungen der Algebra.
Typische algebraische Operatoren haben zwei Eingabemengen und nur eine Ausga-
bemenge. Werden dagegen mehr als eine Ausgabemenge und mehr als zwei Eingabe-
mengen zugelassen, verbessern sich die Kommunikations- und Ausdrucksf

ahigkeiten
der Operatoren. Die Verwendung dieser als Bypass-Technik bezeichneten Methode
erm

oglicht einerseits schnelle Konsistenztests zur Laufzeit und bildet andererseits
die Basis f

ur eine weitere Ezienzsteigerung durch bessere grobk

ornige Parallelisie-
rung der resultierenden algebraischen Ausdr

ucke.
Anhand eines Kostenmodells und mittels Messungen auf einer Hauptspeicher-
datenbank werden die Vorteile der Bypass-Technik gezeigt.
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1 Einleitung
1.1 Motivation
Zentraler Bestandteil heutiger Informationssysteme sind meist umfangreiche Datenbasen.
Es wird erwartet, da Datenbasen stets ein korrektes und aktuelles Abbild des model-
lierten Ausschnittes der realen Welt sind. Um dieser Forderung nachzukommen, wer-
den Bedingungen festgelegt, die g

ultige Zust

ande einer Datenbasis beschreiben. Folgt die
Datenbasis diesen Bedingungen, so wird sie konsistent genannt. Wenn diese Bedingun-
gen im Datenbanksystem abgelegt sind, besteht f

ur das Datenbankverwaltungssystem die
M

oglichkeit, anhand der vom Anwender deklarativ spezizierten Konsistenzbedingungen
eine

Ubereinstimmung der Datenbasis mit der realen Welt bez

uglich der Bedingungen zu
garantieren. Wird dies auch realisiert, liegt der Vorteil der Konsistenzsicherung durch das
Datenbanksystem gegen

uber der Konsistenzsicherung in jeder Anwendung in der h

oheren
Sicherheit der Daten, da die Datenbasis eine globale Ressource ist. Weitere wesentliche
Vorteile ergeben sich durch die Vereinfachung und bessere Wartbarkeit der Anwendungen
sowie durch eine gr

oere Flexibilit

at bei der

Anderung von Konsistenzbedingungen.
Hier werden Anwendungen betrachtet, bei denen der klassische Transaktionsbegri zu-
grundegelegt wird, der eine Transaktion als eine konsistenzerhaltende Einheit betrachtet,
bei der ein konsistenter Datenbasiszustand wieder in einen konsistenten Datenbasiszu-
stand

uberf

uhrt wird.
1.2 Problemstellung
Um konsistente Datenbasen zu gew

ahrleisten, mu nach jeder Transaktion, die eine

Ande-
rung der Datenbasis nach sich zieht, eine

Uberpr

ufung der Konsistenzbedingungen durch
das Datenbanksystem erfolgen. Die Konsistenzpr

ufungen in Datenbanken sind sehr auf-
wendig, da
 (statische) Konsistenzbedingungen globale Aussagen

uber den Zustand der gesamten
Datenbasis sind,
 Datenbasen oft sehr gro sind,
 Konsistenzbedingungen komplexe Formeln und damit aufwendig auszuwerten sind
und
 die Menge der Konsistenzbedingungen und damit die Menge der potentiell durch-
zuf

uhrenden Konsistenztests sehr gro ist.
Dies kann schon bei kleinen Datenbasen zu einem Zeitaufwand f

uhren, der ein Mehrfa-
ches der sonstigen Ausf

uhrungszeit f

ur die Transaktion betr

agt [GA93]. F

ur praktische
Anwendungen ist das unakzeptabel. Wichtig ist daher die Optimierung der Konsistenz-
bedingungen. In bisherigen Arbeiten zur Konsistenzpr

ufung in Datenbanksystemen ist
diesem Gebiet jedoch nahezu keine Beachtung geschenkt worden [GA93].
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Die Forschungsarbeiten auf dem Gebiet der Konsistenzpr

ufung besch

aftigen sich bislang
fast ausschlielich mit der Vereinfachung der zu testenden Konsistenzbedingungen und der
Reduzierung der zu testenden Datenmenge durch Vereinfachungsmethoden sowohl f

ur re-
lationale Datenbanken [Nic82, MH89, GA93], deduktive Datenbanken [LST87, KSS87,
BDM88, MK88, Oli91, K

uc91, UO92] temporale Datenbanken [Cho92, CN93, Ple93] und
objektorientierte Datenbanken [JJ91, JQ92]. Die Vereinfachung der Konsistenzbedingun-
gen erfolgt entweder zur Laufzeit, indem unter Ausnutzung der Daten aus der Transaktion
vereinfachte Konsistenzbedingungen dynamisch generiert werden oder zur Denitions-
zeit [BDM88], indem sog. Dierenzrelationen als Platzhalter f

ur die Transaktionsdaten
in die Konsistenzbedingungen eingef

ugt werden. Letztere Art der Vereinfachung wird als
"
compilation method\ bezeichnet, sagt aber nichts

uber die Art der Auswertung der Kon-
sistenzbedingung aus. Meist wird davon ausgegangen, da ein geeigneter Auswertungsme-
chanismus vorliegt (Theorembeweiser), oder es wird direkt ein Codegenerator eingesetzt.
Die Art der Auswertung ist in der Regel tupelorientiert.
Im Gegensatz zu den Testverfahren durch das Datenbankverwaltungssystem gibt es Me-
thoden, welche die Transaktionen vor der Auswertung bez

uglich der Konsistenzbedingun-
gen modizieren, so da die Konsistenz der Datenbasis nicht verletzt wird [Sto75, Wal91].
Alternativ dazu ist die Verwendung von Regeln (ECA-Regeln, Trigger, Produktionsregeln)
in aktiven Datenbanken [CW90, FPT92] ein Mittel zur Sicherstellung der Konsistenz von
Datenbasen. Wenig Aufmerksamkeit wurde bisher der ezienten Auswertung von Konsi-
stenzbedingungen [SV84] und deren Parallelisierung [GFA92] geschenkt.
Obwohl Leistungsaspekte als ein Schl

usselproblem bei der Verwendung von Konsistenz-
bedingungen in realen Anwendungen angesehen wird, gibt es bislang wenige Arbeiten zu
diesem Problemkreis. Das Ziel unserer Arbeiten ist die Generierung von optimalen Konsi-
stenztests f

ur die Konsistenzpr

ufungskomponente des Datenbankverwaltungssystems aus
deklarativ spezizierten Konsistenzbedingungen, die vom Anwender im Laufe des Daten-
modellierungsprozesses festgelegt wurden.
1.3 L

osungsansatz
Dabei sollen vorrangig L

osungen f

ur die letzten drei der oben genannten Ursachen f

ur die
Komplexit

at von Konsistenzpr

ufungen gefunden werden. Das L

osungskonzept l

at sich
folgendermaen charakterisieren.
 Wegen der Gr

oe der Datenbasis verwenden wir im Gegensatz zu bisher bekannten
(tupelorientierten) Ans

atzen eine mengenorientierte Verarbeitung.
 Zur Denitionszeit werden die deklarativ beschriebenen Konsistenzbedingungen in
eine prozedurale Form

ubersetzt. Die Zielsprache ist wegen des zugrundegelegten
relationalen Datenmodells die relationale Algebra. Die relationenalgebraischen Aus-
dr

ucke k

onnen durch die vorhandenen ezienten Auswertungsalgorithmen der Ope-
ratoren des DBMS ausgewertet werden (

Ubersetzeransatz).
 Aus der Spezik von Konsistenzbedingungen werden neue Operatoren in die Alge-
bra eingef

uhrt, um noch ezienter auswertbare Ausdr

ucke zu erhalten; dabei wird
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die Bypass-Technik [KMPS94] verwendet. Die vorhandenen Operatorimplementie-
rungen k

onnen leicht an die Anforderungen der neuen Operatoren der erweiterten
relationalen Algebra angepat werden.
 Analog der Anfrageoptimierung in Datenbanken [JK84] werden die Konsistenzbedin-
gungen in erweiterter relationaler Algebra durch Einbeziehung statistischen Wissens
optimiert. Die aufwendige Optimierung ndet zur Denitionszeit der Konsistenzbe-
dingungen statt.
 Der Test aller gleichzeitig von einer Transaktion betroenen Konsistenzbedingungen
kann durch Parallelisierung beschleunigt werden (Intra-Constraint-Parallelismus,
Inter-Constraint-Parallelismus).
Die

Uberf

uhrung der Konsistenzbedingungen in eine Algebra als Zwischensprache und
deren Verwaltung durch das Datenbanksystem bringt im Gegensatz zu Methoden, wel-
che die Konsistenzpr

ufungskomponente als Aufsatz auf das Datenbanksystem betrach-
ten [W

ut91, Kar94], zwei wesentliche Vorteile. Zum einen entf

allt die Schnittstelle zwi-
schen Konsistenzpr

ufungs- und Datenbanksystem, und zum anderen k

onnen Informatio-
nen und Komponenten des Datenbanksystems wie statistische Daten, Zugrispfade oder
Optimierungsmethoden ausgenutzt werden.
Die

Ubersetzung von deskriptiven Anfragen in eine Algebra ist seit der Einf

uhrung der
relationalen Datenbanken [Cod70] eine Methode, die als Basis f

ur Optimierungen bei
der Anfrageauswertung genutzt wurde. Dabei wurden sowohl Transformationen f

ur den
Tupelkalk

ul [CG85] als auch f

ur den Dom

anenkalk

ul [Mai83, AA93] in die relationa-
le Algebra angegeben. Letztere Verfahren dienten jedoch als Beweis der

Aquivalenz der
Ausdrucksm

achtigkeit beider Sprachen und sind nicht unter Ezienzgesichtpunkten ent-
standen. Insbesondere die Arbeiten von Dayal [Day83, Day87] und Bry [Bry89] stellen
einen Ansatz zur optimierten Behandlung von Quantoren und Disjunktionen in Anfragen
vor. Diese Arbeiten dienen als Ausgangspunkt f

ur den hier vorgestellten Ansatz.
Obwohl Konsistenzbedingungen als Anfragen an die Datenbasis aufgefat und damit die
vorhandenen Techniken zur Anfrageoptimierung und -auswertung genutzt werden k

onnen,
bestehen zu Datenbankanfragen einige Unterschiede. Konsistenzbedingungen sind als sta-
tisch anzusehen und k

onnen deshalb immer zeitlich unabh

angig von der Ausf

uhrung opti-
miert werden.
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Wegen der h

augen Ausf

uhrung kommt der Optimierung von Konsistenz-
bedingungen zur

Ubersetzungszeit eine besondere Bedeutung zu. Konsistenzbedingungen
sind in der Regel komplexere Formeln als Anfragen [LCW93]. Es treten Schachtelungen
von Quantoren, Disjunktionen und h

aug Negationen auf, und die Anzahl der Pr

adikate
ist meist sehr gro.
Die

Ubersetzung in die erweiterte Algebra wird in Form von

Ubersetzungsregeln angege-
ben. Der Indeterminismus bei der

Ubersetzung erlaubt und erfordert eine nachfolgende
Optimierung. Dabei k

onnen aus der Anfrageoptimierung bekannte Optimierungstechni-
ken genutzt werden [Gra93]. Die erweiterte relationale Algebra wurde auch im Hinblick
1
Es wird angenommen, da die Informationen, die den Entscheidungen des Optimierers zugrundeliegt,
weitestgehend stabil ist. Alternativ k

onnen Konzepte der dynamischen Optimierung zum Tragen kommen,
die zur Laufzeit eine Auswahl aus einer Menge voroptimierter Konsistenztests treen.
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auf die Parallelisierung der Konsistenzpr

ufung entworfen. Dadurch soll ein zus

atzlicher
Ezienzgewinn resultieren.
Anwendungen f

ur schnelle Konsistenztests
Neben klassischen Anwendungen von Konsistenzpr

ufungen zur Sicherstellung konsistenter
Datenbasen in betrieblichen Informationssystemen (z.B. Rechnerintegrierte Entwicklung
und Produktion, Bankwesen, Platzbuchungs- und Reservierungssysteme und Versiche-
rungswirtschaft) gibt es neuere Anwendungsbereiche, die eziente Konsistenztests erfor-
derlich machen. Die automatische Generierung von Testdatenbasen zur Validierung kon-
zeptueller Schemata im Datenbankentwurf ist eine solche Anwendung [NML93]. Auch bei
der konsistenzbasierten Planung, welche auf einem Reparatursystem zur Behandlung von
Konsistenzverletzungen in deduktiven Datenbanken [ML91] basiert, bilden eziente Kon-
sistenztests die Basis f

ur schnelle Planungsverfahren [MM93]. Das hier vorgestellte Kon-
zept zur ezienten Konsistenzpr

ufung wird f

ur die exible Verwaltung und Sicherung von
Schemainformationen im objektorientierten Datenbanksystem GOM verwendet [MZ93].
1.4 Gliederung
Zun

achst werden im folgenden Abschnitt 2 grundlegende Denitionen gegeben. Nach ei-
nem

Uberblick

uber das Gesamtsystem zur Konsistenzpr

ufung in Abschnitt 3 werden im
vierten Abschnitt grundlegende Aspekte der regelbasierten

Ubersetzung von Konsistenz-
bedingungen in eine Algebra vorgestellt. Dabei werden im Abschnitt 5 die Basisregeln
und im Abschnitt 6 Erweiterungen relationenalgebraischer Operatoren und Spezialre-
geln eingef

uhrt. Anschlieend erfolgt im Abschnitt 7 eine Bewertung der vorgestellten

Ubersetzungstechnik mittels eines Kostenmodells und durch Messungen auf einer Haupt-
speicherdatenbank.
2 Grundlagen
In diesem Abschnitt wird die Notation von Konsistenzbedingungen vorgestellt. Es werden
Konsistenzbedingungen betrachtet, die sich auf einen Datenbasiszustand beziehen. Diese
werden als statische oder Zustandsbedingungen bezeichnet. Statische Konsistenzbedin-
gungen sind geschlossene pr

adikatenlogische Formeln erster Ordnung, denen die (deduk-
tive) Datenbasis gen

ugen mu.
2.1 Formeln
Es werden die folgenden Symbolmengen ben

otigt: eine Menge V von Variablensymbolen,
eine Menge C von Konstantensymbolen und eine Menge P von Pr

adikatsymbolen.
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Variable werden durch x; y; z; : : : (m

oglicherweise indiziert), Konstante durch a; b; c; : : :
und Pr

adikatsymbole durch p; q; r; s; : : : beschrieben. Pr

adikatsymbolen ist eine Stellig-
keit n zugeordnet. F

ur ein Pr

adikatsymbol p mit der Stelligkeit n und den Konstanten
c
1
; : : : ; c
n
ist p(c
1
; : : : ; c
n
) ein Fakt. Ein Term ist entweder eine Variable oder eine Konstan-
te. Funktionssymbole in Pr

adikaten sind nicht zugelassen, um eine endliche Auswertung
zu erm

oglichen. Wenn p ein Pr

adikatsymbol der Stelligkeit n mit Termen t
1
; : : : ; t
n
ist,
dann ist p(t
1
; : : : ; t
n
) eine Atom (eine atomare Formel). Ein Literal ist entweder ein Atom
(l) oder seine Negation (:l). Ein positives Literal ist ein Atom. Ein negatives Literal ist
die Negation eines Atoms.
Eine Regel hat die Form l
1
; : : : ; l
n
=) l
n+1
f

ur positive Literale l
i
. Alle in einer Regel
vorkommenden Variablen sind allquantiziert.
Formeln werden wie

ublich deniert: Jedes Literal ist eine Formel. Sind f
1
und f
2
Formeln,
so sind auch f
1
^ f
2
, f
1
_ f
2
, f
1
=) f
2
, und :f
1
Formeln. Ist x ein Variablensymbol, so
sind auch 8xf
1
und 9xf
1
Formeln.
Wenn l ein positives Literal ist, tritt es positiv in l und negativ in :l auf. Wenn es po-
sitiv (negativ) in f
1
auftritt, so tritt es auch positiv (negativ) in f
1
^ f
2
, f
1
_ f
2
, und
f
2
=) f
1
auf. Wenn l positiv (negativ) in f
1
auftritt, so tritt es negativ (positiv) in
:f
1
und f
1
=) f
2
auf. Die Menge der freien Variablen einer Formel f wird mit free(f)
bezeichnet. Abk

urzend f

ur eine Formel der Form 8x
1
: : :8x
n
f
0
(analog 9x
1
: : :9x
n
f
0
)
schreiben wir auch 8x
1
; : : : ; x
n
f
0
(9x
1
; : : : ; x
n
f
0
). Wenn f
0
quantiziert ist, so ist der er-
ste Quantor 9 (8) und die Formel wird als existenzquantiziert (allquantiziert) bezeich-
net. F

ur eine Formel f wird mit cnf(f) (dnf(f)) deren pr

anexe konjunktive (disjunktive)
Normalform beschrieben. Dies erleichtert die Beschreibung der

Ubersetzungsregeln in die
Algebra ( [Bry89] verwendet dagegen die sog. Miniscope-Form). Durch  f wird die For-
mel beschrieben, welche aus :f resultiert, wobei die Negation so weit wie m

oglich nach
innen gezogen wird. Zu beachten ist, da dabei die Quantoren invertiert werden, d.h. aus
8 wird 9 und umgekehrt.
2.2 Bereichsbeschr

ankte Formeln
Um die Auswertung einer Konsistenzbedingung nur aufgrund der Kenntnis der Datenba-
sis zu erlauben (und nicht die zugrundeliegende Dom

ane betrachten zu m

ussen), wird die
syntaktisch zul

assige Formelmenge eingeschr

ankt. Dabei wird die Denition der Bereichs-
beschr

anktheit wie in [Nic82] verwendet.
Denition 2.1 (Bereichsbeschr

anktheit) Eine geschlossene Formel f heit bereichs-
beschr

ankt gdw. es eine zu f

aquivalente Formel g in Pr

anexer Konjunktiver Normalform
gibt, f

ur die gilt:
 Jede allquantizierte Variable kommt in jeder Disjunktion, in der sie

uberhaupt
vorkommt, auch in einem negativen Literal vor, und
 wenn eine existenzquantizierte Variable x in einer Disjunktion negativ auftritt,
dann gibt es eine Disjunktion von positiven Literalen, von denen jedes x enth

alt.
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Die jeweils geforderten Literale heien Restriktionsliterale f

ur die jeweilige Variable.
2.3 Datenbasis
Eine (deduktive) Datenbasis DB besteht aus einer Menge von Fakten DB
a
, einer Menge
von RegelnDB
d
, und einer Menge von KonsistenzbedingungenDB
c
, wobei die Regeln be-
reichsbeschr

ankt und Konsistenzbedingungen geschlossene bereichsbeschr

ankte Formeln
sind.
Sei l ein positives Literal, dann ist:
M(DB) := fljDB
a
[ DB
d
j= lg die Menge der aus der Datenbasis mittels Fakten und
Regeln herleitbaren Literale und
C(DB) :=M(DB)[f:ljDB
a
[DB
d
6j= lg die Vervollst

andigung der Datenbasis. "C(DB) j="
kann verk

urzt geschrieben werden als "DB j=".
Denition 2.2 (Konsistenz) Eine Datenbasis DB ist konsistent, genau dann wenn
gilt: DB j= c f

ur alle c 2 DB
c
.
Eine Substitution 
X
ist eine Abbildung einer Menge von Variablen X auf eine Menge von
Konstanten.
2
Die Anwendung einer Substitution auf eine Formel ersetzt jedes Vorkommen
einer freien Variablen x 2 X durch 
X
. F

ur eine Formel f ist die Anwendung von 
X
auf
f beschrieben durch f
X
. Alle Variablen, die nicht in X vorkommen, bleiben unber

uhrt.
Die leere Substitution (
;
) wird durch  bezeichnet.
Um zu betonen, da f eine Formel mit freien Variablen X := fx
1
; : : : ; x
n
g ist, kann
f(x
1
; : : : ; x
n
) geschrieben werden. Dies ist nat

urlich f

ur Literale nicht notwendig. Der Aus-
druck f [x
1
; : : : ; x
n
] ist deniert durch f
X
jDB j= f
X
g. Wenn X =
:
X

[
X
(

[ bezeichnet
die disjunktive Vereinigung) dann gilt f [
:
X
] := f
:
X
j9
X
DB j= f
:
X

X
g. F

ur ein Literal
l = p(x
1
; : : : ; x
n
) kann p[x
1
; : : : ; x
n
] geschrieben werden anstatt p(x
1
; : : : ; x
n
)[x
1
; : : : ; x
n
].
Berechenbare Pr

adikate
In Formeln sind Vergleichspr

adikate als Sonderfall berechenbarer Pr

adikate zugelassen.
Da sie nicht explizit in der Datenbasis vorhanden sein m

ussen, werden sie auch als Built-
in-Pr

adikate bezeichnet. Zur Verf

ugung stehen alle zweistelligen Vergleichspr

adikate =; 6=
; <;>;; mit einer oensichtlichen Semantik. Wegen der Endlichkeit der Auswertung
wird gefordert, da die Argumente der Pr

adikate beim Aufruf gebunden sind.

Aquivalenzen
Die Konsistenzbedingungen sind geschlossene, bereichsbeschr

ankte Formeln und liegen
in pr

anexer Normalform vor, wobei Negationen soweit wie m

oglich nach innen gezogen
wurden. Falls m

oglich, werden noch zwei logische Umformungen angewandt [Llo87]:
2
Eine Substitution kann als Tupel einer Relation und eine Menge von Substitutionen als Relation
angesehen werden.
9
Verschieben von Quantoren Allquantoren werden

uber die Konjunktionen gezogen,
Existenzquantoren

uber Disjunktionen. Dies ist keineMiniscope-Form, da die Quan-
toren nur bis vor die Konjunktionen gezogen werden, nicht bis vor die Literale. Hier-
bei wird die pr

anexe Normalform aufgegeben.
9x
1
; : : : ; x
n
f
1
_ : : : _ f
n
=) 9x
1
; : : : ; x
n
f
1
_ : : : _ 9x
1
; : : : ; x
n
f
n
8x
1
; : : : ; x
n
f
1
^ : : : ^ f
n
=) 8x
1
; : : : ; x
n
f
1
^ : : : ^ 8x
1
; : : : ; x
n
f
n
Eliminierung

uber

ussiger Quantizierungen Nutzlose Quantizierungen (Quanto-
ren, die Variablen quantizieren, welche nicht in der Teilformel auftreten) werden
gestrichen.
9x
1
; : : : ; x
n
f =) f , falls kein x
i
in f vorkommt.
8x
1
; : : : ; x
n
f =) f , falls kein x
i
in f vorkommt.
9x
1
; : : : ; x
n
f =) 9x
i
1
: : : x
i
p
f , falls kein x
i
verschieden von x
i
1
: : : x
i
p
in f vorkommt.
8x
1
; : : : ; x
n
f =) 8x
i
1
: : : x
i
p
f , falls kein x
i
verschieden von x
i
1
: : : x
i
p
in f vorkommt.
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3
Uberblick

uber das Gesamtsystem zur Konsistenz-
pr

ufung
In der folgenden Abbildung ist das Gesamtsystem zur Konsistenzpr

ufung dargestellt. Im
wesentlichen k

onnen dabei zwei Phasen unterschieden werden. Die erste Phase umfat
alle Verfahren, die einmalig zur Denitionszeit der Konsistenzbedingung durchgef

uhrt
werden. Die zweite Phase beinhaltet alle Verfahren, die w

ahrend der Ausf

uhrung der Kon-
sistenzpr

ufung zum Einsatz kommen. Folglich werden auch die zum Einsatz kommenden
Optimierungsverfahren in diese zwei Phasen unterteilt.
Eine wesentliche Zielstellung des Ansatzes ist es, m

oglichst einen Groteil der aufwendigen
Optimierungen (Suchverfahren) in der ersten Phase durchzuf

uhren.
TransaktionBearbeitungs−
pläne
Daten−
basis
Konsistenzprüfung
Algebra
maschine
Daten
statistische
konsistent inkonsistent
Generierung von Bearbeitungsplänen
Optimierung
zur
 Laufzeit
Auswertung von Konsistenzbedingungen
Spezifikation von Konsistenzbedingungen 
Logische Optimierung
Optimierende Übersetzung
Algebraische Optimierung
Optimierung
zur
Definitionszeit
Dynamische Optimierung
Basisregel
Spezialregel
anwendbar ?
ja
nein
algebraischer Ausdruck
logische Formel
ja
neinvollständig
übersetzt ?
Startregel
Globale Optimierung
.
.
.
konsistenzverletzende
Tupel
Abbildung 1: Gesamtsystem zur Konsistenzpr

ufung (Prinzipl

osung)
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Im folgenden wird eine kurze Erl

auterung der Teilphasen bei der Konsistenzpr

ufung gege-
ben. Im Bericht wird dann die Teilphase
"
Optimierende

Ubersetzung\ ausf

uhrlich erkl

art.
Spezikation von Konsistenzbedingungen Konsistenzbedingungen werden als be-
reichsbeschr

ankte, geschlossene, pr

adikatenlogische Formeln beschrieben. Als Pr

adi-
kate sind neben Basispr

adikaten (Relationen) auch abgeleitete Pr

adikate (Deduk-
tionsregeln) und berechenbare Pr

adikate (Vergleichsoperatoren) zugelassen. Es wird
von einer widerspruchs- und redundanzfreien Menge von Konsistenzbedingungen
ausgegangen.
Optimierung auf logischer Ebene Unter der Annahme einer konsistenten Datenba-
sis zu Beginn der Transaktion werden vereinfachte Konsistenzbedingungen gene-
riert [Nic82]. Dabei wird angenommen, da die durch die Transaktion ver

anderten
Tupel in sog. Dierenzrelationen gespeichert sind, auf die w

ahrend des Konsistenz-
tests zur

uckgegrien werden kann. Somit kann die Generierung und Optimierung
vereinfachter Konsistenzbedingungen ohne die Kenntnis der Transaktion ausgef

uhrt
werden und ist so zur Denitionszeit m

oglich.
Optimierende

Ubersetzung Die deklarativ beschriebenen Konsistenzbedingungen wer-
den in Ausdr

ucke der erweiterten relationalen Algebra

ubersetzt. F

ur spezielle Mu-
ster von Konsistenzbedingungen werden neue Operatoren in die Algebra eingef

uhrt.
Optimierung auf algebraischer Ebene Analog zur Anfrageoptimierung wird f

ur die
algebraischen Ausdr

ucke die optimale Operatorreihenfolge bestimmt. Insbesondere
spielt hier die Optimierung der Join-Reihenfolge eine groe Rolle.
Globale Optimierung mehrerer Konsistenzbedingungen Da von einer Transakti-
on in der Regel mehrere Konsistenzbedingungen betroen sind und gleichzeitig ge-
testet werden m

ussen, wird eine gemeinsame Optimierung durch das Herausziehen
von gemeinsamen Teilausdr

ucken durchgef

uhrt.
Generierung von Bearbeitungspl

anen Aus den optimierten Konsistenzbedingungen
werden unter Ausnutzung der physischen Strukturen der Datenbank und der Ope-
ratorimplementierungen Bearbeitungspl

ane generiert.
Auswertung der Konsistenzbedingungen F

ur die Auswertung verschiedener Klas-
sen von Konsistenzbedingungen werden spezielle Auswertungsstrategien eingesetzt.
Von Interesse f

ur die Auswertungsstrategie sind die Nutzeranforderungen, beispiels-
weise ob das Ergebnis der Konsistenzpr

ufung weiterverwendet werden soll. Ent-
sprechend den aktuellen Informationen aus der Transaktion werden aus der Menge
der voroptimierten Konsistenztests die optimalen selektiert und in der optimalen
Reihenfolge ausgewertet. F

ur die aktuelle

Uberpr

ufung werden Ergebnisse aus vor-
angegangenen Konsistenztests ausgenutzt. F

ur die Auswertung von Konsistenzbe-
dingungen mit abgeleiteten Pr

adikaten ist eine eziente Bestimmung der

Anderung
der Datenbasis und eine eziente Regelauswertungsstrategie erforderlich.
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4
Ubersetzung in Algebra
Im Rahmen dieses Berichts soll die optimierende

Ubersetzung der deklarativ spezizierten
Konsistenzbedingungen in eine prozedurale Form beschrieben werden. Die

Ubersetzung E

uberf

uhrt eine beliebige bereichsbeschr

ankte pr

adikatenlogische Formel in eine Folge von
Operatoren der (erweiterten) relationalen Algebra.
3
Die

Ubersetzung erfolgt regelbasiert
und ist indeterministisch, was Freiraum f

ur Optimierungen l

at.
Im folgenden werden drei Aspekte der Konsistenzpr

ufung betrachtet, die Einu auf den

Ubersetzungsproze haben.
Auswertung: Konsistenzbedingungen werden wie Anfragen bzgl. einer Datenbasis aus-
gewertet. Dabei kann die Konsistenzbedingung entweder erf

ullt oder verletzt sein.
Diese bin

are Entscheidung wird anhand des Ergebnisses der Auswertung getroen.
Das Ergebnis ist eine Menge von Tupeln. Um eine angemessene Reaktion auf eine
m

ogliche Konsistenzverletzung zu erm

oglichen, werden in der Ergebnisrelation die
konistenzverletzenden Tupel gespeichert.
Das Ergebnis der Auswertung der Konsistenzbedingung wird in Abh

angigkeit von
der Quantizierung der Formel unterschiedlich interpretiert:
Denition 4.1 (Auswertung Konsistenzbedingung) Sei f eine Konsistenzbe-
dingung in Pr

adikatenlogik 1. Stufe, E die

Ubersetzung von f in einen Ausdruck der
erweiterten relationalen Algebra und eval die Auswertung dieses algebraischen Aus-
druckes bzgl. einer gegebenen Datenbasis DB, deren Ergebnis eine Menge von Tupeln
ist. Dann gilt:
 f ist eine 8 -quantizierte Formel: DB j= f , eval(E( f);DB) = ;
 f ist eine 9 -quantizierte Formel: DB j= f , eval(E(f);DB) 6= ;
Der Vorteil dieser Art der Auswertung ist die geringere Datenmenge, die als Ergebnis
der Auswertung (eval) geliefert wird. Bei allquantizierten Konsistenzbedingungen
werden folglich nicht alle Tupel als Ergebnis zur

uckgegeben, welche die Konsistenz-
bedingung erf

ullen, sondern diejenigen, welche sie verletzen (im Normalfall keines
oder nur sehr wenige Tupel). Bei existenzquantizierten Formeln besteht das Ergeb-
nis aus allen Tupeln, welche die Konsistenzbedingung erf

ullen, was in der Regel nur
wenige sind. Ein weiterer Vorteil dieser Vorgehensweise ist die Tatsache, da nun f

ur
die weiteren Verarbeitungsschritte in beiden F

allen existenzquantizierte Formeln
der Ausgangspunkt sind.
3
Da die Operatoren der erweiterten relationalen Algebra nicht auf eine feste Anzahl von Eing

angen
und nur einen Ausgang beschr

ankt sind, ist es keine Algebra im strengen Sinne.
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Ausgabemenge: F

ur vereinfachte Konsistenzbedingungen mit Dierenzrelationen bzw.
-Relationen (Phase: Logische Optimierung) sind die Variablen der -Relation die
Ausgabevariablen der Konsistenzbedingung. Ansonsten werden die ersten n exi-
stenzquantizierten Variablen als (freie) Ausgabevariablen benutzt. Damit ist die
Voraussetzung f

ur eine angemessene Reaktion auf das Ergebnis des Konsistenztests
geschaen. Es werden die algebraischen Ausdr

ucke vollst

andig ausgewertet, d.h. bei
der ersten Konsistenzverletzung bzw. Konsistenzerf

ullung wird nicht abgebrochen.
Diese Strategie bildet die Basis f

ur die Reaktionen auf Konsistenzverletzungen.
Ablauf der

Ubersetzung: F

ur die

Ubersetzung werden zwei Regelmengen angegeben.
Die Menge der Spezialregeln erlaubt die direkte

Ubersetzung von h

aug auftretenden
Mustern von Konsistenzbedingungen in eine f

ur die Auswertung eziente Form. Die
Basisregeln orientieren sich an den Verfahren der Anfrage

ubersetzung in relationalen
Datenbanken.
Der prinzipielle Ablauf der

Ubersetzung ist in Abbildung 2 dargestellt. Die

Uberset-
zung beginnt mit der Startregel. Falls die Bedingungen einer Spezialregel zutreen,
wird diese auf die Teilformel angewandt, ansonsten wird eine Basisregel verwendet.
Die Transformation endet, wenn alle Teilformeln

ubersetzt sind. Wir betrachten bei
den Spezialregeln Formeln als Einheit von Pr

ax und Matrix und

ubersetzen sie
gleichzeitig im Gegensatz zu den Basisregeln, bei denen die Verarbeitung von Pr

ax
und Matrix der Formel separat erfolgt.
Basisregel
Spezialregel
anwendbar ?
ja
nein
algebraischer Ausdruck
logische Formel
ja
neinvollständig
übersetzt ?
Startregel
Abbildung 2:

Ubersetzungsproze
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5 Basisregeln zur

Ubersetzung von Konsistenzbedin-
gungen
5.1 Operatoren der relationalen Algebra
Die

Ubersetzung von Konsistenzbedingungen als logische Formeln in die relationale Alge-
bra orientiert sich an den Arbeiten zur Abbildung von Anfragen im relationalen Dom

anen-
kalk

ul auf die relationale Algebra zum Beweis der gleichen Ausdrucksm

achtigkeit beider
Sprachen [Mai83, Ull88, AA93]. Speziell die Transformation von Anfragen mit Quantoren
und Disjunktionen wird von Bry [Bry89] anhand einiger Beispiele behandelt, wobei keine
vollst

andige Transformation angegeben wird.
Im Unterschied zu bisherigen Ans

atzen wird die Tatsache, da die zu

ubersetzenden For-
meln bereichsbeschr

ankt sind, bei der

Ubersetzung ausgenutzt.
Die erweiterte relationale Algebra (XRA) basiert auf der relationalen Algebra [Mai83] mit
den in Tabelle 1 dargestellten Operatoren.
Operator Bezeichnung

A
Projektion auf die Attributmenge A

p
Selektion mit Pr

adikat p
 Kartesisches Produkt
[ Vereinigung
\ Durchschnitt
, Dierenz
1 Natural Join
 Division
Tabelle 1: Operatoren der relationalen Algebra
5.2 Verallgemeinerung von Operatoren der relationalen Algebra
Um den speziellen Anforderungen von Konsistenzbedingungen und deren ezienter Aus-
wertung Rechnung zu tragen, werden die bekannten Operatoren der relationalen Algebra
erweitert.
Die Vereinigung wird durch eine weniger restriktive Denition ersetzt, welche die Vereini-
gung von Relationen unterschiedlicher Schemata zul

at. Diese Denition wird als Outer-
Union ] [Cod79].bezeichnet.
Denition 5.1 (outer-union) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen
mit den Attributmengen A
R
= fx
1
; : : : ; x
n
g und A
S
= fy
1
; : : : ; y
m
g. Dann liefert der ge-
neralisierte Vereinigungsoperator R(x
1
; : : : ; x
n
)]S(y
1
; : : : ; y
m
) die Menge von Tupeln mit
dem Schema A
res
= fx
1
; : : : ; x
n
g[fy
1
; : : : ; y
m
g als Vereinigung der Relationen R(x
1
; : : : ; x
n
)
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und S(y
1
; : : : ; y
m
), wobei fehlende Attributwerte durch NULL erg

anzt werden. In der Arbeit
wird weiterhin das Zeichen [ f

ur den verallgemeinerten Vereinigungsoperator verwendet.
Erweiterte Join-Operatoren
F

ur die eziente Auswertung der aus den Konsistenzbedingungen entstandenen algebrai-
schen Ausdr

ucke sind zwei Dinge bei der

Ubersetzung zu ber

ucksichtigen.
 In den als pr

adikatenlogische Formeln spezizierten Konsistenzbedingungen treten
h

aug negierte Literale auf. Daf

ur sind eziente algebraische Entsprechungen zu
nden.
 Die Auswertung der Konsistenzbedingungen zum Nachweis der Konsistenz bzw.
Inkonsistenz der Datenbasis sollte mit minimalem Kostenaufwand erfolgen. Insbe-
sondere sollte die Tupelgr

oe so klein wie m

oglich gehalten werden.
Die im folgenden beschriebenen Verallgemeinerungen der Join-Operatoren sind die Folge
der soeben angestellten

Uberlegungen. Die beiden Grundbausteine der erweiterten Join-
Operatoren sind der bekannte Natural-Join (1) und der Anti-Join () [RGL90]
4
Die
Operatoren Kreuzprodukt () und Natural Join (1) werden von den verallgemeinerten
Join-Operatoren subsumiert.
Der Anti-Join als Komplement des Semi-Joins zweier Relationen R und S enth

alt alle
Tupel der Relation R, welche kein entsprechendes Tupel in der Relation S besitzen.
Denition 5.2 (ajoin) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen mit den
Attributmengen fx
1
; : : : ; x
n
g und fy
1
; : : : ; y
m
g. Dann ist der Anti-Join von R und S de-
niert durch:
R(x
1
; : : : ; x
n
)  S(y
1
; : : : ; y
m
) = R(x
1
; : : : ; x
n
) ,
fx
1
;:::;x
n
g
( R(x
1
; : : : ; x
n
) 1 S(y
1
; : : : ; y
m
)).
Der Anti-Join-Operator wird zur

Ubersetzung von negierten Literalen in Konjunktionen
anstatt der Dierenz (bei Attributgleichheit der Literale) oder der Komplementbildung
des negierten Literals in anderen Verfahren verwendet, falls alle Variablen des Literals
zum Auswertungszeitpunkt gebunden sind.
Beide Operatoren (Natural Join und Anti-Join) werden um eine Projektion erweitert, wel-
che alle Attribute entfernt, die in der weiteren Verarbeitung nicht weiter ben

otigt werden.
Weiterhin wird die Ausf

uhrung einer Selektion auf das Ergebnis des Operators erlaubt.
Es werden somit implizit die Heuristiken der algebraischen Optimierung angewandt, wo-
nach Projektionen und Selektionen so fr

uh wie m

oglich ausgef

uhrt werden sollen, um die
Zwischenergebnismenge zu verringern.
Der nachfolgend denierte allgemeinere Join-Operator (gjoin - generalized join) ent-
spricht einem Natural Join mit anschlieender Projektion.
4
Der Anti-Join wird auch als Komplement-Join [Bry89] bezeichnet.
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Denition 5.3 (gjoin) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen mit den
Attributmengen fx
1
; : : : ; x
n
g und fy
1
; : : : ; y
m
g. Dann ist der verallgemeinerte Join-Operator
(gjoin) deniert als:
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) = 
X;Y
( R(x
1
; : : : ; x
n
) 1 S(y
1
; : : : ; y
m
) )
mit X  fx
1
; : : : ; x
n
g und Y  fy
1
; : : : ; y
m
g.
So wie der gjoin-Operator eine Verallgemeinerung des Natural-Join darstellt, kann auch
der Anti-Join verallgemeinert werden. Dieser neue Operator wird als komplement

arer Join
(cjoin - complement join) bezeichnet. Der cjoin-Operator liefert als Ergebnis alle Tupel
der Relation R zur

uck, die kein Gegenst

uck in der Relation S besitzen; auch hier erweitert
um eine Projektion.
Denition 5.4 (cjoin) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen mit den
Attributmengen fx
1
; : : : ; x
n
g und fy
1
; : : : ; y
m
g. Dann ist der komplement

are Join-Operator
(cjoin) deniert als:
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) = 
X;Y
( R(x
1
; : : : ; x
n
)  S(y
1
; : : : ; y
m
) )
mit X  fx
1
; : : : ; x
n
g und Y = ;.
Die Menge X [ Y sind jeweils alle Attribute, die im Verlauf der Auswertung des al-
gebraischen Ausdrucks noch gebraucht werden. Wir verwenden bei der

Ubersetzung von
Konjunktionen zur Dierenzierung dieser Menge von Attributen zwei Indizes f

ur die Join-
Operatoren. Der erste Index gibt die Menge der Variablen an, die bereits gebunden sind
und noch ben

otigt werden, und der zweite Index die Menge der Variablen, die vom ak-
tuellen Join-Operator gebunden und noch ben

otigt werden. Dies ist erstens bei der Ver-
wendung des Anti-Joins notwendig, um eine sichere Auswertung zu garantieren. Zweitens
erlaubt diese Information, alle nicht mehr ben

otigten Attribute w

ahrend der Auswertung
des Joins durch eine Projektion zu eliminieren.
Analog dem bekannten Semi-Join ist der komplement

are Join zweier Relationen eine
Teilmenge des ersten Arguments und damit ebenfalls keine symmetrische Operation.
F

ur die Implementierung des generalisierten Join-Operators als auch die des komple-
ment

aren Join-Operators k

onnen bekannte Join-Algorithmen verwendet werden [Bra84,
Sha86, ME92].
Beispiel 5.5 (Erweiterte Join-Operatoren)
Operator Formel algebraischer Ausdruck
gjoin 9x9 y p(x; y) ^ q(x) p(x; y) 1
fx;yg;f;g
q(x)
cjoin 9x9 y p(x; y) ^ :q(x) p(x; y)1
fx;yg;f;g
q(x)
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Die neuen Operatoren der erweiterten relationalen Algebra sind in Tabelle 5.2 aufgef

uhrt.
Sie dienen als Basis f

ur die Spezialoperatoren im folgenden Abschnitt.
Operator Bezeichnung
1
X;Y
generalisierter Join
1
X;Y
komplement

arer Join
[ generalisierte Vereinigung (outer-union)
Tabelle 2: Operatoren der erweiterten relationalen Algebra
5.3

Ubersetzungsregeln (Basisregeln)
Die zu

ubersetzenden Formeln liegen in disjunktiver Normalform vor (siehe Abschnitt 2):
g = Q
1
: : : Q
l
(Q
1
: : : Q
n
1
(l
1
^ : : : ^ l
m
1
) _ : : : _ Q
1
: : : Q
n
2
(l
1
^ : : : ^ l
m
2
))
Q
i
= f9x
i
;8x
i
g
Die

Ubersetzung E beginnt mit der einmaligen Anwendung der Startregel, die in Abh

angig-
keit vom syntaktischen Aufbau der Formel ausgew

ahlt wird.
Denition 5.6 (Startregel) Sei g eine bereichsbeschr

ankte Formel. Dann werden all-
quantizierte Formeln zu Beginn der Transformation negiert und existenzquantizierte
Formeln unver

andert in die weitere Transformation

ubernommen.
 f ist eine allquantizierte Formel der Form 8x
1
: : : x
n
Qf
0
.
E
v
out
(g); E
v
out
( g)
 f ist eine existenzquantizierte Formel der Form 9x
1
: : : x
n
Qf
0
.
E
v
out
(g); E
v
out
(g)
mit v
out
 fx
1
; : : : ; x
n
g.
Die Variablenmenge v
out
enth

alt alle Attribute, die das Schema der Ergebnisrelation be-
stimmen. Dies ist eine Teilmenge der ersten n, vom gleichen Quantor gebundenen Va-
riablen. Die weitere Transformation startet nun in jedem Fall mit existenzquantizierten
Formeln.
Der Grund f

ur die unterschiedliche Behandlung von allquantizierten und existenzquan-
tizierten Formeln in der Startregel sind die im vorigen Kapitel angesprochenen Verein-
fachungen bei der Auswertung der entstehenden algebraischen Ausdr

ucke.
F

ur die Auswertung des aus der

Ubersetzung E resultierenden Ausdruckes ist die unter-
schiedliche Ergebnisinterpretation von allquantizierten und existenzquantizierten For-
meln zu beachten (siehe Abschnitt 4).
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Denition 5.7 (Basisregeln)
Basisf

alle
1. f ist ein Atom der Form f = p(x
1
; : : : ; x
n
), wobei die x
i
(i = 1; : : : ; n) entweder
Variablen oder Konstanten sind.
E
v
out
(f); p(x
1
; : : : ; x
n
)
Falls p ein berechenbares Pr

adikat ist (siehe Abschnitt 2.3), m

ussen alle Variablen
zum Auswertungszeitpunkt gebunden sein. Dies ist m

oglich, da die Formeln bereichs-
beschr

ankt sind.
2. f = (l
1
^ : : : ^ l
n
) und die l
i
sind positive oder negative Literale.
E
v
out
(f); p
1
op
1
: : : op
n 1
p
n
wobei p
1
; : : : ; p
n
eine Permutation von l
1
; : : : ; l
n
ist und p
i
sich wie folgt
aus l
i
ergibt:
p
i
=
(
l
i
falls l
i
ein positives Literal ist
:l
i
falls l
i
ein negatives Literal ist
 i = 1
p
1
= l
1
, falls l
1
entweder ein positives Literal oder ein negatives Lite-
ral, bei dem alle Variablen des Literals gebunden sind, ist.
 i > 1
{ l
i
ist ein positives Literal
op
i 1
ist 1
:
X
i
;
:
Y
i
p
i
= l
i
{ l
i
ist ein negatives Literal und alle Variablen des Literals sind
gebunden
op
i 1
ist 1
:
X
i
;
:
Y
i
p
i
= :l
i
{ l
i
ist ein negatives Literal und die Variablen des Literals sind nicht
vollst

andig vom bisher entstandenen Teilausdruck gebunden
op
i 1
ist 1
:
X
i
;
:
Y
i
dom
v
l
1
:
X
i
;
:
Y
i
und dom
v
l
ist der Bereich der Va-
riablen in l
p
i
= :l
i
Die Variablenmengen
:
X
i
;
:
Y
i
sind die gebundenen bzw. vom aktuellen Join-
Operator zu bindenden Variablen.
Induktion

uber den Aufbau der Formel
3. f = f
1
_ : : : _ f
n
und die f
i
sind Konjunktionen.
E
v
out
(f); E
v
out
(f
1
) [ : : : [ E
v
out
(f
n
)
4. f = 9x
1
: : : x
n
f
0
und f
0
ist eine bereichsbeschr

ankte Formel.
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Ev
out
(f); 
(schema(f
0
) (x
1
;:::;x
n
))[v
out
E
v
out
(f
0
)
Es erfolgt eine Projektion auf die Ausgabevariablen v
out
. Die Ausgabevariablen wur-
den eingef

uhrt, da Konsistenzbedingungen geschlossene Formeln sind und damit kei-
ne freien Variablen besitzen , die dann die Ergebnismenge bilden k

onnten. Ansonsten
(falls die Menge der Ausgabevariablen leer ist) mu zwischen einer Projektion auf
der leeren Menge und einer Projektion auf der nichtleeren Menge (analog der Un-
terscheidung zwischen der leeren Menge und der leeren Substitution) unterschieden
werden.
5. f = 8x
1
: : : x
n
f
0
und f
0
ist eine bereichsbeschr

ankte Formel.
E
v
out
(f); E
v
out
(f
0
) E(g
dom
x
1
;:::;x
n
)
Die Formel g
dom
x
1
;:::;x
n
berechnet die Dom

ane der Variablen x
1
; : : : ; x
n
aus den Re-
striktionsliteralen.
Die Berechnung von E(g
dom
x
1
;:::;x
n
):
Gegeben sei eine bereichsbeschr

ankte Formel g in pr

anexer disjunktiver Normalform.
Dann ist die Formel zur Berechnung der Dom

ane:
g
dom
x
1
;:::;x
n
= (p
1;1
^ : : : ^ p
1;n
) _ : : : _ (p
m;1
^ : : : ^ p
m;l
)
wobei p
i;j
das j-te negative Literal (Restriktionsliteral, siehe Denition 2.1)
der i-ten Konjunktion ist.
Der algebraische Ausdruck zur Berechnung der Dom

ane einer Variablen x ist dann:
E(g
dom
x
) = 
x
(p
1;1
1 : : : 1 p
1;n
) [ : : : [ 
x
(p
m;1
1 : : : 1 p
m;l
)
wobei p
i;j
das j-te negative Literal (Restriktionsliteral) der i-ten Konjunktion
ist.
Beispiel zur Berechnung von E(g
dom
x
1
;:::;x
n
):
g = 8x 8 y p(x; y) ^ q(x; y) =) r(x)
dnf(f) = 8x 8 y :p(x; y) _ :q(x; y) _ r(x)
g
dom
x;y
= p(x; y) ^ q(x; y)
E
fx;yg
(g
dom
x;y
) = p(x; y) 1
fx;yg;f;g
q(x; y)
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Beispiel 5.8 Beispiele zur

Ubersetzung mittels Basisregeln:
1.
f = 8x 8 y p(x; y) ^ q(x; y) =) r(x)
= 8x 8 y :p(x; y) _ :q(x; y) _ r(x)
E
fx;yg
(f) = E(8x 8 y :p(x; y) _ :q(x; y) _ r(x))
5:6
= E(9x 9 y p(x; y) ^ q(x; y) ^ :r(x))
5:7:4
= 
x;y
E(p(x; y) ^ q(x; y) ^ :r(x))
5:7:2
= 
x;y
(p(x; y) 1
fx;yg;f;g
q(x; y)1
fx;yg;f;g
r(x))
2.
f = 8x 8 y p(x; y) =) q(x; y) ^ r(y)
= 8x 8 y :p(x; y) _ :(q(x; y) ^ r(y))
E
fx;yg
(f) = E(8x 8 y :p(x; y) _ :(q(x; y) ^ r(y)))
5:6
= E(9x 9 y (p(x; y) ^ :q(x; y)) _ (p(x; y) ^ :r(y)))
5:7:4
= 
x;y
E((p(x; y) ^ :q(x; y)) _ (p(x; y) ^ :r(y))
5:7:3
= 
x;y
(E(p(x; y) ^ :q(x; y)) [ E(p(x; y) ^ :r(y)))
5:7:2
= 
x;y
((p(x; y)1
fx;yg;f;g
q(x; y)) [ E(p(x; y) ^ :r(y)))
5:7:2
= 
x;y
((p(x; y)1
fx;yg;f;g
q(x; y)) [ (p(x; y)1
fx;y;zg;f;g
r(y)))
3.
f = 8x 9 y p(x) =) q(x; y)
= 8x 9 y :p(x) _ q(x; y)
E
fxg
(f) = E(8x 9 y :p(x) _ q(x; y))
5:6
= E(9x 8 y p(x) ^ :q(x; y))
5:7:4
= 
x
E(8 y p(x) ^ :q(x; y))
5:7:5
= 
x
(E(p(x) ^ :q(x; y)) dom
y
)
5:7:2
= 
x
((p(x) 1
fxg;fyg
dom
y
1
fx;yg;f;g
q(x; y)) dom
y
)
mit dom
y
= 
y
q(x; y).
4.
f = 8 x 9 y p(x) =) q
1
(x; y) ^ q
2
(x; y)
= 8 x 9 y :p(x) _ q
1
(x; y) ^ q
2
(x; y)
E
fxg
(f) = E(8 x 9 y :p(x) _ q
1
(x; y) ^ q
2
(x; y))
5:6
= E(9x 8 y p(x) ^ :(q
1
(x; y) ^ q
2
(x; y)))
5:7:4
= 
x
E(8 y p(x) ^ :(q
1
(x; y) ^ q
2
(x; y)))
5:7:5
= 
x
(E(p(x) ^ :(q
1
(x; y) ^ q
2
(x; y))) dom
y
)
5:7:2
= 
x
(p(x) 1
fxg;fyg
dom
y
1
fx;yg;f;g
q
1
(x; y))[
(p(x) 1
fxg;fyg
dom
y
1
fx;yg;f;g
q
2
(x; y))) dom
y
)
mit dom
y
= q
1
(x; y) 1
fx;yg;f;g
q
2
(x; y)
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6 Spezialregeln zur

Ubersetzung von Konsistenzbe-
dingungen
Die Verwendung von Spezialregeln zur

Ubersetzung von Konsistenzbedingungen in die
Algebra verfolgt zwei Ziele:
 Aus der Spezik des Aufbaus der logischen Formeln ist die Bildung von neuen Ope-
ratoren aus Gr

unden der ezienteren Auswertung w

unschenswert. Die

Ubersetzung
der Formeln in die um neue Operatoren erweiterte relationale Algebra erfolgt in
Form von Spezialregeln.
 F

ur h

aug vorkommende Muster von logischen Formeln ist es sinnvoll, Spezialre-
geln anzugeben, die eine direkte

Ubersetzung der Konsistenzbedingung erm

oglichen.
Das erspart nachfolgende (algebraische) Optimierungen und dient der ezienteren

Ubersetzung.
Im folgenden soll auf das erste Ziel n

aher eingegangen und die Einf

uhrung der neuen
Operatoren motiviert werden. Ausgangspunkt der

Uberlegungen ist die Beobachtung,
da in Konsistenzbedingungen, die als pr

adikatenlogische Formeln speziziert sind, h

aug
Disjunktionen auftreten und diese m

oglichst ezient ausgewertet werden sollen.
6.1 Die Bypass-Technik
In Konsistenzbedingungen treten h

aug Teilformeln der Form p(x) ^ (r(x) _ s(x)) auf.
Ein Nachteil bei der Auswertung der konjunktiven Normalform (cnf) ist die Bildung der
unn

otig groen Zwischenrelation r(x) _ s(x). Bei der disjunktiven Normalform (dnf)
(p(x) ^ r(x)) _ (p(x) ^ s(x)) ist das zweimalige Lesen der Basisrelation p(x) und eine
u.U. notwendige Duplikatelimination von Nachteil. Eine weitere Beobachtung ist, da
Tupel aus p(x), die einmal von r(x) als wahr identiziert worden sind, nicht von weiteren
Teilformeln (hier: s(x)) der Disjunktion gepr

uft werden m

ussen.
Ausdruck 1 (nach cnf) Ausdruck 2 (nach dnf) Ausdruck 3 (Bypass−Technik)
2out
p(x) r(x)
s(x)
2out
1out
1out
r(x) p(x) s(x)r(x) s(x)
p(x)
Abbildung 3: Motivation Bypass-Technik
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Zur Vermeidung der aufgezeigten Nachteilewird die Idee der Bypass-Auswertung [KMPS94]
verwendet. Ausgehend von der konjunktiven Normalform p(x) ^ (r(x) _ s(x)) werden
alle Tupel, die sich durch die erste Operation p(x) ^ r(x) f

ur das Ergebnis qualizieren,
an der zweiten Operation vorbeigeleitet, und nur die Tupel, die sich nicht qualizieren
konnten, werden mit s(x) getestet.
Das motiviert einen Operator, der sich qualizierende und sich nicht qualizierende Tu-
pel unterscheiden kann (ein generalisierter Join mit zwei Ausgabemengen) und die sich
qualizierenden Tupel an der weiteren Verarbeitung
"
vorbeileitet\ (Bypass-Technik oder
Zweistromtechnik). Am Ende des Teilausdruckes sollen dann alle sich qualizierenden Tu-
pel als Ergebnis erscheinen. Dies wird von einem weiteren Operator erledigt, der alle sich
qualizierenden Tupel aufnimmt und als Vereinigungsklammer bezeichnet wird.
6.2 Operatoren der erweiterten relationalen Algebra
Die neuen Operatoren besitzen keine feste Anzahl von Eingabeparametern und mehr als
einen Ausgabeparameter. Damit ist es keine Algebra im strengen Sinne. Die Operator-
folgen sind folglich auch keine B

aume, sondern gerichtete, azyklische Graphen (DAG -
directed acyclic graph). Die verbesserten Kommunikationsm

oglichkeiten der Operatoren
bilden die Basis f

ur schnelle Konsistenztests.
Denition 6.1 (GJOIN) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen mit
den Attributmengen fx
1
; : : : ; x
n
g und fy
1
; : : : ; y
m
g. Dann wird der generalisierte Join-
Operator (GJOIN) mit zwei Ausgabemengen folgendermaen deniert.
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) =
(
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) 1. Ausgabemenge
R(x
1
; : : : ; x
n
) 1
X;;
S(y
1
; : : : ; y
m
) 2. Ausgabemenge
mit X  fx
1
; : : : ; x
n
g und Y  fy
1
; : : : ; y
m
g.
Die erste Ausgabemenge enth

alt alle Tupel, welche das Joinpr

adikat p (welches auf Gleich-
heit der Werte aller gleichbezeichneten Attribute testet) erf

ullen. Die zweite Ausgabemen-
ge enth

alt alle Tupel, die das Joinpr

adikat p nicht erf

ullen.
Es ist manchmal notwendig, im Sinne einer linearen Notation die Ausgabemengen zu
vertauschen. Dazu wird ein zum GJOIN komplement

arer Operator deniert. Die De-
nition des komplement

aren Joins (CJOIN) ist analog der des generalisierten Joins, nur
entspricht die erste Ausgabemenge des komplement

aren Joins der zweiten Ausgabemenge
des generalisierten Joins und umgekehrt.
Denition 6.2 (CJOIN) Seien R(x
1
; : : : ; x
n
) und S(y
1
; : : : ; y
m
) zwei Relationen mit
den Attributmengen fx
1
; : : : ; x
n
g und fy
1
; : : : ; y
m
g. Dann wird der komplement

are Join-
Operator (CJOIN) mit zwei Ausgabemengen folgendermaen deniert.
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) =
(
R(x
1
; : : : ; x
n
) 1
X;;
S(y
1
; : : : ; y
m
) 1. Ausgabemenge
R(x
1
; : : : ; x
n
) 1
X;Y
S(y
1
; : : : ; y
m
) 2. Ausgabemenge
mit X  fx
1
; : : : ; x
n
g und Y  fy
1
; : : : ; y
m
g.
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Zur Darstellung werden die Ausg

ange der generalisierten Join-Operatoren mit zwei Ausg

angen
besonders gekennzeichnet: verallgemeinerter Join (gjoin ) und komplement

arer Join
(cjoin ).
GJOIN−Operator CJOIN−Operator
R S
R SS
R R S
R SS
R
Abbildung 4: Verallgemeinerte Join-Operatoren mit 2 Ausg

angen
Der wesentliche Vorteil dieser Operatoren ist ihre Eigenschaft, die zweite Ausgabemenge
ohne wesentlichen Mehraufwand gegen

uber einer einfachen Join-Operation berechnen zu
k

onnen, da sie als Nebeneekt bei der Berechnung der ersten Ausgabemenge entsteht. Das
erfordert nur eine geringf

ugige Modikation der Implementierung des Join-Operators.
X,YX,Y
X,Y X,Y
natural join anti−join
gjoin cjoin
GJOIN CJOIN
Abbildung 5: Verallgemeinerungshierarchie der Join-Operatoren
Die im folgenden denierten Vereinigungsklammern legen nicht eine Abarbeitungsreihen-
folge im Sinne einer echten Klammerung fest, sondern grenzen den Bereich der algebrai-
schen Ausdruckes ein, in welchem die zweiten Ausgabemengen der Join-Operatoren zur
Ergebnisbildung verwendet werden.
Denition 6.3 (Vereinigungsklammer)
Seien S ein algebraischer Ausdruck und R
i
Relationen. Dann sind die Vereinigungsklam-
mern [[: : :]] wie folgt deniert:
S [[

1 R
1

1 R
2

1 : : :

1 R
n
]] = S

1R
1
[ S

1 R
1

1R
2
[ : : :
[ S

1 R
1

1 R
2

1 : : :

1R
n
mit

1= f1;1g und

1 als komplement

arer Operator zu

1 .
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Dieser Operator sammelt alle zweiten Ausgabemengen der Join-Operatoren innerhalb der
Vereinigungsklammern [[: : :]] und leitet sie an den folgenden Operator weiter.
Nun stehen Operatoren zur Verf

ugung, um die Idee der Bypass-Technik in der erwei-
terten relationalen Algebra darstellen zu k

onnen. Als erstes Beispiel wird eine einfache
Konsistenzbedingung gew

ahlt, welche die zur Motivation der Bypass-Technik verwendete
Teilformel in der Pr

amisse enth

alt.
Beispiel 6.4 (Anwendung der Bypass-Technik (1)) Gegeben sei ein typisches Mu-
ster f

ur eine Konsistenzbedingung: c
1
= 8x p(x) ^ (r(x) _ s(x)) =) t(x)
E
v
out
(c
1
) = E
fxg
( c
1
)
= E
fxg
(9x p(x) ^ (r(x) _ s(x)) ^ :t(x)
= E
fxg
(9x (p(x) ^ :t(x) ^ r(x)) _ (p(x) ^ :t(x) ^ s(x)))
Mit den

Ubersetzungsregeln (Basisregeln und Spezialregeln) k

onnen nun alternative alge-
braische Ausdr

ucke gebildet werden.
1. p(x) 1
fxg;f;g
(r(x) [ s(x))1
fxg;f;g
t(x))
aus der konjunktiven Normalform (cnf) mit den Basisregeln.
Nachteilig ist die Bildung der Zwischenrelation (r(x)[s(x)), wenn viele Tupel darin
nichts zum Ergebnis der Pr

amisse beitragen.
2. (p(x) 1
fxg;f;g
r(x)) [ (p(x) 1
fxg;f;g
s(x))1
fxg;f;g
t(x)
aus der disjunktiven Normalform (dnf) mit den Basisregeln.
Nachteilig sind das zweimalige Lesen der Basisrelation p(x) und die entstehenden
Duplikate vor der Vereinigung.
3. p(x)[[1
fxg;f;g
r(x)1
fxg;f;g
s(x)]] 1
fxg;f;g
t(x)
mit der Bypass-Technik als Spezialregel.
Die genannten Nachteile werden vermieden.
r(x) s(x)
p(x)
t(x)
2out
p(x) r(x)
s(x)
t(x)
2out
1out
1out
Ausdruck 1 (nach cnf) Ausdruck 2 (nach dnf) Ausdruck 3 (Bypass−Technik)
r(x) p(x) s(x)
t(x)
Abbildung 6: Alternative algebraische Ausdr

ucke Beispiel 1
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In Anwendungen gen

ugen Konsistenzbedingungen oft dem folgenden Muster:
c = 8x
1
; : : : ; x
n
p(x
1
; : : : ; x
n
) =) q
1
(x
1
) ^ : : : ^ q
n
(x
n
)
Beispiel 6.5 (Anwendung der Bypass-Technik (2)) Gegeben sei ein typisches Mu-
ster f

ur eine Konsistenzbedingung: c
2
= 8x y z p(x; y; z) =) q
1
(x) ^ q
2
(y) ^ q
3
(z)
E
v
out
(c
2
) = E
fx;y;zg
( c
2
)
= E
fx;y;zg
(9x y z p(x; y; z) ^ :(q
1
(x) ^ q
2
(y) ^ q
3
(z))
= E
fx;y;zg
(9x y z (p(x; y; z) ^ :q
1
(x))_
(p(x; y; z) ^ :q
2
(y))_
(p(x; y; z) ^ :q
3
(z)))
Mit den

Ubersetzungsregeln (Basisregeln und Spezialregeln) k

onnen nun alternative alge-
braische Ausdr

ucke gebildet werden.
1. p(x; y; z)1
fx;y;zg;f;g
(q
1
(x) 1
fxg;fyg
q
2
(y) 1
fx;yg;fzg
q
3
(z))
aus der konjunktiven Normalform (cnf) mit den Basisregeln.
Die Auswertung ist wegen der Bildung von Kreuzprodukten sehr aufwendig und f

uhrt
zu einer (m

oglicherweise sehr groen) Zwischenrelation, die nicht notwendig ist.
2. (p(x; y; z)1
fx;y;zg;f;g
q
1
(x)) [ (p(x; y; z)1
fx;y;zg;f;g
q
2
(y)) [ (p(x; y; z)1
fx;y;zg;f;g
q
3
(z))
aus der disjunktiven Normalform (dnf) mit den Basisregeln.
Nachteilig ist hier das mehrmalige Lesen der Basisrelation (p(x; y; z).
3. p(x; y; z)[[1
fx;y;zg;f;g
q
1
(x)1
fx;y;zg;f;g
q
2
(y)1
fx;y;zg;f;g
q
3
(z)]]
mit der Bypass-Technik als Spezialregel. Die Auswertung liefert genau die Tupel,
welche entweder nicht in q
1
oder nicht in q
2
oder nicht in q
3
sind. Dabei werden
Tupel, die nicht in q
1
sind, also schon als Ergebnistupel feststehen, im Laufe der
weiteren Verarbeitung nicht mehr behandelt.
2out
2out
1out
1out
Ausdruck 1 (nach cnf) Ausdruck 2 (nach dnf) Ausdruck 3 (Bypass−Technik)
q  (x)1 q  (y)2 q  (z)3
p(x,y,z)
q  (z)3
q  (y)
2q  (x)1
p(x,y,z)
p(x,y,z)
q  (x)1
q  (y)
2
q  (z)3
1out
2out
Abbildung 7: Alternative algebraische Ausdr

ucke Beispiel 2
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Beispiel 6.6 Weitere typische Muster von Konsistenzbedingungen und die dazugeh

origen
algebraischen Ausdr

ucke:
 8x y z p(x; y; z) =) q
1
(x; y) ^ q
2
(y; z) ^ q
3
(z)
p(x; y; z) [[ 1
fx;y;zg;f;g
q
1
(x; y) 1
fx;y;zg;f;g
q
2
(y; z) 1
fx;y;zg;f;g
q
3
(z) ]]
 8x y z p(x; y; z) =) q
1
(x; y) _ (q
2
(y) ^ q
3
(z))
p(x; y; z) 1
fx;y;zg;f;g
q
1
(x; y) [[ 1
fz;x;yg;f;g
q
2
(y) 1
fz;x;yg;f;g
q
3
(z) ]]
 8x y z p(x; y; z) =) q
1
(x; y) ^ (q
2
(y) _ q
3
(z))
(p(x; y; z) 1
fx;y;zg;f;g
q
1
(x; y)) [
(p(x; y; z) 1
fx;y;zg;f;g
q
3
(z) 1
fx;y;zg;f;g
q
2
(y))
 8x p(x) ^ (r(x) _ s(x)) =) t(x)
p(x)[[1
fxg;f;g
r(x)1
fxg;f;g
s(x)]] 1
fxg;f;g
t(x)
Ein Sonderfall der Vereinigungsklammern sind die Filterklammern, die bei der

Uberset-
zung von Teilformeln auftreten, deren Literale allquantizierte Variablen enthalten.
Das Ergebnis dieses Operators ist die Vereinigung aller zweiten Ausgabemengen ohne die
erste Ausgabemenge des letzten Operators innerhalb der Filterklammer [[: : :]]
 
, jeweils
projiziert auf eine Variablenmenge Z. Die Variablenmenge Z besteht aus den Variablen,
die am Beginn dieser speziellen Vereinigungsklammern schon gebunden sind.
Denition 6.7 (Filterklammern)
Seien S ein algebraischer Ausdruck und R
i
Relationen. Dann ist die Filterklammer [[: : :]]
 
wie folgt deniert:
S [[

1 R
1

1 R
2

1 : : :

1 R
n
]]
 
= 
Z
(S

1R
1
[ S

1 R
1

1R
2
[ : : :
[ S

1 R
1

1 R
2

1 : : :

1R
n
)
,
Z
(S

1 R
1

1 R
2

1 : : :

1 R
n
)
mit

1= f1;1g und

1 als komplement

arer Operator zu

1 .
Beispiel 6.8 (Anwendung der Bypass-Technik (3)) Gegeben sei die folgende Kon-
sistenzbedingung:
c
3
= 8 x 9 y p(x) =) q
1
(x; y) ^ q
2
(x; y)
E
v
out
(c
3
) = E
fxg
( c
3
)
= E
fxg
(9x8 y p(x) ^ :(q
1
(x; y) ^ q
2
(x; y)))
= E
fxg
(9x8 y (p(x) ^ :q
1
(x; y)) _ (p(x) ^ :q
2
(x; y)))
Entsprechend den

Ubersetzungsregeln k

onnen folgende alternative algebraische Ausdr

ucke
generiert werden.
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Filterklammer
...
out 2(1)
out 2(2) out 2(n)
Abbildung 8: Filterklammer als komplexer Operator der XRA
1. (a) (p(x) 1
fxg;fyg
dom(y)1
fx;yg;f;g
(q
1
(x; y) 1
fx;yg;f;g
q
2
(x; y))) dom(y)
mit dom(y) = 
y
(q
1
(x; y) 1
fx;yg;f;g
q
2
(x; y))
aus der konjunktiven Normalform (cnf) mit den Basisregeln,
(b) p(x)1
fxg;f;g
(q
1
(x; y) 1
fx;yg;f;g
q
2
(x; y))
aus der konjunktiven Normalform (cnf) mit den Spezialregeln,
2. ((p(x) 1
fxg;fyg
dom(y)1
fx;yg;f;g
q
1
(x; y)) [
(p(x) 1
fxg;fyg
dom(y)1
fx;yg;f;g
q
2
(x; y))) dom(y)
mit dom(y) = 
y
(q
1
(x; y) 1
fx;yg;f;g
q
2
(x; y))
aus der disjunktiven Normalform (dnf) mit den Basisregeln,
3. p(x)[[1
fxg;fyg
q
1
(x; y)1
fxg;f;g
q
2
(x; y)]]
 
mit der Bypass-Technik als Spezialregel.
p(x)
Ausdruck 1 (nach cnf) Ausdruck 2 (nach dnf) Ausdruck 3 (Bypass−Technik)
p(x)
q  (x,y)
2
q  (x,y)1
piypiy
.
.
.
.
q  (x,y)1 q  (x,y)2
2out
p(x)
2out
1out
1out
q  (x,y)1
q  (x,y)
2
Abbildung 9: Alternative algebraische Ausdr

ucke Beispiel 3
Verallgemeinerte Join-Operatoren mit zwei Ausg

angen treten nur innerhalb der Vereini-
gungsklammern und Filterklammern auf.
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Operator Bezeichnung
1 generalisierter Join (GJOIN) 2 Ausgabemengen
1 komplement

arer Join (CJOIN) 2 Ausgabemengen
[[: : :]] Vereinigungsklammer (UNION-BRACKETS)
[[: : :]]
 
Filterklammer (FILTER-BRACKETS)
Tabelle 3: Zusammenfassung der Spezialoperatoren der erweiterten relationalen Algebra
(XRA)
Die Vorteile der Bypass-Technik lassen sich am Beispiel der Teilformel p(x) ^ (r(x) _ s(x))
wie folgt zusammenfassen.
 Die Basisrelation (hier: p(x)) wird im Gegensatz zur Auswertung der disjunktiven
Normalform (dnf) (p(x) ^ r(x)) _ (p(x) ^ s(x)) nur einmal gelesen. Weiterhin ist
auch keine Duplikatelimination erforderlich.
 Es werden keine unn

otig groen Zwischenrelationen r(x) _ s(x) wie bei der Aus-
wertung der konjunktiven Normalform (cnf) gebildet.
 Tupel aus p(x), die einmal von r(x) als wahr identiziert worden sind, m

ussen nicht
von weiteren Teilformeln (hier: s(x)) der Disjunktion gepr

uft werden.
 Die Arbeitsweise ist weiterhin mengenorientiert.
R S
A B C
Ausgabe Gleichheit aller Attribute Gleichheit einiger Attribute
A Dierenz cjoin
B Durchschnitt gjoin
C Dierenz cjoin
A,B GJOIN
C,B GJOIN
A,B,C Vereinigung
Tabelle 4: Zusammenhang von sog.
"
one-to-one-match\ Operatoren der erweiterten re-
lationalen Algebra (XRA). Diesen Operatoren ist die Eigenschaft gemeinsam, da ein
Eingabetupel in Abh

angigkeit von einem anderen Eingabetupel in der Ausgabemenge
erscheint.
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6.3

Ubersetzungsregeln (Spezialregeln)
Die

Ubersetzung E beginnt mit der einmaligen Anwendung der Startregel (Denition 5.6),
die in Abh

angigkeit vom syntaktischen Aufbau der Formel ausgew

ahlt wird.
Zu Beginn der Anwendung der im folgenden Abschnitt denierten Spezialregeln ist die
Einf

uhrung einer Menge von Variablen notwendig, die w

ahrend der

Ubersetzung diejeni-
gen Variablen enth

alt, die von den bisher generierten Operatoren der Algebra gebunden
wird. Das ist f

ur die sichere Auswertung negativer Literale erforderlich. Da diese Variablen-
menge v
in
auch

uber die gerade von einer Regel bearbeitete Teilformel hinaus Wirkung
hat (f

ur alle nachfolgenden Teilformeln mit negativen Literalen), mu sie w

ahrend der
Transformation mitgef

uhrt werden.
Denition 6.9 (Initialregel)
E
v
out
(f); E
v
in
;v
out
(f), mit v
in
= ;
Der

Ubersetzungsvorgang terminiert, wenn alle Teilformeln f von g vollst

andig

ubersetzt
sind.
Denition 6.10 (Terminierungsregel)
E
v
in
;v
out
();  wobei  f

ur das leere Wort steht.
6.3.1 Regeln f

ur existenzquantizierte Formeln
Wir beschreiben nun die Behandlung existenzquantizierter Formeln. Die erste

Uberset-
zungsregel (
"
Sch

uttelregel\) erlaubt die Anordnung der Teilformeln in vielen M

oglichkei-
ten und kann somit zahlreiche Alternativen generieren.
Denition 6.11 Sei f eine Formel
dnf(f) = 9x
1
; : : : ; x
n
Qf
0
mit f
0
= (l
1
1
^ : : : ^ l
1
n
1
) _ : : : _ (l

1
^ : : : ^ l

n

)
f

ur eine Folge von Quantoren Q. Dann k

onnen wir zwei allgemeine

Ubersetzungsregeln
f

ur existenzquantizierte Formeln folgendermaen angeben:
E
v
in
;v
out
(9x
1
; : : : ; x
n
Qf
0
);
E
v
in
;v
out
(9x
1
; : : : ; x
n
Q
i
c
1
0
_ : : :_ c
j
0
1
)[ : : :[E
v
in
;v
out
(9x
1
; : : : ; x
n
Q
i
c
j
0

_ : : :_ c

0
)
und die c
i
0
(1  i  ) sind Permutationen der Konjunktionen von f
0
und die
Q
i
sind disjunkte Quantorenfolgen aus Q, die nur in einer Teilformel vorkom-
men.
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Ev
in
;v
out
(9x
1
; : : : ; x
n
f
0
);
E
v
in
;v
out
(9x
1
; : : : ; x
n
c
1
0
_ : : : _ c
j
0
1
) [ : : : [ E
v
in
;v
out
(9x
1
; : : : ; x
n
c
j
0

_ : : : _ c

0
)
und die c
i
0
(1  i  ) sind Permutationen der Konjunktionen von f
0
.
Denition 6.12 Sei f eine Formel
dnf(f) = 9x
1
; : : : ; x
n
Qf
0
mit f
0
= (l
1
1
^ : : : ^ l
1
n
1
) _ : : : _ (l

1
^ : : : ^ l

n

)
f

ur ein Folge von Quantoren Q.
Dann denieren wir die

Ubersetzung von E
v
in
;v
out
(f) entsprechend der Struktur von f:
1. E
v
in
;v
out
(9x
1
; : : : ; x
n
Qf
0
) ; op
1
l
1
0
: : : op
l
l
l
0
E
v
0
in
;v
0
out
(9x
i
1
; : : : ; x
i
m
Qf
00
)
wenn die folgenden Bedingungen gelten:
(a) die Literale l
j
0
(1  j  l) treten in jeder Konjunktion von f
0
auf,
(b) fx
i
1
; : : : ; x
i
m
g = fx
1
; : : : ; x
n
g n
S
1jl
free(l
j
0
),
(c) op
i
=1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist,
(d) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist und free(l
i
0
)  Z
bound
(i),
(e) f
00
ergibt sich aus f
0
durch L

oschen der l
i
0
(1  j  l) mit free(l
i
0
)  Z
bound
(i)
und nachfolgender Vereinfachung,
(f) v
0
in
= Z
bound
(l+ 1) \ Z
needed
(l),
v
0
out
 v
out
[
S
1jl
free(l
j
0
) und v
0
out
 v
in
[ fx
1
; : : : ; x
n
g,
f

ur Z
tobind
:= fx
1
; : : : ; x
n
g n fx
i
1
; : : : ; x
i
m
g, und
Z
needed
(i) = v
0
out
[ free(9x
i
1
; : : : ; x
i
m
Qf
00
) [
S
i<jl
free(l
j
0
).
2. E
v
in
;v
out
(9x
1
; : : : ; x
n
l
1
^ : : : ^ l
l
) ; op
1
l
1
0
   op
l
l
l
0
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von l
1
; : : : ; l
l
(b) op
i
=1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist,
(c) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist und free(l
i
0
)  Z
bound
(i),
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
[
S
i<jl
free(l
j
0
).
3. E
v
in
;v
out
(9x
1
; : : : ; x
n
l
1
_ : : : _ l
l
) ; [[op
1
l
1
0
   op
l
l
l
0
]]
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von l
1
; : : : ; l
l
(b) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist und v
out
 v
in
[
T
1jl
free(l
j
0
),
(c) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist und free(l
i
0
)  v
in
und v
out

v
in
,
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
.
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mit
Z
bound
(i) = v
in
[ (
S
1j<i
free(l
j
0
) \ Z
tobind
),
Z
tobind
(i) = (free(l
i
) n Z
bound
(i)) \ Z
tobind
,
:
X
i
= Z
bound
(i) \ Z
needed
, und
:
Y
i
= Z
tobind
(i) \ Z
needed
.
6.3.2 Regeln f

ur allquantizierte Formeln
Auch hier wird mit der allgemeinen Regel begonnen, die eine Aufsplittung der Formeln in
Teilformeln, die dann separat

ubersetzt werden, erlauben und Raum f

ur Optimierungen
hinsichtlich der Anordnung der Teilformeln l

at.
Denition 6.13 Sei f eine Formel
cnf(f) = 8x
1
; : : : ; x
n
Qf
0
mit f
0
= (l
1
1
_ : : : _ l
1
n
1
) ^ : : : ^ (l

1
_ : : : _ l

n

)
f

ur eine Folge von Quantoren Q.
Seien v
in
und v
out
Variablenmengen so da v
in
6= ; und v
out
 v
in
gilt. Dann werden
die allgemeinen

Ubersetzungsregeln von E f

ur allquantizierte Formeln folgendermaen
deniert:
E
v
in
;v
out
(8x
1
; : : : ; x
n
Qf
0
);
E
v
in
;v
out
(8x
1
; : : : ; x
n
Q
i
d
1
0
^: : :^d
j
0
1
)\: : :\E
v
in
;v
out
(8x
1
; : : : ; x
n
Q
i
d
j
0

^: : :^d

0
)
und die d
i
0
(1  i  ) sind Permutationen der Disjunktionen von cnf(f)
und die Q
i
sind disjunkte Quantorenfolgen aus Q, die nur in einer Teilformel
vorkommen.
E
v
in
;v
out
(8x
1
; : : : ; x
n
f
0
);
E
v
in
;v
out
(8x
1
; : : : ; x
n
d
1
0
^ : : : ^ d
j
0
1
) \ : : : \ E
v
in
;v
out
(8x
1
; : : : ; x
n
d
j
0

^ : : : ^ d

0
)
und die d
i
0
(1  i  ) sind Permutationen der Disjunktionen von cnf(f).
Es folgen die

Ubersetzungsregeln f

ur spezielle Muster von Teilformeln.
Denition 6.14 Sei f eine Formel
cnf(f) = 8x
1
; : : : ; x
n
Qf
0
mit f
0
= (l
1
1
_ : : : _ l
1
n
1
) ^ : : : ^ (l

1
_ : : : _ l

n

)
f

ur eine Folge von Quantoren Q. Seien v
in
und v
out
Variablenmengen, so da v
in
6= ; und
v
out
 v
in
gilt. Dann sind die

Ubersetzungsregeln folgendermaen deniert:
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1. E
v
in
;v
out
(8x
1
; : : : ; x
n
Qf
0
) ; [[op
1
l
1
0
: : : op
l
l
l
0
]] E
v
0
in
;v
0
out
(8x
i
1
; : : : ; x
i
m
Qf
00
)
wenn die folgenden Bedingungen gelten:
(a) die Literale l
j
0
(1  j  l) treten in jeder Disjunktion von f
0
auf,
(b) fx
i
1
; : : : ; x
i
m
g = fx
1
; : : : ; x
n
g n
S
1jl
free(l
j
),
(c) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist und free(l
i
0
)  Z
bound
(i),
(d) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist,
(e) f
00
ergibt sich aus f
0
durch L

oschen der l
i
0
(1  j  l) mit free(l
i
0
)  Z
bound
(i)
und nachfolgender Vereinfachung,
(f) v
0
in
= Z
bound
(l+ 1) \ Z
needed
(l),
v
0
out
 v
out
[
S
1jl
free(l
j
0
) und v
0
out
 v
in
[ fx
1
; : : : ; x
n
g,
f

ur Z
tobind
:= fx
1
; : : : ; x
n
g n fx
i
1
; : : : ; x
i
m
g, und
Z
needed
(i) = v
0
out
[ free(8x
i
1
; : : : ; x
i
m
Qf
00
) [
S
i<jl+k
free(l
j
0
).
2. E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
^ : : : ^ l
l
) ; op
1
l
1
0
   op
l
l
l
0
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von 1; : : : ; l.
(b) op
i
=1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist und free(l
i
0
)  v
in
,
(c) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist,
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
.
3. E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
_ : : : _ l
l
)
3.1 E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
_ : : : _ l
l
) ; [[op
1
l
1
0
   op
l
l
l
0
]]
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von 1; : : : ; l
(b) f

ur jedes Literal gilt: v
in
 free(l
i
0
),
(c) jedes x 2 fx
1
; : : : ; x
n
g tritt nur in einem Literal auf
(d) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist und free(l
i
0
)  Z
bound
(i),
(e) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist,
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
[
S
i<jl
free(l
j
0
).
3.2 E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
_ : : : _ l
l
) ; [[op
1
l
1
0
   op
l
l
l
0
]]
 
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von 1; : : : ; l
(b) f

ur jedes Literal gilt: v
in
 free(l
i
0
),
(c) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist und free(l
i
0
)  Z
bound
(i),
(d) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist,
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
[
S
i<jl
free(l
j
0
).
3.3 E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
_ : : : _ l
l
) ; 1
:
X
;
:
Y
(l
1
0
op
2
   op
l
l
l
0
)
wenn die folgenden Bedingungen gelten:
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(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von 1; : : : ; l.
(b) mindestens ein Literal ist negativ (l
1
0
),
(c) f

ur jedes Literal gilt: v
in
 free(l
i
0
),
(d) op
i
=1
:
X
i
;
:
Y
i
, wenn l
i
0
ein positives Literal ist,
(e) op
i
= 1
:
X
i
;
:
Y
i
, wenn l
i
0
ein negatives Literal ist und free(l
i
0
)  Z
bound
(i),
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
[
S
i<jl
free(l
j
0
).
3.4 E
v
in
;v
out
(8x
1
; : : : ; x
n
l
1
_ : : : _ l
k
_ l
k+1
_ : : : _ l
l
) ;
1
:
X
i
;
:
Y
i
((l
1
0
1
:
X
i
;
:
Y
i
: : :1
:
X
i
;
:
Y
i
l
0
k
 l
0
k+1
) [ : : :[ (l
1
0
1
:
X
i
;
:
Y
i
: : :1
:
X
i
;
:
Y
i
l
0
k
 l
0
l
) )
wenn die folgenden Bedingungen gelten:
(a) l
1
0
; : : : ; l
l
0
ist eine Permutation von 1; : : : ; l.
(b) l
1
0
: : : l
k
sind positive Literale und v
in
 free(l
i
0
) (1  i  k).
(c) l
0
k+1
: : : l
l
sind negative Literale und free(l
i
0
)  v
in
(k + 1  i  l).
f

ur Z
tobind
= fx
1
; : : : ; x
n
g, und Z
needed
= v
out
.
mit
Z
bound
(i) = v
in
[ (
S
1j<i
free(l
j
0
) \ Z
tobind
),
Z
tobind
(i) = (free(l
i
) n Z
bound
(i)) \ Z
tobind
,
:
X
i
= Z
bound
(i) \ Z
needed
, und
:
Y
i
= Z
tobind
(i) \ Z
needed
.
Beispiel 6.15 (Beispiele dritte Regel Def. 6.14)
 Fall 1
c = 8x9 y9 z p(x) =) q
1
(x; y) ^ q
2
(x; z)
E
v
out
(c) = E
fxg
( c)
= p(x)E
fxg
(:q
1
(x; y) _ :q
2
(x; z))
= p(x)[[1
fxg;f;g
q
1
(x; y)1
fxg;f;g
q
2
(x; z)]]
 Fall 2
8x9 y p(x) =) q
1
(x; y) ^ q
2
(x; y)
E
v
out
(c) = E
fxg
( c)
= p(x)E
fxg
(:q
1
(x; y) _ :q
2
(x; y))
= p(x)[[1
fxg;fyg
q
1
(x; y)1
fxg;f;g
q
2
(x; y)]]
 
 Fall 3
8x9 y9 z p(x) =) q
1
(x; y) ^ q
2
(x; z)
E
v
out
(c) = E
fxg
( c)
= p(x)E
fxg
(:q
1
(x; y) _ :q
2
(x; z))
= p(x)1
fxg;f;g
(q
1
(x; y) 1
fxg;f;g
q
2
(x; z))
 Fall 4
8x8 y9 z r(x; y) =) t(y; z) ^ :g(x; y; z)
E
v
out
(c) = E
fx;yg
( c)
= r(x; y)E
fx;yg
(:t(y; z) _ g(x; y; z)
= r(x; y)1
fx;yg;f;g
(g(x; y; z) t(y; z))
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6.4 Vermeidung von Divisionen
Es kann sinnvoll sein, bei Formeln der Bauart:
Q
1
:::Q
n
8fx
1
; : : : ; x
n
gf
1
^ ::: ^ f
m
die letzten Allquantoren in die negierten Teilformeln

uber die Konjunktionen hinweg zu ziehen (siehe Regel 1 im Abschnitt 2 Grundlagen).
Dann kann bei negierten Teilformeln jeder Allquantor in einen Existenzquantor umge-
wandelt werden.
Beispiel 6.16 c = 8x9 y p(x) =) q(x; y)
Die Basis-Transformation w

urde folgenden Ausdruck liefern:
E
v
out
(c) = E
fxg
( c)
= E
fxg
(9x8 y p(x) ^ :q(x; y))
= (p(x) 1
fxg;fyg
dom
y
1
fx;yg;f;g
q(x; y)) dom
y
mit dom
y
= 
y
p(x; y).
Durch Hineinziehen des Allquantors in die Matrix der Formel vor das Literal q ergibt sich
ein wesentlich einfacher auszuwertender algebraischer Ausdruck.
E
v
out
(c) = E
fxg
( c)
= E
fxg
(9x8 y p(x) ^ :q(x; y))
= E
fxg
(9x p(x) ^ :9 y q(x; y))
= p(x)1
fxg;f;g
q(x; y)
Im ersten Fall sind 3 Operationen auszuf

uhren; ein aufwendige Kreuzproduktbildung, ein
komplement

arer Join und eine ebenfalls aufwendige Division. Im zweiten Fall ist nur ein
komplement

arer Join zur Auswertung notwendig.
An zwei weitere Beispiele soll das Hineinziehen von Allquantoren in die Formel und damit
die Umgehung der Divisionen verdeutlicht werden.
f = 9x 9 y8 z r(x; y) ^ :(s(x; y; z) ^ g(x; y; z))
= 9x 9 y r(x; y) ^ :(9 z(s(x; y; z) ^ g(x; y; z))
E
fx;yg
(f) = r(x; y)1
fx;yg;f;g
(s(x; y; z) 1
fx;y;zg;f;g
g(x; y; z))
f = 9x 9 y8 z r(x; y) ^ :(s(x; y; z) ^ :g(x; y; z))
= 9x 9 y r(x; y) ^ :(9 z(s(x; y; z) ^ :g(x; y; z))
E
fx;yg
(f) = r(x; y)1
fx;yg;f;g
(s(x; y; z)1
fx;y;zg;f;g
g(x; y; z))
Im folgenden Beispiel kann die Division nicht durch obige Vereinfachung umgangen wer-
den.
f = 9x 9 y8 z r(x; y) ^ :(t(y; z) ^ :g(x; y; z))
= 9x 9 y r(x; y) ^ :(9 z(t(y; z) ^ :g(x; y; z))
Anwendung cjoin nicht m

oglich, da x nicht gebunden !
= 9x 9 y r(x; y) ^ 8 z :t(y; z) _ g(x; y; z))
= 9x 9 y r(x; y) ^ 8 z t(y; z) =) g(x; y; z))
E
fx;yg
(f) = r(x; y) 1
fx;yg;f;g
(g(x; y; z) t(y; z))
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7 Auswertung der Bypass-Technik
Ausgangspunkt der

Uberlegungen zur Entwicklung der

Ubersetzungstechnik war die For-
derung nach ezientenAuswertungsverfahren f

ur Konsistenzbedingungen. Die Bewertung
der entwickelten Verfahren kann analytisch (durch ein Kostenmodell), durch Simulati-
on oder durch Messung am realen System erfolgen. Im folgenden wird eine analytische
Auswertung vorgenommen. Die Evaluierung erfolgt durch Messungen an einer Hauptspei-
cherdatenbank. Zum einen soll gezeigt werden, wann sich der Einsatz der im vorherigen
Abschnitt vorgestellten Bypass-Technik lohnt und zum anderen wie gro der Ezienzge-
winn durch Anwendung der Bypass-Technik ist.
7.1 Beispiele
Die Vorteile der Bypass-Technik sollen anhand zweier typischer Konsistenzbedingungen
gezeigt werden, bei denen Disjunktionen auftreten (siehe Abschnitt 6):
1. c
1
= 8x p(x) ^ (r(x) _ s(x)) =) t(x)
(Disjunktion in der Pr

amisse)
2. c
2
= 8x y z p(x; y; z) =) q
1
(x) ^ q
2
(y) ^ q
3
(z)
(Disjunktion in der Konklusion nach der Negierung)
Beispiel 7.1 (Anwendung der Bypass-Technik (1))
Konsistenzbedingung: c
1
= 8x p(x) ^ (r(x) _ s(x)) =) t(x)
Alternative algebraische Ausdr

ucke:
1. p(x) 1
fxg;f;g
(r(x) [ s(x))1
fxg;f;g
t(x))
aus der konjunktiven Normalform (cnf) mit den Basisregeln,
2. (p(x) 1
fxg;f;g
r(x)) [ (p(x) 1
fxg;f;g
s(x))1
fxg;f;g
t(x)
aus der disjunktiven Normalform (dnf) mit den Basisregeln,
3. p(x)[[1
fxg;f;g
r(x)1
fxg;f;g
s(x)]] 1
fxg;f;g
t(x)
mit der Bypass-Technik als Spezialregel.
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2out
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Abbildung 10: Alternative algebraische Ausdr

ucke Beispiel 1
Beispiel 7.2 (Anwendung der Bypass-Technik (2))
Konsistenzbedingung: c
2
= 8x y z p(x; y; z) =) q
1
(x) ^ q
2
(y) ^ q
3
(z)
Alternative algebraische Ausdr

ucke:
1. p(x; y; z)1
fx;y;zg;f;g
(q
1
(x) 1
fxg;fyg
q
2
(y) 1
fx;yg;fzg
q
3
(z))
aus der konjunktiven Normalform (cnf) mit den Basisregeln,
2. (p(x; y; z)1
fx;y;zg;f;g
q
1
(x)) [ (p(x; y; z)1
fx;y;zg;f;g
q
2
(y)) [ (p(x; y; z)1
fx;y;zg;f;g
q
3
(z))
aus der disjunktiven Normalform (dnf) mit den Basisregeln,
3. p(x; y; z)[[1
fx;y;zg;f;g
q
1
(x)1
fx;y;zg;f;g
q
2
(y)1
fx;y;zg;f;g
q
3
(z)]]
mit der Bypass-Technik als Spezialregel.
2out
2out
1out
1out
Ausdruck 1 (nach cnf) Ausdruck 2 (nach dnf) Ausdruck 3 (Bypass−Technik)
q  (x)1 q  (y)2 q  (z)3
p(x,y,z)
q  (z)3
q  (y)
2q  (x)1
p(x,y,z)
p(x,y,z)
q  (x)1
q  (y)
2
q  (z)3
1out
2out
Abbildung 11: Alternative algebraische Ausdr

ucke Beispiel 2
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7.2 Auswertung mittels Kostenmodell
Nach einer eher informalen Argumentation im vorigen Abschnitt zur Motivation der
Bypass-Technik soll der Vorteil dieser Technik nun mit einem einfachen Kostenmodell
quantitativ belegt werden.
7.2.1 Kostenmodell
Das verwendete Kostenmodell basiert auf der Gr

oe der Basis- und Zwischenrelationen
und der Berechnungskosten f

ur die Operatoren. Speicherkosten f

ur die Zwischenrelationen
werden in diesem Modell nicht ber

ucksichtigt.
Zuerst sollen die Berechnungen der Ergebnisgr

oe f

ur die verwendeten Operatoren an-
gegeben werden. Dabei spielt die Selektivit

at von Operatoren
5
neben der Gr

oe der
Basisrelationen eine groe Rolle. Es wird angenommen, da dem Optimierer diese sta-
tistischen Informationen

uber die Datenbasis bekannt sind. Die Ergebnisgr

oe f

ur den
verallgemeinerten Join-Operator mit einer Ausgabemenge (gjoin) mit Relationen R und
S ist:
C
out
R1S
= jRj  jSj  s
RS
(1)
F

ur den komplement

aren Join-Operator (cjoin) berechnet sich die Ergebnisgr

oe aus:
jRj , (jRj  jSj  s
RS
) (2)
F

ur die Vereinigung ergibt sich unter der Annahme disjunkter Relationen:
C
out
R[S
= jRj+ jSj (3)
Der verallgemeinerte Join-Operator (GJOIN) erzeugt zwei Ausgabemengen:
C
out
R1S
=
*
jRj  jSj  s
RS
1. Ausgabemenge
jRj , (jRj  jSj  s
RS
) 2. Ausgabemenge
(4)
Analog werden die Ergebnisgr

oen des komplement

aren Join-Operators (CJOIN) berech-
net, die Ausgabemengen sind dabei vertauscht.
F

ur die Join-Operatoren wird eine Nested-Loop-Implementierung zugrundegelegt. Damit
ergeben sich f

ur die Operatoren verallgemeinerter Join und komplement

arer Join mit einer
(gjoin, cjoin) und mit zwei (GJOIN, CJOIN) Ausgabemengen folgende Auswertungsko-
sten:
C
R1S
= jRj  jSj (5)
Die Berechnung der zweiten Ausgabemenge des verallgemeinerten bzw. komplement

aren
Join-Operators erfordert keinen zus

atzlichen Aufwand. Die Kosten des Vereinigungs-
Operators ohne Ber

ucksichtigung der Duplikatelimination sind bestimmt durch:
C
R[S
= jRj+ jSj (6)
5
Unter der Join-Selektivit

at s
RS
wird wie

ublich der Anteil der Tupel aus dem Kreuzprodukt von R
und S, der das Join-Pr

adikat erf

ullt, verstanden.
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F
ur die Berechnung der Kosten wird zwischen gegebenen Parametern wie Kardinalit

aten
der Basisrelationen und Join-Selektivit

aten zwischen Basisrelationen und abgeleiteten Pa-
rametern wie Join-Selektivit

aten von Basisrelationen mit Zwischenrelationen unterschie-
den. Die Zwischenrelation, welche durch die Auswertung der Pr

amisse der Konsistenzbe-
dingung entsteht, ist mit E(p(x) ^ (r(x) _ s(x))) bezeichnet. Deren Kardinalit

at wurde
mit einer Konstante vorgegeben, wobei die Attributwerte der Zwischenrelation mit denen
aus der Relation t identisch sind und somit die Konsistenz erf

ullt ist. F

ur die Auswertung
des 1. algebraischen Ausdrucks aus Beispiel 10 wird die Selektivit

at zur Berechnung der
Ausgabemenge des zweiten Operators ben

otigt.
s
(r[s)1p
=
jE(p(x) ^ (r(x) _ s(x)))j
jr(x) [ s(x)j  jpj
(7)
Im dritten algebraischen Ausdruck aus Beispiel 10 wird f

ur die Bestimmung der zweiten
Ausgabemenge des zweiten Join-Operators die Selektivit

at s
p1r1s
ben

otigt.
s
p1r1s
=
jE(p(x) ^ (r(x) _ s(x)))j , (jpj  jrj  s
pr
)
jpj , (jpj  jrj  s
pr
)  jsj
(8)
Die nachfolgende Tabelle fat die Berechnung der Auswertungskosten und Ergebnisgr

oe
f

ur die Operatoren der erweiterten relationalen Algebra zusammen.
Operator Auswertungskosten C
RopS
Ergebnisgr

oe C
out
RopS
cartesian product  jRj  jSj jRj  jSj
gjoin 1 jRj  jSj jRj  jSj  s
RS
cjoin 1 jRj  jSj jRj , (jRj  jSj  s
RS
)
GJOIN 1 jRj  jSj jRj  jSj  s
RS
jRj , (jRj  jSj  s
RS
)
CJOIN 1 jRj  jSj jRj , (jRj  jSj  s
RS
)
jRj  jSj  s
RS
union [ jRj+ jSj jRj+ jSj
intersection \ jRj+ jSj min(jRj; jSj)
Tabelle 5: Auswertungskosten und Ergebnisgr

oe von XRA-Operatoren
7.2.2 Kostenbetrachtung anhand von Beispielen
Zuerst soll exemplarisch an zwei Beispielen und bestimmten Konstellationen von Para-
metern gezeigt werden, da durch die Anwendung der Bypass-Technik ein Ezienzgewinn
erreicht werden kann.
Auswertung Beispiel 1
F

ur die Konsistenzbedingung aus Beispiel 7.1 seien die Kardinalit

aten der Basisrelationen
mit jpj = 25; jrj = 10; jsj = 10; jtj = 8 und Join-Selektivit

aten mit s
pr
= 0:024, s
ps
= 0:008
und s
(r[s)p
= 0:016 gegeben.
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Die Auswertungskosten f

ur die drei algebraischen Ausdr

ucke aus Abbildung 10 sind:
6
C
Ausdruck1
= C
1
[
+ C
2
1
+ C
3
1
= (jrj+ jsj) + (jpj  C
out
r[s
) + (C
out
p1(r[s)
 jtj)
= (10 + 10) + (25  20) + (8  8)
= 584
C
Ausdruck2
= C
1
1
+ C
2
1
+ C
3
[
+ C
4
1
= (jpj  jrj) + (jpj  jsj) + (C
out
p1r
+ C
out
p1s
) + (C
out
(p1r)[(p1s)
 jtj)
= (25  10) + (25  10) + (6 + 2) + (8  8)
= 572
C
Ausdruck3
= C
1
1
+ C
2
1
+ C
3
[]
+ C
4
1
= (jpj  jrj) + (C
out
1
p1 r
 jsj) + (C
out
2
p1 r
+ C
out
2
p1 r1 s
) + (C
out
(C
out
2
p1 r
)[(C
out
2
p1 r1 s
)
 jtj)
= (25  10) + (19  10) + (6 + 2) + (8  8)
= 512
Der Ezienzgewinn in diesem Beispiel bei der gew

ahlten Konstellation von Parametern
betr

agt etwa 10 % gegen

uber den mit Basisregeln generierten algebraischen Ausdr

ucken.
Auswertung Beispiel 2
F

ur die Konsistenzbedingung aus Beispiel 7.2 seien die Kardinalit

aten der Basisrelationen
mit jpj = 100; jq
1
j = 10; jq
2
j = 10; jq
3
j = 10 und Join-Selektivit

aten mit s
q
1
;q
2
= 1:0,
s
q
2
;q
3
= 1:0,s
p;q
i
= 0:0 (i=1,2,3) und s
p;q
1
q
2
q
3
= 0:0 gegeben.
Die Auswertungskosten f

ur die drei algebraischen Ausdr

ucke aus Abbildung 11 sind:
C
Ausdruck1
= C
1

+ C
2

+ C
3
1
= (jq
1
j  jq
2
j) + (C
out
q
1
q
2
 jq
3
j) + (jpj  C
out
q
1
q
2
q
3
)
= (10  10) + (100  10) + (100  100)
= 11100
C
Ausdruck2
= C
1
1
+ C
2
1
+ C
3
1
+ C
4
[
= (jpj  jq
1
j) + (jpj  jq
2
j) + (jpj  jq
3
j) + (C
out
p1 q
1
+ C
out
p1 q
2
+ C
out
p1 q
3
)
= (100  10) + (100  10) + (100  10) + (0 + 0 + 0)
= 3000
C
Ausdruck3
= C
1
1
+ C
2
1
+ C
3
1
+ C
4
[]
= (jpj 1 jq
1
j) + (C
out
1
p1q
1
 jq
2
j) + (C
out
1
p1q
1
1q
2
 jq
3
j) + (C
out
2
p1q
1
+ C
out
2
p1q
1
1q
2
+ C
out
2
p1q
1
1q
2
1q3
)
= (100  10) + (100  10) + (100  10) + (0 + 0 + 0)
= 3000
In diesem Beispiel ist bei der angenommenen Parameterkonstellation kein Ezienzgewinn
(aber auch kein Verlust) durch die Anwendung der Bypass-Technik im Vergleich zum aus
der disjunktiven Normalform entstandenen Anfrageplan entstanden. Sobald aber minde-
stens ein Tupel die Konsistenzbedingung verletzt, ist die Anwendung der Bypass-Technik
von Vorteil, und dieser Vorteil vergr

oert sich mit der Anzahl der Tupel, welche die Kon-
sistenzbedingung verletzen.
6
Zur einfacheren Darstellung werden die Operatoren der jeweiligen Ausdr

ucke von oben nach unten
und von links nach rechts durchnumeriert (C
1
1
bezeichnet die Kosten des ersten Operators im Ausdruck).
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7.2.3 Allgemeinere Kostenabsch

atzungen
In einem zweiten Schritt werden nun einige F

alle genauer charakterisiert, bei denen die
Anwendung der Bypass-Technik vorteilhaft ist. Es wird dabei das Kostenmodell aus dem
vorherigen Abschnitt

ubernommen und die Konsistenzbedingung aus Beispiel 7.1 verwen-
det:
c
1
= 8x p(x) ^ (r(x) _ s(x)) =) t(x)
Bei den Kostenbetrachtungen hat sich gezeigt, da die Anwendung der Bypass-Technik
von Vorteil ist, wenn:
 viele Tupel in der Disjunktion auftreten, die nicht zum Ergebnis der Pr

amisse bei-
tragen,
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c
o
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t
s
# tuples in r,s
consistency constraint check |p|=10, |t|=10, |premise|=10
cnf
dnf
bypass
Abbildung 12: Kostenbetrachtung: Disjunktion in Pr

amisse
Bei dieser Betrachtung wurde die Anzahl der Tupel in den Relationen r und s der
Disjunktion in der Pr

amisse variiert und die Kardinalit

at der anderen Relationen
konstant gehalten. Je mehr die Kardinalit

at von r und s die Kardinalit

at der anderen
Relationen

ubersteigt, desto deutlicher wird der Ezienzgewinn bei der Anwendung
der Bypass-Technik, da Tupel, die sich schon f

ur das Ergebnis der Pr

amisse qua-
liziert haben, nicht doppelt getestet werden m

ussen und keine Tupel betrachtet
werden, die nichts zum Ergebnis beitragen.
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 viele Duplikate in Attributwerten der Relationen in der Disjunktion auftreten.
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Abbildung 13: Kostenbetrachtung: Duplikate in Disjunktion
In der zweiten Kostenbetrachtung wurde die Anzahl der Duplikate in den Attri-
butwerten der Relationen r und s von 0 % bis 100 % ver

andert, und es zeigt sich,
da bei Anwendung der Bypass-Technik keine Erh

ohung der Kosten durch Dupli-
kate entsteht, hingegen bei der Auswertung der alternativen Auswertungspl

ane die
Kosten steigen.
Bei Verwendung der Bypass-Technik wird der verallgemeinerte Join-Operator verwendet.
Der verallgemeinerte Join-Operator ist nicht kommutativ, da innerhalb des Operators ein
Join und ein Anti-Join berechnet werden. Das kann nachteilig f

ur Parameterkonstellatio-
nen sein, bei denen die Kardinalit

at des Ergebnisses vor der Disjunktion sehr viel gr

oer
ist als die Kardinalit

at des Ergebnisses der Disjunktion und die Disjunktion in ihrer Ei-
genschaft als
"
Filter\ nahezu keinen Beitrag zum Ergebnis der Pr

amisse liefert.
7.3 Auswertung durch Messung am System
Nun soll an einem realen System gezeigt werden, wann sich der Einsatz der Bypass-Technik
lohnt. Die Messungen wurden auf einer in CLOS implementierten Hauptspeicherdaten-
bank durchgef

uhrt. Die Join-Operatoren sind als Hash-Joins implementiert. Weiterhin
wird bei einer Vereinigung eine automatische Duplikateliminierung durchgef

uhrt.
Auswertung Beispiel 1
Zuerst wurden die Laufzeiten f

ur die Auswertung der Konsistenzbedingung 7.1 gemessen.
Im Ausgangszustand bestand jede Relation aus 1000 Tupeln. Die Tupelwerte wurden
zuf

allig erzeugt. Der Grundbereich jedes Attributes lag zwischen 1 und 1000. Variiert
wurde die Anzahl der Tupel in den Relationen der Disjunktion bis zum 5-fachen der
Originalgr

oe der Relationen.
Der Vorteil der Anwendung der Bypass-Technik ist deutlich zu sehen. Die konstanten
Laufzeiten bei den aus der disjunktiven Normalform und mittels Bypass-Technik gene-
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Abbildung 14: Benchmark Beispiel 1
rierten Konsistenztests sind durch die Duplikateliminierung bei der Vereinigungsoperation
zu erkl

aren.
Auswertung Beispiel 2
Im der zweiten Mereihe werden die Laufzeiten f

ur die Auswertung der Konsistenzbe-
dingung 7.2 gezeigt. Die Kurve f

ur den aus der konjunktiven Normalform generierten
Konsistenztest ist im Diagramm nicht zu sehen, da schon bei einer Relationengr

oe von
30 Tupeln mehr als eine Minute f

ur den Test ben

otigt werden. Das liegt an den kartesi-
schen Produkten im Bearbeitungsplan.
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Abbildung 15: Benchmark Beispiel 2
Aus den Diagramm ist ersichtlich, da die mit der Bypass-Technik generierten Konsi-
stenztests eine h

ohere Auswertungszeit ben

otigen, obwohl nach dem Kostenmodell aus
Abschnitt 7.2 gegen

uber den aus der disjunktiven Normalform generierten Konsistenz-
tests kein h

oherer Aufwand entsteht. Die Ursache daf

ur ist darin zu sehen, da eine
Schreiboperation in der vorliegenden Implementierung einen erheblich h

oheren Aufwand
als eine Leseoperation verursacht.
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Bisher wurde eine konsistente Datenbasis f

ur den Test angenommen. Nun soll untersucht
werden, wie sich die Laufzeitkosten der Konsistenztests verhalten, wenn eine Anzahl von
Tupeln der Datenbasis die Konsistenzbedingung verletzen. In den Diagrammen sind die
Ergebnisse f

ur den Fall, da 10%, 20% und 50% der Tupel der Relation p die Konsistenz-
bedingung verletzen.
7
Die Anzahl der Tupel pro Relation wurde im Bereich von 10 bis
1000 variiert.
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Abbildung 16: Benchmark Konsistenzverletzung
Aus den Kurven ist zu ersehen, da bis zu 20 % der Tupel, welche die Konsistenzbedingung
verletzen, die Bypass-Technik im Nachteil ist; bei 50 % Konsistenzverletzung jedoch die
Laufzeit bei Anwendung der Bypass-Technik deutlich geringer ist. Hier zeigt sich, da mit
zunehmender Anzahl der Tupel, welche die Konsistenzbedingung verletzen, der Vorteil des
mit der Bypass-Technik generierten Konsistenztests w

achst, da nun die Bypass-Technik
zumTragen kommtund der Tupelstrom geteilt und damit getrennt weiterverarbeitet wird.
Da in der Regel eine so groe Anzahl von Konsistenzverletzungen nicht zu erwarten ist,
sollte an dieser Stelle auf die Anwendung der Bypass-Technik verzichtet werden.
Abschlieende Bemerkungen zur Auswertung
 Es hat sich sowohl in den Kostenbetrachtungen als auch in den Messungen gezeigt,
da die Anwendung der Bypass-Technik Vorteile bringt, wenn Konsistenzbedingun-
gen ausgewertet werden, die Disjunktionen enthalten. Dabei ist der erreichte E-
zienzgewinn abh

angig von den konkreten Parameterkonstellationen der Datenbasis,
wie z.B. der H

augkeit von Duplikaten in den Relationen der Disjunktion. Dann
kann die Teilung des Tupelstromes durch die Bypass-Technik die Auswertung der
Konsistenzbedingung beschleunigen.
 In der vorliegenden Implementierung kann das Erzeugen groer Zwischenrelationen
hohe Laufzeitkosten hervorrufen, da zus

atzliche Schreiboperationen zur Erzeugung
der Zwischenrelation anfallen, die auch kostenintensiver sind als Leseoperationen.
Dieser Nachteil kann durch die Implementierung einer Pipeline-Auswertung ver-
mieden werden. Auch die Implementierung einer destruktiven Variante der Join-
Operatoren kann diesen Nachteil verringern.
 Das Kostenmodell kann noch verfeinert und erweitert werden. Eine M

oglichkeit w

are
die Ber

ucksichtigung von Speicherkosten f

ur Zwischenrelationen.Weiterhin kann der
7
Eine andere M

oglichkeit der Darstellung w

are, die Laufzeitkosten

uber der Anzahl konsistenzverlet-
zender Tupel bei einer konstanten Basisrelationengr

oe abzutragen.
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Zugri auf Tupel aus den Basisrelationen im Hintergrundspeicher vom Zugri auf
Tupel im Hauptspeicher unterschieden werden, indem Zugrie auf die Seitenschnitt-
stelle explizit ber

ucksichtigt werden. Wenn dabei von der Puerverwaltung abgese-
hen und eine Implementierung der Join-Operatoren als Hash-Joins zugrundegelegt
wird, kann pro Zugri auf die Hashtabelle mit 2 Seitenzugrien gerechnet werden.
8 Zusammenfassung
Wir haben mit der

Ubersetzung von deklarativ spezizierten Konsistenzbedingungen in
eine (erweiterte) relationale Algebra die Basis f

ur die Optimierung und damit eziente
Auswertung von Konsistenztests geschaen. Somit ist die Voraussetzung f

ur eine exi-
ble Handhabung von statischen Konsistenzbedingungen in Datenbanksystemen vorhan-
den. Dabei wurden bei den betrachteten Klassen von Konsistenzbedingungen keine Ein-
schr

ankungen hinsichtlich des Datenmodells gemacht.
Die

Ubersetzung in eine erweiterte relationale Algebra bietet den Vorteil, vorhandene
eziente Algorithmen f

ur Datenbankoperationen zu nutzen. Die verwendete mengen-
orientierte Auswertung ist f

ur die Verarbeitung groer Datenmengen erforderlich. Die
Operationalisierung der Konsistenzbedingungen und die Anwendung der Vereinfachungs-
methode [Nic82] zur Denitionszeit bietet die M

oglichkeiten weitreichender algebraischer
und nichtalgebraischer Optimierungen unter Ausnutzung von statistischem Wissen

uber
die Datenbasis und das Transaktionsprol. Es wurde gezeigt, da durch die Einf

uhrung
neuer Operatoren (verallgemeinerte Join-Operatoren, die Vereinigungsklammer und die
Filterklammer) die Ezienz von Konsistenztests verbessert werden kann.
Wir machen keine Annahmen oder Einschr

ankungen bez

uglich der Transaktionen. Auch
komplexe Transaktionen, d.h. mehrere

Anderungen pro Transaktion, die sich auf verschie-
dene Pr

adikate beziehen k

onnen, werden zugelassen.
In der aktuellen Arbeit befassen wir uns mit der Optimierung einzelner Konsistenztests
als Ausdr

ucke der erweiterten relationalen Algebra. In Anbetracht der Tatsache, da von
einer Transaktion meist mehr als eine Konsistenzbedingung betroen ist, von denen wie-
derum von jeder Konsistenzbedingung mehrere vereinfachte Konsistenzbedingungen be-
troen sein k

onnen, erscheint eine globale Optimierung durch Ausnutzung gemeinsamer
Teilausdr

ucke ein weiterer sinnvoller Optimierungsschritt zu sein.
Da sich die Parallelisierung von relationalen Anfragen in der Vergangenheit als ein erfolg-
versprechender Weg zur Ezienzsteigerung bei der Anfragebearbeitung gezeigt hat, wird
die Parallelisierung von Konsistenztests ein weiterer Arbeitsschwerpunkt sein.
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