The Riemann zeta function ζ(s) is defined by ζ(s) = ∞ n=1 1 n s for ℜ(s) > 1 and may be extended to a regular function on the whole complex plane, excluding its unique pole at s = 1. The Riemann hypothesis is a conjecture made by Riemann in 1859 asserting that all non-trivial zeros for ζ(s) lie on the line ℜ(s) = 1 2 , which has a broad application in every branch of mathematics. The density hypothesis is a related "weaker" conjecture about the estimate of the number of zeros for the Riemann zeta function in the so-called critical strip 0 ≤ ℜ(s) ≤ 1. In this article, we give a proof for the density hypothesis 1 . Actually, our result is much stronger; see Theorem 1. This result is used in proving the Riemann Hypothesis, see [10] .
We start with the Riemann zeta function. This function, denoted by ζ(s), is a regular complex-valued function with respect to a complex variable, customarily written as s = σ + it, on C\{1} with s = 1 being its simple pole, at which the Riemann zeta function has the residue 1. In fact, the analysis of the Riemann zeta function dates back at least to the time of Leonard Euler, who in 1737 gave what is now known as the Euler product formula for the Riemann zeta function as the second equality in (1.1). For σ > 1, we have
For σ > 0, the Riemann zeta function may be defined by
where {x} = x − ⌊x⌋ is the fractional part of x. One may show that the definitions in (1.1) and (1.2) are identical for σ > 1 by the partial summation method. The analytic continuation of ζ(s) to the whole complex plane may be done in several ways; we mention two of them. The first one is in the form of The simple pole of Γ(s) at s = 0 corresponds to that of ζ(s) at s = 1. Corresponding to those poles of Γ(s) at s = −n for all n ∈ N, the Riemann zeta function ζ(s) has zeros; these zeros are called the trivial zeros of ζ(s) and all other zeros of ζ(s) are referred to as the non-trivial zeros. It is easy to see that the non-trivial zeros are located in the so-called critical strip 0 ≤ σ ≤ 1 from the definition (1.1).
Let
(1.7) ξ(s) = π − s 2 ξ G (s) ξ Z (s), with ξ G (s) = s 2 Γ s 2 and ξ Z (s) = (s − 1) ζ(s).
Then, the xi-function ξ(s) is an entire function while ξ G (s) and ξ Z (s) are regular functions for σ > −2 since s cancels with the pole of Γ(s) at the point s = 0 and s − 1 cancels with that of ζ(s) at s = 1. The coefficient 1 2 in the definition of ξ G (s) normalizes its value at s = 0 with ξ G (0) = lim s→0
On the other hand, we know that lim s→1 (s − 1)ζ(s) = 1 from (1.2). The relation (1.4) can be rewritten as
Actually, we also have
which follows from the Schwarz reflection principle
for meromorphic functions F (s) such that F (s) ∈ R whenever s ∈ R. All functions related to ζ(s) in (1.4), (1.7), and (1.8), are such meromorphic functions, being inherited from the regularities and reflection properties of ζ(s) and Γ(s). Since the set of all the non-trivial zeros for the Riemann zeta function and that of all zeros for the xi-function are identical, we see that these zeros are symmetric about the real axis t = 0 from (1.9). Also, from (1.8) and (1.9), we acquire
which means the zeros for the xi-function must be located symmetrically about the line s = 1 2 from (1.10). The Riemann hypothesis states that all non-trivial zeros for ζ(s) are located on the line σ = 1 2 . It is not very difficult to prove that all non-trivial zeros for ζ(s) lie in the strip 0 < σ < 1. Other results in this direction show that there is no zero in a domain along the line s = 1 with the width tending to 0 as t tends to infinity. At this point, it is unknown as to whether or not all the non-trivial zeros of ζ(s) lie in the strip ǫ < σ < 1 − ǫ for arbitrarily small ǫ ∈ R + .
On the other hand, the best result on the estimate of the number N(T ) of zeros in the critical strip was obtained early on, in 1905, with the Riemann-von Mangoldt Theorem, in the form of
. A related direction along this line is the density hypothesis, which states that
where N(λ, T ) is the number of zeros for ζ(s) in the domain restricted by ℜ(s) ≥ λ and 0 ≤ ℑ(s) ≤ T . It is known that N(1, T ) = 0, recalling the remark between (1.9) and (1.11); therefore, (1.12) with T ǫ being replaced by log T may be proved if it can be shown that N(λ, T ) is a convex function of λ with (1.11). The key of this work is a neat scheme used in transforming the Backlund's proof for the Riemann-von Mangoldt Theorem, from 1918, into a proof for the density hypothesis by means of a certain form of the Phramén-Lindelöf principle. Actually, we figured out a better way to carry out our plan and prove an even stronger result in the process of writing of this article. Our main result in this work is that of (1.13).
Theorem 1. The Density Hypothesis is valid. In fact, we have
It is advantageous to relate our studies on the Riemann zeta function to ξ(s) and Γ(s). The xi-function is not only an entire function but it also has some properties of symmetry. The Gamma-function is a regular function without any zeros or poles in the region of concern.
Sketch of the Proof of Theorem 1. We develop some results, basically available from the literature with some minor adjustments, with respect to ξ(s) and Γ(s) as well as the Riemann zeta function, in Section 2. After a delicate application of the Argument Principle, we express N(λ, T ) as a sum of seven differences, denoted by D j for j ∈ {1, 2, . . . , 7}, of the function log ξ(s) with respect to a positive variable ε defined in (3.1), along either a vertical or horizontal line segment inside a simply connected open region Q, see (3.7) with (3.8) .
In Section 4, we show the near cancellation of D 1 and D 7 with ℑ D 1 + D 7 = O(log T ); in Section 5, we arranged a special way to combine D 4 and D 6 to acquire ℑ D 4 + D 6 = O(log T ); and we obtain an O(log T ) bound on the difference of ℑ log ξ(s) corresponding to D 2 by resorting to an estimate of the difference of ℑ log Γ(s) and using an estimation on ℑ log ζ(s) in Section 6.
It is trivial to see the variance corresponding to ℑD 5 is zero since log ξ(s) is realvalued for all real-valued variable s. We may let ε → 0 so that D 3 tends to 0 since the route corresponding to D 3 is inside the simply connected open region Q.
The five sections that follow then provide a complete proof of Theorem 1.
The Functions Γ(s), ξ(s), and ζ(s).
In this section, we consider estimates on Γ(s), ξ(s), and ζ(s). Related to these functions, we also need some notations and functions of the variable s or t, henceforth. We denote the set of all non-trivial zeros of the Riemann zeta function, customarily written in the form of ρ = β + iγ, by Z. We let
Concerning the Gamma function, we state two forms of Stirling's formulas as follows. For references, see [7] , [12] , [15] , or [14] . The first one is
where the constant in the O notation relies on the value of the lower bound of |s|. The second one asserts that
where the constant inside O relates to the lower bound of |s|.
From the first one, we get
It follows that
noting that log w = log |w| + i arg w and arg w = arctan(ℑw/ℜw) for any complex number w satisfying −π < arg w < π and arctan(1/x) = π/2 − arctan(x) for x > 0. The xi-function is an entire function and may be represented by
where γ 0 = lim n→∞ 1 + 1 2 + 1 3 + . . . + 1 n − log n ≈ 0.577215 . . . is Euler's constant. For references, one may see [7] , [12] , or, [14] . Taking logarithms and then differentiating the expressions in (2.7), we obtain
Logarithmic differentiation of (1.7) gives
The poles at s = 0 and s = 1 of the function on the right side of (2.9) are canceled with those of the Gamma function and the Riemann zeta function, respectively. All of the poles that result from the trivial zeros of ζ(s) cancel with the other poles of Γ ′ (s/2) 2Γ(s/2) . The function expressed on the right side of (2.9) is a meromorphic function over the whole complex plane with poles at the non-trivial zeros of the Riemann zeta function, following similarly as we remarked above.
Combining (2.8) and (2.9) and noting the functional equation s 2 Γ( s 2 ) = Γ( s 2 + 1) for the Γ function, we see that
Using (2.10) with s = 2 + it, and subtracting the resulting expressions, we obtain
(2.11)
One sees that the Gamma term in (2.10) is bounded by A log t from (2.4) for some positive constant A whenever σ > 1 8 and |t| ≥ 2, which implies
with some positive constant B. In the last inequality, we take s = 2 + it and acquire
with the real part of ρ −1 being positive, and
The second equation in (2.12) implies
therefore, there are O(log t) summands in the definition of R(s) in (2.1). Now, applying (2.8) at s = 2 + it, and subtracting the resulting equations yields 
Application of the Argument Principle.
Recall that ξ(s) is an entire function whose zero set is the same as the non-trivial zero set of ζ(s), so that ξ(s) = 0 for s ∈ R. From (1.9), we know that ξ(s) ∈ R for s ∈ R. Actually, we have ξ(0) = ξ(1) = 1/2 and ξ(s) > 0 for all s ∈ R. Since ξ(s) has neither zeros nor poles along s ∈ R, it does not change its sign for such values of s. Therefore, we may let log ξ(s) be the function in which log ξ(s) is real-valued and defined for all s ∈ R.
We apply the argument principle with respect to the function ξ(s). It is well known that there are at most finitely many zeros for any regular function in any bounded region. Hence, we may let
There exist no zeros for ζ(s) in the following open sets D V and D H where
where S is the simple closed route along the sides of the rectangle with vertices 2 − i(T + 4 ε), 2 + i(T + 4 ε), −1 + i(T + 4 ε), and −1 −i(T + 4 ε), in that order; and R is the simple closed route along the rectangle with vertices λ − ε
, in that order. When λ = 1 2 , the route R is actually oriented clockwise, instead of counterclockwise, as in the case for λ > 1 2 ; also, note that the zeros of ζ(s), on the line s = 1 2 and between T + ε and −(T + ε) are bounded by R. Hence, our results in Section 4 and Section 5 will not be valid when λ = 1/2.
In the previous step, we obtained (3.4) by utilizing the reflection property of (1.9) for ξ(s) about the real axis and the reflection property of (1.10) about the line s = 1/2. For the same reason, one sees that
where M H is that part of the boundary of S which extends from the point s = 2 + i(T + 4 ε) to 1 2 + i(T + 4 ε) and M V is the part from the point s = 2 to the point s = 2 + i(T + 4 ε); L V is that part of the boundary of R that extends from the point s = λ − ε to λ − ε + i(T + ε) and L H is that part from the point λ − ε + i(T + ε) to 1 2 + i(T + ε). By −L V and −L H we mean the routes along the opposite directions of L V and L H , respectively.
We now remark on the most crucial point, in this work, concerning the logarithmic functions. To help the reader comprehend the general idea, we provide a simple example. Let f (s) be a meromorphic function with a zero or a pole at s = s 0 . Then the logarithm of f (s) is no longer a meromorphic function. Consider, for example, the entire function f (s) = s − 1. The logarithm of this function log(s − 1) is not a meromorphic function over the same domain. Instead, it is an analytic function of the open region that remains after a simple curve from s = 1 to ∞, in any direction, is removed. For our example, we remove the half-line from 1 to ∞ passing through 2 + i in a diagonal direction. Now, the point here is that the derivative (s −1) −1 of log(s −1) is a meromorphic function of the whole complex plane, with the unique pole at s = 1, by analytic continuation, even though log(s − 1) is not. One may notice that arg(s − 1) is not a continuous function, but (s − 1) −1 is analytic, except at s = 1. If we integrate (s − 1) −1 along the boundary of the circle |s − 1| = 1, then the integral does not yield 0, but is instead equal to [(π/4−0)−(−7π/4+0)] i = (2π −0) i. The logarithmic function log(s − 1) defined in the region with the above cut is not the same as the logarithm of s − 1, customarily defined in the region with the half line from s = 1 to −∞ on the real line being removed. However, both of the logarithmic functions share the property that their values are real for all real valued s in the interval (1, ∞). Therefore, the function defined in (2.8) is a meromorphic function with poles at all s = ρ ∈ Z as used by Backlund in his proof of the Riemann-von Mangoldt Theorem when he applied the argument principle. One should remember this point and look at the remark when we define the region Q in the next paragraph.
Note that the integrals over M H and M V are along the boundary of S and those over L V and L H are along the boundary of R; the routes both start from a real-valued points -the first from s = 2 and the second from s = λ − ε. Therefore, we may regard both the integrand ξ ′ (s) ξ(s) and its anti-derivative function log ξ(s) as the realvalued function uniquely defined for the real valued s. We may let N be the route consisting of the vertical line segment from s = λ − ε to s = λ − ε − iε, followed by the horizontal line segment from s = λ − ε − iε to s = 2 − iε, and followed by the vertical line segment from s = 2 − iε to s = 2. Note that
since there are no zeros of the integrand inside the region bounded by N and the horizontal line segment from λ − ε to 2. One may recall from [13] that there are no zeros of ζ(s) and ξ(s) for |t| < 14. We have used the integral over N instead of the integral over the horizontal line segment from λ − ε to 2 for the purpose of simplifying a step in the beginning of the last section. Let Q 1 be the union of all open disks of radius ε that have centers along the points of the directed line segment L H . For each of the directed line segments L V , N , M V , and M H , we similarly define the regions Q 2 , Q 3 , Q 4 , and Q 5 , respectively. Thus, each of the regions Q 1 , Q 3 , Q 4 , and Q 5 are of a similar shape, aligned either horizontally or vertically, while Q 2 is a cup-shaped region, being the union of two vertical regions and one horizontal region. Note that the Q j 's are open, and denote their union by Q, that is Q = 5 j=1 Q j . We remark that the open region Q is simply connected, as there is a distance of at least ǫ between the regions Q 1 and Q 5 that correspond to the distance of 3ε between the two parallel horizontal line segments L H and M H . Our logarithmic function log ξ(s) is uniquely defined and regular in the region Q, taking on real values for all s ∈ R, as ξ(s) does not have any zeros in Q, nor does it change in sign. The equality (3.5) becomes
where (3.8)
Here, the value of each D j is taken along a line segment, horizontally or vertically. The route that corresponds to Finally, the route that corresponds to D 7 is the horizontal line segment L H , inside the open region Q 1 . We note here that D 1 and D 7 would be canceled if ε → 0. However, we can not have recourse to this would-be cancellation under the Riemann Hypothesis. Without the assumption of the Riemann Hypothesis, the function log ξ(s) is regular only in the open region Q, which has a cut of width at least ε between the open regions Q 1 and Q 5 which contain the routes corresponding to D 1 and D 7 . Actually, we shall get a O(log T ) term with the combination of D 1 and D 7 instead. This is the key step in our proof; we put it in the next section.
We end this section by noting that the expression on the left side of (3.7) is purely real valued. Therefore, we only need the purely imaginary parts of D j 's for each j ∈ {1, 2, . . . , 7}.
The Near Cancellation of D 1 and D 7 .
In this section, we prove that 
where, in this section, we use the notation
for any function f (s). Here the notation ⊃ means the route of the integration is along −L H , −L V , N , M V , and M H in the open region Q. For brevity, we also denote the four integrals in the expression on the right side of (4.2) by J 1 , J 2 , J 3 , and J 4 , respectively. Then,
Recall that the integrands in J 1 , J 2 , and J 3 are sums over a certain range of t. There are O(log T ) summands in the integrands of J 1 and J 2 , recall (2.1) with (2.13) and (2.2). After interchanging the order of the sum and the integration, the imaginary part of each summand log(s − ρ) as the integral of (s − ρ) −1 in J 1 is bounded by 2π, from the argument change of s − ρ, and that in J 2 is bounded by λ − ε − 1/2, as the absolute value of each denominator of 1 2+it−ρ is at least 1. Therefore, ℑJ 1 = O(log T ) and ℑJ 2 = O(|J 2 |) = O(log T ). Noting that the integrand in J 4 is O(log T ) with the integration limits being at most λ − ε − 1/2 apart, we also see that ℑJ 4 = O(|J 4 |) = O(log T ). Therefore, ℑ J 1 + J 2 + J 4 = O(log T ).
It remains to prove that (4.5)
and (4.1) will then follow by (4.4) . Therefore, we consider However, the difference ∆ ρ is much smaller. In general, we have
where θ 1 − θ 2 = 2kπ for k = 0 or 1. Noting that arctan(z −1 ) = π 2 − arctan(z) and arctan z = z − z 3 /3 + z 5 /5 − . . . = z + O(z 3 ) for z > 0, we acquire For the estimates on ∇ ρ , we note that the integration limits are independent of t so that d s = d σ. Therefore, we consider
(4.11)
Combining (4.10) and (4.11), after some simplification, we obtain 
which validates (4.5). With (4.4), the equation in (4.1) is justified.
5.
The Arranged Combination of D 4 and D 6 .
To prove that
we recall (2.14) and consider
where, in this section, we adopt the notation
for any function f (s). For brevity, we denote the three different sets of integrals over the sections of the two vertical line segments in the expressions on the right side of (5.2) by K 1 , K 2 , and K 3 , respectively. Note that the integrand in K 2 is a function of t instead of s so that d s = i d t. We are only concerned about the case when λ > 1/2. The integrand in K 2 is independent of the real part of s, but the limits of integration are in the opposite order for t ∈ [−ε, T + ε]. Therefore, K 2 = 0. Recall that the memomorphic function ξ ′ (s) ξ(s) has no zeros or poles for |t| ≤ 14 from [13] . Also note that the limits for the integrals are fixed. Hence, K 3 = O(1).
For the estimates on K 1 , we denote
It follows that
since the integrand for the integral along the route from 2 + 7 i to 2 + i(T + ε) is equal to 0. Note that d s = i d t = d(1+it) and log z(s) = i arctan ℑz(s) ℜz(s) whenever |z(s)| = 1. Therefore,
We then take the imaginary parts, getting We denote the fraction inside ℜ sign in (5.5) by H ρ (T ′ ) and group those ρ ∈ Z by either
In the case of |t − γ| > 1, we have simplified the upper bound by a b+(t−γ) 2 ≤ a/b 1+(t−γ) 2 for any 0 < b < 1. We conclude from (5.4) and (5.5) that
recalling (2.12) and (2.13) . The statement in (5.1) then follows.
6. Having Recourse to log Γ( s 2 ).
Our next lemma is used as a key step in this section. Note that for any analytic function in the concerned region. If the sign of ℜf (s) does not change along a route from s 1 to s 2 , then the value of arctan f (s) will not vary more than the range of the arctan(x) for x ∈ (−∞, ∞), that is, π 2 − (− π 2 ) = π. This observation proves the simple fact that is stated in the following Lemma 2, as opposed to needing the argument in [7] that required more than half of a page. The last condition is sufficient because arctan(z) = π 2 − arctan(z −1 ). We remark here that Lemma 2 is valid only if both the real and the imaginary parts of the function f are continuous. 
where m is the number of points s 0 on the route from s 2 to s 1 , exclusive of the end points, at which ℜf (s 0 ) = 0, or ℑf (s 0 ) = 0.
We are concerned about the imaginary part of D 2 in this section. Recall the remark, after (3.6), about using the integral over N . First one sees that
Integrating both sides of (2.9), from 2 + i(T + 4ε) to λ − ε + i(T + 4ε), and making use of (6.3) and a later result, Proposition 3, which is a minor variation on a standard result from the literature, we obtain
For estimates on log Γ(s/2) we recall (2.6). It follows that The last part of this section is left for Proposition 3 and its proof. is standard in the literature; for references, one may see [7] , [12] , and [14] . Our proof of (6.6) in Proposition 3 could be identical to that of (6.7) in [7] except some changes would be needed to reflect the different domain of the real part of the function. However, our proof is based on Lemma 2 without more than a half page argument on page 37 in [7] .
Here, we mention that the Riemann Hypothesis implies ℑ log ζ(1/2 + iT ) − log ζ(2) = O log T log log T , see [20] . To prove Proposition 3, we first consider Lemma 4, which is the second part of Theorem 5 on page 33 in [7] . Next, we present Lemma 5, which may be found on page 35 in the same book.
Lemma 5. If R > 0, and f is a function that is regular for |z − z 0 | ≤ R, and has at least n zeros in |z − z 0 | ≤ r < R, with multiple zeros being counted according to their order of multiplicity, then, if f (z 0 ) = 0, we have
where M = max |f (z)| for |z − z 0 | = R.
Proof of Proposition 3. In order to apply Lemma 5, we need to express the number of values of s 0 at which ℜζ(s 0 ) = 0 as the number of zeros of a regular function. Therefore, we consider the regular function L(s) = 1 2 ζ(s + i(T + 4ε) + ζ(s − i(T + 4ε) in the region |s − 2| < 7 4 . Recall that ζ(s) satisfies the Schward reflection principle. The number of σ 0 for λ − ε ≤ σ ≤ 2, at which L(σ 0 ) = 0, is the same as the number of s 0 at which ℜζ(s 0 ) = 0 for s 0 ranging from λ − ε + i(T + 4ε) to 2 + i(T + 4ε).
The last part of the proof applies Lemma 5, with the upper bound in Lemma 4, in exactly the same manner as in the second paragraph of page 38 in [7] , but with minor changes for the radius with R = 2 − λ + ε and r = 2 − λ + ε − 1 4 . For additional details, one may refer to that book.
