Due to limitations in bandwidth or storage space, many applications require compression of digital images. One of the main hindrances to progress in the area of image communications is the large amount of information contained in an image. In this paper we propose a wavelet-based image compression technique which incorporates some of the properties of the human visual system (HVS). A new wavelet decomposition based on the HVS will be introduced. The wavelet coe cients will be quantized with a vector quantization technique which uses HVS properties to allocate bits to the various subbands. The new HVS based wavelet decomposition will be compared with the existing separable and non-separable wavelet decompositions. Compression techniques based on such considerations yield higher quality results compared to standard techniques. Several experimental results will be shown.
I. Introduction
In many applications requiring image compression, a human observer is the nal receiver of the image information. Human visual system (HVS) properties must be taken into consideration to achieve quality reconstruction of images at rates below 0.8 bits per pixel (bpp) 1]. The HVS spatial frequency response was used as a weighting function for the cosine transform by Nill 2] to compensate for the properties of the HVS. Safranek and Johnston 3] used HVS perceptual considerations in a subband coding context. HVS properties have been used to solve the bit allocation problem for the DCT by Macq 4] , for the lapped orthogonal transform by Queiroz and Rao 5] , for the wavelet transform with vector quantization (VQ) by Antonini and others 6] , and for subband coding by Van Dyck and Ra- jala 7] . In the proposed compression system, a new HVS based decomposition is presented. The image compression is achieved by VQ of the wavelet transform coe cients. The VQ encoder uses a new bit allocation method based on the HVS.
Subband coding techniques have been found to be useful in the processing of sound and image signals. Subband coding decomposes a signal into several subband signals which have their frequency content concentrated in a particular frequency range. Since more error can be tolerated at frequencies where the observer has lower sensitivity to noise, knowledge of the frequency response of a human observer can be used in the coding of each bandpass signal 3]. Subband coding is of particular interest since the discrete wavelet transform can be computed using a subband coding structure 8]. The wavelet transform can be considered as a special case of perfect reconstruction subband coding with additional regularity requirements on the lters 9]. General background on subband coding and further information on perfect reconstruction subband lters can be found in Vetterli 10; 11] , Smith and Barnwell 12; 13], and Vaidyanathan 14] . See Woods 15] for general coding of images using subbands and 16] for a good overview of image subband coding.
The advantage of the wavelet transform over more familiar transforms such as Fourier or cosine lies in the localization of wavelets in both spatial and frequency domains 17] and the multiresolution nature of wavelets 18] . A discontinuity in a signal, such as an edge in an image, is a very local structure in the spatial domain. Much of the information in an image is contained in the location and magnitude of edges. Contrary to the goal of transform coding, which is to pack the information in as few coe cients as possible, the Fourier transform spreads the discontinuity information across a large range of transform coe cients. The use of the wavelet transform for image compression was suggested in 8] using a separable extension of one-dimensional (1-D) wavelet theory to two dimensions. The use of compactly supported wavelets, introduced in 19], greatly reduces the computational cost of the wavelet transform. A non-separable extension to 2-D is discussed in 20]. Image compression involving the wavelet transform is discussed in 21; 22; 23] and in combination with VQ in 6]. For a good overview of wavelet theory with an extensive bibliography, see 9] . An introduction to the mathematics of wavelets can be found in 24] with more in-depth treatment in 25; 26; 27] . Thorough background on wavelets and signal analysis can be found in 8; 19; 18; 17] .
Section II outlines properties of the HVS which are used for image coding. Section III describes two existing wavelet decompositions and concludes with a new wavelet decomposition based on the HVS properties. The compression of the 2-D wavelet decomposition representation is discussed in Section IV. Section IV.A describes how HVS properties are used to allocate bits to the various subbands and VQ of the wavelet transform coe cients is described in Section IV.B. The remainder of Section IV compares the HVS-based wavelet decomposition with other wavelet decompositions and the JPEG compression standard. 
II. Relevant Human Visual System Characteristics
This brief overview of useful information on the human visual system (HVS) is based on research done in the 1960's by Campbell and others 28; 29; 30; 31] . In the proposed compression technique, two important characteristics of the HVS will be incorporated into the compressed data representation. These properties are the orientation sensitivity of the HVS and the contrast sensitivity of the HVS. The proposed technique does not directly exploit the sensitivity masking e ect of the HVS. The ndings of 28; 29; 30] were based on psychophysical experiments. The subject had to determine the threshold where a sinusoidal grating was just noticeable. In 31], electrodes are used to measure the electric potential of nerves. The subject is exposed to a sinusoidal grating and measurements are made of the changes in potential of the nerves. The threshold was determined by observing at what point the potential changed. These electrophysiological measurements con rm the ndings of the previous studies.
In an experiment which examined the sensitivity of the HVS to frequencies at various spatial orientations 28], it was found that the HVS could better resolve frequencies along the horizontal and vertical orientation than along the diagonal orientations. This can be seen in Figure 1 which plots the point for which the spatial frequency at each orientation can no longer be resolved by the HVS. In this experiment, the contrast was held constant and the threshold frequency was determined for various orientations. Notice that this experimental data 28] is roughly diamond shaped as evident by the diamond which is also plotted on the graph. This implies that the passband of the subband coding system should be diamond shaped to take advantage of this HVS characteristic.
In the same set of experiments 28], the contrast sensitivity of the HVS was also examined. In this experiment, the orientation was xed and the threshold contrast was determined for various frequencies. For spatial frequencies above 7 cycles per degree, it is found that the logarithm of the contrast sensitivity is a linear function of spatial frequency. The slope of this linear function was found to be di erent for horizontal and vertical orientations relative to the oblique 45 and 135 degree orientations. The log sensitivity approximately satis es log S(f) = log500 (1 + 1 ?50 f)
for the vertical and horizontal orientation and
for the oblique orientation, where f is the spatial frequency in cycles per degree 28].
The optical portion of the HVS can be considered as a linear system. Based on the experiments in 30], it was concluded that the neurological portion of the HVS also operates in a linear fashion. The linearity of the HVS is signi cant since most signals can be expanded in a Fourier series as a linear combination of sinusoids. From the linearity of the HVS, the response to such a signal is a linear combination of the response to sinusoidal gratings.
The HVS has a diamond shaped frequency passband which will be exploited in the design of the proposed image compression scheme. Additionally, the logarithm of the contrast sensitivity is approximated by a linear function which will be used for bit allocation. The perceived quality of the reconstructed images will be improved by consideration of the HVS in the design of the image compression system.
III. Subband Coding with Wavelets
A. Separable Wavelets
The separable wavelet transform 8] is the most common method for extending the one-dimensional wavelet transform to higher dimensions. Filtering is performed at each level rst along one dimension and then in the other dimension resulting in the decomposition of the frequency space shown in Figure 2 . All 1-D lters used in this paper are Daubechies' compactly supported wavelet lters 19] . The original image can be recovered exactly from its wavelet decomposition provided the transform coe cients are not quantized.
B. Non-separable Wavelets
The rectangular subbands in Figure 2 are a poor match for the diamond shaped HVS frequency response. Ansari and others 32; 33] use a diamond shaped lter which results in the frequency decomposition shown in Figure 3 when the low-pass branch is iterated. The sampling pattern of the subband signals alternates by level between rectangular and quincunx. The 8-tap non-separable orthonormal compactly supported wavelet of Kova cevi c and Vetterli 20] is the diamond shaped lter used in this paper. Unfortunately, the regularity of this non-separable lter cannot easily be increased. The regularity of the 2-D separable lters could be increased easily by increasing the order of the 1-D lters. The quality of the reconstructed images increases as the regularity of the lters is increased, see Section IV.C.
C. HVS-based Wavelets
The HVS-based decomposition proposed here is intended to avoid the problems associated with the decompositions described in sections III.A and III.B. The rst stage of this 
In the frequency domain, this amounts to a rotation by ?45 degrees and a scaling by 1 p 2 . The four-band decomposition shown in Figure 2 is rotated and scaled and the new HVS based frequency decomposition is shown in Figure 4 . The diamond shaped subbands are meant to t the diamond shaped sensitivity of the HVS shown in Figure 1 . The 1-D ltering is performed along the 45 and 135 diagonal directions.
This HVS decomposition has the advantage over the nonseparable diamond shaped wavelet because the regularity of the wavelet can be increased by increasing the order of the 1-D lters from which it is derived. The regularity of the non-separable wavelets cannot easily be increased as is the case for the HVS based wavelets.
The HVS based decomposition is separable along the 45 and 135 diagonals and has all the advantages of the separable decomposition. The HVS based decomposition has an advantaged over standard separable decompositions because it is oriented to t the diamond shaped HVS sensitivity.
Van Dyck and Rajala use a similar decomposition in 35]. The rst stage there is an interpolation of the rectangular sampling pattern to obtain a quincunx sampling pattern. Following stages also use 1-D lters along the 45 and 135 diagonal directions.
IV. Wavelets for Image Compression
The quantization technique used here is VQ 36] . Good results have been found using scalar quantization, entropy coding, and HVS considerations 21; 22] . VQ was chosen, however, because it has been shown to be potentially superior to any scalar quantization technique 36]. The three wavelet decompositions from Section III are quantized and the resulting reconstructed images are compared. It is shown that the HVS-based wavelet decomposition has better looking artifacts. In comparing the HVS-based wavelet decomposition with VQ to the standard JPEG compression technique, it is found that the HVS-based wavelet VQ outperforms JPEG at high compression rates. HVS-based wavelet VQ performs better in smooth regions but aliasing artifacts are more visually annoying at edges.
A. HVS-based Bit Allocation
The purpose of this section is to describe how knowledge of the HVS is used to determine the allocation of bits to the various subbands of the proposed image coding system. The 1-D case will be examined rst and extension to the 2-D case will be described next.
A two-band subband system with a low-pass channel and a high-pass channel can be cascaded to form a system with several subbands of di erent bandwidth and sampling rate. Due to the downsampling, the sampling rate of the subband signals will be lower than the original sampling rate by a factor of two for every stage the signal passes through. The bandwidth of the subband signal is also decreased by a factor of two for each stage so the sampling rate is proportional to its bandwidth.
The problem of bit allocation is to assign a bit rate in bits per sample to each of the subband signals such that the overall bit rate of the total system, R T , satis es an overall bit rate requirement R T R req . The overall bit rate of an M stage subband system is given by
where B n is the bit rate in the n-th subband signal and B L is the bit rate for the low-pass signal. The basic idea behind the HVS based bit allocation is that the number of bits allocated to a subband signal should be based on the importance of the information contained in that signal. The importance of the information in a signal is based on the sensitivity of the HVS to that signal from (1) and (2) .
The bit allocation for a subband signal w n will now be explained. Let w n be band-limited between f 1 and f 2 , see (5) where N is the number of samples and is the ratio of the distance of the viewer from the screen, l, to the screen width, w; = l=w 5]. The number of bits allocated to this signal is proportional to the area under the log sensitivity function between f 1 and f 2 .
Area = log S(f 1 ) + log S(f 2 ) 2 (f 2 ? f 1 ): (6) Note that the bandwidth of w n is given by (f 2 ? f 1 ) = 2 ?n f max and let f a = (f 1 + f 2 )=2. From the linearity of the log sensitivity, Area = log S(f a )2 ?n f max :
The number of samples in w n is proportional to 2 ?n f max so the bit rate B n for this subband is described by B n = log S(f a ) bits/sample:
From (4),
The constant is xed to a convenient value depending on the base of the log. Given the overall bit rate requirement R req , the smallest value of f max is determined which will satisfy R T R req with R T given by (9) . Using this value of f max , the bit rate for each subband is determined by (8) and the overall bit rate will satisfy the given system requirement. Note that the value of f a depends on f max and increasing f max will decrease the value of logS(f a ).
Increasing the value of f max is equivalent to increasing the ratio of the viewing distance to the image width, , or increasing the viewing distance, l, for a particular image. Note that the number of bits allocated to a subband cannot be negative. For this reason, log S(f a ) is taken to be zero for values of f a which are above f c , the sensitivity threshold frequency or cuto frequency. Bit allocation for a 2-D system is carried out in a similar manner. The areas in the 1-D case become volumes and the bandwidths are 2-D. The number of samples is proportional to the area of the bandwidth and the bits allocated to the signal is proportional to the volume under the log sensitivity curve for the bandwidth of the subband signal. An equivalent average frequency f a is determined and either (1) or (2) is used depending on the orientation of f a . This bit allocation method is used in the coding of wavelet coe cients in section IV.B. Table 1 shows the target bit allocation for the separable wavelet decomposition and the actual bit rate consumed. Note that the highest frequency bands are dropped altogether.
Unlike the bit allocation method of 7], this bit allocation method does not require knowledge of the rate-distortion curves for the particular vector quantizer being used. The method used in 6] uses bit allocation dependent on the statistics of the image being compressed and a xed vector quantizer while the proposed bit allocation method is independent of the input signal and the proposed vector quantizer is adaptive.
B. Vector Quantization of Wavelet Coe cients
Each of the subband images in the wavelet decomposition is quantized separately. The image is divided into n 1 n 2 blocks which are reordered into a sequence of vectors. For each image vector, a codebook is searched and the index of the codevector closest to the image vector is transmitted. Distance is measured as the squared Euclidean distance. The receiver uses the received index to lookup the codevector in an identical codebook.
There are two main stages in the design of a codebook. An initial codebook is obtained in the rst stage and this initial codebook is improved iteratively to a locally optimal codebook in the second stage. Several methods for generating an initial codebook are described in 36].
In Antonini and others 6], the codebook is designed in advance using an ensemble of \typical" images called a training set. This approach works quite well if the images being coded are similar to the images in the trainging set. However, if the image being coded is very di erent from the images in the training set, the results may be quite poor. The centroid splitting method is used with this training set to generate the initial codebook. The centroid splitting method works well if there are several natural clusters but a typical wavelet coe cient image will have a single dominating cluster near zero. This will lead to several codevectors near zero and a reduced mean square error but increased distortion in the more visually signi cant vectors with components farther from zero.
In the proposed image coding scheme, the codebook is designed speci cally for the image being coded and must be transmitted along with the indices. Transmitting the codebook can be expensive but it allows for adapting the quantization to the needs of the particular image being coded and avoids the problems of training set adequacy. The pruning algorithm is then used to generate the initial codebook. Like the pairwise nearest neighbor algorithm, the set of codevectors is initially the entire set of training vectors. As a minor modi cation, the zero vector is added to the codebook since it is the most probable vector. A codevector is selected from the codebook and all vectors which are within a distance less than a certain pruning threshold are deleted from the codebook. The distance metric used is the squared Euclidean distance. Another codevector is selected and the process is repeated. After all codevectors have been selected, there will be no two codevectors which are closer together than the pruning threshold. While the number of codevectors is still larger than the desired codebook size, the pruning threshold is increased and the process is repeated.
After the initial codebook has been designed, it is improved through an iterative process called the generalized Lloyd algorithm (GLA), also called the Linde-Buzo-Gray (LBG) method 36]. This process is known to converge to a locally optimum codebook for any initial codebook. Since this process may converge to di erent locally optimal codebooks for di erent initial codebooks, it is important to create a good initial codebook. To avoid excessive computation in the event of slow convergence, the GLA was limited to ten iterations in the implementation. Examination of the VQ of several subimages showed little improvement when the number of allowable iterations was increased but this may not be true of all possible subimages.
The treatment of the zero vector di ers from the standard GLA. First, the zero vector is added to the codebook before pruning and is the rst codevector selected in the pruning operation. This guarantees that the zero vector is not deleted from the codebook. When the codevectors are recomputed in calculation of the optimum codebook during the GLA, the zero vector is not recomputed. This insures that the zero vector remains as an element of the nal codebook. The zero vector does not need to be transmitted with the rest of the codebook since the receiver can assume that the zero vector is present. The use of a zero vector rather than the optimum codevector for that partition cell adds some distortion to the reconstructed image but this distortion will be among the wavelets coe cients with the smallest absolute values. After the inverse wavelet transform, these smallest coe cients correspond to scaled wavelets with small contrast. From Section II, these small contrast wavelets have the least visual impact on image quality.
The codebook size for a particular subband image e ects the quality of the reconstruction in that subband. A larger codebook will generally produce a higher quality reproduction. A larger codebook will also require more bits to be transmitted. In the implementation used here, the codebook components are quantized before transmission using an 8 bit uniform quantizer. The total number of bits re- 
where the block size is n 1 n 2 so each vector has n 1 n 2 components. Note that the zero vector does not need to be transmitted. The 8 bit uniform quantizer is su cient to reduce codebook distortion to an acceptable level but is certainly not optimal given the distribution of the wavelet coe cients. Improved codebook quantization is an area for future research. Recent work by Zegar and others 37] takes a closer look at transmitted codebook quantization and the tradeo s involved. The size of the codebook also e ects the number of bits needed to transmit the vector indices. A codebook of size S will require dlog 2 Se bits to represent an index into the codebook. The number of blocks in an image is N 1 N 2 =n 1 n 2 where the image size is N 1 N 2 , the block size is n 1 n 2 , and it is assumed the image size is a multiple of the block size. The total number of bits used to transmit the indices is B index = N 1 N 2 n 1 n 2 dlog 2 Se :
Examination of the VQ of several subimages revealed that the most frequently selected codevector is the zero vector. This was to be expected given the distribution of the wavelet coe cients. The subimages were taken from the separable wavelet decomposition of images from the \Miss America" and \Salesman" sequences. The index coding was modi ed to take advantage of the frequency of zero vectors. A single bit is transmitted to indicate whether the vector is zero or non-zero. If the vector is non-zero, In the VQ of a particular subimage, it is desirable to have as large a codebook as possible given the allowable bit rate for that subimage. From (10) and (13) the total bit rate for the VQ of a subimage is given by
= 8n 1 n 2 (S ? 1) N 1 N 2 + (1 + (:12) dlog 2 (S ? 1)e) n 1 n 2 bpp: (15) Note that N 1 , N 2 , n 1 , n 2 are taken as given and are not optimized. The codebook size is chosen as the largest value of S for which R total is less than the bit rate allocated to that subband. The largest codebook possible is used given the bit rate constraint. The single bit coding of the zero vectors reduces the bit rate required for transmission of the indices. Taking advantage of this entropy consideration allows more bits for the transmitted codebook which may then contain more codewords. The increased codebook size can reduce distortion in the reconstructed subimage. Also, (15) assumes that 88 percent of the vectors will be zero vectors. The actual bit rate attained will be larger or smaller depending on the actual percentage of zero vectors.
C. E ect of Increased Wavelet Regularity
The concept of regularity distinguishes a wavelet transform decomposition from other subband coding methods. Regularity refers to the \smoothness" of the basis functions. The trigonometric functions from Fourier analysis are in nitely di erentiable but the wavelet scaling functions have only a nite number of derivatives. The regularity of the Daubechies compactly supported scaling functions (t) can be increased by increasing the order of the associated low pass lter h 0 (n) 19]. From a signal processing point of view, the regularity of the scaling function is important because (t) is the impulse response of iteratively low-pass ltering and downsampling in the subband structure.
Using scalar quantization and Hu man coding, Rioul 38 ] takes a close look at the importance of regularity. Although a di erent quantization method is used, the results in 38] show the regularity of the lters is an important system characteristic. For a given lter order, it was found that more regular lters gave better performance with the Daubechies lters giving the best performance. Additionally for Daubechies lters, the performance improved as the order of the lters was increased but increasing the lter order beyond 12 did not greatly improve the coding performance.
While the peak SNR used to measure performance in 38] may not be a good measure of image quality, it can be seen that the subjective image quality improves as the lter order and regularity increase. Figure 7 shows the reconstructed images from the HVS-based wavelet decomposition after heavy compression for varying lter order.
D. Comparison of the Three Wavelet Decompositions
The three wavelet decompositions presented in Section III are compared in this section. All of these decompositions give perfect reconstruction if the transform coe cients are not quantized. If the transform coe cients are compressed using the VQ method discussed in section IV.B, artifacts of the quantization can be found in the reconstructed image. These artifacts appear di erently in each of the three wavelet decompositions.
The separable wavelet decomposition is the most common 2-D wavelet decomposition. As discussed in Section III, the rectangular subbands do not match the diamond shaped response of the HVS. When quantization is introduced, there is an additional problem with the separable wavelet decomposition. Since the ltering is applied in the horizontal and vertical directions, the quantization artifacts are also aligned horizontally and vertically, see Figures 8a, 8b, 9a and 9b. Increasing the lter order will reduce the impact of quantization but the artifacts are still oriented horizontally and vertically, the orientations to which the HVS is most sensitive. The original images are shown in Figure 6 .
The non-separable wavelet decomposition addresses the problems found in the separable wavelet decomposition. The diamond shaped subbands are a better t to the HVS diamond shaped frequency response. The sampling pattern alternates between rectangular and quincunx and the orientation of the ltering alternates as well. As a result, quantization artifacts are not oriented in only two directions. Since the quantization artifacts are spread along more directions, they are less noticeable than the separable wavelet quantization e ects which are oriented in only two directions, see Figures 8c, 8d, 9c and 9d . The regularity of the non-separable wavelet decomposition unfortunately cannot be increased as the regularity of the separable wavelet decomposition can be increased.
The HVS-based wavelet decomposition also uses diamond shaped subbands to take advantage of the diamond shaped HVS frequency response. After the rst level, all of the ltering is performed along the diagonals. The quantization artifacts are therefore found to be oriented along the diagonal directions where the HVS is least sensitive, see Figures 8e, 8f, 9e and 9f. The orientation of all the artifacts along two directions, even the diagonal directions, is less desirable than spreading the quantization artifacts in four directions as in the non-separable decomposition. For low lter orders, the non-separable reconstruction images look better than the HVS-based decomposition reconstruction images. But the lter order can be increased easily for the HVS-based decomposition. Increasing the lter order reduces the aliasing and the basis functions used in reconstruction are smoother producing quantization artifacts which are less objectionable and improving the quality of the reconstructed image. For higher lter orders, the proposed HVS-based decomposition reconstruction images look better than the reconstruction images from either the non-separable or separable wavelet decompositions.
E. Comparison with JPEG Compression Method
The JPEG still picture compression method 39; 40] has become an accepted standard. For light compression both JPEG and HVS-based wavelet VQ reproduce the image very well. For moderate compression, blocking artifacts can be seen in Figure 10a and aliasing artifacts are noticeable in Figure 8e . It is di cult to compare the artifacts from the two methods because they are so di erent. Signal to noise ratios and mean square error are not appropriate measures because they do not take into account the properties of the HVS. It is considered here that the blocking artifacts are more visually signi cant than the aliasing artifacts. The loss of high frequency information makes Figure 10b look out of focus at close viewing distances. However, this e ect is decreased as the viewing distance is increased and is eliminated when the viewing distance is increased to the point where the missing frequencies fall outside the passband of the HVS. For heavy compression, JPEG loses much of the image information as the number of quantization levels is reduced and the blocking effect takes over, Figure 10b . Most of the high frequency information has been lost in the HVS-based wavelet VQ reconstructed image, shown in Figure 9e , but the low frequency information has been preserved. The image is degraded but not as severely as the JPEG image because the bit allocation method puts more degradation in the frequency regions where the HVS is less sensitive. The main advantage of JPEG, it is relatively cheap compared to the wavelet/VQ method, is due to the existence of a fast DCT algorithm and the use of scalar quantization rather than the more expensive VQ method.
For relatively high bit rates, ( 0:9 bpp), both JPEG and HVS-based wavelet VQ produce high quality images with the JPEG picture looking slightly better. As the bit rate is decreased, the JPEG image degrades more quickly than the wavelet VQ image. The HVS-based wavelet VQ method performs slightly better than the JPEG method at moderate ( 0:45 bpp) bit rates and much better at low ( 0:15 bpp) bit rates.
V. Conclusion
An overview of important properties of the HVS was provided. Existing separable and non-separable wavelet decompositions were discussed and a new HVS-based wavelet decomposition was introduced. A technique for VQ of wavelet transform coe cients with bit allocation based on useful properties of the HVS was described. This quantization was used on the three wavelet decompositions under study and the proposed HVS-based wavelet decomposition had the best reconstruction of a compressed image. The proposed HVS-based wavelet decomposition was also found to be superior to JPEG at low bit rates and comparable to JPEG at higher rates.
