We show that solutions of nonlinear nonlocal Fokker-Planck equations in bounded domains with no-flux boundary conditions can be approximated by the Cauchy problem in the whole space with a strong confining potential outside such domain. Two different approaches are analysed in the L 2 and the L 1 settings, making crucial use of L 2 energy functionals and free energy functionals respectively. In both cases we show that the problem in a bounded domain can be seen as a limit problem in the whole space with a suitably defined sequence of increasingly strong confinement potentials.
Introduction
In this paper, we consider a nonlinear Fokker-Planck equation of the form ∂ t u = div [∇φ(u) + u∇V 0 + u∇(W * u)] , x ∈ Ω, t > 0,
where u(x, t) ≥ 0 satisfies no-flux boundary conditions on a bounded and connected domain Ω ⊂ R d of class C 2 , and a suitable initial condition that we will specify later. The function φ(·) represents nonlinear diffusion, W is a symmetric interaction potential, and V 0 is an external potential.
Equation (1) is often used to describe a system of interacting particles at the macroscopic level and explain how individual-level mechanisms give rise to population-level or collective behavior. Systems of interacting particles play a key role in many physical and biological applications, including granular materials [1, 2] , self-assembly of nanoparticles [3] systems [4] , ionic transport [5] , cell motility [6] , animal swarms [7] , pedestrian dynamics [8] , and social sciences [9, 10] . For example, equation (1) with φ = u and W = 0 can be used to describe a system of noninteracting Brownian particles under the influence of an external field V 0 , representing a chemical concentration in the case of chemotaxis. Deviations from Brownian motion, such as in the case of transport through porous media, can be modelled changing the diffusion term to φ = u m with m > 1. Interactions between particles may arise in the macroscopic model in two forms: either as a modification of the diffusion term φ, for example φ = u + βu 2 , or as a nonlocal convolution. The former typically arises from short-range repulsive interactions between particles (such as excluded-volume interactions) [11, 12, 13] , whereas the latter is used to model long-range attractive-repulsive interactions (such as electrostatic or chemoattractive interactions) [12, 14, 15] .
The goal of this paper is to understand how the solutions of (1) in the bounded domain Ω relate to the solutions of the following equation in the whole space, as k → ∞:
where the confinement potential is fixed in the bounded domain, i.e. V k (x) = V 0 (x) for x ∈ Ω and it becomes stronger outside Ω as k → ∞.
In particular, we consider a potential V k of the form depicted in Figure 1 (see Definition 2) . The parameter k determines the level of confinement (k → ∞ for an infinite confinement). Our aim is to control the behavior of the solution u k to (2) when V k becomes a strong confinement potential outside Ω. More precisely, we show that infinite confinement is equivalent to solving equation (1) in a bounded domain with no-flux boundary conditions for certain class of initial data supported in Ω.
Our approximation by strong confinement has not only a theoretical interest but also a practical added value from the numerical viewpoint. Sometimes solving (1) in a bounded domain is hindered by the geometry of Ω. The strong confinement approximation is potentially useful to approximate numerically problems of the form (1) by problems in the whole 2 space (2) in square geometries large enough for the domain of interest. Solving in cartesian grids is always much easier than producing good meshes for the approximated domains. Problem (1) is sometimes referred to as aggregation-diffusion equation or drift-diffusioninteraction equation and it has been recently studied by different authors. Free energy methods have been employed in the study of long time asymptotics to nonlinear nonlocal Fokker-Planck equations in [16, 17] . A complete treatment of gradient flows in the Wasserstein sense is given in [18] , initiated for the linear Fokker-Planck equation in [19] . A comparison of the classical energy methods with respect to the free energy approach can be found in [20] . Many results concerning convergence to equilibrium can be found in particular cases [21, 22, 23, 24] with or without diffusive terms. For classical results on parabolic equations we refer to [25, 26] and more recent results on well-posedness for the aggregation-diffusion equations are presented in [27] . For related results concerning drift-diffusion equations for semiconductors we refer to [28, 29] .
The paper is organized as follows. In Section 2 we introduce the key definitions and give an outline of the main results. Section 3 is devoted to the special cases in which φ(u) = u or W = 0, and the problem is treated with classical energy methods in the L 2 setting. We consider the fully nonlinear nonlocal problem in the L 1 setting by free energy methods. Finally, we conclude in Section 5 with some numerical examples illustrating the main results of this paper together with some numerical exploration for initial data supported outside the confined domain Ω.
Outline of the results
Let us consider the nonlinear nonlocal Fokker-Planck equation with confinement potential V and interaction potential W given by
We denote by Q T the space
The main results of this work are obtained under two different set of assumptions on the potentials V , W , the nonlinearity on the diffusion φ, and the initial data. We will label them as the L 2 setting and the free energy setting. Assumption 1 (L 2 setting).
and, without loss of generality,
and, without loss of generality, we also assume V ≥ 0. 4. φ ∈ C 1 ([0, ∞)) has the form φ(s) = s + σ(s), φ(0) = 0, and is increasing. Moreover, there exist constants µ > 0 and b ≥ a ≥ 1 such that
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In the L 2 setting, weak solutions to (3) are defined as follows.
Definition 1 (L 2 solution). Suppose that Assumption 1 holds. We say that u is an L 2 weak solution of (3) if
and, for all test functions
The initial datum is satisfied in the L 2 sense.
We now define the sequences of confinement potentials associated to a fixed confinement potential V 0 ∈ W 1,∞ (Ω), V 0 ≥ 0, that we will use in section 3.
Definition 2 (Sequence of potentials, L 2 setting). We define the following sequence of potentials
where Ω k is an extended domain around Ω,
so that Ω k ց Ω as k → ∞, and ψ k is a suitable C 1 extension of V .
Our main result in the L 2 setting concerns the convergence of the sequence of solutions u k , which are defined in R d , to a limit function u that solves a problem in the bounded domain Ω.
. Assume that the hypotheses 1 are met and that one of the following conditions is satisfied: either φ(s) = s or W = 0. Consider a solution u k of the Cauchy problem (3) in the sense of Definition 1 with V = V k satisfying the conditions in Definition 2. Then u k converges for k → ∞ to a function u satisfying
for all η ∈ H 1 (Ω), i.e., to a solution of the Cauchy problem to (1) with no-flux boundary conditions and initial data u 0 .
Remark 1 (Convolution on a bounded domain). Given f : Ω ⊆ R d → R, we use the following convention:
Under a slightly different set of assumptions (Assumption 2), it is possible to obtain a convergence result analogous to Theorem 1 in a new setting. Notice that we do not assume boundedness or decay V and W at infinity, but only local regularity. The initial datum can also be unbounded as we only assume non-negativity and integrability. The key ingredient is the gradient flow structure of equations (1) and (2) . We denote the 2-Wasserstein space of probability measures by P 2 (R d ) endowed by the 2-Wasserstein distance d 2 .
Assumption 2 (Free Energy setting).
is symmetric and, without loss of generality,
and we assume that V ≥ c|x| 2 for |x| → ∞ and for some c > 0.
has the form φ(s) = s + σ(s), φ(0) = 0, and is increasing. We suppose that there exist constants µ > 0 and b ≥ a ≥ 1 such that (4) holds.
Definition 3 (Free energy solution). Suppose that Assumption 2 is satisfied. We say that
and, for Θ(u) = u 0
drds, it is a gradient flow in P 2 (R d ) for the entropy functional:
In section 4 we will consider the following sequence of potentials.
Definition 4 (Sequence of potentials, free energy setting). We define the following sequence of potentials
, and ψ k (x) is a C 1 interpolant between the values of V 0 on ∂Ω and ζ k outside Ω k .
Theorem 2 (Main result -Free energy setting). Assume that the hypotheses 2 are met. Consider a solution u k of problem (3) in R d in the sense of Definition 3 with V = V k satisfying the conditions in Definition 4. Then u k converges for k → ∞ to a function u satisfying the following weak formulation in Ω:
and the limit function u is a solution of (3) in the sense of Definition 1.
Linear Fokker-Planck equation
We begin with the simplest case with non-interacting particles (W = 0, φ(s) = s); in this setting it is possible to work in an L 2 setting.
Lemma 4 (Energy identity and boundedness). Consider the scalar equation
For every weak solution of problem (9) (in the sense of Definition 1) the following identity holds
for a.e. T > 0. In addition, u has exponential tails in L ∞ (Q T ) in the following sense
for a fixed m ≥ 0.
Proof. We test the equation against ue V . We obtain
Integrating the left-hand side of (12) in time, we deduce
Using integration by parts in the right-hand side of (12) we get
Collecting terms yields
as required. In order to prove boundedness, we consider the functionũ = ue V . Let us rewrite equation (9) in terms ofũ:
We integrate the equation above against the test function (ũ − m) + :
Notice thatũ(0) = u 0 e V , thus the right-hand side in the equality above vanishes. This means thatũ(t) ≤ m for a.e. (t, x) ∈ Q T and the proof is complete. 
Proof. It is a direct consequence of (11) (recalling that V k → ∞ on Ω c k ).
Nonlocal Fokker-Planck equation
Here we consider the extension of the previous linear case to include a nonlinear interaction potential W . Lemma 6 (L 2 energy estimate, case φ(s) = s). Let u = u k be a weak solution of problem (3) with φ(s) = s and V = V k given by Definition 2. Letū 0 be the (constant) mass of u. In addition, recall that supp(u 0 ) ⊂ Ω. Then we have
Proof. We are going to use u exp(V ) as our test function.
Using Gronwall's lemma we obtain
as announced.
Remark 2. Unlike in the linear case, boundedness of (weak) solutions is not so straightforward. It can be shown arguing as in [26] , Chapter 3, Theorem 7.1 or in Stampacchia, [30] .
Since we do not need boundedness in our analysis, we do not discuss it further.
Nonlinear local Fokker-Planck equation
In the case of nonlinear diffusion, we generalize the familiar procedure often used to obtain energy estates and we introduce a new quantity, indicated by P (u), which coincides with u in the linear case.
Lemma 7 (Energy inequality, W = 0). Let u be a weak solution the following equation
where φ(s) = s + σ(s) satisfies Assumptions 1. Then:
for a.e. T > 0, with
and
Proof. First of all, we notice that
We test equation (27) against e V P (u) and we obtain
Considering the left-hand side of (16), we deduce
where Q is a primitive of P . Notice that, since P (u) > 0, Q(u) is increasing and we can choose Q(0) = 0. Using integration by parts in the right-hand side of (16) results into obtain
Collecting terms we finally conclude that
Remark 3. Notice that, thanks to Assumption 1 (point 4), we have
for any s ≥ 0 and some given µ > 0, a ≥ 1. From the definition of P , for u ≥ 0, we obtain
consequently, P (u) is well defined and, using the lower bound just obtained, we observe that it satisfies ). It follows that, for any u ≥ 0,
In addition, notice that since P (u) ≥ c(µ, a)u, we also have
These facts will be useful in the proof of Theorem 1, providing useful lower bounds for the left-hand side of inequality (15) .
We are now going to exploit the properties of the function Q in order to obtain a bound in L p . First, we need the following simple result.
The following inequality holds for any s > 0:
Proof. Maximizing the function s p−1 exp(−s) we obtain the optimal value for θ p,a , which is attained at s = p − 1 and hence θ p,a = p−1 ea
Corollary 9 (L p estimate). Under the hypotheses of Lemma 7, for any 1 ≤ p < ∞ and θ p,a as in Lemma 8, it holds
Proof. The result follows combining the inequalities (15), (18) and (19) .
Remark 4.
Notice that the term div(u∇V ) can be generalized to the form div(α(u)∇V ), where α is such that α(s) = s(1 + ρ(s)) and there exists a constant µ ∈ [0, 1) such that
In this case we can define P as follows:
and we can obtain a result analogous to Lemma 7.
Proof of Theorem 1
We are going to present the two cases separately (i.e. W = 0 or φ(s) = s).
Remark 5. Suppose that the function ue V /2 belongs to L 2 (0, T ; H 1 (Ω)), then u belongs to the same space. Indeed ∇(ue V /2 ) = e V /2 (∇u+u∇V /2) and we know that u ∈ L ∞ (0, T ; L 1 (Ω)) and that V ∈ W 1,∞ (Ω).
Proof of Theorem 1, case φ(s) = s. The weak formulation (5) gives us
for all test functions η ∈ H 1 (R d ). Let us treat the case φ(s) = s first. We notice that, from the energy inequality (13) ,
is bounded from below, we also have that u k belongs to the same space (see Remark 5) . We divide R d into three parts, namely Ω, Ω c k and Ω k \ Ω. Consequently, we split (22) as
We want to show that all terms but I Ω and J Ω vanish in the limit k → ∞. Then I Ω + J Ω will characterize the limit problem defined in Ω.
• I Ω : Restricting our attention to I Ω , from (13) we obtain
This implies that
uniformly in k (notice that V is bounded and sufficiently smooth). Hence we can extract a subsequence u kn that converges weakly in L 2 (0, T ; H 1 (Ω)) to a limit denoted by u. By compactness, u kn converges strongly in L 2 (Ω T ) as well. To simplify the notation, in what follows we write u k instead of u kn . In particular, thanks to the strong convergence of u k in L 2 , we have
Thus we have obtained
as k → ∞.
• I Ω c k : Considering I Ω c k and using again (13), we have
and therefore, for k → ∞, we have that
• I Ω k \Ω : It remains to be checked that I Ω k \Ω also vanishes. Once more, from the energy identity (13), we obtain
• J Ω : The sequence u k converges weakly in in H 1 (Ω) to a limit u, hence
• J Ω • J Ω k \Ω : The integral J Ω k \Ω goes to zero because the integrand is uniformly bounded in L 1 (thanks to the conservation of mass) and |Ω k \ Ω| → 0.
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The weak formulation we obtain in the limit is the following:
Notice that the initial datum is still satisfied in the L 2 sense and that since the test function can be any element of H 1 (Ω) this implies that no-flux conditions on ∂Ω are implicitly enforced. It is easy to see that the initial datum is satisfied in the L 2 sense.
Proof of Theorem 1, case W = 0. We now consider the case W = 0 (and φ generic). We can repeat all the steps above using the energy inequality (15) instead of (13) . This is natural once we have observed that the quotient
≥ c(µ, a) for any u ≥ 0, see Remark 3. In particular, from (15), Remark 3 and recalling that Q(0) = 0, it follows that
We now proceed as in the proof of the case φ(s) = s, in the sense that thanks to inequality (26) we can prove that, up to a subsequence, u k converges to 0 outside of Ω and it converges strongly in L 2 (Q T ) (hence almost everywhere) and weakly in L 2 (0, T ; H 1 (Ω)) to a function u satisfying the limit weak formulation (7).
We do not treat the most general case in the present section since it is not clear how to obtain a suitable energy estimate that is uniform with respect to k. However, the general equation can be studied using entropy techniques as shown in the next section.
Analysis via free energy estimates
Let us consider the full problem with the nonlocal term
We consider a solution u k to (27) when V = V k given in Definition 4. We have to prove that u k exists and is unique and that the sequence u k converges to u solving problem (3) in Ω. The steps involved are:
1. finding bounds independent of k, 2. showing that u k → 0 outside Ω. 3. passing to the limit in the weak formulation.
The following well-posedness result has been proven in [18] , Theorem 11.2.8.
Theorem 10 (Existence and uniqueness of solutions). Suppose that V and W are strictly convex. For every
, and, for all T > 0,
Remark 6 (Existence theory). Since u ∈ P 2 (R d ), the solution could a priori be a probability measure without density. In this case, in order to avoid the abuse of notation in (28), we should understand the integration with respect to u itself (instead of the Lebesgue measure). For further results concerning existence, uniqueness and asymptotic properties of gradient flow/free energy solutions, we refer to [18, 17] .
4.1.
Step 1: bounds for u k Lemma 11. Let u = u k be a weak solution of problem (27) and let Assumption 2 hold. Problem (27) is a gradient flow for the following associated free energy functional
More specifically we have
where
Moreover, we have that, for a.e. t ≥ 0, u k ≥ 0 and
Proof. Identity (29) is obtained differentiating E[u(t)] with respect to time and noticing that equation (3) can be rewritten as follows:
See for example Chapter 11 in [18] for further details.
Remark 7. Note that the estimates for the L 1 norm and for the free energy are uniform with respect to k and t.
We now state a useful technical Lemma, for its proof we refer the reader to [31] .
Lemma 12 (Carleman estimate [31]). Consider two functions
Recall that (f (x)) − = max{0, −f (x)}. Thanks to Lemma 12, we obtain a bound that takes into account the negative part of u k log u k .
Lemma 13. Let u k be the solution to (27) when V = V k is given by (6) . Then the following inequality holds
where C 0 is a constant depending on Ω, u 0 and V 0 only, given by
Additionally, we have that
Proof. First we consider the case φ(s) = s. In order to use the entropy inequality of Lemma 11, we have to ensure that the term involving u k log(u k ) is non-negative. We have
In order to estimate the negative part of u k log u k we will use Lemma 12 with ρ = u k and γ = 1 2 V k (notice that R d V k u k dx is bounded but we do not know that the bound is uniform in k at this stage). More specifically we have
and, in turn,
The general case with a nonlinear diffusion φ(s) can be treated in an analogous way, after observing that, from (4),
for s > 0. Therefore φ(u) = u log u + Ξ(u) is convex with respect to u and defines a suitable entropy part of the free energy. In addition, all the terms involving
that appear in the generalization of the previous computations are automatically non-negative.
Remark 8. Notice that the assumption W ≥ 0 is not restrictive and the same argument applies if W has a lower bound, in particular
The following estimate will be used extensively in the next subsection. Corollary 14. Let u k be the solution to (27) when V = V k is given by (8) . Then the following estimate (uniform in k) holds
where C 0 is specified in Lemma 13.
Proof. It is a direct consequence of (29) and (32).
Step 2: passage to the limit and proof of Theorem 2.
Similarly to what we did in the L 2 case, we consider the weak formulation (22) and we divide R d into three parts, namely Ω, Ω c k and Ω k \ Ω. Consequently, we split the weak formulation as
for any test function η ∈ C ∞ 0 (Q T ). Here we have defined
Below we show that all terms except I Ω and J Ω vanish in the limit k → ∞. Then I Ω + J Ω will characterize the limit problem defined in Ω.
• I Ω : First, we restrict our attention to I Ω . We notice that restricting (34) in Ω we have
Hence, we have that
. We now proceed to show that the last two terms in this expression are bounded in L 2 (Ω T ). We deduce
Now we rewrite the diffusion terms as
Recalling that σ ′ ≥ 0 and combining (36), (37) and (38), from (39) it follows that that
. Therefore we can extract a subsequence (still denoted by u k ) that converges strongly in the same space, i.e.
We now rewrite I Ω as follows
and we notice that the integrand is the product of a strongly converging sequence and a weakly converging sequence in
Furthermore, again combining (36), (37) and (38), it follows that F = ∇φ(u)+u∇V 0 + u∇W * u and • I Ω k \Ω : We now check that I Ω k \Ω also vanishes. Indeed we have
The second factor in the right hand side is bounded by the Lemma 14. The first factor is bounded and converges to zero as k → ∞ using the following argument. By Jensen's inequality we obtain, for a region R such that |R| < 1,
We use this inequality with R = Ω k \ Ω and g = u k . Recalling that |Ω k \ Ω| → 0 as k → ∞ we obtain the desired result, I Ω k \Ω → 0.
• J Ω : Up to a subsequence, u k converges weakly in L 1 (Ω) to a certain function u, hence • J Ω k \Ω : The integral J Ω k \Ω goes to zero because the integrand is uniformly bounded in L 1 (thanks to the conservation of mass, see Lemma 3) and |Ω k \ Ω| → 0.
Thanks to (42) and (44), the weak formulation we obtain in the limit is
Notice that since the test function can have arbitrary values on ∂Ω, the no-flux conditions on ∂Ω are implicitly enforced. We now show that initial datum is satisfied in P 2 (R d ). To do so, we use the characterization of P 2 (R d ) convergence given in Proposition 7.1.5, p. 154 in [18] . In particular, the the second moment R d u k |x| 2 dx is bounded uniformly (V k (x) ≥ c|x| 2 at infinity) and the so-called narrow convergence is implied by the L 1 bounds obtained in (33), (40) and (43). We deduce that u k converges to u in P 2 (R d ) as well. As a consequence, we obtain that the initial datum is satisfied in the P 2 (R d ) sense, indeed, since our L 1 bounds are uniform in time, we have that Proof. Almost all the results above remain unchanged, in particular it is straightforward to see that u k converges to 0 in the complement of Ω. Therefore, the only steps that are not obvious concern the passage to the limit in the term I Ω in the proof of Theorem 10. More specifically, we have to obtain strong L 1 convergence in Ω finding an alternative to (39). Since, by assumption, σ(s) ≥ s a for some a > 1, the entropy satisfies the inequality
We know that ∇ξ(u k ) is bounded in L 2 (Ω), hence, by compactness, the sequence ξ(u k ) converges toξ a.e. (t, x). Notice that ξ is monotone and sufficiently regular, thus u k converges a.e. as well. Combining this fact, inequality (45) and uniqueness of weak limits we obtain strong L 1 convergence of u k to a weak solution u for k → ∞.
Remark 9 (Moments). We have used the hypothesis of quadratic growth of V at infinity only to ensure that the second moment R d u k |x| 2 dx is bounded and therefore that the initial datum is satisfied in P 2 (R d ). It is possible to make less restrictive assumptions, for example, if V grows linearly at infinity we get control over the first moment and the initial datum is satisfied in P 1 (R d ).
Numerical exploration
We will now illustrate our main results on the approximation of no-flux boundary value problems by large confinement with some numerical results. Here, we make use of a numerical scheme with excellent properties such as semidiscrete free energy decay, and positivity under a CFL condition. The numerical scheme is based on a finite volume discretization with upwinding and second order reconstruction, We refer to [32, 33] and the references therein for further details. This numerical strategy has been successfully used in many similar gradient flow type equations and systems [34] , and it has been recently generalized to high order DG-approximations in [35] . All our numerical results are obtained with the original second-order version in [33] . In the next subsection we will showcase our results in one dimension and then we will explore the behavior of the solutions when the initial is not necessarily supported on the limiting domain. Finally, the last subsection explores these issues in two dimensions.
One-dimensional examples
We first run simulations of the one-dimensional problem, with Ω = [−1, 1] and a computational domain B = [−4, 4] (we choose B large enough so that its size does not affect the solution in Ω). In Figure 5 we consider an example with the same initial condition u 0 and potential V 0 for all three cases (linear FP, nonlinear local FP and nonlinear nonlocal FP) so that we can compare the effects that the different terms have in the solution. We consider a simple case with no external potential in Ω, V 0 = 0 (see Figure 5(a) ) and initial data u 0 = χ [−1,−0.7]∪[0. 7, 1] . Figures 5(b-d) show the solutions u k at T f = 0.2 and for k = 1, . . . , 10 (colored lines) and the limit problem solution u (thick black line) in the linear, nonlinear, and nonlocal cases, respectively.
For our final one-dimensional simulation, we consider a case (not allowed in our analysis) where part of the support of the initial data u 0 lies outside Ω = [−1, 1]. In particular, the initial condition for u k is:
with σ = 2 and where C is a constant such that B u 0 dx = 1. The initial condition for the limit problem is u 0 constrained in Ω and the mass that lies outside Ω placed on the x = ±1:
u 0 dx and M r = 4 1 u 0 dx. We consider again a zero external potential, V 0 = 0 (Figure 6(a) ), and linear diffusion, φ = u and W = 0. Figure 6(b) shows the solutions u k at T f = 2 for k up to 10, and the solution of the limit problem u. We observe nice convergence as k increases, see Figures 6(c) and (d) . Figure 7 shows the dynamics up to t = 1 of the limit problem, a weak confinement case (k = 2) and a strong confinement case (k = 10). PSfrag replacements (a) Norm between u and u k in Ω at t = T f (circles) and norm of u k in B \ Ω at t = T f (asterisks). g replacements PSfrag replacements (a) g replacements PSfrag replacements (a) g replacements PSfrag replacements (a) PSfrag replacements (a) (b) (c) ag replacements 
Two-dimensional examples
In one dimension it seems reasonable to say that (47) is the only way to move the initial mass outside Ω towards ∂Ω. This would imply the convergence towards a unique limit problem regardless of the confining potential V k . However, it is not clear if the same would hold true in higher dimensions, where there are multiple ways of transporting mass from outside Ω to ∂Ω. For example, suppose that Ω = {x ∈ R 2 : |x| ≤ 1}. Then among many options, the mass could be sent to |x| = 1 radially or proportionally to the strength of V k .
To explore what happens when the initial data has support outside Ω in two dimensions, we consider the square domain Ω = [−1, 1] 2 and B = [−4, 4] 2 . Again for simplicity we work with the linear problem, setting φ = u and W = 0, and also V 0 = 0. We choose
2 , with L k = 1 + 1/k. We consider four scenarios, combining the cases when the initial datum u 0 and/or the confinement potential V k are radially symmetric or not. As a radially symmetric initial data we use the following volcano-shaped function (see Figure  8 (a))
where C is a normalization constant (so that u 0 has unit mass in B) and r = x
2 . As a non-radially symmetric initial data we use (see Figure 8 (b))
where C is again the normalization constant. We use two methods to transport the initial mass from outside Ω to its boundary. The first method consists of sending the mass perpendicular to ∂Ω and accumulate at the corners of ∂Ω all the mass in the regions {|x 1 | > 1 and |x 2 | > 1}. The resulting initial conditions u 0 for the limit problem corresponding (48) and (49) are shown in Figures 8(c) and 8(d) respectively. This method leads to a concentration of mass at the four corners of Ω. The second method consists of transporting the mass radially from the origin. Specifically, if 
∈ Ω, then we compute θ ij = tan −1 (x j , x i ) (we use the fourquadrant inverse tangent, atan2 in Matlab) and send the mass U ij 0 to the grid point on ∂Ω whose angle is closest to θ ij . The initial conditionsū 0 for the limit problem corresponding to (48) and (49) and computed using the second method are shown in Figures 8(e) and 8(f) respectively.
For the confinement potentials, we use
∈ Ω for the radially symmetric case and V k (x) = k +r 2 − L 2 k withr = [1 + sin(x 2 /r)/2]r for the non-radially symmetric case.
We run a simulation for a short time, T f = 0.01, and the symmetric initial data (48) comparing the solution u k in B for k = 25 and using either a symmetric or asymmetric confinement potential V k with the solution u to the limit problem in Ω with initial dataū 0 prescribed using one of the two methods described above.
We observed that the simulation results are not particularly sensitive to the shape of the confinement potential (symmetric or asymmetric), and little sensitive to the method of transporting the mass of u 0 from outside Ω to ∂Ω (see Figure 8 (c) for method 1 and (e) for method 2). The first transportation method (moving mass perpendicular to ∂Ω) leads to a smaller difference at all times, but this could be determined by the choice of Ω and its discretisation. Such insensitivity is somewhat counter-intuitive since, in dimension greater that one, we would expect the limit problem to vary depending on the choice of the confinement potential, and in particular on the way it diverges to infinity outside Ω. Figures 9 and 10 show the results of two-dimensional simulations, still with Ω = [−1, 1] 2 , for a more extreme case. In particular, we compare a simple confinement potential (without buffer zone and quadratic outside Ω) and the following potential: 2 , initial condition u 0 = C exp(−|x|/2) with C normalisation condition and zero potential inside Ω, V 0 = 0. We look at the behaviour as k increases (we solve for k = 5, 10, 15, 20) and very short times (t = 0, 0.001, . . . , 0.01).
In Figure 9 we show the two confinement potentials for k = 20 and their respective solutions at t = 0.01. In Figure 10 we plot the value of the solutions at the various times for the different k along ∂Ω, parameterised with arc length s (starting from x = (1, 1) and going round clockwise). The lines corresponding to the two potentials seem to slowly converge to the same profile as the parameter k increases. In conclusion, our numerical simulations did not give a clear indication in terms of (non-)uniqueness of the limit problem for k → ∞ and therefore we formulate the following conjecture:
Conjecture. Let d ≥ 2 and suppose that the hypotheses of Theorem 1 (resp. Theorem 2) are satisfied, but assume that supp(u 0 ) Ω. Consider a solution u k of the Cauchy problem (3) in the sense of Definition 1 (resp. Definition 3) with V = V k satisfying the conditions in Definition 2 (resp. Definition 4). Then the sequence u k does not converge to the solution of a unique limit problem for k → ∞. In fact, as k → ∞, the mass outside Ω (namely Ω c u 0 dx) accumulates on the boundary ∂Ω, resulting in a singular, measure-valued initial datum of the form u 0 Ω + M ∂Ω , where M is a non-negative measure concentrated on ∂Ω. The measure M is not uniquely determined and it can vary depending on the properties of Ω, u 0 and the sequence V k .
