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Abstract 
Parameterization of bats' echolocation signal is essentially based on determination of spectral power density by means of the 
classic Fourier transform FFT. This study presents an alternative solution in this area of research, that is parametric and non-
parametric modelling of short-time signals. The above mentioned methods are based on modelling of white noise with the use of 
digital filters the transmission of which was set in a way that allows the output signal to be as close to the modelled signal as 
possible. Proper selection of parameterization method — MA (Moving Average), AR (Autoregressive), ARMA (Autoregressive 
Moving Average), in respect of the character of signal spectrum (line spectrum, noise) maximally reduces the number of filter 
coefficients and improves the accuracy of bat's signal modelling. The work also presents the possibility of using the suggested
parameterization methods in automatic species identification. 
PACS: 43.60+d; 43.80.+p; 43.64,Tk; 43.80.Ka 
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1. Introduction to bats’ echolocation signals 
Bats' echolocation signals are usually frequency modulated ultrasonic impulses generated in the bat larynx (see 
paper [4]). Characteristic features (described in paper [17]) of analyzed signals are presented below: 
 signal duration [ms], 
 maximum energy frequency [kHz], 
 harmonic frequencies [kHz], 
 maximum frequency [kHz], 
 minimum frequency [kHz], 
 frequency modulation type (linear, hyperbolic, exponential, other). 
Proper database of bats' signals and calculation above-mentioned signals parameters allows built non-invasive, 
acoustic, automatic bats' species recognition system. One of the automatic species recognition problems is signal 
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parametrization, which means specifying individual features of bat contained in its signal. In connection with small
number of parameters proposed method perhaps contribute to improve accuracy of the bats' individual features
recognition. Some problems of acoustic species recognition methods are described in papers [2],[13],[16].
2. Material and methods 
2.1. Bats’ sonar signals database
Bats' sonar signals database was created in Lower Silesia in Poland at the turn of year 2007 and 2008. Bats’
echolocation signals were registered with use of Pettersson D240x Time-Expansion meter and UltraSoundGate
Avisoft Bioacoustic high resolution registration system. The differences between registration systems are described
in paper [3]. Signals of following bats' species were used for digital signal processing analysis:
 Nyctalus noctula,
 Myotis daubentonii,
 Myotis mystacinus,
 Pipistrellus nathusii (see Fig.1).
 All signals were filtered with second order, high pass Buttterworth filter with cutoff frequency at 15 [kHz].
Fig.1  Pipistrellus nathusii bat 
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2.2. Digital signal processing algorithms
To modelling echolocation signals and estimation of power spectrum density classic non-parametric digital
signals processing methods based on DFT and alternative parametric methods based on white noise modeling were
used.
2.2.1. Traditional nonparametric methods
Traditional periodogram is given by equation
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Modified periodogram (Welsh method given by formula)
 
21
1
0
1
20
0
( )
1
( )
N
j n
K
nj
x N
k
n
x n kN w n e
P e
K w n

 :

 :

 
 
§ ·
¨ ¸
¨ ¸ ¨ ¸
¨ ¸¨ ¸© ¹
¦
¦
¦
 (2)
were w(n) is time window function multiple by signal. The main disadvantage of the all non-parametric methods
is fact that PSD transform resolution increases with the length of the time series therefore they are ineffective for 
short data vectors.
2.2.2. Parametric modelling
The parametric signal modelling methods could be divided into transmission methods: AR (Autoregressive), MA
(Moving Average), ARMA (Autoregressive Moving Average) described in papers [8],[9],[12],[15], Prony’s method,
Schur method (see papers [10],[11]) and subspaces methods: Pisarenko, MUSIC (Multiple Signal Classification),
EV (Eigen Vector), MN (Minimum Norm), ESPRIT (Estimation of Signal Parameters via Rotational Invariance
Techniques).
2.2.3. Parametric modelling AR, MA, ARMA
The idea of parametric modelling is presented in the Fig. 2. 
Fig.2  Parametric signal modelling block diagram e(n)-white noise, x(n)- analyzed signal, y(n)-estimated signal. 
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The noise modeling filter equation is given by formula
  0( ) ( )
q
k
k
k
b z
Y z B zH z
1
( ) ( )1
p
k
k
k
X z A za z
 
 ¦
      210 1
0
0

 

   
¦
, (3)
The modeling is based on calculating linear transmission system coefficients (see eq. 3). The main purpose is to
accomplish the minimum of mean square error between signal x(n) and its estimation y(n) (see. Fig.2). The
condition mentioned above will be fulfilled only when the complex spectrum of the linear system driven by white
noise is equal to the spectrum of the analyzed signal.
2.2.4. AR modelling
Autoregressive modelling is simplified to calculating Youle-Walker equation given by formula (4). As a result of
calculation the model parameters (a1… ap, white noise variance ıs) are obtained.
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The Power Spectrum Density calculated by the AR method is given by formula:
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2.2.5. MA modelling
On the basis of the equation (3) and an assumption a1… ap=0 (numerator only) the coefficients of Moving 
Average Bk = h(k) where h(k) is the linear system impulse response. The Power Spectrum Density calculated by the
MA method is given by equation:
, (6)
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It is important to notice that the PSD obtained by MA method is equal to PSD estimated by Blackman-Tukey
method with rectangular windowing.
2.2.6. ARMA modelling 
The main purpose of Autoregressive Moving Average model calculation is to find denominator and numerator
coefficients of the model. It is realized in three stages:
1) solving the equation (7) for M >p+q,
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2) x(n) signal filtering by AR model based on a1… ap coefficients calculated using stage 1,
3)  estimation of  MA model for filtered signal.
The Power Spectrum Density calculated by the MA method is given by equation:
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3. Results of analysis
Digital signal processing algorithms presented in sec. B.2 were applied to analysis of bats’ signals from the
database. The results of signals PSD estimation and feature extraction are presented in sec. C.1 and C.2. 
3.1. Power Spectrum Density function estimation
In the Fig.3. results of analysis by traditional DSP methods (see sec. B.2.1) are presented.
Hard smoothing of PSD function can be observed In case of Welch method analysis. It is caused by averaging
periodograms and multiplying signal by time window which corresponds to convolution of window spectrum and
signal spectrum in the frequency domain.
Fig.3  Classic periodogram (red) and Welch method (violet) 
PSD estimation of Nyctalus Noctula bat echolocation signal
Fig.4 Autoregressive and Autoregressive Moving Average
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sampled at 250 [kHz] sampling frequency. PSD estimation of Nyctalus Noctula bat echolocation signal. 
In the Fig.4. Autoregressive and Autoregressive Moving Average modelling of bat’s signal for different values of
signal to noise ratio are presented.
For small signal to noise ratios Autoregressive model shifts the PSD maxima in frequency. It is caused by fact, 
that the AR algorithm is dedicated to line spectrum modeling in spite of the poles of transfer function. The second
reason of the maximum energy frequency shifting is that AR (ARMA) algorithm is based on the mean square error
between the x(n), and y(n) signals minimalization (see. Fig.2).
3.2. Calculating AR and ARMA models for automatic species recognition
For automatic bats’ species recognition system  some vectors of AR and ARMA models parameters were created.
The signals from signal database (see. sec. B.1.) were used in this calculations. 10-th order AR and ARMA
parametrization methods were tested for the 20 signals of each species of bat. The mean AR and ARMA models
coefficients and their standard deviations are showed in the Fig.5÷Fig.7. 
Fig.5 Autoregressive 10-th order model mean coefficients
obtained from four bat species. 
Fig.6  Autoregressive Moving Average 10-th order model
mean numerator coefficients obtained from four bat species.
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Fig.7 Autoregressive Moving Average 10-th order model mean
denominator coefficients obtained from four bat species. 
4. Conclusion
On the grounds of the performed studies and the obtained results the parametric modelling of short time series is 
an alternative method of power spectrum estimation and signal parametrization..
On the basis of the literature review and results obtained in the analysis the ARMA model fits better noisy signals
than the AR method.  In spite of better frequency resolution the AR model shifts the PSD spectrum in the frequency
domain for different levels signal to noise ratio. ARMA modeling is a compromise between some selective features
extraction e.g maximum energy frequency and calculating N-point DFT (Digital Fourier Transform). Another
benefit of ARMA model is the greater diversity of the calculated coefficients for different species of bats. This fact
simplifies the problem of classification of individual features of bats. It should be highlighted that the model
coefficients are only the part of the classified vector of data. Some other parameters of signals that are the used in 
classification are described in the papers [5],[6].
Wider knowledge of bats’ echolocation signals and their specific features can result In development o fair
operating navigation devices, the functioning of which can be based on bio-echolocation mechanisms.
Scientific research in the field of  airborne echolocation mechanism and advanced digital signal processing are
being conducted all over the world by many scientific groups (see papers [1],[7],14]).
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