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METHODS IN HIGHER FORCING AXIOMS
Abstract. Methods of Higher Forcing Axioms was a small workshop in Nor-
wich, taking place between 10–12 of September, 2019. The goal was to en-
courage future collaborations, and create more focused threads of research on
the topic of higher forcing axioms. This is an improved version of the notes
taken during the meeting by Asaf Karagila.
1. Introduction
David Asperó and Asaf Karagila hosted a small workshop in Norwich between
10–12 of September, 2019. Here the term “workshop” was not intended as it is
usually perceived (i.e., a small conference with laser-focused talks) but rather a
work-shop. The goal was to help and seed future research on forcing axioms, as
well as to try and organise a rudimentary literature reading list on the various
topics in higher forcing axioms.
The structure of each day was very loose: one person presented a problem, and
a discussed ensued. This (scientific) report is based on the notes taken during the
meeting by Asaf Karagila, and cleaned up later as a joint effort of the participants.
We (the organisers) feel that this very informal approach to the workshop is a
very fruitful approach when trying to coalesce ideas from different parts of a research
subject. We hope that this will encourage others to organise similar meetings to
workshop similar topics in the future.
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• Prof. Uri Abraham, Ben-Gurion University of the Negev.
• Dr. David Asperó, University of East Anglia.
• Prof. Mirna Džamonja, University of East Anglia.
• Dr. Asaf Karagila, University of East Anglia.
• Dr. Miguel Ángel Mota, Instituto Tecnológico Autónomo de México.
• Prof. Tadatoshi Miyamoto, Nanzan University.
• Dr. Dorottya Sziraki, Rényi Alfréd Matematikai Kutatóintézet.
• Prof. Boban Veličković, IMJ-PRG, Université de Paris.
• Prof. Teruyuki Yorioka, Shizuoka University.
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no. WS-1819-06) and the School of Mathematics at the University of East Anglia.
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permission to share some of their work here.
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2 MEHIFOX NOTES
2. Problem 1: David Asperó
If we have 2-types of models side-condition, as in the Neeman idea, then we have
models which are countable and of size ℵ1, or transitive in the proof of PFA.
So we can have a situation M0 ∈ N ∈ M1, where M0 /∈ M1. But we do require
a finite chain of models such that each model is an element of the next, and the
chain is closed under intersections. Equivalently, we can assign each model in the
chain an ordinal, δi = sup(Qi ∩ ω2). Then the sequence of δi is increasing, and if
i < j, Qi /∈ Qj , then there is some k, i < k < j such that Qk ∈ Qj and for some
ℓ < i, Qℓ = Qj ∩Qk.
The idea is that if Qi /∈ Qj , then Qj is a small model, and there is a large model
between them, and the intersection of Qj and the large model is below Qi in the
chain. It might not be an element of Qi, in which case there is another large model,
etc.
There is a problem with “the obvious generalisation to models of 3-types”, as
Boban presents below. If we have 3-types of models and we require the chains to
be closed under arbitrary intersections—as in the case of 2-types—then the natural
proof of cardinal preservation breaks down. In fact, the resulting forcing in this
case will not be strongly proper for at least one of the relevant classes of models.
The above configuration makes crucial use of the side conditions being closed
under arbitrary intersections. Hence, the following possibility does not seem to be
ruled out: consider the forcing P of finite chains of models of 3-types satisfying the
following weak closure under intersections: for N ∈M in the chain and |M | < |N |,
N ∩M is in the chain. Is P strongly proper for the relevant class of models with
this property?
Remark 2.1 (Added Nov. 2019). In the meantime David found a configuration
which strongly suggests that, unfortunately, this forcing P is not strongly proper
either (for some of the relevant models, at least). It seems that forcing with 3-types
of models, as opposed to 2-types, is bound to collapse cardinals (at least when
considering the “natural approach”).
We use M for small models (say countable models), N for middle-sized models
(say of size ℵ1) and P for big models (for example of size ℵ2). We say that a model
Q1 is above a model Q0 (or Q0 is below Q1) if sup(Q0 ∩ ω3) < sup(Q1 ∩ ω3). We
assume that all models are closed under sequences of length less than their size.
Suppose we are proving properness for a model M in some condition s. In M we
are reflecting s, which involves adding a model P ∈M . Above M there are models
M1 and M0 in s, M1 above M0, both containing P , which means we will need to
add M1 ∩P and M0 ∩P to the final chain. Although M1 is above M0, it turns out
that M0 is not a member of M1, and in fact there is some N ∈ M1 ∩ s above M0
such that M1 ∩ N is below M0. Suppose also that M0 does not belong to N and
in fact there is some P0 ∈ N ∩ s above M0 such that N ∩ P0 is below M ∩ P (note
that M ∩P is belowM0∩P ). Also, let us assume that M is not in M1∩N as there
is some P1 ∈M1 ∩N ∩ s such that M1 ∩N ∩ P1 is below N ∩ P0.
Now, it seems that M0 ∩ P is not be a member of M1 ∩ P , but then we need
some middle-sized or big model model Q in our chain such that Q ∈ M1 ∩ P and
M1∩P ∩Q is equal to or belowM0∩P . But, given the above configuration—which
can be certainly cooked up— it is not clear where such a model could come from.
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2.1. Example of failure for 3-types of models (presented by Boban). Sup-
pose that things worked fine with 3-types models, i.e. there is closure under in-
tersection and the forcing is strongly proper. We have models of size ℵ0,ℵ1, and
ℵ2.
If G is a generic filter, then, let Pi for i < ω3 be the sequence of models of size ℵ2.
Let N be a model of size ℵ1 above the first Pξ, for ξ < ω1, and letM be a countable
model above N such that N ∈M . We let δ be large enough, and Pδ /∈M .
Compare now N ∩ Pδ and M ∩ Pδ. But now we have that M ∩ Pδ ∈ N ∩ Pδ.
However, sup(N ∩ ω) < sup(M ∩ ω2) while sup(M ∩ Pδ ∩ ω2) < sup(N ∩ Pδ ∩ ω2).
But since ω2 ⊆ Pδ, as Pδ has size ℵ2, the intersection M ∩ Pδ ∩ ω2 = M ∩ Pδ,
and same for N . And this is impossible.
3. Problem 2: Tadatoshi Miyamoto
3.1. Motivation: Asperó–Mota type forcing axioms. These are forcing ax-
ioms that deal with ℵ1 dense subsets for a forcing P, which typically is of size ℵ1,
with finite conditions. And we can iterate using side conditions which are countable
elementary submodels of (H(ℵ2),∈, . . . ) up to 2ℵ0 = ℵ2.
We get some sort of weak negation of club guessing, depending on the variables.
The forcings in this class include c.c.c. and other things.
Now we want to have a “higher” analogue. So we want to meet ℵ2 dense open
sets. Typically, now, we want to work with forcings of size ℵ2, whose conditions
are countable. The models now are N ≺ (H(ℵ3,∈, . . . ), such that |N | = ℵ1, and
ω1 ⊆ N , and N is σ-closed. This will provide us with ¬TCG(S21), where TCG is
“tail club guessing”.
If our class of forcing contains ω1-closed and ω2-c.c. then there is no forcing
axiom for this class. But Shelah provided a subclass of these which does admit a
forcing axiom.
Definition 3.1 (TCG(S21)). There is a sequence 〈ηδ | δ ∈ S
2
1〉 such that ηδ is a
closed copy of ω1, cofinal in δ such that for every club C ⊆ ω2, there is δ ∈ S21 and
δ′ < δ such that ηδ \ δ′ ⊆ C.
Theorem 3.2. ♦(S21) =⇒ TCG(S
2
1).
Theorem 3.3. P preserves TCG(S21) if one of the two conditions hold:
(1) P preserves ω1 and has ℵ2-c.c., or
(2) P is ℵ2-closed.
3.2. Questions.
Question 1: Suppose that 22
ℵ0 = ℵ2. Does that imply TCG(S21)?
Question 2: We already know that a forcing axiom for the single poset Pcff (see
definition below), then CH + 2ω1 = ω3, but TCG(S21) fails. Can we have a forcing
axiom for Shelah’s class of forcings adjoined by Pcff?
3.3. Pc
ff
. We want to add an ω1-club to S21 . A condition p ∈ P
c
ff is a function
p : S21 → ω2 satisfying the following properties:
(1) dom p and it is a countable subset of S21 .
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(2) For every δ ∈ dom p, δ ≤ p(δ).
(3) For every δ′, δ ∈ dom p then if δ′ < δ, we have p(δ′) < δ.
We say that q ≤ p if p ⊆ q. The generic club, E, is
⋃
{dom p | p ∈ G}, where G is
a generic filter.
This forcing is strongly σ-closed, i.e. it admits greatest lower bounds for descend-
ing sequences. Moreover, this forcing preserves ω2 and therefore all cardinals.
Point 1: If p  E˙ ∩ δ is cofinal in δ ∈ S21 , then δ ∈ dom p and p  δ ∈ E˙.
Point 2:  If δ ∈ S21 and E˙ ∩ δ is cofinal in δ, then we have to avoid an
unbounded subset of every ground model club in δ.
3.4. Forcing axioms for meeting ℵ2 dense sets. We want to have a forcing
axiom allowing us to meet ℵ2 dense open sets for the class including Pcff, the Baum-
gartner forcing, standard forcing for adding morasses, etc.
Such a forcing axiom implies the failure of TCG(S21 ), and therefore the failure of
V = L. Nevertheless, the inclusion of the morass forcing in the class means that we
get an (ω1, 1)-morass. Therefore ω1 holds, and CH holds, there are Kurepa trees
and ω2-Suslin trees.
Property Pcff B P
0
morass
strongly σ-closed Yes Yes Yes
well-met Yes Yes No
ℵ2-c.c. No Yes Yes
Question 3: Assuming the forcing axiom above, we can prove that Shelah’s forcing
which is σ-lattice1 and ℵ2-stationary Knaster is in fact equivalent to Baumgartner’s
forcing. Is it consistent that this is not the case with some weak forcing axiom?
Definition 3.4. We say that a strongly σ-closed forcing P is Norwich if for every
p we can assign a structure Ap = 〈Up, <, F p, fp, Rp〉 such that:
(1) Up is a countable, non-empty, subset of ω2,
(2) F p is a countable subset of P(Up),
(3) fp is a partial function from Up to itself, such that i < j and i, j ∈ dom fp,
then fp(i) < j,
(4) Rp ⊆ Up × Up.
Such that p 7→ Ap is:
(1) injective,
(2) monotonous: if q ≤ p, then Ap is a pointwise subset of Aq, i.e. Up ⊆ U q,
etc.,
(3) continuous: i.e. if pn → p, then Up =
⋃
n<ω U
pn , etc.,
(4) amalgamation property: if Ap ∼ Aq, then p ‖ q.
(5) pre-generic: if ∆ ∈ [ω2]≤ω such that supUp < min∆, then there is q ≤ p
such that ∆ ⊆ dom f q.
We know that B is Norwich with an extra pre-generic condition, which itself is
Shelah. Can we separate those notions? Can we combine a forcing axiom for both
Norwich and Shelah forcings, or does this lead to a contradiction?
1Every countable set of pairwise compatible conditions have a greatest lower bound.
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Question 4: (Added Nov. 2019) Is it possible to use two-types of models (count-
able, ℵ1 with a reasonable extra condition) with finite symmetric systems à la
Asperó–Mota for a larger continuum, say, ℵ3, with the forcing axiom for the single
partial order Pcff?
4. Problem 1.5: David Asperó
The following is due to Chris Lambie-Hanson. Let κ be a regular uncountable
cardinal, say that a sequence 〈fα | α < κ〉 is a coherent κ-scale if
(1) fα : ω → ω,
(2) fα <∗ fβ for all α < β < κ, and
(3) there is a sequence 〈Cα | α ∈ Sκ≥ω1〉 such that Cα ⊆ α is a club, and there
is 〈kα ∈ ω | α ∈ Sκ≥ω1〉 such that for all δ ∈ S
κ
≥ω1
and for all β ∈ Cδ, if
n > kδ, then fβ(n) < fδ(n).
Theorem 4.1 (Lambie-Hanson). It is consistent (modulo large cardinals, which
are probably unnecessary) to have a coherent ω2-scale. However, it is provable that
there is no coherent ω4-scale.
Question: Is this consistent to have a coherent ω3-scale?
This would be a natural question to solve with a 3-types side condition approach.
One related result is due to Shelah,2 below is a related result due to Tanmay
Inamdar.
Theorem 4.2 (Inamdar). There is no sequence 〈Xα | α < ω4〉 of sets in [ω3]ω3
which is ⊆∗ (modulo countable) such that: α < β implies Xα \Xβ is countable, and
Xβ \Xα ∈ [ω3]ω3 .
Boban proposes the following observation.
Proposition 4.3. Assume Chang Conjecture holds. Then there is no sequence
〈fα | α < ω2〉 of functions fα : ω1 → ω1 which are increasing modulo finite.
Proof. Let I be some set, g : I → ω1 and η < ω1, min(g, η) is the truncation of g
at η. For every α < ω2, and ξ, η < ω1, f ξ,ηα is min(fα ↾ [ξ, ξ + ω), η).
Fixing ξ and η for a moment, if α < β, f ξ,ηα ≤
∗ f ξ,ηβ . We define clubs, C
ξ,η: If
f ξ,ηα for α→ ω2 stabilises at some point, we let C
ξ,η be the tail on which it is stable
of the form ω2 \µ. If the sequence does not stabilise, then we choose Cξ,η such that
α < β ∈ Cξ,η implies f ξ,ηα 6=fin f
ξ,β
β , i.e. {n < ω | fα(ξ + n) < fβ(ξ + n) ≤ η} is
infinite.
Let C =
⋂
ξ,η<ω1
Cξ,η be a club in ω2. And let c : [C]2 → ω1 be defined by
c(α < β) = max{ξ | fα(ξ) ≥ fβ(ξ)}). By CC, there is S ⊆ C, S = {αρ | ρ < ω1},
and c“[S]2 ⊆ ξ < ω1. If ρ < τ < ω1, then fαρ < fατ in the interval [ξ, ξ + ω). Let
η be large enough such that the truncation by η on [ξ, ξ + ω) is irrelevant for fα0
and fα1 .
This witnesses that Cξ,η was defined by picking witnesses for non-stabilisation.
This means now that for every α < β ∈ Cξ,η, the set {n | f ξ,ηα (ξ + n) < f
ξ,η
β ≤ η}
is infinite. This means for some n < ω, fαi(ξ + n) < fαβ (ξ + n) < η. But this is
impossible. 
2Shelah, On long increasing chains modulo flat ideals. (Math. Logic. Quart. 56(4), 397–399.)
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Boban presents a proof of the claim by Chris Lambie-Hanson that there is no
coherent ω4-sequence.
Theorem 4.4. There is no coherent ω4-scale.
Proof. We adapt the proof of the following PCF theorem lemma.
Lemma 4.5. Suppose that there is a function F : P(θ)→ θ + 1 such that:
(1) X ⊆ Y implies F (X) ≤ F (Y ).
(2) F (X) ≥ supX.
(3) For every δ ≥ cf(δ) ≥ ω1, there is a club Cδ ⊆ δ such that F (C) = δ.
(4) For all X, there is a countable X0 ⊆ X with F (X) = F (X0).
Then θ 6= ω4.
In the PCF context, F is really a closure operator of the PCF, and F as here is
the maximum. In the case of a coherent ω4-scale, we can do the following.
Suppose that 〈fα | α < θ〉 is a coherent θ-scale. We define the following
F : P(θ) → θ + 1. If X ⊆ θ, and there are infinitely many n < ω such that
sup{fα(n) | α ∈ X} = ω, define F (X) = θ. Otherwise, there is some function
f : ω → ω which is the pointwise maximum on a cofinite subset of ω. If there is
some δ such that f ≤∗ fδ, then F (X) = δ. And if there is no such δ, then F (X) = θ
again.
Now, due to the definition of a coherent θ-scale, the three requirements of the
lemma hold quite easily. Therefore θ < ω4. 
Proof of PCF-style lemma. Suppose otherwise, so θ = ω4. We have a club guessing
sequence on ω3, Cξ for ξ ∈ S31 . We will define C, a closed subset of ω4 using the
function F and the club guessing sequence.
Let π be our partial isomorphism from an initial segment of ω3 into C. Suppose
we defined π and C, up to ξ. Then αξ+1 = sup({F (π“(Cη ∩ ξ)) | η ≥ ξ} ∩ ω4) + 1.
Namely, we look at the remaining Sη ∩ ξ, above ξ, copy them to ω4 using π,
apply F to each one, and consider all those which do not give ω4 under F . This is
well-defined, since π was defined up to ξ, so Cη ∩ ξ is defined. Now there is a club
C ⊆ ω3 such that F (π“C) = δ = sup{αξ | ξ < ω3}.
Now we have a contradiction, since there is a countable C0 ⊆ C such that
F (C0) = δ. That means there is ξ ∈ S31 such that Cξ ⊆ C. Now, F (π“Cξ) ≤ δ, and
for every ρ ∈ Cξ, F (π“(Cξ ∩ρ+1)) < min π“(Cξ \ ρ+1), this is because of the way
we defined π. But this is impossible. 
David notes that for a coherent ω3-scale to exist, it must be the case that club
guessing on S21 fails. This is possible, of course, but puts a limitation.
David proposes the following natural question, which Boban notes of having
considered in 1998.
Question: Suppose that ℵω is a strong limit cardinal. Is there a forcing P such
that |P| < ℵω, P preserves ℵ1,ℵ2 and ℵ3, and P forces club guessing on S21?
The existence of such P implies 2ℵω < ℵω3 in that model. So a positive answer
would improve the bounds on the PCF Conjecture.
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David continues. Suppose that there is a sequence {Cξ | ξ < ω2} of clubs of ω1
such that every club C ⊆ ω1 contains one of them, i.e. the density of the club filter
is ℵ2, then you have a form of weak club guessing given below.
Definition 4.6. CG(S21)
− means that there is a sequence (Cα | α ∈ S21) such that
|Cα| ≤ ℵ2, Cα is a set of clubs of α, and for every club C ⊆ ω2, there is some α and
D ∈ Cα such that D ⊆ C.
In Abraham–Shelah’s model3 where there is a family {Cα | α < ω2} of clubs of
ω1, such that every outer model with the same ω1 every uncountable subfamily has
a finite intersection. So in their model there is no “nice” forcing which forces that
the density of the club filter on ω1 is ℵ2. This gives a negative answer to a strong
version of the question, but not the question itself.
5. Problem 3: Uri Abraham
5.1. Motivation: Basic results in polychromatic Ramsey theory. In usual
Ramsey theory we ask for homogeneous sets. In polychromatic Ramsey theory we
want the opposite.
Definition 5.1. If κ is a cardinal and f : [κ]2 → κ is some function, we say that
X ⊆ κ is polychromatic if f ↾ [X ]2 is injective.
We will generally require some properties to hold for f , else we might not have
large polychromatic sets. We take the convention that in a pair {α, β}, it is always
the case that α < β.
(1) f is normal if when {α1, β1}, {α2, β2} ∈ [κ]2, if β1 6= β2, then f(α1, β1) 6=
f(α2, β2).
(2) f is < ω-bounded if any ν < κ, f−1(ν) is a finite set.
We will write κ →poly (λ)22−bd to mean that if f : [κ]
2 → κ is normal4 and 2-
bounded, then there is a polychromatic set of order type λ.
Theorem 5.2. ω1 →poly (α)22−bd for every α < ω1.
Proof. Given d : [ω1]2 → ω1 which is normal and 2-bounded, take Mi ≺ H(ω2)
countable and increasing such that d ∈ M0, where i ≤ α. Enumerate α + 1 as
{αn | n < ω}, with α0 = α as the top point. We now construct our polychromatic
set by recursion on ω. First we pick x0 ∈ ω1 \Mα.
By the nth step for n ≥ 1, suppose we took care of n points, F = {xi | i < n},
such that xi ∈Mαi+1 ∩ω1 \Mαi . We want to add xn to our set, and we want it to
lie inMαn+1\Mαn . x0 is an evidence to show that inMαn+1 there is an unbounded
set of points, β, which can (just like α0) be added to {xi | αi < αn} and form a
polychromatic set.
Which β will we choose in this set (and inside Mαn+1 \Mαn)? There are finitely
many points which lie in F and above Mαn , and they obtain finitely many colors
with the points of F below Mαn ∩ ω1. So we can find a large enough β
′ to work as
our xn and to ensure that F ∪ {xn} is polychromatic.
Since we built X from intervals between the models, we get it to have an order
type of α+ 1. 
3Abraham and Shelah, On the intersection of closed unbounded sets. (J. Sym. Log. 51(1) 180–189.)
4Normality is not really needed, but it simplifies the presentation.
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Some remarks on the proof. It can be easily generalised assuming CH, or Chang
Conjecture on some uncountable cardinals.
Theorem 5.3. PFA =⇒ ω1 →poly (ω1)22−bd.
The proof below is due to Uri Abraham and James Cummings, the result is due
to Stevo Todorcevic.
Proof. Let d : [ω1]2 → ω1 be a normal and 2-bounded function. We define a partial
order P, whose conditions are t = (p,M) such that:
(1) p is a finite polychromatic set.
(2) M = (M0 ∈ M1 ∈ · · · ∈ Mn), and Mi ≺ H(ω2) is a countable elementary
submodel.
(3) We denote by δti =Mi ∩ ω1, and if t is clear from context, we omit it from
the superscript. Now we require that p ∩ (δi, δi+1) is at most a singleton
for all i < |p|. 5
The order on P is given by pointwise inclusion, i.e. (p,M) ≤ (p′,M′) if p′ ⊆ p and
M′ ⊆M.
We want to prove now that P is a proper partial order. Suppose that s = (ps,Ms)
is a condition such that for some K ∈ Ms, K = N ∩H(ω2) where N ≺ H(θ) of a
large enough θ such that P ∈ N . We want to prove that s is an N -generic condition.
Let D ∈ N a dense subset of P. By extending s if necessary, we may assume
that it is already in D. In N we want to extend s ↾N = (ps ∩N,Ms ∩N) into a
condition of D ∩N which is compatible with s.
In order to express the idea of the proof without too many indexes, we take
a simple but illustrative case and assume that M = (M0, . . . ,Mn,Mn+1,Mn+2)
where Mn = K = N ∩H(ω2), and ps = ps∩K ∪{xn+1, xn+2} where xn ∈ δn+1 \ δn
and xn+1 ∈ δn+2 \ δn+1. ps = ps ∩K ∪ {xn, xn+1}.
We want to extend s ↾K to some condition in D ∩K that remains compatible
with the part of s beyond K. The problem is ensuring that the working part of
the extension remains polychromatic even with the addition of the two external
ordinals xn and xn+1.
Work now in N , this is a structure which is aware of P and the forcing relation.
Define B to be the set of pairs 〈(µ1, y1), (µ2, y2)〉 for which there is a condition
r ∈ D with r ↾K = s ↾K, and r contains two additional models and two additional
ordinals y1 and y2 where (µ1, y1) and (µ2, y2) play in r the same role that (δn, xn)
and (δn+1, xn+1) play in s.
As B is definable, we have B ∈ N , and since B ∈ H(ω2), B ∈ Mn. B is
uncountable since 〈(δ1, x1), (δ2, x2)〉 is an evidence that the set is not bounded. In
fact, B is ‘richer’: there is an uncountable set of pairs (µ1, y1) for each one of which
there is an uncountable set of pairs (µ2, y2) such that 〈(µ1, y1), (µ2, y2)〉 ∈ B. (First
argue that there are uncountably many (µ2, y2) such that 〈(δ1, x1), (µ2, y2)〉 ∈ B.)
Then we can again ensure that there is some 〈(µ1, y1), (µ2, y2)〉 ∈ B, by the fact
that B is rich, such that the ordinals {y1, y2} when added to ps is polychromatic.
Now using PFA we get a polychromatic set of type ω1 by picking a generic meeting
all conditions with models of at least height α as the αth dense open set. 
5We may assume, by density arguments, that |p| = n, but it is kind of irrelevant.
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Theorem 5.4. MM implies that if f : [ω2]2 → ω2 is normal is < ω-bounded, then
there is a closed polychromatic set of order type ω1.
Sketch of Proof. The idea is similar to the above. Here the conditions are (M,B)
where M is a finite chain of countable elementary submodels of H(ω3) such that
the set {sup(Mi∩ω1) | i < |M|} is polychromatic, and B is a set of disjoint intervals
in ω2 which are also disjoint of the polychromatic set. 
5.2. Question and ideas. Stevo Todorcevic proved the consistency of this poly-
chromatic principle without using large cardinals. But we can also show that Mar-
tin’s Axiom alone is not enough to prove the polychromatic result.
Question 1: Is there a forcing axiom strengthening Martin’s Axiom, which can
prove the theorem, which does not require large cardinals?
Ideas: Asperó–Mota style forcing axioms might work. It seems that perhaps
MA
1.5
ℵ2
(layered) might be a suitable candidate for this. Some relevant ideas. Let
N be a finite set of countable substructures, we say that N is layered if for all
N0, N1 ∈ N , if δN0 < δN1 , then there is N ∈ N such that δN = δN1 and N0 ∈ N .
Say now that a forcing P has ℵ1.5-c.c. with respect to layered families if for every
large enough θ, there is a club of D ⊆ [H(θ)]ω such that for all N ⊆ D which is
finite and layered, for every p ∈ N ∈ N with δN minimal, there is a q ≤ p which is
P-generic for M , for all M ∈ N .
Now, MA1.5ℵ1 (layered) is the forcing axiom for the class of ℵ1.5-c.c. with respect
to layered families, for meeting ℵ1 dense sets. This forcing axiom implies that
ω1 →poly [ω1]22−bd. The proof is the same as presented by Uri.
In the paper of David and Miguel,6 we can force this with continuum ℵ2 without
large cardinals. The natural extension of the question now is whether or not we can
get the forcing axiom, or at least the polychromatic result, with a larger continuum?
All that we know is that the polychromatic theorem is inconsistent with CH.
Question 2: Can you push the result under MM to get a polychromatic set of
type ω1 + 1? What about higher cardinals, perhaps with higher forcing axioms?
6. Example: Construction of a Boolean algebra of width ω and
height ω2 with 2-types side conditions (presented by David Asperó)
Definition 6.1. Let κ and λ be two cardinals, typically κ < λ. We say that a
partial order ≤ on κ×λ is a Locally Compact Scattered (LCS) space if the following
properties hold:
(1) If (α0, ρ0) < (α1, ρ1), then ρ0 < ρ1.
(2) For all x0, x1, there is a finite set b such that if x ≤ x0 and x ≤ x1, then
there is some y ∈ b, then x ≤ y. Such b is called a barrier.
(3) For every (α, ρ) and every ρ′ < ρ, then there are infinitely many β such
that (β, ρ′) < (α, ρ).
6Asperó and Mota, A generalization of Martin’s axiom. (Isr. J. Math. 210(1) 193–231.)
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Baumgartner and Shelah forced such a partial order on ω×ω2. Boban proved the
same using side-conditions with Giorgio Venturi.7 David tries to guess the proof.
Remark 6.2. Why does the “obvious” approach using finite approximations of
such a partial order fail? The reason is that on the ω1 level, with finite conditions,
for every pair of points—and there are only ω of those—we can ensure the barrier
is arbitrarily high below ω1, and this will code a surjection from ω onto ω1.
We define our forcing, P, where p ∈ P is a triplet (≤p, bp,Np) such that:
(1) ≤p is a finite approximation to the partial order.
(2) bp is a finite approximation to the barrier function.
(3) Np is a finite sequence of models of 2-types. Namely, a sequence (Qi | i < n)
such that Qi ≺ H(ω2) with the following properties:
(a) Qi is countable, or of size ℵ1 and σ-closed.
(b) Qi ∈ Qi+1 for all i < n− 1.
(c) For every Qi, Qj , there is some k such that Qi ∩Qj = Qk.
(d) bp ↾Qi ∈ Qi for all i < n.
We order P by pointwise reverse inclusion. Then quite obviously, the generic will
define the wanted partial order, but we need to verify that ω1 was not collapsed.
We prove this by arguing that P is strongly proper.
Proposition 6.3. P is proper for σ-closed models of size ℵ1. Namely, if N∗ ≺ H(θ)
with P ∈ N∗ of size ℵ1 and σ-closed, then any condition in N∗ ∩P can be extended
to an N∗-generic condition.
Proof. Let N∗ be as above, and p ∈ N∗, then q = (≤p, bp,Np ∪ {N∗ ∩H(ω2)}) is
N∗-generic. The verification here is straightforward. 
Proposition 6.4. P is strongly proper.
Proof. Suppose thatM∗ ≺ H(θ) is a countable elementary submodel with P ∈M∗,
and let p ∈ P∩M∗. Write M =M∗ ∩H(ω2) and define q to be (≤p, bp,Nq) where
Nq = Np ∪ {M} ∪ {N ′ ∩M | N ′ ∈ Np}. We claim now that q is M∗-generic.
Let D ∈ M∗ be a dense open set, let q′ ≤ q be an extension in D. We define
a projection map, π(q′) = (≤q′ ∩M, bq′ ∩M,Nq′ ∩M), then π(q′) ∈ P ∩M∗. Let
r ≤ π(q′) be a condition in D ∩M∗. We define t such that ≤t is the transitive
closure (as an order) of ≤r ∪ ≤q′ , bt is the closure of br ∪ bq′ , and Nt is the closure
of Nr∪Nq′ under intersections. We can do a careful analysis to see that bt is indeed
a barrier function for pairs of points coming from either q′ or r. the idea is that if
we have two points coming from q′, outside ofM∗, then there is a point below both
of them, then it is either not in M∗, or it is below some other two points which are
in M∗. In the former case, there is no problem and in the latter case, we simply
use the fact that the barriers of the points in M∗ is below the original barrier. The
case for points coming from r is somehow similar.
The real difficulty is to define the new barriers for pairs of points which lie in
q′ \ π(q) and r \ π(q), and making sure that these come from the models in Nt.
Here the idea is that if a point lies below both of the two points, there are points
interpolating this where the barriers are already defined, so we take the union of
these barriers as the barriers for the new pairs.8
7Velickovic and Venturi, Proper forcing remastered. (Appalachian set theory 2006–2012, 331–362.)
8David writes this in more detail on the board, any missing details are solely this author’s
fault.
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Finally, we need to ensure that if Q ∈ Nt and our new pair of points is in Q,
then the barrier is also there. There are many details to verify here, and Boban
remarks that we actually need to choose r wisely to simplify the argument. 
7. Impossibility theorems
7.1. One thing. Boban present Shelah’s construction of a counterexample to forc-
ing theorems for uncountable cardinals.9
The forcing P has conditions p such that p is a pair of sequences of length α, for
some α < ω2, (S
p
ξ ;C
p
ξ | ξ ≤ α) such that:
(1) Spξ is stationary in ω2.
(2) Cp is an approximation for a ω1 sequence.
(3) Cpξ ∩ S
p
ξ = ∅ for all ξ.
(4) If ζ ∈ Cpξ , then S
p
ξ = S
p
ζ .
The order is extension of the two sequences.
Shelah then claims that this forcing does not add bounded subsets of ω1, and
preserves stationary sets of ω2. If we have a forcing axiom for meeting ℵ2 dense
sets, then we can meet all the dense sets of the form “the condition has a sequence
of length at least α”. But now we can get quite a few of these, and this gives you
a club-guessing kind of problem.
7.2. Another thing. Shelah proved the following theorem.
Theorem 7.1. Given any 〈Cα | α ∈ S
2
1〉 which is a club sequence (i.e. Cα is a
club in α), there is a sequence 〈fα | α ∈ S21〉 of functions such that fα : Cα → 2
for all α and for which there is no function G : ω2 → 2 such that for all α ∈ S21 ,
fα(ξ) = G(ξ) for all ξ on a tail of Cα.
And the forcing that proves this is quite nice, but it is not σ-lattice.
8. Literature survey
The very last session of the workshop was dedicated to a literature survey, from
specific notes and papers, to simply theorems one should know about. This list is
far from being complete, and many papers have surely been omitted. Nevertheless,
we hope it will serve as a starting point for those interested in the topics of higher
forcing axioms.
We already included several references in the footnotes of this work, and we will
not include them in this list as well.
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9Shelah, Forcing axiom failure for any λ > ℵ1. (Arch. Math. Log. 43(3), 285–295.)
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