Avaliação do instrumento SAM para a etiquetagem de atributos afetivos de imagens em ambiente web by Oliveira, Wellton Costa de
UNIVERSIDADE TECNOLO´GICA FEDERAL DO PARANA´
PROGRAMA DE PO´S-GRADUAC¸A˜O EM ENGENHARIA ELE´TRICA E
INFORMA´TICA INDUSTRIAL
WELLTON COSTA DE OLIVEIRA
Avaliac¸a˜o do Instrumento SAM para a Etiquetagem de Atributos Afetivos
de Imagens em Ambiente Web
DISSERTAC¸A˜O
CURITIBA
2011
WELLTON COSTA DE OLIVEIRA
Avaliac¸a˜o do Instrumento SAM para a Etiquetagem de Atributos Afetivos
de Imagens em Ambiente Web
Dissertac¸a˜o apresentada ao Programa de Po´s-graduac¸a˜o
em Engenharia Ele´trica e Informa´tica Industrial da Uni-
versidade Tecnolo´gica Federal do Parana´ como requisito
parcial para obtenc¸a˜o do grau de “Mestre em Cieˆncias” –
A´rea de Concentrac¸a˜o: Informa´tica Industrial.
Orientador: Prof. Dr. Humberto Remigio Gamba
Co-orientador: Prof. Dr. Gustavo Benvenutti Borba
CURITIBA
2011
i
ii
Dedico esta dissertac¸a˜o aos meus pais e irma˜os por todo apoio e
motivac¸a˜o para chegar ate´ o final.
AGRADECIMENTOS
A Deus; Aos meus pais e irma˜os que apesar da distaˆncia estiveram sempre presentes
com seus apoios materiais, emocionais e espirituais, voceˆs sa˜o tudo para mim; Ao professor
Humberto Gamba, pela oportunidade de fazer parte da histo´ria do LABIEM, por ser meu ori-
entador e acreditar que chegariamos ate´ o fim da pesquisa. Ao professor/co-orientador/amigo
Gustavo Borba, uma grande pessoa, profissional que sempre estava disposto a conversar sobre
a dissertac¸a˜o e coisas da vida. Ao A´lvaro Cantieri por suas ide´ias e contribuic¸o˜es para esta
pesquisa. A` Universidade Tecnolo´gica Federal do Parana´ e ao Curso de Po´s-graduac¸a˜o em En-
genharia Ele´trica e Informa´tica Industrial por possibilitar o desenvolvimento deste trabalho em
nı´vel de mestrado e claro, agradecimentos especiais a` Terezinha, que sempre resolvia, com toda
sua motivac¸a˜o, os problemas que apareciam. A` CAPES pela bolsa de dois anos que possibilitou
minha viveˆncia durante esse tempo em Curitiba. Aos colegas do LABIEM que sempre estavam
dispostos a escutar o que eu tinha a` dizer sobre pesquisa e outras coisas como o Tiago Manc-
zak, Leonardo Grilo, Guilherme Freitas, Thiago Ferreira, Felipe Zampieri e todas as pessoas
que passaram em minha vida por via do laborato´rio, muito obrigado a todos voceˆs. Agradec¸o a`s
pessoas que desenvolveram todos os softwares livres utilizados neste trabalho que nos poupou
tempo e pacieˆncia. Em especial a` minha famı´lia e a todos meus amigos, colegas e conhecidos
que contribuiram para que este trabalho chegasse ao final, em particular a` Patrı´cia da Fonseca
Muto e Amarildo Jose´ Martins por aguentarem de perto todos os desabafos, angustias e sofri-
mento por todo este tempo.
Tudo o que um sonho precisa para ser realizado e´ algue´m que acredite
que ele possa ser realizado.
Roberto Shinyashiki
RESUMO
OLIVEIRA, Wellton Costa de. Avaliac¸a˜o do Instrumento SAM para a Etiquetagem de Atribu-
tos Afetivos de Imagens em Ambiente Web. 97 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o
em Engenharia Ele´trica e Informa´tica Industrial, Universidade Tecnolo´gica Federal do Parana´.
Curitiba, 2011.
Em uma recuperac¸a˜o de imagens a partir de crite´rios semaˆnticos a especificac¸a˜o da busca pode
ocorrer em diferentes nı´veis. A especificac¸a˜o “encontre imagens contendo um barco”, por
exemplo, pode ser considerada simples e objetiva se comparada com “encontre imagens ilus-
trando um clima alegre”, nitidamente mais subjetiva e abstrata e difı´cil de ser capturada a partir
dos atributos de baixo nı´vel da imagem. Em geral, este nı´vel abstrato refere-se ao conteu´do
afetivo ou emocional e mostra-se bastante relevante no contexto da recuperac¸a˜o de imagens.
Um me´todo amplamente aceito na psicologia para a captura dos atributos afetivos de imagens e´
o baseado na escala diferencial de valeˆncia (agrada´vel-desagrada´vel) e alerta (agitado-calmo),
juntamente com o instrumento cognitivo ou experiencial subjetivo Self Assessment Manikin
(SAM). Neste trabalho, apresenta-se uma avaliac¸a˜o do instrumento SAM para a etiquetagem
de imagens segundo crite´rios afetivos em ambiente web. Para isso, foi desenvolvida uma fer-
ramenta denominada Get Your Mood (GYM) (http://getyourmood.com) que utiliza a
meta´fora de um teste de humor para estimular a curiosidade do usua´rio e obter um grande
nu´mero de volunta´rios para as marcac¸o˜es de valeˆncia e alerta. Foram coletadas 80 marcac¸o˜es
para cada uma das 40 imagens pre´-selecionadas da biblioteca International Affective Picture
System (IAPS). As ana´lises estatı´sticas demonstraram que na˜o ha´ diferenc¸a significativa entre
os valores me´dios de valeˆncia e alerta do IAPS e aqueles obtidos a partir do GYM. Isto indica
que, embora utilizado em um meio e em condic¸o˜es diferentes daquelas estabelecidas no pro-
tocolo de uso original, o instrumento SAM mantem-se va´lido. Assim, pode-se concluir que as
dimenso˜es valeˆncia e alerta, em conjunto com o instrumento SAM, podem ser explorados como
um recurso eficiente para a etiquetagem de imagens segundo crite´rios afetivos em ambiente
web. Ale´m disso, foi desenvolvido um banco com 104 imagens com 50 marcac¸o˜es de valeˆncia
e alerta para cada uma. Ao contra´rio do IAPS, o banco desenvolvido, denominado Open Af-
fective Images (OPAFI), pode ter suas imagens divulgadas publicamente, o que constitui um
recurso interessante para a expansa˜o de pesquisas nessa a´rea.
Palavras-chave: Etiquetagem afetiva, recuperac¸a˜o de imagem, valeˆncia/alerta, SAM, IAPS
ABSTRACT
OLIVEIRA, Wellton Costa de. An Evaluation of the SAM Instrument for the Affective Tagging
of Images in the Web. 97 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em Engenharia Ele´trica
e Informa´tica Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2011.
In an image retrieval system, concerning to the images semantics, several levels of query can
emerge, from simple statements as “find pictures with a boat” to more abstract ones, such as
“find pictures depicting happy atmospheres”. Usually, the abstract level refers to the affective or
emotional content of the images and is considered a relevant dimension in which users specify
their queries. Clearly, due to its inherent complexity, affect is difficult to model and conse-
quently quite difficult to be handled by a retrieval system. A broadly accepted psychological
method to capture the images affective attributes is the one based on the differential scales of
valence (pleased-unpleased) and arousal (calm-excited), associated with the Self Assessment
Manikin (SAM) instrument. In this work, we present an evaluation of the SAM instrument in
the context of the image tagging, operating in a web environment. To perform these studies and
capture as many as possible users’ tags, we developed a live web application named Get Your
Mood (GYM) (http://getyourmood.com). The GYM employs the metaphor of a mood test in
order to stimulate and attract the users to execute the valence/arousal tagging. Approximately
80 tags were collected for each of the 40 selected images from the image database International
Affective Picture System (IAPS). The statistical analysis indicated that there is no significant
difference between the IAPS valence/arousal mean values and the valence/arousal mean va-
lues obtained with the GYM. This fact provides evidences that the SAM instrument remains
effective, in spite of the application under distinct conditions if compared to those claimed in
its traditional protocol. Thus, it is possible to conclude that the valence/arousal dimensions,
associated with the SAM instrument, can be explored as an efficient approach to the affective
tagging of images in the web. In addition, we developed a database with 104 images and 50
valence/arousal tags were collect for each one. In opposite to the IAPS, the images of this novel
database, named Open Affective Images (OPAFI), can be easily obtained and published without
restrictions. Hence, the OPAFI database and the associated affective scores are interesting re-
sources to other researchers, both from the computer vision or psychology communities.
Keywords: Affective tagging, image retrieval, valence/arousal, SAM, IAPS
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1 INTRODUC¸A˜O
As recentes facilidades para a gerac¸a˜o e compartilhamento de conteu´do visual teˆm
contribuı´do para o crescimento deste tipo de material na web. Com isto, o estudo de me´todos
eficientes para a recuperac¸a˜o destes dados mostra-se cada vez mais relevante. Uma estrate´gia
bastante difundida para a Recuperac¸a˜o de Conteu´do Visual - RCV e´ a Recuperac¸a˜o de Imagens
com Base no Conteu´do (Content-based Image Retrieval - CBIR). No CBIR, as imagens sa˜o
indexadas a partir das suas caracterı´sticas de baixo nı´vel, como cor, forma e textura (DATTA et
al., 2008).
Sistemas exclusivamente CBIR, pore´m, na˜o levam em considerac¸a˜o um importante
aspecto da RCV: o significado ou semaˆntica das imagens. Os usua´rios geralmente esta˜o inte-
ressados no significados das imagens, e na˜o em seus atributos de baixo nı´vel, relacionados aos
pixels (raw data). A discrepaˆncia entre aquilo que os usua´rios teˆm em mente ao executar uma
busca e aquilo que o sistema de RCV e´ capaz de extrair das imagens e´ denominado de “gap
semaˆntico” (JAIMES, 2006; LIU et al., 2007).
Apesar dos constantes e significativos avanc¸os obtidos em trabalhos recentes, uma
soluc¸a˜o geral para o “gap semaˆntico” ainda na˜o e´ uma realidade (DATTA et al., 2008; JAIMES,
2006). Ale´m disso, autores importantes sa˜o cuidadosos ao referirem-se ao “gap semaˆntico”,
sugerindo que uma soluc¸a˜o geral dificilmente sera´ obtida, devido a fatores naturais dos seres
humanos, tais como a subjetividade inerente presente na interpretac¸a˜o de uma imagem (JOR-
GENSEN, 2007).
Neste contexto, a comunidade de RCV tem gradualmente direcionado esforc¸os para
o desenvolvimento de soluc¸o˜es pra´ticas com cara´ter misto, a chamada computac¸a˜o humana
(AHN, 2007; GRUBER, 2007), ao inve´s de buscar exclusivamente uma soluc¸a˜o puramente
computacional definitiva para o problema. As abordagens para isto envolvem, por exemplo, a
construc¸a˜o de sistemas dedicados a aspectos especı´ficos das imagens e o uso de metadados ge-
rados pelos usua´rios, em ambientes de etiquetagem colaborativa (JORGENSEN, 2007; BASSO;
SILVA, 2008).
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Uma parte das ferramentas de busca utilizadas atualmente e´ baseada na recuperac¸a˜o
de conteu´do visual atrave´s de palavras-chave, que sa˜o associadas a cada imagem usando di-
veras te´cnicas, sendo uma delas a etiquetagem colaborativa. Neste sistema, usua´rios sa˜o con-
vidados a olhar e classificar imagens atrave´s de descritores textuais que melhor representam
seus conteu´dos, chamadas de “tags” ou etiquetas. Estas etiquetas sa˜o armazenadas em algum
sistema de armazenamento de dados com seus respectivos vı´deos ou imagens, permitindo ao
sistema de busca realizar comparac¸o˜es diretas entre as palavras-chave digitadas pelo usua´rio in-
teressado nesta busca e as palavras armazenadas anteriormente. O Google Imagens (http://
imagens.google.com), Bing Imagens (http://images.bing.com), o Flickr (http:
//flickr.com) e YouTube (http://www.youtube.com) sa˜o exemplos de sistemas de
recuperac¸a˜o de conteu´do visual deste tipo.
O problema do “gap semaˆntico” torna-se ainda mais complexo quando se referencia
ao conteu´do emocional ou afetivo associado a uma imagem. Este problema relaciona-se basi-
camente a` reac¸a˜o emocional que uma determinada imagem gera em um ser humano, de forma
geral. A resposta afetiva pode ser considerada como uma importante dimensa˜o a ser utilizada
em uma recuperac¸a˜o de imagens (EAKINS, 2002).
Pode-se imaginar, por exemplo, o caso da busca de uma imagem de “paisagem + mar”.
O usua´rio pode gerar uma busca pela palavra-chave ou metadado, recebendo diversas imagens
com este determinado conteu´do. Dentro do conjunto de respostas, as imagens podem apre-
sentar caracterı´sticas que causem reac¸o˜es emocionais diversas, como “calma” (no caso de uma
paisagem de mar deserta com sol poente, por exemplo), “alegria” (no caso de uma praia com
surfistas e pessoas se divertindo, por exemplo), “tristeza” (no caso de uma imagem de praia com
uma baleia morta, por exemplo) entre outras. E´ possı´vel notar neste caso que a busca baseada
somente em conteu´do pode retornar imagens com conteu´do afetivo completamente diferentes.
O termo “resposta afetiva” e´ bastante utilizado para definir a forma com que uma de-
terminada imagem “afeta” emocionalmente uma pesssoa, ou seja, qual emoc¸a˜o e´ gerada em um
indivı´duo quando ele visualiza a referida imagem (HOFFMANN; KELLEN, 1981). Ja´ a palavra
“emoc¸a˜o” pode ser entendida como a reac¸a˜o fisiolo´gica e psicolo´gica de um indivı´duo a uma de-
terminada situac¸a˜o onde este foi exposto (DAMASIO, 1994). Esta pro´pria definic¸a˜o de emoc¸a˜o
e´ bastante discutida no meio cientı´fico atualmente, devido a` complexidade do tema. Alguns
autores defendem a ideia de que o estado psı´quico do indivı´duo gera a reac¸a˜o fisiolo´gica relaci-
onada a` emoc¸a˜o (teoria Cannon-Bard), enquanto outros defendem que e´ a resposta fisiolo´gica
que gera o estado psı´quico correspondente (Teoria de James-Lange) (BEAR; CONNORS; PA-
RADISO, 2007).
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Mesmo as definic¸o˜es dos tipos de emoc¸o˜es humanas ainda sa˜o controversas. Alguns
autores consideram que as emoc¸o˜es sa˜o fruto de reac¸o˜es ba´sicas do ser humano, sendo estas
emoc¸o˜es ba´sicas: medo, raiva, tristeza, alegria, amor, enquanto os outros estados emocionais
mais complexos sa˜o compostos a partir da ocorreˆncia de uma combinac¸a˜o dos anteriores (LE-
DOUX, 1998).
Uma das maneiras de realizar a medic¸a˜o do aspecto afetivo de uma imagem e´ chamada
de representac¸a˜o dimensional da emoc¸a˜o (MEHRABIAN, 1996). Neste tipo de representac¸a˜o,
a emoc¸a˜o e´ simplificada em dois ou mais elementos descritivos ditos “ortogonais” entre si,
ou seja, em dimenso˜es emocionais independentes. A forma mais comum de representac¸a˜o
deste tipo sa˜o as que utilizam treˆs dimenso˜es distintas chamada PAD - Pleasure (prazer ou
valeˆncia), Arousal (alerta) e Dominance (dominaˆncia) (Figura 1). O Prazer ou Valeˆncia e´ uma
variac¸a˜o de sensac¸a˜o positiva para negativa, o Alerta variando de agitac¸a˜o maior para agitac¸a˜o
menor e a Dominaˆncia que varia de domı´nio da emoc¸a˜o para sem domı´nio da emoc¸a˜o. Apesar
de possuir apenas treˆs dimenso˜es, esta representac¸a˜o permite uma classificac¸a˜o de imagens
que veˆm servindo de base para estudos de resposta afetiva quando o observador e´ exposto a`s
mesmas.
Figura 1: Emoc¸o˜es podem ser representadas por: valeˆncia, alerta e dominaˆncia.
Fonte: Adaptado de (MEHRABIAN, 1996)
Um dos problemas enfrentados na utilizac¸a˜o desta representac¸a˜o dimensional e´ en-
contrar uma forma eficiente de realizar a medic¸a˜o da resposta afetiva nas treˆs dimenso˜es de
interesse. Um instrumento utilizado para este fim e´ o Self-Assessment Manekin (SAM) (LANG,
1980; BRADLEY; LANG, 1994), exibido na Figura 2. O SAM e´ um conjunto de bonecos que
representam uma pessoa em estados emocionais de Valeˆncia, Alerta e Dominaˆncia em nove
nı´veis diferentes. Cada conjunto possui treˆs linhas com cinco bonecos e quatro espac¸os, re-
presentando os nove nı´veis, sendo cada linha representante de uma das treˆs dimenso˜es. Para
determinar o valor da resposta do indivı´duo, este e´ exposto a um estı´mulo (imagem, audio,
palavra, vı´deo, etc.) e enta˜o e´ solicitado a escolher e marcar um dos bonecos ou espac¸os que
determine o nı´vel de cada resposta sentido em cada linha.
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Figura 2: Instrumento SAM. Valeˆncia (de agrada´vel para desagrada´vel); Alerta (de agitado para
calmo); Dominaˆncia (de dominado para dominador).
Fonte: (LANG, 1980)
Em Lang (2005), e´ apresentada uma biblioteca de imagens com centenas de fotografias
coloridas que representam va´rios aspectos da vida real (esportes, moda, paisagens, violeˆncia,
etc.) chamada International Affective Picture System (IAPS), com o objetivo de induzir dife-
rentes estados emocionais. Ela e´ composta por va´rias imagens com seus respectivos valores de
valeˆncia, alerta e dominaˆncia avaliadas por um nu´mero expressivo de volunta´rios utilizando o
SAM (LANG, 1995). Na Figura 3, cada ponto no plano valeˆncia/alerta representa uma imagem
do IAPS de acordo com seus valores nestas duas dimenso˜es.
Figura 3: Distribuic¸a˜o de 360 imagens do International Affective Picture System (IAPS).
Fonte: (LANG, 1995)
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1.1 MOTIVAC¸A˜O
A possibilidade de inserir o contexto afetivo/emocional em recuperac¸a˜o de imagens
e´ um assunto que merece a atenc¸a˜o pela comunidade da a´rea computacional, uma vez que
crite´rios deste tipo podem aumentar a eficieˆncia da busca de conteu´dos especı´ficos na web.
Tendo em vista que o nu´mero de conteu´dos deste tipo teˆm aumentado exponencialmente, po-
demos perceber que o refinamento de uma busca em qualquer nı´vel que seja pode representar
uma diminuic¸a˜o considera´vel no tempo gasto pelo usua´rio na sua busca.
Aplicac¸o˜es de imagens com conteu´do afetivo podem variar desde a aplicac¸a˜o em pro-
paganda quanto para a ilustrac¸a˜o de esto´rias, passando pela simples necessidade de filtragem
de conteu´dos expostos para crianc¸as, por exemplo. A avaliac¸a˜o afetiva de imagens tem inte-
resse particular em estudos de psicologia e sociologia, pois permite a obtenc¸a˜o de respostas
especı´ficas de grupos particulares de pessoas de acordo com sua formac¸a˜o, geodistribuic¸a˜o,
classificac¸a˜o so´cio-econoˆmica, entre outros. O desenvolvimento de uma metodologia e sua
consequente implementac¸a˜o em uma ferramenta que possibilite sua aplicac¸a˜o de forma simpli-
ficada pode ser um instrumento u´til para o estudo das questo˜es anteriormente citadas.
A principal contribuic¸a˜o deste trabalho e´ o desenvolvimento e a validac¸a˜o de uma me-
todologia atrave´s de uma ferramenta de avaliac¸a˜o colaborativa de respostas afetivas a imagens,
para aplicac¸a˜o em ambiente web. Tendo em vista que a aplicac¸a˜o de testes deste tipo em am-
biente fechado requer obtenc¸a˜o de um grande grupo de volunta´rios, o que nem sempre e´ um
desafio fa´cil de se vencer, percebe-se que este tipo de ferramenta possibilita um aumento sig-
nificativo nos estudos realizados por pesquisadores das a´reas interessadas, de forma ra´pida e
confia´vel.
1.2 OBJETIVOS
1.2.1 OBJETIVO GERAL
O objetivo geral deste trabalho e´ desenvolver um estudo do instrumento SAM em um
ambiente web de etiquetagem colaborativa, para avaliar a viabilidade do uso do SAM no con-
texto da recuperac¸a˜o de imagens segundo crite´rios afetivos. Para isto, uma ferramenta web
(denominda Get Your Mood) foi desenvolvida para coletar e analisar os dados estatı´sticos ne-
cessa´rios.
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1.2.2 OBJETIVOS ESPECI´FICOS
• Desenvolver uma metodologia que possibilite a aplicac¸a˜o, em ambiente web, da classifi-
cac¸a˜o afetiva de imagens atrave´s do SAM, para usua´rios volunta´rios, tanto em grupos
fechados quanto em ambiente aberto, de forma simples e pra´tica.
• Desenvolver uma ferramenta web para a aplicac¸a˜o da metodologia proposta, capaz de
realizar tambe´m a tabulac¸a˜o dos resultados obtidos.
• Utilizar a ferramenta desenvolvida para comparar os valores de valeˆncia e alerta de ima-
gens de uma base de dados ja´ conhecida e padronizados (padra˜o ouro) com os valores de
valeˆncia e alerta obtidos atrave´s da etiquetagem colaborativa. As imagens e os valores
padra˜o ouro de valeˆncia e alerta sera˜o extraı´dos da IAPS.
• Uma vez que as imagens da IAPS na˜o podem ser divulgadas, e nem publicadas, propo˜e-
se a criac¸a˜o de um novo banco de imagens para levantar seus valores de valeˆncia e alerta
atrave´s do Get Your Mood. Este novo banco, denominado OPAFI (Open Affective Images)
sera´ dispobilizado para a comunidade cientı´fica.
1.3 ESTRUTURA DO TRABALHO
O Capı´tulo 1 apresenta a contextualizac¸a˜o e breve explicac¸a˜o dos conceitos principais
envolvidos nesta pesquisa, seus objetivos e a motivac¸a˜o do trabalho realizado.
No Capı´tulo 2 e´ realizada a fundamentac¸a˜o teo´rica. Sa˜o discutidos os principais con-
ceitos sobre o assunto, bem como apresentadas as refereˆncias mais relevantes sobre as quais se
embasaram os princı´pios fundamentais utilizados.
O Capı´tulo 3 descreve a metodologia escolhida neste trabalho e o desenvolvimento da
ferramenta utilizada na aplicac¸a˜o desta metodologia.
No capı´tulo 4 sa˜o apresentados os resultados obtidos nessa pesquisa, bem como reali-
zada uma discussa˜o sobre os mesmos. Sa˜o descritos os dados e as ana´lises estatı´sticas utilizadas
para a verificac¸a˜o dos resultados, os quais sa˜o apresentados em tabelas e/ou gra´ficos que facili-
tam seu entendimento e discussa˜o.
Finalmente, no Capitulo 5 sa˜o apresentadas as concluso˜es e considerac¸o˜es finais, bem
como a indicac¸a˜o de possı´veis trabalhos futuros e as consequentes aplicac¸o˜es possibilitadas por
esta pesquisa.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Neste capı´tulo sera˜o abordadas teorias de recuperac¸a˜o de informac¸a˜o, teorias emocio-
nais, recuperac¸a˜o de imagens baseada em aspectos afetivos e trabalhos relacionados.
2.1 RECUPERAC¸A˜O DE INFORMAC¸A˜O E RECUPERAC¸A˜O DE IMAGENS
O termo Visual Information Recovery - VIR ou Recuperac¸a˜o de Informac¸a˜o Visual -
RIV esta´ ligado a` linha de pesquisa Recuperac¸a˜o da Informac¸a˜o - RI, e se relaciona a` busca
de informac¸o˜es de caracter visual dentro de diversas a´reas de aplicac¸a˜o. Dentro desta linha
de pesquisa, existe a Recuperac¸a˜o de Conteu´do Visual, que compreende basicamente a busca
e recuperac¸a˜o de imagens esta´ticas e vı´deos baseada em seus conteu´dos (CASTELLI; BERG-
MAN, 2002; DEL BIMBO, 1999). A quantidade de informac¸o˜es atualmente disponı´veis na
web tem criado uma se´rie de desafios nesta a´rea, uma vez que o grau de dificuldade de escolha
da informac¸a˜o correta a ser devolvida ao usua´rio aumenta significativamente. Neste contexto,
o desenvolvimento de ferramentas auxiliares de recuperac¸a˜o automa´tica baseadas em conteu´do
podem significar uma quantidade considera´vel de trabalho poupado tanto do usua´rio quanto do
pro´prio sistema de busca.
Para desenvolver sistemas de recuperac¸a˜o de conteu´do visual automa´ticos, existem ba-
sicamente duas abordagens possı´veis: sistemas baseados em informac¸o˜es pictoriais e sistemas
baseados em informac¸o˜es semaˆnticas previamente extraı´das das imagens. No primeiro caso
busca-se a criac¸a˜o de ferramentas de ana´lise pictorial, como reconhecimento automa´tico de
objetos, processos de decisa˜o sobre elementos de interesse na imagem (elementos que desper-
tam maior atenc¸a˜o na mesma), reconhecimento de caracterı´sticas de baixo nı´vel (cores, formas,
etc) entre outras. No segundo caso, a avaliac¸a˜o da imagem e´ realizada geralmente com auxı´lio
humano, e as caracterı´sticas e elementos constituintes desta sa˜o descritos atrave´s de palavras-
chave (metadados ou descritores textuais), etiquetas gra´ficas ou outras formas de identificac¸a˜o
de conteu´do que possam ser usadas para este fim. A figura 4 demonstra graficamente esta
divisa˜o e suas subdiviso˜es (Figura adaptada de (DATTA et al., 2008)).
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Figura 4: Recuperac¸a˜o da Informac¸a˜o.
Fonte: Adaptado de (DATTA et al., 2008)
O objetivo de um Sistema de Recuperac¸a˜o de Imagens, e´ retornar uma ou mais imagens
u´teis e relevantes para o usua´rio. Em geral, os usua´rios destes sistemas possuem interesses
especı´ficos, o que torna o processo de recuperac¸a˜o do “conteu´do relevante” bastante complexo.
Diferentes modalidades de consulta exigem diferentes me´todos de processamento e/ou suporte
de interac¸a˜o com o usua´rio. Os principais crite´rios de busca em um sistemas de recuperac¸a˜o
de imagens usualmente sa˜o: por palavra-chave ou por conteu´do (caracterı´sticas de baixo nı´vel,
utilizadas para a avaliac¸a˜o da similaridade visual).
2.1.1 RECUPERAC¸A˜O DE IMAGENS ATRAVE´S DE PALAVRAS-CHAVE
Esta modalidade de sistemas de recuperac¸a˜o de imagens utiliza-se de anotac¸o˜es textu-
ais para descrever o conteu´do das mesmas. Te´cnicas tradicionais de recuperac¸a˜o de informac¸a˜o
textual sa˜o utilizadas para comparar a consulta demandada pelo usua´rio por meio de palavras-
chave, com os ı´ndices das imagens. A figura 5 mostra como exemplo o esquema de um usua´rio
fazendo uso de um sistema de recuperac¸a˜o de imagens com base em texto que consiste na
comparac¸a˜o de descritores textuais com os descritores associados a cada imagem do banco de
dados, finalizando com o retorno das imagens resultantes da comparac¸a˜o.
Para que este tipo de sistema funcione de forma eficiente, e´ necessa´rio que os descri-
tores tenham sido anotados anteriormente a` pesquisa do usua´rio de forma adequada e com o
maior nı´vel de informac¸a˜o possı´vel. Para isso, normalmente utiliza-se a interac¸a˜o com usua´rios
volunta´rios para a realizac¸a˜o da descric¸a˜o. Estes usua´rios sa˜o requisitados a observar a imagem
e descrever atrave´s de palavras-chave o seu conteu´do.
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Figura 5: Recuperac¸a˜o de imagens baseados em descritores textuais.
Fonte: Adaptado de (DATTA et al., 2008)
As palavras-chave podem ser inseridas de forma livre ou atrave´s da escolha de palavras
pre´-determinadas pelo sistema. A Figura 6 descreve o processo de indexac¸a˜o de palavras-chave
a`s imagens em sistemas computacionais.
Figura 6: Indexac¸a˜o de Descritores Textuais.
Fonte: Adaptado de (DATTA et al., 2008)
As imagens com nenhum ou poucos descritores textuais sa˜o selecionadas para que
sejam etiquetadas quanto ao seu conteu´do, ou seja, para que ocorra a indexac¸a˜o de seus respec-
tivos descritores textuais. Esse processo pode ocorrer de de treˆs maneiras: a manual (atrave´s
de ferramentas de etiquetagem), semi-automa´tica (atrave´s de ontologias) e automa´tica (com
palavras-chave identificadas automaticamente de acordo com o conteu´do da imagem).
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2.1.1.1 MANUAL
E´ a descric¸a˜o textual (metadados ou palavras-chave) definidas pelo usua´rio para cada
imagem. Alguns sistemas que utilizam a interac¸a˜o de usua´rios da internet para incentivar a
inserc¸a˜o de palavras-chave em imagens sa˜o exibidos na Figura 7.
(a) (b)
(c) (d)
Figura 7: (a) Open Mind Initiative; (b) The ESP game; (c) Google Image Labeler e (d) LabelMe.
Fonte: (STORK, 1999; AHN, 2006; OIAGA, 2006; LEE et al., 2007a)
O Open Mind Initiative (STORK, 1999) exibido na Figura 7 (a) foi uma das primeiras
ferramentas online com o objetivo de fazer etiquetagem em imagens. Uma dificuldade encon-
trada na implementac¸a˜o pra´tica deste tipo de sistema e´ conseguir a cooperac¸a˜o de um grande
nu´mero de pessoas na avaliac¸a˜o das imagens, principalmente de forma volunta´ria. Por este
motivo, sistemas de anotac¸a˜o manual teˆm se esforc¸ado para implementar “jogos” que incenti-
vem a inserc¸a˜o de anotac¸o˜es. Ale´m de proporcionar uma diversa˜o para va´rios participantes, os
descritores textuais sa˜o indexados nas imagens sem um esforc¸o maior, tornando a tarefa mais
interessante para os colaboradores. Exemplos de jogos que fazem esse tipo de anotac¸o˜es sa˜o:
“The ESP Game” (AHN; DABBISH, 2004), mostrado na Figura 7 (b) que e´ um jogo do GWAP
(Games With a Purpose) (AHN, 2006) baseado no Open Mind Initiative, que teve sua licenc¸a
adquirida pelo google em 2006, criando uma nova ferramenta intitulada Google Image Labeler.
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Dois usua´rios conectados ao Google Image Labeler (OIAGA, 2006) (Figura 7 (c)) sa˜o
requisitados a olhar uma imagem e digitar palavras que a descrevam durante um tempo pre´-
determinado. As palavras digitadas por um dos participantes na˜o sa˜o vistas pelo outro. Durante
o tempo deste “jogo”, as palavras que sa˜o digitadas pelos dois participantes simultaneamente
sa˜o comparadas. Desta forma qualquer imagem so´ recebera´ uma palavra-chave como descritor
quando duas pessoas combinam em suas opinio˜es, o que diminui o nu´mero de descritores pouco
adequados a` mesma.
Uma forma criativa de desenvolver um banco de dados pictoriais de objetos retirados
de imagens foi implementado na ferramenta “LabelMe” (LEE et al., 2007a; RUSSELL; TOR-
RALBA, 2008; TORRALBA; RUSSELL; YUEN, 2010) (7 (d)). Nesta ferramenta, um usua´rio
e´ solicitado a observar uma imagem e desenhar contornos poligonais ao redor de objetos visua-
lizados na mesma. Estes contornos, uma vez concluı´dos, sa˜o nomeados com uma palavra-chave
que e´ utilizada como crite´rio de pesquisa. Como exemplo, um usua´rio pode visualizar uma bola
em uma imagem e contorna´-la, adicionando a palavra “bola” a` sua descric¸a˜o. Quando um outro
usua´rio realizar uma pesquisa com a palavra-chave “bola” na ferramenta, recebera´ as imagens
que tiverem sido identificadas com este conteu´do, com a marcac¸a˜o do objeto realizada.
Estas ferramentas de atribuic¸a˜o de descritores textuais em imagens podem ser cha-
mado de Sistemas de Conhecimento Coletivo, nos quais o algoritmo fica cada vez melhor de
acordo com cada interac¸a˜o humana no sistema (GRUBER, 2007) (Figura 8). A utilizac¸a˜o desta
te´cnica esta´ cada vez mais frequente em va´rias linhas de pesquisa, como a recuperac¸a˜o de ima-
gens, utilizado-se da inteligeˆncia humano para melhorar tais sistemas, a chamada Computac¸a˜o
Humana (AHN, 2007).
Figura 8: Sistema de conhecimento coletivo.
Fonte: Adaptado de (GRUBER, 2007)
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2.1.1.2 SEMI-AUTOMA´TICO
Associam elementos textuais estabelecidos pelos usua´rios a` termos de uma ontologia
(ERDMANN et al., 2000). A Figura 9 mostra o esquema de anotac¸a˜o semaˆntica em imagens
baseado em ontologias. Palavras individuais sa˜o associadas a` expresso˜es complexas do usua´rio,
de acordo com a ontologia. Conceitos reconhecidos e relac¸o˜es de dependeˆncia entre os concei-
tos sa˜o destacados como possı´veis palavras-chave, sendo sugeridas ao usua´rio.
Figura 9: Anotac¸a˜o semi-automa´tica. Possı´veis palavras sa˜o sugeridas de acordo com ontologias.
Fonte: (ERDMANN et al., 2000)
2.1.1.3 AUTOMA´TICO
A anotac¸a˜o manual e´ um procedimento caro e trabalhoso, por isso tem havido interesse
na gerac¸a˜o automa´tica de descritores textuais em imagens. Dado um conjunto de imagens
anotadas, e´ possı´vel atribuir uma palavra-chave automaticamente a uma imagem de acordo com
suas caracterı´sticas pictoriais e semaˆnticas (JEON; LAVRENKO; MANMATHA, 2003; GAO
et al., 2006). A Figura 10 exibe imagens com anotac¸o˜es manuais e automa´ticas.
Figura 10: Exemplo de anotac¸o˜es automa´ticas.
Fonte: (JEON; LAVRENKO; MANMATHA, 2003)
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2.1.2 RECUPERAC¸A˜O DE IMAGENS ATRAVE´S DE CONTEU´DO - CBIR
No caso da recuperac¸a˜o de imagens atrave´s de conteu´do (CBIR), o sistema compu-
tacional utiliza descritores de baixo nı´vel das caracterı´sticas desejadas para a comparac¸a˜o e
identificac¸a˜o de elementos semelhantes em imagens de um determinado banco de imagens
(DATTA et al., 2008). A figura 11 ilustra como ocorre o processo de recuperac¸a˜o de ima-
gens deste tipo. Diversas sa˜o as possibilidades de descritores neste caso, desde os mais simples
(cor, textura e forma) ate´ outros mais complexos (objetos ou cenas), e na figura 12, a indexac¸a˜o
dos vetores de caracterı´sticas para as imagens do banco.
Figura 11: Recuperac¸a˜o de imagens baseado no conteu´do (cor, textura e forma).
Fonte: Adaptado de (DATTA et al., 2008)
Figura 12: Extrac¸a˜o de caracterı´sticas das imagens do banco.
Fonte: Adaptado de (DATTA et al., 2008)
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O problema de uma abordagem baseada exclusivamente em conteu´do esta´ no fato
de que utiliza-se a similaridade visual para julgar a similaridade semaˆntica entre as imagens
(SMEULDERS et al., 2000; ZHAO; GROSKY, 2002), problema este conhecido como “gap
semaˆntico”. Duas imagens com conteu´do visual parecidos podem possuir significados semaˆnticos
diferentes, principalmente levando-se em considerac¸a˜o a capacidade interpretativa do ser hu-
mano. A soluc¸a˜o deste problema passa pela necessidade de identificac¸a˜o dos objetos com-
ponentes de uma cena, um desafio do ponto de vista de processamento de imagens e visa˜o
computacional, apesar de ser trivial para o ser humano.
Rogowitz (1998) realizou uma se´rie de experimentos analisando a percepc¸a˜o psicofı´sica
humana do conteu´do da imagem. De acordo com seus resultados, apesar de caracterı´sticas visu-
ais na˜o capturarem toda a semaˆntica das imagens, ha´ uma forte correlac¸a˜o. Estudos como este
e inu´meros outros justificam o nu´mero de estudos na a´rea de recuperac¸a˜o de imagens atrave´s
de conteu´do (ROGOWITZ et al., 1998). O objetivo deste trabalho na˜o esta´ relacionado direta-
mente a estas te´cnicas, uma vez que se trata de recuperac¸a˜o baseada em etiquetagem colabo-
rativa. Uma revisa˜o bastante completa a respeito de te´cnicas e ferramentas de recuperac¸a˜o de
imagens atrave´s do conteu´do pode ser encontrada em Datta (2008).
Exemplos de motores de busca de imagens com base no conteu´do na web sa˜o: Pixi-
milar, recupera imagens do Flickr baseado na cor (MUELLER, 2009); QBIC (Query By Image
Content), desenvolvido pela IBM e utilizado na recuperac¸a˜o de obras de arte atrave´s da cor e da
forma (FLICKNER, 1997) (Figura 13); TinEye (TINEYE, 2011); GazoPa (GAZOPA, 2010);
Like (2010), que busca por produtos similares em sites de E-commerce (LIKE, 2010); Retrievr
que tambe´m recupera imagens do Flickr atrave´s do formato e da cor (RETRIEVR, 2011).
Figura 13: Busca por cor e forma do QBIC.
Fonte: (FLICKNER, 1997)
Ate´ o momento, foi tratada apenas a busca de imagens baseada em conteu´do explı´cito
que possua objetos, componentes, elementos ou mesmo descrevam situac¸o˜es especı´ficas para o
usua´rio. Um desafio maior ainda, em termos de complexidade, encontra-se em realizar a busca
de imagens segundo crite´rios afetivos, apresentada na pro´xima sec¸a˜o (2.3).
30
2.2 EMOC¸A˜O E RESPOSTA AFETIVA
Na˜o existe um consenso para definir emoc¸a˜o. A palavra emoc¸a˜o e´ derivada do termo
“emovere” do latim, que pode significar algo como “colocar em movimento”, o que nos mostra
que desde sua origem a definic¸a˜o de emoc¸a˜o esta´ ligada a` expressa˜o fisiolo´gica visı´vel relaci-
onada a` um evento. Muitos pesquisadores distinguem sentimento e emoc¸a˜o, sendo que senti-
mento refere-se a` experieˆncia subjetiva da emoc¸a˜o. Alguns acreditam que as emoc¸o˜es podem
ocorrer inconscientemente, e portanto, e´ um fenoˆmeno mais geral do que a sua sensac¸a˜o subje-
tiva. Sentimentos podem igualmente referir-se a mais estrita experieˆncia de mudanc¸as corporais
(SCHERER, 2005). Emoc¸o˜es esta˜o em um nı´vel mais abstrato da interpretac¸a˜o humana de ob-
jetos e situac¸o˜es. A resposta emocional do ser humano pode ser muito subjetiva e particular
para cada pessoa, dependendo de va´rios fatores como experieˆncia de vida, traumas, alegrias,
cultura, famı´lia, infaˆncia entre outros.
A teoria da evoluc¸a˜o das emoc¸o˜es foi iniciada no final do se´culo 19 quando Char-
les Darwin fez um estudo a respeito de como o ser humano e os animais expressam as suas
emoc¸o˜es. O livro intitulado “The Expression of the Emotions in Man and Animals” (DARWIN,
1872) diz que algumas emoc¸o˜es, e as expresso˜es relacionadas a elas, sa˜o universais, ou seja,
todas as pessoas ja´ nascem capazes de fazeˆ-las e identifica´-las. Na de´cada de 80, Paul Ekman,
apo´s pesquisar o tema por 40 anos entre culturas diferentes, como EUA, Japa˜o, Brasil e Nova
Guine´, endossou a teoria proposta por Darwin (EKMAN, 2003). Ele identificou sete emoc¸o˜es
ba´sicas, chamando-as de prima´rias, que sa˜o: raiva, nojo, tristeza, alegria, medo, surpresa e des-
prezo. Para cada uma dessas emoc¸o˜es, Ekman listou os movimentos musculares do rosto e, em
alguns casos, ate´ mesmo alterac¸o˜es fisiolo´gicas que os denunciam.
A a´rea de pesquisa da psicologia emocional desenvolve trabalhos que tentam esta-
belecer crite´rios de avaliac¸a˜o sobre respostas emocionais e sua importaˆncia no comportamento
humano. Baseia-se em estudos aplicados em volunta´rios e ana´lises de comportamento e reac¸o˜es
a estı´mulos emocionais. Atualmente duas linhas de pensamento sobre emoc¸o˜es teˆm forte in-
flueˆncia nos estudos realizados: a teoria cognitiva (Schacter-Snger e Cannon-Bard) e a teoria
de James-Lange (BEAR; CONNORS; PARADISO, 2007; BROEKENS; DEGROOT, 2004).
A teoria cognitiva, de Schacter-Singer, entende que as emoc¸o˜es sa˜o respostas fisiolo´gicas
do corpo a uma interpretac¸a˜o cognitiva de uma situac¸a˜o vivida pela pessoa. Assim sendo, os
autores assumem que a emoc¸a˜o ocorre apo´s o processamento mental envolvido com a situac¸a˜o
e seria derivada deste. Neste caso primeiro veˆm a interpretac¸a˜o da situac¸a˜o emocional e depois
a reac¸a˜o corporal. A teoria Cannon-Bard tambe´m afima isto (BROEKENS; DEGROOT, 2004).
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Ja´ a teoria de James-Lange assume que a reac¸a˜o fisolo´gica relacionada a` uma emoc¸a˜o
e´ responsa´vel pelo sentimento percebido pelo ce´rebro sobre aquela emoc¸a˜o. Assim, primei-
ramente o ser humano perceberia uma situac¸a˜o em nı´vel inconsciente, esta percepc¸a˜o geraria
uma resposta fisiolo´gica e atrave´s desta resposta fisiolo´gica terı´amos criado no ce´rebro um sen-
timento que a identificaria em nı´vel consciente (BROEKENS; DEGROOT, 2004). Estas duas
teorias podem ser melhor interpretadas na Figura 14.
Figura 14: Teoria de Cannon-bard, onde a experieˆncia emocional vem antes da expressa˜o emocio-
nal e teoria James-Lang, onde a expressa˜o emocional vem antes da experieˆncia emocional
Fonte: Adaptado de (BEAR; CONNORS; PARADISO, 2007)
A neurocieˆncia tambe´m tem buscado explicac¸o˜es neste sentido, com eˆnfase na ana´lise
funcional do ce´rebro. Sabe-se hoje que uma grande parte da responsabilidade sobre a resposta
a situac¸o˜es de perigo sa˜o de responsabilidade da amı´gdala (LEDOUX, 1998, 1994), uma estru-
tura em forma de ameˆndoa, situado acima do tronco cerebral, pro´ximo a` parte inferior do anel
lı´mbico, com afereˆncias provenientes de va´rias a´reas cerebrais, como a´reas visuais, auditivas,
hipocampo, co´rtex olfato´rio e ta´lamo, por exemplo. A Figura 15(a) e Figura 15(b) exibem o
modelo de Fugir ou Reagir de LeDoux (adaptada de (LEDOUX, 1996)).
As reac¸o˜es emocionais na˜o sa˜o ta˜o simples como respostas estruturais, como acreditava-
se ha´ pouco tempo. As atuais te´cnicas de neuroimagem permitiram verificar que diversas es-
truturas esta˜o envolvidas no processamento de uma emoc¸a˜o. Em seu trabalho “O erro de Des-
cartes”, o neurocientista Antoˆnio Dama´sio (DAMASIO, 1994) descreve como as emoc¸o˜es sa˜o
importantes como mecanismos de sobreviveˆncia e aprendizado humano. Em “O miste´rio da
Conscieˆncia” e´ identificada a relac¸a˜o entre a resposta emocional e a atribuic¸a˜o de pensamentos
conscientes sobre situac¸o˜es especı´ficas vividas pelo ser humano (DAMASIO, 2000).
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(a) (b)
Figura 15: (a) Ilustrac¸a˜o do “caminho da emoc¸a˜o” de LeDoux; (b) Fluxo da emoc¸a˜o no ce´rebro.
Fonte: Adaptado de (LEDOUX, 1994) e de (LEDOUX, 1998)
Dividir emoc¸o˜es em categorias ba´sicas e complexas tambe´m e´ uma maneira de se en-
tender melhor as emoc¸o˜es, em que algumas emoc¸o˜es sa˜o consideradas fundamentais para a
existeˆncia de outras (EKMAN, 1972). Plutchik (2001) tratou emoc¸o˜es como se fossem co-
res: as complexas seriam variac¸o˜es das ba´sicas, ou seja “As Emoc¸o˜es sa˜o ana´logas a`s cores”,
desenvolvendo um gra´fico 3D para representar as emoc¸o˜es, e pode ser visto na Figura 16.
Figura 16: Teoria de Plutchik: “Emoc¸o˜es sa˜o ana´logas a`s cores”.
Fonte: (PLUTCHIK, 2001)
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2.2.1 EXTRAC¸A˜O DE EMOC¸O˜ES
Tem havido considera´vel debate sobre como as emoc¸o˜es devem ser classificadas. Mas
ale´m disso, os maiores esforc¸os feitos pela comunidade interessada em emoc¸o˜es esta˜o relacio-
nados com a extrac¸a˜o e padronizac¸a˜o das emoc¸o˜es. Em outras palavras, e´ o esforc¸o feito para
desenvolver me´todos e ferramentas que possibilitem a medic¸a˜o ou quantificac¸a˜o das emoc¸o˜es.
Uma maneira para se fazer tal estudo pode ser dividida em duas partes: (1) Induc¸a˜o de Estı´mulos
e (2) Extrac¸a˜o da emoc¸a˜o estimulada (BRADLEY; LANG, 2000). A induc¸a˜o de estı´mulos
e´ provocada por algum artefato manipula´vel como imagens, sons e palavras, que possuam
variac¸o˜es positivas (por exemplo, imagem agrada´vel) e negativas (por exemplo, imagem de-
sagrada´vel). Estes artefatos ira˜o provocar comportamentos biolo´gicos externos e internos em
uma determinada pessoa. A Figura 17 exibe as principais maneiras de se extrair emoc¸o˜es.
Figura 17: Te´cnicas de extrac¸a˜o de emoc¸o˜es. (1) Na parte esquerda da imagem, te´cnicas neuro-
fisiolo´gicas e bioquı´micas, (2) parte central da imagem, te´cnicas de reconhecimento de padro˜es
facial e (3) parte direita da imagem, te´cnicas motora ou experiencial-subjetivo.
Fonte: (SOARES et al., 2011)
A medic¸a˜o da emoc¸a˜o estimulada e´ o ato de extrair e quantificar uma emoc¸a˜o induzida.
Soares (2011) cita os treˆs tipos mais utilizados de medic¸a˜o das emoc¸o˜es: (1) neurofisiolo´gica
e bioquı´mica, no qual se enquadram os equipamentos de contato direto com o corpo como
EEG (ondas cerebrais), medic¸a˜o de temperatura, tensa˜o muscular, ritmo cardı´aco, pulsac¸a˜o
sanguı´nea, ritmo respirato´rio, etc. (lado esquerdo da Figura 17); (2) motor ou comportamental-
expressivo, que esta´ relacionado com o conhecido reconhecimento de padro˜es faciais, conhe-
cido com os trabalhos de Paul Ekman (EKMAN et al., 1987), que identificou as seis emoc¸o˜es
ba´sicas em um trabalho para comparac¸o˜es emocionais (Centro da Figura 17); (3) cognitiva ou
experiencial-subjetivo, no qual na˜o existe contato fı´sico com o usua´rio. Esse me´todo e´ desen-
volvido atrave´s de atribuic¸o˜es cognitivas do que pessoa achou de um determinado estı´mulo,
34
baseado em experimentos laboratoriais com volunta´rios que se submetem a ver ou escutar al-
guns estı´mulos e depois relata´-los (BRADLEY; LANG, 1994), confome demonstram estudos
realizados para o desenvolvimento de um instrumento que facilita o relato emocional chamado
Self-Assessment Manikin (SAM), exibido no lado direito da Figura 17.
Existem bibliotecas de estı´mulos emocionais especı´ficos, classificadas afetivamente
com a utilizac¸a˜o do instrumento SAM e colaborac¸a˜o de centenas de volunta´rios. Entre elas esta´
o International Affective Digitized Sounds (IADS) (BRADLEY; LANG, 1999b), uma biblioteca
de sons digitais e a Affective Norms for English Words (ANEW) (BRADLEY; LANG, 1999a),
uma biblioteca que usa palavras do ingleˆs para fazer a estimulac¸a˜o emocional; e o Internatio-
nal Affective Picture System (IAPS) (LANG; BRADLEY; CUTHBERT, 2005), uma biblioteca
para estimulos visuais com imagens. Como a abordagem deste trabalho esta´ relacionada com
imagens, esta pesquisa utilizara´ o IAPS. Na pesquisa desenvolvida neste trabalho utiliza-se ba-
sicamente a ferramenta SAM, que e´ bastante aceita para o teste de resposta afetiva. Desta forma,
a pro´xima sec¸a˜o (2.2.2) traz uma descric¸a˜o mais aprofundada desta ferramenta especı´fica, bem
como da biblioteca IAPS.
2.2.2 FERRAMENTA SAM E BIBLIOTECA IAPS
O SAM (LANG, 1980) e´ um instrumento bastante utilizado para a obtenc¸a˜o dos va-
lores de valeˆncia e alerta. Este instrumento e´ baseado na Teoria das Escalas PAD (Pleasure-
Arousal-Dominance) (RUSSELL; MEHRABIAN, 1977) com imagens representando as escalas
da semaˆntica diferencial e e´ formado por treˆs grupos de bonecos impressos em papel, represen-
tando a resposta do usua´rio em cada dimensa˜o da emoc¸a˜o. O primeiro grupo de bonecos re-
presenta a dimensa˜o valeˆncia, o segundo grupo representa a dimensa˜o alerta e o terceiro grupo
representa a dimensa˜o dominaˆncia. E´ comum encontrar estudos realizados com essa ferramenta
que so´ utilizam as duas primeiras dimenso˜es. O SAM, ja´ exibido na Figura 2 no Capı´tulo 1,
mostra as duas primeiras dimenso˜es (valeˆncia e alerta) da versa˜o em papel e la´pis para SAM
ilustrando sua descric¸a˜o, na˜o-verbal gra´fica de va´rios pontos ao longo de cada uma das treˆs
principais dimenso˜es afetivas.
O volunta´rio procede no teste marcando um X com um la´pis sobre o boneco de cada
grupo que melhor descreve sua reac¸a˜o. A escala de variac¸a˜o e´ graduada em nove diviso˜es,
sendo cinco representadas por bonecos e quatro representadas por espac¸os entre dois bonecos
vizinhos. Para realizar a marcac¸a˜o corretamente, uma vez que a representac¸a˜o dimensional
na˜o e´ intuitiva para a maior parte das pessoas, e´ necessa´rio que um conjunto de instruc¸o˜es
claras sobre o procedimento sejam repassadas aos volunta´rios antes do inı´cio do procedimento
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(LANG, 1980). O SAM possui qualidades psicome´tricas adequadas que estimulam a atenc¸a˜o do
usua´rio e e´ um instrumento confia´vel e va´lido internacionalmente pelo fato das classificac¸o˜es
de valeˆncia e alerta estarem altamente correlacionadas com as medidas de avaliac¸a˜o afetiva
obtidas na Escala Semaˆntica Diferencial, elaborada por Mehrabian e Russel (1974), conforme
demonstram estudos realizados (BRADLEY; LANG, 1994; MEHRABIAN; RUSSEL, 1974).
O instrumento SAM e´ atualmente um instrumento bastante utilizado para avaliac¸o˜es
de resposta afetiva a elementos emocionais. Por ser um instrumento simples, barato e acessı´vel,
sua aplicac¸a˜o em estudos deste tipo torna-se bastante interessante, em ambiente de laborato´rio.
O manual para aplicac¸a˜o do SAM esta´ disponı´vel com todos as instruc¸o˜es e passos e para
sua aplicac¸a˜o, tais como explicar aos usua´rios do experimento que na˜o conversem durante o
experimento, que sera˜o apresentadas algumas imagens, sendo cada uma delas exibidas durante
cinco segundos e que nos quinze segundos subsequentes nenhuma figura sera´ apresentada para
que estes realizaram suas classificac¸o˜es na folha impressa contendo o SAM. Depois disso, o
experimentador anuncia em voz alta o pro´ximo slide e e´ mostrada uma nova tela de preparac¸a˜o
(LANG; BRADLEY; CUTHBERT, 2005).
As imagens em mac¸os de cigarro (Figura 18) foram escolhidas atrave´s de experimentos
com o SAM e volunta´rios (NASCIMENTO et al., 2010; Ministe´rio da Sau´de, 2009). Centenas
de universita´rios (fumantes e na˜o fumantes) julgaram as caracterı´sticas emocionais de diversas
imagens utilizando a ferramenta SAM e os resultados demonstraram que as imagens expostas
nas adverteˆncias sanita´rias provocaram sensac¸o˜es aversivas.
Figura 18: Imagens selecionadas atrave´s de avaliac¸o˜es utilizando o SAM para serem inseridas em
mac¸os de cigarro pelo ministe´rio pu´blico.
Fonte: (NASCIMENTO et al., 2010)
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O interesse em desenvolver uma aplicac¸a˜o deste instrumento para web justifica-se pela
possibilidade de utiliza´-la na avaliac¸a˜o afetiva de conteu´dos multimı´dia. Desta forma, o princi-
pal objetivo deste trabalho consiste primeiramente em desenvolver um modelo e uma ferramenta
de avaliac¸a˜o de imagens baseados no SAM. Ale´m disso tambe´m verificar se os resultados das
ana´lises obtidas com este modelo esta˜o de acordo com os resultados obtidos em laborato´rio com
a ferramenta tradicional, que e´ o SAM em versa˜o la´pis e papel em ambiente controlado.
A Figura 19 ilustra uma imagem no gra´fico valeˆncia/alerta. A Figura 19(a) exibe a
imagem de um cemite´rio (esta imagem na˜o faz parte do IAPS) e a Figura 19(b) mostra a
representac¸a˜o dimensional da emoc¸a˜o no gra´fico valeˆncia versus alerta estimulada pela ima-
gem (LANG, 1995). Como comentando anteriormente, existem diversas formas de fazer a
estimulac¸a˜o emocional em pessoas. Uma dessas formas e´ utilizando imagens padronizadas
emocionalmente atrave´s de estudos utilizando o SAM.
Figura 19: Exemplo de uma imagem ilustrando um cemite´rio e sua representac¸a˜o dimensional da
emoc¸a˜o estimuladano gra´fico valeˆncia versus alerta, representada pelo ponto.
Fonte: (LANG, 1995)
A IAPS e´ uma biblioteca com imagens fotogra´ficas coloridas que representam va´rios
aspectos da vida real (esportes, moda, paisagens, violeˆncia, etc.), com o objetivo de evocar di-
ferentes estados emocionais. E´ composta por mais de 1000 imagens diversas distribuı´das em
todos os quadrantes das dimenso˜es utilizadas e avaliadas por um nu´mero expressivo de vo-
lunta´rios. Devido ao grande nu´mero de avaliac¸o˜es realizadas em cada imagem, aceita-se que a
resposta afetiva apresentada para cada uma delas e´ esta´vel e independente de fatores pessoais.
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Esta biblioteca e´ disponibilizada para estudos com pacientes e, segundo suas regras de uso, na˜o
podem ser divulgadas, exceto durante os experimentos para que estas continuem va´lidas em
termos de impacto emocional (LANG; BRADLEY; CUTHBERT, 2005). As avaliac¸o˜es realiza-
das nas imagens da IAPS utilizam o SAM. Assim, ale´m dos arquivos de imagens, a biblioteca
IAPS disponibiliza tambe´m os valores de me´dia e desvio padra˜o das dimenso˜es emocionais
associadas a cada imagem (LANG; BRADLEY; CUTHBERT, 2005).
Dentro desta perspectiva, a criac¸a˜o de sistemas computacionais com interfaces afetivas
torna-se um desafio de vanguarda. Temos em seguida (sec¸a˜o 2.2), a descric¸a˜o dos conceitos
do tema relacionado a` recuperac¸a˜o de imagens com conteu´do afetivo especı´fico, bem como a
descric¸a˜o de alguns trabalhos baseados nesta linha de pesquisa.
2.3 RECUPERAC¸A˜O DE IMAGENS BASEADA EM ASPECTOS AFETIVOS
No que diz respeito a` semaˆntica de imagens, va´rios nı´veis de especificac¸a˜o de busca
podem surgir, a partir de instruc¸o˜es simples como “encontrar fotos com um barco”aos mais
abstratos, tais como “encontrar cenas com atmosfera feliz”. Habitualmente, o nı´vel abstrato
refere-se ao conteu´do afetivo ou emocional da imagem e e´ considerada uma dimensa˜o relevante
em que usua´rios especificam suas consultas (RGENSEN, 1998; JAIMES; CHANG, 2002; EA-
KINS, 2002; LAINE-HERNANDEZ; WESTMAN, 2006).
A resposta emocional do ser humano pode ser muito subjetiva e particular para cada
pessoa, dependendo de va´rios fatores como experieˆncia de vida, traumas, alegrias, cultura,
infaˆncia, famı´lia etc. Por isso, e´ evidente que, devido a` sua complexidade inerente, o afeto e´
difı´cil de se modelar e, portanto, bastante difı´cil de ser manuseado por um sistema de recuperac¸a˜o
computacional (BIANCHI-BERTHOUZE; LISETTI, 2002). Todavia, a recuperac¸a˜o de ima-
gens baseadas em relac¸o˜es emocionais e´ um dos focos de estudo que vem sendo significati-
vamente explorado no aˆmbito da recuperac¸a˜o de imagens baseada em conteu´do (WANG; HE,
2008). Devido a sua importaˆncia na classificac¸a˜o de imagens (ou audiovisual), va´rios traba-
lhos recentes sobre o assunto podem ser encontrados (BIANCHI-BERTHOUZE, 2003; CHO,
2004; JAIMES et al., 2005; WANG; WANG, 2005; HUN-WOO, 2006; HANJALIC, 2006;
WEINING; YINGLIN; SHENGMING, 2006; LEE et al., 2007b; YANG et al., 2008; PARK;
LEE, 2008; KIM et al., 2009). A ideia ba´sica deste foco e´ a busca de imagens que possam gerar
no usua´rio um determinado tipo de resposta afetiva ou emoc¸a˜o pre´-definidas. Como exemplo,
quando um usua´rio busca imagens associadas ao paraˆmetro “alegria” (“happyness”), o sistema
de busca deve retornar imagens que apresentem conteu´dos capazes de gerar uma resposta emo-
cional deste tipo no usua´rio.
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Obviamente, nem todas as pessoas possuem a mesma reac¸a˜o em relac¸a˜o a uma cena,
em termos de intensidade de resposta ou mesmo de tipo de emoc¸a˜o evocada. Apesar disso,
podemos aceitar a hipo´tese de que a maior parte das pessoas reagira´ de forma parecida quando
apresentada a uma imagem com um conteu´do afetivo explı´cito. De acordo com Wang (2008),
existe uma estabilidade de resposta das pessoas em geral para uma grande parte de imagens.
Levando-se isto em considerac¸a˜o, a busca baseada em emoc¸o˜es deve possuir paraˆmetros
de classificac¸a˜o gerais capazes de representar a mesma emoc¸a˜o para a maioria dos usua´rios
possı´veis. Isto gera a necessidade de uma definic¸a˜o formal das emoc¸o˜es fundamentais do ser
humano, que possa ser utilizada como paraˆmetro para esta classificac¸a˜o (BROEKENS; DE-
GROOT, 2004). Ale´m disto, em um sistema de busca e´ necessa´rio que os paraˆmetros de busca
sejam descritos de forma inequı´voca para que os resultados sejam retornados corretamente. Os
sistemas de busca de imagens baseados em conteu´do afetivo sa˜o baseados nas duas formas
tradicionais: atrave´s de conteu´do pictorial e de sistemas de etiquetagem.
Nos sistemas baseados em pixels, parte-se da hipo´tese de que o conteu´do pictorial as-
sociado a elementos de baixo nı´vel de uma imagem (tais como cor, textura e forma) possam ter
influeˆncia direta sobre a resposta afetiva de um indivı´duo. A dificuldade de encontrar-se uma
correlac¸a˜o entre os elementos pictoriais e o conteu´do emocional da imagem e´ muito superior ao
da recuperac¸a˜o de imagens tradicional, devido ao aumento do gap semaˆntico. Existem traba-
lhos que levam em considerac¸a˜o principalmente elementos baseados em teoria das cores como
crite´rio de decisa˜o (WEINING; YINGLIN; SHENGMING, 2006; WEI et al., 2008). Outros
analisam e testam caracterı´sticas pictoriais baseadas em pesquisas realizadas em imagens da
IAPS, obtendo-se resultados semelhante (MACHAJDIK; HANBURY, 2010). Infelizmente, ao
que tudo indica, este tipo de ferramenta e´ muito limitada justamente pela pequena quantidade
de informac¸a˜o emocional associada aos paraˆmetros escolhidos para ana´lise.
Devemos considerar ainda a hipo´tese de que a resposta afetiva/emocional de um in-
divı´duo esteja relacionada ao contexto apresentado em uma imagem. Isto implica que, para
podermos prever uma resposta deste tipo, devemos identificar todos os componentes de uma
cena e integra´-los em uma representac¸a˜o mental que leva em conta justamente o contexto em
que tais componentes se encontram, ale´m da experieˆncia pessoal do indivı´duo. De acordo com
Wang (2008), que realizou uma revisa˜o bastante ampla dos trabalhos relacionados a` sistemas
de busca baseados em resposta afetiva, e´ bastante prova´vel que os sistemas eficientes deste tipo
ainda demorem a ser desenvolvidos.
O fato de que o gap semaˆntico e´ muito maior no caso de conteu´do emocional do que
em conteu´do tradicional tem levado um grande nu´mero de pesquisadores a esperar que a criac¸a˜o
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de sistemas de busca de imagens baseada em etiquetagem colaborativa seja um meio mais eficaz
de atacar o problema, no atual estado da arte nesta a´rea. Assim, va´rios trabalhos que se utili-
zam de interac¸a˜o com usua´rio e etiquetagem colaborativa tem sido publicados nos u´ltimos anos,
trabalhando principalmente em duas linhas principais: etiquetagem atrave´s de elementos tex-
tuais e etiquetagem atrave´s de elementos gra´ficos. Nos dois casos o funcionamento ba´sico dos
sistemas de etiquetagem e´ o mesmo, o volunta´rio e´ requisitado a visualizar uma determinada
imagem e posteriormente anotar sua resposta na interface do sistema.
Na etiquetagem atrave´s de elementos textuais, o volunta´rio deve escolher uma ou mais
palavras-chave que demonstrem sua reac¸a˜o afetiva no momento em que ele visualiza uma ima-
gem. A dificuldade principal neste caso vem da pro´pria dificuldade de se definir uma palavra
que descreva um estado emocional de forma exata, o que nem sempre e´ possı´vel. Muitas pala-
vras possuem aplicac¸o˜es diferentes dependendo do contexto, da cultura, da posic¸a˜o geogra´fica
e ate´ mesmo de caracterı´sticas pessoais do sujeito. Ale´m disso, em se tratando de sistemas web,
na˜o sa˜o apenas as palavras de linguagem formal que podem ser usadas neste caso, mas tambe´m
as gı´rias, o que dificulta uma correta avaliac¸a˜o do resultado obtido.
Complicando ainda mais este quadro, deve-se considerar que em um sistema para web
a imagem pode estar disponı´vel em qualquer lugar do mundo, ou seja, sua etiqueta pode estar
escrita em qualquer lı´ngua. E´ de conhecimento dos estudiosos de lı´nguas que algumas palavras
e expresso˜es sa˜o exclusivas de alguns povos ou culturas. Alguns autores expressam palavras
relacionadas a` emoc¸o˜es em cinco lı´nguas diferentes, correlacionadas entre si, para uso em sis-
temas de busca (EMOTION, 2002). A intenc¸a˜o do trabalho citado e´ justamente tentar padro-
nizar os termos mais comuns relacionados a`s respostas emocionais, facilitando um trabalho de
classificac¸a˜o.
Outro trabalho no sentido da padronizac¸a˜o das palavras-chave descritivas de conteu´do
emocional para web e´ o Emotion Markup Language (EmotionML), que esta´ sendo desenvol-
vida pela W3C (SCHRODER, 2009). Este documento busca definir uma linguagem para web
para utilizac¸a˜o em pa´ginas construı´das considerando-se as reac¸o˜es emocionais esperadas dos
usua´rios. Espera-se que atrave´s de uma padronizac¸a˜o deste tipo, a descric¸a˜o do conteu´do emo-
cional possa ser realizada de forma universal. Uma forma de se superar o problema da variabili-
dade dos termos textais descritivos relacionados a`s emoc¸o˜es e´ a utilizac¸a˜o de elementos gra´ficos
que substituam a necessidade de utilizac¸a˜o destes, pois vale a ma´xima: “uma imagem vale mais
do que mil palavras”. Va´rias formas de trabalho neste sentido sa˜o possı´veis, mas a grande mai-
oria delas faz uso de representac¸o˜es de expresso˜es emocionais humanas em desenhos de faces
(smiles ou emoticons) ou bonecos (semelhantes ao SAM).
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Esta aproximac¸a˜o e´ va´lida de acordo com a hipo´tese de que as expresso˜es faciais que
expressam as emoc¸o˜es sa˜o universais, de acordo com o trabalho de (EKMAN, 1972). Assim
seria possı´vel a identificac¸a˜o clara e precisa de uma emoc¸a˜o desenhada em um boneco, desde
que esta emoc¸a˜o na˜o seja por demais complexa. Na verdade a grande limitac¸a˜o deste tipo
de aproximac¸a˜o e´ justamente a diminuic¸a˜o da capacidade descritiva do conjunto das emoc¸o˜es,
que se limitam a algumas expresso˜es apenas. Neste tipo de situac¸a˜o, e´ comum que os pesqui-
sadores escolham diminuir o nu´mero de “dimenso˜es emocionais” expressas em seus sistemas
como forma de buscar facilitar a escolha por parte dos usua´rios da expressa˜o gra´fica que mais
caracteriza sua emoc¸a˜o naquele momento.
A diminuic¸a˜o do nu´mero de emoc¸o˜es tem sido feita normalmente de duas formas:
Utilizando-se as chamadas “emoc¸o˜es ba´sicas” (EKMAN, 1992) e utilizando-se um conjunto de
duas ou treˆs dimenso˜es emocionais independentes que em conjunto, descreveriam as emoc¸o˜es
complexas atrave´s da combinac¸a˜o dos pesos da contribuic¸a˜o de cada uma delas.
No caso de sistemas que limitam as emoc¸o˜es a um nu´mero menor de expresso˜es emo-
cionais, a ide´ia principal e´ que o ser humano seja capaz de identificar uma emoc¸a˜o momentaˆnea
e escolher uma imagem gra´fica que melhor represente esta emoc¸a˜o. Para que este tipo de
escolha possa ocorrer adequadamente, e´ necessa´rio que o nu´mero de possibilidades seja rela-
tivamente pequeno, principalmente pelo fato de que a distinc¸a˜o entre dois estados emocionais
muito complexos em um conjunto de desenhos que representam bonecos com expresso˜es emo-
cionais especı´ficas pode ser muito difı´cil. Desta forma, e´ comum nos trabalhos deste tipo que o
nu´mero de possibilidades de escolha na˜o seja muito superior a`s emoc¸o˜es ba´sicas.
Considerando-se a outra alternativa, de utilizar nos sistemas descritivos das emoc¸o˜es
as dimenso˜es emocionais chamadas “ortogonais” entre si, a forma mais comum atualmente em-
pregada e´ a utilizac¸a˜o de treˆs “eixos” graduados representando as reac¸o˜es afetivas “Valeˆncia”,
“Alerta” e “Dominaˆncia” (Valence, Arousal, Dominance), como descrito na sec¸a˜o 2.2.2. Neste
caso, empregam-se normalmente desenhos de bonecos que representam os treˆs estados do in-
divı´duo em graus de expressa˜o que variam de Positivo-Negativo, Agitado-Calmo e Confiante-
Dominado. A representac¸a˜o de um estado emocional e´ feita, neste caso, escolhendo-se o nı´vel
afetivo que o indivı´duo em teste sente de cada uma das treˆs dimenso˜es, o que permitiria a
correlac¸a˜o com uma emoc¸a˜o especı´fica. Mais uma vez o problema da diminuic¸a˜o do nu´mero
possivel de emoc¸o˜es identificadas ocorre neste caso. Existe uma variac¸a˜o natural na resposta
afetiva do indivı´duo em se tratando de uma marcac¸a˜o graduada para cada uma destas dimenso˜es.
Assim sendo, a possibilidade de correlac¸a˜o de valores nos treˆs eixos com uma emoc¸a˜o especı´fica
diminui com o aumento do nu´mero de emoc¸o˜es que devem ser identificadas.
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2.4 TRABALHOS RELACIONADOS
De acordo com Denuo (2009), a navegac¸a˜o e a pesquisa baseadas em emoc¸a˜o sa˜o
elementos que despertam cada vez mais o interesse da comunidade denominada “sub-cultura
online”. Como comentado anteriormente, diferentes trabalhos acadeˆmicos e comerciais esta˜o
sendo desenvolvidos nesta a´rea. A seguir, sa˜o descritos alguns trabalhos considerados mais
relacionados com o apresentado nesta dissertac¸a˜o, ou seja, voltados para ambiente web.
2.4.1 VIDEO AFFECTIVE ANNOTATION
Com o compartilhamento intenso de vı´deos na internet, principalmente com aplicativos
como YouTube, existe uma tendeˆncia natural de se desenvolver maneiras de buscar por vı´deos,
ale´m da cla´ssica recuperac¸a˜o por palavras-chave. Sabendo disso, o nu´mero de estudos feitos
para viabilizar uma busca baseada na emoc¸a˜o que os vı´deos induzem e´ cada vez mais crescente
tal como o Video Affective Annotation (SOLEYMANI; DAVIS; PUN, 2009), que utiliza as
dimenso˜es Valeˆncia e Alerta atrave´s do instrumento SAM para classificar afetivamente trechos
de filmes, como mostrado na Figura 20.
Figura 20: Uma tela tirada da aplicac¸a˜o Video Affective Annotation. O usua´rio assiste ao trecho
de filme e marca o valor de valeˆncia e alerta atrave´s do SAM
Fonte: (SOLEYMANI; DAVIS; PUN, 2009)
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2.4.2 MUSICOVERY
Buscadores de mu´sicas tradicionais baseados em palavras-chave sa˜o bastante eficazes
quando se sabe exatamente o que buscar, qual banda ou qual mu´sica. Pore´m, quando um usua´rio
procura uma mu´sica baseado em seu “estado de espı´rito” atual, o procedimento na˜o e´ ta˜o sim-
ples. O Musicovery e´ um servic¸o de ra´dio online que usa os conceitos de valeˆncia e alerta, com
o objetivo de permitir que os ouvintes possam selecionar mu´sicas de acordo com crite´rios afe-
tivos. Na pra´tica, o ouvinte da ra´dio pode escutar trechos de diferentes mu´sicas em tempo real
e assim selecionar aquela que deseja ouvir, ao passar o cursor pelo plano valeˆncia/alerta. Na
interface do Musicovery, os eixos foram denominados “Dark - positive” e “Calm - Energetic”
(Figura 21). Ha´ tambe´m a possibilidade de refinar as mu´sicas escolhidas no plano, utilizando-se
os crite´rios e´poca, geˆnero e palavra-chave (DENUO, 2009).
Figura 21: Tela do musicovery (Musicovery, 2011).
Fonte: (DENUO, 2009)
2.4.3 AFFECTIVE FLICKR
Trata-se de uma aplicac¸a˜o web que busca imagens no site de compartilhamento de
imagens Flickr e requisita ao usua´rio a marcac¸a˜o das dimenso˜es valeˆncia, alerta e dominaˆncia
para imagens, no instrumento SAM (WANG, 2010). Na˜o foram encontrados nas pesquisas
trabalhos cientı´ficos relacionados ao Affective Flickr. Tambe´m, a partir do web site (Figura 22),
na˜o e´ possı´vel obter informac¸o˜es mais detalhadas a respeito do objetivo deste experimento.
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Figura 22: Tela do AffectiveFlick.
Fonte: (WANG, 2010)
2.4.4 ADSAM
A AdSAM (MORRIS et al., 2009) e´ uma empresa que fornece servic¸os na a´rea de pu-
blicidade e propaganda. Em resumo, a AdSAM realiza a avaliac¸a˜o de campanhas publicita´rias
utilizando a teoria de emoc¸o˜es PAD juntamente com o instrumento SAM. Na Figura 23 pode
ser vista a tela inicial do web site da empresa.
Figura 23: Tela inicial do AdSAM.
Fonte: www.adsam.com
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2.4.5 PXLAB - THE PSYCHOLOGICAL EXPERIMENTS LABORATORY
PXLab (The Psychological Experiments Laboratory) e´ uma colec¸a˜o de aplicac¸o˜es para
a execuc¸a˜o de experimentos psicolo´gicos (IRTEL, 2007). O sistema PXLab e´ um projeto que
permite a interatividade do usua´rio com diferentes experimentos das a´reas da psicologia, den-
tre eles esta´ o experimento da percepc¸a˜o da emoc¸a˜o, atrave´s da ferramenta SAM (Figura 24).
Ressalta-se que o PxLAB foi desenvolvido para a utilizac¸a˜o local em laborato´rio e na˜o e´ um
aplicativo web.
Figura 24: Aplicativo do Instrumento SAM no PXLab.
Fonte: (IRTEL, 2007)
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3 METODOLOGIA
A coleta das respostas afetivas dos usua´rios para as imagens foi feita a partir de uma
ferramenta web, desenvolvida especificamente para este estudo. Esta ferramenta foi denomi-
nada Get Your Mood - GYM e sua a url e´ http://getyourmood.com. Nos pro´ximos
to´picos sera˜o abordados os detalhes do projeto, do funcionamento e da utilizac¸a˜o desta ferra-
menta.
3.1 MODELO DE REPRESENTAC¸A˜O DIMENSIONAL UTILIZADO
E´ importante fazer uma explicac¸a˜o de como o modelo de representac¸a˜o dimensional da
emoc¸a˜o foi utilizado nesta pesquisa. Como mencionado no capı´tulo anterior, a emoc¸a˜o pode ser
caracterizada pela intersec¸a˜o de treˆs fatores ba´sicos, ou seja, de valeˆncia, alerta e dominaˆncia.
Pore´m, verificou-se que o efeito da dimensa˜o dominaˆncia e´ muito pequeno (DIETZ; LANG,
1999).
Ale´m disso, e´ demonstrado que a valeˆncia e o alerta sa˜o responsa´veis pela maior parte
da variaˆncia independente em respostas emocionais (GREENWALD; COOK; LANG, 1989).
Por esta raza˜o, a dimensa˜o dominaˆncia e´ muitas vezes ignorado em trabalhos pra´ticos (CHAN;
JONES, 2005; HANJALIC; XU, 2005; GRIMM; DASTIDAR; KROSCHEL, 2006; SOLEY-
MANI; DAVIS; PUN, 2009) e, por isso, a avaliac¸a˜o da emoc¸a˜o e´ limitada em valeˆncia e
alerta. Desta forma, o experimento realizado nesta pesquisa limita-se a` utilizac¸a˜o destas duas
dimenso˜es e assim, o Get Your Mood na˜o utilizara´ a dimensa˜o dominaˆncia. Ressalta-se tambe´m
que trata-se de uma aplicac¸a˜o para a web, ou seja, quanto menor for o experimento, menos
esforc¸o sera´ solicitado do usua´rio e a exclusa˜o da solicitac¸a˜o da marcac¸a˜o dimensa˜o dominaˆncia
diminui tal esforc¸o deste usua´rio da web.
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3.2 VISA˜O GERAL
A Figura 25 apresenta um diagrama em blocos com a visa˜o geral da arquitetura do
sistema para a coleta das respostas afetivas dos usua´rios Get Your Mood. Os mo´dulos principais
sa˜o a interface com o usua´rio, os mo´dulos para a atribuic¸a˜o do humor do usua´rio, selec¸a˜o das
imagens e ana´lise dos resultados, bem como os bancos de imagens, pontuac¸o˜es das imagens, e
informac¸o˜es do usua´rio.
Figura 25: Diagrama em blocos com a visa˜o geral da arquitetura do sistema para a coleta das
respostas afetivas dos usua´rios.
Fonte: Autoria pro´pria.
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Conforme mencionado em to´picos anteriores, o principal objetivo deste trabalho e´
comparar as pontuac¸o˜es de valeˆncia e alerta disponibilizadas pelo IAPS, obtidas a partir de
procedimentos bem definidos e va´lidos internacionalmente (LANG; BRADLEY; CUTHBERT,
2005), com as pontuac¸o˜es obtidas a partir de condic¸o˜es menos controladas, atrave´s do Get Your
Mood, ferramenta que aplica o experimento original do IAPS no contexto web. Tambe´m, mon-
tar uma banco de imagens com suas respectivas pontuac¸o˜es de valeˆncia e alerta, para a utilizac¸a˜o
em estudos futuros e que possa ser disponibilizado publicamente, uma vez que o IAPS e´ restrito
(LANG; BRADLEY; CUTHBERT, 2005).
Uma vez que um nu´mero grande de etiquetagens e´ necessa´rio, e consequentemente de
volunta´rios, o ambiente foi idealizado e desenvolvido com o objetivo de atrair os usua´rios de
forma espontaˆnea. Enquanto outros autores sugerem como estrate´gia para isto a meta´fora dos
jogos (AHN; DABBISH, 2004), neste trabalho optou-se por oferecer ao usua´rio um teste de
humor. A Figura 26 mostra a tela inicial do Get Your Mood, na qual um subtı´tulo com o texto
AVALIE SEU HUMOR NESTE TESTE COM IMAGENS aparece em destaque.
Figura 26: Tela inicial do Get Your Mood (getyourmood.com).
Fonte: Autoria pro´pria.
Em resumo, a dinaˆmica de um processo de etiquetagem no Get Your Mood e´ a se-
guinte: o usua´rio visualiza uma imagem e atribui os valores de valeˆncia e alerta conforme a
sua interpretac¸a˜o da imagem, utilizando o instrumento SAM. Este processo repete-se para uma
determinada quantidade de imagens e, apo´s finalizadas as marcac¸o˜es, o usua´rio observa na tela
o resultado do “teste diagno´stico” do seu humor naquele momento. Ressalta-se que na˜o fo-
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ram realizadas pesquisas a respeito da validade ou da coereˆncia deste teste segundo crite´rios
psicolo´gicos (isto e´ informado ao usua´rio ao final do teste) e em nenhum momento este e´ o
objetivo do presente trabalho ou do ambiente Get Your Mood. Novamente, destaca-se que o
objetivo do teste de humor do Get Your Mood e´ apenas entreter o usua´rio. Portanto, o termo
humor no contexto do ambiente Get Your Mood na˜o tem relac¸a˜o com a definic¸a˜o cientı´fica de
humor.
Com relac¸a˜o a` implementac¸a˜o do Get Your Mood, foi utilizada a linguagem PHP
(CONVERSE, 2002) para o sistema de login, MySQL (SUEHRING, 2002) para o armaze-
namento dos dados e ajax (ZAKAS; MCPEAK; FAWCETT, 2006) para o armazenamento de
resultados assı´ncronos. O servidor web utilizado foi o Apache (LAURIE; LAURIE, 2002) e o
sistema operacional utilizado foi o Debian GNU/Linux (AMBERG, 2009). Todas estas ferra-
mentas sa˜o abertas.
3.2.1 ASPECTOS IMPORTANTES DA INTERFACE
Para a aplicac¸a˜o do instrumento SAM de maneira correta, foram levados em considerac¸a˜o
aspectos importantes como, por exemplo, a cor de fundo, o tamanho das imagens exibidas e o
tempo de exibic¸a˜o de cada imagem, conforme descrito em detalhes nos to´picos a seguir.
3.2.1.1 COR DE FUNDO
De acordo com IRTEL (2007), o fundo preto (cor neutra (SCHULLER; DORFNER;
RIGOLL, 2010)) permite que o usua´rio concentre-se nas imagens a serem avaliadas. A cor
branca, por exemplo, ou cores na˜o neutras, exercem maior estı´mulo no sistema visual se com-
paradas ao preto e na˜o sa˜o indicadas para a aplicac¸a˜o do instrumento SAM em um monitor de
computador (IRTEL, 2007).
3.2.1.2 TAMANHO DAS IMAGENS
O IAPS utiliza um tamanho padra˜o para as imagens digitais de 1024 x 768 pixels
(LANG; BRADLEY; CUTHBERT, 2005). Estudos indicam que o tamanho da imagem na˜o
exerce influeˆncia na resposta emocional evocada (Sa´NCHEZ-NAVARRO et al., 2006). Por
questo˜es de desempenho, as imagens do IAPS utilizadas para a criac¸a˜o do banco IAPS-40 e
utilizadas neste trabalho foram redimensionadas para 350 x 262 pixels. Assim, a apresentac¸a˜o
das imagens na tela ocorre mais rapidamente. As imagens do banco OPAFI tambe´m possuem
estas mesmas dimenso˜es padronizadas.
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3.2.1.3 TEMPO DE EXIBIC¸A˜O DA IMAGEM
Foram reproduzidas as recomendac¸o˜es para os experimentos tradicionais com o IAPS e
o instrumento SAM (LANG; BRADLEY; CUTHBERT, 2005; RIBEIRO; POMPEIA; BUENO,
2004). Ha´ um tempo de cinco segundos, denominado de tempo pre´-imagem, durante o qual
tela permanece completamente escura (preta). Apo´s este tempo, a imagem e´ exibida ao usua´rio
durante cinco segundos. Ressalta-se que apo´s os cinco segundos de exibic¸a˜o a imagem e´ retirada
e e´ enta˜o apresentado o instrumeto SAM, no qual o usua´rio atribui os valores de valeˆncia e alerta
para a imagem vizualizada. Esta sequencia e´ descrita em detalhes no fluxograma da sessa˜o 3.4.
3.2.1.4 NU´MERO DE IMAGENS POR SESSA˜O
Um experimento tradicional envolvendo o IAPS e o instrumento SAM requisita a cada
volunta´rio a marcac¸a˜o de 60 a 80 imagens, o que demanda um tempo de aproximadamente meia
hora por sessa˜o (LANG; BRADLEY; CUTHBERT, 2005; RIBEIRO; POMPEIA; BUENO,
2004). Ja´ a estrate´gia do Get Your Mood e´ atrair os usua´rios utilizando a meta´fora de um teste
de humor para avaliar a validade da aplicac¸a˜o do instrumento SAM na web e em circunstaˆncias
diferentes das do experimento tradicional. Para isto, e´ necessa´rio que o usua´rio na˜o considere
a experieˆncia trabalhosa ou entediante. Neste sentido, requisitar marcac¸o˜es de valeˆncia e alerta
na˜o se mostra a estrate´gia mais adequada, apesar de possibilitar a coleta de uma quantidade
maior de dados. Assim, optou-se pela apresentac¸a˜o de apenas oito imagens por sessa˜o1. Este
nu´mero foi obtido empiricamente, a partir de entrevistas informais com os usua´rios de uma
versa˜o preliminar do Get Your Mood (OLIVEIRA et al., 2010). O poˆster deste trabalho pode
ser visualizado no Apeˆndice A.
3.3 USUA´RIO
Conforme a Figura 27, que apresenta o diagrama de casos de uso (BOOCH; RUM-
BAUGH; JACOBSON, 2003) do sistema, ha´ dois tipos de usua´rio. O usua´rio comum e´ aquele
que executa as etiquetagens, isto e´, realiza o teste Get Your Mood completo. Um outro tipo
de usua´rio e´ o denominado pesquisador. O pesquisador pode visualizar todas as imagens e os
dados correpondentes coletados pela ferramenta, como por exemplo, me´dia e desvio padra˜o das
dimenso˜es valeˆncia e alerta para as imagens do banco OPAFI e as ana´lises estatı´sticas.
1Como diria o ditado popular “tudo que e´ demais enjoa”, o mesmo na˜o foi diferente para o nu´mero de imagens
exibidas para o usua´rio a cada teste.
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Figura 27: Diagrama de casos de uso do sistema, ilustrando as possibilidades de interac¸a˜o dos
usua´rio comum e pesquisador.
Fonte: Autoria pro´pria.
3.4 SESSA˜O PARA A ETIQUETAGEM
Pode-se afirmar que este e´ o mo´dulo principal do sistema, ja´ que e´ na sessa˜o de eti-
quetagem que o usua´rio fornece as pontuac¸o˜es de valeˆncia e alerta das imagens. E´ importante
demonstrar ou explicar para o usua´rio como proceder durante o experimento. Para isso, foram
criadas duas telas que explicam o funcionamento do teste para o usua´rio atrave´s de algumas
instruc¸o˜es. A primeira e´ mostrada na tela inicial do Get Your Mood e pode ser visualizada na
Figura 28(a).
A segunda tela foi criada para reforc¸ar estas instruc¸o˜es (Figura 28(b)) e consiste em
uma sequeˆncia de slides. O usua´rio pode navegar livremente nestes slides e interromper a
apresentac¸a˜o ao clicar no link “iniciar”, e assim, iniciar a sessa˜o de etiquetagem. A ac¸a˜o de eti-
quetar efetivamente ocorre no instrumento SAM, como ilustrado na Figura 28(c), que apresenta
um recorte da tela do Get Your Mood apo´s a interac¸a˜o do usua´rio com o instrumento SAM.
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(a)
(b)
(c)
Figura 28: (a) Primeira tela de instruc¸o˜es para a execuc¸a˜o do teste, presente na pa´gina inicial; (b)
Segunda tela de instruc¸o˜es, apresentada novamente antes de iniciar o teste, reforc¸ando as primei-
ras instruc¸o˜es. Trata-se de uma sequeˆncia de slides na qual o usua´rio pode navegar livremente e
interromper quando desejar; (c) Instrumento SAM apo´s a interac¸a˜o do usua´rio.
Fonte: Autoria pro´pria.
Uma vez iniciado o processo de etiquetagem, isto e´, a efetiva marcac¸a˜o dos valores de
valeˆncia e alerta no instrumento SAM, inicia-se a sequeˆncia descrita em detalhes no fluxograma
da Figura 29. Como pode ser observado no diagrama em blocos da Figura 25, o usua´rio pode
realizar a etiquetagem no modo pu´blico ou restrito. O fluxograma da Figura 29 e´ va´lido para
ambos.
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Figura 29: Fluxograma do comportamento do ambiente durante a sessa˜o de etiquetagem.
Fonte: Autoria pro´pria.
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3.4.1 ETIQUETAGEM NO MODO RESTRITO
No modo restrito, as imagens apresentadas ao usua´rio sa˜o um subconjunto de 40 ima-
gens extraı´das do IAPS. Conforme a Figura 25, este banco e´ denominado aqui ‘IAPS-40’. As
pontuac¸o˜es de valeˆncia e alerta obtidas sa˜o armazenadas no reposito´rio IAPS-40 GYM, para a
posterior ana´lise estatı´stica comparativa entre estes dados e os dados dispobilizados por LANG
et al. (2005), representado na Figura 25, pelo reposito´rio ‘IAPS-40 P.O.’ (padra˜o ouro). Pore´m,
as imagens do IAPS-40 teˆm restric¸o˜es com relac¸a˜o a` divulgac¸a˜o, isto e´, na˜o podem ser divulga-
das abertamente em sites, de acordo com a as instruc¸o˜es de uso do IAPS LANG et al. (2005).
Assim, foi necesa´ria a criac¸a˜o de uma protec¸a˜o a estas imagens, implementada atrave´s do modo
restrito, ao qual apenas pessoas autorizadas teˆm direito ao acesso, atrave´s de uma senha. Apenas
convidados tiveram acesso ao modo restrito.
3.4.2 ETIQUETAGEM NO MODO PU´BLICO
A etiquetagem no modo pu´blico ocorre para as imagens do banco de 104 imagens
denominado Open Affective Images OPAFI, criado a partir de imagens sem restric¸a˜o de uso,
obtidas na web. Na Figura 25, e´ possı´vel observar este reposito´rio e tambe´m o reposito´rio para
o armazenamento das pontuac¸o˜es de valeˆncia e alerta associadas a cada imagem coletadas pelo
Get Your Mood. O acesso ao modo pu´blico pode ocorrer a partir de treˆs boto˜es:
• Acesso sem conta – para o usua´rio que deseja apenas fazer um teste sem precisar fazer
um cadastro ou login. Os resultados destes testes sa˜o associados a`s imagens e incluı´dos
no reposito´rio ‘Pontuac¸a˜o OPAFI’ (Figura 25), como no acesso com conta. Pore´m, o
usua´rio na˜o tem seus resultados armazenados para o posterior acesso e visualizac¸a˜o do
seu histo´rico de humor.
• Acesse sua conta – neste tipo de acesso, e´ apresentada ao usua´rio a tela de login, que
requisita seu apelido e senha e em seguida o teste e´ iniciado. Neste caso, o resultado
do teste de humor do usua´rio e´ armazenado e o mesmo pode acessa´-lo posteriormente
atrave´s de seu histo´rico de emoc¸o˜es (sec¸a˜o 3.7).
• Criar conta – trata-se do tipo de acesso para novos usua´rios. E´ apresentado um for-
mula´rio de cadastro, no qual devem ser inseridas as seguintes informac¸o˜es pessoais: ape-
lido, senha, confirmac¸a˜o da senha, idade e sexo. Apo´s este ra´pido cadastro, o teste tem
inı´cio. Assim como no Acesse sua conta, o resultado do teste de humor do usua´rio e´
armazenado e o mesmo pode acessa´-lo posteriormente.
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3.5 SELEC¸A˜O DAS IMAGENS
Conforme ilustrado no diagrama da Figura 25, ha´ um mo´dulo responsa´vel pela selec¸a˜o
das imagens a serem apresentadas ao usua´rio durante a sessa˜o de etiquetagem (bloco Selec¸a˜o
imagens). A imagem a ser exibida e´ coletada aleatoriamente do banco de imagens, utilizando-se
uma func¸a˜o de gerac¸a˜o de nu´meros aleato´rios com distribuic¸a˜o uniforme. Considerando uma
grande quantidade execuc¸o˜es das avaliac¸o˜es das imagens no ambiente, espera-se que a quan-
tidade de avaliac¸o˜es por imagem seja equivalente, ja´ que a distribuic¸a˜o estatı´stica e´ uniforme.
Pore´m, com o objetivo de garantir um equilı´brio no nu´mero de marcac¸o˜es por imagem, mesmo
para um baixo nu´mero de visitas ao ambiente Get Your mood, foi desenvolvida uma rotina que
avalia o nu´mero de marcac¸o˜es atual de cada imagem e privilegia aquelas com um nu´mero me-
nor de marcac¸o˜es. A Figura 30 ilustra esta abordagem. Na Figura, cada campo representa uma
imagem e a sua respectiva quantidade de marcac¸o˜es atual. Para este exemplo, as imagens em
destaque sa˜o as selecionadas para exibic¸a˜o, uma vez que foram exibidas e marcadas menos
vezes que as demais.
Figura 30: Exemplo do nu´mero de marcac¸o˜es por imagem em um determinado momento. As
imagens em destaque sa˜o escolhidas para exibic¸a˜o pelo fato de terem sido marcadas menos vezes
que as demais.
Fonte: Autoria pro´pria.
Foi levado em considerac¸a˜o tambe´m o caso da realizac¸a˜o de muitas marcac¸o˜es pelo
mesmo usua´rio. Para que as imagens na˜o se repitam para o mesmo usua´rio, tornando o teste
enfadonho, sa˜o registradas em seu histo´rico as imagens ja´ apresentadas. Com isso, as imagens
so´ voltam a se repetir para o mesmo usua´rio apo´s ja´ terem sido apresentadas a ele todas as
imagens do banco IAPS-40 ou OPAFI.
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3.6 CA´LCULO DO HUMOR
Conforme o conceito proposto, de que deve existir um incentivo no ambiente para
que as pessoas sejam atraı´das por algo interessante e na˜o apenas etiquetar por obrigac¸a˜o, foi
realizada a implementac¸a˜o de um mo´dulo que retornasse algo relevante para o usua´rio. No caso
do Get Your Mood, o incentivo ao usua´rio e´ o retorno de um teste psicolo´gico (na˜o clı´nico)
de diagno´stico do humor. O usua´rio avalia as oito imagens selecionadas pelo sistema, como
descrito no to´pico 3.5, e ao final, e´ feita uma comparac¸a˜o de distaˆncia entre pontos de valeˆncia e
alerta atribuı´dos pelo usua´rio com os valores padra˜o ouro, possibilitando a atribuic¸a˜o do humor.
Primeiramente, sa˜o consultados os valores de valeˆncia e alerta padra˜o ouro do IAPS-
40 para as oito imagens marcadas pelo usua´rio, como mostra a Figura 31(a). Posteriormente,
calcula-se o ponto me´dio dos oito pontos selecionados, gerando um novo ponto disposto no
gra´fico, demonstrado na Figura 31(b). Este ponto e´ utilizado como o suposto ponto “neutro”
ou “normal” de humor (levando-se em considerac¸a˜o de que o ponto me´dio dos pontos acei-
tos internacionalmente seja a emoc¸a˜o padra˜o para a maioria das pessoas (LANG; BRADLEY;
CUTHBERT, 2005)), sendo posicionado no centro de um novo plano valeˆncia/alerta, conforme
a Figura 31(c).
(a) (b) (c)
Figura 31: (a) valores IAPS das oito imagens selecionadas posicionados no plano valeˆncia / alerta.
(b) ponto me´dio dos valores IAPS. (c) Ponto considerado “neutro” ou “normal” de humor.
Fonte: Autoria pro´pria.
Na pro´xima etapa, o plano valeˆncia/alerta e´ subdividido, gerando quatro quadrantes,
sendo o primeiro quadrante representado por ‘++’, o segundo por ‘−+’, o terceiro por ‘−−’ e
o quarto por ‘+−’. Cada um destes quadrantes caracteriza um humor predominante, respectiva-
mente: alegria, raiva, triteza e relaxamento, como ilustra a Figura 32(a). Subdividindo-se este
plano novamente, obtem-se 16 regio˜es quadradas (cada quadrado possui lado igual a duas uni-
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dades), com o objetivo de estabelecer uma escala de intensidade para cada um destes humores,
como mostra a Figura 32(b). Para cada um destes humores e´ atribuı´da uma cor (SCHULLER;
DORFNER; RIGOLL, 2010), conforme a Figura 32(c).
(a) (b) (c)
Figura 32: (a) Divisa˜o do plano valeˆncia / alerta em quatro quadrantes e o humor atribuı´do a cada
um deles. (b) Nova divisa˜o do plano em 16 partes e as intensidades de cada humor. (c) As cores
atribuı´das a cada humor.
Fonte: Autoria pro´pria.
Para uma discriminac¸a˜o ainda mais coerente (ou suave) dos valores de humor dentro
do plano valeˆncia/alerta, foi adotada uma circunfereˆncia de raio igual a` diagonal de uma regia˜o
da Figura 32(b), como ilustra as Figura 33(a) e 33(b). O valor nume´rico do raio desta circun-
fereˆncia e´ 2,82. A regia˜o neutra, no centro do plano, foi delimitada por uma circunfereˆncia de
raio igual a 0,70, conforme mostra a figura 33(c).
(a) (b) (c)
Figura 33: Procedimento para uma discriminac¸a˜o mais suave das regio˜es de diferentes humores
dentro do plano valeˆncia / alerta.
Fonte: Autoria pro´pria.
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A etapa final para a atribuic¸a˜o do humor do usua´rio e´ obter o ponto me´dio das oito
marcac¸o˜es de valeˆncia e alerta realizadas pelo mesmo e calcular a distaˆncia deste ponto em
relac¸a˜o ao centro, utilizando os valores da Figura 34(a). Para apresentar o humor ao usua´rio,
optou-se pela utilizac¸a˜o de emoticons (EXMOVERE, 2009), ja´ que os mesmos sa˜o bastante
difundidos e familiares para a maioria dos usua´rios. Estes emoticons, ja´ com as cores corres-
pondentes, sa˜o mostrados na Figura 34(b).
(a) (b)
Figura 34: (a) Valores de limiares de distaˆncia entre as marcac¸o˜es de valeˆncia e alerta do usua´rio
e do padra˜o ouro, utilizados para a atribuic¸a˜o do humor. (b) Os resultados sa˜o apresentados ao
usua´rio na forma de emoticons.
Fonte: Autoria pro´pria.
3.7 HISTO´RICO DO USUA´RIO
Como ilustrado no diagrama da Figura 25, o Get Your Mood armazena o humor atribuı´do
ao usua´rio em cada sessa˜o (reposito´rio ‘Humor’), para que o usua´rio tenha a possibilidade de
acessar o seu histo´rico quando desejar (bloco Histo´rico usua´rio).
O objetivo deste recurso e´ oferecer mais um atrativo ao usua´rio e estimula´-lo a visitar
mais vezes o ambiente e fazer novas etiquetagens. Ao final de cada sessa˜o de etiquetagem (apo´s
marcac¸a˜o das 8 imagens selecionadas de acordo com a sec¸a˜o 3.5), quando e´ exibido o resultado
final do humor, o usua´rio tem acesso a uma caixa de texto, podendo inserir seu comenta´rio
sobre aquele humor, sendo armazenado junto com o resultado do teste. A Figura 35 apresenta
um exemplo de histo´rico do usua´rio no Get your mood.
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Figura 35: Exemplo de uma tela de histo´rico do usua´rio retirada Get Your Mood. Este histo´rico
serve para motivar o usua´rio para seu retorno, uma vez que trata-se de uma ferramenta web e
pessoas da internet precisam ser atraı´das de alguma forma.
Fonte: Autoria pro´pria.
3.8 BANCOS DE IMAGENS
Foram elaborados dois bancos de imagens: um conjunto com 40 imagens do IAPS,
intitulado IAPS-40 que sera´ utilizado no Get Your Mood restrito, e um outro conjunto com
104 imagens sem restric¸a˜o, retiradas da web, titulado OPAFI - Open Affective Images, que sera´
utilizado no Get Your Mood pu´blico.
3.8.1 IAPS-40
Este banco e´ constituı´do por um suconjunto de 40 das 656 imagens do IAPS (LANG;
BRADLEY; CUTHBERT, 2005). Uma vez que os termos de uso do IAPS estabelecem que
as imagens na˜o podem ser divulgadas publicamente, optou-se por inserir aqui as descric¸o˜es
textuais das imagens selecionadas para o IAPS-40.
A Tabela 1 apresenta, para cada imagem do IAPS-40, o nu´mero no IAPS original, uma
breve descric¸a˜o do seu conteu´do, os valores me´dios de valeˆncia e de alerta e seus respectivos
desvios padra˜o.
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Tabela 1: Imagens extraı´das do IAPS para construc¸a˜o do IAPS40.
no ref IAPS Descric¸a˜o Valeˆncia(DP) Alerta(DP)
1 1111 Cobras Filhotes 3.25(1.64) 5.20(2.25)
2 1270 Uma Barata 3.68(1.85) 4.77(2.44)
3 1302 Ca˜o rosnando 4.21(1.78) 6.00(1.87)
4 1313 Sapo e um animal 5.65(1.47) 4.39(2.03)
5 1441 Filhote de Urso polar 7.97(1.28) 3.94(2.38)
6 1650 Onc¸a pintada andando 6.65(2.25) 6.23(1.99)
7 1670 Vaca andando no pasto 5.82(1.63) 3.33(1.98)
8 1710 Treˆs filhotes de ca˜o 8.34(1.12) 5.41(2.34)
9 1931 Tubara˜o branco 4.00(2.28) 6.80(2.02)
10 2205 Idoso tocando em doente 1.95(1.58) 4.53(2.23)
11 2210 Homem de barba 4.38(1.64) 3.56(2.21)
12 2480 Idoso na cortina 4.77(1.64) 2.66(1.78)
13 2722 Homem com cigarro na prisa˜o 3.47(1.65) 3.52(2.05)
14 5000 Flores 7.08(1.77) 2.67(1.99)
15 5800 Folhas verdes 6.36(1.70) 2.51(2.01)
16 5811 A´rvore florida 7.23(1.60) 3.30(2.33)
17 5836 Casal idoso na praia 7.25(1.39) 4.28(2.41)
18 5870 Nuvens brancas 6.78(1.76) 3.10(2.22)
19 5950 Raio 5.99(2.07) 6.79(1.98)
20 6230 Revo´lver 2.37(1.57) 7.35(2.01)
21 6350 Homem com faca pequena em mulher 1.90(1.29) 7.29(1.87)
22 6550 Homem com faca grande em mulher 2.73(2.38) 7.09(1.98)
23 7090 Livro fechado 5.19(1.46) 2.61(2.03)
24 7211 Relo´gio 4.81(1.78) 4.20(2.40)
25 7320 Peˆras e peˆssegos 6.54(1.63) 4.44(2.12)
26 8030 Esquiador 1 7.33(1.76) 7.35(2.02)
27 8060 Boxeador em pe´ e outro deitado 5.36(2.23) 5.31(1.99)
28 8160 Homem escalando com garrafa 5.07(1.97) 6.97(1.62)
29 8180 Homens saltando em cachoeira 7.12(1.88) 6.59(2.12)
30 8190 Esquiador 2 8.10(1.39) 6.28(2.57)
31 8496 Crianc¸as em toboga˜ 7.58(1.63) 5.79(2.26)
32 9000 Cemite´rio 2.55(1.55) 4.06(2.25)
33 9040 Mulher anorexa 1.67(1.07) 5.82(2.15)
34 9156 Jato com desenho na frente 6.43(1.59) 5.79(2.30)
35 9190 Mulher negra 3.90(1.44) 3.91(1.73)
36 9301 Sanita´rio sujo 2.26(1.56) 5.28(2.46)
37 9331 Homem com carrinho de supermercado 2.87(1.28) 3.85(2.00)
38 9360 Piscina seca 4.03(1.38) 2.63(1.75)
39 9630 Explosa˜o 2.96(1.72) 6.06(2.22)
40 9910 Carro acidentado 2.06(1.26) 6.20(2.16)
Fonte: Autoria pro´pria.
60
As imagens foram selecionadas em func¸a˜o dos seus valores de valeˆncia e alerta tabela-
dos (LANG; BRADLEY; CUTHBERT, 2005), de forma que houvessem amostras distribuı´das
nos quatro quadrantes do plano. Assim, o IAPS-40 possui 10 imagens de cada um dos quadran-
tes, conforme mostrado na Figura 36, baseado nos valores da tabela 3.8.1.
Figura 36: Distribuic¸a˜o de cada imagem do IAPS-40 no plano valeˆncia/alerta.
Fonte: Autoria pro´pria.
No Get Your Mood, atrave´s do acesso como pesquisador, ha´ um recurso para a visuali-
zac¸a˜o da Figura 36 juntamente com as imagens. Ao navegar com o mouse sobre os pontos
marcados no plano, e´ mostrada a imagem correspondente e seus valores de valeˆncia e alerta.
E´ importante mencionar tambe´m que as imagens selecionadas apresentam diferentes tipos de
conteu´do. Com isso, ale´m de ser uma amostra significativa do IAPS em termos de valores de
valeˆncia e alerta, o IAPS-40 tambe´m captura diferentes categorias semaˆnticas do IAPS.
3.8.2 OPAFI - OPEN AFFECTIVE IMAGES
O OPAFI e´ um banco de imagens construı´do a partir de imagens abertas obtidas na
web. Assim, pode ser disponibilizado publicamente e utilizado sem restric¸o˜es, ao contra´rio do
IAPS. Destaca-se que na revisa˜o da teoria realizada, na˜o foi encontrado um banco de imagens
deste tipo, sendo portanto uma contribuic¸a˜o importante deste trabalho. O OPAFI e´ constituı´do
por 104 imagens, compreendendo diversos conteu´dos semaˆnticos e que, no julgamento do autor,
estivessem igualmente distribuı´das nos quatro quadrantes do plano valeˆncia/alerta, isto e´, 26
imagens por quadrante. A Figura 37 apresenta alguns exemplos de imagens do OPAFI.
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No Apeˆndice B sa˜o apresentadas as imagens e os valores de valeˆncia e alerta corres-
pondentes, obtidos com o Get Your Mood. A distribuic¸a˜o final das imagens do OPAFI no plano
valeˆncia/alerta e´ mostrada no capı´tulo 4, sec¸a˜o 4.2.
valeˆncia: 6.54 (1.70) valeˆncia: 2.90 (2.39) valeˆncia: 3.05 (1.73) valeˆncia: 6.50 (1.73)
alerta: 5.84 (2.03) alerta: 6.80 (2.51) alerta: 3.98 (2.49) alerta: 5.28 (1.74)
valeˆncia: 6.72 (1.44) valeˆncia: 2.76 (1.69) valeˆncia: 3.17 (2.08) valeˆncia: 7.41 (1.54)
alerta: 5.98 (1.79) alerta: 6.78 (2.10) alerta: 5.11 (2.52) alerta: 3.09 (2.26)
valeˆncia: 6.94 (2.07) valeˆncia: 3.15 (2.17) valeˆncia: 4.72 (2.42) valeˆncia: 7.25 (1.47)
alerta: 6.43 (2.35) alerta: 6.19 (2.13) alerta: 4.00 (2.28) alerta: 3.33 (2.07)
valeˆncia: 6.15 (1.70) valeˆncia: 3.15 (1.28) valeˆncia: 3.76 (1.48) valeˆncia: 5.78 (1.31)
alerta: 5.54 (2.39) alerta: 6.03 (1.72) alerta: 3.64 (2.28) alerta: 3.94 (1.70)
Figura 37: Exemplos de imagens do OPAFI e os valores de valeˆncia e alerta com os desvios padra˜o
entre pareˆnteses. Cada coluna apresenta imagens de um quadrante dos plano valeˆncia / alerta, do
primeiro ao quarto respectivamente. Estes dados foram obtidos a partir do Get Your Mood.
Fonte: Autoria pro´pria.
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3.9 ANA´LISE E RESULTADOS
O Get Your Mood possui um mo´dulo para o processamento dos dados que realiza a
comparac¸a˜o entre os valores de valeˆncia e alerta padra˜o ouro do IAPS-40 com os obtidos nas
marcac¸o˜es dos usua´rios dentro do ambiente (Figura 25, bloco Ana´lise). Estes ca´lculos sa˜o feitos
em PHP e sa˜o exibidos para o usua´rio pesquisador, como exemplificado na tela da Figura 38.
Sa˜o tambe´m calculados e mostrados os valores me´dios das marcac¸o˜es das imagens do OPAFI
(Figura 25, bloco Banco de imagens e dados OPAFI).
Figura 38: Tela do modulo de ana´lise e resultados do Get Your Mood. Nesta figura, as imagens
esta˜o distorcidas pois pertencem ao IAPS.
Fonte: Autoria pro´pria.
Ale´m disso, o Get Your Mood tambe´m realiza a exportac¸a˜o dos dados para o formato
EmotionML (ZOVATO; BAGGIA; BONARDO, 2010). Como ja´ comentado no to´pico 2.3, o
EmotionML e´ uma especificac¸a˜o XML para da emoc¸a˜o e esta´ sendo desenvolvida pela W3C. A
Figura 39 apresenta um exemplo do arquivo EmotionML gerado para uma determinada imagem.
Figura 39: Formato EmotionML de treˆs imagens do IAPS-40.
Fonte: Autoria pro´pria.
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3.10 INTEGRAC¸A˜O COM REDES SOCIAIS
As redes sociais, segundo MARTELETO (2001), podem ser definidas como “um con-
junto de participantes autoˆnomos, unindo ideias e recursos em torno de valores e interesses
compartilhados”. O Facebook e´ a segunda rede mais utilizada no Brasil, ainda perdendo para
o Orkut. Pore´m, existe uma vantagem do Facebook para programadores: a possibilidade de
integrar as ferramentas desenvolvidas ao Facebook de maneira simples e ra´pida atrave´s de sua
ferramenta “Developers” (HAYDER, 2008) (Figura 40(a)).
Atrave´s deste recurso, uma ferramenta web pode ser disponibilizada como aplicativo
do Facebook, utilizando-se uma biblioteca na qual esta˜o disponı´veis os mo´dulos e func¸o˜es php
necessa´rios. Como a inserc¸a˜o do Get Your Mood em alguma rede social e´ importante para a sua
divulgac¸a˜o, foi criado um mo´dulo do Get Your Mood para o Facebook em forma de aplicativo
(http://apps.facebook.com/getyourmood).
Outra rede social importante e´ o Twitter, que possibilita a criac¸a˜o de textos curtos para
exibir um pensamento, uma propaganda, uma notı´cia ou um comenta´rio qualquer (WB, 2011).
Tambe´m com o objetivo de divulgac¸a˜o, foi criado um perfil chamado getyourmood no Twitter,
exibida na Figura 40(b) (http://twitter.com/getyourmood).
(a) (b)
Figura 40: (a) Facebook Developers, uma ferramenta do facebook que possibilita a criac¸a˜o de
aplicativos para esta rede social. (b) Perfil getyourmood criado no twitter para ajudar na sua
divulgac¸a˜o.
Fonte: Autoria pro´pria.
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3.11 OUTROS DETALHES DO SISTEMA
3.11.1 PRE´-CARREGAMENTO DAS IMAGENS
Inicialmente, as imagens eram carregadas uma a uma, no momento em que era clicado
o bota˜o iniciar ou apo´s a escolha do SAM alerta. Em outras palavras, a imagem so´ iria comec¸ar
a ser carregada no momento em que fosse chamada para ser exibida durante os cinco segundos
de exibic¸a˜o da mesma. Em lugares onde a velocidade da conexa˜o e´ alta, as imagens eram
carregadas instantaneamente e sem maiores problemas. Pore´m, onde a velocidade de conexa˜o
era baixa, o funcionamento do sistema na˜o era satisfato´rio. As imagens, ao serem solicitadas
para exibic¸a˜o de cinco segundos, ainda estariam carregando enquanto o tempo decorria. A
passagem para o SAM valeˆncia sem que a imagem estivesse carregada por completo ocorria,
inviabilizando a continuac¸a˜o do teste.
Este problema foi solucionado fazendo-se o pre´-carregamento de todas as imagens do
sistema: bancos IAPS-40 e OPAFI, bonecos SAM, emoticons, telas de instruc¸o˜es, entre outras.
Foi tambe´m criada uma barra de progresso que e´ exibida antes do inı´cio do teste e sinaliza o
carregamento das imagens no buffer do navegador.
3.11.2 BANCO DE DADOS
A Figura 41 ilustra as tabelas e relacionamentos existentes no Get Your Mood que
armazena todos os dados importantes para os experimentos. A necessidade da criac¸a˜o de
um banco de dados no servidor foi evidente, pois foi necessa´rio um reposito´rio de todas as
pontuac¸o˜es e nu´meros de cada imagem que e´ o cerne de toda a pesquisa realizada ate´ aqui. Ini-
cialmente, foi preciso uma tabela para o armazenamento com os dados dos usua´rios que iriam
usar o sistema, e a tabela que armazena os nomes e valores de valeˆncia e alerta de cada imagem,
juntamente com a tabela que armazena as sesso˜es iniciadas, tendo a data, a hora, o ip do usua´rio
e, se o usua´rio tiver se logado, o co´digo do usua´rio. Caso o usua´rio na˜o possua conta ou na˜o
queira fazer login, ele recebe co´digo zero e e´ considerado um visitante.
Posteriormente, foi necessa´rio criar mais uma tabela para conter apenas as marcac¸o˜es
(ou pontuac¸o˜es) provindas dos cliques dos usua´rios utilizadores do teste, fazendo refereˆncia ao
usua´rio que fez aquela marcac¸a˜o e a imagem que foi marcada naquela sessa˜o. Com o passar
do tempo e com a ideia de se criar um atrativo para o usua´rio (no caso, como ja´ explicado, a
Emoc¸a˜o do usua´rio de acordo com as marcac¸o˜es em cada imagem), foi necessa´ria a criac¸a˜o
de uma tabela para armazenamento apenas dessas emoc¸o˜es, referenciando-se com o usua´rio,
contendo tambe´m as imagens mostradas juntamente com a pontuac¸a˜o feita pelo usua´rio para
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cada uma destas imagens, emoticon da emoc¸a˜o, a distaˆncia e o quadrante, tabela chamada
“histo´ricos”, posteriormente, sendo esta tabela utilizada para exibir o resultado de cada teste
feito numa lista de emoc¸o˜es comparadas, gerando assim o histo´rico emocional. De acordo com
todo levantamento de requisitos e posterior especificac¸a˜o, foi realizada a criac¸a˜o destas cinco
tabelas com seus relacionamentos associados. Foi utilizada a versa˜o do gerenciador de banco
de dados MySQL (Versa˜o do Servidor: 5.1.49-3) para manipular as consultas em SQL, com o
PhpMyAdmin (Versa˜o 3.4.1) como interface para o usua´rio.
Figura 41: Modelo entidade-relacionamento do banco de dados do Get Your Mood.
Fonte: Autoria pro´pria.
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4 RESULTADOS
Os pro´ximos to´picos apresentam os resultados obtidos com o ambiente de etiquetagem
Get Your Mood (GYM). Para cada experimento (IAPS-40 e OPAFI), mostra-se o perı´odo de
experimentos, o nu´mero de usua´rios que participaram e o nu´mero de marcac¸o˜es para as imagens.
Posteriormente, sa˜o expostos os valores de valeˆncia e alerta para o banco de imagens IAPS-40
e para o OPAFI de acordo com os dados coletados pelo Get Your Mood, bem como os detalhes
dos experimentos.
Os valores nume´ricos de valeˆncia e alerta e o instrumento SAM utilizados reproduzem
aqueles utilizados no experimento IAPS tradicional e expostos nas normas do IAPS (LANG;
BRADLEY; CUTHBERT, 2005), conforme ilustrado na Figura 42.
Figura 42: A pontuac¸a˜o de valeˆncia e alerta e o instrumento SAM utilizados nos experimentos
foram os mesmos utilizados no experimento IAPS tradicional.
Fonte: (LANG; BRADLEY; CUTHBERT, 2005)
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4.1 EXPERIMENTO IAPS-40
Este experimento tem o objetivo de verificar a validade da metodologia proposta atrave´s
da comparac¸a˜o visual e estatı´stica dos valores me´dios e dos desvios padra˜o (DP) de valeˆncia e
de alerta padra˜o ouro do IAPS com os valores de valeˆncia e alerta obtidos atrave´s do GYM.
4.1.1 DADOS COLETADOS
A coleta dos dados teve inı´cio no dia 22 de abril de 2011 ate´ o dia 15 de agosto de
2011. A quantidade de participantes que preencheram os dados pessoais solicitados foi de 166
participantes, sendo 96 homens e 70 mulheres, com idade me´dia de 24 anos. O nu´mero total de
participantes neste experimento foi de aproximadamente 390 pessoas. Cada usua´rio realizou o
teste marcando suas 8 imagens, resultando em aproximadamente 3165 marcac¸o˜es no total, ou
seja, para cada imagem do IAPS-40 obeteve-se aproximadamente 79 marcac¸o˜es.
4.1.2 ANA´LISE DOS DADOS
Espera-se que os valores me´dios e os desvios padra˜o da valeˆncia e do alerta obtidos
pelo GYM para cada imagem do IAPS-40 sejam pro´ximos aos valores originais destas imagens,
confirmando assim a validade do me´todo de etiquetagem proposto. A Tabela 2 apresenta estes
resultados.
4.1.2.1 ME´DIAS
De modo a proporcionar uma visualizac¸a˜o simultaˆnea atrave´s dos valores me´dios de
valeˆncia e alerta padra˜o ouro do IAPS e os valores obtidos GYM de cada uma das 40 imagens
no plano valeˆncia/alerta, a Figura 43 e´ apresentada. Pode-se observar a proximidade destes
valores para todas estas imagens comparando-se visualmente as me´dias de valeˆncia e alerta do
padra˜o-ouro (IAPS-40) com as me´dias dos dados obtidos atrave´s do GYM.
Para a dimensa˜o valeˆncia, a me´dia das diferenc¸as entre os valores padra˜o ouro do IAPS
e os do GYM e´ X¯d =0,01 com desvio padra˜o σX¯d =0,27. Para a dimensa˜o alerta, a me´dia e´
X¯d =0,06 com desvio padra˜o σX¯d =0,37. Utilizando-se o teste t pareado (ZAR, 2010), obteve-
se p =0,85 para a dimensa˜o valeˆncia e p =0,33 para a dimensa˜o alerta, ambos maiores que o
nı´vel de significaˆncia de 0,05 (p> 0,05). Isto indica que na˜o ha´ diferenc¸a significativa entre as
me´dias padra˜o ouro do IAPS e as obtidas no GYM, para ambas dimenso˜es.
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Tabela 2: Me´dia e desvio padra˜o dos valores de valeˆncia e alerta padra˜o ouro do IAPS e obtidos
atrave´s do Get Your Mood - GYM, para as 40 imagens do banco IAPS-40.
Valeˆncia Alerta Quantidade de
GYM IAPS GYM IAPS participantes
n ref IAPS Me´dia(dp) Me´dia(dp) Me´dia(dp) Me´dia(dp) GYM IAPS
1 1111 3.42(1.92) 3.25(1.64) 5.72(2.40) 5.20(2.25) 80 ≈ 100
2 1270 3.54(1.99) 3.68(1.85) 5.40(2.65) 4.77(2.44) 79 ≈ 100
3 1302 4.23(2.08) 4.21(1.78) 5.86(2.49) 6.00(1.87) 79 ≈ 100
4 1313 5.40(1.62) 5.65(1.47) 4.14(1.85) 4.39(2.03) 79 ≈ 100
5 1441 7.68(1.58) 7.97(1.28) 3.41(2.57) 3.94(2.38) 79 ≈ 100
6 1650 6.41(1.93) 6.65(2.25) 5.82(2.43) 6.23(1.99) 80 ≈ 100
7 1670 5.79(1.59) 5.82(1.63) 3.73(1.88) 3.33(1.98) 79 ≈ 100
8 1710 7.95(1.62) 8.34(1.12) 4.99(2.66) 5.41(2.34) 79 ≈ 100
9 1931 4.23(2.08) 4.00(2.28) 6.71(1.68) 6.80(2.02) 79 ≈ 100
10 2205 2.27(1.61) 1.95(1.58) 4.42(2.28) 4.53(2.23) 79 ≈ 100
11 2210 4.76(1.83) 4.38(1.64) 3.99(1.83) 3.56(2.21) 79 ≈ 100
12 2480 4.88(1.80) 4.77(1.64) 2.99(1.77) 2.66(1.78) 79 ≈ 100
13 2722 3.69(1.88) 3.47(1.65) 3.99(2.20) 3.52(2.05) 79 ≈ 100
14 5000 6.83(1.71) 7.08(1.77) 3.19(2.36) 2.67(1.99) 79 ≈ 100
15 5800 6.59(1.40) 6.36(1.70) 2.94(2.05) 2.51(2.01) 79 ≈ 100
16 5811 6.96(1.31) 7.23(1.60) 3.50(2.26) 3.30(2.33) 79 ≈ 100
17 5836 6.87(1.90) 7.25(1.39) 3.76(2.40) 4.28(2.41) 79 ≈ 100
18 5870 7.00(1.44) 6.78(1.76) 2.95(1.67) 3.10(2.22) 79 ≈ 100
19 5950 5.62(2.43) 5.99(2.07) 6.54(1.73) 6.79(1.98) 79 ≈ 100
20 6230 2.69(1.80) 2.37(1.57) 7.17(1.94) 7.35(2.01) 79 ≈ 100
21 6350 2.26(1.60) 1.90(1.29) 6.79(2.38) 7.29(1.87) 79 ≈ 100
22 6550 2.61(1.63) 2.73(2.38) 6.70(2.34) 7.09(1.98) 79 ≈ 100
23 7090 5.27(1.55) 5.19(1.46) 2.99(1.81) 2.61(2.03) 79 ≈ 100
24 7211 5.01(1.59) 4.81(1.78) 4.28(1.95) 4.20(2.40) 79 ≈ 100
25 7320 6.25(1.68) 6.54(1.63) 4.06(1.85) 4.44(2.12) 79 ≈ 100
26 8030 7.22(1.69) 7.33(1.76) 7.03(1.90) 7.35(2.02) 79 ≈ 100
27 8060 5.06(2.09) 5.36(2.23) 5.71(2.01) 5.31(1.99) 79 ≈ 100
28 8160 5.32(2.03) 5.07(1.97) 6.50(2.11) 6.97(1.62) 79 ≈ 100
29 8180 6.87(2.31) 7.12(1.88) 6.87(2.30) 6.59(2.12) 79 ≈ 100
30 8190 7.74(1.56) 8.10(1.39) 6.04(2.59) 6.28(2.57) 79 ≈ 100
31 8496 7.47(1.52) 7.58(1.63) 5.83(2.29) 5.79(2.26) 79 ≈ 100
32 9000 2.91(1.82) 2.55(1.55) 4.05(2.14) 4.06(2.25) 79 ≈ 100
33 9040 1.85(1.54) 1.67(1.07) 6.37(2.54) 5.82(2.15) 79 ≈ 100
34 9156 6.30(1.90) 6.43(1.59) 5.78(2.10) 5.79(2.30) 79 ≈ 100
35 9190 3.57(2.02) 3.90(1.44) 4.25(2.20) 3.91(1.73) 79 ≈ 100
36 9301 2.44(2.30) 2.26(1.56) 5.86(2.70) 5.28(2.46) 79 ≈ 100
37 9331 3.27(1.75) 2.87(1.28) 4.22(2.07) 3.85(2.00) 79 ≈ 100
38 9360 4.27(1.37) 4.03(1.38) 3.10(1.73) 2.63(1.75) 79 ≈ 100
39 9630 3.43(2.08) 2.96(1.72) 6.26(2.05) 6.06(2.22) 79 ≈ 100
40 9910 2.36(1.53) 2.06(1.26) 6.17(2.51) 6.20(2.16) 79 ≈ 100
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Figura 43: Tabela com valores me´dios de valeˆncia e alerta padra˜o ouro (IAPS, em vermelho) e
valores me´dios de valeˆncia e alerta obtidos atrave´s do experimento (GYM, em azul), para cada
imagem do banco IAPS-40.
Fonte: Autoria pro´pria.
4.1.2.2 DISPERSO˜ES
Para comparar as medidas de dispersa˜o padra˜o ouro do IAPS com as obtidas atrave´s
do Get Your Mood, foram plotados os gra´ficos de barra mostrados na Figura 44. Na Figura,
cada gra´fico corresponde a uma imagem do IAPS-40 e apresenta os valores de desvio padra˜o
das dimenso˜es valeˆncia e alerta padra˜o ouro do IAPS e os obtidos no experimento (GYM). A
partir desta ana´lise gra´fica, pode-se observar que as disperso˜es padra˜o ouro e do Get Your Mood
sa˜o equivalentes para todas as imagens.
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Figura 44: Comparac¸a˜o visual entre os valores de dispersa˜o padra˜o ouro do IAPS com os do Get
Your Mood para as dimenso˜es valeˆncia e alerta. Cada plano valeˆncia/alerta corresponde a uma
imagem do banco IAPS-40 e as barras representam os desvios padra˜o.
Fonte: Autoria pro´pria.
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4.2 EXPERIMENTO OPAFI
Neste experimento, o objetivo e´ obter os valores de valeˆncia de alerta para as 104
imagens do banco de imagens OPAFI (to´pico 3.8.2).
4.2.1 DADOS COLETADOS
A coleta dos dados ocorreu do dia 23 de abril ao dia 15 de agosto de 2011. Os par-
ticipantes que preencheram o dados pessoais solicitados foi de 369, sendo 202 homens e 167
mulheres, com idade me´dia de 25 anos. No total, foram 650 participantes, sendo 363 usua´rios
do aplicativo do facebook (figura 45) e 287 usua´rios da pa´gina web. Cada usua´rio marcou 8
imagens, resultando em aproximadamente 5200 marcac¸o˜es (50 marcac¸o˜es por imagem).
Figura 45: Participantes do experimento OPAFI no aplicativo GYM do facebook.
Fonte: Extraı´do do aplicativo GYM do facebook.
4.2.2 ANA´LISE DOS DADOS
Os valores me´dios e os desvios padra˜o para ambas dimenso˜es podem ser vistos na
Tabela 3. A distribuic¸a˜o das 104 imagens no plano valeˆncia/alerta e´ mostrada na Figura 46.
Considerando a distribuic¸a˜o por quadrante, o OPAFI apresenta o seguinte nu´mero de imagens
por quadrante, do primeiro ao quarto, respectivamente: 26, 28, 23 e 27. No apeˆndice B sa˜o
apresentadas as 104 imagens do OPAFI, juntamente com os valores de valeˆncia e alerta coleta-
dos atrave´s do experimento com o Get Your Mood. As imagens e os respectivos dados, na forma
de uma planilha Excel, em pdf, em txt e em EmotionML esta˜o disponı´veis para download em
http://getyourmood.com/opafi.zip. Ainda, em http://getyourmood.com/
analiseaberto e´ possı´vel visualizar as imagens e os respectivos dados.
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Tabela 3: Resultados de valeˆncia e alerta com seus respectivos desvios-padra˜o para as 104 imagens
do banco OPAFI.
valeˆncia alerta valeˆncia alerta valeˆncia alerta
n me´dia(dp) me´dia(dp) n me´dia(dp) me´dia(dp) n me´dia(dp) me´dia(dp)
1 6.56(1.69) 5.87(2.02) 41 1.71(1.70) 7.42(2.02) 81 7.29(1.49) 3.37(2.07)
2 6.69(1.45) 5.96(1.79) 42 2.40(1.73) 6.96(2.15) 82 5.77(1.31) 3.96(1.70)
3 6.96(2.06) 6.42(2.33) 43 2.12(1.54) 6.94(2.11) 83 6.85(1.77) 3.21(2.17)
4 6.06(1.83) 5.54(2.37) 44 2.40(1.36) 6.25(1.76) 84 6.83(1.57) 2.77(1.60)
5 7.31(1.32) 5.63(2.65) 45 2.83(1.50) 5.98(2.32) 85 7.08(1.91) 3.35(2.10)
6 7.15(1.62) 6.90(1.88) 46 3.42(1.98) 7.12(2.10) 86 6.33(1.93) 4.50(1.76)
7 7.94(1.56) 4.81(2.78) 47 2.10(1.29) 7.17(1.66) 87 6.65(1.75) 4.31(2.11)
8 7.83(1.54) 6.15(2.31) 48 3.73(1.69) 6.73(1.69) 88 6.90(2.11) 3.40(2.05)
9 6.37(1.59) 5.60(2.57) 49 3.15(1.56) 6.77(1.54) 89 7.08(1.63) 4.88(2.05)
10 6.35(1.67) 6.25(1.88) 50 3.44(2.11) 5.94(2.06) 90 7.44(1.69) 3.67(2.02)
11 6.62(1.93) 6.67(2.20) 51 3.17(1.64) 6.75(1.99) 91 7.30(1.63) 3.42(2.30)
12 5.02(2.11) 6.87(2.06) 52 2.08(1.37) 7.02(1.96) 92 7.48(1.37) 3.02(2.12)
13 6.31(2.39) 6.23(2.04) 53 3.10(1.73) 4.00(2.47) 93 7.94(1.38) 2.40(2.02)
14 6.06(1.89) 6.31(1.64) 54 3.13(2.09) 5.12(2.50) 94 6.37(1.58) 4.31(1.72)
15 7.65(1.70) 6.58(2.56) 55 4.73(2.40) 3.94(2.30) 95 6.37(2.00) 3.17(1.57)
16 7.29(1.62) 6.38(2.47) 56 3.71(1.52) 3.71(2.31) 96 6.62(1.35) 3.38(1.72)
17 6.69(1.97) 5.98(2.37) 57 3.04(1.60) 4.27(1.94) 97 7.44(1.52) 2.90(1.75)
18 6.77(2.14) 5.00(2.65) 58 3.37(1.77) 4.63(2.02) 98 7.19(1.69) 3.50(2.25)
19 6.83(2.44) 6.31(2.50) 59 5.00(1.04) 4.33(1.54) 99 7.33(1.94) 3.48(2.31)
20 7.17(1.77) 6.25(1.99) 60 3.90(1.81) 4.33(1.78) 100 7.80(1.40) 5.35(2.52)
21 5.69(2.23) 5.37(2.23) 61 4.50(2.55) 4.79(2.12) 101 7.67(1.61) 2.83(2.00)
22 7.17(1.91) 6.08(2.19) 62 2.88(1.38) 4.63(2.24) 102 7.22(2.02) 2.72(2.14)
23 6.73(1.65) 4.75(2.61) 63 3.65(1.56) 4.52(1.93) 103 7.37(1.48) 2.92(1.88)
24 7.33(1.79) 5.27(2.43) 64 4.56(2.04) 3.67(1.68) 104 7.27(2.06) 3.16(2.16)
25 5.96(1.91) 5.65(2.13) 65 2.96(1.94) 4.63(2.25)
26 6.60(2.40) 5.42(2.29) 66 3.81(1.71) 4.48(1.89)
27 2.90(2.40) 6.81(2.51) 67 5.19(2.08) 4.56(2.00)
28 2.73(1.70) 6.83(2.11) 68 4.67(1.53) 3.15(1.67)
29 3.19(2.17) 6.17(2.12) 69 4.87(1.58) 4.25(1.62)
30 3.12(1.31) 6.02(1.72) 70 4.33(1.97) 5.16(1.86)
31 2.87(2.02) 5.81(2.35) 71 4.58(0.91) 3.87(1.64)
32 2.58(1.92) 6.60(1.89) 72 4.31(2.07) 3.19(1.54)
33 2.23(1.66) 6.58(1.99) 73 3.44(1.82) 4.85(1.94)
34 3.96(2.02) 6.38(1.99) 74 3.44(2.08) 4.54(2.51)
35 3.92(2.44) 6.23(2.30) 75 3.98(1.62) 3.90(1.95)
36 3.90(2.19) 5.67(2.21) 76 4.14(1.63) 4.55(2.16)
37 2.48(2.35) 7.23(2.32) 77 3.31(1.31) 4.15(1.81)
38 2.87(1.91) 6.67(2.15) 78 3.37(1.53) 3.63(1.91)
39 3.17(2.33) 7.29(2.06) 79 6.50(1.74) 5.29(1.75)
40 1.63(1.19) 6.69(2.45) 80 7.40(1.53) 3.06(2.26)
Fonte: Autoria pro´pria.
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Figura 46: Distribuic¸a˜o das imagens do banco OPAFI no plano valeˆncia / alerta.
Fonte: Autoria pro´pria.
Considerando os resultados da comparac¸a˜o dos dados do padra˜o ouro IAPS com os ob-
tidos atrave´s do Get Your Mood no experimento com o IAPS-40 (to´pico 4.1), que comprovaram
a validade das marcac¸o˜es obtidas com o Get Your Mood, e´ possı´vel afirmar que as marcac¸o˜es do
OPAFI sa˜o igualmente va´lidas, uma vez que foi utilizada a mesma metodologia. Para ilustrar
e exemplificar esta afirmac¸a˜o, a Figura 47 apresenta algumas imagens do OPAFI “parecidas”,
semanticamente e visualmente, com imagens do IAPS-40, e os respectivos valores de valeˆncia e
alerta. Embora na˜o seja possı´vel afirmar que a imagem do OPAFI apresentara´ valores ideˆnticos
aos da imagem “parecida” do IAPS-40, e´ razoa´vel esperar que estes valores sejam pro´ximos.
Isto pode ser confirmado observando-se a Figura 47 1.
1As imagens do IAPS na˜o foram inseridas nesta figura pelo fato das regras de uso do IAPS, comentado na
sec¸a˜o 3.3.1 (Capı´tulo 3)
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OPAFI (no02) IAPS-40 (no34)
valeˆncia: 6.06 (1.83) valeˆncia: 6.43 (1.59)
Imagem OPAFI alerta: 5.54 (2.37) alerta: 5.79 (2.30)
OPAFI (no39) IAPS-40 (no20)
valeˆncia: 3.17 (2.33) valeˆncia: 2.37 (1.57)
Imagem OPAFI alerta: 7.29 (2.06) alerta: 7.35 (2.01)
OPAFI (no59) IAPS-40 (no24)
valeˆncia: 5.00 (1.04) valeˆncia: 4.81 (1.78)
Imagem OPAFI alerta: 4.33 (1.54) alerta: 4.20 (2.40)
OPAFI (no87) IAPS-40 (no25)
valeˆncia: 6.65 (1.75) valeˆncia: 6.54 (1.63)
Imagem OPAFI alerta: 4.31 (2.11) alerta: 4.44 (2.12)
Figura 47: Compararac¸a˜o dos valores obtidos entre imagens “parecidas” (ou com mesmos valores
semaˆnticos) do OPAFI e do IAPS-40 no plano valeˆncia / alerta. A descric¸a˜o das imagens do IAPS-
40 pode ser vista na Tabela 1.
Fonte: Autoria pro´pria.
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5 DISCUSSA˜O E CONCLUSO˜ES
No contexto da psicologia, a caracterizac¸a˜o e a quantificac¸a˜o de emoc¸o˜es sa˜o temas
bastante pesquisados, podendo-se identificar diferentes linhas e, consequentemente, a existeˆncia
de diferentes abordagens. E´ importante ressaltar que a proposta deste trabalho na˜o e´ discutir a
validade das escalas semaˆnticas diferenciais de valeˆncia e alerta ou do instrumento SAM como
um modelo para a descric¸a˜o de emoc¸o˜es, nem mesmo avaliar ou sugerir outros modelos.
Aqui, sugere-se a inserc¸a˜o deste modelo no contexto da recuperac¸a˜o de imagens como
um me´todo para a etiquetagem das imagens de acordo com seus atributos emocionais. Conside-
rando que o conteu´do emocional e´ um crite´rio de busca relevante do ponto de vista do usua´rio de
um sistema de recuperac¸a˜o de imagens, e que a extrac¸a˜o automa´tica deste conteu´do semaˆntico
de alto nı´vel e´ extremamente difı´cil, a etiquetagem colaborativa mostra-se uma abordagem ade-
quada. O instrumento SAM, por sua vez, apresenta-se como a escolha apropriada pelo fato de
proporcionar uma etiquetagem ra´pida e simples de ser realizada.
No entanto, o procedimento estabelecido pelos criadores do instrumento SAM para
a sua correta utilizac¸a˜o e´ diferente daquele a ser aplicado em um ambiente de etiquetagem
colaborativa. Assim, neste trabalho, foi realizada uma comparac¸a˜o dos valores de valeˆncia e
alerta de imagens do banco IAPS, considerado o padra˜o ouro pois utiliza o instrumento SAM
na sua forma original, com os valores de valeˆncia e alerta coletados atrave´s da web.
A ferramenta web desenvolvida para este propo´sito, denominada Get Your Mood uti-
lizou a meta´fora de um teste de humor para atrair volunta´rios para a realizac¸a˜o das marcac¸o˜es
e permitiu a coleta de 80 marcac¸o˜es para cada uma das 40 imagens pre´-selecionadas do IAPS
(banco IAPS-40). A ana´lise estatı´stica dos dados comprovou que na˜o ha´ diferenc¸a significa-
tiva entre os valores me´dios de valeˆncia e alerta padra˜o ouro e os valores coletados atrave´s da
web. Com isso, e´ possı´vel concluir que os valores de valeˆncia e alerta gerados pela aplicac¸a˜o
do instrumento SAM na web sa˜o va´lidos. Isto confirma a viabilidade do uso das escalas
semaˆnticas diferenciais de valeˆncia e alerta juntamente com o instrumento SAM no contexto
de recuperac¸a˜o de imagens, para a etiquetagem colaborativa de imagens segundo crite´rios afe-
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tivos. Esta avaliac¸a˜o da viabilidade consiste em um dos objetivos principais do projeto e foi
atingido com sucesso.
Outra contribuic¸a˜o deste trabalho foi a criac¸a˜o de um banco de imagens com valores de
valeˆncia e alerta tambe´m coletados atrave´s do Get Your Mood. Este banco foi denominado Open
Affective Images (OPAFI) e e´ constituı´do por 104 imagens. Os valores me´dios de valeˆncia e
alerta foram obtidos a partir de 50 marcac¸o˜es para cada uma das imagens. Ao contra´rio do IAPS,
o OPAFI pode ser obtido facilmente e as imagens podem ser disponibilizadas publicamente.
Portanto, o OPAFI constitui um recurso interessante para pesquisas na a´rea.
Em resumo, foi desenvolvida uma metodologia que possitilita a aplicac¸a˜o SAM em
ambiente web, onde usua´rios e volunata´rios fizeram as marcac¸o˜es nas imagens de maneira
simples e pra´tica. Esta metodologia foi aplicada atrave´s de uma ferramenta web desenvolvida
especificamente para esta finalidade (Get Your Mood (GYM)). A me´dia dos dados coletados
foram comparados aos dados das me´dias das mesmas imagens do IAPS, considerado o padra˜o
ouro, e observou-se que na˜o existem diferenc¸as entre estas duas me´dias, possibilitando assim a
criac¸a˜o do OPAFI, que e´ um banco de imagens similar ao IAPS com imagens sem restric¸a˜o de
uso. Desta maneira, os objetivos propostos foram atingidos.
Como trabalhos futuros, sugere-se a inclusa˜o de mais imagens no OPAFI e a continui-
dade da divulgac¸a˜o do Get Your Mood para a obtenc¸a˜o de mais marcac¸o˜es. Tambe´m, o desen-
volvimento de um mo´dulo no Get Your Mood que permita que os usua´rios realizem o upload de
imagens para serem etiquetadas por outras pessoas, o que auxiliaria a incrementar o OPAFI. Su-
pondo a existeˆncia de um grande nu´mero imagens etiquetadas, sugere-se o desenvolvimento de
um ferramenta de busca de imagens com uma interface inspirada no Musicovery. Nesta ferra-
menta, ale´m da busca baseada nos valores de valeˆncia e alerta das imagens, poderia-se tambe´m
incluir uma busca por similaridade visual. Assim, dada uma imagem com um conteu´do afe-
tivo conhecido, o sistema seria capaz de retornar, por exemplo, imagens visualmente similares
a`quela, dentro do quadrante em questa˜o do plano valeˆncia/alerta. Embora trate-se de uma linha
de pesquisa ainda em fase inicial, existem trabalhos que investigam a relac¸a˜o entre os atributos
de baixo nı´vel da imagem com o conteu´do afetivo, e esta pode constituir uma nova linha de
pesquisa relacionada a este trabalho.
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APEˆNDICE A -- PUBLICAC¸A˜O
Na pa´gina seguinte e´ apresentado o poster referente a` seguinte publicac¸a˜o:
OLIVEIRA, W. C., CANTIERI, A. R., BORBA, B. G., GAMBA, H. R., Avalic¸a˜o
do instrumento SAM para a etiquetagem colaborativa em ambiente web de imagens segundo
crite´rios afetivos. Anais de Artigos Resumidos e Artigos do XVI Simpo´sio Brasileiro de Siste-
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Em um processo de busca de 
imagens, um dos critérios para a 
especificação da busca pode ser a 
emoção associada à imagem. Por 
exemplo, o usuário pode estar em 
imagens que “retratem uma 
atmosfera alegre”.
No entanto, devido à sua 
complexidade, este critério de 
busca, denominado critério 
afetivo, é difícil de ser modelado e, 
consequentemente, difícil de ser 
implementado em um sistema de 
recuperação de imagens [1].
As emoções são 
descritas através 
de pontuações nas 
dimensões valência 
e alerta. Estas 
pontuações  de  
valência e alerta 
são  a t r i bu í das  
utilizando-se os 
ícones SAM.
Foi desenvolvida uma ferramenta web, denominada Get your mood 
(www.getyourmood.com), para capturar as pontuações de valência e 
alerta atribuídas pelos usuários, para um conjunto de imagens. Ao 
final da avaliação de algumas imagens, o usuário recebe uma 
mensagem descrevendo o seu humor atual. Isto é feito a partir da 
comparação entre as pontuações atribuídas pelo usuário, com aquelas 
de outros usuários, para as mesmas imagens.
Neste estudo preliminar, 30 usuários 
avaliaram 10 imagens da base de dados 
International Affective Picture System 
(IAPS) [2]. A IAPS é utilizada em 
experimentos médicos nos quais se 
deseja evocar uma emoção específica em 
um paciente. Por isso, cada imagem do 
IAPS possui valores médios de valência e 
alerta tabelados, coletados a partir de um 
grande número de voluntários.
O objetivo específico destes experimetos preliminares é 
verificar a validade das pontuações de valência e alerta 
coletadas através de um ambiente web, já que se trata 
de um método bastante distinto daquele utilizado na 
IAPS. As tabelas e o gráfico a seguir apresentam os 
resultados. Valores de Z  na faixa [-1,94 ... 1,94] 0
indicam que não há diferença significativa entre as 
médias.
Nos testes com 10 
imagens e 30 usuários, 
não foram verificadas 
diferenças significativas 
entre as médias de 
valência e alerta do 
IAPS e as coletadas pala 
web, utilizando o Get 
your mood.
- Durante a etiquetagem, requisitar 
ao usuários também a entrada de 
uma emoção discreta, isto é, uma 
palavra que, na opinião do usuário, 
melhor  descreve a  emoção 
transmitida pelo usuário.
- Utilizar imagens disponíveis no 
flickr.com para a etiquetagem e 
correlacionar as pontuações de 
valência e alerta com as etiquetas 
produzidos pelos usuários do flickr.
[1] Bianchi-Berthouze, N., Lisetti C. L., 
Modeling multimodal expression of user's 
affective subjective experience. User 
Modeling and User-Adapted Interaction, 
12(1):49-84, 2002.
[2] Bradley, M. M., Lang, P. J. The 
international affective picture system (IAPS) 
in the study of emotion and attention. In 
Coan, J. A., Allen J. J. B., editors, Handbook 
of Emotion Elicitation and Assessment, ch 2, 
Oxford University Press, 2007.
À CAPES, pela bolsa 
de mestrado.
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Img   Média  (DP)         Média  (DP)         Z
 
         4,58    (2,38)      5,20    (2,25)      0,68
         4,60    (2,10)      4,77    (2,44)      0,14
         4,87    (1,74)      5,41    (1,98)      0,75
         4,00    (1,64)      4,05    (1,92)      0,07
         4,00    (1,60)      4,00    (2,10)      0,00
         7,23    (1,97)      6,99    (2,35)     -0,20
         7,14    (2,10)      5,79    (2,26)     -1,39
         5,64    (1,89)      5,60    (2,40)     -0,03
         5,50    (2,67)      4,55    (2,02)     -1,04
         5,41    (2,14)      5,50    (2,52)     -0,07
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Img   Média  (DP)         Média  (DP)         
         3,25    (1,64)      3,84    (1,61)     -1,22
         3,68    (1,85)      4,00    (1,47)     -0,46
         8,34    (1,12)      8,10    (1,40)      1,05
         5,20    (1,80)      4,89    (1,78)      0,49
         6,91    (1,91)      6,73    (1,20)      0,23
         6,48    (2,18)      7,32    (1,84)     -0,82
         7,58    (1,63)      7,64    (1,66)     -0,11
         6,96    (1,64)      7,12    (1,96)     -0,29
         3,67    (1,86)      3,25    (2,51)      0,54
         2,21    (1,93)      3,00    (2,11)     -1,10
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Portanto, a estratégia do Get your mood 
é estimular a curiosidade do usuário, 
oferecendo a descrição do seu humor, 
para que o mesmo realize as 
etiquetagens necessárias para o estudo.
VALÊNCIA
ALERTA
123456789
neutro
neutro
muito triste, 
infeliz, 
aborrecido, 
insatisfeito,
melancólico, 
desesperançoso
muito alegre, 
feliz,
contente, 
satisfeito, 
animado, 
muito relaxado, 
calmo, sereno, 
tranquilo, 
sonolento.
muito alerta, 
excitado, agitado, 
estimulado, 
acordado.
U m  d o s  m é t o d o s  b e m  
estabelecidos na psicologia para 
a descrição de uma emoção 
base ia-se nas d imensões 
valência e alerta, juntamente 
com o  i ns t rumento  Se l f  
Assessment Manikin (SAM) [2].
O objetivo deste trabalho é 
estudar a viabilidade da utilização 
das dimensões valência e alerta e 
do instrumento SAM, para a 
etiquetagem colaborativa de 
imagens em ambientes web.
Ao lado são mostradas 
i m a g e n s  c o m  
conteúdos similares 
aos das utilizadas no 
experimento, e não as 
imagens originais da 
IAPS. Segundo as 
regras de uso da IAPS, 
as imagens não devem 
ser divulgadas.
Embora exista a necessidade de mais 
testes, com um número maior de 
usuários, os resultados obtidos até o 
momen to  apon t am  pa ra  a  
viabilidade da etiquetagem de 
imagens segundo critérios afetivos, 
em ambientes web colaborativos.
- Desenvolver uma 
i n t e r f a c e  p a r a  a  
navegação em um banco 
de imagens etiquetadas 
s e g u n d o  c r i t é r i o s  
afetivos.
- Tentar desenvolver 
descritores de baixo 
nível para a captura dos 
atributos afetivos das 
imagens.
Wellton Costa, Alvaro Cantieri, Gustavo B. Borba, Humberto Gamba
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APEˆNDICE B -- OPEN AFFECTIVE IMAGES - OPAFI
Todos os arquivos utilizados para a elaborac¸a˜o do OPAFI podem ser baixadas atrave´s
do link http://getyourmood.com/opafi.zip. Encontram-se neste arquivo compac-
tado todas as 104 imagens utilizadas no experimento juntamente com suas respectivos nu´meros,
descric¸o˜es, valores de valeˆncia, desvio padra˜o de valeˆncia, alerta e desvio padra˜o de alerta. Os
valores esta˜o em um arquivo pdf, em um arquivo xls (planilha), em um arquivo texto e um ar-
quivo XML (seguindo a especificac¸a˜o da W3C para EmotionML), todos com o mesmo nome
“opafi-104 valores”.
A seguir, sa˜o exibidas todas as 104 imagens com seus respectivos valores de valeˆncia
e alerta, seus desvios padro˜es e o ponto localizado no gra´fico valeˆncia/alerta para uma melhor
visualizac¸a˜o.
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Imagem: 1 Imagem: 2
valeˆncia: 6.56 (1.69); alerta: 5.87 (2.02) valeˆncia: 6.69 (1.45); alerta: 5.96 (1.79)
Imagem: 3 Imagem: 4
valeˆncia: 6.96 (2.06); alerta: 6.42 (2.33) valeˆncia: 6.06 (1.83); alerta: 5.54 (2.37)
Imagem: 5 Imagem: 6
valeˆncia: 7.31 (1.32); alerta: 5.63 (2.65) valeˆncia: 7.15 (1.62); alerta: 6.90 (1.88)
Imagem: 7 Imagem: 8
valeˆncia: 7.94 (1.56); alerta: 4.81 (2.78) valeˆncia: 7.83 (1.54); alerta: 6.15 (2.31)
Imagem: 9 Imagem: 10
valeˆncia: 6.37 (1.59); alerta: 5.60 (2.57) valeˆncia: 6.35 (1.67); alerta: 6.25 (1.88)
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Imagem: 11 Imagem: 12
valeˆncia: 6.62 (1.93); alerta: 6.67 (2.20) valeˆncia: 5.02 (2.11); alerta: 6.87 (2.06)
Imagem: 13 Imagem: 14
valeˆncia: 6.31 (2.39); alerta: 6.23 (2.04) valeˆncia: 6.06 (1.89); alerta: 6.31 (1.64)
Imagem: 15 Imagem: 16
valeˆncia: 7.65 (1.70); alerta: 6.58 (2.56) valeˆncia: 7.29 (1.62); alerta: 6.38 (2.47)
Imagem: 17 Imagem: 18
valeˆncia: 6.69 (1.97); alerta: 5.98 (2.37) valeˆncia: 6.77 (2.14); alerta: 5.00 (2.65)
Imagem: 19 Imagem: 20
valeˆncia: 6.83 (2.44); alerta: 6.31 (2.50) valeˆncia: 7.17 (1.77); alerta: 6.25 (1.99)
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Imagem: 21 Imagem: 22
valeˆncia: 5.69 (2.23); alerta: 5.37 (2.23) valeˆncia: 7.17 (1.91); alerta: 6.08 (2.19)
Imagem: 23 Imagem: 24
valeˆncia: 6.73 (1.65); alerta: 4.75 (2.61) valeˆncia: 7.33 (1.79); alerta: 5.27 (2.43)
Imagem: 25 Imagem: 26
valeˆncia: 5.96 (1.91); alerta: 5.65 (2.13) valeˆncia: 6.60 (2.40); alerta: 5.42 (2.29)
Imagem: 27 Imagem: 28
valeˆncia: 2.90 (2.40); alerta: 6.81 (2.51) valeˆncia: 2.73 (1.70); alerta: 6.83 (2.11)
Imagem: 29 Imagem: 30
valeˆncia: 3.19 (2.17); alerta: 6.17 (2.12) valeˆncia: 3.12 (1.31); alerta: 6.02 (1.72)
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Imagem: 31 Imagem: 32
valeˆncia: 2.87 (2.02); alerta: 5.81 (2.35) valeˆncia: 2.58 (1.92); alerta: 6.60 (1.89)
Imagem: 33 Imagem: 34
valeˆncia: 2.23 (1.66); alerta: 6.58 (1.99) valeˆncia: 3.96 (2.02); alerta: 6.38 (1.99)
Imagem: 35 Imagem: 36
valeˆncia: 3.92 (2.44); alerta: 6.23 (2.30) valeˆncia: 3.90 (2.19); alerta: 5.67 (2.21)
Imagem: 37 Imagem: 38
valeˆncia: 2.48 (2.35); alerta: 7.23 (2.32) valeˆncia: 2.87 (1.91); alerta: 6.67 (2.15)
Imagem: 39 Imagem: 40
valeˆncia: 3.17 (2.33); alerta: 7.29 (2.06) valeˆncia: 1.63 (1.19); alerta: 6.69 (2.45)
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Imagem: 41 Imagem: 42
valeˆncia: 1.71 (1.70); alerta: 7.42 (2.02) valeˆncia: 2.40 (1.73); alerta: 6.96 (2.15)
Imagem: 43 Imagem: 44
valeˆncia: 2.12 (1.54); alerta: 6.94 (2.11) valeˆncia: 2.40 (1.36); alerta: 6.25 (1.76)
Imagem: 45 Imagem: 46
valeˆncia: 2.83 (1.50); alerta: 5.98 (2.32) valeˆncia: 3.42 (1.98); alerta: 7.12 (2.10)
Imagem: 47 Imagem: 48
valeˆncia: 2.10 (1.29); alerta: 7.17 (1.66) valeˆncia: 3.73 (1.69); alerta: 6.73 (1.69)
Imagem: 49 Imagem: 50
valeˆncia: 3.15 (1.56); alerta: 6.77 (1.54) valeˆncia: 3.44 (2.11); alerta: 5.94 (2.06)
92
Imagem: 51 Imagem: 52
valeˆncia: 3.17 (1.64); alerta: 6.75 (1.99) valeˆncia: 2.08 (1.37); alerta: 7.02 (1.96)
Imagem: 53 Imagem: 54
valeˆncia: 3.10 (1.73); alerta: 4.00 (2.47) valeˆncia: 3.13 (2.09); alerta: 5.12 (2.50)
Imagem: 55 Imagem: 56
valeˆncia: 4.73 (2.40); alerta: 3.94 (2.30) valeˆncia: 3.71 (1.52); alerta: 3.71 (2.31)
Imagem: 57 Imagem: 58
valeˆncia: 3.04 (1.60); alerta: 4.27 (1.94) valeˆncia: 3.37 (1.77); alerta: 4.63 (2.02)
Imagem: 59 Imagem: 60
valeˆncia: 5.00 (1.04); alerta: 4.33 (1.54) valeˆncia: 3.90 (1.81); alerta: 4.33 (1.78)
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Imagem: 61 Imagem: 62
valeˆncia: 4.50 (2.55); alerta: 4.79 (2.12) valeˆncia: 2.88 (1.38); alerta: 4.63 (2.24)
Imagem: 63 Imagem: 64
valeˆncia: 3.65 (1.56); alerta: 4.52 (1.93) valeˆncia: 4.56 (2.04); alerta: 3.67 (1.68)
Imagem: 65 Imagem: 66
valeˆncia: 2.96 (1.94); alerta: 4.63 (2.25) valeˆncia: 3.81 (1.71); alerta: 4.48 (1.89)
Imagem: 67 Imagem: 68
valeˆncia: 5.19 (2.08); alerta: 4.56 (2.00) valeˆncia: 4.67 (1.53); alerta: 3.15 (1.67)
Imagem: 69 Imagem: 70
valeˆncia: 4.87 (1.58); alerta: 4.25 (1.62) valeˆncia: 4.33 (1.97); alerta: 5.16 (1.86)
94
Imagem: 71 Imagem: 72
valeˆncia: 4.58 (0.91); alerta: 3.87 (1.64) valeˆncia: 4.31 (2.07); alerta: 3.19 (1.54)
Imagem: 73 Imagem: 74
valeˆncia: 3.44 (1.82); alerta: 4.85 (1.94) valeˆncia: 3.44 (2.08); alerta: 4.54 (2.51)
Imagem: 75 Imagem: 76
valeˆncia: 3.98 (1.62); alerta: 3.90 (1.95) valeˆncia: 4.14 (1.63); alerta: 4.55 (2.16)
Imagem: 77 Imagem: 78
valeˆncia: 3.31 (1.31); alerta: 4.15 (1.81) valeˆncia: 3.37 (1.53); alerta: 3.63 (1.91)
Imagem: 79 Imagem: 80
valeˆncia: 6.50 (1.74); alerta: 5.29 (1.75) valeˆncia: 7.40 (1.53); alerta: 3.06 (2.26)
95
Imagem: 81 Imagem: 82
valeˆncia: 7.29 (1.49); alerta: 3.37 (2.07) valeˆncia: 5.77 (1.31); alerta: 3.96 (1.70)
Imagem: 83 Imagem: 84
valeˆncia: 6.85 (1.77); alerta: 3.21 (2.17) valeˆncia: 6.83 (1.57); alerta: 2.77 (1.60)
Imagem: 85 Imagem: 86
valeˆncia: 7.08 (1.91); alerta: 3.35 (2.10) valeˆncia: 6.33 (1.93); alerta: 4.50 (1.76)
Imagem: 87 Imagem: 88
valeˆncia: 6.65 (1.75); alerta: 4.31 (2.11) valeˆncia: 6.90 (2.11); alerta: 3.40 (2.05)
Imagem: 89 Imagem: 90
valeˆncia: 7.08 (1.63); alerta: 4.88 (2.05) valeˆncia: 7.44 (1.69); alerta: 3.67 (2.02)
96
Imagem: 91 Imagem: 92
valeˆncia: 7.30 (1.63); alerta: 3.42 (2.30) valeˆncia: 7.48 (1.37); alerta: 3.02 (2.12)
Imagem: 93 Imagem: 94
valeˆncia: 7.94 (1.38); alerta: 2.40 (2.02) valeˆncia: 6.37 (1.58); alerta: 4.31 (1.72)
Imagem: 95 Imagem: 96
valeˆncia: 6.37 (2.00); alerta: 3.17 (1.57) valeˆncia: 6.62 (1.35); alerta: 3.38 (1.72)
Imagem: 97 Imagem: 98
valeˆncia: 7.44 (1.52); alerta: 2.90 (1.75) valeˆncia: 7.19 (1.69); alerta: 3.50 (2.25)
Imagem: 99 Imagem: 100
valeˆncia: 7.33 (1.94); alerta: 3.48 (2.31) valeˆncia: 7.80 (1.40); alerta: 5.35 (2.52)
97
Imagem: 101 Imagem: 102
valeˆncia: 7.67 (1.61); alerta: 2.83 (2.00) valeˆncia: 7.22 (2.02); alerta: 2.72 (2.14)
Imagem: 103 Imagem: 104
valeˆncia: 7.37 (1.48); alerta: 2.92 (1.88) valeˆncia: 7.27 (2.06); alerta: 3.16 (2.16)
