Abstract. Denote Hrushovski's non-collapsed ab initio construction for an n-ary relation by M and the analogous construction for a symmetric n-ary relation by M ∼ . We show that M is isomorphic to a proper reduct of M ∼ and vice versa, and that the combinatorial geometries associated with both structures are isomorphic.
1. Introduction 1.1. Background. The source of pregeometries in model theory is the closure operation on realizations of a regular type, given by forking. The best known example of this, is the algebraic closure operation on a strongly minimal set. In the early 1980s Boris Zil'ber conjectured that, after naming some parameters, the geometry of a strongly minimal set is isomorphic to that of a set, that of a vector space or that of an algebraically closed field 1 . This conjecture was refuted by a construction introduced by Ehud Hrushovski in [7] , referred to as Hrushovski's ab initio construction.
Hrushovski's ab initio construction is a Fraïssé limit featuring a regular type whose forking geometry is non-trivial, yet disallowing the existence of a definable group. By imposing restrictions on the class from which the limit is constructed, one allows only finitely many realizations of any forking extension -hence producing a strongly minimal structure not within Zil'ber's classification. However, lifting these restrictions on the class produces an ω-stable limit of Morley rank ω, whose unique type of rank ω is regular and of the same geometrical flavour. The ω-stable version of the construction is often referred to as the non-collapsed version in opposition to the collapsed strongly minimal version.
The innovative component of the construction, and the one that produces the desired geometry in the limit, is a combinatorial predimension function defined on the amalgamation class used, which determines the dimension function of the nonforking geometry of the limit. This idea has been used since then to construct many structures of a similar flavour. The purpose of this paper, is to initiate discussion regarding reduction (in the sense of reducts) relations between Hrushovski-esque constructions.
Although we will not touch upon them further, in order to get a clear picture of the strongly minimal structures we know, Hrushovski fusions must be mentioned. In [6] , Hrushovski proved that for T 1 , T 2 , strongly minimal theories in disjoint languages L 1 , L 2 with DMP (a minor technical requirement), there exists a strongly minimal theory T such that its restriction to L i is exactly T i . The construction itself is technically similar to the ab initio constructions. These fusion constructions further muddle any effort to classify strongly minimal structures by their geometry. However, already in [6] Hrushovski suggests that the geometry of the fusion structure is "relatively flat" over T 1 and T 2 . Naively speaking, algebraic complexity in the fusion must stem from algebraic complexity in the components, and is restricted by the degree of complexity of the components.
1.2. Motivation. Unlike the "classic" strongly minimal structures from Zil'ber's suggested classification, which are encountered in all of mathematics, Hrushovski's constructions remain without an obvious classical template. This is in contrast to the common perception that strongly minimal structures are the most clearly structured and well-behaved. This leaves the curious with two options: either there is a distinct split amongst strongly minimal structures -those with geometries stemming purely from algebraic structure, and the rest -and a separate set of rules governing each kind, or there is some unifying theory of strongly minimal geometries which we have not yet pinpointed. In either case, as the only examples of non-classic geometries we know are Hrushovski constructions and fusions, and from these, the ab initio constructions are the simplest, it stands to reason to begin our exploration with them.
We are already aware of strong ties between a structure's geometry and what it must interpret in the "classic" non-trivial cases. In the case of a set of realizations of a regular type with locally modular geometry, Hrushovski proved in [5] that it must interpret a vector space over a prime field. In the case of a reduct of an algebraically closed field, by work of Rabinovich [10] , if the reduct's geometry is not locally modular, then it interprets an infinite field isomorphic to the one it originated from (this was recently strengthened by Hasson and Sustretov to reducts of a curve over an algebraically closed field, rather than of the field itself). We are still in the dark in the case of the ab initio constructions, but would like to find out whether there is some analogue. Perhaps also here, the geometry exercises some control over what the structure must interpret.
With the hope of shedding some light on what would be reasonable to conjecture, we begin the first leg of our journey with studying interpretability in ab initio constructions and, as a first step, restrict ourselves to reducts. As the collapsed and non-collapsed versions of the ab initio structures are similar in construction and geometry [3] , and the non-collapsed version is significantly better behaved, it has become common practice to ask questions and look for answers in the noncollapsed construction. For intimate knowledge of the intricacies of the collapsed construction, we dare not deviate from this practice, and postpone the treatment of the collapsed case until some concrete knowledge of the behaviour of reducts in the non-collapsed case has been obtained.
Another (tangential) reason to examine reducts of ab initio constructions is that the similarly constructed Hrushovski fusion constructions, as described above, are characterized by the fact that each of the components of the fusion is a reduct of the outcome structure. Although we do not expect such a thing, some of the methods produced in order to tackle reduction in ab initio constructions may be transferable to fusions. Such a development may assist in recognizing a structure as a fusion by its model theoretic properties, rather than some a-priori knowledge. A recognition of fusions, in turn, immediately rekindles a Zil'ber-like classification of non-fusion strongly minimal geometry types. To the author's best knowledge, model theoretic criteria for being a fusion is still completely in the dark.
Structure and main results.
It is the opinion of many that there is a lack of recent gateway material into Hrushovski constructions, rendering it a field of experts. Although expertise is indeed a necessity when discussing regular types and geometries in the abstract, Hrushovski constructions can be seen as purely combinatorial creatures, accessible to a general mathematical audience. The first half of this text aspires to be such a gateway text.
The paper begins with a soft, fully detailed introduction to combinatorial geometries and Fraïssé-Hrushovski (FH for short) amalgamation classes, in the second and third sections. Albeit most components of the introduction are standard, subsections 3.5 and 3.6 are noteworthy. Subsection 3.5 is the toolbox we use to prove isomorphism of geometries of FH limits, roughly as used in [2] , [3] . Subsection 3.6 is original, and provides explicit means for showing that one FH limit is the (proper) reduct of another FH limit, where both are of the "non-collapsed nature" which we call simple (Definitions 3.3.1, 3.3. 3) In order to properly state results, we must first recall that Hrushovski's ab initio construction from [7] is in the language of a ternary relation R and consisting of a countable structure such that any of its finite substructures has at most as many triples related by R as it does points. In Section 4 we diverge from the generality of the first part of the paper, and present the non-collapsed variation of Hrushovski's construction, with varying degrees of symmetry and of arbitrary arity: fixing arity n, for every g ≤ S n we construct a structure M g and distinguish two of these -Hrushovski's construction not admitting any inherent symmetry M ∼ , and Hrushovski's construction admitting full symmetry M ∼ . For clarity, when referring to an arbitrary ab initio construction in this introduction, we mean one of these M g . The section is concluded with Theorem (4.2.10). The pregeometry associated with M ∼ is isomorphic to the pregeometry associated with M g , for every g ≤ S n .
proving that, for arity n, the level of symmetry has no effect on the geometry of the structure. Note that, as proved by Evans and Ferreira in [2] , the geometry does change with n.
Section 5 is a technical voyage, aimed at using the tools developed in Subsection 3.6, and culminating in the main result of this paper:
Corollary (5.4.6). For any g, h ≤ S n , the structure M g is isomorphic to a proper reduct of M h .
The theorem, while seemingly not a significant advancement beyond a proof-ofconcept of reduction between FH limits, is actually quite useful from a technical point of view for our future endeavors. When attempting to prove or deny the existence of a reduct with a certain property, one may choose the level of symmetry with which to work. For example in [9] , where a given FH limit M s is shown to be isomorphic to the reduct of M ∼ to a certain formula ϕ s , much of the effort revolves around making sure no "unintentional" realizations of ϕ s are introduced due to the symmetry of the structure. When looking at the reduct given by the same formula ϕ s in M ∼ , the complexity is nullified, and only straightforward inquiry is required in order to show that the reduct received is indeed M s . By our result, it is enough to examine M ∼ in order to conclude that M s is a reduct of M ∼ . Also, in addition to the discovery that M ∼ is a proper reduct of M ∼ and not only the other way around, an immediate consequence is that for arity greater than 2, there is an infinite descending chain of proper reducts with non-trivial geometries, beginning with M ∼ . From this, we get the (weaker) result that there is a strictly ascending chain of closed subgroups of S ∞ beginning with the automorphism group of any M g . Although not answering any specific asked question, this result is in spirit with recent exploration of group-reducts of Hrushovski constructions. In an unpublished work Ghadernezhad [4] explores the number of group-reducts of various Hrushovski constructions, and in [8] Kaplan and Simon ask whether the automorphism group of the geometry of a specific Hrushovski construction is maximal.
1.4. Further questions. At this point, two separate directions of investigation present themselves.
Firstly, although stated as some of our motivation, the question of whether geometries of ab initio constructions enforce interpretability of a certain structure is left unanswered. So it still remains to find out if, for example, every reduct of an ab initio construction with a non-trivial geometry interprets a non-trivial ab initio construction. This in turn leads to the question of what non-trivial geometries can be associated to reducts of M ∼ . By our result we already know that there are infinitely many reducts with a geometry isomorphic to that of M ∼ , but a question asked by Evans still remains open Question. For arity n = 3, is there a reduct of M ∼ whose geometry is non-trivial and not isomorphic to the geometry of M ∼ ?
Evans showed in [1] that M ∼ itself is a reduct of a stable one-based FH limit with a trivial geometry, so a rise in "complexity" of geometries when taking a reduct of an FH limit is not unheard of. It is expected that if such a reduct exists, its geometry will be that of an ab initio construction of a larger arity -but even that is not clear.
Secondly, we must check whether our result transfers to the collapsed case. Upon inspection, the methods used in this paper are dependant on the FH limits being of the non-collapsed flavour and clearly fail for the collapsed case. Thus, it still remains to develop a toolbox appropriate for the collapsed constructions and find out: If we attempt to 'symmetrize' a collapsed ab initio construction, do we necessarily get a proper reduct? Can we find an infinite descending chain of proper reducts with a non-trivial geometry in a collapsed construction? 2. Preliminaries 2.1. Notation and conventions. The following are several conventions we use throughout the text.
Sets.
• Unless otherwise specified, the letters A, B, C, D . . . will denote finite sets and the letters M, N, P . . . will denote possibly infinite sets.
• We denote by P(X) the set of subsets of X and by Fin(X) the set of finite subsets of X.
• Let A, B be sets (possibly infinite) and c, d points. We may, when there is no confusion, omit the union operator and set notation and denote Ac = A ∪ {c}, cBd = B ∪ {c, d}, ABc = A ∪ B ∪ {c}, cd = {c, d}, and so on.
First order structures.
• Languages are always assumed to be relational and countable. Structures are also always assumed to be countable.
• Let M be a first order structure in a relational language L. We define age(M) to be the collection of all finite L-structures that are isomorphic to some substructure of M.
• For a structure M with universe M , since we assume languages to be relational, a subset N ⊆ M may be identified with N , the unique substructure of M with universe N . Write N M to mean this substructure N .
Functions defined on structures.
• Let M be a structure in a language L and let R ∈ L be some n-ary relation symbol. We write R(M) to mean the interpretation of R in M, instead of the more traditional
• Let A be a finite structure. We denote |A| = |A|.
• Let M be a structure. For A ∈ Fin(M ) and a function δ 0 defined on age(M), we write δ M 0 (A) to mean δ 0 (A) where A = A M .
• Let M be a structure with a function δ 0 defined on age(M). Let A, B ∈ Fin(M ), then we denote
Expansions and reducts.
•
• In this paper, define a reduct as follows:
If L 1 ⊆ L 2 then M is uniquely determined by M ′ and L 1 and so we write M ′ ↾ L 1 to mean M, and refer to M as the reduct of M ′ to L 1 .
2.2.
Pregeometries. The contents of this subsection are a standard and well known treatment of pregeometries.
Basic definitions. Let X be a set and let cl : P(X) → P(X). We say (X, cl) is a pregeometry if for all Y, Z ⊆ X:
We say Y ⊆ X is independent if a / ∈ cl(Y \ {a}) for any a ∈ Y . For Z ⊆ X we say Y ⊆ Z is a basis for Z if Y is independent and Z ⊆ cl(Y ). Any Z ⊆ X has a basis and it follows from the exchange principle that if Y 1 and Y 2 are bases for Z, then |Y 1 | = |Y 2 |. For Z ⊆ X we define dim(Z), the dimension of Z to be the cardinality of a basis for Z. Let (X 1 , cl 1 ) and (X 2 , cl 2 ) be pregeometries with dimension functions d 1 and d 2 respectively. We say that they they are isomorphic if there exists a bijection f :
Defining a pregeometry from a function. Definition 2.2.2. Let d : Fin(X) → N. We say that d defines a pregeometry on X if for all Y, Z ∈ Fin(X) and a ∈ X: 
We define an operator cl d : P(X) → P(X) and prove that it induces a pregeometry on X. For Y ⊆ X finite define:
, we have equality and
Thus, we may extend our definition of cl d to any Y ⊆ X:
We prove that (X, cl) satisfies properties 1 − 5:
(
We assume for clarity that a i / ∈ Y 0 for all i ∈ {1, . . . , n} and note that this is no loss of generality for the purpose of the following calculation. We calculate by iterating submodularity:
, we may use submodularity once more, assuming a / ∈ Y 0 for clarity as before, and receive
By the above and the monotonicity of
contradiction to our choice of a, so this cannot happen.
We have proved that (X, cl) is indeed a pregeometry, denote its dimension function by dim. To conclude, we must prove that for all Y ∈ Fin(X) we have dim(Y ) = d(Y ). We first show by induction that this is true if Y is independent. Let dim(Y ) = |Y | = n + 1. Choose some a ∈ Y , then Y \ {a} is independent with |Y \ {a}| = n and so by the induction hypothesis d(Y \ {a}) = n. By the fact Y is independent we have a / ∈ cl d (Y \ {a}) and so d(Y ) = d(Y \ {a}) + 1 = n + 1. Now, let Y ∈ Fin(X) be general. Fix an enumeration Y = {a 1 , . . . , a n } and denote
. By monotonicity of the closure (property 2), this gives us
The associated geometry. We say (X, cl) is a geometry if (X, cl) is a pregeometry and in addition:
If (X, cl) is a pregeometry, then it has an associated geometry: Define a relation ∼ on X 0 = X \ cl(∅) so that a ∼ b if and only if b ∈ cl({a}). By the exchange principle and closure properties of (X, cl), the relation ∼ is an equivalence relation.
It is easy to verify that this defines a geometry. The geometry ( X, cl ∼ ) is called the geometry associated with (X, cl).
In addition, dim ∼ , the dimension function of the associated geometry, is given by dim, the pregeometry's dimension function, and vice versa. For Y ⊆ X: 
Fraïssé-Hrushovski amalgamation classes
Unlike in the case of a Fraïssé construction, there is no precise, agreed upon definition for a Fraïssé-Hrushovski amalgamation class and its associated construction. The notion of a Fraïssé-Hrushovski amalgamation class introduced here is given in a simple setting which suits the purpose of this work, and may be generalized in several ways. There is a countable family
⊆ C 0 such that for any A ∈ C 0 there exists some i with A ∼ = A i ) 3.1. Predimension. Definition 3.1.1. We say δ 0 : C 0 → Z is a predimension function on C 0 if it has the following properties:
For M with age(M) ⊆ C 0 and N ∈ P(M ), say that the
is just the closure of N in the pregeometry defined by δ M .
3.2. Self-sufficiency. In this subsection we denote by M a general L-structure with age(M) ⊆ C 0 . For a finite substructure A ⊆ M we say that A is self-sufficient in M and denote Assume from now on that
The above lemma guarantees that the intersection of all such setsĀ for a given A ∈ Fin(M ) is also self-sufficient in M. Thus, we may unambiguously speak of the self-sufficient closure of A in M, the smallest superset of A which is self-sufficient in M . It is easy to see that the self-sufficient closure of a finite set is finite.
For an L-structure N and an embedding of N into M (in the sense of first order structures) f : N → M, we say f is a strong embedding if f [A] M for any A N . When f is the identity map, we write N M, thereby extending the notion of selfsufficiency to infinite structures whose age is partial to C 0 and whose dimension function is integer-valued . Note that by transitivity, this notion coincides with the 2 Self-sufficiency may be defined also for structures with dimension −∞, but this is irrelevant to our discussion notation N M for finite N . Additionally, transitivity holds by definition for this extension of , as well as Lemma 3.2.1 and its corollary.
Corollary 3.2.5. The class of strong embeddings is closed under composition and contains all isomorphism maps.
3.3. Amalgamation. We say that (C, δ 0 ) is a Fraïssé-Hrushovski amalgamation class if whenever A, B 1 , B 2 ∈ C with strong embeddings f i : A → B i (for i ∈ {1, 2}), there exists some D ∈ C and strong embeddings g i :
We say D is a simple amalgam of B 1 and B 2 over A (with respect to δ 0 ) if it has the following properties:
Observation. Let D be a simple amalgam of B 1 and B 2 over A. Let A ⊆ E ⊆ D and denote E i = E ∩ B i . Then E is a simple amalgam of E 1 and E 2 over A. (
Now assume that A B 1 , then for any such X, we have δ Proof. Let A, B 1 , B 2 ∈ C be structures with strong embeddings f i : A → B i . Without loss of generality, by renaming elements (this is no loss of generality by Corollary 3.2.5) we may assume f 1 , f 2 are identity maps and B 1 ∩ B 2 = A. Take D to be a simple amalgam of B 1 and B 2 over A and let g 1 , g 2 be the identity maps on B 1 and B 2 respectively. Because A B i for i ∈ {1, 2}, by the previous lemma, D ∈ C and g 1 , g 2 are strong embeddings. So D fulfils the requirements.
In a simple Fraïssé-Hrushovski amalgamation class, we may take a simple amalgam over A of any finite list of structures A B 1 , . . . , B n with B i ∩ B j = A by inductively amalgamating them one by one. Define D 0 = A and define D i+1 to be a simple amalgam of D i and B i+1 over A. By construction, the resulting structure D = D n satisfies the following analogous properties:
It is worth noting that for a class to always have a simple amalgam is strictly stronger than being a Fraïssé-Hrushovski amalgamation class. For example, the class used in the original construction by Hrushovski in [7] (denoted in Hrushovski's paper by C 0 ) did not possess this property.
3.4. The generic structure. Definition 3.4.1. We say that a countable structure M is a generic structure for (C, δ 0 ) if age(M) ⊆ C and M has the following property: ( * ) If A M and A C for C ∈ C, then there is a strong embedding f : C → M such that f ↾ A is the identity map on A.
Note that if M is a generic structure for (C, δ 0 ), then age(M) = C. Every structure in C may be strongly embedded into M over the empty set.
Lemma 3.4.2. Let M and N be generic structures for (C, δ 0 ). Let f 0 : A → B be a finite partial isomorphism between M and N with A M M and B N N . Then for any a ∈ M , there exists some f :Ā →B, a finite partial isomorphism between M and N extending f 0 such that:
Proof. Without loss of generality, rename the elements of B so that f 0 is the identity map. LetĀ be the self-sufficient closure of Aa in M, thenĀ M and a ∈Ā. DenoteĀ =Ā M , A = A M , B = B N and note that A = B. Since A ⊆Ā ⊆ M and A M, by definition A Ā and so B Ā . So B N , B Ā andĀ ∈ C and so, since N is a generic structure for (C, δ 0 ), there is a strong embedding f :Ā → N such that f ↾ B is the identity map, and in particular f ↾ B = f 0 . TakingB = Im(f ) concludes the proof. ii. M ∼ = N Proof. i. By back and forth between self-sufficient substructures using the above lemma. ii. By the previous item, taking f 0 to be the empty map. Proof. By the above corollary, we need only prove existence. Let M be a countably infinite set. Let A ⊆ C be a countable family of structures, closed under taking substructures, such that for any B ∈ C there exists some A ∈ A with B ∼ = A. Consider the following family of maps F = {f : A → M | A ∈ A} and note that it is countable. Next, consider the countable family of tuples
be an enumeration of T such that each tuple of T is repeated infinitely many times. We inductively build an ascending chain of structures
We fix such a D. By renaming the elements of D, we may assume that g 1 is the identity, meaning M i D. Since M \ M i is infinite, we may further rename the elements of
We take M = ∞ i=0 M i . Then M is a countable L-structure with age(M) ⊆ C. By transitivity of we have M i M for any i ∈ N. We show that M is a generic structure for (C, δ 0 ).
Let A M and let A C for some C ∈ C, then there is some B ∈ A with C ∼ = B. Thus, without loss of generality we may assume C ∈ A. Since A is closed under taking substructures, we also have A ∈ A. Fix j ∈ N large enough such that A ⊆ M j and note that since A M, by definition A M i for any i ≥ j. By taking f to be the identity map on A, we get (f, A, B) ∈ T and in particular (f, A, B) = (f i , A i , B i ) for some i > j. By construction, there is a strong embedding g : B → M i+1 such that f = g ↾ A. So g : C → M i+1 is a strong embedding such that g is the identity map on A. Since M i+1 M, in particular g is a strong embedding into M.
Say (C, δ 0 ) is a Fraïssé-Hrushovski amalgamation class, we call its unique generic structure the Fraïssé-Hrushovski limit of (C, δ 0 ). Denote the Fraïssé-Hrushovski limit of (C, δ 0 ) by M and its universe by M , then by Proposition 3.1.2, δ M defines a pregeometry (M, cl δ ) on M . We call this pregeometry the pregoetmetry associated with M or the pregeometry associated with (C, δ 0 ). 
for all X ⊆ A 1 , and let C ∈ C 1 with A 1 1 C. Then there is some B 1 ∈ C 1 with C 1 B 1 and B 2 ∈ C 2 with A 2 2 B 2 and some f :
, in the notation of the definition above, we may assume that f 0 is the identity map and A 1 , A 2 have the same universe A. We will always use this observation without mention in these kind of proofs.
Proof. We show that there exists f : M 1 → M 2 , an isomorphism of pregeometries, by back and forth. Denote
) there exist some B 1 ∈ C 1 with C 1 B 1 and B 2 ∈ C 2 with A 2 2 B 2 and g :
) for all X ⊆ B 1 . Since M 1 and M 2 are generic, we may assume that B i i M i and take f j+1 = g. Now, choosing f 0 = ∅ we have that f = i∈N f i is an isomorphism of pregeometries.
The following lemma and corollary are a technical scaffolding we will use later in order to prove certain Fraïssé-Hrushovski amalgamation classes have the isomorphism extension property. Lemma 3.5.4. Let B 1 ∈ C 1 and B 2 ∈ C 2 be two structures with universe B and let A ⊆ B be such that A 1 B 1 and A 2 B 2 . Denote δ
Let L 1 be the language of structures in C 1 and let L 2 be the language of structures in C 2 . For each R ∈ L 2 fix some L 1 -formula ϕ R (x) (without parameters
The following definitions are with respect to our choice of {ϕ R } R∈L2 , and so is the remainder of this subsection.
Definition 3.6.1. We say that 1 encloses reducts if whenever A ∈ C 1 , age(M) ⊆ C 1 , and
Definition 3.6.2. We say that C 1 reduces to C 2 if for every
Lemma 3.6.3. If 1 encloses reducts, C 1 reduces to C 2 and age(M)
. LetĀ ∈ age(M) be the induced structure on the self-sufficient closure of A in M.
Definition 3.6.4. We say that 1 is stronger than 2 if whenever age(M) ⊆ C 1 and
Lemma 3.6.5. If 1 encloses reducts, C 1 reduces to C 2 , and (C 1 , δ 1 0 ) is a simple Fraïssé-Hrushovski amalgamation class, then 1 is stronger than 2 .
Proof. It is enough to show that for B ∈ C 1 , if 2) . Because 1 encloses reducts, we also have A (2) = (A ↾ L 2 ). Since C 1 reduces to C 2 we have A (2) , B (2) ∈ C 2 . As B is arbitrary, it suffices to show that δ we may strongly embed D into M 1 over A. Without loss of generality, assume
Since 2) and note that since
Proposition 3.6.7. Assume that:
) is a simple Fraïssé-Hrushovski amalgamation class.
• C 1 reduces to C 2 .
• 1 encloses reducts.
Proof. By Proposition 3.4.4, it suffices to show that M (2) is a generic structure for (C 2 , δ 2 0 ). Let A 2 M (2) with universe A and let B ∈ C 2 such that A 2 B, we must find a strong embedding of B into M (2) over A.
LetĀ be the self-sufficient closure of
. Note that A ⊆Ā (2) , and so because (C 2 , δ 2 0 ) is a simple Fraïssé-Hrushovski amalgamation class, we may take D to be a simple amalgam ofĀ (2) and B over A. By Lemma 3.3.2,Ā (2) 2 D and D ∈ C 2 .
By the fact (C 1 , δ 1 0 ) has a mixed amalgam with (C 2 , δ 2 0 ), let C ∈ C 1 be such that
. By the property of M 1 as a generic structure, we may strongly embed C into M 1 overĀ 1 . Assume without loss of generality that C 1 M 1 . Because 1 encloses reducts, we have C M (2) = (C ↾ L 2 ) and so B M (2) = B. Thus, we have found an embedding of B into M (2) over A.
All of the conditions of Lemma 3.6.5 hold and so 1 is stronger than 2 . Thus, (C ↾ L 2 ) 2 M (2) . By our choice of C, also B 2 (C ↾ L 2 ) and thus, by transitivity, B 2 M (2) . This completes the proof. • A and B are not isomorphic over F .
• (A ↾ L 2 ) and (B ↾ L 2 ) are isomorphic over F Lemma 3.6.9. Under the assumptions of the above proposition, assume additionally that (C 1
. By Lemma 3.6.5, 1 is stronger than 2 , and so we also have A 2 M (2) and B 2 M (2) . By benignity, let f 0 be an isomorphism of A M (2) and B M (2) over F . Thus, f 0 is a finite partial isomorphism between strong substructures of M (2) and so by 3.4.3.i f 0 extends to some f , an automorphism of M (2) . Since A and B are not isomorphic over F , the bijection f is not an automorphism of M 1 .
Since F was general, as explained, M + 1 cannot be a definable expansion of M (2) over a finite parameter set.
The structures M g and their pregeometries
In this section we acquaint ourselves with a class of Fraïssé-Hrushovski amalgamation classes, as discussed in Section 3. We will use the notation for integer valued functions presented in Subsection 2.1 with no explicit reference. The contents of subsections 4.1 are mostly standard ( [2, Section 2], [11, Section 2]).
The class C
g . Fix some n ∈ N. Fix some subgroup g ≤ S n (Where S n is the symmetric group on n elements). Let L g = {R g } where R g is an n-ary relation. • If A |= R g (a 1 , . . . , a n ) then a 1 , . . . , a n are distinct elements.
Note that C g 0 is closed under isomorphism and taking substructures, and since it is a class of finite structures in a finite language, C g 0 has countably many isomorphism types.
In the context of C g 0 , an ordered tuple of elements is related in R g if and only if any permutation of the tuple that lies in g, is also related in R g . It is thus best to think of orbits under g instead of actual tuples. Definition 4.1.2. Let x 1 , . . . , x n be distinct elements. Define: (a 1 , . . . , a n )} Remark. In structures of C g 0 , we think of relations as tuples of the form [a 1 , . . . , a n ] g rather than ordered tuples (a 1 , . . . , a n ). Thus, if when defining an L g -structure M we do not define R g (M) but define R g [M] instead, it is to be taken that
We call an object of the form [x 1 , . . . , x n ] g a g-tuple or a g-relation.
Notation. We use the same notational shorthand for R g [M] as we do for R(M), i.e.
Also, in the context of formulas, we use shorthand and write R g [x 1 , . . . , x n ] to mean
Informally, if we think of B as being "added" to A, this value is the number of new points added minus the number of new g-relations formed. 
In addition, equality holds if and only if
Proof. We have |A ∪ B| = |A| + |B| − |A ∩ B| and
In addition, equality holds between the first and second lines if and only if
. By subtracting the second inequality from the first, we receive exactly the statement of the lemma. 
We show that D is a simple amalgam of B 1 and B 2 over A. The only non-trivial property we must verify is that d ) is a (simple) Fraïssé-Hrushovski amalgamation class. We denote the Fraïssé-Hrushovski limit of (C g , d 0g ) by M g and recall that it has the following defining property: ( * ) If A g M g and A g C for C ∈ C g , then there is a strong embedding f : C → M g such that f ↾ A is the identity map on A. Notation 4.1.7. The cases where g is trivial or all of S n will be of particular interest to us. For the case
and denote (a 1 , . . . , a n ) instead of [a 1 , . . . , a n ] g . Similarly, for the case g = S n , we write (
and denote [a 1 , . . . , a n ] withouts the subscript for a g-tuple; we call such a tuple a symmetric tuple.
Isomorphism of the pregeometries of M
∼ and M g . Let n ∈ N be fixed. We will use Proposition 3.5.3 in order to show that the pregeometries associated with (C ∼ , d 0 ∼ ) and (C g , d 0g ) are isomorphic, for any g ≤ S n . Fix some g ≤ S n until the end of the section.
For the remainder of this section, assume that for each A ∈ C ∼ , there is some fixed order such that it totally orders A n .
Isomorphism extension from (C
Definition 4.2.1. Let X be some set and let R ⊆ X n . We say a set desym(
) is of size exactly 1 for every (x 1 , . . . , x n ) ∈ R.
When we write desym(R), we implicitly mean that it is some arbitrary gdesymmatrization of R.
Definition 4.2.3. Let B ∈ C g and let A ⊆ B. Let A ∈ C ∼ be a structure with universe A. We construct
We call B ≁ A a desymmetrization of B over A. Informally, a desymmetrization of B over A emulates the way B is related to A B , but does so over A, disregarding the structure induced on the set A by B. Any g-relations are then replaced by ordinary tuples, so the resulting structure is in C ∼ 0 . Lemma 4.2.4. Let B ∈ C g be a structure with universe B. Let A ⊆ B and let A ∈ C ∼ be a structure with universe A. Let B
≁
A be a desymmetrization of B over
Proof. The first part is immediate from the construction and Observation 4.2.2. The additional part follows by definition. 
Isomorphism extension from (C
). Imitating the pregeometry of a structure A ∈ C ∼ with a structure from C g is less obvious. The difficulty is that the predimension of a structure of size n may be as low as zero in C ∼ , but if g is of index strictly smaller than n, this is not the case in C g . We resolve this difficulty by attaching to each related tuple (a 1 , . . . , a n ) a new element e (a1,...,an) which will allow us more freedom without changing the dependencies among points inside the original structure.
In this subsection we useā and (a 1 , . . . , a n ) interchangeably.
Definition. Let B ∈ C ∼ and let A ⊆ B. Define:
, a 1 , . . . , a n−1 ) | e •
Proof. We say that Y ⊆ B is good, if for every e (ā) ∈ newel(C/A), if {a 1 , . . . , a n−1 } ⊆ Y or {a 2 , . . . , a n } ⊆ Y , then a 1 , . . . , a n , e
Let Y ⊆ B be good. In order to prove the first two points, it is enough to prove that r
Observe that by construction of B and the assumption on Y :
Again, by construction of D and the assumption on Y , clearly:
We prove the third point. Assume now that A ∼ C. Since C ∼ B by the above observation, by transitivity we have A ∼ B. Let A ⊆ X ⊆ B and define Y = X∪{a 1 , . . . , a n , e (ā) |ā ∈ R ∼ C (C/A), {a 1 , . . . , a n−1 } ⊆ X or {a 2 , . . . , a n } ⊆ X} ∼ is isomorphic to the pregeometry associated with M g , for every g ≤ S n .
Reduction relations between the structures M g
For this section we let n ∈ N ≥3 be fixed. We will prove that for any h, g ≤ S n , the structure M g is isomorphic to a proper reduct of M h .
Proper reduction of
We will show that M g ∼ = (M h ) Rg and that h g implies (M h ) Rg is a proper reduct. For the remainder of this subsection we use the definitions and results of Subsection 3.6 with respect to our choice of ϕ Rg . 
Proof. Explicitly, A Rg is the structure with universe A and
Thus by definition, r h (A) ≥ r g (A Rg ) and the lemma is evident.
Proof. Let A ∈ C h . We have already noted that A Rg ∈ C g 0 , and by the above lemma, 0
Proof. Let A ∈ C h and let B ∈ C g with A Rg ∼ B. Choose some section S ⊆ R g [B/A Rg ] such that |S ∩ [a 1 , . . . , a n ] g | = 1 for each [a 1 , . . . , a n ] g ∈ R g [B/A Rg ]. Let C be the structure: (a 1 , . . . , a n ) ∈ S} Just as in Lemma 4.2.4 and the short discussion preceding it, because A Rg g B, we have A h C and C ∈ C h . By construction, it is clear that C Rg = B and in particular B ∼ C Rg .
. . , a n / ∈ F be distinct new elements. Let σ ∈ g \ h. Define the structure A with
Define the structure B with
Clearly A and B fulfil the requirements in the definition.
Proof. All conditions of Proposition 3.6.7 hold with respect to (
If additionally h g, then the conditions of Lemma 3.6.9 also hold and (M h ) Rg is a proper reduct of M h .
Exquisite formulas.
In this subsection and the next, we construct a formula which will allow us to reduce from M ∼ to M ∼ .
Notation 5.2.1. For a tupleā = (a 1 , . . . , a m ) we write s(ā) for the set of elements appearing inā. i.e. s(ā) = {a 1 , . . . , a m }.
Recall that n is the arity of R ∼ . We limit our discussion to the class of L ∼ -structures whose age is partial to C ∼ 0 . Definition 5.2.2. Let q(x;ȳ) be a complete L ∼ atomic type ofxȳ. For a tupleāb with |āb| =xȳ we define
Definition 5.2.3. Let q(x;ȳ) be a complete L ∼ atomic type ofxȳ i. We say that q is nice if q(x;ȳ) implies that the elements ofxȳ are pairwise distinct, |x| = n, |ȳ| ≥ 2n, q(x;ȳ) =⇒ ¬R ∼ (x) and d q = n − 1. ii. We say that q is intertwined if d 0∼ (s(āb)/X) < 0 whenever q(ā;b) holds, X ⊂ s(āb), and |X| > n. iii. We say that q is without symmetry if q(x;ȳ) = q(ū;v) impliesxȳ =ūv. iv. We say that q is exquisite if it is nice, intertwined and without symmetry. 
is a complete L ∼ atomic type implying q + (x;ȳ) for some q(x;ȳ) intertwined, then p(x,ȳ) is intertwined. Notation 5.2.7. For q(x;ȳ), a complete atomic type ofxȳ, denote by ψ q (x;ȳ) the formula stating that for everyūv such that q + (ū;v) holds, ifxȳ =ūv, then | s(xȳ) ∩ s(ūv)| ≤ n.
For q an atomic type, we denote q(x;ȳ) = q(x;ȳ) ∧ ψ q (x;ȳ). When we say that q is an exquisite formula, we mean that q is exquisite.
Until the end of this subsection, let q(x;ȳ) be some fixed exquisite atomic type.
Definition 5.2.8.
i. For R a set of symmetric n-tuples we say thatāb is adjacent to R if q(ā;b) holds and G q (ā;b) ∩ R = ∅. ii. We say thatāb andcd distinct are adjacent if q(ā;b) and q(c;d) hold, and
Observation 5.2.9. An exquisite formula q(x;ȳ) is asocial.
Definition 5.2.10. For R, a set of symmetric n-tuples, call a sequence of distinct tuples (ā 1b1 , . . . ,ā kbk ) an R-adjacency-chain if
Definition 5.2.11. For R, a set of symmetric n-tuples, call an R-adjacency-chain (ā 1b1 , . . . ,ā kbk ) an R-adjacency-loop if
and let (ā 1b1 , . . . ,ā kbk ) be some R-adjacency-chain, then If (ā 1b1 , . . . ,ā kbk ) is a proper R-adjacency-loop, the above inequality is strict.
Proof.
i. We prove by induction on k: k = 1: If s(ā 1b1 ) ⊆ B then the statement is clear, assume this is not the case. We
. By the previous case, since (ā 1b1 ) is an R-adjacency-chain, we have that |B 1 | − |R 1 | ≤ |B| − |R|. Now, (ā 2b2 , . . . ,ā kbk ) is an R 1 -adjacency-chain of length k − 1, so by induction hypothesis
We can now prove the general statement inductively.
By induction hypothesis,
Say that (āb,cd) is a collision in M ifāb is adjacent tocd. Define c M to be the number of collisions in M.
Say that (āb,cd) is a weak-collision in
Define w M to be the number of weak-collisions in M.
• There exists a unique tupleā rbr ∈ M such that M |= q(ā r ;b r ) and r ∈ G q (ā r ;b r ).
• The tupleā rbr appears in a collision in M.
For N an L ∼ -structure with N ⊆ M and
• There exists a unique tupleā rbr ∈ N such that M |= q(ā r ;b r ), r ∈ G q (ā r ;b r ) and
Lemma 5.2.15. Let A ∈ C ∼ be such that c A > 0, then there is some r ∈ R ∼ [A] which is q-unique in A.
Proof. Assume that the statement is false. Let A ∈ C ∼ be such that c A > 0 and there is no q-unique tuple in A.
Claim. Consider any L ∼ -structure B with universe B ⊆ A and
Proof. Since r 1 is not q-unique in A, there is in A someā 1b1 adjacent toāb such that r 1 ∈ G q (ā 1 ;b 1 ). Let r 2 ∈ G q (ā 1 ;b 1 ) \ {r 1 }. Since r 2 is not q-unique in A, there is in A someā 2b2 adjacent toā 1b1 with r 2 ∈ G q (ā 2 ;b 2 ). Continuing in this manner, choosing r i ∈ G q (ā i ;b i ) \ {r i−1 }, for every k we have that (ā 1b1 , . . . ,ā kbk ) is an R B -adjacency-chain. Since A is finite, there is some large enough l such thatā lbl =ā mbm for some m < l. So by construction, (ā 1b1 , . . . ,ā l−1bl−1 ) is an R B -adjacency-loop. Now let k be minimal such that (ā 1b1 , . . . ,ā kbk ) is an R B -adjacency-loop. Since By the claim, choose some proper R i -adjacency-loop (ā 1b1 , . . . ,ā kbk ) with k minimal, such thatā 1b1 =āb, and
) and A i+1 the structure with universe X i+1 and
In order to proceed with the inductive construction, we only need to show that at least (2(n − i − 1) + 1) elements of {r 1 , . . . , r tq } are
, by asociality of q, it must be thatcd is adjacent to t q − 1 many tuples of (ā 1b1 , . . . ,ā kbk ) in contradiction to the minimality of k. So (cd) is a proper R i -adjacency-loop.
Let l be minimal such that (cd) is a proper R l -adjacency-loop and note that l ≤ i and |G q (c;d) ∩ R l | = 2. Since at each stage of the construction we choose a proper adjacency-loop of minimal length, we have that for every l ≤ s ≤ i, in the s-th stage we have chosen a proper adjacency-loop of length 1, say (c sds ). Therefore, by asociality of q, ifcd =c sds , then |G q (c;d) ∩ (R s+1 \ R s )| ≤ 1. We know that G q (c;d) R i , thuscd =c sds for all s < i, and consequently
By asociality, this is a contradiction and socd =ā kbk , and r m ∈ G q (ā k ;b k ). Now, by asociality of q, we have |G
Thus, m is uniquely determined and any symmetric tuple r ∈ {r 1 , . . . , r tq } \ {r j , r m } which was q[A]-unique in A i is also q[A]-unique in A i+1 , in particular, at least (2(n − i − 1) + 1) elements.
So we are able to construct this way A 0 , . . . , A n . By construction and Lemma 5.2.12, we have
∈ C ∼ in contradiction to its choice. We conclude that there must be some q-unique symmetric tuple in any A ∈ C ∼ with c A > 0. 
The structure D ′ with the tupleāb is also a counter example to the statement of the lemma, so we may assume that D |= q(ā;b) to begin with.
Since |X| > 2n, either |X 1 | > n or |X 2 | > n. Without loss of generality assume |X 1 | > n. By the properties of D as a simple amalgam and the fact q is intertwined, 
We conclude that d , then by what we showed this is already a weak collision in A. Otherwise, it must be that one of the tuples in the weak-collision isāw and so s(c 1d1 ) ∩ s(c 2d2 ) ⊆ s(ā). This, however, cannot be, because B |= ¬R ∼ (ā). So we have w B ≤ w A . Now, since r is q-unique in A, it was involved in a collision, which no longer exists in B because B |= ¬q + (ā;b). We conclude that w B < w A . It remains to show that forc ∈ A, if A |= ∃ȳ q(c;ȳ), then B |= ∃ȳ q(c;ȳ).
Forā, we have that B |= q(ā;w) and we've shown that if B |= q + (ū;v) for uv =āw, then | s(ūv) ∩ s(āw)| ≤ n, so B |= q(ā;w) by definition.
Letcd ∈ A withc =ā and such that A |= q(c;d). Assume that B |= ¬ q(c;d). Since r was q-unique, it is still the case that B |= q(c;d). So it must be that B |= q + (ū;v) for someūv ∈ A with | s(cd) ∩ s(ūv)| > n. But we've seen that in that case, also A |= q + (ū;v) which implies A |= ¬ q(c;d) in contradiction. So it must be B |= q(c;d). This concludes the proof.
5.3.
Constructing an exquisite formula. In this subsection, we prove the existence of an exquisite formula which is suitable for our needs. We do this by inducting on the arity of the relation R ∼ . Therefore, we denote by
Since l > 2k, there are some j 1 , . . . , j k+1 distinct such that for each 1 ≤ i ≤ k + 1, the element b ji does not appear in r. By reorderingȳ, we may assume j i = i, hence, b i does not appear in r for 1 ≤ i ≤ k + 1.
Let a k+1 , c 1 , . . . , c k+1 be new elements. Define
where for i > (k + 1) or i < 0, we let c i = c i(mod k+1) . Consider the L k+1 ∼ -structure B defined as follows:
Claim 1. The structure B has no non-trivial automorphisms.
Proof. The element c 1 is definable by virtue of being the unique element appearing in at least |R
. This is due to b i not being such that it appears in all relations in R k ∼ [A], for any i < (k + 1). Now, a k+1 is definable as the unique element appearing in exactly k + 1 distinct symmetric tuples in R k+1 ∼ [B], with two of these tuples not containing c 1 . Hence, the set {c 1 , . . . , c k+1 } is definable as the set of elements appearing with a k+1 in at least two symmetric tuples in R k+1
. So s(āb) is definable as the complement of {a k+1 , c 1 , . . . , c k+1 }, and any automorphism of B induces a bijection on s(āb), which will be an automorphism of A. Since q(x;ȳ) is without symmetry, A has no non-trivial automorphism. Thus, any automorphism of B fixes s(āb) pointwise.
Each element of the set {c 2 , . . . , c k+1 } is definable over {b 1 , . . . , b k+1 }, since we can tell apart the relations in Γ 2 using the b i 's. We've seen that the set {b 1 , . . . , b k+1 } is fixed pointwise by any automorphism of B, and thus so is the set {c 2 , . . . , c k+1 }. We conclude that the only automorphism of B is the identity. Proof. Let X ∼ B with |X| > k + 1 be of minimal size. Showing that X = B will prove the claim. Denote
First we show that it cannot be that R X ⊆ Γ 1 . Assume the contrary and denote X ′ = X \ {c 1 }. By minimality of X, it must be that
(X) > d q + 1 in contradiction to the self-sufficiency of X. Now we show that |X| > k + 2. Assume |X| = k + 2 to the contrary. Let r 1 , r 2 ∈ R X be distinct and arbitrary, then by the pigeon-hole principle r 1 and r 2 have exactly k elements in common. By construction, this cannot occur unless R X ⊆ Γ 1 which we proved is impossible. So |X| > k + 2. Now, observe that for any x ∈ X, the element x must appear in at least two distinct symmetric tuples in R X , or else X\{x} is self-sufficient in B with |X\{x}| > k + 1, in contradiction to the minimality of X.
then there must be some r 2 ∈ R X \ {r 1 } in which c 2 appears. In particular, r 2 ∈ R X ∩ Γ 2 and again R X ∩ Γ 2 = ∅.
In any case, it must be that a k+1 ∈ X. So there must be at least two symmetric tuples in R X in which a k+1 appears. By construction, this means there is at most a unique 1 ≤ j ≤ k + 1 such that c j / ∈ X. Assume such a j exists. If 1 < j < k + 1, then c j+1 ∈ X and so there are at least two symmetric tuples in R X in which c j+1 appears. There is only one symmetric tuple in B in which c j+1 appears and c j does not, so it must be that c j appears in some tuple in R X and, therefore, c j ∈ X. If j = 1 or j = k + 1, then the same argument applied to j − 1 shows that c j ∈ X. We conclude that {a k+1 , c 1 , . . . , c k+1 } ⊆ X.
Since c 1 , c 2 ∈ X, by construction, d = {a 1 , a 2 , a 3 , b 1 , . . . , b 8 }. Define R as follows:
Consider the L Proof. The element a 1 is definable as it is the only element present in four distinct tuples in R. Then, a 2 and a 3 are definable for not being with a 1 in the same tuple in R, and being present in two and three tuples in R, respectively.
The set {b 1 , b 8 } is now definable by the property of not being in a tuple with a 2 in R. Thus, b 7 is definable as the unique element sharing a tuple in R both with b 1 and with b 8 . Clearly all other elements are definable over a 1 , a 2 , a 3 , b 7 . Since all the elements of A are definable, any automorphism of A is trivial.
Proof. Let X ∼ A with |X| > 3 and such that X is of minimal size. Showing that X = A will prove the claim. Denote
. A brief examination shows that it must be that |X| > 4. Thus, any x ∈ X is present in at least two tuples in R X , or else (X \ {x}) ∼ A in contradiction to the minimality of X.
By this reasoning, we have
so it must be that a 3 ∈ X. As explained, both tuples in R involving a 3 are in R X , and consequently b 1 , b 3 , b 7 , b 8 ∈ X. Again, since b 1 ∈ X it must be that [a 1 , b 1 , b 2 ] ∈ R X implying a 1 , b 2 ∈ X. Because b 2 ∈ X, it must be [a 2 , b 2 , b 3 ] ∈ R X and a 2 ∈ X. We have so far A \ {b 4 Now assumeb ∈ A such that A |= q(ā;b). Clearly M |= q(ā;b), so we only need to show M |= ψ q (ā;b). Assume not, letcd ∈ M be such thatāb =cd, M |= q(c;d) and | s(āb) ∩ s(cd)| > n. Since q is intertwined, s(cd) is in the self-sufficient closure of s(āb), and so in A. So A |= ¬ψ q (ā;b) in contradiction. So our assumption was wrong, and M |= q(ā;b).
We conclude that A ( q) |= R ∼ (ā) if and only if M ( q) |= R ∼ (ā).
Proof. Assume that the statement is false. So there exists some A, an L ∼ -structure with A ∈ C ∼ and A ( q) / ∈ C ∼ . Choose A such that w A is minimal. We claim that c A = 0. If not, then by Lemma 5.2.17 there is some B ∈ C ∼ with w B < w A and R ∼ (A ( q) ) ⊆ R ∼ (B ( q) ). Clearly, since A ( q) / ∈ C ∼ , also B ( q) / ∈ C ∼ in contradiction to the minimality condition on A.
Let X ⊆ A be such that d This contradicts our assumption that A ∈ C ∼ . Since we proved that a structure such as A cannot exist, the statement of the lemma holds. First we would like to assert that A ∼ C. Let X ∼ C be arbitrary, denote X A = X ∩ A, X B = X ∩ B. We will show that d Letcd ∈ C be such that C |= q + (c;d). We show that eitherc ∈ T andd =wc, or s(cd) ⊆ A. Assume that the latter is false, then G q (c;d) R ∼ [A]. By construction, this must mean that s(cd) intersects s(wā) for someā ∈ T . As C is a simple amalgam of (C \ s(wā)) C and s(āwā) C over s(ā) C , by Lemma 5.2.16, it must be that s(cd) ⊆ s(āwā). Since q is without symmetry,cd =āwā.
It is immediate from the above paragraph that R ∼ C ( q) (C/A) ⊆ R ∼ (B). Additionally, we claim that ifā ∈ R ∼ C ( q) (A) andb is such that C |= q(ā;b), then already A |= q(ā;b), meaningā ∈ R ∼ (B). We have shown that s(b) ⊆ A must be, and then it is clear that A |= q(ā;b). Our claim follows from the observation that, by construction, A |= ¬ψ q (ā;b) implies C |= ¬ψ q (ā;b). Thus, R ∼ (C ( q) ) ⊆ R ∼ (B). Now, showing R ∼ (B) ⊆ R ∼ (C ( q) ) gives us B ⊆ C ( q) and thereby B ∼ C ( q) . If a ∈ T , it is clear by what we've shown that C |= q(ā;wā) and thereforeā ∈ R ∼ (C ( q) ). Thus, letā ∈ R ∼ (A ( q) ), and letb ∈ A be such that A |= q(ā;b). By construction, C |= q(ā;b). Ifcd ∈ C is such that | s(āb) ∩ s(cd)| > n and C |= q + (c;d), then as we've seen s(cd) ⊆ A, but by construction this would mean A |= q + (c;d), in contradiction to A |= ψ q (ā;b). So no suchcd exist and therefore C |= q(ā;b). In particular,ā ∈ R ∼ (C ( q) ). So we have shown R ∼ (B) ⊆ R ∼ (C ( q) ).
We proved A ∼ C and B ∼ C ( q) , so C is a structure as required in the definition of a mixed amalgam. (F ( q) ) for i ∈ {1, 2} and therefore A 1( q) = A 2( q) . In particular, A 1( q) is isomorphic to A 2( q) over F . So A 1 and A 2 are as required by the definition of benignity. 
