We consider the Dirichlet problem in a wedge for parabolic equation whose coefficients are measurable function of t. We obtain coercive estimates in weighted L p,q -spaces. The concept of "critical exponent" introduced in the paper plays here the crucial role. Various important properties of the critical exponent are proved. We give applications to the Dirichlet problem for linear and quasi-linear nondivergence parabolic equations with discontinuous in time coefficients in cylinders Ω × (0, T ), where Ω is a bounded domain with an edge or with a conical point.
Introduction
Consider the parabolic equation Lu = ∂ t u(x; t) − A ij (t)D i D j u(x; t) = f (x; t).
Here and elsewhere D i denotes the operator of differentiation with respect to x i ; in particular, Du = (D 1 u, . . . , D n u) is the gradient of u. By ∂ t u we denote the derivative of u with respect to t.
The only assumptions about the coefficients in (1) is that A ij are real valued measurable functions of t such that
In [9] , [10] it was shown by Krylov that for coercive estimates of ∂ t u and D(Du) one needs no smoothness assumptions on coefficients A ij with respect to t. The only assumption which is needed is estimate (2) . Solvability results for the whole space R n × R for equation (1) in L p,q spaces were proved in [9] ; solvability of the Dirichlet problem in the half-space R n + × R was established in weighted L p,q spaces by Krylov [10] for particular range of weights and by the authors [8] for the whole range of weights. This paper addresses solvability results for the Dirichlet problem to (1) in the wedge. Namely, let K be a cone in R m , 2 ≤ m ≤ n, and let K = K × R n−m . We assume that ω = K ∩ S m−1 is of class C 1,1 . We underline that the case m = n where K = K is not excluded. We are looking for solutions to the following Dirichlet problem
When the coefficients are independent on t, solvability results in weighted L 2 spaces and even asymptotic decomposition for solutions of problem (3) in the case of the cone (n = m) were obtained in [3] - [5] . In the case of the dihedral angle (m = 2) weighted L p -coercive estimates were proved in [17] (see also [16] where solvability in Hölder classes was established); for arbitrary wedge these estimates and corresponding estimates in anisotropic spaces were established in [14] . In the constant coefficient case by using a change of variables the elliptic part of the operator in (1) can be reduced to the Laplacian, for which the interval of the admissible weights in the coercive estimates is described in terms of the first positive eigenvalue λ D of a quadratic operator pencil associated with the Beltrami-Laplacian on ω, see [5] , [14] . If coefficients depend on t the above reduction is impossible. We define the critical exponents λ ± c of L in K, which can be considered as a generalization of λ D onto the case when coefficients depend on t. This critical exponents coincide with λ D when A ij (t) ≡ δ ij , i.e. (1) is the heat equation. Other important properties of λ ± c are established in Theorem 2. In order to formulate our main result let us introduce two classes of anisotropic spaces. For 1 < p, q < ∞ we define L p,q = L p,q (K × R) as a space of functions with the finite norm
Similarly, the space L p,q = L p,q (K × R) consists of functions with the finite norm |||f ||| p,q = f (x, ·) q,R p,K = 
Then for any f ∈ L p,q (respectively, for f ∈ L p,q ) there is a solution of the boundary value problem (3) satisfying the following estimates:
u W 2,1 p,q,(µ)
This solution is unique in the space W 2,1 p,q,(µ) (respectively, W 2,1 p,q,(µ) ).
Our paper is organized as follows. The critical exponents λ ± c of the operator L in K are defined in Section 2, where we present also their various properties. In Section 3 we estimate the Green function of the BVP (3) and its derivatives. Theorem 1 is proved in Section 4. In Section 5 we give some applications of this result to the Dirichlet problem for linear and quasi-linear non-divergence parabolic equations with discontinuous in time coefficients in cylinders Ω × (0, T ), where Ω is a bounded domain with an edge or with a conical point. Auxiliary estimates are collected in the Appendix.
Let us introduce some notation:
If Ω is a domain in R n then ∂Ω stands for its boundary. For a cylinder Q = Ω× (t 1 , t 2 ), we denote by ∂ ′ Q = ∂Ω× (t 1 , t 2 ) ∪ Ω×{t 1 } its parabolic boundary.
For x ∈ K, d(x) is the distance from x to ∂K, and
. The indeces i, j vary from 1 to n while the indeces k, ℓ vary from 1 to m. Repeated indeces indicate summation.
By V(Q R (x 0 ; t 0 )) we denote the set of functions u with finite norm
We use the letter C to denote various positive constants. To indicate that C depends on some parameter a, we sometimes write C(a).
Critical exponent
We define the critical exponent for the operator L and the wedge K as the supremum of all λ such that
for a certain κ ∈ (1/2, 1) independent of t 0 , R and u. This inequality must be satisfied for all t 0 ∈ R, R > 0 and for all u ∈ V loc (Q K R (0; t 0 )) subject to
We denote this critical exponent by λ
We also consider operator
The elliptic part of this operator evidently satisfies (2) . We introduce the critical exponent for the operator L and the wedge K and define λ
Note that all the properties below will be proved simultaneously for λ ± c .
Remark 1. Consider the initial-boundary value problem
where coefficients A ij (t) are given only for t > 0. In this case we should slightly change the definition of λ
Proof. We have to show that any solution to (8) satisfying (7) with some λ and κ = κ 1 satisfies this estimate with the same λ and κ = κ 2 . This statement is trivial if κ 1 ≤ κ 2 , so we assume that 1/2 < κ 2 < κ 1 < 1.
Define ρ = 2κ 2 −1 2κ 1 −1 R and consider the set Q of points (0,
Applying (7) with κ = κ 1 and
This implies (7) with κ = κ 2 and C(λ, κ 2 ) =
Remark 2. Instead of (7) one can define the critical exponent as the supremum of all λ in the inequality
for (x; t) ∈ Q K R/2 (0; t 0 ), where κ ∈ (1/2, 1) and the inequality must be valid for the same set of t 0 , R and u as above. Clearly, (7) follows from (11). In turn, (7) implies (11) due to the local estimate
which holds for solutions to (8) and 1/2 < κ 1 < κ 2 < 1 (see, e.g., [11, Ch. III, Sect. 8]).
Below we present some properties and estimates for λ ± c for various geometries of K.
, where Λ D is the first eigenvalue of the Dirichlet boundary value problem to BeltramiLaplacian in ω. 
). Now we define γ = γ(ν, θ) as a positive root of the quadratic equation 
holds in Q K ρ,s 0 ρ . Setting x ′′ = 0 and t = 0 we obtain (7) with κ = 
By continuity, for any γ > 0 there exists δ > 0 such that the functions
(1 ± δ). Therefore, the functions
is large enough. It is easy to see that w + ≥ 0 on x ∈ ∂K θ + , and w ≥ C(θ, ν) on the other parts of
As in the proof of statement 4, this implies λ
then, by the normal derivative lemma, any positive solution of Lu = 0 in Q K R vanishing for x ∈ ∂K 1 satisfies the inequality |Du| > 0 on the set
Thus, there exists a constant C such that
Since γ is arbitrarily small, the statement follows.
6. This statement is subtle and uses some properties of the Green function. We underline that the proof of these properties does not use statements 6 and 7.
The inequality λ
is a solution also Lu = 0 in corresponding set. Let us prove the opposite inequality. We put λ = min{λ
− ε with a small ε > 0 (by the statement 1 one can assume that λ > −1).
Let u satisfy (8) . Without loss of generality we assume t 0 = 0. We rewrite the equation as L ′ u = f 1 + f 2 , where
(we fix the variable x ′′ ∈ B n−m R/2 and consider it as a parameter). Let ζ = ζ(τ ) be a smooth function on R + , which is equal to 1 for τ < 1/2 and 0 for τ > 3/4. We put χ(
Using the Green function Γ
Let µ = 1 − λ + ε. By Lemma 5, the kernel
satisfies the inequality (69) with p = ∞, r = 2,
where C does not depend on u. Further, Lemma 3 gives for (x; t) ∈ Q
|u|.
Therefore, estimate (14) implies
Since all above estimates do not depend on
Since ε in the definition of λ is arbitrarily small, the statement follows.
7. By the statement 6 it's sufficient to prove this assertion for m = n, i.e. K = K. Let u ∈ V loc (Q K R (0; t 0 )) satisfy (3) (without loss of generality, t 0 = 0). Then the following local estimate is valid (cf. (12)):
where ρ = |x ′ | and
From (15), it follows that for any µ ∈ R
Now, using the estimate (59), we obtain
for any µ satisfying the assumption of Lemma 7. Thus, the statement 7 follows.
8. By the statement 6 we can assume that m = n. For given t 0 ∈ R and R > 0, we introduce
D and conclude by the statement 3 that
where
Note that the equation
is a supersolution of this equation. The relations (16) and (17) and the maximum principle show that
Remark 3. It will be interesting to study the question about validity of property 8 from Theorem 2 for infinite number of layers, i.e. in the case
and
3 Estimate of Green's function in K × R
Local estimates of solutions
The following statement is quite standard.
The next statement can be found (even for more general equations) in [11, Ch. III, Sect. 11 and 12].
Iterating this inequality we arrive at Proposition 2. For sufficiently small δ > 0, depending only on K, the following assertion is valid. Let x 0 ∈ K, r x 0 < δ and R ≤ |x
where C depends on ν, K and δ. Further, for |α ′ | ≥ 2 and arbitrary small ε > 0
where C depends on ν, |α ′ |, K, δ and ε.
Taking into account Lemma 2, we obtain the following estimate.
Corollary 2. Let assumptions of Proposition 2 be valid. If |α
where C depends on ν, |α|, K and δ.
where C depends on ν, |α|, K, δ and ε.
Using the definition of the critical exponent and Remark 2, we obtain for (
with κ ∈ (1/2, 1). The right-hand side of (24) 
(here κ 1 < κ 2 ). This gives
, which implies (23).
For |α ′ | = 1 we apply Proposition 1 and the estimate (19) to D α ′′ u and use obtained estimate (23) for α ′ = 0.
Green's function in K × R
Let us consider equation (1) in the whole space. Using the Fourier transform with respect to x we obtain the following representation of solution through the right-hand side:
where Γ is the Green function of the operator L given by
for t > s and 0 otherwise. Here by A(τ ) is denoted the matrix {A ij (τ )}. The above representation implies, in particular, the following estimates for Γ
where k ≤ 1 and α and β are arbitrary multi-indices. Here σ is a positive constant depending on ν.
Departing from Γ we can construct the Green function for the Dirichlet problem in K × R.
Lemma 4. For all (y; s) ∈ K × R there is a function u(x; t) = Γ K (x, y; t, s) satisfying the Dirichlet problem
(the equation is understood in the sense of distributions). This function admits the representation Γ K (x, y; t, s) = χ(x; t)Γ(x, y; t, s) + Γ(x, y; t, s),
where χ ∈ C ∞ 0 (K × R) is equal to 1 in a neighborhood of (y; t) and the function w(x; t) = Γ(x, y; t, s) belongs to V(K × R). Moreover, the function Γ K satisfies the estimate for x, y ∈ K and t > s:
Proof. Let ζ = ζ(τ ) be a smooth function on R + , which is equal to 1 for τ < 1/2 and 0 for τ > 3/4. We put χ(
For sufficiently large R we introduce the notation Q R = B K R × (s, ∞) and consider the Dirichlet problem
This problem has a unique weak solution in the space V( Q R ), see, e.g., [11, Ch. III, Sect. 3 and 4]. We denote this solution Γ R (x, y; t, s), expand it by zero for t < s and consider the function Γ K,R (x, y; t, s) = χ(x; t)Γ(x, y; t, s) + Γ R (x, y; t, s).
This function obviously solves the problem
It is easy to check that the definition of Γ K,R does not depend on the choice of the cut-off function. Using maximum principle, we obtain that Γ K,R increases with respect to R for all values of arguments and satisfies 0 ≤ Γ K,R (x, y; t, s) ≤ Γ(x, y; t, s). Therefore, there exists the limit function Γ K satisfying (27) and (28) with Γ ∈ V(K × R). The estimate (29) follows from (26).
Similarly one can construct the Green function u(x; t) = Γ K (x, y; t, s) for the operator L defined in (9) . This function satisfies
By changing of variables t → −t and s → −s, we conclude that the function v(x; t) = Γ K (x, y; −t, −s) solves the problem
operator formally adjoint to L. Using Green's formula for the functions u(x; t) = Γ K (x, y 1 ; t, s 1 ) and v(x; t) = Γ K (x, y 2 ; −t, −s 2 ) with s 1 < t < s 2 , we get
Remark 4.
In what follows, we obtain various pointwise estimates for the Green function. These estimates depend only on the ellipticity constant ν and the critical exponents λ ± c ; moreover, they contain t and s only in the combination t − s. Therefore, such estimates are valid for Green's functions of operators L and L simultaneously (with interchange of λ + c and λ − c ). Note that in our paper [8] in the proofs of Lemma 4, Theorem 3 and Lemma 5 we argued that the Green function (in the half-space) is symmetric with respect to x and y. In fact, this is not the case. However, all corresponding estimates are true just by the statement of the previous paragraph, since in the case m = 1 considered in [8] all the estimates depend only on ν.
Note also that, since the operators L and L are invariant with respect to translations along the edge, Γ K and Γ K depend actually on x ′ , y ′ and the difference x ′′ − y ′′ .
We shall use the notations
Lemma 5. For λ + < λ + c and λ − < λ − c the following inequality
holds for x, y ∈ K and t > s. Here σ 1 is a positive constant depending only on the ellipticity constant ν and C may depend on ν and λ ± .
Proof. It is sufficient to prove the estimates for s = 0 and x ′′ = 0. First, let us prove the inequality
If |x ′ | 2 ≥ t/3 then this estimate easily follows from (29). Consider the case |x ′ | 2 < t/3. We take R = t/2 and apply (7) with t 0 = t to the function u(x; t) = Γ K (x, y; t, 0). This gives
From (29) it follows that for (z, τ ) ∈ Q K κR (0; t) the inequality
holds with a certain positive σ 1 ≤ σ. Using this for estimating the right-hand side in (33), we obtain (32) and hence (31) for λ − = 0. By Remark 4, we get a similar to (32) estimate for Γ K :
Due to (30) this inequality leads to
Now we use the same arguments as above in order to prove (31) in general case but instead of inequality (29) we use (34) for estimating of supremum in the right-hand side of (33). The proof is complete.
, and let |α ′ |, |β ′ | ≤ 2. For x, y ∈ K, t > s the following estimates are valid
where σ 1 is a positive constant depending on ν, ε is an arbitrary small positive number and C may depend on ν, λ, α, β and ε. If |α ′ | ≤ 1 (or |β ′ | ≤ 1) then the factor r −ε x (respectively, r −ε y ) must be removed from the right-hand side.
Proof. It is sufficient to prove Theorem for s = 0. We start with the case β = 0 in (36) and consider two alternatives: |α ′ | ≤ 1 and
Γ K (z, y; τ, 0).
with some positive σ 2 . Therefore
which gives (36) in the case β = 0, |α ′ | ≤ 1 and t ≥ 4|x ′ | 2 .
Let now t ≤ 4|x ′ | 2 . Consider two subcases.
Subcase 1: r x ≥ δ. We put R = min{δ|x ′ |/2, √ t/2}. Then the set Q R (x; t) belongs to K × R. Applying the local estimate from Corollary 1 to the function u(x; t) = Γ K (x, y; t, 0), we obtain
here α can be arbitrary multi-index. Using inequality (31) to estimate the Green function in the right-hand side, we obtain
which gives (36) in this subcase.
Subcase 2: r x < δ. Using Corollary 2 for the Green function, we get
where R = √ t/4. Using inequality (31), we obtain
which leads to (36) in this subcase. Thus (36) is proved in the case β = 0 and |α ′ | ≤ 1.
We turn to the second alternative |α ′ | = 2 and also consider two subcases.
Subcase 1: r x ≥ δ. We again put R = min{δ|x ′ |/2, √ t/2} and apply the local estimate from Lemma 1 to the function u(x; t) = D α ′′ x Γ K (x, y; t, 0) in Q R (x; t). This leads to
and the estimate (36) with α ′ = 0 and β = 0 gives
and the estimate (36) with α ′ = 0 and β = 0 leads to
As (42) as (43) imply
The first quotient here is bounded, and we arrive at (36). Thus inequality (36) is proved in the case β = 0 and |α ′ | ≤ 2. By Remark 4, we obtain that
From (44) and (30) it follows that
This gives inequality (36) for α = 0 and |β ′ | ≤ 2. In general case |α ′ | ≤ 2 and |β ′ | ≤ 2, we repeat the above proof (when β = 0) but instead of inequality (31) we use (45). This gives (36) with arbitrary |α ′ | ≤ 2 and |β ′ | ≤ 2. Finally, inequality (37) follows from (36), since the derivative with respect to s can be expressed through the second derivatives with respect to y.
Remark 5.
To study the initial-boundary value problem (10), we need the Green function Γ K (x, y; t, s) only for t > s ≥ 0. In this case the estimates in Lemma 5 and Theorem 3 hold true for t > s ≥ 0 if we define λ In what follows we denote by the same letter the kernel and the corresponding integral operator, i.e.
(Gh)(x; t) = t −∞ R n G(x, y; t, s)h(y; s) dyds.
If necessary, all functions are assumed to be expanded by zero to the whole space-time. 4 The weighted estimates in a wedge Theorem 4. Let 1 < p, q < ∞, and let µ be subject to (4) . Suppose also that |x
solves the problem (3) and satisfies the estimate (6).
Proof. It is easy to see that for f ∈ C ∞ 0 (K × R) the function (47) is a solution of (3). Therefore, it suffices to prove the estimate (6) .
First, we choose 0 < λ + < λ 
. Generalized Riesz-Thorin theorem, see, e.g., [18, 1.18.7] , shows that this operator is bounded in L p,q (R n × R) for any q ≥ p. For q < p this statement follows by duality arguments. Thus, we obtain the inequality
Now we consider a point ξ ′′ ∈ R n−m , and, given ρ > 0, γ > 1 define
For any ξ ′′ ∈ R n−m and ρ > 0 the inequality
easily follows from localization of the estimate [8, Theorem 4] . Using a proper partition of unity in K, we arrive at
This immediately implies (6) with regard of (48).
To deal with the scale L p,q , we need the following lemma.
Lemma 6. Let a function h be supported in the layer |s − s 0 | ≤ δ and satisfy h(y; s) ds ≡ 0. Also let p ∈ (1, ∞) and µ be subject to (4) . Then the integral operators G and G ij with kernels
where C does not depend on δ and s 0 .
Proof. By h(y; s) ds ≡ 0, we have
We choose 0 < λ
For |s − s 0 | < δ and t − s 0 > 2δ, estimates (37) with |α| = 0 and |α| = 2 imply
On the other hand, estimates (31) and (36) with |α| = 2, |β| = 0 gives
Combination of these estimates gives
Thus, the kernels in (49) and (50) satisfy the assumptions of Lemma 10, respectively, with
This completes the proof.
Theorem 5. Let 1 < p, q < ∞, and let µ be subject to (4) . Suppose also that |x
Then the function (47) solves the problem (3) and satisfies the estimate (5).
Proof. As in Theorem 4, it suffices to establish the estimate (5) .
The estimate (6) for q = p provides boundedness of the operators G and G ij in L p (R n × R), 1 < p < ∞, which gives the first condition in [2, Theorem 3.8]. Lemma 6 is equivalent to the second condition in this theorem. Therefore, Theorem 3.8 [2] ensures that these operators are bounded in L p,q (R n × R) for any q ∈ (1, p). For q ∈ (p, ∞) this statement follows by duality arguments. This implies the estimates of two last terms in (5) . The estimate of the first term follows now from (1). Proof. Let ζ = ζ(τ ) be a smooth function on R + , which is equal to 1 for τ < 1/2 and 0 for τ > 3/4. We put χ R (x; t) = ζ(|x − y|/R)ζ( |t − s|/R). Then equation (3) can be written as
Multiplying (52) by Γ K (y, x; s, t) and integrating over K×(−∞, s), we obtain
Since |x
Using Theorem 5 (respectively, Theorem 4) we can pass to the limit in (53) as R → ∞ and obtain
Remark 6. To deal with initial-boundary value problem (10), one can extend Γ K (x, y; t, s) and f (s) by zero for s < 0. In this case all statements of this Section hold true if we define λ + c and λ − c as described in Remark 1 (taking into account Remark 5).
Solvability of linear and quasilinear Dirichlet problems
Let Ω be a bounded domain in R n . We assume that there exists an (n − m)-dimensional submanifold without boundary ("edge") M ⊂ ∂Ω satisfying the following condition: for every point x 0 ∈ M there exists a neighborhood U(x 0 ) and a diffeomorphism Ψ (x 0 ) :
5. the norms of the Jacobi matrices Ψ ′ (x 0 ) (x) and (Ψ (x 0 ) ) ′ (Ψ (x 0 ) (x)) are uniformly bounded with respect to x 0 ∈ M and to x ∈ U(x 0 ).
Remark 7.
If m = n then M is not an edge but a conical point. In this case the wedge K degenerates into the cone K. We do not exclude this case though it requires some trivial changes in notation which will not be mentioned in what follows.
We introduce two scales of functional spaces: L p,q,(µ) (Q) and L p,q,(µ) (Q), with norms
respectively, where d(x) stands for the distance from x ∈ Ω to M. For p = q these spaces coincide, and we write L p,(µ) (Q). We denote by W 2,1 p,q,(µ) (Q) and W
2,1
p,q,(µ) (Q) the set of functions with the finite norms
(Q) = ||| ||| |||∂ t u||| ||| ||| p,q,(µ),Q + ||| ||| |||D(Du)||| ||| ||| p,q,(µ),Q + ||| ||| |||u||| ||| ||| p,q,(µ−2),Q respectively, satisfying boundary condition u| ∂ ′ Q = 0.
We
p,loc and for any point
these norms are uniformly bounded with respect to x 0 . We set µ(p, q) = 1 − n p − 2 q .
Linear Dirichlet problem in bounded domains
We consider the initial-boundary value problem
where the leading coefficients a ij ∈ C(Ω → L ∞ (0, T )) satisfy assumptions a ij = a ji and
We denote by L x 0 the operator of the form (1) with frozen coefficients A ij (t) = a ij (x 0 ; t) and define the quantities
(55)
where p and q are subject to
, the initial-boundary value problem (54) has a unique solution u ∈ W 2,1 p,q,(µ) (Q). Moreover, this solution satisfies
where C does not depend on f .
2.
Let b i ∈ L p,q,(µ) (Q) where p and q are subject to
while µ satisfies (56). Suppose also that ∂Ω satisfies the same condition as in the part 1. Then, for any f ∈ L p,q,(µ) (Q), the initial-boundary value problem (54) has a unique solution u ∈ W 2,1 p,q,(µ) (Q). Moreover, this solution satisfies
where C does not depend on f . Proof. The standard scheme, see, e.g., [11, Ch.IV, Sect. 9], including partition of unity, local rectifying of ∂Ω and coefficients freezing, reduces the proof to the coercive estimates for the model problems to equation (1) 
Quasilinear Dirichlet problem in bounded domains
In this subsection we suppose, in addition to the assumptions 1-5 from the beginning of Section 5, that for any
does not depend on x 0 .
We suppose that the first derivatives of the coefficients a ij (x; t; z; p) with respect to x, z and p are locally bounded and the following inequalities hold for all (x; t) ∈ Q, z ∈ R 1 and p ∈ R n with some positive ν and ν 1 :
Similarly to the previous subsection, we denote by L x 0 the operator of the form (1) with frozen coefficients A ij (t) = a ij (x 0 ; t; 0; 0) and define the quantity λ ± c by the formula (55).
Note that in Theorem 8 for p > q we deal with L p,q,(µ) (Q) scale while for p < q we deal with L p,q,(µ) (Q) scale. The reason is that all a priori estimates for quasilinear equations are based on the Aleksandrov-Krylov maximum principle. Up to now this statement is proved only if the right-hand side of the equation belongs to the space with stronger norm, see [13] and [15] .
6 Appendix
and let 0 < κ 1 < κ 2 ≤ 1. Then the estimate
holds for any function u ∈ V(Q K R (0; t 0 )) satisfying (8) . The constant C may depends on µ, κ 1 and κ 2 .
Proof. Without loss of generality, we assume t 0 = 0. Further, since the estimate (59) depends only on K and ν, we can suppose R = 1; general case can be reduced to this one by dilation with respect to x and |t|.
We put ρ ε = (|x ′ | 2 + ε) 1/2 , where ε is a small positive number. Let us fix two real numbers R 1 and R such that 0 < R 1 < R 2 ≤ 1. We choose two smooth cut-off functions: χ = χ(x) supported in B K R 2 and equal to 1 on B K R 1 and ζ = ζ(t) which is equal to 1 for t > −R 2 1 and to 0 for t < −R 2 2 . Then we have
where v = ρ µ ε u. Direct calculations together with (2) give
Using the Hardy inequality 
Since Lu = 0 in Q + Λ D − ν −1 µ 2 is positive if δ > 0 is sufficiently small. Here we performed a partial integration in the last integral in (60). Taking the limit in the last inequality as ε → 0, we get
where C depends on µ. If µ is positive then taking R 1 = κ 1 and R 2 = κ 2 in (63), we obtain
Otherwise, iterations of (63), without the first term in the left-hand side, again lead to (64). The estimate of the first term in the left-hand side of (59) follows from (63) and (64).
Lemma 8. Let 1 < p, q < ∞ and µ ∈ R. For any u ∈ W 2,1 p,q,(µ) (respectively, u ∈ W 2,1 p,q,(µ) ) the following estimate holds:
Proof. For any ξ ′′ ∈ R n−m and ρ > 0 the inequality
follows from standard embedding theorem (the set P ρ,γ (ξ ′′ ) is introduced in the proof of Theorem 4).
Using a proper partition of unity in K, we arrive at
This implies the first estimate in (65).
In a similar way, the embedding Lemma 9. Let α > −1, α + β > −m,
where C may depend on σ, α, β, γ and K.
Proof. First, let |w ′ | ≤ 2. Then |z ′ − w ′ | ≥ max{|z ′ | − 2, 0}, and
2 )r α+β+m−1 (r + 1) γ dr.
We recall that r z (Θ) =
≍ dist(Θ, ∂ω). Since α > −1 and α + β > −m, both integrals converge, and we obtain I(w ′ ) ≤ C.
Now let |w ′ | ≡ ρ ≥ 2. Then we split I = I 1 + I 2 , where
Since |z ′ | ≍ ρ ≍ ρ + 1 in B ⌉, and estimate as follows:
To estimate I 2 , we note that if |z(the last inequality is by Lemma 9 
for t > s. Then the integral operator T is bounded in L p (R n × R) and in L p,∞ (R n × R).
