Abstract-The intelligent systems are becoming more important in life. Moving objects tracking is one of the tasks of intelligent systems. This paper proposes the algorithm to track the object in the street. The proposed method uses the amplitude of zernike moment on nonsubsampled contourlet transform to track object depending on context awareness. The algorithm has also been processed successfully such cases as the new object detection, object detection obscured after they reappeared, detecting and tracking objects which successfully intertwined and then separated again. The proposed method tested on a standard large dataset like PEST dataset, CAVIAR dataset and SUN dataset. The author has compared the results with the other recent methods. Experimental results of the proposed method performed well compared to the other methods.
I. INTRODUCTION
The intelligent systems are becoming more important in life. Building an intelligent surveillance system can be split into four main challenges: moving object detection, object classification, object tracking and behavior recognition. Moving object tracking is one of the tasks of intelligent systems. Object tracking can be applied in many place such as security surveillance systems for airports, train stations, schools, or buildings of government etc.; or traffic control systems like automatic traffic signal systems, street-crossing safety systems, traffic density statistics systems etc.
In past time, there are many researchers who proposed the methods to track moving objects. Most of these methods are divided into four groups such as contour-based [1] , regionbased [2] , feature-based [3] and model-based [4] algorithms. Moving object detection used common techniques such as: background subtraction, statistical models, temporal differencing and optical flow [11, 12] . Algorithm based on background subtraction utilizes the current image to compare it with the background image and detect the moving scene. Most methods of background subtraction are median filter, mean filter, temporal median filter, Kalman filter, sequential kernel density approximation and Eigen backgrounds [11, 13] . The mean-shift algorithm using colors has been used to track the objects in video. This method has improved tracking results [5, 6, 7] . However, the implementations of them for object blur are complex. The object tracking algorithms using feature are performed based on the point, shape and contour in many domains [8, 9, 10] . Johnsen [14] gave the model to track objects through static camera with motion detection technique using background subtraction in which the background generated using filters approximated Median Filter. After detecting the moving area, he uses two-pass connected component labeling for identifying and selecting the motion area to make for object tracking step. Next, the model boundary objects are separated using standard RGB color and use the Kalman filter to predict the next location of the object. Finally, using apriori assignment combined with Euclidean metric distance, Bhattacharya to track objects. The drawback of this method is to require the appropriate reference background image. If there are changes of light compared to the reference background image, the current area will be considered as the motion that should not be able to detect moving objects. The object tracking is hard work. This task has many challenges.
In this paper, the author proposes a method to implement for human tracking based on their contour. The proposed method uses the amplitude of zernike moment on NonSubsampled Contourlet Transform (NSCT) to track object depending on context awareness. The algorithm has also been processed successfully such cases as the new object detection, object detection obscured after they reappeared, detecting and tracking objects which successfully intertwined and then separated again. The proposed method tested on a standard large dataset like PEST (Performance Evaluation of Tracking and Surveillance) dataset, CAVIAR (Context Aware Vision using Image-based Active Recognition) dataset and SUN (Scene UNderstanding) dataset. The author has compared the results with the other recent methods. Experimental results of the proposed method performed well compared to the other methods such as Kernel Filter method [14] , Particle Filter method [15] , curvelet method [16] and contourlet method [17] . The rest of this paper is organized as follows: in section 2, the author described the basic of NSCT, zernike moment and its advantages for human object tracking. And details of the proposed method for human object tracking are presented in section 3. The result and conclusion of the paper are presented in section 4 and 5 respectively.
II. SELECT A NEW GENERATION WAVELET TRANSFORM
FOR TRACKING The Discrete Wavelet Transform (DWT) provides a fast, local, sparse, multiresolution analysis of real-world signals and images. Although DWT is a powerful tool for signal and image analysis, it has three serious disadvantages: shift Curvelets and ridgelets take the form of basic elements which exhibit very high directional sensitivity and are highly anisotropic. In two-dimensions, for instance, curvelets are localized not only in position (the spatial domain) and scale (the frequency domain), but also in orientation. Unlike wavelet transforms, the ridgelet transform processes data by first computing integrals over lines with all kinds of orientations and locations. The curvelet transform, like the wavelet transform, is a multiscale transform, with frame elements indexed by scale and location parameters. Unlike the wavelet transform, it has directional parameters, and curvelet pyramid contain elements with a very high degree of directional specificity. In addition, the curvelet transform is based on a certain anisotropic scaling principle which is quite different from the isotropic scaling of wavelets. However, curvelet also has two drawbacks: first, not optimal for sparse approximation of curve beyond C 2 singularities and second, highly redundant [18] .
Contourlet transform [19] is built from a discrete domain first, then extend to the continuous domain, it has lower redundancy and a faster discrete implementation version than curvelet. But contourlet is just multidirectional and multi-scale but not shift -invariant, which causes pseudo-Gibbs phenomena visible on the decoded image by high compression ratio. NSCT [20] brings shift -invariance for contourlet with the trade-off of more redundancy. As NSCT is used for contour detection, this redundancy is not a drawback but even gives better results.
The important feature of the proposal bases on object's contour and NSCT is chosen to extract the object's contour. NSCT belongs to the family of the new generation wavelet transform. The NSCT development through its main predecessors may start at wavelet transform [21] as in [22] . The properties of NSCT like multi-scale, multi-direction, shift-invariant make it very suitable for contour detection.
A. Nonsubsampled contourlet transform
NonSubsampled Pyramid (NSP) is similar to Laplacian pyramid. This algorithm uses two-channel nonsubsampled filter banks and decomposition is realized with level j = 3 stages. The filters of subsequent stages are the result of upsampling filters of the first stage. The subbands are devided into high-pass and low-pass filter. The region of low-pass filter is ( ) ( ) , and the complement of the low-pass filter is the high-pass filter which is solved by the region ( ) ( ) ( ) ( ) .
Directional Filter Bank (DFB) eliminates the downsamplers and up-samplers in each two-channel filter bank that is NonSubsampled Directional Filter Bank (NSDFB). NSCT is the process that combines NSP and NSDFB. Ping [23] also asserts that NSCT is implemented by two major steps: when multi-scale image multi-scale decomposition is NSP filter to be used in a low-pass subband and a band-pass subband. Then, each level of band pass subbands directional decomposition of band-pass subbands will continue with NSDFB. And image decomposition process is complete with two steps: NSP and NSDFB.
B. Zernike Moment (ZM)
ZM [24] was firstly introduced by Teague [25] to overcome the shortcomings of information redundancy present in geometric moments [25] . ZM can represent the properties of an image with no redundancy or overlap of information between the moments [26] . Due to these characteristics, ZM has been utilized as a feature set in different applications such as object classification, shape analysis, content based image retrieval etc.
ZM owns the following properties [24, 27, 28] :
(i) ZM is rotation, translation and scale invariant [29] .
(ii) ZM is robust to noise and minor variation in shape.
(iii) Since the basis of ZM is orthogonal, therefore they have minimum information redundancy.
(iv) ZM can characterize the global shape of pattern. Lower order moments represent the global shape pattern and higher order moment represents the detail.
(v) An image can be better described by a small set of its ZM than any other types of moments [24] .
ZM is a set of complex polynomial which forms a complete orthogonal set over the interior of the unit circle of 
The above-mentioned polynomial in equation (2) is orthogonal and satisfies the othogonality principle: ZM is the projection of image function I(x, y) onto these orthogonal basis functions. The othogonality condition simplifies the representation of the original image because generated moments are independent [24, 32] . www.ijacsa.thesai.org
The ZM of order m with repetition n for a continuous image function I(x, y) that vanishes outside the unit circle is 22 
ZM has its own properties such as: shift-invariant [33] , translation invariant [28] , rotation invariant [29] etc. So if the author use the combination of NSCT and ZM features in one methodology then the author can expect for more accurate object tracking results.
III. OBJECT TRACKING BASED ON NSCT COMBINED WITH ZERNIKE MOMENT
In this section, the author proposed the method for object tracking based on NSCT combined with ZM depending on context awareness. The overall of the proposed method is to present as figure 1. The proposed method has three main stages: moving object detection, features extraction and object tracking. Firstly, the input data is videos that have the same serial frames. The author detects moving objects. Secondly, the extracting features of object. In this stage, the author uses NSCT and zernike combined with context awareness to extract features. Finally, object tracking. The author uses a contour object for object tracking from frame to frame.
A. Moving object detection
Most of the moving object detection methods take two consecutive input images and return the locations where differences are identified. The motion of an object can cause these differences.
A video sequence contains a series of frames. Each frame can be considered as an image. The common approach for detection of objects consists of three steps: background modeling, foreground detection and data validation. The author assumes there are only two modes for each pixel in a single frame: background and foreground. The basic of background subtraction method is to compare the frame background with a threshold T which the author is predefined. If the difference of a pixel is smaller than T, then it is background, otherwise, it is foreground. To detect objects, the NSCT coefficients and their statistical values were extracted as the features of object images. The author defines a discrete warped NSCT which goes across the region boundaries based on context awareness. The author computes the image sample values in each region of the partition and also describes its implementation together with the inverse resampling. A warped NSCT with a sub-band filtering along the flow lines is implemented. At the boundaries, warped NSCT still have two vanishing moments. The NSCT coefficients of a discrete image are computed with a filter bank. This method reduces computation time significantly by utilizing the characteristics of high correlation between adjacent frames. Because the data are highly correlated pixels in each frame, there are two possibilities for the NSCT element of the consecutive frame will be equal.
The algorithm uses a diagram to check the repetitive element NSCT between two consecutive frames depending on the context awareness in video, thereby reducing the frequency of calculation of the NSCT calculation. The results have showed that this method improved significantly reduces the computation time, and it goes beyond real-time requirements.
B. Feature Extraction
Most previous definitions of context are available that context awareness look at who's, where's, when's and what's of entities and use this information to determine why the situation is occurring. Here, the author's definition of context is:
-Context is any information that can be used to characterize the situation of an image such as: pixel, noise, strong edge, weak edge in image that is considered relevant to the interaction between pixels and pixels, including noise, weak and strong edge themselves.‖ In video processing, if a piece of information can be used to characterize the situation of a participant in an interaction, then that information is context. Contextual information can be stored in feature maps on themselves. Contextual information is collected over a large part of the scene.
As [18] , the author will be calculated two values as a feature vector: Aspect Ratio (AR) and zernike NSCT value for each bounding boxed object. AR is defined by: AR = width of bounding box /weight of the bounding box (6) The bounding box of human usually has less in width than height, and the opposite for car. This feature may fail in cases that human sits down and his height is just a half of the standing pose or poses with two raising arms may increase the width of the bounding box and break the assumption. For the car, that is the perspective of the camera. If the camera view is in the same line of a moving car, it will show the longer Output www.ijacsa.thesai.org dimension in height not width. But in many of the outdoor cases, the assumption is true. The author chooses AR feature because it is simple, fast and its nature is completely different so that the union of failed case set of them is smaller.
Zernike NSCT value is a value that represents the contour property of objects and used to differentiate between a human and a car. It is calculated as the amplitude of zernike moment on contour binary images of the bounding boxed object as followings: first, the bounding boxed object image is contour detected by applying NSCT [18, 20] decomposition on it. The n levels parameter is [0, 1, 3] . This parameter is has 3 numbers, which means using 3 pyramidal levels (from coarser to finer scale). The first number -zero means at level 1 of pyramid, the level of directional filter bank decomposition will be 2 exponent zero to 1. It is the contour image received which is synthesized from two next levels [18] . The second level of pyramid is 2 exponents 1 to 2. It's so the author may see it like the two images with horizontal and vertical ways of energy. Similarly, the third level is , which is 8 images with rotation of energy. The synthesis of from the third through the second and to the first level gives us contour image with energy at all ways keeping. The number of levels and direction number at each level is chosen to be computationally efficient and good enough to reflex the contour of object. In my experiment, NSCT is quite slow, but three levels are also enough to do the job. Not all contour images are perfectly detected but it is good enough for the classification result. Detailed implementation of NSCT can be found in [20] .
Second, the contour image is converted to the binary image based on threshold which is just simply the mean of the pixel values in image. This is just a preparatory step for zernike, which is done due to [18, 34] that the binary image with just contour point is faster and more accurate than the original image for zernike.
Third, the binary image is passed through zernike moment to get amplitude [18, 20] . Zernike moment is rotationally invariant, so it is suitable for characterizing contour of object, which may be changed because of the various activities and this property reduces effort in training many poses which are just the rotations of another. Detailed implementation of zernike and its amplitude can be found in [20] .
C. Object tracking
Tracking task is to identify an object in the current frame and the previous frame. There are many cases in the tracking task such as new objects appear, the object is obscured or disappear, and the object intertwines and then splits again. The tracking method is used optical flow [35] on the points of the contour of the object, to track the object through each frame.
To solve the problem of objects tracking, the author defines an equivalent coefficient between an object of the frame previous and the object of the current frame as follows [35] :
and
The equivalent coefficient is defined as:
∑ where { Two contour S j and called incompatible if the equivalent coefficient met the following conditions:
where, β is the threshold compatibility of the two contour with 0≤ β ≤ 1 and = 1 if satisfy (13) and (14), otherwise = 0.
{ } { }
where, is the velocity vector of point obtained from the results of optical flow; is the coordinates of points and are the threshold constant [35] .
After calculating the equivalent coefficient , two objects and are considered duplicate if (15) where 0 ≤ Ω ≤ 1 is threshold constant.
The step of the tracking period as:
Initial: is the contour of the i th object in the previous frame. C j is the contour of objects in the current frame number j.
( ) is the coefficient equivalents of contour and contour.
Step 1: take contour and set n = 0
Step 2: take contour if p( ) satisfied of (15) then n = n +1; else if contour j is final contour then if(n >1) is separated into n object (C j ) goto step 3 if n = 1 then C i coincides with C j if n = 0 then if C j outside frame delete C j else In this section, the author applies the procedure described in section 3 and achieved a superior performance in my experiments as demonstrated in this section. For performance evaluation, author compares the results of the proposed method with the methods such as Kernel filter method [14] , Particle filter method [15] , curvelet method [16] and contourlet method [17] .
The author uses the standard dataset PETS dataset [36] , CAVIAR dataset [37] , SUN dataset [38] , etc to experiment and evaluate. These video datasets are the video datasets in computer vision field. Hard thresholding is applied to the coefficients after decomposition in NSCT domain. For the tracking part, the author determines the object in each frame of the video. The object area is determined in the first frame; the tracking algorithm needs to track the object from frame to frame. Here, the author reports the results on some video clips. Figure 2 shows some scenes in PETS dataset. The experimental approach is as follows. The experiments are person video clips with the frame size 288 by 352. The proposed method processes this video clips at 28 frames/second. The author has experimented on the video up to 5000 frames. Here, the author reports the results up to 400 frames. Some results achieved as shown in figure 3 . In these figures, the author observes that the proposed method performs well. Table 1 compares the human tracking error between the proposed method and other methods. The error in this case means that the tracking algorithm could not track the correct object. In the table 1, the author sees that the number of errors of the proposed method is less than other methods. Now, the author uses the Euclidean distance values to perform the evaluation of tracking. The Euclidean distance between the computed centroid (x C , y C ) of tracked human window and the actual centroid (x A , y A ) is followed: Object tracking is an important feature of intelligent vision systems. Tracking has many applications in intelligent surveillance systems such as in traffic system: counting the vehicles, measuring vehicle's velocity, and then it can detect faults about the velocity of vehicles automatically, etc. These tasks are hard because they depend on the context and environment. The results of the monitoring objects tremendously impact the analysis phase and identification of behavior. This paper proposes a new method to track the human based on their contour. The proposed method uses the amplitude of zernike moment on NSCT to track object depending on context awareness. The algorithm has also been processed which successfully such cases as the new object detection, object detection obscured after they reappeared, detecting and tracking objects successfully intertwined and then separated again. In the future work, the author should compare equivalent geometry contours of the object shape. This equivalent does not depend on the direction of motion, or the location of the object. So the objects are still tracked properly in the above case.
