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0. INTRODUCTION
A commutative monoid is a algebra of type S;+; 0, with S a non empty
set, + a binary operation defined on S verifying the commutative and asso-
ciative laws, and such that 0 is its identity element. The monoids appearing
in this paper are commutative and for this reason in the sequel we omit the
adjective commutative when we refer to a commmutative monoid. If S if
finitely generated, then there exists F a free finitely generated monoid and
σ a congruence on F such that S is isomorphic to the quotient monoid F/σ
(see [2]). Re´dei in [7] proved that every congruence on F is finitely gener-
ated. If S is a finitely generated monoid, there exists a finite set ρ in F × F
such that S is isomorphic to F/ρ and ρ is called a presentation of S. We
will say that a monoid S is a HFG monoid (hereditarily finitely generated
monoid) if for all submonoids H of S, H is finitely generated. Every monoid
with a finite number of elements is a HFG monoid but futhermore, there
are monoids with a infinite number of elements which are HFG monoids
(for instance ). Clearly every HFG monoid is finitely generated, but is
not true that every finitely generated monoid is a HFG monoid, for exam-
ple  ×  is finitely generated and H = x; y ∈  ×   x ≥ 1 is not.
The main objective of this paper is to characterise the congruences σ on
F such that F/σ is a HFG monoid. This characterization is established in
Theorem 1.8 and the first section is dedicated to proving this result. In the
*This paper was supported by the project DGES PB-1424.
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next section, we show how to determine algorithmically, from a presenta-
tion of σ , that F/σ is a HFG monoid. Finally in the third section we apply
these results to the case when F/σ is a cancellative monoid.
We thank P. A. Garc´ıa-Sa´nchez for his comments and suggestions.
1. MAIN THEOREM
Let F be the free monoid on the set X1; : : : ;Xn and σ a congruence
on F . The next proposition gives a nessesary condition for F/σ to be a
HFG monoid (i.e., every submonoid in F/σ is finitely generated).
We will say that a1X1+ · · ·+ anXn σ b1X1+ · · ·+ bnXn is a nontrivial
relation if and only if a1; : : : ; an 6= b1; : : : ; bn.
Proposition 1.1. Let F/σ be a HFG monoid. Then for all i; j ∈
1; 2; : : : ; n × 1; 2; : : : ; n with i 6= j, there exists in σ a nontrivial relation
ai; jXi + bi; j + 1Xj σ ci; jXi +Xj with ai; j; bi; j; ci; j ∈ .
Proof. Let H = xXi + yXj  y ≥ 1 ∪ 0; 0. Clearly H is a sub-
monoid of F/σ and so it is finitely generated. We deduce that one of the
following statements is true:
1. xXi +Xj  x ∈  is a finite set.
2. In F/σ there exists a equality pXi + qXj + rXi + sXj = xXi +
Xj with q; s ∈ \0.
In both cases the proposition is true.
Our principal objective is to show the converse of the above proposition.
This is Theorem 1.8. In order to prove it, we need some preparation.
A subset ρ = a11X1 + a12X2 + · · · + a1nXn; b11X1 + b12X2 + · · · +
b1nXn; : : : ; at1X1 + at2X2 + · · · + atnXn; bt1X1 + bt2X2 + · · · + btnXn
of F × F is a rewriting rule for a conguence σ if it verifies:
1. ρ = σ .
2. The map Cx F → F defined by the following algorithm is well
defined (this algorithm computes Cu1X1 + · · · + unXn):
begin
while u1; : : : ; un ≥ ai1; : : : ; ain for any i ∈ 1; : : : ; n do
begin
i = minj  u1; : : : ; un ≥ aj1; : : : ; ajn




3. uσv ⇔ Cu = Cv.
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The map C is called the canonical simplification associated to ρ and the
image of a element u ∈ F is called the canonical representation of u. In [6]
is showed an algorithmic method for obtaining from a presentation ρ of a
congruence σ a rewriting rule for this congruence. Then, from now on we
will suppose that ρ is a rewriting rule for σ .
Lemma 1.2. If aXi + bXjσ cXi + dXj is a nontrivial relation, then
there exists r ∈ 1; : : : ; t such that ar1 = 0; : : : ; ari−1 = 0, ari ≤ maxa; c,
ari+1 = 0; : : : ; arj−1 = 0, arj ≤ maxb; d, arj+1 = 0; : : : ; arn = 0:
Proof. We have that aXi + bXjσ cXi + dXj is a nontrivial re-
lation. Then aXi + bXj 6= cXi + dXj . So we may assert that CaXi +
bXj 6= aXi + bXj or CcXi + dXj 6= cXi + dXj . Suppose for ex-
ample CaXi + bXj 6= aXi + bXj . Then using the definition of C,
there exists r ∈ 1; : : : ; t such that ar1 = 0; : : : ; ari−1 = 0; ari ≤ a;
ari+1 = 0; : : : ; arj−1 = 0; : : : ; arj ≤ b; arj+1 = 0; : : : ; arn = 0:
Lemma 1.3. Suppose that for all i; j ⊆ 1; : : : ; n with i 6= j there exists
a nontrivial relation ai;jXi + bi;jXjσ ci; jXi + di; jXj: Let m1 =
maxa11; : : : ; at1; : : : ;mn = maxa1n; : : : ; atn. If for some i 6= j we have
xi ≥ mi and xj ≥ mj , then x1X1 + · · · + xnXn /∈ ImC.
Proof. By Lemma 1.2, we get an element in ρ(
0X1 + · · · + 0Xi−1 + ariXi + 0Xi+1 · · · + 0Xj−1 + arjXj + 0Xj+1 · · ·
+0Xn; br1X1 + · · · + brnXn

:
Then xi ≥ mi ≥ ari and xj ≥ mj ≥ arj . This implies that Cx1X1 + · · · +
xnXn 6= x1X1 + · · · + xnXn, and so x1X1 + · · · + xnXn /∈ ImC.
Remark 1.4.
• Note that for all classes in F/σ , ImC contains an (unique) element
of this class. This implies that F/σ = x1X1 + · · · + xnXn  x1X1 + · · · +
xnXn ∈ ImC.
• Under the hypothesis of the above lemma, we have that:
F/σ = A1 ∪A2 ∪ : : : ∪An with
A1 =
x1X1 + · · · + xnXn  x1 ∈ ; x2 < m2; · · · ; xn < mn};
A2 =
x1X1 + · · · + xnXn  x1 < m1; x2 ∈ ; x3 < m3; : : : ; xn < mn};
:::
An =
x1X1 + · · · + xnXn  x1 < m1; : : : ; xn−1 < mn−1; xn ∈ :
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Futhermore, every Ai is a finite union of sets
A1 =
[
d2; :::; dn∈0; :::;m2−1×···×0; :::;mn−1
A1d2; :::; dn
with
A1d2; :::; dn =
xX1 + d2X2 + · · · + dnXn  x ∈ };
A2 =
[
c2; :::; cn∈0; :::;m1−1×0; :::;m3−1×···×0; :::;mn−1
A2c2; :::; cn
with
A2c2; :::; cn =




t2; :::; tn∈0; :::;m1−1×···×0; :::;mn−1−1
Ant2; :::; tn
with
Ant2; :::; tn =
t1X1 + t2X2 + · · · + tnXn−1 + xXn  x ∈ }:
Then F/σ is a finite union of sets Aig2; :::; gn. These sets are formed by σ-
classes of elements with all their coefficients fixed except one that is vari-
able. These sets play a very important role in the proof of the Theorem 1.8
because we will show that for all submonoids H ⊆ F/σ , the intersection of
H and each one of these sets is finitely generated.
Lemma 1.5. Under the hypothesis of Lemma 1.3, if there exists a nontrivial
relation hX1 +Xiσ kX1 +Xi for some i ∈ 2; : : : ; n, then A1d2;:::;dn is
finite or di = 0.
Proof. First hX1 +Xiσ kX1 +Xi is a nontrivial relation. Suppose
that h > k. If di 6= 0, then for all xX1 + d2X2 + · · · + dnXn ∈ A1d2; :::; dn
with x > h, applying the substitution hX1 +Xi → kX1 +Xi, we can find a
element yX1 + d2X2 + · · · + dnXn with y < h, such that xX1 + d2X2 +
· · · + dnXn = yX1 + d2X2 + · · · + dnXn. Then, A1d2; :::; dn = xX1 +
d2X2 + · · · + dnXn  x < h and this set is finite.
Lemma 1.6. Under the hypothesis of Lemma 1.3, if σ has nontrivial rela-
tions
a2X1 + b2 + 1X2σ c2X1 +X2;
a3X1 + b3 + 1X3σ c3X1 +X3;
:::
anX1 + bn + 1Xnσ cnX1 +Xn;
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A1d2; :::; dn is not finite and d2; : : : ; dn 6= 0; : : : ; 0, then:
1. There exists N;k; y ∈ \0 such that, if x ≥ N , then(xX1 + d2X2 + · · · + dnXn + kxX1 + d2X2 + · · · + dnXn
σ
(x+ yX1 + d2X2 + · · · + dnXn;
2. If x verifies the above condition, z ≥ x and a ∈ , then(
zX1 + d2X2 + · · · + dnXn + akxX1 + d2X2 + · · · + dnXn

σ
(z + ayX1 + d2X2 + · · · + dnXn:
Proof. 1. If A1d2;:::;dn is a infinite set, then by Lemma 1.5 we know that
bi = 0 implies di = 0. We have d2; : : : ; dn 6= 0; : : : ; 0. Then there exists
i ∈ 2; : : : ; n such that bi 6= 0. Suppose that b2 · · · br 6= 0 and br+1 = · · · =
bn = 0. Let k = b2 · · · br . If we make the substitution a2X1 + b2 + 1X2 →
c2X1 +X2 in k + 1xX1 + k + 1d2X2 + · · · + k + 1dnXn, we get the
element k+ 1x − a2 + c2X1 + k+ 1d2 − b2X2 + k+ 1d3X3 +
· · · + k+ 1dnXn: After making this substitution p2 times we obtain(k+ 1x+ p2−a2 + c2X1 + k+ 1d2 − p2b2X2
+ k+ 1d3X3 + · · · + k+ 1dnXn:
Having p2 = b3 · · · brd2 we have that k+ 1d2 − p2b2 = d2. It is straight-
forward to see that if x > p2a2, then we can make the above substitutions.
If we repeat this in the rest of coordinates, and having x big enough (for
making the substitutions), we get the desired result.
2. If z ≥ x and a ∈ \0, then
zX1 + d2X2 + · · · + dnXn + akxX1 + d2X2 + · · ·dnXn
= z − xX1 + xX1 + d2X2 + · · · + dnXn
+ kxX1 + d2X2 + · · · + dnXn
+ a− 1kxX1 + d2X2 + · · · + dnXn
σz − xX1 + x+ yX1 + d2X2 + · · · + dnXn
+ a− 1k(xX1 + d2X2 + · · · + dnXn
= z + yX1 + d2X2 + · · · + dnXn
+ a− 1kxX1 + d2X2 + · · · + dnXn:
Performing this process as many times as nessesary, we get the desired
result.
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Lemma 1.7. Under the hypothesis of Lemma 1.3, let us suppose that σ
has nontrivial relations
a2X1 + b2 + 1X2σ c2X1 +X2;
a3X1 + b3 + 1X3σ c3X1 +X3;
:::
anX1 + bn + 1Xnσ cnX1 +Xn;
and let H be a submonoid in F/σ . Then there exists x1; : : : ; xs ∈  such that:
1. x1X1 + d2X2 + · · · + dnXn; · · · ; xsX1 + d2X2 + · · · + dnXn ∈
H ∩A1d2;:::;dn.
2. The submonoid generated by x1X1 + d2X2 + · · ·dnXn; : : : ;
xsX1 + d2X2 + · · · + dnXn contains H ∩A1d2; :::; dn.
Proof. Let us suppose that H ∩A1d2; :::; dn is a infinite set (if it is finite
the result is trivial). If bi = 0 for all i ∈ 2; : : : ; n, then by Lemma 1.5,
d2 = · · · = dn = 0. We know that H ∩A10; :::; 0 = xX1  xX1 ∈ H. Let
S = x ∈   xX1 ∈ H. It is clear that S is a submonoid of  and it is
finitely generated (see [1]). If x1; : : : ; xs is a system of generators for S,
it is easy to deduce that x1X1; : : : ; xsX1 verifies the lemma.
Assume that there exists i ∈ 2; : : : ; n such that bi 6= 0. Applying
Lemma 1.6, there exists x ∈  verifying:
(a) xX1 + d2X2 + · · · + dnXn ∈ H.
(b) xX1 + d2X2 + · · · + dnXn + kxX1 + d2X2 + · · · + dnXn =
x+ yX1 + d2X2 + · · · + dnXn.
(c) If z ≥ x and a ∈ , then zX1 + d2X2 + · · · + dnXn + akxX1 +
d2X2 + · · · + dnXn = z + ayX1 + d2X2 + · · · + dnXn.
Let
i1; : : : ; iq =

i ∈ 0; : : : ; y − 1  there exists z ≥ x; z ≡ imod; y
and zX1 + d2X2 + · · · + dnXn ∈ H
}
:
For all j ∈ 1; : : : ; q we define zij = minz ≥ x  z ≡ ijmod y and zX1+
d2X2 + · · · + dnXn ∈ H: We show that if z ≥ x and zX1 + d2X2 + · · · +
dnXn ∈ H, then zX1 + d2X2 + · · · + dnXn belongs to the submonoid of
H generated byxX1 + d2X2 + · · · + dnXn; zi1X1 + d2X2 + · · · + dnXn; : : : ;




If z ≡ ijmod y, then there exists a ∈  such that z = zij + ay. So we have
zX1 + d2X2 + · · · + dnXn
 = zijX1 + d2X2 + · · · + dnXn
+ akxX1 + d2X2 + · · · + dnXn:
Since the set zX1 + d2X2 + · · · + dnXn  z < x is finite, the lemma is
proved.
Theorem 1.8. Let F be the free monoid on the set X1;X2; : : : ;Xn and
let σ be a congruence on F . Then, the following statements are equivalent:
(1) F/σ is a HFG monoid.
(2) For all i; j ∈ 1; : : : ; n × 1; : : : ; n with i 6= j, there exists in σ
a nontrivial relation(







Proof. That (1) implies (2) was shown in Proposition 1.1. Conversely, if
σ verifies 2, then σ satisfies the hypothesis of all previus lemmas. If H is a
submonoid of F/σ , then H is a union of sets H ∩Aiy2; :::; yn. By Lemma 1.7
the submonoid of H generated by each of these sets is finitely generated
and so H is finitely generated.
2. A METHOD FOR CHECKING IF A MONOID IS A
HFG-MONOID
In this section, we show that we can check if a monoid satifies the second
condition of Theorem 1.8. Let i; j ∈ 1; : : : ; n with i 6= j. We denote by Fij
the submonoid of F generated by Xi;Xj and by σij the restriction of σ to
Fij (that is, aXi + bXjσ ijcXi + dXj if and only if aXi + bXjσ cXi +
dXj).
As a consequence of Theorem 1.8, we obtain the next result.
Corollary 2.1. The following statements are equivalent:
(1) F/σ is a HFG monoid,
(2) Fij/σij is a HFG monoid for all i; j ∈ 1; : : : ; n such that i 6= j.
All monoids appearing in the second statement of the above corollary are
quotients of free monoids generated by two elements. The next proposition
shows how to determine from a presentation of these monoids whether
they are HFG monoids.
Proposition 2.2. Let R be a congruence on the free monoid generated
by X1;X2 and let γ = a11X1 + a12X2; b11X1 + b12X2; : : : ; ar1X1 +
ar2X2; br1X1 + br2X2 be a presentation of R formed by nontrivial relations.
730 rosales and garc´ia-garc´ia
The following statements are equivalent:
(1) There exists a nontrivial relation aX1 + b+ 1X2RcX1 +X2,
(2) a12; : : : ; ar2; b12; : : : ; br2 ∩ 0; 1 6= Z.
Proof. (1) implies (2): If aX1 + b + 1X2RcX1 + X2 is a non-
trivial relation, performing the substitutions allowed by γ we can obtain
aX1 + b+ 1X2 from cX1 +X2. Thus there exists i ∈ 1; : : : ; r such that
ai1; ai2 ≤ c; 1 or bi1; bi2 ≤ c; 1 and so ai2 ∈ 0; 1 or bi2 ∈ 0; 1.
(2) implies (1):
• If ai2 = 0, then ai1X1Rbi1X1 + bi2X2 is a nontrivial relation and
then ai1X1 +X2Rbi1X1bi2 + 1X2 is a nontrivial relation too.
• If there exists i ∈ 1; : : : ; r such that bi2 = 0, we can repeat the last
reasoning.
• If ai2 = 1 and bi2 6= 0, then ai1X1 + X2Rbi1X1 + bi2 − 1 +
1X2.
• If there exists i ∈ 1; : : : ; r such that bi2 = 1 and ai2 6= 0, we can
repeat the last reasoning.
As a consequence of this proposition, if we want to check whether a
monoid F/σ is a HFG monoid we only have to compute a presentation for
σij for all i; j ∈ 1; : : : ; n with i 6= j. Finally, this is calculable as shown
below.
Let  be a field and y1; : : : ; yn be its polynomial ring in n indetermi-
nates. Associated to σ we have the ideal Iσ of y1; : : : ; yn generated by
y
a1






1 · · · ya1nn − yb111 · · · yb1nn ; : : : ; yas11 · · · yasnn − ybs11 · · · ybsnn
}
is a system of generators for Iσ if and only ifa11X1 + · · · + a1nXn; b11X1 + · · · + b1nXn; : : : ;
as1X1 + · · · asnXn; bs1X1 + · · · + bsnXn
}
is a presentation for the congruence σ (see [4]). The problem of comput-
ing a system of generators for σij is the same as the known problem of
elimination in ideals (see [6]). We only have to find a system of generators
of Iσ ∩ yi; yj ⊆ yi; yj; all of whose elements are differences of two
monomials. This can be performed as follows. Choose an order ≤ on n
separating the coordinates i and j from the rest of the coordinates (for in-
stance, lexicographical order in 5 separates coordinates 4 and 5 from the
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rest of the coordinates). Next, we compute, from the given system of gen-
erators of Iσ , a Gro¨bner basis G of Iσ with respect to ≤. Since the original
system of generators of Iσ is formed by polynomial that are differences of
two monomials and the S-polynomial of this sort of polynomial is again a
polynomial formed by the difference of two monomials, the Gro¨bner basis
obtained contains only elements of the same type. In [6] it is shown that






j − yβ1ii y
β1j








and a presentation for σij is(α1i; α1j; β1i; β1j; : : : ; (αti; αtj; βti; βtj}:
3. CANCELLATIVE MONOIDS
Let σ be a congruence on F . We define the following subgroup of n:
Mσ =
a1 − b1; : : : ; an − bn  a1X1 + · · · + anXnσ b1X1 + · · · + bnXn}:
Conversely, given a subgroup M of n, we can define the congruence
∼M =
(
a1X1 + · · · + anXn; b1X1 + · · · + bnXn

∈ F × F  a1; : : : ; an − b1; : : : ; bn ∈M
}
:
Futhermore, F/σ is cancellative if and only if σ =∼Mσ (see [7]). So we have
that every cancellative and finitely generated monoid is a quotient F/ ∼M
with M a subgroup of n (n ∈ ). Our objective here is to characterize
the subgroups M ⊆ n for which F/ ∼M is a HFG monoid. This charac-
terization is established in Proposition 3.1 but before this proposition we
need to introduce some preparation. These are classical results, and they
are proved in [5, 8].
Let M be a subgroup of n. Then M is a free commutative group, and
has a basis with at most n elements. Futhermore, all bases of M have the
same cardinality and this number is denoted rankM. If rankM = r, then
n/ ∼M is a submonoid of d1 × · · · × dr × n−r (where di denotes the
ciclic group with di elements).
Proposition 3.1. Let M be a subgroup of n. Then, the following state-
ments are equivalent:
(1) F/ ∼M is a HFG monoid.
(2) rankM ≥ n− 1.
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Proof. (1) implies (2): If for all i ∈ 1; : : : ; n there exists ki ∈ \0
such that kiXi = 0, then k1; 0; : : : ; 0; 0; k2; 0; : : : ; 0; : : : ; 0; : : : ; kn
∈ M and so rankM = n. If there exists i ∈ 1; : : : ; n such that kXi 6=
0 for all k ∈ \0 (we suppose that i = 1), then using Theorem 1.8 we
know that there exist nontrivial relations
a2X1 + b2 + 1X2 ∼M c2X1 +X2;
a3X1 + b3 + 1X3 ∼M c3X1 +X3;
:::
anX1 + bn + 1Xn ∼M cnX1 +Xn:
We show that bi 6= 0 for all i ∈ 2; : : : ; n. If bi = 0, we deduce that
aiX1 ∼M ciX1. This is a nontrivial relation and ai 6= ci. If ai > ci we obtain
ai − ciX1 ∼M 0 which is absurd because kX1 6= 0 for all k ∈ \0. So
we obtain that a2 − c2; b2; 0; : : : ; 0; a3 − c3; 0; b3; 0; : : : ; 0; : : : ; an −
cn; 0; : : : ; 0; bn ⊆ M and bi 6= 0 for all i ∈ 2; : : : ; n and this implies
rankM ≥ n− 1.
(2) implies (1): If rankM ≥ n − 1, then F/ ∼M is a submonoid of
d1 × · · · × dr × . If we can show that d1 × · · · × dr ×  is a HFG
monoid, we will get that F/ ∼M is a HFG monoid. Let F ′ be the free
monoid on the set X1; : : : ;Xr;Xr+1;Xr+2. Then d1 × · · · × dr ×  ∼=
F ′/ρ with ρ = d1X1; 0; : : : ; drXr; 0; Xr+1 + Xr+2; 0. Clearly
ρ satifies the second condition of Theorem 1.8 and so F ′/ρ is a
HFG monoid.
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