Abstract. This paper is an attempt to motivate and justify quasi-Newton methods as useful modifications of Newton's method for general and gradient nonlinear systems of equations. References are given to ample numerical justification; here we give an overview of many of the important theoretical results and each is accompanied by sufficient discussion to make the results and henc6 the methods plausible.
1. Introduction. Nonlinear problems in finite dimensions are generally solved by iteration. Davidon (1959) , for the minimization problem, and Broyden (1965) , for systems of equations, introduced new methods which although iterative in nature, were quite unlike any others in use at the time. These papers together with the very important modification and clarification of Davidon's work by Fletcher and Powell (1963) have sparked a large amount of research in the late sixties and early seventies. This work has led to a new class of algorithms which have been called by the names quasi-Newton, variable metric, variance, secant, update, or modification methods. Whatever one calls them (we will use quasiNewton), they have proved themselves in dealing with practical problems of the two types mentioned; that is, systems of n equations in n unknowns, and the unconstrained minimization of functionals.
A predictable consequence of this research is that there has been a proliferation of quasi-Newton methods for unconstrained minimization. Moreover, the derivation and relationship between these methods has usually been obscured by appealing to certain idealized situations such as exact line searches and quadratic functionals. This has not happened in nonlinear equations since the only quasiNewton method that has been seriously used is the one proposed by Broyden (1965) .
In this paper we show that it is possible to derive all of the known practical quasi-Newton methods from very natural considerations and in such a way that the relationship between these methods is clear. In addition, this paper contains a survey of the theoretical results which yield insight into the behavior of quasiNewton methods, and in order to motivate these methods, there is also some background material in 2 and 6. In either case, we have only given those proofs which are either new, give insight, or are simpler than those previously published, but references are always given. In 4 and 7 we derive the various quasi-Newton updates. This is done by taking the point of view that these updates are methods for generating approximations to derivativesmJacobians for nonlinear equations and Hessians in unconstrained minimization. This point of view suggests how to use quasi-Newton methods in other areas such as least squares and constrained optimization.
The theoretical results are contained in 5 and 8. These results show, in particular, that there are four quasi-Newton updates which are globally and superlinearly convergent for linear problems (even in the absence of orthogonality assumptions or exact line searches), and locally and superlinearly convergent for nonlinear problems. These updates are Broyden's 1965 update for nonlinear equations, Powell's symmetric form of Broyden's update, the Davidon-FletcherPowell update , and the Broyden-Fletcher-Goldfarb-Shanno update. The theoretical results quoted tend to explain why these four updates are the ones most used in practical work.
In addition to the above material there are some rate of convergence results in 3. In particular, we emphasize superlinear convergence and its geometric interpretation.
We use R to denote n-dimensional real Euclidean space with the usual inner product (x, y)= x Ty while L(R ) is the linear space of all real matrices of order n. Moreover, I1" stands for either the 12 vector norm Ilxll (x, x)/2, or for any matrix norm which is consistent with (or subordinate to) the la vector norm in the sense that 2. Variations on Newton's method for nonlinear equations. Let F:R"R be a mapping with domain and range in R" and consider the problem of finding a solution to the system of n equations in n unknowns given by /(Xl,""" Xn) O 1 =<i =<n, where fl," ", fn are the component functions of F.
The best known method for attacking this problem is Newton's method, but sometimes it is modified so as to improve its computational efficiency. In this section we examine some of these variations and their corresponding advantages and disadvantages. This will help to motivate the introduction of quasi-Newton methods as variations of Newton's method.
For. the purpose of analyzing the algorithms for solving F(x) 0, the mapping F is assumed to have the following properties.
(a) The mapping F is continuously differentiable in an open convex set D.
(2.1) (b) There is an x* in D such that F(x*)= 0 and F'(x*) is nonsingular.
The notation F'(x) denotes the Jacobian matrix (bjfi(x)) evaluated at x so that (2.1) guarantees that x* is a locally unique solution to the equations F(x)= O. In addition to (2.1) sometimes we will need the stronger requirement that F' satisfies a Lipschitz condition at x*: There is a constant K converge. This is due to the fact that the set S in Theorem 2.1 can be very small. To overcome this disadvantage, special techniques (e.g. Powell's (1970a) This is particularly useful when the Jacobian is not changing very rapidly.
However, it is always difficult to decide how long the Jacobian should be held fixed. Brent (1973) This guarantees that eventually the error will be decreased by the factor ce < 1.
To be competitive an algorithm should be superlinearly convergent in the sense that (2.4) holds for some sequence {ak} which converges to zero. As noted by Dennis and Mot6 (1974) 
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The following result of Dennis and Mor6 (1974) shows precisely when an iteration is superlinearly convergent. (1970) ; note that the assumption F(x*)= 0 is not necessary for Lemma 3.3 nor is the invertibility of F'(x*).
Using Lemma 3.3 it is not difficult to modify the proof of Theorem 3.1 as given by Dennis and Mor6 (1974) (1970, p. .L ocal convergence results. We now would like to present a local convergence result that is available for Broyden's method and some of its variations. The importance of this result lies in the fact that the techniques used in its proof are applicable to other methods and in particular, to the double-rank updates of 7.
In this analysis it is assumed that x0 and B0 are sufficiently close to x* and F'(x*), respectively, where F satisfies assumptions (2.1) and (2.2). The convergence follows from a very general theorem due to Broyden, Dennis and Mor6 (1973) . This result was developed to extend, to other quasi-Newton methods, the analysis given by Dennis (1971) To illustrate these concepts note that for Newton's method U(x, B) {F'()} where =x-B-1F(x), while for Broyden's method U(x,B)=] where / is defined by (4.3) with y F() and s--x. Also note that the finite difference form of Newton's method defined by (2.4) and (2.5) can be described by 
for some constants 01,1 and a2 where =x-B-IF(x) and (1976) .
There is a variation of Broyden's method which is of interest in the case that F'(x) is sparse. In this variation equations (4.4), (4.5) and (4.6) are used to define Bk / from Bk but before it is used, Bk/l is forced to have the same sparsity pattern as F'(x). That Theorem 5.2 holds follows from the observation that forcing Bk to have the same sparsity pattern as F'(x) decreases []Bk-F'(x*)[[. Schubert (1970) has proposed an algorithm along these lines and Broyden (197 la) 
for some constants al and a where 2 x -HF(x) and r(x, 2) is defined by (5.3). f(x*) -<-f(x), IIx x*ll--< x D.
In this section we provide some background material and outline some of the methods that are used to solve (6.1). In particular, we stress the differences and analogies between the methods considered here and those in previous sections. This will help to motivate the introduction of quasi-Newton methods for unconstrained minimization.
We only consider the solution of (6. One of the first proofs of Theorem 6.2 is that of Goldstein (1965) . Since then this result has been generalized and refined; most of these extensions are discussed by Ortega and Rheinboldt (1970, Chap. 14) and Daniel (1971, Chap. 4 and 6).
If f is continuously differentiable on R" and L (x0) (1971) In order to preserve, in (6.5), the good local properties of Newton's method, one has to choose k and Ak with some care. It is easy to see from Theorem 3.1 that as long as {/Xk} and {Ak} converge to zero and unity, respectively, iteration (6.5) is superlinearly convergent. Moreover, Theorem 3.4 shows that if N ,lNf(x)ll for some constant r/ and/k--1 for all sufficiently large k, then (6.5) converges quadratically. Unfortunately, these results do not indicate how to choose {/.tk} globally, and in fact, this has turned out to be a hard problem.
There is a method of the form (6.4) which avoids the problem of choosing x in (6.5) and yet resembles (6.5). In this method we try to obtain a Cholesky decomposition of V2f(xk); that is, we try to find a nonsingular, lower triangular matrix Lk such that 72f(xk)-" LkL,. Of course, if V2f(Xk) is not positive definite then this decomposition does not even exist, but the idea is that as the decomposition proceeds it is possible to add to the diagonal of vEf(xk) and ensure that we obtain the Cholesky decomposition of a well-conditioned, positive definite matrix which differs from V2f(Xk) in some minimal way. In particular, if Vef(x) is a well-conditioned positive definite matrix then V2f(xk)= LkL. The details are given by Murray (1972, p. 64) . A more sophisticated version of the algorithm is g,iven by Gill and Murray (1974) , but for a factorization of the form f-,gDk ffwhere L is a unit lower triangular matrix and Dk is a diagonal matrix with positive diagonal elements. Of course, the Cholesky decomposition can be obtained by realizing that Lk JkD/2.
In the remainder of this section we describe some of the selection rules for Ak which are used in methods of the form (6.4) and more generally, in any descent method of the form (6.6)
where (Vf(Xk), Pk} < 0. The development of these particular rules are due to the initial work of Goldstein (1965) and Armijo (1966) . Other selection rules for ,.k are discussed by Ortega and Rheinboldt (1970, pp. 249-258) and Jacoby, Kowalik and Pizzo (1972, Chap. 3).
In a descent method Ak should satisfy f(Xk/x)<f(Xk) but we have already noted that this requirement can be satisfied by arbitrarily small hk and then {Xk } may comerge to a point at which Vf is not zero. A more reasonable requirement (see Fig. 1 ) is that (6.7) f(x, +AkPk)<--f(xk)+aAk(Vf(Xk), Pk), a (0, 1/2). Thus Ak Ok.k satisfies (6.7) and (6.8). However, we emphasize that a search routine for A should not necessarily try to satisfy (6.7) and (6.8). In fact, the intervals which satisfy these two conditions can be quite small (as for example, interval J2 in Fig. 1 To conclude this section we assume that the vectors Pk converge in direction and length to the Newton step and show that ,tk 1 will eventually satisfy (6.7) and (6.8). It is natural to ask whether it is possible to satisfy (7.1) and (7.2) with a rank one update formula. To see whether this can be done, first note that the general single-rank update that satisfies the quasi-Newton equation (7.2) (Goldfarb (1969) ) that if A-1-Ho is semidefinite (positive or negative) and if {Hk} is generated by (7.6) when (7.7) holds, and Hk/l =/-/ otherwise, then H,/ A -.
The fact that the vectors s-Hy and y can be orthogonal forces a certain amount of numerical instability on the symmetric single-rank method. In particular, update (7.4) does not satisfy (5.2) or (5.7). These difficulties have led to several improvements in the basic algorithm, and in its modified form the method has been quite successful. See, for example, the numerical results of Dixon (1972b) .
The numerical difficulties with the symmetric single-rank method have led to a whole class of updates which satisfy (7.1) and (7.2). The technique used to derive this class is due to Powell (1970d) who used it to obtain a double-rank version of Broyden's method. Dennis (1972) it follows from (7.10) and (7.11) that {Ga} converges. Thus since Lemma 4.2
shows that (i_p)-l= 2 I-(1/2) (c, s)J' equations (7.10) and (7.11) also imply that the limit of {G} is B as defined by (7.9). Once c is chosen, (7.9) is a rank two update which satisfies (7.1) and (7.2). Before looking at special cases of (7.9), we show that this update solves a problem similar to the one specified in Theorem 4.1. (1970) and Goldfarb (1970) and it shows that the updates obta!ned by Greenstadt (1970) 7.2. Positive definiteness. We now turn to updates which in addition to satisfying (7.1) and (7.2) generate positive definite matrices. For this, let us investigate the property of hereditary positive definiteness; that is, (7.14)
B positive definite implies B positive definite.
Note that if an update satisfies (7.2) and (7.14), then y =Bs and therefore (y, s) > 0 whenever B is positive definite. This imposes a restriction on the angle between y and s, which although not severe, must be kept in mind. In fact, if (7f(x), s) < 0 then (y, s) > 0 is equivalent to the existence of a/3 (0, 1) such that (Vf(), s)>=(Vf(x), s). For this reason the requirement (6.8) is very natural for quasi-Newton methods.
To investigate the property of hereditary positive definiteness, we need a result from the perturbation theory of symmetric matrices, e.g. Wilkinson (1965, pp. 95-98)" LEMMA 7.4. Let A L(R n) be symmetric with eigenvalues AI<-A2 <" "--<An,
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and let A* A + eruu T for some u R n. If er 0 then A* has eigenvalues such that while if r <-0 then the eigenvalues of A* can be arranged so that a*<a<a*<...<a*<a..= .= Lemma 7.4 and the next two results will lead us to a choice of c in (7.9) which naturally satisfies (7.14). This development is a bit long, but it gives a lot of insight. In view of Theorem 7.5, conditions (7.1) and (7.14) for the updates defined by (7.9) require that if B is symmetric and positive definite then det B > 0. To find out what choices of c satisfy this requirement we need an expression for det B.
LEMMA 7.6. Let ui R" for 1, 2, 3, 4. Then det (I+ UlUf+ u3u4 (1 +(ul, u2) 
Proof. A proof of this result can be found in Pearson (1969) ; the following is an alternative argument.
Assume for the moment that {u 1, u2) -1. Then I + u U 'is nonsingular and I+UlU+u3u
The result now follows by using Lemmas 4.2 and 4.4. Since it holds for {u 1, u2} # 1, a continuity argument shows that it holds in general. Now apply Lemma 7.6 to (7.9). After some algebra it follows that (7.15) det/ det B[((c, My)2-(c, Ic)(y, Hy)q-(C, Hc)(y, s))/(c, $)2], where .H= B -1. If we assume that B is positive definite and let v H1/2y and W H/2c, then (7.16) det/ det .Bk ({v, w I[v1121[14'112 ---IIwII2(y, s) )/(c, s)2], and Theorem 7.5 implies that B is positive definite if and only if (7.17) []W[12(y, s> > Ilvll211wll2-<v, w> .
It is now apparent that the most natural way to satisfy (7.17) is to choose w to be a multiple of v so that (7.17) only requires that <y, s) be positive. In this case c is a multiple of y and then (7.9) reduces to an update introduced by Davidon (1959) , and later clarified and improved by Fletcher and Powell (1963) (1969) . (1974) . That these techniques apply to (7.18) follows from the proof of Theorem 7.5 which shows that (7.18) can be written as
where z and Z 2 are linear combinations of Bs and y. If the DFP update is used in a method of the form (6.4) then an advantage of the latter approach is that (7.18) requires no matrix-vector products.
Finally we remark that the matrices generated by the DFP formula are good approximations to the Hessian. In fact in 8 (see (8.16) This result is due to Dennis (1972) (1970) , but it has not received any more attention in the literature since it does not perform as well as the PSB update (7.13). It is interesting that the underlying single rank method was obtained by Broyden (1965) , but that this update has also been neglected because of its poor numerical performance.
The most important instance of (7.24) was given by Broyden (1969) , (1970) , and independently by Fletcher (1970) , Goldfarb (1970) and Shanno (1970) (1969) ).
There is growing evidence that the BFGS is the best current update formula for use in unconstrained minimization. For example, see the results of Dixon (1972b) From a purely algebraic point of view, the developments of 7.1 and 7.2 are identical to those in 7.3. This follows from the fact that (7.22) and (7.24) can be obtained from (7.3) and (7.9), respectively, by interchanging y and s, replacing B's by H's and c by d. In particular Theorems 7.7 and 7.8 are identical since both of them follow from a more general result which relates A and A, where u, v) and (u, v) (1967) although not in the form (8.5). It was Fletcher (1970) who showed that Broyden's class, which had been given in terms of a parameter /3, could be written in the form (8.5) This was the argument used by Broyden (1967) ; it shows that x+x minimizes f in the hyperplane xo+L where L is the linear span of So,"', s. Broyden (1971b) and Powell (1973) , (1974) have extended and refined Theorem 8.1; in particular, Powell (1974) (1971) , (1972) , (1975) (1971) , (1972) . Part (b) is of course, much more interesting, and was only proved recently by Powell (1976 (1970) (1970) (1972b) , and Gill, Murray and Pitfield (1972) V2f(x)-1. Furthermore, the possible growth in this relative error is determined by how much f differs on the points x and 2 from the quadratic whose Hessian is A.
This difference is measured in two ways but both have to do with how well is approximated by A 1/2s; there is an additive term which is the relative error in this approximation and a multiplicative term which is the square of the secant of the angle between these two vectors. Of course, we easily see that the additive term does not exceed the product of the square root of. the condition number of A and the relative error in the approximation of y by As. An analogous discussion holds for (8.16).
Another consequence of (8.16) and (8.18) is the local convergence of the DFP and BFGS methods as given by Broyden, Dennis and Mor6 (1973 (1973) and then used by Dennis and Mor6 (1974) (1971, pp, 31-32) 
