This paper is concerned with a nonlinearly modified Kawahara equation with periodic boundary conditions
Introduction and main result
Let us begin with the nonlinear partial differential equation u t + u xxx -u 5x + αu 2 u x = 0 (1.1)
under periodic boundary conditions u(t, x + 2π) = u(t, x), -∞ < t < ∞.
(1.2) Equation (1.1) is the famously modified Kawahara equation, arising in several physical applications, for example, in the theory of magneto-acoustic waves in plasma [17] and in the theory of long waves in shallow liquid under ice cover [27] . Demina and Kudryashov [14] studied meromorphic traveling wave solutions of the following partial differential equation:
u t + bu xxx -cu 5x + au n u x = 0. (1.3)
Abbasbandy [1] obtained a family of traveling-wave solutions of the Kawahara equation by applying the homotopy analysis method (HAM). Some families of exact solutions to the Kawahara equation and the modified Kawahara equation also were given in [4, 31] . However, only a few papers discussed the existence of quasi-periodic solutions for the Kawahara When a ≤ 0, the vector-field f is called a bounded perturbation. Kuksin [18] and Wayne [34] For these two equations, we have a = -1, δ = 2 and a = 0, δ = 2, respectively. Unfortunately, when considering the one-dimensional wave and Schrödinger equations with periodic boundary conditions, the multiplicity of the eigenvalues becomes an obstacle. In the 1990s, the people even doubted that KAM could not handle multiple normal frequency case. To overcome this difficulty, using the Nash-Moser iteration and LyapunovSchmidt decomposition, Craig and Wayne [10, 11] gave a good estimation of the inverse of an infinite-dimensional matrix with small eigenvalues, and thus the quasi-periodic solutions were successfully constructed to the equations with periodic boundary conditions. Further developing Craig and Wayne's method, Bourgain [5] [6] [7] [8] proved the existence of quasi-periodic solutions to higher-dimensional wave and Schrödinger equations. We need to emphasize that the methods of Craig, Wayne, and Bourgain are very effective methods to prove the existence of quasi-periodic solutions but do not get linear stability, so their results are weaker than those obtained by KAM method. On the other hand, You [35] established a KAM theorem for lower-dimensional tori in the finite-dimensional case and applied it to multiple normal frequency case. In 2000, Chierchia and You [9] proved an infinite-dimensional theorem that can deal with multiple normal frequency case. For more detail, we refer the readers to [22, 32, 33, 36, 37] and the references therein. When a > 0, the vector-field f is called an unbounded perturbation. For example, when the people think about KdV equation with periodic boundary conditions with a = 1, δ = 3, new difficulties appear, such as homological equations with variable coefficients and a stronger inequality that the divisor need to satisfy to guarantee the boundedness of the transformation. Kuksin [20, 21] gave the first KAM theorem and applied it to KdV equation by overcoming this difficulty under the assumption 0 < a < δ -1. See also [16] . Based on Kuksin's estimate of solutions of homological equations with nonconstant coefficients [19] , the existence of a family of linearly stable quasi-periodic solutions for the KdV equation with periodic boundary conditions was presented. Very recently, Cui et al. [13] were concerned with small perturbation of the nonlinear partial differential equation
under periodic boundary conditions. They obtained the existence of many two-dimensional invariant tori for this equation by using an infinite-dimensional KAM theorem. When 0 < a = δ -1, the vector-field f is called the limiting case. In 2010, by careful analysis of a Töplitz matrix and its exponential Liu and Yuan [24] established a new estimate for the small-denominator equation with critical unbounded variable coefficients. Hence, a KAM theorem for infinite-dimensional Hamiltonian systems with 0 < a = δ -1 was given in [25] . More results on PDEs with unbounded perturbation, see [12, 23, 26, [28] [29] [30] and the references therein.
When a = δ, Baldi, Berti, and Montalto [3] proved the existence of quasi-periodic solutions for the perturbed Airy equation
where δ = 3 and a = 3. The crucial point of this problem is the reduction of the linear Airy equation. We refer the reader to [2, 15] . The research in this area is very active at present, and the people are developing the KAM method to deal with more complex Hamilton partial differential equations. In this paper, the modified Kawahara equation with periodic boundary conditions belongs to uncritical unbounded perturbation case with a = 1 and δ = 5. Hence the existence of ndimensional invariant tori was proven by using Kuksin's KAM theorem in [16] . Now we study (1.1) as an infinite-dimensional Hamiltonian system on some suitable phase space. For any integer p > 0, the phase space
of the real-valued functions on S = R/2πZ, where
is defined in terms of the Fourier transformû of u, u(x) = k∈Zû (k)e ikx . We endow H p with the Poisson structure proposed by Gardner:
where 
where c is considered as a real parameter. For simplicity, we only consider c = 0 in the following sections. Our main result reads as follows.
Theorem 1.1 Consider the nonlinearly modified Kawahara equation
where the Hamiltonian function H is defined by (1.5). Then, for any given index set J = 
2). (3) a Lipschitz map
Moreover, each such torus is linearly stable.
Proof of the main theorem
First of all, we change the nonlinearly modified Kawahara equation (1.1) into Hamiltonian form of infinitely many coordinates and then transform it into a partial normal form up to order four. In the second subsection, we give the proof of Theorem 1.1.
Normal form
We write 
Now Hamiltonian (1.5) can be written aṡ
with the new Hamiltonian
where λ j = j 5 + j 3 , and the corresponding symplectic structure is
So, the associated Hamilton vector field with Hamiltonian H is given by . Moreover,
we easily obtain
it is obvious that ω ∈ p-1 2 . Hence we have
and consequently
Lemma 2.2 Suppose k, l, m, n ∈ Z \ {0} and denote
Then we have
Proof As (k, l, m, n) ∈ 1 , we easily obtain
On the other hand, we know from [12] that
and hence
Lemma 2.3 There exists a real analytic symplectic coordinate transformation Φ defined in a neighborhood of the origin of p that transforms the Hamiltonian (2.4) into its normal
form up to order four. That is,
Proof Let us begin to normalize the fourth-order term G of q. Let the transformation
F be the time-1-map of the flow of the Hamiltonian vector field X F . Then
and
To solve the equation {Λ, F} + G 1 = 0, we define
o t h e r w i s e .
Then the Hamiltonian changes to
Obviously, the functionP is real analytic in p with real value, and its gradient is analytic p into p-1 with P q p-1 = O( q 5 p ). In the next step, we need to establish the regularity of the vector field X F . Since the jth element of the gradient ∂ q F reads explicitly,
Thus we get the estimate ∂F ∂q -j ≤ 2α 15πγ 
Proof of Theorem
which is analytic in some neighborhood of the origin of p .
We introduce new symplectic polar and real coordinates (ϕ, y, z,z) by setting
Thus the new Hamiltonian, denoted by H 2 , up to a constant depending on ξ , is given by
Now consider the phase space domain
where for the definition of norm u p and more notations, we refer to the Appendix. Next, we will check Assumptions A, B, and C of the KAM Theorem A.1 in the Appendix.
Regarding Ω as an infinite-dimensional column vector with its index j ∈ N * , from (2.8), we have
whereΩ j = λ j = j 5 + j 3 is independent of ξ . Furthermore, we also get
which means that Assumption A is fulfilled with d = 5 and δ = 1. Therefore the functions
are uniformly Lipschitz on Π ε , In view of (2.7), we have that ξ → ω is an affine transformation from Π ε to R n . Consider
Hence simple computation yields
and therefore the real map ξ → ω is a lipeomorphism between Π and its image. This implies that the first part of Assumption B is fulfilled with positive M 2 and L depending only on the set J . We further check the second part of Assumption B. Rewriting
whereΩ is an infinite-dimensional column vector with its jth elementΩ j = j 5 + j 3 , and B is a -∞ × n matrix with its jth row B j = j(j 1 , j 2 , . . . , j n ). We have to check that, for all k = (k 1 , k 2 , . . . , k n ) ∈ Z n and 1 ≤ |l| ≤ 2 with l ∈ Z ∞ ,
From condition (2.9) it follows that k,ω + l,Ω = 0 or kA + 3lB = 0. 
So, we easily obtain
We easily see that kA + 3lB = 0, except for the following four cases:
where [j 1 , j 2 , . . . , j n ] is the least common multiple of j 1 , j 2 , . . . , j n Next, we check that
due to these four cases. Therefore we only check (2.12) for cases (1) and (3) under the proper condition. The others may be obtained by using the same method.
Case 1.
If (1) holds, then we have
This implies formula (2.12). In case (3), we have
When n ≥ 2, we easily obtain
Completely similarly, we have
So the proof of case (3) is complete. It remains to check Assumption C. It is easy to see that the Hamiltonian vector field of the perturbation P = Q +P + εK • Φ defines a map We use the notation i ξ X P for X P evaluated at ξ and likewise in analogous cases. For each ξ , the vector field i ξ X P , considered as a map from a subset of S 2 p,C to S 2 p-2,C , is of order p -(p -2) = 2, which is strictly smaller than d -1 = 4. Moreover, it is easy to see that i ξ X P is real analytic on D(s, r) for each ξ ∈ Π ε and that i w X P is uniformly Lipschitz on Π ε for each w ∈ D(s, r) . Namely, Assumption C is satisfied. Now we consider the supremum norm and Lipschitz seminorm of the perturbation P on D(s, r) × Π , where the parameter domain
Obviously, we have We choose
where γ is taken from KAM Theorem A.1. Set M := M 1 + M 2 , which only depends on the index set J . It is obvious that when r is small enough,
which is just the smallness condition (A.5) in KAM Theorem A.1. Therefore Theorem 1.1 follows from Theorem A.1 in the Appendix.
Conclusion
Based on an abstract infinite dimensional KAM theorem for unbounded perturbation vector fields and partial Birkhoff normal form, we prove the existence of n-dimensional invariant tori for a nonlinearly modified Kawahara equation with periodic boundary conditions
Appendix: The KAM theorem
Consider a small perturbation H = N + P of an infinite-dimensional Hamiltonian in the parameter-dependent normal form
on the phase space
with symplectic structure
The tangential frequencies ω = (ω 1 , ω 2 , . . . , ω m ) and normal frequencies Ω = (Ω 1 , Ω 2 , . . .) are real analytic in the space coordinates and Lipschitz in the parameters. The Hamiltonian N depends on parameters
where Π is a compact Cantor set in R m of positive Lebesgue measure. Moreover, for each ξ ∈ Π , its Hamiltonian vector field
To state the KAM theorem, we need to introduce some domains and norms. For s, r > 0, we introduce the complex T 0 -neighborhoods In a completely analogous manner, the Lipschitz seminorm of a frequency ω is defined as 
whereΩ n is independent of ξ and the formΩ n = cn d + · · · , in which the dots stand for an expansion in lower order terms in n. Secondly, the functions
are uniformly Lipschitz on Π , or, equivalently, the map
is Lipschitz on Π . Moreover, i ξ X P is real analytic on U for each ξ ∈ Π , and i w X P is uniformly Lipschitz on Π for each w ∈ U.
We introduce one more constant. By Assumptions A and B, 
