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1. INTRODUCTION 
In several recent papers [l, 2,9], Bellman, Kalaba, and Kagiwada have 
developed a generalization of the Hamilton-Jacobi procedure [l] for the 
solution of a class of two-point boundary value problems. The method is 
based on the theory of invariant imbedding and several other invariance 
principles which arise naturally in transport theory [I]. In this note, using 
a recently developed approach to the theory of invariant imbedding in terms 
of a first-order differential equation in a Banach Space [4,6, 71, we will 
present a generalization of the results of [ 1,2] for a general class of two-point 
boundary value problems. We will make no use of physical arguments and 
this will enable us to rederive the results of [I, 21 in a purely mathematical 
fashion. 
2. NOTATION 
We will follow the notation for calculus in Banach spaces found in Ref. [3]. 
IfF is a differentiable function defined on an open subset of a Banach space X 
with values in a Banach space Y, we will denote its differential at x E X by 
dF, . Similarly, if G(x, y) is a differentiable function of two variables, then 
G%(x, y), GV(x, y) will denote the corresponding partial FrCchet differentials. 
If V, and V, are Banach spaces, Vi @ I’, will denote the direct sum of 
V, and V, . 
3. INVARIANCE PRINCIPLES 
We consider the following family of two-point boundary value problems: 
46 T, 4 =f(t, ~(6 T, 4, (3.1) 
.&(O, T, 4) + Nx(T, T, v)) = u, (3.2) 
x(t, T, 4 E X O,(t<T<s, TIEX. 
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Assuming that g + h is invertible, it was shown in Ref. [7] that under appro- 
priate differentiability conditions the solution of (3.1), (3.2) was equivalent to 
the solution of the initial value problems 
+-(t, T, v> = --x,(6 T, 4 &.(~.df(T> WY 4))s (3.3) 
x(4 t, q = R(4 4, t<T<ds, (3.4) 
4-V, v) + &(T, 4 dh .(,,df(T, WT 9)) = fK W, a)), (35) 
qo, w) = (g + h)-l(v). (3.6) 
(The equations (3.3-3.6) are commonly referred to as invariant imbedding 
equations.) 
For the purposes of this paper, we introduce a third function, 
S(T, o) = x(0, T, v). (3.7) 
From (3.3) and (3.2) we see that S(T, V) satisfies the Cauchy problem 
MT, 9 = -SAT 9 &c,adfK WY 0, (3.8) 
qo, v) = (g + Q-l(a). (3.9) 
We will now establish several functional relations between x(t, T, e)), 
R(T, V) and S(T, v). Th ese relations are generalizations of the invariance 
principles of Ref. [I]. 
THEOREM 3.1. Assume that the solution to the initial value problem (3.3), 
(3.4) is unique; then x(t, T, v) satisJies the relation 
44 T, 9 = W,g(W, 4) + 4$, T, 4)). (3.10) 
Proof. Let 
and define 
A@, T v) = SW’-, 9) + &(t, T, $)), (3.11) 
B(t, T 4 = W, W, T, 4). (3.12) 
We differentiate p(t, T, V) with respect to T and v to get 
A-P, T, v) = &At, W, T, 4)(&sc,,,,(&-K 4) 
+ &cm-.&& ‘UN>, (3.13) 
&At, T, 4 = R&s ,W> T> W&s(~,d&(T> 4) + &m-,&& T> 4)). 
(3.14) 
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Using (3.3) and (3.8) in (3.12), 
/MC T ,  4 = --R,(t> 84 T >  ~1) &s(r,d&(T 4 dhR(T.df(T, W”, 4)) 
+ dh .z t,~.u~v(t, ( T >  4 dhR(l.,df(T KC W 
= -MT> 4 dh,df(T, WY 4N- (3.15) 
Using the fact that 
dS(T, 4 + W(T, 0 = 0, (3.16) 
we get that 
P(t, t, 4 = W, w). (3.17) 
From (3.15) and (3.17) we see that fi(t, T, u) satisfies (3.3), (3.4) and by the 
assumed uniqueness of solutions 
B(t, T, w) = 46 T, w). Q.E.D. (3.18) 
THEOREM 3.2. S(T, w) satisfies the relation 
S(T, v) = S(t, h(t, T, v)). (3.19) 
Proof. Let 
then 
A(4 T, 4 = W, W, T, w)) + Ut, h(t, T, 4) dhz(t,r.vMr T, 4. (3.20) 
Using (3.1) and Theorem 3.1, we get from (3.20) that 
B&s T, v) = W, Yt, T> 4) + &At, x(t, T 4 4w,dfk x(t, T, 4)) 
= &(t, h(t, T, 4) 
+ S& W, T, 4) dhm.nw.df(t, W, Xt> T, w))>>- (3.21) 
From (3.8) we get that 
W, W, T, v>> 
= -&(t, h(t, T, w)) dh ~wt.~.df (4 W, Yt, T, O>- (3.22) 
Substituting (3.22) in (3.21) we see that 
Bt(t, T, 4 = 0. (3.23) 
From this it follows that /3(t, T, w) is independent of t [3]. Therefore, 




#x4  v> = p(t, v) = qt, v), 
S(t, A(t, T, v)) = S(T, er). Q.E.D. (3.25) 
4. A HAMILTON-JACOBI TYPE THEORY FOR INITIAL VALUE PROBLEMS 
In this section we will generalize Hamilton-Jacobi theory in the manner 
of Ref. [I]. In the next section we will show that specialization of our results 
gives those of Refs. [l ,2]. 
THEOREM 4.1. Assume that there exists a constant vector j3 E X and a 
function u(t, p), d#erentiable in t satisfying 
B = s(t, g(B) + 44, B>>h (4.1) 
44 PI = Rtt, g(P) + hW B)h (4.2) 
where R and S are determined by their respective Cauchy problems (3.5), (3.6), 
and (3.8), (3.9). A ssume also that the null space of S,,(T, w) for each (T, v) is 
0; then u( t, 8) satisfies the initial value problem 
4, 8) =fk 44 m, (4.3) 
40, p) = 8. (4.4) 
Proof. For simplicity we set 
4~ P) = g(B) + hW PN- (4.5) 
Since p is assumed independent of t, we differentiate (4.2) to get 
0 = &tt, W, 8)) + W> W, PI) dhuct,e,t& 8)). 
Using (3.8) and (4.2) gives 
(4.6) 
W, JW, 8)) = -S& A@, 8) dhu(t,,,(f (t, u(t, PIN. 
Substituting (4.7) in (4.6) gives 
(4.7) 
&tt, Yt, B>> &mt~,(t, B) - f k u(t, B))) = 0. 
Since the null space of S,(T, w) = 0, we get from (4.8) that 
dhu(t.&4t, PI -f@, u(t, 18))) = 0. 
(4.8) 
(4.9) 
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We now differentiate (4.2) to get 
u,(t, B) = Rt(4 w, 8)) + Jut, w4 B)) %&.f?)(%(4 BN 
= w, a 18)) + &(t, 44 B>) &kdf(4 u(c P>>>* (4.10) 
(This follows from (4.9).) Using (4.2) in (4.10) we get that 
From (3.5) we get that 
+ &(4 @, 8)) dhR(t,A(t*df(t~ WY a 8)))) 
= f(4 w, w, B))). 
Therefore 
To obtain (4.4) we put 5 = 0 in (4.1) and (4.2). This gives 
and 
Therefore 
B = w, v, 8)) = (g + wlGw m 







COROLLARY. Let f, g, h be linear and assume that the conditions of the 
theorem are satisfied for every /I E X; then 
u(t, 8) = W) s-yw, (4.16) 
where 
S(t, v) = S(t)v, R(t, v) = R(t)v, (4.17) 
and S(t), R(t) are bounded linear operators on X. Conversely, if we define 
u(4 B) a R(t)S-l(t)(B) for B ar z ray bt y in X, the-n u(t, /3) satisJes (4.1) and (4.2) 
and therefore satisfies (4.3), (4.4). 
Proof. It follows immediately from the assumed linearity off, g, h that 
S(t, v) and R(t, v) are linear. The fact that S(t) has an inverse in its domain 
of definition follows from the fact that S(t) satisfies a linear differential 
equation, has initial value S(0) = (g + h)-l, and a standard theorem for 
differential equations in Banach algebras [8]. Since u(t, 8) is assumed to 
409/36/1-10 
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satisfy a linear equation with jI as its initial value, u(t, /3) is linear in /l [8]. 
Therefore (4.1) becomes in this case 
B = WMP) + 444 P)>h 
W)P = Wk + hW))(P)f (4.18) 
where U(t) satisfies 
U&) = f(t) w (4.19) 
U(0) = I, (4.20) 
and U(t) is bounded linear and I is the identity operator on X. Similarly, 
we get from (4.2) that 
Therefore 
44 B) = Wk + hW)(P)- (4.21) 
W)(g + hU(t)) = 1. (4.22) 
Since s(t) is invertible, we see from (4.2) that 
(g + m(t)) = S-l(t). (4.23) 
Therefore, 
u(4 B) = W) ~-V)(P). (4.24) 
To prove the second assertion of the corollary it suffices to show that 
u(t, p) = R(t) S-l(t)@) satisfies (4.1) and (4.2); the rest follows from the 
fact that S,(t, 9) = s(t) and the theorem. To prove (4.1), (4.2) we define 
two functions, 
and 
PFL(C 6) = WMB) + fw WWN, (4.25) 
44 Is) = WW) + W) WW>), (4.26) 
and proceding as in Theorems 3.1, 3.2 we obtain the conclusion of the 
corollary. We leave the details to the reader. 
5. AN EXAMPLE OF BELLMAN, KAGIWADA, AND KALABA 
In this section we spacialize the results of Sections 3 and 4 to obtain those 
of Ref. [2]. We assume therefore that X = I’ @ V, where Vis a Banach space 
An element in X is represented as (xi , xa), xi E I’, i = 1, 2. I f  we 
write v  = (q , 4, 44 T, vl, +J = (~(4 T, wl, Q, ~(4 T, w,, Q)), and 
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ftt, (4~ T, w,,4) = (W w(t, T, ~1,4,4t, T, ~1,4), -GO, w(t, T> ~1, ~4, 
z(t, T, wr , Q)), then (3.1) becomes the pair of equations 
w,(t, T, ~1 , ~2) = W, w(t, T, ~1 , Q, ~(4 T, 01 3 vz)), (5.1) 
-4~ T, 0, , ‘~2) = W, 4, T, ~1 , Q>,+, T, ~1, ~1). (5.2) 
Similarly, if we let g = PI be the projection on the first coordinate of 
x = (x1 , xa) and Pz be the projection on the second, (3.2) becomes 
(5.3) 
This is equivalent to 
We also put 
~(0, T, ul,+J = ~1, (5.4) 
z(T, T,vl,vz) =v2. (5.5) 
and 
R(T, v, , ~2) = (WV, T >  ~1, ~2),4T, T ,  al 3 4) 
= W> ~l>d, V, ~1, ~2)) (5.6) 
Using this notation, (3.10) becomes 
44 T, ~1,572) = rtt, ~l,xtt, T ~1 , v,)), (5.8) 
4 T, 0, > ~2) = G, ~1 ,G, ~1 , ~2)). (5.9) 
Notice that (5.9) is satisfied indentically since s( T, or , n2) = v2 . Therefore 
(3.10) is equivalent to (5.8). Similarly, (3.19) is easily shown to be equivalent to 
+“, ~1, ~2) = ~(4 ~1, G, ~1,7~2)). (5.10) 
In the case where Y = R = real numbers, Eqs. (5.8) and (5.10) are the 
invariance relations given in Ref. [2]. 
We will now examine Theorem 4.1 in the same manner as above. Letting 
B = (A , P2) and ~(6 8) = (&, P), do P)), (4.1) and (4.2) give 
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If we assume that the Cauchy problems defining R and S have unique 
solutions, then it follows from calculations similar to those of Theorem 2 of 
Ref. [4] that a(t, /?r , ,8a) = /3, and s(t, /3r , /3s) = /3a; therefore Eqs. (5.11) and 
(5.14) are satisfied identically. Consequently, it follows that if the hypotheses 
of Theorem 4.1 are satisfied, (2.12) and (5.13) have solutions t(t, pi , /3s), 
q(t, /I, /Ia) satisfying (5.1) and (5.2) such that [(O, /Ii, &) = pi and 
~(0, ,8, , pa) = ,‘3z . These equations are just the ones given by Bellman and 
Kalaba in Ref. 121. 
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