Abstract-We present a lazy version of multi-layered abstraction-based controller synthesis (ABCS) for continuoustime nonlinear dynamical systems against safety specifications. State-of-the-art multi-layered ABCS uses pre-computed finitestate abstractions of different coarseness. Our new algorithm improves this technique by computing transitions on-the-fly, and only when a particular region of the state space needs to be explored by the controller synthesis algorithm for a specific coarseness. Additionally, our algorithm improves upon existing techniques by using coarser cells on a larger subset of the state space, which leads to significant computational savings.
I. INTRODUCTION
Abstraction-based controller synthesis (ABCS) is a general three-step procedure for the automatic synthesis of controllers for non-linear dynamical systems [14] , [5] . First, a time-sampled version of the continuous dynamics of the open-loop system is abstracted by a symbolic finite state model. Second, algorithms from reactive synthesis are used to synthesize a discrete controller on the abstract system. Third, the abstract controller is refined to a controller for the concrete system.
The abstract system can be constructed by fixing a parameter τ for the sample time and a parameter η for the state and input spaces. The abstract state space is then represented as a set of hypercubes, each of diameter η, and the abstract transition relation is constructed by adding a transition between two hypercubes iff there exists some state in the first hypercube which can reach some state of the second by following the original dynamics for time τ . This construction establishes a feedback refinement relation (FRR) [12] between the concrete system and the abstract system which is commonly used to prove soundness of ABCS.
The success of ABCS depends on the choice of η and τ . A large η (and τ ) 1 results in an imprecise abstract transition relation with a small state space, while a small η (and τ ) results in a precise abstraction with a large state space. Thus, for a large η one may not be able to find a controller while a small η can make the synthesis problem computationally intractable. Thus, recent approaches to ABCS use a multilayered technique, where one constructs several "layers" of abstractions using hypercube partitions defined by progressively larger η and τ [1] , [2] , [4] , [6] , [8] . Here, the controller synthesis procedure tries to find a controller for the coarsest abstraction whenever feasible, but adaptively considers finer abstractions when necessary. The common bottleneck of these approaches is that the full abstract transition system K. Hsu is with University of Toronto, Canada and R. Majumdar, K. Mallik and A.-K. Schmuck are with MPI-SWS, Kaiserslautern, Germany {kylehsu,rupak,kmallik,akschmuck}@mpi-sws.org 1 τ is increased along with η to reduce non-determinism due to self loops.
for every granularity needs to be pre-computed. In this paper, we propose a lazy multi-layered algorithm that reduces this computational overhead by computing transitions on-the-fly, and only when a particular region of the state space needs to be explored by the controller synthesis algorithm for a specific choice of η and τ .
We start with a backward symbolic algorithm for safety control,à la reactive synthesis. We use the multi-layered ω-regular synthesis approach of Hsu et al. [8] , but improve upon that algorithm by interleaving fixpoint computations in different abstraction layers. Theoretically, safe states in finer layers can be used when iterating in coarser layers. Empirically, this allows the algorithm to use coarser cells on a larger subset of the state space.
A. Motivating Example
We show the advantage of our algorithm over the one in [8] using an example. Consider a simple dynamical system in polar coordinates:
where r and θ represent the radius and the angle respectively, and u represents the control input. The resulting dynamics generate a circular motion of its trajectories in a twodimensional Cartesian state space, where the input controls the radius of this motion. The control problem is to avoid the static obstacles in the state space, depicted in black in Fig. 1 . An efficient multi-layered safety controller synthesis algorithm would use coarse grid cells almost everywhere in the state space and would use finer grid cells only close to the obstacles, where the control action needs to be precise. While the idea is conceptually simple, the implementation is challenging due to the following observations. To ensure safety, one wants to find the largest invariant set within the safe set. To obtain the described behavior, this invariant set needs to consist of cells with different coarseness. To compute this using established abstraction-refinement techniques as in, e.g., [3] , one needs a common game graph representation connecting states of different coarseness. However, due to the absence of an FRR between different layers of abstraction (see [8] for an in-depth discussion of this issue) and the use of different sampling times for different layers, we do not have such a representation. We can therefore only run iterations of the safety fixed-point for a particular layer, but not for combinations of them.
In [8] this problem is circumvented by computing the safety fixed-point for all layers until termination, starting with the coarsest. This implies that coarse grid cells are only used by the resulting controller if they form an invariant set Fig. 1 . Resulting controller domains for layer l = 1 (yellow), l = 2 (magenta) and l = 3 (green) computed for the dynamics in (1) using the algorithm in [8] , Sec. 4.3 (top) and the new algorithm presented in Sec. V of this paper (bottom). Large l is coarser. Obstacles are depicted in black.
among themselves. For our toy example, this corresponds to the small green region depicted in Fig. 1 (top) .
We improve upon this result by proposing a new algorithm in this paper which keeps iterating over all layers until termination of the fixed-point. This has the effect that clusters of finer cells which can be controlled to be safe by a suitable controller in the corresponding layer are considered safe in the coarser layers as well, which influences further iterations of the safety fixed-point in those layers. This results in the desired behavior for this example shown in Fig. 1 (bottom) , where almost the whole controller domain is covered by the coarsest layer cells (depicted in green) and finer layers are only used around the obstacles and at the boundary of the safe set. As expected, this leads to computational savings; our new algorithm runs 2x faster on this example than does the algorithm presented in [8] . Section VI also shows computational savings of our new algorithm on the DC-DC boost converter benchmark example.
B. Related Work
The multi-layered ABCS algorithm for safety specifications by Girard et al. [6] considers a strict subclass of the dynamics considered in this paper and uses a modified version of approximate bisimulation relations instead of the more general FRR considered in this paper. This results in a deterministic abstract model, which allows for a forward search based technique to synthesize safety controllers. While forward search is usually faster for safety, it is not known how to symbolically handle external disturbances and non-determinism in the abstraction in a forward algorithm.
Meyer et al.
propose an abstraction refinement algorithm for a fragment of LTL specifications [9] , where a nominal single integrator model is used to find a viable plan which is used to refine abstractions locally along the planned path. As the nominal model is not based on the system dynamics, this heuristic may or may not give quick convergence. Our approach does not suffer from this problem.
Nilsson et al.
propose an abstraction refinement technique to synthesize switching protocols for switched systems and reach-avoid-stay specifications [11] . The "stay" part of their algorithm solves a safety game while adaptively refining the abstraction as needed. This algorithm suffers from the same problem as [8] (see Sec. I-A).
II. PRELIMINARIES Notation. Given a, b ∈ R ∪ {±∞} with a < b, we denote by
n , we denote by a i and b i their i-th element. A cell a, b with a < b
For a set A, we write A * and A ∞ for the set of finite, and the set of finite or infinite sequences over A, respectively. For w ∈ A * , we write |w| for the length of w; the length of an infinite sequence is ∞. For 0 ≤ k < |w| we write w(k) for the k-th symbol of w. Continuous-Time Control System. A control system Σ = (X, U, W, f ) consists of a state space X = R n , a non-empty input space U ⊆ R m , a compact set W ⊂ R n , and a function f : X × U → R n locally Lipschitz in the first argument s.t.
holds. Given an initial state ξ(0) ∈ X, a positive parameter τ > 0 and a constant input trajectory
We collect all such solutions in the set Sol f (ξ(0), τ, u). Time-Sampled System. Given a time sampling parameter τ > 0, we define the time-sampled system
X is the transition function, defined s.t. for all x ∈ X and for all u ∈ U it holds that x ∈ − → F (x, u) iff there exists a solution
Abstract System. A coverX of X is a set of non-empty cells a, b with a, b ∈ (R ∪ {±∞}) n , s.t. every x ∈ X belongs to some cell x ∈X. We fix a grid parameter η ∈ R n >0 and a global safety requirement
; such cells define sets of diameter η whose center-points are grid aligned. Clearly, the set of grid-aligned cells is a finite cover for Y .
We define an abstract system S(Σ, τ, η) = ( X, U , F) s.t. the following holds: (i) X is a finite cover of X and there exists a non-empty subset Y ⊆ X which is a cover of Y with grid aligned cells,
is the transition function s.t. for all x ∈ ( X \ Y) and u ∈ U it holds that F( x, u) = ∅, and (iv) for all x ∈ Y, x ∈ X, and u ∈ U it holds that
We consider multiple abstract systems obtained in this way. For parameters η 1 > 0 and τ 1 > 0, and for l ∈ Z >1 , we define η l = 2η l−1 and τ l = 2τ l−1 . With this, we obtain a sequence of L time-sampled systems [12] , Thm. III.5). That is, Q is a strict relation, i.e., for each x, there is some x such that (x, x) ∈ Q, and for all
For − → S and S, we have a sequence { Q l } l∈ [1;L] of FRRs between the corresponding systems. The set of FRRs
Note that R ll is generally not an FRR between the layers.
Multi-Layered Controller and Closed Loop. Given a multi-layered abstract system S, a multi-layered controller is defined as
l is the controller domain, and
Given a multi-layered controller C, we define the quantizer induced by C as the map Q :
and there exists no l > l and x ∈ Q l (x) ∩ B l . We define img(Q) = { x ∈ X | ∃x ∈ X . x ∈ Q(x)}. Intuitively, Q 2 We use the technique explained in [12] and implemented in SCOTS [13] to over-approximate the set {∪ x∈ x Sol f (x, τ, u)} in (3). 3 If Σ, τ , and η are clear from the context, we omit them in − → S l and S l . 4 We extend Q and R to sets of states in the obvious way.
maps states x ∈ X to the coarsest abstract state x that is both related to x and in the domain of C.
The closed loop system formed by interconnecting S and C in feedback is defined by the system
be refined into a controller composable with − → S using Q (see [8] , Sec. 3.4). This results in the closed loop system
The behavior of − → S cl and S cl are defined by
Note that B( S cl ) contains trajectories composed from abstract states of different coarseness and B( − → S cl ) contains trajectories with non-uniform sampling time.
III. PROBLEM STATEMENT
Consider a set of safe states T ⊆ Y ⊆ X, where Y is the global safety requirement used to construct the finite abstractions { S l } l∈[1;L] (see Sec. II). Then we consider the safety control problem Σ, T which asks for a controller to be constructed such that every trajectory ξ of the closed loop system stays within T at sampling instances.
A multi-layered controller C therefore solves Σ,
Note that in this case the considered sampling instances might be non-uniformly spaced. By adopting a classical result of ABCS using FRR (see [12, Sec.VI.A]) to the multilayered case (see [8] , Sec. 3.4) we know that C solves Σ, T in this sense, if for abstract trajectories of the closed loop formed by C and S holds that
When considering an under-approximation of T by
That is, if ξ(k) is a layer l cell which is currently the largest cell in the domain of C, then it must be contained in the under-approximation T l of the safe set. We collect all multilayered controllers which solve Σ, T in the set C(Σ, T ).
It is common practice in ABCS to ensure safety for sampling times only. This implicitly assumes that sampling times and grid sizes are chosen such that no "holes" occur between consecutive cells visited in a trajectory. This can be formalized by additional assumptions on the growth rate of f in (2) which is beyond the scope of this paper.
IV. ABSTRACTION-BASED SAFETY CONTROL
This section presents non-lazy abstraction-based safety control before its lazy version is introduced in Sec. V. Single-Layered Control We consider a safety control problem Σ, T and recall how it is commonly solved by ABCS Algorithm 1 Procedure SAFEIT
SAFEIT(Υ, Υ , l − 1, C) // go finer 7: else 8: if Υ = Υ then 9: SAFEIT(Υ , ∅, L, ∅) // start new iteration 10: else 11: return Υ, C // terminate 12: end if 13: end if for L = l = 1. In this case one iteratively computes the sets
until an iteration N ∈ N with W N = W N +1 is reached, where CPre S l : 2 X l → 2 X l is the controllable predecessor operator, defined for a set Υ ⊆ X l by
Then C = (B, U , G) with B = W N , and
for all x ∈ B, is known to be a safety controller for Σ, T . Thus, the above synthesis algorithm is sound. However, completeness is not guaranteed; there may exist a state x ∈ X s.t. Q l (x) ∈ B, and there may exist a controller C = (B , U , G ), solving the safety control problem Σ, T s.t. Q l (x) ∈ B with l < l.
Multi-layered Control Given a sequence of L abstract systems S := { S l } l∈[1;L] we now present a non-lazy multilayered safety algorithm formalized by the iterative function SAFEIT given as pseudo-code in Alg. 1.
In order to map abstract states between different layers of abstraction, SAFEIT uses the operator
where l, l ∈ [1; L] and Υ l ⊆ X l . The operation Γ ll (·) under-approximates a set of layer l to a set of layer l. In contrast to Sec. V, we consider non-lazy synthesis in this section which assumes that S l is pre-computed for all states within the safe set in every l ∈ [1; L] before SAFEIT is called. This can be formalized by a wrapper function EAGERSAFE( T 1 , L) which first calls EXPLORE(Γ l1 ( T 1 ), l) = EXPLORE( T l , l) (see Alg. 2) for every l ∈ [1; L] and then calls SAFEIT( T 1 , ∅, L, ∅).
Due to the monotonic nature of the iterative computation of safe sets, the set Υ in Alg. 1 is always a subset of T 1 (see Lem. 1 for a formal proof). This implies that line 1 of Alg. 1 (indicated in gray) will never perform any exploration
if F l ( x, u) is undefined then 3: compute F l ( x, u) as in (3) 4:
end if 5: end for (as all needed transition relations are pre-computed) and can therefore be ignored in this section.
When initialized with SAFEIT( T 1 , ∅, L, ∅), Alg. 1 performs the following computations: it starts in layer l = L with an outer recursion count i = 1 (not shown in Alg. 1) and reduces l, one step at the time, until l = 1 is reached, at which point it then starts over again from layer L with i = i + 1 and a new safe set Υ . In every such iteration i, one step of the safety fixed-point is performed for every layer and the resulting set is stored in the layer 1 map Υ ⊆ X 1 , whereas Υ ⊆ X 1 keeps the knowledge of the previous iteration. If the finest layer is reached and we have Υ = Υ , the algorithm terminates. Otherwise Υ is copied to Υ, Υ and C are reset to ∅ and SAFEIT starts a new iteration (see line 9). After SAFEIT has terminated, it returns a multilayered controller C = {C l } l∈[1;L] which only contains the domains of the respective controllers C l for every layer (see line 11). The transition functions G l can be computed by choosing one input u ∈ U for every x ∈ B l s.t.
Note that states encountered for layer l in iteration i are saved to the lowest layer 1 (line 4 of Alg. 1) and "loaded" back to the respective layer l in iteration i + 1 (line 2 of Alg. 1). Therefore, a state x ∈ X l with l > 1, which was not contained in W as computed in layer l and iteration i via line 2 of Alg. 1, might still be included in Γ l1 (Υ) loaded in the next iteration i + 1 when re-computing line 2 for l. This happens if all states x ∈ x were added to Υ by some layer l < l in iteration i. This allows the algorithm to "bridge" regions that require a finer grid and to use layer L in all remaining regions of the state space. The latter is not true for the multi-layered safety algorithm given in [8] , Sec. 4.3 as shown by the example in Sec. I-A.
Soundness and Relative Completeness
5 Due to the effect described above, the map W encountered in line 2 for a particular layer l throughout different iterations i might not be monotonically shrinking. However, the latter is true for layer 1, which is formalized by the following lemma. 
Proof. Let W i l be the set computed in line 2 of Alg. 1 5 Absolute completeness of controller synthesis cannot be guaranteed by ABCS; we therefore provide completeness relative to the finest layer.
in
This leads to our first main result, showing that EAGERSAFE( T 1 , L) is sound and relatively complete. Theorem 1. Let Σ, T be a safety control problem and
and G l is defined as in (10) for all l ∈ [1; L]. Further, let B be the domain of the single-layer safety controller computed using (6) for l = 1. Then C ∈ C(Σ, T ) and B ⊆ Υ N , i.e. C is sound and relatively complete w.r.t. single-layer control for layer l = 1.
Proof. To prove soundness, i.e., C ∈ C(Σ, T ), we show that (5) holds. This is true if for all l ∈ [1; L] and x ∈ B l , it holds that (i) x ∈ T l and (ii) there exists u ∈ G l ( x) s.t. F l ( x, u) = ∅, and for all x ∈ F l ( x, u),
Hence there is u s.t. (10) holds (from (7)), implying that
With this, it obviously holds that B = W N ⊆ Υ N .
V. COMPUTING ABSTRACTIONS LAZILY As our main contribution, we now consider the case where the multi-layered abstraction S is not pre-computed. This is implemented by LAZYSAFE( T 1 , L) which simply calls SAFEIT 1 ( T 1 , ∅, L, ∅). With this, line 1 of Alg. 1 is used to explore transitions in all states in layer l which are (i) not marked unsafe by all layers in the previous iteration, i.e., are in Γ l1 (Υ), but (ii) cannot stay safe for i times-steps in any layer l > l, i.e., are not in Γ l1 (Υ ). In the first iteration of SAFEIT(
Hence, for layer L all transitions for states inside the safe set are pre-computed in the first iteration of Alg. 1. This is in general not true for lower layers l < L.
To ensure that the lazy exploration of the state space is still sound and relatively complete, we show in the following lemma that all states which need to be checked for safety in layer l of iteration i are indeed explored. 
Proof. First observe that the algorithm Alg. 1 (called by EAGERSAFE( T 1 , L) and LAZYSAFE( T 1 , L), resp.) starts with i = 1 and l = L. It first decrements l (while keeping i constant) until l = 1 is reached, and then increments i to i + 1 and resets l = 1 to l = L. We prove invariance of W and Υ to both steps separately, to show that (11) 
(updated in line 4) whenever the claim holds for i.
Second, we consider decrementing l while keeping i constant. We do an induction over l by assuming Υ To show the right side of (11), recall that F l ( x, u) is at least computed for the set
) via line 1 of Alg. 1 (and possibly for some more states which were explored in previous iterations) when W i l is computed. Using (7) this implies that
which completes the induction step over l. Now as direct consequence of Thm. 1 and Lem. 2, we present our second main result: Theorem 2. Let Σ, T be a safety control problem and
and G l be defined as in (10) for all l ∈ [1; L]. Further, let B be the domain of the single-layer safety controller computed using (6) for l = 1. Then C ∈ C(Σ, T ) and B ⊆ Υ N , i.e., C is sound and relatively complete w.r.t. single-layer control for layer l = 1.
Proof. First recall that Lem. 2 implies Υ i = Υ i for all i ≤ N . Therefore Lem. 1 equivalently holds for Υ i and the completeness proof of Thm. 1 is equivalent to the one of Thm. 2. For the soundness proof, observe that (11) implies
, from which (i) and (ii) follows.
VI. EXPERIMENTAL EVALUATION
We evaluate our algorithm on a benchmark DC-DC boost converter example from [7] , [10] , [13] . The system Σ is a second order differential inclusionẊ(t) ∈ A p X(t) + b + W with two switching modes p ∈ {1, 2}, where We evaluate the performance of our LAZYSAFE algorithm on this benchmark and compare it 1) to the one presented in [8] , Sec. 4.3 which we call ML SAFE, and 2) to the singlelayered version of SCOTS. For LAZYSAFE and ML SAFE, we vary the number of layers used. The results are presented in Fig. 2 . The finest layer is common to each trial and is parameterized by η 1 = [0.0005, 0.0005], τ 1 = 0.0625, with the ratio between the grid parameters and sampling times of successive layers being 2. All experiments presented in this section were performed with a system equipped with an Intel R Core TM i5-6600 3.30GHz CPU and 16GB of RAM. From Fig. 2 , we see that LAZYSAFE is significantly faster than both ML SAFE and SCOTS for higher value of L. The single layered case (L = 1) takes slightly more time in both LAZYSAFE and ML SAFE than SCOTS due to some extra overhead of the multi-layered algorithm.
In Fig. 3 , we visualize the domain of the constructed transitions and the synthesized controllers in each layer for LAZYSAFE(·, 6). The safe set is mostly covered by cells in the two coarsest layers. This phenomenon is responsible for the computational savings over LAZYSAFE(·, 1). 
