In this paper, we consider the problem of joint antenna selection and analog beamformer design in downlink single-group multicast networks. Our objective is to reduce the hardware costs by minimizing the number of required phase shifters at the transmitter while fulfilling given distortion limits at the receivers. We formulate the problem as an 0 minimization problem and devise a novel branch-and-cut based algorithm to solve the resulting mixed-integer nonlinear program to optimality. We also propose a suboptimal heuristic algorithm to solve the above problem approximately with a low computational complexity. Computational results illustrate that the solutions produced by the proposed heuristic algorithm are optimal in most cases. The results also indicate that the performance of the optimal methods can be significantly improved by initializing with the result of the suboptimal method.
INTRODUCTION
Optimal antenna selection under various side constraints is a long-standing open research problem that is fundamental in a number of array processing applications [1] [2] [3] . A traditional approach in optimizing the array geometry, commonly referred to as "array thinning", consists of eliminating sensors from a large uniform linear array structure with the objective to create a high resolution array with a reduced number of elements [4] [5] [6] . Similarly, in upcoming Massive MIMO systems, dedicated radio frequency (RF) chains for each antenna element are no longer affordable [7, 8] . In order to reduce hardware costs, fast switching networks may be used to adaptively select only a subset of inexpensive MIMO antennas to be connected to a reduced number of costly RF transceiver chains. Similarly, in hybrid beamforming networks based on a bank of fixed analog beamformers (ABFs) [9] [10] [11] [12] , generally a large number of ABF outputs is available from which only a small subset can be sampled in the baseband, hence antenna selection in the beamspace domain is the underlying problem. A major challenge in designing analog beamforming solutions for phased arrays stems from the restriction that analog phase shifters only permit phase but no magnitude variations of the antenna signals. Similarly, in digital beamforming using cheap power amplifiers with nonlinear output characteristics, low peak-to-average power ratio (PAPR) outputs are required to avoid signal distortions [13, 14] .
In this paper, we consider a joint antenna selection and optimal phase-only (constant-modulus) beamforming that can be used for array designs based on the thinning approach as well as antenna and beam selection in hybrid Massive MIMO systems. In our approach we minimize the number of required RF phase shifters by jointly designing the optimal phase values and assigning appropriate antenna elements to the phase shifters, while controlling the resulting beampattern of the thinned array. This problem is cast as an 0 minimization task for which we devise an efficient algorithm to solve it to (global) optimality and demonstrate its effectiveness in numerical experiments. Our approach allows for an exact solution of the underlying 0 minimization problem. We also develop a heuristic method that computes high-quality solutions with substantially lower computational effort. The computational results show that the solutions generated by the proposed heuristic method are optimal in most cases, and that the heuristic method can assist in significantly speeding up the optimal methods by providing a better initialization.
SYSTEM MODEL
We consider a sensor array composed of N antenna elements and a switching network that selects a subset of M antennas to be connected to M phase shifters, where M N , as shown in Fig. 1. Let a = [a 1 , a 2 , . . . , a M ]
T denote the ABF, where the element a m ∈ C is the value of the mth phase shifter, for m ∈ [M ] {1, 2, . . . , M }. The ABF elements are assumed to be constant modulus, i.e., |a m | = c for m ∈ [M ], where c ∈ R is a given constant. Let x ∈ C N be the transmit signal vector at the output of the antenna array, where its nth element x n = a m if the nth antenna element is connected to the mth phase shifter and x n = 0 if the nth element is not connected to any phase shifter. There are K single antenna users in the system. We assume without loss of generality (w.l.o.g.) frequency flat channels. Let h k ∈ C N denote the channel vector between the sensor array and the kth user, for k ∈ [K] {1, 2, . . . , K}. We define the chan-
be the general form of the desired receive signal vector at the user terminals, where the element s k ∈ C denotes the desired beamformer output value at the kth user. As a special case, in a single-group multicast network, the desired symbol at each user is the same, i.e., s 1 = s 2 = . . . , s K = s and hence s = s1. In this case, the analog beamformer can be kept constant over the coherence time of the channel, and transmit symbols can be tuned in the digital domain and be transmitted with the help of the phase shifters to serve different symbols in different time slots.
The received signal vector at the users, denoted byŝ = [ŝ 1 ,ŝ 2 , . . . ,ŝ K ] T , can be expressed aŝ
where n ∈ CN (0, σ 2 I) represents the i.i.d. complex additive white Gaussian noise (AWGN) at the user terminals.
PROBLEM DESCRIPTION
In this section, we formulate the problem to optimally design the ABF a and assign antenna elements to phase shifters. Our objective is to minimize the number of required active antennas such that the root-mean-square error between the desired receive signal vector s and the actual beamformer outputŝ is at most √ δ. The problem can be mathematically expressed as
where x 0 := |{n ∈ [N ] : x n = 0}| denotes the number of nonzero entries of x, i.e., the number of active antennas. Throughout the remainder of this paper, we assume w.l.o.g. that c = 1.
By introducing a vector of auxiliary binary variables
T ∈ {0, 1} N , Problem (2) can be reformulated equivalently with a linear objective function as 
Note that we split the modulus constraints
, into the two inequalities (4c) and (4d) since they will be handled with different techniques.
PROPOSED ALGORITHM
Problem (4) is a (nonconvex) mixed-integer nonlinear program (MINLP) involving integral variables that are, in fact, binary. Moreover, it contains the convex nonlinear (quadratic) constraints (4b) and (4c), which can be rewritten as second order cone (SOC) constraints. The nonconvexity arises due to the quadratic constraints (4d).
MINLPs can be solved by the so-called spatial branching method, see, for example, [15] for a description. This method employs a general branch-and-bound approach, which branches on integral and continuous variables. In each node of the branch-and-bound tree, a relaxation is solved, which might be strengthened using gradient cuts for convex constraints. For an integral (binary) variable with a fractional solution value, one generates two branches in which the variable is fixed to 0 and 1, respectively. In order to guarantee satisfaction of a possibly violated nonlinear constraint, one also creates branches on a continuous variable by subdividing its feasible region into two parts. The reduced regions allow to strengthen further variable bounds via so-called domain propagation. This in turn allows to strengthen the relaxation.
Under appropriate assumptions, the method is guaranteed to converge to a global optimum and terminates in finite time if one considers so-called ε-δ-feasibility, see, e.g., [16] .
The general procedure can be enhanced by exploiting particular problem structure. In the following, we show how this can be done for Problem (4) . We describe a customized method to propagate domains and to branch on continuous variables using modulus constraints. Moreover, in Section 5, we describe a greedy heuristic method to produce upper bounds for Problem (4) . Such bounds allow to prune nodes in the search tree if the value of the relaxation exceeds the upper bound. Implementations of these methods can be incorporated into an MINLP software framework like the non-commercial solver SCIP [17, 18] , which makes it easy to employ the general spatial branching method and add the particular customization.
General Algorithmic Description
In the following, we describe how to solve Problem (4) to global optimality using a branch-and-bound approach that is adapted to the special problem structure.
In each node of the branch-and-bound tree, a linear programming (LP) relaxation of Problem (4) is solved, in which
, and constraints (4b), (4c) and (4d) are omitted. In order to strengthen this linear relaxation, we add the following linear inequalities:
see Figure 2 for a visualization.
We use an LP relaxation in each node of the branch-andbound tree since this allows for fast warm-starting via the dual simplex algorithm, see, e.g., [19] . In general, the solution of the linear relaxation does not satisfy the nonlinear constraints (4b), (4c) and (4d), and the solution values of b n need not be binary. Thus, for each binary variable with fractional solution value in the LP relaxation, two sub-nodes are created, one for each possible value of the binary variable. This yields tighter LP relaxations in both sub-nodes.
As mentioned above, the error bounding constraints (4b) and the inequalities w 2 n + z 2 n ≤ b n are convex SOC constraints. If the current LP relaxation solution violates an SOC constraint, it can be cut off by a (linear) gradient cut [20] , which is then added to the LP relaxation.
The only remaining inequalities that need to be enforced are the nonconvex lower bound constraints w
, to which we refer as (lower) modulus constraints. These nonconvex constraints are harder to enforce. If the solution of the current LP relaxation does not yet satisfy these constraints, we generate branching nodes, add linear cuts or propagate domains of variables appearing in the violated modulus constraint. These methods are described in the next subsection.
Handling Modulus Constraints
If the solution (ŵ,ẑ,b) of the LP relaxation of Problem (4) violates w
, we resolve this violation by one of the following steps:
1. If the binary variableb n is already fixed to zero, the inequality w 2 n + z 2 n ≤ b n implies that we can setŵ n ,ẑ n to zero as well.
2. If the bounds of the continuous variables w n and z n are not yet restricted to one of the orthants w.r.t. w n × z n , we create four branching nodes, the first with the additional constraints w n ≥ 0, z n ≥ 0, the second with w n ≥ 0, z n ≤ 0, the third with w n ≤ 0, z n ≤ 0, and the fourth with w n ≤ 0, z n ≥ 0. This subdivides the feasible solution set into these four orthants (see Figure 2 ).
3. If the bounds of the continuous variables w n and z n are already restricted to one of these four orthants, we proceed as described in the following, where we assume w.l.o.g. that (ŵ n ,ẑ n ,b n ) is feasible for the first orthant, i.e., the one with w n ≥ 0 and z n ≥ 0.
denote the current lower and upper bounds of the variables w n and z n , respectively. Compute the four points (
and (f (u 2 ), u 2 ) on the unit circle that correspond to the respective lower and upper bounds of w n and z n , where f (x) = √ 1 − x 2 . These four points can now be used to strengthen the lower and upper bounds of w n and z n . In order for an optimal solution (w , z , b ) to fulfill the modulus constraint w 2 n + z 2 n ≥ b n , the point (w n , z n ) needs to lie on or above the arc between the two points (l 1 , u 2 ) and (u 1 , l 2 ) if b n = 1, where This implies that the four values l 1 , u 1 , l 2 and u 2 can now be taken as new and possibly strengthened lower and upper bounds of w n and z n , respectively. If the binary variable b n is not yet fixed to one, the lower bounds are not propagated, as b n could be set to zero in an optimal solution, implying w n = z n = 0 as well. A visualization of this propagation is given in Figure 3 .
(ii) Separation: Ifŵ n +ẑ n <b n , add the cut w n +z n ≥ b n to the LP relaxation. 1 Note that each solution in this orthant on the unit circle satisfies this inequality.
(iii) Branching: Ifŵ n +ẑ n ≥b n , create two branching nodes defined by inequalities f n w n + g n z n ≥ b n , where f n ∈ R and g n ∈ R can be computed according to Figure 4 .
We prioritize the enforcement of binary variables and SOC constraints over modulus constraints. This means that we do not use the above methods on all modulus constraints, but only "on demand" in case all the other constraints are satisfied and one particular modulus constraint is still violated.
To select a modulus constraint for enforcing, we use a "most infeasible" rule: The idea is to enforce a modulus constraint w 2 n + z 2 n ≥ bn,n ∈ [N ], with largest violation. As a measure for the violation of a modulus constraint, we use ρ(n) =b n − (ŵ 2 n +ẑ 2 n ), 1 Due to numerical reasons, we only execute (ii) ifŵ 2 n +ẑ 2 n < 1 − ε with ε = 10 −5 . Otherwise, we use standard branching rules for handling quadratic constraints. (ŵ,ẑ,b) is optimal for the current node; 10 end
i.e., we choosen ∈ [N ] with maximal ρ(n).
The whole solving procedure is summarized in Algorithm 1. Note that it is complete in the following sense: The process will terminate with a point (ŵ,ẑ,b) such that w n =ẑ n = 0 =b n or 1 − ε ≤ŵ 2 n +ẑ 2 n ≤ 1 andb n = 1.
HEURISTIC METHOD
Inspired by [21] and [22] , we propose a low-complexity suboptimal heuristic method for Problem (2) in the following. Let h n represent the channel between the nth antenna element at the transmitter to all K users (i.e., the nth row of the channel matrix H), and let y n denote the nth element of vector y. The proposed heuristic is given in Algorithm 2.
We start the suboptimal algorithm with M = 1 active antenna elements 2 and increase the number of active antenna elements by one in every iteration (in the outermost loop) until we achieve the desired root-mean-square error bound √ δ. For each value of M , we compute a large number of (max_Iter) suboptimal solutions g i , each of them resulting from a different random initialization of x. Note that each of the max_Iter suboptimal solutions g i can be computed in parallel to speed up the algorithm.
As illustrated in Algorithm 2, x is updated in every iteration (in the innermost loop) such that the root-mean-square error e between the desired and the received signal vector is decreasing. If the smallest error E i among all max_Iter errors is smaller than √ δ, then the corresponding solution g i is adopted as the solution of the heuristic method. Randomly initialize x ∈ C N such that x 0 = M and |x n | ∈ {0, 1}, n ∈ [N ]; Compute the residual 
NUMERICAL EXPERIMENTS
In this section, we evaluate the performance of the proposed modulus handling based optimal method and suboptimal heuristic method in terms of the resulting hardware requirement (number of required phase shifters) and the used computation time. For the computations, we assumed a Rayleigh fading channel. The transmit symbols are obtained by employing quadrature-phase-shift-keying (QPSK) modulation at the transmitter with a constant magnitude q = 1.414. We used the values N ∈ {16, 32, 48, 64} for the number of antennas, K ∈ {2, 3, 4} for the number of users and δ 2 ∈ {0.1q, 0.2q} for the error bounds.
With this setup, we solved Problem (4) with a C implementation using SCIP 4.0.1 [17, 18] and CPLEX 12.7.1 as LP solver on a Linux cluster with 3.5 GHz Intel Xeon E5-1620 Quad-Core CPUs, having 32 GB main memory and 10 MB cache. All computations were performed single-threaded with a time limit of one hour (3600 s). The results are shown in Table 1 .
The table displays the solving time (in seconds) and the number of branch-and-bound nodes for four different algorithm variants. In the first column block, we present the results of the default version of SCIP, which applies no special methods to handle modulus constraints -they are handled like general quadratic constraints. The second block shows the results when the methods for handling modulus constraints as described in Section 4.2 are included in SCIP as a constraint handler. In the third and fourth block, the results of the same two methods as before are presented, but an initial (not necessarily optimal) solution is computed with the suboptimal greedy heuristic method presented in Section 5 and passed to the exact solution method. For the number of iterations of the two inner loops, we chose max_Iter = max_Count = 1000. In all four runs, the reading times of the problem files are included in the solving times, as are the runtimes of the suboptimal heuristic in the third and fourth column block. The last column block shows the sparsity M of the solution computed by the suboptimal heuristic compared to the optimal solution computed by SCIP, as well as the solving time of the suboptimal heuristic.
The bottom part of the table presents geometric, shifted geometric and arithmetic mean of the number of nodes and the solving time. The shifted geometric mean of t 1 , . . . , t n is defined as
with the shift factor ∆ = 10 for times and ∆ = 100 for nodes. It reduces the influence of easy instances on the mean values.
It turns out that the default version of SCIP already performs quite well. For K = 2 users, the running times are very fast even for large values of N . For K ∈ {3, 4} users and a very small error bound δ 2 = 0.1q, the instances are much harder to solve. From the shifted geometric mean in the bottom line, it can be seen that adding the modulus constraint handler to SCIP results in a significantly faster running time (about 26 % faster). However, the number of processed nodes does not significantly change. The shifted geometric mean of the number of nodes that were produced by the modulus constraint handler is 787.25 (about 24 %).
Executing the suboptimal heuristic and passing its solution to SCIP greatly helps in solving the optimization problem on average, even in the default version of SCIP. Also, the number of nodes is reduced significantly, since many nodes of the branch-and-bound tree can be pruned. Note, however, that for the easier problems the suboptimal heuristic consumes almost all of the solving time. Again, adding the modulus constraint handler to SCIP speeds up the solving process (about 15 % and 39 % speed-up compared to the default with and without initial solution, respectively), but the number of nodes does not decrease. The shifted geometric mean of the number of nodes produced by the modulus constraint handler is 255.43. Comparing to the total number of nodes (500) shows that about half of the branching nodes are used to branch on binary variables.
It is worth mentioning that the suboptimal heuristic actually returns the optimal sparsity level in all but four instances. We observe that only for large instances the heuristic is indeed suboptimal, but these instances cannot be solved by SCIP within the time limit, regardless of adding the modulus constraint handler. Interestingly, one of the instances of Table 1 for which the heuristic computes a suboptimal solution runs into the time limit with the default version of SCIP when this solution is passed as starting solution. However, if the suboptimal solution is not computed beforehand, SCIP solves this instance in roughly 700 s. One possible explanation is the socalled performance variability (small changes in the problem or solution process lead to large changes in performance).
CONCLUSION
In this paper, we considered joint antenna selection and design of phase-only analog beamformers. Our goal was to minimize the hardware requirement by reducing the number of phase shifters and active antenna elements required to achieve a given maximum distortion requirement at the receivers. We formulated the problem as an 0 minimization program and proposed an efficient algorithm to solve it to global optimality. We also presented a low-complexity suboptimal heuristic method to solve the problem approximately. The computational results illustrate the proposed heuristic method yields optimal solutions in most cases, with substantially reduced computational complexity. The results also revealed that, in general, the practical complexity of the optimal methods can be drastically reduced by initializing them with the suboptimal solutions obtained from the proposed heuristic method. 
