Objective: There are considerable differences in published prediction algorithms for resting energy expenditure (REE) based on fat-free mass (FFM). The aim of the study was to investigate the influence of the methodology of body composition analysis on the prediction of REE from FFM. Design: In a cross-sectional design measurements of REE and body composition were performed. . In a normal range of FFM, REE predicted from FFM by different methods showed only small differences. The variance in REE explained by FFM varied from 69% (FFM BIA ) to 75% (FFM DXA ) and was only 46% for body weight. Conclusion: Differences in slopes and intercepts of the regression lines between REE and FFM depended on the methods used for body composition analysis. However, the differences in prediction of REE are small and do not explain the large differences in the results obtained from published FFM-based REE prediction equations and therefore imply a population-and/or investigator specificity of algorithms for REE prediction.
Introduction
The generation of an unique resting energy expenditure (REE) prediction equation that can be applied to every healthy individual is still subject to recent research (Müller et al., 2004; Cole and Henry 2005) . Fusing REE databases revealed influences of ethnicity (4% higher REE in Caucasians than in non-Caucasians) and measurement technique (higher values were obtained using a closed-circuit) on REE. However, the agreement of equations based on sex, weight and age (Schofield, 1985; Henry, 2002) and height (Cole and Henry, 2002) with measured REE across different gender, age, and body mass index (BMI) groups was only moderate for men and poor for women (Ramirez-Zea, 2005) . One explanation may be that body composition has not been taken into account in these as well as in most other REE prediction equations (for review see Frankenfield et al. (2005) ).
Fat-free mass (FFM) explains 60-70% of the interindividual variance in REE (Ravussin et al., 1982; Müller et al., 2004) . Predicting REE on the basis of FFM may be superior to standard weight-based equations.
However, comparing different published FFM-based REE prediction formulas substantial differences become evident (Table 1 ). This may be partly due to differences in the methods used for body composition analysis. Most authors have used a 2-compartment (2C) model that is based on certain assumptions, for example, constant densities of fat mass (FM) and FFM (densitometry) or a fixed hydration and mineral content of FFM (isotope dilution) (Withers et al., 1999) . As biological variability in water and mineral content of FFM is high (Withers et al., 1999) , this violates the assumptions of the 2C-model and leads to inaccuracies in FFM estimation. In addition, intersubject variability in the ratio of extracellular solids (or the related bone mineral content (BMC)) to total body water (TBW) adds to this bias (Wang et al., 2003) . Thus a 4-compartment (4C) model has been proposed as the most accurate method (i.e. the gold standard) to assess FFM (Withers et al., 1999) . The idea that discrepancies between different REE prediction algorithms are based on differences in body composition analysis is supported by recent findings of LaForgia et al. (2004) who measured REE and FFM in 104 male subjects, and found considerable differences between REE indexed by FFM as assessed by a 2C-model when compared to REE indexed by FFM measured by a 4C-model. The inaccuracy of 2C models for body composition analysis may also explain the observation that FFM-based REE prediction was not superior to body weight-based REE prediction when including height, age and sex (Elia, 1992) . This finding was supported by a recent study based on a huge database of REE and FFM (Müller et al., 2004) .
The aims of our study were to investigate (i) whether the differences in the slopes and the intercepts of the regression lines between REE and FFM depend on the methods used for body composition analysis, (ii) whether and to what degree REE predicted from FFM as assessed by a 2C-and 4C-model differed within a subject and (iii) whether 4C-derived FFM explained more variance in REE when compared to a 2C-model or body weight. FFM was measured by five different methods (skinfold (SF)-measurement, bioelectrical impedance analysis (BIA), dual X-ray absorptiometry (DXA), air displacement plethysmography (ADP), deuterium oxide dilution (D 2 O)). A 4C-model on the molecular level (according to Fuller et al. (1992) ) was used as a reference. In addition, our data were compared with previously published FFM-based prediction equations (Table 1) .
Subjects and methods
The study group consisted of 104 healthy euthyroid weightstable subjects (non-pregnant or lactating) aged 20-70 years with a wide BMI range of 17.6-40.9 kg/m 2 who were recruited by local announcements. Descriptive characteristics of the study population are shown in Table 2 . Exclusion criteria were smoking and any medication influencing energy expenditure or body composition (e.g. b-blockers or diuretics). Women were measured in the follicular phase of the menstrual cycle. The study protocol was approved by the local ethical committee of the Christian-Albrechts-University Kiel. Each participant provided informed written consent before participation. Subjects arrived after an overnight fast at 0730 hours at the Institute for Human Nutrition and Food Science of the Christian-Albrechts-University, Kiel. Measurement of REE was carried out first, followed by body composition analysis, which took place at the metabolic ward of the institute and at the Clinic for Diagnostic Radiology, Universitätsklinikum Schleswig-Holstein. Examinations ended at 1130 hours.
Resting energy expenditure Indirect calorimetry was performed by using a ventilated hood system (Vmax Spectra 29n; SensorMedics BV, Bilthoven, Netherlands; software Vmax, version 12-1A) in the morning between 0730 and 0900 hours after an overnight fast. The subjects arrived at the Institute for Human Nutrition and Food Science where the measurement took place in a metabolic ward at constant temperature and humidity. The minimum duration of measurement was 30 min. During the calibration procedure, subjects lay quietly to adapt to the measurement conditions. The first 5 min of each measurement were discharged. Before each measurement, flow calibration was performed by a 3-l syringe and gas analyzers were calibrated using two standard gases (gas 1: 16% O 2 , 4% O 2 , gas 2: 20% O 2 . 0.75% CO 2 ). During the run, a recalibration of gas analysers was made every 5 min. Data were collected every 20 s and acquired VO 2 and VCO 2 were converted to REE (kcal/24 h) using the abbreviated equation of Weir (1949) .
Only periods with a stable equilibrium (as defined by the steady state criteria of intraindividual coefficient of variation (CVintra) for VO 2 and VCO 2 per minute o10%) were evaluated (Reeves et al., 2004) . CVintra for between-day repeated measurements of REE was 5.0% (Bader et al., 2005) .
Body composition analysis
Anthropometrics Body height was measured to the nearest 0.5 cm with a stadiometer. Weight was recorded on an electonic scale, which belonged to the BOD POD Body Composition System (Life Measurements Instruments, Concord, CA, USA). The CV for repeated measurement of weight was o1%.
Four SF thicknesses were measured with a SF-caliper (Lafayette 01127, Lafayette Instrument Europe, Loughborough, Leics, UK) according to Lohman et al. (1988) . SFmeasurements were made on the right side of the body at four sites (mid-biceps, mid-triceps, supra-iliac area and subscapular) by the same observer. Body density (D) was calculated from the logarithm of the sum of the 4SF according to Durnin and Womersley (1974) . FM was calculated using the following formula:
. This value is 0.0047 g/cm 3 lower than the D FFM of 1.1 g/cm 3 proposed by Siri (1961) . It was calculated assuming (i) a 0.6% lower FFM hydration when compared with the 73.8% proposed by Siri (1961) and (ii) a constant mineral : protein ratio of 0.35 (Siri 1961) . We used 73.2% as hydration of FFM in all 2C-models in order to avoid discrepancies in FFM that result from the use of different hydration fractions. FFM was calculated as the difference between body weight and FM. CVintra for anthropometric measurements of FFM was 2.3%.
Bioelectrical impedance analysis
BIA was measured at 50 kHz, using a Nutri Guard 2000-M analyzer (Data-Input, Frankfurt, Germany) in a tetrapolar arrangement of electrodes (Body Composition Monitor, Fresenius Medical Care, Bad Homburg, Germany) placed at the right side of the body. Subjects laid supine with their arms and legs slightly abducted. TBW was calculated by the FFM was derived from TBW assuming a water content of 73.2%. CVintra for measurement of FFM was 1.2%.
Dual X-ray absorptiometry
The principle of DXA is based on differential attenuation of two energies of X-rays by different tissues of the subject (Laskey, 1996) . The attenuation is used to estimate BMC and soft tissue composition (Laskey, 1996) . Whole body measurement was carried out using a QDR4500A (Hologic Inc., Bedford, MA, USA). Scans were performed by a licensed radiological technician. Before measurement, calibration was carried out with a phantom. During the 5-min scan, subjects lay supine with arms and legs at their sides. Manufacturers software (version V8.26a:3) was used for analysis of BMC and FM.
Because the sum of all parts from DXA (FM, BMC, lean soft tissue) did not always agree with the body weight recorded on scale (mean difference of DXA sum of all parts -scale weight was À2.271.3 kg), absolute values of FM and FFM were calculated from the relative FM measured by DXA using the scale weight. The precision of FFM measurements by DXA has been reported to be 1.5% (Ellis, 2001 ).
Air displacement plethysmography ADP was performed by the BOD POD system, which is composed of the plethysmograph, a scale and a computer (software version 1.69). The plethysmograph is divided into a test chamber for the subject and a reference chamber. Between the chambers an oscillating diaphragm produces volume and pressure fluctuations (Dempster and Aitkens, 1995) . Body volume was calculated using Poissons law. Before each measurement a two-step calibration was carried out. A detailed description of the measurement is given elsewhere . Two repeated volume measurements were performed and averaged. Thoracic gas volume was collected in a third measurement where the subject was asked to puff gently against an occluded airway. FM was calculated using Equation (2) and FFM as the difference of body weight and FM. CVintra for measurement of FFM was 0.8%.
Deuterium oxide dilution
After obtaining 40 ml venous blood samples, each participant received an oral dose of 0.4 g deuterium oxide (D 2 O, 99.9%, Sigma-Aldrich Chemie GmbH, Taufkirchen, Germany) per kg body weight with an amount of 100 ml tap water. Four hours later, a second blood sample was taken. It is a limitation of our study design that only one post-dose sample was collected. However, a 4-h period has been shown to be long enough to ensure equilibration of the dose, as 99.5% of the final enrichment is reached within 3 h for subjects with normal water compartmentalization and 4 h for subjects with expanded extracellular water volumes (Schoeller, 1996) . Blood samples were centrifuged immediately after collection. Serum was stored at À401C. Before infrared analysis, samples were centrifuged for 3 h in ultrafiltration tubes (Vivaspin 4, VivaScience AG, Hannover, Germany). The concentration of D 2 O was measured in ultrafiltrate by Fast-Fourier infrared spectroscopy according to Jennings et al. (1999) . Infrared spectra of the samples were measured in the range of 2200-2800 cm À1 using a FTS 2000 
The 4C-model is based on the assumption of a fixed ratio of osseus-to non-osseus-mineral content of the body. Total body mineral (density ¼ 3.0375 g/cm 3 ) is acquired by BMC multiplied with 1.2741 (Brozek et al., 1963) . The densities of water, protein and fat are assumed to be 0.99371, 1.34 and 0.9007 g/cm 3 , respectively. FFM was calculated as the difference of body weight and FM.
Statistics
All data are given as means7s.d. FFM measured by individual methods using a 2C-model was compared with FFM derived from 4C-model. Differences were tested by paired samples t-test. Analysis according to Bland and Resting energy expenditure and body composition O Korth et al Altman was used to examine systematical errors between methods for body composition analysis (Bland and Altman, 1986 ). Pearson's correlation coefficient was calculated for relationships between variables. Differences between men and women were analyzed by unpaired t-test. A P-value o0.05 was considered significant. The relationship between REE and FFM or body weight was modeled by linear regression analysis. Multiple stepwise regression analysis was used to predict REE from FFM or body weight and age, height and sex. Repeated measures ANOVA with Bonferroni post hoc test was carried out to compare REE indexed for FFM measured by the different methods. Theoretically metabolic rate must not be expressed per kg FFM because of the intercept of the REE vs FFM regression line (Ravussin and Bogardus, 1989) . However, for a within-subject comparison no reductions of validity are expected (LaForgia et al., 2004) . Statistical analysis was performed using SPSS for Windows software (SPSS Inc., Chicago, IL, USA).
Results

Body composition data
Characteristics of the study population and FFM as assessed by the particular method are given in Table 2 . Male subjects had significantly higher weight and height than women. There were no differences between men and women in age and BMI. For the whole group, FFM as measured by all applied 2C-models was not significantly different from FFM 4C . When compared with the 4C-model BIA slightly underestimated mean FFM, whereas SF-measurement, D 2 Odilution and ADP showed a nonsignificant overestimation of mean FFM. FFM assessed by 2C-models was highly correlated with FFM 4C (r-values between 0.95 and 0.99).
Results of the limits of agreement analysis (vs 4C-model) are given in Table 3 . A systematic bias was only found in the subgroup of women for FFM measured by BIA, D 2 O-dilution, DXA and SFs, respectively. For these methods, the difference between FFM 4C ÀFFM 2C significantly correlated with the mean of FFM 4C and FFM 2C .
REE vs FFM
REE data as measured and normalized for FFM are given in Table 4 . Men had significant higher absolute values of REE, but a lower ratio REE/FFM. REE normalized for FFM ranged between 130 (REE/FFM SF , REE/FFM ADP , REE=FFM D2O ) and 132 kJ/kg FFM (REE/FFM BIA ) in the whole group. These differences were not statistically significant.
In Table 5 , regression equations predicting REE from body weight or from FFM assessed by different methods are given. For FFM, the intercept varied between 1.23 MJ (FFM ADP ) and 1.64 MJ (FFM SF ). The slopes of the regression equations ranged from 0.100 MJ/kg (FFM SF ) to 0.108 MJ/kg ðFFM D2O Þ. Variance of REE that is explained by FFM lay between 69% (FFM BIA ) and 75% (FFM DXA ). FFM DXA reached the highest explained variance in REE, followed by FFM ADP and FFM 4C . Body weight only explained 46% of the variance in REE. Compared to the REE prediction by FFM 4C , the intercept was approximately 0.96 MJ higher, whereas the slope was 0.04 MJ/kg lower. The standard error of the estimate of REE prediction was approximately 260-340 kJ higher using body weight as independent variable compared with FFM. Including the additional predictors age, sex and height in the model for REE prediction 71% of the variance in REE was explained.
Use of REE prediction algorithms
Calculating REE from the different equations shown in Table 5 at a hypothetical FFM of 40 and 80 kg (Table 6 ), the data revealed that at 40 kg FFM, calculated REE varied between 5.56 MJ (FFM ADP ) and 5.66 MJ (FFM SF ), respectively. When compared with FFM 4C , the highest overestimation of REE resulted from SF-derived FFM. At a high FFM of 80 kg, mean differences between the 4C-model and the other methods for body composition analysis were similar. REE Resting energy expenditure and body composition O Korth et al calculated from SF-derived FFM showed the highest underestimation with 0.20 MJ (approximately 2.6% of REE) when compared to the 4C-model. In contrast, all other methods based on a 2C-model, showed a high agreement with REE prediction from FFM 4C at 80 kg FFM. At 80 kg FFM, CVintra for REE prediction was slightly higher than at 40 kg FFM.
Discussion
Regression equations for prediction of REE varied depending on the method used to assess FFM. However, there were only minor differences in the FFM-explained variances of REE. In addition, accuracy of the prediction of REE from FFM 4C did not exceed FFM 2C derived estimates. Maximum differences in the slopes and the intercepts of the REE on FFM regression lines were 8 kJ/kg FFM and 414 kJ, respectively (Table 5 ). In the 'normal' range of FFM (i.e. 40-80 kg) the differences in predicted REE were not significant. Our data suggest that differences in published REE prediction algorithms based on FFM (Table 1) are not explained by the different methods used for body composition analysis. By contrast, the large differences in the results obtained from published FFM-based REE prediction equations (Table 1 ) suggest a population-and/or investigator specificity of REE measurements. Therefore, choosing the appropriate REE-predictive algorithms in epidemiological or clinical practice should be based on the agreement of the study population and protocol with the characteristics of the reference population and study protocol used for generation of the algorithm. In an analysis combining 174 publications, Cole and Henry (2005) found a 3.7-7.3% higher REE in subjects of Caucasian ethnicity when compared with non-Caucasians. However, these authors also found great Resting energy expenditure and body composition O Korth et al differences in REE that were unexplained by population differences (e.g. differences in body composition). They concluded that undocumented differences in the measurement technique of REE (apart from the difference between open-and closed-circuit systems) may have contributed to the heterogeneity of REE data observed in different publications. Thus, besides population specificity, investigator or measurement protocol-dependent factors add to differences between FFM-based REE prediction equations.
Our data show that the variance in REE prediction explained by FFM was considerable higher than the variance explained by body weight (R 2 ¼ 0.74 vs R 2 ¼ 0.46, Table 5 ).
In most studies, FFM explained 60-85% of the variance in REE. In studies including only small numbers of subjects, the explained variance from FFM may exceed 80% (Cunningham, 1991) . The R 2 -value for body weight found in our study (0.46) was lower than that found by other authors, for example van der Ploeg and Withers (2002) with 0.52. As FFM can be expressed by a function of age, sex, height and body weight (in our subjects body weight, height, sex and age explained 88.8% of the variance in FFM), these variables together explained 71% of variance in REE. These findings are similar to previous results of our group where R 2 was 0.72 for REE prediction from weight, height, sex and age (Müller et al., 2004) . Thus, when compared to FFM body weight alone was inferior as a predictor of REE. The predictive power of body weight can be substantially improved by the inclusion of height, sex and age.
In an individual subject, a lower precision of the measurement of FFM (i.e. using SFs and BIA) could adversely affect the accuracy of REE prediction. This is suggested by the higher CVintra in case of field methods like anthropometry and BIA (see Subjects and methods) and the results of the limits of agreement analysis (Table 3) . However, the precision of the body composition method seems to be of minor importance for the accuracy of REE prediction, as the s.d. of REE/FFM SF and REE/FFM BIA did not exceed those of more precise methods like DXA, ADP, D 2 O-dilution or a 4C-model (Table 4) . Additionally, the standard error of the estimate of REE prediction by weight, height, sex and age (788 kJ/day) was well within the range of SEEs from different FFM-derived prediction equations (719-805 kJ/day, Table 5 ), implying that with respect to REE prediction there may be no advantage of more accurate body composition assessments.
In conclusion, differences in the slopes and the intercepts of the regression lines between REE and FFM depended on the methods used for body composition analysis. However, mean differences in the prediction of REE between the methods based on 2C-models and the 4C-model were small and do not explain the differences in the results for REE prediction from published FFM-based equations. These differences are therefore more likely due to different characteristics of the reference populations or may be explained by different study protocols (i.e. they are considered to be investigator dependent). FFM was a better predictor for REE than body weight alone. 
