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I discuss a Born (~ → 0) approximation of hadrons, motivated by a
general feature of the data: The spectra of hadrons reflect their valence (qq¯
or qqq) constituents, whereas hard scattering reveals a prominent sea quark
distribution. Why do the sea quark d.o.f’s not imply a richer spectrum?
I look for an approach that can reconcile the quark and parton model
descriptions of hadrons, and consider how this physics could emerge from
the QCD Lagrangian. The possibilities are reduced by insisting that the
approximation should be simple, yet adhere to the rules of quantum field
theory. One might suspect that no such method exists – but the Born
approximation presents itself. The description of relativistic bound states
that it brings has interesting features which merit further exploration.
PACS numbers: 12.38.Aw
HIP-2010-25/TH
1. Introduction
Hadrons have an intriguing double nature, which seems paradoxical
based on our experience with non-relativistic bound states. On the one
hand, meson and baryon quantum numbers are successfully classified in
terms of their valence quark (qq¯, qqq) constituents [1]. Their gluon degrees
of freedom are not evident, as shown by inconclusive searches for glueballs
and hybrids. The quark model is generally successful in explaining masses
and magnetic moments (with the notable exception of the pion mass).
On the other hand, deep inelastic scattering shows that there are many
gluons and sea quarks in hadrons. As seen in Fig. 1 there is an abundance
of sea quarks even at the lowest Q2 to which parton distributions may be
reasonably extrapolated [2]. Since the proton is an ultra-relativistic bound
state it is hardly surprising that it contains many light quark pairs.
∗ Presented at the 50th Cracow School of Theoretical Physics, 9-19 June 2010 in Za-
kopane, Poland.
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Fig. 1: Left plot: F2 vs x for various low Q
2 values. Right plot: Sea and gluon PDF distributions extracted from a global PDF
fit including these data.
jets with P 2t ∼ Q2 and low-x, because LO DGLAP evolution has strong kt ordering, from the target
to the probe, and thus it cannot produce such events. The rate is also suppressed for NLO DGLAP.
However BFKL evolution has no kt ordering and thus a larger cross-section for such events at both LO
and NLO. The data do indeed show an enhancement of forward jet cross-sections wrt conventional NLO
DGLAP calculations. However this cannot be regarded as a definitive indication of the need for BFKL
resummation because conventional calculations at higher order, O(α3s), do describe the data.
However, as we have already mentioned, even though conventional calculations do give reasonable
fits to data, the peculiar behaviour of the low-x, low-Q2 gluon gives us cause for some concern. Thorne
and White have performed an NLL BFKL resummation and matched it to NLO DGLAP at high-x in
order to perform a global PDF fit. When this is done the gluon shape deduced from the scaling violations
of F2 is a lot more reasonable and a good fit is found to global DIS data, see the talk of C.White in these
proceedings. A similar improvement to the gluon shape is got by introducing a non-linear term into the
evolution equations, as done by Eskola et al [1]- but although this work has been widely used to give
non-linear PDFs one must remember that it is limited to leading order.
These analyses make us suspect that the conventional formalism could be extended, but they are
still not definitive. A different perspective comes from considering the low-x structure function data
in terms of the virtual-photon proton cross-section: at low-x, σ(γ∗p) ∼ 4piα2F2/Q2. The data are pre-
sented in this way in Fig. 2 left-hand-side. A rise ofF2(x) ∼ x−λ, implies a rising cross-section withW 2,
the centre-of mass energy of the photon-proton system, σ(W 2) ∼ (W 2)λ (since x = Q2/W 2 at low-x).
However, the real-photon proton cross-section (and all high energy hadron-hadron cross-sections) rises
slowly as (W 2)α−1, where, α = 1.08, is the intercept of the soft-Pomeron Regge trajectory. Thus the
data on virtual-photon proton scattering are showing something new - a faster rise of cross-section than
predicted by the soft-Pomeron which has served us well for many years. In Fig. 2 right-hand-side we
show the slope of this rise, λ = (α− 1), as calculated from the data, λ = ∂lnF2/∂ln(1/x). One can see
a change in behaviour at Q2 ∼ 0.8GeV2 as we move out of the non-perturbative region -where the soft
pomeron intercept gives a reasonable description of the data -to larger Q2. Does this imply that we need
a hard Pomeron as well?
Dipole models have given us a way to look at virtual-photon proton scattering which can model
x 110–110–210–310–4
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Table 14.2: Suggested qq quark-model assignments for some of the observed light mesons. Mesons in bold face are included in the Meson
Summary Table. The wave functions f and f ′ are given in the text. The singlet-octet mixing angles from the quadratic and linear mass
formulae are also given for the well established nonets. The classification of the 0++ mesons is tentative and the mixing angle uncertain
due to large uncertainties in some of the masses. Also, the f0(1710) and f0(1370) are expected to mix with the f0(1500). The latter is
not in this table as it is hard to accommodate in the scalar nonet. The light scalars a0(980), f0(980), and f0(600) are often considered as
meson-meson resonances or four-quark states, and are therefore not included in the table. See the “Note on Scalar Mesons” in the Meson
Listings for details and alternative schemes.
n 2s+1!J J
PC I = 1 I = 1
2
I = 0 I = 0 θquad θlin
ud, ud, 1√
2
(dd− uu) us, ds; ds, −us f ′ f [◦] [◦]
1 1S0 0
−+ pi K η η′(958) −11.5 −24.6
1 3S1 1
−− ρ(770) K∗(892) φ(1020) ω(782) 38.7 36.0
1 1P1 1
+− b1(1235) K1B† h1(1380) h1(1170)
1 3P0 0
++ a0(1450) K
∗
0(1430) f0(1710) f0(1370)
1 3P1 1
++ a1(1260) K1A
† f1(1420) f1(1285)
1 3P2 2
++ a2(1320) K
∗
2(1430) f
′
2(1525) f2(1270) 29.6 28.0
1 1D2 2
−+ pi2(1670) K2(1770)† η2(1870) η2(1645)
1 3D1 1
−− ρ(1700) K∗(1680) ω(1650)
1 3D2 2
−− K2(1820)
1 3D3 3
−− ρ3(1690) K∗3(1780) φ3(1850) ω3(1670) 32.0 31.0
1 3F4 4
++ a4(2040) K
∗
4(2045) f4(2050)
1 3G5 5
−− ρ5(2350)
1 3H6 6
++ a6(2450) f6(2510)
2 1S0 0
−+ pi(1300) K(1460) η(1475) η(1295)
2 3S1 1
−− ρ(1450) K∗(1410) φ(1680) ω(1420)
† The 1+± and 2−± isospin 1
2
states mix. In particular, the K1A and K1B are nearly equal (45
◦) mixtures of the K1(1270) and K1(1400).
The physical vector mesons listed under 13D1 and 2
3S1 may be mixtures of 1
3D1 and 2
3S1, or even have hybrid components.
July 24, 2008 18:04
The Quark Model gets the dof’s right
From the 2008 PDG Review of Particle Physics.
Mesons
Quantum numbers
reflect valence dof’s
Sea quarks are abundant
Fig. 1. The Quark model (left) describes the hadron spectrum solely in terms
of the valence constituents. The parton model (right) views hadrons as having
important gluon and sea quark components. The sea quark and gluon distributions
at Q2 = 1 GeV2 (lower right) are taken from [2].
So why do the sea quark degrees of freedom not contribute to the spec-
trum? This is most likely related to their relativistic nature. Time-ordered
perturbation theory shows that the intermediate states which contribute
to scattering processes are frame-dependent. Fig. 2 illustrates how a co-
variant Feynman diagram describing Coulomb scattering from an external
source breaks into two time-ordered contributions. The relative weight of
the second “Z”-diagram, which describes a particle pair fluctuation, de-
pends on the frame. In the limiting case of the infinite momentum frame
the Z-diagram is absent altogether. The Fock state structure of bound state
wave functions must be similarly frame dependent. However, the quantum
numbers of the bound state cannot change under boosts. Particle pair fluc-
tuations apparently do not “count” as constituent degrees of freedom.
The above argument is rather vague. It may, however, be formulated
more precisely for electrons bound in a time-independent Coulomb potential
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Fig. 2. Coulomb scattering from a time-independent source preserves the energy
component p0 = E of the scattering particle (covariant Feynman diagram on the
left). In (t,p) space the amplitude is given by the sum of two time-ordered diagrams
(right). The second “Z”-diagram has a three-particle intermediate state.
+ + ...+ k1 k2
S
K KS Sp0,0 p0, p
pG(p
0,p) = 
S
k
Fig. 3. The Green function G formed by multiple interactions (K) of an electron
propagating (S) in a static Coulomb potential. The initial and final electron mo-
menta are denoted (p0,0) and p = (p0,p).
[3, 4]. The Green function G(p0,p) of the electron shown in Fig. 3 has poles
at the bound state energies, say at p0 = ER,
G(p0,p) = S + SKS + SKSKS + . . . = S + SKG =
R(ER,p)
p0 − ER + . . . (1)
The last equality displays this pole contribution, whose residue R(ER,p)
satisfies the Dirac equation in momentum space.
Due to the static nature of the potential the interactions transfer only 3-
momentum, conserving the energy component p0 of the electron momentum.
Hence for p0 > 0 none of the intermediate electron propagators S(p0,k)
depend on the iε prescription at p0 = −Ek, with Ek =
√
k2 +m2. The
Green function G(p0,p) in (1) is thus exactly the same whether a Feynman
or Retarded prescription is used for the intermediate electron propagators,
SF/R(p
0,k) ≡ i p
0γ0 − k · γ +m
(p0 − Ek + iε)(p0 + Ek ∓ iε) (2)
In particular, the energy ER of the bound state is unaffected by the iε
prescription.
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Expressing each intermediate propagator S(p0,k) in (1) as a Fourier
transform of the time-ordered S(t,k) reveals the intermediate states that
contribute to the electron’s bound state wave function at an instant of time
t. Since Feynman propagators have support for t < 0 they give rise to Z-
diagrams as in Fig. 2. Retarded propagators on the other hand only allow
forward motion in time,
SR(t,k) =
θ(t)
2Ek
[
(Ekγ
0 − k · γ +m)e−iEkt + (Ekγ0 + k · γ −m)eiEkt
]
(3)
and give no Z-diagrams. Hence there is no pair production and the bound
state appears to contain a single electron, which can have either positive or
negative energy. The distribution of this electron is given by the standard
bound state wave functions determined by the Dirac equation.
Even though this was a rather trivial example, the conclusion is inter-
esting. The same bound state can be described using two quite different
equal-time wave functions. The “true” picture is given by the Feynman
propagator and leads to a wave function with Fock states containing any
number of pairs. The momentum distributions of all those pairs should be
specified to fully describe the bound state. On the other hand, the same
bound state is described by the usual Dirac single particle wave function
when retarded propagators are used.
2. The ~ expansion
The possibility to describe relativistic Dirac bound states using a single
particle wave function, in spite of the multiple pairs they contain, is analo-
gous the dual nature of hadrons depicted in Fig. 1. Specifically, the Dirac
spectrum reflects only the degrees of freedom of the single electron. Can
such a description be extended to bound states formed by the interactions
of relativistic particles, without an external potential?
The use of retarded propagators in the Dyson-Schwinger equation (1)
was allowed due the absence of loops. All of the diagrams in Fig. 3 are
tree-level, Born diagrams. Does the concept of “Born approximation” ex-
ist for bound states? For scattering amplitudes the tree approximation is
generally a good first approximation. Similarly, adding loop corrections to
the propagators and vertices in Fig. 3 should not substantially change the
nature of the Dirac bound states.
Tree diagrams are generally regarded as the leading contribution to scat-
tering amplitudes in the limit where the Planck constant ~→ 0 [5]. This is
also the limit where one expects the laws of classical physics to apply. The
fact that there are no classical bound states would suggest that there can
be no Born level bound states, either. However, the relation between the
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~ → 0 limit and classical physics is not straightforward [6], as I shall next
demonstrate for the harmonic oscillator [4].
The non-relativistic propagation of a particle from (ti, xi) to (tf , xf ) in
a potential V (x) = 12mω
2x2 is given by the path integral
A(xi, xf ; tf − ti) =
∫
[Dx(t)] exp
[
im
2~
∫ tf
ti
dt(x˙2 − ω2x2)
]
=
∫
[Dξ(t)] exp
[
im
2
∫ tf
ti
dt(ξ˙2 − ω2ξ2)
]
(4)
In the second equality the explicit dependence on ~ was removed by scaling
the coordinates as ξ ≡ x/√~ (the Jacobian is irrelevant for this discussion.).
The full quantum mechanical bound state structure of the harmonic oscilla-
tor thus persists as ~→ 0 in terms of the scaled variables ξ. The usual argu-
ment that the rapid oscillation of exp(iS/~) selects classical paths for which
the action S is stationary fails for propagation over distances of O
(√
~
)
,
where the variation of the action itself is of O (~). It is only propagation
between fixed (~-independent) positions xi, xf which becomes classical in
the ~ → 0 limit, since that involves highly excited levels (En = ~ω(n + 12)
with n of order 1/~).
For the harmonic oscillator the concept of a Born approximation for
bound states is rather trivial, since the dynamics in the rescaled variables is
independent of ~. In gauge field theory the ~ dependence is more interesting.
Rescaling the fields of the QED action gives
SQED/~ = 1~
∫
d4x
[
ψ¯(i/∂ − e˜ /A− m˜)ψ − 14FµνFµν
]
(5)
=
∫
d4x
[
¯˜
ψ(i/∂ − e˜
√
~ /˜A− m˜)ψ˜ − 14 F˜µνF˜µν
]
(6)
where in the latter expression
ψ˜ ≡ ψ/
√
~, A˜ ≡ A/
√
~. (7)
The ~ dependence now appears exclusively in the interaction term, in the
combination e˜
√
~.
The dimensions of the fields and parameters in the action (5) can be
easily worked out given that SQED/~ is dimensionless, and the dimension
of ~ in terms of energy E and length L is [~] = E · L (for c = 1). Thus
[ψ] = E1/2 · L−1, [A] = E1/2 · L−1/2, [m˜] = 1/L and [e˜] = E−1/2 · L−1/2.
The coupling e˜ appearing in the action S in (5) has a different dimension
than the classical charge, [e] = E1/2 · L1/2 = [e˜~]. The dimensionless fine
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structure constant is then
α ≡ e
2
4pi~
=
e˜2~
4pi
(8)
Each loop correction brings a factor e˜2 in the amplitude and thus also one
power of ~, if e˜ is independent of ~. Born (tree-level) approximations are
thus obtained in the ~→ 0 limit at fixed e˜ 1.
+ + + ...+
Fig. 4. Sum of ladder diagrams which reduces to the tree diagram sum of Fig. 3
when the antifermion mass tends to infinity.
The tree-level diagrams shown in Fig. 3, whose sum gives the Coulomb-
Dirac bound states, stem in field theory from the crossed and uncrossed
ladder diagrams shown in Fig. 4 [7]. One of the charged particles turns into
the source of the Coulomb potential as its mass tends to infinity (in its rest
frame). In contrast to what I said above, ladder diagrams with loops in this
case give tree-level (Born) dynamics. This is possible since the bound state
momenta depend on ~. Atomic binding energies are of O (α2m) and hence
∝ ~2 according to (8). In order to stay at the position of a bound state pole
as ~→ 0 the momenta must be reduced accordingly. Propagators with loop
momenta of O (αm) give inverse powers of momenta which cancel factors
of α = e˜2~/4pi in the numerator. Hence all ladder diagrams contribute at
the same order of α and ~, allowing the perturbative sum to diverge at
the bound state energies for any α. Loop corrections to propagators and
vertices on the other hand give genuine higher order corrections in α and ~.
3. Hamiltonian formulation of Dirac states
The QED Hamiltonian creates electron-positron pairs from the pertur-
bative vacuum |0〉 in the presence of an external Coulomb potential. This
reflects the Z-diagram contributions shown in Fig. 2, and implies that elec-
tron bound states must have Fock components with an unlimited number
of pairs. I shall now discuss how a Hamiltonian approach without pair pro-
duction may be formulated, which corresponds to the retarded propagation
1 In a study of how classical physics emerges from quantum field theory it may be
more natural to keep the classical charge e fixed as ~→ 0 [6]. It then turns out that
classical fields get contributions also from quantum loops.
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discussed above. In the next Section I apply it to bound states formed by
mutual interactions of relativistic particles [3]. Due to the absence of loop
contributions this Hamiltonian formulation is equivalent to the standard
one only at the Born level.
Particle production is suppressed and retarded propagators obtained
when the boundary condition is specified by the “retarded vacuum”,
|0〉R = N−1
∏
p,λ
d†p,λ|0〉 (9)
where the product is over all momenta p and helicities λ of the antifermion
creation operator. The normalization factor N is fixed by R〈0|0〉R = 1. In
the retarded vacuum
bp,λ|0〉R = d†p,λ|0〉R = 0 and hence ψ(x)|0〉R = 0 (10)
where ψ(x) is the free (interaction picture) fermion field. Consequently the
retarded propagator (3) is given by the standard operator matrix element
in the retarded vacuum,
SR(x− y) = R〈0|T [ψ(x)ψ¯(y)] |0〉R (11)
The negative energy contribution to the propagator arises from the d†d
term, which represents the removal of a positive energy antifermion from
|0〉R. The interaction Hamiltonian annihilates the retarded vacuum,
HI(t)|0〉R = e
∫
d3xA0(x)ψ†(t,x)ψ(t,x)|0〉R = 0 (12)
which ensures the absence of particle production.
A fermion bound state at t = 0 may be parametrized in terms of its
4-component Dirac (c-number) wave function ϕ(x) as
|E, t = 0〉 ≡
∫
d3xψ†(t = 0,x)ϕ(x)|0〉R
=
∫
d3p
(2pi)3 2Ep
∑
λ
[
u†(p, λ)ϕ(p)b†p,λ|0〉R + v†(−p, λ)ϕ(p)d−p,λ|0〉R
]
(13)
The negative energy components of ϕ(p) describe a state where d−p,λ has
removed a positive energy antifermion from |0〉R. For the bound state to be
stationary in time each Fock state amplitude φ(t,x) must satisfy
φ(t,x) ≡ R〈0|ψ(t,x)|E, t〉 = e−iEtφ(0,x) (14)
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where φ(0,x) = ϕ(x) follows from
{
ψα(t,x), ψ
†
β(t,x
′)
}
= δ3(x − x′) δαβ
and ψ(x)|0〉R = 0.
The time dependence of |E, t〉 is given by the interaction Hamiltonian
(12). The stationarity requirement for the bound state at t = 0 is then
i
dφ(0,x)
dt
= R〈0|idψ(0,x)
dt
|E, 0〉+ R〈0|ψ(0,x)HI |E, 0〉 = Eφ(0,x) (15)
The interaction picture fields satisfy
i
dψ(t,x)
dt
= γ0(−i∇ · γ +me)ψ(t,x) (16)
and, making use of R〈0|ψ†(t,x) = 0,
R〈0|ψ(0,x)HI |E, 0〉 = eA0(x)ϕ(x) (17)
Using these relations in (15) gives the Dirac equation for the wave function
ϕ(x) of a bound state of energy E in the external potential A0(x),
(−i∇ · γ + eγ0A0(x) +me)ϕ(x) = Eγ0ϕ(x) (18)
4. Hamiltonian formulation of mesons in QCD
4.1. The importance of Coulomb exchange
The above derivation of QED bound states in an external Coulomb po-
tential, based on the retarded vacuum |0〉R, gave the correct (Dirac) bound
state energy and quantum numbers at the Born level. I now discuss how
this method may be applied to Born level meson (qq¯) bound states in QCD.
The wave function will describe a two-body state, whereas, like in the Dirac
case, the same bound state formulated on the standard vacuum |0〉 has an
indefinite number of sea quark pairs.
The instantaneous Coulomb potential is determined by the positions
of the charged constituents through Gauss’ law. Since transverse gluons
propagate in time their exchange involves intermediate states which include
gluons. The derivation below concerns the valence qq¯ Fock states only and
thus applies insofar as Coulomb exchange is dominant. This is trivially
the case in D = 1 + 1 dimensions, where there are no transverse degrees
of freedom. However, the derivation applies also in D = 3 + 1 dimensions
provided one allows for a homogeneous solution of Gauss’ law (Section 4.4
below). This gives rise to a linear Coulomb potential which is of lower order
in αs compared to the contribution of transverse gluon exchange. The linear
potential is of course doubly welcome as a way of providing confinement.
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4.2. The ud¯ wave function χ and its gauge dependence
The ud¯ bound state at t = 0 is analogously to (13) expressed as
|E, t = 0〉 =
∫
d3y1d
3y2 ψ
A†
u (t = 0,y1)χ
AB(y1,y2)ψ
B
d (t = 0,y2)|0〉R (19)
where now
|0〉R = N−1
∏
p,λ,A
dA†u (p, λ) b
A†
d (p, λ)|0〉 (20)
includes a product over colors. The wave function χ which describes the
state (19) is gauge dependent. Invariance of |E, t〉 under time-independent
gauge transformations ψ(t,x)→ U(x)ψ(t,x) implies
χ(y1,y2)→ U(y1)χ(y1,y2)U †(y2) (21)
As an ansatz for a bound state solution I assume the existence of a gauge
where the wave function is diagonal in color,
χAB(y1,y2) = δ
ABχ(y1,y2) (22)
The stationarity condition for the bound state wave function corresponding
to (14) is
φCDαβ (t;x1,x2) ≡ R〈0|ψD†dβ (t,x2)ψCuα(t,x1)|E, t〉 = e−iEtφCDαβ (t = 0;x1,x2)
(23)
where φαβ(t = 0;x1,x2) = χαβ(x1,x2).
4.3. The qq¯ matrix element of the gluon equations of motion
The gluon field is determined by the equations of motion for each Fock
state, i.e., for each qq¯ configuration with the u-quark of color C located at
x1 and the d¯-antiquark of color D at x2. The corresponding matrix element
of the equation of motion,
R〈0|ψD†dβ (t,x2)ψCuα(t,x1)
×
[
∂µF
µν
a + gfabcF
µν
b A
c
µ − g
∑
f=u,d
ψ¯Af γ
νTABa ψ
B
f
]
|E, t〉 = 0 (24)
should vanish to leading order in g. This gives
χCD(x1,x2)
[
∂µF
µν
a + gfabcF
µν
b A
c
µ
]
= g δ3(x− x1)TCAa γ0γνχAD(x1,x2)
− g δ3(x− x2)χCA(x1,x2)γ0γνTADa
(25)
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Only the color diagonal a = 3, 8 components of the Aµa fields can be non-
vanishing in the gauge where the wave function has the color structure (22).
Then the commutator contributions vanish and the solution is abelian.
In D = 1 + 1 the Coulomb potential A03,8 is linear and we may set
A13,8 = 0. The bound state wave functions can then be derived as in Section
4.5 below.
4.4. The linear potential in 3+1 dimensions
The field equations are consistent with an instantaneous linear potential
even in D = 3 + 1 dimensions. The homogeneous solution
A0a(x) = Λ
2
a
ˆ`
a · x (a = 3, 8) (26)
trivially satisfies ∇2A0a = 0 for any (x-independent) values of the param-
eters Λa and unit vectors ˆ`a. Being of O
(
g0
)
this solution dominates the
O (g) fields generated by the quark sources. Hence we may set Aa = 0 at
leading order in g, ignoring transverse gluon exchange and the higher Fock
components this would entail. Note that this is true also for relativistic
constituents and in all coordinate frames.
The fact that (26) (withAa = 0) solves the field equations (25) at O
(
g0
)
implies that the action is stationary under local variations of the fields. The
action should also be stationary under variations of the global parameters
Λa, ˆ`a of the potential (26). This will ensure that the solution has rotational
and color symmetry.
The lagrangian density F aµνF
µν
a has an O
(
g0
)
contribution from the
square of the homogeneous solution (26), anO (g) term from the interference
of the homogeneous solution with the A0a=3,8 fields generated by the quark
sources in the field equations (25), and O (g2) contributions from squares
of the O (g) fields. We need to consider the action at O (g) and thus also
the field equations for A0a=3,8 including the O (g) quark sources,
−∇2A0a(x) = g TCCa
[
δ3(x− x1)− δ3(x− x2)
]
(a = 3, 8) (27)
(no sum on the quark color C). The solution
A0a(x;x1,x2, C) = Λ
2
a
ˆ`
a ·x+ gT
CC
a
4pi
(
1
|x− x1| −
1
|x− x2|
)
(a = 3, 8)
(28)
depends on the positions and color of the quarks, as well as on the param-
eters Λa, ˆ`a of the homogeneous solution. The instantaneous gluon action
Hoyer˙Zakopane printed on October 30, 2018 11
with this Coulomb field is
− 1
4
∑
a
∫
d3xF aµνF
µν
a =
1
2
∑
a
∫
d3x (∇A0a)2 (29)
=
∑
a=3,8
[
1
2
Λ4a
∫
d3x+
1
3
gΛ2a T
CC
a
ˆ`
a · (x1 − x2) +O
(
g2
)]
The parameter
∑
a=3,8 Λ
4
a is multiplied by the (infinite) volume of space.
This term does not affect bound state evolution provided it is the same for
all qq¯ configurations. Hence we must require that
Λ4 ≡
∑
a=3,8
Λ4a (30)
is a universal constant, independent of x1,x2 and the quark color C. The
O (g) interference term in (29) is stationary wrt. variations of the unit vec-
tors ˆ`a provided ˆ`a ‖ x1−x2. Choosing ˆ`a = TCCa (x1−x2)/|TCCa (x1−x2)|
gives (as seen below) an attractive linear potential.
The (instantaneous) action (29) should be stationary also wrt. variations
in the ratio Λ3/Λ8 which leaves Λ in (30) invariant. For quarks of color
C = 1 the extremum of the O (g) term in (29) is obtained for Λ23/Λ28 =
√
3:
SC=1int = max
{
g
6
(
Λ23 +
1√
3
Λ28
)
|x1 − x2|
}
=
gΛ2
3
√
3
|x1 − x2| (31)
The calculation is the same for C = 2, whereas for C = 3 the extremum is
obtained for Λ23/Λ
2
8 = 0:
SC=3int = max
{
gΛ28
3
√
3
|x1 − x2|
}
=
gΛ2
3
√
3
|x1 − x2| (32)
The factorization of the color dependence as in the ansatz (22) requires that
the interactions are the same for all color components, i.e., that SC=3int =
SC=1int ≡ Sint. The equality of (31) and (32) was ensured by the color singlet
nature of the action (29) and the color covariance of the equations of motion.
4.5. Bound state equation
Having determined the parameters Λa and ˆ`a in the A
0
a potential (28)
for each Fock state I proceed to impose the stationary time dependence (23)
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on the bound state. Analogously to the Dirac case (15) I get
i
dφCDαβ (0;x1,x2)
dt
= E φCDαβ (0;x1,x2) = (33)
= R〈0|i
dψD†dβ (0,x2)
dt
ψCuα(0,x1)|E, 0〉+ iψD†dβ (0,x2)
dψCuα(0,x1)
dt
|E, 0〉
+R〈0|ψD†dβ (0,x2)ψCuα(0,x1)[HI(0)− Sint]|E, 0〉
Here the Coulomb energy −Sint stored in the gluon field contributes to the
Hamiltonian with the opposite sign compared to the action (29). Using
the time dependence (16) of the fields, the color structure (22) of the wave
function and the interaction hamiltonian
HI(t) = g
∑
f=u,d
∫
d3xψA†f (t,x)A
0
a(x)T
AB
a ψ
B
f (t,x) (34)
gives the bound state equation
γ0(−i∇1 · γ +mu)χ(x1,x2)− χ(x1,x2)γ0(i∇2 · γ +md)
= [E − V (x1,x2)]χ(x1,x2) (35)
Not surprisingly, it has the form of a “double Dirac equation” and as such
was proposed a long time ago by Breit [8]. However, the approximations
required to derive this equation from the underlying gauge theory have been
clarified: lowest order in ~ (allowing the use of retarded propagation) as well
as lowest order in the coupling g. The potential must be linear,
V (x1,x2) =
2gΛ2
3
√
3
|x1 − x2| (36)
where Λ is a free parameter with dimension of mass. In D = 1+1 dimensions
even the perturbative potential is linear, with a coefficient∝ g2. InD = 3+1
the linear potential is obtained through a boundary condition for Gauss’ law
characterized by Λ through Eqs. (26) and (30).
5. Discussion
I have addressed an apparent paradox of hadron structure sketched in
Fig. 1: The quantum numbers of hadrons reflect only their valence degrees
of freedom (qq¯ or qqq) even though direct DIS measurements indicate that
there is a sea of quark pairs. This feature is closely related to the rela-
tivistic nature of hadrons, and is seen also for an electron in an external
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Coulomb potential. Dirac bound states have an infinite number of Fock
components due to pair production in the perturbative vacuum. The same
bound states are obtained at Born (no loop) level in a retarded vacuum,
which suppresses pair production. The wave function then describes a sin-
gle “valence” electron with both positive and negative energy components:
The standard Dirac wave function. This example is encouraging as it shows
that quantum numbers and mass spectra of relativistic bound states with
an infinite number of constituents can be addressed analytically.
Tree-level interactions are insensitive to the iε prescription of propaga-
tors, allowing the use of retarded boundary conditions. The basic approxi-
mation may thus be formulated as being of lowest order in ~, i.e., a Born
approximation for bound states [3, 4]. This approximation is valid for rela-
tivistic dynamics and provides a well defined starting point in the study of
hadron structure.
Another issue arises when the quark interactions are determined from
the field equations rather than imposed by an external potential. Rela-
tivistically moving charges generate transverse gauge fields which propagate
with finite speed. Hence transverse gluon exchange involves intermediate
Fock states with gluon constituents. This was demonstrated in QED for
the Hydrogen atom [9]. Part of the binding energy of atoms in relativistic
CM motion arises from transverse photon exchange and thus involves |epγ〉
Fock states in addition to the |ep〉 state which dominates in the rest frame.
A valence (qq¯ or qqq) description of hadrons is thus only possible when
the instantaneous Coulomb potential dominates transverse exchange. In
D = 1+1 dimensions this is trivially true since there are no transverse gauge
fields. In 3 + 1 dimensions the Coulomb field also dominates provided one
allows for a homogeneous, O (g0) solution of Gauss’ law. Such a solution
gives a constant color field extending to infinity and would seem to be
unphysical. However, the instantaneous field is determined separately for
each quark configuration and thus depends on the position and color of the
constituents. The combined field strength far from color singlet hadrons
in fact vanishes due to the coherent sum over quark colors. Translation
invariance moreover requires that the hadrons be color singlets.
The linear potential is of course very welcome also since it provides color
confinement. I should emphasize that my analysis only shows that a linear
solution is consistent with QCD at leading order. It does not provide a
theoretical argument for why such a boundary condition must be used in
QCD. To this day we also lack a proof that QED does not confine – which
has not impeded theoretical progress.
An analysis similar to the one outlined above for mesons can be carried
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out also for baryons [3]. The potential turns out to be
V (x1,x2,x3) =
√
2gΛ2
3
√
3
√
(x1 − x2)2 + (x2 − x3)2 + (x3 − x1)2 (37)
when the three quarks are located at x1,x2,x3 and the color dependence
of the wave function is given by εABC . In the limit where two of the quarks
are close together the potential (37) approaches the linear one (36) wrt. the
position of the third quark. This construction is only possible when the
number of colors equals the number of valence quarks.
If the CM momentum k in the ud¯ meson state (19) is separated as
χ(x1,x2) = e
ik·(x1+x2)/2 χk(x1 − x2) (38)
the bound state equation reduces to
− i∇ · [α, χk(x)] + 12k · {α, χk(x)}+muγ0χk(x)− χk(x)γ0md
= (Ek − V )χk(x) (39)
Because the bound state constituents are at equal time in all frames the
k-dependence of the wave function χk is dynamical. However, the k-
dependence of the bound state energy must be kinematic, Ek =
√
k2 +M2.
Remarkably, the bound state equation (39) gives precisely this relation – and
only for a linear potential [10]. The wave function Lorentz contracts in an
intriguing way, since the boost parameter depends on the distance |x| be-
tween the quarks, tanh ζ = |k|/(Ek−V (|x|)). Non-relativistic bound states
(Ek  V ) Lorentz contract in the standard way.
The rest frame solutions of Eq. (39) have been studied using phenomeno-
logical potentials [11, 12]. The radial wave functions can be singular at r = 0
and at E − V (r) = 0. Solutions that are regular at both points have quan-
tized masses which lie on asymptotically linear Regge trajectories. The wave
function oscillates rapidly at large distances r between the quarks, where
V (r)  E. In this region the normalization per unit distance is constant,
which may reflect the virtual pairs of the color string.
The linear confining potential (36) appears as a “zeroth” order approx-
imation in a perturbative expansion. Perturbative contributions of O (αs)
from gluon exchange, quark annihilation and loops still need to be added.
This is consistent with the spirit of quark models, which typically assume a
potential of the form
V (r) = C r − CF αs
r
(40)
where a non-perturbative linear potential is added to perturbative gluon
exchange. This can be self-consistent provided αs is not too large even at
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the confinement scale Q2 = C, and if the linear potential may be effectively
treated as a lowest order term in a perturbative expansion.
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