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An unconventional oil and gas exploration technology for 3D/4D seismic imaging called Acoustic Zoom
(AZ) is described which offers high resolution and direct focusing of specular and non-specular back-
scatter energy returns in land and marine environments. A dense conﬁgurable source-receiver array
(with beam steering via phased array methods) is employed, with vertical stacking to suppress inco-
herent noise and adaptive classiﬁcation ﬁlters to detect and image the diffuse character of formations. By
design, the rich content of the non-specular backscatter energy is accentuated by directly probing un-
derlying geophysical properties of the earth (through appropriate choice of scattering Green function and
corresponding true amplitude weights). Each beamformed image is formed by the totality of the energy
backscattered in the direction and range of the corresponding beam. The methods described add value to
existing 3D seismic surveys by reconstructing the complementary components of recorded energy that
3D seismic rejects as incoherent noise. The application of the method in a proof-of-concept pilot study of
the Eagle Ford formation is introduced.
This paper introduces in detail the Acoustic Zoom seismic beamforming method as applied to the
imaging of diffuse non-spectral returns corresponding to subtle features in the earth's subsurface. Im-
aging of non-specular seismic returns requires signiﬁcant attenuation ð> 30 dB) of coherent background
interference (e.g. ground roll, specular reverberation) achieved by combining the narrow beam-width of
the receiver array with adaptive classiﬁcation and ﬁltering of specular energy using singular value
decomposition (SVD) and eigenstructure methods. This approach replaces conventional ﬁlters that could
introduce imaging artifacts greater than the non-specular signals being sought.
Acoustic P-wave imaging of the earth's subsurface using the Acoustic Zoom's ﬁxed position sensor
array and beam steering results in higher lateral and vertical resolutions than conventional 3D seismic
surveys. The energy returns along the symmetry axis of the underlying geology at zero offset over the
Eagle Ford formation analyzed are true backscatter returns that have interesting interpretative value in
their own right. When these specular returns are analyzed as “non-specular” backscatter, only the returns
along a “virtual well bore” for the zero-offset ray are imaged.
Theoretical issues arising from the beamforming method are discussed and observations regarding the
resulting Acoustic Zoom data acquired and processed are presented.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).St. Thomas Line, Paradise,
gne).
B.V. This is an open access article u1. Introduction
Guigne et al. (2013a, 2013b) and Guigne and Pace (2010) dis-
closed a method for acoustic imaging of the earth's subsurface
using a ﬁxed position sensor array and beam steering for seismic
surveying at higher lateral and vertical resolutions than conven-
tional 3D seismic surveys. The method combines both active and
passive interrogation of the subsurface with the same receivernder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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with stacking or beamforming of the transmitted energy. The
objective of the seismic beamforming approach described in this
paper is to determine material properties of the earth's subsurface
through active detection and discrimination of specular and non-
specular returns. The distinction between the current approach
and conventional migration is illustrated in Fig. 1.
The method of Guigne and Pace (2010) is based on a custom-
designed array with a large multiplicity of select seismic sensors
(1C or one-component sensor, 3C or three-component sensor) with
“dense” sensor spacing of adjacent sensors no greater than 1/2
wavelength to eliminate spatial aliasing of received signals at all
wavelengths of interest. It utilizes an array of broadband sources of
acoustic energy capable of loworder of transmit beam steering, and
a stationary source-receiver geometry to facilitate a multiplicity of
source activations and common-receiver (i.e. vertical) stacking for
incoherent noise suppression. Strict quality control of receiver trace
data is applied prior to data processing. Additionally, the method
incorporates beam steering to deﬁne the spatial response of the
sensor array to sharply focus with high lateral and vertical resolu-
tion at a particular 3D point in the earth's subsurface using travel-
times calculated in either time-migration or depth-migration do-
mains, and shading of the steered receiver beam to suppress the
side-lobe pass-band for coherent interference, with multiple ap-
plications of the above method at separated times to enable 4D
imaging of the subsurface.
Guigne et al. (2014a) discloses a system and method for accen-
tuating specular and non-specular seismic events from within
shallow subsurface rock formations. Specular reﬂections arise from
discontinuities in the acoustic impedance at layer boundaries in the
subsurface. Non-specular energy returns carry rich information de-
tailing the distribution of local heterogeneities as well as the spatial
distribution of specular discontinuities (Guigne et al., 2014b).
Backscattered energy potentially carries more information
regarding the local material properties of the subsurface than can be
inferred from conventional 3D seismic illumination of layer bound-
aries. The amplitudes of specular reﬂections greatly exceed those of
non-specular scatterers by one or more orders of magnitude.
Traditionally, beamformers are characterized through the
choice of weights employed to shape the response of the sensor
array. This is equivalent to deﬁning a spatial ﬁlter and theFig. 1. The seismic beamforming method images at beam angles greater than zero as
compared to conventional seismic imaging.underlying mathematical foundation is known as Wiener ﬁlter
theory. Although both the ﬁlter design theory and the inverse
modeling theory can both be related to generalized Radon trans-
form theory, the application of ﬁlter weights and integration
weights are not the same operation in practice, as will be discussed
in this paper.
The seismic beamforming method employs image-processing
techniques used in pattern recognition applications. These tech-
niques are known as Hough transforms, where a mathematical
expression of an object is expressed as a template that is
“compared” with an image under analysis, with the output of the
transform being the set of parameters (object position and gener-
alized object parameters like scale and orientation, for example)
that characterize all representations of the search object in the
original image.
The Hough transform can be related to the generalized Radon
transform by extending the Radon transform to include arbitrary
geometric object functions (Van Ginkel et al., 2004). Although the
pattern recognition problem can be related to the generalized
Radon transform in the same fashion as the ﬁlter design and inverse
modeling problems above, wemake the distinction that the pattern
recognition operation is one of classiﬁcation rather than ﬁltering or
tomography. In the Acoustic Zoom application, the classiﬁcation is
applied by deﬁning a template for a particular seismic sub-process
being imaged (the simplest example being a point diffraction cor-
responding to a non-spectral scattering process) and comparing
this template with an eigenstructure decomposition of the original
data. Optionally, template(s) may be deﬁned to identify major
source(s) of coherent interference.
Imaging diffuse non-specular backscattered energy returns in
the presence of signiﬁcant interference due to spectral energy
returns in the presence of ground roll, air waves, reverberation is
challenging. The ratio of spectral power to non-spectral power at
any given point in the subsurface can be 20 dB or more. Green's
theorem and Green functions are used to model the response of the
earth to acoustic waveﬁelds (see, for example, Morse and Feshbach
1953, or Jackson 1975). The Acoustic Zoom method images sec-
ondary sources in the subsurface that arise from interaction of
acoustic waves with underlying geology in the subsurface.
The Green function is also a function of the observation point
(the image point) in the subsurface. At the observation point, en-
ergy is returned to the measurement surface only if there is an
interaction that reﬂects (specular) or scatters (non-specular) the
acoustic waveﬁeld. Any energy observed on the measurement
surface can be modeled as being due to a “secondary source” at the
image point. Using Green's theorem, secondary sources can be
modeled as point sources in the subsurface (via volume integral
terms) or as monopole and dipole source terms on arbitrarily ori-
ented boundaries in the subsurface (via surface integral terms), or
both.
The detailed response of the earth gives rise to a radiation
pattern for the waveﬁeld that is observed on the surface. The ra-
diation pattern is the signature of the unknown geologic processes
that transform a known input wave ﬁeld (the primary source) into a
known output wave ﬁeld (the observed signals received and
recorded on the surface). The unknown geologic process will
modify the amplitudes and phases of every frequency component
of the incident wave ﬁeld.
Conventional seismic processing commonly seeks to cast the
imaging problem into convolutional form to allow efﬁcient pro-
cessing using Fourier transforms. In Acoustic Zoom, all
eigenstructure-based classiﬁcation and ﬁltering algorithms are
adapted to each individual image point. This casts the imaging
problem into a non-convolutional form. The substantial increase in
the computational cost is offset by the substantial increase in
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ogies. This adaptive processing allows the method to include more
realistic models of propagating waveﬁelds, including frequency
attenuation of the source wavelet, for example.
In the hierarchy of beamforming methods that includes delay-
sum (Bartlett beamformer), delay-ﬁlter-sum (Capon, Frost), and
adaptive delay-ﬁlter-sum, the approach is adaptive delay-classify-
ﬁlter-sum. The combination of beamforming and data processing
further suppresses the incoherent noise ﬂoor to negligible levels.
The primary objective of using the Acoustic Zoom method is to
image diffuse non-specular backscatter energy and thereby directly
probe underlying geophysical properties of the earth. The non-
specular returns detected by the approach have signiﬁcantly
lower coherent background interference because coherent inter-
ference is highly attenuated due to the narrow beamwidth of the
receiver array, and the beamformer method further suppresses
coherent interference through adaptive classiﬁcation and ﬁltering
of specular energy using singular value decomposition (SVD) and
advanced eigenstructure methods.
Although the objective is to treat all specular returns as coherent
interference that typically overwhelm the much weaker non-
specular signals, the energy returns along the symmetry axis of
the underlying geology at zero offset are true backscatter returns
that have interesting interpretative value in their own right. When
the specular returns are analyzed as “non-specular” backscatter,
only the returns along a “virtual well bore” for the zero-offset ray
are imaged. The remaining specular signal has much higher dy-
namic range than the corresponding conventional 3D seismic im-
age. Finally, the direct imaging of edge diffractions is introduced
into the seismic beamforming method by incorporating a polarity
reversal into the seismic signature of a point diffraction. The
resulting images have their own distinct structure compared to
conventional Kirchhoff scattering.
2. Mathematical and physical foundations of The Acoustic
Zoom seismic beamforming method
The goal is to apply beamforming methods to extract material
properties of the earth related to oil and gas reservoirs. Initially, the
simplest seismic signatures of acoustic waveﬁelds are being imaged
to directly probe structural discontinuities in the subsurface (such
as faults and fractures). These signatures correspond to point and
edge diffractions. The approach described below is in contrast with
indirect measures of these same properties in terms of the aniso-
tropic properties of the underlying medium. More importantly, the
aim is to image the diffused backscattered energy of non-spectral
returns in the presence of strong coherent sources of interference
from ground roll, spectral reﬂections and reverberation.
Beamforming methods have been widely applied to radio as-
tronomy, radar, sonar, communications, radio location systems,
satellite remote sensing, earthquake detection, nuclear test ban
compliance monitoring, ultrasonography, as well as global and
exploration seismology. The history of the application of beam-
forming methods to exploration seismology (see the review of
array seismology methods and applications by Rost and Thomas,
2002, 2009) dates back to the 1960s. The authors must acknowl-
edge the well-knownworks in the ﬁeld of geophysics by Claerbout
(1976, 1985), Scales (1995), Aki and Richards (1980), Berkhout
(1987) and Yilmaz (2001). A detailed discussion of tomography is
provided by the textbook of Kak and Slaney (1988).
One of the goals of this paper is not only to delineate physical
andmathematical foundations of the seismic beamformingmethod
as this is being implemented in the present context but also to
relate this foundation to existing seismic methodologies such as
migration, inversion theory, and tomography.2.1. The acoustic wave equation
The theory of acoustic wave propagation in heterogeneous
media is fundamental to imaging of the subsurface and extracting
material properties of commercial value.
Wave propagation can be expressed in terms of differential and/
or integral equations with solutions constrained to satisfy speciﬁed
boundary conditions. One of the fundamental links between the
seismic beamforming methods of the present method and inverse
scattering or tomographic imaging theories are the underlying
properties of the medium and the dynamics of waves propagating
in this medium.
The general wave equation for linearly elastic, arbitrarily
anisotropic, homogeneous (or weakly heterogeneous) media is
given by (Tsvankin 2012) as
r
v2ui
vt2
 cijkl
v2uk
vxjvxl
¼ Fi; (1)
where r is the density,t is the time, xj are the Cartesian coordinates,
fi are the components of the body force vector F ¼ ðF1; F2; F3Þ per
unit volume, ui are the components of the displacement vector
u ¼ ðu1;u2;u3Þ, and cijkl is the fourth-rank stiffness tensor that re-
lates stress and strain in the medium to displacements within the
medium. In this expression, repeated indices are summed (the
Einstein summation convention). Whenwaves are generated in the
medium by applied forces on the surface of the medium, the
propagation of waves in the medium may be described by the
corresponding homogeneous wave equation where F ¼ 0.
For small deformations, the strain tensor uik is given by
sik ¼
1
2

vui
vxk
þ vuk
vxi

: (2)
The wave equation cannot be solved for the displacements un-
less one deﬁnes the so-called “constitutive relations” that relates
stress to strain via the generalized Hooke's law.
tij ¼ cijklskl: (3)
The wave equation can then be expressed in terms of the stress
tensor tij as
r
v2ui
vt2
 vtij
vxj
¼ 0; (4)
The general stiffness tensor cijkl with 34 ¼ 81 components has at
most 21 independent components due to the following symmetries
amongst its indices: cijkl ¼ cjikl ¼ cijlk ¼ cklij. By virtue of these
symmetries, the stiffness tensor cijkl can be represented by a sym-
metric 6 6 “stiffness matrix” cik by mapping combinations of
paired indices ij and kl according to Voigt's recipe: 11/1, 22/2,
33/3, 23/4, 13/5, 12/6. The coefﬁcients of the stiffness tensor
represent the material properties of the medium through the above
generalized formulation of Hooke's law.
The symmetries of the medium are expressed through the
fourth-rank stiffness tensor cijkl. This in turn deﬁnes the symme-
tries of the differential operator cijklv
2=vxjvxl, which in general is a
tensor operator of rank 2, which can be formulated within the
general group of non-degenerate linear transformations in 3 di-
mensions, or GLð3Þ. GLð3Þ contains two subgroups corresponding to
translations and rotations in particular. Each symmetry of the
dynamical system can be associated with a corresponding conser-
vation law. Translational and rotational symmetries correspond to
conservation laws in terms of momentum and angular momentum
respectively.
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isotropic homogeneous medium where the stiffness tensor can be
described by 2 parameters (known as the Lame constants). A more
general set of 5 parameters was proposed by Thomsen (1986) to
describe the material properties of a medium with vertical
anisotropy and transverse isotropy (VTI) (see, for example, Tsvankin
(2012)). The VTI model is described in more detail below.
A trial solution for the homogeneous equationmay be expressed
in terms of plane waves or spherical waves. Plane waves are
eigenfunctions of the momentum operator. Following Tsvankin, a
harmonic plane wave trial solution is given by
u ¼ Ueiuðbn·x=VtÞ; (5)
where U ¼ ðU1;U2;U3Þ is the polarization vector, V is the phase
velocity, bn ¼ ðn1;n2;n3Þ is the unit vector normal to the constant
phase plane wavefront, and u is the angular frequency. The slow-
ness vector can be deﬁned as S ¼ bn=V . Substituting this trial solu-
tion into the homogeneous wave equation yields the Christoffel
equation for the phase velocity V and polarization vector U, orh
Gik  rV2dik
i
Uk ¼ 0; (6)
where the Christoffel matrix is deﬁned as
Gik ¼ cijklnjnl: (7)
The Christoffel equation is an eigenvalue equation that yields
three possible phase velocities for three orthogonal polarization
eigenvectors. The fastest velocity (or mode) corresponds to the P-
wave (pressure wave), and the remaining two velocities describe S-
waves (shear waves). In anisotropic media, there are no pure lon-
gitudinal pressure waves or transverse shear waves, hence the
terms “quasi-P” waves (or qP) or “quasi-S” waves (or qS) are used
(and, most frequently, the “quasi” nature of the modes in aniso-
tropic media is understood, and the “q” dropped).
Seismic traveltimes are related to the direction and velocity of
energy propagating through the medium, which is determined by
the group velocity of the seismic waves (rays) in the medium. In
anisotropic media, the group and phase velocity vectors are
generally different. While the phase velocities follow from solu-
tions to the wave equation, the traveltimes follow from the prop-
agation of seismic rays through the medium. Determining the
group velocity from phase velocity is described in more detail
below.
Spherical waves are a natural representation for the Acoustic
Zoom beamforming method. The single source illuminates the
subsurface with a spherical wave. Energy returns are focused ac-
cording to a spherical wave returning from individual image points.
The interaction at the image point must satisfy the constraint that
angular momentum through the interaction must be conserved.
This constraint will manifest itself as a radiation pattern over the
receivers in the measurement surface.
An isotropic medium can be described in terms of 2 parame-
tersdthe Lame parameters l and m. The symmetry group for this
medium is the group of orthogonal transformations, or O(3). The
symmetric stress tensor tij for this isotropic medium can be
expressed (see x4 of Landau and Lifshitz, 1970) in terms of its trace
tkk and a symmetric traceless tensor ðtij  tkkdij=3Þ as
tij ¼ Ktkkdij þ 2m

tij 
1
3
tkkdij

; (8)
where K ¼ lþ 2m=3 is the bulk modulus (or modulus of hydrostatic
compression) and m is the modulus of rigidity (or shear modulus).The ﬁrst term is a scalar that transforms like the L ¼ 0 spherical
harmonic under rotations and corresponds to the pressure wave
described above. The second term, a symmetric traceless tensor
with 2Lþ 1 ¼ 5 independent components (or polarizations),
transforms like the L ¼ 2 spherical harmonics under rotations and
corresponds to a “pure shear” wave. As each of these waves has a
different velocity, these waves separate in time with known sym-
metry properties under rotations.
As will be described in more detail below, the objective of the
seismic beamformingmethod is to extract material properties from
the radiation patterns that are recorded at the measurement sur-
face arising from the coupling of acoustic waves of known sym-
metry at the source and a presumed interaction model at depth.
This is the seismic beamforming equivalent to amplitude versus
angle analysis in conventional seismic processing.
2.2. Convolution model of the earth
The Vibroseis method is a method of injecting acoustic energy
into the earth's subsurface with a known set of properties (ampli-
tude, frequency, phase) that facilitates the interpretation of acoustic
returns in seismic processing. The Vibroseis method was intro-
duced commercially in 1961 (Baeten, 1989) by the Continental Oil
Company (Conoco Inc.). The Vibroseis trademark was canceled in
2003.
The uncorrelated Vibroseis trace may be deﬁned as
xij ¼ si*e*r*gj þ nij; (9)
where i is the shot number, j is the receiver number, si is the
Vibroseis sweep source signal unique to the i-th shot, e is the
minimum phase earth ﬁlter attenuating high frequencies, r is the
earth impulse response, gj is the response of the j-th geophone, nij
is additive noise from all sources, and * denotes the convolution
operation. This expression is known as the convolutional model of
the earth and the objective is to determine the earth's response and
thereby extract geologic properties of interest.
The directivity pattern of both the source and the recording
geophones is commonly ignored in seismic processing and is also
ignored in the current application of the Acoustic Zoom method.
This is equivalent to assuming both sources and receivers have an
isotropic directivity pattern.
As convolution is distributive, associative and commutative
(Borsellino and Poggio, 1973), the order of convolution operations
in this model is not important. Generalized combinations of
convolution and correlation underlie ﬁelds like holography, optical
computing, information systems and functional properties of ner-
vous systems underlying brain function, to name a few examples,
where the underlying order of these operations has physical
signiﬁcance.
The underlying connection between correlation and convolu-
tion is described by the identity.
aðtÞ5bðtÞ ¼ aðtÞ*bðtÞ;
which indicates that the connection between correlation and
convolution involves time reversal.
We can compute the correlation of the recorded trace with an
estimated sweep signal bsi, either operating from the left or from the
right. The particular sequences of convolution and correlation op-
erations (as emphasized by Borsellino and Poggio, 1973) require
computing the correlation from the right.
The dependence of the convolutionmodel on e, g and the index j
can be suppressed to obtain.
xi ¼ r*si þ ni: (10)
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in this expression.
For the Acoustic Zoom's data acquisition, sensors at various lo-
cations within the Vibroseis system record the response of the
hydraulics on the driving plate as the force is applied to the earth
for each shot. In addition, the electronic signal that is used to drive
the Vibroseis hydraulics is also recorded.
The actual signal si applied to the earth is unknown. We use the
constant sweep signal s (the electronic sweep signal used to drive
the Vibroseis hydraulics) to calculate the correlated traces. The
choice of correlating the recorded trace with the sweep from the
right gives the correlated signal.
ui ¼ xi5s ¼ ðsi*rÞ5sþ ni5s
which can also be expressed as a convolution with the time-
reversed sweep.
ui ¼ xi*sðtÞ ¼ ðsiðtÞ*rðtÞÞ*sðtÞ þ ni*sðtÞ:
(Correlating the recorded trace with the sweep from the left
yields a time-reversed earth impulse response.) As the convolution
operation is associative and commutative, we can write.
ui ¼ r*si*sþ ni*s; (11)
where we introduce the shorthand notation for the time-reversed
sweep s ¼ sðtÞ. The combination si*s ¼ ki is the zero-phase
source wavelet unique to the i-th shot known as the Klauder
wavelet.
Common receiver (or vertical) stacking of traces is a method of
obtaining a stationary estimate of an idealized trace. Currently, the
present method vertically stacks receiver traces for up to 500 shots,
which lowers the noise power levels on a trace-by-trace basis by up
to 27 dB (assuming normally distributed (white) noise). TheFig. 2. The zero-phase Klauder wavelet generated with a frequency ramp from 5 to 170 H
generated by MATLAB, The MathWorks, Inc.,© 2013).beamforming calculation discussed in more detail below reduces
the incoherent noise amplitudes by an additional factor of 1=
ﬃﬃﬃﬃﬃ
Nr
p
,
where Nr is the number of receivers in the array. With Nr ¼ 4000,
incoherent noise power is reduced further by up to 36 dB by the
beamforming. The digital signal processing described below also
discriminates against incoherent noise. In all of the processing
described below, we assume the noise power is zero.
The correlated traces are ﬁnally given by
ui ¼ r*ki (12)
where ki is the zero-phase Klauder wavelet. With a linear ramp
(upsweep) from 5 to 170 Hz over a duration of 40 s, the Klauder
wavelet for the present study is illustrated in Fig. 2.
The Acoustic Zoom beamforming method can be applied to
either correlated or uncorrelated datasets. Correlated datasets are
employed in conventional seismic processing as the zero-phase
Klauder wavelet is an excellent approximation to a delta function.
In this case, the convolution of the Klauder wavelet with an
idealized series of delta functions (the earth's impulse response)
yields the earth's response in terms of Klauder wavelets with am-
plitudes proportional to physical quantities of interest (e.g.
reﬂectivity).
The method can also be applied to uncorrelated datasets. In this
case, the source wave is a continuous frequency swept in time. The
output would then be a frequency spectrum of the scattered wave
at each image point.
2.3. The beamforming method
The generic beamformer is deﬁned as a multi-stage delay and
ﬁlter architecture (see Fig. 3). The ﬁrst stage is the delay for each
source-receiver pair that synchronizes the arrival times of a signal
scattered from the image point at depth.z over a duration of 40 s is a band-limited approximation of a delta function. (Image
Fig. 3. A general beamforming architecture includes a source array, a receiver array, time delays and ﬁlter banks. The fundamental mathematical operation of beamforming is to
assign the output signal as the weighted sum of the input signals.
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the output is a simple delay and sum beamformer (aka Bartlett
beamformer). This type of beamformer maximizes the signal in a
particular direction or in a particular volume element (voxel).
When the delayed signal is multiplied by ﬁlter weights and then
summed, then the type of ﬁlter weights chosen will further deﬁne
the beamformer. When the ﬁlter coefﬁcients are deﬁned at a
particular “time” (i.e. the appropriately delayed times from the
delay stage), the ﬁlter is a spatial ﬁlter.
If the weights are chosen to minimize the output power from
noise outside the look direction while maintaining the signal gain
in the look direction, then the beamformer is called a minimum
variance distortionless response (MVDR) ﬁlter (Capon, 1969).
If additional stages of ﬁltering are added for (J-1) prior “time”
steps, then an FIR ﬁlter with J ﬁlter-taps can be applied to each
delayed signal and then summed. This is the ﬁlter and sum
beamformer, or Frost beamformer (Frost, 1972). The weights are
calculated by the constrained least mean square (CLMS) algo-
rithm (see, for example, Strupl and Sovka, 2003). By creating a
ﬁlter bank on each receiver, both the spatial and frequency
response can be shaped. Note that this is the real-time interpre-
tation of the ﬁlter response for real-time phased array (beam-
forming) applications.
In the presentmethod, the additional stages of ﬁltering added by
the Frost beamformer architecture correspond to adding additional
stages of spatial ﬁlters that nowcorrespond to the spatial dimension
(i.e. depth). This means that, for geophysical imaging applications,
the additional ﬁlter stages can be both advanced or delayed in two-
way travel-time relative to the depth point being imaged. The ﬁlter
coefﬁcients can now be applied to a spatial volume around the im-
aging point. This is a non-local ﬁlter. The travel-time equations
employed to implement the ﬁlter are described in detail below.
The ﬁlter bank of the Frost beamformer can also be directly
related to the FðuÞ function employed in Kirchhoff migration. Often,this function is identiﬁed as the frequency spectrum of the source
wavelet, but may also include the band-limited derivative (rho)
ﬁlter. This will be described further below.
In the Acoustic Zoommethod, the spatial response of these ﬁlter
coefﬁcients as a function of the spatial frequencies (aka wave
numbers) can be tuned to relate the output signal to the underlying
properties of the subsurface.2.4. Beamforming calculation
Mathematically, the output of a phased array is the weighted
sum of complex signals. More generally, each received signal may
be multiplied by a complex coefﬁcient whose real (amplitude and/
or gain) and imaginary (phase and/or time delay) parts may be
speciﬁed before being summed. This operation modiﬁes the
effective radiation pattern of the array.
The mathematical operation underlying the beamforming
calculation is given by the weighted sum of the input signals.
y ¼ wHu; (13)
where lower-case bold letters denote vectors, ð*ÞH denotes the
hermitian transpose operation,
u ¼ ½u1ðtÞu2ðtÞu3ðtÞ…uMðtÞT
is a column vector of (generally complex) signals in the time
domain, and
wH ¼ ½w1w2w3…wM*
is a complex conjugated row vector of the (originally complex)
weights. These weights can be chosen to modify the radiation
pattern of the phased array or, in other words, the weights are the
coefﬁcients of a spatial ﬁlter.
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vectors.
fr1r2…rMg ¼ fðx1; y1; z1Þðx2; y2; z2Þ…ðxM; yM; zMÞg:
The origin of the coordinate system deﬁning the geometry of the
array does not generally need to be collocated with any of the
receivers.
A plane wave of an incident radio signal traversing the array
from a point P at inﬁnity can be described by the spatial factors.
ejk·ri ¼ ejkðq;4Þ·ri
where the negative sign denotes awave coming in to the array from
inﬁnity with wave vector k ¼ kðq;4Þ and the vector ri takes on the
position of the i-th antenna to deﬁne the signal received by the i-th
sensor. The angles q;4 are the directions of arrival (DOAs) of the
incident plane wave. The time dependence of the plane wave is
given by ejut.
The amplitude of the incident wave is attenuated by spherical
spreading (the incident wave is only approximately a plane wave)
as mandated by energy conservation.
The amplitude of the signal yðtÞ output by the array is propor-
tional to a quantity known as the array factor AF of the phased
array, given by
AF ¼
XM
i¼1
wie
jk·ri : (14)
When the phased array is “steered” (through an appropriate
choice of weights wi) in the direction of the incident signal, the
array factor will be maximized in amplitude and the output signal
yðtÞ will also be maximized.
For the present method applied to geophysical imaging, the
wave vector k is dependent on the path from the image point in the
subsurface and the observation point in the measurement surface.
The appropriate direction for k for optimal focusing is dependent
on the group velocity of the acoustic wave emerging at the surface.
The emergent wavefront is no longer a plane wave in the general
case. The emergent angle of the wave vector is dependent not only
on the location of the receiver on themeasurement surface, but also
on the location of the image point r
0
. The spatial response of a
particular sensor array geometry is given by the array factor.Fig. 4. The spatial response of the Acoustic Zoom array has a beAF

r
0 ¼XM wieikðri;r0 Þ·ri : (15)i¼1
The wave vector k is dependent on the ray path from the image
point r
0
in the subsurface and the observation point ri in the
measurement surface. The appropriate direction for k for optimal
focusing is dependent on the emergent angle of the group velocity
of the acoustic wave at the surface.
The spatial response of the Acoustic Zoom array is illustrated in
Fig. 4. The main lobe beamwidth (the full-width at half-maximum,
or full-width at 3 dB) is 0.5. Side lobes are up to 15 dB below the
main lobe.
The current art of delay-ﬁlter-sum beamforming, where ﬁlter
coefﬁcients are deﬁned tomodify (or shade) the side-lobe response
of the receiver array, is well understood as belonging to the class of
spectral-based algorithms for spatio-temporal (Wiener) ﬁlters with
the determination of optimal ﬁlter coefﬁcients being determined
according to a number of different algorithms (Krim and Viberg,
1996). Alternative algorithms and application-speciﬁc ﬁlter de-
signs are generally formulated as a constrained optimization
problemwith different choices of cost functions and constraints on
the solutions (see Kootsookos et al., 1999).
A general requirement of Wiener ﬁlter theory is the mathe-
matical existence of a solution, which requires that there exist a
matrix of measured correlations between receivers with a rank
equal or greater than the number of ﬁlter coefﬁcients being
determined. Apart from a normalization constant, this matrix is
also known as a covariance matrix. Both the Capon MVDR ﬁlter and
Frost CLMS algorithms employ covariance matrices in their
formulation. The formal solution for the optimal weights is related
to the inverse of the covariance matrix. For problems where the
rank of this correlation matrix is less than the number of ﬁlter
coefﬁcients being sought, there is no formal solution.
In the present method, beamforming algorithms have been
developed using the covariance matrix approach to determine the
optimal ﬁlters for a range of cost functions, constraints and algo-
rithmic methods that directly or indirectly invert the covariance
matrix. Iterative algorithms attempt to avoid the inversion of the
generally large covariance matrix. Convergence is always a concern
most likely related to the existence of a solution. Generalized in-
verse methods that use a least-squares criterion to ﬁnd the optimal
inverse of a rank-deﬁcient covariance matrix were also explored.
The eigenstructure methods that will be described in more
detail below supplanted these methods by shifting the “ﬁlter”am width of 0.5 and side-lobe power levels below 15 dB.
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(in the Wiener ﬁlter sense) to a somewhat different problem-
dnamely, decomposing the input data according to a particular
signal model (e.g. diffractions versus reﬂections, or diffractions
versus ground roll). This decomposition is exact, efﬁcient and
adaptive over short time windows. The underlying mathematical
foundation is provided by singular value decomposition, or SVD.
Notably, the eigenvectors obtained by SVD are the same eigen-
vectors obtained by the covariance matrix approach. This implies a
deep theoretical relationship between the optimal ﬁlter algorithms
of state-of-the-art beamformers and the adaptive data decompo-
sition algorithms developed below. Unlike the optimal ﬁlter algo-
rithms, the beamforming algorithms using decomposition are
efﬁcient and unconditionally stable.
2.5. Generalized radon transforms
A rigorous derivation of migration as the imaging of disconti-
nuities in the inverse scattering problem by inversion of a causal
generalized Radon transform was provided by Beylkin (1985).
Beylkin emphasizes that the approximate (migration) solutions
involve (explicitly or implicitly) two major separate steps: ﬁrst, the
linearization of the inverse problem by a perturbation technique
equivalent to the distorted wave Born approximation whereby an
integral equation of the inverse scattering problem for the Helm-
holtz equation can be formulated (noting that analogous integral
equations may be derived for more complex models); second, the
solution of the linearized inverse scattering problem is related to
the inversion of the integral operator with an oscillatory kernel
relateddvia the one-dimensional Fourier transformdto the causal
generalized Radon transform.
Beylkin provides an exact, formal, answer (within the ﬁrst term
of an asymptotic expansion for the “inverse” generalized Radon
transform) to the proper weighting and ﬁltering of the integrated
data and interprets the nature of the reconstructed image in terms
of the discontinuities of the unknown object function, rather than
the object function itself.
The discrete Radon transform (DRT) and an exact inversion al-
gorithm for it is described by Beylkin (1987). Beylkin observes that
the exact inversion algorithm cannot be obtained directly from the
discretization of Radon's inversion formula. The DRT is extended to
describe a wider class of transforms that correspond to general-
izations of the Radon transform.
In seismic processing, exact forward/inverse discrete Radon
transforms are known as slant-stack, tau-P transforms, or velocity
ﬁltering, for example. Additionally, beamforming can also be
formulated as a Radon transform. For analysis of seismograms, the
invertibility of the forward transform can be essential.
In image processing applications, the Hough transform was
originally deﬁned to detect primitive objects (e.g. lines) in black and
white images. For each point in the image, a template for a line is
applied as a function of a discrete number of parameters for the
line. For each parameter value, the template is matched to the
image and whenever a pixel is in common between the template
and the image, an “accumulator array” for that parameter is
incremented. The location of objects in the image then becomes
one of identifying peaks in these accumulator arrays for each
parameter. In this sense, the Hough transform is a mapping from
image space to parameter space.
One can also introduce template matching into the Radon
transform. Van Ginkel et al. (2004) describe the relationship be-
tween the Radon and Hough transforms as both being a form of
template matching. Following the notation of Van Ginkel et al., let x
deﬁne the spatial coordinates, IðxÞ deﬁnes the D-dimensional im-
age containing N-dimensional shapes, p ¼ fq; x0g is a vectorcontaining the parameters of these shapes including the position of
the shape x0 and all remaining parameters of the shape deﬁned by
q (e.g. the slope and intercept of a line),C ðx;pÞ is a set of constraint
functions of the form C iðx;pÞ ¼ 0 describing the shape where the
number of constraints is equal to D N, and Cðp; xÞ is deﬁned to be
a kernel (or template) that represents the shape given by p as an
image with spatial coordinates x. In this notation, the Radon
transform generalized to arbitrary shapes cðpÞ can be written as a
functional ℛ operating on the image IðxÞ, namely
ℛcðpÞfIgðpÞ ¼
Z
x on cðpÞ
IðxÞdx ¼
Z
ℝD
IðxÞdðC ðx;pÞÞdx; (16)
where the ﬁrst integral is an N-dimensional “surface” integral over
the shape cðpÞ and the second integral is formulated as a
D-dimension “volume” integral. The delta function is the product of
D N delta functions, given by
dðC ðx;pÞÞ ¼ P
DN
i¼1
dðC iðx;pÞÞ: (17)
The volume integral representation of the Radon transform can
be generalized further as a linear integral Fredholm operator L C
with kernel C:
L CfIgðpÞ ¼
Z
ℝD
Cðp; xÞIðxÞFx: (18)
In this representation, the operator L C computes the “match”
(the inner or scalar product) between the image I and the kernel (or
template) C for a given parameter set p. The deﬁnition of the inner
product between images is a fundamental operation for analyzing
seismograms.
If the kernel has a shift-invariant structure, then the integral
operator L C reduces to a set of convolutions, which can be efﬁ-
ciently computed using the Fourier transform (subject to period-
icity requirements, a convolution operation in one domain is
equivalent to a simpler multiplication operation in the other
domain).
Although the foregoing discussion indicates one can deﬁne a
relationship between the Radon transform in tomography and the
Hough transform in image processing, there is a distinction in the
implementation of each transform in practice.
In the present method, the image template will not be shift-
invariant and a locally deﬁned, adaptive, kernel is employed in
analyzing the seismograms. This is a departure from conventional
migration (to be discussed next) and the conventional Radon
transform method employed in tomography. The template
matching method to be outlined in detail below is more in spirit
with the Hough transform method in image processing.
2.6. Beamforming and migration theory
The similarities and differences between the imaging operators
of conventional migration and the spatial ﬁltering operations of
seismic beamforming are analyzed below. By showing how it is
possible to cast a migration operator as a beamforming operation,
one can recognize these similaries and differences. A pure beam-
forming operation is a ﬁlter with the ﬁlter weights being dimen-
sionless quantities that deﬁne the array response. The migration
operation is an integration with the integration weights weighting
the contributions of the subsampled measurement surface ac-
cording to a factor that has the dimensions of area. The correct
integration weights in a migration operation remove all traces of
the array response.
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generalized Radon transform by Beylkin (1985) established a
rigorous mathematical foundation for migration algorithms
employed in geophysics.
Bleistein (1987) developed two inversion operators bðxÞ and
b1ðxÞ for the imaging of reﬂectors in the earth based on Beylkin's
inversion operator, applying the proposed inversion operator to
upward scattered data represented by the Kirchhoff approximation,
using an angularly dependent geometrical optics reﬂection coefﬁ-
cient. In particular,
b1ðxÞ 
1
4p2
∬
Sx
d2xWmig
Z
du
2p
iu FðuÞeiuðtsþtrÞUsðuÞ; (19)
where UsðuÞ is the Fourier transformed trace data, and
Wmigðx; xs; xr; xÞ ¼
jhðx; xÞj
Aðx; xsÞAðx; xrÞjVðts þ trÞj2
(20)
are called the migration weights, following (Zhang et al., 2000).
There is a single migration weight for each source-receiver pair.
The factor hðx; xÞ is the Beylkin determinant, which can be
interpreted as the “Jacobian” of the transformation from subsurface
coordinates to surface coordinates. It is deﬁned by
jhðx; xÞj ¼

Vðts þ trÞ
v
vx1
Vðts þ trÞ
v
vx2
Vðts þ trÞ

(21)
The integral over frequency can be written as a convolution in
the time domain:Z
du
2p
iuFðuÞeiuðts þ trÞUsðxr ; xs;uÞ
¼ r*
Z
du
2p
Usðxr; xs;uÞeiuteiuðts þ tr  tÞ
¼ r*dðts þ tr  tÞ*usðxr; xs; tÞ
¼ r*usðxr; xs; ts þ trÞ:
(22)
The usðxr; xs; ts þ trÞ corresponds to the original (or optionally
pre-processed) recorded time-domain trace data evaluated by
interpolating individual traces for each source-receiver pair at a
time equal to the total source-receiver travel-time ts þ tr .
The factor FðuÞ is described by Bleistein (1987) as a “smoothly
tapered version of the source wavelet.” Docherty (1991) interprets
FðuÞwithin a derivation of the above imaging operator according to
the imaging principle as “a ﬁlter which emphasizes the bandlimited
nature of Us.” Another interpretation employs FðuÞ as a means of
tapering the frequency response of the time-derivative ﬁlter func-
tion iu. This tapered time-derivative ﬁlter can be identiﬁed as a
band-limited version of the rho-ﬁlter of geophysics or equivalently,
the band-limited Shepp-Logan ﬁlter in tomography (Kak and
Slaney, 1988).
All of the above interpretations can be accommodatedwithin the
same inversion operator by factoring FðuÞ ¼ F1ðuÞ·F2ðuÞ·/·FKðuÞ.
All of these interpretations will, for simplicity, be contained within
the ﬁlter r.
Note that the rho ﬁlter is shift invariant. In tomography, this
operation has the effect of undoing the “blurring” of the image due
to the low-pass ﬁltering arising from the spatial integration. In
image processing, this operation is a sharpening, or edge detection,
operation.If we deﬁne a column vector of integration “weights” as
wx ¼
n
d2xWmigðx; xs; xr ; xÞ
o
; (23)
where there is one integrationweight for each source-receiver pair,
then the b1ðxÞ imaging operator of Bleistein can be written as
b1ðxÞ ¼ wTxur; (24)
where ur ¼ r*usðxr; xs; tsðx; xsÞ þ trðx; xrÞÞ is the corresponding
column vector of rho-ﬁltered interpolated trace values corre-
sponding to the time delay ts þ tr for each source-receiver pair.
This equation appears to have the same form as the beam-
forming equation except for the fact that the integration weights
have dimensionality (physical units relating to mass, space, and/or
time) whereas the ﬁlter weights used to “shade” the response of the
array are dimensionless.
To probe this distinction further, we note that Docherty (1991)
has demonstrated that b1ðxÞ is in fact equivalent to the Claerbout
(1971) imaging principle which, in the notation of this paper, is
given by
mðxÞ ¼ 1
2p
Z
duFðuÞUSðx; xs;uÞ
UIðx; xs;uÞ
; (25)
where UIðx; xs;uÞ and USðx; xs;uÞ are the incident and scattered
ﬁelds at the image point x respectively. Docherty identiﬁes FðuÞ as a
ﬁlter which emphasizes the bandlimited nature of US. The ratio
US=UI is obviously related to the reﬂection coefﬁcient at the image
point. If the ambiguity in the deﬁnition of FðuÞ is absorbed into the
rho ﬁlter deﬁned above, we can write
mðxÞ ¼ r*RðxÞ; (26)
where all the subtleties of migration theory are now absorbed into
the quantity
RðxÞ ¼ 1
2p
Z
du
USðx; xs;uÞ
UIðx; xs;uÞ
: (27)
The output of the beamforming equation y ¼ wHu has the same
units as those of the inputs when the beamforming weights are
dimensionless. This implies the beamforming equation is a trans-
form from a signal space to another signal space. The migration
equation is a transform from a signal space to an “image” space.
Another difference between the imaging operator for conven-
tional migration and the ﬁltering operator of the present beam-
forming approach is that the former implies an integration over an
approximately inﬁnite aperture of the measurement surface (with
integration weights dependent on the Beylkin determinant) while
the latter is the spatially ﬁltered output over a ﬁnite aperture of the
measurement surface (with ﬁlter weights deﬁning the spatial
response of the sensor array at a given image point, without the
Beylkin determinant).2.7. Travel-time equations in the seismic beamforming method
Accurate travel-time calculations are fundamental to imaging
the subsurface, both for 3D seismic (time and depth migrations)
and for the Acoustic Zoom seismic beamforming method. In this
section, the travel-time equations that have been adapted to the
present beamforming method are described.
Imaging specular energy in 3D seismic imaging needs travel-
time accuracies of about 1%, which is achievable with hyperbolic
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tions (e.g. the AlkhalifaheTsvankin equation).
As the frequency content of the source wavelet incorporates
higher frequencies, the wavelet increasingly becomes more like a
delta-function, and imaging the earth's response to these delta-
functions at depth becomes increasingly sensitive to very small
systematic errors in the travel-time calculations (either based on
moveout equations or wave-equation based ray solvers). Coherent
summation of high frequency data in the present method is sen-
sitive to systematic errors in the travel-time equations on the order
of 0.1%, an order of magnitude or more over the requirements of
conventional 3D seismic.
At this level, the travel-times become increasinglymore sensitive
to Thomsen parameters that are conventionally ignored (e.g. the
delta parameter) or approximated (the eta parameter of Alkhali-
faheTsvankin approximating the dependence of travel-times on the
difference between the epsilon and delta parameters of Thomsen).
There is a need to revisit these approximations and devise travel-
time equations less sensitive to these approximations, necessi-
tating the introduction of more material parameters within a given
model (e.g. the VTI model has up to 5 parameters) or more accurate
underlying structural models for the subsurfacewithmore complex
symmetries (e.g. TTI and HTI models).
The increased accuracy of the travel-time expressions comes at
increased cost of computation and increased numbers of parame-
ters to be determined. It appears that high frequencies present in
the data are attenuated by systematic errors introduced by ap-
proximations to the underlyingmaterial parameters and the travel-
time equations that depend on these parameters. (A larger source
of systematic error attenuating high frequencies arise from statics
corrections in the near-surface.)2.8. Travel-time equations
The “depth” moveout equation as function of P-wave group
velocity and group angle is given by
t2 ¼ 1
V2P ðfÞ
h
x2 þ V2P ð0Þt20
i
(28)
The “time” moveout equation as function of moveout velocity
and group angle is given by
t2 ¼ t20 þ
x2
V2nmoðfÞ
(29)
The general relationship between P-wave moveout velocity and
group velocity can be written as
d

t2
	
d

x2
	 ¼ 1
V2P ðfÞ
241 t2d

V2P ðfÞ

d

x2
	
35 ¼ 1
V2nmoðfÞ
(30)
With x ¼ VPð0Þt0 tan f, we ﬁnd that
1
V2nmoðfÞ
¼ 1
V2P ðfÞ
241 1
V2P ðfÞcos2 f
$
d

V2P ðfÞ

d

tan2 f
	
35 (31)2.8.1. Thomsen (1986) “exact” VTI model
The Thomsen 1986 VTI model is a function of ﬁve parameters.
These ﬁve parameters are the vertical pressure and vertical shear
wave velocities (2 parameters).a0 ¼ VP0 ≡
ﬃﬃﬃﬃﬃﬃﬃ
c33
r
r
;
b0 ¼ VS0 ≡
ﬃﬃﬃﬃﬃﬃﬃ
c55
r
r
;
(32)
and three dimensionless parameters that are non-zero in aniso-
tropic media and deﬁned as
3 ≡
c11  c33
2c33
;
d ≡
ðc13 þ c55Þ2  ðc33  c55Þ2
2c33ðc33  c55Þ
;
g ≡
c66  c55
2c55
:
(33)
The quasi P-wave equations of the Thomsen 1986 VTI model are
a function of the four Thomsen parameters a0; b0; 3; d.
The traveletime equation is given by
t ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx=2Þ2 þ z2
q
VP

tan1ðx=2zÞ	 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ V2Pð0Þt20
q
VP

tan1ðx=VPð0Þt0Þ
	 : (34)
where z ¼ VPð0Þt0=2 is the expression that converts from model
space (expressed in terms of depth) to/from data space (expressed
in terms of time).
P-wave phase velocity v2PðqÞ and phase angle q is given by
v2PðqÞ¼a20·
h
1þ 3sin2 qþD*ðqÞ
i
D*ðqÞ¼ f
2
·


1þ4
f
ð2d 3Þsin2 q cos2 qþ 4
f 2
ðf þ 3Þ 3sin4 q
1=2
1

f ¼1b
2
0
a20
z0:75
(35)
The group velocity/angle (vP and q) and phase velocity/angle
(VP and f) are related by (Berryman, 1979).
V2P ðfÞ ¼ v2PðqÞ þ

dv
dq
2
¼ v2PðqÞ
"
1þ

1
v
dv
dq
2#
;
tanðf qÞ ¼ 1
v
dv
dq
:
(36)
The relationship between group angle and phase angle involves
the derivative calculation.
1
vP
dvp
dq
¼ a
2
0
v2P
sin2 q cos2 q

(
3þ

f ð2d 3Þ þ ððf þ 3Þ 3 2f ð2d 3ÞÞsin2 q
f 2 þ 4f 2ð2d 3Þsin2 q cos2 qþ 4ðf þ 3Þ 3sin4 q1=2
)
:
(37)
The general objective for “exact” travel-time calculations using
the Thomsenmodel involves determining the relationship between
group and phase angles and velocities.
Various approximations for the group velocity calculation are
employed to simplify these calculations, introducing systematic
errors that generally increasewith angle (see Fomel (2004)) trading
off precision with increased computational efﬁciency. There is a
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quency content of the acquired datasets.2.8.2. Alkhalifah and Tsvankin (1995) VTI model
The Alkhalifah/Tsvankin (1995) VTI Model is a non-hyperbolic
moveout equation that simpliﬁes the Thomsen model to two pa-
rameters: a moveout velocity Vn and an anellipticity parameter h.
Systematic errors are of order 1% at 45. The simpliﬁcation of the
Alkhalifah/Tsvankin equation has been widely adopted in 3D
seismic processing.
The Alkhalifah/Tsvankin qP-wave group velocity equation with
three parameters Vn;Vz; h in model space is
1
V2p ðfÞ
z
cos2 f
V2z
þ sin
2
f
V2n
 2h sin
4
f
V2n
h
cos2 fV2n
.
V2z þ ð1þ 2hÞsin2 f
i
(38)
where
t0 ¼ 2z=a0; V2z ¼ a20; V2n ¼ V2nmoð0Þ ¼ a20ð1þ 2dÞ;
h ¼ 3 d
1þ 2d :
The corresponding 2-parameter moveout equation eliminating
the dependence on vertical velocity is given by
t2zt20 þ
x2
V2n
 2hx
4
V2n
h
t20V
2
n þ ð1þ 2hÞ
i : (39)2.8.3. Fomel (2004) “shifted hyperbola” VTI model
Various authors have proposed group-velocity approximations
that improve on the accuracy of the travel-time calculations. The
Fomel (2004) “shifted hyperbola” approach improves the system-
atic error of the group velocity to <0.1% for group angles up to 45.
The group velocity approximation for the qP-wave with three
parameters A, C, Q is given by
1
V2p ðfÞ
z
1þ 2Q
2ð1þ QÞ EðfÞ
þ 1
2ð1þ QÞ ·
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E2ðfÞ þ 4Q2  1	AC sin2 f cos2 fq (40)
where
EðfÞ ¼ Asin 2 fþ Ccos 2 f;
A ¼ 1
.
V2n ð1þ 2hÞ2; C ¼ 1
.
V2z ; Q ¼ ð1þ 2hÞ
The moveout equation in the shifted hyperbola model of Fomel
can be expressed in terms of the AlkhalifaheTsvankin parameters
Vn and h as
t2z
1þ 2Q
2ð1þ QÞHðxÞ þ
1
2ð1þ QÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
H2ðxÞ þ 4Q2  1	 t20x2
QV2n
vuut (41)
where HðxÞ is the hyperbolic part given by
HðxÞ ¼ t20 þ
x2
QV2n
: (42)
This equation eliminates the dependence on the delta param-
eter (or Vz).2.9. Diffraction traveletime equation
The moveout equations described above are adapted to describe
diffractions using a double square root equation. The travel-time
from source to depth point is described separately from the
travel-time from the depth point to the receivers. A zero offset ray
from the depth point to the emergent point on the surface describes
the location of the common depth point, or CDP. The distance be-
tween the source position and the CDP is the half-offset hs and the
distance from the CDP to the receiver is the half-offset hr . The
travel-time equations typically have the form t2ðx2Þ, so the
diffraction travel time td can be expressed as
td ¼
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2

4h2s
r
þ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2

4h2r
r
: (43)
Note that the source, receiver and CDP are not necessarily
collinear.2.10. Eigenstructure classiﬁcation and beamforming
Most importantly to the objective of separating non-specular
signals from specular interference, the Acoustic Zoom beamform-
ing approach includes a method of separating (or classifying)
coherent signals (described in terms of particular earth responses
of interest) from coherent interference from all other sources using
eigenstructure methods (also known as principal component
analysis, Karhunen-Loeve transforms, or singular value
decomposition).
Singular value decomposition (or SVD) is used to exactly
describe a ﬁnite time window of data in terms of a ﬁnite expansion
of “eigenimages”. The number of eigenimages is equal to the
number of non-zero eigenvalues of the SVD expansion of the time
window of data. When the time window of interest comprises real
data with coherent signals, coherent interference, and incoherent
noise, it is not readily possible to separate signals from non-signals
on the basis of particular values of each eigenvalue. Because of this,
the application of SVD to the separation of coherent signals from
coherent interference has been constrained to applications like
ground roll removal and the separation of primary reﬂections from
multiple reﬂections in conventional seismic imaging, where the
energy of eigen images can be associated with the energy of signals
or interference.
There is a need to signiﬁcantly reﬁne the separation of coherent
non-specular energy returns from the much larger background of
coherent specular energy returns where the conventional methods
using SVD cannot be employed. If the ratio of specular to non-
specular energy is 30 dB, then the conventional approach can
reject up to 30 dB of the non-specular signal. Non-specular signals
cannot be classiﬁed as high-energy signals nor as high-energy
interference.
The approach addresses this challenge with a model-based
approach where the true amplitudes arising from the Green func-
tion of the process being imaged and an analyzing wavelet are
combined to deﬁne a projection operator that is applied to the time
window of data, projecting out the energy returns for the process
being imaged. Energy in the time window that is “orthogonal” to
the true-amplitude analyzing wavelet “image” is considered as
interference.
This projection method is complementary to the optimal
ﬁltering approach described above, in that it can be deﬁned and
applied prior to the ﬁnal ﬁlter and sum operation of the beam-
forming calculation.
A trace dataset uðxr ; xs; tÞ consists of traces uniquely deﬁned by
each source-receiver pairing as a function of source and receiver
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of Guigne and Pace (2010) and that mentioned in this paper (with
an emphasis here on the substantial lowering of the incoherent
noise ﬂoor below 45 dB by vertical stacking of receiver data over
more than 500 shots per source location).
An arbitrary moveout equation is deﬁned as a function that
maps t/t, namely t ¼ tðt; qÞ; where q denotes the set of all pa-
rameters of the moveout equation (e.g. NMO velocity, Thomsen
parameters) other than time t. The inverse exists as. t ¼ tðt; qÞ:
A “ﬂattened” gather is deﬁned by the functional ℛ that trans-
forms one dataset into another:
uðxr; xs; tÞ ¼ ℛfug ¼ dðtðt; qÞ  tÞ*uðxr ; xs; tÞ: (44)
In practice, each trace is sampled in time and the implementa-
tion of the above transform employs an interpolation operation in
time. This interpolation operatio n can be rendered exact and
invertible for band-limited data. We can therefore write.
uðxr; xs; tÞ ¼ ℛ1fug ¼ dðtðt; qÞ  tÞ*uðxr; xs; tÞ: (45)
Once a dataset is ﬂattened according to a given moveout
equation, an exact decomposition of the dataset is performed using
a projection functional P that performs the following operation:
u ¼ ujj þ u⊥ ¼ Pfug þ ðu PfugÞ; (46)
where uk ¼ Pfug and u⊥ ¼ u Pfug. The deﬁning property of the
projection functional is the requirement that
P2 ¼ PfPf/gg ¼ Pf/g ¼ P:
The projection functional is adaptive in time. The projection
operator deﬁnes a dataset that is consistent with a particular
“classiﬁcation” of the data (ground roll, reﬂection, diffraction)
based on the corresponding moveout equation and a particular
“signature” of the waveﬁeld as it would be recorded at each indi-
vidual receiver on the surface. The signature of thewaveﬁeld can be
deﬁned as being non-local in time, necessitating the projection
functional applied to a dataset to be deﬁned in terms of projection
operations deﬁned on sliding time windows in the dataset.
The true amplitudes of the radiation pattern at each receiver on
the measurement surface can be realized as a template for the
observed data ﬁeld that is proportional to one or more parameters
that characterize the signature of the unknown geologic process
that is being imaged.
An “analyzing wavelet template” is deﬁned as the outer product
of a wavelet w! deﬁned over the timewindow and a complete set g!
of amplitudes (the method can also be extended to include phases)
deﬁned over the spatial dimensions of the array. These amplitudes
are predicted based on a complete waveﬁeld analysis based on
Green functions, resulting in a radiation pattern that is captured as
true amplitudes (and potentially phases) in g!. We then deﬁne the
analyzing wavelet image as the outer product.
W ¼ w!5 g!¼ w! g!T : (47)
If g! isM  1 and w! is L 1, then W is LM. Both g! and w! are
normalized so that
g!· g!¼ 1;
w!·w!¼ 1:
With this normalization, we can deﬁne a scalar product so that
the analyzing wavelet template satisﬁes the normalization
condition.W ·W ¼ trace

WT W

¼ trace

WWT

¼ 1:
The desired objective is to extract a very weak non-specular
signal in the presence of a very large coherent interfering back-
ground due to specular reﬂections, ground roll, and airwaves. The
acquired trace dataset can be modeled, for example, as
u ¼ dþ r þ Du; (48)
where d is the desired non-specular signal (with a template model
deﬁned in terms of point diffractions and a double square root
moveout equation), r is a strong, coherent, interfering signal due to
specular reﬂections (with a template model deﬁned as boundary
layers reﬂecting plane waves according to a normal moveout
equation) and Du is everything else that is not otherwise speciﬁed
(or classiﬁed), such as ground roll, for example.
Further we observe thatDu2[r2[d2;
where the ratio
Du2=r2 may be 10e20 dB and the ratio r2=d2
may be 15e30 dB or more. The incoherent noise ﬂoor is effectively
zero in the method of (Guigne et al., 2014a) (45 dB or more) and
our method suppresses the incoherent noise ﬂoor even further. In
practical implementations of the method for eliminating ground
roll, it has been found that Du is essentially “orthogonal” to both r
and d.
A time window of a ﬂattened gather of data is deﬁned as
A ¼ AðtiÞ ¼
266664
uðxr; xs; tiDÞ
«
uðxr ; xs; tiÞ
«
uðxr; xs; tiþDÞ
377775; (49)
where the bar over u denotes a ﬂattening operation, and the time
window spans times from tiD;/; ti;/; tiþD where the width of
the time window is 2Dþ 1. This window of data may be exactly
decomposed as a sum of eigen images using SVD as
A ¼ USVT ¼
XM
m¼1
smQm ¼
XM
m¼1
sm u
!
m v
!T
m; (50)
where u!m and v!m are the eigenvectors of U and V respectively.
The time window of data can be projected onto the analyzing
wavelet template to deﬁne.
Ajj ¼
XM
m¼1
s
0
mQm ¼
XM
m¼1
jsmW ·Qmj u!m v!jm
¼
XM
m¼1
smtraceWTQm u!m v!jm; (51)
where W ·Qm ¼ traceðWTQmÞ is the image scalar-product of the
analyzing wavelet templateW with Qm ¼ u!m v!Tm, the eigen images
of the KL expansion.
The revised eigenvalues represent the components of the KL
expansion of the signal space of the time window that are
“consistent” with the analyzing template. These are given by
s
0
m ¼ jsmW ·Qmj ¼
smtraceWTQm: (52)
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toW . It follows that the component of A that is “inconsistent” with
W is contained in A⊥ such that. A ¼ Ajj þ A⊥:
The coherent signal is partitioned into separate signal sub-
spaces. By construction, the desired projection is contained pref-
erentially in Ajj while the undesired projection is contained
preferentially in A⊥. This allows one to separate signal from inter-
ference, or interference from signal.
Recognizing that the desired result is the projection functional
applied to the entire dataset, we deﬁne.
ujjðtiÞ ¼ dðti  tÞ*AjjðtÞ; (53)
which is just projecting out the spatial vector component of Ajj
corresponding to the central ti value of the ﬂattened time window.
In this way, a complete projection of the ﬂattened gather can be
calculated to deﬁne ujjðtiÞ for all ti where i ¼ 1;N. u⊥ can then be
calculated from u⊥ ¼ u ujj , if desired.
The set of parameters obtained by all comparisons of the data
with the template allows the original dataset to be exactly
decomposed into a pair of consistent/inconsistent (or parallel/
antiparallel) datasets. The sum of these two datasets is then the
original dataset prior to this classiﬁcation (or decomposition). Our
method then analyzes the desired dataset (preferentially the
desired signal) or continues the classiﬁcation to further isolate
desired signals from additional sources of undesired coherent
interference.
The simplest implementation of the classiﬁcation algorithm
employed in the beamformed images presented below is given by
djj ¼ PWdfℛdfugg: (54)
This approach assumes that anything that is not a diffraction is
effectively “orthogonal” to the ﬂattened diffractions.
The repeated application of forward and inverse ﬂattening and
projection transforms consecutively isolates sources of interference
prior to a ﬁnal isolation of the signal in a ﬂattened gather of data. In
practice, the improvement is marginal over the simplest approach
presented here.
A more reﬁned approach may be possible if the specular and
non-specular components are modeled and a best ﬁt of the model
to the recorded signal data is obtained by a method such as the
constrained least mean square algorithm. Constraints such the total
energy in the image being conserved may be applied.2.11. True amplitude weights
In 3D seismic processing, true amplitude weights are important
for amplitude versus offset (AVO) or amplitude versus angle (AVA)
analysis, for example. It is AVO/AVA analysis that is widely used in
the detection of hydrocarbons (Tsvankin, 2012). The calculation of
true amplitude weights must be re-examined for the beamforming
method.
In the beamforming method, true amplitude weights are
important for deﬁning the wavelet analysis templates in the clas-
siﬁcation algorithms that are employed to reject coherent (spec-
ular) interference while extracting coherent (non-specular) signal.
Zhang et al. (2000) calculate exact and approximate weights for
Kirchhoff migration. The determination of exact integration
weights depends on the formulation of Kirchhoff migration in-
tegrals (for example, the formulation due to Bleistein described
above) and the integration weights deﬁned as a function of the
Beylkin determinant, geometric spreading factors arising from the
free-space Green functions, and obliquity factors.In the beamformingmethod, the applicable 3D free-space Green
functions share a geometrical spreading factor ( 1=r) for each
source-receiver pair.
The obliquity factor is expected to be different in the beam-
forming method. The obliquity factor is related to the normal de-
rivative of the Green function at the measurement surface (ses
Scales 1994). In the Kirchhoff migration operator of Bleistein
(1987), one can calculate.
jVðts þ trÞj2 ¼ 2
v2ðxÞ ð1þ cos jÞ ¼

2 cos q
vðxÞ
2


2
v
·
t0
t
2
; (55)
where q is the reﬂection angle, equal to half the opening angle j
between a source ray and a receiver ray at the image point x. The
approximate value of the obliquity factor cos q ¼ t0=t is based on a
constant velocity model where vðxÞ ¼ v.
The opening angle between the source-image and image-
receiver ray paths is not assumed to arise from a specular reﬂec-
tion (i.e. cos jscos 2 q). The opening angle j between source and
receiver rays at the image point in the constant velocity approxi-
mation is given by
cos j ¼ t
2
s þ t2r  x2

v2
2tstr
; (56)
where x is the offset between source and receiver. With this
expression for cos j and assuming the constant velocity model, we
ﬁnd that
jVðts þ trÞj2 ¼ 1
v2
·
1
tstr
·

t2  x
2
v2

s

2
v
·
t0
t
2
: (57)
Note that the term in brackets (t2  x2=v2) in the scattering
model is not equal to t20 , as might be expected from the hyperbolic
moveout equation in the constant velocity model.
It therefore appears that the scattering model of the beam-
forming method requires a different obliquity factor than the
Kirchhoff model of conventional migration. More accurate weights
may be obtained by replacing the constant velocity model with a
depth-dependent velocity model and exercising the appropriate
level of care with in-plane and out-of-plane contributions (see
Zhang et al., 2000).
Another signiﬁcant difference between the current seismic
beamforming method and conventional migration is the observa-
tion that the Beylkin determinant appears to play no role. Recall
that the Beylkin determinant is the “Jacobian” of the trans-
formation from subsurface coordinates (where the physics takes
place) and surface coordinates (where the scattered waveﬁelds are
measured). The true amplitude weights calculated by Zhang et al.
include contributions from the Beylkin determinant.
In the beamforming method, the Beylkin determinant, if
included, would modify the sidelobe response of the sensor array.
Although this is the desired effect when calculating the integral in a
migration operator (where the inﬁnite aperture of the surface
integration must be uniformly sampled), this could be undesirable
in the beamforming method when the response of a ﬁnite aperture
array must be shaped to suppress reverberation in a ﬁltering
operator (through non-uniform sensor array geometries, non-
uniform sensor weighting, or both).
The radiation patterns of most importance to AVO analysis must
be adapted to deﬁne the wavelet analysis templates of the Acoustic
Zoom beamforming method. Tsvankin emphasizes that the true
amplitudes obtained from the radiation patterns are strongly
affected by anisotropy in the subsurface. Thus there is a need to
describe radiation patterns in terms of underlying material
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parameter h.
When these amplitudes are used in the analyzing image tem-
plate, normalization of the template eliminates all constant factors
so the amplitude weights in the constant velocity model are
dependent on source and receiver travel times to the image point,
the total travel-time, and the offset between the source and
receiver.2.12. Adaptive stochastic spectral decorrelation (SSD) ﬁlter
The Hough transform approach to beamforming the diffraction
signals of interest described above shifts the signal processing
emphasis from deﬁning optimal ﬁlters (in the Wiener sense) to
that of classifying and decomposing the signals (in the eigen-
structure sense). This decomposition proceeds by deﬁning a signal
model for each source of signal (and optionally each source of
interference) through an appropriate travel time (or moveout)
equation. In this process, the deﬁnition of an optimal Wiener ﬁlter
has been relegated to being an optional processing step. In this
section, we discuss how ﬁlter coefﬁcients are calculated to sup-
press acoustic reverberation in the ﬁnal output of the beamformer.
This particular set of ﬁlter coefﬁcients is both deterministic and
adaptive as a function of arbitrary antenna array geometry, arbi-
trary image point, and modest assumptions for the underlying
earth model.
Acoustic reverberation arises from all the mechanisms by which
energy can propagate in the underlying medium. In a horizontally
layered earth model, multiple specular reﬂections can occur be-
tween all the layers. The level of such reverberation is expected to
be much higher than the diffraction signals of interest. It is ex-
pected that reverberationwill contaminate the beamformed output
when the sidelobes of the array response are coincident with the
symmetry axis of the underlying geology. In the VTI earth model,
this symmetry axis is vertical.
For every combination of source, receiver and image point,
there is a point in the subsurface where a specular reﬂection
aligned along the symmetry axis has the same travel-time as for
the diffraction signal of interest. For the most part, multiple re-
ﬂections are also aligned along this axis (otherwise this would not
be a symmetry axis of the geology). Everything else about these
reverberations is unknown and randomly distributed, except that
these reverberations have a total amplitude that is less random (by
the central limit theorem) than the individual components of
reverberation themselves. For each source, receiver and image
point there is a reverberation with a random amplitude but well
identiﬁed travel time. The phase of the reverberation is also a
random variable as the distribution of reverberation frequencies is
unknown.
The objective is to deﬁne a set of weights that shapes the
amplitude of all source-receiver-image point combinations that
have the same travel-times (i.e. same phase) and to “whiten” the
frequency spectrum so that all phases are uniformly distributed. If
all the in-phase amplitudes of reverberation are the same and the
phases are uniformly distributed, then the contributions due to
reverberationwill decorrelate (“stack out”) and approximately sum
to zero (or preferentially suppressed). Essentially, the idea is to
whiten both the frequency and wave number distributions of the
trace data over the array prior to beamforming. The resulting al-
gorithm is called stochastic spectral decorrelation (SSD).
For each source-receiver-image point combination, a travel-
time equation (in this case, the hyperbolic equation is sufﬁcient)
is used to calculate which combinations are in phase. For each such
combination, we calculatet
0
0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2d 
x2
V2

t00
	s ; (58)
where t2d is the squared travel-time from the diffraction travel-time
calculation for each source-receiver-image point combination and
x2 is the squared source-receiver offset. Note the velocity is an
implicit function of t
0
0.
To visualize the algorithm for an arbitrary array geometry, one
can generate a contour plot for t
0
0 across the array. For each contour
line interval, the receivers have approximately the same travel-time
and are approximately in phase. Each receiver within a contour in-
terval is weighted so that when the ﬁnal beamformed sum is per-
formed, the reverberation amplitude across multiple contour
intervals is approximately the same. This is how we deﬁne spectral
whitening in thewavenumberdomain, since theweights are strictly
a function of the spatial distribution of the receivers in the array.
The suppression of the reverberation waveﬁeld also suppresses
the diffraction waveﬁeld of interest, with a bias against reverber-
ation. The gain of the ﬁlter in the “look” direction corresponding to
the diffraction signal is renormalized to unity in the sameway as for
conventional Wiener ﬁlter theory to “restore” the diffraction signal
amplitude to what it would be in the absence of reverberation.
In practice, the algorithm is implemented through a modiﬁed
histogram routine and not by calculating contour intervals. The SSD
ﬁlter can be calculated (adapted) for each image point. The ﬁlter
calculation is deterministic, requiring only that each value of t
0
0 and
the receiver identiﬁcation be histogrammed in such away that each
receiver can be identiﬁed with a particular histogram bin (and
hence a particular ﬁlter weight when it is ﬁnally calculated). The
performance of the SSD ﬁlter is not sensitive to a more rigorous
mathematical analysis and better travel-time equations (such as
the Fomel (2004) equation). A better theoretical approach might
beneﬁt from the calculus of stochastic variables.
Given the modest assumptions, the performance of this rever-
beration ﬁlter is similarly modest ð5 dB) compared to the beam-
former response (up to 15 dB of sidelobe suppression depending
on array aperture) and the classiﬁcation algorithm performance
(ranging between 15 to20 dB of interference rejection).
3. Pilot study data acquisition and imaging
A receiver array was deployed in a land-based proof-of-concept
pilot study intersecting an existing 3D multi-client survey in Wil-
son County, Texas over the Eagle Ford (shale), Austin Chalk, and
Buda (limestone) formations.
For our proof-of-concept study, the scope was limited as
follows:
 The beamforming method was formulated in the time-
migration domain;
 The velocity model used for the travel-time equations was
provided from a prior 3D seismic survey at the same site;
 The distribution of sources was limited to a small area (effec-
tively a single source geometry);3.1. Array design
The pilot receiver array comprised over 4000 receivers in
sixteen lines comprising 120 wavelengths at  22:5 increments in
azimuthal coverage in a star geometry, covering 12.5 km2 (see
Fig. 5). Recorded frequencies ranged from 5 to 170 Hz (see Fig. 6).
Themain lobe beam-width at3 dBwas 0.5 with side lobes at15
dB below the main lobe (see Fig. 4).
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sweeps were generated and vertically stacked at each of ﬁve vibe
locations for a total of 2560 sweeps. Over two terabytes of data was
acquired with 5 vibe locations established at ¼ wavelength sepa-
ration in a cross conﬁguration. Ground preparation entailed
removal of loose topsoil for a good coupling medium for the
vibrator (see Fig. 7).
The spectral content of the coherent signals observed at 1.5 s
two-way travel time shows an increasingly suppressed noise ﬂoor
and enhanced signal at vertical stacking folds of 1, 200, 300, 400,
and 512 shots (see Fig. 8). The ambient noise ﬂoor was veriﬁed
below 45 dB at maximum fold assuming a ﬂat (“white”) noise
power spectrum. The exponentially decaying (attenuated) power
spectrum is estimated as>99.99% coherent. Spectral whiteningwas
applied to the vertically stacked traces to ﬂatten the high frequency
content of the acquired dataset.
3.2. Pilot study processing ﬂow
Apart from the unique aspects of the Acoustic Zoom seismic
beamforming method described above, the processing workﬂow is
similar to that of 3D seismic (see Fig. 9):
 The raw shot gather of the correlated dataset before and after
automatic gain control for one receiver line is presented in
Fig. 10;Fig. 5. A plan view of the ﬁnal geophone positions for the Acoustic Zoom array shows the
spacing is about 4 m in the center of the array, decreasing to 16 m spacing at the end of e Images are obtained with a range of limited apertures, typically
array apertures with a radius of 600 and 1000 m (the full array
has a radius of 2000 m). Imaging artefacts due to the spatial
response of the array are suppressed by tapering the signals at
the extreme edges of the array. Spatial tapering is applied
whenever receivers are muted;
 Noisy (chaotic) receivers closest to the source (within approxi-
mately 50 m) are muted and spatially tapered to suppress image
artefacts;
 The trace signals that fall within the time window of the air
wave are muted with a temporal taper to suppress potential
imaging artefacts;
 Elevation statics are calculated based on refraction statics
analysis that establishes the near surface acoustic velocity as
1829m/sec. This velocity ensures that all recorded signals across
the array are unaliased for all the frequencies of interest;
 The Fomel (2004) “shifted hyperbola” travel time equation is
used with a two-parameter velocity model;
 The radiation pattern for images is that of a point diffractor
(isotropic radiation pattern). Imaging using an edge detection
beamformer includes a polarity reversal in the point diffraction
radiation model;
 The opening angle between the source ray (to the image point)
and receiver ray (from the image point) deﬁnes the obliquity
factor for the backscattered ray. A geometric spreading correc-
tion (1=r correction) is also applied;16 lines and full azimuthal coverage at 22.5 separation between lines. The receiver
ach line.
Fig. 6. The frequency spectrum (right panel) for the indicated time window of raw shot gather output (left panel) lies outside sources of coherent interference due to ground roll
and air waves.
Fig. 7. A modiﬁed vibe truck injected seismic energy into the earth at a single shot location in a cross conﬁguration.
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beamforming includes spectral whitening (Lee, 1986), high-/
low-/band-pass ﬁlters, or 15-pt ﬁrst-derivative rho ﬁlter. For the
images presented here, only spectral whitening is applied; The time window for the adaptive SVD projection algorithms is
25 ms;
 A sliding timewindow of ﬂattened data at each image point was
processed by the classiﬁcation algorithms described above,
Fig. 8. Common receiver (vertical) stacking for folds of one shot (cyan), 200 shots (blue), 300 shots (red), 400 shots (green), and 512 shots (purple) indicates that high frequencies
up to 170 Hz are available at a depth of 1.5 s (two-way travel-time). The incoherent noise ﬂoor is well below 45 dB for this data window.
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interference (up to 15 dB of coherent signal rejection is provided
by the spatial response of the ACOUSTIC ZOOM array).
 An optional stochastic spectral decorrelation ﬁlter applies
approximately 5 dB suppression of spectral reverberation dur-
ing beamforming.
The full calibration of the beamforming array is presenting its
own unique challenges and is still being addressed (residual statics
corrections and HTI corrections to the velocity model).
Output demonstrates unprecedented dynamic range of
coherent signals relative to 3D seismic (see Fig. 11). Spectral returns
are expected to dominate along the symmetry axis of the under-
lying geology since these spectral returns are true returns with a
strong overlap with true diffraction returns at the same image
point. This is Huygen's principle being demonstrated.3.3. Virtual well bore imaging (spectral imaging)
Each image voxel in the seismic beamforming images is typically
8 m by 8 m by 1 ms in resolution. At shallower depths (<500 ms),
the resolution can be increased to 4 m by 4 m by 1 ms. The dense
array and the high frequency content of the broadband source
admits the capability of imaging the near surface to a greater de-
gree than conventional 3D seismic, which typically must trade off
sensor spacing with a much broader areal coverage.
The specular returns along a “virtual well bore” are presented in
Fig. 12 as a color image superposed on a black and white back-
ground image corresponding to the 3D seismic image for the same
image volume. Also included in the ﬁgure is a 3D rendering of a
fault model interpretation of the conventional seismic image. Note
that the virtual well bore image is artiﬁcially muted to suppress
“smiles” at increasing offset arising from specular reﬂections being
imaged according to a diffraction (double square root) moveout
equation rather than a normal moveout equation.The full calibration of the beamforming array is still being
addressed (e.g. residual statics corrections and HTI corrections to
the velocity model).
One can observe that the seismic beamforming method can
successfully image the backscatter returns along the axis of the
steered and focused beam, as demonstrated by the spectral returns
along the zero-offset symmetry axis of the Eagle Ford formation in
this pilot study of the seismic beamforming method.3.4. Edge diffraction spectral imaging
An edge diffraction signal is potentially observable along a fault.
An edge diffraction is a consequence of the spectral returns from a
surface with an edge (see Trorey, 1970). Designing a beamformer
that is sensitive to edges could potentially be used to directly image
and map fault zones.
The salient observable of the edge diffraction is a 180 phase
shift (also called a polarity reversal) in the diffraction signal across
the edge of the reﬂector. In order to observe the phase shift, the
aperture of the ACOUSTIC ZOOM array must “straddle” the edge
diffraction. It is this restriction that classiﬁes the imaging of edges
as a spectral imaging method, since the predominant view of the
beamformer must necessarily be vertical.
Apart from the polarity reversal, the properties of the edge
diffraction (the true amplitude weights) are assumed to be atten-
uated by geometric spreading and obliquity factors just as for point
diffractions.
It is also expected that detection of edges is sensitive to the
orientation of both the source and receiver relative to the edge. In
calculating the true amplitude weights of the analyzing wavelet
template image for edge diffractions, the amplitude is expected to be
zero if either the sourceor receiver is aligned (in-plane)with theedge.
Finally, an overall weight is applied to each receiver to equalize
the contributions of different numbers of receivers that “see” each
polarity. In this way, the contributions of an ideal point diffractor
Fig. 9. The work ﬂow for the Acoustic Zoom seismic beamforming method is similar to that of conventional 3D seismic processing.
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the edge detection beamformer on point diffractions (no phase
shift) shows that the expected null output is observed. However,
the response of the edge detection beamformer is non-trivial,
requiring more study.
The output of the edge detection beamformer is a vector ﬁeld
with the amplitude of the vector at each image point deﬁning the
magnitude of the edge “signal” and the direction of the vector
deﬁning the strike direction of the signal. The output of an edge
detection beamformer is expected to be similar to a spatial deriv-
ative ﬁlter, enhancing discontinuities.
The edge detection beamformer calculates the edge detection
output as a function of 16 azimuthal values (there are 16 lines in the
array) of which only 8 azimuthal values are unique. The outputs of
the edge detection beamformer are processed using principle
components analysis (PCA), which performs an eigenstructure
analysis of a 2  2 covariance matrix with 2 eigenvalues and 2 ei-
genvectors. Since the problem is small, formulas for the eigenvalues
and eigenvectors can be explicitly calculated.
The magnitude of the edge detection signal is initially the ab-
solute difference of the major and minor eigenvalues. The eigen-
vector corresponding to the minor eigenvalue is assumed to point
in the strike direction of the edge diffraction.
The output of the edge diffraction beamformer is compared to
the output of the point diffraction beamformer in Fig. 13 in a cross-
sectional view across the Eagle Ford formation. For this image, only
the magnitude of the difference between the major and minor ei-
genvalues is being imaged and the output is similar to applying a
Hilbert transform.
In Fig. 14 and Fig. 15 a time slice is imaged at a two-way travel-
time of 1323 and 1434ms respectively for both the point diffraction
model and an edge diffraction model. In the point diffraction im-
ages, the output is strongly specular and non-differentiated. The
edge diffraction output exhibits considerably more structure.
Fig. 16 illustrates the vector output of the edge detection
beamformer at 1323 and 1434 ms. In this ﬁgure the minor eigen-
vector is scaled by the difference in the major-minor eigenvalues
and superposed on a color surface plot of the same “edge-signal”
data as for the previous images. Extensive work with synthetics is
ongoing to validate the observed signals and enable interpretation
of this output.3.5. Non-spectral imaging
Another objective of the work is to directly image the diffused
backscatter energy from non-specular returns. Non-specular sig-
nals are expected to be very weak compared with specular returns.
The beamforming methods developed have the potential of imag-
ing diffuse energies at levels approaching 40 dB in power relative
to all sources of coherent interference, providing that the inco-
herent noise ﬂoor is itself less than10 dB relative to these diffused
signals. For the most part, these stringent requirements have been
satisﬁed in this proof-of-concept study.
The diffused non-spectral signals of interest are assumed to be
point diffractors with radiation pattern amplitudes depending only
on geometrical spreading and an obliquity factor based only on the
opening angle between the source-image and image-receiver ray
paths from a constant velocity subsurface model.
In Fig. 17 the point diffraction model is displayed for a cross-
section of the image volume. The right side of the image is biased
to specular returns. As the angle between the beam axis and the
symmetry axis of the geology increases, the power in the energy
returns decreases substantially. The background black-and-white
image is the output of a simple delay-sum beamformer (the
output of a spatial ﬁlter with no classiﬁcation of signals to separate
diffractions from other sources of coherent interference). No other
ﬁltering has been applied to the dataset to eliminate ground roll or
other sources of specular interference (due to specular reverbera-
tion, for example) to avoid introducing artefacts greater than the
non-specular signals being sought.
In Fig. 18, the effect of applying a stochastic spectral decorrela-
tion (SSD) ﬁlter to suppress reverberation in the output of Fig. 17 is
displayed. It is the reverberation interference that gives rise to the
“smiles” in the beamformed images. The color output of non-
specular candidates is now superposed on the underlying 3D
seismic output (in black and white).
4. Discussion
4.1. Key observation points
Observations regarding the application of the Acoustic Zoom
beamforming methods to imaging the earth's subsurface include:
Fig. 10. A raw shot gather (top panel) is presented for one of sixteen lines of the Acoustic Zoom array. After automatic gain control is applied (bottom panel), the measured returns
clearly exhibit the majority of the energy is due to interference due to ground roll, air wave, and specular returns. (Images generated by Globe Claritas.)
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levels, ensuring the highest data quality prior to beamforming;
 High frequencies up to 170 Hz are available at depth;
 The beamforming method is sensitive to ~0.1% systematic errors
in travel-time calculations, including travel-time equations and
velocity models (and their underlying parameters);
 Eigenstructure methods have been successful in separating
coherent interference (ground roll) and signals (specular and
non-specular);
 Separation of specular and non-specular returns is enabled by
pattern recognition techniques using true amplitude radiationpatterns to deﬁne an analyzing template image to be applied to
the observed data;
 Shading the sensor array spatial response can be used to sup-
press background reverberation;
 Theoretical analysis of commercially relevant signatures
(equivalent to applying AVO/AVA analysis to the detection of
hydrocarbons) can be applied in the beamforming method by
calculating applicable true amplitude radiation patterns;
 The sensitivity of the travel-time equations to underlying ap-
proximations in the earth model will need to be re-examined to
determine what additional material parameters can be
Fig. 11. The seismic beamforming output (blue trace) is compared with the stacked 3D
seismic output (red trace) along the zero offset ray directly below the source. The
beamformed and 3D seismic outputs are normalized to exhibit the same energy within
the time window (the standard deviations of the respective outputs are the same). The
beamformed output demonstrates the very high dynamic range of coherent beam-
formed signals relative to conventionally stacked 3D seismic output. (Image generated
using MATLAB, The MathWorks, Inc.,© 2013).
Fig. 12. The seismic beamforming output is presented within a volume containing
predominantly spectral returns. These spectral returns comprise a “virtual well bore”
illustrating (in color) the beamformed backscatter energy along the zero-offset sym-
metry axis of the Eagle Ford formation. The background image (black and white) is the
corresponding 3D seismic image for the same 2D processing slice. A 3D fault model
interpretation (in green) intersects the 2D slice of the seismic image. (Image generated
using Petrel, Schlumberger Limited,© 2014).
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method.
Acoustic Zoom images along the zero-offset symmetry axis
demonstrates that backscatter returns can be imaged with very
high resolution in both space and time (or depth). The resulting
images are rich in structure.4.2. The calibration challenge
The determination of residual statics is a well-known challenge
for all seismic processing methods. The full resolution of the
ACOUSTIC ZOOM imaging is limited in part by high frequency
decorrelation due to residual statics uncertainties in the surface
layer(s).
Conventional approaches to residual statics modeling requires
introducing a multiplicity of source locations and common
midpoint stacking of shot records to extract the required surface-
consistent static corrections to the travel-time delays that areemployed to focus all seismic processing arrays. Residual statics
corrections are therefore an array calibration problem.
In conventional seismic processing, a strong reference horizon is
chosen to calculate the residual statics to calibrate the conventional
seismic array. The reference horizon can be considered a calibration
“event” in the subsurface. The Acoustic Zoom analogue to the
reference horizon in conventional seismic imaging would be a
reference “diffractor” in the subsurface. The fundamental premise
of the method is that diffractions are diffuse and difﬁcult to extract
from the very high background of coherent interference. There is
therefore a need to determine an alternative means of calibrating
the array that does not rely on a strong diffraction “event” in the
subsurface.
Calibrating the array is therefore equivalent to the challenge
that faces conventional seismic processing when no reference ho-
rizon exists for determining statics corrections. Current work has
addressed this challenge using surfacewave inversion (Boiero et al.,
2013; Askari, 2013). Surface wave inversion or surface wave
Fig. 13. The Acoustic Zoom seismic beamforming method can generalize the beamformed output according to particular radiation patterns. In this ﬁgure, both panels display the
spectral returns along the symmetry axis of the geology for the Eagle Ford formation. In the left panel, the radiation pattern used to image this formation corresponds to an isotropic
point scatterer and represents the coherent backscatter energy for a predominantly spectral response. In the right panel, the radiation pattern of an isotropic point scatterer is
modiﬁed to include a polarity reversal across a hypothetical “edge” oriented at 8 unique azimuthal angles at each image point. (Image generated using Petrel, Schlumberger
Limited,© 2014).
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of applied acoustical analysis, ranging from detecting and localizing
earthquakes in the earth, to local surface waves (ground roll)
plaguing seismic surveys, to the engineering application of surface
waves in non-destructive testing of materials.
Surface wave inversion can be formulated in terms of a depth
model in the near surface (Abo-Zena,1979; Park et al., 1999; Socco et
al., 2010). The depth model is layered, with boundary conditions in
each layer that must be satisﬁed to allow surface waves to propagate
along the free surface (see the extensive and comprehensive
description by Novotny, 1999). Each layer is a function of four pa-
rameters, the vertical shear wave (SV) and longitudinal pressure
wave (P) velocities, the layer density and the layer thickness. Each
layer is assumed to be isotropic, with its material properties
describable through the bulk modulus and shear modulus.
Xia et al. (1999) indicate how this parameterization may be
isolated to the SV velocities using broad assumptions for the P-
wave velocities and the layer densities and thicknesses. The
reduction of the number of parameters from 4 parameters per layer
to 1 parameter per layer facilitates the modeling and the inversion.
The inversion process proceeds in 3 steps:
1. High-frequency (>5 Hz), broadband ground roll data is
acquired;
2. Extract Rayleigh-wave dispersion curves from the ground roll;
3. Apply inversion algorithm to obtain near-surface SV-wave ve-
locity proﬁle(s).
Implementation issues are addressed at length by Askari (2013),
based on the descriptions of Abo-Zena (1979) and Novotny (1999).The ultimate objective of surface-wave inversionwill be to ﬁnd a
surface-consistent velocity model across the Acoustic Zoom array
using measured surface waves. For each receiver, the resulting
model will be expressed in terms of the shear wave velocities. It
will then be necessary to relate the shear SV-wave velocities to the
longitudinal P-wave velocities to calculate the ﬁnal statics correc-
tions for P-wave imaging in the deep subsurface.
Evaluating the applicability of the surface wave inversion
approach to array calibration will require that the method be in-
tegrated within the present method's beamforming algorithms, the
processing of the dataset to produce images, and evaluating these
images with respect to coherency measures that indicate the al-
gorithm performance in objective terms.
4.3. Theoretical issues in seismic beamforming
For the pilot study, a two-parameter velocity model for the
corresponding 3D seismic image volume was provided. This ve-
locity model included the moveout velocity and anellipticity pa-
rameters for the Alkhalifah and Tsvankin (1995) nonhyperbolic
equation. These same parameters are also applicable to the Fomel
(2004) equation used in this study.
Various expressions for the travel-time calculations have been
integrated into the Acoustic Zoom beamforming method assuming
a VTI model of the earth, including the non-hyperbolic moveout
equation of Alkhalifah and Tsvankin (1995), the “shifted hyperbola”
moveout equation of Fomel (2004), and the exact travel-time
equations based on Thomsen (1986). Both the non-hyperbolic and
shifted hyperbola travel-time equations can be expressed in terms
of moveout velocity Vnmo and anellipticity h parameters, while the
Fig. 15. A slice in two-way travel-time at 1434 ms displays the difference between the
image output of an isotropic scatterer (top) and the edge diffraction output (bottom).
(Image generated using Petrel, Schlumberger Limited,© 2014).
Fig. 14. A slice in two-way travel-time at 1323 ms displays the difference between the
image output of an isotropic scatterer (top) and the edge diffraction output (bottom).
(Image generated using Petrel, Schlumberger Limited,© 2014).
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parameters a0; b0; 3; d).
The practical difﬁculties of implementing the exact Thomsen
equations are well known, with the need to determine the group
velocity as a function of the phase velocity to calculate the travel-
times. Numerous approximations have been developed to facili-
tate the calculation of travel-times for imaging and tomography.
In the present application, the high frequency content of the
source wavelet indicates that the image amplitudes are sensitive to
travel-time at the level of ~0.1%. For this reason, the Acoustic Zoom
beamforming method employs the Fomel equations for travel-time
calculations, using Fomel's suggested moveout equation expressed
in terms of Vnmo and h.
To this point, the seismic beamforming method has been
developed in the time-migration domain. The effective medium
theory where moveout velocities are employed can be made
increasingly more sensitive to heterogeneities in the subsurface
through the introduction of multiple layers and increasingly com-
plex material models.
Finally, the images displayed are limited by systematic errors in
the underlying velocity models and travel-time equations that are
used. The velocity model was given by extensive study of the same
image volume by conventional 3D seismic processing. This dem-
onstrates how both seismic beamforming and conventional
migration are complementary. The technology of eigenstructure
analysis supports a range of spectral measures beyond conven-
tional semblance analysis by which the parameters of the under-
lying signal models may be accurately determined (for example,
the multiple signal classiﬁcation algorithms ﬁrst introduced by
Schmidt (1986)).5. Conclusions
An emphasis on data collection requirements is key to enabling
the Acoustic Zoom method. The use of a stationary array conﬁgu-
ration yields the highest signal ﬁdelity prior to imaging. Early
common-receiver (vertical) stacking gains from multiple shots at
each vibe location lowers the incoherent, uncorrelated, noise ﬂoor
over a broad frequency spectrum, including higher frequencies at
depth. In this way, a high signal/noise ratio is established prior to
imaging, enabling subsequent beamforming and spectral
balancing.
Unlike conventional seismic processing approaches, the inco-
herent noise that contaminates the spectral whitening output in
conventional seismic is very strongly suppressed by design. This
ensures that the high frequency content at depth is still much
greater than the underlying incoherent noise ﬂoor.
Acoustic Zoom provides a systematic method by which an
arbitrary radiation pattern may be embodied as an analyzing image
template. The approach then “projects” the observed “data image”
onto this component image template to determine the magnitude
of agreement between the observed data and the component data
model. This projection operation is dependent on deﬁning a scalar
product (or projection) operator for images. Prior to beamforming
(or stacking), the ﬂattened gather of data is ﬁrst exactly classiﬁed as
either consistent with (or parallel to) the template for the signal (or
component of interference) or not consistent with (or perpendic-
ular to) the same template.
The output is a measure that is proportional to the agreement
between the data image and the template image. This is similar to
the output of the Hough transform (in image processing) extended
Fig. 16. Edge detection beamformer output is a vector ﬁeld indicating the strike direction of edge diffractions (two-headed arrows) and the magnitude of the edge diffraction signal
(in color). (Image generated using MATLAB, The MathWorks, Inc.,© 2013).
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diffractions.
Another feature of Acoustic Zoom is the ability to modify the
template with respect to depth, offset, or time (or combinations
thereof) to adaptively characterize the data in terms of the under-
lying template. In geophysical processing, for example, there is a
need to accommodate the frequency-dependent attenuation of the
acoustic wavelet with time (or depth), which causes the wavelet to
broaden due to the increased suppression of high frequencies over
low frequencies.
Theoretical analysis indicates how the Acoustic Zoom beam-
forming method is similar to, while also departing from, migration
or tomography. Both approaches share the same underlyingFig. 17. At increasing angles from the symmetry axis of the geology, non-spectral
returns are expected. The background image is the output of a simple delay-sum
beamformer. No other ﬁltering has been applied to the dataset to eliminate ground
roll or other sources of specular interference (due to specular reverberation, for
example). (Image generated using Petral, Schlumberger Limited,© 2014).physical laws and mathematical foundations. We have shown how
conventional Kirchhoff migration aims to sum energy returns along
diffraction curves in the same way as the present beamforming
method. It has also been shown how the two approaches are
different. This is demonstrated by the development of an edge
diffraction beamformer as another imaging modality, where the
background diffractions that are considered as noise in conven-
tional migration are explicitly imaged as part of the present
method. The polarity reversal of edge diffractions becomes the
explicit signature to be imaged rather than noise to be rejected. The
resulting edge diffraction images reveal in an unprecedented
manner details of a formation's microstructure; the full signiﬁcance
remains an ongoing interpretative study.Fig. 18. Application of a stochastic spectral decorrelation ﬁlter suppresses reverbera-
tion interference by 5 dB to allow non-spectral candidate returns to be imaged. The
seismic beamformed output assumes an isotropic point scatterer. The background
image is a conventional 3D seismic image for the same data volume. (Image generated
using Petral, Schlumberger Limited,© 2014).
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