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Abstract
The technique of Brownian Dynamics simulation has been used to follow the 
evolution of model colloidal systems during phase separation in the liquid-vapour and 
solid-vapour regions of the phase diagram. Systems of monodisperse spherical 
particles interacting via LJ m\n type potentials were quenched in temperature from the 
one-phase region into the two phase region. Various structural and rheological 
properties were followed as the systems evolved, including the radial distribution 
functions, the small angle scattering peak of the structure factor, the interaction energy 
and the linear response rheology.
The scaling behaviour of these quantities was found to be similar to that 
observed in light scattering experiments following the phase separation of colloidal 
systems. The aggregate structure could not be represented well by a single fractal 
dimension. Some evidence of fractal structure was found early in the phase 
separation, however the reversibility of the interactions allowed for a high degree of 
restructuring which led to a collapse of the initially tenuous structure into dense 
aggregates. The local structure was sensitive to the range of the interaction potential - 
as the potential became more short-ranged, increasing evidence of crystallisation of the 
denser phase was apparent from the form of g(r).
Particles with 12:6 interactions formed structures displaying the rheological 
strength associated with an elastic gel. However restructuring was continual, resulting 
in a dense compact structure. The short-range 36:18 potential retained a tenuous gel- 
like structure and displayed an arrest of phase separation on long lengthscales. 
However, the particles did not have the interaction strength necessary to give 
significant rigidity to the system. This suggests that to form an arrested state with 
elastic gel-like rheology it would be necessary to have a more permanent forni of 
interaction, in addition to the short-range reversible interactions used in this work.
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1. Introduction and Background to the Work in this 
Thesis
1.1 Introduction to Colloidal Systems
Figure 1.1 Diagram of a colloidal suspension of monodisperse spheres.
The term colloidal refers to dispersions of small particles of between Inm and 
ljim in diameter, in a dispersion medium of much smaller particles [1,2] (Figure 1.1). 
A variety of different colloidal types exist depending on the phases of the two 
constituents as shown in Table 1. This work concentrates on the behaviour of sols, 
solid particles dispersed in a liquid dispersion medium.
dispersed phase
dispersion medium
gas liquid solid
gas - foam solid foam
liquid aerosol emulsion solid emulsion
solid aerosol sol solid dispersion.
Table 1.1 Classification o f colloidal types.
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It can be seen from the variety of different colloidal systems shown in Table
1.1 that colloidal chemistiy is of significant practical importance, appearing in 
products such as cosmetics, foodstuffs, paint and pharmaceuticals. Also there exists 
many industrial processes that rely heavily on colloidal phenomena, for example 
sewage treatment, paper making and oil well drilling, which has provided motivation 
for much experimental and theoretical research on colloidal systems in recent years 
The existence of matter in the colloidal state may be either desirable or undesirable, 
depending on the application of the material. It is therefore important to know how 
to form the colloidal state, how to remove it and to have the ability to predict how a 
particular system will behave under specific conditions.
Owing to the complexity of most colloidal systems, they often cannot be 
treated at the same level of molecular detail as is possible with simpler molecular 
systems. The wide range of time and lengthscales associated with the two 
components, which are an inherent feature of colloidal systems, are a source of 
problems for computational studies of the subject and theoretical treatments. 
Experimentally, however, since colloidal particles (1-1000 nm) are much larger than 
the particles comprising the atomic systems (0.1-1 nm) and their movement is 
significantly slower, phenomena such as phase separation occur on more readily 
observable timescales in contrast to the very fast times found in atomic systems (~ 
ps). The larger size of the colloidal particles, which is similar to the wavelength of 
light (~ 510 nm), also means that the structure of colloidal systems can be probed 
using light scattering and light microscopy, as opposed to the more complicated 
techniques of x-ray or neutron scattering and electron microscopy necessary for 
molecular systems.
Brownian motion is a phenomenon related to the specific size of colloidal 
particles, which are large enough to be distinguished from the solvent but small enough 
to be displaced by the thermal motion of the solvent molecules, resulting in random
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irregular movement of the particles. The ‘dancing’ of small organic particles 
suspended in a solvent noticed by biologists in the 18th and early 19th century was 
originally thought to be due to the ‘internal energy of living molecules’. Robert Brown 
in 1828 observed that the random motion of these so called ‘active molecules’ was not 
confined to organic matter, thus introducing the idea that the motion was due to the 
physics of the systems, rather than being of biological origin [3]. Later in 1905, 
Einstein initiated the development of the theory of Brownian motion, resulting in the 
equation for the mean square displacement of a particle [4]. This was continued by 
Schmoluchowski [4] while Perrin’s experimental work confirmed the theoretical 
predictions [5].
Despite the presence of Brownian forces, a system of colloidal particles in a 
fluid acts in the same way thermodynamically, displaying similar phases and phase 
changes, as the corresponding atomic system if a potential of mean force is used to 
describe interactions between the colloid particles (viz. the colloid-atom analogy) 
[6,7,8], At very low concentrations the particles are in a gas-like state, having 
essentially no structural order. If the concentration of particles is slightly higher, a 
fluid or liquid-like state exists with some short-range order between particles, which 
are nevertheless still able to diffuse easily through the sample. At high concentrations, 
which can be achieved by solvent evaporation, the particles can form ordered 
crystalline states or even long lived metastable glassy states. Thus the. principles and 
theories usually applied to atomic systems can also in the main be used with a little 
modification to explain the behaviour of colloidal dispersions.
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1.2 Aggregation and Gelation of Colloidal Particles
Colloidal suspensions can be either dispersed or flocculated, depending on the 
magnitude of the attractive interactions between the particles. Colloids are 
thermodynamically unstable due to the very large surface area in a dispersed system, 
AG=AAy, however they can be kinetically stable. There are a number of ways of 
providing stabilisation against the drive to minimise surface area in colloidal systems 
[9], Stabilisation can be produced by physical means using polymers grafted onto the 
surface of the particles. This provides a steric stabilisation which can prevent the 
particles from approaching within the attractive potential range. Alternatively, 
sufficiently charged particles in an aqueous solution can form an electric double layer 
which creates repulsion between particles.
Removing the stabilising effect causes the particles to aggregate. Aggregation 
can be induced in aqueous systems by changing the concentration of salt to neutralise 
the stabilising charge. This provides an essentially instantaneous quench into the 
unstable region of the phase diagram. A rapid quench rate is important if the time 
dependent behaviour of the phase separation is of interest. Alternatively, polymers 
can be added to the system which can attach to the particles, thus causing aggregation 
by polymer bridging [10]. Systems can also be destabilised by the addition of free 
polymer which results in an attraction between colloidal particles known as the 
depletion effect [11]. The depletion effect is an osmotic effect caused when two 
colloidal particles approach closer than the effective diameter of the free polymer. 
This creates a region of low osmotic pressure between the particles so the liquid 
moves out into the surrounding region to dilute the polymer solution and the colloidal 
particles move together. The effective interparticle attraction is proportional to the 
osmotic pressure of the polymer solution and can be quite large, in excess of 40 kBT. 
Aggregation of polarisable colloidal particles in a non-conducting solvent such as a 
silicone oil can also be induced by the application of an electric field (-kVcnf1). This
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is known as the electrorheological effect. There is also a magnetic analogue of this 
effect.
Aggregation in a simulation of a system of particles possessing an attractive 
part to the interaction potential can be induced by lowering the temperature of the 
system which is entirely equivalent to making the colloidal particles more attractive in 
real systems. When a system is quenched from the one phase region down to the two 
phase region, the system evolves to a state consisting of two coexisting phases. Phase 
separation can occur through the temporal evolution of spatial fluctuations by two 
mechanisms. Instability to short wave fluctuations causes a nucleation and growth 
type of separation, whereas instability to long wave fluctuations leads to phase 
separation through a spinodal decomposition type of process. These phase 
separation mechanisms are discussed in more detail in Section 1.62. Spinodal 
decomposition is often associated with an interconnected morphology which, in 
colloidal systems, can be identified with the percolating structure often found in gels. 
A similar interconnected morphology, however, can also be obtained from the 
superposition of clusters formed by nucleation, so structure alone can not be used to 
distinguish the phase separation mechanism [12].
The morphology of colloidal aggregates can vary from loose liquid-like floes to 
more solid-like amorphous or crystalline clusters, depending on the temperature of the 
system and on the interaction forces between the particles [13]. A colloidal gel is a 
flocculated state in which a continuous network of particles filling the container is 
formed before settling can occur (Figure 1.2). The network structure consists of key 
stress bearing ‘backbone’ paths of particles, with side branches that do not support 
the stress and are therefore largely redundant Theologically.
The high connectivity between particles and a divergence in the average cluster 
size near the gel point is expected to result in a suspension of high viscosity [14] and a
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slowing down of structural relaxation with the appearance of an apparent yield stress 
[15]. Stress time autocorrelation functions in a gelling system are expected to develop 
a power law decay at short times, terminating in a stretched exponential [16,17]. The 
power law region is expected to extend to longer times as the gel point is approached. 
The gel point is characterised by a divergence in viscosity before the gel point and an 
increase in the elastic modulus, G, after the gel point.
Figure 1.2 Diagram of aggregated particles forming a system spanning colloidal gel 
showing the key ‘backbone’ particles of the gel.
Gels are typically soft and elastic with relatively low percentages of solid 
matter, the specific properties of an individual gel depending largely on the strength 
and type of the interparticle interactions [1], In the case of particles forming 
permanent chemical bonds, such as cross linking polymers, the gels are stable and the 
sol-gel transition corresponds to a transition from a liquid to a permanent solid 
network. However gels can also be formed from particles with reversible bonding 
characteristics. The gels formed in this case have a finite lifetime and can be reformed 
by changing the chemical conditions. They are thermodynamically unstable and will
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eventually collapse. These physical gels have relatively low physical interactions, 
typically between 2-\§kBT or sometimes more.
This work concentrates on the more weakly associating systems that do not 
form permanent bonds. The low energy physical interactions in the systems of 
interest here are reversible so aggregates may undergo extensive restructuring and can 
be more easily redispersed. Weak aggregation occurs from secondary minimum 
flocculation by depletion or by polymer bridging mechanisms. The reversible bonding 
and low interaction strength can cause difficulty in the definition of a transient gel 
since gel-like properties are weak and the systems are typically viscous. The 
assumption of the existence of a low yield stress has not yet been confirmed 
experimentally. The presence of a percolating network is not enough to confer gel-like 
rheology, since for reversible interactions the particles forming the network can be 
very mobile, especially at higher temperatures and in this case the network will have 
minimal stress bearing capacity. One of the main objectives of the present work is to 
discover to what extent model colloidal particles without forming permanent bonds 
between them can produce a gel.
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1.3 Scaling Behaviour of Aggregates and their Properties
The structure of a disordered system containing random aggregates is not easy 
to describe in terms of classical geometry owing to the lack of classical symmetry. It 
is also difficult to characterise in a traditional states-of-matter sense as there is no 
suitable reference state from which to base a perturbation treatment [18]. However, it 
has been found that a fractal dimension, Dfi can be used to characterise the structure of 
these apparently random aggregates [19]. It is thought that the fractal or other related 
dimensions can account for the structure and other physical properties of real 
systems.
Fractal geometry is a branch of mathematics invented by Benoit Mandelbrot 
[20] to describe the complex patterns that often appear in nature. A wide range of 
apparently random structures can be described by fractal geometry, from coastlines to 
the pattern of a blood supply in the network of veins, arteries and capillaries in the 
human body. The common feature between these structures and the principle behind 
fractal geometry is self-similarity, or scale invariance. A self-similar structure is one 
which looks the same, regardless of the scale at which it is observed. A mathematical 
fractal observes exact scaling from infinitely small scales to infinitely large scales. In 
nature, as opposed to the rigorous scaling found in mathematical fractals, the self 
similarity is not exact and the fractal region is bound by a lower and upper lengthscale 
limits (the lower being of the order of the size of the building units and the upper 
being that of the size of the system).
Different types of fractal dimension can be distinguished. A surface fractal 
describes the ds dimensional surface binding a d dimensional object. The lower limit is 
given by a completely smooth surface of dimension ds = d-l, the upper limit being 
bound by a highly convoluted surface with ds = d. A mass fractal describes the 
distribution of mass in a structure with an upper limit of a dense compact structure
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with df -  d. Fractal concepts have been used for some time now to describe the open 
tenuous structure often formed by aggregating colloids. The lower the fractal 
dimension, the more open are the aggregates and the lower is their density. Evidence 
of fractal structure has been found in a variety of systems with different aggregation 
physics leading to a range of fractal dimensions [21]. Experimental systems of gold 
colloids aggregate to form clusters which grow with a fractal geometry with df = 1.75 
[22], polystyrene spheres give df -  2.08 [23] and aggregation of human 
immunoglobulin protein monomers (IgG) results in df= 2.56 [24].
There have also been a number of simulation studies of the fractal structure of 
growing aggregates [25,26], The simplest model of aggregation is the diffusion limited 
aggregation model, DLA, which involves random addition of single particles onto a 
growing cluster via a random walk. The basic DLA model results in a cluster with a 
fractal dimension of df~  2.5. Although the DLA model is relevant to a number of 
non-equilibrium processes, such as electrodeposition [27], it is generally not a good 
model for colloidal aggregation, being unable to explain low fractal dimensions such as 
those found in aggregating gold colloids [28]. A modification of DLA which is more 
closely related to colloidal aggregation is the diffusion limited cluster aggregation 
model (DLCA) in which a number of clusters grow and the clusters can themselves 
diffuse and aggregate with other clusters [28]. For systems of particles foiming 
irreversible bonds, a high sticking probability (fast aggregation) for the DLCA model 
produces aggregates with the low value, df= 1.8 [22], A slower aggregation with a low 
sticking probability, called reaction limited cluster aggregation (RLCA), produces 
denser aggregates with £^=2.1 [28]. For fast aggregation the time dependence of the 
mean cluster radius, R, can be described by a power law relationship R~tr where y  -
0.56 (~1 Idf) [22]. The cluster size distribution in this case becomes almost flat with a 
cut-off at large cluster sizes and a depletion of very small clusters. Slow aggregation 
results in a slower exponential growth of the cluster radius R~e^[29].
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Systems in which bonds are not irreversible can also undergo restructuring, 
leading to a much wider range of fractal dimensions. A continual rearrangement and 
restructuring of an aggregating system can lead to an increasing fractal dimension with 
time [30], At high volume fractions (> 0.5), due to the dense packing of particles, 
aggregates generally change from a mass fractal structure to a surface fractal structure 
[31]. A decrease in the fractal dimension is expected if rotational diffusion of the 
clusters is much more rapid than translational diffusion [32]. In this case the cluster 
mass will tend to grow approximately linearly in time as the difference between the 
two diffusion rates increases.
In addition to the interparticle potential, the fractal dimension of clusters in a 
system of aggregating particles depends on the mobility of the free particles and the 
fractal dimension of their trajectories [33]. A system with a long mean free path 
produces effectively ballistic motion of particles approaching a cluster[bensimon]. 
This results in a cluster of higher fractal dimension than if the particle motion followed 
a Brownian trajectory [34]. A crossover to the lower fractal dimension expected for 
Brownian trajectories occurs at lengths greater than the mean free path [35]. 
Therefore the resulting fractal dimension of colloidal aggregates may be influenced by 
the temperature not only through the changes in particle interactions, but also by the 
effect of the temperature on the trajectory of the particles.
The diffuse fractal structures in aggregating colloidal systems are caused by the 
screening of the inner parts of growing clusters by the outer particles [36]. The 
effectiveness of the screening depends on the strength and range of the attractive 
interparticle potential. If the potential is long-ranged, the screening is better since free 
particles will be caught by the outer edge of the cluster before they can penetrate 
further into the cluster. However the final structure of the aggregates also depends on 
the strength of the interparticle attraction. If the attractive forces are weak, 
restructuring can cause densification of the cluster and the fractal dimension will
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increase. This restructuring effect is strengthened by increasing the length of the 
interparticle potential. The short range structure of aggregated colloidal systems has 
been shown to be influenced by the interparticle forces if the particles have time to 
adopt an equilibrium configuration before irreversible bonding, resulting in a structure 
that is both thermodynamically and kinetically determined [37]. In these systems the 
structure can still be fractal on longer lengthscales. If the particles interact reversibly, 
the short range structure will be more pronounced as restructuring towards 
thermodynamic equilibrium gives a denser more structured local environment.
As fractal clusters from random aggregation become large, they can merge with 
other clusters to form a connected system-spanning network. This is the basis for one 
theory of gel formation. The fractal nature of aggregating colloids has been used in 
studies of the sol-gel transition [38,39]. A recent theoretical treatment [39] considers 
a system of N0 spherical particles each of volume VQ and radius r0. The particles 
aggregate to form ncius clusters with a fractal structure of dimension df. The average 
number of particles in a cluster of radius r is then given by,
(1.1)
The volume of the cluster, however, still increases as the cube of the radius,
(1.2)
The total volume fraction occupied by the clusters, <j>a, is,
* . . ' w g J r . f ' - T *
0o W j V  U J
(1.3)
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where <po is the volume fraction occupied by the particles and V is the volume of the 
system. The system gels when the clusters become close packed and fill the system,
i.e. when (j)a = 1, so by rearranging Equation (1.3), the cluster radius at the gel point 
can be given by,
— = (j)0^-  3 
ro
(1.4)
With the assumption of Schmoluchowski kinetics the number of particles in a cluster 
increases linearly with time, i.e. Ncius ~ 1+/. By substituting for Ncius from Equation 
(1.1) into Equation (1.3) the gel time can then be given by,
tgel - 1
(1.5)
The volume fraction of the clusters at the gel point, $gd can be set to 1 to represent a 
volume filling, close packed array of clusters, as would be the case for a system with a 
mixture of weak reversible interactions and stronger chemical crosslinks (strongly 
interacting particles within the clusters with much weaker intercluster interactions). 
Alternatively, for more strongly interacting clusters, (f)gei may be less than 1. Its value 
can then be estimated by analytical results for sticky spheres such as given by the 
Percus-Yevick integral equation.
The high degree of rearrangement in the relatively weakly and reversibly 
interacting systems considered in this work makes the applicability of fractal based 
theories at the very least questionable. A theory based on the spinodal decomposition 
mechanism of phase separation may, in fact, be more relevant. At low temperatures 
when the interactions are stronger and restructuring is less dominant, a mechanism 
based on fractal aggregation may be more valid, although the experimental evidence for
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fractal structure in particle gels is equivocal. Light scattering experiments on gelation 
in reversibly interacting systems have found evidence of fractal structure [40], 
however in other systems the structure was found to be non-fractal [41]. The 
structure of the gel is highly dependent on small variations in the system parameters 
such as interaction potential, quench depth and volume fraction.
Brownian dynamics simulations of Lennard-Jones 12:6 particles presented 
here and in other work [42] show that the distance range over which a fractal regime 
occurs for this potential is very small and scaling depends upon the volume fraction of 
the particles. It has been suggested that the multifractal spectrum of the aggregates, 
used to describe the structure in DLA [43] may give a more universal description of 
the structure. For the multifractal spectrum, the potential well-depth has a significant 
influence on the scaling behaviour of the structure, which, however, seems to be 
insensitive to the volume fraction. The structures at different volume fractions can be 
mapped onto each other by rescaling the lengthscales [42].
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1.4 Percolation in Model Colloidal Systems
Percolation, the formation of an infinitely ranged pathway through space, is a 
phenomenon of importance to a variety of physical problems [44]. In colloidal 
systems the percolation transition signifies the existence of an infinite cluster of 
colloid particles spanning the entire system [45]. The presence of these large 
aggregates can exert a great influence on the macroscopic properties of these 
substances [46]. Percolation concepts can be applied to gain understanding into 
various aspects of colloid science such as effective transport properties, particle 
aggregation, gelation and the glass transition. The gel point, according to percolation 
theory, is the moment when the largest cluster spans the system thus becoming 
infinite. In real systems this is a necessary requirement, although it may not be 
sufficient to form a gel.
Lattice site percolation is the simplest model of percolation, with the 
assumption that neighbouring sites are connected. The probability that a site is 
occupied is p  and 1 -p is the probability that a site is unoccupied. Continuum models 
are more likely to be able to capture the essential physics of real systems, although 
there appears to be a strong universality between continuum and lattice percolation 
[47,48,49]. The most commonly calculated critical exponents are the correlation 
length, v, the mean cluster size (susceptibility), y, and the order parameter, p. The 
universality of v holds even when periodic boundaries are applied to a finite system 
[50].
Although percolation is a geometrical transition, while gelation is a kinetic 
process, it is undeniable that accompanying the gel transition is a percolation 
transition [51]. The universality class for this dynamic percolation transition has not 
been confirmed. Sometimes the percolation threshold and critical exponents are 
estimated to be the same for a percolation transition in the presence of aggregation as
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for basic random site percolation [51], but it has also been argued that they may be in 
different universality classes [52,53]. The kinetics of aggregation also affect the 
percolation characteristics of a system, so the exponents are not necessarily universal 
for different aggregating systems [51]. The form of the interparticle potential can have 
a large influence of the percolation properties [55,54,56].
The formation of an infinite cluster becomes more probable as the volume 
fraction increases. Although interactions between particles induce positional 
correlations which can give rise to an infinite cluster even when the concentration of 
particles is relatively small, there exists a minimum volume fraction below which 
percolation is not possible. Experimental measurements have suggested a dependence 
of the percolation threshold on the volume fraction, temperature and the interaction 
range [45]. In colloidal systems, attractive interparticle forces play a dominant role in 
their behaviour [46]. For very small interaction lengths compared with the particle 
diameter, the effects of interparticle attraction are large. At infinite temperature 
(corresponding to an infinitely small interaction strength) the system percolates only 
at very high volume fraction, close to the random packing density of approximately 
0.64. As the temperature is lowered the percolation threshold is drastically reduced, 
with the magnitude of the reduction depending on the interaction length. For larger 
interaction lengths, the percolation threshold is less dependent on the strength of the 
interparticle attraction.
Attractive interactions can move the percolation transition to significantly 
lower volume fractions than found in random percolation, perhaps even into a 
different universality class [57]. Some previous investigations have concluded that 
attractive interactions between particles lower the percolation threshold. An 
increasingly attractive potential draws the particles together and aggregation 
throughout the system is enhanced [58]. However in some simulations, attractive 
interactions have also been found to raise the percolation threshold [59]. An increase
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in attractiveness can favour the formation of more compact clusters as the particles 
try to minimise their surface energy and the co-ordination number increases [60]. At 
sufficiently low temperatures, therefore, increasing the particle volume fraction will 
possibly not result in percolation but in the formation of large dense clusters [46], A 
long-ranged continuous potential such as the Lennard-Jones 12-6 potential favours 
percolation at low volume fractions but may make percolation at high
volume fractions more difficult [61,62].
The observation of an increasing percolation threshold as the temperature is 
lowered (only seen so far in simulation [59]) is possibly a result of the definition of 
connectedness, and could therefore be of little physical consequence [46]. If the 
distance with which particles are said to be connected is allowed to be greater than the 
range of the potential, then the particles are allowed to be connected even if they are 
not interacting with each other to any appreciable extent. If this length is small 
compared to the range of the potential a reduction in temperature always reduces the 
percolation threshold. The appropriate definition of connectedness depends on the 
transport properties being considered [46].
The network structure formed in aggregating colloidal systems with reversible 
interactions Is typically quite transient [53]. The structure fluctuates and rearranges, 
a network existing not necessarily at any particular single time, but as a temporal 
average. The system will be percolating for a finite time only, after which 
rearrangement will eventually lead to the collapse of the network. Although a 
percolation line can be defined below the coexistence line, it therefore only exists 
transiently [57] A difficulty in determining the percolation characteristics in phase 
separating systems is that the position of the percolation threshold can be dependent 
on the time window used [63]. The line where transient percolation first occurs for a 
very short time is the ‘dynamic spinodal’, which is not the same as the static spinodal 
related to the inflection point of a free energy functional [57,63]. For a system with
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more permanent interactions, the gel line is more likely to be associated with the static 
percolation line, since after gelation phase separation is arrested [64].
At the percolation threshold, percolating clusters are highly ramified and held 
together in many places only by a single bond. Frequent restructuring of the cluster 
occurs and the size of the cluster undergoes severe fluctuations. As the density 
increases, the cluster becomes more dense and presumably thermodynamically stable. 
The percolation threshold can be obtained from the divergence of the average cluster 
size [46], however the restriction of the size of the clusters to a maximum of N  
particles in simulations can introduce significant error in the value for the average 
cluster size, even at quite low densities. The percolation threshold of a macroscopic 
system in a simulation is the percolation point of the infinite system of replica cells, 
since spanning of the single system would accentuate the small system effect and 
would be expected to result in an underestimation of the percolation density. The 
finite system size leads to a 'smearing' of the percolation transition. The percolation 
transition becomes sharper as the size of the system increases, until in an infinite 
system the transition would be a step function of density. In finite model systems, 
the percolation threshold is usually taken to be the volume fraction at which on 
average half of the configurations exhibit percolation, i.e. the percolation probability P  
— 0.5 as this has been shown to give the least system size dependence. The system is 
considered to be percolating if a infinite cluster exists in any one of the x, y or z 
directions. The fraction of configurations which exhibit percolation increases with 
density,
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1.5 Interaction Potentials
The rheological and structural behaviour of colloidal systems and their 
dynamics depend strongly on the interparticle interaction potential. In real systems 
there are many different contributions to the overall form of the potential, determined 
by the nature and composition of the particles and the solvent. These contributions 
can be approximated with analytical expressions which are added together to give a 
mean interaction potential which can then be used in or compared to theories and 
simulation. The basic interaction always present is the van der Waals attraction that 
exists between molecules. An electrostatic or steric repulsion is necessary to provide 
repulsion for a stabilised system, countering the van der Waals attraction. Additional 
attraction can be induced by the introduction of free polymer (depletion attraction), in 
which case the interaction potential is also influenced by the size and number density 
of free polymer. The interaction potential is usually assumed to be pairwise additive. 
This generally gives a good approximation to real interactions since electronic many- 
body contributions are probably negligible on typical lengthscales in dilute colloidal 
systems. However when particles are close together, as they are in concentrated or in 
aggregated systems, 3-body and higher interactions can become more important.
The interaction potential strongly influences the phases exhibited by a 
colloidal system and the form of the phase diagram [11,65,66,67]. A stable liquid 
phase exists only if the range of attraction is larger than about 1/3 of the particle 
radius. An influential feature of the interparticle potential is 8, the ratio of the range 
of the attractive part to the repulsive part of the potential: 8 -  (rr r0)/r0, where rx is 
the value of r for which <p(r) has decreased to 1% of its value at the minimum r0 [66]. 
The long-ranged Lennard-Jones 12-6 potential (8  « 1.42) has a fairly rich phase 
diagram with gas, liquid and solid phases as shown in Figure 1.3. As the potential 
becomes shorter, the critical temperature drops until at a certain point, thought to be 
when 8 ~ 0.4, the critical point disappears along with the liquid phase [11,64]. At
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Figure 1.3 The Lennard-Jones phase diagram. The open squares mark out the gas- 
liquid phase boundary lines [68], the diamonds and ovals mark out the solid-liquid 
phase boundary [69]. The open triangles trace out the spinodal line which was 
obtained by an integral equation [70].
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this point, the liquid-gas transition becomes metastable beneath the gas-solid 
transition [67]. It has been suggested that unstable liquid-like aggregates can form in 
this region which could be involved in the phenomenon of transient gelation [40].
In the next section, the Lennard-Jones type potential used in this work is 
discussed. Following this is a short discussion of some other interaction potentials 
commonly used in the description of colloidal systems.
1.5.1 The Lennard-Jones Type Potential
The form of the interaction potential used in computer simulations must be 
fairly simple in order to keep down the computation time. In this work it was decided 
to use Lennard-Jones m:n type potentials which are readily computed and the range 
of attraction can be varied simply by changing the values of m and n. The Lennard- 
Jones type inverse power potential has the general form:
where A(m,n) is a constant depending on the choice of values for m and n. By varying 
the parameters m and n the effects of different well shapes and interaction ranges can 
be investigated. In this work, m = 2n and the values of m and n are varied to create 
different interaction ranges. For the case m = 2n, the constant A(m,n) = 4, just as for 
the original Lennard-Jones, LJ, potential.
The bulk of the initial simulation work was performed with the 12:6 LJ 
potential which is quite long ranged in comparison to the potentials found in many 
colloidal systems (the distance by which the attraction has dropped to 10% of the
(1.6)
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well depth, r i0 = 1.84<r). The interparticle interactions in colloidal systems are 
‘tuneable’ by varying for example the adsorbed/free polymer or the solvent and could 
in principle be made to equate to a LJ potential. The decision to use the 12:6 
potential was made because the Lennard-Jones 12:6 phase diagram is now well known 
[68,69,70] (Figure 1.3). Recent critical point values for the r = 2.5a  truncated LJ 12-6 
system areA:57 y e=  1.321±0.004 and p c = Nc?/V = 0.306±0.001 [68]. Since little 
work has been done previously in this area of modelling, it was useful to know the 
phase diagram to help predict and explain observed (transient) behaviour. The 
simulations were repeated using the shorter ranging 24:12 and 36:18 potentials for the 
lower temperature phase points (71* < 0.5) which are thought to be in the two phase 
region. The forms of the three interaction potentials are shown in Figure 1.4. The 
values of r0, r\, r 10 and <5 for the interaction potentials used in this work are given in 
Table 1.2
interaction
potential
To ri r 10 8
12:6 1.12 2.71 1.85 1.42
24:12 1.06 1.64 1.36 0.55
36:18 1.04 1.39 1.23 0.34
Table 1.2 Characteristic lengths o f  interaction potentials used in this work.
The 24:12 potential is thought to be near the boundary between those which 
have a stable liquid phase and those which do not. It has been predicted that the 
24:12 potential will have a small liquid region [71]. However the prediction of phase 
diagrams, especially in boundary cases such as the 24-12 potential, can be sensitive to 
the method used (e.g. integral equation theory, simulation, free energy calculations, 
Gibbs ensemble) making exact estimates difficult. This is demonstrated in the 
conflicting predictions of the phase behaviour of C60 [71,72,73]. What is clear
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rFigure 1.4 Comparison of the n:m potentials used.
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however is that the 12:6 has a liquid range whereas the 36:18 does not. Whether the 
24:12 has a small liquid range is not too significant with regard to this work.
1.5.2 Near Hard Sphere Potentials
In the early stages of the work, a verification of the program written was made 
using the f 36 near hard sphere interaction potential which has been used in a large 
number of simulations of stabilised colloidal suspensions. This has a purely repulsive 
inverse power potential of the form:
with n = 36 being a typical value for the exponent. This has been used to model the 
rheology of stabilised colloidal systems [74]. The form with n = 36 gives a near haxd- 
sphere potential which is commonly found in many charge/sterically stabilised real 
systems. No real colloidal system is formed from true hard spheres and the softness 
however small is important in determining the physical properties of these systems.
1.5.3 The Double-Yukawa Potential
The double-Yukawa (DY) potential is based on exponential functions. The 
general form is:
(1.7)
(1.8)
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Although this form is easily manipulated in analytical theories, the computation of 
exponentials is expensive in simulation time and the potential is therefore not widely 
used for that purpose. It is, however, used in the theoretical calculation of phase 
boundaries. Recently, a mean field theoretical study of various different Yukawa 
potentials has been used to explore the effect of attraction ranges on the phase 
diagrams [11,66]. They found that for a DY potential with 5 > 0.4 the phase diagram 
does not possess a liquid phase.
By varying the parameters in the DY potential, a form approximating the m:n 
type potentials can be created. The values of these parameters to approximate the 
24:12 LJ type interaction potential is given in Table 1.3.
potential a b c
24:12 14.4 14.0 104.1
Table 1.3 Parameters o f the DY pair potential approximating the U  24:12 potentials
The two potentials are qualitatively very similar, however the repulsive part of the 
24:12 potential decays more rapidly and the attractive part decays more slowly with 
distance. This results in a value of 8 -  0.55 for the 24:12 potential which is 
significantly higher than the value of 8 -  0.41 calculated from the DY potential 
despite there being good agreement in overall shape. It is possible that the 24:12 
potential will have a narrow region of liquid phase and will therefore not have the 
metastable gas-liquid line which is thought to be associated with the gel transition. 
The range of the 36:18 potential, 8 = 0.34, is well inside that required to show the 
absence of a stable liquid phase.
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1.5.4 The Derjaguin-Landau-Verwey-Overbeek (DLVO) Potential
TheDeijaguin-Landau-Verwey-Overbeek (DLVO) pair potential is often used
phenomena [75]. A diffuse electric double layer, induced by surface charges on the 
colloidal particles causes repulsion between particles when the electric double layers 
overlap. This electrostatic repulsion prevents irreversible coagulation by the strong 
van der Waals attraction unless the particles can overcome the large potential barrier, 
creating a double minimum in the potential. The potential between two particles of 
radius a is therefore composed of a sum of two parts, a van der Waals term and an 
electrostatic term,
In the first part, the van der Waals attraction, A is the Hamaker constant and h is the 
distance between the surfaces of the particles. In the second part, the electrostatic 
repulsion, Q is the Bjerrum length, T is the temperature, t0 is related to the surface 
potential, k 1 is the Debye length which decreases with increasing electrolyte 
concentration. The DLVO potential approximates the interactions in charge stabilised 
systems and has been widely used in theoretical work and in a number of simulations 
of aggregating systems [76,77,78].
to describe charged colloidal particles in simulations and theories of various colloidal
(1.9)
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1.6 Phase Separation of Colloidal Fluids
Aggregation of destabilised colloidal particles can also be modelled as phase 
separation by analogy with molecular systems. The development of structure with 
time from an initially homogeneous system is followed often using a mean field 
approach. Colloidal systems, however, may develop a fractal structure leading to the 
creation of inhomogeneities on many length scales which cannot be described by a 
mean field approximation. Phase separation theories can therefore only describe 
relatively early time behaviour and are unlikely to predict adequately structure in 
colloidal systems which may have fractal character [79],
1.6.1 Colloidal Phases
Colloidal suspensions, in the same way as molecular systems, show a wide 
range of phase behaviour dependant on the temperature, the pressure and the 
interaction potential between the particles. The aggregation of colloidal particles can 
be compared to phase separation in molecular systems [7,8,13], Colloidal systems 
quenched into the non-equilibrium two phase region display phase transitions in the 
same way as molecular systems. The phases formed parallel those in the 
corresponding molecular systems at the same reduced temperature and volume 
fraction. At very low volume fractions (0 < 0.1), the colloidal particles can exist in a 
gaseous state with no interactions between the particles. At higher volume fractions, 
if the interaction potential is not too short-ranged, a liquid phase can form in which 
the particles are mobile but show significant short-range order. A solid phase exists at 
very high volume fractions, either in the equilibrium crystalline state, or alternatively 
the system may become trapped in a long-lived metastable glassy state [80] if solvent 
evaporation is too fast. The existence of non-equilibrium states such as glasses and
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gels is due to the dramatic slowing down of kinetic processes at low temperatures. 
Thermodynamic equilibrium may then not be reached.
When a system is quenched into the non-equilibrium two phase region of the 
phase diagram, the particles will eventually phase separate into two coexisting phases 
with volume fractions given by the lever rule. Separation proceeds via the temporal 
development of spatial fluctuations in the density until a two phase state in 
thermodynamic equilibrium is formed. The dynamic evolution of the system, at any 
other than the very earliest times, is highly non-linear and although there have been 
many attempts at producing theories to predict the dynamics of phase separation, 
there is as yet no theory valid for the whole of the non-equilibrium region of the phase 
diagram. The mechanism of domain growth and its dependence on the destination 
state point in the non equilibrium region of the phase diagram is still poorly 
understood, as is the relationship between these structural changes and associated 
physical properties, such as rheology.
In common with all dynamic properties in liquids there are no simple accurate 
theories of the dynamics of colloidal systems and their behaviour when phase 
separating, despite a large amount of experimental effort and more recently 
investigation through various computer simulation techniques. Their aggregation and 
separation behaviour is important industrially for a wide range of products, in 
particular the formation and collapse of gels. For some processes aggregation is 
favourable, such as in separation of materials or gel formation. For other products 
prevention of the collapse of the gel state is of primary concern, for example to avoid 
separation of cosmetics and of foodstuffs such as yoghurts. In the case of products 
such as paints, medicines and agrochemicals, the ability to remix two separated phases 
by shaking or stirring is important. To improve the quality, performance and shelf life 
of these products, it is therefore useful to improve our knowledge of the physics 
behind the behaviour of these systems. However the chemical and morphological
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complexity of these systems makes them difficult to understand. To facilitate a full 
understanding of the aggregation and gelation process, the Theological properties must 
be related to the structural properties. The structural changes in phase separating 
systems have been followed using scattering techniques [40,81,82,83,84,85,86,87,88, 
89], and also by various computer simulation techniques [57,79,90,91,92]. The 
evolution of the Theological properties, however, presents more of a problem since 
their determination usually involves the application of shear which can alter the phase 
separation characteristics [93].
Phase separation can be induced in a number of ways, for example, by adding 
polymer or changing the pH or temperature. Adding polymer or salts is commonly 
used in experiments since it results in a rapid quench (rapid quenches are preferable to 
avoid evolution of the system during the quench which would make analysis of the 
results more difficult). Changing the temperature of the system is often the most 
convenient way of initiating phase separation in computer simulations since this 
merely involves starting from an equilibrated configuration at the first step, then either 
rescaling the kinetic energies of the molecules in molecular dynamics simulations, or 
changing the temperature variable in the Brownian contribution to the forces in a 
Brownian dynamics simulation. Since the ratio of the temperature to the interaction 
potential well-depth is the key parameter, destabilisation by changing the interaction 
potential or by changing the temperature are equivalent in terms of their effects.
The dynamics of phase separation are affected by the quench depth, volume 
fraction and by the form of the particle interactions. A quench at the critical density 
can result in a different structural evolution than for an off-critical system since for a 
critical quench both phases are highly interconnected. In an off-critical system the 
lower density phase will always tend towards forming compact discrete clusters. At 
low volume fractions the smaller volume fraction phase may become trapped in a 
system spanning structure leading to an increase in the elastic energy. This results in
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the formation of an elastic gel-like phase, a kinetically stabilised state which is 
thermodynamically unstable.
1.6.2 The Mechanism Of Phase Separation
Above the two phase boundary a single equilibrium phase exists which is 
thermodynamically stable. If the system is quenched to beneath the coexistence line, 
it becomes thermodynamically unstable resulting in phase separation. Two types of 
phase separation are commonly distinguished. If the quench is close to the two phase 
boundary, decomposition is via a nucleation and growth mechanism. This is caused 
by an instability to short wavelength finite amplitude density fluctuations. In this 
region, droplets smaller than a critical size disintegrate and only droplets larger than 
the critical size are likely to grow. This energy barrier to nucleation means that the 
nucleation rate can be extremely slow and the system may remain in a homogeneous 
state for a considerable time, hence the term metastable for this region of the phase 
diagram. A metastable system is not at equilibrium and is ‘stable’ in a kinetic sense 
only. For quenches deeper into the two phase region, the system becomes unstable to 
increasingly long wavelength density fluctuations. This mechanism is termed spinodal 
decomposition. Phase separation through a spinodal decomposition mechanism is 
essentially instantaneous following the quench since there is no critical droplet size or 
the associated activation energy barrier.
The nucleation and spinodal decomposition regions of the phase diagram are 
separated by the spinodal line, shown in Figure 1.3 for the 12:6 interaction potential. 
The spinodal is defined as the points at which the system becomes unstable to
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density fluctuations of infinite wavelength and infinitesimally small amplitude. The 
spinodal curve lies at,
( - )  =0
(1.10)
where (i is the chemical potential.
The transition on the phase diagram from nucleation and growth to a spinodal 
decomposition mechanism is thought to be gradual, the transition range being closely 
related to the characteristics of the interparticle interactions. The phase separation 
behaviour is also very sensitive to temperature [94] and to external forces [95], the 
application of shear to a colloidal system displacing the spinodal deeper into the two 
phase region [93]. Although both spinodal decomposition and percolation transitions 
describe the appearance of systems spanning structures (spinodal decomposition 
commonly implies a highly interconnected morphology), percolation is a static 
phenomenon whereas spinodal decomposition is dynamic and transient. The dynamic 
percolation line, however, represents the phase point at which a phase separating 
system with reversible interactions percolates transiently for a short time, before 
continuing phase separation causes collapse of the system spanning aggregate. At 
lower volume fractions percolation will not occur at any point during phase 
separation. As the volume fraction increases after the dynamic percolation line, 
percolation will occur for increasingly long times before the collapse of the structure. 
The dynamic spinodal line lies beneath the spinodal on the low volume fraction side of 
the phase diagram [40,57,64].
Current theories of phase separation are concentrated in two areas: the mean 
field theoretical approach and cluster dynamical theories [12]. In the mean-field 
approach two types of instability are distinguished which characterise the early stages 
of phase separation occurring in separate regions of the phase diagram, the metastable
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region and the unstable region. Mean field theories are based on the dynamical 
evolution of semi-macroscopic variables such as an order parameter, for which 
evolution is slow compared to that of microscopic variables. These methods therefore 
work best when large correlation lengths and long time scales are involved, which is 
typically in the vicinity of the critical point. In the mean field approach the activation 
energy decreases to zero as the spinodal is approached and the critical droplet radius 
diverges, the long wavelength instability becoming infinite. This results in a sharp
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transition which is not generally thoughtAoccur in real systems. In addition, nucleation 
and growth are treated separately and there is not yet a mean field theory able to 
combine the description of the growth of clusters and the nucleation rate [12].
The advantage of the mean field approach is that a detailed description of 
droplet formation is not required as it is for cluster dynamics theories. Cluster 
dynamics theories are phenomenological and describe cluster growth in terms of 
diffusion and reaction of clusters. They are based on detailed kinetic equations 
describing the mechanisms leading to the formation and evolution of cluster evolution 
and therefore involve a much more detailed description of clusters than is necessary 
for mean field theories. This presents a problem in that there is difficulty in defining a 
cluster, and in obtaining a mathematical solution of the kinetic equations. As a result 
of these problems, these methods are more effective at low temperatures and volume 
fractions where the clusters are more unambiguously defined. The cluster dynamics 
approach has provided qualitative behaviour and understanding into the phase 
separation process, however so far it has been unable to provide quantitative results 
because of the problems of cluster definition, especially at later times when the 
clusters are large and interpenetrate [12]. In the cluster dynamics approach, the 
transition from a nucleation mechanism to a spinodal decomposition mechanism is 
gradual and diffuse, as is generally found in experiments and simulations. The 
activation energy decreases as the spinodal is approached, becoming of the order of 
kBT  at the spinodal and throughout the unstable region. At the same time, the critical
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droplet radius decreases and the length characterising the long wavelength instability 
increases, both, however, remaining finite throughout the unstable region [12,96]. 
This diffuse transition between phase separation mechanisms is, in fact, what is often 
found experimentally [94]. The transition from nucleation to spinodal decomposition 
becomes narrower as the range of the interaction potential increases, the spinodal 
transition being well-defined only for systems with long range interaction forces [63].
In the metastable region there is an instability to short wavelength finite 
amplitude density fluctuations. This produces decomposition via a nucleation and 
growth mechanism. A critical droplet size exists in this region, its radius, A , given by,
where y is the surface tension, v is the volume per particle and Ap  is the chemical 
potential difference between the nucleated phase and the supersaturated medium [41]. 
Small droplets disintegrate and only droplets which reach the critical size can grow. 
The work required to create a cluster of this critical size is,
The energy barrier to nucleation means that the nucleation rate is often veiy slow, so 
the system can exist in the one phase state for a considerable time. This can be seen in 
the structure factor as a small angle scattering peak which only appears some time 
after a quench. The rate of creation of droplets is described by homogeneous 
nucleation theoiy. Classical theory of nucleation is based on a steady-state nucleation
2 yv 
-A p
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(1.12)
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rate combined with cluster growth. The steady state nucleation rate, /, can be
approximated by an Arrhenius equation,
zK
/ =  v  v
(1.13)
where 70 is the attempt rate of a particle joining a cluster and Wc is the work required 
to form a critical nucleus [12,41]. Growth of the clusters in a supersaturated solution 
can be described by Ostwald ripening, the growth of larger clusters at the expense of 
small clusters. The kinetics of Ostwald ripening are given by the Lifshitz-Slyozov- 
Wagner theory (LSW) which gives the time dependence of cluster growth as,
i
(i?) ~  r
(1.14)
If the system is quenched further into the centre of the two phase region, the 
system separates by a process termed spinodal decomposition. This is driven by an 
instability to long wavelength density fluctuations of infinitesimal amplitude. Phase 
separation is instantaneous following the quench since there is no critical droplet size 
and no energy barrier.
For spinodal decomposition, the simplest model is the Cahn-Hilliard linearised 
theory. It is assumed that for very short times after a quench, concentration 
fluctuations would be small enough to allow linearisation of a generalised non-linear 
diffusion equation. This results in time evolution of the density fluctuations, 8p, as,
= <5p(i,0)exp )^^ /J
(1.15)
Vi'
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Using this model, Cahn predicted that long wavelength fluctuations will grow 
exponentially with time, which provides the long wavelength instability [12,97], If 
this result is transferred to the time evolution of the structure factor,
where M  is the mobility, p is the density, II is the osmotic pressure and k is a 
constant. The amplification factor is maximum for km, the fastest growing density 
fluctuation. If co(k)>0, fluctuations with wavevector k  grow exponentially with time, 
whereas if co(k)<0, they decay [96]. The Cahn-Hilliard linearised theory therefore 
predicts an exponential increase in the scattering intensity for k<kc with a peak at a 
time independent wavenumber given by km = &</V2, until non-linear effects limit the 
growth. However this region is often not seen as it is only valid at very early times, 
when non-linear effects are negligible. An exponential increase in the scattering 
intensity has been found in some simulations [12,90,98], whilst other simulations 
have found that coarsening behaviour starts at the smallest times and there is no linear 
regime [99]. It is likely that the region over which the system can be approximated 
linearly is too small to be seen on experimental timescales, although some experiments 
do claim to see Cahn-type exponential behaviour [100].
Whichever mechanism occurs in the early stages of phase separation, once the 
equilibrium fractions of phases in their final volume fraction are formed, a coarsening 
process takes place in which the finely dispersed phases coalesce into large, more 
sharply defined separate phases.
S(k,t) = S(lc,G)e~^lV
(1.16)
where co(k) is an amplification factor given by,
(1.17)
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The Lifshitz-Slyozov mechanism [101], single particle diffusion from small 
droplets to large droplets, is developed from a mean field approach and has been 
found to describe the phase separation dynamics well for intermediate times in 
experimental studies and in computer simulations [12,40,90,98,100,102], However it 
is only valid for low volume fractions and small levels of supersaturation. The theory 
describes an evaporation/condensation growth mechanism for systems with low 
volume fractions and low supersaturation. Coarsening is assumed to occur only after 
nearly equilibrium volume fractions of phases have formed via single particle diffusion 
from smaller droplets which are dissolving to allow for the growth of the larger 
droplets. This is due to the higher chemical potential of the small droplets caused by 
the high surface area to volume ration. Since the volume fraction is assumed to be low, 
interactions between droplets can be neglected. Near a droplet of radius R , the 
chemical potential is [103],
lix = ^ 0 + a /r l 
(1.18)
where p0 is the chemical potential of the background vapour and a  is a surface tension 
related constant. The vapour coexists with various droplets, so a critical droplet can 
be defined whose chemical potential is equal to p 0 so that p 0 = -aRc giving,
(1.19)
The imbalance of chemical potentials between vapour and droplets leads to the 
induction of particle flux, which is given by,
j R — Dr ~dpr
dr
= &TJ r la ( j£ l -  i f 1)
(1.20)
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Since the current drives the droplet growth, the droplet radius then changes with time 
as,
dt 1 I
(1.21)
so for R > Rc the cluster grows and for R < R C the cluster shrinks. From this the time 
dependence of cluster growth is found to be [101],
R(t) oc tm
(1.22)
where R  is the average cluster radius. This result is independent of dimension and 
volume fraction (for small volume fractions). The Lifshitz-Slyozov tm result can also 
be found from a cluster dynamics treatment [12],
At higher volume fractions a cluster-cluster agglomeration mechanism is 
thought to dominate coarsening dynamics. Cluster dynamics theory predicts for 
intermediate times a growth rate of the droplet radius of about 0.2, lower than that 
predicted by the Lifshitz-Slyozov theory, by assuming that the dominant mechanism 
for cluster growth is the diffusion and coalescence of clusters. Binder and Stauffer 
[104] assumed that the dominant process in separation of alloys is the diffusion and 
coalescence of large clusters. This leads to the result,
(1.23)
where
which gives an exponent of about -0.2 in three dimensions, in agreement with 
experimental results for alloys [12,104].
If the volume fraction is greater than the percolation limit, a connected 
morphology allows growth driven by surface tension which forces fluid from the 
necks of the interconnected structure into the bulges leading to the following time 
dependence of km [105],
C  =0.3/
(1.25)
A crossover is therefore predicted between diffusive growth, giving a tm at earlier 
times, to surface tension driven growth at later time with a f 1 dependence. A second 
crossover can also occur when gravity influences the growth. These predictions have 
been confirmed by light scattering from phase separating colloids [12,40,102].
Various other mechanisms have been proposed resulting in different power law 
exponents. Rates of growth between values predicted by these mechanisms are often 
found in experiments. Generally the exponent lies in the range 0.19 - 0.4 depending on 
the volume fraction, the quench depth and on the extent of separation, sometimes 
crossing over to a value closer to 1 at later times. The cluster-cluster agglomeration 
mechanism becomes important at higher volume fractions [94], and it may be that it 
combines with the Lifshitz-Slyozov result of 1/3 for growth by diffusion of single 
particles, which would explain the growth exponent of about 0.25 which has been 
found in some experiments [40] and simulations [98].
The dominance of different growth mechanisms at different stages of the phase 
separation can result in a continuous range of exponents changing with volume 
fraction, temperature and also interaction potential. In the case of a system for which 
there are several competing growth mechanisms it could be misleading to describe 
growth by single power law. It could, however, be possible to deduce the dominant
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mechanism from the value of the exponent and even the extent to which different 
mechanisms contribute to the separation process, although a weighted average may 
falsely indicate a particular mechanism. The exponent would also be expected to 
change with time if different mechanisms dominate at various times in the course of 
the phase separation. This has been seen in light scattering experiments as exponents 
crossover from one value to another [12,40,102,106].
The addition of surfactants to two phase systems can effectively ‘freeze’ the 
level of phase separation in the later stages by reducing the surface tension so there is 
no driving force for further separation. If the surface tension goes exponentially to 
zero, this results in an asymptotically logarithmic growth rate [107],
(1.26)
This ‘freezing’ of the separation process has also been seen in systems with quenched 
disorder [106,108] and in systems with two different interaction energies [109]. A 
similar effect is sometimes seen during the phase separation of colloids. If the system 
reaches a point where a cluster spans the whole of the system, a metastable gel-like 
phase may be formed in which diffusion of the particles, and thus phase separation, 
although not completely arrested, is significantly reduced. These ‘gel’ phases can 
exist for very long periods of time before restructuring processes finally lead to their 
collapse and progression to complete phase separation [40,110].
1.6.3 Gelation
A feature of colloidal systems which is not seen in pure molecular systems is 
gelation. During phase separation the aggregating particles may become trapped in a 
metastable gel state in which ‘strands’ of particles spanning the system are unable to
39
collapse further into the equilibrium phases. Although this phenomenon is quite 
common for colloids and polymers forming irreversible bonds, the formation of gels 
by colloids interacting through weak, reversible bonds was, until recently, not thought 
to be possible. However it has been shown that ‘transient gels’, gels stable for only a 
finite amount of time, are formed by some phase separating colloidal systems which 
bond reversibly through short-ranged interactions. These are ‘gels’ in terms of their 
structural evolution but the evidence for them sharing the rheological features of more 
commonly encountered real gels is still ambiguous.
The separation behaviour of colloidal particles interacting through reversible 
bonds has been investigated experimentally [40,41,81,82,83,84,85,86,87,88,89] and 
the formation of ‘transient gels’ was observed in the inner region of the two phase 
region of the phase diagram. In concentrated colloidal systems, much weaker 
attractive interactions can lead to gelation than would be required in more dilute 
systems [111]. The gel phase appears after a short amount of time after the system is 
quenched into the two phase region by adding free non-adsorbing polymer. Gelation 
is characterised by freezing of the small angle scattering peak and the arrest of 
diffusion of particles. After some time the ‘gel’ disintegrates and a dense amorphous 
phase settles at the bottom of the container. Some work has also been performed by 
computer simulation on reversibly bonding colloidal systems forming gels 
[57,90,91,92].
The formation of the gd phase has been proposed to be through a spinodal 
decomposition mechanism [112]. The evolution of the small angle scattering peak in 
the structure factors suggests a spinodal decomposition mechanism, as do pictures of 
the structure from light microscopy which show a highly interconnected structure 
[41]. However it has also been suggested that it is a fractal aggregation mechanism 
responsible for the formation of gels, producing gels with a fractal structure [79,90]. 
The mechanism of phase separation can affect the gel structure. Gel formation is
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important in the formation of porous materials. If the structure of the gel could be 
predicted it would provide the ability to tailor the characteristics of these porous 
materials to specific applications [113].
1.6.4 Light Scattering Experiments
The length scales in colloidal systems (nm-|tm) are comparable to the 
wavelength of light (~510nm), therefore light scattering can be employed as a useful 
technique for studying both structure and dynamics of aggregating systems. A way of 
characterising the changing morphology of a phase separating system is through small 
angle scattering and the calculation of the structure factor S(k\
The features of S(k) for higher wavevectors (k > 2.5 cr1) are largely determined by the 
short-range structure in the high density regions [98]. At low wavevectors the 
structure factor describes correlations on longer lengthscales. Large scale structures 
are indicated in the structure factor by a peak forming at low wavevector. Optical 
properties, since light has to pass through the system, are dependent on the mass of 
the clusters and the cluster size [114].
For phase separation in colloidal systems, the results of light scattering 
experiments were found to be comparable to those expected from spinodal 
decomposition. A peak appears at a low wavevector in the structure factor which 
decreases monotonically with time and increases in intensity as clusters merge to form 
larger scale structures [105]. The position of the small angle scattering peak has been 
related to the nearest-neighbour cluster distance [90,115]. The extent of phase
o
(1.27)
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separation can be expressed in terms of the wavevector, km, of this low wavevector 
peak in the structure function S(k). On the formation of an arrested gel phase, the 
peak becomes frozen at some finite position [90,116]. The peak freezes after gelation 
(after the appearance of the first system spanning cluster), the arrest of the peak 
evolution occurring when the close packed clusters fill space, further evolution for 
permanently bonding particles then not being possible [115].
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1.7 The Rheology of Colloidal Systems
The rheology of a material describes the way it flows and its reaction to 
deformation [117]. The simplest rheological responses are the purely elastic 
(Hookean) response shown by an ideal solid and the purely viscous (Newtonian) 
response shown by a pure liquid. A diagram of the stress relaxation following an 
applied strain (i.e. a step in strain experiment) for the two ideal rheologies is shown in 
Figure 1.5. A viscous response is characterised by an immediate dissipation of the 
stress giving the stress relaxation the form of a delta function. The molecules in a 
viscous fluid readily rearrange themselves to remove the stress caused by an applied 
strain whereas in an elastic solid there is essentially no relaxation by rearrangement of 
the molecules. The stress is stored as elastic energy until the strain is removed.
Most materials, however, are neither purely Newtonian (viscous) nor purely 
Hookean (elastic) in their response to a shear deformation, instead being viscoelastic 
with the response dependent on the timescales inherent to the natural relaxation 
processes in the material. The molecules relax over a finite timescale which gives rise 
to this intermediate behaviour and which defines the relaxation timescales. The stress 
relaxation function for a viscoelastic material is shown in Figure 1.5. Viscoelasticity is 
a useful property quantifying the timescale over which the response evolves from 
solid-like to liquid-like. It can be used to probe the change from liquid to solid and is 
therefore a convenient and discerning property to characterise the sol-gel transition. 
The rheological response is dependent on the rate at which a material can relax to a 
perturbation and the time the perturbation is applied for. Most seemingly solid 
materials will flow under strain given a long enough time, even rocks, while if a liquid 
is deformed rapidly enough so that the molecules do not have time to relax to the 
deformation on their natural timescale, the response is elastic.
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Hookean solid
t
Figure 1.5 Diagram showing the stress relaxation in different materials. A purely 
Newtonian liquid relaxes immediately resulting in an impulse function. A purely 
Hookean solid gives a totally elastic response with no stress relaxation. A viscoelastic 
liquid displays a slow but complete relaxation to zero, while a viscoelatic gel relaxes to a 
degree but has a solid backbone which prevents complete relaxation resulting in the 
presence of a finite equilibrium modulus.
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Colloidal systems can exhibit an extensive range of rheological behaviour, from 
thick pastes or gels to thin fluids, at the same volume fraction. The way colloids 
behave under deformation and in flow is important for many of their practical 
applications and a precise response is often required, for example in paints and inks 
the material is required to flow easily onto the base material then to continue flow to 
remove brush marks from the application but not to drip [118]. The rheological 
behaviour of colloidal liquids includes elastic (linear/Hookean) response, shear 
thickening, shear thinning, viscous (linear/Newtonian) response, plastic, pseudoplastic 
and dilatant behaviour [119]. Much of this behaviour occurs when the colloidal 
system is subject to a shear stress and can be significant even in dilute colloidal 
systems if there is aggregation of the colloidal particles.
The macroscopic rheological properties of a material are the result of a 
complex interplay between the direct interparticle forces and the forces from the 
solvent, which are hydrodynamic and Brownian. The effective cluster size is an 
important factor [114] and the rheology therefore depends mainly on the core volume 
fraction and the extent of aggregation under shear [120]. These interactions are 
responsible for determining the structure of the system on a microscopic scale which 
is observed in the radial distribution function or the structure factor. Owing to the 
complexity of colloidal liquids, statistical mechanical theories of their rheological 
properties have not yet been developed.
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1.7.1 The Viscosity of Colloidal Suspensions
The viscosity of a dilute suspension (0 < 0.1) of non-interacting particles in a 
fluid can be calculated from a simple relationship derived by Einstein,
77 = 7?0(l+ZV>)
(1.28)
where r\0 is the viscosity of the suspension medium, 0 is the volume fraction of 
particles and L is a geometrical shape constant (2.5 for spherical particles) [114]. 
Until gelation, fractal aggregates constitute these particles in the fluid with an 
unknown shape constant.
Viscous and elastic properties are determined by the spatial distribution of 
particles and local hydrodynamic interactions [121]. For a suspension of silica 
spheres in dilute conditions, the rheological behaviour is fairly well understood. The 
viscosity increases linearly with the volume fraction and is not dependent on the shear 
rate. For more concentrated suspensions, the response becomes dependent on the 
frequency and shear rate. The viscosity decreases if the shear rate exceeds the inverse 
Brownian relaxation time. It has also been shown that the degree of surface roughness 
can have a significant effect on the low shear viscosity of flocculated systems when 
using concentric cylinder rheometers. With weakly interacting particles smooth 
surfaces can allow slip which leads to an underestimation of the low shear viscosity 
[122].
The application of shear can significantly change the microstructure of a 
system [123] and therefore the rheology. Strongly aggregated systems will not flow 
until the stress reaches a yield point (the yield stress) causing a major restructuring in 
the process. Weakly aggregated systems, on the other hand, flow with a low shear
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Newtonian viscosity in the low stress limit, maintaining an equilibrium between the 
formation and breaking of bonds. The low shear relative viscosity increases 
exponentially with the interaction strength [124].
The tenuous nature of aggregates with a fractal structure makes them 
particularly susceptible to mechanical deformation. The application of shear to 
aggregated gold colloids causes restructuring at longer lengthscales which can destroy 
the fractal structure, although the fractal structure at small lengthscales appears to be 
more robust and retains its integrity [22,125]. As the shear rate is increased, the 
restructuring extends to shorter lengthscales. The restructuring and bond breakage 
during shearing affects the viscosity of a suspension of fractal clusters which makes 
accurate measurement of their linear behaviour difficult.
The bulk viscosity has been predicted to be related to the volume fraction by a 
power law given by,
3+2d,
(1.29)
where di is the chemical dimension (chemical length exponent) and df is the fractal 
dimension [126]. The exponent is therefore ~ 5 if di= 1 and df= 2. The low shear 
limiting viscosity of a weakly aggregating polystyrene latex dispersion has been 
shown to have a power law dependence on volume fraction with an exponent of ~ 5.3 
[123].
The viscosity is expected to diverge as the gel point is approached. If the 
particle radius increases exponentially, the reduced viscosity, which is largely
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dependent on the duster size, should also increase exponentially with time [114],
n =Q L e( ^
Po
where Q is the mass concentration of monomer, L is a geometrical constant, 
p() is the core density, D  is the fractal dimension, qr is a radial rate constant , 
and t is the time  ^ ' '
If the structure consists of linear chains, an exponent of ~3 is expected for the 
dependence of the viscosity on volume fraction [127].
1.7.2 Stress Relaxation Functions and Linear Viscoelasticity
The form of the stress relaxation in colloidal systems depends on the rate of 
strain. If the timescale of the perturbation (i.e. y 1) is larger than the timescale of the 
structural relaxation of the particles, relaxation to the random equilibrium distribution 
cannot occur quickly enough and this leads to the formation of distorted structures. 
This results in a non-linear rheology and the stress of a material at any time becomes 
dependent on the deformation history. The calculation of elastic and viscous 
responses in the linear regime must be carried out carefully at low shear rates to ensure 
that the system is always essentially at equilibrium. This is especially important in 
systems containing large particles since relaxation processes become slower as the 
particle size increases. This work is concerned solely with the linear rheology 
computed by non-intrusive techniques.
The stress relaxation function contains a complete description of the linear 
viscoelasticity. The information in the stress relaxation function is equivalent to the 
description of the viscoelasticity as a function of frequency given by the storage and 
loss moduli [128]. In experiments the stress relaxation function can be calculated in a 
step-in-strain experiment, however in simulations it is possible to calculate the stress-
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time autocorrelation function, which is the same function, from the fluctuations in the 
instantaneous interparticle stresses.
The complex modulus, G*(g>), is a frequency dependent representation of the 
viscoelasticity of a material which is related to the stress relaxation function, Cs(t), 
through Fourier transformation,
A rapid increase in the storage modulus and loss modulus is observed experimentally 
on flocculation of the colloidal particles [129]. Above the percolation threshold, G' 
increases in magnitude with an increase in volume fraction until a three dimensional 
network structure is formed and G' reaches a limiting value.
Rheological properties are influenced by changes in the state of aggregation of 
particles in a system. In stabilised systems, hydrodynamic and thermodynamic forces 
dominate, many body hydrodynamics becoming important at high volume fractions 
[130]. For aggregated systems surface forces become dominant [131]. Stresses are 
smaller in weakly aggregated systems [132] and relaxation is more rapid. The 
influence of stronger attractions are seen mainly at low frequencies. High frequency 
behaviour is less influenced by direct interparticle forces, the hydrodynamic forces 
being more dominant. If the interparticle attraction is strong enough there is a phase 
transition from a fluid to an amorphous solid like state. At high volume fractions
o
(1.31)
It has real and imaginary parts given by,
(?{a>) = ff[co)+iG"{cQ)
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when interactions are dominated by excluded volume effects, this state is glassy. At 
lower volume fractions a gel forms [133].
1.7.3 Scaling Behaviour Of Rheological Properties.
Well above the gelation threshold, physical properties are affected mainly by 
the cluster structure, as opposed to around the percolation threshold where critical 
phenomena and percolation characteristics are involved in the scaling behaviour [14]. 
Since the evolution of the viscoelastic properties of a system are determined by the 
changing structure and interparticle forces, it is reasonable to expect a system growing 
with a fractal geometry to also exhibit scaling behaviour in the physical properties. 
As a result of the fractal nature of the aggregate microstructure, G ’ and other 
structurally dependant properties exhibit scaling behaviour [123].
The gel point is characterised by a power law region in the relaxation modulus: 
G(t) = S fD which evolves from the stretched exponential form of equilibrium single 
phase colloids [134]. Typical viscoelastic behaviour at the critical state between sol 
and gel is characterised by a power law dependence of G ’ and G ” on frequency,
where D is a scaling exponent (1.33)
This implies that the loss modulus, tan(<5) = G ’ YG * is independent of frequency at the 
sol-gel transition, enabling a precise rheological determination of the gel point and 
providing a useful probe of gelation in experiments. However different frequencies 
must be measured separately, so the change in viscoelastic properties must not be 
significant during the measurement at each frequency, in particular the lowest ones for 
which longer times are necessary. The value of the exponent at the gel point depends 
on the system parameters. Experimentally, the power law exponent is typically
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found to be approximately 0.5 - 0.7 [135,136,137]. In the gel state G ’ is greater than 
G ’ ’, G ’ becoming almost frequency independent [138],
The application of scaling theories to rheological measurements can provide an 
estimate of the fractal dimension of the aggregate structure [14]. There have been a 
number of models interpreting the viscoelastic properties of gels through the fractal 
dimension of the constituent aggregates [126,139], predicting the power law exponent 
of the scaling of the shear modulus of a gel with volume fraction such that,
A range of values can be calculated for the exponent JJ., generally falling 
between 2 and 5, depending on the Euclidean dimension of the system, the fractal
of the cluster [14]. Predictions of the frequency and density dependence of the 
complex shear viscosity are in good agreement with experiments [140]. Far from the
The linear storage modulus exponent has been estimated to be -  4.1 for alumina gels 
[14] and silica gels [124], and for a weakly aggregating polystyrene latex dispersion ~
4.6 [123].
Near the gel point the shear modulus of a colloidal system has also been 
estimated to behave as G -  characteristic of a percolation transition [141],
For a casein gel at low frequencies the shear modulus scales as,
Cf QC
(1.34)
dimension of the clusters as a whole and the fractal dimension of the elastic backbone
gel point, G ~ 0225 for particles in a good solvent and G ~ (f)3 for a poor solvent [14],
(1.35)
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where C is a constant and the exponent t is constant in the lower frequency region 
(~1.9) and is close to the value expected from percolation theory (~ 1.88) [137,142]. 
Percolation concepts were first applied to chemically cross-linking polymeric gels by 
treating them as fractals which grow until they meet to form a system spanning gd 
and to the study of elasticity in rigid networks such as glasses [143]. The results were 
later found to be also applicable to physical gels (i.e. those forming without the 
requirement of permanent bonds between the basic units). However many 
experiments give different values for this exponent [137], so that the application of 
percolation theory to gelation is by no means well-established.
1.7.4 Use of Computer Simulations for Calculation of the 
Rheological Properties of Model Colloidal Systems
Computer simulation techniques have proved useful in understanding of the 
rheological behaviour of stabilised colloids [134,144], enabling the simultaneous 
observation and relation of the microscopic structure and macroscopic rheology during 
phenomena such as shear thickening, shear thinning, shear induced ordering. Applying 
shear to colloidal systems can have an effect on their structure. Computer simulations 
have shown shear induced transitions to ordered structures such as string phases and 
layers [145], although experimental evidence for these are still patchy.
The rheological properties of materials are found experimentally by shearing 
the samples. Although this gives good results for systems at equilibrium, for 
aggregating systems the structural dynamics are easily influenced by external forces. 
It has been shown that the clusters forming in aggregating systems are very sensitive 
to the shear forces imposed on the system [93,95], which also affects the rheological 
properties of the system. Gel phases, particularly those formed with weak
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interactions can also be sensitive to external forces. Upon the application of a shear 
stress, a gel structure may break down to form dense aggregates [1 2 0 ]. The gel 
network is affected even at low shear rates [146]. Any rheological experiments on 
aggregating systems must therefore be performed in a non-intrusive manner at low 
shear rates and even then care must be taken to assess the affect of shearing the 
sample on the results by carrying out a series of experiments at different strain 
amplitudes (oscillatory shear) or shear rates (continuous shear).
In computer simulations rheology is also often found by imposing a shear 
velocity profile on the system, which incurs the same problems as the experimental 
technique. Another method available in simulations is the Green-Kubo method which 
uses the stress-time autocorrelation function calculated from the off-diagonal elements 
of the stress tensor [147], The viscosity is found from the integral of the correlation 
function and the linear viscoelasticity is found from the Fourier transform of the 
correlation function. In some cases this works well, however for some systems phase 
separation results in the formation of solid-like or gel structure in the system, which 
leads to the stress-time autocorrelation functions becoming extremely slowly 
decaying. If the conrelation functions do not decay to zero, the Green-Kubo method 
and any application of a Fourier transform, in time-frequency space is not possible.
To circumvent this problem, the values of G ' and G ” can also be calculated 
directly from the off-diagonal elements of the stress tensor via two dimensional 
Fourier transforms, instead of through the stress-time autocorrelation functions. This 
enables their calculation even when the autocorrelation functions decay very slowly, 
which is not possible when using the autocorrelation method. Although errors are 
introduced from the truncation of the stress fluctuations in time, these are also present 
in the calculation of the correlation functions. This method avoids the additional error 
introduced in the truncation of the correlation function in time which appears in the 
Green-Kubo method and is one technical innovation made in this thesis.
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1.8 Computer Simulations
Computer simulation is a technique used in many diverse fields, from 
predicting the effect of earthquakes on buildings to watching airflow round wings, 
from gaining insight into population growth to observing the behaviour of fluid 
mixtures. All of these examples use different levels of coarse graining in the models, 
depending on the property that is of interest. A fluid can be modelled to atomic 
detail, but this may not always be practicable or even desired.
Results from computer simulations are becoming increasingly accepted as a 
useful means of bridging theory and experiment. Real systems are complex and it can 
be difficult to link microscopic details to a macroscopic effect. Theories can appear 
unrelated to reality and often involve major untestable assumptions. The principal 
advantage of simulations is the ability to abstract certain key features of a real system 
and to look at the effect of these features on the behaviour of a simplified model 
system, devoid of the inherent complexities of reality. The results of simulations are 
therefore useful in predicting basic behaviour and the effect of changing system 
parameters, and can also test the applicability of theoretical results. Simulation does 
not replace either experiment or theory but complements them both. Simulation 
enables experiments on simple model systems which are not available to 
experimentalists and the validation of theories so that their effectiveness in describing 
the behaviour of systems may be ascertained. It is also possible that such simulations 
have promoted experimental work on model well characterised experimental systems. 
The key to successful interpretation of simulation results is to be aware of the model 
used and its relation to real systems.
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1.8.1 Simulation Of Colloids
Simulations of colloidal systems generally use one of four simulation 
techniques: Monte Carlo, Molecular Dynamics, Brownian dynamics or Stokesian 
dynamics. Monte Carlo techniques have been used for exploring domain growth in the 
two phase region [12,97], however since there is no rigorous concept of time the 
method is not suitable for exploring time dependence of processes such as phase 
separation.
The Molecular Dynamics technique solves Newton’s equations of motion for 
a system of particles. It is generally used for simulations of molecular systems, and 
has been applied to phase separation of systems of Lennard-Jones type molecules in 
two and three dimensions [98,99,148,149,150], the results broadly confirming the tll?> 
time dependence of domain growth. The motion of colloidal particles, however, is 
affected by the solvent. For the application of this method to colloidal systems, the 
motion of all the particles including the solvent molecules must be accounted for 
explicitly. Since many solvent molecules must be included for each large particle and 
very small timesteps are necessary to follow the movement of the solvent molecules 
compared to that necessary to follow the movement of the large particles, only small 
systems can be studied at the present time for relatively short times. Typically, in 
the context of colloidal systems, this technique is used for studying the motion of a 
single particle [151] in solvent, or more recently the behaviour of a single cluster 
[152].
The Brownian dynamics simulation technique is a development of Molecular 
Dynamics taking into account the large difference in size and timescales of the 
different particles in the system. Instead of modelling the solvent particles explicitly, 
they are added in a mean field approximation to the equations of motion of the large 
particles. This creates a more coarse grained model enabling the larger length and
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timescales which dominate the behaviour of colloidal systems to be investigated. The 
Brownian dynamics method has been used successfully in the simulation of the 
structure and rheology of stabilised colloidal systems [74]. The technique has also 
been applied to phase separation of colloidal fluids concentrating particularly on the 
fractal scaling behaviour of aggregating Lennard-Jones particles [79,91] and on phase 
separation in systems with permanent bonds and mixtures of permanent and 
reversible interactions [92]. The Brownian dynamics technique is discussed in more 
detail in Section 1.8.2.
Stokesian dynamics simulation is a modification of Brownian dynamics [153]. 
At high shear rates in the Stokesian limit, however, it can be assumed that the random 
Brownian forces become negligible compared to the other forces. The system will 
then be in a purely hydrodynamic regime, the hydrodynamic interactions dominating 
the random Brownian motion of colloidal particles, allowing it the Brownian forces to 
be neglected. This technique has been used to simulate the behaviour of aggregated 
systems under shear [154,155],
1.8.2 Brownian Dynamics Simulation
The physical origin of the Brownian motion displayed by colloidal particles 
was first discussed by Robert Brown in 1828, who observed the erratic motion of 
pollen grains in water [3]. Perrin described the irregularity of the trajectory of 
Brownian particles [5] which was later described as fractal by Mandelbrot [2 0 ], A 
number of people including Einstein, Smoluchowski, Langevin, Focker and Planckhave 
contributed to the development of the theory of this random motion leading to the 
equations of motion used in the Brownian Dynamics simulation technique.
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Brownian motion is an essential aspect of colloidal dynamics, especially at low 
shear. The technique for including the effects of Brownian motion in a computer 
simulation of colloidal particles was devised by Ermak in 1975 [156,157] and was 
given the name Brownian Dynamics, BD. In BD simulations, the solvent is implicit in 
the equations of motion of the larger Brownian particles. The solvent is represented 
on two levels. A simple Stokesian friction coefficient represents the opposition of the 
velocity of the colloidal particles by the continuum solvent which they are moving 
through, whilst a random force on each colloidal particle describes the discrete nature 
of the solvent representing the density and velocity fluctuations in it. At this level, 
interparticle hydrodynamic interactions are neglected.
The particle motion is based on the Langevin equation which can be thought of 
for colloidal systems in the same way as Newton’s equations of motion are for 
molecular systems. It generates the trajectories of Brownian particles that are 
significantly larger than the solvent molecules, yet small enough to be affected by the 
random buffeting imparted by the solvent molecules. This generally places Brownian 
particles in the size range of lnm - 1p.m. The total force on a particle is the sum of the 
stochastic forces, the interparticle forces and the solvent mediated hydrodynamic 
forces. The momentum is assumed to be dissipated on a much shorter timescale and 
there is no inertial regime. The Langevin equation consists of three terms, the direct 
interactions, a random Brownian force which arises from the discreteness of the 
solvent and a bulk frictional force caused by the solvent opposing the motion of the 
particle. The last two terms represent the influence of the solvent on the particle. 
The Langevin equation is given by,
where r is the interparticle coordinate, m is the mass of a particle, F  is the direct 
interparticle interaction, Fp is the Brownian force which represents the force arising 
from the density fluctuations in the solvent and j3 is the Stokes friction coefficient 
given by,
P = 3icrj,— 
m
(1.37)
where rjs is the solvent viscosity and cr is the particle diameter. The random force is 
the result of the random buffeting of the large particles by the surrounding solvent 
molecules. This is represented by a random force taken from a gaussian distribution 
with a standard deviation given b y ,
s d ~
f (skBT a C '1 
h
(1.38)
where £ = m/3 and h is the time interval over which the force is sampled. If the 
dispersion is not in the limit of infinite dilution, the direct interparticle forces must 
also be taken into account. The direct forces are simply found by choosing an 
appropriate interparticle potential, usually a 2 -body approximation.
Equation (1.36) is the Rouse or ‘free-draining’ model for colloidal dynamics as 
used in this work. In addition to direct interparticle forces there are solvent mediated 
interparticle forces (hydrodynamic interactions) caused by the large particles pushing 
about the much smaller solvent molecules causing flow fields. This is a much more 
complex force, however approximations are available and a discussion of 
hydrodynamic interactions and the reasons for not including them in this work is given 
in Section 1.8.3. A more detailed description of the dynamics of colloidal systems can 
be found in reference [158], The hydrodynamic interactions in the present model are 
assumed to be completely screened out.
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1.8.3 A Discussion of Hydrodynamic Interactions in 
Colloidal Systems
The hydrodynamic interactions in colloidal systems are obviously of 
importance to their dynamical behaviour, although thermodynamic properties of the 
colloidal particle assembly is not affected by their absence. Ideally the solvent 
molecules would be included in the simulation explicitly and the hydrodynamic 
interactions would then arise naturally out of the movement of the solvent molecules. 
However this is impractical as there are limitations in computer time and memory. It 
is also questionable as to the sense of including such fine grained detail when looking 
at a significantly more coarse grained phenomenon. Hydrodynamic effects are most 
important at high shear rates when the particles are moving with a high velocity.
In order to obtain an equation suitable for inclusion of hydrodynamics in 
simulations, the friction tensor in the Langevin equation (Equation (1.36)) must be 
expanded. The lowest level of expansion is known as the Oseen tensor which treats 
the colloidal molecules as point particles. The next level is the Rotne-Prager 
expansion which takes account of the finite size of the particles. Hydrodynamic 
interactions, however, are not well approximated by pairwise addition, especially in 
concentrated systems [159]. Although higher order expansions up to r 1 have been 
derived, for expansions higher than r'3 three body and higher interactions must be 
included in the simulation which is very expensive computationally. Their use in 
simulation is therefore not expected to be common in the near future due to the 
computational expense, in both memory and speed, of including many body 
interactions. In addition it has been suggested that the differences in the results up to 
an expansion of f 1 are negligible, the Rotne-Prager r'3 tensor giving an acceptable 
approximation [160]. However both the Oseen tensor and the Rotne-Prager tensor 
fail at small interparticle separations where lubrication interactions become important
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and since they are two body approximations they may also fail at high concentrations 
because multibody effects become important. Lubrication interactions are the 
resistance to close approach of the colloid particles because the solvent has to be 
squeezed out of the gap between them. This becomes increasingly difficult the closer 
the surfaces become.
The Ermak and McCammon algorithm [161] for Brownian dynamics 
simulation of spherically symmetric particles includes solvent mediated 
hydrodynamic interactions through a position dependent friction/diffusion tensor. 
Interparticle forces are assumed to be pairwise additive. This position update 
algorithm has been used by several groups for various simulations of colloidal 
systems. The method was extended by Dickinson et al to include rotational motion 
[162]. These have shown that long range hydrodynamic interactions are largely 
shielded in concentrated systems. However in most systems it is difficult to justify a 
particular cut off for the hydrodynamic interactions, which is necessary in simulations 
due to the restraints in the length scale imposed by periodic boundaiy conditions.
In consideration of the above points and taking into account the aim of the 
simulations, it was decided to omit the long-range hydrodynamic interactions from the 
colloidal system for the model in this work. It is the objective of this work to attempt 
to asses the importance of different features of the system on aggregation behaviour. 
A simple hydrodynamics free model enables the response of the system to changes in 
variables such as volume fraction, temperature and basic interparticle potential to be 
followed without the additional complexities of hydrodynamic interactions. Further 
levels of hydrodynamic interaction can be included in a subsequent study when the 
simple system has been characterised, along with other modification such as particle 
shape or polydispersity. In addition the algorithms available for the simulation of 
particles with hydrodynamic interactions are not exact expansions for the friction 
tensor. Both the Oseen tensor and the Rotne-Prager tensor are inexact approximations
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to hydrodynamic interactions present in real systems at finite concentration. Until 
more information is available as to the consequence of approximating this complex 
many body solvent mediated force by a two body effective interaction, the necessity 
of including them in simulations can be questioned, given the increase in computational 
speed and memory, and the loss of model simplicity that would be a consequence.
It is possible that the inclusion of hydrodynamic forces might not make a 
considerable difference to the results, as the Brownian forces are likely to dominate 
the structural evolution [163]. The evolving structure has been shown by simulation 
to be relatively insensitive to the presence and type of hydrodynamic interaction 
forces, although the fine details of the structure may show some sensitivity and the 
dynamics may be affected. In fact, it has also been suggested that the final aggregate 
structure is also somewhat insensitive to the direct interparticle forces at length scales 
greater than a few particle diameters [164].
The lubrication forces created by the presence of solvent between two 
particles facilitates ‘slipping’ and hinders close approach so the particles are less 
likely to bond. This could result in the formation of more compact floes as 
approaching particles slip past the particles on the outer edge [159]. However the 
presence of solvent in the smaller spaces inside the floes could provide resistance to 
particles moving into the denser regions thus favouring a more diffuse structure. It is 
likely that the structure is more dependent on the subsequent slow restructuring of the 
aggregates which would be much less affected by hydrodynamic interactions, than on 
the behaviour of the particles when they first approach. The long range 
hydrodynamic forces are thought to be more important for dilute systems. In 
concentrated systems, shielding of a particle by the surrounding cage of particles is 
thought to decrease the effects of long range hydrodynamic forces so that excluded 
volume effects and short range forces are more important [77,155], which should also
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be the case for aggregated systems which are locally quite dense despite the overall 
volume fraction of primary particles being low.
The dynamics of the system may be more affected by the lack of 
hydrodynamic interactions, probably showing somewhat faster phase separation 
behaviour since hydrodynamic interactions slow down the approach of two particles 
The dynamics of concentrated systems are influenced by both the short range and the 
long range hydrodynamic interactions. The short time self-diffusion coefficient of a 
system of hard-spheres has been shown to be strongly influenced by local 
hydrodynamic interactions, whereas the long time self-diffusion coefficient is also 
influenced by non-local interactions [165], With longer-ranged potentials the effect of 
hydrodynamics may be lessened, since direct interparticle forces will not be reduced 
to the same extent. For systems other than hard spheres, at small separations 
hydrodynamic interactions are in competition with direct interparticle interactions, 
whereas at large separations, hydrodynamic interactions dominate so that overall they 
are more of a long range effect [77,166]. If the direct interparticle interactions are 
strong or the temperature is low, the direct interactions should dominate the behaviour 
of the system.
The omission of many body hydrodynamics, which in real systems is an 
essential component of the dynamics and physical properties, gives a model which 
can be considered to be a simple reference model of colloidal systems [134]. Results 
obtained with this model can thus be used to test the predictive capability of this 
simple reference model. Brownian dynamics simulations with no hydrodynamic 
interactions are likely to give qualitatively correct results for dynamical properties for 
low shear rates, however the magnitude may differ [153] from the experimental 
systems. The influence of hydrodynamics, however, cannot be ascertained without 
results for hydrodynamic free systems which can then be compared with the results
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for systems which include hydrodynamic interactions at the various levels of 
approximation.
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1.9 Overview of This Work
Phase separation is a common phenomenon in nature and in systems of 
technological importance. Despite considerable experimental, computational and 
theoretical research, the phase separation process and gelation phenomena in colloidal 
systems with non-permanent bonds are still not well understood. Although a number 
of theories of phase separation exist for certain volume fractions, quench depths and 
evolution times, a theory describing the dynamic evolution of systems quenched into 
the non-equilibrium region of the phase diagram covering the change from 
homogeneous one phase system, through to the two phase equilibrium system is 
lacking. In addition a theory describing the change in behaviour with phase point, 
such as volume fraction or quench depth is even further away. There is also no 
theoretical explanation for transient gelation.
Minor variations in the aggregation conditions and in the system parameters 
can have a large affect on the rate of aggregation and restructuring. This affects the 
structure of the forming aggregates which influences the resulting texture and rheology 
of the system [167], The effect of particle concentration and strength of attraction 
between the particles on the level and nature of clustering and the resulting effect on 
the dynamic rheology of colloidal systems is still largely unresolved. In order to 
understand non-equilibrium phase behaviour, the dynamic dependence of the rheology 
of the evolving structure must be defined, not simply the rheological and structural 
properties of the initial and final states. Since these systems are often complex, 
observation of simpler systems can provide an clearer route to basic understanding. 
Computer simulation offers a unique opportunity to follow for simple systems the 
dynamical evolution in a detailed way of both the rheological and structural 
properties.
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Quenching of single phase Lennard-Jones systems into the non-equilibrium 
region has been simulated by molecular dynamics [98,99,148,150]. For colloidal 
systems, however, the particle dynamics are better represented by Brownian 
Dynamics. In this work a colloidal system is quenched in temperature into the two 
phase region using a BD simulation technique. Restructuring and ageing are important 
features of gel formation in most real systems. Brownian dynamics simulations allow 
internal restructuring to occur naturally, without the need for unproven assumptions 
about the dynamical processes involved. The objective of this work is to provide 
some insight into the dynamic evolution of the structural and rheological behaviour of 
colloidal systems during phase separation and in certain circumstances the 
phenomenon of gel formation.
The phase separation of colloidal systems over a range of volume fractions, 
quench depths and interaction potentials has been simulated. The system chosen for 
this work consists of monodisperse spherical particles interacting through the well- 
documented Lennard-Jones 12:6 potential in three dimensions. For lower temperature 
phase points the shorter-ranged 24:12 and 36:18 potentials have also been used. The 
quenches were achieved by moving from an equilibrated high temperature system to a 
low temperature non-equilibrium phase point in a single timestep, representing an 
essentially instantaneous quench. The quenches are shown on the Lennard-Jones 12:6 
phase diagram in Figure 1.6.
The pair distribution functions, the structure factors (particularly the small 
angle scattering peak) and the interaction energy were used to follow the structural 
development of the systems and its time dependence. In addition, visual
representations of the systems were made to demonstrate the similarities of these 
systems with the ‘real’ systems and to add to the structural description. The mean 
square displacements and derived self-diffusion of the particles were also calculated 
throughout the separations. The rheological characteristics of the systems were
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studied through the stress relaxation functions. These were also used to calculate 
other rheological properties such as the storage and loss moduli where possible.
Details of the simulation technique, the calculation of properties and of the 
system parameters are described in Chapter 2 . The three dimensional images of the 
aggregates obtained from the simulations are given in Chapter 3, followed by the 
results of the structural evolution. In Chapter 4 the dynamic properties of the system 
are discussed, starting with the particle self-diffusion, then the rheological properties. 
An overview of all the results is given in Chapter 5 and the main conclusions of this 
work are discussed.
(j) (nNcPlGV)
Figure 1.6 The Lennard-Jones phase diagram showing quench final state points 
denoted by ( ). The open squares mark out the gas-liquid phase boundary lines 
[68], the diamonds and ovals mark out the solid-liquid phase boundary [69]. The 
open triangles trace out the spinodal line which was obtained by an integral equation 
[70], 6 6
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2. Simulation Method
A Brownian dynamics program developed for simulation of colloids has been 
used for an investigation of the liquid-vapour and solid-vapour regions of the phase 
diagram using Lennard-Jones type potentials. Model colloidal fluids of different 
volume fractions were quenched down from a reduced temperature of F* = 2.0, which 
is in the one phase supercritical region, to F* = 0.9, 0.7, 0.5 and 0.3, phase points well 
inside the two phase gas-liquid coexistence region. The quench was made over one 
timestep, thus giving an essentially instantaneous quench.
A typical system size used consisted of 864 colloidal particles. Some of the 
state points, particularly at the lower temperatures were repeated for systems of 4000 
particles so that system size effects could be assessed. In preliminary work systems 
of 108, 256 and 500 particles were used. Although a better idea of the large scale 
structure can be gained from the larger systems, the numerical results did not in fact 
show significant differences to those obtained from the smaller system sizes. The 
majority of the structural and rheological properties discussed in the following 
sections are for 864 particles and are not thought to be seriously affected by the finite 
system size. All figures and tables contain results for systems of 864 particles unless 
it is stated otherwise on the figure or in the table legend. The systems of 864 particles 
are thought to be relatively free of finite size effects, except perhaps at later times for 
the systems in which considerable structure developed.
The simulations were run for 819200 timesteps, each having a reduced time of 
0.0001 reduced time units, giving a total simulation length of 81.92 reduced time units 
(a discussion of the reduced time units used in this work is given in Section 2.3). The 
lowest temperature phase points, F* = 0.3, were continued to give a total of 1638400 
timesteps. Most properties were calculated after each 31962 timesteps, giving a total
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of 25 ‘time sections’. In order to obtain improved statistics, the quenches were
performed five times from statistically independent states at T* = 2.0 at the 
appropriate volume fraction. The equivalent quench responses were averaged for the 
purpose of presentation.
2.1 Computational Details
The model system consisted of N  spherical particles of diameter a  contained 
in a cubic simulation cell of volume V to give a volume fraction <j> given by,
with N  typically equal to 864. The phase point at 71* = 0.3, (j) = 0.16 was repeated 
for N -  4000. The volume fractions used were 0 — 0.05, 0.10, 0.16 and 0.20
Interactions between the model colloidal particles were represented by a 
Lennard-Jones m-n pair potential,
were r is the interparticle distance, cr is the particle diameter, e is the potential well 
depth and A is a constant. The interaction was truncated at 2.5<x In this work the 
velvt tndln was used, for which A -  4. The potentials used were 1 2 :6 , 24:12 and 
36:18.
The motion of the particles was simulated using the Ermak implementation of 
the Langevin equation [156]. This gives a simplified motion in a free draining level of
0 = nN cf/V b
(2 .1)
(2.2)
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approximation which is free of the long range hydrodynamic interactions. The 
Brownian forces are randomly sampled from a gaussian probability distribution which 
has an average of zero and a mean square value of 6kBTAt/£0, where At is the timestep
the random forces is the only place in which temperature is included in the system. It 
provides a thermostated solvent bath . It is assumed that in the time At all the 
velocity information from the previous timestep has been lost, so there is no need for 
a velocity term.
At intervals during the simulation the particle positions were recorded for 
calculation of the three dimensional images of the system, of the structural properties 
such as the pair distribution functions and of the mean square displacements of the 
particles. To calculate the rheological properties, the off diagonal elements of the 
stress tensor were recorded. The stress tensor in this model is purely thermodynamic 
in origin and can be expressed in terms of the instantaneous configuration,
where p  is the density and 0,y is the interaction force between particles i and j. The 
total stress has a kinetic component rkBTI, where I  is the identity matrix, however 
this term is negligible in comparison to the potential term and can be neglected. In 
addition the kinetic contribution to the stress is a diagonal matrix and for the purposes 
of this work, only the off diagonal elements are of interest.
Details of the method of calculation of structural and rheological quantities are 
given at the beginning of the section in which the results are discussed.
and is the infinite dilution coefficient of friction. The probability distribution for
(2.3)
70
2.2 Direct Calculation of the Storage and Loss Moduli 
from the Instantaneous Interparticle Stress
To calculate the storage (G’) and loss (G”) moduli without the application of 
shear to the system the values of G' and G” can be calculated directly from the stress 
tensor. This commonly involves the Fourier transformation of the stress 
autocorrelation function (a Green-Kubo type method) however in a phase separating 
system the correlation functions may become very slowly decaying. To calculate the 
Fourier transform in these cases the correlation function may have to be truncated which 
can introduce errors in the calculated values of G' and G” at all frequencies. In this 
section equations are derived for the calculation of G' and G” directly from the 
components of the stress tensor. Although errors arise from the truncation of the stress 
in time, errors which are also present in the calculation of the correlation functions, the 
additional error incurred by the truncation of the correlation function is avoided.
The complex modulus, G*, is defined as a /y  (stress/strain) and is related to 
the stress-time autocorrelation function, Cs(s), by:
G* = ~ ic o [ c A s ) e ^ d s
(2.4)
This can be separated into its real and imaginary components,
G* = G' + iG" = | JqCs (5) sin cosds + i J c s (5) cos cosds j
(2.5)
where G'(co) is the storage modulus and G"(a>) is the loss modulus.
The loss modulus can be derived directly from the stress tensor. The Fourier 
transform of the off-diagonal elements of the stress tensor, <7 (t) is:
(2 .6)
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X(co) multiplied by its complex conjugate X*(co) gives, 
r(m)X(G>) = £  <jjt)e'“d t [
= f  j0V te(''-') o  „  (t)a^
(2.7)
If it is assumed that the stress fluctuations are an ergodic series, statistical mechanics 
can show that Cs (t' - t )  = ^ ( < j^  ( 0 ° ^  (tfj, so putting s = t' - t  gives,
r(co)X{co) = X ^ dt\ [ - 'c s{s)e-^ds
= M A £ c m c- ^ + C ' e~,mc^ ds)
(2.8)
Changing the order of integration, this gives,
= if.T (r  -  wto w + ^ f ( r  -  m)c* (sy ia*ds
= BFfjT - t i )C ,( s ) e -“°’ds
kT 
V rT
k T jQ
= £ ( r -k l)c . {s)cos(ms)ds
(2.9)
which is 2 times real part of the Fourier transform of C /1) multiplied by T-\s\ , the 
triangular Bartlett window[168][169]. Thus the Fourier transfonn of the instantaneous 
stresses multiplied by its complex conjugate has similarities with the formal definition
of 2 G’Vico as calculated from the stress-time auto correlation function, but using a
triangular window instead of a rectangular* window.
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Equation (2.7) can also be written as a double integral,
(2.10)
If instead we write,
(2.11)
and follow a similar derivation as for G” we have,
[f <x, ojt'y^d,'} - [|or a j ty -d f
= [ j > |o' a w((')^ (D « - to(''- 'W ] -  [ j > | ;
[ C ,  (*)*-»& ] -  Cs(s)e~'mds
kT LJo
changing the order of integration,
(2.12)
V_ 
kT 
V_ 
‘ fcr
|_°r ( r  -  |s|)c, - — [ £  ( r  -  w)c. (*)«-'“*&
Jor (7’-|i|)C ,W e'“ &
-J;Jor (7--|S|)C5W [-e-i" + el“ ] *
= ^  jor {T ~ |s|)C, (s) sin cosds
(2.13)
which is 2 times the imaginary part of the Fourier transform of Cs(t) multiplied by a
triangular window, with similarities to the formal definition of 2 GVco as calculated
from the stress-time auto correlation function, but using a triangular window instead of 
a rectangular window.
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Therefore,
V pt 
G" = — ico I Cs(s) cos cosds 
kT ®
V . rr
2 kT
(2.14)
and
V cT G' = — co\ CAs) sin cosds 
kT Jo
- M«to4f0' -IX ('
(2.15)
Using Equations (2.14) and (2.15), the storage and loss moduli can be calculated 
without the use of the truncated Fourier transform of the stress-time auto correlation 
functions.
Equations 2.14 and 2.15 are only approximate bacause the triangular window, 
(T-s), has been omitted. The use of a triangular window is a standard procedure to 
reduce truncation effects in Fourier Transform applications. In Chapter 4.5 the 
application of these equations is presented. A comparison between the two methods for 
obtaining the dynamic moduli reveals good aggreement when the correlation functions 
decay to zero, the case for which the results should be similar, therefore validating the 
adequacy of the approximation.
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2.3 Discussion of Reduced Units used in this Work
The use of reduced units in a simulation simplifies the calculations and enables 
the comparison of the results directly with other simulations. With the use of a few 
key parameters, such as particle size, the results can also be related to those obtained 
from different experimental systems. For a system of Lennard Jones type particles, 
the reduced units can be defined by the potential, using a  for length, e for energy and 
m for mass [170], The use of reduced units in this work is indicated with a (*) 
following the quantity, e.g. 71* represents reduced temperature. A list of reduced 
units used in this work is given in Table 2 .1
quantity reduced unit
length (.L) a  (LJ particle diameter)
mass (M) m (particle mass)
energy (E) £ (potential well depth)
time (t) a21D0 (particle radius2/self-diffusion 
coefficient at infinite dilution)
temperature (7) kBT  / e
frequency (co) D o/a2
Table 2.1 A list o f reduced units used in this work.
Although the unit of time can also be defined in LJ reduced units (crvWe), for 
colloidal systems a more appropriate reduction is cP/Dq where D0 is the self-diffusion 
coefficient of the particle at infinite dilution and a is the particle radius. The unit then
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includes the size and the solvent dependence of structural relaxation. The value of D0 
is given by,
bo
(2.16)
where f0 is the friction coefficient given by f0 = Inoris and rjs is the viscosity of the 
solvent.
The effect of the solvent viscosity, r}s can be scaled out by appropriate 
reduction of the units. The total viscosity of a suspension, 77, can be represented by 
the Krieger-Dougherty relationship,
n = 1
Vs(1
(2.17)
where <pm is the maximum volume fraction (<p„, = 0.63 for the Newtonian viscosity and 
<j)m = 0.71 for the infinite shear rate viscosity). Any choice of r)s will therefore result 
in the correct suspension viscosity and since,
C = 3ot7,ct
(2.18)
this also applies to f. If C* is chosen to be 1 then since a* -  1,
1
3
(2.19)
Using reduced units a system can therefore be defined by the volume fraction, 0, and 
the temperature, T*, only.
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Combining Equations (2.16) and (2.19) the gives,
zjo(7' ) = r ££L= i
(2.20)
and the unit of time, % is then,
(2 .21)
A conversion of reduced units to correspond to various real systems using T]s = 10'3 
Pas, the viscosity of water, at 298K is given in Table 2.2.
<r(|xm) £>o (cmV1) a2/D0(s) Do/a1 (Hz)
0.01 1.91xl0"6 5.24x10‘7 1910000
0.1 1.91xl0’7 5.24x1 O'4 1910
1.0 1.91xl0'8 0.524 1.91
10.0 1.91xl0'9 524 0.0019
Table 2.2 A conversion o f reduced units used in this work for systems with various particle sizes.
The simulations of the 4000 particle systems were run on a silicon graphics 
Power Challenge. All other simulations were run on a Digital AlphaStation 255/233. 
The average running time for 864 particles was 36 hours for 819200 timesteps.
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3. Analysis of the Structural Evolution of the Phase
Separating Systems
The structural evolution of phase separating systems is the basis of many 
theoretical treatments of phase separation[12], Structure in experimental systems is 
often difficult to follow accurately, relying on microscopy for direct observation and 
scattering techniques for more quantitative details. Computer simulation techniques 
are useful for studying the changing structure of systems since the positions of the 
particles are defined at all times. The disadvantage of simulations is the finite system 
size and the possible influence of periodic boundary conditions on the structural 
evolution. The consequences of the use of periodic boundaries for the system sizes 
considered are not thought to be significant in this work. When finite size effects are 
apparent in a particular measurement, they are discussed in the section of that 
quantity.
A useful description of the aggregate structure giving a basic insight into the 
behaviour of the particles is a visual representation created from the particle co­
ordinates. The pictures of the structure are given and discussed in Section 3.1. 
Instantaneous snapshots, however, do not give any quantitative information, and 
although the pictures can give an overall impression of the structure, particle 
correlations, both long and short-range, are not easily observed by eye. The pair 
distribution function, g(r), is more appropriate for a quantitative description of the 
short-range structure. The Fourier transform of g(r) gives details of long-range 
correlations, which are not obvious from g(r), through the structure factor. These 
quantities are discussed in Sections 3.2 and 3.3 respectively. In Section 3.4, the 
strength of particle interactions and their evolution is followed through the phase 
separation via the average interaction energy per particle, u.
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Percolation characteristics are important to the understanding of phase 
separation process since the formation of system spanning structures can lead to the 
arrest, or slowing, of phase separation and to increased elasticity. Although these are 
dynamic systems and classical percolation is a static phenomenon, the idea of 
percolation can still be applied but as a dynamic and transient feature. For this 
purpose, the quantity Lp is calculated, measuring the minimum interparticle distance 
required for percolation. The results of the percolation statistics are given in Section 
3.5. Estimates of the fractal dimension are calculated throughout this chapter from the 
structure factor and from the pair distribution functions. The concept of the fractal 
dimension of the growing aggregates is discussed further and these estimates are 
compared and discussed in Chapter 5, in which the results of the structural evolution 
are summarised along with the rheological results.
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3.1 Visual Representation of the Structural Evolution in
Phase Separating Model Colloidal Fluids
Instantaneous ‘snapshot’ configurations can be used to create a visual 
representation of the systems. Although these pictures do not give any quantitative 
details, they are a useful addition to structural measurements such as the pair 
distribution function and the structure factor, giving insight into the aggregate structure 
that cannot be obtained from these quantities alone and helping in the interpretation of 
the results. The pictures were made from the co-ordinates of the particles (taken 
every 3.28 reduced time units) using the rendering program, Raster3D [171,172]. The 
spheres represent the hard core of the particles and are drawn to scale in units of the 
particle diameter (1 <r). Colours have been used to distinguish between systems with 
different interparticle potentials: the 12:6 systems have been coloured green, the 24:12 
potential systems are yellow and the 36:18 potentials are blue.
During the simulation, the initial homogeneous system separates into two 
distinct phases. The evolution of examples of the largest systems considered (4000 
particles) at 0=  0.16, T* = 0.3 is shown in Figures 3.1, 3.2 and 3.3 for the 12:6, 24:12 
and the 36:18 potentials respectively. The large size of these systems shows clearly 
the change in structure and the formation of system-spanning interconnected 
networks. Phase separation at this low temperature starts immediately following the 
quench suggesting a spinodal decomposition type mechanism. The first picture in 
each series (Figures 3.1a, 3.2a and 3.3a) shows the structure at t = 3.28. Already at 
this early time evidence of clustering is apparent as the particles start to pull together 
forming more dense interconnected regions. The second set of pictures (Figures 3.1b, 
3.2b and 3.3b) are taken after the slightly later time of i -  16.38. This is still relatively 
early compared to the total time of the simulation which is t — 81.92. Pictures of this 
final configuration are shown in Figures 3.1c, 3.2c and 3.3c.
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(b) ta'2Do = 16.38
Figure 3.1 Pictures depicting the evolution of the structure of a system of 4000
particles with a 12:6 interaction potential for <p =0.16 at T* = 0.3.
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(c) td 2D0 = 81.92
(a) ta2Do = 3.28
(b) ta'2Do= 16.38
Figure 3.2 Pictures depicting the evolution of the structure of a system of 4000
particles with a 24:12 interaction potential for <p = 0.16 at T * = 0.3.
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(c) ta 2D() = 81.92
(a) t a 2D 0 = 3.28
(b) ta 2Do = 16.38
(c) ta'2Do = 81.92
Figure 3.3 Pictures depicting the evolution of the structure of a system of 4000
particles with a 36:18 interaction potential for 0 = 0.16 at T* = 0.3.
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A comparison of the structures at the three times shown (and of the 
intermediate times which are not shown) reveals that the predominant change in 
structure is due to compactification of the dense regions leading to necking and 
breaking of weaker strands. This allows further densification and the formation of 
large compact regions. The particles and clusters do not appear to move large 
distances during the phase separation. A large amount of the structural reorganisation 
seems to occur rapidly in the early stages of the simulation, a slower local 
restructuring occuring at later times.
Examples of the structures for all phase points used in this work with the 
smaller systems (864 particles) at the late time of /=  81.92 are shown in Figures 3.4 - 
3.11. In all of the systems which show significant phase separation, aggregation of the 
particles is apparent at the earliest times. Some of the high temperature low volume 
fraction systems do not appear to change much structurally throughout the evolution 
time (Figures 3.4, 3.8, 3.10). For some of these systems, particularly those with the 
short-range 36:18 interaction potential (Figure 3.10), there seems to be little evidence 
of structural change from any of the quantities measured. It must be remembered, 
however, that it is veiy difficult for the human eye to pick up small correlations in 
systems this large. In addition, these systems are evolving and many of the structures 
are transient and can only be identified using a time averaged quantity such as the 
radial distribution function.
In Figures 3.7c, 3.9c and 3.11c, the structures for the same phase points as 
used for the large systems are shown. A comparison of the late time structures of the 
larger systems, given in Figures 3.1c, 3.2c and 3.3c, shows that the evolution of the 
structure does not seem to be significantly affected by the periodic boundaries. A 
similar structure is formed in the smaller systems as appears in a portion of the larger 
systems, the existence of periodic structure neither enhancing network formation nor 
encouraging network collapse by an observable degree.
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Figure 3.4
(a) 0 = 0.05
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(c) 0 = 0.16
Figure 3.4 Pictures depicting the late time structure (ta 2D0 = 81.92) for systems of 
864 particles with a 12:6 interaction potential at T* = 0.9.
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Figure 3.5
(a) <p -  0-05
(b) 0 = 0.10
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(c) 0 =0.16
(d) (p = 0.20
Figure 3.5 Pictures depicting the late time structure (ta~2D 0 = 81.92) for systems of
864 particles with a 12:6 interaction potential at T* = 0.7.
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Figure 3.6
(a) 0 = 0.05
mm
(b) 0 =0.10
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(c) 0 = 0.16
(d) 0 = 0.20
Figure 3.6 Pictures depicting the late time structure ( t a 2D 0 = 81.92) for systems of
864 particles with a 12:6 interaction potential at T* = 0.5.
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Figure 3.7
(a) 0 = 0.05
(b) 0 = 0.10
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(c) 0 = 0.16
Figure 3.7 Pictures depicting the late time structure (td 2D0 = 81.92) for systems of 
864 particles with a 12:6 interaction potential at T* = 0.3.
Figure 3.8
(a) 0 -  0-05
(b) 0 =0.10
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(c) 0 = 0.16
Figure 3.8 Pictures showing the late time structure (ta'2Do = 81.92) for systems of
864 particles with a 24:12 interaction potential at T* = 0.5.
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Figure 3.9
(a) 0 = 0.05
(b) 0 = 0.10
96
(c) 0 =0.16
(d) 0 = 0.20
Figure 3.9 Pictures showing the late time structure (ta'2D 0 = 81.92) for systems of
864 particles with a 24:12 interaction potential at T* = 0.3.
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Figure 3.10
(a) <j> =  0.05
(b) 0 = 0.10
98
I
(c) 0 = 0.16
Figure 3.10 Pictures showing the late time structure (ta 2D0 = 81.92) for systems of 
864 particles with a 36:18 interaction potential at T* = 0.5.
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Figure 3.11
(a) <j> =  0.05
(b) 0 =0 .10
100
(c) ^ = 0.16
(d) 0 = 0.20
Figure 3.11 Pictures showing the late time structure (ta2D0 = 81.92) for systems of 
864 particles with a 36:18 interaction potential at T* = 0.3.
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At lower temperatures, all of the systems display phase separation forming 
dense aggregates that span the simulation box. Necking and break-up of the aggregates 
into fairly large discrete clusters is more predominant for the longer-ranged 12:6 
potential. This is shown well in Figure 3.7a which shows the structure for the system 
at £* = 0.3, 0 = 0.05 at t = 81.92, and at a later time (t -  163.84) for the same system 
in Figure 3.12a. As the potential becomes more short-ranged, which decreases the 
restructuring effect, the aggregates become more diffuse and are able to maintain a 
more interconnected structure for longer times. In Figures 3.11a and 3.16a for example 
the same phase points (T* = 0.3, 0 = 0.05) and times (t = 81.92, 163.84) are shown 
for the 36:18 interaction potential. The particles still cluster but they are more 
uniformly distributed in space, the resulting clusters no longer collapsing into a dense 
mass as for the 12:6 potentials. Instead the clusters are diffuse and there is little order 
beyond the range of ~ 2a.
In Figures 3.12-3.17 late time structures are shown with the spheres 
representing 1 a  (a) and also with the spheres representing r 10 (b), the range of the 
interaction potential where the attraction falls to 10% of its value at the minimum. 
The low volume fraction examples, Figures 3.12, 3.14 and 3.16, show that although 
the clusters appear to be quite discrete, in many cases the structures do, in fact, form 
system spanning networks of particles within a significant range of the interparticle 
potential, ri0. The longer the connectivity range, however, the weaker the interaction 
within the network and the less relevance it will have in governing the physical 
properties.
At lower volume fractions, the particles tend to form clusters with convex 
surfaces which form strand-like structures through the box (e.g. Figure 3.7b). 
However the higher volume fraction systems evolve into structures with much more 
concave surfaces, which is most evident for the more rapidly separating 12:6 potential 
as shown in Figures 3.7c and 3.7d. This concave morphology is reminiscent of the
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(b)
Figure 3.12 Pictures depicting aggregate structure at ta'2D0 = 163.84 for systems of 
864 particles with a 12:6 interaction potential at 0 = 0.05 and T* = 0.3. (a) Radius of 
spheres represents o  12. (b) Radius of spheres represents r 10.
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(a)
(b)
Figure 3.13 Pictures depicting aggregate structure at t a 2D 0 =  163.84 for systems of
864 particles with a 12: fe interaction potential at 0 = 0.20 and T* =  0.3. (a) Radius
of spheres represents o  12. (b) Radius of spheres represents r i0.
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(a)
Figure 3.14 Pictures depicting aggregate structure at t a 2Do = 163.84 for systems of
864 particles with a 24:12 interaction potential at 0 = 0.05 and T* = 0.3. (a) Radius
of spheres represents a l l .  (b) Radius of spheres represents r 10.
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(a)
(b)
Figure 3.15 Pictures depicting aggregate structure at ta'2D0 = 163.84 for systems of 
864 particles with a 24 :il interaction potential at 0 = 0.20 and T* = 0.3. (a) Radius of 
spheres represents a t  2. (b) Radius of spheres represents /*10.
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(a)
(b)
Figure 3.16 Pictures depicting aggregate structure at t a 2D 0 = 163.84 for systems of
864 particles with a 3fe: 1 $ interaction potential at <p =  0 .0S  and T* = 0.3. (a) Radius
of spheres represents a  12. (b) Radius of spheres represents r 10.
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(a)
Figure 3.17 Pictures depicting aggregate structure at ta 2D0 = 163.84 for systems of 
864 particles with a 36:18 interaction potential at 0 = 0.20 and T* = 0.3. (a) Radius 
of spheres represents a  12. (b) Radius of spheres represents /*10.
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sponge phase seen when there is competition between phase separation and gelation 
and also when a gel is undergoing a volume shrinking phase transition [173], 
Viscoelasticity can become important during phase separation when a mixture has a 
strong dynamic asymmetry. Regions of a less viscoelastic phase are created to 
minimise the elastic energy associated with the formation of a heterogeneous structure 
in an elastic medium [173]. In the high volume fraction systems in this work, the 
dense phase separating out is much more viscoelastic than the less dense gas phase, 
which could account for the resulting sponge-like morphology seen in the pictures.
The concave surface morphology is more discernible if the particles are drawn 
with the radius of the spheres representing r 10, as in Figure 3.13b which shows 0 = 
0.2, T* = 0.3 for the 12:6 potential. The systems with the shorter-ranged potentials, 
shown in Figures 3.15 and 3.17, do not display the concave surfaces to the same 
extent as for the 12:6 potential, although it would be expected to become more 
apparent at later times when the clusters become more compact. However the 
tendency of the surfaces to adopt this concave morphology may not be as 
predominant as the potential becomes more short-ranged, since the range of influence 
of particles is more local and therefore the elastic stress is not as great.
The structures formed for the 24:12 and 36:18 interaction potentials show 
more evidence of ordered regions than for the longer-range 12:6 potential. The ordered 
regions can be seen more readily in the structures drawn with the enlarged spheres in 
Figures 3.15b and 3.17b, as compared to more disordered local structure at the same 
phase point for the 12:6 potential shown in Figure 3.13b . The pair distribution 
functions also display more evidence of crystallisation for the shorter-range potentials 
(Section 3.2). The larger sphere of influence of the 12:6 potential means that the 
energy advantage of adopting an ordered structure is not as great as for the shorter- 
range potentials, with interactions from the second and even the third ring of 
neighbours affecting the particle positions.
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3.2 Pair Distribution Functions, g(r)
The pair distribution function, g(r), shows correlations in the local particle 
structure. It is obtained from the instantaneous particle configurations using,
(3.1)
which gives the probability of finding two particles separated by a distance r. A more 
visual definition of g{r) derived from Equation (3.1) is,
 ^ ’  A n P p A r
. (3-2)
where n(r,Ar) is the average number of molecule centres found in an annulus of radius 
r and thickness Ar centred about an arbitrary molecule. Equation (3.2) is the form 
used for calculation of g(r) in the simulations. The pair distribution function for 
particles interacting with a Lennard-Jones type potential at a very low density has the 
analytical result [174],
-<K')
i ( r )  =  ‘ v
(3.3)
The pair distribution obtained by simulation for a system of particles with a 12:6 
interaction potential for a volume fraction, 0 = 0.05 at a temperature of 7* = 2.0 is 
compared with the corresponding analytical result in Figure 3.18. The two results 
compare very well within the rather noisy simulation data which provides some 
verification of the simulation.
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Figure 3.18 Comparison of g(r) obtained by simulation for the 12:6 interaction 
potential at 0 = 0.05, F *  = 2.0 and the analytical estimate for g(r).for a low density 
system ofLJ 12:6 particles.
r
Figure 3.19 g(r).functions taken at different times for the 12:6 interaction potential at 
0 = 0.16, T* — 0.7 showing the increasing liquid-like structure.
I l l
3.2.1 The Evolution of the Pair Distribution Following a 
Quench in Temperature
In general, after a temperature quench, the pair distribution functions show an 
increase in the intensity of the first peak and development of further peaks with time. 
An example of typical behaviour is given in Figure 3.19 which is the result for a 
Lennard-Jones 12-6 potential at 0=  0.10 and 71* = 0.7. The first peak displays quite 
a dramatic growth in intensity during the phase separation, which is a result of the 
clustering of particles and the increasing number of particles adopting very close 
positions to each other. Peaks also develop at longer distances, again increasing in 
intensity with time. These peaks are due to the increasing size of the clusters and to 
the development of longer-range positional correlations.
The intensity of the peaks increases with decreasing temperature, as expected 
since at lower temperatures the random Brownian displacements are smaller and the 
attraction between particles can then lead to more effective clustering of the particles. 
The intensity also increases with decreasing volume fraction, which is simply a 
reflection of the larger difference between the cluster density and the overall density in 
lower volume fraction systems. These features are observed for all of the interaction 
potentials.
Along with the increasing local structure at long times there is an associated 
dip in the pair distribution function below g(r) = 1 at large separations. This 
‘depletion zone’ which appears after the peaks at shorter distances is a feature of 
phase separating systems due to the development of a lower density phase 
surrounding the clusters of denser phase. The distance to the start of the dip gives a 
measure of the average cluster size, whilst the distance at the end of the dip is a
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measure of the characteristic lengthscale of the systems. The characteristic lengthscale 
can also be estimated by the position of the small angle scattering peak in the structure 
factor [90], which is discussed in Section 3.3. This characteristic lengthscale 
represents the wavelength of the density fluctuation and is therefore the length of a 
cluster and the inter-cluster space (the inter-cluster distance). The distance at which 
g(r) returns to unity and correspondingly the characteristic lengthscale of the system 
increases with time and increasing phase separation.
As the clusters increase in size with time, the minimum in g(r) moves to longer 
distances. This is shown in Figure 3.20. At early times the whole of the dip is 
visible, and g(r) returns to unity within the length of half of the box. At intermediate 
times, as the cluster size increases, the dip moves to greater distances and the rise of 
g(f) to unity is not possible within the scale of the simulation box. This is an artefact 
of the finite box size and does not imply that the cluster fills the system. From the 
structural configuration of the same system, shown in Figure 3.5c in Section 3.1. it can 
be seen that the cluster, although it spans the system, is coexisting with large regions 
of a low density phase.
Some of the lower temperature higher volume fraction systems show signs of 
the formation of an amorphous structure. For amorphous systems such as glasses and 
amorphous solids the second peak is split into an overlapping double peak. These 
features are displayed well by the 24:12 system at 0 = 0.1, F* = 0.3 shown in Figure 
3.21. The split peaks result from the non-equilibrium structure caused by the packing 
of the particles and are due to the appearance of two dominating local forms of 
packing as shown in Figure 3.22.
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Figure 3.20 g(r) functions for the 12:6 interaction potential at <j> — 0.16, 7* = 0.7 
taken at / = 9.83 and 36.04 showing the movement of the dip below zero to longer 
distances as phase separation proceeds.
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Figure 3.21 gi>).functions taken at different times for the 24:12 interaction potential 
at 0 = 0.10, 7* = 0.3 showing the evolution of an amorphous solid-like structure.
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Figure 3.22 Diagram of two local packing arrangements of spherical particles.
At low temperatures, systems can become trapped in these metastable amorphous 
states and cannot relax into their equilibrium crystal arrangements. Crystallisation of 
the particles is reflected in g(r) as additional peaks which sometimes appear at 
intermediate positions between the initial peaks. This is shown in Figure 3.23 for a 
36:18 potential system at <p= 0.20 and 7* = 0.3. The first non-integer peak appears 
at « 1.49 a  which suggests a face-centred cubic arrangement of particles for which a 
peak would be expected at ~ 1.4 c.
For the longer-range 12:6 interaction potential the periodic boundaries caused a 
small degree of enhancement of the local structure. In Figure 3.24 theg(r) function for 
the 12:6 potential at 7* = 0.3, 0 = 0.16 is shown for 864 particles and for 4000 
particles. Although the form of the function is very similar, the intensity for the 
smaller system is a little greater for the smaller system size. This indicates that the 
periodic boundaries may be facilitating aggregation to a small extent for the 12:6 
potential. The local structure for the shorter-range potentials are unaffected by the 
finite system size for 864 particles, which can be seen in Figure 3.25 showing g(r) for 
the two system sizes with the 24:12 interaction potential at 7* = 0.3 and 0 = 0.16.
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Figure 3.23 g(r) functions taken at different times for the 36:18 interaction potential at 
ip = 0.20, F* = 0.3 showing the evolution of of some ciystallinity in the structure.
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rFigure 3.24 g(r) functions for systems ofN M particles taken at t = 81.92 for the 12:6 
interaction potential at 0 = 0.16, F* = 0.3 showing the effects of box size.
Figure 3.25 g i f )  functions for systems of N M  particles taken at t  = 81.92 for the
24:12 interaction potential at 0 = 0.16, F* = 0.3 showing the effects of box size.
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Local structure as seen through the g(r) functions continued to evolve 
throughout the simulations, although not as dramatically at later times as for the earlier 
times. This mirrors the changes in the structure as seen in the three-dimensional 
images shown in Section 3.1, which also show little change in overall structure at later 
times. Initial aggregation of particles following a quench is rapid, after which phase 
separation continues via a slow local restructuring process.
The Behaviour o f  the Pair Distribution Function fo r  Particles with a  
12:6 Interaction Potential
The intensity of the peaks increases with time for all of the LJ 12:6 systems, 
reflecting the clustering of the particles with time. The system at high temperature 
and low volume fraction, 7* = 0.9, 0 -  0.05, shows only a small change in structure 
throughout the time of the simulation (Figure 3.26). This system is close to the 
metastable region of the phase diagram so this behaviour is not unexpected. 
Metastable systems show little or no phase separation for long times after a quench 
since the requirement for cluster stability is that a critical size must be reached. Below 
the critical size, clusters are not stable and ‘dissolve’ back into the solution.
At all lower temperatures and higher volume fractions, changes in the pair 
distribution functions with time are quite significant. The systems at 7* = 0.5 and 
above, apart from at 0 = 0.05, 7* = 0.9, all develop a liquid-like structure with 
increasing peak intensity and the appearance of peaks at longer distances (Figure 
3.19). The structure extended to longer distances at higher volume fractions. At 0 = 
0.05, the structure extends only to « 3 <r, after which further growth is restricted by 
the low density of particles. In the highest density systems of 0 = 0.2, much longer 
range structures are evident, the structure extending out to ~5-6 a.
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rFigure 3.26 g(r) functions taken at different times for the 12:6 interaction potential at 
0 = 0.05, 7* =0.9.
r
Figure 3.27 g (r )  functions taken at different times for the 12:6 interaction potential at
0 = 0.20, 7*=  0.3.
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The ability of particles to form long-range structure is an important 
requirement for gd formation, a feature which is not detected well by the pair 
distribution functions. A g(r) function with only a few peaks does not necessarily 
mean the system does not percolate, only that the clusters are small. A ‘stringy’ 
percolating structure formed from small sub-clusters can still be formed. Conversely, 
a large cluster with many peaks in g(r) does not necessarily span the system. The 
cluster size can, however, affect the mechanical properties of the gel, larger clusters 
leading to stronger more solid-like gels. Stringy tenuous gels, however, could be more 
metastable since the pull on particles is smaller and more dispersed. If the strands of 
particles are thick, an overall balance of the forces is more difficult to maintain and the 
system may collapse more easily. The relationship between mechanical properties 
and the network morphology is still not well understood.
For all the systems at the lowest temperature of F* = 0.3, the second peak 
became split indicating the formation of some local amorphous solid-like structure, 
shown in Figure 3.27 for <p -  0.16, F* = 0.3. Since the triple point for the LJ 12:6 
system is at F* * 0.69 [175], a gas-solid coexistence is to be expected at this 
temperature. Although the systems at F* = 0.5 are also in the gas-solid coexistence 
region, since the temperature is higher, an amorphous solid structure will take longer 
to develop since restructuring is slowed down by the larger Brownian forces.
Evident from the pair distribution functions in many of the systems is a dip 
below zero after the structured region. This indicates the formation of lower density 
regions surrounding the clusters. This feature, in addition to the formation of well- 
defined single peaks, would be expected from a gas-liquid phase separation, which is 
seen for temperatures at F* > 0.5. Splitting of the peaks as seen at F* = 0.3, along 
with the associated dip at longer distances, is more characteristic of a gas-solid phase 
separation.
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The Influence o f  the Interparticle Potential on the Evolution o f  the Pair 
Distribution Functions.
The range of the interparticle potential is an important factor in the evolution 
of local structure of aggregating or phase separating systems. The pair distribution 
functions taken at the end of the simulations for the three potentials at 0 = 0.05 and 
7* = 0.3 are shown in Figure 3.28. The peaks occur at smaller separations as the 
attractive part of the interparticle potential becomes more short-ranged, reflecting the 
differences in the position of the potential minima. This also affects the position of 
the peaks at larger separations.
The difference in the phase diagram as the interaction potential becomes more 
short-ranged is reflected by the changes in the temporal evolution of the pair 
distribution functions. For 12:6 potential the temperature of 7* = 0.5 is well inside 
the two phase region and phase separation is rapid, leading to a large change in g(r) 
with time. The shorter-ranged 24:12 potential displays some increase in peak 
intensity with time for all volume fractions at 7* = 0.5 reflecting the clustering of the 
particles. The growth is to a lesser extent than for the longer-ranged 12:6 potential 
with only a small increase in the intensity of the first peak being discernible and the 
appearance of a small second peak (Figure 3.29). This behaviour indicates that these 
systems are probably metastable, perhaps close to the spinodal transition line. The 
36:18 potential has a phase diagram with an even lower two phase boundary, the exact 
position of which has not yet been confirmed in the literature. The systems at 7* =
0.5 for this short-range potential do not have visible evidence of any aggregation from 
the pair distribution functions, except perhaps a very small increase in intensity in the 
first peak (Figure 3.30). These phase points are probably highly metastable and close 
to the two phase coexistence line, or possibly even in the single phase fluid or gas 
region.
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interaction potential
r
Figure 3.28 Differences ing(r) with changes in the interaction potential for 0 = 0.05, 
7*=  0.3.
Figure 3.29 Change in g (r) with time for the 24:12 interaction potential at 0 = 0.16
and 7* = 0.5.
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At the low temperature of T* = 0.3, phase separation is evident for all three 
potentials at all volume fractions through the developing structure in g(r). The 
characteristic split second peak of amorphous systems develops while the value of 
g(r) at longer distances dips below unity, suggesting a gas-solid phase separation, 
again as would be expected from the position of these systems in their phase 
diagrams. For the short-ranged 36:18 potential there is no stable liquid phase and 
developing structure would generally be expected to be solid-like, any liquid-like 
aggregates that form rapidly restructuring into the more stable solid structure. 
Interestingly, these short-ranged potential systems also show signs of crystallisation 
to a greater extent than for the two longer-ranged potentials, with the appearance of a 
small peak at r  » 1.5 for all volume fractions. The structure in the low temperature 
systems at 0 = 0.16 and 0.20 for the 36:18 potential is highly developed, the split 
second peak being resolved into two distinct peaks (Figure 3.23). The structure in 
these systems appears to be more crystalline than amorphous. For the longer-ranged 
potentials, crystallisation seems to be restricted to the higher volume fraction 
systems. At the higher volume fractions, the close proximity of particles means that 
the thermodynamic advantages to be gained from crystallisation outweigh entropic 
considerations which favour an amorphous structure.
The systems with the LJ 12:6 potential do not display any clear signs of 
crystallisation and tend to adopt a more amorphous solid structure. A longer-ranged 
potential is less able to maintain a tenuous structure, since it aids restructuring 
promoting collapse into dense aggregates. These dense aggregates are more likely to 
exist with an amorphous structure as opposed to crystallising, in the same way that a 
long-ranged potential can support a liquid phase. For the 24:12 potential, the higher 
volume fractions develop additional peaks at non-integer distances, shown in Figure
3.31, indicating some crystallisation. The peak at r ~  1.49, which is characteristic of a 
face-centred cubic crystal structure, appears at earlier times as the volume fraction
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Figure 3.30 Change in g(r) with time for the 36:18 interaction potential at 0 = 0.16 
and 7* = 0.5.
0 1 2 3 r  4 5 6
Figure 3.31 g(r) functions taken at different times for the 24:12 interaction potential 
at 0 = 0.20, 7* = 0.3 showing the evolution of some crystallinity in the structure.
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increases. The drive for crystallisation is stronger at high volume fractions since the 
high concentration of particles increases the influence of excluded volume effects.
As the potential decreases in length, the intensity of the first peak increases 
whilst the number of peaks decreases. This suggests that the clusters forming in the 
shorter potential systems are more tenuous. Longer-ranged potentials, on the other 
hand, tend to form much more compact and smooth clusters. This observation is 
supported by the visual representations of particle configurations discussed in 
Sections 3.1. The particles with the shorter-ranged potentials still aggregate, however 
the clusters remain quite diffuse and there is little order beyond a distance of 2-3 a, 
whereas in the long-ranged potential systems, structure is distinguishable as far out to 
5-6 cr.
The changes in cluster structure for different interaction potentials can be 
interpreted by considering the range of the potential of a particle within a cluster. The 
strength of attraction of the LJ 12:6 potential does not fall to 1% of its value at the 
minimum until r ~ 2.71, so a particle has an effect on particles beyond the first co­
ordination shell. Any filaments or loosely bound particles are quickly pulled into the 
bulk of the main clusters. However as the attractive part of the potential decreases in 
length, the local structure of particles becomes dominated by its own first surrounding 
shell. The 24:12 potential falls to 1% of its value at the minimum by r -  1.64, and the 
36:18 potential by r = 1.39. The influence of a potential this short-ranged does not 
extend significantly past the first co-ordination shell. Thus a tenuous structure can 
exist for much longer times, even becoming metastable if the thermodynamics do not 
force its collapse, which could explain particle gel formation.
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3.2.2 Fractal Information Obtained from the g(r) Functions
Since the pair distribution functions are a measure of the probability of finding 
a particle at a distance r from another particle, a fractal structure shows up as a power 
law region in g(r) for the distance over which the fractal structure holds [91],
By plotting the pair distribution functions on a log-log scale, any fractal region will 
appear as a straight line, the slope of the line giving a value for the fractal dimension, 
df(gr). The subscript gr indicates that the fractal dimension has been obtained from the 
pair distribution function.
The Change in Fractal Dimension During Phase Separation
Fractal regions in the pair distribution functions were found in some cases, 
however the systems with long-range structure commonly developed a strongly 
peaked g{r). The fractal regions, when present, were often of a very limited range in 
distance, sometimes only covering ~ 1-2 <j. The physical significance of such a 
limited fractal regime is of uncertain importance. It could indicate a looser structure 
surrounding the denser core of the clusters, or some surface fractal character. Some 
systems do develop a fractal region over longer distances of up to 4 a. An example of 
a system displaying a fractal structure over quite a long distance is shown in Figure
3.32. The fractal region always appears after a strongly peaked region arising from the 
short range order. After the fractal region, g(r) should tend to unity for a 
homogeneous system, however as discussed in Section 3,2.1 for some of the systems
(3.4)
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Figure 3.32 Fractal region ing(r) for a system with a 12:6 interaction potential at 0 = 
0.16, F* = 0.9. The slope is -0.3 which gives df(gr) = 2.7.
r
Figure 3.33 Growth in s l o p e  as phase separation proceeds for a 12:6
interaction potential at 0 = 0,10, F* = 0.7.
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in this work this did not occur within the length of the simulation box due to particle 
depletion.
The fractal regions were generally most pronounced at later times. The fractal 
dimension as calculated from g(r) always decreased with time, as shown in Figure
3.33. The value of the fractal dimension reflects the state of phase separation and the 
changes in aggregate structure with time. The values given in Tables 3.1-3.3 are taken 
from the pair distribution functions calculated at the end of the simulations at / = 
81.92 a1/D0. The fractal regions appear beyond the more developed peaked structure 
typical of condensed phases, which increases in intensity and in range with time. This 
behaviour suggests that as the incipient clusters develop, they readily rearrange into 
dense aggregates to form a much more compact core. The restructuring of clusters 
causes particles to be pulled from the outer fractal region into the denser core, creating 
the regions of a lower fractal dimension [91]. Also, as the clusters become larger, the 
close proximity of other clusters can prevent their collapse into dense clusters, the 
pull of the potential field from the surrounding clusters counteracting to a degree the 
inward pull of the other particles in the cluster. This effect slows the rate of 
restructuring, allowing the fractal character of the aggregates to remain for longer times 
and distances at later times.
The low temperature systems generally did not develop well-defined fractal 
regions in the pair distribution functions. The Brownian forces are smaller with 
decreasing temperature so that at low temperatures the net force is more attractive, 
pulling the particles tighter together in the cluster. The looser fractal region seen at 
higher temperatures therefore shrinks with temperature until it is no longer discernible. 
This observation can also be concluded from the crystal characteristics which appear 
in some systems at low temperatures.
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The Dependence o f  df(grj on the Volume Fraction and Temperature fo r  
the 12:6 Interaction Potential
The only long-range potential systems to show defined fractal regions in the 
pair distribution functions were at high temperatures. At the higher temperatures, a 
small re^on of fractal behaviour covering 2-4 cr was visible after an initial peaked 
region at small distances. At low temperatures (7* = 0.3) the pair distribution 
functions rapidly develop a peaked form representing a much more compact cluster. 
However at longer distances g(r) was not strongly peaked, so for these systems the 
slope through the minima between peaks, which represents the average structure in 
the region, was taken for comparison with the other systems. An example of this is 
shown in Figure 3.34. The values obtained by this method are given in brackets in 
Table 3.1. As a general trend the fractal dimension decreases with temperature.
7 * /0 0.05 0.10 0.16 0.20
0.9 2.6 2.7 2.7 2.8
0.7 2 2.3 2.4 2.5
0.5 1.2* 1.7 2.2 (2.4)
0.3 (1.4) (1.6) (2.1) (2.4)
Table 3.1 Values o f  dy^ for the LJ 12-6potential systems. The result marked with (*) is taken from 
a 256 particle system. The results in brackets are taken from minima in g(r) as discussed in the 
text. The uncertainty is estimated to be ±  10%.
The short distance structure was more developed and the fractal region 
appears for slightly longer distances in the two higher density systems than in the 
lower density systems. This reflects the faster rate of restructuring leading to a 
compact core and a larger fractal outer region. The fractal dimension increases with 
volume fraction (Figure 3.35) indicating that the higher volume fraction systems are 
more densely packed. The fractal dimension also increases for higher temperatures,
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Figure 3.34 Average fractal region ing(r) for a 12:6 interaction potential at 0 = 0.10,
T* — 0.3.
7*
Figure 3.35 Dependence of the fractal dimension taken at late times (81.92 cP/Dq) on 
volume fraction and temperature for the 12:6 interaction potential.
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where the short distance peaked region was smaller and less developed than for lower 
temperatures. This is a reflection of the smaller effective interactions due to the larger 
Brownian forces at higher temperatures which prevents the strong compactification 
seen at the lower temperatures. As the particles are not pulled as strongly into the 
core of the clusters, the outer regions are not depleted to the same extent as with 
stronger interactions. The fractal dimension is consequently higher.
The Effect o f  Interparticle Interaction Potential on df(gr)
The fractal dimension increases as the range of the interparticle potential 
decreases, as seen in Table 3.2. Although the longer-ranged 12:6 potential facilitates 
rearrangement into dense clusters, rapid compactification enables more open outer 
regions to develop surrounding the clusters as the particles are pulled into the core. If 
the interparticle potential is relatively short and narrow, at high temperatures any 
small clusters that do form are more ordered and outside the cluster the system 
rapidly decays into the homogeneous fluid.
Interaction 
Potential / 0 0.05 0.10 0.16 0.20
12:6 1.2* 1.7 2.2 (2.4)
24:12 3 3 2.9 2.9
36:18 3 3 3 3 !
Table 3.2 Values o f d ^ f o r  different interaction potentials at T* — 0.5. The results in brackets are 
taken from minima in g(r) as discussed in the text. The result marked with (*) is taken from a 256 
particle system. The uncertainty is estimated to be ±  10%.
The more metastable phase points for the shorter-ranged 24-12 interaction 
potential (high F* low 0) do not have any fractal region in the radial distribution 
functions. Since the net attractive force is comparatively low and does not reach much
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further than the nearest neighbours, any small clusters that form have little influence 
over the surrounding particles. Any correlations then quickly decay into a 
homogeneous structure. At higher volume fractions, the close proximity of other 
clusters and particles can disturb the ordering of a cluster enabling the formation of 
structures with fractal regions. Even then, however, the dimension was very high at 
2.9 which is barely fractal. For the 36:18 interaction potential, at high temperatures 
there was little development of any structure and the system remained largely 
homogeneous. The longest correlations developed reached 2-3 <j, these occurring at 
high volume fractions. There were no fractal regions in any of the pair distribution 
functions.
Interaction 
Potential /  0 0.05 0.10 0.16 0.20
12:6 (1.4) (1.6) (2.1) . (2.4)
24:12 (2.0) (2.1) (2.6) (2.6)
36:18 (2.3) (2.5) (2.6) (2.8)
Table 3.3 Values o f  df(^ ) for different interaction potentials at T* = 0.3. The results in brackets are 
taken from minima in g(r) as discussed in the text. The uncertainty is estimated to be ±  10%.
In the low temperature systems (7* = 0.3) for all volume fractions the g(r) 
functions were strongly peaked, developing amorphous or crystalline features 
indicating a fairly ordered local arrangement of particles, the extent of ordering 
depending on the range of the interaction potential. Well-defined fractal regions could 
not be distinguished for any of the interaction potentials. An average dimension was 
taken from the peak minima, as described for the 12:6 potential. The value of df(gr) 
increases as the potential becomes more short-ranged, as shown in Table 3.3. The 
36:18 potential has the narrowest potential well allowing for little variation in the 
distance between interacting particles. It is also very short-ranged so particles other 
than immediate neighbours have no influence on local structure, the presence of which
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can have a disordering effect with longer-ranged potentials. This creates a more 
ordered local structure and consequently a higher fractal dimension. Although the 
centre of the cluster is ordered, towards the boundary of the cluster it can become 
more diffuse. However the dimension is still high indicating that the boundary 
between the dense aggregated and the less dense phases is fairly sharp, especially as 
the potential range becomes shorter-ranged.
If the particles in clusters interact with short-range potentials, there is very 
little interaction between clusters. The surface particles will therefore be pulled closer 
in to the centre of the cluster creating a fairly sharp boundary between the compact 
cluster and the low density phase. If the particles interact with long range potentials, 
the surface particles may also feel a counteracting force from surrounding clusters. 
This can lead to the formation of much more diffuse fractal layers around a denser core 
of particles.
3.2.3 Summary of the Information Obtained from the Pair 
Distribution Functions
The pair distribution functions can reveal a large amount of detail about the 
local structure of particles in phase separating colloidal systems. The peaks increase 
in intensity and develop at longer distances as aggregation leads to the formation of 
larger clusters. The longest-range structure was observed for the 12:6 potential which 
forms large dense clusters. As the potential range shortens, the structure in g(r) is 
restricted to shorter distances with fewer peaks and the intensity of the first peak 
increases. This suggests the formation of a more tenuous stringy structure which was 
confirmed by the three-dimensional images in Section 3.1.
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For all systems which display some phase separation, particles appear to 
undergo a gas-liquid phase separation characterised by an increase in the peak 
intensity and range with a dip below unity at longer distances. At low temperatures, 
T* = 0.3, the liquid-like structure evolves to display more solid-like features. For the 
12:6 potential an amorphous structure develops, while a more crystalline structure 
appears for the shorter-ranged potentials. Particles interacting via the 12:6 potential 
would probably undergo crystallisation at later times, as has been observed recently 
in a simulation of a LJ 12:6 molecular fluid, in which the structure was estimated to be 
face-centred cubic [176]. The position of the non-integer peak in g(r) for the shorter- 
ranged potentials (r ~ 1.49) also suggests a face-centred cubic crystal structure.
The pair distribution functions were generally strongly peaked and any fractal 
regions covered a limited range of 1-4 <y at intermediate distances. The fractal 
structure appeared at longer distances after the peaked region and could indicate a 
looser fractal surface surrounding a dense core. The fractal dimension was in most 
cases fairly high (df(gr) ~ 2-3) and generally increased with volume fraction as the 
particles become more densely packed. The fractal dimension also increased as the 
interaction potential became shorter-ranged reflecting the formation of more ordered 
structure, which is also suggested by the higher degree of crystallinity for the short- 
ranged potentials. The lowest fractal dimension was found for the low volume 
fraction, low temperature systems with the 12:6 interaction potential (df(gr) ~ 1.5). 
There is no convincing evidence that the network as a whole is fractal, rather that the 
outer regions of the comprising clusters display some diffuse fractal structure. It is 
possible however that dense clusters are anranged in a non-Euclidean (d & 3) packing 
arrangement. It is difficult to be definitive about this as the restricted system size 
prevented the use of a sufficiently large sample to answer this question 
unambiguously.
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3-3 The Structure Factor, S(/c)
Although the pair distribution functions provide useful information on local 
structure, longer range correlations are often of more importance in aggregating 
systems. The structure factor, S(k\ describes the Fourier components of density 
fluctuations [177]. The small angle scattering peak of the structure factor (the 
structure factor at low wavevectors) gives information on the longer wavelength 
correlations, on the lengthscale of cluster size and inter-cluster distance.
Since the size of colloidal particles are of the same order of magnitude as the 
wavelength of light, aggregating colloidal systems can be conveniently studied by light 
scattering. The scattering patterns obtained are transformed into structure factors, the 
small angle scattering peak giving information on any long range structure in the 
system. In a simulation, the structure factor can be calculated from the pair 
distribution function which was discussed in Section 3.2. The pair distribution 
function is related to the structure factor by Fourier transformation,
(3.4)
providing a useful method of calculating this function in simulations.
The peaks in g(r) are reflected in the structure factor at high wavevector. The 
peak in g(r) representing the first co-ordination shell appears in the structure factor as 
a peak a\ k ~ 2 n !  a ~  6.3 (Figure 3.36). In this work, the small angle scattering peak 
is of most interest and the following results concern only the low wavevector 
behaviour of the structure factor.
135
0 5 10 15 , 20 25 30
k
Figure 3.36 Evolution of the structure factor with time for 0 = 0.10, 7* = 0.7 
showing long range structure.
Co
Figure 3.37 Evolution of S(k) for 0 = 0.20, 7* = 0.3 showing build up of the small 
angle scattering peak at low wavevectors.
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Since the small angle scattering peak of the structure factor distinguishes long 
range correlations, the box size can have a large effect on the behaviour of the peak 
position at later times when long range structure has formed. When the phase 
separation reaches a point where the clusters are greater than half of the box 
sidelength, long range structure in the system reaches a characteristic lengthscale of 
about half of the cell size. Correlations in excess of this lengthscale then increase 
artificially because of the periodic images which causes an increase in the intensity of 
the peak at low wavevectors, which has been referred to as filling in [41]. The effect 
of this on the structure factor is to eventually cause the small angle scattering peak to 
collapse rapidly to zero (Figure 3.37) leaving a peak at zero wavevector (forward 
scattering). This growth in the small angle scattering peak at low wavevectors is 
also seen in light scattering experiments at the collapse of a gel phase. The behaviour 
of the peak before finite size effects occur is thought to be unaffected by the finite box 
size.
3.3.1 Behaviour Of The Structure Factor Following a 
Quench in Temperature
The structure factors in most of the systems studied in this work develop a 
peak at low wavevector (k < 1) immediately or soon after the quench. The 
appearance of a peak at low wavevector is a signature of phase separation. Since this 
peak measures long wavelength correlations, it grows with the aggregation of particles 
into clusters reflecting the increasing long-range structure in the system. The position 
of the peak gives the characteristic lengthscale of the system as ~2n I k. This 
characteristic lengthscale can give an indication of the intercluster distance [90,115], or 
of the cluster size since in spinodal decomposition the two domain sizes are 
equivalent.
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For most of the systems, the small angle scattering peak increases in intensity 
and moves to lower wavevectors with time (Figure 3.38). This behaviour is typical of 
the separation mechanism of spinodal decomposition, which was discussed in Chapter
1. A small number of the simulated systems, mainly those displaying metastable 
behaviour in the pair distribution functions (Section 3.2), did not develop a well 
defined peak for some time (Figure 3.39). In metastable systems, clusters still appear 
via a nucleation and growth mechanism leading to the appearance of a weak peak 
reflecting intraparticle and interparticle correlations [94]. Although there is often 
some evidence of a very low intensity peak, it does not increase in intensity. The peak 
is of such low intensity it would probably not be discernible in light scattering 
experiments which often report no peak in metastable systems. In light scattering 
work the non-appearance of a peak for some time is termed ‘latency’ which is used 
here for systems that exhibit very low intensity peaks which do not increase in 
intensity for some period of time.
Other systems show limited growth of the small angle scattering peak which, 
however, does not display the immediate movement to lower wavevectors. A 
decrease in peak position may occur after some time. This behaviour will be termed 
position latency, referring to latency in the movement of the peak, not latency in the 
appearance of the peak itself. Latency is characteristic of systems separating via a 
nucleation and growth mechanism. As discussed in Chapter 1, small clusters form 
during nucleation but they break up unless they reach the critical size, a feature of 
metastability. The very low intensity small angle scattering peak exhibiting latency 
seen for some systems in this work is due to the formation of these small clusters.
In light scattering experiments the small angle scattering peak has been 
observed to arrest at some point during the system’s evolution, i.e. there is no visible 
change in either intensity or position of the peak [40]. This has been ascribed to the 
formation of a transient gel in which the particles are effectively ‘frozen’ in their
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Figure 3.38 Evolution of S(k) for 0 = 0.10, 7* = 0.7 showing spinodal decomposition 
behaviour for the 12:6 interaction potential.
k
Figure 3.39 Evolution of S(£) for 0 = 0.05, 7* = 0.5 showing latency for the 36:18 
interaction potential.
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positions (although there is some local restructuring since the systems is not in an 
equilibrium state). After a certain length of time, the peak suddenly collapses leaving 
a forward scattering peak at zero wavevector. This is caused by the collapse of the gel 
during continued phase separation; the large aggregates eventually falling to the bottom 
of the container under gravitational force. Although in this work some of the shorter- 
ranged potential systems exhibit a slowing of the phase separation, no completely 
frozen system is formed and most systems phase separate continuously throughout 
the time given.
The lack of ‘frozen gel phase’ in these simulations could be due to the finite 
size of the system, although periodic boundaries could also be expected to promote 
the formation of an arrested system spanning state. The size of the system, however, 
does affect the time over which the separation can be followed. These systems could 
feasibly form transient gels at later times when the strands spanning the system 
become thicker, times beyond the range of this work. Alternatively, the continuing 
evolution of these systems may simply be due to the form of the interparticle 
potential used in this work (being relatively long-ranged compared to many real 
colloidal systems) and could also be affected by the position of the systems in phase 
space, given by the temperature and the density. Simulations carried out at lower 7* 
than used in this work could have formed ‘frozen’ gels as the particles are then 
effectively more attractive„ There have, however, been other light scattering 
experiments in which complete freezing of the small angle scattering peak during the 
transient gel phase is not observed [112]. Although the position of the peak does not 
change, the peak continues to increase slowly in intensity at low wavevectors 
suggesting the occurrence of some local rearrangement which is strengthening long- 
range correlations. A transient gel phase is not necessarily completely arrested. Gel­
like mechanical properties can still be observed in systems in which there is some 
evolution in the structure. Local rearrangement can lead to an increase in intensity
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while global structure and the characteristic lengthscale stay the same. This is seen in 
this work for the 7* = 0.05, 0 = 0.3 system with the short 36-18 potential.
Some of the structure factors appear to have a shoulder on the high-# side of 
the small angle scattering peak, especially those with low intensity at early times or in 
those which show little peak development (Figure 3.40). These shoulders are 
possibly an artefact of the Fourier transform, caused by truncation in distance. The 
effect of truncating a function in real space at rc before it has decayed smoothly to 
zero for Fourier transformation is to introduce a ‘ripple’ to the resulting function at 
intervals of 27tlrc. This can clearly be seen at the higher wavenumbers in Figures 3.39 
and 3.40 and is probably the cause of the appearance of a shoulder in low intensity 
peaks.
Some of the higher volume fraction and low temperature systems show ‘filling 
in’ of the peak at low wavevectors for all interparticle potentials (Figure 3.37). This 
effect has also been seen in light scattering experiments [41] and is probably the result 
of particle rearrangement which causes the appearance of longer lengthscales in the 
system, thereby increasing the low wavevector intensity and filling in the peak. In 
this work, the appearance of long lengthscale correlations is also affected by the finite 
size of the simulation box.
The Dependence o f  Behaviour o f  the Structure Factor on Temperature 
and Volume Fraction fo r  the 12:6 Interaction Potential
Most of the systems with the long-ranged 12-6 potential exhibit the classical 
behaviour of spinodal decomposition, namely the immediate appearance of a small 
angle scattering peak in the structure factor which increases in intensity and decreases 
in wavenumber continuously following the quench. An example of this type of 
behaviour is shown in Figure 3.38.
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kFigure 3.40 Evolution of S(k) for 0 = 0.10, F* = 0.5 showing latency in the peak 
position.
k
Figure 3.41 Evolution of S(k) for a 12:6 interaction potential at 0 = 0.05, F* = 0.9
showing latency in peak position and intensity.
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Figure 3.42 Evolution of S(k) for a 12:6 interaction potential at 0 = 0.05, 7* = 0.7 
showing latency in the peak position.
The lowest volume fraction system, 0=  0.05, at 7* = 0.9 shows full latency 
in both peak intensity and position after the initial appearance of a small peak (Figure 
3.41). The system with the lowest volume fraction, 0 = 0.05, also shows position 
latency at 7* = 0.7 (Figure 3.42), as does the 0 = 0.10 system at 7* = 0.9, however 
the appearance of the peak is immediate following the quench. The behaviour of these 
systems is indicative of phase separation by a nucleation and growth mechanism, 
expected in the metastable region of the phase diagram. The structure factor is more 
revealing in bringing out long-range correlations than the pair distribution functions 
which is why the tendency to nucleation and growth is picked up by the structure 
factor, but not always by the pair distribution functions, especially if the system is 
only slightly metastable.
Systems at the two higher volume fractions, 0=  0.16 and 0.20, develop peaks 
which ‘fill in’ at low wavevectors at all temperatures, indicating an increasing 
dominance of the longer lengthscales. This also occurs in the system at 0 = 0.10, 7* = 
0.3 but to a lesser extent. In addition to the more rapid phase separation of higher 
volume fraction systems, they are contained in smaller simulation boxes (the 
simulations are run with the same number of particles, changing the box size to alter 
the density). The results are therefore affected by periodic images for shorter 
distances, reducing even more the time over which phase separation can be followed.
Dependence o f  Structure Factor Behaviour on Interparticle Potential
As the interaction potential becomes shorter-ranged, the small angle scattering 
peak displays more signs of metastability reflecting the lowering of the two phase 
coexistence line in the phase diagram. At 7* = 0.5 for the 12:6 potential, at all volume 
fractions an immediate phase separation is seen. For the 24:12 potential the low 
volume fraction systems, 0=  0.05 and 0.10 , at a temperature of 7* = 0.5, show some 
latency with little development of a small angle scattering peak. This implies that
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these two points are in the metastable region. The two highest volume fraction 
systems form well-defined single peaks very early on in time which increase in 
intensity, however both show a little position latency at early times. For the 
shortest-range 36:18 potential, the higher temperature systems, 7* = 0.5, did not 
show significant peak development for any volume fraction. The highest volume 
fraction system, 0 = 0.2, shows perhaps a small increase, however this is not 
continuous and the intensity is still very low. These systems may be still in the single 
phase region, or are highly metastable and close to the coexistence line.
At the lower temperature of 7* = 0.3, systems for all potentials show 
spinodal-like behaviour of the small angle scattering peak. A peak appears 
immediately following the quench which increases in intensity and decreases in 
position continuously. The growth and movement of the peak is slower for the 
shorter-ranged potentials reflecting the closer position of this phase point to the 
metastable region which results in slower phase separation.
The peaks continued to increase in intensity and move to lower wavenumbers 
throughout the simulation for all potentials with no indication of ‘freezing’, except at 
the phase point 7* = 0.3, 0 = 0.05 for the 36:18 potential. This system did reach a 
point when the position of the peak no longer changed with time, although the 
intensity of the peak was still increasing (Figure 3.43). The peak position in this 
system was constant for a significant length of time, for the interval t -  81.92 - 163.84 
cftDo.
The small angle scattering peak appears at higher wavevectors for shorter- 
ranged potentials. The 12 - b potential develops a peak at k  « 1, whereas for the 3b-1# 
systems, a peak typically appears at k ~ 0.6 (Figure 3.44). Systems with long-ranged 
potentials aggregate at a faster rate than those with shorter-ranged potentials and it is 
likely that the early growth of the 12-6 potential is missed.
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Figure 3.43 Evolution of S(k) for a 36:18 interaction potential at 0 = 0.05, 7* = 0.3 
showing freezing of the peak position.
Figure 3.44 Early time S(k) for the 36:18 and the 12:6 potentials showing the higher 
initial wavenumber of the peak maximum for the longer-ranged potential.
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The faster aggregation into dense clusters of particles interacting via long- 
ranged potentials can also be seen in the behaviour of the small angle scattering peak at 
long times. Many of the high volume fraction LJ 12-6 systems, and at high volume 
fractions and low temperatures for the shorter-ranged potentials, have peaks which fill 
in at low wavevectors resulting in the collapse of the peak to zero leaving strong 
forward scattering. In this work, this is predominantly an effect of the periodic boxes, 
which however also occurs in real systems at the collapse of the gel phase. The 
shorter-ranged potential systems, because of their slower aggregation and restructuring 
rate, exist as smaller more diffuse clusters for much longer times.
3.3.2 Time Dependence of the Peak Position
The peak position, km is a measure of the inverse of the characteristic 
lengthscale of the system, the associated distance scale being * 2n  / k. The 
dependence of the peak position on time is therefore a useful method for 
characterising the key distance scale in the phase separation. A straight line in a log- 
log plot of the inverse of the peak position against time indicates a power law 
dependence of the characteristic lengthscale on time, the gradient giving an exponent, 
a. This indicates a time dependence of the form,
C  -  r
(3.5)
The value of the exponent a  depends on the growth mechanism. An exponent of 0.33 
results from the Lifshitz-Slyozov single particle diffusion mechanism [101], whereas 
an exponent of 0.2 is the result of cluster-cluster agglomeration [96,104], Late stage 
growth in percolating systems is often characterised by an increase in a  to a higher 
value o f « 1 which is caused by surface tension dominated phase separation [105]. 
These mechanisms and their derivations were discussed in more detail in Chapter 1.
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Figure 3.45 Time evolution of km'1 for two different size systems, N  = 4000 and N  -  
864, with a 12:6 interaction potential at 0=  0.16, T* = 0.3 showing finite size effects 
for the smaller system.
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The finite size of the model systems can cause a large increase in the apparent 
rate of phase separation described by the power law exponent of the peak position 
(see for example Figure 3.45). However the peak position at short times before the 
rapid increase does not seem to be affected by these finite size effects. In higher 
volume fraction systems, therefore, only the early time data was used for the 
calculation of a, before finite size effects become apparent. The time at which finite 
size effects become evident depends on the volume fraction and the temperature.
Many of the systems with crossovers, latency or finite size effects 
demonstrate a gradual change in the value of the exponent with time so that the overall 
shape of km~l against time is curved. For systems showing finite size effects, values of 
a  were taken only from the early time data, before any finite size effects became 
apparent. For systems showing signs of position latency, exponents were taken from 
data at later times when the peak position began to decrease.
The data at early times show more evidence of susceptibility to noise 
introduced by the truncation of the pair distribution function during Fourier 
transformation. The noise causes most problems when the peak is of low intensity, 
since the real peak cannot be distinguished from the ripples, or may appear split 
(Figure 3.41). Many of the more slowly separating systems, such as those at high 
temperatures or with short-ranged interaction potentials, have low intensity peaks 
initially and are therefore affected more by this noise.
General Behaviour o f  the Peak Position Following a Quench
For most of the systems studied in this work, the characteristic lengthscale, 
km'1, increases with time as the phase separation progresses. A power law 
dependence on time is found, sometimes following latency, with early time exponents 
varying between 0.14 and 0.33, comparing well with experiments and theory. At later
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times, values of km~l often increase at a greater rate. For the higher volume fractions, 
power law behaviour of the peak position was often found only in the early stages of 
separation. This is due to the finite size of the box (the structure can only increase 
without size effects until it reaches the size of the box). The value of the exponent 
was dependent on the temperature, density and interaction potential and therefore 
cannot be described as ‘universal’.
Behaviour o f  the Peak Position fo r  the 12:6 Interaction Potential
7* / 0 0.05 0.10 0.16 0.20
0.9 0 0.02(0.26) 0.23 FS 0.24 FS
0.7 0 0.19 0.21 FS 0.14 FS
0.5 0.16* 0.21 0.19 FS 0.16 FS
0.3 0.15(0.33) 0.22 0.19FS 0.14 FS
Table 3.4 Values o f  a for the U  12-6 potential systems taken at early times but after any values 
affected by noise. Different values after a crossover at later times are shown in brackets. FS 
indicates that a continual fast decrease o f the peak position to zero caused by finite size effects occurs 
at later times. The results marked with * are for the slightly smaller 256 particle systems. The 
uncertainty is estimated to be ±  0.02.
The values for the growth exponent a  were dependent on the state point, as 
shown in Table 3.4. The high temperature and low volume fraction systems show 
signs of latency. At 0 =  0.05, 7* = 0.9 and 0.7, the peak shows no clear decrease in 
position with time, whilst at 0 = 0.10, 7* = 0.9, a period of very slow decrease is 
followed by a faster growth. The noise was significant during the initial rates in these 
systems because of the low intensity of the peak. The latency shown by these three 
systems indicates that initial separation is via a mechanism with nucleation-like 
characteristics rather than spinodal decomposition, which is to be expected 
considering their close proximity to the metastable region of the phase diagram.
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The other systems all display immediate movement of the small angle 
scattering peak to lower wavevectors, characteristic of phase separation by a spinodal 
decomposition mechanism. For the higher volume fraction systems, the exponent 
given is taken from early times it < 16.4 cP/DJ), after which the rate increases 
continuously. Although the data used were from early times in the simulation, the 
initial stage of phase separation was rapid at higher volume fractions and low 
temperatures so the exponents given are descriptive of the intermediate stage or 
coarsening dynamics.
The phase point dependence of the value of a  for systems at 0 = 0.16 
compares well with previous simulation work on phase separation of alloys, the rate 
becoming slower as the temperature is decreased due to the slower dynamics of low 
temperature systems [12]. This can be seen more clearly in Figure 3.46a. The value 
of a  also decreases as the volume fraction is increased to 0 = 0.20, again reflecting 
slower coarsening dynamics, in this case due to the increased packing of the particles 
which can hinder the restructuring process. As can be seen from Figure 3.46b, 
however, a further extent of phase separation is reached by the end of the simulations 
for the higher volume fractions, since the initial rate of separation is high.
Although spinodal decomposition is initiated by long wavelength density 
fluctuations, the initial stage is rapid and on the simulation timescale the first key 
lengthscale observed is probably the small lengthscale of the fine interconnected 
structure. As the temperature decreases the separation process occurs at faster rates, 
leading to an increase in the apparent initial lengthscale. In the more metastable 
systems, the initial long lengthscale observed in results from the long wavelength 
density fluctuations typical of early time spinodal decomposition, however phase 
separation cannot continue due to thermal fluctuations. In Figure 3.47 it can be seen 
that the characteristic lengthscale at T* =0.7 and 0 = 0.10 occurs at shorter lengths 
than the higher temperature system of the same volume fraction. This reflects the
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Figure 3.46b Evolution of the characteristic lengthscale with time at different volume 
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Figure 3.47 Evolution of the characteristic lengthscale with time for a 12:6 interaction 
potential at 0 = 0.10, 7* = 0.7 and 0.9.
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Figure 3.48 Evolution of the characteristic lengthscale for different interaction 
potentials at 7* = 0.3 and 0 = 0.10.
different initial mechanisms of the phase separation, the system at 7* = 0.9 being 
more metastable.
The lowest volume fraction system, 0 = 0.05 shows a decrease in a  to the 
relatively low values of ~ 0.15. At low volume fractions when the clusters are quite 
discrete, the LS exponent of 0.33 would be expected for intermediate stage phase 
separation. These low volume fractions initially separate quite slowly, since the 
particles are at relatively large interparticle distances and clusters are fairly small 
resulting in lower overall forces than at higher volume fractions. The LS mechanism is 
not valid until a relatively late stage when the two phases have reached their near 
equilibrium densities. At 7* = 0.3, there is a gradual crossover to a  ~ 0.33 at later 
times. The higher temperature system, 7* = 0.5, also has a slight upward curve to the 
characteristic lengthscale and it is expected that this system would also increase in rate 
at later times. From the 3-dimensional images of the systems in Section 3.1 it can be 
seen that the particles at this later stage form relatively discrete clusters for which the 
LS mechanism would be expected to dominate.
Dependence o f  Peak Position Behaviour on Interaction Potential
At 7* = 0.5, the lowering of the two phase coexistence line as the potential 
becomes shorter-ranged can clearly be seen by the increasing metastability of the 
systems. The systems interacting via the short-ranged 36:18 potential systems show 
no indication of phase separation, the longer-ranged 24:12 potential systems showing 
an increase in characteristic lengthscale only after a period of latency. In the systems, 
with the long-ranged 12:6 potential, phase separation at this temperature is immediate 
following the quench indicating that they are in the unstable region of the phase 
diagram.
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At early times, when the particles are still well dispersed, the long-ranged 
potentials enable a rapid initial separation as the far reaching attractive forces pull the 
particles together, resulting in the immediate phase separation characteristic of the 
spinodal decomposition mechanism. As the potential becomes shorter-ranged, there is 
a decrease in the initial rate of separation because of the smaller sphere of influence of 
the particles. Also, the small initial clusters of particles held together by short-range 
attractive forces are more easily broken up by the random Brownian forces applied to 
the particles than those with longer-ranged potentials. This is demonstrated well in 
Table 3.5 for the results at 7* = 0.5 where the systems become more metastable as the 
potential range is shortened.
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12-6 0.16* 0.21 0.19 FS 0.16 FS
24-12 0 0(0.24) 0(0.14) 0(0.32)
36-18 0 0 0 0
Table 3.5 Values o f a  for all systems at T* = 0.5 taken at early times but after any values affected 
by noise. Any different values after a crossover at later times are shown in brackets. FS indicates 
that a continual fast decrease o f the peak position to zero caused by finite size effects occurs at later 
times. The uncertainty in the values is estimated to be ± 0.02.
Due to the lower intensity of the small angle scattering peak for shorter-ranged 
potentials, early time results were more affected by noise introduced by truncation in 
the Fourier transform. The values given in Table 3.5 for a  are for intermediate times, 
after the results affected by noise but before any rapid increase due to finite size 
effects. Although the rate is slower as the potential becomes longer-ranged, the initial 
rate of separation is much faster which results in a more rapid overall separation, as 
can be seen from Figure 3.48. The value of a  generally falls between the single 
particle diffusion value of 0.33 and the cluster-cluster agglomeration value of ~ 0.2.
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The LS single particle diffusion mechanism is unlikely to occur in long-ranged 
potential systems, especially at low temperatures and high volume fractions (although 
there is a crossover in the 0 = 0.05 system at later times). Once the particles join a 
cluster, there is a strong interaction with other particles in the cluster. The rate of 
coarsening is therefore more dependent on the slow joining of clusters (cluster-cluster 
agglomeration) than on the faster mechanism of dispersal of small clusters. As the 
potential becomes shorter-ranged, the particles more easily break away from a cluster, 
the probability of this increasing as the cluster size decreases as there are fewer 
particles to pull the cluster together. This results in the dissolution of smaller 
clusters, the particles being taken up by the larger stronger clusters (the Ostwald 
ripening mechanism). The change in coarsening mechanism is reflected in the increase 
in coarsening rate as the potential becomes shorter-ranged and the faster LS 
mechanism becomes more dominant.
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12:6 0.15(0.33) 0.22 0.19FS 0.14FS
24:12 0.23 0.23 0.22 0.26
36:18 0.25 0.29 0.33 0.32
Table 3.6 Values o f a  for all systems at T* — 0.3 taken at early times but after any values affected 
by noise. Any different values after a crossover at later times are shown in brackets. FS indicates 
that a continual fast decrease o f the peak position to zero caused by finite size effects occurs at later 
times. The uncertainty in the values is estimated to be ±  0.02.
The low temperature behaviour of the inverse of the peak position for the 
24:12 potential is shown in Figure 3.49. At this low temperature of 7* = 0.3, growth 
of the characteristic lengthscale is slow but immediate, however these early time 
results are subject to significant noise. The exponents for different volume fractions 
are all similar at a » 0.23, as shown in Table 3.6. The highest volume fraction system 
has a slightly higher exponent of a  ~ 0.26 and it can be seen from the figure that the
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Figure j .49 Evolution of the characteristic lengthscale with time at different volume 
fractions for a 24:12 interaction potential at 7* = 0.3.
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Figure 3.50 Evolution of the characteristic lengthscale with time at different volume
fractions for a 36:18 interaction potential at 7* = 0.3.
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characteristic lengthscale in this system is growing faster than for the others. At later 
times for 0 = 0.20, a  increases to a value approaching 0.5 as it does in the other 
systems to a lesser extent, however since the increase is continuous, exponents have 
not been taken in this region. The increase in the value of a  suggests the enhanced 
influence of surface tension as the separation proceeds and particles are drawn closer 
together. The effect of surface tension decreases as the volume fraction decreases to 0 
= 0.10, since surface tension driven growth is very much affected by the 
connectedness of the particles. However for 0 = 0.05, the value of a  again increases 
at later times, perhaps due to the increasing influence of the LS mechanism which is 
dominant at low volume fractions.
It can be seen from Figure 3.49 showing km'1 with time for the 24:12 potential, 
that the value of the characteristic lengthscale increases with volume fraction at low 
temperatures. This implies that the structure of the system is finer and more tenuous 
at low volume fractions. At 7* = 0.5, although noise is a problem in locating the exact 
position of the peak at early times, the peak tends to appear at lower wavevectors for 
all volume fractions indicating a longer lengthscale. In metastable systems, spinodal- 
like long wavelength fluctuations exist, however these fluctuations are continually 
disrupted by thermal fluctuations. Separation cannot proceed until a cluster reaches a 
critical size which is thermodynamically stable.
Systems at the lower temperature of 7* = 0.3 for the 36:18 potential all show 
movement of the peak to lower wavevectors. Due to the low intensity of peaks in 
these systems, early time results are affected by noise. At later times the peaks 
become better defined and display fairly good power law behaviour from a time of ~ 
20 P/Do. The values of the inverse of the peak position for 7* = 0.3 are shown in 
Figure 3.50. The exponent a  decreases with volume fraction, however from the figure 
it can be seen that all the rates at these intermediate times are very similar. At later 
times the two higher volume fraction systems show an increase in a  to higher values,
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at 0 = 0.16 to a greater extent than 0 = 0.20. This may be due to the increased 
connectivity in critical density systems which is particularly important for surface 
tension driven growth in short potential systems.
The 36:18 low volume fraction system, 0 = 0.05, shows two plateau regions 
in the characteristic lengthscale with a rapid growth in the lengthscale between the two 
plateaux (Figure 3.51). Low volume fraction systems may be more easily trapped in 
metastable gel-like states than systems at a higher volume fraction since they tend to 
form much more tenuous networks. If the volume fraction is higher the particles are 
packed closer together. A tenuous network may be more likely to become trapped in 
a metastable state since particles are pulled from different directions by small forces 
which tend to cancel each other out. In a denser system with a coarser structure, the 
net forces are larger, resulting in a tendency for the systems to collapse into compact 
structures.
3.3.3 Time Dependence of the Small Angle Scattering Peak 
Intensity
The value of the structure factor at a particular wavevector gives a measure of 
the relative importance of correlations at that wavelength. The intensity of the small 
angle scattering peak is therefore roughly proportional to the occurrence of the 
characteristic lengthscale in the system. The intensity of scattered light is affected by 
both the size of the evolving clusters, and the cluster mass [114]. The peak intensity 
reflects the extent of phase separation, increasing as both the density difference 
between the two phases increases and the particles become more ordered in the high 
density regions. It can be seen from the following results that the phase separation
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process can continue even if the characteristic lengthscale of the system is not 
changing.
Behaviour o f  the Peak Intensity Following a Quench
In the earliest stages of spinodal decomposition, as discussed in Chapter 1, the 
linearised theory of Cahn and Hilliard predicts an exponential increase in the peak 
intensity, S(km). In this work, the intensity was not found to increase exponentially, 
even at the earliest times in the slowly evolving short-range potential systems. 
However this study was intended to study longer timescale behaviour of phase 
separation and the time sections over which averages were taken are quite large. 
Linearised theories are only valid when density fluctuations are very small, which in 
this work occurs only at early times, often before t — 3.28 a2/D0 , the end of the first 
time section. Since there is not enough data to confirm exponential behaviour, the 
applicability of Cahn and Hilliard’s linearised theory to these systems cannot be 
established. If it is present its importance can be questioned as significant phase 
separation or structural change requires much longer times.
In most systems, the peak intensity was found to increase with a power law 
dependence on time of the form,
-^ A x ) “  A
(3.6)
The peak height followed this power law well at all state points in which significant 
aggregation occurred. The exponent p  generally fell in the range 0.8 ±0 . 1 ,  which 
agrees well with previous experimental and computational studies [12,90].
The peak intensity displays much less dependence on system size than the 
peak position which may make it a more reliable measure of phase separation than the
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characteristic lengthscale, k„ml. The peak intensity is governed by the importance of 
the characteristic lengthscale in the system. Although the characteristic lengthscale 
can be affected by the size of the simulation box, its growing occurrence with time 
seems to be relatively unaffected.
Dependence o f  p  on Volume Fraction and Temperature fo r  the 12:6 
Interaction Potential
The peak intensity starts to increase immediately following the quench 
without any signs of latency for all of the long-range 12:6 potential systems. The 
intensity at equivalent times decreases with increasing temperature and decreasing 
volume fraction, reflecting the position of the systems in the phase diagram. The 
value of p  as given in Table 3.7 also increases as the temperature decreases reflecting a 
higher rate of phase separation, following similar trends to the value of a, the power 
law exponent of the characteristic lengthscale.
i| 7 * / 0 0.05 0.10 0.16 0.20
0.9 j 0 .1 4 0.52 0.74 0.66
0.7 0.78 0.72 0.78 0.99
0.5 0.75 0.85 0.76 0,93
! 0.3 0.77(0.61) 0.85(0.65) 0.69(1.00) 0.66(0.81)
Table 3.7 Values o f ft for the U  12:6 potential at different temperatures and volume fractions. Any 
different values after a crossover at later times are shown in brackets. The accuracy o f values given 
is estimated to be ±0.05.
In the high temperature systems at 7* = 0.9 power law behaviour is not 
followed well (Figure 3.52), however a power law fit was used for comparison with 
the other results. The systems with 0 = 0.05 and 0.10 at this temperature have low 
values of p. These systems also show latency in the growth of the characteristic
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Figure a.52 Evolution of the peak intensity for a 12:6 interaction potential at different 
volume fractions at 7* = 0.3 and 0.9.
Figure 3.53 Evolution of the peak intensity for a 12:6 interaction potential at different
volume fractions at 7* = 0.5 and 0.7.
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lengthscale. The slow rate of phase separation suggests some degree of metastability 
at these phase points.
At 7* = 0.7 and 0 = 0.5 latency is displayed in the growth of the characteristic 
lengthscale, however the peak intensity shows behaviour comparable to systems 
positioned much deeper into the two phase region (Figure 3.53). This indicates that 
although the system is metastable to some extent, there is a significant amount of 
aggregation of particles. The presence of relatively strong thermal forces at this 
temperature prevents the restructuring which would lead to coarsening of the 
structure. The value of P (0.78) also implies a greater rate of phase separation than 
suggested by the behaviour of the characteristic lengthscale, a  (Section 3.3.2). The 
values given for a , however, were for early times after which the lengthscale rapidly 
increased as the clusters filled the finite simulation box. The time dependence of the 
peak intensity is taken at later times measuring the rate of restructuring in the clusters, 
which does not seem to be limited by the finite box length up to the times used in this 
work for these systems.
The system at 0 = 0.05, 7* = 0.3, crosses to a slower value of p  at later times 
(Figure 3.52). This corresponds to a crossover to the higher rate in the coarsening 
exponent, a. The movement of particles from one cluster to another such as 
embodied in the LS coarsening mechanism, may not lead to a large increase in intensity 
since the decrease in ordering in one cluster will be compensated for by the ordering in 
another.
Dependence o f  ft on the Interaction Potential
The behaviour of the peak intensity is clearly sensitive to the range of the 
attractive part of the interparticle potential. The intensity of the small angle scattering 
peak is much lower for the short-range potential systems, as can be seen from Figure
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3.54. The value of ft decreases as the potential becomes shorter-ranged for all volume 
fractions at 7* = 0.5, reflecting the lowering of the two phase boundary (see Table 
3.8). The systems close to the two phase boundary (i.e. those with shorter-ranged 
potentials) have a greater degree of metastability resulting in a slower rate of phase 
separation.
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12:6 0.75 0.85 0.76 0.93
24:12 0.15 0.29 0.49 0.46
36:18 - - - -
Table 3.8 Values o f  [3 for different potentials and volume fractions at T* = 0.5. The accuracy o f the 
values given is estimated to be ±  0.05.
For all of the systems with the 24:12 potential, the height of the small angle 
scattering peak increases with time immediately following the quench. There were no 
indications of latency in the growth of the peak even for the 7* = 0.5, 0 = 0.05 
system which did display position latency. At higher temperatures, the intensity is 
smaller with a slower rate of increase than at low temperatures, shown in Figure 3.55. 
Although the scatter in the results at 7* = 0.5 was significant, a power law was 
nevertheless fitted to get an approximation of the rate of phase separation. All of the 
values for scaling exponent p  were lower than expected for spinodal decomposition (p  
~ 0.8), ranging from 0.15 to 0.49, the value increasing with volume fraction. This 
reflects higher metastability of the high temperature systems, the metastability 
increasing as the volume fraction decreases and as the systems move closer to the two 
phase boundary.
At the higher temperature of 7* = 0.5 for the 36:18 potential, very little 
evidence was seen of any change in peak intensity with time, these phase points being 
highly metastable. There was a little overall increase in the intensity which can be
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Figure 3.54 Evolution of the peak intensity for different interaction potentials at 0 = 
0.20 and 7*= 0.5.
Figure 3.55 Evolution of the peak intensity for different volume fractions with a
24:12 interaction potential at 7* = 0.5 and 0.3.
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seen in Figure 3.56 indicating a low level of clustering. No attempt was made to fit 
these lines to a power law given the large amount of scatter in the results.
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12:6 0.77/0.61 0.85/0.65 0.83 0.74
24:12 0.68 0.75 0.70 0.70
36:18 0.68 0.74 0.79 0.83
Table 3.9 Values o f  (5 for different potentials and volume fractions at T* — 0.3. Any different values 
after a crossover at later times are shown in brackets. The accuracy o f the values given is estimated 
to be ±0.05.
For the lower temperature systems at T* = 0.3, the intensity again decreases 
as the potential becomes shorter-ranged, which can be seen in Figure 3.57. The 
smaller magnitude of the intensity is a result of the slower dynamics leading to a lower 
extent of phase separation at the same time. The values of the exponent p  shown in 
Table 3.9, however, do not display the very low values seen in the more metastable 
higher temperature systems.
The low temperature systems for the 24:12 potential display a strong power 
law dependence on time with an exponent p ~ 0.7. It can be seen from Figure 3.55 
that the higher volume fraction examples show almost identical evolution of the peak 
intensity. The system at 0 = 0.05 also follows the same qualitative time dependence, 
however the absolute values of the intensity are lower. This was also found from the 
time dependence of the characteristic lengthscale (Section 3.3.2) suggesting that the 
mechanism of the separation at 7* -  0.3 was not significantly dependent on the 
volume fraction.
For the 36:18 interaction potential at 7* = 0.3, the peak intensity displayed 
good power law dependence time (Figure 3.56). The intensities for the higher volume
167
Figure 3.56 Evolution of the peak intensity for different volume fractions with a 
36:18 interaction potential at 7* = 0.5 and 0.3.
3.3 t (a*/D0) 32.8
Figure 3.57 Evolution of the peak intensity for different interaction potentials at 0 
0.10 and 7*= 0.3.
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Figure j .58 Comparison of the evolution of the peak intensity and the evolution of 
the characteristic lengthscale for the 36:18 interaction potential at 7* = 0.3 and 0 = 
0.05.
fraction systems were very similar, falling to lower values for the 0 = 0.05 system, as 
was found in the longer 24:12 potential systems. The values obtained for p, given in 
Table 3.9, were also very similar at different volume fractions, however for this 
shorter potential the value of p  increases slightly with volume fraction. This was also 
found for the value of a  at these phase points which characterises the decay of the 
peak position, reflecting the greater metastability of the lower volume fraction 
systems.
The plateau region in the characteristic lengthscale found for the 36:18 
potential in the T* ~  0.3, 0 = 0.05 system was not echoed by the behaviour of the 
peak intensity. In fact the exponent p  seemed to increase in the plateau regions of the 
characteristic lengthscale, shown in Figure 3.58. This could be due to restructuring 
which is still taking place even though the characteristic lengthscale is not changing. 
The rate of this restructuring, which will control the lifetime of any arrested state 
(‘gel’), is likely to be dependent of the temperature, volume fraction and the 
interparticle potential.
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3.3.4 Dynamic Scaling of the Structure Factor
Molecular systems undergoing spinodal decomposition commonly exhibit 
dynamic scaling of the structure factor [12,148,149]. Many phase separating colloidal 
systems have also been found to display a similar dynamic scaling in light scattering 
studies [40,41,86,103,178], and in 2D and 3D molecular dynamics simulations 
[90,148,149]. This temporal scaling of the small angle scattering peak occurs when 
the developing system evolves with the same morphology but on an increasing 
lengthscale. The general scaling equation is such that,
(3.7)
where c^is the fractal dimension of the clusters in the system and F(k/Jcm ) is a time 
independent scaling function. Therefore, a graph of k„^S(k/km,t) against k/km(t) is time 
independent for the period of time over which the dynamic scaling holds and the 
curves for different times will superimpose. The original scaling equation was 
proposed for classical spinodal decomposition with d f -  3.0 [103,104]. The scaling 
was modified by the use of the fractal dimension of the clusters as the scaling 
exponent to apply the scaling equation to aggregating colloidal systems [86].
The scaling exponent is 3 for classical spinodal decomposition, however 
while some phase separating colloidal systems exhibit dynamic scaling with an 
exponent of 3 [179], fractal dimensions of less than 3.0 have also been found in 
aggregating colloidal systems with short-ranged potentials [40,81,180,181]. These 
lower values for df-were assumed to be the fractal dimension of the clusters [40]. In 
these systems the value of c^was observed to decrease from df=  3 to lower values 
with increasing depth of quench, down to df -  1.7 [40]. It is therefore clear that the
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depth of the quench or equivalently the strength of the attraction between the colloidal 
particles will have a strong influence on the values of the fractal dimension.
For any region over which the scaling equation is valid, it is also implied that,
so a log-log plot of the peak intensity against the peak position should give the fractal 
dimension of the system, df(sc)i which is the dimension with which the scaling equation 
will hold. The subscript sc indicates that the value of the fractal dimension has been 
obtained from the scaling of the structure factor.
The phenomenological forms for the scaling function F(klkm) as given by 
Furukawa [103] have been found to give a reasonable representation of the behaviour 
of aggregating colloids from light scattering results [179,40] and of molecular dynamics 
simulations of aggregation of LJ particles [148]. The function for a critical density 
quench (through the critical point) is given by,
(3.8)
(3.9)
and for an off critical density quench,
(3.10)
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Estimates o f  the Dynamic Scaling Exponent Using S(kni)/km
A  fractal region is only expected in S(km)/km when the phase separation is in a 
coarsening regime for which dynamic scaling holds. In the initial stages of phase 
separation, especially if there is some degree of latency in the evolution, a fractal 
dimension will not be found by this method. Also during any crossover in rates, or in 
the final stages when the peak position has collapsed to zero, this method will not 
yield a fractal dimension for the system and dynamic scaling is not valid.
The absence of a dynamic self-similarity in the structure factor, however, does 
not prove the absence of any fractal structure in the system. For example a changing 
fractal dimension as a result of restructuring may not be detected by this method. In 
addition, the lengthscale of the peak maximum will not distinguish any surface fractal 
structure, as determined from an analysis of the pair distribution functions (see 
Section 3.2.2).
Many of the systems show well-defined power law regions in the plots of 
S(km)/km, indicating that the structure is evolving in a self similar manner with time. 
The values of df(sc) were generally quite high, falling between 2.0 and 3.0. A decrease 
to very low values of df(sc), sometimes seen at later times in high volume fraction 
systems, is probably due to the slowing of the rate of increase in peak intensity due to 
the approach of the densities of the two phases to near equilibrium values, while the 
peak position is still decreasing due to restructuring. It does not necessarily imply the 
formation of structures with these low fractal dimensions.
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Values o f  df(sc) fo r  the 12:6 Potential
7 * / 0 0.05 0.10 0.16 0.20
0.9 N 2.1 2.3(1.2) 1.7
0.7 N 3.8 3.7(1.5) 3.2 (1.4)
0.5 4.3 4.3(3.4) 4.2(1.6) 4.3(1.7)
0.3 2.9 3.1 2.9(1.7) 4.0(1.6)
Table 3.10 Values o f dgx) for the 12:6 potential at different temperatures and volume fractions. Any 
different values after a crossover at later times are shown in brackets. The accuracy o f  values given 
is estimated to be ±0.1. N indicates that there is no fractal region at any time.
The long-ranged 12:6 potential systems generally exhibit a steep initial power 
law dependence of peak intensity on peak position, which decreases at later times for 
the higher volume fractions. The df(sc) values for the 12:6 potential systems are given 
in Table 3.10. For the more metastable phase points, 0 = 0.05 at 7* = 0.9 and 0.7, 
there was no power law relationship, as expected since there was no significant 
growth in characteristic lengthscale (Figure 3.59). The higher volume fractions at 7* = 
0.9 did display a power law dependence giving an exponent of 2.1 for 0 = 0.10 and
2.3 for 0 = 0.16, suggesting that the clusters at high temperatures are more diffuse 
than at lower temperatures where restructuring driving forces are stronger.
At temperatures of 7* = 0.7 and 0.5, all the systems displaying power law 
behaviour gave a very high initial exponent of df(sc) > 3.0. This reflects the large 
influence of restructuring in these long-ranged potential systems, the densification of 
the growing clusters causing an increase in intensity of the peak at a much faster rate 
than the increase in lengthscale. The 7* = 0.5 results are shown in Figure 3.60. This 
highlights the problem with associating the scaling exponent with the fractal dimension 
of the system if restructuring is occurring. If restructuring is strong, the structure of 
the centre of the cluster can be very different to the structure at the edge of the
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km
Figure 3.59 Dependence of peak intensity on peak position for different temperatures 
with the 12:6 interaction potential at 0 =0.05.
km
Figure 3.60 Dependence of peak intensity on peak position for different volume
fractions with the 12:6 interaction potential at 7* = 0.5.
cluster, but the scaling exponent will give an average value of the two which may be 
misleading if used to interpret the evolving structure.
At later times in the high volume fraction systems, the exponent decreases to 
much lower values of df(sc) « 1.6. This does not necessarily indicate the formation of 
very diffuse fractal clusters. It is more likely to be a reflection of the rapid collapse of 
the small angle scattering peak to zero, an effect which in this work is influenced by 
the finite size of the simulation cell.
The low temperature behaviour of S(km)/km is shown in Figure 3.61. At 7* = 
0.3, the low temperature inhibits restructuring to some extent since the particles have 
reduced random displacements. This leads to the lower initial values of the scaling 
exponent of * 3, the value expected for classical spinodal decomposition. In the 
highest volume fraction system, 0 = 0.20, where the particles are more closely packed 
the rearrangement occurs relatively quickly. In this system the exponent is « 4 which 
is still a little higher than expected.
The Effect o f  Interaction Potential on Values o f  df(sc)
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12:6 2.9 3.1 2.9(1.7) 4.0(1.6)
24:12 ; 3.0(2.2) 3.0 3.0(1.9) 3.0(1.1)
36:18 3.0(0) 3.0(1.9) 3.0(2.3) 3.0(2.9)
Table 3.11 Values o f  dySC) for different potentials at T* = 0.3 and different volume fractions. Any 
different values after a crossover at later times are shown in brackets. The accuracy o f values given 
is estimated to be ±0.1.
The values of df(sc) for the three potential systems at 7* = 0.3 are given in 
Table 3.11. The high temperature systems (7* = 0.5) for the 24:12 potential show
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little development of the peak intensity and this is reflected in the relationship 
between the peak intensity and the peak position of these systems. At the lowest 
volume fraction, the system shows little evidence of any phase separation or peak 
development. At the three higher volume fractions, although there was some phase 
separation, there was no clear power law relationship and a value for the exponent 
was not estimated (Figure 3.62). Since the high temperature systems of particles 
interacting with the relatively short-ranged 36:18 interaction potential did not show 
any significant phase separation, power law dependence between the peak height and 
the peak position was not expected or found at any volume fraction.
The shorter-ranged potential systems were more affected by noise at early 
times due to the lower peak intensity. For the 24:12 potential at low temperatures 
similar power law dependence is found initially at all volume fractions with an 
exponent of » 3 (Figure 3.63). At 0 = 0.1, the same exponent also characterises the 
separation at later times. For all other volume fractions a crossover to lower 
exponents occurs with time. The lowest volume fraction system, 0 = 0.05, displays 
the smallest value for the exponent, indicating the formation of less compact clusters. 
The two highest volume fractions both cross over to a smaller exponent at later times, 
the exponent becoming smaller at higher volume fractions. In these cases the decrease 
in exponent is probably due to the rapid collapse of the peak to zero, caused by the 
finite size of the simulation box.
The lower temperature systems, 7* = 0.3 for the 36:18 potential all display an 
initial exponent of df(sc) ~ 3 (Figure 3.64). At 0 = 0.05, 7* = 0.3, the peak position 
freezes at later times. The exponent at earlier times (before the arrest of change in the 
peak position) is high at df(5C) ~ 3, indicating that the although the structure is self 
similar with time before the characteristic length scale freezes, it is unlikely to have a 
fractal structure. The system with the highest volume fraction, 0 = 0.20, evolves with 
df(SC) ~ 3, for nearly the entire simulation. At volume fractions 0 = 0.10 and 0.16, a
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Figure 3.63 Dependence of peak intensity on peak position for different volume 
fractions with the 24:12 interaction potential at 7* = 0.3.
km
Figure 3.64 Dependence of peak intensity on peak position for different volume
fractions with the 36:18 interaction potential at 7* = 0.3.
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crossover to lower values of df(sc) occurs at later times. The lower volume fraction 
system crosses to the lowest value of df(sc) as expected since at higher volume 
fractions the particles are more tightly packed.
The behaviour of the peak height and the peak position has less dependence on 
the interaction potential as the volume fraction increases. The highest volume fraction 
systems follow an almost identical line with an exponent df(sc) ~ 3, demonstrating the 
relative unimportance of the attractive potential range when the particles are closely 
packed at high densities. The high exponent indicates a self similar but compact 
structural evolution with time (Figure 3.65). A fractal structure would not be 
expected in these dense systems. The long-range potential system has a little higher 
initial exponent and displays more curvature to lower exponents at longer times. In 
longer-ranged potential systems, rearrangement is significant from the start of the 
simulation causing the higher initial value for the exponent. Phase separation also 
occurs more quickly overall and therefore the small angle scattering peak quickly 
collapses to zero as the cluster fills the simulation box which affects the evolution of 
the peak position and therefore the calculated value of df(sc).
At 0 = 0.16, the two longest-ranged potential systems again have similar 
power law behaviour giving an exponent df(sc) ~ 3. The 36:18 potential however has a 
lower exponent of ~ 2.3, suggesting that there is less restructuring for this potential 
allowing fractal structures to exist for longer times. The long-range 12:6 potential 
shows curvature at late times due to the faster rate of phase separation and the 
influence of finite size effects. The 24:12 system does not display this curvature, the 
shorter-range potential leading to slower phase separation. For the 36:18 potential, a 
little unexpectedly, the finite size effects caused by large characteristic lengthscales are 
also displayed. The intensity of the peak in this system, however, is lower than in 
the longer 12:6 potential system, suggesting that although the characteristic lengthscale 
is large, the extent of phase separation is not as high as in the 12:6 system. This
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Figure 3.65 Dependence of peak intensity on peak position for different interaction 
potentials at 7* = 0.3, 0 = 0.20.
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implies that the clusters could be fractal therefore filling more space, which supports 
the fractal exponent obtained from the slope.
At 0 =  0.05 for the 36:18 potential, the characteristic lengthscale freezes after 
some initial phase separation. Due to noise at early times, an accurate value of the 
exponent before this freezing could not be obtained, however it is estimated to be ca. 
3, possibly a little lower. This implies that the structure at the time of freezing may 
have been slightly fractal, but restructuring continues shown by the increase in the 
peak intensity which will compactify any fractal structure.
General Results For Scaling O f The Small Angle Scattering Peak
As discussed earlier, dynamic scaling is only expected to be valid when the 
phase separation is in a coarsening regime. There will not be scaling of the small angle 
scattering peak in the initial stages of separation, in crossover regions or when the 
peak has collapsed to zero at late times. A typical example of this scaling is shown 
for a 12:6 interaction potential at 0 =  0.10, 7* = 0.7 in Figure 3.66. There is usually 
some deviation from the expected scaling near to the peak at k  = 1 which suggests 
some variance in the characteristic length for these relatively small systems. Even in 
experimental systems, the fractal dimension is an average over the whole system so 
some degree of uncertainty in the scaling is to be expected.
The scaling exponents used were the values of df{sc) obtained from the plots of 
S(km)/km. Dynamic scaling was, however, found to be quite insensitive to the exact 
value of df(sc). In many cases scaling could be produced using a fairly wide range of 
values of df(sc) (±0.2). Most of the systems thought to be in the spinodal region 
exhibited dynamic scaling at intermediate times. The scaling exponents were typically 
high, «3.0±0.2, suggesting that the aggregates forming do not have a fractal structure. 
Instead the clusters have quite a compact smooth structure. Scaling of the peak
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Figure 3.66 Dynamic scaling of the structure factor with df(sc) = 3 for a 12:6 
interaction potential at 7* = 0.7, 0 =  0.10.
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Figure 3.67 Dynamic scaling of the structure factor with df(sc) = 3 for a 12:6
interaction potential at 7* = 03, 0 = 0.05.
maximum could also often be found using the very low exponents found at later times 
for the high volume fractions from the S(km)/km plots, however in these cases the 
shape of the whole peak did not scale well.
The applicability of the phenomenological equations of Furukawa was also 
tested. In general the form given by Furukawa was found to agree well with the 
simulation results at low volume fraction, however at higher volume fractions or at late 
times there are significant deviations. The validity of the equations relies on the 
clusters being well defined, an assumption which is fulfilled best at low volume 
fractions.
Scaling O f The Small Angle Scattering Peak For The 12-6 Potential
For systems with the long-ranged 12-6 potential, scaling was not observed at 
high temperatures for low volume fractions, the phase points which display signs of 
metastability. Scaling was also not observed after deep quenches at high volume 
fractions, except at very early times. In these systems, phase separation is rapid and 
clusters quickly fill the simulation box, causing the collapse of the small angle 
scattering peak to zero. Given the rapid collapse of the peak position to zero at high 
volume fractions, a consequence of the finite size of the simulation cell, it is not 
unexpected that these systems do not exhibit temporal scaling.
At the lower volume fractions phase separation was slower enabling scaling to 
be observed. The exponent with which dynamic scaling occurred was generally « 3, 
which is lower than the value of df(sc) taken from the S(k„ykm plots (Figure 3.67). The 
high values of df(sc) ~ 4 obtained from these plots often scales the peak maximum well, 
but for the best overall scaling of the peak shape the lower value of ~ 3 was better. 
The crossover to low values of df(sc) seen in the high volume fraction S(km)/km plots 
was not reflected by the dynamic scaling. Again these lower values of df(sc) as 
calculated by S(km)/km scaled the peak maximum, however the overall shape of the
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Figure 3.68 Dynamic scaling of the structure factor with df(sc) = 1.6 for a 12:6 
interaction potential at 7* = 0.3, 0 =  0.20.
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Figure 3.69 Dynamic scaling of the structure factor with df(sc) = 2.5 for a 12:6
interaction potential at 7* = 0.9, 0 =0.10.
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peak was not invariant with time (Figure 3.68). This suggests that large changes in the 
cluster morphology and consequently the occurrence of different lengthscales occurs 
at later times at high volume fractions. The system at 0 = 0.1, T* — 0.9 scaled with 
the slightly lower exponent of 2.5 (Figure 3.69). This reflectsthe more diffuse clusters 
that can form at higher temperatures.
Dynamic scaling with an exponent df -  3.0 has been seen in experiments on 
transient gelation of colloidal systems with much shorter ranging attractive potentials 
for small quenches [40,179]. In these experimental systems, df was observed to 
decrease to a value of df  = 1.7 with increasing quench depth [40]. For the 12:6 
potential in this simulation work, the low volume fraction system, 0 = 0.05, at 7* = 
0.3 did scale with a lower exponent of df=  1.7 at later times (Figure 3.70). An 
estimate of the value of 4" was not taken at this time from the plots of S(km)/km, since 
the line has no clear straight region. It can also be seen from Figure 3.71 that the 
curves for this phase point over both time regions could also be scaled reasonably 
with the average exponent of 2.2. Other systems which displayed crossovers in the 
values of d/m  the plots of S(km)/km could also be scaled with the average value of d f as 
shown in Figure 3.72 for 0 = 0.16, 7* = 0.3.
The low volume fraction systems were well approximated by the form given 
by Furukawa (e.g. Figure 3.69). As the volume fraction increases the peak tends to 
become wider and the fit is less appropriate (Figure 3.68) since at high volume 
fractions clusters are not well defined which is a necessary approximation for the 
theory of Furukawa.
186
k/km(f)
Figure 3.70 Dynamic scaling of the structure factor with df(sc) = 2 .0  for a 12:6 
interaction potential at 7* = 0.3 and 0 -  0.05.
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Figure 3.71 Dynamic scaling of the structure factor with df(sc) = 2.2 for a 12:6
interaction potential at 7* = 0.3 and 0 =0.05.
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Figure 3.72 Dynamic scaling of the structure factor with df(sc) =2-3 for a 12:6 
interaction potential at 7* = 0.3 and 0 = 0.16.
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Figure 3.73 Dynamic scaling of the structure factor with df(sc) = 3.0 for a 24:12
interaction potential at 7* = 0.3 0 = 0.10.
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Dependence O f Dynamic Scaling On The Interparticle Potential
The high temperature short-range potential systems which showed little 
evidence of phase separation, or a nucleation and growth type mechanism, did not 
display dynamic scaling of the structure factor. Dynamic scaling would not be 
expected in the early stages of phase separation via a nucleation and growth 
mechanism.
For lower temperatures with the 24:12 and the 36:18 interaction potential, all 
systems displayed dynamic scaling. The exponent tended to decrease slightly as the 
range of the interaction potential became shorter reflecting the more tenuous nature of 
the aggregates. For high volume fractions, in which the development of the peak 
position was affected by the finite size of the simulation box at later times, scaling 
was better at earlier times. At 0 = 0.20, for the 24:12 potential, scaling occurred with 
the exponent df ~ 2.6, the value of df ~ 3.0 found from the graph of S(km) vs. km 
probably bang affected by the later lower value of df~  1.1. At later times for this 
system the shape of the peak did not scale well, although the peak maximum could be 
scaled by the low value of d f^  1.1. For the 24:12 potential at 0 = 0.16 , scaling 
occurred initially with<^-~ 3. As for 0 = 0.2, at later times scaling was not good for 
the shape of the peak but the maximum could be scaled using the value of df ~ 1.9.
At the lower volume fraction of 0.10 for the 24:12 potential, scaling was 
observed throughout the evolution with df~  3, except at early times (t < 30) when the 
phase separation is not in a coarsening regime (Figure 3.73). For the lowest volume 
fraction, 0 = 0.05, the exponent was lower at df -  2.2, indicating that the structure in 
this system is of a lower fractal dimension.
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3.3.5 High Wavevector Behaviour Of The Small Angle 
Scattering Peak
In addition to the fractal dimension obtained from the temporal scaling of the 
structure factors, an estimate of the fractal dimension of the aggregating systems can 
be obtained from the high wavevector end of the small angle scattering peak [21,182]. 
The shape of the small angle scattering peak at high wavevector gives information on 
the structure of the clusters,
«•=
(3.11)
For a fractal aggregate, ds = dfi giving,
S(k)
(3.12)
so for fractal aggregates, a log-log plot of the high k  region results in a straight line with 
a slope equal to the fractal dimension of the cluster [183]. Since the fractal region in 
aggregates is restricted by the size of the particles at small distances and by the size of 
the cluster at a longer range, there will be high and low limits on the region of the 
structure factor which will show this scaling. The low k  limit represents the size of 
the aggregates (the radius of gyration) and the high k  limit is due to the radius of the 
particles. For scattering from smooth surfaces, Porod predicted a slope of -4 at high k  
using,
5(£) =  k d-6
(3.13)
which gives a surface dimension, ds of 2. A rough, fractal surface gives a slope of 
between 3 and 4 [183].
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Whereas the scaling method for calculating df gives a value for the average 
structure of the systems over time, using the high k region of the small angle scattering 
peak gives an instantaneous fractal dimension for the system which can be used to 
follow restructuring of the clusters. Many experiments have found large regions of 
power law behaviour of S(k) against k. However it has been suggested that this power 
law behaviour can also be attributed to multiple scattering [184], and if the system is 
not dilute the form of the high k  region of the small angle scattering peak also depends 
on intercluster correlations. The value of df calculated via the time dependent 
behaviour of the peak maximum should give the same result as that calculated from the 
form of the high wavevector region of the small angle scattering peak [149]. However 
if restructuring is causing densification and the fractal dimension of the clusters is 
increasing, the method using the peak maximum will give a time averaged value.
General Behaviour o f  the High Wavevector Region o f  the Small Angle 
Scattering Peak
In systems with long-range structure or small box sidelengths, truncation 
effects introduced with the Fourier transform used in the calculation of the structure 
factor caused oscillations in the high k  region of the small angle scattering peak. The 
effect of truncation in the length domain is to introduce additional sidelobes into the 
peak structure, however it does not alter the position or the intensity of the main peak 
[168]. Therefore the results discussed in previous sections using the peak position 
and intensity are less affected. When the details of the low intensity high k  region is 
of interest, however, the ripples caused by truncation can mask the real behaviour of 
the structure factor. The systems with a 12:6 interaction potential typically formed 
large dense clusters at long times, especially at low temperatures and high volume 
fractions. The truncation effects in the high k  region for some of these systems were 
large and a value was not taken for the slope. The average slope of these lines was 
generally steep (= 4), which indicates that these systems are probably dense, smooth
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clusters. These systems are marked with an ‘N’ in Tables 3.13, 3.14 and 3.15. For 
some of the lower density high temperature systems which display little evidence of 
phase separation, truncation effects were also sometimes apparent since the intensity 
of the peak was low. In these cases, an average value for the slope was taken for 
comparison with the other systems.
At early times many of the systems show fractal regions, although these are 
often over a limited range of £-space. Later on in the separation, for most of the 
systems the fractal dimension increased eventually leaving only the Porod -4 
behaviour indicating dense aggregates with smooth surfaces. Although only the early 
values of the fractal dimension are given in the tables, for the systems showing fractal 
behaviour, the dimension increased continuously throughout phase separation. An 
example of this is shown in Figure 3.74 for 0 = 0.05, 7* = 0.7 with a 12:6 interaction 
potential.
High k Behaviour O f The Small Angle Scattering Peak For The 12-6 
Potential
7* / 0 0.05 0.10 0.16 0.20
0.9 N 2.0(4) 2.2(N) 2.2(N)
0.7 1.7(4) 4 4(N) 4(N)
0.5 - 4 4(N) 4(N)
0.3 2(4) 4(N) 4(N) 4(N)
Table 3.12 Power law exponent o f S(k) vs. k for 12:6 potential systems at different temperatures and 
volume fractions taken at t -  3.3 and 81.9 which is given in brackets. The accuracy o f values given 
is estimated to be ±0.2. N indicates that there is no clear fractal region.
Many of the systems with the 12:6 interaction potential developed long-range 
structure at longer times which lead to truncation effects in the Fourier transform.
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Figure 3.74 High-# power law behaviour of the small angle scattering peak at 0 = 
0.05, 7* = 0.7 with a 12:6 interaction potential showing an increase in the slope with
time.
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Figure 3.75 High-£ power law behaviour of the small angle scattering peak at 0 =
0.05, 7* = 0.3 with a 24:12 interaction potential showing an increase in the slope with 
time.
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Evidence of fractal structure in the aggregates was found only at low volume fractions 
and high temperatures. Phase separation and restructuring occur very quickly in these 
long-range potential systems and significant structure is often built up within the first 
time section of this work (t < 3.3 cP/Dq). For all of the systems except at 0 = 0.05, 7* 
= 0.9, restructuring occurs leading to the formation of dense smooth aggregates. For 
the phase point at 0 = 0.05, 7* = 0.9, the system displays metastability and 
although loose mobile floes with a fractal structure are formed, no real signs of phase 
separation are apparent.
High k Behaviour o f  the Small Angle Scattering Peak fo r  the 24:12 
Potential
7* / 0 0.05 0.10 0.16 0.20
| 0.5 j (N) 1.6N 2.3(4) 2.4(4)
0.3 2(4) 2(N) 2.1(N) 2.6(N)
Table 3.13 Power law exponent ofS(k) vs. k for 24:12 potential systems at different temperatures and 
volume fractions taken at t = 3.3 and 81.9 which is given in brackets. The accuracy o f values given 
is estimated to be ±0.2. N indicates that there is no clear fractal region.
The shorter-ranged potentials were not affected as much by truncation effects 
in the Fourier transform at early times, as the pair distribution functions did not 
contain long range structural features. For the 24:12 potential systems at the low 
temperature, a fractal region was visible in the early stages of phase separation. With 
time, the fractal dimension increases leaving only the Porod tail indicating dense 
smooth clusters (Figure 3.75). At the higher temperature of 7* = 0.5, the two lowest 
volume systems did not show significant phase separation, instead forming loose 
fractal floes. The fractal dimension increased with volume fraction and with 
decreasing temperature. The higher volume fraction and low temperature systems 
exhibit the truncation effects associated with a more developed structure.
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High k Behaviour O f  The Small Angle Scattering Peak For The 36:18 
Potential
7* / 0 0.05 0.10 0.16 0.20
0.5 0.3 0.7 0.9 0.9
0.3 1.3(2.9) 1.9(4) 2.3(4) 2.8(H)
Table 3.14 Power law exponent ofS(k) vs. k for 36:18 potential systems at different temperatures and 
volume fractions taken at t = 3.3, and 81.9 which is given in brackets. The accuracy o f values given 
is estimated to be ±0.2. N  indicates that there is no clear fractal region.
The high temperature systems with this short-range potential show little 
cluster development. The very low dimensions indicate that although there are no 
distinct clusters forming, there is a little association between particles, the amount of 
association increasing with density. At lower temperatures more developed clusters 
are formed. At early times the clusters are fractal at all volume fractions and the 
effects of restructuring are apparent with the increase in dimension with time. The 
initial value of the fractal dimension and the rate of restructuring increase with volume 
fraction, reflecting the higher rate of separation at these phase points.
For the phase point <j> -  0.05, 7* = 0.3 which freezes in the evolution of the 
characteristic lengthscale, the fractal dimension calculated by the high k  region of the 
small angle scattering peak is df(sc) ~ 2.6 (Figure 3.76). This suggests that the clusters 
do have some fractal nature, however restructuring has lead to some densification. 
The fractal dimension at later times, while the peak position is constant, does not 
change significantly indicating that the structure retains its fractal nature (although of a 
high dimension) throughout the restructuring process.
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te
Figure 3,76 High-A: power law behaviour of the small angle scattering peak for 0 = 
0.05, 7* = 0.3 with a 36:18 interaction potential giving a slope of -2.6.
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The Effect O f Interaction Potential On The High k Behaviour O f  The 
Small Angle Scattering Peak
The short-range potential systems showed much more evidence of fractal 
structure. The truncation effects were less apparent for the shorter-range potential 
results. Also the evolution of the structure and restructuring effects are much faster in 
the long-potential systems. Since generally the fractal structure of the clusters is 
short-lived is not easy to see in the fast evolution of the long potential systems. 
However it is expected that a similar evolution of structure is taking place in all the 
systems, the rate of the evolution being affected most. Indeed there was evidence of 
fractal structures at very early times for the 12-6 potential in the more slowly 
evolving high temperature systems.
Even in the high volume fraction systems, evidence of fractal structure was 
found at early times for the short-ranged potentials. It is likely then that the long- 
range potential systems at these high volume fractions also form fractal aggregates in 
the early stages of separation, even though on the timescales used for this work since 
restructuring is rapid the results show dense aggregates at all times.
The lengthscale of correlations probed by the high wavevector part of the 
small angle scattering peak is approximately 6 -2 cr. The dimensions obtained by this 
method therefore relate more to the short-range structure of the particles, rather than 
the longer-range correlations described by the peak maximum. The high dimensions 
obtained by this method, especially at later times, indicate that the particles generally 
form dense compact aggregates. The lower fractal dimensions were obtained for the 
high temperature systems which did not show appreciable phase separation during the 
simulations. The particles in these cases were loosely associated forming fractal 
structures.
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3.3.6 Summary of Information Obtained from the Structure 
Factor
The appearance and growth of the small angle scattering peak in the structure 
factor depends on the position of the phase point in the phase diagram. Systems 
close to the two phase boundary show signs of metastability displaying latency which 
is typical of a nucleation-like mechanism. As the temperature is lowered and the 
system is quenched further into the two phase region, the mechanism displays 
characteristics associated more with spinodal decomposition. The peak in these cases 
appears immediately and moves to lower wavevectors with time.
The position and intensity of the peak maximum can be used to follow the 
evolution of phase separation on longer lengthscales. The peak position gives the 
characteristic lengthscale, which can be related to the intercluster distance, while the 
growth of the peak intensity reflects the increasing mass and order of the growing 
clusters. The exponent obtained from power law analysis of the growth of the 
characteristic lengthscale can be related to various coarsening mechanisms proposed in 
the literature. In this work the exponent often changed continuously as phase 
separation lead to the dominance of different growth mechanisms. In general the value 
of the exponent for the 12:6 interaction potential was » 2, which indicates a cluster- 
cluster agglomeration mechanism. The exact value depends on the volume fraction and 
temperature, increasing a little as the volume fraction decreases and the LS mechanism 
becomes more dominant while at high volume fractions the rate decreases due to the 
increased packing of the particles which can hinder the restructuring process. The 
exponent also decreases as the temperature is decreased due to the slower dynamics of 
low temperature systems.
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The exponent increases with decreasing range of interaction potential due to 
the greater ease of dissolution of small clusters which enables the dominance of the 
faster LS mechanism. At late times, for systems in which long-range structure 
develops, the rate of increase of the characteristic lengthscale can rise as the cluster 
fills the simulation box. Although this is a result of the finite size of the simulation 
box, this rapid collapse of the small angle scattering peak to zero leaving strong 
forward scattering has also been observed in scattering experiments on transient gels as 
the gel collapses.
The results of this section shows the difficulty in power law analysis of phase 
separating systems. As the systems separate the mechanism can change 
continuously, leading to a continuous change in exponent. The exact value of the 
exponent often therefore depends on the portion of the time used for fitting. In 
addition the occurrence of a number of different mechanisms leads to an exponent 
which is a weighted average from the different mechanisms, making the interpretation 
of exponents in terms of a single growth mechanism misleading. Power law analysis is 
only useful for the determination of the growth mechanism when phase separation is 
slow enough for a single mechanism to be dominant over a significant period of time. 
The exponent is however still useful in that is gives an indication of the overall rate of 
separation. Due to the strong influence of restructuring with long potentials, these 
systems did not display any clear power law behaviour for any quantity measured, 
suggesting the involvement of a number of different mechanisms with changing 
dominance over the evolution.
Dynamic scaling of the small angle scattering peak indicates a growing 
structure which is temporally self similar. For high temperatures, low volume 
fractions or short-ranged interaction potentials scaling was good. At lower 
temperatures and high volume fractions for the longer-ranged potentials, rapid 
restructuring on all lengthscales resulted in a peak morphology which did not scale
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well. The peak height however could often be scaled using the fairly low exponents 
(sometimes df(sc) < 2) found from S(km)/k,!l. Generally, a higher exponent gave better 
scaling of the peak shape, whilst a lower exponent only scaled the peak maximum 
well. This suggests that although on some lengthscales, particularly at longer 
distances, the structure is fractal, restructuring is causing significant changes in the 
cluster morphology. The range of lengthscales in the system is increasing as phase 
separation proceeds and overall the cluster morphology is dense. This was also 
reflected in the behaviour of the pair distribution functions discussed in Section 3.2, 
which displayed some peaked structure through which an average fractal dimension 
could be taken.
The fractal dimension obtained from the high k region of the small angle 
scattering peak suggests that the structure is typically dense in systems which 
undergo significant phase separation. This lengthscale from which this dimension is 
obtained relates to the cluster structure on fairly short lengthscales and therefore 
describes the structure of particles in a cluster. The fractal dimension increases with 
time following the quench as restructuring causes densification in the aggregates. The 
high temperature systems often remain as loosely associated fractal structures and do 
not show significant phase separation or restructuring since the driving force is not 
strong.
The peak intensity and position depend on intercluster correlations on 
relatively long lengthscales. The low fractal exponents indicated by the behaviour of 
the peak intensity and position combined with the dense local structure implied by 
the high-A: region suggest that the local structure is dense, however the aggregates on a 
longer lengthscale may be arranged in a more tenuous structure which has some fractal 
characteristics. The high local dimension and smooth surfaces suggested by the high-£ 
region of the peak seem to conflict with the low dimensions obtained from the g(r) 
functions. However these low dimensions obtained from g(r) were not true fractal
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regions, the dimension was calculated from an average slope taken through a peaked 
region. This could also indicate therefore that the clusters are dense and smooth but 
with a more tenuous long range structure. From the information available from these 
relatively small systems, it is difficult to confirm the presence and range of fractal 
structure. What is evident is that the evolution of the aggregate structure in phase 
separating colloidal systems is sensitive to the phase point and also importantly to 
the range and strength of the interaction potential. The dimension also depends on the 
region of the system of interest, a different dimension possibly arising for the cluster 
cores, the outer surface regions of the clusters and the longer-range arrangement of 
clusters.
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3.4 Average Interaction Energy
The average interaction energy per particle, u, is a thermodynamic property 
providing a measure of the extent of association of the N  particles,
where 0y is the interaction potential between two particles i and j. The behaviour of w 
with time gives another measure of the rate of phase separation.
3.4.1 Evolution of the Interaction Energy with Time
As the systems aggregate with time, the interaction energy, w, becomes more 
negative as the particles associate more closely. An example of the behaviour of u 
with time is shown in Figure 3.77. The interaction energy would be expected to 
approach a constant value as the system converges on an equilibrium or metastable 
state.
The dependence of the interaction energy on time could be represented well by 
a power law such that:
The power law dependence was followed well throughout the simulations to t = 81.92 
cP/Dq (Figure 3.78). The rate of cluster growth is expected to be reflected in the 
magnitude of % with larger /implying greater rates of growth.
(3.14)
(3.15)
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Figure 3.77 Evolution of the average interaction energy for a 12:6 interaction potential 
at different volume fractions at 7* = 0.3
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In general, the exponent, % found from the slope of the lines, increases as both 
the temperature and the volume fraction decrease. At high volume fractions, y  is 
relatively insensitive to the temperature since the evolution of local structure and 
therefore the energy is controlled more by packing considerations and is limited by the 
already close packing of particles at the start of the quench. However at lower volume 
fractions, y becomes much more temperature dependent. This is due to the large 
difference between the interaction energies of the particles in the initial dilute phase 
and the particles in the dense clusters which form later on. Large values for the 
exponent arise in this case as the driving force for phase separation is strong. If the 
energy difference between the initial state and the final dense clusters is AU, the 
driving force will be approximately proportional to AU/kBT.
At low temperatures, some of the systems exhibited a crossover in the power 
law exponent to a lower value with time. This crossover (when it occurred) was early 
on in the simulation, generally between t = 16.38 and 29.49 cTIDq. A crossover 
indicates a change in the mechanism of phase separation, perhaps from the initial 
spinodal decomposition mechanism and the formation of the final density phases to a 
coarsening and restructuring mechanism. Some of the high temperature systems had 
veiy low exponents, indicating a slow rate of association which would be expected 
from systems close to the metastable region in the phase diagram.
Evolution o f  the Interaction Energy fo r  the LJ 12:6 Potential
The exponent, y, increases with decreasing temperature. It can be seen from 
Table 3.15, that the dependence of y on the temperature reaches a maximum at 7* ~ 
0.5 at all volume fractions except for 0=  0.05. This may be due to the slower single 
particle diffusion at low temperatures. At high temperatures, it is the small value of 
the driving parameter, AU/kBT’ that limits the separation rate. The particles have too 
much thermal energy to allow the formation of stable clusters. Faster rates as the
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temperature decreases reflect stronger interactions. As the temperature decreases, 
however, so do the mean square displacements of the particles which impacts on the 
value of y. This eventually results in a slower rate of phase separation as the 
temperature decreases, creating the observed maximum in the growth exponent y seen 
in Table 3.5.
7 * /0 0.05 0.10 0.16 0.20
0.9 0.04 0.08 0.07 0.05
0.7 0.24 0.17 0.12 0.10
0.5 0.34 0.25(0.14) 0.18(0.13) 0.12(0.07)
0.3 0.36(0.16) 0.17(0.11) 0.17(0.09) 0.12(0.06)
Table 3.15 Values o f y  for 12:6 potential systems at different temperatures and volume fractions. 
Any different values after a crossover at later times are shown in brackets. The accuracy o f values 
given is estimated to be ±  0.02.
At low temperatures, there is a crossover in y at later times to lower values. 
This indicates a change to a slower phase separation mechanism. In the high volume 
fraction systems this value is very low (y < 0.1) as it is throughout the simulation at 
7* = 0.9, suggesting that there is no longer significant structural change occurring. 
From the three dimensional images in Section 3.1 it can be seen that the clusters are 
quite densely packed and the low exponent probably indicates the approach of the 
system to an equilibrium structure rather than a metastable gel phase. The crossover 
occurs at earlier times as the volume fraction increases, reflecting the faster phase 
separation.
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Influence o f  Interaction Potential on the Interaction Energy
As expected, the analytic form of the interaction potential has a large effect on 
the evolution of the interaction energy per particle. The interaction energy was higher 
for the systems with longer-range potentials (Figure 3.79 and 3.80). A single particle 
is able to exert a force on more particles if it has a potential with a long interaction 
range thus increasing the total interaction energy per particle.
Table 3.16 shows the power law exponent, y, for the higher temperature 
systems for the three potentials. At higher temperatures y decreases as the potentials 
become shorter-ranged. This reflects the increasing stability of these phase points for 
shorter-range potential systems. As discussed in Chapter 1, as the interparticle 
potential becomes more short-ranged, the coexistence line moves to lower 
temperatures, which will also affect the position of the spinodal. At 7* = 0.5, both 
the 24:12 and the 36:18 systems are somewhat metastable at all volume fractions in 
the range used in this work, the values of ybeing less than 0.06 at all phase points.
Interaction 
potential /  0 0.05 0.10 0.16 0.20
12:6 0.34 0.25(0.14) 0.18(0.13) 0.12(0.07)
24:12 0.05 0.06 0.06 0.04
36:18 0.02 0.02 r  0.02 0.02
Table 3.16 Values o f yfor different interaction potentials at T* = 0.5. Any changes in value after a 
crossover at later times is shown in brackets. The accuracy o f values given is estimated to be ± 0.02.
The exponent, y, characterising the change in interaction energy for the 24:12 
interaction potential is very low at 7* = 0.5. This is a result of the close position of 
phase points at this temperature to the coexistence line and highlights the stronger 
metastability of these systems compared to those at lower temperatures. The lowest 
value of y~  0.02 is found at high temperatures for the 36:18 potential for all volume
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fractions confirming the high metastability of these phase points. There is still a very 
small degree of evolution of the interaction energy with time, which would be expected 
from any change in temperature.
Interaction 
potential / 0 0.05 0.10 0.16 0.20
12:6 0.36(0.16) 0.17(0.11) 0.17(0.09) 0.12(0.06)
24:12 0.36(0.20) 0.26(0.12) 0.21(0.11) 0.16(0.11)
36:18 0.30 0.23 0.20(0.14) 0.17(0.13)
Table 3.17 Values o f yfor different interaction potentials at T* = 0.3. Any changes in value after a 
crossover at later times is shown in brackets. The accuracy o f values given is estimated to be ±  0.02.
At the low temperature of 7* = 0.3 for the higher volume fractions, the 
opposite trend in yis seen to that found at 7* = 0.5, as seen in Table 3.17. The value 
of yincreases as the potential decreases in range. There is a larger difference between 
the initial interaction energy and the final energy in short-ranged potential systems 
producing a higher driving force. However at early times, yis seen to decrease for the 
low volume fraction 36:18 system (0 = 0.05). Although at low densities for short- 
ranged potentials association is difficult, which leads to the slower rate.
At the lower temperature of 7* = 0.3 for both the 24:12 and the 36:18 
interaction potential, the values of y are significantly higher than at 7* = 0.5, 
indicating a much faster rate of phase separation. This is a result of the deeper 
position of these state points in the phase diagram, probably in the unstable region. 
As the volume fraction increases, y decreases reflecting the smaller energy difference 
between the initial and aggregated states and therefore a smaller driving force (Figure 
3.81 and 3.82).
The interaction energy continues to evolve throughout the simulation for all 
interaction potentials and phase points. The continuing decrease of the interaction
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energy through the period for which the position of the small angle scattering peak is 
constant, for the system at 0 = 0.05, 7* = 0.3 with the 36:18 interaction potential, 
demonstrates that although the long-range structure is constant, local restructuring still 
continues. Most phase points exhibit a crossover in y  to lower values at later times 
possibly reflecting a change in the separation mechanism. The two low volume 
fractions for the 36:18 potential at 7* = 0.3 do not exhibit a clear crossover, however 
these systems separate more slowly than those with longer-ranged potentials or higher 
volume fractions. It is possible that if the simulations were continued for longer times 
a crossover to lower rates in the evolution of the interaction energy might be observed.
3.4.2 Summary of the Behaviour of the Interaction Energy
The interaction energy and its evolution during phase separation describes the 
increasing association of particles. The evolution of the interaction energy with time 
can be represented well by a power law. The exponent y could not be simply related 
to any of the other power law exponents relating to the structure as calculated from 
the small angle scattering peak of the structure factor. Interaction energy is largely a 
short-range quantity and is therefore probably more related to the evolution of the 
peak morphology and the higher k  Porod region of the structure factor, rather than the 
behaviour of the peak maximum which is more dependent on the longer lengthscale 
cluster-cluster correlations. Although the exponent could not be directly related to 
those characterising the evolution of long range structure, a crossover to lower rates 
occurred at later times which can be associated with the continuously changing 
exponents characterising the long range structure.
Like the peak intensity of the structure factor, the interaction energy continues 
to decrease while the clusters are restructuring, even if the long-range structure does 
not change significantly. Therefore a true plateau in the evolution of the interaction
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energy was not found for any system and the energy continues to decrease throughout 
the simulation. However for some high volume fraction, low temperature systems 
for the 12:6 interaction potential there is a crossover to very low exponents at later 
times. This very slow evolution giving y «  0.06 suggests that these states may be 
nearing equilibrium. From the three dimensional images in Section 3.1, it appears that 
these systems are highly phase separated forming a densely packed single cluster as 
would be expected from a phase separated system approaching equilibrium.
The longer-range correlations as described by the peak maximum show signs of 
latency for the more metastable phase points close to the phase boundary. There is, 
however, no evidence of latency in the evolution of the interaction energy indicating 
that particle associations occur locally from the earliest times following a quench. The 
increasing metastability as the potential becomes more short-ranged appears as 
increasingly small values of yat high temperatures, reflecting the slower rate of phase 
separation.
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3,5 Percolation
The ability of a system to percolate is not sufficient feature alone for the 
formation of a gel phase, other factors are also involved. Although the presence of a 
percolating network is necessary for the formation of a gel, it is not the only 
requirement and the relationship between percolation and gelation is of interest and 
largely unresolved. Since very low density systems are unable to create long-range 
structure, there must exist a minimum density of particles necessary for gel formation, 
below which it is not possible. This minimum density can be associated with the 
percolation transition. In the non-permanently bonding systems studied in this work, 
however, restructuring means that percolation is often a transient phenomenon and is 
strongly time dependent, as discussed in Chapter 1. For this reason, the time 
dependence of the minimum connectivity length (Equation (3.16)) may be a more 
informative quantity than the more commonly calculated critical percolation density in 
this work.
The use of the minimum connectivity length to probe the percolation 
properties also solves the problem of the definition of connectivity that occurs when 
using the LJ type pair potentials in a simulation of aggregation. With a simpler 
potential, such as the sticky hard sphere potential, particles are simply connected 
when they are touching. Since the LJ type potentials have a continuous crossover 
from a repulsive core to an attractive potential, the choice of cut-off for connectivity 
is fairly arbitrary, and can also affect the percolation characteristics. The minimum 
pair separation at which the system percolates defines the parameter Lp,
^ .< ( l  +  Z > -
(3.16)
212
where ry is the distance between the two particles and a  is the diameter of the 
particles. The magnitude of Lp indicates the ease of percolation. The smaller the value 
of Lp the more interconnected is the system of particles, therefore making it easier to 
form a system spanning network. Since a value of Lp can always be calculated, a value 
greater than the range of the potential is not physically meaningful for gelation, since 
the interaction between particles on this length scale will have no significant influence 
in the physical properties of the system. However it does give some idea of the 
separation of the clusters and the structure or morphology of the system. A system 
percolating with a value of Lp which falls close to the minimum of the potential well 
r indicates a very strongly bound percolating structure with associated physical
properties relevant to gelation. The percolation characteristics of the evolving 
systems have been calculated as a function of time to determine the network behaviour 
during phase separation.
3.5.1 Trends in Percolation Behaviour
During phase separation, Lp, can increase or decrease depending on the 
structural changes in the system [59]. The behaviour of Lp with time from the start of 
the quench could be a revealing probe of the separation process. The following 
paragraph discusses the possible behaviour of Lp with time from the start of the 
quench.
From the start of the separation, a tenuous interconnected structure formed 
during phase separation driven by the spinodal decomposition mechanism can cause 
Lp to decrease. In this early stage of phase separation, the density difference between 
the two new phases is very small. This density difference increases with time as 
separation proceeds. The higher density regions become more compact, however as 
the structure is still highly interconnected Lp should decrease. As the separation
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continues, small condensed clusters begin to form and the structure becomes more 
globular. This can lead to an increase in Lp as it becomes more difficult for the 
compact clusters to percolate. Later on these clusters may agglomerate as the system 
tends towards a single large cluster. As the largest cluster increases in size, 
percolation can again become more facile and the box is spanned, this time by thick 
strands of particles, causing a decrease in Lp. If this large cluster becomes more 
compact, it may again stop spanning the box and Lp will once again increase. However 
any particular system need not necessarily display all of these stages, the evolution 
depending on the temperature, the volume fraction and the range of the attractive part 
of the interaction potential. An example of the time dependent behaviour of Lp for a 
system showing all of these stages is shown in Figure 3.83.
Percolation Behaviour o f  the LJ 12:6 Potential
For the lowest volume fraction, 0 = 0.05, no decrease was seen in Lp at any 
point in the phase separation (Figure 3.84). The highest temperature system shows 
little deviation from the initial value of Lp «  0.8 <j, the particles retaining a dispersed 
structure with little sign of clustering. This system also shows signs of metastability 
in other quantities measured. At lower temperatures, Lp increases continuously after 
the quench reflecting the formation and growth of separate clusters, the interparticle 
spaces becoming increasingly depleted of particles. At 7* = 0.7, the value of Lp 
increases slightly from Lp ~ 0.8 tr to ~ 1 <y, indicating the limited clustering of 
particles into loose aggregates. At the lowest temperature of 7* = 0.3, there is a 
dramatic increase in Lp from = 1 a  to nearly 3 <y. This very large increase in the 
distance required for percolation to unphysical bonding lengths demonstrates the 
formation of compact discrete clusters in low volume fraction systems of particles 
with long-ranged interactions.
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Figure 3.83 Time dependent behaviour of Lp for 0 = 0.10, 7* = 0.3 with a 36:18 
interaction potential
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In the higher volume fraction systems, the particles are packed too tightly for 
the early interconnected aggregate to separate into small clusters. In this limit, Lp 
initially decreases, the system spanning structures becoming more densely packed 
with time. The highest volume fraction system at 7* = 0.3 shows a small decrease 
from the initial value of Lp ~ 0.2 down to Lp < 0.1. When the density is high, it is not 
possible for the particles to form discrete clusters and although the aggregate becomes 
more compact, it remains percolating on small lengthscales at all times. The minimum 
in the potential well for the 12:6 potential is at r -  1.12 <j, so percolation on a 
lengthscale of Lp = 0.1 <r implies the presence of strong interparticle interactions 
resulting in significant effects on the physical properties. This is confirmed by the 
behaviour of the stress autocorrelation functions which are discussed in Chapter 4. At 
higher temperatures the systems at 0 = 0.2 the value of Lp also falls between 0.1 and 
0.2 cr. This highlights the strong influence of packing considerations on the behaviour 
of high density systems which largely outweighs the effect of temperature on the 
structure.
The minimum connectivity length for percolation displays a fairly sudden 
increase to longer lengths at low volume fractions when the temperature is low. At 0 
= 0.10 and 0.16 for 7* = 0.3, the value of Lp decreases slightly for a short time 
following the quench to t = 29.49. Later there is an increase in Lp to ~ 0.5 a  for 0 = 
0.16 and = 0.6 for 0 = 0.10, the time of the increase being ~ 39.32 and 58.98 c?/D0 
respectively (Figure 3.85). This suggests a change in phase separation mechanism, 
perhaps the sudden breaking of weak links between strands in the thickening 
interconnected structure. This is probably the type of mechanism which causes the 
breakdown of a transient gel structure, which has also been observed to be fairly 
sudden in light scattering studies [40]. There is a similar increase for these volume 
fractions at 7* = 0.5, although the change in Lp is not as large and is much less well 
defined. The large Brownian forces at high temperatures can lead to greater structural 
fluctuations than when the temperature is low. At even higher temperatures for these
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Figure 3.85 Evolution of Lp for 7* = 0.3, 0 = 0.10 and 0.16 with a 12:6 interaction 
potential.
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volume fractions, Lp shows a small decrease from the initial values but no increase. 
The interactions and resultant networks are weaker than at low temperatures. The 
thermal Brownian forces disturb the network enough to prevent its collapse into more 
compact separated clusters.
Influence o f  the Interaction Potential on Percolation
As the potential becomes shorter-ranged, Lp decreases and does not show a 
large increase to the same extent at later times. This suggests that these systems do 
not foim the large densely packed separate clusters seen for the longer-ranged 
potentials. Instead these short-range potential systems seem to form tenuous system 
spanning aggregates which are quite closely bound and do not collapse readily into 
large dense clusters. Restructuring forces are not as strong for short-range potentials 
since the potential does not exert a force further than its nearest neighbours. This is in 
agreement with the results from the radial distribution functions, the fractal 
dimensions of the systems and from visual representations of the systems.
At the higher temperature of 7* = 0.5 for the 24:12 interaction potential, the 
value of Lp shows little deviation from initial values at any volume fraction. There is 
much thermal rearrangement of particles and any clustering is ephemeral, creating little 
lasting structural change. The behaviour of Lp in the low temperature systems was 
dependent on the volume fraction. The minimum of the potential well for the 24:12 
potential occurs at r = 1.06 and the distance at which the potential is 10% of its value 
at the minimum is r = 1.36. In the two higher volume fraction systems Lp decreases 
from « 0.07 a  down to < 0.05 <j, shown in Figure 3.86. Since the 24:12 potential 
minimum occurs at separations of 1.06 <y, a percolating network is formed with 
significant interactions between particles. At the lower volume fraction of 0 = 0.1, 
the free space available enabled the aggregation of particles to cause an increase in Lp 
from an initial value o f« 0.2 <rto ==0.6 c (Figure 3.87). Particles at these separations
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are still within the potential range of others, the 24:12 potential falling to 1% of its 
value at the minimum by r = 1.64 <j, however since the 10% value is at r = 1.36 the 
interactions are not strong. The lowest volume fraction system, however, does not 
percolate with physically meaningful interparticle distances at any time following the 
quench (Figure 3.87). The value of Lp increases from = 1 cr to nearly 2 cr, suggesting 
that the aggregate was formed from discrete clusters.
Systems of particles interacting with the very short-ranged 36:18 potential can 
more easily form tenuous system spanning structures since the restructuring effect is 
not strong. The value of Lp is only physically meaningful for relatively short values, 
since the potential is much shorter-ranged than the other two potentials. The 
potential minimum occurs at a distance of r  = 1.04 cr and the distance at which the 
potential has decayed to 10% of its value at the minimum is r — 1.23 cr.
For the 36:18 potential at the higher temperature of 7* = 0.5, the minimum 
pair separation at which the system percolated did not change with time. For 7* = 
0.3 in the two highest volume fraction systems Lp decreases a little with time. 
However the particles were too closely packed for aggregation to have any significant 
effect on the percolation characteristics of the clusters. At 0 = 0.10, all four stages of 
aggregate development were seen (Figure 3.83). An initial small decrease to Lp ~ 0.2 cr 
indicated a percolating network in which particles were well within the potential range 
of others. This value then increased to Lp ~ 0.6 eras this network broke up and small 
clusters formed. A subsequent decrease in the value of Lp down to ~ 0.2 cr suggests 
an aggregation of the clusters by which interacting particles again span the system. 
Later this network collapses leaving discrete clusters and Lp increases to a non 
physical value of * 1.0 cr.
For the 36:18 interaction potential at the lowest volume fraction of 0 =  0.05 at 
7* = 0.3, there is no percolation on pair separations that have any physical
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significance, the initial value of Lp being nearly 1.0 <7 which is well outside the 36:18 
potential range of = 1.39. An increase in Lp to Lp » 1.3 <7 is seen as the structure 
evolves further which indicates that particles are aggregating. This is the system in 
which freezing is seen in the temporal behaviour of the small angle scattering peak 
position (the characteristic lengthscale of the system) discussed in Section 3.3 which 
is an accepted signature of the formation of a transient gel. This system however is 
not percolating, a feature necessary for the formation of a gel phase with elastic 
mechanical properties. It can be seen from the images of the aggregate structure in 
Section 3.1 that the structure formed by the particles is very tenuous and the system 
is not near complete phase separation. The system is probably trapped in a 
metastable state with structure apparent on long lengthscales, with some 
rearrangement occurring in the local structure as is often seen in transient gels, a 
structure which however is not gel-like with regard to its mechanical properties.
3.5.2 Summary of Percolation Characteristics
The percolation characteristics of a systems are important in determining its 
mechanical properties. It does not however appear to be necessary for the ‘freezing’ 
of the characteristic lengthscale. This was seen for the 36:18 potential at 7* = 0.3, 0 
= 0.05 which although has a non-percolating structure, has a characteristic lengthscale 
which remains constant for significantly long times.
Some systems show a sudden increase in LF This suggests a change in phase 
separation mechanism, perhaps the sudden breaking of weak links between strands 
during the coarsening process of the thickening interconnected structure. A change in 
mechanism for these systems is also suggested by a more gradual crossover behaviour 
in the interaction energy. A sudden change in long-range structure such as through 
‘snapping’ of weak links will not necessarily result in a similarly sudden change in the
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interaction energy. The effect on local restructuring as probed by the interaction 
energy is expected to be more gradual.
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Chapter 4
4 Transport Properties and Time Correlation Functions
4.1 Single Particle Diffusion Characteristics of Phase 
Separating Colloids
4.2 Shear-Stress Time Autocorrelation Functions
4.3 The Equilibrium Modulus
4.4 Infinite Frequency Shear Modulus
4.5 Calculation of the Linear Viscoelasticity
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4. Transport Properties and Time Correlation 
Functions
So far we have been concerned with the time evolution of static properties in 
the two phase region. To gain a more complete understanding of the phase separation 
process, especially in relation to gelation and rheology, it is necessary to have details 
of the dynamic properties of the system as well as its structural characteristics. The 
dynamic properties, such as self diffusion coefficients and viscoelasticity, are 
themselves evolving throughout phase separation. It is in these properties that the 
physical manifestation of phase separation and gelation is seen in real systems. The 
relationships between the structural evolution and the changes in a system’s dynamic 
properties are important if  the process of phase separation and gelation is to be fully 
understood.
Several dynamic properties have been calculated during the phase separation. 
It is usual to express dynamic behaviour in terms of a finite number of transport 
coefficients. These are equilibrium properties and although the same formulae can be 
evaluated locally in time during phase separation, the full statistical mechanical 
meaning of the numbers derived is still not clear. With this small reservation, we have 
evaluated the mean square displacements, msd, and shear stress autocorrelation 
functions (C$(t)) within a consecutive series of time intervals during the phase 
separation. These properties are discussed in Sections 4.1 and 4.2,respectively.
The ability of the system to sustain a shear stress at short and at long times is 
given by the infinite frequency shear rigidity modulus, Goo, and the equilibrium 
modulus, Geq respectively. An indication of the existence of a gel-like phase is given 
Theologically by the appearance of a finite equilibrium modulus, indicating the 
development of some solid-like character and which could be associated with the
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presence of a yield stress. A normal liquid does not have an equilibrium shear 
modulus, in contrast to the bulk compressional modulus. In Section 4.3 the evolution 
of the equilibrium modulus is discussed. Section 4.4 describes the growth of G „  as 
phase separation leads to the formation of a more dense local structure. The linear 
viscoelasticity function Cs(t) indicates the relative importance of elastic and viscous 
response to an applied stress and is important in determining the mechanical 
behaviour of a material. The Fourier transform of Cs(t) is the complex modulus ( G * ) .  
The storage modulus (G ’) and loss modulus (G ”) are given by the real and the 
imaginary parts of the complex modulus respectively and are quantities commonly 
calculated in rheological experiments. The evolution of the G  ’  and G '  ’ are discussed in 
Section 4.5.
As the temperature decreases, phase separation leads to the formation of large 
dense clusters resulting in the appearance of long-lived ‘tails’ in the time correlation 
functions. This makes the calculation of transport properties difficult by the Green- 
Kubo type formulae, which have proved useful in the case of fluids in the single phase 
region of the phase diagram [185]. An alternative method for calculating the G ’ and 
G ’ ’ has been used for some of the systems and the results from the two methods are 
compared in Section 4.5.
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4.1 Single Particle Diffusion Characteristics of Phase 
Separating Colloids
A measure of the mobility of the particles is given by the self-diffusion 
coefficient, D . The self diffusion coefficients characterise single particle motion, 
which at very short times is unaffected by direct interactions with other particles. 
The short time self-diffusion coefficient describes motion on this timescale. The 
timescale over which the short-time diffusion coefficient, Ds, is defined, however, is 
less than one timestep in the simulations presented here. It is therefore not possible 
to probe these short timescales in this work. The value of Ds also depends on the 
level of hydrodynamic interactions present in the model. In these studies at the ‘free- 
draining’ level Ds -  Do, the self-diffusion coefficient at infinite dilution. The long time 
self diffusion coefficient, Di, is defined over much longer times. In equilibrium 
systems D/ can be found from the mean square displacements, msd, using the Einstein 
relationship [174],
the msd increasing with a linear dependence on time. As with all single particle 
properties the statistical accuracy is generally quite good.
In phase separating systems, Di decreases with time as more densely packed 
regions are developed until the equilibrium phases are formed. If the system reaches a 
metastable gel state, Dt may approach a plateau. In some systems, the motion of the 
particles may be completely arrested and Dt will be zero. In other cases, if some level 
of restructuring is still taking place, Dt can be finite or continue to decrease with time. 
With the collapse of the metastable state, Di would be expected to decrease again until
(4.1)
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the phase separation is complete. To obtain an estimate of the changing value of A  
with time, the value of A(0 was calculated using the local time derivative,
(4.2)
Phase separation for some of the systems in this work was rapid, for example 
those at low temperatures or with long-ranged potentials. In some of these cases, 
phase separation lead to a change in the value of A  on a faster timescale than is 
necessary for its definition. Consequently, a linear region could not be found in the 
msd. In these systems, the msd were better described by a power law dependency on 
time which obeys the general law,
where t0 is a time origin within each time resolution interval. The exponent co = 1 is 
consistent with classical Fickian diffusion, with Fick’s first law given by,
non-classical mobility behaviour.
For systems in which the mean square displacements did not have a linear 
dependence on the time, the true value of the long-time self-diffusion coefficient could 
not be calculated. In these cases for which diffusion is non-Fickian, £>/ is not a 
physically meaningful parameter since the system is changing faster than it takes for 
the particles to diffuse any significant distance. In the more slowly phase separating
(4.3)
Flux — —V p.D
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systems such as those with short-range interaction potentials, the assumption of a 
linear growth in the msd with time appears to hold better.
The diffusion coefficient is an equilibrium transport quantity and as such its 
definition is not strictly valid for the non-equilibrium systems studied in this work. 
Nevertheless the change in the self-diffusion characteristics of the particles with time 
in phase separating systems is of interest, at the very least giving a measure of the rate 
at which the structure is evolving. For this reason an estimate was made for Di using 
the average slope taken in each section of time to give a mean value of Di for that time 
section. Since the value of A  in a phase separating system is changing with time, its 
value is dependent on the time it is calculated over. However it is the change in this 
quantity with time that is of interest. Alternatively, the exponent of a power law fit 
could be used to calculate the rate of change and thereby characterise the single particle 
dynamics in the system.
For the calculation of the msd, the total time was divided into time slices of 
3.28 reduced time units. The time origins, t0) are taken at the beginning of each of 
these time slices.
4.1.1 Evolution of Single Particle Diffusion Following a 
Quench in Temperature
The msd displayed a near linear growth with time for the higher temperature 
phase points (Figure 4.1). The value of A  calculated using Equation (4.1) decreases as 
phase separation proceeds, approaching a near-plateau at later times (Figure 4.2). The 
lower temperature systems, however, displayed a time dependence of the msd which 
was better described by a power law (Figure 4.3,4.4). The exponent co characterising
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412:6 interaction potential
t (P/Do)
Figure 4.1 A plot of the msd  with time for a 12:6 interaction potential at 7* — 0.7 and 
0 = 0.05 taken at an early and a late time in the simulation. The growth of the msd
with time is linear.
t (P/Do)
Figure 4.2 A plot of the diffusion coefficient Dt with time for a 12:6 interaction 
potential at 7* = 0.3 for different volume fractions. The value of Dt decreases as 
phase separation proceeds approaching a plateau at late times.
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Figure 4.3 A plot of the msd with time for a 12:6 interaction potential at 7* = 0.3 and 
0 = 0.16 taken at mid and late times in the simulation. The growth of the msd with 
time is non-linear.
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Figure 4.4 A log-log plot of the m sd  with time for a 12:6 interaction potential at 7* = 
0.3 and 0 = 0.16 taken at mid and late times in the simulation (as Figure 4.3). The 
msd displays a power law dependence on time.
the power law, which is equal to 1 at equilibrium, decreases with successive time 
origins from the start of the quench in the same way as the value of A  decreases 
(Figure 4.5). The two phase part of the phase diagram is characterised by a slowing 
down in the dynamical behaviour of the particles. As the temperature decreases the 
aggregating particles increasingly participate in larger agglomerates. The long-time 
self-diffusion coefficients, which are system averages, then diminish to smaller values, 
particle mobility being reduced as more particles take part in the dynamics of larger 
structural units and deplete the low density regions of space.
The msd power law exponent, CO, and the value of A  decrease with time at a 
greater rate for the lower final temperature quenches, for higher volume fractions and 
for longer-ranged potentials, indicating the faster rate of slowing down of the single 
particle dynamics for these systems. Examples of the time dependence of co are 
presented in Figure 4.6 for the 3 potential forms at 7* = 0.3 and 0 = 0.1. The figure 
shows that co decreases with time at a greater rate for the longer-range potentials. The 
value of CO for the shortest-range 36:18 potential only decreases to a value of ~ 0.9 
during the quench history, whereas co approaches * 0.6 in the same period for the 
longer 12:6 potential. Although the full significance of co is not known, it is likely that 
values of CO <  1 reflect a non ergodic process accompanying conventional diffusion, 
such as particle condensation. It is not surprising therefore that the longer potential 
systems have the smaller values of co as these systems separate at a faster rate.
Diffusion in Systems with the 12:6 Interaction Potential
The dependence of the msd on time is non-linear for particles with the 12:6 
interaction potential at all low temperature phase points. For these systems, the form 
of the msd in each time section could be represented well by a power law relationship 
with time, however since the power law exponents decrease with time, as shown in 
Figure 4.5, there is some deviation from the power law fit in each time interval. At
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Figure 4.5 A plot of the power law exponent of the msd, co, with time for a 12:6 
interaction potential at 7* = 0.3 for different volume fractions. The value of Di
decreases as phase separation proceeds approaching a plateau at late times.
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Figure 4.6 Time dependence of the power law exponent of the msd, co, for the three 
potentials at 7* = 0.3 and 0 = 0.10.
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higher temperatures when phase separation is slower, a linear fit approximates the 
time dependence of the msd. The diffusion coefficient also decreases rapidly with 
time, for example at 7* = 0.3 for different volume fractions which is shown in Figure 
4.2.
Towards the end of the simulations, the value of A  as calculated from the msd 
approaches a plateau which characterises the particle motion in the final phase 
separated state, or in the metastable gel phase if one is formed. The average value of 
A  has been calculated from the value taken at t -  49.15 a*lD0 to the end of the 
simulation at / =  81.92 <flD0 during which time A  changes by a relatively small 
amount. The systems are however still evolving even at these late times and the 
limiting value obtained, Diim, gives a means of comparison of the structure formed at 
the different phase points at the same time after the start of the quench, rather than a 
true estimate of A  as phase separation approaches completion. However the limiting 
values of A  display clear trends with temperature and volume fraction, as shown in 
Table 4.1, even though they are still evolving.
7* / 0 0.05 0.10 0.16 0.20
0.9 4.88 3.93 3.15 2.88
0.7 2.98 2.48 1.65 1.44
0.5 1.02 0.77 0.60 0.96
0.3 0.28 0.17 0.12 0.10
Table 4.1 Values ofD um for the 12:6 potential systems at different volume fractions and temperatures. 
Uncertainties are estimated to be ±  0.2.
The value of A»«> decreases as the volume fraction increases (Figure 4.7). At 
high volume fractions, since clusters are more tightly packed, diffusion of particles is 
hindered by interactions with other particles and clusters. A lower limiting value is 
reached as the temperature decreases, the value of Diim at 7* = 0.3 dropping to close
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to zero (Figure 4.7). This reflects the difference in the final phases at different 
temperatures, low temperatures giving a gas/solid phase separation leading to more 
restricted particle motion in the dense aggregates, whilst at higher temperatures the 
separation is gas/liquid and particle diffusion in the phase separated system is 
relatively easy. The value of A  also decreases with temperature because of the 
reduced Brownian forces.
Dependence o f  Single Particle Motion on Interparticle Potential
The systems at 0 = 0.05, 7* = 0.5 for the 24:12 potential and all of the high 
temperature systems with the short 36:18 potential show very little change in A  with 
time following the quench, reflecting the higher degree of metastability of these phase 
points. These systems also showed signs of metastability in evolution of the 
structural properties discussed in Chapter 3. The longer-ranged potentials which 
rapidly form densely packed regions fall to lower values of A  within the simulation 
time (Figure 4.8). The more slowly separating systems, those with the shorter-range 
potentials, have a correspondingly slow decrease in the diffusion coefficients of the 
particles. Particles interacting with the short-range 36:18 potentials display the 
slowest rate of separation. The behaviour of the msd in these cases can be reasonably 
represented by the standard linear definition of the diffusion coefficient, A- The 
particles with the long-range 12:6 interaction potential aggregate more rapidly and the 
msd are better represented by a power law. The limiting values of A  are given in 
Table 4.2 for 7* = 0.5, and in Table 4.3 for 7* = 0.3.
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Figure 4.7 Temperature and volume fraction dependence of the long-time limiting 
values of the diffusion coefficient Dt for the 12:6 interaction potential.
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0
Figure 4.8 Temperature and volume fraction dependence of the long-time limiting 
values of the diffusion coefficient A  for the three interaction potentials.
236
Potential / 0 0.05 0.10 0.16 0.20
12-6 1.02 0.77 0.60 0.96
24-12 2.65 2.16 1.69 1.47
36-18 2.85 2.54 2.18 1.96
Table 4.2 Values ofDumfor different potentials and volume fractions at T* = 0.5. Uncertainties are 
estimated to be ±0.2.
Potential / 0 0.05 0.10 0.16 0.20
12-b 0.28 0.17 0.12 0.10
24-12 0.55 0.26 0.18 0.13
36-18 0.96 0.49 0.30 0.23
Table 4.3 Values o f Dum for different potentials and volume fractions at T* = 0.3. Uncertainties are 
estimated to be ±  0.2.
The decrease in Di with time is more pronounced at lower temperatures. The 
value of DUm decreases with temperature and with increasing volume fraction for all 
potentials as phase separation proceeds more rapidly leading to the formation of 
denser larger clusters. At the lower temperature of 7* = 0.3 the value of Di decreases 
with time for all potentials. In the systems with the short-ranged 36:18 potential, 
however, Dt does not seem to reach a clear limiting value, as do the systems interacting 
with the longer-ranged potentials (Figure 4.9). This is due to the slower phase 
separation of these systems. It is expected that at later times a limiting value would 
be reached. The values of DUm increases as the potential becomes more short-ranged 
reflecting the lower extent of phase separation and the relative ease of diffusion of 
particles in a less dense structure on a long timescale.
For the system with the 36:18 potential at 0 = 0.3, 7* = 0.05, the structural 
results show that there is a plateau in the growth of the characteristic lengthscale
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Figure 4.9 Evolution of the diffusion coefficient for different interaction potentials at 
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interparticle
T +  7 *  = 0 . 3  (j> =  0 .0 5  p o *en tia I
K+-^ 36:18 +
2 4 : 1 2  X
X +  + .  1 2 :6  *
I* x++ + V  +
X +
XX + + -t(- + j ,+  +
X X  +  +%  -H- + F  +  -H- - t  \  +
Xw +
*  X  X X  x  
\  X xXxx  x
X
*  XXXX
X '^ X X '- X X X X X X X ^ .;XxxxxxXXxxx; x  XX
238
(Chapter 3). Light scattering experiments on transient gels display an arrest of the 
particle motion, however a small degree of local restructuring will not be detected by 
this method. In this simulation the single particle motion is not arrested, although 
there is some slowing down of single particle diffusion before freezing in the 
characteristic lengthscale (Figure 4.9). This indicates that there is partial phase 
separation, which is also shown by the structural evolution of this system. The 
continuing mobility of the particles in a system showing signs of metastability would 
be present to differing degrees in all transient gels, depending on the phase point and 
the interparticle potential. If the particle interactions are strong, however, single 
particle motion can be greatly reduced and restructuring may not be detectable by light 
scattering experiments on real systems.
4.1.2 Summary Of The Diffusion Characteristics Of Phase 
Separating Model Colloidal Fluids
The lack of a linear regime in the mean square displacements with time causes a 
practical problem in computing time dependent transport coefficients in the domain 
separating regime. Therefore the concept of a long-time self-diffusion coefficient may 
not be meaningful during phase separation. Although the short-time self-diffusion 
coefficient is probably still a meaningful state variable as it is defined on a much 
shorter timescale (less than a time step in the current simulations), the current 
computer model cannot probe these timescales. The decrease in A  or co with time 
reflects the fact that the physical state of the system evolves at a rate that is much 
greater than the time required to reach linearity in the mean square displacements at 
long times.
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It is useful to have a measure of the particle diffusion to characterise the 
mobility of the particles as aggregation proceeds. The time dependence of the msd 
could not be represented well throughout the phase diagram and for different 
potentials either by a power law or by a linear relationship. However for comparison 
it is necessary to have a consistent means of quantifying the single particle mobility 
for all phase points. Since the long time-diffiision coefficient, A , is the conventional 
method of characterising equilibrium systems, this was the quantity used to describe 
the particle motion in the phase separating systems studied in this work, rather than 
the power law exponent, co, despite there being some uncertainty in its calculation.
Although for some of the systems with the long-ranged 12:6 interaction 
potential the limiting value of A  (A/m) is close to zero, at no point in any of the 
simulations is a complete arrest of particle motion observed. The value of Dlim 
increased as the potential becomes shorter-ranged. Even the system which appears to 
freeze in the growth of the characteristic lengthscale (T* = 0.3, 0 = 0.05) still has a 
relatively high self-diffusion coefficient (A>« ~ 1) during this time. This reflects the 
more tenuous nature of the aggregate in which there is significant mobility within the 
cluster. The reversible interparticle interactions used in this work enable relaxation at 
long times, leading to the mechanical characteristics which are weaker than those of a 
typical particle gel system forming with permanent bonds between particles. 
Reversible interactions do not enable the formation of a system-spanning solid-like 
backbone to the system to give the persistent rigidity and elasticity associated with a 
gel. If the effective interparticle interactions were stronger, such as at very low 
temperatures, a gel-like system spanning aggregate could possibly form for the 
shorter-ranged potentials with at tenuous structure due to the short-ranged 
interactions but with a low value of A  typical of that of a solid.
The single particle diffusion properties show a gradual evolution through the 
phase points and changes in the potential range. The diffusion properties show the
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increasing solid-like behaviour of the aggregates as the temperature decreases and the 
volume fraction increases. They also reflect the slower phase separation and more 
tenuous nature of systems with shorter-ranged potentials which result in higher 
diffusion rates. The mean square displacement and the diffusion coefficients describe 
single particle motion and therefore are not clearly related to collective dynamical 
properties, which may show better the formation of system spanning structures 
during phase separation.
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4.2 Shear-Stress Time Autocorrelation Functions
The single particle property of self-diffusion can only give a limited picture of 
the dynamics of the system. The shear-stress time autocorrelation function, Cs(t), is a 
collective dynamic property calculated from the interparticle forces over all particles,
where < ... > indicates an average over time origins and V is the volume of the 
simulation cell. The quantity a^(t) is the xy component of the microscopic stress 
tensor at time t, which is purely thermodynamic in origin and can be expressed in 
terms of the instantaneous configuration given by,
Since all of the off-diagonal elements of the stress tensor are equivalent in an isotropic 
system, the xy, xz and yz  elements can be calculated independently and averaged to 
give better statistics.
The function Cs(t) is the same as the stress relaxation functions calculated in
function changed as phase separation progressed, separate correlation functions were 
evaluated in time sections during the simulation. The correlation functions were 
calculated over every 3.28 reduced time units for the 12:6 and the 24:12 potentials and 
every 1.64 reduced time units for the 36:18 potential. Therefore the resolution in Cs(t) 
and Di with time from the quench is similar.
(4.5)
where V’v is dfa/dr with (j) being the interaction potential (4.6)
step in strain experiments in the limit of zero strain. In order to discover how this
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The analytic form of Cs(t) can be used as a signature for the approach of 
gelation. In a stabilised system, a stretched exponential form is expected,
<?,(*)= G~ exp -  — 
l J
(4.7)
where G« is the infinite frequency shear modulus, and t* and p  are adjustable 
parameters. This stretched exponential form has been found to represent well the 
stress autocorrelation functions for model stabilised colloidal liquids in Brownian 
dynamics simulations [74], The gel transition is thought to be marked by a crossover 
to an algebraic decay,
In a gel state there is self-similarity in timescales which confers the power law 
properties on the time autocorrelation functions. The lower the value of v, the 
slower the decay of the autocorrelation function. Percolation theory predicts v * 0.72 
[137] for the exponent characterising the decay of the relaxation. In theological 
experiments this power law decay is seen through G* and G ” via the Fourier 
transform of Cs(t) which is discussed in Section 4.6. In these studies, the power law 
decay appears first before the gel point at long times, stretching to shorter times as the 
gel point is approached, reaching a maximum at the gel point [137,138,186]. The 
exponent in experimental studies is often different to the value predicted by 
percolation theory, ranging from 0.13 - 0.92 [137].
A graphical manipulation of the computed correlation functions normalised by 
the zero time value, i.e., Csn(0) -  1, can provide a convenient means of determining the 
analytic form of Cs(t) [187]. This method has the advantage that the time domain of 
adherence to a particular analytic form can be seen. A stretched exponential decay 
appears in a plot of ln(-ln(Cs„(/))) against ln(f) as a straight line with a slope of p  and
(4.8)
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an intercept of -ft ln(T’). An algebraic decay gives a straight line when ln(C*„(0) is 
plotted against ln(f) giving a slope of -v.
In addition to the stress autocorrelation functions being informative in their 
own right, they can also be used to calculate a number of other useful rheological 
quantities such as the complex moduli. These quantities will be discussed in later 
sections.
4.2.1 Evolution of the Shear-Stress Time Autocorrelation 
Functions with Extent of Phase Separation
The correlation functions show increasingly slow relaxation with time from the 
start of the quench. In many systems, especially those at low temperatures or with 
long-ranged potentials, complete relaxation does not occur within the time resolution 
given by the division of the total time of the simulation into separate time slices. In 
Figure 4.10, for example, showing Cs(t) for the state point 0=  0.1 and T = 0.7 for the 
12:6 potential, a near plateau is reached in the correlation functions taken at later 
times. It would be possible to use longer time sections for the correlation of the 
stresses to allow further relaxation, however since the systems are separating so 
rapidly the use of longer times would result in loss of resolution in the time evolution 
of the autocorrelation functions. Also, the correlation functions which exhibit this 
plateau behaviour generally show little evidence of decay on the timescale of the 
simulations, therefore the use of longer correlation times would still not enable 
complete stress relaxation. The development of a plateau in Cs(t) suggests the 
presence of solid or gel-like behaviour arising from a percolating network structure on 
the lengthscale of the simulation cell.
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Figure 4.10 Evolution o f the stress-time auto-correlation functions with phase separation for a 12:6 interaction 
potential at T* =  0.7, 0 =  0.10.
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Figure 4.11 Stretched exponential decay of the normalised stress-time auto-correlation functions at high 
temperatures in an equilibrium system for a 3 6 :18 interaction potential at T* = 2.0, 0 = 0.05.
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The correlation function of a fluid displays a rapid dissipation of stress and 
reaches zero in very short times. Before the quench at 7* = 2.0 when the systems are 
stabilised, the decay of the stress-time autocorrelation functions is most closely 
represented by a stretched exponential (Figure 4.11). The fit is best at longer times 
and there is some deviation from the analytic stretched exponential form as /-> 0 . 
Immediately following the quench, the stretched exponential relaxation (Figure 4.12) 
begins to change to a slower power law decay (Figure 4.13). As phase separation 
proceeds with time the region of the power law behaviour becomes more dominant 
and the exponent v characterising the power law decay decreases, as seen in 
experimental rheological studies [137,138]. As the effective interactions between 
particles become stronger, at low temperatures or for longer-ranged interaction 
potentials, the correlation functions show an increasingly slow relaxation. Some of the 
higher temperature systems for all potentials do not display clear power law decay 
over significant times. Nevertheless, in these cases (except for the highest 
temperatures) a power law has still been fitted to give an estimate of the rate of stress 
relaxation for comparison with the other systems (Figure 4.14). The limiting slope at 
long times decreases with temperature, the exponent falling in the broad range v * 0.14 
- 1.00, within the range found in rheological experiments [137].
Shear Stress-Time Autocorrelation Functions fo r  the 12:6 Potential
All of the systems interacting with the 12:6 potential show a dramatic change 
in the stress correlation functions with time, except for at the highest temperature of 
7* = 0.9 for which stress is dissipated rapidly at all times. The two lower volume 
fractions 0 = 0.05, 0.10 at 7* = 0.9 show signs of metastability in their structural 
evolution, which was discussed in Chapter 3. Without structural development, 
changes in the stress relaxation would not be expected. The higher volume fractions, 0 
= 0.16, 0.20 also show little change in the relaxation characteristics, although there is 
evidence of clustering from the structural results. At such high temperatures, the
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Figure 4.12 Decreasing stretched exponential behaviour of the normalised stress-time aulo-corrclation functions as 
phase separation proceeds at T* ~ 0.3, 0 =  0.05 for a 12:6 interaction potential.
, r - j -
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Figure 4.13 Power law decay of the strcss-time auto-correlation functions as phase separation proceeds at 7’* = 
0.3. 0 =  0.05 fora 12:6 interaction potential.
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particles are very mobile because of the large Brownian forces exerted by the solvent. 
This maintains a high degree of flexibility in the floes and provides a means for stress 
relaxation even though there is some clustering of particles.
The lower temperature phase points at 7* < 0.7 all exhibit increasingly slow 
structural relaxation as the phase separation proceeds, eventually slowing to such an 
extent that relaxation is not complete within the time of the simulation (Figure 4.10). 
In fact at long times the stress-time autocorrelation functions, after an initial rapid 
dissipation, reach a plateau at a finite value of Cs(t) which is approximately constant 
on timescales meaningful to the phase separation of these systems. This plateau in 
Cs(t) indicates the presence of some resistance to relaxation and the formation of a 
solid-like part to the system.
The analytic form of Cs(t) changes as the separation proceeds from a stretched 
exponential form at early times (Figure 4.12), which is the form that dominates in the 
initial fluid phase, to an increasingly strong power law dependence (Figure 4.13). The 
value of the exponent of the power law decay decreases with time as the relaxation 
becomes increasingly slow. The power law exponent, v, for the final correlation 
function, t = 78.64 to t — 81.92 PlD0, are given in Table 4.4.
7 * /0 0.05 0.10 0.16 0.20
0.9 - - - -
0.7 0.42 0.38 0.45 0.42
0.5 0.11 0.14 0.30 0.25
0.3 0.17 0.16 0.30 0.18
Table 4 .4  Late time power law exponent, v, o f the stress time autocorrelation functions taken at to =  
79 a /D o  for the 12-6 potential. The uncertainty is estimated to be ±  10%.
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Figure 4.14 Average power law decay o f the stress-time auto-correlation functions at 7'* = 0.5, <p =  0.16 for a 
36:18 interaction potential.
Figure 4.15 Dependence o f Q 0  on volume fraction for a 12:6 interaction potential at 7 * = 0.3 taken at t0 =  78.6
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At the lowest temperature, 7* = 0.3, the magnitudes of the autocorrelation 
functions calculated at the same times increase with volume fraction (Figure 4.15), as 
expected since denser systems have more interparticle interactions and therefore the 
stress fluctuations are greater. However if the normalised autocorrelation functions 
are compared (Figure 4.16) it can be seen that the relaxation is slowest for the volume 
fraction 0 = 0.10, which indicates that stress relaxation is hindered, perhaps by 
network formation which decreases the structural relaxation of the particle matrix. At 
higher volume fractions, although the system is still percolating, the close proximity of 
particles aids relaxation to a certain extent since particles can move to new positions 
without increasing the energy of the system, providing a more facile stress relaxation 
mechanism.
The value of the power law exponent appears to be more dependent on the 
temperature than the volume fraction, suggesting that the principal means of stress 
relaxation is via the random Brownian motion effected by the solvent. It can be seen 
from Table 4.4 that the exponent is smallest at low temperatures, dropping to v ~ 
0.15 at 7* = 0.3, reflecting the difficulty of relaxation and the higher solidity. The 
lower values of the exponent indicate that a much stronger solid-like phase forms at 
lower temperatures than in at higher temperatures. At 7* = 0.7 the denser separating 
phase is expected to be more liquid-like. This is reflected in the higher values of the 
exponent of v «  0.4. For the highest temperature, 7* = 0.9, relaxation is rapid and the 
value of v is closer to 1. Although at higher temperatures there is some aggregation, as 
was seen from the evolution of the structural properties in Chapter 3, the relatively 
large Brownian forces increase the rate of stress relaxation.
The lowest values for exponent v are found at low volume fractions and 
temperatures. This could indicate that the formation of a system-spanning aggregate 
in the low volume fraction systems is conferring solid-like properties on the system 
which shows up in the rheology manifesting a gel-like state. The structural results for
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Figure 4.16 Dependence o f Cm(t) on volume fraction for a 12:6 interaction potential at T* =  0.3 taken at t0 — 78.6
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these phase points, however, show that phase separation is continuing throughout the 
simulation. The extra strength of the network is not enough to ‘freeze’ the phase 
separation and coarsening continues, although the forces in the network (up to the 
time at the end of the simulation) are strong enough to prevent its complete collapse.
At 7* = 0.5 for 0 = 0.16, the exponent decreases with time, as expected, to v 
* 0.25 approximately half way through the simulation (t = 42.6 P/Do). As phase 
separation continues the exponent then increases to v *  0.30. This may indicate the 
formation of a similar gel-like phase as formed at lower volume fractions, which then 
collapses after further phase separation. The closer proximity of particles in the 
higher density system can act as a destabilising influence on the network, accounting 
for its collapse and for the higher exponent before its collapse than at lower volume 
fractions (v ~ 0.25 at 0 = 0.16, v » 0.15 at 0 = 0.10). The decreasing ability of 
particles to form a strong network as the volume fraction increases accounts for the 
less rigid state at 0 = 0.20. Although the particles at high volume fraction are in 
system spanning aggregates, they are surrounded by many others so small 
adjustments in the particles positions can accommodate stresses and allow for 
relaxation on a comparitively short timescale. At lower volume fractions the system 
spanning strands of particles are typically much thinner and particles have less 
opportunity for movement without increasing the energy of the system. Therefore 
these low density networks are intrinsically more stable so that stress fluctuations are 
larger and persist for longer times.
The smaller value of the final exponent in the low temperature 0 = 0.20 
system than for 0 = 0.16 reflects the solid-like nature of the final dense phase, which 
is rapidly formed from systems with a high initial density. It would be expected for 
all systems at the same temperature to eventually form dense phases with the same 
properties. The simulations of the low temperature systems (7* = 0.3) were 
continued for a further 81.92 reduced time units to give a total evolution time of
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163.84 cP/D q. By the end of this time the exponent v was ~ 0.15 for these two high 
volume fractions (values are given in Table 4.6 in the next section) confirming the 
similarity of the mechanical characteristics of the final high density phase.
Dependence o f  the Shear-Stress Time Autocorrelation Functions on the 
Interaction Potential
The stress autocorrelation functions generally move to higher values as the 
interaction potential becomes more short-ranged (Figure 4.17). Although stress in the 
systems with short-range interactions rapidly decays to zero since Brownian forces 
more easily disrupt any network formation and allow relaxation, at short times the 
stress fluctuations are affected by the curvature of the potential minimum which is 
greater for the short-ranged potentials (see Figure 1.4 in Chapter 1). The shallower 
minimum of the longer-ranged potentials leads to lower variations in the stress when 
the particle configurations fluctuate. Relaxation is also related to the local density of 
neighbours, which could result in larger fluctuations for the short-range potentials 
because the network filaments are thin and particles cannot move far without 
increasing the energy of the system. However the highest values of Cs(f) are found for 
the low volume fraction, low temperature systems for the 12:6 potential. These 
increased stress fluctuations could be due to network formation (Figure 4.18).
The stress autocorrelation functions showed the greatest change with time for 
the long-ranged potentials, reflecting the faster rate of phase separation and cluster 
formation. The exponent characterising the power law decay of stress falls to lower 
values for the long-ranged potentials as rapid phase separation creates larger regions of 
dense phase. The systems interacting with the short-range 36:18 potential evolve 
very slowly and therefore display little variation in the exponent with time.
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Figure 4 .18 Dependence o f C,(/) on interparticle potential at T* =  0.5, (j) = 0.05 taken at 0, -  78.6
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For all volume fractions, the exponent, v, increases as the interaction potential 
becomes more short-ranged. At 7* = 0.5, the correlation functions for the two 
shorter-range potentials decay rapidly to zero reflecting the lack of formation of any 
solid-like parts to the system. The Brownian forces are able to break up clusters so 
any network formation is transient and stress can easily be dissipated. At higher 
volume fractions the exponent, v, decreases slightly to ~ 0.85 reflecting the greater 
difficulty of stress relaxation when the particles are more densely packed (Figure 
4.19). The power law behaviour was strongest for the 12:6 potential, with 
pronounced power law regions appearing even at the higher temperature of 7* = 0.5. 
Long-range interparticle interactions rapidly lead to the formation of large dense 
clusters. The relaxation is slow in these systems which produces the low exponents 
shown in Table 4.5 and 4.6. It appears that it is necessary to have a dense compact 
phase to induce any long-time memory in the Cs(f) functions.
Potential / 0 0.05 0.10 0.16 0.20
12-6 0.11 0.14 0.30 0.25
24-12 1 1 0.85 0.85
36-18 1 1 0.85 0.85
Table 4.5 Late time power law exponent, v, o f the stress time autocorrelation functions taken at to — 
79  a /D o  for different potentials at T* = 0.5. The uncertainty is estimated to be ±  10%.
For the shortest-range potential (36:18), the correlation functions showed a 
less distinct power law region. At the higher temperature of 7* = 0.5 there is no 
discernible change in the stress correlation function with time for any volume 
fractions, reflecting the lack of network formation. The only system in which 
significant changes occur in the stress autocorrelation functions with time for this 
potential is at the lower temperature, 7* = 0.3 at 0 = 0.20 (Figure 4.20). Some 
changes are seen at 0 = 0.16, the stress not quite relaxing to zero in the time of the 
simulation, however for the lower volume fractions little evolution in Cs(t) with time is
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potential at T* = 0.3, 0 =  0.20.
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evident up to the end of the simulations. The three dimensional images of the 
structures in Chapter 3 show that there is clearly aggregation of the particles, 
especially at the lower temperature. Phase separation is slower for shorter-ranged 
interparticle potentials and is possible that if the simulations were continued for 
longer times gel-like characteristics would appear in the behaviour of the stress 
relaxation. It may, however, be necessary for the temperature to be lower (smaller 
disrupting Brownian forces) in the short-range potential systems for the development 
of the slowly decaying stresses observed for the longer-range potentials.
Potential / 0 0.05 0.10 0.16 0.20
12-6 0.17 0.15 0.15 0.15
24-12 0.35 0.35 0.35 0.40
36-18 0.60 0.50 0.45 0.30
Table 4.6 Late time power law exponents, v, o f the stress time autocorrelation functions taken at t0 -  
158 a2/Do for different potentials at T* = 0.3. The statistical uncertainty is estimated to be ±  10%.
For the 24:12 interaction potential at the lower temperature of 7* = 0.3, all 
volume fractions show evolution of Cs(f). By the end of the simulations, all of the 
systems at this temperature develop a near plateau region in the stress autocorrelation 
function at long time lags. For the two lower volume fractions, there is only a small 
decrease in the relaxation rate late in the simulation compared to the behaviour 
immediately after the quench. At high volume fractions the difference at long times is 
greater due to the more rapid phase separation, the correlation functions decaying 
significantly more slowly at later times in the simulation. The stress relaxation of 
systems at 7* = 0.5 does not change significantly with time, reflecting the lack of 
aggregation and structural reorganisation for the 24:12 potential at this temperature.
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4.2.2 Summary of the Trends in the Evolution of Shear- 
Stress Time Autocorrelation Functions
Despite the uncertainty in the value of the exponent, v, characterising the 
stress relaxation, clear trends were apparent in its dependence on the temperature, 
volume fraction and interaction potential. The value of the exponent, v, describing the 
ease of stress relaxation is largely dependent on the strength of the interparticle 
interactions and is therefore greatly influenced by both the temperature and the 
interaction potential. The higher temperature systems and those with the more 
slowly separating short-range potentials have an exponent closest to the value of v » 
0.72 predicted by percolation theory. After percolation the network would be 
expected to increase in strength with time, leading to an increase in the rigidity of the 
system and a decrease in the stress relaxation rate defined by exponent v. This occurs 
soon after the quench in the long potential systems at low temperatures as these form 
large densely packed regions which can support subtle slow relaxation mechanisms, 
leading to the observed low values of exponent v « 0.15.
The similarity between the results of the 24:12 and the 36:18 interaction 
potentials reflects the importance of interparticle interaction range on stress relaxation. 
The 12:6 potential range reaches past the nearest neighbours of a particle to influence 
a further shell of particles, which can greatly increase the rate of phase separation and 
the formation of dense regions in which stress relaxation is difficult. Restructuring is 
also made easier which decreases the ability of the system to maintain a metastable 
‘frozen’ state. The range of the two shorter-range potentials does not extend past the 
nearest neighbours and therefore the behaviour of both of these systems is influenced 
predominantly by the same first shell of particles and relaxation processes at long 
times are limited in number but comparatively facile.
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The lower temperature systems at small volume fractions for the long-range 
12:6 potential display slower stress relaxation than for higher volume fractions. This 
is probably due to a combination of increased difficulty of relaxation of a network at 
low volume fractions and a more co-operative relaxation mechanism at higher volume 
fractions due to the close proximity of other particles. A system spanning network 
forms at all volume fractions during phase separation, however at higher volume 
fractions the system spanning strands are typically thicker which helps dissipate the 
high stress caused by the network by local adjustments in the particle postitions. A 
requirement in the formation of an elastic gel phase in addition to the existence of a 
percolating network and an equilibrium modulus could also be that structural 
relaxation in a gel is artificially slow compared to that expected for a system at the 
same stage of phase separation without the additional stress created by a network. 
The lifetime of the elastic network depends on the strength of the interparticle 
interactions, the interaction range which determines the ease of restructuring (also 
influenced by the volume fraction), and the temperature. At high temperatures 
Brownian forces disrupt the network and aid relaxation. However Brownian motion 
could also help prevent collapse of the network, especially if the interactions are long- 
ranged which otherwise would lead to restructuring.
The high stress network that developed for the 12:6 potential at low 
temperatures and volume fractions is Theologically suggestive of a gel phase. However 
ironically these systems are continuously evolving structurally, more so than the other 
two potential systems, and do not form the metastable gel phase seen in transient 
gelation experiments. Conversely, although the short-range potential system at T* = 
0.3, 0 = 0.05 appears to reach a characteristic lengthscale which remains constant for a 
significant time (80-190 cT/Dq), the rapid decay of the stress autocorrelation function 
to zero indicates that the floes do not have the solid-like percolating network 
necessary for an elastic gel. A transient gel as seen in reversibly bonding colloidal 
systems is usually observed as an increase in the turbidity and a freezing of the
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characteristic lengthscale, both of which occur for this short-range potential system. 
The appearance of a gel-like state with respect to structural properties does not seem 
to be necessarily coincident with the appearance of a Theologically defined gel, which 
is more dependent on the overall strength of the interactions than on the kinetics of 
the phase separation.
The formation of a particle gd using m:n potentials, with realistic rheological 
properties depends subtly on the range of the attractive part of the potential. 
Although a short-ranged potential forms structures more reminiscent of the light 
scattering particle gels, their rheological (viscoelastic) characteristics are quite different 
to those of a real particle gel. For this rheological behaviour to be reproduced in a 
simulation model a long-range attractive potential would appear to be a requirement. 
Clearly these are issues which would benefit from further investigation and may lead 
to a deeper understanding of the requirements in real particle gels, both structurally 
and Theologically.
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4.3 The Equilibrium Modulus
If the system approaches a gel-like transient state, it is not easy for the 
instantaneous stresses in the system to decay since particles are trapped in a system 
spanning structure. In these kinetically arrested systems, the stress time 
autocorrelation functions, after an initial rapid decay, relax very slowly. This creates a 
near plateau region in the correlation functions, as discussed in the previous section, 
which is sometimes referred to as the equilibrium modulus, Geq [117]. The equilibrium 
modulus represents the long time or low frequency rheological response of a system 
and a finite equilibrium modulus could be associated with the presence of a yield 
stress (although there is no formal link between these two quantities). A metastable 
gel, however, is not in true thermodynamic equilibrium and these structures would be 
expected to collapse eventually. At this point, which is beyond the extent of these 
simulations, the correlation functions would decay to zero.
The value of Geq for a liquid is zero, the presence of a finite equilibrium 
modulus being a consequence of solid-like structure which can sustain the stress of an 
applied shear strain. In phase separating colloidal systems, it is the presence of solid­
like structure that results in gel-like rheology, in combination with long range 
connectivity. Percolation theory predicts an increase in Geq after the gel point with a 
power law dependence on the extent of reaction [137],
G„ «  e”
(4.9)
with (p = 1.94±0.1.
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rAs a working definition of Geq for this work, the correlation functions in each 
time-slice starting at time t0 were averaged over the period (tQ + 0.82) to (t0 + 1.64) 
reduced time units.
4.3.1 General Behaviour of the Equilibrium Modulus 
Following a Quench in Temperature
A finite equilibrium modulus developed in the systems for most of the lower 
temperatures, sometimes appearing immediately following the quench but in other 
cases becoming finite only after a period of time, the time depending on the phase 
point. For the systems in which the equilibrium modulus became finite, its value was 
observed to increase with time. The scatter in the results was generally quite high. 
The long-time values of the correlation function from which the equilibrium modulus 
is calculated is always of a higher uncertainty than at shorter times. Despite the 
scatter, the dependence of Geq on time could be represented reasonably well by a 
power law with an exponent * 1 in most cases.
Behaviour o f  the Equilibrium Modulus fo r  the 12:6 Interaction Potential
For the systems with the 12:6 interaction potential at the highest temperature, 
7* = 0.9, there was no finite equilibrium modulus at any volume fraction. These high 
temperature systems separate very slowly, as can be seen from the discussion of 
structural properties in Chapter 3. It is possible that given time these systems would 
develop an equilibrium modulus, although the Brownian forces present at these higher 
temperatures may disrupt any significant network formation.
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All of the systems at T* < 0.7 develop a finite equilibrium modulus which 
increases with time after its appearance. At 0=  0.05, 7* = 0.7 and 0.5, Geq becomes 
finite only after t ~ 23 P/D0 and remains low (< 0.1) for the higher temperature 
although it is clearly increasing. For all of the other phase points, Geq increases 
immediately after the quench. The value of G^ increases as the temperature decreases 
(Figure 4.21), apart from the system at 0 = 0.10, 7* = 0.5, which crosses over to 
higher values than at the lower temperature of 7* = 0.3 (Figure 4.22). This is 
probably due to the presence of a system spanning network conferring extra rigidity 
to the system which would not be present in a collapsed system. This feature is also 
present for the lower volume fraction of 0 = 0.05 at 7* = 0.5.
The value of Geq increases initially as the volume fraction increases, although 
at later times in the lower volume fraction systems, Geq often reaches the same final 
value as the higher volume fractions (Figure 4.23). Therefore Geq is not a simple 
function of density alone. However, for the lowest volume fraction, 0 = 0.05, Geq 
always remains at a lower value than for the higher volume fractions, except for at 7* 
= 0.5, the system in which a more elastic network prevents relaxation of the 
particles (Figure 4.24).
For all systems which develop a finite value of Geq, growth with time can be 
reasonably well-represented by a power law. The statistics are generally not good, 
however, since the later values of the correlation functions have few entrants in the 
accumulating array contributing to the average. There is some deviation from the 
power law behaviour at early times due to the rapid initial dynamics of particles 
interacting with the long-range 12:6 potential. The values for the exponent, (p, are 
given in Table 4.7. The power law exponent, (p, varies from 0.4 to 2.2.
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7 * /0 0.05 0.10 0.16 0.20
0.7 1.3 1.2 1.0 0.5
0.5 2.2 1.3 1.0 0.8
0.3 0.9 1.0 0.6 0.4
Table 4.7 Values o f  (p for the 12-6 potential at different volume fractions and temperatures. The 
uncertainty is estimated to be ±0.1.
The values of the exponent are in general significantly lower than predicted by 
percolation theory (1.94±0.1). However a network of particle5 with reversible 
interactions would not be expected to give the same results as those predicted by a 
theory based on permanent bonds such as percolation theory. Nevertheless the 
magnitude of (p is sensitive to the ability of the system to form a network, which it 
has already been demonstrated is a subtle interplay between several factors such as 
the range of the potential, temperature and average density. Also, percolation theory 
is valid for around the percolation threshold, which in rapidly separating systems 
occurs early in the simulation. The highest exponent, cp = 2.2, occurs for 0 = 0.05, 
7* = 0.5 indicating rapid strengthening of the solid-like character in this system. This 
phase point also displays the slowest relaxation of stress as discussed in Section 4.2 
which was interpreted as being the result of network formation.
The highest volume fractions, 0 = 0.20, display power law behaviour with 
very low exponents (0.4 < (p < 0.8). These systems are already densely packed and 
the equilibrium modulus increases rapidly in the initial stages of phase separation 
following the quench, within the time of the first correlation function calculated 
(Figure 4.25). At high volume fractions the solvent induced Brownian motion is an 
important means of relaxation, which is diminished in importance when the 
temperature is decreased. At lower volume fractions, the free space surrounding 
particles allows relaxation until phase separation creates regions of high density. This
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Figure 4.26 Evolution of G eq with time for different interaction potentials at 7* = 0.3
and 0 =0.16.
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results in a more gradual increase in Geq and allows for the higher power law exponent 
(Figure 4.25). The lack of dramatic evolution of the rheology at high volume fractions, 
after the initial rapid change following the quench, is mirrored by the behaviour of the 
structural properties discussed in Chapter 3.
Dependence o f  the Equilibrium Modulus on the Interparticle Potential
At 7* = 0.5, only the long-range 12:6 potential (which displays rapid phase 
separation) shows growth of the equilibrium modulus. The stress in systems 
interacting with the shorter-ranged potentials at this temperature decays rapidly to 
zero leading to a value of Geq = 0. At higher volume fractions for the short-ranged 
potentials there is some evidence of an increasing finite equilibrium modulus, however 
it fluctuates about zero and exists only transiently.
At the lower temperature of 7* = 0.3 for all potentials, all volume fractions 
develop a finite value of Geq which increases with a dependence on time that can be 
approximated by a power law. Values for the power law exponent are given in Table 
4.8. The value of Geq increases slightly with volume fraction and the exponent, <p, 
appears to decrease, reflecting the stronger driving force for phase separation at low 
densities because of the larger difference in energy between the initial and equilibrium 
states in these cases. However due to the scatter in the results the uncertainty in the 
value of the exponent is fairly high and this trend in (p with changes in the volume 
fraction cannot be confirmed. The 12:6 potential shows a volume fraction dependence 
in (p to a greater extent than for the shorter-ranged potentials, since at high densities 
the longer-range of the potential produces rapid initial aggregation of particles. The 
driving force for phase separation is subsequently low and the value of the exponent 
(p is small.
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Potential / 0 0.05 0.10 0.16 0.20
12-6 0.9 1.0 0.6 0.4
24-12 1.2 1.0 0.9 1.0
I 36-18 1.1 0.8 0.8 0.8
Table 4.8 Values o f (p for different potentials at T* = 0.3. The uncertainty is estimated to be ± 0.1.
The magnitude of Geq and its growth with time seems to be relatively 
independent of the interparticle potential for the two shorter-ranged potentials. The 
differences between the shorter-ranged potentials and the 12:6 potential shows the 
importance of the sphere of influence of a particle reaching beyond its nearest 
neighbours on the properties of a system. The longer-ranged potential produces 
aggregates with stronger mechanical properties than the two shorter-ranged potentials, 
especially at early times since phase-separation is more rapid. At lower volume 
fractions, the value of Geq remains higher for the 12:6 potential at all times (Figure 
4.27). For the higher volume fractions which are already quite densely packed at the 
beginning of the simulation, the systems eventually increase to the same value of Geq 
for all potentials (Figure 4.26).
For the system with the 36:18 potential which shows an arrest of growth of 
the characteristic lengthscale (0 = 0.05, 7* = 0.3) the behaviour of Geq does not 
display any significant formation of solid-like structure. Although Geq does increase 
with time, its value is low (< O.lj) which suggests that relaxation is not greatly 
hindered by network formation at long times. The value of Geq remains lower than for 
other volume fractions at the same temperature and does not show any signs of 
increased stress due to network formation as seen for the 12:6 potential at low 
temperatures and volume fractions. The growth of Geq reaches a plateau and shows 
no significant change throughout the time for which the characteristic lengthscale is 
frozen (80 - 160 a2/Do), as shown in Figure 4.28. The variation in the value of Geq
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during this time is quite large, a result of the fluctuating structure in this somewhat 
metastable state. Even though the value of Geq is low, it does indicate that there could 
be an associated very small yield stress representing a weak gel-like rheology.
4.3.2 Summary of the Behaviour of the Equilibrium Modulus
The equilibrium modulus represents the resistance of particles to move to 
enable the relaxation of stress between particles at long times and also the inability of 
particles to completely dissipate stress. A finite equilibrium modulus indicates the 
presence of solid-like behaviour which is necessary to form a gel. If a system is close 
packed, such as at high densities, relaxation is difficult and a high equilibrium modulus 
results. If a system is trapped in a system spanning frozen gel state with very strong 
interactions, relaxation can also be hindered producing a high equilibrium modulus. A 
system spanning structure may also be formed from particles with relatively weak 
interparticle interactions, such as for the 0 = 0.05, 7* = 0.3 system with the 36:18 
interaction potential. If the temperature is fairly high, the system spanning structures 
are transient and the particles are continually breaking and reforming bonds. The 
mobility of the particles means that relaxation of stress is possible and an equilibrium 
modulus may therefore not be present. In this case, although the structure appears to 
be metastable with respect to the characteristic lengthscale, the system is not gel-like 
in its rheological properties since there is no significant solid-like response.
As for the shear-stress autocorrelation functions it is interesting to note that 
although the short-ranged attractive potentials manifest gel-like features in the 
structure, the rheology (this time as measured by Geq) is least gel-like. The evidence 
seems to be building up that the ideal particle gel may be formed by particles 
interacting via very short-range potentials, but only if in addition there are some rigid 
bonds. This combines the requirement of tenuous network formation with elastic 
behaviour.
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4.4 Infinite Frequency Shear Rigidity Modulus
The infinite frequency shear rigidity modulus (sometimes referred to as the 
glass modulus [117]), G^, is a measure of the short time, high frequency response in 
stress and gives the solid-like behaviour of the system. GM, is a static quantity 
describing alternatively the instantaneous response in the shear stress (cr^) to a 
suddenly applied shear strain (7) i.e. G„ = 0 ^ / 7 . Equivalently, it is the storage 
modulus, G ’(co), in the limit of infiite frequency. In both cases a linear response is 
assumed (i.e. an infinitely small strain amplitude). Using the Zwanzig-Mountain 
formula for the infinite frequency shear rigidity modulus [147] it can be expressed in 
terms of the attractive and repulsive potential energy components of a system 
[55,188]. For an LJ 12-6 colloidal system the expression is,
_ p(l08(^)-18(«6})
15
(4.10)
where <u12> and <u6> are the average r ' 12 and r 6 interaction energy per particle.
Another estimate of G„ can be found from the value of the shear-stress time 
autocorrelation function at zero time,
6L = £ ) ( /= 0)
(4.11)
which is the method used predominantly here. For some systems, G^ was also 
calculated using Equation (4.10) as a consistency check.
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4.4.1 General Behaviour of the Infinite Frequency Shear
Rigidity Modulus in a Phase Separating System
The statistics for G<*> are much better than for the equilibrium modulus, Geq, 
since it is essentially a time average over the simulation rather than a correlated 
property which is less frequently sampled.. The value of G«, increases with time as 
phase separation leads to the formation and densification of clusters. The dependence 
of Goo on time can be represented well by a power law of the form,
(4.12)
Unlike the equilibrium modulus, Geq, the value of Goo is strongly volume 
fraction dependent, increasing as the volume fraction increases (Figure 4.29). At very 
short times after a perturbation or when a system is subject to a high frequency shear 
strain, which is the timescale of importance for the behaviour of Goo, the local 
structure is the factor with the greatest influence on the instantaneous elastic response 
of the particles. The temperature dependent Brownian motion is not so influential, as 
can be seen in Figure 4.30. This figure shows the temperature dependence of Goo with 
time for the 12:6 potential system at 0 = 0.1, the value of Goo increasing as the 
temperature decreases and the system becomes more aggregated. The early time 
values of Goo soon after the quench are not affected greatly by temperature and only as 
the local structure builds up with time, which occurs to a greater extent in the low 
temperature systems, does significant temperature dependence emerge.
The two methods for computing G„ (Equations (4.10) and (4.11)) agree well 
for phase points at high temperatures for which systems are at equilibrium in the one 
phase region and at high temperatures (7* = 0.9) which do not show significant phase 
separation. For the lower temperature phase separating systems, different values of
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Goo are obtained by the two methods, the values calculated from the stress 
autocorrelation functions being greater than those calculated via the interaction energy 
(Figure 4.31). The difference in the results for the non-equilibrium systems is 
probably caused by the inhomogeneous phase separated nature of the structure. The 
theory leading to the Zwanzig-Mountain formula given by Equation (4.10) is based 
on the assumption that the system is homogeneous. This leads to an underestimation 
of the value of G« in phase separating systems where the particles contributing to the 
interaction energy are not evenly distributed. The difference between the two 
estimates increases as phase separation proceeds with time and the homogeneity of 
the system decreases.
The Infinite Frequency Shear Rigidity Modulus fo r  the U  12:6 Potential
The value of G« generally falls within the range 0.2-10, of the same order as 
the values found from molecular dynamics simulations of high temperature stabilised 
LJ 12:6 fluids [188], although values for the exact phase points used in this work are 
not available. As the volume fraction decreases and more free space surrounds the 
particles, the elastic response and therefore the value of G«, also decreases.
The infinite frequency shear modulus increases with time after the quench as 
phase separation leads to the formation of high density regions. At the highest 
temperature of 7* = 0.9, there is only a small change in G« with time resulting in very 
low values of exponent 6 (Figure 4.30). This reflects the relative metastability of 
these phase points and the low level of structural reorganisation. In the lower 
temperature systems where phase separation occurs more rapidly, the time 
dependence of G« is much greater.
The dependence of G<*, on time is represented well by a power law for all 
phase points. The exponent characterising the power law, 6, is given in Table 4.9 for
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Figure 4.32 Evolution of G x with time at different volume fractions for a 12:6
interaction potential at 7* = 0.3.
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different volume fractions and temperatures. The power law exponent increases as 
the volume fraction decreases. For all volume fractions except the lowest (0 = 0.05), 
G„ tends towards the same value at later times (Figure 4.32), the value characterising 
the high density phase which is forming. The high volume fraction systems are 
initially close to this density, so the energy difference between the initial and final high 
density phases, and thus the driving force for separation is low.
7* / 0 0.05 0.10 0.16 0.20
0.9 0.06 0.13 0.11 0.08
0.7 0.33 0.29 0.23 0.15
0.5 0.73 0.54 0.31 0.21
0.3 0.44 0.44 0.23 0.18
Table 4.9 Values o f the exponent 0 for different phase points with the 12-6 interaction potential. The 
uncertainty is estimated to be ±  0.05.
The power law exponent, 6, displays a maximum at 7* = 0.5, decreasing for 
the lower temperature systems at 7* = 0.3 (Figure 4.33). At this low temperature, 
although the driving force is greater, the rate of phase separation is inhibited by the 
slower dynamics. This produces the observed peak in the temperature dependence of 
Goo, as seen also for the exponent y characterising the power law decay of the 
interaction energy. In fact the behaviour of the exponent 6 in general showed 
similarities to that of y, which is not unexpected since both are configurational 
averages of the interparticle interactions, weighted heavily to nearest neighbour 
interactions.
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The Dependence o f  the Infinite Frequency Shear Rigidity Modulus on 
the Interaction Potential
The high temperature systems, 7* = 0.5, display a small increase in G„ with 
time for the 24:12 potential, however the power law exponent, given in Table 4.10, is 
very low for all volume fractions (~ 0.07) reflecting the lack of any significant 
structure formation (Figure 4.34). For the shorter-ranged 36:18 potential, the value of 
Goo does not change throughout the simulation for the high temperature systems 
(Figure 4.35). This reflects the lack of significant change in the local structure 
resulting from the metastability of these phase points. The noise in the values of G« 
is higher for the longer-range potentials (Figure 4.36). These systems are subject to 
rapid phase separation and restructuring forces are much larger than for shorter-range 
potentials. This creates larger fluctuations in the structure and consequently larger 
stress fluctuations.
At the lower temperature of 0.3, phase separation occurs to a greater extent 
leading to the formation of more solid-like regions with high elasticity. The change in 
Goo with time is consequently much larger for all potentials. The value of G„ increases 
as the interaction potential becomes shorter-ranged, the highest value being GTO « 60 
for the 36-18 potential (0 = 0.20) while for the 12-6 potential Goo does not reach 
higher than 20 (Figure 4.36). Particles interacting via shorter-ranged potentials form 
large structures with many interactions, which are tenuous rather than densely packed. 
The value of Gw is typically higher for the shorter-range potentials because the 
confining potential well is steeper on both sides of the minimum for the the higher n 
and m values. A similar observation has also been found for purely repulsive r n 
potentials, the value of G« increasing as n increases, being infinite for the hard-sphere 
potential (i.e. n -» oo) itself [144,189],
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Potential / 0 0.05 0.10 0.16 0.20
12:6 0.73 0.54 0.31 0.21
24:12 0.07 0.07 0.08 0.07
36:18 0.02 0.01 0.01 0.02
Table 4.10 Values o f the exponent $ for different interaction potentials at T* = 0.5. The uncertainty 
is estimated to be ±  0.05.
Potential / 0 0.05 0.10 0.16 0.20
12:6 0.44 0.44 0.23 0.18
24:12 0.38 0.26 0.2 0.17
36:18 0.32 0.24 0.19 0.19
Table 4.11 Values o f the exponent 9 for different interaction potentials at T* = 0.3. The uncertainty 
is estimated to be ± 0.05.
At 7* = 0.3, the value of G« increases with power law dependence on time, 
the exponent, 0 increasing for lower volume fractions due to the large driving force for 
phase separation. The power law behaviour of Gx with time is good (Figure 4.36) the 
exponents, which are given in Table 4.11, increasing with decreasing volume fraction 
from $ «  0.17 at 0 = 0.20 to 6 ~ 0.44 at 0 = 0.05 (Figure 4.37). The lower volume 
fraction systems have a larger difference between the energy of the initial and final 
states, therefore having a greater driving force for phase separation leading to a higher 
time dependence of G„. The value of 6 however seemed to be fairly independent of 
interaction potential for this lower temperature. Although longer-ranged potentials 
facilitate reanrangement and therefore phase separate more rapidly, the value of G„ 
depends on local structure which also builds up quickly for short-ranged potentials 
leading to similar rates of increase in G„.
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4.4.2 Summary of the Evolution of the Infinite Frequency 
Shear Rigidity Modulus
The infinite frequency shear rigidity modulus, describes the short time, 
high frequency response of a system to stress. Following a quench in temperature, 
the value of G„ increases as the particles aggregate and local structure becomes more 
compact. The increase in GM with time can be described well by a power law. The 
exponent characterising the power law, 0, increases as the volume fraction decreases, 
reflecting the larger driving force for phase separation. The temperature dependence 
of 0 displays a maximum at 7* = 0.5, mirroring the behaviour of y, the power law 
exponent characterising the evolution of the interaction energy.
Unlike the equilibrium modulus, Geq., which is strongly temperature dependent 
but relatively independent of the volume fraction, Gw is influenced most by the local 
density. Local structure is very important in determining the strength of the 
instantaneous elastic response, high volume fractions or a more ordered local structure 
having a high elastic response causing an increase in G*,. At low volume fractions 
there is more free space surrounding particles the value of GTO is small. The 
temperature dependence of G„ arises through the increasing aggregation of particles as 
the temperature decreases and therefore appears at later times in the phase separation. 
The value of G„ increases as the range of the interaction potential becomes shorter, 
reflecting the shape of the confining potential well and the greater degree of local 
ordering in these systems. This was also seen in the pair distribution functions which 
displayed evidence of crystallisation for the shorter-ranged potentials. In these 
tenuous but highly locally ordered systems with spanning networks, the value of G«, 
is high since nearest neighbour particles are more likely to be close and near the 
bottom of their respective potential wells.
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4.5 Calculation of the Linear Viscoelasticity
The dynamic moduli of colloidal systems are very important practically since 
they describe the dynamic response of a material to stress. The evolution of the 
rheological properties in phase separating systems and transient gels, however, 
presents a number of problems. The rheological properties of materials are found 
experimentally by shearing the samples. In colloidal systems the rheology is 
intrinsically related to the microstructure [190]. The application of shear therefore 
presents a problem when looking at aggregating systems for which the structure is 
very easily influenced by external forces [95]. It has been shown that the clusters 
forming in aggregating systems are very sensitive to the shear forces imposed on the 
system, thus affecting the rheological properties of the system. Any rheological 
experiments on aggregating systems must therefore be performed at very low shear 
rates and even then care must be taken to assess the effect of shearing the sample on 
the results. Weakly interacting particle gels are particularly sensitive to external forces 
and clusters are easily broken up.
In computer simulations, the rheology is also often found by imposing a shear 
force on the system, which incurs the same problems as the experimental technique. 
Another method of calculating the linear viscoelasticity in simulations is through a 
Green-Kubo type formula which expresses the complex shear modulus, G*, through 
the Fourier transform of the stress-time autocorrelation functions, Cs(t) which were 
described in Section 4.2. The complex shear modulus is given by,
G"(m) = G'(co)+i(7'(a>)
(4.13)
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which when separated into the real and imaginary components gives the storage 
modulus, G ’ which describes the elastic behaviour of the system as,
= J  a>Cs(t) sinm/d/ 
o
(4.14)
and the loss modulus, G ” is given by,
c*o
<7'(m) = J coCs(t) cosrn/d/
0
(4.15)
which describes the viscous response of the system. In some cases calculation of the 
viscoelasticity from the stress autocorrelation functions works well, providing a result 
which is guaranteed to be in the linear regime. However in the case of phase 
separating colloidal systems, the formation of high density phases and sometimes gel 
formation can lead to stress-time autocorrelation functions which become extremely 
slowly decaying. If the correlation functions do not decay to zero, errors can be 
introduced in the calculation of the integral making this method inaccurate for all 
frequencies, even in the high frequency limit.
A different method used in this work involves the calculation of G ’ and G ’ ’ 
directly from the stress tensor via two dimensional Fourier transforms. Although 
errors are still introduced from the time domain truncation of the stress, which are also 
present in the calculation of the correlation functions, this method avoids the 
additional error introduced in the truncation of the correlation function in time which
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appears in the Green-Kubo method. The resulting equations, the derivations for 
which are given in Chapter 2 are,
(4.16) 
and
(4.17)
where a’xy(f) is the xy component of the stress tensor at time t. The same equations 
can also be applied to the xz and yz components of the stress tensor to improve 
statistics. These results are guaranteed to be in the linear regime, as they are if 
calculation is via the stress autocorrelation functions, since the application of external 
forces is not necessary.
Since the interparticle interactions in this work are weak and reversible, non­
equilibrium simulations (the direct application of shear) were not used to obtain the 
viscoelastic properties of the systems. The values of G ’ and G ’ * were calculated via 
the Green-Kubo method (Equations (4.14) and (4.15)) and for some phase points by 
the direct method from the Fourier transformation of the temporal evolution of the 
interparticle stress (Equations (4.16) and (4.17)).
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Figure 4.38 Comparison of G ’ and G "  calculated via the stress autocorrelation 
functions and by the direct method for the 12:6 interaction potential at 7* = 0.9 and 0 
-  0.05. The system shows little phase separation and therefore the same result is 
obtained from the two methods.
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Figure 4.39 Comparison of G ’ and G ” calculated via the stress autocorrelation 
functions and by the direct method for the 24:12 interaction potential at 7* = 0.3 and 
0 = 0.16. The system shows significant phase separation and the value of G ’ and G ” 
is underestimated when calculated via the stress autocorrelation fnnrtinns .
4.5.1 Comparison of the Green-Kubo Method and the Direct 
Method of Calculating the Linear Viscoelasticity
At high temperatures, since the stress-time autocorrelation functions decay 
completely to zero, there is no truncation error introduced during Fourier 
transformation. The resulting viscoelasticity as calculated by the two methods is 
therefore the same, as shown in Figure 4.38 which shows G ’ and G ” for the 12:6 
interaction potential at 0 = 0.05, 7* = 0.9. The lower temperature systems, 
especially those with the long-ranged 12-6 potential which undergo rapid phase 
separation, develop a plateau at finite stress reflecting the development of solid-like 
structure. In these cases the values of G ’ and G ” are underestimated by calculation 
via the correlation functions at later times when phase separation is significant. This 
is shown in Figure 4.39 which compares the results from the two methods for the 
24:12 potential at 0=  0.16, 7* = 0.3.
4.5.2 General Behaviour of the Storage and Loss Moduli
The higher temperatures for all potentials display the typical viscoelastic 
behaviour of a colloidal fluid throughout the simulation (Figure 4.38). At low 
frequencies the loss modulus, G ”, dominates the response of the system to stress. 
The value of G 5 increases with frequency until it crosses G ” to become dominant. 
This reflects the predominantly viscous character of these relatively dispersed 
systems at low frequencies but a crossover to an increasingly elastic response above a 
critical frequency. For a Maxwell liquid, a model representing a simple viscoelastic
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material, the correlation function is assumed to be represented by a simple 
exponential,
C,(t) = G .e~
(4.18)
and giving the frequency response as,
G jr n X  
G'= x ’
1 + (tor)2
(4.19)
and
gJ cot)
G" -  K 1
1 + {my
(4.20)
The crossover of G ’ and G ’’ occurs at a critical frequency which is given by,
1co= —
T
(4.21)
For lower temperature systems displaying more extensive phase separation 
leading to the formation of aggregated dense structures, the behaviour of G ' and G ’ ’ 
becomes more time dependent. Mirroring the evolution of the structural properties 
(Chapter 3), the viscoelastic characteristics change most in the early stages of phase 
separation becoming almost time independent at later times (Figure 4.40). The solid­
like character increases with time indicated by the storage modulus (representing the 
elastic response to stress) increasing and the crossover to dominant elastic behaviour 
moving to lower frequencies with time.
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to {Data2)
Figure 4.41 G ' and G ” for the 12:6 interaction potential at T* = 0.3 and <f> = 0.05 
showing largely solid-like rheology at late times.
co (Do/a2)
Figure 4.42 Evolution of G ’ and G ” for the 12:6 interaction potential at 7* = 0.5 and 
0 = 0.05 showing an extended crossover region at early times and a much clearer 
crossover later in the simulation.
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Behaviour o f  G  ’  and G  ’  '/0 7  the 12:6 Interaction Potential
For the 12:6 potential at the lowest temperature (7* = 0.3) G * crosses G ” to 
become dominant at low frequencies (co « 1) indicating that these systems are strongly 
solid-like (Figure 4.41). This occurs at early times in these rapidly phase separating 
systems. At the highest temperature (7* = 0.9) phase separation is minimal and 
viscous character is predominant up to fairly high frequencies (Figure 4.38). For 
phase points between these two limiting cases, G ’ and G ” appear to overlap for a 
significant frequency range as the rheology changes from predominantly viscous to a 
more solid-like response (Figure 4.42, 4.40b). Although this is due to noise to some 
extent, which blurs the exact crossover point, the two moduli are still running near to 
parallel for this region. The occurrence of parallel moduli, usually displayed as a 
frequency independent region in the loss tangent, tan(<5), where,
tan <5 =
G'
(4.22)
has been used as a probe of the gel point in a number of rheological experiments 
[137,138,186], becoming independent of frequency at the gel point. Due to the scatter 
in G ’ and G ” in the simulation results, a plot of tan(<5) does not clearly display a 
frequency independent region, although some frequency independence is shown from 
co *  1 - 100 for the later plots, compared to the plot for t0 -  0 (Figure 4.43). This 
behaviour suggests that as aggregation proceeds, a gel-like phase is formed, probably 
when the clusters are still quite tenuous. As restructuring leads to compactification of 
the clusters, the rheology develops a more solid-like behaviour, the value of G ' rapidly 
increasing above G ” at low frequencies. For the low temperature phase points (7* = 
0.3), this ‘gelation’ period is expected to occur at very early times, within the first 
time section (/ < 3.2 PlDf), for these cases the rheology is strongly solid-like from 
early times in the simulation.
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Figure 4.43 Evolution of the loss modulus for the 12:6 interaction potential at T* = 
0.5 and 0 = 0.05.
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The Effect o f  the Interparticle Potential on Linear Viscoelasticity
The systems become more viscous as the interaction potential range becomes 
shorter, reflecting the less extensive phase separation and the rapid stress relaxation 
for the shorter-ranged potentials. None of the systems with the shorter-ranged 
interaction potentials display the high degree of solid-like behaviour, as seen at the 
low temperature phase points for the 12:6 interaction potential. The largely viscous 
nature of particles interacting with short-ranged potentials is also indicated by the 
rapid decay of the stress-time autocorrelation functions (Section 4.2) and the low 
values of the equilibrium modulus (Section 4.3). The plots of G ’ for the three 
potentials at 0 = 0.16, 7* = 0.3 show that the elastic response increases with 
frequency much more rapidly for the 12:6 potential than for the shorter-ranged 
potentials, reflecting the high degree of solidity of the dense aggregates (Figure 4.44a). 
The value of G * for the short-ranged potentials increases more gradually, however 
eventually at high frequencies the elastic response becomes stronger then for the 
longer-ranged potentials. This reflects the more ordered local structure displaying a 
high degree of crystallinity as the potential becomes more short-ranged.
The loss modulus, G ’ ’, falls rapidly at high frequencies for the long-ranged 
12:6 potential, again indicating a largely elastic response due to the dense compact 
clusters (Figure 4.44b). For the shorter-ranged potentials, the value of G ” does not 
decrease to the same extent, although it does crossover to lower values than G \ This 
reflects the more tenuous nature of the aggregates which retain a degree of fluidity that 
is not found for the 12:6 potential.
The 24:12 potential systems display more development of solid-like rheology 
than for the shorter-ranged 36:18 potential, the crossover between G * and G ’ ’ moving 
to lower frequencies as phase separation leads to the formation of larger and denser 
clusters (Figure 4.45). However the value of G ’ ’ for the 24:12 potential systems does
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Figure 4.44 (a) G ’ and (b) G ” shown for different interaction potentials at 7* = 0.3 
and 0=0.16.  Shorter-ranged potentials display a more viscous rheology.
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not fall rapidly as for the 12:6 potential indicating a more viscous rheology than for 
the longer-ranged potentials. The evolution of the rheology as the potential range is 
changed appears to be quite gradual, the low frequency response for the 24:12 
potential retaining some characteristics of a longer-ranged potential while the high 
frequency response is closer to than of a shorter-ranged potential. The strength of the 
elastic response at high frequencies is due to the local crystallisation that occurs for 
this potential, the more slowly developing low frequency elastic response being due to 
the formation of relatively large amorphous clusters on a longer lengthscale.
The viscoelasticity of the system at 0 = 0.05, 7* = 0.3 for the 36:18 potential 
shows more evidence of a change in the rheology of the system than is indicated by 
the stress autocorrelation functions (Figure 4.46). Initially this system is quite 
viscous in character, however as phase separation proceeds there is an increase in G ’ 
resulting in an extended crossover region as seen for some of the systems with the 
12:6 interaction potential. This suggests that even though stress relaxation is rapid, as 
revealed by the stress autocorrelation functions, there is a small amount of solid-like 
character in the system which may therefore be in a gel-like state. The low value of 
Geq for this phase point, however, indicates that solid-like character is very weak.
4.5.3 Summary of the Evolution of the Linear Viscoelasticty
The viscoelastic behaviour of the systems mirrors the differences in structural 
evolution for the different interaction potentials. The rapidly collapsing systems with 
the 12:6 potential form dense solid-like clusters with a largely elastic response. The 
formation of a more tenuous structure which is easily distorted at low to mid 
frequencies leads to a more viscous response until relatively high frequencies. The 
low temperature short-ranged potentials formed aggregates with a high degree of 
crystallinity. This local ordering was revealed in the linear viscoelasticity as a high 
value of G ' at high frequencies.
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The evolution of the linear viscoelasticity showed the change with time from 
initial viscous behaviour to a much more solid-like rheology as phase separation led 
to the formation of dense compact regions. The solid-like behaviour was strongest 
and stretched from the lowest frequencies for the rapidly restructuring long-range 12:6 
potential. For the shorter-ranged potentials the rheology remained more viscous, 
although solid-like character did increase at low temperatures.
During evolution from a predominantly viscous phase to one with more solid­
like character the crossover from dominance of G ” to G ’ moves to lower frequencies. 
For some systems, the crossover between G * and G ’ ’ stretched over an extended range 
of frequencies. Over this region G ’ and G ” are approximately parallel and have been 
associated with a gelation transition. This gel-like behaviour in the crossover between 
G ' and G ” is also displayed by the system which shows an arrest of the growth of 
the characteristic lengthscale, a feature seen in transient gelation. This suggests that 
the system may be in a transient gel state although the low value of the equilibrium 
modulus for this systems indicates that any gel-like behaviour is extremely weak.
For the rapidly evolving low temperature systems, values of G ’ and G ” were 
calculated directly from the off-diagonal elements of the stress tensor instead of 
through the stress-time autocorrelation functions. This enabled their calculation even 
when the autocorrelation functions decayed very slowly, a feature of gel formation, 
which is not possible when using the autocorrelation method. One of the problems of 
the direct method of calculating G' and G ” is the long times required for the 
calculation of two dimensional Fourier transform. It may be possible to reduce this 
time by using a fast Fourier transform routine. Alternatively the number of time steps 
used in the calculations can be decreased. This may, however, increase the noise in the 
results and would increase the lowest frequency which is possible to calculate.
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5. Conclusions and Prospects for Future Work
5.1 Overview of the Evolution of Aggregate Structure in 
Phase Separating Colloidal Fluids
In Chapter 3 the structural characteristics of model phase separating colloids 
and the evolution of the structure with time were discussed. The results compare well 
with light scattering experiments and with other simulations. In systems quenched 
into the spinodal region, clusters followed classical spinodal decomposition behaviour. 
A peak appeared immediately at low wavevectors in the structure factor which grew 
in intensity and decreased in wavenumber as phase separation proceeded. The higher 
temperature low volume fraction systems for all potentials display evidence of 
metastability to varying degrees, either in the appearance of the peak or in the 
movement of the peak to longer lengthscales. The degree of metastability increased 
with decreasing volume fraction and increasing temperature. Even in the metastable 
systems, small loose floes were formed which were picked up by the pair distribution 
functions and to a greater degree by the small angle scattering peak of the structure 
factor. These floes did not increase in size and are probably highly mobile and 
transient in time. This is consistent with the nucleation from a metastable system 
with clusters forming and disintegrating until a stable cluster of critical size is formed.
The coarsening of the aggregates could be represented fairly well by power law 
growth of the small angle scattering peak intensity, peak position and interaction 
energy. Power law growth is often used in theories of phase separation. The validity 
of power law theories, however, is dependent on the dominance of a single growth 
mechanism. The mechanism is determined by the volume fraction and the extent of 
aggregation, therefore changing as phase separation proceeds. Especially for the
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rapidly separating long-ranged interaction potentials, the correspondingly rapid 
changes in structure often lead to a continuously changing mechanism and the growth 
could therefore not be described as well by power laws in the characteristic 
lengthscale. Inevitably, the finite size of the simulation box also affected the later time 
behaviour of the characteristic lengthscale which contributed to the inability of the 
growth to be characterised by a single power law. For earlier times the power law 
exponent a, characterising the time dependence of the characteristic lengthscale 
generally fell in the range 1.5 to 3.3, increasing with decreasing volume fraction and 
decreasing range of interaction potential. This corresponds to a change from cluster- 
cluster agglomeration to the Lifshitz-Slyozov single particle diffusion mechanism. 
The exponent also increased as the interaction potential became more short-ranged and 
dissolution of small clusters becomes more facile.
Dynamic scaling of the small angle scattering peak was not found for systems 
which showed signs of metastability, or for the rapidly restructuring high volume 
fractions following a deep quench. In the case of the metastable systems there was no 
significant growth of the small angle scattering peak and for high volume fractions 
rapid restructuring led to a structural growth that was not self similar in time. For the 
systems which did display dynamic scaling, those with less rapid phase separation 
which occur at high temperatures, low volume fractions or for shorter-ranged 
potentials, the estimate for the fractal dimension obtained by this method was 
typically high, between 2 and 3.
The extensive restructuring in non-permanently bonding systems such as for 
LJ type potentials presents difficulties when using temporal changes in the small angle 
scattering peak to determining the fractal dimension of the developing structures. 
Restructuring can cause a large increase in intensity without corresponding changes in 
the position of the peak since the fractal dimension is changing with time. This leads 
to the high values found for S(k„)!km (in some cases4>4). Restructuring also causes
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the occurrence of a range of fractal dimensions in the system, from a dense core to the 
more diffuse outer region of an aggregate. Any calculation of a fractal dimension will 
therefore be an average dimension for the system over a range of lengthscales 
determined by the method used.
The early time structure in all systems is thought to be of low fractal 
dimension, as found in another Brownian dynamics simulation of aggregating LJ 12-6 
particles which found extremely low values of df down to 1.4 [79]. Phase separation 
in this other study was continued only for short times after the quench, typically 0.45 
of our reduced time units, the longest run being about 1.58 reduced time units. 
Evidence of a low initial fractal dimension is not found in this work for the long-ranged 
potentials or in the low temperature high volume fraction systems. Restructuring 
rapidly leads to the formation of much denser clusters, especially for longer-ranged 
potentials, as indicated by the developed short-range structure of the pair distribution 
functions and the fractal dimensions obtained from the high k  behaviour of the 
structure factor. The rate of restructuring is dependent on the temperature, the 
volume fraction and the interparticle potential. The final structure of the aggregate 
was always dense and non-fractal, although if a metastable state was reached this was 
delayed for a considerable time. Increasing the volume fraction lead to an increase in df 
as both packing considerations and interpenetration of clusters increases, preventing 
the formation of more open clusters. This effect has also been seen in DLCA 
simulations [31].
The lengthscales probed by the high wavevector region of the small angle 
scattering peak is approximately 2-6 <j. The low fractal dimensions obtained from 
this region for the more metastable systems do not necessarily point to the formation 
of well-defined fractal aggregates, but to loose associations between particles on long 
lengthscales. The pair distribution functions for these generally high temperture 
systems showed some local structure in the distance range 1 - 2 a  followed by some
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weak association at longer range, which however also do not give any well-defined 
fractal structure.
The long distance structure of the pair distribution functions also showed 
some evidence of fractal structure, however this was often of a lower dimension than 
that obtained from the structure factor. The fractal behaviour of the pair distribution 
function was usually only found at long distances and over a limited distance range. 
Along with the higher values found from the structure factor (which gives more of an 
overall dimension) these limited range low dimensions from the g(r) suggest that 
perhaps the clusters have a dense core with a loose fractal outer shell.
In the densification of aerogels (sintering) it has been suggested that the fractal 
dimension of the clusters remains unchanged, but the range over which the scaling 
holds is reduced, the small length cut-off becoming larger and the long range cut-off 
moving to smaller distances [191]. A similar effect seems to occur in the restructuring 
clusters formed by aggregating colloidal particles with these LJ-type potentials. The 
dense core, as seen in the g(r) functions, increases to larger r as aggregation proceeds, 
the fractal outer region moving out in distance.
The fractal dimension is strongly dependent on the strength of attraction 
between particles, increasing continuously as the interaction strength decreases, as 
seen in both experimental systems of gold sols [19] and in other simulations with 
finite interparticle attraction energy [192]. Short-ranged but strongly interacting 
potentials do not encourage the formation of compact clusters at later stages by 
rearrangement to the same extent as longer-ranged potentials. Therefore fractal 
clusters exist for longer times for the shorter-ranged potential systems. Fractal 
dimensions of less that 3 are often found in aggregating colloidal systems with short- 
ranged potentials [40,81,180,181]. Although potentials with a short interaction range 
promote local order and display more evidence of crystallisation in the pair
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distribution functions, on longer lengthscales the systems are often disordered. Fractal 
structures form that can exist for long times. With a long-range potential the particles 
are pulled into much denser homogeneous separate phases.
The pair distribution functions describe local structure. For the shorter-ranged 
potentials it is possible for the strands of particles spanning the system to have a 
fractal arrangement, whilst the local arrangement of the particles in the strands is 
highly ordered. This longer-range fractal structure can be discerned from the small 
angle scattering peak maximum in the structure factor, which is more able to determine 
the dimension of the arrangement of the clusters. This could also be the cause of the 
‘average’ fractal structure in the longer distance g(r) through a weakly peaked region.
The pair distribution functions displayed regions of low fractal dimension, 
however they were only valid over a small range at relatively long distances after 
strongly peaked regions defining the local structure. This suggests that it may be just 
the surfaces of the clusters that have a fractal structure whereas the bulk of the cluster 
is quite dense. The same conclusion can be drawn from the values of the fractal 
dimensions obtained from the high k  short lengthscale behaviour of the small angle 
scattering peak. Many of the systems displayed Porod behaviour, a power law with 
an exponent of -4 indicating smooth surfaces surrounding a dense cluster. However 
some of the systems gave lower values for the fractal dimension suggesting that the 
surfaces are fractal. Therefore it is possible that regions of fractal structure only 
appear for these systems over a narrow lengthscale.
The evolution of the interaction energy reflects the increasing association of 
particles. The decrease in the interaction energy with time could be approximated well 
by a power law. Since the interaction energy depends on relatively short-range 
structure (the range of the interaction potential) it is not clearly related to power law 
exponents characterising the growth of the characteristic lengthscale. The low
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wavenumber region of the structure factor from which this quantity is calculated 
describes long-range correlations. The energy exponent, however, displayed a 
maximum as the temperature decreased which was mirrored by the behaviour of 
S(km)/km which relates the ordering and extent of aggregation to the characteristic 
lengthscale, therefore being more closely related to the interaction energy. As the 
temperature is decreased, the rate of phase separation first increases as the driving 
force for phase separation becomes larger, then as the temperature is lowered further 
the dynamics of the system slows leading to a decrease in the rate of phase separation 
even though the driving force is strong (the mean square Brownian force is 
proportional to the temperature).
The percolation characteristics of a system are important in relating its 
structure to the mechanical properties. A percolating network of particles can confer 
rigidity to a system, increasing its mechanical strength and elasticity. The long-ranged 
12:6 interaction potential can more easily form a percolating network of particles and 
is therefore expected to have solid-like properties. This was confirmed by the 
calculation of rheological properties in Chapter 4. The percolation pair connectivity 
length Lp displayed a sudden increase at some phase points. This could be due to 
necking and break-up during the coarsening mechanism which is an important growth 
mechanism in percolating systems. The increase in Lp is caused by the sudden 
‘snapping’ of weakly connected links as the particles are pulled into denser regions.
As the potential range becomes shorter-ranged, percolation on a physically 
meaningful lengthscale is more difficult. Systems of particles with the 36:18 
interaction potential percolated only at high volume fractions. The system at 0 = 0.0G>, 
7* = 0.3 displayed freezing of the characteristic lengthscale during phase separation, 
after the occurrence of a significant amount of particle aggregation. This is a feature of 
transient gelation which has been observed by light scattering studies of phase 
separating colloids [41]. In the simulation, however, the system does not percolate on
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physically significant lengthscales and is therefore unlikely to have the solid-like 
characteristics typical of a conventional gel system formed by more permanently 
interacting particles. Percolation may therefore prove not to be necessary for the 
formation of the metastable states in phase separating colloidal systems, however for 
the formation of gel-like rheology, the system must percolate on a physically relevant 
value of Lp.
5.2 Overview of the Evolution of Dynamic Properties of 
Phase Separating Colloidal Fluids
The change in the dynamic properties of model colloidal systems during phase 
separation were discussed in Chapter 4. Measurements of dynamic behaviour, such 
as rheology and particle self diffusion, are only clearly defined for a system at 
equilibrium. In a phase separating system these quantities are themselves evolving. 
Their value is therefore dependent on the time elapsed following the quench and also 
on the time over which the quantities are measured. The change in these properties 
with time, however, can still give insight into the evolution of mechanical properties 
during phase separation. Phase separation leads to increasingly solid-like behaviour as 
the particles aggregate and restructure, eventually forming a dense mass for the more 
rapidly separating long-ranged potentials at low temperatures. The increasing 
solidification of the aggregates leads to slowing of particle self diffusion and increasing 
difficulty of stress relaxation.
The form of the mean square displacements, msd, cannot be represented 
throughout the range of volume fractions, temperatures and interaction potentials by 
either a power law or by a linear relationship. The more slowly separating high 
temperature systems and those with shorter-ranged potentials can be approximated 
by a linear relationship with time (so-called Fickian diffusion), as is found for
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equilibrium systems. For the more rapidly phase separating systems at low 
temperature and with long-ranged potentials a power law dependence on time is more 
appropriate reflecting the non-ergodic nature of the dynamics of phase separating 
systems. However since both the diffusion coefficient calculated from the slope of 
the msd and the power law exponent decrease with time, there is some deviation from 
the linear and the power law fit. The behaviour of single particle diffusion properties 
shows a gradual evolution through phase points and interaction potential range.
The long-time self diffusion coefficient calculated from the best linear fit of the 
msd was used to compare the systems. Its value decreases with time approaching a 
plateau at long times, the value of which is referred to as Dnm. For the 12:6 interaction 
potential at low temperatures, the value of DUm falls close to zero reflecting the dense 
compact nature of the solid-like aggregates. The value of Dum increases as the 
interaction potential becomes more short-ranged and the formation of more tenuous 
aggregates allows greater long-time mobility. At long times particles in tenuous 
strands can be more mobile than those held in a dense amorphous cluster. For the 
36:18 potential at 0 = 0.05, T* = 0.3, the system in which some evidence of a gel-like 
state is indicated by the structural results, the value of Diim falls only to * 1, 
suggesting that even in this situation the particle motion is still not arrested. The 
mobility of the particles also suggests that the rheology of this system is unlikely to 
have the strength and elasticity associated with gels formed from permanently bonded 
particles since stress can be dissipated through the motion of the particles which are in 
no way confined to have fixed neighbours.
Single particle motion is limited in its ability to show the influence of system- 
spanning structures, which is often better described by collective dynamic quantities 
such as the shear-stress time autocorrelation function, Cs(t). The decay of Cs(f), 
represents stress relaxation in the system. This function changes from an initial 
behaviour that is most closely described by a stretched exponential to a more power
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law-like decay in the later stages of phase separation. The power law exponent 
decreases with time as restructuring leads to the formation of a denser structure in 
which further stress relaxation becomes increasingly difficult.
The more strongly interacting systems, those at low temperatures or with 
long-ranged potentials, display the strongest power law behaviour of Cs(t) and the 
lowest power law exponents. This reflects the formation of dense compact structures 
in which relaxation is hindered, as shown by the visual representations of the 
aggregates in Chapter 3. The very low exponents at 7* = 0.3 for the 12:6 interaction 
potential and the low values of the long time self-diffusion coefficient, which is 
essentially zero for this state, indicate a gas/solid phase separation. The formation of 
a dense, amorphous phase is also suggested by the form of the g(r) functions. There 
is however some restructuring on a local scale since there is still evolution of the 
interaction energy and of the intensity of the small angle scattering peak.
The more metastable phase points at high temperature and low volume 
fraction show rapid dissipation of stress throughout the simulation. The high volume 
fractions at high temperatures also display rapid relaxation. These systems show 
evidence of phase separation and clustering from the structural results, however the 
particles are highly mobile at these temperatures and the large Brownian forces 
provide a means for rapid stress relaxation.
Stress relaxation is slowest for the 12:6 interaction at the state variables 0 =
0.10, 7* = 0.3. The slower relaxation at low volume fractions, rather than for the 
densely packed high volume fractions, suggests that the presence of an elastic network 
is hindering relaxation to some extent. At higher volume fractions the thicker strands 
allow small adjustments in particle position to accommodate stress without a great 
energy penalty, whereas in the more tenuous strands formed at low volume fractions 
movement of the particles is not easy without increasing the energy of the system.
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The interactions holding the system spanning structures, however, are not strong 
enough to prevent restructuring and collapse of the network, which for the long-ranged 
potentials is continuous throughout the simulations.
The initial value of the stress fluctuation is higher as the interparticle potential 
becomes more short-ranged. The short-ranged potentials tend to adopt a more ordered 
local structure, as seen by the greater degree of crystallisation for the shorter-ranged 
potentials in the g(r) functions. This makes immediate movement of the particles 
away from some stable state when subject to a deformation more difficult than for a 
dense amorphous structure, the stress fluctuations at short times therefore being 
higher. With time, the more tenuous long-range structure and the shorter-range of the 
interparticle interactions, which are more easily disturbed by Brownian forces, enable 
more rapid dissipation of the stress than for the dense solid-like aggregates. This 
capability for long time relaxation is mirrored by the behaviour of the single particle 
diffusion, which does not decrease to the same extent for the short-ranged potentials. 
For the two shorter-ranged potentials the behaviour of the stress correlation functions 
is similar, reflecting the differences in the potential range, the 12:6 potential reaching 
beyond the first shell of particles.
The equilibrium modulus, Geq, reflects the ability of a material to sustain a 
shear stress at long times. A finite equilibrium modulus could also indicate the 
presence of a yield stress, although the relationship is not rigorous. The shear stress 
of a system with some solid-like character is unable to relax completely to zero when 
subjected to a shear strain and therefore has a finite equilibrium modulus. A liquid is 
able to dissipate all stress and the value of the equilibrium modulus is therefore zero. 
The magnitude of Geq increases with time as phase separation leads to the formation 
of dense aggregates. The change in Geq with time, both in magnitude and growth, is 
relatively independent of interaction range for the two shorter-ranged potentials. This 
reflects the importance of the influence of the range of the interparticle potential.
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Once the interparticle interactions reach beyond the first shell of particles, as for the 
12:6 potential, a much more rapid phase separation and restructuring rate is possible.
The value of Geq is highly temperature dependent, increasing as the 
temperature decreases. For the higher volume fractions which form fairly large dense 
clusters for all potential ranges, the magnitude of Geq eventually increases to a similar 
value for all interaction potentials. This suggests that the long time relaxation is 
controlled more by the formation of longer-range structure and relaxation is largely 
initiated through the temperature dependent Brownian forces, a tenuous structure 
relaxing more easily than large dense clusters.
For the low temperature, low volume fraction systems with a 12:6 interaction 
potential the value of Geq is higher than expected) reflecting
the slow relaxation seen for the stress autocorrelation functions. The high value of Geq 
suggests that for these low volume fractions there can be some additional resistance to 
stress deformation from the presence of system spanning structures, which would not 
be present in a collapsed system at the same stage of phase separation. This stress 
from system-spanning structures in the high volume fraction systems can be 
dissipated since the strands are thicker and more local movement is therefore possible 
without incurring an excessive energy penalty in the process because the average 
number of near neighbours will not change.
The infinite frequency shear rigidity modulus, G„ describes the instantaneous 
response of a material to a shear strain. Local structure andthe form of the interaction 
potential are important determining factors. Unlike Geq, the value of Go is strongly 
volume fraction dependent, the temperature dependence being largely through the 
increased local density at long times. As the volume fraction increases, Go also 
becomes larger, reflecting the larger number of near interactions. The value of Go also
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increases as the temperature decreases. At low volume fractions there is more free 
space surrounding particles and therefore the value of Goo is low.
Goo increases with a power law dependence on time. The power law exponent 
characterising the growth in G« with time displays a maximum for the 12:6 potential 
at 7* — 0.5. This behaviour is also seen for the interaction energy, both quantities 
being configurational averages of the interparticle interactions. The metastable phase 
points show little change in Goo with time since local structure does not change 
appreciably. For the systems which do show phase separation, the value of the 
exponent is fairly independent of the interparticle potential. At this low temperature 
local structure builds up rapidly for all systems.
The storage and loss moduli, G ’ and G ’ ’, characterise the strength of the elastic 
and viscous response of a system to stress. The high frequency response and the low 
frequency response miiror the short time and the long time ability of stress relaxation 
in the system, information contained also in the shear-stress time autocorrelation 
function. Systems that show little evidence of phase separation, that is those close to 
the metastable region of the phase diagram, display a viscous response over a large 
range of frequencies. The overall form of G ’ and G ’ ’ is typical of a viscoelastic fluid 
displaying dominance of G ’' at lower frequencies with a gradual increase in the elastic 
response, G ’ as the frequency increases, with a crossover at a frequency co ~ where
i.e. the area under the normalised correlation function.
For the systems that show significant phase separation, the linear 
viscoelasticity displays the increasing solid-like behaviour of aggregates as the
(5.1)
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interaction potential becomes longer-ranged. Rapid restructuring with long-ranged 
potentials causes compactification of the initially tenuous structure, resulting in the 
formation of large dense aggregates. This is reflected in a crossover at low frequencies 
with a transfer in dominance from the loss modulus to the storage modulus. The value 
of G ’ is subsequently relatively independent of frequency, typical solid-like behaviour.
The high degree of elastic response at high frequencies is a signature 
of condensed phases, in this case dense aggregates that form at low temperatures for 
the long-ranged potentials.
Between these two limiting cases of viscoelastic behaviour for the more 
metastable systems and a solid-like response for systems that rapidly form dense 
aggregates, an extended crossover develops for which G ’ and G ’ ’ run approximately 
parallel over a range of frequencies. This implies that tan(5) is independent of 
frequency for that region, although scatter in the results does not allow a clear 
demonstration of this in plots of tan(<5). Frequency independence of tan(<5) has been 
associated with the development of a gel-like rheology. For the rapidly phase 
separating lower temperatures, this gel-like behaviour evolves into a more solid-like 
dominantly elastic response. At higher temperatures and for the short-ranged 
potentials, a change to a solid-like rheology does not occur within the time of the 
simulations. The behaviour of G * and G * ’ suggests that a gel-like rheology develops 
during phase separation as a tenuous system spanning structure forms which 
coarsens and then collapses. The gel is not frozen since restructuring continues and 
the particle motion is not arrested. A low equilibrium modulus at these times 
indicates that the systems may have a yield stress, which would however be small 
indicating a very weak gel. As a coarser structure develops, the rheology becomes 
more characteristic of a solid.
The increasing degree of crystallisation as the interaction potential becomes 
more short-ranged leads to an increase in the value of G ’ at high frequencies reflecting
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the ordered local structure in which a high frequency stress cannot be dissipated. At 
lower frequencies the dominance of G ” reflects the more tenuous long-range structure 
of these systems which enables a viscous response to low frequency perturbation. 
The large, compact, but more amorphous structure formed from the longer-ranged 
potentials results in a lower elastic high frequency response (G ’) which, however, 
stretches to low frequencies, dominating G ” for much of the frequency range.
Elasticity can not develop to the same extent for reversibly bonding systems 
as for gels forming from permanent bonding particles. There is a much greater degree 
of viscous response since at long times particles are able to rearrange and thereby 
dissipate stress. For the lower volume fractions with the long-range potential, the 
interactions are strong enough for system spanning structures to sustain an increased 
stress due to the reduced ability of particles in a tenuous structure to adjust their 
position without increasing the energy of the system. The shorter-ranged potentials 
do not have the interaction strength to form a similar high stress network at the 
temperatures used, although it may appear at lower temperatures than those used in 
this work.
5.3 Gelation in Reversibly Bonding Systems
The more strongly interacting systems such as those at low temperatures for 
the 12:6 potential have the rheological characteristics of a gel. The finite equilibrium 
modulus given by the plateau in the correlation function reflects the development of a 
solid-like part to the system and implies the presence of a yield stress. The storage 
modulus is greater than the loss modulus from relatively low frequencies which 
indicates that the response to a shear perturbation would be largely elastic. The 
structural features are also gel-like with the occurrence of percolation for interparticle 
separations significant for particle interactions. Percolation in these relatively small 
systems (864 particles) could be interpreted as being induced to some extent by the
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periodic boundaries. However if the three dimensional images formed by these and by 
the larger systems (4000 particles) are compared (Chapter 3) the structure appears to 
be the same with percolating and a highly interconnected morphology for both 
systems.
These rapidly phase separating systems therefore appear to have the 
structural and rheological requirements of a gel. They are, however, not metastable or 
‘frozen’. It is possible that at longer times phase separation will be arrested. The 
structure is not close to complete phase separation, as can be seen from the three 
dimensional images in Chapter 3. The long-range interactions for the 12-6 potential 
facilitate restructuring and it is unlikely that continuing coarsening of the structure can 
be stopped. Transient gels are however by definition non-equilibrium, or metastable 
states and as such must always be undergoing some degree of restructuring, even if it 
is extremely slow. After a finite period of time the gel will collapse and phase 
separation will proceed to equilibrium. It may not be unreasonable therefore to refer 
to these more dynamic systems as gels also since the only difference is one of 
timescale in that a transient gd restructures more rapidly than those created via 
shorter-ranged potentials.
For the much shorter-range 36:18 interaction potential at 7* = 0.3 and 0 = 
0.05, phase separation is arrested on long lengthscales for a significant part of the 
simulation (/ = 80 - 164 cT/Df). Restructuring, however, continues locally throughout 
this time. This behaviour is apparent from the time dependence of the small angle 
scattering peak of the structure factor, which freezes in its position while continuing 
to increase in intensity, behaviour also seen in light scattering studies of transient gels
[41]. The system, however, does not percolate with local connectivity lengths 
relevant to the interaction range. It is therefore not surprising that the correlation 
functions decay rapidly throughout this arrested period which suggests the lack of any 
solidity and the absence of any significant yield stress. This indicates that the system
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will have a more fluid rheology than expected for a typical gel-like material. There is 
however a very low equilibrium modulus which indicates that the system may be a 
very weak gel.
The rheological characteristics of transient gels in reversibly bonding systems 
have yet to be confirmed experimentally. They are however generally viscous and do 
not have the same properties as the elastic, solid-like gels typically formed in systems 
with more permanent interactions. These transient gels flow like a viscous liquid, but 
are thought to have a very low yield stress [40]. The assumption of a yield stress, in 
addition to the observed arrested dynamics, qualifies them to be called a gel, which is 
however extremely weak.
From the results of these simulations, it appears that the occurrence of 
metastability during phase separation is more of a kinetic than a structural 
phenomenon and does not result from percolation itself. The existence of significant 
gel-like rheology in this frozen state, however, is dependent on the existence of a 
percolating network with significant shear stress rigidity. Gel-like rheology occurs in 
percolating phase separating systems under certain conditions even in systems which 
display continuous structural evolution, and is therefore not a consequence of 
metastability. The superposition of the kinetically formed metastable state and the 
structurally produced gel-like rheology is therefore a requirement of a metastable 
elastic gel. Whether the gel-like rheology or the metastability appears first as the 
quench depth is increased depends on the interaction potential between particles. A 
long-ranged potential favours elastic rheology, whereas a shorter-ranged potential 
leads to more viscous rheology but is more likely to display an arrest of phase 
separation.
It is interesting to consider if it is possible to have a frozen elastic gel phase 
with LJ type reversible interactions, or whether a more permanent bonding mechanism
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is necessary. The 12:6 potentials have the rheological characteristics of an elastic gd 
albeit transiently and could form a coarse gel at later time. However gravity would 
may cause the collapse of the gel in real systems if the size of the aggregates becomes 
too large unless the particles are neutrally buoyent. A simulation including 
gravitational force could provide useful information regarding the effects of gravity on 
phase separation and gelation. Simulations using larger box sizes continued for longer 
times would also be informative, as this would enable phase separation to be followed 
to a greater extent for the 12:6 potential.
5.4 Relevance of Simulation Results to Real Colloidal 
Systems
There have been a number of light scattering studies following transient 
gelation in colloidal systems [40,41]. Experimental systems are complex and 
interpretation of the results in terms of fundamental behaviour difficult. The model 
systems used in simulations are well defined and can be made as simple as necessary 
to probe the effects of any particular feature of the system. The model used in this 
work is one of the simplest possible to represent a colloidal system: a monodisperse 
suspension of perfect spheres in a ‘mean-field’ solvent. Many-body hydrodynamic 
interactions are not included in the model used for this work, a simple model being 
more appropriate for initial investigation. The influence of hydrodynamics may not 
be large after the initial stages of phase separation since particle motion is minimal, 
local restructuring providing the coarsening mechanism. It would be interesting, 
however, to include hydrodynamic interactions as a future development of the present 
work. This would enable assessment of the extent to which these influences affect the 
phase separation dynamics and resulting aggregate structure and if they affect the 
arrest of phase separation and gel formation. An alternative to the inclusion of a 
hydrodynamic approximation would be a full molecular dynamics simulation
316
containing both solvent and colloidal particles but this is impractical with current 
computer resources.
A further simplification of the model is the removal of the Brownian forces 
and then to perform a molecular dynamics simulation. The dynamics and structure of 
particles during phase separation has been studied by molecular dynamics simulations 
[148,149]. In some respects, phase separation in colloidal systems is analogous to 
molecular phase separation. The basic phase separation dynamics appears to be 
unaffected by the presence of Brownian forces, for example in the behaviour of the 
small angle scattering peak. However the presence of Brownian forces can lead to 
some anomalous features. The arrest of phase separation as seen in transient gelation 
is not found for molecular systems. The presence of an additional factor to reduce the 
drive for phase separation, such as surfactants (which reduce the surface tension) can 
lead to a decrease in the rate of phase separation [107,193]. In the case of colloidal 
systems, Brownian forces can reduce the drive to phase separate by disturbing the 
network in a random way.
It may be, however, that some degree of chemical bonding in addition to 
physical interactions is necessary for the formation of particle gels of any significant 
strength and stability. These simulations have shown that when the potential has a 
shorter-ranged attractive region, the rheology becomes less like a true gel. Systems 
including different types of interaction have been studied by Brownian dynamics 
simulation [167] and in a sticky hard sphere model [39]. These approaches are 
probably more relevant to many of the industrially important particle gel systems 
such as food colloids like yoghurt and cheese, in which there are different particle 
types and interactions in the same system. The reversible interactions used in this 
work did not result in the arrest of phase separation for any phase point, although the 
extension of the work to lower temperatures and longer times may reveal a phase 
point for which this occurs.
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The simplicity of the model is obviously not representative of a real colloidal 
system. However the study of simple systems with purely physical interactions is 
important fundamentally, a basic understanding of phase separation being necessary 
for theoretical advancement. The results presented compare well with those obtained 
by light scattering and from rheological experiments. The model must therefore 
contain some of the essential features of a real colloidal system.
5.5 Summary of the Characteristics of Phase Separation in 
Model Colloidal Fluids with Reversible Interactions
Following a quench in temperature to beneath the two phase coexistence line, 
the clustering of particles leads to phase separation. In systems quenched deep into 
the two phase region, phase separation proceeds via a spinodal decomposition type 
mechanism. A peak appears in the structure factor at low wavevectors that displays 
an immediate increase in intensity and a decrease in position. For the higher 
temperature phase points indications of metastability are apparent. The transition 
between the metastable and unstable regions appears to be diffuse, the degree of 
metastability increasing as the coexistence line is approached. Phase points with only 
a small degree of metastability show latency in the appearance of the small angle 
scattering peak. Closer to the two phase coexistence line little evidence of clustering is 
evident throughout the simulations.
A common feature of the evolution of many properties during phase 
separation is a power law dependence on time. Although the evolution of structural 
and dynamic properties could in many cases be represented well by power laws, the 
association of the exponent with a particular growth mechanism is not simple since 
the dominance of a single growth mechanism over the length of the simulation is
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unlikely. The evolution of short-range structure affects properties dependent on the 
local order, such as interaction energy and Gw. The exponents characterising the 
power law behaviour of these properties display similar behaviour and dependence on 
phase point and potential range. Long-range structure determines relaxation at longer 
times, its evolution therefore affecting quantities such as Geq and the behaviour of the 
small angle scattering peak. For reversibly bonding systems, restructuring can lead to 
contrasts between short and long-range structure. To derive a theoretical description 
of phase separation the evolution of both the short-range and long-range structure 
must be described, which is not necessarily a simple relationship.
The characteristics of phase separation depend on the relationship between 
various particle interactions: the direct interparticle forces, Brownian forces (and 
perhaps, in a real system, solvent mediated hydrodynamic interactions). The 
temperature dependent Brownian forces are an important means of long time stress 
relaxation, as shown by the temperature dependence of the equilibrium modulus, Geq. 
High temperature metastable systems close to the coexistence line display rapid stress 
relaxation and a zero value of Geq. The behaviour of G 1 and G ” is typical of a 
viscoelastic fluid. This highly viscous rheology also occurs for the higher volume 
fractions close to the coexistence line which do show significant structural evolution, 
highlighting the importance of the Brownian forces as a mechanism for stress 
relaxation at long times. The aggregates that form at these high temperatures are 
therefore fairly mobile and consist of loose associations. Their geometry has 
indications of a fractal nature from the g(r) functions, which at lower temperatures 
rapidly restructures to form a dense local structure.
The range of the direct interparticle interactions dictates directly the short- 
range order and through the rate of restructuring, the long-range order. An important 
distance to relate to the interaction range is the first shell of neighbours. This is the 
origin of the differences in the simulation results between the 12:6 potential and the
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two shorter-ranged potentials, the 12:6 potential reaching significantly beyond the 
nearest neighbours to influence a further shell of particles (ri0 = 1.85). This can 
greatly increase the rate of phase separation and the formation of dense regions in 
which stress relaxation is difficult. Restructuring is also made easier which decreases 
the ability of the system to maintain a metastable ‘frozen’ state. Although the 
transition is gradual there are clear differences, the 24:12 and 36:18 potentials having 
similar phase separation characteristics both structurally and Theologically. The two 
shorter-range potentials do not reach past the nearest neighbours (ri0 < 1.36) and 
therefore the behaviour of both of these systems is influenced predominantly by the 
same first shell of particles.
The particles interacting via short-ranged potentials display a greater degree of 
crystallisation in the g(r) functions than with longer-ranged potentials. The more 
narrow potential well of the short-ranged potentials encourages an ordered local 
structure, while the ability of the 12:6 interactions to reach particles beyond the 
nearest neighbours helps to maintain an amorphous structure. This ability of longer- 
ranged potentials to maintain an amorphous structure is also seen as the existence of a 
liquid phase. The 24:12 potential falls on the boundary between the potentials which 
form a liquid phase and those which do not. It is also thought that only those 
potentials below this interaction range have the ability to form a transient gel phase. 
For the phase points and potentials used in this work, no completely arrested point 
was reached during phase separation, although for the 36:18 potential at 0 = 0.05 and 
7* = 0.3 an arrest of growth longer lengthscales, indicated by an arrest of the growth 
of the characteristic lengthscale, was observed while local restructuring continued. 
Lower temperatures may be necessary for a complete arrest of phase separation, if 
indeed it is possible for these model systems with completely reversible interactions. 
A series of simulations for these systems at lower temperatures could provide insight 
into this possibility.
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The mechanical properties of phase separating colloidal fluids are intrinsically 
related to their structure. A tenuous structure is more able to relax at long times and 
to dissipate low frequency stress. This results in rapid relaxation of Cs(t) and a 
viscoelastic behaviour of G ’ and G ’ \ However if the structure is system spanning, 
particles held in narrow filaments may find response to stress difficult if the 
interactions are strong, resulting in a high stress network. This is seen for the 12:6 
potential at low volume fractions and temperatures. For the shorter-range potentials 
the interaction strength is not large enough to form the high stress system spanning 
networks found for the 12:6 potential. A lower temperature is probably necessary to 
provide the same strength of interaction for shorter-range potentials, since for the 12:6 
potential a particle also interacts with the second shell of particles. A network of 
particles with short-range interaction at lower temperatures is likely to be of low 
fractal dimension since interactions will be strong and restructuring will be minimal. 
However the diffuse low dimension fractal clusters of reversibly interacting particles 
may still not be able to form gel with any significant elastic strength, since the tenuous 
strands will always have a certain amount of mobility at long times enabling a degree 
of stress relaxation.
Restructuring resulted in a locally compact structure for all potentials, the 
effect being largest with longer-ranged interactions. The dense amorphous structures 
formed at low temperatures for the 12:6 interaction potential display solid-like 
rheology. The slow decay of the stress time autocorrelation functions for the systems 
which show significant phase separation meant that many of the transport properties 
could not be calculated by the Green-Kubo methods used for equilibrium systems. 
The application of shear to obtain the rheological properties was avoided due to the 
possibility of induced restructuring [194]. A method has been given by which the 
linear viscoelasticity can be calculated directly from the temporal evolution of the 
interparticle stress. The behaviour of G ' and G ’ ’ calculated by this method shows the 
evolution from a viscoelastic fluid to a solid-like rheology for the more rapidly
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separating systems, those at low temperatures for the 12:6 potential. For the more 
slowly separating systems, G ’ and G ”  display an extended crossover region, in some 
cases before the development of a more solid-like rheology, implying that the loss 
modulus, tan(<5>) is independent of frequency. This may be associated with a gd 
transition. The scatter in the current results, however, makes interpretation difficult. 
Calculation of the linear viscoelasticity with better statistics may allow a more 
detailed observation of the rheological transformation from a viscoelastic fluid to an 
elastic solid and of the possibility of a gel-like transition state.
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