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Analiza vpliva medprihodnih cˇasov zahtev na njihove cˇakalne
cˇase v procesu strezˇbe
V diplomskem delu skusˇamo ugotoviti kako porazdelitev medprihodnih cˇasov zahtev
vpliva na cˇakalne cˇase zahtev v procesu strezˇbe. Obravnavali smo tri razlicˇne porazde-
litve medprihodnih cˇasov in sicer deterministicˇno (strezˇni model D/D/1), eksponentno
(strezˇni model M/D/1) in dolgorepno - Paretovo (strezˇni model PA/D/1). Zgradili smo
torej tri modele generatorjev zahtev, odkoder so zahteve prehajale v proces strezˇbe v
model strezˇne enote, vsak model pa smo simulirali pri razlicˇnih intenzivnostih prihajanja
zahtev.
Modele smo zgradili v simulacijskem okolju OMNeT++, nato pa smo izvajali simulacije
in analizirali rezultate. Rezultate simulacij smo graficˇno prikazali s cˇasi cˇakanja zahtev
na strezˇbo skozi celotno simulacijo ter s tabelo povprecˇnih cˇakalnih cˇasov zahtev za vse
kombinacije modelov in intenzivnosti prihajanja zahtev.
Ker je generiranje zahtev po deterministicˇni verjetnostni porazdelitvi idealizirano, smo se
osredotocˇili na eksponentno in Paretovo verjetnostno porazdelitev. Za prvo velja, da je
bila v preteklosti najpogosteje uporabljena pri modeliranju telefonskih in racˇunalniˇskih
omrezˇij, uporaba druge pa postaja vse bolj prevladujocˇa [1–3].
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Analysis of the impact of inter arrival times of requests on their
waiting times in the service process
In the thesis we are trying to determine how the distribution of request inter arrival times
affects the waiting times of requests in the service process. We considered three different
distributions of inter arrival times, namely deterministic (D/D/1 service model), expo-
nential (M/D/1 service model) and long-tailed - Pareto distribution (PA/D/1 service
model). Thus, we built three models of traffic generators, from which the requests were
passed into the service process into the queueing node model, and each model was sim-
ulated at different intensities of request arrivals.
We built the models in the OMNeT++ simulation environment, and then we performed
simulations and analyzed the results. The results of the simulations are graphically pre-
sented with the waiting times for request service throughout the simulation and with a
table of average request waiting times for all combinations of models and request arrival
intensities.
Since the generation of traffic using the deterministic probability distribution is ideal-
ized, we focused on the exponential and Pareto probability distributions. The former is
considered to have been most commonly used in the past for modeling telephone and
computer networks, while the use of the latter is becoming increasingly prevalent [1–3].
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1 Uvod
Na zakasnitve prenosa zahtev v racˇunalniˇskih omrezˇjih vpliva vecˇ dejavnikov. Mednje
sodijo velikosti zahtev, zasedenost omrezˇja in omrezˇnih naprav, zmogljivosti omrezˇnih
naprav, prioritete zahtev, sˇtevilo napak pri prenosu in ponovnih posˇiljanj itd., na zaka-
snitve pa vplivajo tudi medprihodni cˇasi zahtev. Medprihodni cˇas je cˇas med prihodoma
dveh sosednjih zahtev v omrezˇno napravo, npr. usmerjevalnik (angl. router). Med-
prihodne cˇase opisujemo z matematicˇnimi verjetnostnimi porazdelitvami. Najpogosteje
uporabljena verjetnostna porazdelitev za modeliranje medprihodnih cˇasov zahtev je ek-
sponentna verjetnostna porazdelitev (angl. exponential distribution). Ta model je nastal
za modeliranje medprihodnih cˇasov klicev v telefonskem omrezˇju, ni pa najbolj ustre-
zen za modeliranje podatkovnega prometa v lokalnih in prostranih omrezˇjih (angl. LAN
- Local Area Network & WAN - Wide Area Network). Internet je postal univerzalno
komunikacijsko omrezˇje in po njem se prenasˇajo vse vrste informacij - od preprostega
prenosa binarnih podatkov do prenosa glasovnih, video ali interaktivnih informacij v re-
alnem cˇasu. Podatki se od izvora do ponora prenasˇajo v tokovih, za omrezˇni promet pa je
znacˇilno, da zahteve prihajajo v skupinah (angl. batch arrival), med zahtevami lahko ob-
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staja korelacija, znacˇilni pa so tudi izbruhi zahtev (angl. burstiness), ko pride v omrezˇno
napravo v kratkem cˇasu veliko zahtev. Medprihodne cˇase zahtev v omrezˇjih tako bolj
realisticˇno prikazuje dolgorepna verjetnostna porazdelitev (angl. long-tail distribution),
pri cˇemer je za modeliranje slednje najpogosteje uporabljena Paretova verjetnostna po-
razdelitev [1], [2]. Poleg eksponentne in Paretove verjetnostne porazdelitve medprihodnih
cˇasov smo obravnavali tudi deterministicˇno verjetnostno porazdelitev (angl. determini-
stic distribution). Ker je deterministicˇna porazdelitev medprihodnih cˇasov idealizirana
[4], se bomo bolj osredotocˇili na eksponentno in Paretovo porazdelitev, natancˇneje pa nas
bo zanimalo kaksˇne so razlike v cˇakalnih cˇasih zahtev, cˇe je porazdelitev medprihodnih
cˇasov eksponentna oz. Paretova.
1.1 Delovna hipoteza
Mnogo virov [1–3, 5] trdi, da so za racˇunalniˇski omrezˇni promet vse bolj znacˇilni izbruhi
zahtev (angl. burstiness) in samopodobnost omrezˇnega prometa (angl. self-similarity),
zato uporaba eksponentne porazdelitve medprihodnih cˇasov za modeliranje omrezˇnega
prometa postaja vse manj ustrezna, bolj pa naj bi bila ustrezna dolgorepna (Paretova)
porazdelitev. Pri enaki obremenitvi omrezˇja (intenzivnosti prihajanja zahtev) je pri Pa-
retovi porazdelitvi medprihodnih cˇasov vecˇja verjetnost porajanja ozkih grl oz. zamasˇitev
kot pri eksponentni porazdelitvi. Pri Paretovi porazdelitvi medprihodnih cˇasov prihaja, z
razliko od ekponentne porazdelitve, do zakasnitev in velikih izgub zahtev tudi pri majhni
intenzivnosti prihajanja zahtev, znacˇilno pa je tudi to, da ozko grlo izgine, ko pride do po-
rajanja zelo velikega medprihodnega cˇasa [3]. Vir [6] preucˇuje izbruhe zahtev omrezˇnega
prometa in pride do ugotovitve, da so lahko intervali porajanja ozkih grl v omrezˇju precej
dolgi, z mocˇno koncentriranimi izgubami zahtev. Poleg tega pa navaja tudi to, da pri
omrezˇnem prometu, kjer se pojavljajo izbruhi zahtev, z razliko od Poissonovega modela,
z linearnim povecˇanjem cˇakalne vrste ne dosezˇemo velikega zmanjˇsanja izgub zahtev. Vir
[6] navaja tudi, da cˇe so za omrezˇni promet znacˇilni izbruhi zahtev, lahko rahlo povecˇanje
sˇtevila aktivnih povezav povzrocˇi veliko povecˇanje izgube zahtev.
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1.2 Pregled diplomskega dela
Diplomsko delo je sestavljeno iz petih poglavij. Prvo poglavje vsebuje kratko predstavi-
tev problema, ki ga obravnavamo. V drugem poglavju predstavimo uporabljene pojme
in teoreticˇno ozadje treh verjetnostnih porazdelitev, ki smo jih uporabljali za generira-
nje zahtev. Modeli, ki smo jih implementirali in simulirali, so D/D/1 - deterministicˇna
porazdelitev medprihodnih cˇasov zahtev, M/D/1 - eksponentna porazdelitev medpriho-
dnih cˇasov zahtev in PA/D/1 - Paretova porazdelitev medprihodnih cˇasov zahtev. V
tretjem poglavju opiˇsemo postavitev modelov v okolju OMNeT++, v cˇetrtem poglavju
pa prikazˇemo in analiziramo rezultate simulacij. Za postavitev in izvajanje modelov smo
uporabili simulacijsko okolje OMNeT++. Simulacije smo izvajali na treh razlicˇnih ge-
neratorjih zahtev, poleg tega smo tudi spreminjali obremenjenost hipoteticˇnega enostav-
nega modela omrezˇja oz. intenzivnost prihajanja zahtev. V petem poglavju povzamemo
ugotovitve diplomskega dela.

2 Pregled modelov generiranja
omrezˇnega prometa
Sˇtevilo uporabnikov interneta hitro narasˇcˇa in v omrezˇjih prihaja do porajanja ozkih grl,
posledicˇnih zakasnitev, drhtenja signala (angl. jitter) ali celo izgube zahtev. Da bi se
temu izognili, moramo omrezˇja ves cˇas nadgrajevati, pri tem pa je izredno pomembno,
da preucˇujemo vzorce porajanja omrezˇnega prometa [7, 8]. Promet, ki ga opazujemo na
dolocˇeni tocˇki, izvira iz vecˇih izvornih tocˇk [9]. Opazujemo torej omrezˇni tok, ki je nastal
kot zdruzˇenje posameznih omrezˇnih tokov. Glede na izvor imajo posamezni omrezˇni
tokovi razlicˇne lastnosti [10], s pomocˇjo matematicˇnih modelov pa zˇelimo opisati proces
porajanja zahtev, ki nastane, ko se na neki tocˇki (npr. na usmerjevalniku) zdruzˇijo
posamezni izvorni tokovi omrezˇnega prometa. Dober model omrezˇnega prometa naj bi
se cˇimbolj skladal z omrezˇnim prometom v realnem svetu. Eden od izzivov modeliranja je
tako tudi to, da se skozi cˇas ne spreminja le kolicˇina prometa v omrezˇju, ampak tudi vrsta
le-tega. Omrezˇni promet lahko nastane npr. z dostopanjem do spletnih strani in datotek
(zahteve HTTP, zahteve FTP), lahko prenasˇamo multimedijske vsebine (video, zvok,
racˇunalniˇske igre) [11], ki zahtevajo nek dolocˇen nivo kvalitete storitve (angl. Quality of
Service), v omrezˇju pa je tudi vse vecˇ prometa interneta stvari (angl. Internet of Things)
[10].
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2.1 Generiranje prometa v omrezˇju
V drugem poglavju opiˇsemo osnovni gradnik modela omrezˇja - strezˇno enoto in razlozˇimo
kako njene lastnosti zapiˇsemo s Kendallovo notacijo. Predstavimo tudi verjetnostne
porazdelitve, ki smo jih uporabili za generiranje medprihodnih cˇasov zahtev.
2.1.1 Strezˇna enota
Strezˇna enota, prikazana na sliki 2.1, je komponenta modela omrezˇja, v kateri se zbirajo
in obdelujejo zahteve. Sestavljena je iz ene cˇakalne vrste in iz enega ali vecˇ paralelno
vezanih strezˇnikov [4]. Intenzivnost vstopanja zahtev opiˇsemo kot sˇtevilo prispelih zahtev
na cˇasovno enoto, za njen zapis uporabimo simbol λ, intenzivnost strezˇbe pa opiˇsemo
kot sˇtevilo obdelanih zahtev na cˇasovno enoto, za njen zapis pa uporabimo simbol µ.
Slika 2.1 Graficˇni prikaz strezˇne enote, povzet po viru [4]. Sestavljena je iz cˇakalne vrste (levo) in n paralelno vezanih
strezˇnikov S1,...,S1 (desno).
2.1.2 Kendallova notacija
S Kendallovo notacijo opiˇsemo lastnosti strezˇne enote. Pri opisu uporabimo sˇest para-
metrov in sicer
A/B/m/k/P/Q. (2.1)
A predstavlja vrsto porazdelitve medprihodnih cˇasov zahtev (medprihodni cˇas je cˇas
med prihodoma dveh sosednjih zahtev v strezˇno enoto), B predstavlja vrsto porazdelitve
strezˇnih cˇasov zahtev (strezˇni cˇas je cˇas, ki se porabi za strezˇbo posamezne zahteve),
m je sˇtevilo paralelno vezanih strezˇnikov, k je kapaciteta strezˇne enote (najvecˇje sˇtevilo
zahtev, ki se lahko istocˇasno nahajajo v strezˇni enoti), P velikost populacije zahtev, ki
vstopajo iz zunanjega okolja in Q tip strezˇne discipline [4]. V okviru diplomske naloge
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nas bodo zanimali samo prvi trije parametri Kendallove notacije A/B/m, pri cˇemer
bomo za sˇtevilo strezˇnikov privzeli sˇtevilo 1 (m = 1). Cˇakalna vrsta bo hipoteticˇno
neskoncˇne dolzˇine FIFO discipline (angl. first in, first out), porazdelitev strezˇnih cˇasov
pa bo deterministicˇna.
2.2 Porazdelitve medprihodnih cˇasov zahtev
Obravnavamo tri porazdelitve medprihodnih cˇasov zahtev in sicer deterministicˇno poraz-
delitev (vsi medprihodni cˇasi so enaki) ter eksponentno in Paretovo porazdelitev med-
prihodnih cˇasov (slednji dve sta nedeterministicˇni in medprihodni cˇasi so odvisni od
vrednosti nakljucˇne spremenljivke).
2.2.1 Deterministicˇna porazdelitev medprihodnih cˇasov zahtev
Pri deterministicˇni porazdelitvi ima slucˇajna spremenljivka vedno isto vrednost (verje-
tnost, da spremenljivka zavzame neko vrednost je 1). Za generator z deterministicˇno
porazdelitvijo medprihodnih cˇasov velja, da so cˇasi med prihodi sosednjih zahtev kon-
stantni. Ob predpostavki, da so tudi strezˇni cˇasi konstantni, ta model s Kendallovo





kjer λ predstavlja intenzivnost prihajanja zahtev [4].
Primer deterministicˇne porazdelitve medprihodnih cˇasov zahtev bi bil lahko posˇiljanje
periodicˇnih posodobitev senzorskih meritev iz naprav interneta stvari. Vendar pa bodo v
nek usmerjevalnik vedno priˇsli tudi neperiodicˇni podatki teh naprav (npr. alarmi) [10] in
podatki, ki izvirajo iz drugih naprav v omrezˇju, tako, da porazdelitev prihajanja zahtev
v realnem okolju skorajda nikoli ni deterministicˇna.
2.2.2 Eksponentna porazdelitev medprihodnih cˇasov zahtev
Za modeliranje medprihodnih cˇasov najpogosteje uporabljamo eksponentno porazdelitev,
le-ta pa je povezana s Poissonovim procesom. Poissonov proces opisuje nacˇin prihajanja
zahtev, kjer imamo sˇtevec, ki sˇteje koliko dogodkov (prispelih zahtev) se zgodi v nekem
cˇasovnem intervalu, pri cˇemer je verjetnost sˇtevila dogodkov, ki so se v tem intervalu zgo-
dili, porazdeljena po Poissonovi verjetnostni porazdelitvi. Medprihodni cˇasi omenjenih
dogodkov so pri Poissonovem procesu porazdeljeni po eksponentni porazdelitvi [4, 12].
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Torej, cˇe je sˇtevilo prispelih zahtev znotraj nekega cˇasovnega intervala porazdeljeno s
Poissonovo porazdelitvijo, in cˇe je cˇas med prihajanjem teh zahtev porazdeljen eksponen-
tno, govorimo o Poissonovem procesu prihajanja zahtev [13]. Povezava med Poissonovim
procesom in eksponentno porazdelitvijo medprihodnih cˇasov je prikazana na sliki 2.2. Za
medprihodne cˇase pa velja tudi to, da so nakljucˇni in da je vsak medprihodni cˇas med
dvema zahtevama neodvisen od ostalih (preteklih in prihodnjih) medprihodnih cˇasov.
Poissonov model velja za dober model, kadar imamo veliko vstopno populacijo zahtev iz
medsebojno neodvisnih virov [4].
Slika 2.2 Povezava med Poissonovim procesom in eksponentno porazdelitvijo medprihodnih cˇasov. Sˇtevilo prispelih zah-
tev znotraj cˇasovnega intervala je porazdeljeno s Poissonovo porazdelitvijo, cˇas med prihajanjem zahtev pa je
porazdeljen eksponentno.
Funkcijo gostote verjetnosti (angl. probability density function) za eksponentno po-
razdelitev zapiˇsemo z izrazom
f(x, λ) =
λe
−λx , pri x ≥ 0,
0 , sicer.
(2.3)
Pri tem je x nakljucˇna spremenljivka, λ intenzivnost prihajanja zahtev in e Eulerjeva
konstanta [4].




−λx , pri x ≥ 0,
0 , sicer.
(2.4)
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Enacˇba (2.5) predstavlja verjetnost, da na opazovanem cˇasovnem intervalu [0,t] pri-
spe k zahtev. Nakljucˇna spremenljivka X(t) je porazdeljena po Poissonovi verjetnostni
porazdelitvi [4].




Medprihodne cˇase zahtev izracˇunamo po izrazu
tinterarrival = − 1
λ
∗ ln(1− p). (2.6)
Pri tem p predstavlja nakljucˇno izbrano vrednost iz intervala [0,1] in λ intenzivnost
prihajanja zahtev [4].
Poissonov proces ima lastnost superpozicije, kar pomeni, da cˇe zdruzˇimo vecˇ neodvi-
snih Poissonovih procesov, je tudi zdruzˇeni proces Poissonov. Torej, cˇe imamo vecˇ izvor-
nih tokov (zahtev), ki ustrezajo Poissonovem procesu, potem bo tudi tok, ki nastane kot
zdruzˇenje izvornih tokov na dolocˇeni tocˇki (npr. usmerjevalniku), tudi Poissonov proces
[4, 12].
S Kendallovo notacijo najpogosteje opiˇsemo model prihajanja zahtev M/M/1, pri
cˇemer M predstavlja eksponentno porazdelitev medprihodnih in strezˇnih cˇasov. V nasˇem
delu bomo uporabili strezˇno enoto tipa M/D/1, kjer so strezˇni cˇasi konstantni.
S Poissonovo verjetnostno porazdelitvijo ne opisujemo le prihoda zahtev v strezˇno
enoto, vendar tudi npr. radioaktivno razgradnjo [14], razdaljo med avtomobili na avto-
cesti [15], cˇas cˇakanja na varnostni pregled na letaliˇscˇu [16] itd.
2.2.3 Porazdelitev dolgega repa
Za porazdelitev dolgega repa oz. dolgorepno porazdelitev (angl. long-tail distribution,
heavy-tail distribution) je znacˇilno, da imamo manj vrednosti, ki imajo veliko verjetnost
in veliko vrednosti, ki imajo manjˇso verjetnost. Porazdelitev dolgega repa dobro opisujeta
Paretova in Weibullova verjetnostna porazdelitev [17]. Za porazdelitev dolgega repa po
viru [18] velja izraz
P [X > x] ∼ cx−α, x→∞, 0 < α < 2. (2.7)
Veljati mora tudi, da je c > 0 konstanta, neodvisna od spremenljivke x.
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Najpogosteje porazdelitev dolgega repa modeliramo s Paretovo verjetnostno porazde-
litvijo [19]. Funkcijo gostote verjetnosti (angl. probability density function) za Paretovo




, a, k > 0, x ≥ k, (2.8)
zbirno funkcijo verjetnosti (angl. cumulative distribution function) pa zapiˇsemo po viru
[18] z izrazom
F (x) = P [X 6 x] = 1− (x
k
)−α. (2.9)
Pri tem je x nakljucˇna spremenljivka, α je parameter oblike (angl. shape parameter), ki
dolocˇa obliko parabole in k lokacijski parameter (angl. location parameter).
Medprihodne cˇase izracˇunamo po viru [20] na osnovi izraza
tinterarrival =
k
(1− p) 1α . (2.10)
Lokacijski parameter dolocˇa lokacijo oz. premik vrha porazdelitve. Cˇe je k pozitiven,
pride do premika na desno in cˇe je negativen, pride do premika na levo [21]. V nasˇem pri-
meru lahko pride le do premika na desno, ker medprihodni cˇasi ne morejo biti negativni.
Pri Paretovi porazdelitvi je lokacijski parameter najmanjˇsa vrednost spremenljivke, ki
jo porazdelitev vrne. To v kontekstu medprihodnih cˇasov predstavlja najmanjˇsi medpri-
hodni cˇas [22]. Parameter oblike dolocˇa kako ukrivljena je krivulja porazdelitve. Cˇim
manjˇsi je parameter oblike, tem daljˇsi je rep. Cˇe velja α ≤ 1, potem je rep neskoncˇno
dolg [23], cˇe pa je parameter oblike vecˇji, to pomeni, da imamo kratek rep - torej veliko
verjetnost za manjˇse medprihodne cˇase (tiste blizu vrednosti lokacijskega parametra) in
malo daljˇsih medprihodnih cˇasov na kratkem repu.
S Kendallovo notacijo bi strezˇno enoto z medprihodnimi cˇasi, porazdeljenimi po Pare-
tovi verjetnostni porazdelitvi in z deterministicˇnim cˇasom strezˇbe, zapisali kot PA/D/1,
kjer PA predstavlja Paretovo porazdelitev.
3 Postavitev modela
V pricˇujocˇem poglavju predstavimo okolje OMNeT++, v katerem smo postavili modele,
razlozˇimo, da so posamezni modeli sestavljeni iz modulov, ti pa so sestavljeni iz manjˇsih
komponent. Opiˇsemo tudi kako moduli zahteve obdelujejo in kako si jih med seboj
posredujejo. Na koncu bralec dobi sliko kako deluje celoten sistem (model enostavnega
omrezˇja z izvorom (generatorjem), strezˇno enoto in ponorom).
3.1 Izbira okolja
Za postavitev modela in simulacije smo uporabili odprtokodno (angl. open source) oko-
lje OMNeT++. V OMNeT++ so modeli omrezˇij sestavljeni iz modulov (komponent).
Module delimo na enostavne module (angl. simple module) in sestavljene module (angl.
compound module), pri cˇemer so slednji sestavljeni iz vecˇih enostavnih modulov. Eno-
stavni in sestavljeni moduli so povezani v omrezˇje (angl. network), na podlagi katerega
nato izvajamo simulacije.
Module v OMNeT++ sprogramiramo v programskem jeziku C++, med seboj pa jih
povezˇemo z uporabo visokonivojskega jezika NED.
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3.2 Sestavni deli omrezˇja
Nasˇe omrezˇje je sestavljeno iz treh enostavnih modulov, vsi trije pa so podrazredi (angl.
subclass) razreda cSimpleModule. Razred cSimpleModule je vgrajen v OMNeT++ in ima
vgrajene sledecˇe funkcije:
initialize(): funkcija, ki se klicˇe pred zacˇetkom simulacije;
handleMessage(cMessage* msg): funkcija, ki se sprozˇi ob vsakem dogodku (prihodu
sporocˇila); modul si lahko sporocˇilo posˇlje sam ali pa mu ga posˇlje drug modul;
finish(): funkcija, ki se klicˇe ob koncu simulacije, cˇe ni priˇslo do napake med izva-
janjem (angl. runtime error);
3.2.1 Modul Generator
Modul Generator generira sporocˇila (zahteve) in jih posˇilja v modul StrezˇnaEnota. Pri
generiranju sporocˇil mora uposˇtevati navedeno porazdelitev medprihodnih cˇasov zah-
tev. Glede na porazdelitev medprihodnih cˇasov sam sebi posˇilja sprocˇila. Ko dobi
sporocˇilo od samega sebe, posˇlje novo sporocˇilo na izhodna vrata (to sporocˇilo gre v
modul StrezˇnaEnota), nato pa izracˇuna in nacˇrtuje kdaj bo (glede na medprihodne cˇase)
sam sebi poslal naslednje sporocˇilo.
3.2.2 Modul Ponor
V modul Ponor pridejo skozi vhodna vrata sporocˇila iz modula StrezˇnaEnota. V modulu
Ponor sporocˇila samo izbriˇsemo.
3.2.3 Modul StrezˇnaEnota
Modul StrezˇnaEnota preko vhodnih vrat dobiva sporocˇila iz modula Generator. Ko prejme
sporocˇilo preveri, cˇe je strezˇnik prazen in cˇe je, da sporocˇilo takoj v strezˇbo, drugacˇe pa
ga postavi v cˇakalno vrsto. Ko je sporocˇilo obdelano (postrezˇeno), ga posˇlje cˇez izhodna
vrata v modul Ponor. Istocˇasno pa modul StrezˇnaEnota sam sebi posˇlje sporocˇilo o koncu
strezˇbe - cˇe vrsta ni prazna vzame v obdelavo sporocˇilo, ki je na zacˇetku cˇakalne vrste. V
strezˇni enoti je ena cˇakalna vrsta, ki je neskoncˇne kapacitete. Privzeta disciplina cˇakalne
vrste je FIFO in strezˇni cˇasi zahtev v strezˇniku so konstantni.
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3.2.4 Modul Omrezˇje
Vsi trije moduli (Generator, StrezˇnaEnota in Ponor) so povezani v omrezˇje, kot je prikazano
na sliki 3.1. Omrezˇje (angl. network) je v OMNeT++ sestavljen modul. Zahteve so
ustvarjene v modulu Generator, nato so posredovane v modul StrezˇnaEnota (kjer cˇakajo
na strezˇbo in so nato postrezˇene), na koncu pa jih posredujemo v modul Ponor, kjer so
izbrisane.
Slika 3.1 Graficˇna ponazoritev modela.
3.3 Razlicˇice modelov
V pricˇujocˇem razdelku opiˇsemo kako posamezen generator generira zahteve.
3.3.1 D/D/1 model
Modeli se na prvi pogled med seboj ne razlikujejo, saj so vsi sestavljeni iz enakih treh
enostavnih modulov. Razlika med njimi je v tem, kako izracˇunavajo medprihodne cˇase v
modulu Generator. Pri modelu D/D/1 medprihodne cˇase definiramo (nastavimo) s para-
metrom interArrivalTime, izracˇunamo jih pa po izrazu (2.2). Izvorna koda za Generator
modela D/D/1 je navedena v razdelku A.1.1. Koda za modula StrezˇnaEnota in Ponor je
za vse tri modele enaka in je navedena v razdelkih A.1.4, A.1.5 in A.1.6.
3.3.2 M/D/1 model
Pri modelu M/D/1 medprihodne cˇase izracˇunamo po izrazu (2.6). Imamo podano inten-
zivnost prihajanja zahtev λ, z nakljucˇnim generatorjem, ki sledi enakomerni porazdelitvi
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(angl. uniform distribution), pa izracˇunamo vrednost nakljucˇne spremenljivke p, ki je na
intervalu [0,1]. Izvorna koda za Generator modela M/D/1 je navedena v razdelku A.1.2.
3.3.3 PA/D/1 model
Pri modelu PA/D/1 medprihodne cˇase izracˇunamo po izrazu (2.10). Vrednost nakljucˇne
spremenljivke izracˇunamo na enak nacˇin kot v razdelku 3.3.2. Ker izraz (2.10) ne vse-
buje spremenljivke za intenzivnost prihajanja zahtev, le-to dolocˇimo z ustrezno kombi-
nacijo lokacijskega parametra in parametra oblike. Eksperimentalnih podatkov nimamo,
zato ne vemo kaksˇni sta vrednosti lokacijskega parametra in parametra oblike v realnih
racˇunalniˇskih omrezˇjih. Vrednosti parametrov moramo tako dolocˇiti sami. Lokacijski
parameter smo fiksno dolocˇili, parameter oblike pa smo prilagodili, tako da smo zgeneri-
rali zˇeljeno sˇtevilo zahtev na cˇasovno enoto. Lokacijski parameter in s tem najmanjˇsi
medprihodni cˇas smo za vse simulacije nastavili na zelo majhno vrednost (0,00001 s).
To vrednost smo izbrali, ker se najmanjˇse izracˇunane vrednosti medprihodnih cˇasov mo-
dela M/D/1 gibljejo okoli 0,00001 s. Cˇe bi vrednost lokacijskega parametra nastavili
na 0 sekund, bi to pomenilo, da lahko zahteve prihajajo istocˇasno, cˇesar ne dovolimo.
Parameter oblike smo pri razlicˇnih intenzivnostih prihajanja zahtev spreminjali, tako, da
smo zgenerirali zˇeljeno sˇtevilo zahtev na cˇasovno enoto (za npr. 100% intenzivnost priha-
janja zahtev to pomeni, da zˇelimo zgenerirati 100 zahtev/s, kar je 100.000 zahtev/1000s).
Vrednost parametera oblike je bila 1,5265 pri 100%, 1,574 pri 67%, 1,592 pri 50% in 1,603
pri 30% intenzivnosti prihajanja zahtev. Parameter oblike je pri vseh intenzivnostih pri-
hajanja zahtev nad 1, kar pomeni, da imamo veliko verjetnost za majhne medprihodne
cˇase (tiste blizu vrednosti lokacijskega parametra) in kratek rep (malo verjetnosti za
daljˇse medprihodne cˇase), kar prikazuje tudi desni histogram na sliki 4.2. Izvorna koda
za Generator modela PA/D/1 je navedena v razdelku A.1.3.
4 Rezultati simulacij
Simulacije smo izvajali na treh modelih strezˇnih enot in sicer na D/D/1, M/D/1 in
PA/D/1. Vsak model je generiral zahteve z drugacˇno verjetnostno porazdelitvijo med-
prihodnih cˇasov. Za 100% intenzivnost prihajanja zahtev smo vzeli intenzivnost prihaja-
nja 100 zahtev/s. Simulacije smo izvajali pri 100%, 67%, 50%, 30% in 120% intenzivnosti
prihajanja zahtev. Pri izvajanju simulacij nas je zanimal cˇas, ki ga zahteve v povprecˇju
prezˇivijo v strezˇni enoti (T ) in povprecˇni cˇas cˇakanja zahtev v cˇakalni vrsti (w). Pri
vseh simulacijah smo uporabili cˇakalno vrsto FIFO discipline z neskoncˇno kapaciteto in
konstanten strezˇni cˇas (100 zahtev/s). Simulacije so trajale 1000 sekund, razen izjem,
kjer je cˇas simulacije posebej naveden.
V pricˇujocˇem poglavju najprej preverimo delovanje generatorjev, nato graficˇno in opisno
predstavimo rezultate simulacij in na koncu predstavimo rezultate simulacij z razlicˇnimi
semeni nakljucˇnega generatorja.
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4.1 Preverjanje delovanja generatorjev
V pricˇujocˇem razdelku preverimo delovanje generatorjev zahtev. Sliki 4.1 in 4.2 pri-
kazujeta porazdelitev zgeneriranih medprihodnih cˇasov prvih tisocˇ zahtev v posamezni
simulaciji. Na sliki 4.1 je histogram, ki prikazuje medprihodne cˇase modela D/D/1,
ki zahteve generira deterministicˇno. S histograma je razvidno, da so vsi medprihodni
cˇasi enaki. Na levi strani slike 4.2 je histogram medprihodnih cˇasov modela M/D/1,
ki zahteve generira po eksponentni verjetnostni porazdelitvi. Iz histograma je razvidna
eksponentna porazdelitev zgeneriranih vrednosti. Na desni strani slednje slike je histo-
gram, ki prikazuje medprihodne cˇase modela PA/D/1. Iz grafa je razvidna Paretova
(dolgorepna) porazdelitev zgeneriranih vrednosti.
Slika 4.1 Histogram porazdelitve zgeneriranih medprihodnih cˇasov prvih tisocˇ zahtev v simulaciji D/D/1.
Slika 4.2 Histograma porazdelitev zgeneriranih medprihodnih cˇasov prvih tisocˇ zahtev v simulacijah M/D/1 (levo) in
PA/D/1 (desno).
V prilogi A.2 je predstavljena analiza pravilnosti delovanja generatorja M/D/1.
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4.2 Rezultati simulacij
Simulacije so bile izvedene s konstantnim strezˇnim cˇasom µ = 100 zahtev/s. Intenzivnost
prihajanja zahtev se je pri simulacijah spreminjala pri cˇemer smo za 100% intenzivnost
prihajanja zahtev vzeli λ = 100 zahtev/s. Pri 100% intenzivnosti prihajanja pride v
strezˇno enoto 100 zahtev na sekundo, toliko pa jih lahko strezˇnik tudi vsako sekundo
postrezˇe. V nadaljevanju poglavja so prikazani grafi, ki prikazujejo cˇakalne cˇase zahtev
skozi simulacijo (vsaka tocˇka na grafu predstavlja cˇakalni cˇas posamezne zahteve). Cˇasi
bivanja zahtev v strezˇni enoti na grafih niso prikazani, ker so za konstanto (0,01 sekunde)
vecˇji od cˇasov cˇakanja (cˇas bivanja zahteve v strezˇni enoti je vsota cˇasa cˇakanja in cˇasa
strezˇbe, cˇas strezˇbe pa je konstanten).
4.2.1 Deterministicˇni medprihodni cˇasi
Medprihodni cˇasi deterministicˇni, cˇe so enaki oz. konstantni.
4.2.1.1 D/D/1 - 100%, 67%, 50% in 30% intenzivnost prihajanja zahtev
Slika 4.3 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela D/D/1. Graf je enak
za simulacije izvedene pri 100%, 67%, 50% in 30% intenzivnosti prihajanja zahtev. Ker
je medprihodni cˇas enak ali manjˇsi kot strezˇni cˇas, zahteve nikoli ne cˇakajo v cˇakalni
vrsti. Povprecˇni cˇas bivanja zahteve v strezˇni enoti je tako 0,01 s, povprecˇni cˇas zahteve
v cˇakalni vrsti pa 0 s.
Slika 4.3 Model D/D/1 pri 100%, 67%, 50% in 30% intenzivnosti prihajanja zahtev.
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4.2.1.2 D/D/1 - 120% intenzivnost prihajanja zahtev
Slika 4.4 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela D/D/1. Graf pri-
kazuje rezultate simulacij izvedenih pri 120% intenzivnosti prihajanja zahtev. Vidimo,
da cˇakalni cˇas linearno narasˇcˇa. Vzrok za linearno rast ticˇi v tem, da zahteve ves cˇas
prihajajo v strezˇno enoto enakomerno - s fiksnim cˇasovnim razmakom, ki je manjˇsi od
strezˇnega cˇasa. Tako se cˇakalna vrsta vse bolj polni. Povprecˇni cˇas bivanja zahteve v
strezˇni enoti po prvih 1000 sekundah simulacije je 83,343 s, povprecˇni cˇas v cˇakalni vrsti
pa 83,333 s.
Slika 4.4 Model D/D/1 pri 120% intenzivnosti prihajanja zahtev.
4.2.2 Nedeterministicˇni medprihodni cˇasi
Nedeterministicˇni medprihodni cˇasi so odvisni od nakljucˇne spremenljivke - niso enaki,
do neke mere so nakljucˇni oz. pseudo-nakljucˇni (angl. pseudo random).
4.2.2.1 M/D/1 - 100% intenzivnost prihajanja zahtev
Slika 4.5 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela M/D/1. Graf prikazuje
rezultate simulacij izvedenih pri 100% intenzivnosti prihajanja zahtev. Pri eksponentni
porazdelitvi medprihodnih cˇasov imamo medprihodne cˇase, ki so majhni (manjˇsi od
strezˇnih cˇasov) in medprihodne cˇase, ki so enaki ali vecˇji od strezˇnih cˇasov. Ker tako lahko
zahteve prihajajo v strezˇno enoto z majhnim cˇasovnim razmakom (njihovi medprihodni
cˇasi so manjˇsi od strezˇnih cˇasov), se vrsta lahko polni. Prihajajo pa tudi zahteve z vecˇjimi
medprihodnimi cˇasi in vrsta se takrat prazni. Povprecˇni cˇas bivanja zahteve v strezˇni
enoti po prvih 1000 sekundah simulacije je 2,439 s, v cˇakalni vrsti pa 2,429 s. Model
M/D/1 je tako z vidika cˇakanja zahtev slabsˇi od modela D/D/1.
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Slika 4.5 Model M/D/1 pri 100% intenzivnosti prihajanja zahtev.
4.2.2.2 M/D/1 - 100% intenzivnost prihajanja zahtev, simulacija 3000 sekund
Slika 4.6 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela M/D/1. Graf prikazuje
rezultate simulacij izvedenih pri 100% intenzivnosti prihajanja zahtev in trajanju simu-
lacije 3000 sekund (kar je nadaljevanje simulacije s slike 4.5, ki prikazuje model M/D/1
pri 100% intenzivnosti prihajanja zahtev in trajanju simulacije 1000 sekund). Vidimo,
da cˇakalni cˇasi zahtev na dolgi rok sˇe naprej dokaj pocˇasi narasˇcˇajo, pri cˇemer se cˇakalna
vrsta podobno kot na sliki 4.5 med simulacijo tudi prazni. Najdaljˇsi cˇakalni cˇas zahteve
je 8,4 sekund. Povprecˇni cˇas bivanja zahteve v strezˇni enoti po prvih 3000 sekundah
simulacije je 5,002 s, povprecˇni cˇas cˇakanja v vrsti pa 4,992 s.
Slika 4.6 Model M/D/1 pri 100% intenzivnosti prihajanja zahtev in trajanju simulacije 3000 sekund.
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4.2.2.3 M/D/1 - 67% intenzivnost prihajanja zahtev
Pri modelu M/D/1 in 67% intenzivnosti prihajanja zahtev, cˇigar simulacijski rezultati so
prikazani na sliki 4.7, pride vsako sekundo v strezˇno enoto manj zahtev, kot jih strezˇnik
v tem cˇasu lahko postrezˇe. Ker so medprihodni cˇasi porazdeljeni eksponentno, lahko
pridejo zahteve v strezˇno enoto z majhnim cˇasovnim razmakom in vrsta se za kratek cˇas
zapolni, nato pa se hitro izprazni. To se navadno zgodi na vsakih nekaj sekund. Iz grafa
lahko razberemo, da vecˇina zahtev ne cˇaka v vrsti, ampak pride takoj na vrsto za strezˇbo
oz. cˇe zahteva cˇaka, cˇaka veliko manj cˇasa kot pri 100% intenzivnosti prihajanja zahtev.
Povprecˇni cˇas bivanja zahteve v strezˇni enoti po prvih 1000 sekundah simulacije je 0,018
s, povprecˇni cˇas v cˇakalni vrsti pa 0,008 s. Cˇe povprecˇni cˇakalni cˇas zahtev izracˇunamo
po izrazu (4.1), dobimo pricˇakovani povprecˇni cˇakalni cˇas zahtev 0,010 s, kar je dokaj
podobno povprecˇnemu cˇakalnemu cˇasu v simulaciji.
Slika 4.7 Model M/D/1 pri 67% intenzivnosti prihajanja zahtev.
4.2.2.4 M/D/1 - 50% in 30% intenzivnost prihajanja zahtev
Sliki 4.8 in 4.9 sta podobni kot slika 4.7, vendar, je intenzivnost prihajanja zahtev sˇe
manjˇsa (50% in 30%). Vsake toliko cˇasa sˇe vedno prihaja do polnenja vrste (povecˇanja
sˇtevila cˇakajocˇih), vendar do polnenja vrste in posledicˇno cˇakanja prihaja manj pogosto in
tudi, ko do cˇakanja pride, zahteve cˇakajo manj cˇasa kot pri 67% intenzivnosti prihajanja
zahtev. Pri 50% intenzivnosti prihajanja zahtev je povprecˇni cˇas bivanja zahteve v
strezˇni enoti po 1000 sekundah simulacije 0,015 s, povprecˇni cˇakalni cˇas pa je 0,005 s.
Pri 30% intenzivnosti prihajanja zahtev je cˇas bivanja v strezˇni enoti 0,012 s, cˇas cˇakanja
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v vrsti pa 0,002 s. Cˇe povprecˇni cˇakalni cˇas zahtev izracˇunamo po izrazu (4.1), dobimo
pricˇakovana povprecˇna cˇakalna cˇasa zahtev 0,005 s in 0,002 s, kar je enako kot povprecˇni
cˇakalni cˇas v simulacijah.
Slika 4.8 Model M/D/1 pri 50% intenzivnosti prihajanja zahtev.
Slika 4.9 Model M/D/1 pri 30% intenzivnosti prihajanja zahtev.
4.2.2.5 M/D/1 - izracˇun povprecˇnih cˇakalnih cˇasov
Povprecˇne cˇakalne cˇase zahtev modela M/D/1 lahko izracˇunamo po izrazu [24]
w =
ρ
2µ(1− ρ) , (4.1)
kjer velja ρ = λ/µ, pri cˇemer je λ intenzivnost prihajanja zahtev, µ pa intenzivnost
strezˇbe. Izracˇunani povprecˇni cˇakalni cˇasi bi se morali skladati s povprecˇnimi cˇakalnimi
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cˇasi zahtev v simulacijah.
4.2.2.6 M/D/1 - 50% intenzivnost prihajanja zahtev, simulacija 100 sekund
Slika 4.10 prikazuje rezultate simulacij modela M/D/1 pri 50% intenzivnosti prihajanja
zahtev, pri cˇemer je simulacija trajala samo 100 sekund (ostale simulacije so trajale 1000
sekund). Lahko bi rekli, da je ta graf priblizˇan prvi del grafa s slike 4.8. S tega grafa
je bolje razvidno, da je vecˇina zahtev postrezˇenih takoj, vsakih nekaj sekund pa pridejo
zahteve z manjˇsimi medprihodnimi cˇasi in vrsta se za kratek cˇas zapolni - ta del zahtev
nato na strezˇbo cˇaka nekoliko dlje. Povprecˇni cˇas bivanja zahteve v strezˇni enoti po prvih
100 sekundah simulacije je 0,014 s, povprecˇni cˇas cˇakanja v vrsti pa 0,004 s.
Slika 4.10 Model M/D/1 pri 50% intenzivnosti prihajanja zahtev in trajanju simulacije 100 sekund.
4.2.2.7 M/D/1 - 120% intenzivnost prihajanja zahtev
Slika 4.11 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela M/D/1. Graf prika-
zuje rezultate simulacij izvedenih pri 120% intenzivnosti prihajanja zahtev. Cˇakalni cˇasi
zahtev linearno narasˇcˇajo, z razliko od cˇakalnih cˇasov modela D/D/1 pri 120% inten-
zivnosti prihajanja zahtev s slike 4.4 pa rast cˇakalnih cˇasov ni strogo linearna - cˇakalna
vrsta se pogosto med simulacijo za zelo kratek cˇas tudi prazni (medprihodni cˇasi so si
med seboj za razliko od modela D/D/1 razlicˇni). Povprecˇni cˇas bivanja zahteve v strezˇni
enoti po prvih 1000 sekundah simulacije je 84,192 s, povprecˇni cˇas cˇakanja v vrsti pa
84,182 s.
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Slika 4.11 Model M/D/1 pri 120% intenzivnosti prihajanja zahtev.
4.2.2.8 M/D/1 - vse intenzivnosti
Cˇe primerjamo M/D/1 pri 100% intenzivnosti prihajanja zahtev in pri vseh ostalih
intenzivnostih prihajanja zahtev, vidimo, da je cˇakalni cˇas pri 100% intenzivnosti mnogo
vecˇji kot pri ostalih, manjˇsih intenzivnostih prihajanja zahtev. Cˇe pa primerjamo M/D/1
pri 100% in 120% intenzivnosti prihajanja zahtev, vidimo, da je cˇakalni cˇas pri 120%
intenzivnosti prihajanja mnogo vecˇji. Razlog ticˇi v tem, da je sistem preobremenjen in
se cˇakalna vrsta med simulacijo zanemarljivo malo prazni, tako da cˇakalni cˇasi tako rekocˇ
ves cˇas samo narasˇcˇajo.
4.2.2.9 PA/D/1 - 100%
Slika 4.12 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela PA/D/1 pri 100%
intenzivnosti prihajanja zahtev. Pri Paretovi verjetnostni porazdelitvi je tako, da imamo
velike verjetnosti za zelo majhne medprihodne cˇase in majhne verjetnosti za velike med-
prihodne cˇase, kar prikazuje tudi slika 4.2. Vecˇino cˇasa simulacije so medprihodni cˇasi
zelo majhni in vrsta se polni, zelo redko pa pride zahteva z velikim medprihodnim cˇasom
in takrat se vrsta izprazni. Iz slike 4.12 lahko razberemo, da so cˇasi v cˇakalni vrsti ve-
liko vecˇji kot na sliki 4.5 (pri 100% intenzivnosti prihajanja zahtev je pri eksponentni
porazdelitvi medprihodnih cˇasov najvecˇji cˇakalni cˇas manj kot 6 sekund, pri Paretovi pa
350 sekund). Vzrok za toliko vecˇje cˇase v cˇakalni vrsti je to, da se vrsta manj pogosto
prazni (veliki medprihodni cˇasi so bolj redki). Na sliki 4.12 so tudi tako rekocˇ prazni
prostori (npr. med 200 in 300 sekund). Razlog za to je zelo velik medprihodni cˇas (200
24 4 Rezultati simulacij
sekund), ki je povzrocˇil to, da se zahteve 200 sekund niso generirale in cˇakalna vrsta
se tako popolnoma izprazni, strezˇna enota pa je nekaj cˇasa prazna. Ta problem resˇimo
tako, da omejimo najvecˇji mozˇen medprihodni cˇas, kar smo naredili v razdelku 4.2.2.10.
Povprecˇni cˇas, ki ga zahteve prezˇivijo v strezˇni enoti po 1000 sekundah simulacije, je
138,789 s, povprecˇni cˇas cˇakanja v vrsti pa 138,779 s. Tako veliki medprihodni cˇasi niso
realni (cˇe bi bili, racˇunalniˇska omrezˇja ne bi delovala).
Slika 4.12 Model PA/D/1 pri 100% intenzivnosti prihajanja zahtev.
4.2.2.10 PA/D/1 - 100% z omejitvijo najdaljˇsega medprihodnega cˇasa
Slika 4.13 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela PA/D/1 pri 100%
intenzivnosti prihajanja zahtev, pri cˇemer je najdaljˇsi medprihodni cˇas omejen na 10
sekund. To smo naredili, da bi preprecˇili zelo velike medprihodne cˇase, ki povzrocˇijo, da
se cˇakalna vrsta popolnoma izprazni in to, da je strezˇna enota zaradi tega kar nekaj cˇasa
prazna. Ker je parameter oblike na sliki 4.13 vecˇji kot na sliki 4.12, imamo na sliki 4.13
vecˇ manjˇsih medprihodnih cˇasov in vecˇ vecˇjih medprihodnih cˇasov - vrsta se hitro polni,
ampak se tudi hitro prazni. Povprecˇni cˇas, ki ga zahteve prezˇivijo v strezˇni enoti po 1000
sekundah simulacije je 28,907 s, povprecˇni cˇas cˇakanja v vrsti pa 28,897 s.
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Slika 4.13 Model PA/D/1 pri 100% intenzivnosti prihajanja zahtev, najdaljˇsi medprihodni cˇas je omejen na 10 s.
4.2.2.11 PA/D/1 - 100% z drugim (manjˇsim) lokacijskim parametrom
Slika 4.14 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela PA/D/1 pri 100%
intenzivnosti prihajanja zahtev, pri cˇemer je vrednost lokacijskega parametra zmanjˇsana
na 0,001 s. Vrednost parametra oblike je v tem primeru 0,965. Lokacijski parameter
predstavlja najmanjˇsi medprihodni cˇas in ker je le-ta vecˇji kot na sliki 4.12, zahteve
prihajajo v strezˇno enoto z vecˇjim razmakom in tako sta tudi povprecˇni cˇakalni cˇas in
najdaljˇsi cˇakalni cˇas na sliki 4.14 manjˇsa kot na sliki 4.12. Povprecˇni cˇas, ki ga zahteve
prezˇivijo v strezˇni enoti po 1000 sekundah simulacije je 47,748 s, povprecˇni cˇas cˇakanja
v vrsti pa 47,738 s.
Slika 4.14 Model PA/D/1 pri 100% intenzivnosti prihajanja zahtev, vrednost lokacijskega parametra je 0,001.
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4.2.2.12 PA/D/1 - 67%, 50% in 30%
Slika 4.15 prikazuje cˇase zadrzˇevanja zahtev v cˇakalni vrsti modela PA/D/1 pri 67%
intenzivnosti prihajanja zahtev. Slika je podobna sliki 4.12 z razliko, da je intenzivnost
prihajanja zahtev manjˇsa, zato prihaja do polnjenja cˇakalne vrste, ter posledicˇno do
cˇakanja prihaja manj pogosto, cˇe pa do cˇakanja pride, zahteve cˇakajo manj cˇasa (do
okoli 200 sekund). Enako velja za sliki 4.16 in 4.17, ki prikazujeta rezultate simulacij
izvedenih pri 50% in 30% intenzivnosti prihajanja zahtev. Zanju velja enako - vrsta se
polni vse redkeje in zapolni se vse manj. Pri 67% intenzivnosti prihajanja zahtev je
povprecˇni cˇas bivanja zahteve v strezˇni enoti po prvih 1000 sekundah simulacije 78,235
s, povprecˇni cˇas cˇakanja v vrsti pa je 78,225 s. Pri 50% intenzivnosti prihajanja zahtev
je povprecˇni cˇas v strezˇni enoti 60,524 s in cˇas cˇakanja v vrsti je 60,514 s. Pri 30%
intenzivnosti prihajanja zahtev pa sta cˇas v strezˇni enoti in cˇakalni cˇas 58,092 s in 58,082
s.
Slika 4.15 Model PA/D/1 pri 67% intenzivnosti prihajanja zahtev.
Slika 4.16 Model PA/D/1 pri 50% intenzivnosti prihajanja zahtev.
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Slika 4.17 Model PA/D/1 pri 30% intenzivnosti prihajanja zahtev.
4.3 Povzetek simulacijskih rezultatov
Tabela 4.1 prikazuje povprecˇne cˇase, ki jih zahteve prezˇivijo v strezˇni enoti in cˇakalni
vrsti (pri vseh modelih in intenzivnostih prihajanja zahtev). Rezultati so zaokrozˇeni na
tri decimalke natancˇno.
Model Intenzivnost Povprecˇni cˇas v Povprecˇni cˇas
prihajanja zahtev strezˇni enoti (T ) [s] cˇakanja (w) [s]
D/D/1 100% 0,010 0
D/D/1 67% 0,010 0
D/D/1 50% 0,010 0
D/D/1 30% 0,010 0
D/D/1 120% 83,343 83,333
M/D/1 100% 2,439 2,429
M/D/1 67% 0,018 0,008
M/D/1 50% 0,015 0,005
M/D/1 30% 0,012 0,002
PA/D/1 100% 138,789 138,779
PA/D/1 67% 78,235 78,225
PA/D/1 50% 60,524 60,514
PA/D/1 30% 58,092 58,082
Tabela 4.1 Tabela povprecˇnih cˇasov zahtev v strezˇni enoti in cˇakalni vrsti.
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4.4 Ponovitev testov ob drugem semenu nakljucˇnega generatorja
Simulacije smo izvajali tudi s tremi drugimi semeni nakljucˇnega generatorja. Namen
tega je bil, da preverimo, cˇe so rezultati (grafi, povprecˇni cˇasi cˇakanja zahtev...) podobni
tudi pri drugacˇnem zaporedju nakljucˇnih sˇtevil. S tem se zˇelimo izogniti slucˇajnosti
rezultatov oz. slucˇajnosti obnasˇanja modelov. Teste z drugim semenom smo izvedli samo
za nedeterministicˇna generatorja (M/D/1 in PA/D/1). Za generator D/D/1 testov
nismo izvedli, ker je le-ta neodvisen od nakljucˇnega sˇtevila (rezultat je vedno enak ne
glede na seme nakljucˇnega generatorja). Rezultati so prikazani v tabelah 4.2, 4.3 in 4.4.
Rezultati so zaokrozˇeni na tri decimalna mesta.
Model Intenzivnost Povprecˇni cˇas v Povprecˇni cˇas
prihajanja zahtev strezˇni enoti (T ) [s] cˇakanja (w) [s]
M/D/1 100% 1,973 1,963
M/D/1 67% 0,019 0,009
M/D/1 50% 0,014 0,004
M/D/1 30% 0,012 0,002
PA/D/1 100% 114,417 114,407
PA/D/1 67% 101,203 101,193
PA/D/1 50% 12,666 12,656
PA/D/1 30% 5,893 5,883
Tabela 4.2 Tabela povprecˇnih cˇasov zahtev v strezˇni enoti in cˇakalni vrsti z uporabo semena 19.
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Model Intenzivnost Povprecˇni cˇas v Povprecˇni cˇas
prihajanja zahtev strezˇni enoti (T ) [s] cˇakanja (w) [s]
M/D/1 100% 2,174 2,164
M/D/1 67% 0,018 0,008
M/D/1 50% 0,014 0,004
M/D/1 30% 0,012 0,002
PA/D/1 100% 191,278 191,268
PA/D/1 67% 24,854 24,844
PA/D/1 50% 18,835 18,825
PA/D/1 30% 9,366 9,356
Tabela 4.3 Tabela povprecˇnih cˇasov zahtev v strezˇni enoti in cˇakalni vrsti z uporabo semena 63.
Model Intenzivnost Povprecˇni cˇas v Povprecˇni cˇas
prihajanja zahtev strezˇni enoti (T ) [s] cˇakanja (w) [s]
M/D/1 100% 1,742 1,732
M/D/1 67% 0,018 0,008
M/D/1 50% 0,014 0,004
M/D/1 30% 0,012 0,002
PA/D/1 100% 102,526 102,516
PA/D/1 67% 100,860 100,850
PA/D/1 50% 91,680 91,670
PA/D/1 30% 10,528 10,518
Tabela 4.4 Tabela povprecˇnih cˇasov zahtev v strezˇni enoti in cˇakalni vrsti z uporabo semena 5839.
Pri izracˇunu medprihodnih cˇasov generatorja PA/D/1 intenzivnost prihajanja zah-
tev ni podana, zato dolocˇimo fiksen lokacijski parameter, ob vsakem testu (oz. drugem
semenu) pa moramo prilagoditi parameter oblike, tako, da se v zˇeljenem cˇasu zgenerira
zˇeljeno sˇtevilo zahtev. Povprecˇni cˇakalni cˇasi zahtev so si pri razlicˇnih semenih genera-
torja nakljucˇnih sˇtevil pri modelu M/D/1 precej podobni. Pri modelu PA/D/1 pa so
si rezultati precej razlicˇni. Razlog za opazno razlicˇne rezultate ticˇi v tem, da lahko pri
Paretovi porazdelitvi vsake toliko cˇasa pride zelo velik medprihodni cˇas (npr. 200 se-
kund). Pri nekaterih semenih zgeneriramo tako velik medprihodni cˇas, kar pomeni, da se
zahteve tako 200 sekund ne generiranjo in vrsta se prazni - povprecˇni cˇakalni cˇas je tako
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manjˇsi. Cˇe pa pri simulaciji tako velikega medprihodnega cˇasa ne zgeneriramo, potem
je povprecˇni cˇakalni cˇas opazno vecˇji. Drugi razlog za razlike pa je to, da ob vsakem
semenu spremenimo parameter oblike; pri vecˇjem parametru oblike se vrsta manj na-
polni. Problem resˇimo tako, da omejimo najvecˇji medprihodni cˇas - medprihodni cˇasi so
si tako bolj podobni (manjˇse sˇtevilo razlicˇnih medprihodnih cˇasov), posledicˇno si bodo
(pri razlicˇnih semenih nakljucˇnega generatorja) bolj podobni tudi parametri oblike in
povprecˇni cˇakalni cˇasi zahtev. V tabeli 4.5 so povprecˇni cˇakalni cˇasi zahtev pri sˇtirih
razlicˇnih semenih nakljucˇnega generatorja, pri cˇemer smo najvecˇji medprihodni cˇas ome-
jili na 10 sekund. Cˇakalni cˇasi so v tabeli 4.5 manjˇsi, ker so bili vsi parametri oblike vecˇji
kot v tabelah 4.1, 4.2, 4.3 in 4.4. Vidimo tudi, da so si cˇakalni cˇasi zahtev brez vecˇjih
odstopanj med seboj podobni.
Model Seme Intenzivnost Povprecˇni cˇas v Povprecˇni cˇas
prihajanja zahtev strezˇni enoti (T ) [s] cˇakanja (w) [s]
PA/D/1 3 100% 28,907 28,897
PA/D/1 3 67% 4,663 4,653
PA/D/1 3 50% 2,410 2,400
PA/D/1 3 30% 1,107 1,097
PA/D/1 19 100% 23,897 23,887
PA/D/1 19 67% 4,510 4,500
PA/D/1 19 50% 2,236 2,226
PA/D/1 19 30% 0,922 0,912
PA/D/1 63 100% 46,390 46,380
PA/D/1 63 67% 6,499 6,489
PA/D/1 63 50% 2,737 2,727
PA/D/1 63 30% 1,207 1,197
PA/D/1 5839 100% 24,099 24,089
PA/D/1 5839 67% 4,558 4,548
PA/D/1 5839 50% 2,542 2,532
PA/D/1 5839 30% 1,037 1,027
Tabela 4.5 Tabela povprecˇnih cˇasov zahtev v strezˇni enoti in cˇakalni vrsti, medprihodni cˇasi so omejeni na 10 s.
5 Zakljucˇek
V diplomskem delu smo obravnavali vpliv porazdelitve medprihodnih cˇasov zahtev na
cˇase bivanja zahtev v cˇakalni vrsti strezˇne enote. V simulacijskem okolju OMNeT++
smo postavili tri razlicˇne modele oz. tri razlicˇne generatorje zahtev. Prvi je bil deter-
ministicˇni generator (D/D/1), ki je zahteve generiral s konstantnim cˇasovnim razma-
kom. Druga dva generatorja sta bila nedeterministicˇna (M/D/1 in PA/D/1), zahteve
sta generirala v odvisnosti od nakljucˇne spremenljivke, prvi po eksponentni verjetnostni
porazdelitvi, drugi po Paretovi. Simulacije smo izvajali na treh razlicˇnih generatorjih
zahtev in pri razlicˇnih intenzivnostih prihajanja zahtev. Pri modelu D/D/1 in 100% ali
manjˇsi intenzivnosti prihajanja zahtev zahteve ne cˇakajo, cˇe pa je intenzivnost prihaja-
nja zahtev vecˇja, se cˇakalna vrsta ves cˇas samo polni (cˇakalni cˇasi linearno narasˇcˇajo).
Za model M/D/1 smo ugotovili, da pri 100% intenzivnosti prihajanja zahtev cˇakalni
cˇas ”niha”(vrsta se polni, ker vecˇino cˇasa prihajajo zahteve z majhnimi medprihodnimi
cˇasi; ko pa pride zahteva z vecˇjim medprihodnim cˇasom se vrsta lahko popolnoma izpra-
zni). Pri modelu PA/D/1 izracˇunamo vecˇ manjˇsih medprihodnih cˇasov kot pri M/D/1.
Tako se pri PA/D/1 vrsta dlje cˇasa polni (verjetnost za vecˇje medprihodne cˇase je ve-
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liko manjˇsa, zato moramo na vecˇji medprihodni cˇas ”cˇakati”dlje cˇasa) in tudi, ko daljˇsi
medprihodni cˇas pride, je vrsta zˇe zelo polna. Izkazalo se je, da so cˇakalni cˇasi pri Pare-
tovi porazdelitvi medprihodnih cˇasov opazno vecˇji, kot tisti pri eksponentni porazdelitvi
medprihodnih cˇasov. Glavna razlika med modeloma M/D/1 in PA/D/1 pa je to, da
se cˇakalna vrsta pri modelu M/D/1 ves cˇas ne samo polni, ampak sproti tudi prazni;
pri modelu PA/D/1 pa imamo izbruhe zahtev (v nekem trenutku pride veliko zahtev z
majhnim medprihodnim cˇasom, vrsta se tako hitro polni, izprazni se po nekem cˇasu, ko
pride zahteva z velikim medprihodnim cˇasom, do takrat pa je vrsta zˇe precej polna).
V diplomskem delu smo postavili teoreticˇen model, pri cˇemer eksperimentalnih po-
datkov medprihodnih cˇasov zahtev nismo imeli, zato smo parametre pri modelu PA/D/1
dolocˇili sami. Izkazalo se je, da porazdelitev medprihodnih cˇasov nasˇega modela PA/D/1
ni realna, ker so povprecˇni cˇakalni cˇasi zahtev preveliki. Cˇe bi bili cˇakalni cˇasi zahtev
v realnih omrezˇjih tako veliki, potem omrezˇja ne bi delovala. Ocena parametrov pri
modelu PA/D/1 tako ni ustrezna. Ugotovili pa smo, da pri modelu PA/D/1 prihaja
do izbruhov zahtev in do vecˇjih ozkih grl kot pri M/D/1. Pri modelu PA/D/1 pride
do porajanja ozkih grl vsake toliko cˇasa, vrsta pa se cˇez cˇas, lahko popolnoma, izprazni.
V prihodnosti bi lahko poskusili ta problem resˇiti tako, da bi, ko pride do ozkega grla
oz. zamasˇitve (vrsta se zacˇne hitro polniti in se napolni do neke tocˇke), povecˇali ceno
poti do usmerjevalnika, tako, da bi se promet, dokler se ozko grlo ne izprazni, preusmeril
mimo tega usmerjevalnika (pri cˇemer sklepamo, da na drugih usmerjevalnikih na poti ta
trenutek verjetno ni ozkih grl).
V prihodnosti bi lahko implementirali bolj realen model in sicer z uporabo omrezˇnih
protokolov, razlicˇnimi zakasnitvami prenosnih medijev in neenakovrednimi zahtevami.
Smiselno bi bilo dobiti tudi eksperimentalne podatke, ter bolj realno dolocˇiti parametre
pri modelu PA/D/1. Poleg tega bi lahko implementirali vecˇje omrezˇje, kjer ne bi imeli
le ene strezˇne enote, ampak vecˇ le-teh.
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A.1.1 Modul Generator - model D/D/1
A.1.1.1 Modul generator.ned
1 s imple generato r {
2 parameters :
3 @display ( ” i=block / source ” ) ;
4 volat i le double i n te rArr iva lT ime @unit ( s ) = default ( 0 . 0 1 s ) ;
5 double startTime @unit ( s ) = default (0 s ) ;
6 double stopTime @unit ( s ) = default (1000 s ) ;
7 @signal [ intArr ] ( type=dobule ) ;
8 @ s t a t i s t i c [ intArr ] ( t i t l e=”Medprihodni cas in cas v
9 SE” ; record=vector , timeavg ; un i t=s ; in te rpo la t ionmode=none ) ;
10
11 gate s :
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12 output out ;
13 }
Listing A.1 Izvorna koda modula Generator.
A.1.1.2 Modul generator.h
1 #ifndef GENERATOR H
2 #define GENERATOR H
3
4 #include <omnetpp . h>
5
6 using namespace omnetpp ;
7
8 class generato r : public cSimpleModule{
9 private :
10 cMessage ∗generateJobMsg ;
11 s imt ime t startTime ;
12 s imt ime t stopTime ;
13 int jobCounter ;
14 s i m s i g n a l t i n t e rAr r ;
15
16 protected :
17 virtual void i n i t i a l i z e ( ) ;
18 virtual void handleMessage ( cMessage ∗msg ) ;
19 virtual void updateDisplay ( int i ) ;
20
21 public :
22 generator ( ) ;
23 virtual ˜ generator ( ) ;
24 } ;
25 #endif
Listing A.2 Izvorna koda modula Generator.
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A.1.1.3 Modul generator.cc
1 #include ” generator . h”
2
3 Define Module ( genera tor ) ;
4
5 generator : : g ene rator ( ) {
6 }
7
8 generator : : ˜ generator ( ) {
9 cancelAndDelete ( generateJobMsg ) ;
10 }
11
12 void generato r : : i n i t i a l i z e ( ){
13 generateJobMsg = new cMessage ( ” generate ” ) ;
14 startTime = par ( ” startTime ” ) ;
15 stopTime = par ( ”stopTime” ) ;
16
17 jobCounter = 0 ;
18
19 scheduleAt ( startTime , generateJobMsg ) ;
20 in t e rAr r = r e g i s t e r S i g n a l ( ” intArr ” ) ;
21 }
22
23 void generato r : : handleMessage ( cMessage ∗msg){
24 i f (msg == generateJobMsg ){
25 i f ( stopTime < 0 | | stopTime > simTime ( ) ){
26 emit ( interArr , par ( ” inte rArr iva lT ime ” ) . doubleValue ( ) ) ;
27 scheduleAt ( simTime ( ) + par ( ” inte rArr iva lT ime ” ) . doubleValue ( ) , msg ) ;
28
29 cMessage ∗ job = new cMessage ( ) ;




33 updateDisplay ( jobCounter ) ;
34 }
35 else {





41 void generato r : : updateDisplay ( int i ){
42 char buf [ 1 0 0 ] ;
43 s p r i n t f ( buf , ”%ld ” , ( long ) i ) ;
44 ge tD i sp l aySt r ing ( ) . setTagArg ( ” t ” ,0 , buf ) ;
45 }
Listing A.3 Izvorna koda modula Generator.
A.1.2 Modul Generator - model M/D/1
Vrstice 7-10 v datoteki ’Modul generator.cc’ zamenjajo vrstici 26 in 27 v A.1.1. Ostala
koda je enaka.
1 std : : de fau l t random eng ine gen ( 3 ) ; //seme
2 std : : u n i f o r m r e a l d i s t r i b u t i o n<double> d i s t r i b u t i o n ( 0 . 0 , 1 . 0 ) ;
3
4 void generato r : : handleMessage ( cMessage ∗msg){
5 i f (msg == generateJobMsg ){
6 i f ( stopTime < 0 | | stopTime > simTime ( ) ){
7 double lambda = 100 ; // i n t e n z i v n o s t p r i h a j a n j a z a h t e v
8 double p = d i s t r i b u t i o n ( gen ) ;
9 emit ( interArr , ((−(1/ lambda )∗ l og (1−p ) ) ) ) ;




Listing A.4 Izvorna koda modula StreznaEnota.
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A.1.3 Modul Generator - model PA/D/1
Vrstice 7-9 v datoteki ’Modul generator.cc’ zamenjajo vrstici 26 in 27 v A.1.1. Ostala
koda je enaka.
1 std : : de fau l t random eng ine gen ( 3 ) ; //seme
2 std : : u n i f o r m r e a l d i s t r i b u t i o n<double> d i s t r i b u t i o n ( 0 . 0 , 1 . 0 ) ;
3
4 void generato r : : handleMessage ( cMessage ∗msg){
5 i f (msg == generateJobMsg ){
6 i f ( stopTime < 0 | | stopTime > simTime ( ) ){
7 double p = d i s t r i b u t i o n ( gen ) ;
8 emit ( interArr , (0 .00001 / pow( (1−p) , 1 .5265 ) ) ) ;




Listing A.5 Izvorna koda modula StreznaEnota.
A.1.4 Modul StreznaEnota - enak za vse modele
A.1.4.1 Modul streznaEnota.ned
1 s imple streznaEnota {
2 parameters :
3 @display ( ” i=block /queue” ) ;
4 int capac i ty = default (−1);
5 volat i le double serv iceTime @unit ( s ) = default ( 0 . 0 1 s ) ;
6 @signal [ SETime ] ( type=s imt ime t ) ;
7 @ s t a t i s t i c [ SETime ] ( t i t l e=”Cas v s t r e z n i
8 e n o t i ” ; r ecord=vector , timeavg ; un i t=s ; in te rpo la t ionmode=none ) ;
9 @signal [ WaitTime ] ( type=s imt ime t ) ;
10 @ s t a t i s t i c [ WaitTime ] ( t i t l e=”Cas v
11 c a k a l n i v r s t i ” ; r ecord=vector , timeavg ; un i t=s ; in te rpo la t ionmode=none ) ;
12
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13 gate s :
14 input in ;
15 output out ;
16 }
Listing A.6 Izvorna koda modula StreznaEnota.
A.1.4.2 Modul streznaEnota.h
1 #ifndef streznaEnota H
2 #define streznaEnota H
3
4 #include <omnetpp . h>
5
6 using namespace omnetpp ;
7
8 class streznaEnota : public cSimpleModule{
9 private :
10 cQueue queue ;
11 cMessage ∗ currentJob ;
12 cMessage ∗ endServiceMsg ;
13 int capac i ty , l ength ;
14 s imt ime t serv iceTime ;
15
16 s imt ime t w;
17 s imt ime t t ;
18 s i m s i g n a l t SETimeSignal ;
19 s i m s i g n a l t WaitTimeSignal ;
20
21 public :
22 streznaEnota ( ) ;
23 virtual ˜ streznaEnota ( ) ;
24
25 protected :
26 virtual void i n i t i a l i z e ( ) ;
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27 virtual void handleMessage ( cMessage ∗msg ) ;
28 virtual void updateDisplay ( int i ) ;
29 } ;
30 #endif
Listing A.7 Izvorna koda modula StreznaEnota.
A.1.4.3 Modul streznaEnota.cc
1 #include ” streznaEnota . h”
2
3 Define Module ( streznaEnota ) ;
4
5 streznaEnota : : streznaEnota ( ) {
6 currentJob = NULL;
7 endServiceMsg = NULL;
8 }
9
10 streznaEnota : : ˜ streznaEnota ( ) {
11 delete currentJob ;
12 cancelAndDelete ( endServiceMsg ) ;
13 }
14
15 void streznaEnota : : i n i t i a l i z e ( ){
16 endServiceMsg = new cMessage ( ”end” ) ;
17 capac i ty = par ( ” capac i ty ” ) ;
18 serv iceTime = par ( ” serv iceTime ” ) ;
19 queue . setName ( ”queue” ) ;
20 l ength = 0 ;
21 w = 0 ; // cas cakanja
22 t = 0 ; // cas v SE
23 SETimeSignal = r e g i s t e r S i g n a l ( ”SETime” ) ;




27 void streznaEnota : : handleMessage ( cMessage ∗msg){
28 i f (msg==endServiceMsg ){
29 w = ( simTime()− serv iceTime ) − currentJob−>getTimestamp ( ) ;
30 t = w + serv iceTime ;
31 send ( currentJob , ” out ” ) ;
32 emit ( SETimeSignal , t ) ;
33 emit ( WaitTimeSignal , w) ;
34
35 i f ( queue . isEmpty ( ) ){
36 currentJob = NULL;
37 }
38 else {
39 scheduleAt ( simTime()+ serviceTime , endServiceMsg ) ;





45 cMessage ∗ job = msg ;
46
47 i f ( currentJob == NULL){
48 scheduleAt ( simTime()+ serviceTime , endServiceMsg ) ;
49 currentJob = job ;
50 job−>setTimestamp ( ) ;
51 }
52 else {
53 i f ( capac i ty >=0 && length >= capac i ty ){
54 delete job ;
55 }
56 else {
57 job−>setTimestamp ( ) ;
58 queue . i n s e r t ( job ) ;
59 l ength++;




63 updateDisplay ( l ength ) ;
64 }
65 void streznaEnota : : updateDisplay ( int i ){
66 char buf [ 1 0 0 ] ;
67 s p r i n t f ( buf , ” Q length :% ld ” , ( long ) i ) ;
68 ge tD i sp l aySt r ing ( ) . setTagArg ( ” t ” ,0 , buf ) ;
69 }
Listing A.8 Izvorna koda modula StreznaEnota.
A.1.5 Modul Ponor - enak za vse modele
A.1.5.1 Modul ponor.ned
1 s imple ponor{
2 parameters :
3 @display ( ” i=block / s ink ” ) ;
4 gate s :
5 input in ;
6 }
Listing A.9 Izvorna koda modula Ponor.
A.1.5.2 Modul ponor.h
1 #ifndef ponor H
2 #define ponor H
3
4 #include <omnetpp . h>
5
6 using namespace omnetpp ;
7





12 int s inked ;
13 virtual void i n i t i a l i z e ( ) ;
14 virtual void handleMessage ( cMessage ∗msg ) ;
15 virtual void updateDisplay ( int i ) ;
16 } ;
17 #endif
Listing A.10 Izvorna koda modula Ponor.
A.1.5.3 Modul ponor.cc
1 #include ”ponor . h”
2
3 Define Module ( ponor ) ;
4
5 void ponor : : i n i t i a l i z e ( ){
6 s inked = 0 ;
7 }
8
9 void ponor : : handleMessage ( cMessage ∗msg){
10 s inked ++;
11 delete msg ;
12 updateDisplay ( s inked ) ;
13 }
14
15 void ponor : : updateDisplay ( int i ){
16 char buf [ 1 0 0 ] ;
17 s p r i n t f ( buf , ”%ld ” , ( long ) i ) ;
18 ge tD i sp l aySt r ing ( ) . setTagArg ( ” t ” ,0 , buf ) ;
19 }
Listing A.11 Izvorna koda modula Ponor.
A.1.6 Modul Omrezˇje
A.1.6.1 Modul omrezje.ned
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1 network omrezje {
2 submodules :
3 Generator : generator {
4 @display ( ”p=50 ,70” ) ;
5 }
6 StreznaEnota : streznaEnota {
7 @display ( ”p=202 ,70” ) ;
8 }
9 Ponor : ponor {
10 @display ( ”p=386 ,70” ) ;
11 }
12 connec t i ons :
13 Generator . out −−> StreznaEnota . in ;
14 StreznaEnota . out −−> Ponor . in ;
15 }
Listing A.12 Izvorna koda datoteke Modul omrezje.ned.
Spremenjeno po viru: OMNeT++ model M/M/1 example. https://ucilnica1819.fri.uni-
lj.si/course/view.php?id=84. Citirano dne 17.7.2020.
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A.2 Test pravilnosti delovanja generatorja M/D/1
Histograma na sliki A.1 prikazujeta zgenerirane medprihodne cˇase prvih tisocˇ zahtev v
simulaciji, kjer velja t = 10 s (t je inverzna vrednost intenzivnosti prihajanja zahtev, t
= 1/λ). Na levi strani slike A.1 je histogram, ki prikazuje pravilno delovanje generatorja
M/D/1 (povzet po viru [4]), na desni strani slike pa je histogram, ki prikazuje delovanje
nasˇega generatorja M/D/1. Histograma sta si podobna, nista pa identicˇna, ker je bil v
obeh primerih uporabljen drug generator nakljucˇnih sˇtevil oz. drugo seme generatorja
nakljucˇnih sˇtevil.
Slika A.1 Na levi je histogram pravilnega delovanja generatorjaM/D/1 povzet po viru [4], na desni pa je histogram delovanja
nasˇega generatorja M/D/1.
