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Generalized Gibbs ensembles (GGEs) have been introduced to describe stationary expectation
values of local observables in integrable models with macroscopically many conservation laws. Recent
advances showed that GGEs also describe more realistic nearly integrable systems which are weakly
driven and open. In this case, integrability breaking perturbations determine the parameters of
GGE. By tuning the coupling to the environment, it is thus possible to stabilize a broad range of
tailored GGEs. Here we pave the way for the first experimental observation of GGEs in a nearly
integrable driven-dissipative setup with trapped ions. We present an implementation scheme for a
particular choice of Lindblad operators and suggest experimental observables which detect that a
GGE approximately describes the stabilized steady-state. To engineer single-, as well as two-body
dissipation, we use a combination of couplings which can be found in state-of-the-art trapped-ion
platforms. We assess the performance of our implementation scheme and discuss the resources
required to observe a deviation from a thermal ensemble in an experiment.
I. INTRODUCTION
Statistical descriptions turned out to be an extremely
useful way to capture steady states in many-body sys-
tems when driven out of equilibrium. Several studies
showed that starting from a non-eigenstate, ergodic sys-
tem will relax to a steady state that locally looks like a
thermal Gibbs ensemble [1]. Similarly, generalized Gibbs
ensembles (GGE) were proposed [2–24] to describe sys-
tems with many extensive conservation laws, such as in-
tegrable models. GGEs have a form related to that of a
thermal ensemble, but with additional Lagrange multi-
pliers λi associated with additional conserved quantities
Ci,
ρGGE =
e−
∑
i λiCi
Tr[e−
∑
i λiCi ]
(1)
Similarly as thermal states provide a simple description
of any ergodic many-body systems, also GGEs give a
compact parametrization in terms of polynomially and
not exponentially many parameters λi. In addition, ap-
proximate expectation values of local observables can be
typically obtained from truncated GGEs (tGGEs) includ-
ing only a few most local conservation laws, also formally
convergent upon increasing the number of Ci [25].
The applicability of generalized Gibbs ensembles was
also confirmed experimentally in a cold atoms setup [26]
where, at least up to some time, an almost perfectly
closed and perfectly integrable system can be prepared.
Ref. [26] showed that GGEs for a Lieb-Liniger model
can provide highly accurate descriptions of an interact-
ing trapped 1D Bose gas. However, this has so far been
the only experimental realization of GGEs, because it is
tough to simulate integrable systems due to their fine-
tuned nature. It has been shown theoretically [27–30]
∗ These two authors contributed equally
and experimentally [31] that even slightest static integra-
bility breaking causes eventual thermalization. Traces of
integrability can only be seen in the transient dynamics
[32–41].
In recent works [42, 43], two of us demonstrated that,
nonetheless, integrability is not as fragile as previously
believed. We showed that what is detrimental is only
the static integrability breaking. However, if one weakly
drives a nearly integrable system and at the same time
allows it to cool down through weak coupling to the en-
vironment, then the system will relax to a steady state
that can be approximated with a generalized Gibbs en-
semble. In a perfectly isolated integrable system, the
values of λi are set by the value of conserved quantities
in the initial state, 〈Ci〉 = 〈ψ(0)|Ci|ψ(0)〉. The major
difference is that now the Lagrange multipliers λi are de-
termined by the perturbation itself [42–44]. Such setup
is much more versatile because it does not require the
fine-tuned perfect integrability and at the same time al-
lows for the engineering of GGEs through a particular
choice of perturbation. In condensed matter experiments
this could be realized using spin chain materials driven
with laser light and cooled through phonons [42]. Alter-
natively, driving and openness can also be provided by
dissipative processes, theoretically described by coupling
to Markovian baths and experimentally realized, e.g., on
trapped-ion platforms [45, 46].
In this work, we present an implementation of a dissi-
pative dynamics based on ion-trap technology [47] that
stabilizes a steady state approximately described by a
generalized Gibbs ensemble. From the first proposals for
the realization of quantum spin models based on con-
trollable coherent couplings in ion-trap systems [48, 49],
trapped ions have developed into an immensely successful
platform for quantum simulation [50, 51], and numerous
milestone experiments conducted on a variety of plat-
forms [52–60]. Here, based on ingredients that are avail-
able in state-of-the-art Paul traps [46, 56, 59], Penning
traps [58, 61, 62], as well as in envisaged architectures
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2of microtrap arrays [63–67], we devise schemes that re-
vive effects of integrability when the underlying Hamilto-
nian dynamics is only approximately integrable. To this
end, we engineer local, as well as two-body dissipation by
the combination of tunable coherent and dissipative cou-
plings, such as sideband and repumper drives. We assess
the performance of our scheme numerically and present a
strategy for scaling the presented mechanisms to systems
of many ions.
In developing a scheme that stabilizes a steady state
approximately described by a generalized Gibbs ensemble
in trapped-ion systems, we are presenting a blueprint for
engineering a highly non-trivial non-equilibrium quan-
tum dynamics on a well-established and well-controllable
physical platform. Our work thus opens the door to a
first experimental realization of a GGE in a driven open
system that is only approximately integrable. Observa-
tion of effects predicted by us would confirm that integra-
bility is not as a fine-tuned effect as previously believed
and can be revived in realistic setup via driving. The dis-
sipation engineering strategies we provide can be general-
ized to a wide range of dynamics in realistic experimental
systems. This will allow for the study of previously un-
explored phenomena in non-equilibrium quantum many-
body physics.
Paper is organized in the following way: In Sec. II we
introduce the model and Lindblad integrability break-
ing perturbations. In Sec. III we overview the theory of
weakly open driven nearly integrable systems. In Sec. IV
we present numerical results and means to measure that
a GGE approximates the stabilized steady state. In Sec-
tion V-VII we present implementation on two ions and
then scale this up in Sec. VIII. In Sec. IX, we point out
different platforms where our implementation could be
realized.
II. MODEL
We consider the XY-model in the presence of a mag-
netic field h, which belongs to the class of non-interacting
integrable models. We thus base our driven open model
on a quantum spin system that has been realized suc-
cessfully in trapped-ion systems [56]. In contrast to Ref.
[56], we rotate the spin axes for pi/2 around y-axis and
consider
H0 =
∑
j
JzS
z
j S
z
j+1 + JyS
y
j S
y
j+1 + hS
x
j . (2)
The resulting YZ-model will allow us to facilitate an ex-
perimental implementation of Lindblad terms. An alter-
native realization based on the XY-Hamiltonian in com-
bination with sympathetic cooling is presented in Sec.
VII.
In realistic setups with trapped ions, the coupling me-
diated by radial modes actually decays polynomially as
(1/dα)S
z(y)
j S
z(y)
j+d , with α ∈ [2, 3] which is already one
inevitable source of integrability breaking. However, if
the decay is fast enough one can consider such a system
as nearly integrable. In our analysis we will take into
consideration only the leading contribution
H1 = 1
∑
j
JzS
z
j S
z
j+2 + JyS
y
j S
y
j+2, 1 =
1
2α
. (3)
H1 alone would thermalize the system, however, non-
thermal steady states approximated by GGE can be
achieved when a weak coupling to Lindblad non-
equilibrium baths is added. We will consider the ho-
mogeneous bulk dissipators of two types a = 1, 2
Dˆ(a)ρ =
∑
j
L
(a)
j ρL
(a)
j
† − 1
2
{L(a)j
†
L
(a)
j , ρ} (4)
with Lindblad operators at site j
L
(1)
j = S
−
j , (5)
L
(2)
j = S
+
j P
↓
j+1, (6)
Here P ↓j =
1
21j − Szj is a projection on the state |0〉 at
site j. In Sec. V we provide an implementation scheme
using ingredients readily available in state-of-the-art ex-
perimental platforms.
The full dynamics of the density matrix is governed by
the Liouvillian Lˆ = Lˆ0 + Lˆu + Lˆ1, constituted from the
dominant unitary part Lˆ0 and perturbations Lˆu, Lˆ1,
ρ˙ = (Lˆ0 + Lˆu + Lˆ1)ρ, (7)
Lˆ0ρ = −i[H0, ρ],
Lˆuρ = −i[H1, ρ],
Lˆ1ρ = 
(
(1− γ)Dˆ(1) + γDˆ(2)
)
ρ.
One should note that despite the fact that the underly-
ing model H0 in Eq. (2) is non-interacting, our choice
of Lindblad operators is what makes the whole prob-
lem interacting. Moreover, we also cannot make use of
a Jordan-Wigner transformation which yields non-local
Lindblad operators. Therefore our analysis is limited to
finite-size exact diagonalization.
III. CONDITIONS FOR GGE PARAMETERS
Because perturbations due to the dissipation Lˆ1 and
the next-nearest neighbor interaction Lˆu are only weak,
the exact steady state density matrix ρ∞ can be split
into
ρ∞ ≡ lim
t→∞ ρ(t) = ρBD + δρ, ρBD ∼ O(1), δρ ∼ O().
(8)
Since ρBD must fulfill [H0, ρBD] = 0 it can be
parametrized as
ρBD =
∑
m,n
amn|m〉〈n| δE0m,E0n , H0|n〉 = E0n|n〉 (9)
3with about 2n parameters amn. However, in our previous
works [42–44] we showed that for integrable H0, ρBD can
be more efficiently parametrized if written in the form
of a GGE, Eq. (1). Equivalence of ρBD and ρGGE is
formally expected when calculating expectation values of
local observables in the thermodynamic limit and with all
conservation laws included,
lim
N→∞
Tr[OρBD] = Tr[OρGGE]. (10)
In the following we will show that also a truncated GGE
(tGGE) with a few conservation laws
ρtGGE ≡ e
−∑NCi=1 λiCi
Tr[e−
∑NC
i=1 λiCi ]
(11)
qualitatively captures the expectation values of local ob-
servables. Lagrange parameters λi are determined from
the stationarity conditions in the steady state, ∂t〈Ci〉 =
0, for all conservation laws included into tGGE [42–44].
For our choice of perturbation the contributions to order
 and 21
〈C˙i〉 ≈ Tr[(Lˆ1 + Lˆ2)ρtGGE] != 0, (12)
Lˆ2 ≡ −LˆuLˆ−10 Lˆu (13)
uniquely fix the λi in the steady state. Here we used
Lˆ0ρtGGE = 0 because [H0, Ci] = 0, and that unitary per-
turbation contributes to the decay of conservation laws
only in the second order, since Tr[CiLˆuρtGGE] = 0 due
to cyclicity of the trace. More details on the derivation
of condition (12) and how to use Lˆ−10 in practice can be
found in Ref. [44]. Here we give only the final result for
〈C˙i〉,
〈C˙i〉 = 2pi
∑
nm
(〈m|Ci|m〉 − 〈n|Ci|n〉)〈n|ρGGE|n〉 (14)
×
[
|〈n|H1|m〉|2 1
pi
η
(E0n − E0m)2 + η2
+ 
∑
j
(
(1− γ)|〈n|L(1)j |m〉|2 + γ|〈n|L(2)j |m〉|2
) ]
where finite broadening η has to be used for calculations
at finite system sizes.
IV. NUMERICAL RESULTS
We base our analysis on three approaches: (i) calcula-
tion of the exact steady state ρ∞, Eq. (8), at finite but
small  obtained from diagonalization of the full Liou-
villian on small system sizes N = 6 where we exclude
or include (NN) unitary integrability breaking H1, (ii)
exact calculation of ρBD, Eq. (9), on N = 6, 8, 10 and
(iii) approximate calculation based on a truncated GGE,
Eq. (11), including a finite number of NC = 4 conserva-
tion laws Ci on systems of maximal size N = 12. Note
that each Ci is a translationally invariant sum of oper-
ators with support not larger than i. Due to finite size
effects, only Ci with support smaller than N/2 can be in-
cluded in the tGGE. Ci are obtained using the so-called
boost operator, B = −i∑j jhj , where H0 = ∑j hj ,
from the recursive relation Ci+1 = [B,Ci] for i ≥ 2 and
C2 = H0. At the isotropic point, Jy = Jz the magneti-
zation Sx = C1 is conserved as well.
Fig. 1 shows 〈H0〉 and 〈C4〉 as a function of relative dis-
sipator strength γ, Eq. (7), obtained using different ap-
proximations described above at largest accessible system
sizes. We observe a good agreement between the three
approaches, also for other parameters not displayed. Re-
sults calculated from ρBD on N = 6, 8, 10 interpolate
between the exact (N = 6) and tGGE (N = 12) re-
sults. While ρBD and ρ∞ for small  = 0.01 agree very
well on N = 6, increasing the system size shows a ten-
dency of ρBD towards the ρtGGE result. A milder dis-
crepancy of ρtGGE results is due to omitted conservation
laws. Note that ρtGGE is parametrized with NC = 4 pa-
rameters while ρBD at N = 10 with about 10
3, therefore
the tGGE certainly gives a highly economic description.
We find that in the presence of Lindblad driving, the
effect of next-nearest interaction, H1, is actually rather
weak. Results obtained from exact steady state ρ∞ cal-
ρtGGE (N=12, Nc=4)
ρBD (N=10)
ρBD (N=8)
ρBD (N=6)
ρ∞ (N=6,NN)
ρ∞ (N=6)
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4
〉/N
b
FIG. 1. Energy and C4 densities as a function of relative
driving strength γ, Eq. (7), calculated with (NN) or without
next nearest coupling H1 from the exact steady state ρ∞ at
 = 0.01, from ansatz ρBD, and from a truncated GGE ρtGGE,
using NC = 4 conservation laws. System sizes N = 6, 8, 10, 12
are used at Jy = h = 1, Jz = 0.1 and 1 = 0.05 for (NN).
.
4culated with (NN) or without H1 are very similar. While
H1 can be easily included into the calculation of the ex-
act steady state ρ∞, it brings certain ambiguity into the
calculation of ρBD and ρtGGE. Namely, on finite system
sizes one has to introduce broadening when calculating
LˆuLˆ−10 Lˆu, [44]. As we showed in [43], broadening itself
modifies the effective strength of the perturbation, mean-
ing that different system sizes, requiring different broad-
ening, cannot be directly compared. Since ρ∞ shows that
the effect of H1 is small, we omit it in the calculation of
ρBD and ρtGGE.
A. Experimentally relevant signatures
Fig. 1 confirmed that the expectation values of local
observables in the steady state can be calculated using
a generalized Gibbs ensemble. However, this does not
yet rule out the possibility that the system has actually
thermalized, i.e., λi = 0 if λi 6= β, due to different sources
of integrability breaking. In order to show that the steady
state can be very non-thermal, we introduce the ratio ηO
ηO =
Tr[Oρx]− Tr[Oρth]
Tr[Oρth]
, (15)
calculated with respect to the exact steady state, ρx =
ρ∞, or with the truncated GGE, ρx = ρtGGE. For cal-
culations with ρx = ρ∞ we define ρth as a thermal state
with respect toH0, Eq. (2), with temperature determined
from the condition Tr[H0ρ∞] = Tr[H0 e
−βH0
Tr[e−βH0 ] ]. For cal-
culations based on ρx = ρtGGE the temperature in ρth is
calculated from Eq. (12) using a Gibbs ensemble ansatz
with H0 as the only conservation law.
Experimentally, ηO would be obtained in the same way.
One would need to measure: (i) the steady state ex-
pectation value 〈O〉, (ii) energy density in the steady
state 〈H0〉/N so as to reconstruct the temperature β
from the relation 〈H0〉 = Tr[H0 e−βH0Tr[e−βH0 ] ] using e.g. ex-
act diagonalization, (iii) use β to calculate 〈O〉th =
Tr[O e
−βH0
Tr[e−βH0 ] ] numerically again, (iv) look at the ration
(〈O〉 − 〈O〉th)/〈O〉th).
In the following we focus on operators O = H0, C4
for numerical reasons, since expectation values of observ-
ables included in the tGGE are most accurately repre-
sented by ρtGGE. H0, C4 could be used as experimen-
tal observables as well, with γ tuned as explained in
Sec. VI A. Explicit expression for C4 is
C4 =
∑
j
∑
µ=z,y
JµS
µ
j S
x
j+1S
x
j+2S
µ
j+3 −
hJµ
2
Sµj S
x
j+1S
µ
j+2
+
Jµ¯
4
Sµj S
µ
j+1 (16)
where z¯ = y, y¯ = z.
Figure 2 shows ηC4 as a function of anisotropy Jz/Jy,
obtained from the exact density matrix ρ∞ on N = 6
ρtGGE (N=12, NC=4)
ρ∞ (N=6)
0. 1. 2. 3. 4. 5.
0.
4.
8.
Jz/Jy
η C
4
FIG. 2. Ratio ηC4 , Eq. (15), measures how non-thermal the
steady state is at different anisotropy Jz/Jy for Jy = h = 1,
γ = 0.5. Calculation is based on the exact steady state ρ∞ at
 = 0.01 on N = 6 sites and on the truncated GGE ρtGGE on
N = 12 sites using NC = 4 conservation laws.
γ=0.1
γ=0.6
γ=0.9
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h
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FIG. 3. Ratio ηC4 as a function of magnetic field h for small
anisotropy Jz/Jy = 0.9 obtained from tGGE at N = 12, Jy =
1 and different ratios of Lindblad drivings γ = 0.1, 0.6, 0.9.
sites at  = 0.01 and from a ρtGGE on N = 12. For
our choice of jump operators, the steady state is farthest
away from the thermal state for small Jz/Jy. The point
where ηC4 = 0 varies for different operators O and is
therefore not a signal of a true thermal steady state.
Comparison of ηC4 calculated either from the exact or
tGGE (as described above) confirms once again that only
NC = 4 Lagrange parameters accurately captures the
value of ηC4 . Remember that in the absence of Lindblad
driving Lˆ1, the ratio equals ηC4 = 0 due to integrability
breaking power-law decay of interactions in the Hamilto-
nian. In the presence of a weak Lindblad drive, on the
other hand, the steady state can be highly non-thermal
as shown in Fig. 2.
The dependence on Jz/Jy suggests that the experiment
observing a highly non-thermal steady state at a weak
driving should operate at a small Jz/Jy. In Fig. 3, we
show that at mild anisotropy, for example, Jz/Jy = 0.9,
also magnetic field h helps to prepare a more non-thermal
state.
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FIG. 4. Expectation values 〈Syj−1Syj Sxj+1〉 and 〈Syj−1Sxj Syj+1〉
as a function of anisotropy Jz/Jy obtained from exact steady
state ρ∞ at N = 6,  = 0.01, Jy = 1, γ = 0.8.
A more straightforward way to test our predictions
is to measure observables which do or do not overlap
with conservation laws. If an observable overlaps with
a conservation law, e.g., is a term in Eq.(16), it will
typically have a larger expectation value than an ob-
servable which does not overlap with any conservation
law (or at least the ones with smallest support). This
happens when driving stabilizes ρGGE with a large Lan-
grange multiplier associated with the conservation law
that observable overlaps with. Let us, for example, con-
sider 〈Syj−1Sxj Syj+1〉 and 〈Syj−1Syj Sxj+1〉. At least at small
Jz/Jy where H0 ≈ JySyj Syj+1 + hSxj it is easy to ar-
gue that in the expansion of a thermal state, ρth ≈
e−βH0/Z ≈ (1 − βH0 + β2H20/2 + . . . )/Z a nonzero
〈Syj−1Syj Sxj+1〉 is dominantly coming from 2nd order in
β, while 〈Syj−1Sxj Syj+1〉 from 3rd order. Therefore one
would expect 〈Syj−1Sxj Syj+1〉  〈Syj−1Syj Sxj+1〉 in a ther-
mal state. Our numerical result in Fig. 4, on the other
hand, shows 〈Syj−1Sxj Syj+1〉  〈Syj−1Syj Sxj+1〉. This ob-
servation is a clear sign that steady state in not thermal.
A large expectation value of 〈Syj−1Sxj Syj+1〉 is a direct
consequence of the fact that this operator is part of C4,
therefore can be analytically estimated from the expan-
sion of ρGGE ∼ e−
∑
i λiCi , rather then of a thermal state.
〈Syj−1Sxj Syj+1〉 is then non-zero already in the linear term
in λ4, whenever driving stabilizes a GGE with non-zero
λ4.
V. IMPLEMENTATION
Having shown that our driven open setup can stabilize
a GGE describing the steady state, we now discuss the
implementation of the desired dynamics in a trapped-ion
setup. To implement suitable dissipative interactions,
we consider a combination of coherent couplings, such as
classical fields and sideband couplings, along with sources
of dissipation such as induced spontaneous emission and
sympathetic cooling. Such ingredients can be found in
state-of-the-art experimental trapped-ion systems, where
FIG. 5. Setup for engineered local and two-body dissipation.
We consider two trapped ions, 1 and 2, with two stable ground
levels, |0〉 and |1〉, and two excited levels, |e〉 and |r〉. The
ions are driven from |0〉 to |e〉 by a weak carried drive with a
strength (Ω) and a detuning ∆. The state of the ions 1 and 2 is
interrogated by a sideband interaction with coupling constant
g, which couples the transition from |e〉 to |0〉 (with an ionic
detuning ∆) to a motional mode aˆ, with a phonon detuning
δ. The second ket denotes motional excitation. Level |r〉 is
assumed to be an unstable level decaying to |0〉 (rate Ωr0). A
tunable repumper beam (Ωrep) from |1〉 to |r〉 on ion 1 thus
realizes an effective local decay from |1〉 to |0〉. Local decay
from |e〉 to |1〉 at a rate Γe1 can be realized in the same way
by pumping |e〉 to a second unstable level (not shown).
XY-Hamiltonians have been successfully realized [56, 57].
Using these couplings, we engineer the desired one- and
two-body jump operators and verify their action numer-
ically.
A. Setup
To implement the one- and two-body jump operators
in (5) and (6), we consider a system of trapped ions cou-
pled to motional modes. For now, we regard a minimal
instance consisting of two ions indexed 1 and 2, and a
motional mode aˆ, and generalize to a scalable implemen-
tation in Sec. VIII. As is shown in Fig. 5, each of the
ions is assumed to have two stable ground levels, |0〉 and
|1〉, and two excited levels, |e〉 and |r〉. The motional
mode aˆ is assumed to be cooled to the ground state. The
free Hamiltonian of this system is given by
Hfree = δa
†a+
2∑
j=1
∆|e〉j〈e|. (17)
Here we introduce a phonon detuning δ and an ionic de-
tuning ∆, assuming that we work in a suitable rotating
frame with respect to the fields to be introduced below.
We will use level |r〉 to realize local decay in Eq. (5) and
level |e〉 in combination with mode aˆ for the two-body
dissipation in Eq. (6). To this end, the ions are excited
from |0〉to |e〉 using a weak “carrier” drive
Hdrive =
Ω
2
2∑
j=1
|e〉j〈0|+ H.c., (18)
6with a Rabi frequency Ω. In addition, ion 1 is excited
from |1〉 to |r〉 by a coherent “repumper” beam
Hrep =
Ωrep
2
|r〉1〈1|+ H.c. (19)
with a Rabi rate Ωrep. The coupling between ions 1 and
2 needed to engineer non-local dissipation is mediated by
a common motional mode, with creation (annihilation)
operator aˆ† (aˆ). This phonon mode is coupled to the
transition from |e〉 to |0〉 by a sideband interaction
Hint = g
2∑
j=1
(
a†|0〉j〈e|+ a|e〉j〈0|
)
, (20)
with a coupling constant g.
To describe the joint dynamics of the ions and the mo-
tion, we use the following notation: the state of the sys-
tem is described by two kets, where the first ket denotes
the state of the ions, e.g., |00〉 = |0〉1|0〉2. Motional exci-
tations are denoted by a second ket, e.g., |00〉|1〉, which
is dropped when being in the motional ground state |0〉.
In addition to the above coherent interactions, we as-
sume dissipative couplings: Level |r〉 is assumed to be
inherently unstable and to decay to |0〉 by spontaneous
emission, as described by the jump operators,
L0r,j = Γ0r|0〉j〈r|, (j = 1, 2). (21)
We use this decay process in combination with repumper
beams to achieve the tunable local dissipation in Eq. (5),
as is discussed below.
B. Local dissipation
In driving |1〉 to |r〉 by a repumper Hrep in Eq. (19),
we add induced decay from |1〉 to |0〉 by stimulated Ra-
man scattering. We assume this beam to be only present
on ion 1, which can be achieved using individual address-
ing techniques. The effective jump operator [68] for the
repumping of level |1〉 to |0〉 through |r〉 is thus, after
elimination of level |r〉, given by
Lrep =
√
Γrep|0〉1〈1| ≡
√
Γ0rΩ2rep
Γ2r
|0〉1〈1|. (22)
The decay rate Γrep can be tuned by varying Ωrep, as-
suming it to be much smaller than the natural linewidth
of |r〉, Γr  Ωrep. We thereby realize the desired local
dissipation in Eq. (5).
To engineer the two-body dissipation in Eq. (6) we
can also rely on local induced spontaneous emission pro-
cesses, as is discussed in the next section. Alternatively,
sympathetic cooling can be used as a source of dissipa-
tion, as is addressed in Sec. VII.
a) b)
FIG. 6. Mechanisms. (a) Desired effective decay process.
State |00〉|0〉 is coupled to the ion-excited state |ψe〉|0〉 =
1√
2
(|e0〉+ |0e〉)|0〉 by the drive Ω. |ψe〉|0〉 is strongly coupled
to the motion-excited states |00〉|1〉 by the sideband coupling
g, which is enhanced by a factor
√
2 due to constructive in-
terference. For ∆δ = 2g2, the lower dressed state of |ψe〉|0〉
and |00〉|1〉 (indicated in blue) is in resonance with the drive
and hence rapidly excited from |00〉|0〉. Through its contribu-
tion from |ψe〉|0〉, it decays to |10〉|0〉 by spontaneous emission
Γe1. These resonant couplings form an effective decay process
from |00〉|0〉 to |10〉|0〉, at an enhanced rate γeff . (b) Unde-
sired process. Also state |10〉|0〉 is excited by the drive, to an
ion-excited state |1e〉|0〉. The sideband coupling couples to
|10〉|1〉 at a coupling constant g so that neither dressed state
is shifted into resonance with the drive and the excited states
are only weakly populated by the drive.
C. Two-body dissipation
In the following, we discuss a realization of the two-
body jump operator in Eq. (6). This operator is more
complicated and itself sufficient to realize a highly non-
thermal GGE (see Fig. 1 at γ = 1). For our minimal
instance of two ions, the operator in Eq. (6) reads
L(2) = S+1 P
↓
2 = |10〉〈00|.〈00|. (23)
The action of this operator can be understood as a raising
on spin 1, S+1 =
1
2 |1〉1〈0| conditioned on the state of spin
2.
To realize this action, similar to Sec. V B, we utilize
local induced decay: We couple the excited level |e〉 of
ion 1 to an unstable level which we assume to decay to
ground level |1〉,
Le1 =
√
Γe1|1〉1〈e|. (24)
Again, the decay rate Γe1 is tunable through the strength
of the corresponding repumper beam.
The mechanism now works as follows. Starting from
|00〉|0〉, Hdrive drives the system to a state |ψe〉|0〉 =
1√
2
(|e0〉 + |0e〉)|0〉, which comprises a superposition of
excitations of both ions. |ψe〉|0〉, in turn, is coupled to
|00〉|1〉 by Hint. Due to constructive interference, the cor-
responding rate is given by
√
2g. The atom-excited and
motion-excited states constitute a coupled excited sub-
space
He,00 = ∆|ψe〉|0〉〈0|〈ψe|+ δ|00〉|1〉〈1|〈00| (25)
+
√
2g(|ψe〉|0〉〈1|〈00|+ |00〉|1〉〈0|〈ψe|).
7illustrated in Fig. 6. For now, to explain the mechanism
of the scheme, we assume large coupling and detunings,
g,∆, δ  Ω,Γe1, as compared to a perturbative drive Ω
which only weakly probes the excited subspace. Based on
a separation of timescales, we can first regard He,00 alone.
The excited states of this strongly coupled subspace hy-
bridize and form dressed states |ψ±〉 at detunings
∆± =
∆ + δ
2
± 1
2
√
(∆ + δ)2 + 4(∆δ − 2g2). (26)
Setting the ionic and the motional detunings to ∆δ = 2g2
(e.g., ∆ = δ =
√
2g) brings the lower dressed state in res-
onance with the drive Ω, i.e., ∆− = 0. As a consequence,
|00〉 is resonantly excited to |ψe〉 which in turn decays
to |10〉 at a rate Γe1/2. This results in an effective de-
cay from |00〉 to |10〉, mediated by the resonant lower
dressed state, |ψ−〉. This is precisely the desired action
of the Lindblad operator in Eq. (23).
VI. ANALYSIS
In the following, we verify that the mechanisms pre-
sented in Sec. V C lead to the desired dissipative cou-
plings in Eq. (6). To this end, we eliminate the excited
degree of freedoms by means of the effective operator for-
malism [68]. This allows us to obtain the effective dy-
namics of the ground states.
To obtain the effective processes between the ground
states, we need to evaluate the expression for the effective
Hamiltonian and Lindblad operators, generally, [68],
Heff = −1
2
(
V−H−1NHV+ +H.c.
)
, (27)
Leff,k = LkH
−1
NHV+, (28)
with the relevant terms discussed in the following:
For the scheme at hand, V+ is the weak excitation from
the ground states to the excited states (de-excitation:
V− = V
†
+), taken from Eq. (18),
V+ =
Ω
2
(
√
2|ψe〉〈00|+ |1e〉〈10|). (29)
While Lk can represent various sources of dissipation, the
only relevant jump operator is given by Eq. (24), which
can be written as
LΓ =
√
Γ
2
|10〉〈ψe|, (30)
where we denote Γ = Γe1. The evolution of the excited
states is described by a non-Hermitian Hamiltonian,
HNH = He − i
2
∑
k
L†kLk = He −
i
2
L†ΓLΓ, (31)
incorporating the excited-state Hamiltonian He =
He,00 +He,10, with He,00 as of Eq. (25) and
He,10 = ∆|1e〉|0〉〈0|〈1e|+ δ|10〉|1〉〈1|〈10| (32)
+ g(|1e〉|0〉〈1|〈10|+ |10〉|1〉〈0|〈1e|).
The jump operators relevant for Eq. (31) are given by
induced spontaneous emission, as described by Eq. (30).
The non-Hermitian terms in Eq. (31) can then be taken
into account by generalizing the detunings from He to
“complex” energies of the form ∆˜ = ∆− i(Γ/2)/2. Here
we assume no motional decoherence and hence, δ˜ = δ.
If necessary, processes like phonon decay, Lκ =
√
κa,
can be taken into by δ˜ = δ − iκ/2. We obtain HNH =
HNH,00 +HNH,10, with
HNH,00 = ∆˜00|ψe〉|0〉〈0|〈ψe|+ δ˜|00〉|1〉〈1|〈00| (33)
+
√
2g(|ψe〉|0〉〈1|〈00|+ |00〉|1〉〈0|〈ψe|).
HNH,10 = ∆˜10|1e〉|0〉〈0|〈1e|+ δ˜|10〉|1〉〈1|〈10| (34)
+ g(|1e〉|0〉〈1|〈10|+ |10〉|1〉〈0|〈1e|),
having defined ∆˜00 = ∆ − i(Γ/2)/2, ∆˜10 = ∆, g00 = g,
and g10 =
√
2g. HNH is block-diagonal and hence simple
to invert,
H−1NH = H
−1
NH,00 +H
−1
NH,10, (35)
H−1NH,00 = ∆˜
−1
00,eff |ψe〉|0〉〈0|〈ψe|+ δ˜−100,eff |00〉|1〉〈1|〈00|
+ g−100,eff(|ψe〉|0〉〈1|〈00|+ |00〉|1〉〈0|〈ψe|),
H−1NH,10 = ∆˜
−1
10,eff |1e〉|0〉〈0|〈1e|+ δ˜−110,eff |10〉|1〉〈1|〈10|
+ g−110,eff(|1e〉|0〉〈1|〈1e|+ |10〉|1〉〈0|〈1e|).
Here we have defined effective detunings and couplings,
∆˜ij,eff = ∆˜ij −
g2ij
δ˜
, (36)
δ˜ij,eff = δ˜ −
g2ij
∆˜ij
, (37)
g˜ij,eff = gij − ∆˜ij δ˜
gij
, (38)
which mediate the effective processes. Using Eq. (28), we
obtain for the effective jump operators for spontaneous
emission
Leff,Γ =
√
γeff |10〉|0〉〈0|〈00|, (39)
with the effective decay rate
γeff =
(Γ/2)(Ω/
√
2)2
|∆˜00,eff |2
. (40)
For the parameter choice of Sec. V C (∆ = δ =
√
2g), we
find
∆˜00,eff = ∆˜00 − 2g
2
δ˜
≈ − iΓ
4
, (41)
This yields an effective decay rate
γeff ≈ 4Ω
2
Γ
. (42)
We can now associate the effective Lindblad operator in
Eq. (39) with the desired one in Eq. (6),
L(2) = Leff,Γ, (43)
identifying γ = γeff .
8A. Optimal parameter choice
We should note, however, that the expression for γeff
in Eq. (42) only holds for Ω2  Γ2. Otherwise, for
increased driving Ω & Γ, power broadening needs to be
taken into account, in which case the effective decay can
be approximated by
γeff ≈ 4ΓΩ
2
Γ2 + 16Ω2
. (44)
The desired decay rate, and hence, the relative strength
of the dissipation γeff , can thus be tuned by varying Ω and
Γ, which in turn depends on Ωrep (cf. Eq (22)) and the
linewidth of |r〉, Γr. From Eq. (44) it can be seen that γeff
can at most scale γeff ∼ Γ, and is thus ultimately limited
by the linewidths of the levels involved in constructing
the engineered local decay from |e〉. A reasonable choice
for the driving strength is Ω ∼ Γ, which equalizes the
two terms in Eq. (44), and leads to a decay rate
γ+ =
Γ
8
. (45)
Adjusting γeff to lower values can be achieved by tuning
Ω and Γ simultaneously, in the latter case through Ωrep.
We will later on, in Sec. VI B, numerically confirm a
choice similar to Eq. (45). We also derive the effective
Hamiltonian using Eq. (27), and obtain
Heff = − (Ω/2)
2
|∆˜10,eff |2
Re(∆˜10,eff)|10〉|0〉〈0|〈10|, (46)
where Re() denotes the real part. For our parameter
choice ∆ = δ =
√
2g, we have
∆˜10,eff = ∆˜10 − g
2
δ˜
=
g√
2
, (47)
and, thus,
Heff = − Ω
2
2
√
2g
|10〉|0〉〈0|〈10|, (48)
This term corresponds to an AC Stark shift of |10〉|0〉,
which can be compensated by an appropriate choice of
the detunings of the fields.
An imperfection inherent to the scheme is given by
the growing population of the excited level |1e〉 as the
drive Ω is increased. Note that for perfect individual
addressing, |1e〉, is not decaying, but steadily populated.
With the effective detuning ∆˜10,eff , we can use adiabatic
elimination to estimate the steady state population of
|1e〉, which is then found to scale as
Pe1 ∼ Ω
2
g2
. (49)
We should thus operate in a regime where Ω2 ∼ Γ2  g2
to avoid a substantial population of the excited states.
This is also confirmed numerically in Sec. VI B.
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FIG. 7. Numerical simulation. We verify the action of our
scheme by simulating the dynamics and plotting the popu-
lation of the states |00〉 (thin lines) and |10〉 (thick lines)
over time, starting from an initial state |00〉. We present
three different parameter choices, where we optimize the ac-
tion of the scheme at different times topt = {50, 100, 200}/g
(dashed lines, dash-dotted lines, solid lines). We obtain fi-
delities Fopt = {0.98, 0.99, 0.998} for the parameter choices
Γopt = {0.82, 0.48, 0.29}g and Ωopt = {0.15, 0.08, 0.05}g ≈
Γopt/6.
B. Numerical simulation
We verify the action of the scheme and assess its perfor-
mance numerically. To this end, we simulate the dynam-
ics in Sec. V A. We assume that the system starts from
|00〉|0〉 and optimize the fidelity of the state |10〉|0〉 after
a chosen time, topt = {50, 100, 200}/g. To this end, we fix
g and optimize for the available parameters Γ and Ω, as
well as the detunings of the levels and the motional mode.
The result is plotted in Fig. 7. From an initial state, |00〉
the system evolves to very high fidelities of |10〉, and thus
exhibits the desired dynamics with high precision. The
optimal driving strength is found to scale with the de-
cay rate, Ωopt ≈ Γ/6, and still remains small compared
to the sideband coupling Ω2  g2, as is expected from
Sec. VI. The residual population in |e1〉 is then found
to be as small as Pe1 ≈ {0.02, 0.08, 0.03}. High fidelities
F = {0.98, 0.99, 0.998} can be achieved within favorable
preparation times τ ≈ 50 − 200/g. For typical values of
g/(2pi) ∼ 10 kHz, this corresponds to convergence times
τ ≈ 30 − 120 µs. This compares to demonstrated inter-
action strengths for spin models of Jx/y/(2pi) ∼ 102Hz
[56, 57], with a corresponding timescale of∼ 1µs. The de-
cay rates of the engineered dissipation are adjusted by the
drives and can, therefore, be chosen to be much weaker
than the couplings in the unitary dynamics.
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FIG. 8. Generalization of the couplings to the x-basis. To en-
gineer two-body dissipation in the x-basis, we use couplings
between the states |±〉 = (|0〉 ± |1〉)/√2, and |e〉. This is
achieved by coupling the levels |0〉 and |1〉 coherently to |e〉
(a). Dissipation in the x-basis (b) is facilitated by sympa-
thetic cooling of the motion. The local decay process from
|+〉 to |−〉 is engineered by an initial excitation from |+〉 by
a weak drive (Ω) to an auxiliary level |r〉, a coupling of the
transition |r〉 → |−〉 to a motional mode bˆ by a sideband
interaction (gb), and sympathetic cooling of bˆ, at a rate κ.
Local decay from |e〉 to |+〉 is engineered accordingly, as is
described in the text.
VII. GENERALIZATION OF THE COUPLINGS
In principle, spin models along arbitrary directions,
with and without anisotropy, can be realized in trapped
ion platforms, such as Paul traps and Penning traps,
and also in microtraps [48]. The majority of the avail-
able setups, however, support XY-Hamiltonians without
anisotropy [56]. In the preceding sections, we have as-
sumed the less common YZ spin Hamiltonian. Rotation
from the XY- to the YZ-model, Eq. (2), would be pos-
sible using a pulse to YZ, resulting in a time-dependent
implementation. As an alternative to such implementa-
tion, we can use the more standard XY-Hamiltonian, and
realize dissipation in x-direction,
L
(1)
j = S
−
j,x. (50)
L
(2)
j = S
+
j,xP
↓
j+1,x, (51)
We start out by transforming the coherent couplings in
Eqs. (18) and (20) to the x-basis by consistently replac-
ing |0〉 7→ |−〉 and |1〉 7→ |+〉. Physically, this is achieved
by coupling the transitions |0〉 → |e〉 and |1〉 → |e〉 co-
herently, as is illustrated in Fig. 8 a). The resulting
couplings read
Hdrive,x =
Ω
2
2∑
j=1
|e〉j〈−|+ H.c., (52)
Hint,x = g
2∑
j=1
(
a†|−〉j〈e|+ a|e〉j〈−|
)
. (53)
In addition, we need to engineer sources of dissipation
in the x-basis, as is illustrated in Fig. 8 b). Following
the recipe in Sec. V B–V C, to engineer such operators,
we need jumps of the form
L−r =
√
Γ−r|−〉1〈r|, (54)
L+e =
√
Γ+e|+〉1〈e|. (55)
Decay by spontaneous emission, as utilized in the pre-
vious sections, naturally occurs in the z-basis, {|0〉, |1〉}.
To engineer the operators in Eqs. (50) – (51), we thus re-
quire a decay in the x-basis, with |±〉 = (|0〉±|1〉)/√2. In
the following, we demonstrate how to realize dissipation
in the x-basis using sympathetic cooling of the motion.
To implement the local decay in Eq. (50), we couple
|+〉 to an auxiliary level |r〉 by a repumper
Hrep,x = Ωrep|r〉〈+|+H.c. (56)
The excitation or level |r〉 is transferred coherently to an
auxiliary motional mode bˆ using a sideband interaction,
Hb,j = gbbˆ
†|−〉〈r|+H.c., (57)
with a coupling constant gb. Mode bˆ is subject to sym-
pathetic cooling which realizes the jump operator
Lb = κbˆ. (58)
Adiabatic elimination of bˆ leads, for gb  κ, to the
desired decay channel L−r in Eq. (54) with a rate
Γ−r = g2b/κ.
We realize decay from |e〉 to |+〉 in Eq. (55) accord-
ingly, utilizing a second set of auxiliary level and motional
mode, which is subject to sympathetic cooling. In driving
|e〉 to the auxiliary level and transferring the excitation
to the motional mode by a sideband drive, followed by
sympathetic cooling, we realize the jump operator in Eq.
(55) with a tunable decay rate Γ+e.
Using these couplings, engineering the two-body dis-
sipator in Eq. (51) is carried out following the same
recipe as in Sec. V C, replacing |0〉 7→ |−〉 and |1〉 7→ |+〉
throughout. Carrying out the same analysis as in Sec.
VI, we obtain the effective operator
Leff,Γ =
√
γeff |+−〉|0〉〈0|〈− − |, (59)
with a tunable decay rate γeff = 4Γ+eΩ
2/(Γ2+e + 16Ω
2).
We have thus realized the desired two-body dissipation
in the x-basis in Eq. (51).
VIII. SCALABILITY
Next, we discuss how to scale the mechanisms dis-
cussed in Sec. V C – Sec. VII to larger numbers of ions.
For a scalable implementation of our scheme, we assume
a chain of N ions (even N) with a level structure similar
to Sec. V A:
The physical system for the scalable implementation of
two-body dissipation in Eq. (6) is shown in Fig. 9. Here
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FIG. 9. Scalable implementation in trapped ions. (a) Setup. We assume a string of N ions, denoted 2j ± 1 for odd ions and
2j for even ions. Two-body dissipators L2j−1,2j and L2j−1,2j are realized by coupling pairs of ions to localized phonon modes.
Two sets of motional modes, aˆ2j−1,2j and aˆ2j,2j+1, couple to pairs of ions {2j− 1, 2j} and {2j, 2j+ 1}. This avoids interference
on the overlap ion 2j. (b)-(c) Coupling configurations for pairs of ions {2j − 1, 2j} (b) and {2j, 2j + 1} (c). We assume two
adressable excited levels, |e〉 and |f〉, for each ion. For odd ions 2j − 1 (even ions 2j), we facilitate a decay from level |e〉 (|f〉)
to level |1〉 at a rate Γ = Γ1e = Γ1f , using an individually addressed repumper beam. The coherent drive Ω and the sideband
couplings g act on the transition from |e〉 to |0〉 (from |f〉 to |0〉) on pairs of ions {2j − 1, 2j} ({2j, 2j + 1}).
we seek to implement interactions on all pairs of ions,
such as {2j−1, 2j} and {2j, 2j+1}. (cf. Fig. 9 a). How-
ever, care has to be taken to we avoid interference effects
of the coherent couplings in the overlapping region, i.e.,
here ion 2j. We achieve this by devising two indepen-
dent coupling configurations to mediate the engineered
decay on the two different groups of ions, {2j − 1, 2j}
and {2j, 2j + 1}, as can be seen from Fig. 9 b)-c). We
assume each ion to have two (meta-) stable excited levels,
|e〉 and |f〉, which are selectively addressable using, e.g.,
polarization selection rules.
For dissipation on pairs {2j − 1, 2j}, level |e〉 is used
to mediate the two-body dissipation, whereas for pairs
{2j, 2j + 1} this is facilitated by level |f〉. Correspond-
ingly, we employ two sets of localized phonon modes:
Modes aˆ2j−1,2j interact with ions {2j−1, 2j}, and modes
aˆ2j,2j+1, couple to pairs {2j, 2j + 1}.
Single-body dissipation in Eq. (5), is again realized –
now for the whole chain – following the recipe in Sec. V B:
Using locally addressed repumper beams to an unstable
level |r〉 for each individual ion, we achieve local jump
operators
Lrep,j =
√
Γrep|0〉j〈1|. (60)
In addition, we add targeted tunable decay to |e〉 and
|f〉 to |1〉, in analogy to Sec. V C (Eq. (24)). Use different
individually addressed repumper beams for “odd” ions
2j − 1 and “even” ions 2j, we realize
LΓ,e,2j−1 =
√
Γ1e|1〉2j−1〈e|, (61)
LΓ,f,2j =
√
Γ1f |1〉2j〈f |. (62)
Odd ions 2j − 1 thus decay from |e〉 to |1〉, whereas even
ions 2j decay from level |f〉 to level |1〉, at rates Γ1e =
Γ1f = Γ.
For the interrogation of the system, we use two sets of
coherent drives,
Hdrive = Hdrive,e +Hdrive,f (63)
Hdrive,e =
Ω
2
N/2∑
j=1
(|e〉2j−1〈0|+ |e〉2j〈0|) + H.c., (64)
Hdrive,f =
Ω
2
N/2∑
j=1
(|f〉2j〈0|+ |f〉2j+1〈0|) + H.c., (65)
coupling ground level |0〉 to the excited level |e〉 (|f〉), as
well as sideband interactions,
Hint = Hint,e +Hint,f , (66)
Hint,e = g
N/2∑
j=1
aˆ†2j−1,2j (|0〉2j−1〈e|+ |0〉2j〈e|) + H.c.,
(67)
Hint,f = g
N/2∑
j=1
aˆ†2j,2j+1 (|0〉2j〈f |+ |0〉2j+1〈f |) + H.c.
(68)
These realize coupling configurations, by which the tran-
sition |e〉 ↔ |0〉 (|f〉 ↔ |0〉) of any pair of ions {2j−1, 2j}
({2j − 1, 2j}) is coupled to a localized motional mode
aˆ2j−1,2j (aˆ2j,2j−1).
As a result, following the recipe in Sec. V C, we realize
jump operators acting on pairs of ions over the whole
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chain,
L
(2)
2j−1,2j = S
+
2j−1P
↓
2j = |10〉2j−1,2j〈00|, (69)
L
(2)
2j,2j+1 = S
+
2jP
↓
2j+1 = |10〉2j,2j+1〈00|. (70)
After the elimination of the different resources used for
pairs {2j − 1, 2j} and {2j, 2j + 1}, these operators can
be brought back into the form
L
(2)
j,j+1 = S
+
j P
↓
j+1 = |10〉j,j+1〈00|. (71)
We thereby obtain the desired two-body jump operators
in Eq. (5)
The implementation of generalized dissipators in the
x-basis, such as those in Eqs. (50)–(51) in Sec. VII can
be scaled up accordingly. The necessity for sympathetic
cooling to construct a decay in the x-basis results, how-
ever, in a higher need for resources. We assess different
platforms and their available resources in Sec. IX below.
IX. EXPERIMENTAL PLATFORMS
The ingredients for the presented continuous imple-
mentation such as controllable carrier and sideband cou-
plings and repumper beams are available in a variety of
trapped-ion systems [47].
For a continuous, “always-on” implementation of the
couplings in our scheme, the use of localized motional
modes which couple to pairs of ions are of advantage.
Such localized phonon modes can be supported by ar-
rays of microtrap arrays [63–67]. In Paul traps, the above
couplings can be achieved using either localized or delo-
calized modes, in combination with local addressing tech-
niques [56, 69–72], leaving the other ions uncoupled. The
use of delocalized modes would, however, require a num-
ber of controllable modes growing with the size of the
chain. Alternatively, stroboscopic implementation of 1-2
operations at the time may be possible with a constant
number of modes. Such “Trotterized” realization may,
however, be more sensitive to imperfections. Confining
the sideband interactions to the desired pairs of ions by
the selection of the mode family or trap architecture may
hence be preferable.
Sympathetic cooling is based on mixed-species ion
chains, using coolant ions. Such mixed-species setups
are well-studied in Paul traps [73–75]. While trapping of
mixed-species ion chains in micro-traps has so far been
not been demonstrated, arrays of mixed-species ion traps
may constitute a powerful playground for the simulation
of open-system quantum dynamics.
X. CONCLUSION AND OUTLOOK
We have presented an implementation scheme suit-
able to revive the effects of integrability in a controllably
driven and open setup. The scheme is based on the weak
coupling to Markovian baths in combination with nearly
integrable quantum spin Hamiltonians that are naturally
realized on different trapped-ions platforms. Our nu-
merical analysis shows that despite different sources of
integrability breaking due to long-range interactions in
Hamiltonian and openness itself, a state is realized that
cannot be modeled as a thermal ensemble. Instead, ap-
proximate steady state expectation values of local observ-
ables can be obtained from a generalized Gibbs ensemble.
We provide guidance on what could be the measurable
evidence of the stabilized GGE.
Our work constitutes a blueprint for schemes useful
to study quantum phenomena in complex open systems.
Experimental realization of our proposal would allow for
the first observation of generalized Gibbs ensembles in a
controlled open environment. We presented results for
a rotated XY Hamiltonian; however, the same Lindblad
operators would activate steady-state approximated by
a GGE also for an interacting XXZ Hamiltonian. While
that type of Hamiltonians has not been implemented with
trapped ions so far, experimental measurement of observ-
ables in the steady state of driven-dissipative setup pro-
posed by us could explore the importance of quasi-local
conservation laws of the XXZ model [77].
Our dissipation engineering strategy based on trapped
ions opens the door to future experiments that will
shed light on open questions in non-equilibrium quan-
tum many-body physics. In particular, sympathetic cool-
ing holds promise to become a powerful tool in quantum
simulation [76], as much as novel designs for microtrap
arrays [67] may allow for more versatile platforms in the
near future.
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