INTRODUCTION
Model Predictive Based Control (MPBC) does not mean a specific controller design, but it gives a set of ideas to develop control strategies. This kind of strategies can be applied in different forms, yielding different kind of controllers.
These design strategies called MPBC share the following features [4] : -all of them use a process model -the optimum control sequence is obtained through the minimisation of a cost index -only the first element of this sequence is transmitted to the plant as the current control u(t) (receding horizon).
In this way, many controllers can be designed combining the items enumerated before. Therefore, a model based predictive controller can be achieved according to:
-the type of model used -the type of cost function used -the optimisation method applied.
In the case of Generalised Predictive Control (GPC) [1] [2], these features mean:
-the use of a CARIMA model -the used of a quadratic index based on prediction errors and control moves -the use of an analytical optimisation method.
This type of control strategy can be applied to a great variety of processes: from simple plants, to nonminimum phase plants, plants with delays, non-linear plants, etc.
The students of Industrial Electronics and Automatic Control Engineering have a big percentage of GPC theory but lab practices are based on computer simulations. Our goal has been to complete the learning of these topics, with some lab practices about GPCs. using real processes instead simulations. The practice contents has been developed in three ways:
-students deal with the control problem analysing possible solutions, computing the GPC controller and testing it under simulation. -students handle the real process, program the controller and build the control system. -students can take notice of the implementation problems related with A/D D/A conversions, sample time, actuators non-linearities, etc
GENERALISED PREDICTIVE CONTROL
GPCs [3] uses the CARIMA model as the process model, described by:
where A,B,C are polynomials with a finite number of elements in z -1 (FIR). Their orders are na, nb, nc respectively. ∆ is the differential operator (1-z -1 ) and ζ(t) is assumed white noise.
Identification methods for the A and B polynomials can be successfully used, but C does not remind constant in a typical industrial process and can not be identified in practice. A user-chosen polynomial T of order nt that substitutes C can be used in the model to represent prior knowledge about the process noise. This polynomial produces a filter effect over the disturbances.
In the GPC design, the quadratic cost function considered is as follows: 
where w(t) are the set-point values, ∆u(t) are the control moves, N 1 is the prediction horizon and N 2 is the control horizon.
In order to obtain the output predictions y(t+j),some calculations have to be carried out. If the process model (1) is assumed with T=C, the following Diophantine equation is defined:
where E j y F j are FIR polynomials, whose orders are (j-1) and max(na,nt-1) respectively. This Diophantine equation can be recursively computed for different j values.
If (1) 
is unknown in time t and ζ is assumed white noise, the best prediction of the output t+j in time t is the following:
and f f y u , the signals u and y filtered by the polynomial T, it is possible to write this expression in a compact form:
If a new Diophantine equation similar to (3) is defined:
where G j ' y Γ j are FIR polynomials, whose orders are (j-1) y max(nt-1,nb) respectively. This Diophantine equation can be recursively computed.
Substituting (6) in the prediction expression, we have the predicted outputs:
where for any j the last two terms are known (they depend on t and the past sequence values) and the first includes the future control actions need to be determined [5] .
In the GPC design an analytical optimisation method is used. The cost index in (2) can be written in a matrix formulation using the predictive outputs and letting N 1 =1, N 2 =N, λ(j)=λ as follows:
If an analytical minimisation procedure is used, vector U can be obtained as follows:
where :
- (3) and (7) recursively calculated.
The last expression, taking into account the receding horizon (applying only the first control action and recalculating it every sample time), can be rewritten to produce a linear controller. In this case it is possible to describe the solution in terms of the following linear expression:
where: -h is add of the first column coefficients of matrix 
PRACTICE DESCRIPTION
During the course, some lab practice dealing with process identification are carried out [6] [7] . Students program identification algorithms like RLS or RELS, which will be used later to build different process models. Once the process has been selected and its model has been obtained, a set of practical experiences are proposed:
First, a design stage has to be carried out, building some GPCs with the identified process model. This stage is done under MATLAB environment. Closed Loop simulations with the calculated controller and identified model are performed. This is completed setting some SIMULINK diagrams up. At this point, the control system must work properly under simulation.
Figure 1: A view of the trolley
These simulations lead students to implement the controller using C++. They learn about data acquisition cards, sensor calibration, noise filtering, etc.
At this point, the student finds that the simulation results do not match the experimental ones. The student will then have to think about the reasons of this behaviour and consequently outline a modified controller. Then, a new redesign phase is carried out with the T(z -1 ) parameter.
Different exercises are proposed during the work before. For example: a.1) With the following design parameters, calculate the GPC controller: Next, the real process are going to be described briefly (Figure 1 ). The process is composed of a trolley which moves by a railway. The trolley is equipped with a DC motor and a potentiometer. The DC motor is the actuator that moves the trolley through the railway. The potentiometer is the sensor that allows us know where the trolley is. Both are connected to the railway by two gears.
After performing some experiments with basic signals like steps or ramps, a continuous model for the process was obtained. The calculated continuous transfer function is showed in (12). The discrete model for a sample time of 20 msecs. is showed in (13).
Where K=18 cm/volt. and τ=0.11 seconds. 
By means of a data acquisition card the process was connected to a computer (Figure 2) . To simulate the whole system some SIMULINK diagrams were built. They included the continuous transfer function for the process and the blocks corresponding to the GPC (Figure 3) . 
RESULTS
The controller obtained by the students from the previous exercise a.1) is:
[ ] This controller works properly under simulation, as depicted in figure 4 . But, when it is used to control the real process, unexpected oscillations appear. Mainly, this phenomena is due to actuator non-linearities. The actuator non-linearities have not been taken into account when the linear model of the process was built. The experimental results for the controlled variable (position) with the GPC in (14) are shown in figure 5 .
These non-linearities can be described by a dead-zone and a Coulomb friction combination. In the GPC controller, the polynomial T(z -1 ) is a design parameter. This polynomial has a filtering effect for the controller output and sensor input. The actuator non-linearities can be managed redesigning the controller with a different T(z -1 ). The experimental results choosing T(z -1 )=1-0.9z -1 are depicted in figure 6 . In this case, the results are quite similar to the simulation ones.
These kind of perturbations can be displayed under simulation too. Related blocks, like saturation, deadzone, Coulomb friction, noise sensor are added to the simulation diagram in SIMULINK (Figure 7 ). 
CONCLUSIONS
Computer control teaching has a great drawback: it is difficult to lead students from theory to practice. Lab practices with real processes are needed in all control engineering studies. This paper shows an structured example:
-control problem analysis -simulations of designed controller -implementation of these controllers -validation of the design comparing simulation and experimenteal results.
Futhermore, working with simple processes, problems related to noise sensor, actuator non-linearities, etc, appear too. The tuning-knobs of GPC allow students can solve them. 
