It is becoming widely accepted that along with the formal specification of functional properties it is necessary, in some systems, to provide a specification of timeliness properties. Unfortunately, the main methods which would seem to provide this form of requirement appear to be targeted at specifying communication protocols. While it is possible to adapt these methods for simple timeliness properties, their use for describing constraints on distributed systems would be impractical This paper introduces a set of definitions for the Z specification language which enables timeliness properties to be represented formally. The toolkit provides a method of framing the temporal specifications, which enables these specifications to be looked at from multiple viewpoints, a feature which facilitates the specification of distributed systems. A formal basis for the toolkit is given, together with justification for the features of the model of time that has been adopted.
Introduction
In the field of safety-critical systems, there is a growing awareness of the need to specify systems formally (this awareness is manifested in the interim defence standard DEF-STAN 00-55 [MoD91] , which mandates the use of formal methods in safety-critical systems). It has also been recognised that the specification of such systems should not merely describe the functionality of the system, but encompass other properties, such as timeliness [McDermid90, Leveson90] .
This paper explores the possibility of specifying temporal properties of systems in the Z specification language [Spivey89] . Z is utilised here as it is one of the more widely used specification languages currently available, and it benefits from a relatively well-defined semantics (as given in [Spivey88]) as well as widespread tool support. Although suggestions have been made for approaches where time can be added to Z (specifically [Bowen86, Duke89] ), these are more suitable for protocol specification rather than distributed systems, as they lack the means to represent distributed clocks.
The approach to temporal specification described here uses constraints upon histories of variables to describe possible timeliness behaviours of the system. A history of a given variable is represented as a mapping from (non-overlapping) intervals of time to values of the type of the variable. Using intervals in this way permits, amongst other things, easier identification of events (i.e. the times at which a variable holding a specific value becomes true and then false). The concept of time grids (conceptual clocks of differing granularity) provides the multiple viewpoints necessary for distributed systems, since it is possible to view groups of actions with respect to different grids, something which permits different levels of atomicity.
An informal description of the interval model of time is given in section 2. This model is given a formal basis in section 3. Temporal operations corresponding to intervals are defined by section 4. Section 5 adds the concept of grids to the toolkit. Section 6 shows how the history of variables can be represented with respect to intervals. An example is provided by section 7, and the conclusion and future directions of research are outlined in section 8. Appendix A provides a subset of the laws of the functions and relations defined in this document in a form suitable for assisting with temporal proofs.
Desirable Properties of a Model of Time
Time could be modelled in any one of a number of different ways. To select the exact way in which it will be modelled, it is necessary to consider the requirements for the specific application of the model.
While it may initially seem attractive to model time using some numeric type (this approach has in fact been taken by several techniques e.g. [Razouk89, Jahanian86, Diss89]), there are two reasons why this may need to be avoided. The first being that the numeric types possess a number of attributes which may prevent the model from having required properties (for example a model where time is represented by single integers could not represent branching time in a practical way 1 ). Secondly, the use of a numeric type can permit numeric operators, irrelevant to modelling time, to be used (e.g. what does it mean to multiply one time point by another ). Hence the model of time which will be used is not based upon a numeric type. As one of the objectives of the logic presented here is to be able to specify distributed systems, it is necessary to represent a number of different clocks (for which the closest representation would appear to be discrete, point based, models of time) in the form of time grids [Lister90] . Time grids also provide the capability to view the system from different temporal perspectives (e.g. local clocks, scheduling rates, systemwide response time). Because the model must be capable of representing any number of unrelated time grids, it is conceivable that events can occur arbitrarily close to one another, while still remaining possible to discriminate between them (from the point of view of the specification). This makes the use of a sparse model of time untenable, thus a dense model of time is used. Another major consideration which must be made is the type of temporal "individuals" which should be used, either points or intervals. While points lead to an easier model of time, intervals allow a more "realistic" one. It was decided that intervals would provide the better option, since in certain interval models, points can be defined as being a special case of intervals, but not the other way around. Having determined to use intervals, the choice of interval type (either open, closed, semi-open or semi-closed intervals) must be made. Closed intervals have been selected for three main reasons: It is possible to refer to the start and end of an interval precisely, it permits "time points" to be modelled as intervals, and thirdly, closed intervals seem a more practical way of representing time within computer systems (particularly from the perspective of the computer hardware). It is a basic requirement of any model of time that some means for ordering the temporal individuals should be supplied. However, the use of intervals as the temporal individuals complicates the issue of temporal ordering, since it is necessary to determine how intervals should be compared. The main comparison between intervals is based upon their start and end points. If either the start points of two intervals or their end points are compared, the temporal order which follows isn't adequate when intervals are nested (e.g. interval A starts before interval B, but interval B ends before interval A). Similarly, for the relation to be based upon the start of one interval occurring before the end of another is not suitable. Therefore, the order which has been adopted is for the relation "before" to hold between two intervals when one interval ends before the other begins. As "time points" are to be represented in the model (both for the purpose of modelling grids, and to represent the start and end of intervals), it seems logical that these points should be the same type as intervals. Using intervals for this purpose would be made simpler if some form of "atomic" interval existed. As has been already stated, the model of time adopted here will be dense. It should also be determined whether the model will also be continuous. The definition of continuity (Dedekind continuity) states that for any division of time into earlier and later parts, there should be at least one point at the division (i.e. the point at which the division occurs is neither in the earlier or later parts) which can be stated formally as fol-
In this expression, A is a predicate and x, y and z are times at which A holds or does not hold. It is apparent that the model described so far will not be continuous, because this would require intervals to be "open", together with the space between them 3 .
In the literature, two time structures are identified: linear and branching time. Clearly, linear time is the more suitable for representing a history of a system (as it shows only one instance of the possible behaviours of the system). The branching structure seems more appropriate for modelling the possible behaviours of a system, although a set of linear time structures can be used for the same effect, provided that all of the structures start in the same state. Thus, from the viewpoint of utility, there is little to choose between a linear and a branching time model. However, from a pragmatic point of view, particularly given the assumption of a dense "time line", the use of a linear rather than branching time structure is considerably more attractive (consider the dense, branching structure in which there must be an infinite number of points where a branch may take place). It is for this reason that linear time is utilised by the model of time specified here (presumably, this is also the reason for the popularity of linear as opposed to branching time in the literature).
As this model of time is used primarily for engineered systems, it seems reasonable that the model should have a start point (when the system is "turned on"), but no end point. There are two main reasons for the lack of an end to time, one is that the "end of time" will not be a valid reference point for a system (with the exception of clairvoyant ones), the other is in the formulation of logical expressions it will be easier to say "from now on" rather than "from now on until the end of time". Having now informally characterised the requisite model of time, it is now possible to go on to produce a formal model of time.
Formalising the model
Having chosen the characteristics for the time model, it is appropriate to formalise it. The primitive constructs of the model are a pair (INTERVAL, _ before _ ), where before is an asymmetric, strict partial ordering (i.e. is both transitive and irreflexive). The final property of before states that some intervals cannot be related by the before relation at all. These intervals are instead related by the overlaps operation (defined later). 
Before the model is advanced any further, it is convenient to define a relation which indicates when one interval is "inside" another. This relation (the during relation) can be defined in terms of the before relation.
3. Interval duration (these operations rely upon the definition of a perfect clock).
Interval Relations
Three interval relations have previously been defined (before, during and overlaps, //), and it is these that form the basis for all subsequent definitions of relations.
It is possible for an interval to be a single point (i.e. given than intervals are closed intervals, a point occurs at the interval [a,b] where a = b). This is accomplished by saying that it is the interval during which no other interval can occur. Note that this is an axiomatisation of the "ATOM" property. The next operation, (called compose), is roughly analogous to the set union. This takes two intervals, and returns a third, which is the smallest interval that includes both intervals given as parameters. c during e c je e e e c c c je c E e c i3e e c c je c during e c i3e e e e )e e e e e
The intersect relation is more directly related to set intersection than compose is to set union. However, it can only be partially defined, since there will be no result if the two arguments do not overlap each other. i3e e c c i3e c during e c je e e e )e e e e e Although these operations are described as being similar to set operations, they cannot be considered to be isomorphic to them, for example, the set union between two disjoint intervals 5 would result in a set which was not equivalent to an interval. 
Extensional Operations
Thus, Earlier gives all intervals before the specified interval and Later gives the intervals after the specified one. During returns the set of intervals from the INTSET which occur during the given interval. While is slightly different, as it will only ever return a singleton or an empty set. It indicates whether the given interval occurs during a member of the INTSET, and if so identifies the relevant interval.
A particularly useful operator is one which allows the selection of a specific interval from an INTSET. This operator requires three parameters: the INTSET, a "base" interval to which the result is relative, and an integer, which indicates the number of intervals between the result and the base interval. To make this operator more readable, two parts are used. The first, which merely provides "syntactic sugar", groups an integer and a INTSET together: The second part finds the result. Two search directions are provided: forwards in time (the After operator), and backwards (the Before operator). Note that in the After operation it is necessary to assume that the INTSET being used has a finite size, as this is a prerequisite for the length function (#) to work. #e (c c Ie c During e (c c je c e c ie e )e )e c = e c ne e e e c je e e e )e e e e
It is interesting to note the similarity between the above operations and the "eventually" modality, (and the complementary "sometimes in the past", ) of classical temporal logic. However, the above operation does offer a higher degree of precision about when the future state occurs.
Interval duration
An important operation for a logic which needs to deal with real-time situations is one which describes the duration or period of an interval. The definition of the operation postulates the existence of (an imaginary) perfect clock, PerfectClock, which consists of a set of point intervals corresponding to ticks occurring at a rate which is faster than any other clock can measure 6 . Four functions are also provided, nS, µS, mS and S, to convert the number of ticks into an integral number of nanoseconds, microseconds, milliseconds and seconds. (PerfectClock During start i)
Grid operations
Initially, it might seem reasonable that all temporal aspects of a system's specification can be dealt with by relating the time to PerfectClock. However, there are occasions where this is unsuitable, for instance:
Where a system contains several physically distributed or unsynchronised clocks.
Where the specification would benefit by treating actions as "atomic" 7 in some cases and as composite actions in others. For this purpose, the notion of time grids has been adopted. In the TARDIS framework [Lister90] The variability serves two purposes: it represents random error between any two adjacent ticks, and it also permits the long term "drift" to be given (i.e. systematic error). Functions to give the granularity and variability of the grid will be useful. Note however that, for any grid, there are a number of possible granularities and variabilities.
Therefore the least upper bound of both granularity and variability will be selected. ve e e )e e e e e e When time measurements are specified for a particular grid, it seems only reasonable that these measurements are made with respect to a clock based on that grid, thus the function gridPeriod gives a period function based on any grids. When grids are used to represent the effect of time, events which occur within the same cycle (i.e. the period of time between two "ticks" of the grid) are indistinguishable by the grid. One of the implications of this approach is that events that start and end within the grid appear to be atomic with respect to that grid.
Interval Traces
The history of a variable can be represented as a sequence of values, in the same way as a trace, as in CSP [Hoare85] . However, the classical definition of the trace doesn't permit one to compare the values of different variables at a specific point in time using this type of trace. This is because each member of the sequence which makes up a trace represents the variable having a specific value for an arbitrary amount of time. If a sequence is defined where the domain is an INTSET instead of the numbers 1 .. #seq, this problem is solved. In addition to associating specific values with particular intervals of time, this type also allows transition times between events to be represented. Therefore, the type Itrace (or interval trace) is defined: Note that, by convention, the name of an Itrace is the same as the variable whose history it represents, but is prefixed by the greek letter tau (τ).
The inverse of this operation is also defined. This gives the set of intervals where the Itrace has a specific value (or set of values).
c
For a given Itrace to be correctly viewed from the perspective of a grid, two properties are required to hold: every interval (point) in the grid must relate to exactly one value of the Itrace (i.e. the Itrace must have a value for each point of the grid), also not more than one transition can occur between adjacent points of the grid. This relationship is given by validView: end e c je e c during e c ie e e e}e e c F e c 2e e e ) (c c c ticke : c ge e c c c #e (c c ticke c While e c c dome c τxe e e )e c = e c 1e e e )e e e e e
Example
In order to demonstrate the use of the Itraces, a simple example of a distributed system is given. A monitoring system is defined to consist of two asynchronous channels, and a comparator. Each channel comprises a sensor and a multi-processing computing element, which performs several unspecified tasks, in addition to processing data from the sensor. The comparator receives the results from the two computing elements and compares them. If there is a significant difference in the values (a "value error") or the times at which the values arrive (a "timing error"), the comparator increments an error counter. The sensor which is given for this application is considered to be an "intelligent sensor", capable of detecting "impossible" changes in the environment, and reacting accordingly (in this case, outputting 0). Only one type of impossible behaviour is defined for the environment, that is for the value being measured to exceed a given rate of change (specifically maxChange within 15mS). The sensor samples the environment every millisecond, and reports a sampled value once every 15mS with a latency of 1ms (all time measurements given for the sensor are assumed to be correct within +/-0.01mS).
Conclusion
The interval logic presented here seems flexible enough to deal with the specification of most temporal requirements. It has been evolving over the past two years, and the current set of operations seem to be about the most flexible.
When a specification models a system, it will often be the case that the model should represent physical properties of the real world. Normally, these properties would be represented by real numbers. However, as the interval logic doesn't permit continuity to be represented, it's not possible to provide a suitable mapping of intervals to reals. The best approximation of real world properties that can be given by the Itrace concept would seem to be an Itrace of rationals.
The Itrace concept seems now to be fairly complete. However, future work could advance on the following fronts: the interval logic could be shown to be consistent and complete, a refinement calculus to refine interval specifications into programs could be developed, and work could be done on temporal theorem proving.
Appendix A: Laws and Rules of interval logic
This appendix is divided into two parts. The first part lists the properties of interval logic (as given in section 3) as theorems. The second part goes on to give properties of operators, which can be derived from the properties of interval logic and from the definitions of the operators using the derivation laws given by the Z specification language [Spivey89] . 
Interval Logic Properties
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