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Abstract. We study a robust stochastic optimization problem in the quasi-sure setting in
discrete-time. We show that under a linearity-type condition the problem admits a maximizer. This
condition is implied by the no-arbitrage condition in models of financial markets. As a corollary, we
obtain existence of a utility maximizer in the frictionless market model, markets with proportional
transaction costs and also more general convex costs, like in the case of market impact.
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1. Introduction. An agent participates in the market by buying and selling
options. If we denote the portfolio by H , i.e., the holdings of the agent at time t by Ht,
then after T steps and liquidation of the portfolio, he or she will have amount V (H)
in the bank account. Instead of moving arbitrarily in the market, we ask ourselves
whether the optimal portfolio process, or strategy, of the trader exists. When talking
about optimality, we need to specify a preference relation on the set of ﬁnal wealth or
states of the bank account. The preference we will be considering is the robust utility
preference
(1) H = (H0, . . . , HT−1) → inf
P∈P
EP
[
U(V (H0, . . . , HT−1))
]
,
where the utility function is given by U and P denotes a collection of probability
measures.
The use of robust utility preference is motivated by the fact that the true probabil-
ity measure might not be known. So, instead of considering the utility maximization
with respect to one measure, which we guess to be the correct one, we consider a fam-
ily of probability measures that are possible. We then talk about model uncertainty:
it is not known which of the probability measures is the true one, but hopefully, the
class of probability measures we are considering is big enough to contain the true one.
The optimal strategy for the robust utility maximization problem is giving “the best
possible performance” under “the worst probability measure.”
Instead of specifying the market model and analyzing the robust utility maxi-
mization problem, it will be easier to consider a more general model. The advantage
of doing this, besides simpler notation, is the fact that not every utility optimization
problem is of the type: maximizing the robust utility of terminal wealth. One can,
for instance, consider the problem of optimal consumption stream. We will, thus,
consider the following robust optimization problem:
(2) sup
H∈H
inf
P∈P
EP
[
Ψ(H0, . . . , HT−1)
]
.
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ROBUST UTILITY MAXIMIZATION WITH FRICTION 1913
The goal of this paper is to show the existence of a maximizer Ĥ for a general class
of concave functions Ψ. In section 3, we will provide examples showing that this
more general problem indeed contains the robust utility maximization problem. The
examples include the liquidation value of the strategy H at maturity T in frictionless
market models, but also with proportional transaction costs and even more general
costs.
Concerning the set P, there are two cases that prompt diﬀerent approaches. If
the set P is dominated, i.e., there exists a probability measure P such that every
measure Q ∈ P is absolutely continuous with respect to P , there is a plethora of
approaches to obtain existence of optimizers. A simple one, which works under our
set of assumption is to start with the maximizing sequence of strategies and pass,
using a Komlos-type lemma (see, e.g., [8, Lemma 9.8.1, p. 202]), to a convergent
sequence of convex combinations. The limit of this sequence, thus, needs to be the
maximizer. One can also apply dynamic programming, like in [22], to obtain existence
under a relaxed set of assumptions, or a duality argument; see [19].
If the set P of probability measures on Ω is not dominated, the set of approaches
to establish existence becomes very limited. Many approaches of the dominated case
do not transfer over to this one; for instance, there is no analogue of a Komlos-type
lemma. So, the simple argument for existence provided above does not work anymore.
Also, the duality approach is, to the best of our knowledge, not applied here. What
remains is the dynamic programming approach. For that reason, the setup we are
working in needs to be carefully laid.
Robust utility maximization was already considered in the literature. The closest
to our work in discrete-time is [18], which shows existence of an optimal strategy
in the frictionless market model where the utility function is deﬁned on the positive
half-line. This work is essentially the robust analogue of [22]. For more results con-
cerning the robust utility maximization problem in a nondominated framework, we
refer to [2, 4, 7, 9, 12, 15, 16, 17, 26]. To the best of our knowledge, robust utility
maximization in the nondominated setting for ﬁnancial markets with friction has not
been studied yet.
The main tool for proving existence is dynamic programming. Dynamic pro-
gramming is an approach that replaces the multistep decision problem with a series
of one-step decision problems. If one can solve, i.e., prove existence of optimizers of
the one-step problems, then one gets existence in general, by using those one-step
optimizers in sequence. In order to be able to apply the approach, we need to ﬁrst
work in the setup that is suitable for measurable selection. The formulation of a
robust market from [6] turns out to be appropriate for our needs. We will follow the
formulation of dynamic programming in [11].
How does one establish the existence of the optimal strategy in the one-step
models that we need to solve? One approach, taken in [18] and [22], is to set up the
problem in such a way that the set of strategies in the one-step problems one obtains is
compact. Indeed, under a suitable no-arbitrage condition, having a frictionless market
model with utility function deﬁned on the positive half-line implies this compactness,
up to the projection on the predictable range.
To consider utility functions that are deﬁned on the whole real line, for example,
the exponential utility function, one needs to resort to convex analysis. Theorem 9.2
in [23] provides the necessary condition. When considering utility maximization in a
one-step market model, this condition turns out to be just the no-arbitrage condition;
we will prove this statement in the course of the paper. In our general setting, the
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1914 ARIEL NEUFELD AND MARIO SˇIKIC´
condition that will serve as a no-arbitrage condition will be the following:
(3) the set K := {H ∈ H ∣∣Ψ∞(H0, . . . , HT−1) ≥ 0 P-q.s.} is linear,
where Ψ∞ denotes the horizon function of the concave function Ψ; see section 2. This
condition coincides with the robust no-arbitrage condition in the frictionless market
model. The main step, indeed the main technical obstacle in the proof of our main
result, is to show that the “global” condition (3) satisﬁes a “local” version at each
time step.
The remainder of this paper is organized as follows. In section 2, we introduce
the concepts, list the assumptions imposed on Ψ, and state the main results. The
examples of robust utility maximization in diﬀerent ﬁnancial markets with friction are
given in section 3. In section 4, we introduce and solve the corresponding one-period
maximization problem. The problem of ﬁnding a maximizer reduces to a question of
closedness property of the hypograph of the function over which one maximizes. The
result [23, Theorem 9.2, p. 75] provides an answer to the above question and explains
the suﬃciency of the condition (3). In section 5, we introduce the notion needed in
our dynamic programming approach and explain why this leads to the existence of
a maximizer in our optimization problem (2). The proof is then divided into several
steps, which heavily use the theory of lower semianalytic functions.
Notation. For any vector x ∈ RdT , written out as x = (x0, . . . , xT−1), where xi ∈
Rd for each i, we denote the restriction to the ﬁrst t entries by xt := (x0, . . . , xt−1).
For y ∈ RdT , we denote by x · y the usual scalar product on RdT .
2. Optimization problem. Let T ∈ N denote the ﬁxed ﬁnite time horizon and
let Ω1 be a Polish space. Denote by Ω
t := Ωt1 the t-fold Cartesian product for t =
0, 1, . . . , T , where we use the convention that Ω0 is a singleton. Let Ft :=
⋂
P B(Ωt)P
be the universal completion of the Borel σ-ﬁeld B(Ωt); here B(Ωt)P denotes the P -
completion of B(Ωt) and P ranges over the setM1(Ωt) of all probability measures on
(Ωt,B(Ωt)). Moreover, deﬁne (Ω,F) := (ΩT ,FT ). This plays the role of our initial
measurable space.
For every t ∈ {0, 1, . . . , T−1} and ωt ∈ Ωt we ﬁx a nonempty setPt(ωt) ⊆M1(Ω1)
of probability measures; Pt(ω
t) represents the possible laws for the tth period given
state ωt. EndowingM1(Ω1) with the usual topology induced by the weak convergence
makes it into a Polish space; see [3, Chapter 7]. We assume that for each t
graph(Pt) := {(ωt, P ) |ωt ∈ Ωt, P ∈ Pt(ωt)} is an analytic subset of Ωt×M1(Ω1).
Recall that a subset of a Polish space is called analytic if it is the image of a Borel
subset of a (possibly diﬀerent) Polish space under a Borel measurable mapping (see
[3, Chapter 7]); in particular, the above assumption is satisﬁed if graph(Pt) is Borel.
The set graph(Pt) being analytic provides the existence of an universally measurable
kernel Pt : Ω
t →M1(Ω1) such that Pt(ωt) ∈ Pt(ωt) for all ωt ∈ Ωt by the Jankov–von
Neumann theorem; see [3, Proposition 7.49, p. 182]. Given such a kernel Pt for each
t ∈ {0, 1, . . . , T − 1}, we can deﬁne a probability measure P on Ω by
P (A) :=
∫
Ω1
· · ·
∫
Ω1
1A(ω1, . . . , ωT )PT−1(ω1, . . . , ωT−1; dωT ) . . . P0(dω1), A ∈ F ,
where we write ω := ωT := (ω1, . . . , ωT ) for any element in Ω. We denote a probability
measure deﬁned as above by P = P0 ⊗ · · · ⊗ PT−1. For the multiperiod market, we
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ROBUST UTILITY MAXIMIZATION WITH FRICTION 1915
consider the set
P := {P0 ⊗ · · · ⊗ PT−1 |Pt(·) ∈ Pt(·), t = 0, . . . , T − 1} ⊆M1(Ω)
of probability measures representing the uncertainty of the law, where in the above
deﬁnition each Pt : Ω
t →M1(Ω1) is universally measurable such that Pt(ωt) ∈ Pt(ωt)
for all ωt ∈ Ωt.
We will often interpret (Ωt,Ft) as a subspace of (Ω,F) in the following way. Any
set A ⊂ Ωt can be extended to a subset of ΩT by adding (T − t) products of Ω1, i.e.,
AT := A× Ω1 × · · · × Ω1 ⊂ ΩT . Then, for every measure P = P0 ⊗ · · · ⊗ PT−1 ∈ P,
one can associate a measure P t on (Ωt,F t) such that P t[A] = P [AT ] by setting
P t := P0 ⊗ · · · ⊗ Pt−1.
We call a set A ⊆ Ω P-polar if A ⊆ A′ for some A′ ∈ F such that P [A′] = 0
for all P ∈ P, and we say a property holds P-quasi surely, or simply P-q.s., if the
property holds outside a P-polar set.
A map Ψ: Ω × RdT → R is called an F -measurable normal integrand if the
measurable correspondence hypoΨ : Ω⇒ RdT × R deﬁned by
hypoΨ(ω) =
{
(x, y) ∈ RdT × R ∣∣Ψ(ω, x) ≥ y}
is closed valued and F -measurable in the sense of set-valued maps; see [24, Deﬁni-
tions 14.1 and 14.27]. Note that the correspondence hypoΨ has closed values if and
only if the function x → Ψ(ω, x) is upper-semi-
continuous for each ω; see [24, Theorem 1.6]. By [24, Corollary 14.34], Ψ is (jointly)
measurable with respect to F ⊗ B(RdT ) and B(R). Classical examples of normal in-
tegrands, which are most prevalent in mathematical ﬁnance, are Caratheodory maps;
see [24, Example 14.29].
Denote by H the set of all F-adapted Rd-valued processes H := (H0, . . . , HT−1)
with discrete-time index t = 0, . . . , T − 1. Our goal is to study the following control
problem:
(4) sup
H∈H
inf
P∈P
EP [Ψ(H0, . . . , HT−1)],
where Ψ: Ω× RdT → R is a concave and F -measurable normal integrand.
Recall that a function f from a Borel subset of a Polish space into [−∞,∞] is
called lower semianalytic if the set {f < c} is analytic for all c ∈ R; in particular any
Borel function is lower semianalytic. A concave function f : Rn → R∪{−∞} is called
proper if f(x) > −∞ for some x ∈ Rn. We refer to [3] and [23, 24] for more details
about the theory of lower semianalytic functions and convex analysis, respectively.
The following conditions are in force throughout the paper.
Assumption 1. The map Ψ : Ω× RdT → R ∪ {−∞} satisﬁes the following:
(1) for every ω ∈ Ω, the map x → Ψ(ω, x) is concave and upper-semicontinuous;
(2) there exists a constant C ∈ R such that Ψ(ω, x) ≤ C for all ω ∈ Ω, x ∈ RdT ;
(3) the map (ω, x) → Ψ(ω, x) is lower semianalytic;
(4) there exists h◦ ∈ RdT , an ε > 0, and a constant c > 0 such that
Ψ(ω, x) ≥ −c ∀ω ∈ Ω, ∀x ∈ RdT : ‖x− h◦‖ ≤ ε.(5)
Remark 2. At ﬁrst glance, Assumption 1(2) may look to be rather restrictive.
However, it was shown in [18, Example 2.3] that for any (nondecreasing, strictly con-
cave) utility function U being unbounded from above, one can construct a frictionless
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1916 ARIEL NEUFELD AND MARIO SˇIKIC´
market S and a set P of probability measures such that
u(x) := sup
H∈H
inf
P∈P
EP [U(x+H • ST )] < ∞
for any initial capital x > 0, but there is no maximizer Ĥ. So already in the special
case of Ψ(H) := U(V (H)) in the frictionless market, the existence may fail for utility
functions not being bounded from above.
Remark 3. The mapping Ψ satisfying Assumption 1 is a normal integrand. In-
deed, Assumption 1(3) and [3, Lemma 7.29, p. 174] imply that the map ω → Ψ(ω, x) is
F -measurable for every x ∈ RdT ; recall that F is the universal σ-ﬁeld on Ω. Therefore,
normality of Ψ follows directly from [24, Proposition 14.39, p. 666].
Remark 4. Assumption 1(4) is primarily a statement saying that the domain
domΨ(ω) of the mapping x → Ψ(ω, x) has an interior for each ω ∈ Ω. It is even
stronger, since the strong lower bound on Ψ on the neighborhood of h◦ implies that
every strategy H ∈ H satisfying ‖H(ω) − h◦‖ ≤ ε for every ω ∈ Ω satisﬁes also
infP∈P EP [Ψ(H)] ≥ −c. This is a strong regularity condition that plays a crucial
role in establishing measurability of the objects arising in the dynamic programming
procedure. More precisely, if h◦ = 0, it implies that it is enough to know the market
on the countable set of deterministic strategies H ∈ QdT ; cf. Remark 10. It can
certainly be relaxed; however, it is diﬃcult to come up with a set of conditions on Ψ
that could be checked a priori. The most general sets of conditions should be stated
in terms of objects arising in the dynamic programming procedure; see Remark 23(3)
and the proof of Lemma 33.
Remark 5. We point out that our deﬁnition of a normal integrand Ψ varies from
the classical one in convex optimization as deﬁned, e.g., in [24, Chapter 14], in the
sense that −Ψ is a normal intergrand in classical convex analysis. As we are looking
for a maximum of a concave function, our deﬁnition of a normal function ﬁts into our
setting.
We now deﬁne the horizon function Ψ∞ : Ω × RdT → R ∪ {−∞} of a concave,
proper, upper-semicontinuous integrand Ψ(ω, ·) by
Ψ∞(ω, h) = lim
n→∞
1
n
[Ψ(ω, x+ nh)−Ψ(ω, x)] = inf
n∈N
1
n
[Ψ(ω, x+ nh)−Ψ(ω, x)],
where x ∈ RdT is any vector with Ψ(ω, x) > −∞. Note that for any ﬁxed ω ∈ Ω,
the map h → Ψ∞(ω, h) does not depend on the choice of x in the deﬁnition; see [24,
Theorem 3.21, p. 87]. The mapping Ψ∞(ω, ·) is positively homogeneous, concave, and
upper-semicontinuous; see [24, Theorem 3.21, p. 87]. If, in addition, Ψ is normal,
then so is Ψ∞; see [24, Exercise 14.54(a), p. 673].
Throughout the paper we impose the following condition:
(NA(P)) the set K := {H ∈ H |Ψ∞(H0, . . . , HT−1) ≥ 0 P-q.s.} is linear.
We call it the no-arbitrage condition. Of course, the set H of adapted strategies is a
linear space, hence K is a subset of it and the deﬁnition makes sense. Note that the
set K is a convex cone; this follows directly from concavity of the map Ψ∞.
Remark 6. Naming the condition NA(P) a (robust) no-arbitrage condition is mo-
tivated by the following observation: considering a frictionless market with corre-
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ROBUST UTILITY MAXIMIZATION WITH FRICTION 1917
sponding price process S and letting
Ψ(H) :=
T−1∑
t=0
Ht · (St+1 − St) =: H • ST
denote the capital gains from trading in the market using strategy H ∈ H, our
notion of NA(P) coincides with the robust no-arbitrage notion in [6, 18]. This follows
directly since linearity of Ψ in this situation implies that Ψ∞ = Ψ. Indeed, if K were
not linear, there would exist a strategy H ∈ K such that −H ∈ K. But this implies
that H • ST ≥ 0 P-q.s. and there exists a measure P ∈ P with P [−H • ST < 0] > 0,
i.e., P [H • ST > 0] > 0, which means that H is a robust arbitrage strategy in the
sense of [6, 18], and vice versa.
Moreover, when the map Ψ is of the form initially considered, i.e., given by
Ψ(H) = U(V (H)),
a suﬃcient condition (independent of the utility function U !) for Ψ to satisfy NA(P)
is V satisfying the following condition:
the set {H ∈ H |V∞(H) ≥ 0 P-q.s.} is linear.
This is a condition on the ﬁnancial market model, where V (H) denotes the terminal
wealth when investing with strategy H . Indeed, let U be a nondecreasing, concave
utility function such that Ψ is not identically equal to −∞. Then by Lemma 35
Ψ∞(h) =
{
U∞(V∞(h)) if V∞(h) > −∞,
−∞ otherwise.
We claim that linearity of the set {H ∈ H |V∞(H) ≥ 0 P-q.s.} implies linearity of
the set {H ∈ H |Ψ∞(H) ≥ 0 P-q.s.}. To see this, observe that U∞(0) = 0, and
U∞ is nondecreasing as U is so, too. Let H ∈ H satisfy Ψ∞(H) ≥ 0 P-q.s. By the
monotonicity of U∞ and as Ψ∞ = U∞ ◦ V∞, this means that V∞(H) ≥ 0 P-q.s.
By assumption on the linearity of the set {H ∈ H |V∞(H) ≥ 0 P-q.s.} we have
V∞(−H) ≥ 0 P-q.s., which implies that U∞(V∞(−H)) ≥ 0 P-q.s. Linearity of the
set {H ∈ H |Ψ∞(H) ≥ 0 P-q.s.} now follows.
Generalized notions of no-arbitrage conditions in the form of linearity-type condi-
tions were already obtained in [20, 21] for markets without uncertainty (i.e., where one
ﬁxed measure P is given). Our no-arbitrage condition NA(P) can be interpreted as
an extension of the linearity type of no-arbitrage conditions to the robust framework.
The main theorem of this paper is the following.
Theorem 7. Let Ψ be a map satisfying Assumption 1. If the no-arbitrage condi-
tion NA(P) holds, then there exists a process Ĥ ∈ H such that
(6) inf
P∈P
EP [Ψ(Ĥ0, . . . , ĤT−1)] = sup
H∈H
inf
P∈P
EP [Ψ(H0, . . . , HT−1)].
We will give the proof of this theorem in section 5.
3. Examples. In this section, we give several examples of robust utility maxi-
mization in various models of ﬁnancial markets ﬁtting into the setting of Theorem 7.
This was our initial motivation for the abstract robust optimization problem.
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1918 ARIEL NEUFELD AND MARIO SˇIKIC´
Example 8. In this example, we analyze the robust utility maximization problem
in a classical frictionless market similar to [18].
Let S = (S1, . . . , Sd) be a d-dimensional stock price process with nonnegative
components being Borel measurable and constant Sj0 = s
j
0 > 0 for all j. Consider
a random utility function U : Ω × R → R ∪ {−∞}, i.e., U(ω, ·) is a nondecreasing,
concave function, which is upper-semicontinuous and bounded from above by a con-
stant. Moreover, assume that (ω, y) → U(ω, y) is lower semianalytic and ω → U(ω, y)
is bounded from below for each y > 0; the last two conditions are trivially satis-
ﬁed if U : R → R ∪ {−∞} is a classical utility function independent of ω satisfying
U(y) > −∞ for y ∈ (0,∞). We deﬁne the mapping Ψ by
Ψ(H) = U(x+H • ST ),
where x > 0 is the ﬁxed initial wealth of the trader. We want to show that the Ψ
we just deﬁned satisﬁes Assumption 1. To that end, note that it is concave as Ψ(ω, ·)
is a compositum of a concave and a linear function. Also upper-semicontinuity is
clear as U is upper-semicontinuous and H → H • ST is continuous for every ω.
As the utility function is bounded from above, the same holds for the mapping Ψ.
Due to the assumption on U being lower semianalytic, the same holds true for Ψ
being a precomposition of a lower semianalytic function with a Borel function; see [3,
Lemma 7.30(3), p. 177].
To see that Assumption 1(4) is satisﬁed, set
ρ :=
x
2dT max{sj0 : j = 1, . . . , d}
and deﬁne the deterministic strategy h◦t := (h
◦,1
t , . . . , h
◦,d
t ) ∈ RdT by
h◦,jt := (T − t)ρ for t = 0, . . . , T − 1, j = 1, . . . , d.
Let ε < ρ3 . It is easy to see that any z ∈ RdT satisfying ‖z − h◦‖ ≤ ε is decreasing in
each of the components; i.e., the (deterministic) process (zjt )t∈{0,...,T−1} is decreasing
for each j = 1, . . . , d. We claim that the corresponding capital gains z • ST at
time T are uniformly bounded from below. To see this, let z ∈ H be one of such
(deterministic) strategies. Writing z−1 = 0 = zT , we obtain the corresponding capital
gains
z • ST =
T−1∑
t=0
zt · (St+1 − St) = −
T∑
t=0
(zt − zt−1) · St.
By assumption on nonnegativity of each stock price process Sj and the fact that the
strategy (zjt )t∈{0,...,T−1} is decreasing, it follows that −
∑T
t=1(zt − zt−1) · St ≥ 0. To
see that also −(z0− z−1) ·S0 is bounded from below, we use the deﬁnition of ρ to see
that
−(z0 − z−1) · S0 = −
d∑
j=1
(
zj0 − zj−1
)
Sj0 = −
d∑
j=1
zj0S
j
0 ≥ −
d∑
j=1
ρ
(
1
3
+ T
)
sj0 > −x.
Thus, the claim holds true, i.e., for some constant δ, x+ z • ST ≥ δ > 0 for each (zt)
satisfying ‖z − h◦‖ ≤ ε and each ω. Therefore, Ψ satisﬁes Assumption 1(4), as we
assumed that ω → U(ω, δ) is bounded from below.
Remark 9. Our main theorem is more general than the result from [18] in a few
directions. First, we do not assume that the stock price process is adapted and there-
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fore also include, e.g., the setup of [14]. Moreover, we do not impose the assumption
that the utility function is deﬁned on the positive half-line. This allows one to include,
for instance, the exponential utility function.
Remark 10. One models portfolio constraints by correspondences Dt : Ω
t ⇒ Rd
requiring that Ht(ω) ∈ Dt(ω) for all ω, t. Convex constraints Dt : Ωt ⇒ Rd, which are
given by Borel measurable, closed-valued correspondences, are included in our model
as long as either Dt = {h◦} or Dt has an interior in such a way that Assumption 1(4)
is satisﬁed. However, one can read out from the proof of our main theorem that
Assumption 1(4) can be relaxed for constraints, i.e., it is not necessary for the sets
Dt to include a ball around h
◦, and it is enough for them to have an open interior for
the dynamic programming with the criterion function
Ψ̂(ω, h) = Ψ(ω, h)−
T−1∑
t=0
χDt(ω)(ht)
to give the existence of a maximizer; here χA denotes the convex analytic indicator
function for the set A ≡ Dt(ω) giving the value 0 if ht ∈ A and ∞ otherwise.
Example 11. In this example, we consider the ﬁnancial market from [10] with
proportional transaction costs. The mark-to-market value of the portfolio strategy H
with initial (ﬁxed) capital x > 0 is deﬁned by
V (H) = x+
T−1∑
t=0
Ht · (St+1 − St)− κSt|Ht −Ht−1|,
where we set H−1 = 0. The one-dimensional stock price process (St) is assumed to be
Borel measurable and nonnegative starting at a constant S0 = s0 > 0. The constant
1 > κ ≥ 0 indicates the amount of transaction costs. One then deﬁnes Ψ to be
Ψ(ω,H) = U(V (H))
for a random utility function U : Ω×R → R ∪ {−∞} being deﬁned as in Example 8.
It is easy to check that the conditions of Assumption 1 are satisﬁed. Concavity and
upper-semicontinuity are clear by the fact that U is upper-semicontinuous, concave,
and nondecreasing and V is concave and continuous. Boundedness from above is clear
by the same assumption on the utility function U . The lower semianalyticity of Ψ is
fulﬁlled as S is assumed to be Borel. Now, rewrite the value of the strategy as follows:
V (H) = x−
T−1∑
t=0
St
(
κ|Ht −Ht−1|+ (Ht −Ht−1)
)
+HT−1ST
= x−
T−1∑
t=0
Stf(Ht −Ht−1) +HT−1ST ,
where the function f : h → κ|h| + h is less than or equal to zero for all h ≤ 0 by
assumption on the constant κ. Deﬁne (h◦t )t=0,...,T−1 ∈ RT and ρ as in Example 8, and
choose ε < ρmin{ 13 , T (1−κ)1+κ }. We know from Example 8 that any H ∈ H satisfying‖H − h◦‖ ≤ ε is positive and decreasing, hence
−
T−1∑
t=1
Stf(Ht −Ht−1) +HT−1ST ≥ 0.
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1920 ARIEL NEUFELD AND MARIO SˇIKIC´
Moreover, as ε < ρT (1−κ)1+κ , it is straightforward to see that
−S0f(H0 −H−1) = −s0(κH0 +H0) ≥ −s0(Tρ+ ε)(1 + κ) > −x.
Therefore, there exists a constant δ such that V (H) ≥ δ > 0 for all ω and all H
satisfying ‖H − h◦‖ ≤ ε. Hence Ψ = U ◦ V satisﬁes Assumption 1(4), as we assumed
that ω → U(ω, δ) is bounded from below.
Remark 12. In Remark 6 we motivated the name “no-arbitrage” for the condi-
tion NA(P) by indicating that it coincides with the deﬁnition of robust no-arbitrage
condition introduced in [6]; we sketch a similar argument for the case of proportional
transaction costs. Questions of no-arbitrage in models with proportional transaction
costs are usually addressed in the setting of [13]. The fundamental contribution to
the no-arbitrage theory in the setup without model uncertainty was made in [25],
where the concept of robust no-arbitrage was introduced. More precisely, it was
shown that its robust no-arbitrage condition is equivalent to linearity of a certain set
of portfolio rebalancings; see [25, Lemma 2.6]. One can translate the example above
to the framework of [13]. Observe that our condition NA(P) in fact generalizes the
robust no-arbitrage condition of [25], i.e., an equivalent formulation thereof, to this
nondominated setup.
Remark 13. The example above treated the mark-to-market value in the market.
One could equivalently consider the liquidation value of the portfolio H . Also, it
is easy to see that this is not restricted to proportional transaction costs but can
be extended to more general transaction costs. The important thing is the condition
Assumption 1(4) and the example above indicates where it comes up in the argument.
Remark 14. One could also consider (proportional) transaction costs in physical
units. We will only sketch this example. There are d risky assets in the market and
the portfolio of the trader is described by specifying at each time t the number of
shares in each of the d risky assets. Going back to the original contribution of [13],
one models trading in the market by specifying in each time instance t = 0, . . . , T − 1
how many shares Hα→βt of risky asset α to transfer to shares of the risky asset β.
Hence, a strategy will be a matrix with adapted entries. The market mechanism, i.e.,
changes of the portfolio due to a trade order, is given by a sequence of maps
Ft : Ω
t × Rd×d −→ Rd.
The interpretation is the following. After executing the orderH at time t, the holdings
of the trader in physical units are going to change by Ft(H). So, the portfolio of the
trader at the end of the trading period is given by
V (H) =
T−1∑
t=0
Ft(Ht).
We also refer to [5].
Now, let the utility function be denoted U : Rd → R, and deﬁne the map Ψ by
Ψ(H) = U(V (H)).
One can easily ﬁnd conditions under which Assumption 1 is satisﬁed: for instance,
the utility function U is bounded from above, concave, nondecreasing, and upper-
semicontinuous with respect to partial order given by an order cone Rd+; the market
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impact functions Ft are continuous and concave with respect to the same partial order;
appropriate measurability conditions and boundedness conditions are used to obtain
conditions Assumption 1(3), (4).
Example 15. In this example, we consider the optimal liquidation problem, an
adaptation of the model introduced in [1]. The agent initially holds X > 0 units
of a security, which need to be liquidated by the time of maturity T . The strategy
H = (H0, . . . , HT−1) denotes that the agent holds Ht units of the security after
liquidation of the amount Ht−1 −Ht at time t; in the interpretation of [1] the agent
liquidates this amount between times t−1 and t. This liquidation yields (Ht−1−Ht)Ŝt
on the bank account, where Ŝt encodes the price achieved per unit of security, given
the temporary price impact of trading. The temporary price impact is modeled by
the function g, writing Ŝt = St−g(Ht−1−Ht), where St would denote the stock price
at time t where there is no trading in the market. We set H−1 = X and HT = 0.
After liquidation the amount on the bank account V (H) is given by
V (H) :=
T∑
t=0
(Ht−1 −Ht)Ŝt
=
T∑
t=0
(Ht−1 −Ht)St −
T∑
t=0
(Ht−1 −Ht)g(Ht−1 −Ht)
= XS0 +
T−1∑
t=0
Ht(St+1 − St)−
T∑
t=0
(Ht−1 −Ht)g(Ht−1 −Ht).
We assume that the function g is convex, lower-semicontinuous, and nondecreasing
and satisﬁes g(0) = 0. Moreover, we assume that g(x) < ∞ for all x ≥ 0. Then
the above deﬁnes a concave market model. The ﬁrst term above does not depend on
the strategy, the second one depends linearly, and the last term is obviously concave;
indeed, the function x → xg(x) is, under stated conditions, clearly convex on x ≥ 0.
Let U : R → R ∪ {−∞} be a nondecreasing and upper-semicontinuous, concave
utility function bounded from above. Deﬁne the map Ψ by Ψ(H) := U(V (H)).
Clearly, Ψ(ω, ·) is concave and upper-semicontinuous as V (·) is concave, upper-semi-
continuous, and U is concave, upper-semicontinuous and nondecreasing. Boundedness
from above follows from the same assumption on U , and Borel measurability holds
whenever the stock price process (St) is Borel.
We assume that the stock price process (St) is bounded below by some constant
γ ≤ 0, i.e., St(ω) ≥ γ for all ω. We then show that Assumption 1(4) is satisﬁed by
the model. Deﬁne the sequence that encodes constant rate of liquidation
h◦t := X
(
1− t+ 1
T + 1
)
, t ∈ {0, . . . , T − 1},
and choose ε < X3(T+1) . Then, it is straightforward to see that for any (xt) satisfying
‖x− h◦‖ < ε, setting also x−1 = X and xT = 0, we have
V (x) =
T∑
t=0
(xt−1 − xt)St −
T−1∑
t=0
(xt−1 − xt)g(xt−1 − xt)
≥ 5γX
3(T + 1)
− 5X
3(T + 1)
g
(
5X
3(T + 1)
)
.
Therefore, Ψ satisﬁes Assumption 1.
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4. One-period-model. The key technique of the proof of Theorem 7 is dynamic
programming, i.e., backward induction, where one optimizes the strategy over each
single time step and then “glues” the single step strategies together. To that end, it
is necessary to analyze the corresponding one-period model ﬁrst, which we do in this
section. In the one-step case one may prove the result in a more general setup than
the multiperiod case. For that reason we ﬁrst provide the setup for the one-period
case.
4.1. Setup. Let Ω be a Polish space, F be the universal completion of the Borel
σ-ﬁeld B(Ω), and P be a possibly nondominated set of probability measures on F .
We ﬁx a function Ψ: Ω×Rd → R∪{−∞} and consider the optimization problem
(7) sup
h∈Rd
inf
P∈P
EP [Ψ(h)].
Throughout this section, we will work with the following conditions on Ψ.
Assumption 16. The map Ψ: Ω× Rd → R ∪ {−∞} satisﬁes the following:
(1) for every ω ∈ Ω, the map x → Ψ(ω, x) is concave and upper-semicontinuous;
(2) there exists a constant C ∈ R such that Ψ(ω, x) ≤ C for all ω ∈ Ω, x ∈ Rd;
(3) the map (ω, x) → Ψ(ω, x) is lower semianalytic;
(4) the optimization problem is nontrivial, i.e., there exists a strategy h◦ ∈ H =
Rd, such that infP∈PEP [Ψ(h◦)] > −∞.
Remark 17. Let us compare Assumption 16 with Assumption 1 of the general
multiperiod case. First note that points (1), (2), and (3) are the same in both
cases. In fact, Assumption 16(3) ensures that for every x ∈ Rd the random variable
Ψ(x) is measurable. This can be achieved, e.g., by assuming the weaker condition of
(ω, x) → Ψ(ω, x) is universally measurable; see [3, Lemma 7.29, p. 174]. However in
the multiperiod case, lower semianalyticity cannot be relaxed without losing the mea-
surability setting needed to be able to apply crucial measurable selection arguments;
see the proof of Propositions 26 and 28. Assumption 16(4) just requires that the
optimization problem is well posed, i.e., the value is not equal to −∞ for all x ∈ Rd.
The stronger Assumption 1(4) serves a diﬀerent purpose; see Remark 23(3).
We work under the following no-arbitrage condition:
the set K := {h ∈ Rd ∣∣Ψ∞(h) ≥ 0 P-q.s.} is linear.(8)
The main result of this section is the existence of a maximizer for the one-period
optimization problem (7).
Theorem 18. Let the no-arbitrage condition (8) and Assumption 16 hold. There
exists a strategy ĥ ∈ Rd such that
(9) inf
P∈P
EP [Ψ(ĥ)] = sup
h∈Rd
inf
P∈P
EP [Ψ(h)],
i.e., the optimization problem admits an optimizer.
4.2. Proof of the one-period optimization problem. In the one-step case,
one can prove the existence of a maximizer just by applying classical arguments from
convex analysis. Assumption 16 is in force throughout this section. One of the key
elements of the proof is the following reformulation of [23, Theorem 9.2, p. 75].
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Proposition 19. Let f : Rn → R ∪ {−∞} be concave, upper-semicontinuous,
and proper, and let A : Rn → Rm be linear. If the set {z ∈ Rn |Az = 0, f∞(z) ≥ 0}
is linear, then the function
g(y) := sup{f(x) |x ∈ Rn, Ax = y}
is concave, proper, and upper-semicontinuous. Moreover,
g∞(y) = sup{f∞(x) |x ∈ Rn, Ax = y}.
Furthermore, for each y such that g(y) > −∞, the supremum in the definition of g is
attained.
Consider the function
Φ: h → inf
P∈P
EP [Ψ(h)].
Observe that Φ is concave and upper-semicontinuous as an inﬁmum of concave upper-
semicontinuous functions; use Assumption 16(1), (2) and Fatou’s lemma. It is also
proper, i.e., not identically equal to −∞, by Assumption 16(4). Moreover, we have
the following.
Lemma 20. Let Ψ : Ω× Rd → R ∪ {−∞} satisfy Assumption 16. Then
Φ∞(h) = inf
P∈P
EP [Ψ∞(h)]
for all h ∈ Rd.
Proof. By concavity of Ψ(ω, ·), the sequence n → 1n (Ψ(ω, nh+ h◦)−Ψ(ω, h◦)) is
pointwise decreasing for every ω, hence monotone convergence yields
Φ∞(h) = inf
n∈N
1
n
(
inf
P∈P
EP [Ψ(nh+ h◦)]− inf
P∈P
EP [Ψ(h◦)]
)
= inf
n∈N
1
n
(
inf
P∈P
(
EP [Ψ(nh+ h◦)−Ψ(h◦)] + EP [Ψ(h◦)])− inf
P∈P
EP [Ψ(h◦)]
)
≥ inf
n∈N
1
n
inf
P∈P
(
EP [Ψ(nh+ h◦)−Ψ(h◦)])
= inf
P∈P
lim
n→∞
1
n
(
EP [Ψ(nh+ h◦)−Ψ(h◦)])
= inf
P∈P
EP [Ψ∞(h)].
For the reverse inequality, we use Assumption 16(2) and come back to the second line
of the above calculation to get
Φ∞(h) = inf
n∈N
1
n
(
inf
P∈P
(
EP [Ψ(nh+ h◦)−Ψ(h◦)] + EP [Ψ(h◦)])− inf
P∈P
EP [Ψ(h◦)]
)
≤ inf
n∈N
1
n
(
inf
P∈P
(
EP [Ψ(nh+ h◦)−Ψ(h◦)])+ C − inf
P∈P
EP [Ψ(h◦)]
)
= inf
P∈P
EP [Ψ∞(h)].
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Proof of Theorem 18. The mapping Ψ(ω, ·) is bounded from above by a constant
C for each ω ∈ Ω. Thus Ψ∞(ω, ·) ≤ 0 for each ω. From Lemma 20 we know that
Φ∞(h) = infP∈P EP [Ψ∞(h)] and thus also Φ∞(h) ≤ 0 for all h ∈ Rd.
Observe that Φ∞(h) = 0 if and only if h ∈ K. Therefore, by the no-arbitrage
condition (8), we see that the conditions of Proposition 19 are fulﬁlled for the linear
map A : Rd → {0}, x → 0, and f ≡ Φ. Thus, Proposition 19 yields the existence of
a maximizer ĥ, as (by choosing y ≡ 0)
sup
h∈Rd
Φ(h) = sup{Φ(h) |Ah = 0} = sup
h∈Rd
inf
P∈P
EP [Ψ(h)] ≥ inf
P∈P
EP [Ψ(h◦)] > −∞.
Remark 21. Notice that in the above proof we did not require any structural prop-
erties of the measurable space (Ω,F) or of the set P of probability measures. The only
important element of the setup is concavity of the map Ψ. In particular, Theorem 18
remains valid for any measurable space (Ω,F) when replacing Assumption 16(3) by
the assumption that the map (ω, x) → Ψ(ω, x) is F ⊗ B(Rd)-measurable.
5. Multiperiod model. The key idea of the multiperiod case is to adapt the
techniques of the dynamic programming principle, developed in [11], to the robust
framework. We will use the setup and measurability techniques developed in [6] and
[18].
From this point on, Assumption 1 is in force as well as the no-arbitrage condition
NA(P) given by
the set K := {H ∈ H |Ψ∞(H) ≥ 0 P-q.s.} is linear.
The basic idea of dynamic programming is to reduce the maximization over the
set of strategies H to one-step maximization we encountered in the previous section.
Precisely, using the notation where for ωt ∈ Ωt and ω˜ ∈ Ω1, ωt ⊗t ω˜ stands for the
pair (ωt, ω˜) ∈ Ωt+1, we deﬁne the following sequences of maps: set ΨT := Ψ and for
t = T − 1, . . . , 0 and ωt ∈ Ωt deﬁne
Φt
(
ωt, xt+1
)
:= inf
P∈Pt(ωt)
EP
[
Ψt+1
(
ωt ⊗t ·, xt+1
)]
,
Ψ˜t
(
ωt, xt
)
:= sup
x˜∈Rd
Φt
(
ωt, xt, x˜
)
,
Ψt
(
ωt, ·) := cl Ψ˜t (ωt, ·) ,
where by cl Ψ˜t(ω
t, ·) we denoted the upper-semicontinuous hull of the function x →
Ψ˜t(ω
t, x). The upper-semicontinuous hull of a function f : Rn → [−∞,∞] is the
smallest upper-semicontinuous function (not necessarily ﬁnite) minorized by f ; it is
the function whose hypograph is the closure in Rn×R of the hypograph of f ; see [23,
p. 52].
Remark 22. Let us give a rough sketch of an argument why one would consider
the recursion above. We will restrict our attention to the case with T = 2. The
optimization problem we are considering is
sup
H0,H1
inf
P∈P
EP [Ψ2(H0, H1)] = sup
H0
[
sup
H1
inf
P∈P
EP [Ψ2(H0, H1)]
]
.
After we evaluated the expression in the brackets, optimization over H0 will follow
the argument we provided for the one-step case. Let us, therefore, concentrate on
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the optimization over H1. First, calculate the conditional expectation of Ψ2(H0, H1)
given F1. By the deﬁnition of the probability measure as P = P0 ⊗P1, we know that
EP0⊗P1 [Ψ2(H0, H1)|F1](ω1) =
∫
Ω2
Ψ2(ω1 ⊗ ω2, H0, H1)P1(ω1, dω2)
= EP1(ω1)[Ψ2(ω1 ⊗1 ·, H0, H1(ω1))],
where the second equality is just change in notation. Hence, Φ1 is just
Φ1(ω1, x0, x1) = Φ1
(
ω1, x
2
)
= inf
P1∈P1(ω1)
EP1
[
Ψ2
(
x2
)∣∣F1] (ω1),
where the versions of the conditional expectation are deﬁned via kernels P1 ∈ P1(ω1).
Coming back to the minimization over H1, ﬁrst use the tower property: for any
strategy H ∈ H we have
inf
P∈P
EP [Ψ2(H0, H1)] = inf
P0∈P0
EP0
[
inf
P1∈P1(ω1)
EP1 [Ψ2(ω1 ⊗1 ·, H0, H1)]
]
by the decomposability property. However, one would need to show that the ex-
pression in the expectation is measurable. In particular, the above equation implies
that
sup
H1
inf
P∈P
EP [Ψ2(H0, H1)] = sup
H1
inf
P∈P
EP [Φ1(·, H0, H1)].
It remains to show that
sup
H1
inf
P∈P
EP [Φ1(·, H0, H1)] = inf
P0∈P0
EP0 [Ψ1(·, H0)].
The inequality ≤ is easy to see. Indeed, we have Φ1(ω,H0, H1) ≤ Ψ1(ω,H0) for each
ω, H0. To see the converse, it is enough to prove that the supremum in the deﬁnition
of Ψ1 is attained by some F1-measurable random variable.
This formally derives the recursion we are considering for the maximization prob-
lem.
Of course, the remark above does not constitute a proof to our main theorem but
is merely a sketch of an argument for why the recursion we are observing makes sense.
Indeed, the main part of the argument will be proving measurability and attainment
of maximizers in the one-step case.
Remark 23. Before going to the more diﬃcult part of the proof, let us make a
few simple observations about the recursion deﬁned above. The numbering refers to
the numbering in Assumption 1.
(1a) It follows directly from the deﬁnitions that the mappings Φt and Ψt are con-
cave. Indeed, we assume that ΨT = Ψ is concave, and [24, Proposition 2.9(b),
p. 43] implies that Φt is concave as soon as Ψt+1 is. Moreover, [24, Proposi-
tion 2.22(a), p. 51] implies that Ψ˜t and hence also Ψt is concave as soon as
Φt is. This holds for each ω
t ∈ Ωt.
(1b) For each ωt, the map Φt is upper-semicontinuous in the second variable as
long as Ψt+1 is. The argument, which uses the Fatou lemma and the uniform
upper bound, is given in the one-step case. Moreover, upper-semicontinuity
of Ψt follows directly from its deﬁnition as an upper-semicontinuous hull of
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1926 ARIEL NEUFELD AND MARIO SˇIKIC´
the proper concave function Ψ˜t. In Proposition 27(i), we will show that also
the function Ψ˜t is upper-semicontinuous for P-q.e. ω
t. This will then imply
that Ψ˜t coincides P-q.s. with Ψt. The proof will be based on Proposition 19
and a local no-arbitrage condition which we will introduce in Deﬁnition 25.
(2) Boundedness from above by a constant C ∈ R is obvious: take the same
constant C as in Assumption 1(2) for the mapping Ψ.
(3) We will prove in Lemma 30 that Φt is lower semianalytic if Ψt+1 is. Semian-
alyticity of Ψt is based on a density argument; see Lemma 32. The problem
arises as the supremum of lower semianalytic functions need not be lower
semianalytic. Passing to a supremum of a countable number of functions,
i.e., maximizing over Qd instead of Rd in the deﬁnition of Ψ˜t, preserves this
measurability property. This is the reason for condition (4) in Assumption 1.
(4) It is easy to see that condition (5) is satisﬁed for the mapping Φt as long
as it is satisﬁed for the mapping Ψt+1 To see that the mapping Ψ˜t needs to
satisfy (5) when the condition is satisﬁed by Φt, it is enough to notice that
Ψ˜t(ω
t, xt) ≥ Φt(ωt, xt, h◦t ) for each (ωt, xt) ∈ Ωt ×Rdt, where h◦t is the t+ 1-
entry of the vector h◦ = (h◦0, . . . , h
◦
T−1) deﬁned in Assumption 1(4). Then,
as Ψt ≥ Ψ˜t by deﬁnition of the upper-semicontinuous hull, Ψt satisﬁes (5).
Remark 24. We just argued in Remark 23 that the mapping xt → Ψ˜t(ωt, xt)
is concave for each t and all ωt ∈ Ωt and that Ψt(ωt, h◦,t) > −c for all ωt, where
h◦,t ∈ Rdt denotes the restriction of h◦ deﬁned in Assumption 1(4) to the ﬁrst t
entries. Therefore, [24, Theorem 2.35, p. 59] provides the identity
Ψt
(
ωt, xt
)
= lim
λ↗1
Ψ˜t
(
ωt, λxt + (1 − λ)h◦,t) .
We ﬁrst need to show that if the mapping Ψ satisﬁes Assumption 1, then also all
of the mappings Ψt do for each t = 0, . . . , T − 1. This has to be deduced from the
dynamic programming recursion. For that we ﬁrst need some more terminology and
notation. For each t ∈ {1, . . . , T }, denote by Ht the set of all F-adapted, Rd-valued
processes Ht := (H0, . . . , Ht−1); these are just restrictions of strategies in H to the
ﬁrst t time steps. Deﬁne the no-arbitrage condition up to time t, denoted by NA(P)t,
for the mappings (Ψt) in the natural way, by saying
the set Kt := {Ht ∈ Ht ∣∣Ψ∞t (Ht) ≥ 0 P-q.s.} is linear.
Condition NA(P)t is a statement about a set of strategies and as such cannot yet
be used to prove things that we need it for. What we need is a local version of the
no-arbitrage condition.
Definition 25. For each t ∈ {0, . . . , T − 1} and ωt ∈ Ωt define a set
(10) Kt(ω
t) :=
{
h ∈ Rd ∣∣Ψ∞t+1 (ωt ⊗t ·, 0, . . . , 0, h) ≥ 0 Pt (ωt) -q.s. } .
We say that condition NAt holds if
the set
{
ωt ∈ Ωt ∣∣Kt (ωt) is linear} has P-full measure.
To make a simple observation, let ĥ be a universally measurable selection of
Kt. Then the strategy (0, . . . , 0, ĥ) ∈ Kt+1, where there are t zeros in the previous
expression. Thus, it is clear that linearity of Kt is necessary for the no-arbitrage
condition NA(P)t+1.
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Proposition 26. Let t ∈ {0, . . . , T − 1}. Assume that Ψt+1 satisfies Assump-
tion 1. If Kt+1 is linear, then the local no-arbitrage condition NAt holds.
Having this result at hand, one can proceed as in the one-step case. The following
is a direct consequence.
Proposition 27. Let t ∈ {0, . . . , T − 1}. Assume that Ψt+1 satisfies Assump-
tion 1 and that NAt holds. Then
(i) the map xt → Ψ˜t(ωt, xt) is upper-semicontinuous P-q.s.; in particular, it
coincides with xt → Ψt(ωt, xt) for P-quasi every ωt;
(ii) for every Ht ∈ Ht there exists an Ft-measurable mapping ĥt : Ωt → Rd such
that
Φt
(
ωt, Ht
(
ωt
)
, ĥt
)
= Ψt
(
ωt, Ht
(
ωt
))
for P-q.e. ωt ∈ Ωt.
The important step toward the proof of our main result is the observation that
sets Kt behave well under the dynamic programming recursion.
Proposition 28. Let t ∈ {0, . . . , T − 1} and let Ψt+1 satisfy Assumption 1. If
Kt+1 is linear, then so is Kt.
The proof of the following proposition will be done by backward induction.
Proposition 29. For any t ∈ {0, . . . , T−1}, the function Ψt+1 satisfies Assump-
tion 1 and the local no-arbitrage condition NAt holds.
The proofs of Propositions 26–29 will be given in the next subsection.
5.1. Proofs of Propositions 26–29. This is the technical part of this paper
and therefore is divided into several lemmas. We ﬁrst start with a useful lemma
providing the relation between Ψt+1 and Φt.
Lemma 30. Let t ∈ {0, . . . , T − 1}. If Ψt+1 satisfies Assumption 1, then so does
Φt and for all (ω
t, xt+1) ∈ Ωt × Rd(t+1) we have
(11) Φ∞t
(
ωt, xt+1
)
= inf
P∈Pt(ωt)
EP
[
Ψ∞t+1
(
ωt ⊗t ·, xt+1
)]
.
Proof. Conditions (1), (2), and (4) are clear by deﬁnition and were argued in
Remark 23. To see that (ωt, xt+1) → Φt(ωt, xt+1) is lower semianalytic, we ﬁrst recall
that the map (ωt+1, xt+1) → Ψt+1(ωt+1, xt+1) is lower semianalytic by assumption.
Also, the map
M1(Ω)× Ωt × Ω1 × Rd(t+1) → R,
(
P, ωt, ω˜, xt+1
) → Ψt+1 (ωt ⊗t ω˜, xt+1)
is lower semianalytic as it is independent of the variable P . Consider the Borel
measurable stochastic kernel κ on Ω1 given M1(Ω)× Ωt × Rd(t+1) deﬁned by((
P, ωt, xt+1
)
, A
) → κ (A ∣∣P, ωt, xt+1) := P [A];
Borel measurability of the kernel follows from [3, Proposition 7.26, p. 134] and [3,
Corollary 7.29.1, p. 144]. Then, applying [3, Proposition 7.48, p. 180] to κ, we obtain
that
(12) M1(Ω)× Ωt × Rd(t+1) → R,
(
P, ωt, xt+1
) → EP [Ψt+1 (ωt ⊗t ·, xt+1)]
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1928 ARIEL NEUFELD AND MARIO SˇIKIC´
is lower semianalytic. By assumption, the graph of Pt is analytic. Therefore, we
deduce from [3, Lemma 7.47, p. 179] that(
ωt, xt+1
) → inf
P∈Pt(ωt)
EP
[
Ψt+1
(
ωt ⊗t ·, xt+1
)]
= Φt
(
ωt, xt+1
)
is lower semianalytic. Finally, by the same arguments as in the proof of Lemma 20,
we see directly that (11) holds true.
Before we can start with the proof of Proposition 26, we need to see that the
set-valued map Kt(ω
t) has some desirable properties.
Lemma 31. Let t ∈ {0, . . . , T−1}. Assume that Ψt+1 satisfy Assumption 1. Then
the set-valued map Kt defined in (10) is a closed, convex, Ft-measurable correspon-
dence and the set {ωt ∈ Ωt |Kt(ωt) is linear} ∈ Ft.
Proof. As Ψ∞t+1 is concave, positively homogeneous, and upper-semicontinuous in
xt, and Kt(ω
t) is a closed valued convex cone for every ωt. Observe that
Kt
(
ωt
)
=
{
xt ∈ Rd
∣∣Φ∞t (ωt, 0, . . . , 0, xt) ≥ 0} .
By Lemma 30 and Remark 3, Φt is a concave Ft-normal integrand, hence so is Φ∞t .
Thus, the set-valued map Kt is an Ft-measurable correspondence; see [24, Proposi-
tion 14.33, p. 663] and [24, Proposition 14.45(a), p. 669].
Finally, from Kt(ω
t) being a convex cone, we get that{
ωt ∈ Ωt ∣∣Kt (ωt) is linear} = {ωt ∈ Ωt ∣∣Kt (ωt) = −Kt (ωt)} .
By [24, Theorem 14.5(a), p. 646], Kt admits a Castaing representation {xn}. Then,
we see that{
ωt ∈ Ωt ∣∣Kt (ωt) is linear} = ⋂
n∈N
{
ωt
∣∣−xn (ωt) ∈ Kt (ωt)} .
That the latter set is Ft-measurable now follows from [24, Deﬁnition 14.3(c), p. 644]
and [24, Proposition 14.11(c), p. 651].
Now we prove that if Ψt+1 satisﬁes Assumption 1, linearity of Kt+1 implies NAt.
Proof of Proposition 26. Assume that NAt does not hold. Then by deﬁnition,
there exists a probability measure in P with its restriction to Ωt denoted by P t such
that the complement of the set
Gt :=
{
ωt ∈ Ωt ∣∣Kt (ωt) = −Kt (ωt)}
satisﬁes P t[Gct ] > 0. We claim that there is a strategy of the formH
t+1 = (0, . . . , 0, ht)
and a measure P˜ ∈ P such that Ht+1 ∈ Kt+1, but P˜ [Ψ∞t+1(−Ht+1) < 0] > 0, i.e.,
−Ht+1 ∈ Kt+1. The measure P˜ , restricted to Ωt+1, will be deﬁned as P t+1 = P t⊗Pt
for some selection Pt of Pt.
Step 1. We prove that there is a Borel measurable set-valued map KP
t
t : Ω
t ⇒ Rd
that coincides with Kt for P
t-a.a. ωt.
Let {xn} be the Castaing representation of Kt. By [3, Lemma 7.27, p. 173] we
can modify each of these universally measurable selections xn on a P
t-nullset to get
almost sure selections xP
t
n that are Borel measurable. Deﬁne a new set-valued map
KP
t
t (ω
t) = {xP tn (ωt) |n ∈ N}.
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The set-valued map KP
t
t is Borel measurable by deﬁnition and K
P t
t (ω
t) = Kt(ω
t) for
P t-a.a. ωt; this follows from [24, Proposition 14.11, p. 651] and [24, Proposition 14.2,
p. 644].
Step 2. Deﬁne the set St ⊂ Ωt × Rd ×M1(Ω1) by
St :=
{(
ωt, h, P
) ∣∣∣h ∈ KP tt (ωt) , P ∈ Pt (ωt) , EP [Ψ∞t+1 (ωt ⊗t ·, 0, . . . , 0,−h)] < 0} .
We claim that this set St is analytic.
To see this, write St as an intersection of three sets,
B1 :=
{(
ωt, h
) ∣∣∣h ∈ KP tt (ωt)}×M1(Ω1),
B2 :=
{(
ωt, P
) ∣∣P ∈ Pt (ωt)}× Rd,
B3 :=
{(
ωt, h, P
) ∣∣EP [Ψ∞t+1 (ωt ⊗t ·, 0, . . . , 0,−h)] < 0} ,
and show that each of those is analytic.
The set B1 is Borel, as it is just a product of M1(Ω1) and the graph of K
P t
t (ω
t),
which is Borel; see [24, Theorem 14.8, p. 648].
The set B2 is analytic being the product of R
d and the graph of Pt, which is
analytic by assumption.
To show that B3 is analytic, use the assumption that Ψt+1 is a lower semianalytic
map. By [3, Lemma 7.30(2), p. 177] also the map Ψ∞t+1 is; it is deﬁned as a limit of
lower semianalytic functions. By the same argument as in Lemma 30, we see that the
set{(
ωt, h0, . . . , ht, P
) ∈ Ωt × Rd(t+1) ×M1(Ω1) ∣∣∣EP [Ψ∞t+1 (ωt ⊗t ·,−h0, . . . ,−ht)] < 0}
is analytic. Denote the above set by B˜3. The projection
Π: Ωt+1 × Rd(t+1) ×M1(Ω1) → Ωt × Rd ×M1(Ω1)(
ωt, x0, . . . , xt, P
) → (ωt, xt, P )
is continuous and thus Borel. We deduce from [3, Proposition 7.40, p. 165] that the
set
B3 =
{(
ωt, h, P
) ∈ Ωt × Rd ×M1(Ω1) ∣∣EP [Ψ∞t+1 (ωt ⊗t ·, 0, . . . , 0,−h)] < 0}
is analytic, as
B3 = Π
(
B˜3 ∩
(
Ωt × ({0}dt × Rd)×M1(Ω1))) .
Step 3. The desired strategy can be obtained from the selection of St.
Deﬁne the set
projSt =
{
ωt
∣∣St ∩ ({ωt}× Rd ×M1(Ω1)) = ∅} ,
which is just the projection of the set St onto the ﬁrst coordinate. Let us ﬁrst show
that the sets projSt and Gct are equal up to a P t nullset. Recall that the probability
measure P t was chosen at the beginning of the proof. Then, by deﬁnition of the sets
Gct and St and as KP
t
t = Kt P
t-a.s., we have P t[projSt] = P t[Gct ] > 0.
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From Step 2, we know that St is analytic. Therefore, the Jankov–von Neumann
theorem [3, Proposition 7.49, p. 182] implies the existence of a universally measurable
map ωt → (ht(ωt), Pt(ωt)) such that (ωt, ht(ωt), Pt(ωt)) ∈ St for all ωt ∈ projSt. On
the universally measurable set {ht /∈ Kt} ⊆ Ωt, we set ht := 0 ∈ Rd to guarantee
that ht(ω
t) ∈ Kt(ωt) for every ωt ∈ Ωt. In the same way, we can deﬁne Pt(·) to be
any measurable selector of Pt(·) on {ht /∈ Kt}. Recall that {ht /∈ Kt} ∩ projSt is a
P t-nullset.
Finally, we claim for the strategyHt+1 := (0, . . . , 0, ht) ∈ Ht+1 thatHt+1 ∈ Kt+1,
but −Ht+1 ∈ Kt+1. To see this, observe ﬁrst that as ht(ωt) ∈ Kt(ωt) for all ωt, we
have by deﬁnition
Ψ∞t+1
(
ωt ⊗t ·, Ht+1
(
ωt
)) ≥ 0 Pt (ωt) -q.s.
for all ωt. For every P¯ ∈ P denote its restriction to Ωt by P¯ t, i.e., P¯ t := P¯ |Ωt . By
the deﬁnition of the set P we have P¯ t+1 = P¯ t ⊗ P¯t for some selector P¯t ∈ Pt. By
Fubini’s theorem we get that every P¯ ∈ P satisﬁes
P¯
[
Ψ∞t+1
(
Ht+1
) ≥ 0] = EP¯ t(dωt) [P¯t (ωt) [Ψ∞t+1 (ωt ⊗t ·, Ht+1 (ωt)) ≥ 0]] = 1,
which proves that Ht+1 ∈ Kt+1. To see that −Ht+1 ∈ Kt+1, deﬁne the measure
P˜ ∈ P by
P˜ := P t ⊗ Pt ⊗ P˜t+1 ⊗ · · · ⊗ P˜T−1,
where P t is the measure introduced at the beginning of the proof, the kernel Pt is the
one selected from St above, and P˜s ∈ Ps are any selections ofPs for s := t+1, . . . T−1.
Recalling that Ψ∞t+1 ≤ 0, by deﬁnition of h we get
E
˜P
[
Ψ∞t+1
(−Ht)] = EP t(dωt) [EPt(ωt) [Ψ∞t+1 (ωt ⊗t ·,−Ht (ωt))]] < 0,
as P˜ [projSt] > 0. Hence −Ht+1 ∈ Kt+1, which gives us a contradiction to the
linearity of Kt+1.
Now we will prove Proposition 27, which is, basically, a (measurable) version of
Theorem 18 stating the existence of a (local) maximizer in the one-period model at
time t.
Proof of Proposition 27. Recall that, by Remark 23, the map Ψ˜t(ω
t, ·) is concave,
proper with h◦,t ∈ Rdt in the interior of its domain for each ωt. Hence by [24,
Theorem 2.35, p. 59], we have for each ωt that
Ψt
(
ωt, xt
)
= lim
λ↗1
Ψ˜t
(
ωt, λxt + (1 − λ)h◦,t) .
To prove (i), we want to show that for P-quasi every ωt the mapping xt+1 →
Φt(ω
t, xt+1) satisﬁes the conditions of Proposition 19 with the linear mapping A
being just the restriction A(xt, xt) = x
t. Fix an ωt ∈ Ωt. We deduce from the
identity in (11) that Φ∞t (ωt, 0, . . . , 0, xt) ≥ 0 if and only if Ψ∞t+1(ωt ⊗t ·, 0, xt) ≥ 0
Pt(ω
t)-q.s., i.e., if xt ∈ Kt(ωt). We know from Proposition 26 that NAt holds,
which means that Kt(ω
t) is linear for P-quasi every ωt. Thus, for P-quasi every ωt,
the conditions of Proposition 19 are indeed satisﬁed and hence Ψ˜t(ω
t, ·) is P-q.s. an
upper-semicontinuous function. Moreover, from the deﬁnition of Ψt(ω
t, ·) being the
upper-semicontinuous hull of Ψ˜t(ω
t, ·), statement (i) follows.
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We now prove (ii). By Lemma 30 and Remark 3 we know that Φt is an Ft-normal
integrand. Having chosen a strategy Ht ∈ Ht, [24, Proposition 14.45, p. 669] yields
that the mapping ΦH
t
(ωt, x) := Φt(ω
t, Ht(ωt), x) is an Ft-normal integrand, too.
Therefore, we deduce from [24, Theorem 14.37, p. 664] that the set-valued mapping
Υ: Ωt ⇒ Rd deﬁned by
Υ
(
ωt
)
:= argmax ΦH
t (
ωt, ·)
admits an Ft-measurable selector ĥt on the universally measurable set {Υ = ∅}.
Extend ĥt by setting ĥt = 0 on {Υ = ∅}. As we know from Proposition 26 that NAt
holds, the attainment of the supremum in Proposition 19 gives that {Υ = ∅} is a
P-polar set. Thus, the result follows, as Ψt = Ψ˜t P-q.s.
Next, to see that Ψt+1 satisfying Assumption 1 implies that Ψt does, too, it
remains to show that Ψt is lower semianalytic. To that end, we ﬁrst need the following
useful lemma.
Lemma 32. Let g : Rn × Rm → R ∪ {−∞} be a concave upper-semicontinuous
function having (x◦, y◦) ∈ Rn ×Rm in the interior of its domain. Then, the function
h(x) := lim
λ↗1
sup
y∈Rm
g(λx+ (1− λ)x◦, y)
is upper-semicontinuous and satisfies
h(x) = lim
λ↗1
sup
y∈Qm
g(λx + (1− λ)x◦, y).
Proof. Deﬁne the function
h˜(x) := sup
y∈Rm
g(x, y).
Then, by [24, Theorem 2.35, p. 59], h(x) = cl h˜(x), i.e., h is the upper-semicontinuous
hull of h˜; in particular, it is upper-semicontinuous. Now, denote by
dom g := {(x, y) ∈ Rn × Rm | g(x, y) > −∞},
dom h˜ := {x ∈ Rn | h˜(x) > −∞}
the domains of the functions g and h˜, respectively. We have to diﬀerentiate two cases.
Case 1. Let x ∈ dom h˜. Then for each λ ∈ (0, 1) we have h˜(λx+(1−λ)x◦) > −∞
and also
Dλx+(1−λ)x◦ := dom g ∩ {λx+ (1 − λ)x◦} × Rm = ∅.
Denote by Π: Rn×Rm → Rm the projection on the second component. The set ΠDx
does not necessarily have a nonempty interior, but ΠDλx+(1−λ)x◦ has, by assumption
that an open ball around (x◦, y◦) is included in the domain of g. Hence using [24,
Theorem 2.35, p. 59] yields
h(λx + (1− λ)x◦) = h˜(λx + (1− λ)x◦) = sup
y∈Qm
g(λx+ (1− λ)x◦, y).
Taking the limit as λ ↗ 1, using the upper-semicontinuity of h proves the claim in
the ﬁrst case.
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Case 2. Let x ∈ dom h˜. In this case, there exists a λm ∈ (0, 1), such that
h˜(λx + (1 − λ)x◦) = −∞ for all λ > λm. This implies that the set Dλx+(1−λ)x◦
deﬁned above is empty for each λ > λm, which yields the claim.
Lemma 33. Fix t ∈ {0, . . . , T − 1}. If Ψt+1 satisfies Assumption 1, then the map
Ψt is lower semianalytic.
Proof. By Lemma 30, the map
Ωt × Rdt × Rd → R, (ωt, xt, x˜) → Φt (ωt, xt, x˜)
is lower semianalytic. Lemma 32 now yields
Ψt
(
ωt, xt
)
= lim
λ↗1
sup
x˜∈Qd
Φt
(
ωt, λxt + (1− λ)h◦,t, x˜) .
This implies that Ψt is lower semianalytic due to the fact that the countable supremum
of lower semianalytic functions is again lower semianalytic and a limit of a sequence
of lower semianalytic functions is again lower semianalytic; see [3, Lemma 7.30(2),
p. 178].
Proof of Proposition 28. The structure of the proof is similar to that one of Propo-
sition 26. Assume by contradiction that Kt is not linear. Then, there exists a prob-
ability measure in P with its restriction to Ωt denoted by P t, and H˜t ∈ Ht such
that
Ψ∞t (H˜
t) ≥ 0 P-q.s. and P t[Ψ∞t (−H˜t) < 0] > 0.
Step 1. We claim that there exists an Ft-measurable map h˜t : Ωt → Rd such that
Φ∞t (H˜
t, h˜t) = Ψ
∞
t (H˜
t) P-q.s.
Indeed, applying Proposition 19 to the function f(·) = Φ∞t (ωt, ·) yields that the set-
valued map
M(ωt) :=
{
h ∈ Rd
∣∣∣Φ∞t (ωt, H˜t, h) = Ψ∞t (ωt, H˜t)}
is not empty for P-quasi every ωt. Then, following the proof of Proposition 27(ii)
using [24, Theorem 14.37, p. 664] provides existence of an Ft-measurable selector h˜t
of M .
Step 2. Let us show that H˜t+1 := (H˜t, h˜t) ∈ Ht+1 satisﬁes Ψ∞t+1(H˜t+1) ≥ 0
P-q.s., i.e., H˜t+1 ∈ Kt+1.
For P-q.e. ωt we have that
0 = Ψ∞t
(
ωt, H˜t
(
ωt
))
= Φ∞t
(
ωt, H˜t+1
(
ωt
))
= inf
P∈Pt(ωt)
EP
[
Ψ∞t+1
(
ωt ⊗t ·, H˜t+1
(
ωt
))]
.
As every P ′ ∈ P satisﬁes P ′|Ωt+1 = P ′|Ωt ⊗ P ′t for some selection P ′t ∈ Pt, we obtain
the result directly from Fubini’s theorem.
Step 3. We want to show that −H˜t+1 /∈ Kt+1. To see this, recall the probability
measure P t on Ωt introduced at the beginning of the proof. We ﬁrst modify H˜t+1 on
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a P t-nullset to obtain a Borel measurable function H˜P
t,t+1. Consider the set
St :=
{(
ωt, P
) ∈ Ωt ×M1(Ω1) ∣∣P ∈ Pt (ωt) ,
EP
[
Ψ∞t+1
(
ωt ⊗t ·,−H˜P t,t+1
(
ωt
))]
< 0
}
.
Using the same arguments as in Steps 2 and 3 of the proof of Proposition 26 we get that
St is analytic, hence there exists a universally measurable kernel Pt : Ω
t →M1(Ω1)
such that (ωt, Pt(ω
t)) ∈ St for all ωt ∈ proj St.
We claim that P t[projSt] > 0. To see this, observe ﬁrst that P-q.s., we have
for any xt ∈ Rdt, x′ ∈ Rd that Ψt(xt) ≥ Φt(xt, x′). Hence, we obtain from [24,
Theorem 3.21, p. 88] that P-q.s., we also have Ψ∞t (x
t) ≥ Φ∞t (xt, x′) for any xt ∈ Rdt,
x′ ∈ Rd. Therefore, we have for P-quasi every ωt that
Ψ∞t
(
ωt,−H˜t (ωt)) ≥ Φ∞t (ωt,−H˜t+1 (ωt))
= inf
P∈Pt(ωt)
EP
[
Ψ∞t+1
(
ωt ⊗t ·,−H˜t+1
(
ωt
))]
.
As P t[Ψ∞t (−H˜t)] < 0] > 0 and Ht+1 = HP
t,t+1 P t-a.s., we conclude that indeed
P t[proj St] > 0. Finally, to see that −Ht+1 ∈ Kt+1, deﬁne the measure P˜ ∈ P by
P˜ := P t|Ωt ⊗ Pt ⊗ P˜t+1 ⊗ · · · ⊗ P˜T−1,
where we take any selector P˜s ∈ Ps for s := t + 1, . . . T − 1. Then, by construction,
we have
E
˜P
[
Ψ∞t+1
(
−H˜t+1
)]
< 0,
hence indeed −Ht+1 ∈ Kt+1, which gives a contradiction to the linearity of Kt+1.
Proof of Proposition 29. We have shown that if Ψt+1 satisﬁes Assumption 1 and
Kt+1 is linear (i.e., NA(P)t+1 holds), then Ψt satisﬁes Assumption 1 and the local
no-arbitrage condition NAt holds. Moreover, we have shown that the linearity of Kt+1
implies the linearity of Kt as soon as Ψt+1 satisﬁes Assumption 1. As by assumption,
Ψ = ΨT satisﬁes Assumption 1 and NA(P) holds, we see that Proposition 29 holds
by using backward induction.
5.2. Proof of Theorem 7. The goal of this subsection is to give the proof of
Theorem 7, which is the main result of this paper. We will construct the optimal
strategy Ĥ := (Ĥ0, . . . , ĤT−1) ∈ H recursively from time t = 0 upward by applying
Proposition 27 at each time t, given the restricted strategy Ĥt := (Ĥ0, . . . , Ĥt−1) ∈
Ht. We follow [18] to check that Ĥ is indeed an optimizer of (6).
Lemma 34. Let t ∈ {0, . . . , T − 1} and Ht+1 ∈ Ht+1. Define the random variable
X
(
ωt
)
:= Φt
(
ωt, Ht+1
(
ωt
))
.
For any ε > 0, there exists a universally measurable kernel P εt : Ω
t → M1(Ω1) such
that P εt (ω
t) ∈ Pt(ωt) for all ωt ∈ Ωt and
EP
ε
t (ω
t)
[
Ψt+1
(
ωt ⊗t ·, Ht+1
(
ωt
))] ≤ {X(ωt) + ε if X(ωt) > −∞,−ε−1 otherwise.
D
ow
nl
oa
de
d 
02
/1
8/
20
 to
 1
30
.6
0.
13
1.
98
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1934 ARIEL NEUFELD AND MARIO SˇIKIC´
Proof. For any xt+1 ∈ Rd(t+1), deﬁne the random variable
Φx
t+1 (
ωt
)
:= Φt
(
ωt, xt+1
)
.
By the proof of Lemma 30, the map (ωt, P, xt+1) → EP [Ψt+1(ωt ⊗t ·, xt+1)] is
lower semianalytic. Moreover, by assumption, graph(Pt) is analytic. Therefore, by
[3, Theorem 7.50, p. 184], it admits a universally measurable kernel (ωt, xt+1) →
P˜ εt (ω
t, xt+1) ∈ Pt(ωt) satisfying
EP˜
ε
t (ω
t,xt+1)
[
Ψt+1
(
ωt ⊗t ·, xt+1
)] ≤ {Φxt+1(ωt) + ε if Φxt+1t (ωt) > −∞,−ε−1 otherwise.
Setting P εt (ω
t) := P˜ ε(ωt, Ht+1(ωt)) yields the result, as X(ωt) = ΦH
t+1(ωt)(ωt).
Now we are able to prove Theorem 7.
Proof of Theorem 7. By Theorem 18, there exists Ĥ0 ∈ Rd such that
inf
P∈P0
EP [Ψ1(Ĥ0)] = sup
x∈Rd
inf
P∈P0
EP [Ψ1(x)].
By a recursive application of Proposition 27, we can deﬁne an Ft-measurable random
variable Ĥt such that
inf
P∈Pt(ωt)
EP
[
Ψt+1
(
ωt ⊗t ·, Ĥt
(
ωt−1
)
, Ĥt
(
ωt
))]
= Ψt
(
ωt, Ĥt
(
ωt−1
))
for P–quasi-every ωt ∈ Ωt, for all t = 1, . . . T − 1. We claim that Ĥ ∈ H is optimal,
i.e., satisﬁes (6). We ﬁrst show that
(13) inf
P∈P
EP [ΨT (Ĥ)] ≥ Ψ0.
To that end, let t ∈ {0, . . . , T − 1}. Let P ∈ P; we write P = P0 ⊗ · · · ⊗ PT−1 with
kernels Ps : Ω
s → M1(Ω1) satisfying Ps(·) ∈ Ps(·). Therefore, by applying Fubini’s
theorem and the deﬁnition of Ĥ
EP
[
Ψt+1(Ĥ0, . . . , Ĥt)
]
= E(P0⊗···⊗Pt−1)(dω
t)
[
EPt(ω
t)
[
Ψt+1
(
ωt ⊗t ·, Ĥt
(
ωt−1
)
, Ĥt
(
ωt
))]]
≥ E(P0⊗···⊗Pt−1)(dωt)
[
inf
P ′∈Pt(ωt)
EP
′ [
Ψt+1
(
ωt ⊗t ·, Ĥt
(
ωt−1
)
, Ĥt
(
ωt
))]]
= E(P0⊗···⊗Pt−1)
[
Ψt
(
Ĥt
)]
= EP
[
Ψt
(
Ĥt
)]
.
Using this inequality repeatedly from t = T − 1 to t = 0 yields EP [ΨT (Ĥ)] ≥ Ψ0. As
P ∈ P was arbitrarily chosen, the claim (13) is proven. It remains to show that
Ψ0 ≥ sup
H∈H
inf
P∈P
EP [Ψ(H)]
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to see that Ĥ ∈ H is optimal. So, ﬁx an arbitrary H ∈ H. It suﬃces to show that for
every t ∈ {0, . . . , T − 1}
(14) inf
P∈P
EP
[
Ψt
(
Ht
)] ≥ inf
P∈P
EP
[
Ψt+1
(
Ht+1
)]
.
Indeed, using the inequality repeatedly from t = 0 until t = T − 1 yields
Ψ0 ≥ inf
P∈P
EP [ΨT (H)].
Furthermore, as H ∈ H was arbitrary and ΨT = Ψ, we obtain the desired inequality
Ψ0 ≥ sup
H∈H
inf
P∈P
EP [Ψ(H)].
Now, to prove the inequality in (14), ﬁx an ε > 0. By Lemma 34, there exists a
kernel P εt : Ω
t →M1(Ω1) such that for all ωt ∈ Ωt
EP
ε
t (ω
t)
[
Ψt+1
(
ωt ⊗t ·, Ht+1
(
ωt
))]− ε
≤ (−ε−1) ∨ inf
P∈Pt(ωt)
EP
[
Ψt+1
(
ωt ⊗t ·, Ht+1
(
ωt
))]
≤ (−ε−1) ∨ sup
x∈Rd
inf
P∈Pt(ωt)
EP
[
Ψt+1
(
ωt ⊗t ·, Ht
(
ωt−1
)
, x
)]
=
(−ε−1) ∨Ψt (ωt, Ht (ωt−1)) .
Take any P ∈ P and denote its restriction to Ωt by P t. Integrating the above
inequalities yields
EP
t [(−ε−1) ∨Ψt (Ht)] ≥ EP t⊗P εt [Ψt+1 (Ht+1)]− ε ≥ inf
P ′∈P
EP
′ [
Ψt+1
(
Ht+1
)]− ε.
Letting ε → 0, we obtain, by Fatou’s lemma, that
EP
[
Ψt
(
Ht
)] ≥ inf
P ′∈P
EP
′ [
Ψt+1
(
Ht+1
)]
.
This implies the inequality (14), as P ∈ P was arbitrary.
Appendix. Here we provide a simple fact about horizon functions of composi-
tions. Let us ﬁrst recall the deﬁnition of the domain of a function f : Rn → R,
dom f := {x ∈ Rn | f(x) > −∞}.
Lemma 35. Let U : R → R∪ {−∞} be concave, nondecreasing, nonconstant, and
upper-semicontinuous. Let V : Rn → R be concave and upper-semicontinuous and
assume that V (Rn) ∩ domU = ∅. Then the function
Ψ : Rn → R ∪ {−∞}, h → Ψ(h) :=
{
U(V (h)) if h ∈ domV,
−∞ otherwise
is concave, proper, and upper-semicontinuous. Moreover, Ψ∞ satisfies
Ψ∞(h) =
{
U∞(V∞(h)) if h ∈ domV∞,
−∞ otherwise.
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Proof. The ﬁrst part of the lemma is obvious. The only thing requiring a proof
is the statement about the form of the horizon function Ψ∞.
First, choose a point x ∈ Rn such that V (x) ∈ domU , or equivalently, such that
Ψ(x) > −∞. Now, ﬁx any h ∈ Rn. The mapping V is concave, hence
the sequence m → 1
m
(
V (x+mh)− V (x)) =: am is nonincreasing.
Denote its limit by a. Then, a > −∞ if and only if h ∈ domV∞; indeed a = V∞(h).
Let us ﬁrst estimate the horizon function Ψ∞ from above. If am = −∞ for some
m, this implies by deﬁnition that Ψ∞(h) = −∞, as (am) is nonincreasing. Now
assume that am > −∞ for each m. Then
Ψ∞(h) = lim
n→∞
1
n
(
Ψ(x+ nh)−Ψ(x))
= lim
n→∞
1
n
(
U
(
n
1
n
(
V (x+ nh)− V (x)) + V (x))−Ψ(x))
≤ lim
n→∞
1
n
(
U (n am + V (x)) − U(V (x))
)
= U∞(am).
If h ∈ domV∞, then by letting m tend to inﬁnity, the above estimate and upper-
semicontinuity of U∞ yield Ψ∞(h) ≤ U∞(V∞(h)). If h /∈ domV∞, then am diverges
to −∞, hence also U(am) tends to −∞ as U is concave, nondecreasing, and noncon-
stant. By deﬁnition of the horizon function we have
U∞(am) ≤ U(am + V (x)) − U(V (x)),
hence also U∞(am) tends to −∞. This proves the desired ﬁrst inequality.
To estimate Ψ∞ from below, we only need to consider h ∈ domV∞. Indeed, we
know from above that Ψ∞(h) = −∞ whenever h /∈ domV∞. So let h ∈ domV∞.
Then
Ψ∞(h) = lim
n→∞
1
n
(
U(n an + V (x))− U(V (x))
) ≥ lim
n→∞
1
n
(
U(n a+ V (x)) − U(V (x)))
= U∞(V∞(h)).
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