We construct certain monoids, called tied monoids. These monoids result to be semidirect products finitely presented and commonly built from braid groups and their relatives acting on monoids of set partitions. The nature of our monoids indicate that they should give origin to new knot algebras; indeed, our tied monoids include the tied braid monoid and the tied singular braid monoid, which were used, respectively, to construct new polynomial invariants for classical links and singular links. Consequently, we provide a mechanism to attach an algebra to each tied monoid. To build the tied monoids it is necessary to find presentations of set partition monoids of types A, B and D, among others; these presentations are interesting in their own right and seem to be absent in the literature.
Introduction
Tied links and tied braids were introduced in [2] as a generalization of classical links and classical braids. These generalizations were used to define polynomial invariants for classical links that result to be more powerful than the Homflypt and Kauffman polynomials, respectively, see [2] and [3] , cf. [13, Subsection 9.2] . The algebraic counterpart of tied links is the tied braid monoid [2] in the same spirit as the braid group is the algebraic counterpart of classical links. The tied braid monoid was originally defined through generators and relations whose source is purely diagrammatic; namely, these defining relations come out from the monomial defining relations of the diagram algebra called algebra of braids and ties [1, 27, 21, 15] , shorted bt-algebra, so that, this algebra becomes a quotient of the monoid algebra of the tied braid monoid [2, Remark 4.3] .
Denote by T B n the tied braid monoid with n strands and by P n the monoid of set partitions of the set {1, . . . , n}. It was proved in [4] that T B n can be decomposed as the semidirect product P n ρ B n , between P n and the braid group B n on n strand, corresponding to the action ρ of B n on P n , derived from the natural epimorphism from B n to the symmetric group on n symbols. Also in [4] it was the tied singular braid monoid T SB n defined and proved that it also has a decomposition as a semidirect product, this time between the monoid P n and the singular braid monoid SB n . This paper deals with the construction of tied monoids by applying the Lavers' method [20] , that is, the construction of finitely presented semidirect products of monoids from finite presentations of its monoid factors. More precisely, here we construct the tied monoid T Γ M , that is the semidirect product P ρ M where M is taken as the Artin group of type Γ ∈ {A, B, D}, the singular braid monoid 2000 Mathematics Subject Classification. Primary 05A18, 20M32, 20F36. The first author is part of the research group GEMA Res.180/2019 VRIP-UA. The second author was supported, in part, by the grant FONDECYT Regular Nro.1180036. [28, 9, 10] or the virtual braid group [18, 16] , the action ρ is one factorized through an homomorphism of M onto the Coxeter group of type Γ and the factor P is an appropriate monoid of set partitions. Observe that the Lavers method applied to the Artin group B n (resp. SB n ) together with the monoid P n results to be the monoid T B n (resp. T SB n ). The monoids T B n and T SB n play the algebraic role, as B n and SB n for tied link and tied singular links respectively; for details see [2, 4] .
As was mentioned in the abstract a motivation to introduce the tied monoids is to apply them to knot theory via the construction of knot algebras. Thus we propose also a mechanism that attach an algebra, called tied algebra, to each tied monoid, cf. [21, 22] . These algebras are obtained as a quotient of the monoid algebra of the tied monoids factoring out certain quadratic relations, cf. [5, Eq. (20) ]. The mechanism captures the classical Hecke algebras, the bt-algebra defined in [1] , as well the bt-algebras defined by Flores [14] and Marin [21] .
We are going to describe now as the paper is organized. Section 1 gives the tools from the monoid theory that will be used during the paper, including a Lavers' theorem on presentations of semi direct product of monoids; this section also gives the definition of the poset monoid of set partitions (or simply partitions) associated to a given set, and the general definition of a tied monoid. Section 2 starts by studying the monoid of partitions of type A, that is P n , having as main achievement a presentation of this monoid, see Theorem 2.7. It is worth to note that there is not a presentation for P n in the standard literature despite that P n is a classical mathematical object; may be the lack of a presentation is due that the people has exploited mainly the combinatoric face of P n . Theorem 2.7 is one of the pillars in the paper to construct presentations of the partition monoids of types B and D, see respectively, Theorem 2.22 and Theorem 2.26. To get these presentations it was necessary to consider the monoids of signed partitions and restricted signed partitions; thus presentations of these monoids are also constructed, see respectively Theorem 2.18 and Theorem 2.25. As a consequence of the found presentations we obtain normal forms in all monoids mentioned above.
Section 3 deals with the construction, through the Lavers' method, of several tied monoids of type A. Firstly, we will see that both the tied braid monoid and the tied singular braid monoid, defined in [5] , can be recovering using this method, see Remark 3.4 and Remark 3.5 respectively. Secondly, two new tied monoids are introduced: the tied virtual braid monoid (Theorem 3.10) and the tied virtual singular braid monoid (Theorem 3.11).
In Section 4 we use the Lavers' method to built presentations of tied monoids related to the Artin monoids of type B and D. To be precise, in Theorem 4.6 we give a presentation of the tied monoid of type B, namely T B B B n = P B n ρ B B n , where P B n is the monoid of B-partitions defined by Reiner [24] , B B n is the braid group of type B and ρ is an action that is factorized with the natural epimorphism from B B n to the Coxeter group of type B. The tied monoid of type D, namely T D B D n = P D n ρ B D n , is constructed similarly and addressed in Theorem 4.12.
Section 5 proposes a mechanism of construction of tied algebras, that is, algebras derived from tied monoids: as an example, we show as works the mechanism to obtain the bt-algebra. Also we show in detail as works the mechanism to obtain the tied algebra attached to the tied monoid T B B B n .
Preliminaries
This section consists of the three subsections. The first one is on monoid presentations, the second one is on set partitions and the last one gives the definition of a tied monoid.
1.1. Monoid presentations. Given a monoid M and R ⊆ M × M , we will denote by R the congruence closure of R, i.e. R is the minimal equivalence relation containing R that is invariant respect to the product of M . Two elements g, g ∈ M will be called R-equivalent and denoted by g ≡ g , if (g, g ) ∈ R. Recall that, for a homomorphism of monoids f : M → N , the set ker(f ) := {(g, g ) | f (g) = f (g )} is a congruence on M called the kernel congruence.
Proposition 1.1 (Lallement [19, Isomorphism Theorem, p. 10] ). If f : M → N is an epimorphism, then M/ ker(f ) N .
For a set A we denote by A * the free monoid generated by A. The length of a word u ∈ A * will be denoted by lg (u) .
A pair A | R with R ⊆ A * × A * is said to be a presentation for a monoid M , if M is isomorphic to A * /R. Elements of A are called generators and those of R defining relations. We say that M is finitely presented if it has a presentation A | R with A and R finite. (1) We have u = u for all (u, u ) ∈ R, (2) If u = u for some u, u ∈ A * , then u, u are R-equivalent. where u, u denote the words u, u considered as elements of M .
We say that r ∈ A * × A * is a consequence of R if r ∈ R. A transformation of type T 1 is a move that transforms A | R into A | R ∪ {r} for some r that is consequence of R. Inversely, a transformation of type T 2 transforms A | R into A | R\{r} for some r that is consequence of R\{r}. A symbol a ∈ A is said to be a consequence of R if (a, u) ∈ R for some word u ∈ A * . A transformation of type T 3 is a move that transforms A | R into A ∪ {a} | R ∪ {(a, u)} for some a ∈ A * and u ∈ A * . Note that a is a consequence of R ∪ {(a, u)}. A transformation of type T 4 transforms A | R into A\{a} | S , where S is obtained from R by removing a pair (a, u) or (u, a) for some u ∈ A * , and replacing every other appearance of a in R by u, that is, every (a, u ) or (u , a) in R for some u ∈ A * \{u} is replaced by (u, u ) Let M, N be two monoids, and let ρ : M → End(N ) be a monoid action, that is a unitary monoid homomorphism. The semi direct product of M with N respect to this action, denoted by N ρ M , is the monoid N × M with the following product:
Theorem 1.4 (Lavers [20] ). Let ρ : M → End(N ) be a monoid action, where M and N are monoids finitely presented, respectively, by A | R and B | S . Then
The rest of the material of this subsection belong to commutaive monoids theory and is taken from [25] .
An admissible order on a commutative monoid is an invariant total order in which the identity is the smallest element.
In what follows X := {x 1 < . . . < x n } denotes a finite totally ordered set, and CX * the free commutative monoid generated by it.
For g, h ∈ CX * we say that h divides g, denoted by h|g, if g = g h for some g ∈ CX * . The element g is denoted by gh −1 . Since CX * is commutative, for every g ∈ CX * there are unique e 1 , . . . , e n ∈ N such that g = x e1 1 · · · x en n . We call (e 1 , . . . , e n ) the exponent of g and denote it by exp(g). Note that h|g if and only if exp(g) − exp(h) ∈ N n . The right lexicographic order on N n induces a natural admissible order < on CX * : g < h if exp(g) is smaller than exp(h), that is, h|g.
Set R := {(a 1 , b 1 ), . . . , (a r , b r )} a subset of CX * ×CX * . We say that R is reduced if the following conditions hold:
In the sequel we assume that R is reduced. The normal form of R is the map N : CX * → CX * defined as follows:
satisfyng a m |g. The element N (g) is called the R-normal form of g.
We call R a canonical system of generators of R if N (g) = min(g) for all g ∈ CX * .
Proposition 1.5 (Rosales-García [25, Theorem 6.7] ). Assume that R is reduced. Then, the following conditions are equivalent:
(1) R is a canonical system of generators.
(2) N (g) = N (h) for all g, h ∈ CX * satisfying (g, h) ∈ R.
Theorem 1.6 (Rosales-García [25, Section 14.3] ). Let Y be a subset of X, and assume that R is a canonical system of generators. Then, the submonoid of X | R generated by Y is presented by Y | S where S = R ∩ (CY * × CY * ).
Set partitions.
A set partition (or simply partition) of a nonempty set A is a collection I of subsets I 1 , . . . , I k of A, called blocks of I, such that I 1 ∪ · · · ∪ I k = A and I i ∩ I j = ∅ for all different i, j ∈ [k]. Blocks with a unique element are called singleton blocks. There is a partial order on the collection of all set partitions of A such that I J if each block of J is a union of blocks of I. The collection set formed by the set partitions of A, which is denoted by P (A), has a structure of idempotent commutative monoid with 1 = {{a} | a ∈ A} and where the product IJ of the set partitions I with J is defined as IJ = min{K ∈ P (A) | I K and J K}.
Note that for all set partition I of A, we have1 I {A}.
In what follows (A, <) denotes a finite totally ordered set. This relation yields a total order < on the power set of A. Indeed, if X, Y are subsets of A, then X < Y if and only if either |X| < |Y | or |X| = |Y | with min(X\(X ∩ Y )) < min(Y \(X ∩ Y )). We shall write a set partition I of A by I = (I 1 , . . . , I k ) when its blocks I 1 , . . . , I k are listed in increasing order according to this total order, that is I 1 < · · · < I k .
Write A = {a 1 < · · · < a n }. We shall say that I ∈ P (A) is symmetric if a i and a j belong to the same block, then a n+1−i and a n+1−j are in the same block as well, see [23] . Note that the definition of a symmetric set partition depends on the choice of the total order on A. We will denote by SP (A) the subset of all symmetric set partitions in P (A).
To study the product of P (A) we need to introduce the following definition.
Definition 1.7. Set I = {I 1 < · · · < I k } to be a collection of subsets of A. For every m ∈ Z ≥0 we define inductively (I) m as follows: (I) 0 = I,
and (I) m = ((I) m−1 ) 1 for m > 1.
Observe that for every collection of subsets I, there exists m ≥ 1 such that (I) m is a set partition of some subset of A. We define the exponent of I, denoted by e(I), as the minimal m for which (I) m is a set partition. Notice that e(I) = 1 if I is a set partition.
Proposition 1.8. We have IJ = (I ∪ J) e(IU J) for all set partitions I, J of A.
Proof. Let T = (I ∪ J) e(I∪J) . By definition I T and J T , so IJ T . Let E be a block of T . For every a ∈ E, E contains the unique blocks I a of I and J a of J that contain a. This implies that every block of T is contained in a block of IJ, hence T IJ. Therefore IJ = T . 1.3. Tied monoids. Below the definition of a tied monoid which is one of the main motivations. Definition 1.9. Let M be a monoid, and let P be a commutative idempotent monoid endowed with an action ρ of M on P which is factored by a monoid homomorphism from M onto a Coxeter group of type Γ. The tied monoid of M respect to P , denoted by T Γ M , is defined as the semidirect product P ρ M .
We will omit Γ in T Γ M whenever the Coxeter group is of type Γ = A.
Example. Consider M = Z and P = y | y 2 = y with the action ρ : M → End(P ) that factorizes trivially onto W = Z/2Z. The tied monoid T M = Z ρ P is presented with generators x, y, x −1 subject to the relations xy = yx and y 2 = y.
In this paper P will be taken as a monoid of set partitions or its relatives.
Monoids of set partitions
The main goal of this section is to describe by generators and relations (presentation) the set partition monoids type A, B and D. These monoid presentations are one of the ingredients to built the tied monoids in the next section. Also, presentations of other monoids are proved; namely, the monoid of signed partitions and the monoid of restricted signed partitions. All the presentations of the monoids of this section are derived, in somehow, from the presentation of the set partitions of type A (Theorem 2.7). This presentation seems to be new or at least not to have been considered in the standard literature. Finally, we note that from our presentations we obtain normal forms in the different monoids studied here.
2.1. Type A. Let n be an integer greater than one, and let [n] = {1, . . . , n}. A partition of type A n or simply an A n -partition is a set partition of [n] . Along of the present paper P ([n]) will be simply denoted by P n .
Consider now the usual total order < on [n]. As was explicated before, this order yields a total order on the power set of [n]. So, every collection of subsets of [n] can be ordered according to <.
Sometimes it is very useful to represent A n -partitions using linear graphs or ties between strings. A linear graph of an A n -partition is the graph whose vertices are the points of [n] and its set of edges are arcs that connect the point i with the point j, if j is the minimum in the same block of i satisfying i < j. For example, the graph below represents the A 7 -partition I = {{1, 4}, {2, 5, 6}, {3}, {7}}.
A representation by ties of an A n -partition consists simply by replacing, in the graphical representation, the points with parallel vertical lines and the arcs with horizontal dashed lines, called ties, so that if they come from the same block they are connected; the order of the arcs (from left to right) is translated in ordering the ties from bottom to top. The ties are drawn as dashed lines to indicate that they are transparent to the lines that they do no connect. Below the representation by ties of the set partition I above. From now on we will adopt the representation by ties, since the product of set partitions is nicely reflected in terms of ties. Furthermore, this representation will be useful in the rest of the paper.
Example. Here there is a product of two A 8 -partitions: The main result of this subsection is Theorem 2.7 which gives a presentation for P n . To enunciate and give a proof of this theorem we need to introduce before the A n -partitions µ i,j 's and show some technical lemmas.
For every nonempty subset X of [n] we will denote by µ X the A n -partition formed by the block X and the singleton blocks {k} for all k ∈ [n]\X. For instance, set n = 7 and X = {2, 4, 6, 7}, then
For every i, j ∈ [n] with i < j we denote by µ i,j the A n -partition µ {i,j} . Below all the possibilities of µ i,j as A 4 -partition. Taking X = {x 1 < · · · < x r } a subset of [n] with r ≥ 2, Proposition 1.8 implies
More generally, set I = {I 1 , . . . , I k } an A n -partition, then an inductive argument on k and Proposition 1.8 shows that
Proof. It is a direct consequence of 2.1 together with 2.2.
Example. The A 7 -partition {{1, 3}, {2, 4, 6}, {5}} can be written as the product of the following set partitions: Lemma 2.2. For all i, j, k ∈ [n] with i < j < k, we have:
Proof. The claim (1) result from Proposition 1.8. The claim (2) is obtained from (1) and the fact that P n is an idempotent monoid.
Diagrammatically, relation (1) in the lemma above is represented as:
Recall that U * n denotes the free monoid generated by U n . In what follows of this subsection R denotes the subset of U * n × U * n formed by the pairs that define the relations (P1) to (P3) in Theorem 2.7. As usual we write u ≡ u if u, u are R-equivalent.
Lemma 2.2 implies the next corollary.
Corollary 2.3. Let r 1 , . . . , r k ∈ [n] for some k ≥ 2 with r i = r j for all i = j. Then:
Example. Let X = {1, 4, 6, 8, 9} be a subset of [9] . We have µ X = µ The following proposition is an immediate consequence of Proposition 1.8.
Observe that the previous Lemma 2.1 and Lemma 2.2 allows conjectured that U n and the relations among their elements yields a presentation of P n . Indeed, this conjecture will be later the Theorem 2.7, which will proved by using the Proposition 1.2 and the Lemma 2.5 and Lemma 2.6 below. Thus we need first to introduce the length of a partition and the connected normal form of µ A .
The length of an A n -partition I, denoted by (I), is the minimal number k of generators in U n , such that I = u 1 · · · u k for some u 1 , . . . , u k ∈ U n . Notice that if I is a non trivial A n -partition with non singleton blocks I 1 , . . . , I k , then (I) ≤ |I 1 | + · · · + |I k | − k (see 2.2).
For a subset A of [n], namely A = {a 1 , . . . , a k }, the word u = u 1 · · · u k−1 in U * n with u i = µ ai,ai+1 , constructed as in 2.1, is called the connected normal form of µ A . We say that µ i,j and µ p,q are joined if {i, j} ∩ {p, q} = ∅. A word of U * n is called connected if either it has length one or each letter in it is joined to another different one. Proposition 1.8 implies that every A n -partition represented by a connected word has a unique non singleton block. Indeed if u = u 1 · · · u k is a connected word
Note that two connected normal forms u and u are equal if and only if they have the same block, that is: Let u ∈ U * n , and let c be a nontrivial subword of it. We say that c is a component of u if it is connected and every letter of c is not joined with a letter out of this. Every word of U n can be set partitioned into components.
The following result implies that relations of P n that are neither idempotency nor commutativity occur inside components. 
The theorem below is one of the main results of the paper which, as far as we know does not appear in the literature, despite that P n seem to be quite studied.
Theorem 2.7. The monoid P n may be presented with generators µ i,j for all i, j ∈ [n] with i < j subject to the following relations:
Proof. Recall that Lemma 2.1 says that P n is generated by U n . Relations (P1) and (P2) are valid because P n is an idempotent commutative monoid and (P3) is Lemma 2.2(1). Now, the proof will be concluded if we prove (1) and (2) of Proposition 1.2 for M | U . Denote by R the set of all pairs in U * n × U * n satisfying (P1) to (P3). Thus, Condition (1) of Proposition 1.2 holds. Lemma 2.5 and Lemma 2.6 imply that two words u, u ∈ U * n are R-equivalent when u = u . So (2) is satisfied. Therefore the proof is concluded.
The following result is a consequence of proof of Theorem 2.7. Proposition 2.8 (Normal form). Every element of P n has a unique decomposition except permutation of its blocks. More precisely, if I = {I 1 , . . . , I k } ∈ P n , then
If I is an ordered set partition, the decomposition, keeping the order of the blocks, is uniquely determined and will be called the normal form of I.
Proof. Let I = {I 1 , . . . , I k } be an A n -partition, then I = µ I1 · · · µ I k . Let i ∈ [k], and let a i1 , . . . , a it ∈ [n] such that I i = {a i1 , . . . , a it } with a i1 < · · · < a it . Then I i = µ ai 1 ,ai 2 · · · µ ai t−1 ,ai t (see Proposition 2.4). The generators and relations of Theorem 2.7 allows to determinate a certain canonical system which will used in the next section. To be precisely, let S be the subset of CU * n × CU * n formed by the pairs below, that define the relations (P1) and (P3) in Theorem 2.7.
For instance, the normal form of the ordered A
•
Note that S is reduced and U * n /R CU * n /S. We will use Proposition 1.5 to prove that S is a canonical system of generators. So, in particular, we need to introduce first a total order on U n and to prove certain lemmas on normal form respect to S.
Consider the total order on U n in which µ i,j is smaller than µ r,s if either j < s or j = s with i > r. As in Subsection 1.1, we obtain an admissible order < on CU * n . In particular, we have the following inequalities:
For instance, we have the following inequalities:
Informally, if we want to compare two elements of U n we look at their representations by ties: if both ties end at the same thread to the right, then it is bigger one that whose tie is longuer, otherwise, it is bigger one that whose tie ends more to the right.
Recall that N : CU * n → CU * n denotes the normal form of CU * n respect to S. Lemma 2.9. For every subset X of [n], the connected normal form of µ X coincides with the S-normal form of every word representative of µ X in CX * .
Proof. Let u ∈ CX * be a word representative of µ X . Then none of the words
. If a k = i and k < m, then µ i,j µ i,a k+1 |u which is a contradiction. If a k = j and j > 1, then µ i,j µ a k−1 ,j |u which is a contradiction as well. Otherwise, either uµ i,j or µ i,j u is a connected normal form, which contradicts the fact that u is longest. Therefore N (u )u −1 = 1.
Having in mind that S is defined by connected words, we deduce the following lemma.
Lemma 2.10. Let X, Y be two disjoint subsets of [n], and let u, u ∈ CX * be word representatives of µ X and µ Y respectively. Then N (uu ) = N (u)N (u ).
Proof. Proposition 2.8 implies that u, u have the same normal form. So, by Lemma 2.10, we obtain N (u) = N (u ).
Proposition 2.12. The set S is a canonical system of generators of S.
Proof. It is a consequence of Lemma 2.11 and Proposition 1.5.
Type B.
It is well-known that the lattice of set partitions of [n] is isomorphic to the intersection lattice for the hyperplane arrangement of the Coxeter group of type A n . In this context, Reiner has defined the set partitions of types B and D, which are the definitions that we shall use here, see [24] .
In this subsection we not only introduce a monoid of set partitions of type B but also the monoid of signed set partitions.
In what follows, we denote by [±n] the set {±1, . . . , ±n} which is considered with the usual order. We simply write P ±n instead of P ([±n]) and for every subset K of [±n] we denote by −K the subset obtained by swapping + and − in K. A set partition I of [±n] is said to be a signed partition if for every block K of I, the set −K is also a block of I. The set formed by all the signed partitions in P ±n is denoted by SP n .
A subset K of [±n] is said to be a zero subset (resp. non zero subset), if −K = K (resp. K ∩ −K is empty). A block of a signed partition that is a zero subset (resp. non zero subset) is called a zero block (resp. non zero block ) of it. Note that every block of a signed partition is either a zero or a non zero block.
As was defined by Reiner [24, Section 2], a set partition of type B n or simply a B n -partition is a signed partition of [±n] having at most one zero block. We will denote by P B n the set formed by all the B n -partitions. We have the following poset inclusions: For every nonempty subset X of [±n] we will denote by X the set partition
For every i, j ∈ [±n] with i < j we set i,j = {i,j} . Note that i,j = −j,−i for all i < j. For instance, in P ± 3 there are 9 i,j 's:
Proof. Proposition 1.8, Equation 2.1 and the fact that i,j = −j,−i for all i < j imply that for every subset X = {x 1 < · · · < x k } of [±n], we have
Let Q be the subset of P ±n × P ±n formed by the pairs (µ i,j , µ −j,−i ) with i, j ∈ [±n] and i < j. For every I, J ∈ P ±n we shall denote I ≡ J for (I, J) ∈ Q. As a consequence of relation (P3) in P ±n we obtain the following Q-equivalences:
Then
Since −X intersects X, then
Let s : P ±n → SP n be the epimorphism defined by s(µ i,j ) = i,j for all i < j.
Since blocks in a set partition are disjoint, Proposition 2.8 implies that p = q and that for every 
Proof. It is a consequence of Proposition 1.1 applied to the epimorphism s and Lemma 2.17.
Remark 2.1. By applying Tietze transformations of type T 4 we can reduce the number of generators i,j to those additionally satisfying |i| ≤ j and remove relation (SP4). In this case, relation (SP3) should be replaced by the following five relations.
(
Observe that the monoid structure of P ±n is not transferred to P B n : below two set B 6 -partitions whose product is not a B 6 -partition.
In order to solve this blockage we need to introduce the zero closure. The zero closure of a signed partition I, denoted by I 0 , is the collection obtained by replacing all its zero subsets by the union of them. For instance:
Note that (I 0 ) 0 = I 0 .
We define the following product in P B n : Given I and J in P B n , the product I · B J is defined to be the zero closure of IJ. With this product, P B n becomes in an idempotent commutative monoid with 1 = {±{1}, . . . , ±{n}}. Note that P B n is generated by E n as well.
The next proposition shows how to compute the product · B through . Notation. If there is no risk of confusion, in what follows of this subsection we shall simply denote I · B J by IJ instead, whenever I, J ∈ P B n . Let T be the subset of SP n × SP n formed by the pairs ( −i,i −j,j , −i,i i,j ) with i, j ∈ [n] and i < j. For every I, J ∈ SP n we will simply denote I ≡ J instead of (I, J) ∈ T . Proof. Lemma 2.15 implies that there are a 1 < . . . < a p and b 1 < . . . < b q in [n] such that H = −a1,a1 a1,a2 · · · ap−1,ap and K = −b1,b1 b1,b2 · · · bq−1,bq . Hence H ≡ −a1,a1 · · · −ap,ap and K ≡ −b1,b1 · · · −bq,bq . Then H K ≡ −c1,c1 · · · −cp+q,cp+q , where H ∪ K = {±c 1 , . . . , ±c p+q } with c 1 < · · · < c p+q in [n]. By rewriting again we obtain H K ≡ −c1,c1 c1,c2 · · · cp+q−1,cp+q = H∪K . We set ε X := ( X ) 0 and ε i,j := ( i,j ) 0 for all i < j.
Theorem 2.22. The monoid of B n -partitions P B n may be presented with generators ε i,j with i, j ∈ [±n] satisfying i < j, subject to the following relations:
Proof. Since E n generates P B n , Lemma 2.21 implies that the map I → I 0 is an epimorphism from SP n to P B n with kernel congruence T . Hence, from Proposition 1.1, P B n SP n /T . Remark 2.2. As in Remark 2.1, we can reduce the number of generators ε i,j to those additionally satisfying |i| ≤ j and also remove relation (PB5). In this case, relation (PB3) should be replaced by the following five relations.
In this subsection we not only introduce a monoid of set partitions of type D but also the monoid of restricted signed set partitions. A zero subset is said to be positive if it has more than two elements. A signed partition of SP n is said to be restricted if all its zero blocks, if present, are positive. The set formed by all the restricted signed partitions in SP n is denoted by RSP n .
We will denote by RSP n the set of all restricted signed partitions.
As was defined by Reiner [24] , a set partition of type D n or simply a D n -partition is a B n -partition in which its zero block, if present, is positive. In particular, −i,i is not a D n -partition for all i ∈ [n]. We will denote by P D n the set of all D n -partitions. Note that we have the following poset inclusions:
Lemma 2.23. The set of restricted signed partitions RSP n is a submonoid of SP n generated by E × n :
It is a consequence of Lemma 2.14 and the fact that −i,i i,j = −i,j i,j .
Let RP n be the submonoid of P ±n generated by U × ±n := U ±n \{ −i,i | i ∈ [n]}. Proposition 2.24. The monoid RP n may be presented with generators µ i,j with i, j ∈ [±n] where i < j and j = −i, subject to the following relations:
(RP1) µ 2 i,j = µ i,j for all i, j ∈ [±n] with i < j and j = −i, (RP2) µ i,j µ r,s = µ r,s µ i,j for all i, j, r, s ∈ [±n] with i < j = −i and r < s = −r,
Proof. It is a consequence of Proposition 2.12 and Theorem 1.6.
Theorem 2.25. The monoid RSP n may be presented with generators i,j with i, j ∈ [±n] where i < j and j = −i, subject to the following relations:
Proof. Recall that s : P ±n → SP n is the homomorphism defined by s(µ i,j ) = i,j for all i < j. Note that s(RP n ) = RSP n and the restriction of s to RP n is epijective. Lemma 2.17 implies that ker(s) = Q ⊂ RP n . So, Proposition 1.1 says that RP n /Q RSP n . Remark 2.3. As in Remark 2.1 we can reduce the number of generators i,j to those additionally satisfying |i| ≤ j and remove relation (RSP4). In this case, relation (RSP3) should be replaced by the following four relations.
Theorem 2.26. The monoid of D n -partitions P D n may be presented with generators ε i,j with i, j ∈ [±n] satisfying i < j and j = −i, subject to the following relations:
Proof. Let F be the subset of RSP n × RSP n formed by the pairs ( −i,j i,j −r,s r,s , 
Tied monoids of type A
As usual, we denote by S n the symmetric group on n symbols. In what follows M denotes a monoid accepting an epimorphism π : M → S n and denote by p the permutation action of S n on [n]. This one induces an action, denoted again by p, of S n on P n , that is, (3.1) p g (I) = {p g (I 1 ), . . . , p g (I k )}, g ∈ S n , I = {I 1 , . . . , I k } ∈ P n .
In this section we will study the tied monoid T M of M respect to P n constructed with the action ρ : M → End(P n ), where ρ := p • π. Before building the tied monoids of type A, we will collect in the first subsection the necessary notations, as well technical results related with the symmetric group and the generators µ i,j 's all which will be used along the section.
A-Preliminaries.
For i ∈ [n − 1] denote by s i the transposition exchanging i with i + 1. Recall that S n is generated by transpositions and may be presented with generators s 1 , . . . , s n−1 subject to the following relations:
(A1) s i s j s i = s j s i s j for all i, j ∈ [n − 1] with |i − j| = 1, (A2) s i s j = s j s i for all i, j ∈ [n − 1] with |i − j| ≥ 2, (A3) s 2 i = 1 for all i ∈ [n − 1].
Recall that S n acts on P n by s(I) := {s(I 1 ), . . . , s(I k )} for all s ∈ S n and I = {I 1 , . . . , I k } ∈ P n . For i, j, k ∈ [n] with i < j, we have
Let A | R be a presentation of M , and let x 1 , . . . , x n−1 ∈ A such that ρ xi = π si for all i ∈ [n − 1]. We will study the relations of T M obtained through the Lavers' method. For that we set S to be the set of pairs
Lemma 3.1. The set S corresponds to the following relations of T M :
Proof. Since ρ xi = π si for all i ∈ [n − 1], it is obtained directly by applying 3.2.
The previous lemma implies the following corollary.
Then S corresponds to the following relations of T M .
In what follows, we assume that x 1 , . . . , x n−1 are invertible in M . For i ∈ [n − 1] we set η i := µ i,i+1 and add these symbols to the presentation of T M by using Tietze transformations of type T 3 . Note that, by definition, η 1 , . . . , η n−1 satisfy relations (P1) and (P2) of P n .
For i, j ∈ [n] with i < j set: ( (
Proof. It is a direct consequence of Lemma 3.3 and Corollary 3.2.
Remark 3.1. Lemma 3.3(1) implies that each appearance of µ i,j can be replaced by a −1 i,j η j−1 a i,j in all relations of T M , in particular in relations (P1) to (P3). Hence, as in Corollary 3.4(1), each µ i,j appears at most once, so, Proposition 1.3 implies that the generators µ i,j , with i < j + 1, can be removed from the presentation of T M . Note that relations (P1) to (P3) were not removed, they appear with generators µ i,j replaced by a −1 i,j η j−1 a i,j . In what follows, we assume that the elements x 1 , . . . , x n−1 satisfy relations (A1) and (A2) in M . (1)
Proof. By Corollary 3.4(1) we obtain, for i, j ∈ [n] with i < j, the following relations:
In particular, if j = i + 1 the relations are trivial, and if j = i + 2 we obtain:
, which is just (2) . We will prove that the remaining relations in Corollary 3.4 are all obtained from (1) and (2). By using (1), we have:
Now, we use (2) to obtain relations in Corollary 3.4(2). If k < i − 1 or k > j we are done because a i,j x k = x k a i,j . If i < k < j − 1 we obtain (a i,j η j−1 a −1 i,j )x k = a i,j η j−1 x k−1 a −1 i,j = a i,j x k−1 η j−1 a −1 i,j = x k (a i,j η j−1 a −1 i,j ) This proves that we only need (1) and (2) to capture all relations of S.
Let y 1 , . . . , y n−1 ∈ X with y i = x j for all i = j such that ρ yi = π si for all i ∈ [n − 1]. Denote by T the set of pairs (µ i,j y k , y k ρ y k (µ i,j )) for i, j ∈ [n] with i < j and k ∈ [n − 1]. Lemma 3.6. The set T corresponds to the following relations:
Proof. It is a consequence of Lemma 3.1, Lemma 3.3 and Remark 3.1.
Proposition 3.7. Suppose that the following relations hold in T M :
Then the elements of T are equivalent to the following relations:
Proof. We obtain (1) and (2) by taking |i − j| = 1 in Lemma 3.6(1-4), and (3) by taking j = i + 1 in Lemma 3.6(5). We will show that relations of Lemma 3.6(1-4) are consequences of (1) and (2) . For i + 2 < j we have:
Similarly, for i + 1 < j, we have the following:
Now, we show that Lemma 3.6(5) is a consequence of (3). If k < i − 1 or k > j we are done because x kāi,j =ā i,j x k and x k a i,j = a i,j x k . If i < k < j − 1 we obtain
This proves that we only need (1) to (3) to represent all relations of T . Because of the presence of (P3) in the presentation of T M , we obtain the following relations:
By applying Lemma 3.1, once on the second term and twice on the last one, we have:
Since i, j, k are consecutive, we obtain η i η j z i = η j z i η j = z i η i η j with |i − j| = 1 in T M . Corollary 3.4(1) implies that each relation of (P3) in T M can be obtained from a relation of (P3) as in 3.4, that is, for i < j < k consecutive. Thus, the relation obtained above is equivalent to (P3) whenever z i is invertible for all i ∈ [n − 1].
Remark 3.3.
Under the hypothesis of Proposition 3.7, we assume that x i y i = y i x i for all i ∈ [n − 1]. Let i < j < k be two consecutive numbers in [n], then, we obtain the relations x i y i µ i,k = y i x i µ i,k and x j y j µ i,k = y j x j µ i,k . By applying Lemma 3.1, once on each term, we have x i µ j,k y i = y i µ j,k x i and x j µ i,j y j = y j µ i,j x j . Since i, j, k are consecutive, we obtain x i η j y i = y i η j x i for all i, j ∈ [n − 1] with |i − j| = 1. This relation is equivalent to y i η j = x i η j y i x −1 i = x i η j x −1 i y i with |i − j| = 1. Furthermore, by using Proposition 3.7(2), we obtain the relation η i y j y i = η i y j x i x −1 i y i = y j x i η j x −1 i y i = y j y i η j for all i, j ∈ [n − 1] with |i − j| = 1.
Tied braids.
The braid group [7, 8] , denoted by B n , is presented with generators σ 1 , . . . , σ n−1 subject to the following relations:
Diagrammatically, (B1) and (B2) can be represented, respectively, as follows:
There is a natural epimorphism π : B n → S n defined by π σi = s i for all i ∈ [n − 1]. Hence, we may construct the tied monoid respect to B n , that is T B n . This monoid was originally defined in [2] via generators and relations both motived from topological reasons and is called the tied braid monoid.
Theorem 3.8 (Aicardi-Juyumaya [4] ). The monoid T B n can be presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), and the additional generators η 1 , . . . , η n−1 subject to the relations (T1) to (T5), where: 3.3. Tied singular braids. The singular braid monoid [9, 10, 28] , denoted by SB n , is presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), and τ 1 , . . . , τ n−1 as additional generators subject to the following relations:
Diagrammatically, (S1) to (S3) can be represented, respectively, as follows:
There is a natural epimorphism π : SB n → S n defined by π σi = s i and π τi = s i for all i ∈ [n − 1]. Hence, we may construct its tied monoid, that is T SB n . Theorem 3.9 (Aicardi-Juyumaya [4] ). The tied monoid T SB n can be presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), the generators τ 1 , . . . , τ n−1 satisfying (S1) to (S3), and the generators η 1 , . . . , η n−1 satisfying (T1) to (T5) and subject to the following relations:
Diagrammatically, (TS1) to (TS6) can be represented, respectively, as follows:
The monoid T SB n was first introduced and constructed in [4] and is called the tied singular braid monoid. Remark 3.5. As in T B n we can compute the presentation of T SB n via the Lavers' method. Indeed, relations (B0) to (B2) and (S1) to (S3) are inherited from SB n , and relations (P1) to (P3) from P n . Relations (T1) and (T2) are consequences of (P1) and (P2) in P n because the generators µ i,j with i < j − 1 are removed as in Remark 3.1. The remaining relations are obtained from Proposition 3.5 and Proposition 3.7, that is, relations (T3), (T4), (TS1), (TS3) and (TS4). Relation (TS2) and (TS5) are redundant and can be obtained as in Remark 3.3. Relation (T5) is a consequence of (P3) and can be obtained as in Remark 3.2. By [4, Lemma 2(5-6)] and Remark 3.2, relations (P1) to (P3) can be obtained by using (T1), (T2) and (T5) respectively, so they are removed from the Lavers' presentation of T SB n . Finally, relation (TS6) is redundant since is obtained from (T5) as in Remark 3.2.
Tied virtual braids.
The virtual braid group [17, 16, 18] , denoted by V B n , is presented with generators σ 1 , . . . , σ n−1 satisfying (B1) and (B2), and generators ν 1 , . . . , ν n−1 subject to the following relations:
Diagrammatically, (V1) to (V5) can be represented, respectively, as follows:
There is a natural epimorphism π : V B n → S n defined by π σi = s i and π νi = s i for all i ∈ [n − 1]. Hence, we may construct its tied monoid, that is T V B n . We will call T V B n the tied virtual braid monoid.
Theorem 3.10. The monoid T V B n can be presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), the generators ν 1 , . . . , ν n−1 satisfying (V1) to (V5), and the generators η 1 , . . . , η n−1 satisfying (T1) to (T5) and subject to the following relations:
(TV1) η i ν j ν i = ν j ν i η j for all i, j ∈ [n − 1] with |i − j| = 1, (TV2) η i ν j σ i = ν j σ i η j for all i, j ∈ [n − 1] with |i − j| = 1, (TV3) η i σ j ν i = σ j ν i η j for all i, j ∈ [n − 1] with |i − j| = 1, (TV4) ν i η j = σ i η j σ −1 i ν i for all i, j ∈ [n − 1] with |i − j| = 1, (TV5) η i ν j = ν j η i for all i, j ∈ [n − 1] with |i − j| = 1, (TV6) η i η j ν i = η j ν i η j = ν i η i η j for all i, j ∈ [n − 1] with |i − j| = 1.
Proof. We use the Lavers' method to compute the presentation of T V B n . Relations (B0) to (B2) and (V1) to (V5) are obtained directly from V B n , and relations (P1) to (P3) are obtained directly from P n . Relations (T1) and (T2) are consequences of (P1) and (P2) in P n because the generators µ i,j with i < j − 1 are removed as in Remark 3.1. The remaining relations are obtained from Proposition 3.5 and Proposition 3.7, that is, relations (T3), (T4), (TV2), (TV3) and (TV5). Relation (TV4) is redundant and can be obtained from (V1). Indeed, if i < j < k are consecutive numbers in [n], (V1) implies µ i,k ν 2 i = µ i,k σ i σ −1 i and µ i,k ν 2 j = µ i,k σ j σ −1 j . By applying Lemma 3.1 once on each term, we obtain ν i η j ν i = σ i η j σ −1 i and ν j η i ν j = σ j η i σ −1 j , which are equivalent to (TV4). By using (TV4) we obtain (TV1) just as in Remark 3.3. Thus, (TV1) is also redundant. (T5) is a consequence of (P3) and can be obtained as in Remark 3.2. By [4, Lemma 2(5-6)] and Remark 3.2, relations (P1) to (P3) can be obtained by using (T1), (T2) and (T5) respectively, so they are removed from the presentation of T V B n . Finally, relation (TV6) is redundant and obtained from (T5) as in Remark 3.2.
Diagrammatically, (TV1) to (TV6) can be represented, respectively, as follows:
We will close the section by constructing, according to the Lavers' method, the tied monoid attached to the virtual singular braid monoid [12] ; this monoid, denoted by V SB n , is presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), the generators τ 1 , . . . , τ n−1 satisfying (S1) to (S3), and the generators ν 1 , . . . , ν n−1 satisfying (V1) to (V5), all of them subject to the following additional relations:
Diagrammatically, (VS1) and (VS2) can be represented as follows:
There is a natural epimorphism from V SB n to S n mapping σ i , τ i and ν i to s i for all i ∈ [n − 1]. Hence, we may construct its tied monoid, that is T V SB n . We will call T V SB n the tied virtual singular braid monoid.
Theorem 3.11. The monoid T V SB n can be presented with generators σ 1 , . . . , σ n−1 and σ −1 1 , . . . , σ −1 n−1 satisfying (B0) to (B2), the generators τ 1 , . . . , τ n−1 satisfying (S1) to (S3), the generators ν 1 , . . . , ν n−1 satisfying (V1) to (V5) including (VS1) and (VS2), and generators η 1 , . . . , η n−1 satisfying (T1) to (T5), (TS1) to (TS6) and (TV1) to (TV6).
Proof. It is a consequence of Theorem 3.9 and Theorem 3.10.
Tied monoids of type B and D
Let S ±n be the group of permutations of [±n], and for k ∈ [±n] with k < n, we denote by s k the transposition exchanging k with its immediate successor in [±n]. We will denote by S B n the signed symmetric group on 2n symbols, that is the subgroup of permutations t ∈ S ±n satisfying t(−k) = −t(k) for all k ∈ [±n], see [11, Section 8.1] . Recall that S B n realizes as the Coxeter group of type B. The Coxeter group of type D can be realized as the even-signed symmetric group S D n on 2n symbols, that is the subgroup of signed permutations t ∈ S B n satisfying t(1) · · · t(n) > 0, see [11, Section 8.2] . Observe that we have the inclusions of subgroups
Thus, the permutation action of S ±n on [±n] induces an action (by restriction) of S B n on P B n and also an action of S D n on P D n , see 3.1. These permutation actions will be denoted by p.
Let M be a monoid accepting an epimorphism π : M → S X n for some X ∈ {B, D}. In this section we will study the tied monoid T X M of M respect to P X n constructed with the action p • π. Our main purpose is to construct a presentation of T X M for M = B X n , where B X n denotes the Artin (braid) monoid of type X with X ∈ {B, D}.
B-Preliminaries.
For i ∈ [n − 1] denote by t i the signed transposition exchanging i with i + 1, and by t 0 the transposition exchanging −1 with 1, that is t 0 = s −1 and t i = s −(i+1) s i for all i ∈ [n]. Recall that S B n is generated by those elements and may be presented with generators t 0 , t 1 , . . . , t n−1 subject to the following relations:
( Furthermore, for k ∈ [n − 1] and i ∈ [n], we have
In the case k = 0, we have:
Let A | R be a presentation of M , and let x 0 , x 1 , . . . , x n−1 ∈ A such that ρ xi = π ti for all i ∈ [n − 1] ∪ {0}. We will study the relations of T B M obtained through the Lavers' method. For that we set T to be the set of pairs (1) ε −k,j x k = x k ε −(k+1),j and ε −(k+1),j x k = x k ε −k,j with k + 1 < j, (2) ε k+1,j x k = x k ε k,j and ε k,j x k = x k ε k+1,j with k + 1 < j,
ε −1,j x 0 = x 0 ε 1,j and ε 1,j x 0 = x 0 ε −1,j , and ε i,j x 0 = x 0 ε i,j with 1 < |i|,
Proof. Since ε i,j = ε −j,−i for all i, j ∈ [±n] with i < j and ρ xi = π ti for all i ∈ [n − 1] ∪ {0}, it is obtained by applying 4.1 to 4.3.
Note that
The previous lemma implies the following corollary. (
In what follows, we assume that x 0 , x 1 , . . . , x n−1 are invertible in M . Put θ 0 := ε −1,1 , and for i ∈ [n − 1] we set θ i := ε i,i+1 . So, we add these symbols to the presentation of T B M by using Tietze transformations of type T 3 . Note that, by definition, θ 0 , θ 1 , . . . , θ n−1 satisfy relations (PB1), (PB2) and (PB5) of P B n . In particular, we have θ i = ε −(i+1),i for all i ∈ [n − 1].
For i, j ∈ [n] with i < j consider a i,j ,ā i,j , b i,j andb i,j as defined in 3.3, and additionally set Θ 0 = x 0 , Θ k = x k Θ k−1 x k with k ≥ 1, d k = x k−1 · · · x 1 and d k = x 1 · · · x k−1 .
Remark 4.1 (Theta elements). Each Θ k is called a theta element of the subgroup x 0 , . . . , x k of B B n which were introduced in [6] to define left orders. The product of these elements, namely Θ 0 Θ 1 · · · Θ n−1 , is the so-called Garside element of B B n . Note that, because of 4.1 to 4.3, we have π Θ k−1 (ε k,k+1 ) = ε −k,k+1 for all k ∈ [n−1]. This implies that we can exchange ε −k,k+1 with θ k = ε k,k+1 by conjugating by a theta element, more specifically, we have
Furthermore, for every i, j ∈ [n − 1] with i < j, we have the following relations for the elements defined in 3.3 
Proof. It is obtained by applying Corollary 4.2 inductively and so replacing each ε −i,i+1 as in 4.4.
Corollary 4.4. The set T corresponds to the following relations in T B M : In what follows we will also assume that the elements x 0 , x 1 , . . . , x n−1 satisfy relations (BS1) to (BS3). (1)
,j for all i, j ∈ [n] with i < j, and since 4.5 holds, so, from Corollary 4.4(1-2) we obtain the following relations:
In particular, if j = i + 1 the relations are trivial, and for j = i + 2 we have (1). From Corollary 4.4(3) we obtain the relationd k d k θ 0 = θ 0dk d k . In particular, for k = 1 we have (2) . Note that the third and fifth terms of Corollary 4.4(2) coincide with the last two terms of Corollary 4.4(4) whenever i = 1. So, relations obtained from Corollary 4.4(4) are superfluous. From Corollary 4.4(5-6) we obtain
In particular, for j = i + 1 we have (3) . From Corollary 4.4 (7) we obtain θ 0di x k d i = d i x k d i θ 0 if k = 0 or i ∈ {k, k + 1}. In particular, for k = 0 and i = 1, we have θ 0 x 1 x 0 x 1 = x 1 x 0 x 1 θ 0 . Now, we will show that all relations obtained from Corollary 4.4 can be deduced from (1) to (4). By using (1), we have 4.6 as follows
Sinced k d k = x −1 2 x −1 kd k−1 d k−1 x k · · · x 2 x 2 1 for all k ≥ 2, so (2) and (3) imply that d k d k θ 0 = θ 0dk d k for all k ≥ 2, that is Corollary 4.4(3). By using (1) and (3) we will obtain Corollary 4.4 (5) (6) . Indeed, if k < i − 1 or k > j we are done because x kāi,j =ā i,j x k and x k a i,j = a i,j x k . If i < k < j − 1 we obtain
So, by using (2) and (4) we obtain θ 0di x k d i =d i x k d i θ 0 , that is Corollary 4.4 (7) . Therefore, every relation of Corollary 4.4 can be obtained from (1) to (4) . . The presence of (PB3) in P B n implies the relation ε i,j ε j,k = ε i,j ε i,k = ε i,k ε j,k . If i, j, k have all the same sign, then, this relations is equivalent to ε |i|,|j| ε |j|,|k| = ε |i|,|j| ε |i|,|k| = ε |i|,|k| ε |j|,|k| , and so, as in Remark 3.2, we obtain, equivalently, the following relation
Since P B n is commutative, for (i, j, k) ∈ {(−2, −1, 1), (−1, 1, 2)} we obtain the relation θ 0 θ 1 = θ 0 ε −1,2 = θ 1 ε −1,2 . By adding (PB4) with (i, j) = (1, 2) and using Lemma 4.3 we obtain
As in case A, Corollary 4.4(1-2) implies that each relation of (PB3) in T B M can be obtained from a relation with consecutive indexes. So, since x i is invertible for all x i ∈ [n − 1], then both 4.7 and the first two equalities of 4.8 are equivalent to (PB4). Similarly, Corollary 4.4(3) implies that each relations of (PB4) can be obtained from the same relation with (i, j) = (1, 2), so (PB4) is equivalent to the last equality in 4.8.
4.2.
Tied signed braids. Recall that the Artin (braid) group B B n , also called signed braid group, is presented with generators σ 0 , σ 1 , . . . , σ n−1 subject to the following relations:
Theorem 4.6. The monoid T B B B n can be presented with generators σ 0 , σ 1 , . . . , σ n−1 and σ −1 0 , σ −1 1 , . . . , σ −1 n−1 satisfying (BB0) to (BB3), and the additional generators θ 0 , θ 1 , . . . , θ n−1 subject to the relations (TB1) to (TB7), where:
Proof. Relations (BB0) to (BB3) and (PB1) to (PB5) are obtained from B B n and P B n respectively. Relations (TB3), (TB4), (TB5), (TB8) and (TB9) are obtained from Proposition 4.5 and so ε's and (PB5) are removed as in Remark 4.2. We add (TB1) and (TB2), so remove (PB1) and (PB2) because they are deduced from the first ones. We finally add redundantly relations (TB6) and (TB7), both constructed and equivalent to (PB3) and (PB4) as in Remark 4.3. 4.3. D-Preliminaries. Let t −1 be the signed transposition exchanging −1 with 2, that is t −1 = (−2 1)(−1 2). The subgroup S D n is generated by t −1 , t 1 , . . . , t n−1 and may be presented with these generators subject to the following relations:
We describe now the permutation action of the generators t k 's on the ε i,j 's. More precisely, for i, j ∈ [±n] with |i| < j, we have 4.1 and the following equation
Observe that t k (ε −j,−i ) = t k (ε i,j ) for all i, j ∈ [n] with i < j and j = −i. Let A | R be a presentation of M , and let x −1 , x 1 , . . . , x n−1 ∈ A such that ρ xi = π ti for all i ∈ [n − 1] ∪ {−1}. We will study the relations of T D M obtained through the Lavers' method. For that we set V to be the set of pairs (ε i,j x k , x k ρ x k (ε i,j )) in (1) ε −k,j x k = x k ε −(k+1),j and ε −(k+1),j x k = x k ε −k,j with k + 1 < j and k ≥ 1, (2) ε k+1,j x k = x k ε k,j and ε k,j x k = x k ε k+1,j with k + 1 < j and k ≥ 1, (3) ε i,k+1 x k = x k ε i,k and ε i,k x k = x k ε i,k+1 with i < k and k ≥ 1, (4) ε −1,j x −1 = x −1 ε 2,j and ε 1,j x −1 = x −1 ε −2,j with j > 2, (5) ε −2,j x −1 = x −1 ε 1,j and ε 2,j x −1 = x −1 ε −1,j with j > 2,
Proof. Parts (1) to (3) and some relations of (6) are obtained from Lemma 4.1.
The rest of relations are obtained directly from 4.9. In what follows we assume that x −1 , x 1 , . . . , x n−1 are invertible in M . Let θ −1 := ε −1,2 , and let θ 1 , . . . , θ n−1 as before. We add these symbols to the presentation of T D M by using Tietze transformations of type T 3 . Note that, by definition, θ −1 , θ 1 , . . . , θ n−1 satisfy relations (PD1), (PD2) and (PD4) of P D n .
Proof. Relations (DB0) to (DB4) and (PD1) to (PD5) are obtained from B D n and P D n respectively. Relations (TD3), (TD4) and (TD8) are obtained from Proposition 4.11 and so ε's and (PD4) are removed. We add (TD1) and (TD2) and remove (PD1) and (PD2) because they are deduced from the first ones. We add redundantly relation (TD5), so remove (PD3) as in Remark 4.4. Finally, we add (TD6) and (TD7), so we remove (PD5) as in Remark 4.5.
Tied algebras
In this section we give a mechanism to construct algebras from tied monoids, we call these algebras tied algebras. This mechanism produce the Hecke algebras, bt-algebras of type A [5] , as well to those bt-algebras of type B defined in [21, 14] . At the end of the paper we show out the tied algebra obtained from the monoid Note that e s commutes with a s , hence Because of Lemma 5.2 we simply write E(T Γ M ) instead of E(T Γ M, E) and we refer to it as the bt-algebra of T Γ M .
We will see below that E(T Γ M ) capture the Hecke algebras and the bt-algebra with two parameters defined in [5] .
The Hecke algebra associated to a Coxeter group W corresponds to take in the data of E(T Γ M, E): M as the Artin group attached to W , and P as the trivial monoid; all of them with the usual presentations and the natural actions.
The bt-algebra with two parameters E n (u, v), correspond to E(TB n ). More precisely, it is obtained by taking in the data: (1) W = S n and S formed by the transpositions s i = (i, i + 1), i ∈ [n − 1], (2) M = B n and A | X its usual presentation, i.e. A is formed by the σ i 's and X by braid relations (B0) to (B2), and φ : σ i → s i , finally ( By using 5.1 and relations (T3) and (T5), we deduce that (T6) can be omitted in the defining presentation of E(T M ). Therefore, E(T M ) coincides with the bt-algebra defined in [5, Definition 2] . Now, with the same notation of Subsection 4.2, we are going to explicit E(T B M ) for M = B B n . First, set W = S B n and S = {t 0 , t 1 , . . . , t n−1 }. Second, M is considered with the presentation A | X associated to S and φ the natural epimorphism mapping A onto S. Third, P is taken as the monoid P B n with the presentation B | Y yielded in Theorem 2.22 / Remark 2.2 and set χ the action of S B n on P B n obtained from the natural action of S ±n on P ±n . Now, we have Fix χ (t 0 ) ∩ B = {ε −1,1 | i ∈ [n]} and Fix χ (t k ) ∩ B = {ε k,k+1 } for k ∈ [n − 1]; so we define E = {θ 0 , θ 1 , . . . , θ n−1 } an we set (u, v), (p, q) ∈ R 2 . Therefore, the algebra E(T B B n ) is defined by braids generators a 0 , a 1 , . . . , a n−1 and the tied generators θ 0 , θ 1 , . . . , θ n−1 subject to the relations of Theorem 4.6 and the relations: a 2 0 = 1 + (p − 1)θ 0 + (q − 1)θ 0 a 0 , a 2 i = 1 + (u − 1)θ i + (v − 1)θ i a i , i ∈ [n − 1]. Notice that due to 5.1 and (TB6) the relation (TB8) is redundant.
Finally, observe that the tied algebra E(T D B D n ) attached to T D B D n turns out to be presented by generators a −1 , a 1 , a 2 . . . , a n−1 , θ −1 , θ 1 , θ 2 . . . , θ n−1 subject to the relations (DB1) to (DB2) among the a i 's, the relations (TD1) to (TD7) of Theorem 4.12, together with the relations
Notice that due to 5.1 and (TD5) the relation (TD8) is redundant. Further, we have the algebra inclusion
where E(T B B B n ) means that in E(T B B B n ) is taken p = q = 1.
