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Abstract
We present a simple geometric framework for the relational join. Using this framework, we design an algorithm
that achieves the fractional hypertree-width bound, which generalizes classical and recent worst-case algorithmic
results on computing joins. In addition, we use our framework and the same algorithm to show a series of what are
colloquially known as beyond worst-case results. The framework allows us to prove results for data stored in Btrees,
multidimensional data structures, and even multiple indices per table. A key idea in our framework is formalizing
the inference one does with an index as a type of geometric resolution; transforming the algorithmic problem of
computing joins to a geometric problem. Our notion of geometric resolution can be viewed as a geometric analog
of logical resolution. In addition to the geometry and logic connections, our algorithm can also be thought of as
backtracking search with memoization.
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1 Introduction
Efficient processing of the natural join operation is a key problem in database management systems [1, 41, 71]. A
large number of algorithms and heuristics for computing joins have been proposed and implemented in database
systems, including Block-Nested loop join, Hash-Join, Grace, Sort-merge, index-nested, double pipelined, PRISM,
etc. [12, 14, 33, 39]. In addition to their role in database management, joins (or variants) are powerful enough to
capture many fundamental problems in logic and constraint satisfaction [40,58], or subgraph listing problems [51,52]
which are central in social [69, 70] and biological network analysis [48, 61].
Not surprisingly, there has been a great deal of work on joins in various settings. A celebrated result is Yannakakis’
algorithm, which shows that acyclic join queries can be computed in linear time [73] in data complexity (modulo a log
factor). Over the years, this result was generalized to successively larger classes of queries based on various notions
of widths: from treewidth (tw) [22, 63], degree of acyclicity [37, 38], query width (qw) [15], to generalized hypertree
width (ghw) [32,65]. From the bound of Atserias, Grohe and Marx [6,36] (AGM bound), and its algorithmic proof [51],
we recently know that there is a class of join algorithms that are optimal in the worst case, in the sense that for each
join query the algorithm runs in time linear in the size of the worst-case output [51, 52, 72]. Combining a worst-case
optimal join algorithm with Yannakakis’ algorithm yields an algorithm running in time Oplog N ¨ pNfhtw ` Zqq, where
fhtw stands for fractional hypertree width [36], a more general notion than the widths mentioned above, and Z is the
output size.
However, worst-case can be pathological. For example, input relations are typically already pre-processed and
stored in sophisticated indices to facilitate fast query answering (in even sub-linear time). Motivated by this, recent
work has gone beyond worst-case analysis to notions that are closer to instance or pointwise optimality. These beyond
worst-case results have as their starting point the work of Demaine et al. [25] and Barbay and Kenyon [7, 8], who
designed beyond worst-case algorithms for set intersection and union problems, which were recently extended to join
processing [50].1
As one might expect, the algorithms that achieve the above varied results are themselves varied; they make a
wide range of seemingly incompatible assumptions: data are indexed or not; the measures are worst-case or instance-
based; they may rely on (or ignore) detailed structural information about the query or cardinality information about
the underlying tables. With all this variety, our first result may be surprising: we recover all of the above mentioned
results with a single, simple algorithm.2
Our central algorithmic idea is to cast the problem of evaluating a join over data in indices as a geometric problem;
specifically, we reduce the join problem to a problem (defined below) in which one covers a rectangular region of a
multidimensional space (with dimension equal to the number of attributes of the join) with a set of rectangular boxes.
These boxes represent regions in the space in which we know output tuples are not present. Such rectangles are a
succinct way to represent the information conveyed by these data structures. We illustrate these ideas by an example.
Example 1.1. Consider the relation RpA, Bq “ {3} ˆ {1, 3, 5, 7} Y {1, 3, 5, 7} ˆ {3}, which is illustrated in Figure 1a.
For now assume that R is stored in a B-tree with attribute order pA, Bq. Any two consecutive tuples pa, b1q and pa, b2q
in R with b2 ą b1 ` 1 give rise to a “tuple-free” box whose A side contains the single value {a} and whose other side
spans the values {b1 ` 1, . . . , b2 ´ 1}. We call such a box that does not contain any tuples a gap box. Consecutive
tuples pa1, b1q and pa2, b2q for a2 ą a1 ` 1 give rise to bigger gap boxes. (Namely, the A side will span the values
{a1 ` 1, . . . , a2 ´ 1}, and the B side will span the whole range of B.) Figure 1b illustrates all the gap boxes generated
from this R. Suppose we want to compute the join RpA, Bq Z S pB,Cq for some other relation S . Then, the gap boxes
from R will span all values in the C-dimension. Similarly, the gap boxes for S span all values in the A-dimension. And
the output tuples are precisely the tuples pa, b, cq which do not fall into any gap boxes, from both indices of R and S .
It might appear counterintuitive that in this work we chose to compute the join by processing gap boxes rather than
tuples of relations (i.e. we are processing the “absence” of the data rather than the data directly). Computing the join
1This algorithm has been implemented in a commercial database system, LogicBlox, with promising but initial results. In our preliminary
experimental results, the new algorithm on some queries on real social network data showed up to two, even three orders of magnitude speedup
over several existing commercial database engines [53].
2Here we are referring to the above mentioned results on join algorithms: worst-case and beyond. See Table 1 for more details. We are unable
to recover the more recent notions of widths, in particular, the notion of submodular width [46]. See Section 2 for a more detailed discussion.
2
over tuples requires first taking the union of tuples of each relation and then taking the intersection over all relations.
In contrast, joining over gap boxes is simpler since we only need to take the union of gap boxes from all relations.
0 1 2 3 4 5 6 7
0
1
2
3
4
5
6
7
A
B
(a) Tuples from RpA, Bq
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(b) Gap boxes from pA, Bq-ordered Btree
Figure 1: A relation and the corresponding gap boxes from sorted order pA, Bq.
Throughout this paper we will think of the data as integers for convenience, but our results assume only that the
domains of attributes are discrete and ordered. For technical reasons, we will assume that the boxes are dyadic boxes,
i.e., rectangles whose endpoints and side lengths can be encoded as powers of 2. Importantly, a dyadic interval can be
thought of as a bitstring, which allows many geometric operations such as containment and intersection to be reduced
to string operations that take time linear in the length of strings and so logarithmic in the size of the data. This encoding
does increase the number of gap boxes, but by only a polylogarithmic factor in the input data size. 3 With this idea,
the central problem in this work is the box cover problem, which informally is defined as follows. (Formal definition
is in Section 3.)
Given a set of dyadic boxes A, i.e. the gaps from the data,4 our goal is to list all the points that are not
covered by any box inA.
The core of our algorithm solves essentially the boolean version of the box cover problem, where in addition to the
set of boxesA, one is also given a target box b and the goal is to check if b is covered by the union of boxes inA. Our
algorithm for the boolean box cover problem is recursive, with the following steps: We first check if any box a P A
contains b. If such a exists, we return it as a witness that b is covered. If not, then we split the box b into two halves
b1 and b2 and recurse. In the recursive steps, we either find a point in the target box that is not covered (in which case
we return it as a witness that the target box is not covered), or we discover two boxes w1,w2 P A that contain b1 and
b2 respectively. We then construct a single box w by combining w1 and w2 such that w contains b, we add w to A 5,
and we return it as a witness that b is covered. This algorithm needs to answer three questions:
• How to find a box a P A containing the target box b if such a box exists? This search procedure should
be efficient, ideally in polylogarithmic time in the data size. Dyadic encoding of gap boxes makes this goal
possible. Our algorithm stores boxes inA in a (multilevel) dyadic tree data structure.
• How to split the input box b into b1 and b2? A first natural scheme is to go in a fixed attribute order. We
show that this scheme is sufficient to recover all the results mentioned earlier in this section. However, we also
show that this approach is fundamentally limited. In particular, we show a novel alternate scheme that is able to
achieve much stronger per-instance guarantees.
3The exponent in the polylogarithmic factor can be up to the number of attributes n. However, there are many cases in which it is much smaller.
For example, the exponent is 1 in case of GAO-consistent indices (See [50] and Definition 3.11), and it is w` 1 in case of queries with treewidth w.
4We note that our algorithms assume an oracle access to A and some of our algorithms essentially minimize the number of accesses to the
oracle.
5A is assumed to be a global variable: all levels of the recursion access the sameA. Check Section 4.2.1 for more details.
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• How to combine w1 and w2 to form w? The combine operation has two competing goals: it should be complete in
that it can infer b (or a box that contains b) and it should be efficient in that it should take at most polylogarithmic
time in the data. For that purpose, we introduce a notion called geometric resolution (Figure 7). We show that
this framework is complete and the resolution operation can be implemented efficiently as a simple operation on
bitstrings. In conjunction with the efficient search procedure, this implies that the running time of the algorithm
is the number of such resolutions (up to polylogarithmic factors in the data size). Thus, we can reason about the
geometry of these covers instead of the algorithmic steps.6
Join Query Type Run time Recovers(R)/Subsumes(S)
Worst-case Results
α-acyclic N ` Z Yannakakis [73] (R)
Arbitrary N ` AGM [51, 72] (R)
bounded width fhtw Nfhtw ` Z [15, 22, 32, 51, 52, 54, 72, 73] (S)
Certificate Based Results
treewidth w |C|w`1 ` Z New and [50] (S)
treewidth 1 |C| ` Z New
Table 1: Overview of our upper bounds achieved by the same algorithm called Tetris. The runtimes are up to poly-
logarithmic factors and either in terms of the total input size N or in the size of the optimal certificate C as well as
the output size Z. In the above, the bounded width fhtw ď ghw ď qw ď tw ` 1. Our worst-case result on fractional
hypertree width (fhtw) implies the other worst-case results on various notions of widths. Our result for treewidth w
queries subsumes that of [50] since the latter only works for indices with mutually consistent sort orders. AGM denotes
the AGM-bound for the query [6].
In the first contribution, we show that our algorithm – named Tetris– is able to recover the worst-case algorithmic
results shown in the top-half of Table 1, and the recent beyond-worst-case results of [50].
Our second contribution is to use these insights to go beyond known results. In previous work on beyond-worst-
case analysis, one made an assumption that indexes were consistent with a single global ordering of attributes; a
constraint that is not often met in practice. Our first results remove this restriction, which we believe argues for the
power of the above framework. In particular, we reason about multiple Btrees on the same relation, multidimensional
index structures like KD-trees and RTrees, and even sophisticated dyadic trees. In turn, this allows us to extend
beyond-worst case analysis to a larger set of indexing schemes and, conceptually, this brings us closer to a theory of
how indexing and join processing impact one another.
The idea of beyond worst-case complexity is captured by a natural notion of geometric certificate. In particular, a
minimum-sized subset C Ď A whose union is the same as the union of all input gap boxes in A is called a gap box
certificate for the join problem. For beyond worst-case results, |C| is the analogous quantity to input size N that is
used in the worst-case results.
There are several reasons for our current certificate framework to use only ‘gap’ boxes and not input tuples (or
more generally boxes that contain the input tuples). First, gap boxes directly generalize the results from [50], where
it was shown that |C| is in the same order as the minimum number of comparisons that a comparison-based join
algorithm has to perform in order to be certain that the output is correct. Second, we expect the input data to be very
sparse in the ambient space. In particular, we show in this paper that |C| “ OpNq and there are classes of input
instances for which |C| “ opNq (or even Op1q). Third, gap boxes in some sense capture differences between different
input indices. The same relation indexed in different ways gives different sets of gap boxes which can all be used
in evaluating the join. Last but not least, our move to use gaps rather than the input tuples themselves has a strong
parallel with using proof by contradiction to prove logical statements. In hindsight, this parallel is precisely what
6This should be contrasted with traditional logical resolution that can potentially require ΩpNq time for a single step due to large clauses. At
a high level, logical resolution is resolving combinatorial rectangles while our notion resolves geometric rectangles. See Appendix J for more
discussion and examples.
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results in the strong connection between our framework and resolution (indeed resolution is a specific form of proof
by contradiction).
We show that for queries with treewidth 1 (i.e. query graphs are forests), we can compute them in O˜p|C| ` Zq
time7, where Z is the output size. For general treewidth w join queries, we obtain a weaker runtime of O˜p|C|w`1`Zq.
We also develop a new and intriguing result, where we obtain a runtime of O˜p|C|n{2 ` Zq for a query with n
attributes. This subsumes and greatly extends the results on 3-cliques from previous work to all queries on n attributes
(including n-cliques). Our geometric framework plays a crucial role in this result, both in the analysis and the design
of our algorithm.
Finally, we also use our framework to provide lower bounds on the number of geometric resolutions that any
algorithm needs. In particular, we consider three variants of geometric resolution in this paper. The most general
kind (which is not as powerful as general logical resolution) resolves geometric boxes, which we call Geometric
Resolution. We are able to recover all of the results in Table 1 with a weaker form of geometric resolution called
Ordered Geometric Resolution, which corresponds to geometric resolution but when we only combine boxes in
a fixed attribute order. We also consider an even more special case Tree Ordered Geometric Resolution, which
corresponds to ordered geometric resolution when we do not cache the outcome of any resolution. Figure 2 summarizes
where our upper and lower bounds fit in these classes of resolution.
Upper Bounds Lower Bounds
Geometric Resolution
Ordered Geometric Resolution
Tree Ordered Geometric Resolution
O˜ (AGM): any
[Thm 5.1]
Ω
(
N
n
2 ` Z): tw 1
[Thm 5.2]
O˜
(
Nfhtw ` Z): any
[Thm 4.6]
O˜
(|C| ` Z): tw 1
[Thm 4.7]
O˜
(|C|w`1 ` Z): tw w
[Thm 4.9]
Ω
(|C|n´1 ` Z): any
[Thm 5.4]
Ω
(|C|w`1 ` Z): tw w
[Thm 5.3]
O˜
(|C| n2 ` Z): any
[Thm 4.11]
Ω
(|C| n2 ` Z): n-clique
[Thm 5.5]
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Figure 2: An overview of our results and the resolution framework. Bounds for worst-case complexity are denoted by
orange (where N is the size of the largest relation) and certificate-based results are presented in green (where C is
the optimal certificate). AGM denotes the bound on the output due to AGM and Z denotes the size of the output (per-
instance basis). The bounds are presented in format time:query, where any denotes an arbitrary query on n attributes,
tw w denotes a query on n attributes with treewidth w (1 ă w ă n ´ 1) and n-clique denotes the n-variable clique
query.
There is an intriguing connection between our framework and DPLL with clause learning used for #SAT. We
address this further in Section 4.2.4.
7In this paper O˜ will hide poly-log N factors as well as factors that just depend on the query size, which is assumed to be a constant.
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2 Related Work
Acyclic queries and width notions In a seminal work [73], Yannakakis showed that if the query is acyclic (or more
precisely α-acyclic in Fagin’s terminology [27]) then it can be evaluated in time O˜pN ` Zq, where N is the input size
(in terms of data complexity), and Z is the output size. Researchers have expanded the classes of tractable queries
using an increasingly finer structural measure called the ‘width’ of the query, measuring how ‘far’ from being acyclic
a query is. If the query ‘width’ is bounded by a constant, then the problem is tractable. The width notion progressed
from treewidth (tw) [22, 63], degree of acyclicity [37, 38], query width (qw) [15], hypertree width and generalized
hypertree width [32, 65].
Worst-case optimal join algorithms Atserias, Grohe, and Marx (AGM henceforth) [6, 36] derived a bound on the
output size (the number of tuples in the output) using both the structural information about the query and the input
relation sizes. Their bound (see Appendix A) is a function of the input relation sizes and a fractional edge cover of the
hypergraph representing the query. By solving a linear program, we can obtain the best possible bound for the output
size. We refer to this best bound as the AGM bound. AGM also showed that their bound is tight (in data complexity)
by constructing a family of instances for which the output size is in the order of the bound. Similar but slightly weaker
bounds were proven by Alon [4] and Friedgut and Kahn [30]. All of these results were proved via entropy-based
arguments.
An algorithm whose worst-case runtime matches the AGM bound would be worst-case optimal. Such an algorithm
was derived by Ngo, Porat, Re´, and Rudra (NPRR henceforth). Soon after, the Leapfrog Triejoin algorithm [72]
was shown to run within the AGM bound. An even simpler but generic skeleton of a class of join algorithms which
generalized both NPRR and Leapfrog Triejoin was shown to run within the AGM bound [52].
Combining a worst-case optimal join algorithm with Yannakakis’ algorithm yields an algorithm running in time
O˜pNfhtw` Zq, where fhtw stands for fractional hypertree width [36], a more general notion than the widths mentioned
above, and Z is the output size. Alternatively, the runtime O˜pNfhtw ` Zq can be achieved through factorized represen-
tation [54] or the Tetris algorithm from this paper. Marx introduced yet another more general notion of width called
adaptive width [45], which is equivalent to submodular width [44], and we are unable to recover this tighter notion of
width using the results of this paper.
Beyond worst-case for joins with Minesweeper Beyond worst-case analysis in databases was formalized by Fagin
et al.’s algorithm [28] for searching scored items in a database. These per instance guarantees are desirable, though
they are very hard to achieve: there have been relatively few such results [2]. More relevantly, for the sorted set
intersection problem, Demaine, Lo´pez-Ortiz, and Munro [25], with followups by Barbay and Kenyon [7, 8] devised
the notion of a certificate or a proof, which is a set of comparisons necessary to certify that the output is correct. An
algorithm running in time proportional to the minimum certificate size (up to a log-factor and in data complexity) can
be considered instance-optimal among comparison-based algorithms.8
The work of Demaine et al. and Barbay et al. was extended to general join queries [50] by defining the notion of
a comparison certificate for a join problem, which roughly speaking is a set of propositional comparison statements
about the input, such that two inputs satisfy the same set of propositional statements if and only if they have the same
output. Intuitively, the minimum size of a comparison certificate is the minimum amount of work a comparison-based
join algorithm has to do to correctly compute the output. A major technical assumption needed in prior work [50]
was that all relations are indexed by BTrees according to a single global attribute order (GAO) index. For example,
if the GAO is A, B,C,D (attributes participating in the query), and RpA,Cq is an input relation, then the BTree/trie for
R has to branch on A before C. In this work, we are able to handle more general indexes (KD-trees, dyadic trees and
multiple indices per relation) and do not require this assumption. To the best of our knowledge, the current work and
that in [50] are the only two instances that present (near) instance optimal results for a large class of problems.
The analysis from [50] implies that we can use a ‘box certificate’ in place of a ‘comparison certificate’ because
a box certificate has size at most the size of a comparison certificate (see Appendix B). This result inspired our
investigation into the world of geometric certificates in this paper. Indeed we were able to generalize the results
8As was observed in [50, 64], the log factor loss is necessary when dealing with comparison-based algorithms.
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from [50] because the box certificates we considered in this paper are more general than the GAO-consistent boxes
in [50].
A recent work studied querying big data by accessing only a small part of the data [29]. The notion of certificate
used in this work is essentially the smallest part of the data that is sufficient to answer the query.
Connections to DPLL As we will see in Section 4.2.4, Tetris is essentially a version of the DPLL algorithm. We
would like to stress that the novelty of our work is to (i) adapt this well-known framework to a geometric view of joins
and (ii) prove sharp bounds on the run time of Tetris.
Klee’s measure problem in computational geometry A variant of the box cover problem (Definition 3.4) is the
Boolean box cover problem (Definition 3.5): given a set B of n-dimensional boxes, determine whether their union
covers the entire space. The Boolean box cover problem is a special case of Klee’s measure problem: given a setB of n-
dimensional boxes, compute the measure of their union. Klee’s measure problem was solved by Overmars and Yap [57]
in time Op|B|n{2 logp|B|qq, and later by Chan [13] in time Op|B|n{2q. One corollary of this paper (Corollary F.12)
shows that Klee’s measure problem over the Boolean semiring can be solved in time O˜p|C|n{2q, where C is any
box certificate for B. (By Definition 3.4, |C| ď |B| and there are instances where |C| is unboundedly smaller than
|B|.) We also present tighter upper bounds for the box cover problem (and hence for Klee’s measure problem over the
Boolean semiring) in multiple special cases that are common in database joins (e.g. bounded tree-width, acyclicity,
GAO-consistency. . . ). Moreover, while the upper bound of Op|B|n{2q has not been shown to be tight for Klee’s measure
problem for n ě 3, we show that our upper bounds (including O˜p|C|n{2q) are tight for all algorithms that are based on
Geometric Resolution (see Corollary G.11).
3 Preliminaries
We review the definition of a join query in Section 3.1. We give an overview of the strong connection between indices
and gap boxes in Section 3.2 and then move on to our geometric notion of certificates in Section 3.3. We formally
define our main geometric problem BCP in Section 3.4.
3.1 Join query
Let A be a set of attribute names, where an attribute A P A is a variable over a finite and discrete domain DpAq. Let
R be a set of relation symbols. A relational schema for the symbol R P R of arity k is a tuple varspRq “ pAi1 , . . . , Aikq
of distinct attributes that defines the attributes of the relation. A relational database schema is a set of relational
symbols and associated schemas denoted by RpvarspRqq,R P R. A relational instance for RpAi1 , . . . , Aikq is a subset
of DpAi1q ˆ ¨ ¨ ¨ ˆ DpAikq. A relational database D is a collection of instances, one for each relational symbol in the
schema, denoted by RD. Often the database is clear from context and we drop the superscript D from the relation
symbols.
A natural join query (or simply join query) Q is specified by a finite subset of relational symbols atomspQq Ď R,
denoted by ZRPatomspQq R. Let varspQq denote the set of all attributes that appear in some relation in Q, that is
varspQq “ {A | A P varspRq for some R P atomspQq}.
Given a database instanceD, the output of the query Q on the database instanceD is denoted QpDq and is defined as
QpDq def“ {t P DvarspQq | pivarspRqptq P RD for each R P atomspQq}
where DvarspQq is a shorthand for ˆAPvarspQqDpAq, and pi is the projection operator. When the instance is clear from the
context we will refer to QpDq by just Q.
For example, in the following so-called triangle query
Q4 “ RpA, Bq Z S pB,Cq Z T pA,Cq.
we have varspQ4q “ {A, B,C}, varspRq “ {A, B}, varspS q “ {B,C}, and varspT q “ {A,C}.
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3.2 Gap boxes and indices
We informally describe the idea of gap boxes that capture database indices. The set of gap boxes depends intimately on
the indices that store the relations. For example, for the relation in Figure 1a, Figure 1b shows the gap boxes generated
by a BTree that uses the sort order pA, Bq. Figure 3a shows the gap boxes for the same relation when stored in a BTree
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(a) pB, Aq-consistent gap boxes
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(b) Gap-boxes in R from a quad-tree
Figure 3: The gap boxes for the relation in Figure 1a from sorted order pB, Aq and from a quad-tree type index.
with sort order pB, Aq. Note that the different sort order manifests itself in a completely different set of boxes. Finally,
Figure 3b represents the boxes for the same relation when stored in a quad-tree. In addition to a completely different
set of boxes from those in Figures 1b and 3a, the number of boxes is also much smaller. We will see another example
for three attributes soon.
3.3 Geometric Certificates
For any attribute A, DpAq denotes its domain. For any join query Q, let atomspQq denote the set of constituting
relations; in other words, we can write Q as Q “ ZRPatomspQq R. For any relation R (Q included), varspRq denotes the
set of its attributes.
We assume each input relation R is already indexed using some data structure that satisfies the following property.
The data structure stores a collection BpRq of gap boxes whose union contains all points in ∏APvarspRq DpAq which
are not tuples in R. Note that there can be multiple indices per relation. Gap boxes from all those indices contribute
to BpRq. By filling out the coordinates not in varspRq with “wild cards” (i.e. each one of those coordinates spans
the entire dimension), we can without loss of generality view BpRq as a collection of gap boxes in the output space∏
APvarspQq DpAq.
We begin with the notion of certificate. The size of the smallest such certificate will replace the input size as the
measure of complexity of an instance in our beyond worst-case results.
Definition 3.1 (Box certificate). A box certificate for Q is a set of gap boxes that are included in the gap boxes from⋃
RPatomspQq BpRq and cover every tuple not in the output. We use CpQq (or just C if Q is clear from the context) to
denote a box certificate of minimum size for the instance.
We would like to stress the point above that the size of the smallest box certificate is intimately tied to the kind
of index being used. In particular, for certain instances the certificate sizes might be much smaller for more powerful
kinds of indices. This should be contrasted with the worst-case results of [51, 72] where BTrees with a single sort
order are enough to obtain the optimal worst-case results (and using more powerful indices like quad-trees does not
improve the results). Further, our algorithms do not assume the knowledge of C though they implicitly compute a
box certificate C such that |C| “ O˜pCq.
For a more thorough discussion of indices, gap boxes, various notions of certificates and how they relate to box
certificates, see Appendix B. In particular, we can show that the notion of a box certificate is finer than the notion of
comparison-based certificate used in [50].
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Dyadic boxes For simplicity, but without any loss of generality, let us assume the domain of each attribute is the
set of all binary strings of length d, i.e. DpAq “ {0, 1}d, for every A P varspQq. This is equivalent to saying that the
domain of each attribute is the set of all integers from 0 to 2d ´ 1. Since d is the number of bits needed to encode a
data value of the input, d is logarithmic in the input size.
Definition 3.2 (Dyadic interval). A dyadic interval is a binary string x of length |x| ď d. This interval represents all
the binary strings y such that |y| “ d and x is a prefix of y. Translating to the integral domain, let i be the integer
corresponding to the string x. The dyadic interval represents all integers in the range ri2d´|x|, pi ` 1q2d´|x| ´ 1s. The
empty string x “ λ is a dyadic interval consisting of all possible values in the domain. (This serves as a wild-card.) If
|x| “ d, then it is called a unit dyadic interval, which represents a point in the domain.
Definition 3.3 (Dyadic box). Let varspQq “ {A1, . . . , An}. A dyadic box is an n-tuple of dyadic intervals: b “
〈x1, . . . , xn〉. If all components of b are unit dyadic intervals, then b represents a point in the output space. The dyadic
box is the set of all tuples t “ pt1, . . . , tnq P∏ni“1 DpAiq such that ti belongs to the dyadic interval xi, for all i P rns.
Note again that some dyadic intervals can be λ, matching arbitrary domain values; also, a dyadic box b contains a
dyadic box b1 if each of b’s components is a prefix of the corresponding component in b1. The set of all dyadic boxes
forms a partially ordered set (poset) under this containment.
It is straightforward to show that every (not necessarily dyadic) box in n dimensions can be decomposed into a
disjoint union of at most p2dqn “ O˜p1q dyadic boxes. In particular, for every box certificate, there is a dyadic box
certificate of size at most a factor of O˜p1q larger. (See Figure 4 for an example.) Henceforth, we will assume that
all boxes are dyadic boxes. This assumption is also crucial for the discovery of an optimal box certificate (i.e. one
having minimal size). In particular, the number of dyadic boxes containing a given tuple is always at most O˜p1q. (See
Appendix B.3 for the details.)
0 1 2 3
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(a) Gap boxes from pA, Bq-ordered Btree
λ
0 1
00 01 10 11
λ
1
0
11
10
01
00
A
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(b) Dyadic gap boxes
Figure 4: A relation RpA, Bq with a single tuple p0, 3q, its gap boxes, and corresponding dyadic gap boxes.
3.4 The Box Cover Problem
We assume the input index data structure(s) for an input relation R can return in O˜p1q-time the set of all dyadic gap
boxes in BpRq containing a given tuple in ∏APvarspRq DpAq. This assumption holds for most of the common indices in
relational database management systems such as BTree or trie. The objective of a general join algorithm is to list the
set of all output tuples. Our join algorithm will attempt to take full advantage of the gaps stored in the input indices:
it tries to compute/infer a collection of dyadic boxes whose union contains all tuples in
∏
APvarspQq DpAq except the
output tuples. (The smallest such collection is called a (dyadic) box certificate as defined in Definition 3.1.) Recall
that an output tuple is also a (unit) dyadic box. Hence, the output dyadic boxes and the gap boxes together fill the
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2d´1
2d´1A
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(a) Gap boxes for R
A
B
C
2d´1
2d´1
(b) Gap boxes for S
A
B
C
2d´1
2d´1
(c) Gap boxes for T
A
B
C
(d) Union of all gap boxes
Figure 5: The first three figures show the gap boxes for three relations RpA, Bq, S pB,Cq and T pA,Cq. Relation RpA, Bq
contains all tuples pa, bq P {0, 1}d ˆ {0, 1}d such that the first bits (or MSBs) of a and b are complements of each other.
Hence, the gap boxes of R are 〈0, 0〉 and 〈1, 1〉, which become 〈0, 0, λ〉 and 〈1, 1, λ〉 after extending them along the C
attribute. Relations S and T are identical to R but with different attributes. The last figure shows the union of all the
gap boxes. Since the boxes cover all of the bounding box (which is denoted by the dashed gray box), the output is
empty.
entire output space. Consequently, we can think of a join algorithm as an algorithm that tries as fast as possible to fill
up the entire output space with dyadic boxes of various shapes and sizes.
Abstracting away from the above idea, we first define a problem called the box-cover problem (or BCP).
Definition 3.4 (Box Cover Problem). Given a setA of (dyadic) boxes, list all tuples not covered by any box inA, i.e.
list all tuples t such that t < b for every b P A. Define the (box) certificate for the instance A of BCP, denoted by
CpAq (or just C ifA is clear from the context), to be the smallest subset ofA such that ⋃bPCpAq b “ ⋃bPA b.
Definition 3.5 (Boolean Box Cover Problem). Given a setA of (dyadic) boxes, determine whether their union covers
the entire output space, i.e.
⋃
bPA b “ 〈λ, . . . , λ〉.
Given a join query Q (as defined in Section 3.1), BpQq denotes the set of all gap boxes from the input indices, i.e.
BpQq “ ⋃RPatomspQq BpRq. The following is straightforwardly true.
Proposition 3.6. On input A “ BpQq, the output of BCP is exactly the same as the output of the join query Q. And,
|CpBpQqq| “ |CpQq|.
We illustrate the connection between the triangle query Q∆ “ RpA, Bq Z S pB,Cq Z T pA,Cq and the corresponding
instance for the BCP. Consider the instance for Q∆ in which R has pairs pa, bq P {0, 1}d ˆ {0, 1}d such that the first bits
(or MSBs) of a and b are complements of each other. In this case, the gaps in R can be represented in a dyadic tree as
depicted in Figure 5a: there are two gap boxes corresponding to all triples pa, b, cq such that the first bits of a and b are
0 and 1 respectively.9 Further, let pb, cq P S (pa, cq P T resp.) if and only if the first bits of b and c (a and c resp.) are
different. The corresponding gap boxes are depicted in Figures 5b and 5c. Then the BCP instance corresponds to the
six gap boxes the union of which covers the entire output space (as depicted in Figure 5d), since the output of Q∆ is
empty for the given instance. See Figure 6 for another instance for the same join query when the output is non-empty.
Definition 3.7 (Support of a dyadic box). Let b “ 〈x1, . . . , xn〉 be a dyadic box. Its support, denoted by supportpbq,
is the set of all attributes Ai for which xi , λ. It follows that, if b P BpRq for some relation R, then the supportpbq Ď
varspRq.
Definition 3.8 (Supporting hypergraph of a set of boxes). Let A be a collection of dyadic boxes. The supporting
hypergraph of A, denoted by HpAq, is the hypergraph whose vertex set is the set V of all attributes participating in
boxes ofA, and whose edge set is the set of all supportpbq, b P A.
9By contrast one gap box in Figure 5a would correspond to roughly 2d´1 gap boxes if R was stored in a BTree.
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(a) Gap boxes for T 1
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(b) Output points marked
Figure 6: Boxes for BCP instance corresponding to R Z S Z T 1 with R and S as in Figure 5 and T 1pA,Cq contains all
tuples pa, cq P {0, 1}d ˆ {0, 1}d such that the first bits (or MSBs) of a and c are the same (hence the gap boxes for T 1
are 〈0, λ, 1〉 and 〈1, λ, 0〉, which are shown in the left figure). The union of the boxes along with the output tuples are
shown in the right figure.
Example 3.9. Consider the relations depicted in Figure 5. The gap boxes for RpA, Bq are 〈0, 0, λ〉 and 〈1, 1, λ〉, the
support of each is {A, B} Ď varspRq. Similarly, gap boxes of S and T have supports {B,C} and {A,C} respectively.
The supporting hypergraph of gap boxes from all three relations has vertices V “ {A, B,C} and hyperedges E “
{{A, B}, {B,C}, {A,C}}.
Proposition 3.10. Let Q be any join query, and tw denote tree-width, then twpHpBpQqqq ď twpQq.
Proof. For every box b P BpQq, we have supportpbq Ď varspRq for some R P atomspQq. Thus, every edge of the
hypergraph HpBpQqq is a subset of some edge of the hypergraph of Q. This means every tree decomposition of the
hypergraph of Q is a tree decomposition of the hypergraphHpBpQqq. The proposition follows trivially. 
A dyadic segment x is non-trivial if x , λ and x is not a unit segment. LetA be a set of dyadic boxes on attribute
setV “ {A1, . . . , An}. A global attribute order (GAO) is an ordering σ of attributes inV.
Definition 3.11 (GAO-consistent boxes). Let A be a set of dyadic boxes on V and σ be a GAO on V. Then, A is
said to be σ-consistent if the following conditions are met: (a) For every box b “ 〈x1, . . . , xn〉 P A, there is at most
one xi for which xi is non-trivial. (b) For every box b “ 〈x1, . . . , xn〉 P A, if xi is non-trivial, then x j “ λ for all j such
that A j comes after Ai in σ.
Note that if Q is a join query whose input relations are indexed consistently with a GAO σ, then BpQq is σ-
consistent. (See [50] for the definition of GAO-consistent indices. In short, the search tree for each relation is indexed
using an attribute order consistent with the GAO.)
4 Upper Bounds
We formally define the notion of geometric resolution in Section 4.1. Our main algorithm Tetris is presented in Sec-
tion 4.2. We present rederivations of existing results using Tetris in Section 4.3 (worst-case results) and in Section 4.4
(beyond-worst case results, which recover and generalize results from [50]). Finally, we present our new beyond
worst-case result that works for arbitrary queries in Section 4.5.
4.1 Geometric Resolution
Our algorithm uses the framework of geometric resolution, which is a special case of logical resolution. The two input
clauses to geometric resolution are two dyadic boxes, say,
w1 “ 〈y1, . . . , yn〉 and w2 “ 〈z1, . . . , zn〉
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that have to satisfy the following two properties: (1) There exists a position ` P rns and a string x such that y` “ x0 and
z` “ x1 (where x can be λ and xb denotes the concatenation of string x and bit b); and (2) For every other j P rnsz{`},
either y j is a prefix of z j or z j is a prefix of y j.
The result of the geometric resolution or the resolvent is the dyadic box
w “ 〈y1 X z1, . . . , y`´1 X z`´1, x, y``1 X z``1, . . . , yn X zn〉,
where we use yi X zi to denote the longer of the two strings yi, zi. Geometrically, w1 and w2 are adjacent in the
`th dimension, and in the other dimensions we are taking the intersection of those two dyadic segments which are
contained in one another. For the rest of the paper, unless we explicitly mention otherwise, whenever we say resolution
we mean geometric resolution. Pictorially this can be visualized for n “ 2 as in Figure 7.
λ
0 1
10 11
0
00
01
Figure 7: Geometric resolution on the vertical axis between two dyadic rectangles 〈λ, 00〉 (bottom box) and 〈10, 01〉
(top box). The resolution result (〈10, 0〉) is highlighted and is drawn slightly smaller than its correct size for illustration
purposes.
We briefly explain the name ‘resolution’. In propositional logic, the resolution of two clauses D1 and D2 is a clause
D such that every truth assignment satisfying both D1 and D2 must satisfy D (and D has the minimal number of literals
possible). The geometric resolution of two boxes w1 and w2 is a box w such that every point covered by neither w1
nor w2 must not be covered by w (and w is maximal).
In particular, logical resolution has a geometric interpretation. The negation of a (disjunctive) clause is a conjunc-
tion corresponding to a box in the Boolean cube. The logical resolution of two clauses is a clause corresponding to a
box which is the geometric resolution of the two boxes corresponding to the two clauses. See Figure 8.
x “ false true
y “ false
y “ true
Figure 8: Geometric interpretation of the logical resolution of two clauses D1 “ pyq and D2 “ px¯ _ y¯q. The negation
of D1 is the conjunction C1 “ py¯q, corresponding to the bottom rectangle. The negation of D2 is the conjunction
C2 “ px^yq, corresponding to the top rectangle. The geometric resolution of the two rectangles, which is highlighted,
corresponds to the conjunction C “ pxq, whose negation is the clause D “ px¯q, which is exactly the logical resolution
of the two clauses D1 and D2. (Compare to Figure 7.)
The following example explains the opposite connection: It explains the logical interpretation of geometric reso-
lution.
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Example 4.1 (Geometric resolution is a special case of logical resolution). Consider the geometric resolution depicted
in Figure 7 between the two dyadic rectangles w1 “ 〈λ, 00〉 and w2 “ 〈10, 01〉. The X-dimension (i.e. the horizontal
one) is encoded using two bits. Let x1, x2 be the truth values corresponding to those two bits (i.e. true if the bit is
1 and false otherwise). Similarly, the (vertical) Y-dimension is encoded using two bits, corresponding to y1, y2. The
rectangle w1 corresponds to the conjunctive clause
C1 “ py¯1 ^ y¯2q,
whose negation is the (disjunctive) clause
D1 “ py1 _ y2q.
Similarly, w2 corresponds to the conjunctive clause
C2 “ px1 ^ x¯2 ^ y¯1 ^ y2q,
whose negation is the clause
D2 “ px¯1 _ x2 _ y1 _ y¯2q.
The resolvent of D1 and D2 is the following clause
D “ px¯1 _ x2 _ y1q,
whose negation is the conjunctive clause
C “ px1 ^ x¯2 ^ y¯1q,
which corresponds to the dyadic rectangle w “ 〈10, 0〉, which is exactly the result of the geometric resolution of w1
and w2.
Appendix I contains more details on the connection between logical resolution and geometric resolution. The
following proposition is based on this connection: It follows from the completeness of logical resolution.
Proposition 4.2 (Completeness of geometric resolution). Given a set of boxes A such that the union of all the boxes
inA covers some box b, there exists a sequence of geometric resolutions onA that results in a box b1 that contains b.
The crux of this paper is to show that one can efficiently find a small sequence of geometric resolutions that solves
BCP. The inputs to most of the resolutions made by our algorithms will have an even more restricted structure:
w1 “ 〈y1 , . . . , y`´1 , x`0 , λ , . . . , λ〉 (1)
w2 “ 〈z1 , . . . , z`´1 , x`1 , λ , . . . , λ〉, (2)
where for every i ă `, either yi or zi is a prefix of the other.
Definition 4.3 (Ordered geometric resolution). Given two dyadic boxes w1 and w2 of the format shown in (1) and (2),
the ordered geometric resolution of w1 and w2 is the dyadic box
w “ 〈y1 X z1 , . . . , y`´1 X z`´1 , x` , λ , . . . , λ〉 (3)
We say that w is the result of resolving w1 and w2 on attribute A`. (Note that x` might be λ.)
4.2 The Algorithm
Our algorithm for BCP at its core solves essentially the boolean version of the BCP using a sub-routine called
TetrisSkeleton. The sub-routine is then repeatedly invoked by the outer algorithm – Tetris – to compute the output of
the BCP instance.
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4.2.1 The Core Algorithm
The Boolean version of BCP is the following problem: given a set of dyadic boxesA and a target box b, determine if
b is covered by the (union of) boxes inA. TetrisSkeleton solves this problem by not only answering YES or NO, but
also generating an evidence for its answer:
• If b is covered byA, then output a box w that covers b such that w is covered by the union of boxes inA.
• If b is not covered byA, then output a point/tuple in b that is not covered by any box inA.
TetrisSkeleton has a very natural recursive structure. We fix a splitting attribute order (SAO) of the query, say
pA1, . . . , Anq. Following this order, we find the first dimension on which b is thick (i.e. the length of the projection of b
onto this dimension is ě 2) and thus can be split into two halves b1 and b2. If we can find an uncovered point in either
half, then we can immediately return. Otherwise, we have recursively found two boxes w1 and w2, each of which
covers one half of b. Each box may not cover b as a whole. Hence, we resolve the two boxes w1 and w2 by creating
a maximal box w Ď w1 Y w2, making sure that w covers both b1 and b2; hence, w covers b. Figure 9 illustrates the
main idea.
b b1 b2
b1 b2
w1 w2
b
w
Figure 9: Illustration of main resolution step.
TetrisSkeleton is presented in Algorithm 1. There are three extra things that Algorithm 1 does over the basic
outline above. First, we handle the base cases when b is already covered by a box in A itself in lines 1 and 2 (see
Appendix C.1 on how we can implement this step in O˜p1q time using a multi-level dyadic tree data structure) and when
b is a unit box that is not covered by any box inA (and hence cannot be covered by any boxes derived fromA either)
in lines 3 and 4. Second, we check boundary conditions in lines 11 and 16. Finally, in line 19, we add back the result
of resolution from line 18 to A. (The last step is crucial in proving most of our results.) We defer a more detailed
discussion on Resolve and Split-First-Thick-Dimension to the end of this section.
4.2.2 The Outer Algorithm: Tetris
The TetrisSkeleton algorithm was designed for the boolean BCP. We now present the simple idea that allows us to use
TetrisSkeleton as a sub-routine and solve the general BCP problem. The input to the general BCP problem is a set of
boxes B to which we have oracle access. The oracle represents the pre-built database indices of input relations from
a join query. In particular, given a unit box w, the oracle can return the set of boxes in B containing w in O˜p1q-time.
(See Appendix C.1 for more.)
Algorithm 2, named Tetris, solves BCP by continuously calling TetrisSkeleton on input A, called the knowledge
base, with the target box being the universal box b “ 〈λ, . . . , λ〉. We will explain how different initializations of A
lead to different guarantees in later sections.
After each invocation of TetrisSkeleton,A is amended with a few more boxes and the next invocation of
TetrisSkeleton is on the enlarged knowledge base A. Apart from resolvents that are cached by TetrisSkeleton in A,
Tetris amendsAwith two types of boxes: output (unit) boxes and boxes fromB. To be more specific, if TetrisSkeleton
returns ptrue,wq, then we know there are no tuples to output and we can stop. However, if TetrisSkeleton returns
pfalse,wq, then we check if w is not covered by any box in B. If so, we know b is an output point and we can output
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Algorithm 1 TetrisSkeleton pbq
Global parameter: A global set of boxesA Ź Our knowledge base
Precondition: Pick a splitting attribute order (SAO) pA1, . . . , Anq
Input: Target box b
Output: A pair pv,wq, where w is a cover box for b if v is true, and an uncovered point if v is false
1: If there is a box a P A such that a Ě b then
2: Return ptrue, aq
3: else If b is a unit box then
4: Return pfalse,bq
5: else
6: pb1,b2q Ð Split-First-Thick-Dimensionpbq
7: Ź Cut b into two equal halves
8: pv1,w1q Ð TetrisSkeletonpb1q
9: If v1 is false then
10: Return pfalse,w1q
11: else If w1 Ě b then
12: Return ptrue,w1q
13: pv2,w2q Ð TetrisSkeletonpb2q Ź Backtracking
14: If v2 is false then
15: Return pfalse,w2q
16: else If w2 Ě b then
17: Return ptrue,w2q
18: w Ð Resolve(w1,w2) Ź Geometric resolution of w1,w2
19: AÐ AY {w} Ź Cache the resolution
20: Return ptrue,wq
that point and amend A with b. Otherwise we know that A was not properly initialized in which case we amend A
with boxes in B that cover b and repeat. See Example 4.4.
4.2.3 Recursion and Resolution
We next flesh out the two key operations that were not specified in the description of Algorithm 1: how to split a box
b into two halves in line 6, and how to resolve two witnesses w1 and w2 in line 18 of TetrisSkeleton (Algorithm 1).
We first explain what the Split-First-Thick-Dimension routine does. Consider a dyadic box b “ 〈x1, x2, . . . , xn〉. If
|xi| “ d, then xi represents a unit dyadic segment, which corresponds to a flat slice through the Ai-dimension. The box
b is flat and is not splittable along such dimension. The first thick dimension is the smallest value ` P rns for which
|x`| ă d. Because b is not a unit box, there must exist such an `. In that case, the call
pb1,b2q Ð Split-First-Thick-Dimensionpbq
in line 6 of Algorithm 1 returns the following pair:
b1 “ 〈x1 , . . . , x`´1 , x`0 , x``1 , . . . , xn〉
b2 “ 〈x1 , . . . , x`´1 , x`1 , x``1 , . . . , xn〉.
Note again that by definition |xi| “ d for all i ă `. It is easy to implement the above bitstring operation in Opdnq time,
which by our convention is O˜p1q time.
Next, we explain the resolution step. Resolve is geometric resolution as defined in Section 4.1. Note that by the
time Resolve is called in line 18 we know none of w1 and w2 covers b. There are a lot of boxes we can infer from w1
and w2 if those two boxes are general dyadic boxes that can overlap in peculiar ways. However, TetrisSkeleton forces
w1 and w2 to be somewhat special, making resolution much more intuitive and clean. In Lemma C.1, we show that all
the resolutions in line 18 are ordered geometric resolutions (see Definition 4.3).
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Algorithm 2 Tetris pBq
Input: Oracle access to a set of boxes B (i.e. B is the input of a BCP instance)
Output: All tuples not covered by any box in B (i.e. the output of the BCP instance)
1: InitializepAq
2: pv,wq Ð TetrisSkeletonp〈λ, . . . , λ〉q
3: While v = false do
4: B1 Ð {b P B | b Ě w} Ź from the oracle
5: If B1 “ H then
6: Report w as an output tuple
7: B1 Ð {w}
8: A Ð AY B1 Ź Amend the knowledge base
9: pv,wq Ð TetrisSkeletonp〈λ, . . . , λ〉q
X
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Figure 10: A BCP instance with two dimensions/attributes pX,Yq and a box set B :“ {〈λ, 0〉, 〈00, λ〉, 〈λ, 11〉, 〈10, 1〉} .
The output tuples are 〈01, 10〉 and 〈11, 10〉.
Example 4.4. Consider the following set of boxes in two dimensions/attributes pX,Yq:
B :“ {〈λ, 0〉, 〈00, λ〉, 〈λ, 11〉, 〈10, 1〉} .
B is depicted in Figure 10. Suppose that we apply Tetris (Algorithm 2) to solve the BCP instance with box set B
(Recall Definition 3.4). Suppose that we initializeA (in Line 1 of Algorithm 2) to be the following subset of B:
A “ {〈λ, 0〉, 〈00, λ〉, 〈λ, 11〉} .
Tetris now invokes TetrisSkeletonp〈λ, λ〉q. Let σ “ pX,Yq be the chosen splitting attribute order. Since no box in
A covers 〈λ, λ〉, TetrisSkeleton splits 〈λ, λ〉 into 〈0, λ〉 and 〈1, λ〉 and recurses. Similarly, TetrisSkeletonp〈0, λ〉q will
split 〈0, λ〉 into 〈00, λ〉 and 〈01, λ〉 and recurse. TetrisSkeletonp〈00, λ〉qwill find a box inA that covers 〈00, λ〉, which is
〈00, λ〉, and will return ptrue, 〈00, λ〉q. TetrisSkeletonp〈01, λ〉qwill split into 〈01, 0〉 and 〈01, 1〉. TetrisSkeletonp〈01, 0〉q
will find a box in A that covers 〈01, 0〉 and will return ptrue, 〈λ, 0〉q. TetrisSkeletonp〈01, 1〉q will split into 〈01, 10〉
and 〈01, 11〉. TetrisSkeletonp〈01, 10〉q will not find any box in A covering 〈01, 10〉 and will return pfalse, 〈01, 10〉q,
which will go all the way up the recursion. Since no boxes in B cover 〈01, 10〉, Tetris will report 〈01, 10〉 as an output
tuple, and will add 〈01, 10〉 toA.
Tetris will now invoke TetrisSkeletonp〈λ, λ〉q again (but now A has been amended with 〈01, 10〉). The recursion
will go on as before except that TetrisSkeletonp〈01, 10〉q will now return ptrue, 〈01, 10〉q. TetrisSkeletonp〈01, 1〉q will
now resolve 〈01, 10〉 with 〈λ, 11〉 (that was returned by TetrisSkeletonp〈01, 11〉q) into the box 〈01, 1〉, will add this
new box to A, and return ptrue, 〈01, 1〉q. TetrisSkeletonp〈01, λ〉q will resolve 〈λ, 0〉 with 〈01, 1〉 into 〈01, λ〉, and add
it toA. TetrisSkeletonp〈0, λ〉q will resolve 〈00, λ〉 with 〈01, λ〉 into 〈0, λ〉.
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TetrisSkeletonp〈1, λ〉q will recursively discover that 〈10, 10〉 is not covered by any box in A and will return
pfalse, 〈10, 10〉q. Tetriswill look inB for boxes that cover 〈10, 10〉, will find 〈10, 1〉, add it toA, and call TetrisSkeletonp〈λ, λ〉q
again.
TetrisSkeleton now will recursively resolve 〈λ, 0〉 and 〈10, 1〉 into 〈10, λ〉, and then discover that 〈11, 10〉 is not
covered by any box in A. Tetris will report 〈11, 10〉 as an output tuple, and add it to A. Finally, TetrisSkeleton will
resolve 〈11, 10〉 and 〈λ, 11〉 into 〈11, 1〉, and then resolve 〈11, 1〉 and 〈λ, 0〉 into 〈11, λ〉, which in turn resolves with
〈10, λ〉 into 〈1, λ〉. Finally, the latter resolves with 〈0, λ〉 into 〈λ, λ〉.
We now state the key analytical tool that will be used throughout this paper to bound the runtime of our algorithm
in different settings. The tool is a very simple but important combinatorial lemma that says the following: hiding
behind the potential poly-log factor in O˜, we can bound the runtime of Tetris by the number of resolutions it performs.
The main observation is that in most cases when the algorithm backtracks, it does one resolution. The amount of work
it does modulo the recursive calls is O˜p1q: inserting a new box, querying for boxes containing a box, and resolving.
Finally, line 19 and line 1 make sure that we are not repeating any resolution more than once.
Lemma 4.5 (Runtime is bounded by #resolutions). Let M denote the total number of resolutions performed by Algo-
rithm 2. Then, the total runtime of Algorithm 2 is O˜pMq.
4.2.4 Tetris as DPLL with clause learning
We briefly explain how Tetris can be viewed as a form of DPLL with clause learning. (See Appendix I for more
details.) A tuple in the output space is an n-dimensional dyadic box each of whose components is a string of length d.
When viewed as a bit-string, this tuple is a truth assignment. A dyadic gap box w under this view can be encoded with
a clause, containing all tuples not belonging to w. Under this encoding, geometric resolution becomes a particular
form of propositional logic resolution. (Recall Example 4.1.) The resolvent of a geometric resolution is a new clause
that was inferred and cached in the computation. Hence, Tetris can be cast as a DPLL algorithm for #SAT with a
fixed variable ordering and with a particular way of learning new clauses. (It is for #SAT because the algorithm keeps
running even after a satisfying assignment is found. See Appendix I.)
Alternatively, when viewed from a geometric perspective, DPLL (with clauses learning) can be viewed as Tetris:
As was shown in Figure 8, the negation of each clause corresponds to a box in the Boolean cube. Assigning a truth
value to some literal in DPLL corresponds to splitting the target box b in Tetris in half and considering only one half.
Resolving two clauses in DPLL corresponds to applying a geometric resolution between the corresponding boxes.
Caching in DPLL corresponds to storing a resolvent w in the knowledge baseA of Tetris.
4.3 Worst-case Results
The initialization of the knowledge base A has a crucial implication in terms of the kind of runtime result Tetris is
able to attain. In this section, we discuss one extreme where we can load the knowledge base A with all boxes from
the input set of boxes B. For notational convenience, we call Tetris with this specific instantiation of Initialize to be
Tetris-Preloaded.
It turns out that Tetris-Preloaded achieves the following type of runtime guarantee: given a join query Q, under
some assumption about the type of boxes in BpQq, Tetris-Preloaded runs in time at most the maximum AGM-bound
on a bag of any tree decomposition of Q. (See Appendix A.2 for background about tree decompositions.) And we can
construct BpQq satisfying the assumption in time linear in the input relations’ sizes.
Since the above result requires some lengthy definitions, we state below a slightly weaker result, in terms of the
fractional hypertree width of the query Q. We prove our full (stronger) result in Appendix D.
Theorem 4.6 (Tetris-Preloaded achieves fractional hypertree width bound). Let Q be a join query, N the total number
of input tuples, fhtw the fractional hypertree width of the query, and Z the total number of output tuples. Then, there
exists a global attribute order (GAO) σ such that the following holds. Suppose for all R P atomspQq, BpRq is σ-
consistent. Then, by setting S AO to be σ, Tetris-Preloaded on input BpQq runs in time O˜pN fhtw ` Zq.
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Recall that Tetris uses ordered geometric resolution. It turns out that Tree Ordered Geometric Resolution is
enough to recover the AGM bound (see Theorem 5.1). However, Tree Ordered Geometric Resolution is not powerful
enough to recover Theorem 4.6 (see Theorem 5.2).
4.4 Beyond Worst-case Results
Our algorithm Tetris not only can recover some existing results as we have seen, but also leads to new results, as
presented in this section. In particular, we show that Tetris can extend the bounded treewidth results of [50], which
only hold for GAO-consistent input indices, to handle cases of arbitrary input indices, including sophisticated indices
such as dyadic trees (and multiple indices per relation).
The crux of beyond worst-case guarantee is for the runtime of the algorithm to be measured in the finer notion
of (box) certificate size |C| of the BCP instance, instead of input size. It is easy to construct arbitrarily large input
instances for which the certificate size is O˜p1q. (See Appendix B.) Consequently, preloading the knowledge base A
with all boxes from B as we did with Tetris-Preloaded is no longer an option.
To obtain certificate-based results, we only load the boxes from B intoA that are absolutely needed. In particular,
we go the other extreme and setAÐH in InitializepAq (and let lines 4 and 8 in Algorithm 2 load the required boxes
from B intoA). For notational convenience, we use
Tetris-Reloaded to refer to Tetris with this specific instantiation of Initialize.
In the following results, we use the well-known fact that if a hypergraph (or a query) has treewidth w, then there
is a vertex ordering (or an attribute ordering) that has an elimination width w; and, this ordering can be computed in
O˜p1q-time in data complexity. We get a near-optimal result for treewidth-1 queries:
Theorem 4.7 (O˜p|C| ` Zq-runtime for treewidth 1). For any set of boxes B with twpHpBqq “ 1, by setting SAO to
be the attribute ordering with elimination width 1, Tetris-Reloaded solves BCP on input B in time O˜p|C| ` Zq.
Along with Propositions 3.10 and 3.6, the above result implies the following:
Corollary 4.8. Tetris-Reloaded evaluates any join query Q with treewidth 1 in time O˜p|C| ` Zq.
Note that a treewidth of 1 implies that all relations are binary. In Proposition G.12 in Appendix G, we show that
as soon as there is a relation of arity ě 3, a runtime of O˜p|C| ` Zq is not possible modulo the hardness of 3SUM.
For general treewidths, we prove a slightly weaker result.
Theorem 4.9 (O˜p|C|w`1 ` Zq-runtime for treewidth w). For any set of boxes B with twpHpBqq “ w, by setting SAO
to be the attribute ordering with elimination width w, Tetris-Reloaded solves BCP on input B in time O˜p|C|w`1`Zq.
Along with Propositions 3.10 and 3.6, the above result implies the following:
Corollary 4.10. Tetris-Reloaded evaluates any join query Q with treewidth w in time O˜p|C|w`1 ` Zq.
4.5 Arbitrary queries
We now show that an enhancement of Tetris gives an improved beyond worst-case result for arbitrary join queries. In
particular, we show the following result (see Corollary F.14 in Appendix F.7 for a more general result):
Theorem 4.11. For any integer n ě 2, the problem BCP on n dimensions can be solved in time O˜p|C|n{2 ` Zq.
Theorem 5.4 shows that this result cannot be achieved by an algorithm that only performs ordered geometric
resolution (like Tetris), no matter which SAO it chooses. The main reason is that it might get stuck in resolving boxes
along a fixed dimension due to the fixed SAO, while it could have covered the entire space faster by dynamically
switching to resolutions in other dimensions.
We get around this bottleneck by transforming the input boxes into boxes in a higher-dimensional space, then
applying Tetris. The idea is to carefully construct this map so that the amount of work per dimension is balanced out.
It is worth noting that we are still using the same algorithm Tetris, under a transformed input. Since the analysis of
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the algorithm is quite involved, we sketch in this section some of the key ideas by making some assumptions about the
input. In particular, in this section we assume that the algorithm is given as its input the box certificate of the instance
of the BCP, which we will denote by C. We will also refer to this version of the BCP as the offline case of the problem.
At the end of the section, we outline how we can remove this restriction, leaving the full description to Appendix F.6.
4.5.1 Divide and conquer
To build intuition, we start off with a very special case. Call the input box set C balanced if there exists an attribute X
and a partition PX of the domain DpXq into O˜p√|C|q many (disjoint) dyadic intervals such that piq for each box b P C,
the interval piXpbq is contained in one of the intervals in PX and piiq for each interval x P PX , the number of boxes
b P C such that piXpbq Ď x is also bounded by O˜p√|C|q. The idea is that, when C is balanced we can solve O˜p√|C|q
independent sub-instances of BCP, one for each layer x P PX; each sub-instance has an input box set of size O˜p√|C|q.
This divide and conquer strategy is useful because Tetris can solve BCP on B in time O˜p|B|n´1 ` Zq (Theorem E.11
in Appendix E). This means if we apply Tetris to each of the O˜p√|C|q independent subproblems, and then output the
union of the results, then we have an overall run time of O˜p√|C| ¨ p√|C|qn´1 ` Zq “ O˜p|C|n{2 ` Zq, as desired.
In general, the above is too strong a condition. Appendix F.8 gives an explicit certificate C that is not balanced.
To rectify this situation, we perform a conceptually simple pre-processing step. We design a procedure called
Balance that takes as input the certificate C (recall that we are in the offline case). It outputs a box set C1 of the
same size. C1 has a specific SAO such that if one runs Tetris on C1 with this SAO, then one ends up with the desired
O˜p|C|n{2 ` Zq runtime. Thus, armed with the balancing procedure, our final algorithm has a very simple structure as
illustrated in Algorithm 3.
Algorithm 3 Tetris-Preloaded-LB
Input: A set of boxes C
Output: Output tuples for the BCP on C
1: B Ð BalancepCq
2: Return Tetris-Preloaded(B)
4.5.2 Load-balancing with Balance
To sketch out how load-balancing works, we make one further simplifying assumption that we are trying to solve only
the Boolean version of BCP: given the set of boxes C, does the union of the boxes in C cover the entire output space?
We begin by formalizing certain notions that we used in defining a balanced C above.
Definition 4.12 (Dimension partition). A partition P of D “ {0, 1}d is a collection of disjoint dyadic intervals whose
union is exactly D. Given a dimension X of the BCP, an X-partition is a partition of the domain DpXq. We will
typically use PX to denote a partition along dimension X.
Geometrically, a partition along dimension X divides the output space into |PX| layers, one for each interval x in
PX . An input gap box whose X-component is disjoint from x will not affect whether the x-layer is covered. Hence, to
verify whether the x-layer is covered, we can ignore all gap boxes that do not intersect x. If the remaining set of gap
boxes is small, then this verification is fast. At the same time, we do not want too many layers because that certainly
increases the total amount of verification work. This balancing act leads to our first idea: we find a dimension partition
that is somehow balanced.
More concretely, given a set of boxes C and a dyadic interval x on the domain DpXq, define two sets:
CĂxpXq “ {b P C | piXpbq ( x} (4)
CĚxpXq “ {b P C | piXpbq Ě x} . (5)
Note that, for every box b P CzpCĂxpXq Y CĚxpXqq, the dyadic interval piXpbq is completely disjoint from the interval
x.
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Definition 4.13 (Balanced dimension partition). Let C be the set of input gap boxes, and X be any attribute. A
balanced X-partition is an X-partition PX such that
|PX| “ O˜p
√
|C|q
|CĂxpXq| ď
√
|C|, for every x P PX .
Given a set C of input gap boxes and an arbitrary attribute X, we can show that a balanced X-partition can be
computed in time O˜p|C|q. (Proposition F.4 in Appendix F.) Furthermore, if there exists a balanced X-partition (for
some dimension X) such that for every x P PX , we also have |CĚxpXq| ď O˜p√|C|q and CĚxpXq X CĚx1pXq “ H for
every x , x1 P PX , then C is balanced. So, to have a balanced partition, two fairly strong conditions are required. We
next introduce two ideas to relax these requirements.
First, the requirement that CĚxpXq be disjoint for distinct x P PX is not strictly required for the divide and conquer
strategy to go through. In particular, for each x P PX we can create the sub-instance of BCP by copying every box
b P CĚxpXq and replacing piXpbq by x (for each copy). These new boxes along with CĂxpXq form a sub-instance. Now
we can solve each sub-instance separately as before. Now, if |CĚxpXq| ď O˜p√|C|q for every x P PX , then we would
be done.
Second, unfortunately in general
∣∣∣CĚxpXq∣∣∣ could be as large as Ωp|C|q. The copying trick to divide the BCP
instance into disjoint sub-instances for each x P PX is too expensive when n ą 3. However, when n “ 3, note that we
have |PX| disjoint BCP instances on dimension 2. In two dimensions, thanks to Theorem E.11, we know Tetris can
solve the sub-instance of BCP in time O˜p|C|q, which would lead to the desired O˜p|C|3{2q time (since |PX| ď O˜p√|C|q).
Applying bruteforcely, this trick will lead to an overall runtime of O˜p|C|n´3{2q, which matches our desired bound of
O˜p|C|n{2q only for n “ 3.
For general n we use the following natural recursive strategy. We divide up the original BCP on n dimensions
to |PX| many disjoint BCP problems (with the copying trick as above) on n ´ 1 dimensions (i.e. on all dimensions
except X). If a sub-problem has size O˜p√|C|q then we can run Tetris directly. Otherwise we recurse on each of the
sub-problems. However, there are two technical issues we need to solve to properly implement this recursive strategy.
First, in the discussion above, we did not talk about boxes in CĂxpXq for x P PX . In particular, to define the disjoint
pn ´ 1q-dimensional sub-problems, we have to perform all possible resolutions of boxes in CĂxpXq and only retain
those boxes b such that piXpbq “ x for the sub-problem corresponding to x P PX . Theorem E.11 implies that the
number of such boxes could potentially be as large as O˜p|C|pn´1q{2q. When n “ 3, this is still not a problem. However
when n ą 3, we will need to reason about such boxes carefully. (In particular, we cannot consider a sub-problem on
O˜p|C|pn´1q{2q many boxes.)
Second, we also need to be careful about the number of times we apply the copying trick above. Some of the boxes
that need to be copied might themselves be previous copies, in which case the copying effect would be accumulated.
In particular, it is possible for the outcome of a resolution (call it b) among boxes in CĂxpXq for x P PX to become a
box in CĚypYq for y P PY , where Y is some dimension that is encountered later in the recursion. Now in this case, we
have to be careful when we copy b while applying the copying trick for dimension Y .
To tackle the issues above, our final implementation of Balance ends up mapping the BCP on n dimension to a
BCP on 2n´ 2 dimensions. Note that in this case we cannot use the simple analysis we used for balanced certificates
earlier: since even if we can get
√|C| disjoint problems with certificate size √|C|, each sub-problem will be in 2n´ 3
dimensions. Tetris on each sub-problem will take time O˜p|C|n´2q, which is generally too costly. Thus, for our Balance
function, we have to do a more careful analysis. We would like to stress that Algorithm 3 is still valid: just that the
earlier intuitive analysis needs to be tweaked a fair bit.
We present the full analysis of Algorithm 3 along with the complete definition of Balance in Appendix F. The
analysis is a bit involved since we have to carefully analyze the number of input boxes each witness depends on.
As alluded to earlier, resolvents from earlier levels of recursive calls can interact with resolutions at lower levels of
recursions, which foils a straightforward recursive analysis. However, we prove a recursive structural lemma on how
resolvents are supported by appropriate number of boxes from previous resolutions, which is enough to appropriately
bound the total number of resolutions.
For the online version of the problem where the certificate is not given as input, we use the same strategy as
Tetris-Reloaded: load boxes from the input B only when necessary. The number of boxes loaded is O˜p|C|q. Since
we are now loading boxes on the go, the notion of a balanced set of boxes changes over time as new boxes are added.
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For example, a dyadic interval x P PX might define a good layer whose sub-problem can be solved efficiently for a
while, but as new boxes come the layer might eventually become overloaded. Furthermore, the notion of balancedness
depends on the total number of boxes. Thus, a bad layer might also become good after some time if new boxes do not
intersect this layer. We take care of the above key issues by periodically re-adjusting the partitions and show that the
total amount of readjustments is not too high.
5 Lower Bounds and Extensions
In this section, we clarify the classes of geometric resolution that are needed to compute various classes of BCP (and
hence joins) and prove their limitations. Then, we prove some conditional lower bounds showing that the restrictions
in our beyond worst-case results are necessary. Finally, we present some extensions where we prove sharper upper
bounds that depend more on the query structure (but only hold for weaker forms of certificates).
5.1 Limitations of Resolution Strategies
So far in this paper, we have seen the class of geometric resolution in Section 4.5. This is the most general class
of resolution we will use in this paper. Recall from Section 1 that we denote this class of resolution by Geometric
Resolution. In Sections 4.3 and 4.4, we saw a subclass of Geometric Resolution: ordered geometric resolutions.
Recall from Section 1 that we denote this class of resolutions by Ordered Geometric Resolution. It turns out that
another subclass of Ordered Geometric Resolution, which we call Tree Ordered Geometric Resolution is also
an interesting class. Tree Ordered Geometric Resolution (as mentioned in Section 1) is the subclass of Ordered
Geometric Resolution that only re-uses the input gap boxes: in other words, if an intermediate box has to be used
more than once, then all the set of resolutions leading up to the intermediate box has to be repeated.10
Figure 2 summarizes the power and limitations of the three classes of resolution above. All of our lower bounds
(which we present next) follow by constructing explicit hard examples with an empty output for various classes of
resolution that we consider in this paper. (Note that for these hard examples any resolution strategy will have to
generate the box 〈λ, . . . , λ〉.)
We begin with the power of Tree Ordered Geometric Resolution. We show that one can modify Tetris so that
no resolution results are ever cached (this essentially corresponds to running Algorithm 2 but without line 19 in
Algorithm 1) so that one can achieve the AGM bound. Note that this change implies that the modified algorithm falls
under Tree Ordered Geometric Resolution. This implies that (see Corollary D.3):
Theorem 5.1 (Tree Ordered Geometric Resolution achieves AGM bound). Let Q be a join query, N the total number
of input tuples, and AGMpQq the best AGM bound for this instance. Then there exists a scheme in Tree Ordered
Geometric Resolution that computes Q with O˜pAGMpQqq many resolutions.
Now recall that Tetris uses Ordered Geometric Resolution and in particular, by Theorem 4.6 Tetris is powerful
enough to recover the fractional hypertreewidth bound. In turn, this implies that Ordered Geometric Resolution is
enough to compute the BCP on boxes with treewidth 1. Next, we argue that Tree Ordered Geometric Resolution is
not powerful enough to recover such a result. (See Theorem G.1 and its proof in the appendix.)
Theorem 5.2. There exists a query Q with treewidth 1 such that every Tree Ordered Geometric Resolution algorithm
on input BpQq needs to make ΩpNn{2q many resolutions, where N is the number of input tuples.
We now move to Ordered Geometric Resolution. Since Tetris only uses Ordered Geometric Resolution, Theo-
rem 4.9 immediately implies that there exists an Ordered Geometric Resolution algorithm that can solve the BCP on
boxes with treewidth w with O˜p|C|w`1 ` Zq many resolutions. Next, we show that this in general is the best possible
(see Theorem G.6 and its proof).
10The qualifier Tree comes from the following fact. We can consider any set of resolutions in Geometric Resolution (and hence Ordered
Geometric Resolution) as a DAG– each box is a node and the inputs to a resolution point towards the output of the resolution. Tree Ordered
Geometric Resolution is the subset of Ordered Geometric Resolution, where the resolution DAG is a tree.
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Theorem 5.3. There exists a setB of boxes with 1 ă twpHpBqq ă n´1 such that any Ordered Geometric Resolution
algorithm that solves the BCP on B needs to make Ωp|CpBq|w`1q many resolutions.
We have already seen that we can prove bounds of the form O˜p|C|w ` Zq for the special case of w “ 1 (Theo-
rem 4.7) and w “ n ´ 1 (Theorem E.11). Next, we show the upper bound for w “ n ´ 1 is the best possible. (See
Theorem G.4 and its proof.)
Theorem 5.4. There exists a set B of boxes on n dimensions such that any Ordered Geometric Resolution algorithm
that solves the BCP on B needs to make Ωp|CpBq|n´1q many resolutions.
Note that the above implies that our move to Geometric Resolution to obtain the bound of O˜p|C|n{2 ` Zq for the
BCP problem on dimension n was necessary. It is natural to wonder if this bound can be further improved. We show
that this is not possible with Geometric Resolution. (See Theorem G.10 and its proof.)
Theorem 5.5. For every n ě 3, there exists an instance for the BCP on n dimensions on which every Geometric
Resolution algorithm needs to make Ωp|C|n{2q many resolutions.
The proof of Theorem 5.5 follows by a volume argument. We construct the boxes so that resolving any two of
them results in a box with a small volume in the output tuples space. Thus, to cover the box 〈λ, . . . , λ〉 one needs to
perform a lot of geometric resolutions.
Another natural question is whether Geometric Resolution is strictly less powerful than general resolution. In
Appendix J, we show that this indeed is the case by showing that general resolution can solve the hard instance for
the proof of Theorem 5.5 with O˜p|C|q many general resolutions. However, we do not know if general resolution can
solve all BCP instances on n dimensions with op|C|n{2q resolutions.
5.2 Other Results
A natural question we have not addressed so far is whether we can extend Theorem 4.7 to all β-acyclic queries. These
queries do admit linear time algorithms but for the weaker comparison based certificate [50]. We show that under the
3SUM conjecture, one cannot hope for such a result for box certificates for β-acyclic queries if relations are allowed
arities of 3: see Proposition G.12 in the appendix.
Finally, we are able to prove upper bounds with better dependence on the query than the result in Section 4.5 if we
work with weaker notions of certificates. See Appendix H.
6 Conclusion
We presented a simple geometric resolution system that allowed us to derive algorithms that match the efficiency of
several of the best known algorithms for worst-case analysis and to derive new results for beyond worst-case analysis.
Of purely conceptual interest, these rederivations in our simple framework unify and -we argue- simplify their presen-
tation. More technically, our notion of certificate supports a wide range of indexing schemes, compared to previous
work that essentially focused on Btrees with a total attribute order. We are excited about further opportunities to more
carefully study the impact of indexing on query performance. In addition, we made a connection to proof complexity
via geometric resolution that we believe may further strengthen the connection between constraint satisfaction and
database join processing. We conclude with two technical questions. First, as observed by [50] it is not possible to
obtain a certificate based result with the fhtw in the exponent. It is a very interesting question to figure out the ‘correct’
notion of fractional cover for certificate-based results. Second, it would be interesting to extend the results of [54] to
the certificate setting.
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A Background
A.1 AGM bound
The structure of a join query Q can be represented by a hypergraph HpQq, or simply H . The hypergraph has vertex
setV “ varspQq, and edge set
E “ {varspRq | R P atomspQq} .
We often index the relations using edges from this hypergraph. Hence, instead of writing RpvarspRqq, we can write
RF , for F P E.
A fractional edge cover of a hypergraphH is a point x “ pxFqFPE in the following polyhedron:x | ∑
F:vPF
xF ě 1,@v P V, x ě 0
 .
Atserias-Grohe-Marx [6] and Grohe-Marx [36] proved the following remarkable inequality, which shall be referred
to as the AGM’s inequality henceforth. For any fractional edge cover x of the query’s hypergraph,
|Q| “ | ZFPE RF | ď
∏
FPE
|RF |xF . (6)
Here, |Q| is the number of tuples in the (output) relation Q.
The optimal edge cover for the AGM bound depends on the relation sizes. To minimize the right hand side of (6),
we can solve the following linear program:
min
∑
FPE
plog2 |RF |q ¨ xF
s.t.
∑
F:vPF
xF ě 1, v P V
x ě 0
Implicitly, the objective function above depends on the database instance D on which the query is applied. Let
ρ˚pQ,Dq denote the optimal objective value to the above linear program. We refer to ρ˚pQ,Dq as the fractional edge
cover number of the query Q with respect to the database instance D, following Grohe [35]. The AGM’s inequality
can be summarized simply by |Q| ď 2ρ˚pQ,Dq.
Definition A.1 (AGMpQq). We also define AGMpQ,Dq “ 2ρ˚pQ,Dq; in particular AGMpQ,Dq is the best AGM-bound
for query Q on database instanceD.
WhenD is clear from context, we will simply use ρ˚pQq to denote ρ˚pQ,Dq, and AGMpQq to denote AGMpQ,Dq.
Definition A.2 (Fractional edge cover number). Sometimes it is convenient to replace individual relation sizes by
a single number N representing the entire input size. In that case, in the linear program above we can drop the
plog2 |RF |q factors. The optimal objective value for this simplified program is called the fractional edge cover number
of the hypergraphH , denoted by ρ˚pHq.
A.2 Tree decomposition, acyclicity, and various notions of widths
Definition A.3 (Acyclicity and GYO elimination). There are many definitions of acyclic hypergraphs. A hypergraph
pV,Eq is α-acyclic if the GYO procedure returns an empty hypergraph [1, p. 128]. Essentially, in GYO one iterates
two steps: (1) remove any edge that is empty or contained in another hyperedge, or (2) remove vertices that appear in
at most one hyperedge. If the result is empty, then the hypergraph is α-acyclic. A hypergraph H is β-acyclic if the
hypergraph formed by any subset of hyperedges ofH is α-acyclic.
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Definition A.4 (Tree decomposition). Let H “ pV,Eq be a hypergraph. A tree decomposition of H is a pair pT, χq
where T “ pVpT q, EpT qq is a tree and χ : VpT q Ñ 2V assigns to each node of the tree T a set of vertices of H . The
sets χptq, t P VpT q, are called the bags of the tree decomposition. There are two properties the bags must satisfy:
(a) For every hyperedge F P E, there is a bag χpT q such that F Ď χptq.
(b) For every vertex v P V, the set {t | t P T, v P χptq} is not empty and forms a connected subtree of T .
The rest of this section roughly follows the definitions given in [43]. The width of a tree decomposition is the
quantity
max
tPVpTq
|χptq| ´ 1.
The treewidth of a hypergraph H , denoted by twpHq, is the minimum width over all tree decompositions of the
hypergraph. Let ρ˚ptq denote the fractional edge cover number of the hypergraphHrχptqs: the hypergraphH restricted
to the bag χptq. Then the quantify
max
tPVpTq
|ρ˚ptq|
is called the fractional hypertree width (fhtw) of this tree decomposition of the hypergraphH . The fractional hypertree
width of H , denoted by fhtwpHq, is the minimum one over all tree decompositions of H . It should be clear that
fhtwpHq ď twpHq.
Definition A.5 (Treewidth of a query). The treewidth of a query Q, denoted by twpQq, is the treewidth of its hypergraph
HpQq.
B Indices as Gap Collections, Geometric Certificates
In this section, we attempt to make the gap box abstraction more concrete. We will explain what the “boxes” are and
why the idea that every database index is a collection of boxes holds for ordered input index data structures such as a
sorted list, B-tree, B+-tree, or a trie. Note again that a hash table can be simulated by a search tree within a log-factor;
hence this observation holds for hash-based indices as far as the theoretical bounds in this paper are concerned.
B.1 Minesweeper and GAO-consistent certificate
We recall key concepts and ideas from [50] from which a new notion of geometric certificate called GAO-consistent
certificate arises naturally. The Minesweeper algorithm assumes that the input relations are already indexed using
a search-tree data structure such as a traditional B-tree which is widely used in commercial relational database sys-
tems [62, Ch.10] or a Trie [72]. For example, Figure 11 shows the index for a relation R on attribute set varspRq “
{A2, A4, A5}. This index for R is in the order A2, A4, A5. Furthermore, there is an ordering of all the attributes in
varspQq – called the global attribute order (GAO) – such that all input relations are indexed consistent with this
GAO. This assumption shall be referred to as the GAO-consistency assumption. For example, for the triangle query
Q “ RpA, Bq Z S pB,Cq Z T pA,Cq, if the GAO is B, A,C, then R is indexed in the pB, Aq order, S in the pB,Cq, and
T in the pA,Cq.
Minesweeper views the set of potential output tuples of a join query as “grid points” in a high-dimensional space
called the output space. The output space is the cross-product of all domains of input attributes. Minesweeper main-
tains a data structure called the constraint data structure (CDS) which holds a collection of “gaps” in the output space
whose union contains all points which are either non-output tuples or output tuples already reported. When the union
of gaps in the CDS covers the entire output space, the algorithm terminates.
More concretely, Minesweeper starts off by obtaining an arbitrary “probe point” t from the output space. Given
the current probe point, Minesweeper performs the following steps:
1. Minesweeper queries into the indices of the input relations to verify whether the current probe point t is indeed
an output tuple, in which case t is output and an appropriate gap is inserted into the CDS signifying that the
output t has already been reported. If t is not an output tuple, the input index structures return some gaps
“around” t. These gaps are inserted into the CDS.
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Figure 11: The (unbounded fanout) B-tree data structure used by Minesweeper
2. Then, Minesweeper queries into the CDS to obtain the next probe point, which is a point not covered by the
union of the gaps inserted thus far. If no probe point exists, the algorithm terminates, because all inserted gaps
cover the output space.
To be more concrete, suppose varspQq “ {A1, . . . , A6} with pA1, A2, . . . , A6q being the GAO. Suppose the relation
R shown in Figure 11 is an input relation. Consider the following probe point
t “ pt1, t2, t3, t4, t5, t6q “ p6, 6, 1, 3, 7, 9q.
We first project this probe point down to the coordinate subspace spanned by the attributes of R: pt2, t4, t5q “ p6, 3, 7q.
From the index structure for R, we see that t2 “ 6 falls between the two A2-values 5 and 7 in the relation. Thus, this
index returns a gap consisting of all points lying between the two hyperplanes A2 “ 5 and A2 “ 7. This gap is encoded
with the constraint
〈˚, p5, 7q, ˚, ˚, ˚, ˚〉,
where ˚ is the wildcard character matching any value in the corresponding domain, and p5, 7q is an open interval on
the A2-axis. On the other hand, suppose the probe point is
t “ pt1, t2, t3, t4, t5, t6q “ p6, 7, 1, 5, 8, 9q.
Then, a gap returned might be the band in the hyperplane A2 “ 7, 4 ă A4 ă 9. The encoding of this gap is
〈˚, 7, ˚, p4, 9q, ˚, ˚〉.
The number 7 indicates that this gap is inside the hyperplane A2 “ 7, and the open interval encodes all points inside
this hyperplane where 4 ă A4 ă 9.
Due to the GAO-consistency assumption, all the constraints returned by the input indices have the property that
for each constraint there is only one interval component, after that there are only wildcard component. Henceforth,
these constraints will be called GAO-consistent constraints. The key result from [50] is the following: If we consider
the class of join algorithms that only perform comparisons between input elements, then the number of comparisons
necessary to certify the correctness of the output is a lowerbound on the run time of this class of (non-deterministic)
algorithms. This class of comparison-based algorithms models a very wide class of join algorithms, including index-
nested-loop join, block-nested-loop join, hash-join (up to a log-factor), grace join.
Note that every constraint inserted into the CDS is a (multi-dimensional) rectangle inside the output space. We
will call these rectangles boxes. The analysis from [50] shows the following:
• Let Cgaoă denote the minimum set of comparisons sufficient to certify the output, then the number of probe points
t issued by Minesweeper is O˜p|Cgaoă | ` Zq, where Z is the output size, and O˜ hides a query-dependent factor.
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• Every probe point t is a point that is not covered by existing boxes stored in the CDS.
• If a new probe point t is not an output tuple, then Minesweeper will insert at least one new box containing the
probe point t. We will refer to these boxes as gap boxes. Note the important fact that Minesweeper often also
inserts boxes that do not contain t; this is because the analysis needs to show that we can “pay” for this iteration
by a fresh comparison in Cgaoă .
• If a new probe point t is an output tuple, then Minesweeper will also insert a new box containing t to rule it out;
but we will refer to these boxes as output boxes.
Now, let’s forget about Cgaoă and examine what the CDS sees and processes. The CDS has a set of output boxes, and
a collection of gap boxes which do not contain any output point. When the CDS cannot find a probe point anymore,
the union of output boxes and gap boxes is the entire output space O. In other words, every point in the output space is
either an output point, or is covered by a gap box. We will call the collection of gap boxes satisfying this property box
certificate (to be defined more precisely below): It certifies that the reported output points are all the output points of
the join query. A box certificate is a purely geometric notion, and on the surface does not seem to have anything to do
with comparisons. Yet from the results in [50], we now know that a box certificate of minimum size is a lowerbound on
the number of comparisons issued by any comparison-based join algorithm (with the GAO-consistency assumption).
With the GAO-consistency assumption, the gap boxes can only come from the gaps issued by the input relations
following their GAO-consistent index structures. We make this notion more precise here.
Definition B.1 (GAO-consistent box certificate). Let Q be a natural join query whose input relations have already
been indexed consistent with a GAO pA1, . . . , Anq. The gap boxes owned by R P atomspQq are formed by the gaps
between adjacent sibling nodes in the search trees for R. These boxes can be of dimension n, n ´ 1, down to 1. (A
1-dimensional box is a segment on a line.) Let BpRq denote the set of gap boxes owned by R.
A GAO-consistent box certificate is a subset of gap boxes from
⋃
RPatomspQq BpRq that cover every point not in
the output. We use Cgao to also denote an optimal GAO-consistent box certificate, which means it has the minimum
number of gap boxes.
Example B.2 (GAO-consistent gap boxes). Consider a relation S pA, Bq on two attributes A and B, represented by
points shown in Figure 12(a). If S was indexed in the A, B order, then the gap boxes from S (i.e. the set BpS q) are
shown in Figure 12(b). If S was indexed in the B, A order, then the gap boxes from S are shown in Figure 12(c).
A
B
(a) Tuples from S pA, Bq
A
B
(b) pA, Bq-consistent gap boxes
A
B
(c) pB, Aq-consistent gap boxes
Figure 12: A relation and its GAO-consistent gap boxes
Example B.3 (GAO-consistent box certificate). Consider the bowtie query
Q “ RpAq Z S pA, Bq Z T pBq
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where the GAO is pA, Bq. An input instance to this problem is shown in Figure 13(a). A GAO-consistent box certificate
where the GAO is pA, Bq is shown in Figure 13(b). A GAO-consistent box certificate where the GAO is pB, Aq is shown
in Figure 13(c).
RpAq
T pBq
S pA, Bq
(a) An instance of the bowtie query
RpAq
T pBq
S pA, Bq
(b) pA, Bq-consistent box certificate
RpAq
T pBq
S pA, Bq
(c) pB, Aq-consistent box certificate
Figure 13: A GAO-consistent box certificate for the bowtie query
The following proposition follows from the above discussion on the main results of [50], leading the way to a more
general geometric notion of certificates.
Proposition B.4 (Implicit from [50]). For any input instance to the join evaluation problem where all input relations
are indexed consistent with a fixed GAO, we have |Cgao | “ Op|Cgaoă |q.
B.2 General box certificates
It can be seen from Example B.3 that a GAO-consistent certificate is highly sensitive to the GAO for the same input
data. In the pA, Bq GAO, all gap boxes from R are vertical strips, all the gap boxes from S are the same vertical strips
as R and the two segments above and below each orange point. The gap boxes from T are horizontal strips between
the blue points. To cover the entire space, we will need ΩpNq strips. In the pB, Aq GAO, S has two big boxes above
and below the orange line. So the space can be covered with just three boxes: two orange boxes and one blue box.
A fact often seen in practice [9] is that relations are indexed with multiple search keys. In such case, there is
no reason to stick to a particular GAO. For example, if the relation S from Example B.3 was already indexed in
both the pA, Bq order and the pB, Aq order, we should make use of the information form both indices to speed up
join processing. From this view point, the notion of geometric certificate starts to gain traction: if we stick to a
comparison-based algorithm it is not clear how we can make use of the availability of multiple indices per relation.
From the geometric view point, we can simply think of the set of indices for every relation as a collection of boxes
whose union is exactly the set of tuples not in the relation.
Abstracting away, henceforth we will model the input relations as a collection of boxes, denoted by BpRq for each
input relation R. This way, it does not matter anymore how many indices are available per input relation. The notion
of box certificate comes naturally.
Definition B.5 (Box certificate). Let Q be a natural join query whose input relations have already been indexed. There
can be multiple indices per relation. Let R be a k-ary relation on attributes, say, pA1, . . . , Akq. The gap boxes owned by
R P atomspQq are a set of rectangles whose union contains precisely the set of tuples on DpA1q ˆ ¨ ¨ ¨ ˆ DpAkq which
do not belong to R. Let BpRq denote the set of gap boxes owned by R.
A box certificate is a subset of gap boxes from
⋃
RPatomspQq BpRq that cover every point not in the output. We use
C to denote a box certificate of minimum size for the instance.
The following proposition is straightforward.
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Proposition B.6. For any input instance to the join problem, and for any fixed GAO, we have |C| “ Op|Cgao |q (and
thus |C| “ O|Cgaoă |). And, for some input instances |C| “ Op1q while |Cgao | “ ΩpNq.
Proof. The first statement is obvious but needs a bit of clarification. Suppose the input instances are indexed with
multiple search key orderings. For example, S pA, B,Cq can be indexed with 6 different B-tree key orderings. Then, if
we fixed a GAO we are only able to use one of the 6 available indices from S . To see the second statement, we can
refer back to Example B.3. If the GAO was pA, Bq, then obviously |Cgaoă | “ ΩpNq, while the general box certificate
can take the boxes in Figure 13(c). 
Example B.7 (Gaps from B-tree indices can be bad). A box certificate is a function of the input gap boxes. Perhaps the
most natural gap boxes are the gap boxes coming from search tree indices such as B-tree or trie as shown in Figure 12.
In this example, we show that even when the input relations are indexed using all possible GAOs, the box certificate
can still be much larger than necessary for some input instances.
Consider again the bowtie query Q “ RpAq Z S pA, Bq Z T pBq. The relation S pA, Bq is indexed in both directions
pA, Bq and pB, Aq. For the input instance shown in Figure 14(a), ΩpNq rectangles are still required to cover the output
space.
To see this, note that all the B-tree-style gap boxes from R and T cannot cover any grid point pi, jq for i, j P r7s´{4}.
And the gap boxes from S from the S pA, Bq-index and from the S pB, Aq-index are shown in Figure 12. The big (light
orange) boxes can’t cover the grid points. And we will need ΩpNq thin boxes to cover all of them, in spite of the fact
that two gap boxes from R and T already cover all points in S .
RpAq
T pBq
S pA, Bq
(a) An input relation S pA, Bq
S pA, Bq
(b) Additional gap-boxes from S
Figure 14: B-tree gap boxes can still be bad, and more general boxes help
Example B.8 (Non-B-tree gap boxes can help). Suppose the indices for relation S pA, Bq store four additional gap-
boxes as shown in Figure 14(b). Then, we’d have a constant-sized certificate for the bad instance from Figure 14(a).
Unfortunately, the commonly used B-tree indices do not allow for returning these types of gap boxes. One of the
key contributions of this paper is the observation that the kind of gap boxes shown in Figure 14(b) can be inferred
from the B-tree gap boxes. In fact, they can be inferred from any collection of gap boxes encoding the same relation.
The inference framework developed in this paper can be used to analyze the complexity of such inference algorithms,
which helps build better input indices.
B.3 On discovering an optimal box certificate and the case for dyadic box certificate
Algorithm 4 is essentially the skeleton of the Minesweeper algorithm. There are a couple of subtle differences which
do not affect our discussion here. If for every input relation R and every probe point t, there are only O˜p1q maximal
gap boxes in BpRq containing pivarspRqptq, then it is easy to see that Algorithm 4 discovers any box certificate C with
O˜pm|C| ` Zq many insertions into CDS, where m is the number of input relations.
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Algorithm 4 Algorithm for discovering a box certificate
1: CDS ÐH Ź No box discovered yet
2: While CDS can find t not in any stored box do
3: If pivarspRqptq P R for every R P atomspQq then
4: Report t and insert t as an output box back to the CDS
5: else
6: Query all R P atomspQq for all maximal gap boxes containing pivarspRqptq
7: Insert those gap boxes into CDS
For a GAO-consistent index, it certainly is true that there is only one maximal GAO-consistent gap box in BpRq
containing pivarspRqptq. However, this is not true in general, when we allow for arbitrary gap boxes. This is because
the number of maximal gap-boxes containing a given probe point can be linear in the input size, and it is possible that
only one of them is used in the optimal box certificate.
Example B.9 (There can be ΩpNq maximal gap-boxes). Consider, for example, the situation shown in Figure 15.
S pA, Bq
probe point
Figure 15: There can be ΩpNq maximal gap-boxes
In this section, we make the case for a particular kind of gap boxes called dyadic boxes to overcome the above
problem. We make the following observations (to be proved below):
• for every probe point t, the number of maximal dyadic gap boxes containing pivarspRqptq is O˜p1q.
• any gap box can be broken down into O˜p1q dyadic gap boxes.
• for any box certificate C, there is a dyadic box certificate of size O˜p|C|q.
From these observations, we will then assume (up to a polylog-factor) in the rest of the paper that the setsBpRq contain
only dyadic gap boxes.
Consider any join query Q with varspQq “ {A1, . . . , An}. For simplicity, but without any loss of generality, let us
assume the domain of each attribute is the set of all binary strings of length d, i.e.
DpAq “ {0, 1}d, @A P varspQq.
This is equivalent to saying that the domain of each attribute is the set of all integers from 0 to 2d ´ 1. Since d is the
number of bits needed to encode a data value of the input, d is logarithmic in the input size.
Definition B.10 (Dyadic interval). A dyadic interval is a binary string x of lengthď d. We use |x| to denote its length.
This interval represents all the binary strings y such that |y| “ d and x is a prefix of y. Translating to the integral
domain, let i be the integer corresponding to the string x. The dyadic interval represents all integers in the range
ri2d´|x|, pi` 1q2d´|x| ´ 1s.
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The empty string x “ λ is a dyadic interval consisting of all possible values in the domain. If x has length d, then it is
called a unit dyadic interval or a full-length dyadic interval. In this case, x represents a point in the domain.
Definition B.11 (Dyadic box). Let varspQq “ {A1, . . . , An}. A dyadic box is an n-tuple of dyadic intervals:
b “ 〈x1, . . . , xn〉,
If all components of b are unit dyadic intervals, then b represents a point in the output space. The dyadic box is the
set of all tuples
t “ pt1, . . . , tnq P
n∏
i“1
DpAiq
such that ti belongs to the dyadic interval xi, for all i P rns.
Note again that some dyadic intervals can be λ, matching arbitrary domain values; also, a dyadic box b contains a
dyadic box b1 if each of b’s components is a prefix of the corresponding component in b1. The set of all dyadic boxes
form a partially ordered set (poset) under this containment relation.
Proposition B.12 (Number of (maximal) dyadic boxes containing a point is O˜p1q). Let R be an arbitrary input relation
of arity k. Then, given a probe point t, the number of maximal dyadic gap boxes from R that contain pivarspRqptq is
bounded by
k∑
i“0
p´1qi
(
k
i
)(bkd{2c` k ´ 1´ id ´ i
k ´ 1
)
ď
(bkd{2c` k ´ 1
k ´ 1
)
ď dk.
The number of dyadic boxes containing t is at most dk. (Note that dk “ O˜p1q, because in this paper O˜ hides factors
that are query dependent and poly-log dependent on the data.)
Proof. Consider the poset Pd “ {0, 1}ďd of binary strings of length ď d under the reversed prefix order, i.e. x  y in
this poset if y is a prefix of x. (This is just a binary tree in reverse.)
Let Pkd denote the kth Cartesian power of Pd (under the product order), i.e. Pkd “ Pd ˆ Pd ˆ ¨ ¨ ¨ ˆ Pd, k times.
Then, Pkd is the poset of all dyadic boxes under the containment order. The set of all dyadic boxes containing a point
p is a principal filter of Pkd at p, denoted by Pkdr↑ ps. Recall that a point is nothing but a dyadic box all of whose
components are unit dyadic intervals.
The principal filter Pkdr↑ ps is isomorphic to the kth Cartesian power of a chain, each chain is of length d. It is
well-known from poset theory that any Cartesian power of a chain is graded, rank symmetric, rank unimodal, and
satisfies the Sperner property [19, 34]. In particular, the middle-rank set forms a maximum antichain.
For 0 ď m ď kd, the mth-rank of the chain product Pkdr↑ ps has size equal to the number of integral solutions to
the following equation
x1 ` ¨ ¨ ¨ ` xk “ m, 0 ď xi ď d, i P rks.
By inclusion-exclusion, the number of such solutions is
k∑
i“0
p´1qi
(
k
i
)(
m` k ´ 1´ id ´ i
k ´ 1
)
.
We should pick m “ kd{2 because of rank-unimodality. The sum does not have a closed-form solution, even with
the help of hypergeometric series. But the first term is bounded by
(
kd{2`k´1
k´1
)
. (Of course, one can also take the much
simpler but weaker bound of dk.) This is an upperbound on the number of maximal dyadic gap-boxes which contain a
given probe point. The number is exponential in the query size, and up to poly-log in the input size, which we hide in
the O˜-notation for brevity.11 
11In fact, most of our algorithms has only a log-dependence on the input size instead of poly-log; but we will not make this distinction precise for
the sake of clarity.
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Remark B.13. For completeness, let us also discuss the case when the domain sizes are not uniform. If |DpAiq| “
Di ď 2di , then the set of all dyadic boxes is the product P “ Pd1 ˆ ¨ ¨ ¨ ˆ Pdk . Then, the principal filter of P at p is a
product of chains:
Pr↑ ps “ Pd1r↑ ps ˆ ¨ ¨ ¨ ˆ Pdk r↑ ps.
The Cartesian product of k chains also satisfies the Sperner property; and, it is graded, rank-symmetric and rank-
unimodal. The minimum rank is 0, and the maximum rank is
∑k
i“1 di. For any m such that
0 ď m ď d1 ` d2 ` ¨ ¨ ¨ ` dk,
the mth-rank of the poset Pr↑ ps has size equal to the number of integral solutions to the following equation
x1 ` ¨ ¨ ¨ ` xk “ m, 0 ď xi ď di, i P rks.
By inclusion-exclusion, the number of such solutions is
k∑
i“0
p´1qi
∑
SP(rksi )
(
m` k ´ 1´∑ jPS d j ´ i
k ´ 1
)
.
This is a nasty sum. But it can always be upperbounded by the first term (or the first odd number of terms):(
m` k ´ 1
k ´ 1
)
.
To get the largest-sized rank, we pick
m “
⌊
d1 ` ¨ ¨ ¨ ` dk
2
⌋
.
Proposition B.14. Every (not necessarily dyadic) box in n dimensions can be decomposed into a disjoint union of at
most p2dqn “ O˜p1q dyadic boxes.
Proof. It is sufficient to show that every closed interval (i.e. a 1-dimensional box) can be written as a disjoint union
of at most 2d dyadic segments. Consider the complete binary tree where each node is labeled with the 01 path from
the root down to the node; a left branch is labeled 0 and the right is labeled 1. Then, the set of all leaves represent the
domain DpAq for an attribute A. Each closed interval is a set of consecutive leaves. Each node in the tree corresponds
to a dyadic segment. Now, when we have a set of consecutive nodes at some level, we can merge every two sibling
nodes into their parent, which is a dyadic segment containing the two siblings. Continue this merging process until no
more merging is possible, then we get a collection of dyadic segments covering the original set of leaves. There are at
most two nodes left per depth of this tree, because if there were 3 then some 2 of them can be merged. 
The following proposition follows immediately.
Proposition B.15. For every box certificate, there is a dyadic box certificate of size at most a factor of p2dqn “ O˜p1q
larger.
C Main Algorithm, Data Structure, and Analytical Idea
C.1 Dyadic data structure and dyadic resolution
There are two key operations that Tetris performs repeatedly: (1) querying for all boxes containing a given box, and
(2) “resolving” two boxes to get a new box. We explain how a dyadic data structure can be used to perform those
operations efficiently.
35
Data structure for storing dyadic boxes The operations in Line 1 of Algorithm 1, and Line 4 of Algorithm 2 are
essentially the same operation: given a box b, return the set of all dyadic boxes containing b from a storage of dyadic
boxes. This operation can easily be supported in O˜p1q time, as shown by Proposition B.12.
To store a collection of dyadic boxes, there are many options (including a hash table). We briefly describe here a
natural implementation using a multi-level dyadic tree.
A dyadic tree is a binary tree storing dyadic segments, i.e. binary strings of length at most d. At each node, the
left branch corresponds to bit 0 and the right corresponds to bit 1. Each time we insert a new dyadic segment x into
the tree, we follow the bits of x down the tree. If we end up with a node already created in the tree, then we mark that
node as a storage node. If we end up at a leaf while there are still bits left in x, then we create new nodes according to
the bits of x that still need to be visited.
A dyadic tree can be used to store a set of dyadic segments. Recall that each dyadic box is an n-tuple of dyadic
segments, i.e. an n-tuple of strings of the form b “ 〈x1, x2, . . . , xn〉, where xi P {0, 1}ďd for all i P rns. Fix some global
attribute order pA1, A2, . . . , Anq. In a multi-level dyadic tree, we store a dyadic box 〈x1, . . . , xn〉 by using a dyadic tree
to store x1, then at the storage node of x1, there is a pointer to the root of a second dyadic tree storing x2, etc. If there
are two dyadic boxes having the same dyadic segment x1, then their second dyadic segments are stored in the same
tree, naturally. Figure 16 illustrates this simple data structure. More generally, a storage node for xk has a pointer to
the root of a dyadic tree for storing xk`1.
λ
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1
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0
(a) Dyadic tree storing four dyadic seg-
ments 0, 1, 110, and 111
λ
1
0
0λ
λ
0
0
1
1
(b) Multilevel dyadic tree storing 〈0, λ〉, 〈10, 1〉, 〈10, 0〉, 〈10, 001〉
Figure 16: A simple data structure for storing dyadic boxes
From Proposition B.12, the number of dyadic boxes containing b is at most dn “ O˜p1q. It is straightforward to see
that the multilevel dyadic tree can return the set of all boxes containing a given dyadic box in O˜p1q time.
Resolution Note that by the time Resolve is called in Line 18 of Algorithm 1, we know none of w1 and w2 covers b.
There are a lot of boxes we can infer from w1 and w2 if those two boxes are general dyadic boxes which can overlap
in peculiar ways. However, Tetris forces w1 and w2 to be somewhat special.
Our Resolve routine uses ordered geometric resolution (recall Definition 4.3), and clearly w “ Resolvepw1,w2q
covers b as desired. We next prove the claimed property of w1 and w2.
Lemma C.1 (All resolutions are ordered). If the initial call to TetrisSkeleton is with the universal box b “ 〈λ, . . . , λ〉,
then the following hold:
(i) At any point in time, the box b to be split must have the form
b “ 〈x1 , . . . , x`´1 , x` , λ , . . . , λ〉 (7)
where ` P rns and x1, . . . , x`´1 are strings of length d (maximal-length strings), and |x`| ă d.
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(ii) every time we are calling Resolve pw1,w2q, the two witnesses have the format shown in (1) and (2).
In particular, it is sufficient for Resolve to apply ordered resolution.
Proof. We prove piq by induction. The universal box certainly has the claimed format. When we split a box b (in line
6 of Algorithm 1) that has the format (7), b1 and b2 will be:
b1 “ 〈x1 , . . . , x`´1 , x`0 , λ , . . . , λ〉
b2 “ 〈x1 , . . . , x`´1 , x`1 , λ , . . . , λ〉
This completes the proof of the invariant. To see piiq, note that when we call Resolvepw1,w2q, we know w1 covers b1
but not b (due to line 11 in Algorithm 1), and w2 covers b2 but not b (due to line 16 in Algorithm 1). It follows that
w1 and w2 must be of the forms (1) and (2), respectively. 
Runtime is linear in the number of resolutions We first prove Lemma 4.5.
Remember that whenever Algorithm 1 does a resolution, it adds the result back to A (in Line 19). Therefore, M
can be thought of as the total increase in the size ofA since the initial call to TetrisSkeleton.
Proof of Lemma 4.5. We begin with the simplifying assumption that Tetris calls TetrisSkeleton only once. In this case
if M is the number of resolutions made, we will prove that TetrisSkeleton (and hence Tetris) runs in time O˜pM ` 1q.
Later on in the proof, we will see how to get rid of this assumption.
TetrisSkeleton can be thought of as a depth-first traversal of a binary tree whose nodes are dyadic boxes. Calling
TetrisSkeleton (b) corresponds to visiting node b in this binary tree. As soon as TetrisSkeleton visits a node b, it
checks whether b is covered by some dyadic box a in A and whether b is a point (lines 1 and 3 of Algorithm 1): If b
is either covered or a point, then TetrisSkeleton backtracks directly without visiting any children of b, in which case
b is a leaf node of the visited binary tree. If b is neither covered nor a point, then TetrisSkeleton recursively visits
its children b1 and b2, in which case b is an internal node. TetrisSkeleton spends O˜p1q at each node it visits. In any
full binary tree, the number of leaf nodes is equal to one plus the number of internal nodes. Therefore, to bound the
runtime of TetrisSkeleton, we only need to bound the number of internal nodes it visits (i.e. the number of recursive
calls of TetrisSkeleton in which the execution reaches line 6).
Moreover, whenever TetrisSkeleton returns from visiting a leaf with a false (in line 4), then (thanks to lines 9 and
14) it will keep backtracking while passing this false upwards the tree until it reaches the root. Because the depth of
any node in the tree is O˜p1q, the total number of internal nodes that return false is O˜p1q. (This term contributes to the
`1 term in our final bound of O˜pM ` 1q.) Therefore, to bound the runtime of TetrisSkeleton, we only need to bound
the number of internal nodes that return true (i.e. the number of recursive calls that return in lines 12, 17 or 20). We
will be referring to those nodes as true internal nodes.
While TetrisSkeleton is traversing the tree, new boxes are being created by resolution and added toA (in lines 18
and 19). We will be referring to those boxes as resolution boxes. We will show that the total number of true internal
nodes is within a O˜p1q factor from the total number of resolution boxes. And to do that, we will establish a mapping
between true internal nodes and resolution boxes such that this mapping satisfies the following two conditions:
• No resolution box is mapped to more than O˜p1q true internal nodes.
• Every true internal node is mapped to at least one resolution box.
During the traversal, TetrisSkeleton makes sure not to visit any internal node b that is already covered by some box a
in A (TetrisSkeleton might still visit b as a leaf node, but thanks to line 1, the execution will never make it to line 6
in order for b to become an internal node). However, when a new resolution box w is added toA, the current internal
node b that is being visited might already be covered by w. If this happens, then (thanks to line 1) TetrisSkeleton will
keep backtracking upwards the tree until it reaches a node that is not covered by w, and it will never visit any internal
node that is covered by w ever after. The depth of the tree is O˜p1q. Therefore, from the moment a new resolution box
w is added toA, TetrisSkeleton will traverse no more than O˜p1q true internal nodes that are covered by w. We define
the mapping between resolution boxes and true internal nodes as follows: Every resolution box w is mapped to all
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true internal nodes that are covered by w and that are traversed by TetrisSkeleton after w is added to A. From this
definition, we can see that no resolution box is mapped to more than O˜p1q true internal nodes.
Before TetrisSkeleton returns from visiting any internal node b with true, b must be covered by some box in A
(in lines 12, 17 and 20, b is covered by w1,w2 and w, which all have been added toA). Moreover, this box could not
have existed in A from the very beginning because earlier in line 1 TetrisSkeleton could not find any box in A that
covers b. In other words, this box must be a resolution box that b can be mapped into. Therefore, every true internal
node is mapped to at least one resolution box.
Finally, we consider the case when Tetris calls TetrisSkeleton more than once. Since a single invocation of
TetrisSkeleton takes time O˜pM ` 1q, all invocations of TetrisSkeleton combined take time O˜pM ` Iq where M is the
total number of resolutions performed during all invocations, and I is the total number of invocations. To prove the
lemma, we need to prove that I “ O˜pMq.
First we prove that I ď |C| ` Z ` 1 where C is a minimal box certificate (See Definition 3.4). Each invocation
of TetrisSkeleton that returns false returns also a unit box w that is not covered by any box inA. If w is not an output
tuple, then at least one box from C that covers w is added toA. Otherwise, one output tuple is added toA (out of Z
tuples). Once a box (either from C or from the Z output tuples) is added toA, it is not going to be added again.
The last invocation of TetrisSkeleton returns ptrue, 〈λ, . . . , λ〉q, indicating that 〈λ, . . . , λ〉 is covered. At that time,
Tetris would have implicitly built a resolution proof of 〈λ, . . . , λ〉 using the Z output unit boxes along with at least |C|
input boxes. Hence, M ě |C|` Z ´ 1.

The following definition comes up naturally in the runtime analysis of Tetris in Section 4.3 and later. It is just a
generalization of the concept of prefix of a string.
Definition C.2 (Prefix of a box). Given any box b:
b “ 〈x1 , . . . , xn〉
(where x1, . . . , xn are strings of arbitrary length), we define a prefix of b to be any box b1 that has the form:
b1 “ 〈x1 , . . . , xl´1 , prefix (xl) , λ , . . . , λ〉
where l P rns.
Notice that b1 contains b. It results from b by removing bits from the end. If we ignore the commas and consider
all strings of each box to be a single string, then b1 is indeed a prefix of b.
In the context of joins (and BCP), when we resolve two boxes w1 and w2, each one of them could be either an
input gap box or an output box (the latter is the box b added due to lines 7 and 8 in Algorithm 2) or a result of a
previous resolution.
Definition C.3 (gap box resolution). A gap box resolution is any resolution where each one of the two boxes to be
resolved is either an input gap box or a result of a previous gap box resolution (i.e., a gap box resolution does not
involve any output box, neither directly nor indirectly). The result of a gap box resolution is called a gap box resolvent,
as defined in Section 4.4.
Definition C.4 (output box resolution). An output box resolution is any resolution that is not a gap box resolution
(i.e., at least one of the two boxes to be resolved is either an output box or a result of a previous output box resolution).
The result of an output box resolution is called an output resolvent, as defined in Section 4.4.
The following theorem can be thought of as a template for almost all runtime bounds that are presented in this
paper. We apply this theorem by bounding the number of gap box resolutions that Tetris performs depending on the
input query’s structural information.
Theorem C.5 (The gap box resolution bound). An invocation of Tetris runs in time O˜pX ` Zq, where X is the total
number of gap box resolutions that have been performed, and Z is the total number of output tuples of the BCP.
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Proof. We will use Lemma 4.5, and bound the runtime by bounding the number of resolutions. The number of
gap box resolutions is X. Next, we bound the number of output box resolutions.
We will prove the following claim: For every witness w that is either an output box or an output resolvent, there
is some output box z such that w is a prefix box of z. Because every box has O˜p1q possible prefix boxes, proving the
claim will bound the number of output box resolutions by O˜pZq, as desired.
This claim can be proved by induction. The base case clearly holds. For the inductive step, suppose that w “
Resolvepw1,w2q where the claim holds for at least one of w1 or w2. Without loss of generality, let the claim hold for
w1. w1 must be a prefix box of some output box z. z is a unit box (i.e. a point) and hence has the form
z “ 〈t1 , . . . , tn〉
where t1, . . . , tn are strings of maximal-length d. In Algorithm 2, the calls to TetrisSkeleton are with the universal box
b “ 〈λ, . . . , λ〉. According to Lemma C.1, all performed resolutions are going to be ordered. In particular, w1 and w2
must have the form shown in (1) and (2). Since w1 is a prefix box of z, w1 and w2 will have the form
w1 “ 〈 t1 , . . . , tl´1 , xl0 , λ , . . . , λ 〉
w2 “ 〈 prefix (t1) , . . . , prefix (tl´1) , xl1 , λ , . . . , λ 〉
where l P rns. The output resolvent w will be
w “ 〈t1 , . . . , tl´1 , xl , λ , . . . , λ〉,
which is a prefix of w1 and hence z. Therefore, the claim holds for w. 
D Omitted details from Section 4.3
In this section, we show that by calling Tetris-Preloaded with an appropriate collection of gap boxes BpQq, we can
achieve a runtime of the form O˜pNfhtw ` Zq, where N is the total input size, fhtw is the fractional hypertree width for
the instance, and Z is the output size. When the query is α-acyclic, fhtw “ 1, and thus Tetris-Preloaded runs in time
linear in the input plus the output size. This is the celebrated Yannakakis result.
We will prove the above result by breaking it up into three steps. First, we show that Tetris-Preloaded achieves
a run time of O˜pN ` AGMpQqq, where AGMpQq is the best (i.e. tightest) AGM bound for the input instance. (See
Section A.1.) Then, we show that Tetris-Preloaded runs in time O˜pN ` Zq if the query is α-acyclic. Finally, we prove
the O˜pNfhtw ` Zq result by using the first two results.
These results are conditioned on two key aspects of Tetris:
• The SAO used internally by TetrisSkeleton, which decides the dimension order in which the algorithm splits a
target box b.
• The type of gap boxes that we chose to pre-load Tetris-Preloaded with (i.e., the set B in Algorithm 2.)
D.1 Tetris-Preloaded achieves AGM bound
Definition D.1 (Tˆ pAq: a multilevel dyadic tree pruned by a set of boxes A). Let A be a set of dyadic boxes. The
multilevel dyadic tree that is pruned by A, denoted by Tˆ pAq, is the set of all boxes b that have the format described
by (7) and that satisfy the following condition:
• For every box b1 that is a prefix box 12 of b such that b1 , b and for every box a P A, we have b1 * a (i.e., b1 is
not covered by a).
Theorem D.2 (Tetris-Preloaded achieves AGM bound). Let Q be a join query, N the total number of input tuples,
AGMpQq the best AGM bound for this instance, and BpQq “ ⋃RPatomspQq BpRq the set of all input gap boxes. Then,
Tetris-Preloaded runs in time O˜pN`AGMpQqq and ∣∣∣Tˆ pBpQqq∣∣∣ is bounded by O˜pAGMpQqq, provided that the following
conditions are met:
12Check Definition C.2.
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• The SAO σ used by the algorithm is arbitrary, but fixed.
• For each input relation R P atomspQq, BpRq contains only σ-consistent gap boxes. (This condition can easily
be met if the search tree structure for R is consistent with σ.)
Proof. The term O˜pNq is the time needed to initialize A with all boxes of B (in line 1 of Algorithm 2). While
explaining the proof, we will assume that the data structure that is being used to store boxes of A is a multilevel
dyadic tree (Section C.1).
We will consider a slightly different version of TetrisSkeleton, denoted by TetrisSkeleton2. The difference is that
whenever TetrisSkeleton2 encounters a unit box b that is not covered by any box inA, instead of returning pfalse,bq
as TetrisSkeleton would do, TetrisSkeleton2 reports b as an output, adds b to A, and returns ptrue,bq. In particular,
instead of line 4 of TetrisSkeleton (Algorithm 1), TetrisSkeleton2 has the following three lines:
Report b as an output tuple
AÐ AY {b}
Return ptrue,bq
Unlike TetrisSkeleton which returns one output point per call, a single call to TetrisSkeleton2 reports all output points.
First, we will explain the proof under the assumption that we are using TetrisSkeleton2. Later on, we will see how the
proof holds for TetrisSkeleton as well.
We use the proof strategy from [52], implicit in [51]: by induction on the total number of attributes, then apply
Ho¨lder inequality to the inductive step. To bound the total runtime, it is sufficient to bound the number of boxes b that
the algorithm considers. Each box b is nothing but a node in a multilevel dyadic tree, one level for each component
of b. Hence, in the proof of this theorem, we will often speak of TetrisSkeleton2 “visiting” a node in the dyadic tree.
“Visiting a node” means the current box b in TetrisSkeleton2 corresponds to that node.
The base case is when there is n “ 1 attribute A and m unary relations, i.e. |atomspQq| “ m. The join problem
reduces to the problem of computing the intersection of m sets of strings of length d. The gaps are dyadic segments, i.e.
strings of length at most d. When we insert gaps (fromBpQq) into the internal dyadic data structure of TetrisSkeleton2,
each gap corresponds to a node in the dyadic tree. We call nodes storing gaps storage nodes. All leaves of the dyadic
tree are storage nodes (while internal nodes of the dyadic tree could be storage nodes). TetrisSkeleton2 starts from the
root of the tree, visiting the left and right branches of each node recursively. If a storage node is hit, then the algorithm
backtracks.
Tuples of any relation are unit boxes; we will be referring to them as tuple boxes. Now, consider the smallest
relation R from the input. The gap boxes and tuple boxes of R correspond to storage nodes and depth-d leaves of the
dyadic tree. (We do not store those depth-d leaves.) When TetrisSkeleton2 visits a storage node corresponding to a
gap from R, it will backtrack. It might have backtracked earlier because it might have hit a storage node corresponding
to a gap from a different relation. In either case, each gap box from R is visited at most once. If TetrisSkeleton2
hits a depth-d leaf corresponding to a tuple from R, it might or might not report this tuple as an output depending on
whether it corresponds to a gap from a different relation or not. But either way, it will backtrack and never visit this
leaf again. If TetrisSkeleton2 does not hit this leaf in the first place, it must have backtracked earlier at a parent node
of this leaf. There are at most d such parent nodes. In summary, the total runtime of TetrisSkeleton2 is at most linear
in the number of tuples from R plus the number of gap boxes from R. Thanks to Proposition B.12, the total runtime is
bounded by O˜p|R|q.
Next, let {xS }SPatomspQq be a fractional edge cover of the hypergraph of this query, then ∑SPatomspQq xS ě 1 and
xS ě 0 for all S P atomspQq. The overall runtime is O˜ of
min
SPatomspQq
|S | “ |R| ď |R|∑SPatomspQq xS ď ∏
SPatomspQq
|S |xS .
The right-hand side is the AGM bound that corresponds to the chosen fractional edge cover. (See Equation (6).) The
base case is thus proved.
Next, consider the general case when n ą 1. Without loss of generality, assume σ “ pA1, . . . , Anq. Recall that a
σ-consistent gap box b “ 〈x1, . . . , xn〉 has the following property: there is one position i P rns for which |x j| “ 0 (i.e.
x j “ λ) for every j ą i, and |x j| P {0, d} for every j ă i. (Definition 3.11.)
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We bound the number of boxes b “ 〈x1, . . . , xn〉 visited by TetrisSkeleton2 by considering two types of b: (type
1) the boxes b for which x2 “ λ, and (type 2) the boxes b for which x2 , λ. Note that by Lemma C.1, if x2 “ λ then
xi “ λ for all i ą 2.
To bound the number of type-1 boxes TetrisSkeleton2 visits, we only have to note that TetrisSkeleton2 visits
these nodes exactly as if it was computing ZR:A1PvarspRq piA1pRq. To see this, consider any value t1 <ZR:A1PvarspRq piA1pRq.
Then, t1 < piA1pRq for some R. In that case, out of the σ-consistent gap boxes from R, there must be a gap box of the
form a “ 〈a1, λ, . . . , λ〉 where a1 is a prefix of t1. And thus, when the algorithm hits the storage node corresponding to
a1 at the first-level dyadic tree, it will have to backtrack. Hence, as shown in the base case, the total number of type-1
boxes TetrisSkeleton2 visits is bounded by (within a O˜p1q factor)
min
R:A1PvarspRq
|R| ď
∏
R:A1PvarspRq
|R|xR ď AGMpQq.
To bound the number of type-2 boxes TetrisSkeleton2 visits, we note that each such box b “ 〈x1, x2, . . . , xn〉 must
have |x1| “ d (Lemma C.1) and x1 P ZR:A1PvarspRq piA1pRq. For every value x1 P ZR:A1PvarspRq piA1pRq, TetrisSkeleton2
will be visiting type-2 boxes b that start with this x1 (i.e. b “ 〈x1, x2, . . . , xn〉) exactly as if it was computing the join(
ZR:A1PvarspRq piA2,...,AnσA1“x1 R
)
Z
(
ZR:A1<varspRq R
)
.
The reason is that relations that contain A1 provide gap boxes of the form a “ 〈x1, a2, . . . , an〉, while other relations
provide gap boxes of the form a “ 〈λ, a2, . . . , an〉. All those gap boxes are pre-loaded in A. Once TetrisSkeleton2
visits a box b that is covered by any box a inA, it will backtrack (thanks to Line 1 of Algorithm 1).
To sum up, TetrisSkeleton2 computes the intersection of the projections of all relations on A1. And for each value
x1 in this intersection, TetrisSkeleton2 applies itself recursively on the selection of x1 from all relations. This behavior
is identical to that of the generic join algorithm (Algorithm 3 in [52]). The inductive step follows from the query
decomposition lemma (i.e. Lemma 3.1 from [52] with |I| “ 1). Hence, we have proved that the number of boxes b
visited by TetrisSkeleton2 is O˜pAGMpQqq.
Every box b TetrisSkeleton2 visits must belong to Tˆ pBpQqq, but the converse is not necessarily true. However,
the above proof not only bounds the number of boxes b visited by TetrisSkeleton2, but also the superset Tˆ pBpQqq.
Finally, we remove our assumption about TetrisSkeleton2. In particular, we show that using TetrisSkeleton instead
is not going to slow down the outer algorithm Tetris-Preloaded by more a O˜p1q factor. Before TetrisSkeleton returns
from visiting a node b with true, it adds a box w containing b to A. This way, TetrisSkeleton makes sure it never
visits any children of b ever after. Suppose that TetrisSkeleton encounters an output point o. Then, it returns directly
to the root with false. The next call of TetrisSkeleton will be heading straight towards o, thanks to the boxes w that
were added to A by the previous call. Hence, within a O˜p1q time, the next call will be resuming the work of the
previous call, as if the two were a single continues call. As a result, the multiple calls to TetrisSkeleton are equivalent
to a single call to TetrisSkeleton2. 
If we prevent Tetris from caching resolution results (i.e. if we drop line 19 of Algorithm 1), then Tetris will
be performing what is known as tree resolution: Every box that results from a resolution will become an input
to maximally one resolution. Hence, the resolution proof generated by Tetris will have a tree structure. Because
Tˆ pBpQqq “ O˜pAGMpQqq, Tetris-Preloaded without caching can still achieve the bound of O˜pN ` AGMpQqq. 13
Corollary D.3 (Tree Ordered Geometric Resolution achieves AGM bound). Let Q be a join query, N the total
number of input tuples, AGMpQq be the best AGM bound for this instance, and let the conditions of Theorem D.2 be
met. Then, Q can be solved using O˜pAGMpQqq tree ordered geometric resolutions.
D.2 Tetris-Preloaded matches Yannakakis algorithm on α-acyclic queries
To show the main result of this section, we need a simple auxiliary lemma. Recall that a GYO-elimination order [1] is
obtained by repeating the following two operations on the hypergraph of an α-acyclic query: (a) remove a vertex that
13For that to hold, the step of reporting output points has to be moved from the outer Tetris-Preloaded into TetrisSkeleton, the same way we did
in the proof of Theorem D.2 when we defined TetrisSkeleton2.
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belongs to only one hyperedge (i.e. a private vertex), (b) remove a hyperedge which is a subset of another hyperedge.
As mentioned earlier in Definition A.3, a hypergraph is α-acyclic if and only if repeating the above two operations
arbitrarily results in an empty hypergraph. The order in which vertices are removed is called a GYO elimination order.
Notice that there can be many GYO elimination orders for a given α-acyclic query. For example, if the query has two
relations RpA1, . . . , Anq and S pA1, . . . , Anq, then there are n! GYO elimination orders.
Lemma D.4. Let Q be an α-acyclic query. Let σ “ pA1, . . . , Anq be the reverse of any GYO elimination order for
Q. For any k P rns, define Rk “ {R P atomspQq | Ak P varspRq}. Then, there exists a relation R P Rk satisfying the
following property:
@S P Rk [varspS q X {A1, . . . , Ak} Ď varspRq X {A1, . . . , Ak}] (8)
Proof. When An is first removed by GYO-elimination, it must be contained in only one hyperedge e of the hypergraph
of Q. All other hyperedges containing An must have been removed earlier. Therefore, all those hyperedges must have
been contained in other hyperedges that contain An. Hence, the relation R with varspRq “ e satisfies property (8).
After An is removed, the residual graph is α-acyclic. Induction completes the proof. 
Definition D.5 (Bottom relation and supportpAkq). Fix a GAO that is any reversed GYO elimination order. We will
refer to a relation R P Rk satisfying condition (8) as a bottom relation for Ak with respect to the GAO. The set
varspRq X {A1 . . . , Ak} is called the support for Ak, denoted by supportpAkq. Another way to state condition (8) is to
say that the union of all the sets varspS q X {A1, . . . , Ak} is a subset of supportpAkq.
Note that there can be multiple bottom relations for Ak. For example, in the query Q “ RpA, B,Cq Z S pA, B,Cq Z
T pA, B,Cq, all the relations are bottom relations for A, for B, and for C.
Definition D.6 (Bottom boxes for Ak). Fix the GAO σ to be any reversed GYO elimination order, and consider only
σ-consistent gap boxes from all relations. Let Nk denote the set of all input gap boxes and input tuple boxes b whose
supports are precisely supportpAkq.
Obviously, the boxes from Nk can only come from the bottom relations for Ak; and only the gap boxes (and not
the tuple boxes) from the bottom relations are part of the input to Tetris-Preloaded. The following proposition is
straightforward.
Proposition D.7. Fix the GAO σ to be any reversed GYO elimination order, and consider only σ-consistent gap boxes
from all relations. For any k P rns, the number of bottom boxes for Ak is linear (within a O˜p1q factor) in the total
number of tuples from all the bottom relations for Ak. In particular,
n∑
k“1
|Nk| “ O˜pNq.
Theorem D.8 (Tetris-Preloaded matches Yannakakis algorithm). Let Q be an α-acyclic join query, N the total number
of input tuples, and Z total number of output tuples. Then, Tetris-Preloaded runs in time O˜pN ` Zq, provided that the
following conditions are met:
• The SAO σ used by the algorithm is the reverse of some GYO elimination order.14
• For each R P atomspQq, the boxes in BpRq are σ-consistent.
Proof. WLOG, assume σ “ pA1, . . . , Anq. We prove this theorem by applying Theorem C.5 and bounding the number
of gap box resolutions to be O˜pNq. Thanks to Proposition D.7, it is sufficient to show the following claim:
Claim 1. For any k P rns, the number of gap box resolutions on Ak is O˜p|Nk|q.
14i.e., the vertex that is eliminated first in GYO should be the last in the SAO σ.
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We first show that the claim holds for k “ n, i.e. the number of gap box resolutions on An is O˜p|Nn|q. Our plan is
to show that every gap box resolution on An produces a box w which covers some box a P Nn. From Proposition B.12,
the number of such boxes w is thus bounded by O˜p|Nn|q.
Resolution occurs only in line 18 of Algorithm 1. For completeness, we repeat some of the arguments leading to
Lemma C.1. For the witnesses w1 and w2 to resolve on the last attribute An, their n-th components must be xn0 and
xn1 respectively for some string xn. We only need to resolve w1 and w2 when each one of them covers one half of b
but neither one of them covers b as a whole. This only happens when b,b1,b2 have the forms
b “ 〈x1 , . . . , xn´1 , xn〉
b1 “ 〈x1 , . . . , xn´1 , xn0〉
b2 “ 〈x1 , . . . , xn´1 , xn1〉.
where |xi| “ d for all i ă n. When this is the case, then w1,w2 and w must have the forms
w1 “ 〈prefix (x1) , . . . , prefix (xn´1) , xn0〉
w2 “ 〈prefix (x1) , . . . , prefix (xn´1) , xn1〉
w “ 〈prefix (x1) , . . . , prefix (xn´1) , xn〉.
where one prefix in w1 can have a different length than the corresponding prefix in w2, and w will inherit the longer
prefix between the two (i.e. the one that corresponds to the intersection of the two dyadic segments).
Positive witnesses 15 can be obtained in three ways: either from input gap boxes, or from output tuples, or by the
(ordered) resolution of other witnesses (The first two cases can occur in Line 2 while the third one occurs in Line 18 of
Algorithm 1). Since we are only considering gap box resolutions, the witnesses w1 and w2 do not contain any output
tuple; in particular, each of them is either an input gap box, or is a result of previous resolutions on input gap boxes.
To prove Claim 1 (for k “ n), we will show that w covers some box in the set Nn. Note that, by definition, Nn
contains either gap boxes or tuple boxes from the bottom relations of An. To show that w covers some box in Nn, we
show by induction that every witness involved in a resolution on An must cover some box in Nn. For the base case,
suppose w1 and w2 are input gap boxes. We want to show that each one of them covers a box inNn. Note that because
they are input gap boxes, supportpw1q Ď supportpAnq and supportpw2q Ď supportpAnq.
Let b denote the projection 16 of b onto the support of An, i.e. b “ pisupportpAnqpbq. Since no input gap boxes cover b
(otherwise we would not have called Split-First-Thick-Dimensionpbq), no input gap boxes cover b either. In particular,
each one of the boxes b, b1 “ pisupportpAnqpb1q and b2 “ pisupportpAnqpb2q must be a prefix box of some box inNn. (See
Definition C.2.) Because supportpw1q Ď supportpAnq, w1 (which covers b1) covers b1 as well. As a result, w1 covers
some box in Nn. And the same holds for w2.
Now, to complete the induction, we show that w (which is the resolution of w1 and w2) must cover some box in
Nn. Notice that
supportpwq Ď supportpw1q Y supportpw2q Ď supportpAnq
Therefore, w (which covers b) covers b as well. But b is a prefix of some box in Nn. As a result, w covers some box
in Nn.
Next, we prove Claim 1 above for some k ă n. The proof is almost the same as the k “ n case. However, we will
need one additional claim, which can be proved by induction.
Claim 2. Every witness w that is involved in a gap box resolution on attribute Ak must satisfy supportpwq Ď
supportpAkq.
Before proving Claim 2, let us see how it helps complete the proof of Claim 1. According to Lemma C.1, when
we resolve w1 and w2 on Ak, all the attributes Ak`1, . . . , An will be λ’s. Each one of the boxes b,b1,b2,w1,w2,w will
have pn´ kq trailing λs. For example,
b “ 〈x1 , . . . , xk´1 , xk , λ , . . . , λ〉
b1 “ 〈x1 , . . . , xk´1 , xk0 , λ , . . . , λ〉
b2 “ 〈x1 , . . . , xk´1 , xk1 , λ , . . . , λ〉.
15w is a positive witness iff it covers b. Remember that in Tetris-Preloaded, input gap boxes and output tuples cover the whole space.
16See Definition E.2 for the notion of projection of a box onto some support.
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Now, let b1 “ pisupportpAkqpbq. Then no input gap boxes cover b1, otherwise we would not have split b. In particular,
each one of the boxes b1, b11 “ pisupportpAkqpb1q and b12 “ pisupportpAkqpb2q must be a prefix box of some box in Nk.
From Claim 2, supportpw1q Ď supportpAkq and supportpw2q Ď supportpAkq. Consequently, both w1 and w2 cover
boxes in Nk. However,
supportpwq Ď supportpw1q Y supportpw2q Ď supportpAkq (9)
Consequently, w covers some box in Nk as well. (9) proves the inductive step of Claim 2 within the same value of k.
For different values of k, Claim 2 can be proved inductively from k “ n down to 1. 
D.3 Tetris-Preloaded matches the fractional hypertree width bound
To obtain a runtime of O˜pNfhtw ` Zq, a typical strategy is as follows. We first compute a tree decomposition (Defini-
tion A.4) of the query for which the the maximum AGM bound over the bags is minimized. Then, we compute a set
of intermediate relations, one for each bag, using an AGM-bound matching algorithm such as [51] or [72]. Finally,
we run Yannakakis algorithm on the resulting “bag relations”, because those relations form an α-acyclic query. Since
each intermediate relation is of size at most Nfhtw, we have the claimed runtime.
The above strategy is essentially to “hide” the non α-acyclic parts inside bags. The strategy is somewhat unsatis-
factory as we have to run the algorithm in two stages. We will show that Tetris-Preloaded can achieve the objective
in “one shot.”
We have already seen (in Theorems D.2 and D.8) that Tetris-Preloaded achieves AGM bound and is capable of
playing the role of Yannakakis algorithm. Next, we will show that it is even more “polymorphic” than that: When ap-
plied on a join query given some tree decomposition, it will achieve AGM bound on each bag and simulate Yannakakis
on the bags. In other words, we don’t have to apply Tetris-Preloaded on each bag individually, and then one more
time on all the bags together. The algorithm is “smart” enough to produce all this behavior when it is applied directly
on the original query.
Given a bag G of some tree decomposition of a join query Q, we will use varspGq to denote the set of all attributes
in G.
Theorem D.9 (Tetris-Preloaded achieves AGM and Yannakakis together). Let Q be a join query, N the total number
of input tuples, Z the total number of output tuples, TD some tree decomposition of Q, and AGMTDpQq the maximum
over all TD bags of the best AGM bound for this bag. Then, Tetris-Preloaded runs in time O˜pN ` AGMTDpQq ` Zq,
provided that the following conditions are met:
• The SAO σ used by the algorithm is the reverse of some GYO elimination order on the bags of TD.17
• For each relation R P atomspQq, the boxes in BpRq are σ-consistent.
• For each bag G of TD, there exists a set of relations atomspGq Ď atomspQq that achieves the best AGM bound
for G and that satisfies varspRq Ď varspGq for all R P atomspGq. 18
Proof. WLOG, assume σ “ pA1, . . . , Anq. We will use the same outline of the proof of Theorem D.8. We start with
bounding the total number of gap box resolutions on the last attribute An. Bags form an α-acyclic hypergraph. An is
the first vertex/attribute that is eliminated in GYO. Consider all bags that contain An. At least one of them (let’s call it
Gn) must contain all the attributes that are contained in any of them (Lemma D.4). Hence, Gn is a bottom bag for An
(in the sense of Definition D.5). Let AGMn be the best AGM bound for Gn. We define a set Nn of size O˜pAGMnq. The
plan is to show that every gap box resolution on An produces a box that covers some box in Nn.
Let BpGnq denote the set of input gap boxes from all relations in atomspGnq projected onto varspGnq. The set Nn
is chosen to be Tˆ pBpGnqq. (See Definition D.1.) By Theorem D.2, |Nn| “ O˜pAGMnq.
While running Tetris-Preloaded on Q, consider the parameter b of TetrisSkeleton. Let b be the projection of b
onto varspGnq. It is not hard to see that b must belong to Nn.
17The bags of any tree decomposition form an α-acyclic hypergraph. Hence, we can apply GYO elimination on this hypergraph by repeating
those two steps in any order: (1) remove any bag that is contained in another bag, (2) remove any vertex/attribute that appears in only one bag.
18This condition can always be enforced as follows: If relation R is necessary to achieve AGM bound on bag G while varspRq * varspGq, then
pivarspGqR has to be precomputed, added to atomspQq, and has to replace R in AGM bound of G.
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To prove that every gap box resolution on An produces a box that covers some box inNn, we can prove two things:
First, every input gap box that is used as a witness on An covers some box in Nn (and that box is b). Second, every
resolution on An between two boxes that cover boxes in Nn produces another box that covers some box in Nn (and
that box is also b).
Inductively, we can extend this to any attribute Ak for k ă n. 
The following corollary is immediate.
Corollary D.10 (Tetris-Preloaded achieves fractional hypertree width bound). Let Q be a join query, N the total
number of input tuples, fhtw be the fractional hypertree width of the query, and Z the total number of output tuples.
Then, Tetris-Preloaded runs in time O˜pN fhtw ` Zq, provided that the following conditions are met:
• The SAO σ used by the algorithm is the reverse of some GYO elimination order on the bags of some tree
decomposition TD whose fractional hypertree width is fhtw.
• For each relation R P atomspQq, the box set BpRq is σ-consistent.
• For each bag G of TD, there exists a set of relations atomspGq Ď atomspQq that forms an optimal fractional
edge cover of G and that satisfies varspRq Ď varspGq for all R P atomspGq. 19
E Omitted details from Section 4.4
In this section, we consider join queries (and BCP instances) whose treewidth 20 is w. We show that Tetris-Reloaded
can be used to solve those queries in time O˜p|C|w`1 ` Zq. Moreover, we show that Tetris-Reloaded runs in time
O˜p|C|w ` Zq in two special cases: when w “ 1 and w “ n´ 1. However, when 1 ă w ă n´ 1, Theorem 5.3 shows
a lowerbound of Ωp|C|w`1 ` Zq on Ordered Geometric Resolution proof sizes, and hence a similar lower bound on
the runtime of Tetris-Reloaded. Moreover, when w “ n´ 1, Theorem 5.4 shows a lower bound of Ωp|C|n´1 ` Zq.
To analyze the runtime of Tetris-Reloaded, we first argue that the number of accesses it makes to B is of the
correct order:
Lemma E.1. The total number of boxes that Tetris-Reloaded loads from B intoA (in line 4) is O˜p|C|q.
Proof. In each iteration of Tetris-Reloaded, if w is an output point, then no box from B is loaded into A. If w is not
an output point, there must be at least one box from C that covers w. Moreover, no box from C is loaded twice.
Hence, the total number of iterations that load boxes from B is at most |C|. The number of boxes that are loaded from
B in each iteration (i.e. the size of B1) is O˜p1q, thanks to Proposition B.12 in Appendix B.3, completing the proof. 
From Lemma 4.5, the runtime of Tetris is in the order of the number of resolutions w “ Resolvepw1,w2q it
performs. We call the box w a resolvent (box). It is not hard to see that a box cannot be a resolvent twice. Hence, it
is sufficient to bound the total number of resolvents. We develop a simple technique for bounding the total number of
resolvents Tetris encounters. This technique will be used many times to prove other runtime bounds in the paper.
E.1 The integral cover support lemma
In the context of Tetris-Reloaded, a box a is called an input gap box if it was loaded from B into A (i.e. if a P B1)
at some point in time during the execution of the algorithm. Note that we load into the knowledge base A either
gap boxes from B, or an output (unit) box. We distinguish between two types of resolvents. We call a resolvent
w “ Resolvepw1,w2q an output resolvent if either w1 or w2 is an output box, or (recursively) if either w1 or w2 is an
output resolvent. Other resolvents are called gap box resolvents.
19As before, precomputing pivarspGqR can always enforce this condition when needed.
20See Appendix A.2 or Definition E.5. There are no known results that achieve the fractional hypertree width in the certificate size. Instead,
the treewidth is more natural for certificate-based results. While the treewidth is no smaller the fractional hypertree width, the certificate size is no
larger than input size. Hence, we have a tradeoff between worst-case results and certificate-based results.
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Definition E.2 (Projection of a box onto some support). Let b “ 〈x1, . . . , xn〉 be any dyadic box, and V be some subset
of attributes. Then, the projection of b onto V , denoted by piVpbq, is the box b “ 〈y1, . . . , yn〉 where
yi “
xi if i P Vλ if i < V.
Definition E.3 (Resolvent supported on an integral cover). Let w be a gap box resolvent. Let S be a subset of
supportpwq, and a be an input gap box. Then, w is said to be supported by a on S if piS paq Ď piS pwq. (Geometrically,
the shadow of w on the coordinate subspace of the variables in S contains the shadow of a on the same subspace.) An
integral cover of supportpwq is a collection of subsets of supportpwq, say S 1, . . . , S c, such that
S 1 Y ¨ ¨ ¨ Y S c “ supportpwq.
The resolvent w is said to be supported on an integral cover S 1, . . . , S c if for each i P rcs, w is supported by some
input gap box on S i.
Note that the collection {S 1, . . . , S c} viewed as a hypergraph forms an integral (edge) cover of the ground set
supportpwq.
Lemma E.4 (The integral cover support lemma). Suppose there is a positive integer c P rns such that every gap box resolvent
w is supported by an integral cover of size at most c. Then, Tetris-Reloaded runs in time O˜p|C|c ` Zq.
Proof. Noting Theorem C.5, we only need to show that the number of gap box resolvents is at most O˜p|C|cq. The
total number of boxes that Tetris-Reloaded loads from B into A is ∑B1 |B1|. For a given subset K of the n attributes
of B, there are only O˜p1q possible integral covers of size c. For each such integral cover {S 1, . . . , S c}, there are at most
O˜pp∑B1 |B1|qcq witnesses w supported on this integral cover. (This is because given an integral cover of size c along
with c input gap boxes , there are maximally O˜p1q witnesses supported on this integral cover by those c input gap
boxes, thanks to Proposition B.12.) By Lemma E.1, p∑B1 |B1|qc “ O˜p|C|cq. The number of possible choices of K is
also O˜p1q, which completes the proof. 
E.2 The O˜p|C|w`1 ` Zq runtime for queries with treewidth w
In this section, we will prove Theorem 4.9. We begin with some background.
Definition E.5 (supportpAkq and the induced width of a GAO). Let Hn “ pV,Eq be a hypergraph whose vertex set
isV “ {A1, . . . , An}. Let σ “ pA1, . . . , Anq be a GAO for the vertices (attributes) inV. The support of An (denoted by
supportpAnq) is the union of all hyperedges inHn that contain An. ConstructHn´1 fromHn by inserting supportpAnq
as a new hyperedge, and then removing An from the vertex set and from all the hyperedges of Hn. Then, define
supportpAn´1q as the union of all hyperedges containing An´1 in Hn´1. We keep constructing hypergraphs Hk and
defining the supports of Ak, for k “ n´ 2, . . . , 1 in the same way:
• supportpAkq is the union of all hyperedges ofHk “ pVk,Ekq that contain Ak.
• Hk´1 is constructed from Hk by adding a new hyperedge supportpAkq to Hk and removing the vertex Ak from
Hk.
The quantity
w “ max
kPrns
|supportpAkq| ´ 1 (10)
is called the induced width of σ “ pA1, . . . , Anq (with respect to the hypergraphH). Furthermore, ifH has treewidth
w, then there exists a GAO with induced width w. This follows from the well-known fact that the smallest induced
treewidth (over all elimination orders) of a hypergraph is the same as the treewidth of the hypergraph (see, e.g., [5,23]).
Such a GAO with optimal induced width can be computed in time exponential in the size ofH . 21
21IfH is a hypergraph representing a join query, then the size ofH is data-independent. We say thatH has size O˜p1q in data complexity.
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Notice that ifH is α-acyclic and σ is a reversed GYO elimination order, then the above definition reduces back to
Definition D.5.
Example E.6. Suppose that H “ pV,Eq where V “ {A1, A2, A3, A4} and E “ {{A1, A2}, {A1, A3}, {A2, A4}, {A3, A4}}.
Let the GAO be σ “ pA1, A2, A3, A4q. supportpA4q “ {A2, A3, A4} and H3 “ pV3,E3q where V3 “ {A1, A2, A3}
and E3 “ {{A1, A2}, {A1, A3}, {A2, A3}}. supportpA3q “ {A1, A2, A3} and H2 “ pV2,E2q where V2 “ {A1, A2} and
E2 “ {{A1, A2}}. Similarly, supportpA2q “ {A1, A2} and supportpA1q “ {A1}. By (10), the induced width is 2.
Lemma E.7. Let B be a set of boxes over the attributes {A1, . . . , An} and suppose that we run Tetris-Reloaded on B
with the SAO σ “ pA1, . . . , Anq. Let w be an input gap box or a gap box resolvent, and suppose that the last non-λ
component of w is on attribute Ak (i.e. k “ max {i | Ai P supportpwq}). Then
supportpwq Ď supportpAkq.
Proof. We prove this lemma by induction. If w is an input gap box, then clearly supportpwq P Ek. For the inductive
step, suppose w is the resolution of w1 and w2 on attribute Ak, where the induction hypothesis is supportpw1q Ď
supportpAkq and supportpw2q Ď supportpAkq.
If the last non-λ component of w is on Ak, then by Lemma C.1
supportpwq Ď supportpw1q Y supportpw2q Ď supportpAkq.
If the resolution turns the kth component of w into a λ, then supportpwq Ď supportpAkq´ {Ak}. Suppose the last non-λ
component of w is on Ak1 , then Ak1 P supportpAkq´ {Ak}, and hence supportpwq is a hyperedge of the graphHk1 . This
means supportpwq Ď supportpAk1q as desired. 
For the sake of completeness, we re-state Theorem 4.9 and then prove it.
Theorem E.8 (Theorem 4.9 re-stated). For any set of boxes B with twpHpBqq “ w, by setting SAO to be the attribute
ordering with elimination width w, Tetris-Reloaded solves BCP on input B in time O˜p|C|w`1 ` Zq. Here, C is any
optimal box certificate for the instance, and Z is the output size.
Proof. We apply Lemma E.4. We will show that for every witness w which is a either an input gap box or a
gap box resolvent, its support supportpwq is the union of w ` 1 singleton sets V1, . . . ,Vw`1 such that for each set
Vi, piVipaq Ď piVipwq for some input gap box a.
From Lemma E.7 and equation (10), it follows that supportpwq ď w ` 1. Therefore, it is sufficient to prove the
following claim: every non-λ component of w is a prefix of some component of an input gap box a.
The claim is proved easily by induction. For the base case, if w is an input gap box, then clearly the claim holds.
For the inductive step, suppose w “ Resolvepw1,w2q where the claim holds for w1 and w2, and the resolution is on
attribute Ak. The claim holds for w because every non-λ component of w is either the same as that of w1 or of w2,
except for the component corresponding to Ak which is a prefix of the component from w1 (and w2). 
E.3 The O˜p|C| ` Zq runtime for queries with treewidth 1
Given a hypergraphH (or a query Q), there exists a GAO with induced width 1 if and only ifH is a forest (all relations
in Q have arity at most 2, and Q is α-acyclic 22). When the induced width is 1, by definition supportpAkq ď 2 for all
k P rns.
The essence of the proof of Theorem 4.7 is to make use of the fact that when resolving w1 and w2 with support of
size at most 2, we end up with a resolvent w which contains either w1 or w2 or both. (See Figure 7 for an illustration.)
Lemma E.9 (2D-resolution expands). Suppose Tetris performs w “ Resolvepw1,w2q such that |supportpw1q Y
supportpw2q| ď 2, then the resulting box w is a prefix box 23 of either w1 or w2 or both.
22When all relations have arity ď 2, α-acyclicity and β-acyclicity coincide.
23See Definition C.2 for the notion of “prefix box”. Note that in this situation w being a prefix box of wi is the same as w containing wi.
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Proof. Given two strings x1, x2 and two boxes w1,w2 WLOG of the form:
w1 “ 〈λ , x1 , λ , λ , x20 , λ〉
w2 “ 〈λ , prefix (x1) , λ , λ , x21 , λ〉
The resolvent of w1 and w2 is
w “ 〈λ , x1 , λ , λ , x2 , λ〉.
By definition C.2, w is a prefix box of w1. 
Theorem E.10 (Theorem 4.7 re-stated). For any set of boxes B with twpHpBqq “ 1, by setting SAO to be the attribute
ordering with elimination width 1, Tetris-Reloaded solves BCP on input B in time O˜p|C| ` Zq. Here, C is any
optimal box certificate for the instance, and Z is the output size.
Proof. In light of Lemma E.4, we show that every gap box resolvent w is supported by one input gap box on supportpwq.
In particular, we use induction to show that a Ď w for some input gap box a. If w was an input gap box, then the above
obviously holds. We can use that as a base case.
Tetris selects a SAO with elimination width 1. From Lemma E.7 and Equation 10, any boxes w1 and w2 that
are resolved (on any dimension) satisfy |supportpw1q Y supportpw2q| ď 2. From Lemma E.9, every resolution
w “ Resolvepw1,w2q results in a box w containing either w1 or w2. Hence, by induction every gap box resolvent
contains an input gap box. 
E.4 The O˜p|C|n´1 ` Zq runtime for any query over n attributes
In this section, we will prove the following result. (An n-clique is an example of a hypergraph whose treewidth
w “ n´ 1.)
Theorem E.11 (Tetris-Reloaded runs in time O˜p|C|n´1`Zq). For any set of boxesB in n dimensions, Tetris-Reloaded
solves BCP on input B in time O˜p|C|n´1 ` Zq. Here, C is any optimal box certificate for the instance, and Z is the
output size.
Along with Proposition 3.6, the above result implies the following:
Corollary E.12. Tetris-Reloaded evaluates any join query Q over n attributes in time O˜p|C|n´1 ` Zq, where C is
an optimal box certificate for the join instance, and Z is the output size.
Proof of Theorem E.11. We inductively prove the following claim: Every witness w which is involved in a gap box resolution
on An is supported by one input gap box on {Ai, An} for each i P rn ´ 1s. In the base case, w is an input gap box in
which case the claim is obviously true. For the inductive step, w “ Resolvepw1,w2q. For each i P rn ´ 1s, either
pi{Ai,An}pw1q Ď pi{Ai,An}pwq or pi{Ai,An}pw2q Ď pi{Ai,An}pwq. Assuming the claim holds for w1 and w2, it holds for w.
For each i P rn ´ 1s, every witness w which is involved in a gap box resolution on Ai is supported on its support
set by ď i input gap boxes. Lemma E.4 completes the proof. 
F Omitted details from Section 4.5
F.1 The high-level ideas
While Theorem E.11 shows that Tetris-Reloaded runs in time O˜p|C|n´1`Zq for n-attributes/dimensions, Theorem 5.4
shows a lower bound of Ωp|C|n´1 ` Zq for all algorithms that use only Ordered Geometric Resolution.
In this section, we highlight the key ideas that lead to a new enhancement of Tetris that enables it to bypass the
above lower bound and solve join queries (and more generally BCP instances) in time O˜p|C|n{2 ` Zq. We take two
specific values of n as examples: n “ 3 and n “ 4, attempting to introduce one new idea at a time. Note that this result
is independent of the input query structure.
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In these examples, we assume that the algorithm is given as its input the box certificate of the instance of BCP,
which we will denote by C. We will also refer to this version of BCP as the offline case of the problem. Moreover,
we will only consider the Boolean version of BCP where the objective is to determine whether the output is empty.
Boolean BCP is equivalent to determining whether the set C of input gap boxes covers the entire output space. (See
Definition 3.5.)
Later on in Section F.5, we will be using Theorem C.5 to convert the offline algorithm solving Boolean BCP in
time O˜p|C|n{2q into an offline algorithm solving BCP in time O˜p|C|n{2 ` Zq. In Section F.6, we will show how to
convert the offline algorithm into an online one. Theorem 5.5 shows a lower bound of Ωp|C|n{2 ` Zq for all Geometric
Resolution algorithms.
F.2 Idea 1: load-balancing
We start with a motivating example.
Example F.1. Consider an input query Q over n “ 3 attributes X,Y , and W, and the set C :“ C1 Y C2 Y C3 of input
gap boxes, where
C1 “
{
〈0x, λ, 0〉 | x P {0, 1}d´2} Y {〈0, y, 1〉 | y P {0, 1}d´2}
C2 “
{
〈10x, 0, λ〉 | x P {0, 1}d´2} Y {〈10, 1, z〉 | z P {0, 1}d´2}
C3 “
{
〈110, y, λ〉 | y P {0, 1}d´2} Y {〈111, λ, z〉 | z P {0, 1}d´2} .
Note that C1,C2,C3, and C cover 〈0, λ, λ〉, 〈10, λ, λ〉, 〈11, λ, λ〉, and 〈λ, λ, λ〉 respectively. The output is empty and only
Op|C|q out-of-order geometric resolutions are sufficient to prove it.24 However, Ωp|C|2q ordered geometric resolutions
are necessary for the proof of 〈λ, λ, λ〉, no matter what the SAO is. This is because if W is the last attribute in the SAO,
then we will need Ωp|C|2q resolutions just to infer 〈0, λ, λ〉 from C1. If Y (or X) is the last attribute, then C2 (or C3) is
going to create the same problem.
The main reason Tetris-Preloaded (and any Ordered Geometric Resolution algorithm) is slow in the kind of
inputs shown above is because it got “stuck” in performing two many resolutions on one particular attribute, creating
many witnesses along a particular dimension. At a very high level, our first idea is to cut the output space along
a particular dimension into a collection of “layers,” each of which has relatively “few” input gap boxes. Then, our
algorithm explores whether each of these layers is completely covered by the input gap boxes. Since those layers form
a partition of a given dimension, the output space is covered iff each layer is covered. The layers are chosen so that the
number of layers is “small” and the number of boxes that can contribute to covering each layer is also “small.” From
there, verifying that a layer is covered takes little time.
To be more concrete, we first define the notion of “dimension partition.”
Definition F.2 (Dimension partition). Recall that the domain of each attribute is assumed to be D “ {0, 1}d, i.e. the set
of all binary strings of length d. Each binary string x of length ď d is a dyadic interval. A partition P of D “ {0, 1}d is
a collection of disjoint dyadic intervals whose union is exactly D. In particular, P is a partition of D iff it satisfies the
following two properties:
• Strings in P are prefix-free, i.e. no string is a prefix of another.
• For every string s of length d, there is some string x P P so that x is a prefix of s.
Given an attribute X of the input query, an X-partition is a partition of the domain DpXq. We will typically use PX to
denote a partition along dimension X.
24Indeed note that by resolving on the X-attribute of the first subset of C1, we can get 〈0, λ, 0〉. Similarly by resolving on the Y-attribute of the
second subset of C1, we get the box 〈0, λ, 1〉. With one more resolution we get the box 〈0, λ, λ〉 from C1. Similarly by doing resolutions on X, W,
then Y-attributes of C2, one can get the box 〈10, λ, λ〉. Finally, by resolving on Y , W, then X attributes of C3, we can get the box 〈11, λ, λ〉. Then
with two more resolutions on the three boxes from C1,C2,C3, we get 〈λ, λ, λ〉, as desired.
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Example (F.1 Continued). PX “ {0, 10, 110, 111} is one possible X-partition. Another X-partition could be PX “
{0, 100, 101, 110, 111}.
Geometrically, a partition along dimension X divides the output space into |PX| “layers”, one for each interval x
in PX . In particular, the layer defined by a fixed interval x P PX , called the x-layer, is the dyadic box 〈x, λ, λ〉. To
verify that the output space is completely covered by the input gap boxes, it is sufficient to verify that every x-layer is
covered, for each x P PX . An input gap box whose X-component is disjoint from x will not affect whether the x-layer
is covered. Hence, to verify whether the x-layer is covered, we can ignore all gap boxes that do not intersect x. If the
remaining set of gap boxes is small, then this verification is fast. At the same time, we do not want too many layers
because that certainly increases the total amount of verification work. This balancing act leads to our first idea: we
find a dimension partition that is somehow “balanced.”
For notational convenience, given a set of boxes C and a dyadic interval x on the domain DpXq, define two sets:
CĂxpXq “ {b P C | piXpbq ( x} (11)
CĚxpXq “ {b P C | piXpbq Ě x} . (12)
In other words, the first set CĂxpXq consists of all dyadic boxes in C that are strictly contained in the x-layer. The
second set CĚxpXq is the set of boxes in C each of whose X-component completely covers the interval x. Note that, for
every box b P C´ pCĂxpXq Y CĚxpXqq, the dyadic interval piXpbq is completely disjoint from the interval x. It should
also be emphasized that piXpbq ( x means x (as a string) is a strict prefix of the binary string piXpbq. (Alternatively, x
as a dyadic segment strictly contains the dyadic segment piXpbq.)
Definition F.3 (Balanced dimension partition). Let C be the set of input gap boxes, and X be any attribute. A balanced
X-partition is an X-partition PX such that
|PX| “ O˜p
√
|C|q
|CĂxpXq| ď
√
|C|, for every x P PX .
Geometrically, the first condition states that the number of layers is small. The second condition states that the
number of input gap boxes completely contained in every x-layer is small. Since there are |C| input gap boxes, the
quantity
√|C| is exactly the mid-point, balancing the number of layers and the number of boxes contained within each
layer.
Example (F.1 Continued). The following is a balanced X-partition: (Recall that |C| “ 6 ¨ 2d´2 and that Definition F.3
does not put any restrictions on |CĚxpXq|.)
PX “
{
0x1 | x1 P {0, 1}dpd´2q{2e}Y {10x1 | x1 P {0, 1}dpd´2q{2e}Y {110, 111}. (13)
A balanced partition can be constructed easily, as the following proposition shows.
Proposition F.4 (Efficient construction of balanced partitions). Given a set C of input gap boxes and an arbitrary
attribute X, a balanced X-partition can be computed in time O˜p|C|q.
Proof. We start with the trivial partition P “ {λ} that has only one layer, and keep revising it until it becomes balanced.
An interval x P P is said to be heavy if ∣∣∣CĂxpXq∣∣∣ ą √|C|. (14)
While there is still a heavy interval x in P, replace x by the two sub-intervals x0, x1. These sub-intervals are called
children of x, and x is a parent of both x0 and x1. This process certainly terminates when no interval in P is heavy
anymore. (Note that by definition a unit interval x is not heavy because
∣∣∣CĂxpXq∣∣∣=0.) It remains to show that |P| “
O˜p√|C|q in the end. To see this, consider the set H of all heavy intervals. If an interval is heavy then all its prefixes
are heavy. Let H1 be the maximal set of prefix-free intervals in H. Then the intervals in H1 are disjoint. Because
they are all heavy, |H1| ď √|C|. Furthermore, because the intervals in H ´ H1 are prefixes of intervals in H1, we
conclude that |H| “ O˜p√|C|q. Finally, since the intervals in P are all children of some intervals in H, we conclude that
|P| ď 2|H| “ O˜p√|C|q as well. 
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Next, we explain how a balanced X-partition can be used to solve the offline version of the problem in time
O˜p|C|3{2q when n “ 3. Consider an input query Q over n “ 3 attributes X,Y , and W. Let PX be a balanced X-partition.
For every interval x P PX , we would like to verify that the x-layer, i.e. the box 〈x, λ, λ〉 is covered by all gap boxes in
C. The boxes in CĂxpXq Y CĚxpXq are the only boxes in C that intersect the x-layer. Hence, it is sufficient to verify
that boxes in this union cover the x-layer.
At this point, we introduce another simple idea: we reduce the x-layer coverage problem above to a slightly
different 3-dimensional coverage problem and run Tetris-Preloaded on it. Define
Crxs “ {〈λ, y,w〉 | 〈x1, y,w〉 P CĚxpXq for some x1} (15)
F rxs “ {〈x1, y,w〉 | 〈xx1, y,w〉 P CĂxpXq} . (16)
Then, verifying whether the boxes in CĂxpXq Y CĚxpXq cover the x-layer is exactly identical to verifying whether
Crxs Y F rxs covers the entire space 〈λ, λ, λ〉. In other words, because the X-components of the boxes in CĚxpXq
already contain the entire x-interval, we might as well truncate all but the x-interval part of those boxes. And, we
convert the X-component of boxes in CĂxpXq to “relative” values in the coordinate system restricted to the x-layer.
Now, we run Tetris-Preloaded on the Crxs Y F rxs input with the SAO being pY,W, Xq. While this SAO might
seem a bit unnatural, we will show in the next sub-section why this SAO embodies a new idea. We bound the runtime
of Tetris-Preloaded using Lemma E.4.
• If a witness w is a result of a gap box resolution on X, then its support is (integrally) covered by two boxes from
F rxs (as all boxes from Crxs have X-components already equal λ). Thus, the number of such witnesses is at
most O˜p|F rxs|2q “ O˜p∣∣∣CĂxpXq∣∣∣2q “ O˜p|C|q.
• The number of witnesses w resulting from gap box resolutions on Y or W is also at most |C|. For example,
consider a witness w “ Resolvepw1,w2q which is resolved on Y or W. By Lemma E.9, w is a prefix box of
either w1 or w2. The witnesses wi (i P {1, 2}) fall into three classes: (1) wi is the result of a gap box resolution
on Y or W, (2) wi P Crxs, (3) wi is the result of gap box resolution on X (the resolution turns wi’s X-component
into a λ). The number of witnesses of types (2) and (3) is at most O˜p|C|q. Hence, by induction the number of
gap box resolutions on Y or W is also O˜p|C|q.
(We will make the above argument more formal in the next section.) Hence, the overall x-layer verification process
takes O˜p|C|q time; and, since there are O˜p√|C|q intervals in PX , the entire algorithm takes O˜p|C|3{2q-time as desired.
Example. F.1 Continued We apply (16) and (15) for every x in the X-balanced partition PX given earlier in (13). For
every x1 P {0, 1}dpd´2q{2e, we get (assuming d ě 4):
F r0x1s “ {〈x2, λ, 0〉 | x2 P {0, 1}bpd´2q{2c}
Cr0x1s “ {〈λ, y, 1〉 | y P {0, 1}d´2}
F r10x1s “ {〈x2, 0, λ〉 | x2 P {0, 1}bpd´2q{2c}
Cr10x1s “ {〈λ, 1, z〉 | z P {0, 1}d´2} .
Moreover
Cr110s “ {〈λ, y, λ〉 | y P {0, 1}d´2}
Cr111s “ {〈λ, λ, z〉 | z P {0, 1}d´2}
F r110s “ F r111s “ H.
Now for every x1 P {0, 1}dpd´2q{2e, we verify that the 0x1-layer is covered by verifying that Cr0x1s Y F r0x1s covers
〈λ, λ, λ〉. While running Tetris-Preloaded on Cr0x1sYF r0x1s using the SAO of pY,W, Xq, we need O˜p√|C|q resolutions
on X to infer 〈λ, λ, 0〉 from F r0x1s. After that, we need O˜p|C|q resolutions on Y and W to infer 〈λ, λ, λ〉 from Cr0x1s Y
{〈λ, λ, 0〉}. (Recall that we were looking at the 0x1-layer.)
In a similar way, we can handle the remaining 10x1, 110, 111-layers.
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F.3 Idea 2: taking the high road (to higher dimension)
The algorithm described above can be expressed more cleanly as follows. Strategies based on ordered geometric
resolutions do not meet the runtime target (of O˜p|C|n{2q) for the original problem. However, it will meet the runtime
target if we map each input gap box to a higher dimensional gap box, then run Tetris-Preloaded on these new gap
boxes. This idea is similar in spirit to the kernel method in machine learning: data in the original dimensions are not
linearly separable, but they become linearly separable in higher dimensions after a kernel map.
More concretely, we will re-cast the above algorithm by explicitly constructing the map that transforms each input
gap box to a gap box in a higher-dimensional space. This set of new gap boxes are constructed so that they are
“load-balanced”, making Tetris work efficiently on them.
Let s be any dyadic interval, and let prefixes (s) denote the set of all binary strings that are prefixes of s, including
s itself. For any set S of dyadic intervals. Define
prefixes (S ) “
⋃
sPS
prefixes (s) .
Let PX denote a fixed balanced X-partition of C. Let X1 and X2 be two new attribute names. The following map,
called the X-load balancing map,
BalanceX : DpXq ˆ DpYq ˆ DpWq Ñ DpX1q ˆ DpYq ˆ DpWq ˆ DpX2q,
is defined as follows. Let b “ 〈x, y,w〉 be any box in DpXq ˆ DpYq ˆ DpWq. Then,
BalanceXpbq “ BalanceXp〈x, y,w〉q :“
〈x1, y,w, x2〉 if x “ x1x2 where x1 P PX and x2 , λ〈x, y,w, λ〉 otherwise. (i.e., x P prefixes (PX)) .
Let BalanceXpCq “
{
BalanceXpbq | b P C
}
. Then the algorithm described in the previous section is simply to run
Tetris-Preloaded on input BalanceXpCq. This input has gap boxes in 4 dimensions pX1,Y,W, X2q, which is also the
SAO the algorithm adopts.
For each x P PX , define the following two sets:
Crxs “ {〈x1, y,w, λ〉 P BalanceXpCq | x1 P prefixes (x)} (17)
F rxs “ {〈x, y,w, x2〉 P BalanceXpCq | x2 , λ} . (18)
Note that
BalanceXpCq “
⋃
xPPX
(Crxs Y F rxs) ,
and that the sets F rxs are disjoint for x P PX . Because PX is a balanced X-partition, we know |F rxs| ď √|C| for all
x P PX and, obviously, |Crxs| ď |C|.
Definition F.5 (A-witness). Let A be an attribute from the set {X1,Y,W, X2}. A witness w is called an A-witness if it
participates in a gap box resolution on attribute A during the execution of the algorithm. (If w “ Resolvepw1,w2q,
then all three boxes w,w1,w2 participate in the resolution.)
We analyze the above algorithm by counting the number of A-witnesses for each A P {X1,Y,W, X2}.
• First, we bound the number of X2-witnesses. When Tetris resolves two boxes wi “ 〈x1i , yi,wi, x2i 〉, i P {1, 2} on
X2, the strings x11 and x
1
2 must be a prefix of one another. Furthermore, x
2
i , λ for i P {1, 2}. Hence, x11, x12 P PX .
But because strings in PX are prefix-free, x11 “ x12. Consequently, the gap box resolutions on X2 can be grouped
into disjoint groups, one for each x P PX . For each such x P PX , the number of X2-witnesses w “ 〈x, y,w, x2〉
is at most O˜p|F rxs|2q because w must be supported on {Y, X2} and {W, X2} by boxes from F rxs. Consequently,
the total number of X2-witnesses is at most
∑
xPPX O˜p|F rxs|2q “ O˜p|C|3{2q.
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• Similarly, we count the number of W-witnesses by fixing an x P PX and counting the number of W-witnesses
of the form w “ 〈x1, y,w, λ〉 for some string x1 P prefixes (x). Then, by summing this count over all x P PX ,
we obtain an upperbound on the number of W-witnesses. We sketch the counting argument below, leaving
the completely rigorous description to the next sections when we describe the general algorithm and its formal
analysis.
Suppose w “ Resolvepw1,w2q is a W-witness. Note that since Tetris only performs ordered resolutions,
piX2pw1q “ piX2pw2q “ λ, and piWpw1q , λ, piWpw2q , λ. By Lemma E.9, piY,Wpwq is a prefix box of either
piY,Wpw1q or piY,Wpw2q. Each witness wi (i P {1, 2}) belongs to one of three classes: (1) wi is the result of a
gap box resolution on W, (2) wi P Crxs, (3) wi is the result of gap box resolution on X2 (this resolution makes
piX2pwiq “ λ). The number of witnesses of types (2) and (3) is at most O˜p|C|q. (For (3), this is because wi is
supported on {Y, X2} and {W, X2} by two boxes from F rxs.) Hence, for each x P PX , by induction the number of
W-witnesses of the form 〈x1, y,w, λ〉 where x1 P prefixes (x) is O˜p|C|q. Overall, the total number of W-witnesses
is O˜p|C|3{2q as desired.
• The cases for Y and X1 are much simpler and thus omitted.
Example. F.1 Continued We have BalanceXpCq “ BalanceXpC1q Y BalanceXpC2q Y BalanceXpC3q, where
BalanceXpC1q “
{
〈0x1, λ, 0, x2〉 | x1 P {0, 1}dpd´2q{2e, x2 P {0, 1}bpd´2q{2c} Y{
〈0, y, 1, λ〉 | y P {0, 1}d´2}
BalanceXpC2q “
{
〈10x1, 0, λ, x2〉 | x1 P {0, 1}dpd´2q{2e, x2 P {0, 1}bpd´2q{2c} Y{
〈10, 1, z, λ〉 | z P {0, 1}d´2}
BalanceXpC3q “
{
〈110, y, λ, λ〉 | y P {0, 1}d´2} Y{
〈111, λ, z, λ〉 | z P {0, 1}d´2} .
Applying (18) and (17) on PX from (13), for any x1 P {0, 1}dpd´2q{2e, we get (assuming d ě 4)
F r0x1s “ {〈0x1, λ, 0, x2〉 | x2 P {0, 1}bpd´2q{2c}
Cr0x1s “ {〈0, y, 1, λ〉 | y P {0, 1}d´2}
F r10x1s “ {〈10x1, 0, λ, x2〉 | x2 P {0, 1}bpd´2q{2c}
Cr10x1s “ {〈10, 1, z, λ〉 | z P {0, 1}d´2} .
Moreover
Cr110s “ {〈110, y, λ, λ〉 | y P {0, 1}d´2}
Cr111s “ {〈111, λ, z, λ〉 | z P {0, 1}d´2}
F r110s “ F r111s “ H.
F.4 Idea 3: global accounting
We next consider a query over n “ 4 attributes. We will be using a straightforward generalization of the balanced
partition idea from the previous section. However, as we will see, the analysis is not going to be a straightforward
generalization of the analysis for n “ 3. In particular, while it sufficed to use two simple inductive assumptions to count
the number of witnesses for n “ 3, now we will be needing three (more complicated and seemingly incompatible)
inductions to do the counting for n “ 4. In the next section, we will develop a single quite-involved inductive
assumption for any n subsuming all the previous ones for n “ 3, 4.
Consider a query Q on attributes X,Y,W,T . Let C be the set of input gap boxes. As before, let PX denote a balanced
X-partition. Since now we have an extra dimension, the natural idea is to use an extra balanced partition. More
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specifically, we will use a balanced Y-partition, and break the x-layer coverage problem into multiple subproblems,
one for each interval y in the balanced Y-partition of Crxs.
Before defining a more refined notion of balanced map, we need a few terminologies. Let P be a domain partition.
Let s be an arbitrary dyadic interval. Define
s1pPq “
s if s P prefixes (P)s1 if s “ s1s2 for some s1 P P. (19)
and
s2pPq “
λ if s P prefixes (P)s2 if s “ s1s2 for some s1 P P. (20)
Let PX be a balanced X-partition of C, and let PY be a balanced Y-partition of C. Define the X,Y-load balancing
map
BalanceX,Y : DpXq ˆ DpYq ˆ DpWq ˆ DpT q Ñ DpX1q ˆ DpY 1q ˆ DpWq ˆ DpT q ˆ DpY2q ˆ DpX2q,
by setting
BalanceX,Yp〈x, y,w, t〉q :“ 〈x1pPXq, y1pPYq,w, t, y2pPYq, x2pPXq〉.
Let BalanceX,YpCq “
{
BalanceX,Ypbq | b P C
}
. Our algorithm is to run Tetris-Preloaded with BalanceX,YpCq as the
input. Note that the problem has now been “lifted up” to become a 6-dimensional problem!
To analyze the algorithm, for each x P PX , y P PY , define the following sets:
F rxs “ {〈x, y1,w, t, y2, x2〉 P BalanceX,YpCq | x2 , λ}
F rx, ys “ {〈x1, y,w, t, y2, λ〉 P BalanceX,YpCq | x1 P prefixes (x) and y2 , λ}
Crx, ys “ {〈x1, y1,w, t, λ, λ〉 P BalanceX,YpCq | x1 P prefixes (x) and y1 P prefixes (y)}
Note that x1 P prefixes (x) as binary strings means x1 Ě x when viewed as dyadic intervals. The reader should keep
in mind that we use these two notations interchangeably, for sometimes one notation is more succinct than the other.
Note also that,
|F rxs| ď √|C|
|F rx, ys| ď √|C|
|Crx, ys| ď |C|.
We will use these facts to bound the number of witnesses of various kinds. To do so, we need a new notation.
Definition F.6 (Conditional witness sets). Let A be an arbitrary attribute, and S be a set of attributes that does not
contain A. Then, we useWpA | some condition on S q to denote the set of A-witnesses w such that piS pwq satisfies the
condition on S . For example, let X, Y , and W be three different attributes, then
WpX | Y “ yq “ {w | w is an X-witness with piYpwq “ y}
WpX | Y Ě y^W “ wq “ {w | w is an X-witness with piYpwq Ě y^ piWpwq “ w} .
When the condition part is empty,WpAq denotes the total set of A-witnesses.
We are now ready to bound the number of A-witnesses for A P {X2,Y2,W,T, X1,Y 1}.
• The number of X2-witnesses is easy to bound. By definition, an X2-witness w is a box that is involved in a
gap box resolution on X2; this means piX1pwq P PX . Moreover, X2-witnesses that do not share the X1-value will
not resolve with one another to form another X2-witness, because the strings x P PX are prefix-free. Conse-
quently, ∣∣∣WpX2q∣∣∣ “ ∑
xPPX
∣∣∣WpX2 | X1 “ xq∣∣∣ .
We bound
∣∣∣WpX2 | X1 “ xq∣∣∣ for each x P PX by proving the following claim.
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Claim 1. For any x P PX , an X2-witness w PWpX2 | X1 “ xq is supported on {Y 1,Y2, X2}, {W, X2}, and {T, X2}
by three boxes from F rxs.
From the claim, the total number of X2-witnesses is at most∑
xPPX
O˜p|F rxs|3q “ O˜p|PX| ¨
√
|C|3q “ O˜p|C|2q.
Claim 1 is easily shown by induction, whose proof we omit.
• Bounding the number of Y2-witnesses requires a new simple but subtle idea. We use the following obvious
bound, ∣∣∣WpY2q∣∣∣ ď ∑
xPPX
∣∣∣WpY2 | X1 Ě xq∣∣∣ ,
and then bound each term on the right hand side by proving the second claim.
Claim 2. For any x P PX , a witness w PWpY2 | X1 Ě xq must satisfy the following two conditions
(i) w either is supported on {Y 1,Y2} and {W} by two boxes from F rxs, or is supported on {Y 1,Y2,W} by a box
from F rx, piY1pwqs. (Notice that by definition of Balance, for each w PWpY2q, piY1pwq P PY .)
(ii) w either is supported on {Y 1,Y2} and {T } by two boxes from F rxs, or is supported on {Y 1,Y2,T } by a box
from F rx, piY1pwqs.
Assuming Claim 2, then for each witness w PWpY2 | X1 Ě xq, the box pi{Y1,W,T,Y2}pwq either is (1) supported
by three boxes from F pxq, or is (2) supported by two boxes from F rxs Y F rx, ys for some y P PY . The
number of witnesses satisfying (1) is at most O˜p|F rxs|3q. The number of witnesses satisfying (2) is at most
O˜p1q∑yPPY p|F rxs| ` |F rx, ys|q2. Consequently,
|WpY2q| ď O˜p1q
∑
xPPX
|F rxs|3 ` ∑
yPPY
p|F rxs| ` |F rx, ys|q2
 “ O˜p|C|2q.
We next prove Claim 2 above by induction. Consider a witness w PWpY2 | X1 Ě xq. In the base case, w is not
the result of a resolution on Y2. In this case, either w PWpX2 | X1 “ xq, or w P F rx, piY1pwqs. In both cases,
by noting Claim 1, it is easy to see that both (i) and (ii) hold.
Next, suppose w “ Resolvepw1,w2q, where w1 and w2 satisfy (i) and (ii). Because the two witnesses resolve
on Y2, piY2pw1q , λ and piY2pw2q , λ. Thus, piY1pw1q P PY and piY1pw2q P PY . Because the strings in PY are
prefix-free, we conclude that piY1pw1q “ piY1pw2q “ piY1pwq. By definition of resolution, either pi{Y1,Y2,W}pw1q Ď
pi{Y1,Y2,W}pwq or pi{Y1,Y2,W}pw2q Ď pi{Y1,Y2,W}pwq, and the same holds for {Y 1,Y2,T }. The inductive step follows.
• The number of T -witnesses can be bounded by
|WpT q| ď
∑
xPPX
∑
yPPY
|WpT | X1 Ě x,Y 1 Ě yq|.
We bound the terms |WpT | X1 Ě x,Y 1 Ě yq| individually using the following claim.
Claim 3. For a fixed x P PX and y P PY , a witness w PWpT | X1 Ě x,Y 1 Ě yq must either be (1) supported on
{W} and {T } by two boxes from F rxs Y F rx, ys, or be (2) supported on {W,T } by a box from Crx, ys.
Assuming the claim holds, then the number of T -witnesses is bounded by
|WpT q| ď
∑
xPPX ,yPPY
|WpT | X1 Ě x,Y 1 Ě yq|
ď
∑
xPPX ,yPPY
O˜
(p|F rxs| ` |F rx, ys|q2 ` |Crx, ys|)
ď
∑
xPPX ,yPPY
O˜p|√|C||2 ` |C|q “ O˜p|C|2q.
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We next prove Claim 3. For a fixed x P PX and y P PY , consider a witness w PWpT | X1 Ě x,Y 1 Ě yq. Since
our resolutions are ordered, piX2pwq “ piY2pwq “ λ. In the base case, w could be either an input gap box or
a result of a gap box resolution on either X2 or Y2. If it is an input gap box, then w P Crx, ys. If it is a result
of gap box resolution on X2, then piX1pwq “ x and Claim 3 holds because Claim 1 holds. If it is a result of a
gap box resolution on Y2, then piY1pwq “ y and the claim holds because Claim 2 holds. The inductive step is
very similar to that of Claim 2. Suppose that Claim 3 holds for w1 and w2. Either pi{W,T }pw1q Ď pi{W,T }pwq or
pi{W,T }pw2q Ď pi{W,T }pwq, and hence the claim holds for w.
• Finally, we bound the number of gap box resolutions on W, X1, and Y 1. Each witness w is supported by some
box in C on each one of the attributes W, X1 and Y 1. While W can take O˜p|C|q values, each one of X1 and Y 1
takes only O˜p√|C|q values. The total number of W, Y 1 and X1-witnesses is bounded by O˜p|C|2q, as desired.
F.5 Tetris-Preloaded with load balancing
In this section, we generalize the ideas presented in the previous section to analyze Tetris-Preloaded-LB with the
load balancing map idea incorporated. Algorithm 5 has the key steps. The load balancing map is computed as a
preprocessing step before calling Tetris-Preloaded on the mapped boxes, which have been “lifted up” to a higher-
dimensional space.
For i P rn´ 2s, let Pi denote the balanced Ai-partition used in the algorithm. Define the load-balancing map
BalanceA1,...,An´2 : DpA1q ˆ ¨ ¨ ¨ ˆ DpAnq Ñ DpA11q ˆ ¨ ¨ ¨ ˆ DpA1n´2q ˆ DpAnq ˆ DpAn´1q ˆ DpA2n´2q ˆ ¨ ¨ ¨ ˆ DpA21q,
by setting
BalanceA1,...,An´2p〈b1, . . . , bn〉q :“ 〈b11pP1q, . . . , b1n´2pPn´2q, bn, bn´1, b2n´2pPn´2q, . . . , b21pP1q〉.
(Recall the definitions of the functions s1pPq and s2pPq from (19) and (20).) Also, naturally define
BalanceA1,...,An´2pCq “
{
BalanceA1,...,An´2pbq | b P C
}
.
Algorithm 5 Tetris-Preloaded-LB, (i.e. Tetris-Preloaded with load balancing)
Input: A set of boxes C in the domain DpA1q ˆ ¨ ¨ ¨ ˆ DpAnq
Output: Output tuples for the BCP on C
1: For i Ð 1 to n´ 2 do Ź O˜p|C|q-time
2: Pi Ð a balanced Ai-partition
3: σ Ð pA11, A12, . . . , A1n´2, An, An´1, A2n´2, A2n´3, . . . , A21q
4: B Ð BalanceA1,...,An´2pCq Ź O˜p|C|q-time
5: Return Tetris-Preloaded(B) Ź SAO “ σ
The main theorem of this section is the following.
Theorem F.7 (Tetris-Preloaded-LB runs in time O˜p|C|n{2`Zq). For any set of boxesC in n dimensions, Tetris-Preloaded-LB
solves BCP on input C in time O˜p|C|n{2 ` Zq, where Z is the output size.
Proof. For i P rn ´ 2s, let Pi denote the balanced Ai-partition as computed in line 2 of the algorithm. For m “ 1 to
n´ 2, define the following sets for every tuple pa1, . . . , amq P P1 ˆ ¨ ¨ ¨ ˆ Pm:
F ra1, . . . , ams :“
{
b P BalanceA1,...,An´2pCq | piA1i pbq Ě ai ^ piA2i pbq “ λ,@i P rm´ 1s ^ piA1mpbq “ am ^ piA2mpbq , λ
}
Cra1, . . . , ams :“
{
b P BalanceA1,...,An´2pCq | piA1i pbq Ě ai ^ piA2i pbq “ λ,@i P rms
}
For notational convenience, also define the following set:
Gra1, . . . , ams :“
m⋃
i“1
F ra1, . . . , ais.
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It should be noted that BalanceA1,...,An´2pCq “
⋃
pa1,...,an´2qPP1ˆ¨¨¨ˆPn´2 Gra1, . . . , an´2sYCra1, . . . , an´2s. Recalling the
notation defined in (11), and the definition of balanced dimension partitions, we have, for every m P rn´ 2s and every
tuple pa1, . . . , amq P P1 ˆ ¨ ¨ ¨ ˆ Pm, ∣∣∣F ra1, . . . , ams∣∣∣ ď ∣∣∣CĂampAmq∣∣∣ ď √|C|,∣∣∣Gra1, . . . , ams∣∣∣ ď m √|C| “ O˜p√|C|q,∣∣∣Cra1, . . . , ams∣∣∣ ď |C| .
In addition, for each i P rns, define S i as the following set of attributes:
S i “
{A1i , A2i } if i P rn´ 2s{Ai} otherwise. (21)
Recall that the SAO used by Tetris-Preloaded-LB is pA11, A12, . . . , A1n´2, An, An´1, A2n´2, A2n´3, . . . , A21q. We will
bound the total number of gap box resolutions and then use Theorem C.5. Note that when an output point is found and
Tetris inserts it back to A (Line 6 of Algorithm 2), this output point is now in the higher dimension of the Balance
map.
Recall the definition of (conditional) witness sets (Definition F.6). We write the total number of gap box resolutions
as
n´2∑
m“1
|WpA2mq| ` |WpAnq| ` |WpAn´1q| `
n´2∑
m“1
|WpA1mq|.
In what follows, we bound each of the above terms.
Bounding |WpA2mq| for m P rn´ 2s To bound |WpA2mq|, we use the following inequality:
|WpA2mq| ď
∑
a1PP1
¨ ¨ ¨
∑
am´1PPm´1
|WpA2m | ai Ď A1i ,@i P rm´ 1sq|.
Notice that in order for a witness w to be involved in an A2m-resolution, it must be the case that piA2i pwq “ λ, for all
i P rm´ 1s. In particular,
supportpwq Ď {A11, . . . , A1n´2, An, An´1, A2n´2, . . . , A2m} “ {A11, . . . , A1m´1}Y S m Y ¨ ¨ ¨ Y S n.
It must also hold that piA1mpwq P Pm, which is a fact we will use below. The idea is to bound each term |WpA2m | ai Ď
A1i ,@i P rm´ 1sq| individually, by proving the following claims by induction on m “ 1, . . . , n´ 2.
Claim m. For every tuple pa1, . . . , am´1q P P1 ˆ ¨ ¨ ¨ ˆ Pm´1 and for every A2m-witness
w PWpA2m | ai Ď A1i ,@i P rm´ 1sq,
the following property holds
• For every i P {m ` 1, . . . , n}, either w is supported on S m and S i by two boxes in Gra1, . . . , am´1s, or w is
supported on S m Y S i by some box in F ra1, . . . , am´1, piA1mpwqs.
Assuming Claim m is correct, the term |WpA2m | ai Ď A1i ,@i P rm ´ 1sq| is bounded as follows. For each
w PWpA2m | ai Ď A1i ,@i P rm´ 1sq, define the projection of w onto the set supportpwq ´ {A11, . . . , A1m´1}:
w “ pisupportpwq´{A11,...,A1m´1}pwq.
Then,
• Either w is supported by an integral cover of size ď n´ m` 1 using the box set Gpa1, . . . , am´1q.
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• Or w is supported by an integral cover of size ď n´ m using the box set Gpa1, . . . , am´1, piA1mpwqq.
This fact helps bound the total number of such witnesses by
O˜p1q
∑
a1PP1
. . .
∑
am´1PPm´1
( √|C|)n´m`1 ` ∑
amPPm
( √
|C|
)n´m “ O˜p|C|n{2q.
We next prove Claim m by induction on gap box resolutions and on m.
In the base case, w could be either an input gap box or a result of a gap box resolution on A2l for some l ă m
(assuming m ą 1). If w is an input gap box, then w P F ra1, . . . , am´1, piA1mpwqs and the claim holds. If m ą 1 and w
is a result of a gap box resolution on A2l for some l ă m, then A1lpwq “ al. By the induction hypothesis, Claim l holds,
which means w is supported on each one of the sets S l`1, . . . , S n by some box in Gpa1, . . . , alq Ď Gpa1, . . . , am´1q,
and hence Claim m holds in this case.
For the inductive step, let’s assume that Claim m holds for two witnesses w1 and w2, and we will prove that it
holds for w :“ Resolvepw1,w2q. Because the two witnesses resolve on A2m, we have piA2mpw1q , λ and piA2mpw2q , λ.
This means piA1mpw1q P Pm and piA1mpw2q P Pm. But the strings in Pm are prefix-free, leading to piA1mpw1q “ piA1mpw2q “
piA1mpwq. For every i P {m ` 1, . . . , n}, either piS iYS mpw1q Ď piS iYS mpwq or piS iYS mpw2q Ď piS iYS mpwq by definition of
resolution. The inductive step follows.
Bounding |WpAn´1q| We bound the number of An´1-witnesses using the following inequality
|WpAn´1q| ď
∑
a1PP1
¨ ¨ ¨
∑
an´2PPn´2
|WpAn´1 | ai Ď A1i ,@i P rn´ 2sq|.
Notice that in order for a witness w to be involved in an An´1-resolution, it must be the case that piA2i pwq “ λ, for
all i P rn ´ 2s. So, we bound |WpAn´1q| by bounding the terms |WpAn´1 | ai Ď A1i ,@i P rn ´ 2sq|, assisted by the
following claim.
Claim n´ 1. For every tuple pa1, . . . , an´2q P P1 ˆ ¨ ¨ ¨ ˆ Pn´2 and for every An´1-witness
w PWpAn´1 | ai Ď A1i ,@i P rn´ 2sq,
the following property holds:
• Either w is supported on {An} and {An´1} by two boxes in Gra1, . . . , an´2s, or w is supported on {An, An´1} by
some box in Cra1, . . . , an´2s.
Assuming Claim n´ 1 is correct, the number of An´1-witnesses is bounded by
O˜p1q
∑
a1PP1
. . .
∑
an´2PPn´2
[ √
|C|2 ` |C|] “ O˜p|C|n{2q.
Claim n ´ 1 can be proved in a very similar way to Claim m where m “ n ´ 1 and Cra1, . . . , an´2s replaces
F ra1, . . . , am´1, piA1mpwqs.
Bounding |WpA1mq| for m P rn´ 2s and |WpAnq| Finally, we will bound the total number of A11, . . . , A1n´2 and An-
witnesses. Every witness w that is involved in a gap box resolution must be supported on each attribute by some box
in C. Attribute An can take up to O˜p|C|q different values. However, from the definition of balanced domain partition,
each one of the attributes {A11, . . . , A1n´2} takes only O˜p
√|C|q values. Therefore, the total number of A11, . . . , A1n´2 and
An-witnesses is bounded by O˜p|C|n{2q, as desired. 
Corollary F.8 (Subsumed by [13, 57]). Given a set of boxes B in n dimensions, Klee’s measure problem over the
Boolean semiring can be solved in time O˜p|B|n{2q.
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F.6 Tetris-Reloaded with load balancing
In this section, we generalize the ideas presented in the previous section to analyze Tetris-Reloaded with the load
balancing map idea incorporated. The main theorem we will show is the following.
Theorem F.9 (Tetris-Reloaded-LB runs in time O˜p|C|n{2`Zq). For any set of boxesB in n dimensions, Tetris-Reloaded-LB
solves BCP on input B in time O˜p|C|n{2 ` Zq. Here, C is any optimal box certificate for the instance, and Z is the
output size.
Corollary F.10. Tetris-Reloaded-LB evaluates any join query Q over n attributes in time O˜p|C|n{2 ` Zq, where C
is an optimal box certificate for the join instance, and Z is the output size.
In Tetris-Reloaded with load balancing (Algorithm 6), the dimension partitions are done with respect to the set C
of input gap boxes that have actually been loaded from B. Once new boxes are loaded from B into C, the partitions
are updated as follows: If an interval x of any partition Pi becomes heavy (i.e., if |CĂxpAiq| exceeds √|C|), x gets
replaced by x0 and x1. Later on when new boxes that are not contained in the x-layer are loaded into C, |C| is going
to increase while |CĂxpAiq| remains the same. However, even if √|C| exceeds |CĂxpAiq| again, we do NOT return x
into Pi instead of x0 and x1. In other words, we only allow partitions Pi to “expand”. Lemma F.11 below shows that
the partition sizes are still going to remain within O˜p√|C|q. The proof of Theorem F.9 is going to rely on the fact that
partitions expand only.
Whenever any partition Pi is updated, boxes in the partitioned space must be updated accordingly to reflect the new
Ai-partition. In particular, whenever some x in Pi is replaced by x0 and x1, the knowledge baseA must be updated by
invoking Update-BalanceAi,xpAq (in Line 17 of Algorithm 6). Update-BalanceAi,xpAq works as follows:
• For every a P A such that piA1i paq “ x and piA2i paq “ by from some b P {0, 1}, y P {0, 1}˚, piA1i paq becomes xb
and piA2i paq becomes y.
Update-BalanceAi,xpAq does not update any box a P A for which piA1i paq , x or piA2i paq “ λ. Notice that because
partitions expand only, no box a P A can be updated more than O˜p1q times.
Lemma F.11. At the end of execution of Tetris-Reloaded-LB, |Pi| “ O˜p√|C|q for each i P rn´ 2s.
Proof. Consider an arbitrary but fixed i P rn´ 2s. When Tetris-Reloaded-LB starts, |Pi| “ 1. Whenever |Pi| increases
by one (in Line 16 of Algorithm 6), there must be some string x P {0, 1}˚ such that |CĂxpAiq| ą √|C|. Consider an
arbitrary but fixed integer k ą 0. From the moment |C| reaches k until the moment it reaches 4k, the increase in |Pi|
can be bounded as follows: Whenever |Pi| increases by one, there must be some string x that satisfies |CĂxpAiq| ą
√
k.
However, for every box c P C (whose size is ď 4k), there are O˜p1q strings x that satisfy c P CĂxpAiq. Hence, the
increase in |Pi| is bounded by O˜p
√
kq.
At the end of execution of Tetris-Reloaded-LB, the total size of Pi is bounded by the sum of O˜p
√
kq over all values
k P {40, 41, . . . , 41{2dlog2 |C|e}:
|Pi| ď O˜p1q
[
20 ` 21 ` ¨ ¨ ¨ ` 21{2dlog2 |C|e] ď O˜p1q21{2dlog2 |C|e [1` 1{2` 1{4` ¨ ¨ ¨ ] ď O˜p√|C|q.

Proof of Theorem F.9. Because Tetris performs ordered resolutions only, a box cannot be involved in a resolution on
some attribute unless all subsequent attributes in the SAO are λ’s. If some box w has a λ in attribute A2i , then piA2i pwq
is going to remain λ even after the Ai-partition Pi is updated. This is because partitions expand only: any x P Pi can be
replaced by x0 and x1, but x0 and x1 cannot be replaced back by x. As a result, resolutions remain ordered throughout
the whole execution of Tetris-Reloaded-LB.
During the execution of Tetris-Reloaded-LB (Algorithm 6), a light interval x P Pi might get heavy (line 15), in
which case x has to be split (line 16). Given i P rn´ 2s and a binary string x P {0, 1}˚, letUipxq refer to the last value
of CĂxpAiq while x was still a light interval (i.e., the last CĂxpAiq while |CĂxpAiq| has not yet exceeded √|C| at any
previous step). By definition,
∣∣∣Uipxq∣∣∣ ď √|C|. DefineVipxq as follows:
Vipxq :“
⋃
yPprefixes(x)
Uipyq
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Algorithm 6 Tetris-Reloaded-LB, (i.e. Tetris-Reloaded with Load Balancing)
Input: Oracle access to a set of boxes B in the domain DpA1q ˆ ¨ ¨ ¨ ˆ DpAnq
Output: Output tuples for the BCP on B
1: C Ð H Ź C is a set of boxes in the domain DpA1q ˆ ¨ ¨ ¨ ˆ DpAnq.
2: For i Ð 1 to n´ 2 do
3: Pi Ð {λ}
4: σ Ð pA11, A12, . . . , A1n´2, An, An´1, A2n´2, A2n´3, . . . , A21q
5: A Ð H ŹA is a set of boxes in the domain
DpA11q ˆ ¨ ¨ ¨ ˆ DpA1n´2q ˆ DpAnq ˆ DpAn´1q ˆ DpA2n´2q ˆ ¨ ¨ ¨ ˆ DpA21q.
6: pv,wq Ð TetrisSkeletonp〈λ, . . . , λ〉q Ź SAO “ σ
7: While v = false do
8: B1 Ð {b P B | BalanceA1,...,An´2pbq Ě w}
9: If B1 “ H then
10: Report w as an output tuple
11: B1 Ð {w}
12: else
13: C Ð CY B1
14: For i Ð 1 to n´ 2 do
15: While Dx P Pi | |CĂxpAiq| ą √|C| do
16: Pi Ð Pi ´ {x}Y {x0, x1} Ź Update the partition Pi
17: Update-BalanceAi,xpAq Ź Re-balanceA with the new Pi
18: A Ð AY BalanceA1,...,An´2pB1q
19: pv,wq Ð TetrisSkeletonp〈λ, . . . , λ〉q Ź SAO “ σ
By definition,
∣∣∣Vipxq∣∣∣ “ O˜p√|C|q.
Given a variable X, we will use Xˆ to refer to the final value of X at the end of execution of Tetris-Reloaded-LB.
In particular, we will be using Pˆ1, . . . , Pˆn´2, and Cˆ to refer to the final values of P1, . . . , Pn´2, and C respectively.
Given a box w P A, invocations of Update-BalanceAi,xpAq might change piA1i pwq and piA2i pwq. However, we will be
using wˆ to refer to the final value of w (i.e. after the last invocation of Update-Balance). Similarly, we will be using
ˆBalanceA1,...,An´2 to refer to the final load balancing map (i.e. with respect to the final partitions Pˆ1, . . . , Pˆn´2):
ˆBalanceA1,...,An´2p〈b1, . . . , bn〉q :“ 〈b11pPˆ1q, . . . , b1n´2pPˆn´2q, bn, bn´1, b2n´2pPˆn´2q, . . . , b21pPˆ1q〉.
ˆBalanceA1,...,An´2pCq “
{
ˆBalanceA1,...,An´2pbq | b P C
}
.
By Lemma F.11,
∣∣∣Pˆi∣∣∣ “ O˜p√∣∣∣Cˆ∣∣∣q for all i P rn´ 2s. For m “ 1 to n´ 2, define the following sets for every tuple
pa1, . . . , amq P Pˆ1 ˆ ¨ ¨ ¨ ˆ Pˆm:
F ra1, . . . , ams :“
{
b P ˆBalanceA1,...,An´2 (Vmpamq) | piA1i pbq Ě ai ^ piA2i pbq “ λ,@i P rm´ 1s}
Cra1, . . . , ams :“
{
b P ˆBalanceA1,...,An´2 (C) | piA1i pbq Ě ai ^ piA2i pbq “ λ,@i P rms
}
For notational convenience, also define the following set:
Gra1, . . . , ams :“
m⋃
i“1
F ra1, . . . , ais.
Notice that
∣∣∣F pa1, . . . , amq∣∣∣ ď ∣∣∣Vmpamq∣∣∣ “ O˜p√∣∣∣Cˆ∣∣∣q, ∣∣∣Gpa1, . . . , amq∣∣∣ “ O˜p√∣∣∣Cˆ∣∣∣q, and ∣∣∣Cpa1, . . . , amq∣∣∣ ď ∣∣∣Cˆ∣∣∣.
In addition, for each i P rns, define S i as the following set of attributes:
S i “
{A1i , A2i } if i P rn´ 2s{Ai} otherwise.
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We prove the following claim by induction on m “ 1, . . . , n´ 2.
Claim m. For every tuple pa1, . . . , am´1q P Pˆ1 ˆ ¨ ¨ ¨ ˆ Pˆm´1 and for every A2m-witness w that satisfies
ai Ď piA1i pwˆq for each i P rm´ 1s,
the following property holds:
• For every i P {m ` 1, . . . , n}, either wˆ is supported on S m and S i by two boxes in Gra1, . . . , am´1s, or wˆ is
supported on S m Y S i by some box in F ra1, . . . , am´1, ams for every am P Pˆm that satisfies am Ď piA1mpwˆq.
The rest of the proof is similar to that of Theorem 4.11. 
Corollary F.12. Given a set of boxes B in n dimensions, Klee’s measure problem over the Boolean semiring can be
solved in time O˜p|C|n{2q, where C is any optimal box certificate for B.
By Definition 3.4, we always have C Ď B and hence |C| ď |B|. The following proposition shows that |C| can
be unboundedly smaller than |B|.
Proposition F.13. (There is a class of input instances for which |C| is unboundedly smaller than |B|). For every
integer n ě 1 and for every integer b ą 0, there exists a set B of n-dimensional boxes such that |B| “ b and |C| “ 1.
Proof. As long as B contains 〈λ, . . . , λ〉, C “ {〈λ, . . . , λ〉}. 
F.7 Achieving a runtime of O˜p|C| B`12 ` Zq for queries with maximum block size B
Given a hypergraph, an articulation point (alternatively, a cut vertex) is a vertex whose removal increases the number
of connected components. A biconnected component is a component that does not contain any articulation points. A
maximal biconnected component is called a block. The blocks of any connected hypergraph can be arranged into a
tree called the block tree.
Let B be a BCP instance whose supporting hypergraph HpBq has a maximum block size of B. We define a load
balancing map described by a GAO σ for B as follows. Initialize σ to be empty (i.e., σÐ pq). Construct a block tree
forHpBq and repeat the following two steps until the block tree is empty.
• Let L be a leaf block in the block tree. L can maximally share one attribute with other blocks. Let A1, . . . , Ak be
the attributes that belong to L and only L. For i P rk ´ 2s, let Pi denote a balanced Ai-partition and let A1i , A2i be
the two attributes that replace Ai in the load balancing map. Update σ as follows:
σÐ pA11, A12, . . . , A1k´2, Ak, Ak´1, A2k´2, A2k´3, . . . , A21 , σq
• Remove L from the block tree.
Notice that if L above shares one attribute with other blocks, then k ď B ´ 1. Every gap box resolvent w is
supported on the shared attribute by some input gab box, while the projection of w on the k non-shared attributes can
have O˜p|C|k{2q combinations (thanks to load balancing). The total runtime would be O˜p|C| k2`1` Zq. Alternatively if
L does not share any attribute (i.e. L is the root of the block tree), then k ď B and load balancing takes O˜p|C| k2 ` Zq.
The next corollary follows.
Corollary F.14. Let B be a BCP instance, B the maximum block size ofHpBq, C be an optimal box certificate for B,
and Z the output size. If Tetris-Reloaded-LB uses the load balancing map and the attribute order σ described above,
it runs in time O˜p|C| B`12 ` Zq.
The above result can obviously be specialized to join queries.
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F.8 An example of an unbalanced certificate
We present an example of an unbalanced certificate C for n “ 3. (For the definition of balanced, check Section 4.5.1.)
In fact, the boxes of C will correspond to gap boxes for the triangle query RpA, Bq Z S pB,Cq Z T pA,Cq. Fix a
parameter N. We will use O (and E) to denote the set of odd (even resp.) values in rNs. Let C be the union of the
following three sets:
C1 “ {〈o1, o2, λ〉 | o1, o2 P O}Y {〈e1, e2, λ〉 | e1, e2 P E} ,
C2 “ {〈λ, o1, o2〉 | o1, o2 P O}Y {〈λ, e1, e2〉 | e1, e2 P E} ,
C3 “ {〈o1, λ, o2〉 | o1, o2 P O}Y {〈e1, λ, e2〉 | e1, e2 P E} .
It is not hard to see that the boxes of C “ C1YC2YC3 cover the entire space, and that every box of C is necessary
to cover some point in the space.
We cannot partition the domain of A since the Θp|C|q boxes of C2 span that entire domain. At the same time, we
cannot take the whole domain of A as a single part because that part would contain Θp|C|q boxes. The example is
symmetric so that the same problem occurs when we consider B or C.
G Omitted details from Section 5
In this section, we present the proofs of the lower bounds that were claimed without proof in Section 5.
G.1 The ΩpNn{2 ` Zq lowerbound for Tree Ordered Geometric Resolution
We show that Tree Ordered Geometric Resolution is not powerful enough to recover Yannakakis’ result on acyclic
queries (let alone Theorem 4.6).
Theorem G.1 (There is a class of acyclic input instances with w “ 1 on which every Tree Ordered Geometric
Resolution algorithm runs in time ΩpNn{2 ` Zq). For every integer n ą 1 and for every integer c ą 0, there exists
an acyclic join query Q with n attributes, size N “ Θpcq and of treewidth of 1, such that Q satisfies the following
conditions:
• The output of Q is empty.
• For every GYO elimination order σ of Q that induces treewidth of 1, every Tree Ordered Geometric Resolution
proof (with ordering σ) of 〈λ, . . . , λ〉 consists of ΩpNn{2q resolutions.
Proof. Let varspQq be {A1, . . . , An}. Let atomspQq be {R1, . . . ,Rn`1}. Let R1 be a unary relation over A1 that contains
all odd values, and Rn`1 be a unary relation over An that contains all even values. For each i P {2, . . . , n}, let Ri be
a binary relation between Ai´1 and Ai that contains all pairs of equal parity. More precisely, the corresponding gap
boxes are:
BpR1q :“
{
c | piA1pcq P {0, 1}d´10 and piAkpcq “ λ for all k P rns ´ {1}
}
,
and
BpRn`1q :“
{
c | piAnpcq P {0, 1}d´11 and piAkpcq “ λ for all k P rn´ 1s
}
.
Finally, for i P {2, . . . , n}:
BpRiq :“
{
c | Db P {0, 1}, b¯ “ 1´b [piAipcq P {0, 1}d´1b and piAi´1pcq P {0, 1}d´1b¯ and piAkpcq “ λ for all k P rns ´ {i´ 1, i}]}.
There are two possible GYO elimination orders: pA1, A2, . . . , Anq and pAn, An´1, . . . , A1q. Without loss of generality,
let’s consider the first.
We make the following claims.
Claim 4. C :“ ⋃iPrn`1s BpRiq is a minimal set of boxes that covers 〈λ, . . . , λ〉.
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Proof. C covers 〈λ, . . . , λ〉 because R2, . . . ,Rn constrain A1, . . . , An to have the same parity while R1 and Rn`1 constrain
A1 and An to have opposite parities. Moreover, C is a minimal set of boxes that covers 〈λ, . . . , λ〉. This is because if
any box of
⋃
iP{2,...,n} BpRiq is dropped out of C, then A1 and An are no longer constrained to have the same parity.
Alternatively, if any box of BpR1q or BpRn`1q is dropped, then A1 and An are no longer constrained to have opposite
parities. 
Claim 5. In every Tree Ordered Geometric Resolution proof of 〈λ, . . . , λ〉 whose leaves are from C, every box of
BpRn`1q must appear ΩpNpn´1q{2q times.
Combined with the fact that
∣∣∣BpRn`1q∣∣∣ “ Θp√Nq (we pick d “ Θplog cq), proving Claim 5 above proves the
theorem.
To complete the proof, we prove Claim 5 by induction on n. The base case is when n “ 2. By performing
resolutions on A2, we infer the following set of boxes whose A2 components are λ’s:
D :“ {〈x1, λ〉 | x P {0, 1}d´1}.
Note that |D| “ Θp√Nq. Each box of BpR3q is necessary to infer every box ofD. (Further, note that to generate 〈λ, λ〉
from BpR1q we precisely need the boxes inD.)
For the inductive step, we will prove Claim 5 for n assuming it holds for n´ 1. By performing resolutions on An,
we can infer the following set of boxes whose An components are λ’s:
D :“ {c | piAn´1pcq P {0, 1}d´11 and piAkpcq “ λ for all k P rns ´ {n´ 1}}.
Note that |D| “ Θp√Nq. Because of the resolution order, a box cannot be resolved on any attribute A1, . . . , An´1
unless its An component is λ. Let C1 :“ ⋃iPrn´1s BpRiq⋃D be the set of given/inferred boxes whose An components
are λ’s. Because Claim 4 holds for n ´ 1, C1 is a minimal set of boxes that covers 〈λ, . . . , λ〉. Because Claim 5 holds
for n ´ 1, every box of D must appear ΩpNpn´2q{2q times in any proof of 〈λ, . . . , λ〉 from C1. Every box of BpRn`1q
must appear in the proof of every box ofD. 
G.2 A useful sequence of strings
Before we move ahead we first define a useful collection of sequences of strings.
Definition G.2 (Bpnqi ). Given an integer n ě 1, let Bpnq be a sequence of n binary strings Bpnq1 , . . . , Bpnqn that are defined
as follows:
for i P rn´ 1s : Bpnqi “ 1i´10,
and
Bpnqn “ 1n´1.
Based on the above definition, Bp1q “ pλq, Bp2q “ p0, 1q, Bp3q “ p0, 10, 11q, Bp4q “ p0, 10, 110, 111q, etc. In other
words, Bpnq is a binary representation of n values.
We will be interested in these sequences since they have the following nice property:
Lemma G.3. For any n ě 1, Bpnq partitions the space {0, 1}n. Further, there is a unique sequence of resolutions
amongst strings/intervals in Bpnq that leads to λ.
Proof. The claim on Bpnq being a partition just follows from its definition (as well as our string encoding of dyadic
intervals on {0, 1}n).
For the claim on the sequence note that for every i P rns, define Rpnqi “ 1i´1. Note that Bpnqn p“ Rpnqn q and Bpnqn´1
resolve to get Rpnqn´1. More generally, R
pnq
i and B
pnq
i´1 resolve to obtain R
pnq
i´1. Note that this sequence results in λ since
Rpnq1 “ λ. Further, it can be checked that no Bpnqi for i P rn´ 2s can be resolved with Bpnqj for j , i. This implies that
the sequence above is the unique way to obtain λ (this can be formally proved e.g. by induction on n). 
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G.3 The Ωp|C|n´1 ` Zq lowerbound for Ordered Geometric Resolution
Next, we show that the upper bound in Theorem E.11 is tight (even if one used an arbitrary Ordered Geometric
Resolution algorithm).
Theorem G.4 (There is a class of input instances on which every Ordered Geometric Resolution algorithm runs in
time Ωp|C|n´1` Zq.). For every integer n ą 1 and for every integer c ą 0, there exists a set C of n-dimensional Θpcq
boxes satisfying the following conditions:
• For every box c P C, ∣∣∣supportpcq∣∣∣ ď 3.
• C is a minimal set of boxes that covers 〈λ, . . . , λ〉. 25
• For every fixed order of the n dimensions, every Ordered Geometric Resolution proof of 〈λ, . . . , λ〉 consists of
Ωp|C|n´1q resolutions.
Hence, there exists a join query Q whose relations have arity ď 3 and whose set of gap boxes BpQq is C and whose
output is empty, such that every Ordered Geometric Resolution algorithm runs in time Ωp|C|n´1q on Q.
Proof. Let d1 :“ dlog2 ce. For each i P rns, define
Ci :“
{
c | D j P rns ´ {i} [piAipcq “ Bpn´1qj and piA jpcq P {0, 1}d1 and piAkpcq “ λ for all k P rns ´ {i, j}]}
C1i :“
{
〈Bpnqi x1, x2, x3, . . . , xn〉 | 〈x1, x2, . . . , xn〉 P Ci
}
C :“
⋃
iPrns
C1i .
26 By definition, |C| “ Θpcq.
We prove the following claim.
Claim 6. For each i P rns, Ci is a minimal set of boxes that covers 〈λ, . . . , λ〉. Moreover, for every attribute order that
ends with Ai, every Ordered Geometric Resolution proof of 〈λ, . . . , λ〉 from Ci consists of Ωp|Ci|n´1q resolutions.
Proof. From Lemma G.3, Ci partitions the universal box 〈λ, . . . , λ〉, which makes Ci a minimal set of boxes that covers
〈λ, . . . , λ〉.
Starting from Ci, by performing all possible resolutions on Ai, we can infer the following set of boxes whose Ai
components are λ’s
Di :“
{
c | piAipcq “ λ and piA jpcq P {0, 1}d1 for all j P rns ´ {i}
}
.
27 Di is a minimal set of boxes that covers 〈λ, . . . , λ〉. This is because every point in the space is covered by exactly
one box ofDi. |Di| “ Ωp|Ci|n´1q, which proves the second part of the claim. 
By Claim 6, for each i P rns, C1i is a minimal set of boxes that covers 〈Bpnqi , λ, . . . , λ〉 (and covers nothing outside
〈Bpnqi , λ, . . . , λ〉). Hence, by Lemma G.3, C is a minimal set of boxes that covers 〈λ, . . . , λ〉. Let Al be the last attribute
in the arbitrarily-chosen attribute order. Let’s consider the case when l , 1. (The case of l “ 1 is going to be very
similar.) For any i , j P rns, no box from C1i can be resolved on Al with any box from C1j. Performing resolutions on
Al, we will infer the following boxes from C1l
D1l :“
{
〈Bpnql x1, x2, x3, . . . , xn〉 | 〈x1, x2, . . . , xn〉 P Dl
}
.
Following the proof of Claim 6,D1l is a minimal set of boxes that covers 〈Bpnql , λ, . . . , λ〉. No box from C´C1l overlaps
with 〈Bpnql , λ, . . . , λ〉. Hence, each one of the Ωp|C|n´1q boxes ofD1l is necessary to cover 〈λ, . . . , λ〉. 
25This means that (i) the union of all boxes in C covers 〈λ, . . . , λ〉, and (ii) for any box c P C, C´ {c} does not cover 〈λ, . . . , λ〉.
26Above, Bpnqi x1 is a single string which is the concatenation of B
pnq
i and x1.
27Notice that the boxes of Di are still in the same n-dimensional space as those of Ci. The Ai components being λ’s does not make the boxes of
Di pn´ 1q-dimensional; it just makes them span the entire Ai dimension.
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G.4 The Ωp|C|w`1 ` Zq lowerbound for Ordered Geometric Resolution
We begin with a technical lemma.
Lemma G.5. Given integers n ą 1 and d1 ě 0, let C be a set that consists of every n-dimensional box whose support
has size 2 and whose two non-λ components share a common suffix after the first d1 bits, and this common suffix
belongs to Bpn´1q:
C :“ {c | Di , j P rns Db P Bpn´1q[piAipcq, piA jpcq P {0, 1}d1b and piAkpcq “ λ for all k P rns ´ {i, j}]}.
Then,
• C is a minimal set of boxes that covers 〈λ, . . . , λ〉.
• Every Ordered Geometric Resolution proof of 〈λ, . . . , λ〉 from C consists of Ωp|C|n{2q resolutions.
Proof. First, we prove that C is a minimal set of boxes that covers 〈λ, . . . , λ〉. Consider an arbitrary but fixed box
b “ 〈x1, . . . , xn〉 where xi P {0, 1}d1 for all i P rns. Consider the following set of boxes that forms a partition of b (due
to Lemma G.3):
Pb “
{
〈x1b1, . . . , xnbn〉 | bi P Bpn´1q for all i P rns
}
.
Let Cb denote the subset of C whose boxes overlap with b:
Cb :“
{
c | Di , j P rns Db P Bpn´1q[piAipcq “ xib and piA jpcq “ x jb and piAkpcq “ λ for all k P rns ´ {i, j}]}.
We have n variables b1, . . . , bn (in the definition of Pb). Each variable can take n ´ 1 possible values Bpn´1q. Each
box in Cb corresponds to a constraint preventing two of the variables to have the same value. (In particular, a tuple
is in a box of Cb if and only if it satisfies the corresponding constraint.) In every assignment of n variables taking
n´ 1 values, at least two variables must have the same value. Hence, by the definition of the constraint corresponding
to each box in Cb, the union of all boxes in Cb covers b. Moreover, if any two of the variables are allowed to have
the same value, then there is a feasible assignment of the variables. Hence, for any box c P Cb, Cb does not cover b
without c.
Now, we prove that Ωp|C|n{2q ordered resolutions are required to infer 〈λ, . . . , λ〉. The n attributes of C are symmet-
ric. WLOG let the attribute order be pA1, . . . , Anq. After performing ordered geometric resolutions on An eliminating
all but the first d1 bits, we can infer the following set of boxes:
Dn :“
{
c | piAnpcq P {0, 1}d1 and
(@i1 , i2 P rn´1s)(Db1 , b2 P Bpn´1q)[piAi1 pcq P {0, 1}d1b1 ^ piAi2 pcq P {0, 1}d1b2]}.
Notice that |Dn| “ Θp|C|n{2q. Let Cn be the subset of C that contains all boxes whose An-components have lengthď d1:
Cn :“
{
c | Di P rn´ 1s Db P Bpn´1q[piAnpcq, piAipcq P {0, 1}d1b and piAkpcq “ λ for all k P rn´ 1s ´ {i}]}.
Dn Y pC ´ Cnq is a minimal set of boxes that covers 〈λ, . . . , λ〉. This is because boxes of C ´ Cn correspond to
constraints preventing any two of the first n ´ 1 variables to have the same value, while boxes of Dn correspond to
constraints preventing the first n ´ 1 variables to have n ´ 1 different values. (The n-th variable is not constrained.)
The union of both constraint types is a minimal set of constraints that rules out all possible assignments of the first
n´ 1 variables. 
Next, we show that Theorem 4.9 is tight.
Theorem G.6 (There is a class of input instances on which every Ordered Geometric Resolution algorithm runs in
time Ωp|C|w`1 ` Zq). For every integer w ą 1 and for every integer c ą 0, there is a graph G whose treewidth is w,
and there is a set of boxes C whose size is Θpcq, such that the following properties hold:
• For every box c P C, supportpcq corresponds to some edge in G.
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• C is a minimal set of boxes that covers 〈λ, . . . , λ〉.
• For every elimination order of G that induces a treewidth of w, every Ordered Geometric Resolution proof of
〈λ, . . . , λ〉 consists of Ωp|C|w`1q resolutions.
Hence, there is a join query Q whose (hyper)graph is G and whose set of gap boxes BpQq is C and whose output is
empty, such that every Ordered Geometric Resolution algorithm runs in time Ωp|C|w`1q on Q.
Proof. The vertices of G are divided into two subsets: primary and secondary. G has w ` 1 primary vertices
A1, . . . , Aw`1. For every i ă j P rw ` 1s and every k P rws, G has one secondary vertex Bi, j,k. The edges of G
are also divided into primary and secondary. For every i ă j P rw ` 1s, G has one primary edge {Ai, A j}. For every
i ă j P rw` 1s and every k P rws, G has two secondary edges {Ai, Bi, j,k} and {A j, Bi, j,k}.
Let d1 :“ dlog2 ce. For every i ă j P rw` 1s and every k P rws, define Ci, j,k as the union of the following two sets
• The set of every box whose support is {Ai, Bi, j,k}, whose Bi, j,k component is 0, and whose Ai component ends
with the suffix Bpwqk after the first d
1 bits.
• The set of every box whose support is {A j, Bi, j,k}, whose Bi, j,k component is 1, and whose A j component ends
with the suffix Bpwqk after the first d
1 bits.
Ci, j,k :“
{
c | piAipcq P {0, 1}d1Bpwqk and piBi, j,kpcq “ 0 and piXpcq “ λ for all X P varspQq ´ {Ai, Bi, j,k}
}⋃{
c | piA jpcq P {0, 1}d1Bpwqk and piBi, j,kpcq “ 1 and piXpcq “ λ for all X P varspQq ´ {A j, Bi, j,k}
}
.
Define C as
C :“
⋃
iă jPrw`1s
⋃
kPrws
Ci, j,k.
By definition, |C| “ Θpcq.
By performing resolutions on some secondary attribute Bi, j,k, we can infer the following set of boxes:
Di, j,k :“
{
c | piAipcq P {0, 1}d1Bpwqk and piA jpcq P {0, 1}d
1
Bpwqk and piXpcq “ λ for all X P varspQq ´ {Ai, A j}
}
.
Notice that every box of Ci, j,k is necessary to infer some box ofDi, j,k. In particular, if one box of Ci, j,k is missing, then
we will no longer be able to infer at least one box ofDi, j,k. DefineD as
D :“
⋃
iă jPrw`1s
⋃
kPrws
Di, j,k.
28 By Lemma G.5, D is a minimal set of boxes that covers 〈λ, . . . , λ〉. Every box of C is necessary to infer some box
ofD, which makesD another minimal set of boxes that covers 〈λ, . . . , λ〉. (We can verify this using the completeness
of Ordered Geometric Resolution for any fixed attribute order σ. In particular, let’s choose σ such that resolution
starts with all secondary attributes. From C, we can infer exactly D, which -in turn- is exactly what we need to infer
〈λ, . . . , λ〉. But if some box of C goes missing, we can no longer inferD or 〈λ, . . . , λ〉.)
Claim 7. Consider some arbitrary but fixed elimination order of G that induces a treewidth of w, and let Ae be the
first primary vertex that is eliminated. Then, before Ae can be eliminated, all of its adjacent secondary vertices must
be eliminated first.
Proof. Ae is connected with edges to w primary vertices and w ˆ w secondary vertices. Since non of the w primary
vertices could have been eliminated before Ae, all the secondary vertices must be eliminated before Ae, in order to
maintain a width of w. 
28The boxes ofD are still in the same domain as those of C even though their secondary components Bi, j,k are λ’s.
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WLOG let A1 be the first primary vertex to-be-eliminated. Before the elimination of A1, all eliminated vertices
were secondary. Whenever we eliminated a secondary vertex Bi, j,k, we inferred Di, j,k. However, no box from such
Di, j,k could have been resolved any further with any box. This is because boxes ofD can only be resolved on primary
vertices, and A1 is the first one.
After eliminating all the secondary vertices that are adjacent to A1 (as dictated by Claim 7), we can infer the
following set of boxes
D1 :“
⋃
1ă jďw`1
⋃
kPrws
D1, j,k.
Equivalently, D1 can be written as
D1 “
{
c | D j P {2, . . . ,w` 1} Db P Bpwq[piA1pcq, piA jpcq P {0, 1}d1b and piXpcq “ λ for all X P varspQq ´ {A1, A j}]}.
By performing resolutions on A1 eliminating all but the first d1 bits, we infer the following set
E1 :“
{
c | piA1pcq P {0, 1}d1 and
(@ j1 , j2 P {2, . . . ,w`1})(Db1 , b2 P Bpwq)[piA j1 pcq P {0, 1}d1b1 ^ piA j2 pcq P {0, 1}d1b2]}.
29 From the proof of Lemma G.5, we know that E1 Y pD ´ D1q is a minimal set of boxes that covers 〈λ, . . . , λ〉.
Moreover, for every not-yet-eliminated secondary vertex Bi, j,k, every box of Ci, j,k is necessary to infer some box of
Di, j,k Ď D´D1. Noting that |E1| “ Θp|C|w`1q completes the proof. 
G.5 The Ωp|C|n{2 ` Zq lowerbound for Geometric Resolution
We first prove two structural lemmas that will be useful in proving our lower bound for Geometric Resolution proofs.
Lemma G.7. LetA be a set of dyadic boxes. Let z be a box that can be inferred fromA using r geometric resolutions.
LetA1 be a set of boxes that cover the boxes ofA (i.e., for every box a P A, there is a box a1 P A1 such that a1 covers
a). Then, a box z1 that covers z can be inferred fromA1 using r1 ď r geometric resolutions.
Proof. By induction. In the base case when r “ 0, z must belong toA. Hence,A1 must have some box that covers z.
For the inductive step, we will assume that the lemma holds for r´ 1 and prove it for r. Let z be a box that can be
inferred from A using r resolutions. Let one of those resolutions be b Ð Resolvepa1, a2q for some a1, a2 P A. As a
result, z can be inferred from B :“ A Y {b} using r ´ 1 resolutions. Let A1 be a set of boxes that cover those of A.
Let a11 P A1 cover a1, and a12 P A1 cover a2. We recognize two case:
• If a11 and a12 can be resolved, then b must be covered by b1 Ð Resolvepa11, a12q. The boxes of B1 :“ A1 Y {b1}
cover those of B. Because the lemma holds for r ´ 1, a box z1 that covers z can be inferred from B1 in ď r ´ 1
resolutions. Therefore, z1 can be inferred fromA1 in ď r resolutions.
• If a11 and a12 cannot be resolved, then one of them must cover b. Because the lemma holds for r´ 1, a box z1 that
covers z can be inferred fromA1 in ď r ´ 1 resolutions.

Definition G.8. Given a set of boxes A, let rpAq denote the minimum number of geometric resolutions that is suffi-
cient to infer 〈λ, . . . , λ〉 fromA. (If the union of all boxes inA does not cover 〈λ, . . . , λ〉, then rpAq “ 8.)
Lemma G.9. LetA and B be two sets of boxes that satisfy the following conditions:
• 〈λ, . . . , λ〉 does not belong to B.
• Every geometric resolution between two boxes from B results in a box that is contained in some box ofA.
• No box in B can be geometrically-resolved with any box in A or with any box that can be inferred from A
through geometric resolution.
29The boxes of E1 are also assumed to be in the same domain as those of C andD: Their Bi, j,k components are hiding as λ’s, but they still exist.
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Then, rpAY Bq “ rpAq.
Proof. By definition, rpA Y Bq ď rpAq. Next, we prove that rpA Y Bq ě rpAq by induction on the value of
rpAY Bq. In the base case when rpAY Bq “ 0, 〈λ, . . . , λ〉 must belong toAY B. Hence, 〈λ, . . . , λ〉 must belong to
A and rpAq “ 0.
For the inductive step, we will assume that the lemma holds when rpAY Bq “ k for some integer k ě 0, and we
will prove that it holds when rpA Y Bq “ k ` 1. Let A and B be two box sets that satisfy the lemma conditions and
rpAYBq “ k`1. Consider some resolution proof of 〈λ, . . . , λ〉 whose facts are boxes fromAYB and whose number
of resolutions is exactly rpA Y Bq. Let a Ð Resolvepa1, a2q be some resolution in this proof such that both a1 and
a2 belong to A Y B. By definition, rpA Y Bq “ rpA Y B Y {a}q ` 1. If both a1 and a2 are from B, then a must be
contained in some box ofA. By Lemma G.7, rpAYBq ď rpAYBY {a}q, which is a contradiction. Because no box
from B resolves with any box fromA, both a1 and a2 must belong toA. LetA1 :“ AY {a}.
rpAY Bq “ rpA1 Y Bq ` 1 ě rpA1q ` 1 ě rpAq.
The first inequality above holds because rpA1YBq “ k and the lemma is assumed to hold for k. The second inequality
holds by definition of r. 
We are now ready to argue that Theorem 4.11 is tight.
Theorem G.10 (There is a class of input instances on which every Geometric Resolution algorithm runs in time
Ωp|C|n{2`Zq.). For every integer n ą 1 and for every integer c ą 0, there exists a set C of n-dimensional Θpcq boxes
satisfying the following conditions:
• For every box c P C, ∣∣∣supportpcq∣∣∣ “ 2.
• C is a minimal set of boxes that covers 〈λ, . . . , λ〉.
• Every Geometric Resolution proof of 〈λ, . . . , λ〉 consists of Ωp|C|n{2q resolutions, no matter whether they are
ordered or out-of-order.
Hence, there exists a join query Q whose hypergraph is a clique and whose set of gap boxes BpQq is C and whose
output is empty, such that every Geometric Resolution algorithm takes time Ωp|C|n{2q on Q.
Proof. Let d1 :“ d1{2 log2 ce and C be defined as described in Lemma G.5:
C :“ {c | Di , j P rns Db P Bpn´1q[piAipcq, piA jpcq P {0, 1}d1b and piAkpcq “ λ for all k P rns ´ {i, j}]}.
Note that |C| “ Θpcq and C is a minimal set of boxes that covers 〈λ, . . . , λ〉.
Lemma G.5 showed that Ωp|C|n{2q ordered resolutions are needed to infer 〈λ, . . . , λ〉 from C. Now we prove that
even if we use out-of-order resolutions, we still need Ωp|C|n{2q many of them. For each l P {2, . . . , n}, we define a box
setDl to consist of every box whose support has size 2 and whose two non-λ components share a common suffix after
the first d1 bits. This common suffix belongs to Bpn´l`1q ´ {1n´l}:
Dl :“
{
c | Di , j P rns Db P Bpn´l`1q ´ {1n´l} [piAipcq, piA jpcq P {0, 1}d1b and piAkpcq “ λ for all k P rns ´ {i, j}]}
Moreover, for each l P {2, . . . , n}, we define a box set El to consist of every box whose support has size l and whose l
non-λ components share a common suffix after the first d1 bits. This common suffix is 1n´l:
El :“
{
c | DI Ď rns, |I| “ l[piAipcq P {0, 1}d11n´l for all i P I and piAipcq “ λ otherwise]}
From the above definitions, C “ D2 Y E2.
Now, we make the following claim.
Claim 8. For each l P {2, . . . , n´ 1}, rpDl Y Elq ě rpDl`1 Y El`1q.
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Note that Dn “ H (because 10 “ λ) and En “
{
〈x1, . . . , xn〉 | xi P {0, 1}d1 for all i P rns
}
. Every box in En is
necessary to cover 〈λ, . . . , λ〉 (by only using boxes in En) and |En| “ Θp|C|n{2q. Hence, rpEnq “ Ωp|C|n{2q. Assuming
Claim 8 is correct, we have
rpCq “ rpD2 Y E2q ě rpDn Y Enq “ Ωp|C|n{2q,
as desired.
To finish the proof, we now prove Claim 8. The proof of Lemma G.3 implies the following: In every resolution
that occurs between two boxes from Dl Y El, one of the two resolved boxes must belong to El while the other must
belong to the following subset ofDl:
D1l :“
{
c | Di , j P rns[piAipcq, piA jpcq P {0, 1}d11n´l´10 and piAkpcq “ λ for all k P rns ´ {i, j}]}.
This implies that the geometric resolution result must be contained in some box that belongs to El`1. From the above
definition, we haveD1l “ Dl ´Dl`1. Hence,
rpDl Y Elq “ rpDl`1 YD1l Y Elq ě rpDl`1 YD1l Y El Y El`1q “ rpDl`1 Y El`1q.
The inequality above holds by definition of r. The second equality holds because of Lemma G.9. 
Corollary G.11. Let B be the input set of boxes for Klee’s measure problem, n the number of dimensions, and C any
optimal certificate for B. Klee’s measure problem over the Boolean semiring has a lower bound of Ωp|C|n{2q that
holds for all algorithms that are based on Geometric Resolution.
G.6 The ωp|C|4{3´ ` Zq lowerbound for arity ě 3
The following proposition aims to show that general dyadic boxes are a bit too expressive. In particular, this shows
that the restriction of the maximum arity being two in Theorem 4.7 is necessary. (We make use of a well-known
complexity theoretic assumption about the hardness of the 3SUM problem [59].)
Proposition G.12 (Hardness of acyclic queries with arity-ě 3 relations). For any k ą 2, there is a class of (α, β, γ,
and Berge)-acyclic queries Q whose maximum relation arity is k satisfying the following. Unless the 3SUM problem
can be solved in sub-quadratic time, there does not exist an algorithm that runs in time Op|C|4{3´`Zq for any  ą 0
on all input instances. And, there is a class of acyclic queries Q with maximum arity k satisfying the following. Unless
the exponential time hypothesis is wrong, no algorithm runs in time Op|C|opkqq on all instances.
Proof. We first prove the proposition with k “ 3. We use the 3SUM hardness of the triangle query [59]. Given an
instance of the triangle query RpA, Bq, S pB,Cq, T pA,Cq, we create three new three-dimensional relations WRpA, B,Cq,
WS pA, B,Cq and WT pA, B,Cq. The gap boxes for WR,WS ,WR are the sets of all gap boxes from R, S , and T , respec-
tively, with appropriate λ’s filled in the missing coordinates. For example, if we have a gap box 〈a, b〉 from R, we insert
〈a, b, λ〉 to BpWRq. Then, the total size of BpWRq,BpWS q,BpWT q is linear in the total sizes of R, S , and T , which is
linear in the number of tuples from R, S , and T .
Finally, we let Q be any query containing as a sub-query the join WRpA, B,Cq Z WS pA, B,Cq Z WT pA, B,Cq,
while the rest of the relations from Q can be of arbitrary form. Note that Q can be α, β, γ, or even Berge-acyclic. In
the hard instance, we let them contain all possible tuples in their respective domains. Thus, for the rest of the relations
in Q, they do not contribute any gap box to the problem. The output of this join is exactly the join of R Z S Z T ,
which cannot be computed in Op|C|4{3´ ` Zq-time, following [59]. For k ą 3, we can pad more λ’s to the above
reduction.
Using a reduction from unique-k-clique [16] similar to the reduction above, we can also show that no algorithm
can run in time O˜p|C|opkqq for all input instances. The result from [16] states that unique-k-clique does not admit an
Opnopkqq algorithm unless the exponential time hypothesis is wrong. 
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H Tetris-Reloaded in the GAO-consistent certificate world
When we resolve two boxes w1 and w2, the result w “inherits” some of its components from w1 and some from w2
(and some from both). In general, w is going to be a “mixture” of w1 and w2. It might also happen that w inherits all
of its components from w1 only (or w2 only). Given a set of M boxes, if we know that no matter how we resolve them,
we can never “mix up” more than c of them in a single box, then we cannot perform more than O˜pMcq resolutions.
The integral cover support lemma (Lemma E.4) was a formalization of this intuitive idea.
Given a hypergraph H “ pV,Eq and a GAO σ, we can define a measure of how “badly” ordered-geometric-
resolution can “mix up” any set of boxes, assuming that those boxes are σ-consistent and their supports correspond
to hyperedges in H . We will be referring to this measure as the cover-width of H that is induced by σ, denoted by
cwpσq. Based on this intuition, it is not surprising that Tetris-Reloaded runs in time O˜p|Cgao |cwpσq`Zq, which is what
we are going to prove in this section. This result generalizes earlier ones found in [50].
We start by defining the cover-width of a hypergraph and stating some of its properties.
H.1 Cover-width of hypergraphs
Let H “ pV,Eq be a hypergraph. Let σ “ pv1, . . . , vnq be an ordering of vertices of this hypergraph. In the context
of this paper, this ordering is called a GAO. In traditional graph theory, database, and graphical model applications, an
ordering of vertices of a hypergraph is often called an “elimination order.” We use GAO instead of elimination order
because sometimes we will need our GAO to be a particular elimination order or the reverse of an elimination order in
the traditional sense.
For any hypergraph G, let VpGq denote its vertex set, and EpGq denote its edge set. The union of two hypergraphs
G1 and G2, denoted by G1 YG2, is a hypergraph G “
(
VpG1q Y VpG2q, EpG1q Y EpG2q
)
. If G is a hypergraph and v
is one of its vertices, then G ´ v denotes the hypergraph obtained from G by removing v from VpGq and from every
edge in EpGq. If an empty edge results, we remove the empty edge too.
We define collections Gk, k P rns, of hypergraphs with respect to σ, recursively, as follows. A hypergraph is identi-
fied using the collection of hyperedges that it has; hence, a “system of sets” and a hypergraph are used interchangeably
whichever makes more intuitive sense.
To facilitate the recursive definition, define
G “ {{F} | F P E} .
(Here, E is the set of hyperedges of the original hypergraphH “ pV,Eq, the hypergraph of the input query. In words,
initially the collection G consists of |E| single-edge hypergraphs, one for each member of E, the edge set ofH .
For each k from n down to 1, we construct the hypergraph collection Gk in two steps, then perform two extra steps
to prepare for the construction of Gk´1.
• Step 1, initialization: set Gk to be
Gk “ {G | G P G and vk P VpGq} .
• Step 2, taking closure: as long as there are two members G1,G2 P Gk such that G1 Y G2 < Gk, add the
hypergraph G1 YG2 to Gk. The construction of Gk is completed until we can no longer find such two members.
• Step 3, vertex elimination: set G “ GY Gk, then for every G P G, replace G by G ´ vk.
The minimum integral edge cover number of a hypergraph G, denoted by ρpGq, is the minimum number of hyper-
edges in EpGq that can be used to cover VpGq.
The induced cover-width of the GAO σ “ pv1, . . . , vnq with respect to the original hypergraph H , abbreviated by
cwpσq, is defined to be
cwpσq :“ max
kPrns
max
GPGk
ρpGq.
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The cover-width of a hypergraphH is the minimum induced cover-width over all possible GAOs:
cwpHq “ min
GAO σ
cwpσq.
The following Propositions show that the notion of cover-width is a natural “interpolation” width notion between
β-acyclicity and treewidth. Furthermore, there are classes of hypergraphs for which the cover-width is arbitrarily
smaller than the treewidth.
Proposition H.1. The cover-width of a β-acyclic hypergraph H is 1. Furthermore, a GAO with cover-width 1 for H
can be computed in time polynomial in the query complexity.
Proof. Let H “ pV,Eq be the hypergraph. We showed in [50] that there exists a GAO σ “ pv1, . . . , vnq which is a
nested elimination order. What that means is, for every k P rns, if we define the following set system:
Fk “ {F X {v1, . . . , vk} | F P E and vk P F}
then the sets in Fk form a chain, i.e. series of sets where one is contained in the next.
It is sufficient to show that if σ is a nested elimination order, then ρpGkq “ 1 for every k P rns, where the Gk are
defined above. It is not hard to see that Gk Ď 2Fk , the power set of Fk. Hence, for every hypergraph G P Gk, the
hyperedges of G form a chain. To cover G, we can simply take the bottom hyperedge on this chain, i.e. ρpGq “ 1 for
every G P Gk.
Verifying whether a hypergraph is β-acyclic can be done easily in polytime by an elimination procedure [50],
which also yields a nested elimination order if one exists. 
Proposition H.2 (cwpHq ď twpHq`1). IfH is a hypergraph with treewidth w, then its cover-width is at most w`1.
Proof. Since twpHq “ w, there exists a GAO σ “ pv1, . . . , vnq for which the induced width of σ is w. In particular, for
every hypergraph G P Gk, we know VpGq Ď supportpvkq, and hence |VpGq| ď w`1. (See relation (10).) Any minimal
integral edge cover of a hypergraph with at most w` 1 vertices must have size at most w` 1. Thus, ρpGq ď w` 1 for
all G P Gk and for all k P rns. Consequently, cwpHq ď w` 1 as desired. 
Example H.3 (cw ! tw). There are classes of hypergraphs whose cover-width is any given positive integer and whose
treewidth is unbounded.
Let c be any positive integer andH be any hypergraph with twpHq “ c. Create a new hypergraphH 1 fromH by
cloning every vertex ofH t times. If an edge ofH contains a vertex v, then the edge will contain t copies of v inH 1.
It is not hard to see that cwpH 1q “ cwpHq but twpH 1q is now unbounded as t is arbitrary.
Example H.4 (cw of a Loomis-Whitney query). The LWpnq query is the query whose hypergraph isH “ (rns, ( rnsn´1)).
Note that LWp3q is the triangle query. It is not hard to see that the cover-width of this hypergraph is 2, independent
of the GAO. This is (very roughly) because, every hyperedge is missing a unique vertex; and thus any of two of them
cover their union.
Example H.5 (cw of a cycle). Let Cn be the cycle of length n. Then, cwpCnq ě 2 because no matter which
GAO we choose, there is a hypergraph in Gn that has an integral cover number 2. Now, if the cycle’s edges are
{p1, 2q, p2, 3q, ¨ ¨ ¨ , pn ´ 1, nq, pn, 1q}, and let σ “ p1, 2, . . . , nq, then Gn consists of the following hypergraphs (re-
call that we identify a hypergraph by its set of hyperedges, so we will not explicitly write down the vertex set of a
hypergraph for brevity):
G1 “ {p1, nq},
G2 “ {pn´ 1, nq},
G3 “ {p1, nq, pn´ 1, nq} (this is G1 YG2)
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As reasoned above, ρpG3q “ 2. Now, after eliminating vertex n, Gn´1 consists of the following hypergraphs
G11 “ {pn´ 2, n´ 1q}
G12 “ {pn´ 1q} (this is G2 ´ n)
G13 “ {p1q, pn´ 1q} (this is G3 ´ n)
G14 “ {pn´ 1q, pn´ 2, n´ 1q} (this is G11 YG12)
G15 “ {p1q, pn´ 1q, pn´ 2, n´ 1q} (this is G11 YG13)
We can see that ρpG1iq ď 2. Continuing with this process, we can prove by induction that cwpCnq “ 2.
Example H.6 (cw of a clique). The cover-width of a k-clique is k ´ 1. We omit the proof.
H.2 GAO-consistent certificate results
The expressiveness of the input gap boxes certainly help significantly reduce the certificate size (see Examples B.7
and B.8). However, as we have seen from the negative result of Proposition G.12, there is a great tension between the
expressiveness of the input gap boxes and the runtime of any join algorithm.
Example H.7. Consider a query with four attributes, where the GAO is pA1, A2, A3, A4q, and the input relations are
RpA1, A2, A3, A4q and S pA2, A4q. For two gaps (w1 from R and w2 from S ) to be resolvable on the last attribute, they
must have the form:
w1 “ 〈t1 , t2 , t3 , x40〉
w2 “ 〈λ , t2 , λ , x41〉
where t1, t2, t3 are maximal-length strings (The ‘0’ and ‘1’ could have appeared the other way around). The resolution
result w will be:
w “ 〈t1 , t2 , t3 , x4〉
Notice that w is a prefix box of w1. (See Definition C.2.) In fact, any ordered geometric resolution between two gaps
(or prefixes of gaps) from R and S is going to produce a prefix of one of them.
The above example can be made into a formal result. In this section, we show that if we restrict the input gap boxes
to be σ-consistent, where σ is the SAO used by Tetris, then there are classes of queries where we can obtain runtimes
that are arbitrarily better than the O˜p|C|w`1 ` Zq runtime proved in Section 4.4. Of course, the new runtime will be
measured on the weaker notion of certificate: the GAO-consistent certificate Cgao . GAO-consistent certificates, while
weaker than general box certificates, capture a good class of practical algorithms. For example, the Leapfrog Triejoin
algorithm [72] implemented in LogicBlox database engine uses only indices from one GAO.
Theorem H.8. Let B be a set of σ-consistent boxes for some fixed GAO σ. Let HpBq be the supporting hypergraph
of B, and cwpσq be the induced cover-width of σ with respect toHpBq. If Tetris-Reloaded uses σ as a SAO, it solves
BCP on input B in time O˜p|C|cwpσq ` Zq. (Notice that because B is σ-consistent, C in here will be σ-consistent as
well.)
Corollary H.9 (Tetris generalizes Minesweeper). Let Q be a join query, σ be a fixed GAO, and suppose that the set
of input gap boxes BpQq is σ-consistent. If Tetris-Reloaded uses σ as a SAO, it solves Q in time O˜p|Cgao |cwpσq ` Zq.
Proof of Theorem H.8. WLOG, assume σ “ pA1, . . . , Anq. Let c “ cwpσq. The proof strategy is as follows. We apply
Lemma E.4 by showing that, for every gap box resolvent w, there exists an integral cover F1, . . . , Fc for supportpwq
such that w is supported on {F1, . . . , Fc}. To get the desired integral cover, we equip w with a hypergraph G “ pV “
supportpwq, Eq such that for every edge F of this hypergraph, w is supported on F by some input gap box, and that
the minimum integral cover for the hypergraph has size at most c. We obtain such hypergraph by induction. If w was
the result of resolving w1 with w2, then the hypergraph G will be constructed from the hypergraphs of w1 and w2,
inductively.
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In the base case, if w is an input gap box, then the hypergraph for w is a single-edge hypergraph G “ pV, Eq with
V “ supportpwq and E “ {V}. Clearly w is supported on V .
Now, suppose w1 and w2 are two gap boxes or gap box resolvents satisfying the following conditions. There are
two hypergraphs G1 “ pV1, E1q and G2 “ pV2, E2q for which Vi “ supportpwiq, i P r2s, and for every F P Ei, wi is
supported on F by some input gap box.
Let w “ Resolvepw1,w2q, and suppose the resolution is on attribute Ak for some k P rns. We consider two cases.
Case 1. The Ak-component of w is not λ. It is crucial that the gap boxes areσ-consistent, so every component of w1
and w2 after Ak is λ and every component before Ak is either λ or full-length. (Recall Definition 3.11.) Consequently,
for every subset S Ď supportpwiq, we have piS pwiq Ď piS pwq. It follows that the hypergraph G “ G1YG2 satisfies the
condition that supportpwq “ VpGq and w is supported on each hyperedge in EpGq.
Case 2. The Ak-component of w is λ. In this case, we equip w with the hypergraph pG1 YG2q ´ Ak.
Finally, by the definition of cwpσq, for each w and each hypergraph G that w is equipped with, the minimum
integral cover of G has size at most cwpσq. And since w is supported on any integral cover, the theorem is proved. 
Corollary H.10 (Minesweeper’s guarantee). If Q is β-acyclic, then there exists a SAO σ for which Tetris-Reloaded
runs in time O˜p|Cgao | ` Zq, given that the set of input gap boxes BpQq is σ-consistent.
Proof. This follows from the above theorem and Proposition H.1. 
H.3 Cutset cover-width
The notion of cover-width was an attempt to measure how β-acyclic a hypergraph is. A β-acyclic hypergraph has
cover-width exactly 1. In probabilistic graphical model (PGM) inference [60] and constraint satisfaction problem
(CSP) solving [21], researchers have noticed for a long time that most inference or CSP problems are easy on α-acyclic
hypergraphs. (Note that, as was shown in [50], in the certificate world the boundary has moved from α-acyclicity to
β-acyclicity.)
In PGM inference or CSP, one way to measure the degree of α-acyclicity of a hypergraph is to count the minimum
number of vertices one has to remove to make the hypergraph α-acyclic. This idea gives rise to the cycle cutset
conditioning algorithms [20, 60]. The runtime is then multiplied by an exponential factor in the number of vertices
removed. We do not necessarily need a resulting α-acyclic hypergraph. We might want to stop at a hypergraph of
small treewidth, at which point a treewidth-based search algorithm takes over. This is the idea of w-cutset conditioning
algorithms [11].
Following the same line, we can define a notion of cutset c-cover-width, which is the minimum number x of
vertices, say X Ď V , we have to remove so that the resulting hypergraph H ´ X has cover-width equal to c. In that
case, it is easy to see that Tetris-Reloaded runs in time O˜p|Cgao |x`c ` Zq given the correct SAO. All we have to do is
to put the removed attributes in X in front of the SAO, and the best attribute ordering with respect to the cover-width
of the residual graph H ´ X in the end of the SAO. Then, we apply Lemma E.4 as follows. For a given witness w, we
construct an integral cover of its support set by having a singleton set for each attribute in supportpwq X X, and the
usual integral cover on supportpwq X pV ´ Xq.
However, it is easy to prove the following, essentially saying that cutset conditioning does not help our cause in
this problem setting.
Proposition H.11. If a hypergraph H has cutset c-cover-width x, then cwpHq ď c` x.
Remark H.12. What does help, however, is that the dyadic segments in the X components can be general dyadic seg-
ments, because in the integral cover we use only singleton sets as the supports. Hence, this idea of cutset cover-width
might still be useful when we know there is a small subset of attributes on which the input gap boxes store general
dyadic segments.
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I From geometry to logic: DNF certificates and connection to DPLL with
clause learning
The bit-string encoding of dyadic intervals leads to a very natural idea (in hind sight), and opens up a large number of
intriguing questions regarding the nature of database indices and the join operation on them. In this section, we briefly
touch upon some of the research directions and the questions that Tetris pointed to.
We discuss an alternative formulation, turning the problem from geometry to logic. We do so by explaining how
to store data as DNF-formulas, replacing the gap boxes by the more expressive DNF terms. This encoding/indexing
leads to the very natural notion of DNF-certificates, which can be a lot smaller than geometric certificates, at a price.
Then, we explain how syntactically one can view Tetris as doing a special form of DPLL with clause learning.
This section is partly speculative. In some sense we “close the loop”: SAT is a special case of constraint satisfaction
problem, which is equivalent to conjunctive query evaluation, which Minesweeper showed to be geometric, which
Tetris expanded, which led us back to SAT.
I.1 DNF database indices
Fix an input relation R of arity k. Again for simplicity, assume the domain of all attributes are of size D “ 2d. We
encode each input tuple t “ pt1, . . . , tkq P R with a DNF term in a very natural way. There are dk (bit) variables
x1, . . . , xdk, of which d variables are used to represent each ti. For example, for k “ 2 and d “ 3, and
t1 “ 2 (010 in binary)
t2 “ 6 (110 in binary),
we have a truth assignment – with notation overloading –
tpx1, . . . , x6q “ p010, 110q.
This is the unique satisfying assignment to the DNF-term (or conjunctive clause)
x¯1 ^ x2 ^ x¯3 ^ x4 ^ x5 ^ x¯6.
Definition I.1 (Tuple DNF-formula). Any k-ary relation R is simply a DNF formula (a disjunction of DNF-terms),
where each DNF-term has exactly dk variables. Each term represents a tuple in the relation. The set of tuples in R is
precisely the set of truth assignments satisfying the DNF formula. We will refer to this formula as ϕpRq, and call it the
tuple DNF formula encoding R.
The above encoding has size O˜p|R|q, and one can certainly envision building an index for the relation that way;
though it is not quite clear what we gain from doing so. Next, we draw inspiration from Minesweeper and Tetris: we
would like the index to be able to return “gaps” representing a region of space where no tuple from R resides.
The first natural idea is to use the complement of the tuple DNF formula to represent the gaps. This complement
is a CNF-formula, which is a conjunction of clauses. This representation would represent all possible gaps at once.
The problem, of course, is that this representation has size Ωpkd|R|q. Consequently, if we use such a CNF-formula to
answer a probe, it would be the same as transmitting back the entire relation, defeating the purpose of a probe. Note
that in this setting, a probe is simply a truth assignment of kd variables. (The projection of the higher dimensional
probe point down to this relation’s attributes.)
Recall that the gap boxes cover the non-input-tuples in the union-sense: they can overlap. The gap boxes represent
DNF-like formulas. This observation leads to the next natural idea. We can design DNF formulas to represent gaps
too. Each term of a DNF formula has at most dk variables, and thus to respond to a probe we can return a few terms
that the probe satisfies without the space explosion.
The dyadic gap boxes are one type of gap DNF terms we are looking for. Let us start with a couple of examples.
Example I.2. Consider the following relation RpAq “ {1, 5, 11} where DpAq “ {0, 1, . . . , 15}, which means d “ 4.
The tuple DNF formula is
ϕpRq “ px¯1 ^ x¯2 ^ x¯3 ^ x4q _ px¯1 ^ x2 ^ x¯3 ^ x4q _ px1 ^ x¯2 ^ x3 ^ x4q.
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The truth assignments not in R form gaps, which are as follows.
• Gap 1: {0000}, represented by the DNF term
x¯1 ^ x¯2 ^ x¯3 ^ x¯4
• Gap 2: {0010, 0011, 0100}, represented by the DNF formula
px¯1 ^ x¯2 ^ x3q _ px¯1 ^ x2 ^ x¯3 ^ x¯4q.
• Gap 3: {0110, 0111, 1000, 1001, 1010}, represented by the DNF formula
px¯1 ^ x2 ^ x3q _ px1 ^ x¯2 ^ x¯3q _ px1 ^ x¯2 ^ x3 ^ x¯4q.
• Gap 4: {1100, 1101, 1110, 1111}, represented by the DNF formula
px1 ^ x2q.
It should be clear that the DNF-terms above correspond precisely to the set of all dyadic boxes. And it should also
be clear that gap DNF-formulas are much more powerful than the dyadic boxes. For example, it is possible to merge
the second DNF-term of Gap 2 with the DNF-term from Gap 1 to form a DNF term px¯1 ^ x¯3 ^ x¯4q. We will get back
to this crucial point later.
Example I.3 (The interleaving case). Consider the hard instance for Minesweeper and Tetris, where we want to
compute the join RpAq Z S pAq with RpAq “ {0, 2, . . . , 2k ´ 2}, S pAq “ {1, 3, . . . , 2k ´ 1}. Minesweeper and Tetris
work in the same way for this example: they run in time Ωp|R| ` |S |q.
However, if by magic the database index infers more about the relations and represents the DNF formulas much
more succinctly, then join algorithms can run a lot faster. The complement of RpAq can be represented by the DNF-
formula
R¯ “ xd,
and the complement of S pAq is
S¯ “ x¯d.
And the certificate x¯d _ xd certifies that the output is empty.
Proposition I.4. Every dyadic box (in any index order) can be presented by a DNF-term. The converse does not hold.
Proof. The forward direction is obvious. The interleaving example above shows that the converse does not hold: the
DNF-term xd cannot be represented by a single dyadic box. 
Definition I.5 (Gap DNF formula). Given a relation R, a gap DNF formula is a DNF formula ϕ¯pRq such that t < R iff
t satisfies ϕ¯pRq. A gap DNF formula is non-redundant if none of its term logically infers another.
Definition I.6 (DNF index). A DNF index is a data structure storing tuples in a relation R such that the storage
maintains a gap DNF formula. Given a queried tuple, the index either returns YES, the tuple belongs to R, or NO the
tuple does not belong to R. In the NO case, a set of gap DNF terms from the gap DNF formula which the tuple satisfies
are returned as evidence.
We leave the many tradeoffs involved in building such a database index for an (exciting) future work. The above
definition is necessarily vague. As far as we know there is no such index in the database literature. (Bitmap/Variant
indices, widely implemented in database management systems [55, 56, 68], are close to the spirit of DNF indices.)
We would like to emphasize, however, that what Minesweeper and Tetris pointed to is the following: ordered
indices such as B-trees, tries, or even hash tables (up to a log-factor loss) can effectively be viewed as DNF indices.
To briefly touch upon the huge space of tradeoffs involved in designing such an index, let us even leave aside the
all-important question of how to efficiently maintain and update relations built using a DNF index. The theoretical
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question of which gap DNF-formula to maintain is already interesting and difficult. There are many gap DNF-formula
for a given relation R. The gap DNF formula corresponding to the dyadic gap boxes has at least as many terms as |R|,
one for each gap. As the interleaving example shows, this representation might be wildly redundant. It might make
sense to find a DNF-formula with the minimum number of terms so that the storage is compact.
Finding a minimum DNF-formula representing a given relation R is known to be NP-hard [3, 47]. It is easy to see
that min-DNF is a special case of set cover, and thus admits a log N-approximation algorithm. Here, N is the size
of the truth table. In other words, we can approximate min-DNF to within a factor of dk, where k is the number of
attributes of R, and d is the number of bits to represent each attribute value. This bound is almost tight, since there is a
γ ą 0 for which plog Nqγ-approximation is not possible (modulo a well-known complexity theoretic assumption) [3].
I.2 DNF-certificate and DPLL with Clause Learning
In the previous section, we have established that a DNF-index can generalize indices that store dyadic gap boxes;
the next natural step is to define the notion of DNF-certificate for a join query. As defined above, each relation can
abstractly be viewed as a gap DNF-formula, containing many DNF terms. A tuple does not belong to the relation iff it
satisfies some term of the gap DNF-formula. We useDpRq to denote the set of all DNF terms of the gap DNF formula
for relation R.
Definition I.7 (DNF-certificate). A DNF-certificate for an instance of the join query Q is a collection Cdnf of DNF-
terms, where
Cdnf Ď
⋃
RPatomspQq
DpRq,
such that a tuple t (i.e. a truth assignment) satisfies Cdnf iff it is not an output tuple of Q.
If the DNF-indices are built such that the number of DNF terms in DpRq which a probe point satisfies is O˜p1q,
then we can discover an optimal Cdnf using a Minesweeper-like algorithm in the same way that Tetris-Reloaded was
designed. Each time we probe into a relation, it will return either (1) YES, meaning the probe belongs to the relation,
or (2) NO, along with a set of gap DNF terms, representing a set of gap DNF terms that the probe satisfies.
The set of all gap DNF terms discovered so far can be stored in a data structure. Then, the next probe point (or
negative witness in Tetris’ sense) is computed from this data structure. It is a tuple that does not satisfy any of the
DNF terms stored in the data structure. In other words, it is a satisfying truth assignment to a CNF formula. (The
complement of the gap DNF terms.)
Hence, we are entering the realm of SAT solvers. A SAT-solver takes a CNF-formula and either provides a
refutation proof that the formula is not satisfiable, or a satisfying assignment. Most known SAT algorithms are based on
variations of the Davis-Putnam procedures [18], which is resolution-based, or the Davis-Putnam-Logemann-Loveland
(DPLL) algorithm [17], which is pure backtracking search.
The original Davis-Putnam procedure [18] is based on resolution, and suffers from the memory explosion problem.
DP-resolution can be cast as a variable-elimination algorithm [24], which has the identical structure as the variable-
elimination algorithm for graphical model inference. If the variable ordering is chosen so that the induced treewidth of
the sequence is small, then it might be faster then DPLL [24]. DP-resolution can be very bad [31] in theory, compared
to other proofs, if we aim to minimize the proof size. The DPLL-algorithm [17] is search-based. The pure form of
this algorithm eliminates the exponential memory requirement of DP-resolution. DPLL can be viewed as DP with
unit resolution. Most practically efficient SAT-solving algorithms use DPLL with more sophisticated forms of clause-
learning [26, 49, 66, 67, 74] (see [42] for a nice survey). The idea is to insert back into the CNF formula a new clause
that the algorithm has learned during the search, in order to “cache” some of the computation performed thus far.
In summary, one can envision applying known SAT solving algorithms to compute joins with runtime proportional
to the optimal DNF certificates. General DNF certificates are extremely expressive, and thus the general problem is
probably too difficult. As we have mentioned earlier, we leave open the question of how a DNF index can be built and
maintained efficiently. We leave this direction of inquiry to a future work.
There are a couple of observations that, in hind sight, relate Tetris to DPLL with clause learning.
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Tetris is DPLL with clause learning If we view the input box b to Tetris as a partial truth assignment, then the
partition of b into b1 and b2 is simply the assigned value of the next variable. The box w1 or w2 can be thought of
as encodings of a learned clause or a base clause, where we found that the current partition assignment b1 or b2 is
in conflict with the CNF clauses. If w1 or w2 contains b, i.e. b violates one of those clauses, then the algorithm
backtracks. Otherwise, the partial assignment b violates the resolved clause w. This resolution is of DP-style. The
newly learned clause w is inserted back into the knowledge base. Furthermore, since the algorithm continues running
after a satisfying truth assignment is found, it should properly be thought of as #DPLL.
Worst-case optimal algorithms are pure DPLL with a fixed variable ordering. Another interesting observation
is that of Corollary D.3. Tetris does not need to cache resolvents (i.e. it does not need to insert back learned clauses)
in order to achieve the worst-case AGM bound for the input query. In hind sight this was also obvious from observing
the algorithms from [51] and [72]: those algorithms do not need caching at all.
On the other hand, in order to achieve the fractional hypertree width bound or Yannakakis linear runtime for α-
acyclic queries, pure backtracking search is not sufficient. This holds true for the certificate world too, where caching
is a must.
J General Resolution can be more powerful than Geometric Resolution
J.1 The example
We now show that the hard examples in the proof of Theorem G.10 can be solved with O˜p|C|qmany general resolutions.
Contrast this with the result in Theorem G.10, which states that for the same examples, any geometric resolution
scheme needs to make Ωp|C|n{2q resolutions. Thus, this will show that geometric resolution is strictly less powerful
than general resolution.
We begin with the case of n “ 3. For completeness, we restate the hard instance for n “ 3 from the proof of
Theorem G.10 here. We need an instance for the triangle query RpA, Bq Z S pB,Cq Z T pA,Cq. Let M “ 2d be an
integer for another integer parameter d ě 1 and let OM and EM denote the set of odd and even numbers respectively
in {0, . . . ,M ´ 1}. Then the following is a hard instance for geometric resolution:
RpA, Bq “ OM ˆ EM Y EM ˆ OM ,
S pB,Cq “ OM ˆ EM Y EM ˆ OM ,
T pA,Cq “ OM ˆ EM Y EM ˆ OM .
Before we proceed we need to state how we encode the domains so that we can express the gaps as clauses (since
we want to use general resolution on them). We will follow the encoding from Section I. In particular, for attributes
A, B and C we define d boolean variables each: a0, . . . , ad´1, b0, . . . , bd´1 and c0, . . . , cd´1. Then for every constant
i P DpAq “ {0, 1}d, we associate a shorthand notation Ai for the conjunctive clause that naturally encodes the binary
representation of i. In particular, for i “ ∑d´1j“0 i j ¨ 2 j (where i j P {0, 1}), the corresponding conjunctive clause will
have the literal  a j if i j “ 0 and a j otherwise. Note that  Ai is a valid (disjunctive) clause. We similarly define Bi
and C j for i P DpBq “ {0, 1}d and j P DpCq “ {0, 1}d. We would like to stress here that we are just using Ai, Bi,Ci as
notational macros and there is not necessarily a semantic meaning to this notation. (See Section J.2 for why this might
matter in general.)
Before we proceed with the encoding of gaps, we record the following simple observation.
Lemma J.1. Given the clauses  Ai for i P OM , one can generate the clause  a0 with OpMq general resolutions.
Similarly, given clauses  Ai for i P EM , one can generate the clause a0 with OpMq general resolutions. (Similar
results hold for clauses from attributes B and C.)
Proof. This follows by noting that in general resolution one can essentially ignore the variable a0 in the clauses and
then make OpMq resolutions to generate 〈λ, . . . , λ〉 (on the variables a1, . . . , ad´1). The proof follows by noting that
the values  Ai for i P OM (i P EM resp.) contain the literal  a0 (a0 resp.). 
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We are now ready to state the gaps from the relations above in terms of the notation defined above. Let us consider
the gaps from relation R: note that we have a gap rectangle 〈i, j, λ〉 for pi, jq P OM ˆOM YEM ˆEM . In particular, for
each such pair pi, jq, we have the following conjunctive clause
GR,i, j “ Ai ^ B j.
Note that the negation of the clause is a normal disjunctive clause:
 GR,i, j “  Ai _ B j.
Similarly we can define the clauses corresponding to gaps in S (denoted by GS ,i, j) and in T (denoted by GT,i, j). Note
that checking if the gaps cover 〈λ, λ, λ〉 is equivalent to checking that the following CNF has no satisfying solutions: ∧
pi, jqPOMˆOMYEMˆEM
 GR,i, j
^
 ∧
pi, jqPOMˆOMYEMˆEM
 GS ,i, j
^
 ∧
pi, jqPOMˆOMYEMˆEM
 GT,i, j
 . (22)
We will now argue that for the set of clauses above, general resolution is strictly more powerful than geometric
resolution.
Lemma J.2. Starting with (22) one can derive a contradiction with OpM2q general resolutions, while doing the same
takes ΩpM3q geometric resolutions.
We thank Paul Beame for telling us the proof below and kindly allowing us to use it here.
Proof. The lower bound follows from the proof of Theorem G.10 so we focus on the upper bound in this proof.
Consider the following sequence of (general) resolutions:
1. Fix an o P OM . Then note that with OpMq resolutions on clauses  Ao _ Bo1 for o1 P OM , we can generate the
clause  Ao _  b0. (This essentially follows from Lemma J.1.) In particular, with OpM2q general resolutions
we can generate the clauses
 Ao _ b0 for every o P OM .
Again applying Lemma J.1 to the above set of clauses with further OpMq general resolutions, one can generate
the clause
 a0 _ b0. (23)
Similarly with OpM2q general resolutions on the clauses  GR,i, j for pi, jq P EM ˆ EM , we get the following
clause:
a0 _ b0. (24)
2. Using analogous argument as above to the gaps from S and T we can with OpM2q general resolutions generate
the clauses:
 b0 _ c0. (25)
b0 _ c0. (26)
 a0 _ c0. (27)
a0 _ c0. (28)
3. Now with four more resolutions we can generate the clauses a0 and  a0, which will generate the required
contradiction. (Indeed to generate a0, resolve (24) with (25) and resolving the resulting clause a0 _  c0 with
(28). Similarly,  a0 can be generated from the other three clauses.)
The proof is complete by noting that the above steps use OpM2q general resolutions to generate a contradiction, as
required. 
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The previous lemma can be generalized to any n ě 3. In particular, for every n ě 3, the lowerbound example
that needs Ωp|C|n{2q geometric resolutions in Theorem G.10 can actually be solved within O˜p|C|q general resolutions.
To see this, recall that a dyadic box is an n-tuple of binary strings of length ď d. In the logic framework, each bit
corresponds to a Boolean variable and each dyadic box corresponds to a conjunctive clause: variables that appear in
this clause are those whose corresponding bits appear in the corresponding dyadic box. (e.g. If some string has length
ă d, then the variable corresponding to the last bit does not appear in the clause.) The negation of a dyadic box is
nothing but a disjunctive clause.
To solve the lowerbound example within O˜p|C|q general resolutions, all we have to do is start with making all res-
olutions on the Boolean variables corresponding to the first d1 bits of each one of the n strings. (Recall the parameters
and example from the proof of Theorem G.10.) Within O˜p|C|q such resolutions, we can infer O˜p1q clauses that do not
contain any one of those d1 ˆ n variables. Within O˜p1q more resolutions, we can generate a contradiction.
J.2 Encoding Issues
In the previous section, we used the natural binary encoding for encoding each element of the domain as a clause.
Now we consider another natural encoding with the goal of pointing out that for our setting the choice of encoding
matters. In particular, for every element i of domain DpAq, we have a variable Ai. (Note that now unlike the previous
section this is not just a syntactic variable.) One also has to add a clause _iPDpAqAi to explicitly define the domain.
This essentially corresponds to a unary representation of the domain and is a representation in proof complexity that
has been studied before (see e.g. [10]). Below we state the reasons why the binary encoding that we use above is more
reasonable than this unary encoding for our purposes.
First, we note that if we assume that all the domains are {0, 1}d, then since in our setting we have n attributes, any
clause can have at most dn literals. This implies that a single general resolution (and obviously geometric resolution)
can be implemented in Opdnq time, which is O˜p1q in our setting. On the other hand, clauses in the unary representation
can have ΘpnNq many literals, which is significantly large in many of our settings. In traditional worst-case proof
complexity, this is fine since an extra factor of OpNq in the run time is not a big deal. However, in our beyond
worst-case results, this extra factor is too prohibitive.
Second, we note the fact that unary encoding can lead to long clauses, which allows general clauses to encode
arbitrary subsets of the domain. By contrast this is not possible in the binary encoding setting (which can only
encode polynomial many subsets). In the general attribute case this corresponds to the fact that general resolution
can encode combinatorial rectangles/boxes while in the geometric resolution case, we can only encode geometric
boxes/resolutions.
Finally, we note that for the case when we have only one attribute (say A and hence we only have the variables
a0, . . . , ad´1), general resolution can be lossy in the following sense. Consider the case where we have gaps at 7 and
11 (i.e. we have d “ 4). The negations of these gaps can be encoded as
a3 _ a2 _ a1 _ a0 and  a3 _ a2 _ a1 _ a0.
Note that the resolution of the two clauses above results in  a1 _  a0, which corresponds to all elements in {0, 1}4
that do not have their least two significant bits as 0. Note that this set is a strict subset of values that are not 5 and not
7. By contrast, when we perform geometric resolution on two clauses corresponding to negation of dyadic intervals,
the resulting clause corresponds exactly to the negation of the union of the two dyadic intervals.30 Thus, in some sense
binary encoding is more suited for geometric resolution than to general resolution.
30We note however that for two attributes geometric resolution is also similarly lossy.
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