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I .  I N T R O D U C T I O N  
Elec t ron  exchange  i n t e r ac t i ons  are  involved in a g rea t  va r i e t y  of chem- 
ical  p h e n o m e n a ,  f rom energy  t r a n s f e r  to  C I D E P  to  sp in  exchange  and  
0922-6168/90/$03.50 9 1990 Elsevier Science Publishers B.V. 
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more. In this review, we hope to tie these and some other ideas together 
and to show some of their relationships. Most of the broad topics have 
been reviewed before, but each is briefly developed here in the interest 
of "leveling the playing field". We hope to reach an audience of non- 
specialists whose interest (like ours) overlap into at least some of the 
topics covered here. 
The starting point for any discussion of exchange interactions must 
be the quantum mechanical expression for the exchange integral 
K = <  ea(1)r162 > (1) 
where Ca(l) represents electron 1 in orbital a, and so on, and r12 is the in- 
terelectron distance. Most of the phenomena we will discuss below which 
are called "exchange phenomena" in the li terature also involve other en- 
ergy terms, such as Coulomb, dipole, and overlap interactions. Some of 
the ambiguities in the literature nomenclature are addressed in the next 
section, and the effects of "exchange" energy differences on various phe- 
nomena, such as energy transfer and biradical esr and spin polarization, 
are examined in section III. 
We will see that  the so-called exchange energy is also central to 
Heisenberg spin exchange. Spin exchange is, in turn,  examined in the 
context of CIDEP radical pair mechanism, chemical reaction distances, 
and intersystem crossing of radical pairs. 
In each of the following sections, we will consider one sort of exchange, 
look at its relevance to the other exchange interactions, and summarize 
some of its manifestations. Because many manifestations of "exchange" 
are found in magnetic resonance and because we present some previously 
unpublished experiments of our own, an emphasis is placed on exchange as 
it relates to time-resolved esr (TRESR) and chemically induced dynamic 
electron polarization (CIDEP). Clearly, other approaches could have been 
taken to make the same point. Where complex mathematics  are involved 
in derivations, usually only the meaningful results are given, in hope of 
presenting the reader with a useful physical picture. The l i terature cited 
is meant to be representative, rather than exhaustive. 
TRESR allows the observation of radicals whose lifetimes are too 
short to be seen by steady state techniques. Moreover, radicals created 
by flash photolysis in the esr cavity very often exhibit non-Boltzmann spin 
distributions (i.e. spin polarization) called CIDEP. Several recent reviews 
have very nicely described the mechanisms of CIDEP polarizations [1], 
so we will give only a brief explanation here. The two most important  
polarization mechanisms are the triplet mechanism (TM) and the radical 
pair mechanism (RPM). They are somewhat complementary in that  they 
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yield information on the radical formation steps and on the subsequent 
radical pair dynamics, respectively. Fortunately, also, they are readily 
distinguishable on inspection of spectra. 
Triplet mechanism results in the actual overpopulation of c~ or/3 elec- 
tron spin states. The hyperfine lines are proportionally overpopulated so 
that  the spectrum is affected only in intensity and sign. TM polariza- 
tion is mainly observed in very fast abstraction and cleavage reactions 
of excited triplet carbonyl compounds and azaaromatics. It comes about 
because of selection rules in the $1 ~ T~ intersystem crossing step that  
causes overpopulation of one sublevel with particular symmetry  (Figure 
la) [2]. 
Figure la. A schematic representation of the triplet mechanism. (a) Excitation 
of a ketone into a l~r, zr* state is followed by spin-orbit mediated in- 
tersystem crossing. The Urotation ~ of the electron from a Pz to a py 
orbital causes angular momentum in the z direction, thus populating 
the Tz level preferentially. 
When the mechanism for intersystem crossing is spin-orbit coupling, 
the selection rule for intersystem crossing (ISC) from the excited singlet 
to a set of triplet sublevels can be summarized by the condition that  
rcs) o r(Rn) | r(T)contains Alg, 
where F is the symmetry  of a state or operator, R~ is the rotation operator 
for x, y, or z, and T~ is the triplet sublevel whose symmetry  corresponds 
to the rotation operator. Generally, this condition holds for only one of 
the sublevels, which is then overpopulated. The selection rule can be 
rationalized for carbonyls by noting that  ISC from 7r,Tr* to n,lr* states or 
the reverse involves a "rotation" of the electron density in the x,y plane, 
causing a resultant electron angular momentum in the z direction (Figure 
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Figure lb. A schematic representation of the triplet mechanism. (b) The inter- 
system crossing step into the molecular frame triplet is shown in the 
first energy diagram with the overpopulated Tz level represented by 
the thick bar. The triplet levels then interact with the magnetic field. 
In the laboratory frame, much of the polarization is transferred to the 
T+ level. The molecule undergoes a fast reaction, yielding radicals 
which are polarized with excess a spin. 
lb) .  Spin orbit coupling in ketones fills the Tz level preferentially, as 
predicted by this explanation. 
Of course, polarization generated by intramolecular selection rules is 
in the molecular frame only. By measuring the polarization in the mag- 
netic field of an esr spectrometer,  the molecular frame triplets are forced 
to interact with the laboratory frame field to yield the set of laboratory 
frame triplets T+,  To, and T_ from the molecular frame triplets Tx, Ty, 
and Tz. Fortunately (for those interested in CIDEP experiments!) the 
highest triplet sublevel in the molecular frame contributes the most to T+ 
when all orientations are averaged, and the lowest molecular frame triplet 
contributes the most to T_ .  Thus, the molecular frame polarization can 
be largely maintained in the laboratory frame. Clearly, overpopulation of 
the To level does not lead to polarization. 
The electron spin moments of the triplet can only react to the mag- 
netic field at a rate given by the Zeeman frequency wz = g~H/h .  In order 
for the polarization to be efficiently maintained wz must not be much 
faster than the rate at which the electrons respond to each other, w z F s  
= D/h ,  nor may it be much slower than the rotational correlation time 
re. 
The relaxation time of spin polarization in triplets at room temper- 
ature, often being 10 - s  to 10 - l ~  s, is too short to observe polarization 
in triplets directly. In the example where the highest triplet sublevel is 
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overpopulated, as in aromatic carbonyls [3] excess a spin is found in the 
triplet. If radical-forming reactions occur before the triplet spins thermal- 
ize (i.e., return to Boltzmann distribution), then the radicals are formed 
with excess a spin. The relaxation times of the new doublets are typi- 
cally much longer, of the order of a microsecond, which is sufficient for 
observation. 
Figure 2 shows a spectrum obtained on the photolysis of benzil di- 
methylmonoketal,  which exhibits TM polarization. Only the dimethoxy 
benzyl radical is observed during the time window used for this particular 
spectrum (ca. 1 - 2 #s after the flash); the benzoyl radical has a compar- 
atively fast relaxation time, loses its spin polarization quickly, and is not 
detected in this time window. Spectra taken at earlier times (which are 
uncertainty broadened) show both radicals in emission. 
Figure 2. The TRESR spectrum obtained on photolysis of benzil dimethyl- 
monoketal. It is all in emission and each line is in proportion to 
its degeneracy due to TM polarization. The peak marked with a star 
contains all of the intensity due to the benzil radical. 
In contrast, the radical pair mechanism (RPM),  or STo mechanism 
has nothing to with a molecular intersystem crossing step and may arise 
from either singlet or triplet precursors. The expected observation in 
the absence of competing relaxation mechanisms or net polarization is 
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equal and opposite polarization in hyperfine lines of the same absolute 
magnitude (i.e. =t=1, =t=2, etc.) and zero polarization of the center line, 
if any (assuming gl ~ g2). No net polarization is observed, in that  the 
total  ~ and ~ spins are in Boltzmann distribution. This is a key difference 
between RPM and TM when exchange effects are considered, as discussed 
below. 
RPM polarization comes about because of spin exchange between 
re-encountering radical pairs and will be discussed in more detail in sec- 
tion IIIA. Figure 3 shows the TRESR spectrum obtained on photolysis of 
acetone in isopropanol, which shows RPM polarization superimposed on 
a small amount of net absorptive polarization. Often spectra show both 
RPM and TM, so the appearance of the spectrum is dependent on the 
relative contributions of those mechanisms. 
Other polarization mechanisms, notably S / T _  mixing [4] and pas- 
sive CIDEP [5] can be important  under special conditions. The former 
mechanism is observed particularly when hyperfine coupling constants are 
very large, such as with the hydrogen atom [6,7], phosphoranyl radicals 
[8], or when the solvent viscosity is very high [9]. The latter mechanism 
becomes most important  when radical recombination rates approach the 
radical electronic T1 (ca. 106 s -1) [5]. 
Figure 3. The TRESR spectrum obtained on photolysis of solutions of acetone 
in isopropanol. RPM polarization is superimposed on a net absorptive 
polarization. 
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II .  E L E C T R O N I C  A N D  S P I N  E X C H A N G E  
A. The exchange interaction 
In the worlds of quantum mechanics and magnetic  resonance, there 
are exchange integrals, and then there are exchange integrals. The ex- 
change integral found in all the quantum mechanics textbooks is tradi- 
tionally labeled K and has the form used in the introduction, i.e., 
= <  (2) 
Much of the magnetic resonance literature is full of references to something 
termed J, the "exchange integral", which represents the energy difference 
between the S and To states of a pair of interacting electron spins. As 
often as not, explicit mention is made that  Jm~g ~ = - 2  Kq~,~,,~m. 
The reality is that  Jm~g ~ -- - 2  K in only one limit: when there 
is zero net overlap between the localized orbitals containing the unpaired 
spins and when those orbitals are degenerate. Such are, of course, the 
limits in which Hund's rule applies. 
The confusion is made only worse by the fact that  J is also tradition- 
ally used in the quantum mechanics li terature as the Coulomb integral, 
= <  r162162162 > (3) 
Despite their similar form, Jquar, tum and K are totally different quan- 
tities, the former with classical analog, and the lat ter  without.  As a func- 
tional example, Jquar~um and K are the matr ix elements important  in 
dipole-dipole and exchange mediated energy transfer, respectively. The 
implications of Jq,,~,,~,~ and K for spin polarization in energy transfer 
are examined in section IIIF. 
Jm~g tea is more realistically viewed as an empirical parameter ,  which 
can just as well be called the triplet-singlet energy gap, AETos. One re- 
alizes that  Jmag res is not generally - 2 K  because J ,~g  re, almost always 
favors a singlet configuration, whereas K always favors a triplet. This will 
be seen below to be due to overlap considerations. Even the biradical lit- 
erature is filled with two non-interacting sets of experiments,  one of which 
uses the "proper" J and K terminology, and one (mainly concerned with 
magnetic resonance effects-see section IIIC) that  uses the more ambiguous 
terminology. 
In an a t tempt  to deal explicitly with the differences between J-,a9 ,~J 
and Kq~,~t~,~, we briefly review here some work from the biradical liter- 
ature which expresses AEToS in terms of Kq~,~t~,,~. Salem and Rowland 
pointed out two ways of describing a biradical [10]. The simpler is to 
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assign each unpaired spin to a localized orbital, and then to allow interac- 
tion, particularly exchange, K, and overlap, S (Coulomb interactions do 
not distinguish singlet and triplet states.). It is this model on which most 
of the interpretation of the spin interaction between nitroxide biradicals 
is based [11]. The localized biradical picture is lost in two cases: if the 
overlap is too large, bond formation occurs, and if the energy difference 
between the two localized orbitals is too large, electron pairing will occur 
in the lower orbital. On the other hand, if the S and K are essentially 
zero, the molecule behaves as if it were only a pair of doublets. 
The second model is more commonly used in energy calculations and 
considers two nearly degenerate molecular orbitals. Two different papers 
came out almost simultaneously which gave explicit functions for A E T s  
[12,13]. We will use the notation of Doubleday, et al. [12] simply because 
it is simpler to visualize. 
We begin with two singly occupied localized orbitals with wave func- 
tions X1 and X2. Next the two radicals are brought together  in the ori- 
entation of interest, and Xl and X2 are allowed to mix, giving orthogonal 
orbitals r and eb. (If other orbitals are available of the proper symme- 
try, they will also mix into r and eb-) Now, if the overlap integral $12 
between X1 and X2 is 0, then they remain as unchanged orthogonal non- 
bonding orbitals, but if $12 7 ~ 0, then Ca and eb represent the antibonding 
and bonding combinations, respectively. The exchange integral K~b over 
r and eb will always favor single occupancy in each orbital (i.e. a triplet 
state), but the actual configuration is determined by the magnitude of K I 
compared to AEab (Figure 4). A E T s  (Jmag tea) itself, then depends on 
Figure 4. If the energies of CA and eB are very close, the exchange integral will 
overcome the energy difference and the biradical will be a triplet. If 
the energy difference is large, a singlet will be formed. 
the overlap of the localized atomic orbitals and their relative energies 
[12,141: 
= _ ~2  11/2 A E s T  J,*a9 r~s -- - 2 K '  - Kab + [(AEob) 2 + -- bJ (4) 
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K' is the exchange integral over 2 -1/2 (Ca + Cb) and 2 - U 2  (Ca- Cb), Kab is 
defined above, and AEab is the energy difference between the antibonding 
and bonding molecular orbitals. If only X1 and X2 contribute to Ca and 
Cb, then K I = K12. The expression simplifies even further if $12 = 0, since 
K12 = Kab. If $12 is small, as is normal for biradicals or radical pairs, 
then 
AEab ~ AE12 -1- cS12 (5) 
where AE12 is the energy difference between X1 and X2 and c is a pro- 
portionality constant. From this expression, it can be shown that  when 
c2S22 < <  K2ab, AETs is approximately proport ional  to the square of $12 
[14,15]. 
Equation 4 shows that  Jmag res = --2 K only when 812 ----- O and 
when AEab : 0. Realistically, AEab is small in most measurements of J. 
In all other cases the so-called exchange interaction of magnetic resonance 
actually has a number of terms. It should also be pointed out that  different 
techniques for the measurement of J will lead to different answers. We 
will try to point out the origins of this when it comes up. Due to its 
overwhelming usage, we will use J many times in the remainder of this 
review, when AEToS is really what is meant. Where possible, we will 
use words other than "the exchange interaction" to describe it. Table I 
summarized the important  equations used here and below. 
TABLE I 




Jrnag res ~exchange ~ 
< Cat1) r ]e21r121Cb(1) r 
always favors triplet configuration 
< r r le21r  lr I) r 
does not differentiate between sing]ets 
and triplets 
< r I r 
favors singlet by making bonding and 
antibonding combinations 
ETo - Es which equals - 2 K  at the limit 
of S = 0 and degenerate orbitMs 
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B. Spin exchange 
Key to many of the phenomena that will be discussed is the very 
well known phenomenon of Heisenberg spin exchange [15]. The most 
important type of spin exchange ("strong exchange") occurs in solution 
when two paramagnetic particles of opposite spin approach each other to 
within a van der Waals radius or so and swap total spin orientation in 
what is sometimes known as a flip-flop transition. A simple illustration is 
given in Figure 5. 
Figure 5. Spin exchange between particles of opposite spin. 
For radicals in solution, the energy of spin exchange is well described 
by the Hamiltonian [16] 
= h .  s B  (6) 
where JAB (r) is the singlet-triplet splitting of the "radical pair". SA and 
SB are the spin operators of the two particles. This energy, typically 1011 
to 1012 Hz for molecules is generally smaller than the thermal energy of 
motion (kT/h = ca. 1013 IIz at room temperature) and thus does not 
affect diffusional motion. 
The most common experimental manifestation of spin exchange is 
the broadening of individual hyperfine lines of steady state esr spectra 
[15]. Several other effects, including RPM polarization, are also related 
to spin exchange, so we review and summarize its cause, vocabulary, and 
benchmark values here, for the most part restricting ourselves to the case 
of collisions between two spin 1/2 particles. 
Perhaps the most important parameter of spin exchange is its rate, 
which can be expressed as 
= kd i l l  (r 
P~= is the probability that a collision will result in spin exchange and 
kdiff is the rate of collisions. A fudge factor can be added to account for 
steric interactions which blocks effective collision, yielding k~= = f 9 P~= 9 
kdl f $. 
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Consider what happens when two spin 1/2 particles A and B are 
brought together. We will assume that  they are identical, that  they have 
no significant hyperfine coupling, and that  they have opposite spin. If 
the encounter is a very brief one, with a low effective J, then we expect 
that  P,~ will be small. If a "strong" collision occurs, it is expected that  
the spins will totally randomize, leading to a maximum P,~ of 0.5. These 
expectations are borne out in calculations that  are summarized below. 
Particles with opposite spins can, of course, couple into either an S or 
To state. The initial electron spin-only wave function can then be writ ten 
a s  
9 (t = 0) = cs(0) s + cr(0) ro (8) 
where Cs (t) and CT (t) are t ime dependent  coefficients of the singlet and 
triplet wave functions 
Us = 2-1/2(Io~ADB > --I/~Ac~B >) 
'I'To = 2-~/2(I~A/3B > +I/3A~B >) 
(9a) 
(gb) 
Because the energy of the singlet and triplet wave functions differ by 
J, Cs and CT are out of phase with each other with respect to time. In 
order to calculate Cs( t )  and CT(t),  we will use the "contact exchange 
model" in which J, the singlet triplet splitting, is zero unless the radicals 
are in closest contact. According to this model, the exchange interaction is 
turned on when the two particles collide and goes directly to zero when the 
particles diffuse apart  at all. Moreover, unless the orbitals in question are 
perfectly symmetric (i.e., s orbitals), there is an angular dependence on J 
due to the change in overlap integral S. Thus J(r) is actually anisotropic 
with respect to the mutual  orientation of the orbitals. However, most 
t reatments ,  including this one, implicity or explicitly assume that  the 
rotational correlation t ime is sufficiently fast to use only an average J 
[15]. Calculations that  map out J through the orientation space of a pair 
of radicals are not simple [21], but have been carried out simple systems, 
notably H plus CH3 [22]. 
Applying the time dependent Schr6dinger equation ih 6~/6 t  = H~  
if/, one obtains the expressions for Cs (t) and CT(t): 
CsCt) -- Cs(O)exp(iJtl2) -- cos(Jtl2)Cs(O) - i  s in(Jt /2)Cs(O) (10a) 
CT(t) -- CT(O)ezp(- iJ t /2)  = cos(Jt /2)CT(O)--i  sin(Jt/2)CT(O) (10b) 
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If k~(0) is taken to be laAflB > and one asks the probability of going g2(t) 
= [~AaB > (i.e., the probability of spin exchange after t ime t), the result 
is [15]. 
P = sin2(gt/2) (11) 
This simple equation yields the basis for the distinction between "strong 
exchange" and "weak exchange". If J t  < <  1, then the transition proba- 
bility is very small, since sin 2 (J t /2)  goes to zero; this is weak exchange. 
If Jt  > >  1 (strong exchange), then the spins are completely randomized 
as integration of P over t or J gives P = 0.5. 
Another  approach to calculating exchange rates involves density ma- 
trix methods. Each particle is assigned a 2 x 2 one-particle spin density 
matrix.  The interaction is writ ten by making a two-particle spin density 
matr ix applying the stochastic Liouville equation. Moreover, a more re- 
alistic approximation of J is used. It allows a distance dependence on J, 
which is usually assumed to be exponential, giving 
J ( r ) = J o e  -~r (12) 
Estimates of Jo are dependent on the decay steepness parameter  a [17], 
but reasonable ones are in the range of 10 l~ to 1013 Hz, depending on 
whether  atomic or molecular systems are considered [15,17,18]. Both ex- 
perimental and theoretical work indicates that  4 < aro < 10, where ro is 
the distance of closest approach for the radical pair [4b,19,20]. 
The basic result of the density matrix method is [15,23] 
P - -  1 / 2 - [ j 2 t 2 / ( 1  + J2t2c) ] (13) 
where tc is the average "collision" time. The weak and strong exchange 
limits are very similar for this formulation of P as for Eq. (11). In 
the strong exchange limit, Jtc > >  1 and P = 1/2. Again, P shows no 
dependence on J in the strong limit. In the weak exchange limit P is 
proportional to 2 2 J t~ in both formulations as well. 
The total rate of exchange is still a mat ter  of some confusion in the 
literature. Some authors [15,17,24] state that  in the strong exchange limit 
k~z = 1/2 kdlff  
while others [19,25] stick to the apparent result that  
(14a) 
kez = 1/4 kdlff  
which one obtains by considering only S and To collisions. 
(14b) 
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The confusion arises because it is not obvious whether  or not to 
include T+ radical pairs, although one author claims that  k e ~ , , ~  = 1/2 
kdlfI because every strong S or To collision leads to exchange [24]. A 
more reasonable interpretation comes from Syage [17,26], who notes in his 
t rea tment  (which includes all possible spin states) that  exchange occurs 
between radicals in T+ pairs, even though it is unmeasurable. Moreover, 
an exchange event between S or To pairs contributes twice the relaxation 
as an ordinary spin-lattice event, thus "covering" for the unmeasured 
exchange events. The rate in 14b is also sometimes known as "spectral 
exchange". 
The experimental results [27,28] seem to indicate that  1/2 kdill is 
correct. For relatively unhindered stable nitroxides, the measured rates 
are commonly 75 - 105% of 1/2 kd~fl [15], the lat ter  being calculated with 
kdi f / = 8RT /3OOOrl (15) 
Spin exchange is most commonly detected and its rate is most commonly 
quantified by the measurement of the peak-to-peak line widths of steady 
state esr spectra. In the slow exchange rate limit (i.e., where the lines are 
not broadened to the point of merging to a single line), the rate constant 
for exchange (k~) is found with the following Eq. (15) 
ke = JR.]-AwU2/(1 - r (16) 
where [R.] is the concentration of the exchanging radical, Awl~2 is the 
observed width of the line in Hz less the inherent linewidth, and r is the 
statistical weight of the particular hyperfine line. This equation may be 
used to measure either self exchange or exchange between a given radical 
and another whose spectrum is being monitored. As was pointed out over 
twenty years ago [29], degenerate electron exchange reactions 
A . -  + A  +-~ A + A . -  (17) 
also lead to essentially the same broadening effects as spin exchange if 
the rates are similar. Degenerate electron exchange, however, does have 
unique effects on the observed electronic relaxation [30]. 
I I I .  E X P E R I M E N T A L  E X C H A N G E  P H E N O M E N A  
A. Radic.al pair mechanism and spin exchange 
The production of RPM requires spin exchange. However, as we have 
just seen, "strong" spin exchange serves only to randomize spins. It turns 
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out that  RPM is best produced on collisions where Jtc ~ 1. In fact, there 
is always a competition between spin exchange and RPM polarization, 
with the former serving to a t tenuate  the latter. This section gives some 
of the qualitative details for the production of RPM polarization in order 
to explore the relationships between the two processes. We will see that  
fairly weak exchange serves to help polarize previously correlated pairs, 
while strong exchange depolarizes the spin pool. 
Since RPM is commonly observed in solutions of reactive radicals, 
we know that  it competes favorably with strong spin exchange and with 
even diffusion controlled reactions. The generally accepted theory of RPM 
polarization requires that  a radical pair undergo a two step process to pro- 
duce polarization: hyperfine mixing of the S and To states followed by 
weak spin exchange. Collisions leading to T+ pairs are assumed not to 
contribute to the polarization. Following Adrian's logic [lb,31], since hy- 
perfine couplings are on the order of l0 s Hz, it must take at least the order 
of 10 - s  s for mixing to take place (by the uncertainty relationship). This 
is far longer than the typical encounter time in non-viscous solvents, so it 
was proposed [32] that  radical pairs which encounter each other and then 
re-encounter some time later without having lost their spin correlation 
are responsible for RPM. 
To calculate the RPM polarization, the time dependent wave function 
of a pair of colliding radical spins is again written as in section IIB. 
k~(t) = Cs( t )~s  + CT(t)~To (18) 
The off diagonal part of the Hamiltonian which will allow mixing between 
the singlet and triplet states is [33] 
H' = Q +  Hez = (gl - g2)~Bo/h + ( 1 / 2 ) ( E A j I / -  EAkIk) + J ( r ) S 1 .  $2 
(19) 
The parameter  Q is simply the difference in resonant frequency for the 
two radicals. For almost all organic radicals, Q is dominated by the 
hyperfine term, so we refer to Q mixing as hyperfine mixing here. The 
RPM polarization of a given hyperfine line is given by [31] 
Pol( t )= CTo* (t)Cs (t) + Cs* (t)CTo (t) (20) 
where the asterisk denote a complex conjugate, so all that  must be done 
is calculate the coefficients CTo (t) and Cs (t). 
When radicals encounter each other in solution, there are three pos- 
sible initial conditions [35,36]. The first two are that  the radicals are a 
geminate pair produced v/a either a singlet or triplet state reaction. In 
251 
the former case, Ca (0) = t and CT(0) = 0. In the latter, the values are 
reversed. The third ease is when the radicals encounter each other ran- 
domly, which is called F-pairing, leading to equal numbers of S and To 
pairs. It is the depletion of singlet pairs due to reaction that  is required 
for F-pair polarization, leading to an overall triplet behavior. We will 
see below that  equal and opposite polarization is generated from (non- 
reacting) singlet and triplet pairs. This is why RPM is not observed for 
solutions of persistent radicals. 
In order to calculate the RPM polarization, we will examine, in se- 
quence, the effects of hyperfine mixing and spin exchange on the wave 
function. Hyperfine coupling constants are of the order of l0 s Hz, whereas 
Jo is of the order of 1012 Hz during collision, so hyperfine mixing must 
occur when the radicals have diffused apart  several molecular diameters. 
We simplify this t reatment  by again using the contact exchange model 
for J, instead of the more realistic Eq. (12). Physically, the following 
t reatment  can be visualized with the aid of Figure 6. After the pair is 
born (as a triplet, for instance), it begins to diffuse apart. As a result, 
the exchange interaction drops to zero and hyperfine interactions can mix 
the To and S states. Some of the diffusing pairs will reencounter. When 
they do, we assume that  J > >  Q, so that  we may treat  it independently. 
This scheme, which is actually a fairly crude approximation, justifies our 
stepwise approach to the calculation. The reencounter dynamics are stuck 
on at the end. 
Figure 6. A schematic representation of the model used to calculate RPM po- 
larization. 
After hyperfine mixing has been considered, the time dependent co- 
efflcients of the wave function are [31,35] 
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Cs (t) -- cos(Qt)Cs (0) - i sin(Qt)CT (0) (21a) 
CT (t) = cos(Qt)CT (0) -- i s in(Qt)Cs (0) (21b) 
We check now to see if any polarization has come about  due only to 
hyperfine mixing using Eq. (20). Applying the coefficients from Eq. (21) 
to Eq. (20), the polarization is found to be 
Pol(t) : Cs (O)CT* (0) + Cs*(O)CT (0) : 0 (22) 
Equat ion 22 shows tha t  no polarization is observed, since one of the con- 
stants Ci(0) : 0. 
If, however, we allow the radical pair to diffuse back together  and un- 
dergo exchange interactions for a period of t ime r, further mixing occurs. 
We use a t rea tment  similar to section IIB, only subst i tu t ing the current 
Ci(t) values for Ci(0) in Eq. (10). After hyperfine mixing, and allowing 
spin exchange, the coefficients are 
C s ( t , r )  = [cos(Qt)Cs(O)- i  sin(Qt)CT(O)]e -iJ~ (23a) 
CT(t, v) = [cos(Qt)CT(O) - i sin(Qt)Cs(O)]e 'g~ (23b) 
Calculation of the polarization leads to several terms.  Some of them 
depend on Cs (0) CT* (0) or its complex conjugate,  which is still equal to 
0. However, the following te rm also falls out: 
Pol(t ,v) = [Cs(O)Cs*(O) --CT(O)CT*(O)lsin(2Qt)sin(2Jr) (24) 
This polarization term is non-zero (barring problems with the arguments  
of the sin terms) because regardless of whether  Cs  (0) or CT(0) is zero, 
the other is 1. 
Equat ion (24) is also very helpful in picturing the signs of the polar- 
ization. It shows tha t  radical pairs born as singlet and triplet states will 
have opposite polarization. F-pairs of stable radicals will be half singlet 
and half triplet, so no net polarization is observed for them.  Moreover, 
Q is negative for lines on the low field half of the spec t rum and positive 
on the upper  field half. From this comes the E / A  or A / E  pat tern .  It can 
also be seen tha t  strong exchange (Jr  > >  1) will randomize the incipient 
polarization, as one would expect, while very weak exchange (Jr  < <  1) 
leads to very little polarization. Clearly the op t imum is a "moderate" 
exchange interaction, where J r  : ~r/4 ~ 1. 
Now we must  consider the reencounter  dynamics.  There is a distri- 
bution of times over which the radical pairs diffuse back together  after 
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the hyperfine interaction and before exchange. Of course, many never 
reencounter.  Concomitant  with the variation of re turn  t imes are different 
degrees of singlet triplet  mixing. After integrating over this distr ibution,  
one obtains [31] 
Pol = .85s ign (QJ) (Q/ td ) l / 2 [Cs  (O)Cs* (0) - CT(O)CT* (O)]sin(2Jr) 
(25) 
where td is the mean t ime between diffusive displacements (ca. 10 -11 - 
10 -12 s) and is inversely proport ional  to the diffusion constant .  There are 
conditions in which polarization is proport ional  to Q, ra ther  than Q1/2, 
but  we will not discuss them here [1,17]. 
The RPM  polarization is quantifiable using numerical  solutions of 
the stochastic Liouvil]e equations tha t  describe the spin behavior [33,34]. 
Pedersen and Freed explicitly assumed that  J was only a function of rab 
(i.e., tha t  rotational dependences are averaged out).  They found that  the 
contact exchange model was inadequate  and tha t  the exponential  decay 
model  (Eq. (12)) was more satisfactory. 
Polarizations calculated by the Pedersen and Freed formulae are con- 
sistently too small by a factor of 2 - 4 compared to measured polarizations 
[lc]. Various authors have extended this t r ea tment  [34] or modified it by 
solving analytically the equations by making limiting assumptions [36]. 
Other extensions, which will not be discussed here, include the explicit 
accounting for anisotropy [37] and mixing with the T+ and T_  states [38]. 
No net polarization is created by RPM; only a redistr ibution of a and 
spins occurs. Thus it is quite reasonable to expect tha t  spin exchange 
between random radical pairs should lead to a t tenuat ion  of RPM.  Such is 
the case. Spin exchange between radical pairs in different hyperfine lines 
does not return the spin populat ions of those two lines to the Bol tzmann 
distribution,  but  rather  to the average polarization of the two hyperfine 
lines involved [39]. Many experiments in which radical anions were the 
observed species seemed to show strong TM polarization and no RPM,  
which is uncommon in other systems [30]. As ment ioned above, degenerate 
electron exchange can have the same effects as spin exchange; it was later 
recognized tha t  electron exchange with radical anions was so rapid as to 
completely wipe out any R P M  tha t  might  have developed [40]! 
The balance between polarization-enhancing exchange and polariza- 
t ion-at tenuat ing exchange has been examined by several authors.  Very 
weak encounters (Jtc < <  1) are unlikely to affect polarization at all 
[1,15,17]. As Syage points out [17,41], most  t rea tments  assume this im- 
plicitly. His explicit analysis reaches the same conclusion, also reaching 
the s tandard finding that  encounters of moderate  s t rength  (Jtc "~ 1) are 
most  effective in promot ing RPM.  
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Pedersen and Freed [33] found the polarization lost to spin exchange 
has a dependence on the exchange decay parameter for exchange, ~r which 
they expressed as 
A P o l  .v (r ' /ro)l /2 (26) 
where r r is the radius at which J -- 10 -s  Jo and ro is the distance of closest 
approach for the radical pair. Under conditions of high radical concentra- 
tion, spin exchange becomes the dominant relaxation mechanism. Adrian 
has also recently treated spin exchange, making reasonable assumptions 
about parameters of the stochastic Liouville equations in order to reach 
analytical solutions [39]. He found that the loss of polarization due to 
spin exchange for a pair of radicals at distance rab was given by 
A P o l  = rab[(2_a + 1)/2_~13 = (ICrab)--'(.8 + ln[64J_o/25~2~_21) (27) 
where the underlined parameters have been converted to unitless quanti- 
ties. 
B. R ~  verus R~,,~ 
Syage predicted that  one could relate a characteristic inter-radical 
distance at which exchange interactions become important  (r~z, radius of 
exchange) and the distance at which reactions occurred (r~,~, essentially 
2ro) to measurable quantities [17,41]: 
( r , ,  - r r z , ) / r , ,  = 1 - 4krznlk,.. (28) 
Adrian, as well, noted that  the spin exchange cross section can be several 
times the diffusion-controlled reactive cross section [39]. 
Recently, the Argonne National Labs group, in collaboration with 
Lawler and Syage, have made some most exciting measurements in which 
they obtained approximate values for the radius of spin exchange/radius of 
reaction ratio for some radicals which recombine at diffusion controlled or 
nearly diffusion controlled rates [24,43]. Pulse radiolysis of N2 O saturated 
aqueous solutions of radical precursors produce radicals by the following 
fast reactions of the primary radicals: 
H .  + O H -  ---* e-~q (29a) 
N 2 0  + e'~q ~ N2 + 0 " -  (29b) 
0 " -  + R H  ~ O H -  + R.  (29c) 
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where R- is the radical of interest (.CH2CO~-, -CH(CO~-)2, CH3.CHOH, 
CH3.CHO-,  (CH3)2-COH, (CH3)2.CO-). They suggest that  if there is no 
activation barrier to radical removal on singlet collision, r~z/r~x,~ should 
be 1 - 3, and find values of 2 - 5.5. There is a fair systematic uncertainty 
in the data (a factor of c a .  1.5), but the results seem to agree nicely with 
theoretical expectations. 
An interesting result of this work is that r~x/rrzn is substantially 
larger for the radical anions than for their protonated analogues. This 
is rationalized by suggesting that  rez is relatively insensitive to charge, 
but r~= decreases, presumably because of the addition of the coulombic 
repulsion. 
By analyzing an early account of the r~z/r~zn data [43], and some 
other data where exchange rates and "diffusion controlled" reaction rates 
had been determined independently [7,44], Syage compared his model in 
reference 17 to the numerical solutions of Pedersen and Freed. Good 
qualitative agreement was found and his equations are much easier to use 
than the numerical methods [17]. Adrian's equations [39] also yielded 
self consistent values for the exchange steepness parameter tr from data 
derived for the same radical under substantially different conditions. 
C. Biradical esr spectra 
We turn now to the esr spectra of stable biradicals, such as dini- 
troxides [11,15]. We will consider only biradicals in solvents of low to 
moderate viscosity so that  we may ignore anisotropic interactions, such 
as the dipole-dipole interactions that  dominate typical triplet esr spectra. 
The nomenclature of biradical esr can get tricky because there are 
two phenomena that  need to be considered, each of which is an "exchange 
phenomenon". The first is the effect of singlet-triplet splitting of the 
unpaired spins, Jm~g tea, which dominates the spectra of biradicals in a 
single, fixed conformation. The second phenomenon is the broadening 
due to intramolecular spin exchange. Intramolecular spin exchange is 
important when Jm~g r e s  is strongly modulated by the conformations of 
the biradical, some with high values of J and others with J less than or 
approximately zero. 
Let us consider the first case: biradicals with a single, relatively fixed 
conformation. For convenience, the biradicals will be dinitroxides with 
hyperfine coupling constants A, since most of the solution phase biradical 
esr literature concerns such molecules. Many nitroxides have simple 3- 
lined esr spectra due to hyperfine coupling with the spin-1 14N nucleus, 
and all other hyperfine interactions will be ignored here. 
256 
Three  triplet  and one singlet electron spin wave function can be writ- 
ten for the biradical. The two with parallel spins are, as always, T+ 
and T _ ,  with electron spin configurations of l aa  > and [/3/~ >,  respec- 
tively. The  S and To states are mixed by hyperfine interactions,  giving 
the following wave functions [45] 
~"s"  = [2(1 + A2)]-I/2[(Ic~/3 :> -I/3c~ >) + A(lcz/3 > +ll3cz >)] 
= [2(1 + A2)]- I I2[~s + A~To] (30a) 
 "To" = [2(1 -- A2)]-l/2[(Ic D > -I-IDc  >)  -t- A(Ic /3 > -1/3c  >)] 
= [2(1 - + (30b) 
where 
A = A ( m 2  - m l ) / 2 J  (31) 
and ml is the nuclear spin state of nucleus i. Notice tha t  the mixing dis- 
appears as A goes to zero or as the singlet triplet  gap gets too large. Also, 
for values of ml = m2, which accounts for 1/3 of the total  populat ion,  
no mixing occurs. When there is no mixing between the S and To levels, 
only one transit ion frequency is observed for each hyperfine line. Thus,  in 
all dinitroxide spectra,  the original monoradical  lines appear  as one-third 
the total  intensity. 
When ), ?~ 0, there are four transit ions for each hyperfine line corre- 
sponding to transitions from each of T+ and T_  to each of ~P,,To', and 
q2,,s,, (known as "triplet transitions" and "singlet t ransi t ions",  respec- 
tively). The  frequencies of the transit ions are given by 
WT = Wo -- (a/2)Cm, + m2) + Cl/2)[J - (J~ + A~[ml - m~]~) 1/~] (32a) 
ws  = wo - ( a / 2 ) ( m l  + m s )  4- (1/2)[g + (g2 + A2[ml  _ m212)1/2] (32b) 
When ]J] < <  kT, the transit ion probabilities (and hence the relative in- 
tensities of the lines) are given by [11] 
PT = (1/4)[1 + j l ( j 2  + A2[ml  _ m212)1/2] (33a) 
Ps = ( 1 / 4 ) [ 1 -  j / ( j 2  + A2[ml  _ m212)1/2] (33b) 
where the total intensity has been normalized to 1, and the subscripts S 
and T refer to singlet and triplet transitions in both  Eqs. (32) and (33). 
Let us examine the behavior of the spec t rum at the limits of high and 
low J (Figure 7). As J goes to 0, ~P,,To,, and ~ , ' s "  become degenerate,  
PT = P s ,  and the biradical spect rum looks identical to tha t  of the two 
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Figure 7. The esr spectrum of nitroxide biradicals as a function of J. The hori- 
zontal axis is in units of the hyperfine interaction A. With J = 0, the 
typical 3-lined spectrum is observed. With J > >  A, a 5-lined spec- 
trum with intensity ratios of 1:2:3:2:1 is observed. In intermediate 
ranges, the spectrum is complex, but [J/A[ can be directly deter- 
mined. In the figure, lines are no longer shown when their intensity 
is < 5% of the intensity at J --- 0. 
monoradicals, as would be expected for a pair of non-interacting identical 
radicals. If [J[ > >  [A[, then Ps  goes to 0, A goes to 0, and the spectrum 
collapses to a five line spectrum with apparent hyperfine splitting of A/2 
and an intensity pattern of 1:2:3:2:1 due to the interaction with two spin 
= 1 (14N) nuclei. When [J[ is very large, the electrons are interacting 
very strongly; it is no longer valid to consider the biradical as a pair of 
doublets. Instead the electron spin functions must be taken over both 
nitroxide centers and one can think of the electron of spending half of its 
time on each nucleus. 
If, however, ]J[ -,~ A, then the spectrum is clearly quite complex. 
Fortunately, though, the equations presented in this section allow for a 
direct measurement of [J[/A, thus giving [J[! 
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Consider another biradical, one with two or more slowly intercon- 
verting conformations. In such a case, the observed spectrum is a super- 
position of two or more spectra of the sort just discussed. Now let us 
assume that  the biradical can assume more than one conformation and 
the interconversion can be fast. In each conformation (or small range of 
conformations), we assume that  J has some discreet value. As in the single 
conformation case, the monoradical spectrum appears with one-third the 
total intensity, regardless of exchange interactions. If the conformationM 
interchange is sufficiently rapid, then a spectrum based on a weighted 
average < J >  is observed. This spectrum follows the equations already 
set forth in this section. However, the rapid equilibration of conforma- 
tions is readily distinguishable from a single conformation spectrum via its 
temperature dependence. A spectrum representing an averaged < J >  will 
change with temperature,  since the conformational equilibria will change. 
As long as < J >  ~ A, this will show up as changes in line position and 
intensity. 
In cases where < J >  > >  A, frequency and intensity changes are not 
visible with moderate changes with temperature (see Figure 7). However, 
intramolecular spin exchange broadens the biradical components of the 
spectrum (i.e., those components where ml ~ m2), while the monoradical 
portions remains sharp. As long as the time between the collisions, to (the 
time the molecule is not in the high J conformation) is much greater than 
the collision time, to, the frequency of exchange is determined by exactly 
the same equations as in section IIB, giving 
= (l121o)(y' t l[1 + (34) 
Under conditions of strong exchange, the ml ~ m2 components of the cen- 
tral line have a width of ! /T2 + A 2/2w~. The half-A lines have widths of 
1/T2 + A2/8~s, [11,15]. However, when conformational interchange (we) 
is very fast (i.e., we >>  [J[ > >  A), tc is limited to be w~ -1, and no broad- 
ening is observed. This situation is analogous to the rapid exchange limit 
of monoradicals (where exchange narrowing occurs) and could be called 
the case of rapid (conformational), strong (electronic) spin exchange. 
In practice, of course, the simplifying assumptions made here do not 
always apply. Very often, multiple conformations with [J[ N A are avail- 
able, leading to very complex spectra. The rate of conformational ex- 
change affects these spectra as well. The reader should see reference 11 
for a detailed treatment.  Suffice it to say here that  temperature  depen- 
dences of the spectra can lead to determinations of the minimum number 
of conformations needed to explain the spectra, the effective J for each 
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conformation, and some thermodynamic data about the conformations' 
stabilities. 
Having gone through this whole development, it is instructive to look 
at some of the values of J that have been obtained. Table II shows the 
TABLE II 
Jmag tea for d]nitrox]de biradlcMs. A = 15.3, G = 48.3 MHz.  D a t a  taken from 
reference 11. 
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values of [J[ ranging from 3.4 to 25 MHz obtained for TEMPO-type birad- 
icals with short connecting groups. These bridge groups do not allow the 
radical fragments to approach to collision distance. Moreover, the con- 
stants are essentially independent of temperature and solvent. Temper- 
ature independence suggests that  conformational interchange plays little 
role in the value of J and independence from solvent suggests that ex- 
change is through bond, rather than through space. Notice also that  the 
J values are fairly constant with the type of interconnecting atom with 
varying substitution. The idea of through bond coupling through so many 
a-bonds is also found in the electron transfer literature (see section IIIF). 
Recently, Eaton and Eaton reviewed their work on long-range elec- 
tron-electron exchange interactions [46]. Most of the compounds they 
have prepared and studied over the last decade are transition metal com- 
plexes (M = VO, Cu, Ag, Cr) with spin labeled pyridines, such as in 
Figure 8, as one of the ligands. By varying the metal, the bridging groups 
between the spin label and the pyridine moiety, and the geometry of the 
spin label relative to the metal, values of [J[ were obtained that  ranged 
from 100 MHz to 5.6 GHz! Such large values of J are not so surprising 
when one reconsiders Eq. (4) and realizes how different X1 and X2 are. 
Figure 8. Some of the spin-labeled ligands used by Eaton, Eaton, and coworkers. 
They found that spin delocalization decreased over the metal series 
Ag(II) > Cu(II) > VO(II) and that  the geometry of the bridging groups 
was important,  with "W-shaped" giving the largest couplings. Other in- 
teresting effects included NO complexing to metal orbitals in unsaturated 
complexes leading to huge coupling which could be greatly diminished by 
displacing the nitroxide with complexing solvents (e.g. pyridine). Frozen 
solution studies in the same system showed that  the decrease in J was 
accompanied by an increase of about 2X in M - N O  distance. 
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D. Biradical and correlated radical pair CIDEP 
In 1984, Sakaguchi, et al. published time-resolved esr spectra ob- 
tained from laser photolysis of micellar solutions of napthoquinone and 
benzophenone [47]. At early times, (ca. 1 /zs post-photolysis) each of 
the lines which could be attributed to the respective ketyl and surfac- 
tant radicals appeared in an E /A pattern. At somewhat longer delays 
(ca. 3 #s post-photolysis and later), the spectrum returned to a more 
standard-looking all emissive spectrum attributed to triplet mechanism 
(TM). Figure 9 shows spectra collected under similar conditions. 
Figure 9. Time resolved eer spectra obtained on photolysis of aqueous micellar 
solutions containing benzophenone at various delays. 
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As Sakaguchi pointed out, the early spectra are incompatible with 
any of the standard CIDEP polarization mechanisms. Several other pub- 
lications by the Japanese group and by McLauchlan's group at Oxford 
confirmed the "antiphase" lines for hydrogen abstraction reactions in mi- 
celles at short delays and different explanations for the effect were offered 
[48]. Similar spectra had actually been reported as early as 1977 without 
special comment from pulse radiolysis of micellar solutions [49]. However, 
the signal-to-noise ratio of these earlier spectra were such that  one might 
have been skeptical about the antiphase nature of the apparent hyperfine 
lines. 
But in 1987 the Oxford group [50] and Closs, et al. [51] at the 
Argonne labs published what has become the accepted explanation for 
the appearance of the antiphase lines. The polarization is not related to 
either RPM or TM, but arises directly from taking the esr spectrum of a 
spin correlated radical pair. The basic mechanism is very similar to the 
biradical spectra as discussed in section IIIC but depends on the selective 
depletion of certain levels to give emissive and absorptive lines. Figure 
10 (adapted from references 51 and 52) shows a diagram for one of the 
hyperfine combinations. The four transitions outlined in section IIIC are 
marked. 
The radical pair is assumed to be born of a triplet precursor with the 
triplet sublevels equally populated. As shown in the figure, the ~ s  and 
62To states are initially separated by J [53]. Hyperfine mixing separates 
the levels further to 2w = (J2/4 + Q2)I/2, and tends to equalize popula- 
tions of the To and S levels. It is assumed that  the populations of the four 
levels are depleted due to reaction in the order of r > >  ~To > ~T-  
> r This gives rise to the observed polarization because transitions 
involving T+ and k9 s or ~To will be emissive, while those involving T_ 
and kgs or kgTo will be absorptive. Thus a doublet of doublets is observed. 
When J < Q, the large splitting is twice the hyperfine for the pair in most 
cases (i.e., when Q is hyperfine-dominated). Each of these two lines is 
further split into a doublet of width J, with the low field line in emission, 
and the high field line in absorption. Thus J can be measured directly 
from simulations of the spectra! 
The observed polarization from this mechanism is largest when J < ~  
Q. If J is too small, the E and A lines overlap each other, cancelling out the 
polarization and therefore giving essentially no spectrum. This, of course, 
corresponds to the case where the radical pair is no longer correlated. 
When J >>  Q the reaction rate from r is not high because the ~s  and 
~To levels are not well mixed. Thus, transitions involving ~To do not 
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Figure 10. A schematic diagram of the "biradlcal" mechanism of CIDEP. This 
diagram is for one particular hyperfine combination. The thickness of 
the energy levels represents their relative populations. The biradicals 
are born with equal distribution in all three triplet sublevels. After 
hyperfine mixing, the levels split and the populations of S and To are 
equalized. $ and To are depopulated by reaction, so transitions are 
absorptive or emissive as indicated by the arrows. 
show large polarization. Moreover, transitions involving ~ s  are largely 
forbidden. 
The polarization pat tern of "early" spectra observed for the micellar 
solutions [47,48] is now understood to be due to this biradical mechanism. 
Later  spectra obey the previous R P M  and TM (if the triplet sublevels are 
not equally populated) rules when the radical pairs are no longer corre- 
lated. Two pathways lead to the loss of correlation. The first is singlet 
reaction (recombination, disproportionation, etc.) and the second is es- 
cape of radicals from the micelle. When the ketyl escapes, the interradical 
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distance is large enough that  the radicals become uncorrelated. The "nor- 
mal polarization" spectra are observed a few microseconds after radical 
creation, which is very consistent with typical rates of radical exit from 
the micelle measured by other means [54]. To the best of these authors '  
knowledge, no one has undertaken a systematic study of the change from 
biradical mechanism to TM or RPM v e r s u s  known or otherwise measured 
radical exit rates in micellar solution. 
Closs and Forbes extended the biradical mechanism idea by measur- 
ing TRESR spectra for photochemically generated polymethylene biradi- 
cals of the sort shown in Figure 11. Their simulations of the spectra were 
very satisfactory, yielding values of [J[ ranging from 2.1 x l0 s Hz for n 
= 10 to 1.1 • 109 Hz for n -- 8. They were also able to observe the non- 
decarbonylated ( i . e . ,  alkyl-acyl) radicals and measure J for in these cases. 
These biradicals are flexible, and thus J depends on the conformation. 
The value observed here and with the micellar radical pairs represents a 
time-weighted average over the values of J in all conformations. 
Figure 11. The biradical system used by Closs and Forbes. 
The biradicals of Closs and Forbes should fall within the rapidly equi- 
librating multi-conformational biradical case discussed in section IIIC. If 
so, as long as the temperature is high enough to give rapid decarbonyla- 
tion, the measured J should be a function of temperature.  The dinitroxide 
results would tend to suggest that  J should increase with temperature,  
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since the more stable conformation is a n  extended one with larger inter- 
radical separation and lower J. Their experiments were carried out from 
- 1 0  ~ to 60 ~ but J was not reported as a function of temperature  for 
any one biradical, but unpublished experiments confirm this prediction 
[55]. Similar phenomena have recently been observed by Wang, et al. 
who observed longer biradical lifetimes at higher temperatures  [56]. The 
longer lifetimes are due to intersystem crossing which is less efficient at 
high J because hyperfine mixing is the dominant  mechanism. 
A similar phenomenon resulting in out of phase signals in electron 
spin echo (ESE) spectra was actually observed several years before the 
work of Sakaguchi, et al. when Thurnauer  and Norris obtained very fast 
time-resolution of a photosynthetic algae system [57]. Using a laser-tl- 
90~ ~ pulse sequence, they observed a phase shift for a g -= 2.0023 
signal on the tl = 30-40 ns timescale. They showed how this could arise 
from a "biradical mechanism" if the radical pair correlation disappears 
during t2. 
Another  method for measuring J of radical pairs (that has mostly 
been applied to photosynthetic systems) is RYDMR, or Reaction Yield 
Detected Magnetic Resonance [58], first used by Frankevich and Pristupa 
[59]. In its form most similar to "normal" t ime resolved esr, a very high 
microwave field is applied to the cavity, and the laser is repetitively fired 
as usual while the magnetic field is swept. However, instead of detecting 
microwave absorption, product yield (often in the form of fluorescence 
or phosphorescence) is detected [lc,58]. This allows for detection at de- 
lays much shorter than available with the standard experiment because it 
avoids the relatively long dead times (usually > 100 ns) associated with 
the normal esr detection. If we assume that  a radical pair is born in the 
singlet state, and phosphorescence is monitored, then when esr transitions 
come into resonance as the field sweeps, the phosphorescence will increase, 
since intersystem crossing is increased by stimulation of the T+ ~ S and 
T_ +-~ S transitions. In the very fast experiment, uncertainty broadening 
wipes out any fine structure regardless of detection method,  but the in- 
tensity of the RYDMR as a function of microwave power is related simply 
to the coupling constant J. At longer delays, the structure returns if the 
coherence of the radical pair remains. 
Another  relatively convenient way to measure the singlet triplet gap 
in correlated radical pairs is by low field CIDNP [60]. The principle here 
is simple. Again consider a correlated radical pair or biradical, but at zero 
magnetic field. If we assume that  the singlet lies below the triplet, then 
as the magnetic field is raised, there will come a point where the S and 
T_ levels will be degenerate. This is also where the most efficient S / T -  
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mixing will occur and is the same energy as Jrna9 ,e, in the absence of a 
magnetic field (neglecting Q). Thus, if the radical precursor is photolyzed 
in a variable (low) magnetic field and then quickly transferred to an NMR 
where the S /T_  CIDNP is measured, the CIDNP should show a maximum 
at the magnetic field yielding gflH ----- AETs .  Similarly, S /T_  crossings can 
be observed by following triplet decay rates as a function of applied field, 
where the magnetic field with the maximum decay rate is traditionally 
interpreted as the "J resonance" or S /T_  crossing [58,61]. These results 
refer to the biradicals in their extended conformations because intersystem 
crossing is dominated by spin-orbit coupling at small interradicaJ distances 
and intersystem crossing is occuring in the extended conformations due 
to hyperfine interactions. 
Low field NMR also yields the sign of EST since ST_ CIDNP yield 
emissive signals, whereas S /T+ mixing yields enhanced absorption. 
Zimmt, et al. used this technique to measure the average J of benzyl- 
benzyl radical pairs generated in micelles by photolysis of dibenzyl ketone 
and found values of the order of 109 Hz [62]. The value of J was inversely 
related to the length of the surfactant, consistent with the idea that  the 
radicals could further separate in a larger micelle. 
E. Spin exchange-induced intersvstem crossing 
The literature is filled with references to intersystem crossing "cat- 
alyzed" by paramagnetic species. For instance, oxygen and nitroxides 
are both efficient singlet and triplet quenchers. Often these quenching 
"reactions" involve energy transfer, which will be discussed in section 
IIIF. Many groups have studied increases and/or  decreases in fluorescence 
and/or  phosphorescence as a function of added paramagnetic material 
and have attributed changes to "catalyzed" intersystem crossing. Oth- 
ers have used product yields as probes when singlet and triplet products 
can be distinguished. Usually, though, there is very little "hard" data on 
the mechanism of the increased intersystem crossing. Recently, work at 
Columbia has shown that intersystem crossing of triplet biradicals can be 
accelerated by paramagnetic lanthanide ions, specifically by spin exchange 
[63]. 
Some hint that spin exchange mediated intersystem crossing could 
be important for triplet biradicals came from the work of Scaiano and 
Encinas [64] and Creed and Caldwell [65]. Scaiano and Encinas measured 
product yields of the photolysis of various valerophenone derivatives (Fig- 
ure 12) as a function of added di-t-butylnitroxide (DTBN). Based on ki- 
netic arguments, they concluded that the DTBN was interacting with the 
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Figure 12. A scheme of the photolysis of "/-methylvalerophenone. The triplet 
biradical must undergo intersystem crossing before forming products. 
Scaiano, eta/. found that addition oflanthanides changed the product 
distribution via interaction with the biradical. See text for discussion. 
triplet 1,4-biradical, rather than the excited triplet ketone. Intersystem 
crossing is generally thought to be the rate limiting step in the disap- 
pearance of these triplet biradicals, and it was observed that increasing 
the DTBN concentration increased the quantum yield of acetophenone 
and isobutylene without affecting ~T- This, along with Arrhenius rate 
data, was taken to suggest that there was a conformation-specificity for 
the induced intersystem crossing. A similar explanation had been invoked 
earlier by Creed and Caldwell using only product study data [65]. Since 
the apparently favored conformation was the one with the radical cen- 
ters most separated from each other, it is reasonable to speculate the 
accelerated intersystem crossing occurred when Jmag T~8 was minimized. 
These results are consistent with both dipole-dipole and spin-exchange 
interactions between DTBN and the biradical. 
The addition of nitroxides to solutions of large fused aromatic hydro- 
carbons, such as pyrene, has been shown to increase the quantum yield 
of excited aromatic triplet formation on excitation [66,67]. The proposed 
explanation for this effect is that the nitroxide interacts with the aromatic 
in its excited singlet state, assisting the otherwise relatively forbidden in- 
tersystem crossing process. No evidence exists as of yet as to the specific 
mechanism for this effect, although spin exchange is certainly reasonable. 
These systems are discussed further in section IIIF. 
Specific evidence for spin-exchange induced intersystem crossing 
comes from the dynamics of interaction between a 1,9-polymethylene bi- 
radical and lanthanide ions [63]. In the absence of magnetic fields, lan- 
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thanides, or any other additives, the rate limiting step in the decay of 
biradical is held to be intersystem crossing from the triplet to the singlet 
(Figure 13). Wang, et al. found that  the addition of certain lanthanide 
ions (LnC13) to methanolic solutions decreased the lifetime of the biradi- 
cal. Figure 14 shows the second order quenching rate constants that  were 
measured for the various lanthanides. 
Figure 13. Spin exchange ~nduced intersystem crossing of a triplet birad~cal by a 
lanthanide ion. 
Figure 14. ( .. ): non-zero kez values; ( zx ): relative calculated kez values 
normalized by Nd3+; ( m ): proton relaxation enhancements due to 
dipole interactions. The left ordinate refers to the kez values and the 
right refers to the nuclear relaxation. 
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The quenching mechanism was assigned to be spin exchange for the 
following reasons. (1) The quenching is not due to chemical reactions (no 
new products). (2) Rapid reversible electron transfer is not compatible 
with the redox potentials of the lanthanides [68] and 1-phenylethyl [69] 
(which is taken as a model for the biradical). (3) Dipolar relaxation is 
inconsistent with the pattern of k~ versus Ln 3+. (4) The rate pattern is 
in qualitative agreement with the expectation for spin exchange. 
Lanthanide shift reagents are commonly used in NMR and the dipolar 
interaction is typically the most important [63]. An NMR T1 experiment 
in which the enhanced relaxation of the a-protons of sodium dodecyl- 
sulfate (SDS) molecules was measured as a function of Ln 3+ showed a 
totally different pattern than the biradical quenching rates (Figure 14). 
The measured quenching rates of the biradicals by LnCls were well be- 
low diffusion the diffusion controlled limit, suggesting that spin exchange 
would be in weak exchange limit (J2tc2 < <  1). In the weak exchange 
limit, the spin exchange rate between a lanthanide and a biradical should 
be given by [63] 
k~ = [ f ( g j  - X)2L(L + X)J2tc 2] kd i I l  tc < T I ,  (35a) 
k~ = [ f ( g j  - 1)2L(L + 1) j2GTI~]  k d i f l  tc > Tie  (35b) 
where f is the steric factor discussed in section IIB, gj  is the Land~ g- 
factor, and L is is the total angular momentum of the lanthanide ion [70]. 
Assuming that f, J, and t~Tle' are relatively constant within the series of 
lanthanides, except for Gd 3+, k,~ should be proportional to (gj - 1) 2 L(L 
q- 1). Those points, scaled to the rate for Nd 3+ are also given in Figure 
14. Gd 3+ has a substantially longer relaxation time, so equation (35a) is 
applicable because tc < TI~. The value of TI~ is about 3 • 10 -9 s; this 
is in a reasonable range to give the factor of 13-50 rate enhancement. 
Three groups have found that magnetic field effects for mieellar rad- 
ical pairs can be wiped out by the presence of lanthanide ions, but the 
evidence tying the effect to spin exchange is tenuous. Sakaguchi and 
Hayashi studied the behavior of radical pairs created by hydrogen ab- 
straction from a micelle by triplet naphthoquinone [71]. Monitoring the 
optical absorption of the naphthosemiquinone radical, they found a two 
component decay, which was attributed to fast recombination within the 
micelle and slow reaction outside the micelle. Once again, it was assumed 
that intersystem crossing of the initially triplet radical pair to the singlet 
was the rate determining step for the fast decay. 
On the application of a magnetic field of 10 kG, they found that the 
ratio of (escaped semiquinone radicals/recombined semiquinone radicals) 
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rose from about 0.3 to about 0.7, based on optical density. The standard 
explanation for such a magnetic field effect is that  intersystem crossing 
between T+ or T_ and S is cut off when the degeneracy is lifted by the 
Zeeman interaction. The magnetic field effect could be washed out by 
the addition of paramagnetic lanthanide salts to the miceUar solutions. 
Remarkably, the lanthanides did not substantially alter the radical pair 
dynamics at zero magnetic field; the effect required the application of a 
modest magnetic field (< 1000 G) to be observed. Such results suggested 
that  in the presence of the magnetic field, the lanthanides induced re- 
laxation between T+ or T_ and To, from whence intersystem crossing 
is reasonably efficient. (In the absence of the magnetic field, T+ or T_ 
and To are no longer even proper descriptions of the triplet sublevels.) 
The rate of the lanthanide induced relaxation was not dependent on the 
magnetic susceptibility (as would be expected for dipole interactions), but 
rather the spin only moments. 
A similar correlation was found by Turro, et al. for the lanthanide 
effect on the magnetic field effect on product distributions in micelles 
[72]. On photolysis of p-methyl dibenzylketone ( A - C O - B )  in a micelle, 
a non-zero cage effect, defined as 
C.E. = (AB - [ A A  + BB] ) / (AA  + A B  + BB)  (36) 
is obtained. In the absence of a magnetic field, the addition of lanthanides 
had no effect on the product distribution that  could not be attributed to 
salt effects. On the other hand, the cage effect increased when lanthanides 
were added to micellar solutions in a magnetic field. A correlation between 
the magnitude of the lanthanide effect and the spin-only moment was 
found in this case as well, and the results were interpreted in a very 
similar fashion as the Japanese researchers. 
Basu, et al., found a third example using exciplex quenching in the 
presence of a magnetic field [73]. Their lanthanides were in the form of 
Ln(acac)3 complexes and they found a very similar rate pattern to that  
seen for the two previous systems. They used qualitative arguments about 
the order of effectiveness to eliminate dipole interactions, other multipole 
interactions, and virtual phonon exchange, thus giving spin exchange by 
process of elimination. 
By analogy to some magnetic transitions in lanthanum alloys in which 
spin exchange is important,  Basu, et al. suggest that  the rates for the 
various lanthanide complexes ought to be proportional to G 1/~ = (gj - 1) 
[L(L + 1)] 1/2, or the square root of what Wang, et al. had suggested. Very 
recently, Basu has considered this conflict but has yet to find a resolution 
[74]. She found that,  of several different fittings, her data best fit her 
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original suggestion. However, she points out that  between the limits of 
weak and strong exchange, the exponent of G can vary from 0 to 1. 
All groups agree that  the washing out of magnetic  field effects by 
lanthanide ions is some form of induced relaxation mechanism [75]. While 
dipole interactions have been ruled out in some cases, the details of that  
relaxation are still an open question. 
F. Energy transfer, electron transfer, and CIDEP 
In this section, we will examine two energy transfer mechanisms and 
look at their  relationship to spin exchange in terms of spin polarization 
transfer. The spin polarization we are speaking of is that  which also causes 
standard triplet mechanism, i.e. sublevel selective intersystem crossing 
from an excited singlet to a triplet state, leading to non-Boltzmann spin 
distributions among the triplet sublevels. Thus, we will be interested 
in energy transfer where the donor is a triplet. We will consider both 
singlet and doublet acceptors. A review of time-resolved esr of intersystem 
crossing and energy transfer processes, with particular emphasis on direct 
observation of triplets at low temperature,  has appeared recently in this 
journal [76] so we will concentrate more on the ideas involved rather  than 
t ry to give an exhaustive review of the literature. 
Three mechanisms typically come to mind when energy transfer in 
solution is considered [77]. The first of these is the so-called "trivial" 
mechanism in which the excited molecule emits a photon (phosphoresces, 
since we are interested in triplets) and, in a totally uncorrelated event, an 
acceptor molecule absorbs the photon. While this can be an important  
energy transfer mechanism, there is no interaction between the electrons 
of the donor and acceptor, so no polarization can be transferred by direct 
electronic interactions. Thus we will not consider this mechanism further.  
The two other mechanisms for electronic energy transfer are the 
dipole-dipole (FSrster [78]) and exchange-mediated (Dexter [79]) mech- 
anisms. Perhaps it is given away simply by their  names, but  we will see 
through a simple pictorial model below that  only the lat ter  is in any way 
analogous to spin exchange and that  only by exchange mediated energy 
transfer can electron spin polarizaton be transferred as well. 
Figure 15 is a simple pictorial representation of dipole-dipole (DD) 
and exchange-mediated (EM) energy transfer without any consideration 
of spin. Of course electrons are indistinguishable, so one could not exper- 
imentally show this, but the key difference is that  in the EM mechanism 
an electron from each molecule "switches places" with another  electron 
on the other molecule, whereas with DD mechanism, the through-space 
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Figure 15. A schematic representation of the dipole-dipole and exchange medi- 
ated energy transfer mechanisms without reference to spin. 
interaction causes electrons on each molecule to promote or demote them- 
selves on  the  s a m e  mo lecu le .  
We are interested in spin polarization, so let us consider the spin 
requirements for both DD and EM energy transfer. The spin requirement 
for DD is that  [79] 
< Xd, (~ I ) IXdz(~I )  > < •  > # 0 (37) 
where Xdi(al) is the spin function of the electron on the donor in the 
initial state.  Stated in words, the requirement is that  there should be no 
spin flips on either the donor or the acceptor. 
In contrast, the spin requirement for EM is [79] 
< • > < •215 > # 0 (3S) 
Stated in words, the requirement is that  the initial spin of each "moving" 
electron is the same as its final state on the other molecule. But  although 
total  electron spin is preserved, notice that  there is no requirement for 
the spin state of the electron on the donor (or the acceptor) to be the 
same before and after energy transfer. In other words, the spin functions 
can be exchanged!  
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Another  requirement for efficient DD energy transfer is high oscillator 
strengths for the two transit ions.  Since So to T,~ absorptions are almost 
always very weak and phosphorescence is associated with weak oscillator 
strength,  it generally held tha t  DD cannot  be operable in tr iplet  tr iplet  
energy transfer of the sort 
aD* + aA--* 1D + 3 A *  (39) 
However, oscillator s t rengths for doublet  absorpt ion (Do to D~) can be 
much larger, so triplet-doublet energy transfer  by the dipole mechanism 
may be allowed: 
aD* + 2A __, 1D + 2A* (40) 
EM energy transfer is allowed for either case. 
Now we re turn  to the simple diagram in Figure 14, but  this t ime 
including spin, asking the question whether  spin polarization in a triplet  
can be transferred to a singlet or doublet  energy acceptor. In the high 
field limit, which is approximated in esr experiments ,  the triplet  sublevels 
are T+ = ]ac~ >, To = 2 -a/2 ([a/3 > + [/3c~ >),  and T_  = [/3/3 > and the 
singlet level is 2 -x/2 ([a/3 > - [/3a >). These levels are represented (with 
spin) in Figure 16. 
Figure 16. An energy/spin vector representation of the three triplet sublevels and 
the singlet ground state. 
Let us consider triplet doublet  DD energy transfer first. Figure 17 
shows tha t  if the donor is in the T+ or T_  state,  dipolar  energy trans- 
fer cannot  occur, regardless of the spin of the doublet  acceptor because 
deactivation of the triplet  would violate the Pauli  principle. However, 
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Figure 17. Dipole-dipole energy transfer for triplet-doublet systems. Regardless 
of the spin of the doublet, DD energy transfer is forbidden if the triplet 
is in the T+ or T_ state. 
DD transfer c a n  occur from the To state without restriction by the Pauli 
principle. But the To state carries no net polarization. Since all triplet 
mechanism polarization depends on the preferential polarization of T+ or 
T_,  DD induced energy transfer cannot contribute anything to polariza- 
tion transfer! 
On the other hand, Figure 18 shows that EM energy transfer can 
occur from a T+ state. The acceptor must contain a ~ spin, which means 
that all singlets and half the doublets can quench. The net result of the 
quenching is transfer of a spin to the acceptor population, thus showing 
that EM energy transfer carries polarization transfer. With a doublet 
acceptor, the spin polarization transfer occurs m'a "plain old" spin ex- 
change (as in section IIIE), as well. The big difference is, of course, that 
the doublet is left in the ground state. 
Energy transfer concomitant with spin polarization transfer has been 
observed in a variety of systems. Akiyama, et al.  showed that the direct 
photolysis of solutions of the dimer of 1,4-dimethylpyridyl led to A/E 
RPM polarization, indicative of a singlet precursor [80,81]. Upon photol- 
ysis using benzophenone as a sensitizer, an emissive spectrum with a small 
A/E component was obtained at early times, suggesting there might still 
be some direct photolysis occurring. At slightly longer delays (3/zs), the 
spectrum was all E, perhaps due to spin exchange wiping out the RPM 
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Figure 18. Exchange mediated energy transfer for triplet-doublet systems. En- 
ergy transfer is allowed from the T+ or T_ level if the doublet spin is 
of the correct orientation. Polarization is transferred from the triplet 
to the doublet. See text for discussion. 
polarization. Using 2-acetonaphthone as a sensitizer, an all emissive TM 
spectrum was obtained at all times [81]. 
A number of examples of triplet triplet energy transfer with conser- 
vation of spin polarization have been observed in glassy solutions at low 
tempera ture  [76]. Analysis of spin polarized anisotropic triplet esr spectra 
allows determination of the relative populations of the sublevels. Because 
of the low temperature,  the thermalization of the triplet sublevels is slow 
enough to allow direct observation. The Am = 2 line of the triplet spec- 
t rum is indicative of the sign of polarization that  would be observed at 
room tempera ture  with standard TM polarization, since it represents the 
population difference between T+ and T_ .  
Weir and Wan were the first to observe spin polarization transfer 
during energy transfer in low tempera ture  randomly oriented glasses [82]. 
They observed the Am ---- 2 transition of the triplet spectrum of naph- 
thalene in the absence and presence of sensitizers. In the presence of 
benzophenone, which yields emissive TM, the Am = 2 of naphthalene 
line was emissive, while in the presence of pyruvic acid, it was absorp- 
tive. Obi's group has observed similar phenomena in other systems, and 
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have also observed polarization transfer in the Am = 1 region, allowing 
modelling of the relative populations of the triplet sublevels [76]. 
Imamura, et al. published a study, of spin polarization transfer in 
triplet-doublet systems [83]. They photolyzed room temperature solutions 
of benzophenone, phenanthrene, and pyruvic acid in the presence of the 
stable nitroxide, 4-hydroxy TEMPO. In the benzophenone and phenan- 
threne cases, they observed an emissive 3-1ine spectrum characteristic of 
the nitroxide. With pyruvic acid solutions in isopropanol, they observed 
the signal typical of the ketyl radical usually observed [84] (which is E/A* 
[85]) superimposed with a three line E/A* contribution from the nitrox- 
ide. They attributed their spectra to interaction between the nitroxide 
and the excited triplets in all cases, suggesting either spin exchange or 
EM energy transfer as the mechanism for energy transfer [76]. 
Nitroxides are well known quenchers of triplets, but the quenching 
mechanisms have yet to be fully understood. Similar compounds (e.g. 
fused aromatic, diphenyl polyenes, etc.) each show quenching rate profiles 
similar to that shown in Figure 19 as a function of triplet energy (see, for 
instance [66,86,87]). The most common assumption is that  the lower 
plateau of the rate constant profile is due to pure spin exchange between 
the excited triplet and the nitroxide yielding a vibrationally ezcited, but 
electronically ground state donor and a ground state doublet and that  the 
upper plateau is due to an energy transfer mechanism, usually thought 
to be EM. (No satisfactory explanation has been proposed for the rate 
constant minimum at Et = ca. 42 kcal/mol.) However, detection of the 
excited doublet has been elusive, due to its short lifetime and lack of 
fluorescence, although the fluorescence of other radicals due to energy 
transfer has been detected [88]. Energy transfer from triplets to doublets 
in specific cases has been proposed to go via both DD [89] and EM [87,90] 
mechanisms. 
If we assume that  the quenching of triplets by nitroxides in the up- 
perplateau of Figure 19 is by some form of energy transfer, then the 
experiments of Imamura, et aL clearly demonstrate that  the mechanism 
is EM as per the discussion in this section, or at least that  EM transfer 
is very competitive with DD. However, Imamura's experiments unfortu- 
nately do not prove whether any excited doublets are actually formed and 
thus do not distinguish spin exchange from EM. If excited doublets are 
formed, as seems likely, then they do show that the deactivation of the 
excited doublet goes by a process with spin conservation. 
In this laboratory, we have observed a qualitative correlation of the 
intensity of a polarized nitroxide signal and the quenching rate constant, 
as one would expect [91]. This result does not distinguish between EM 
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Figure 19. Rate constants for the quenching of aromatic triplets (e.g.) naphtha- 
lene, phenanthrene, etc.) by TEMPO. 
and spin exchange as the quenching mechanism either. We have also found 
(see ref. 92 and below) that it can be very tricky to decide the source of 
polarization in ketone/nitroxide systems when kinetic studies do not rule 
out either the excited triplet or the radical specifically. 
Having discussed the relationship between EM energy transfer and 
spin exchange, it is also appropriate to discuss the relationship between 
EM energy transfer and electron transfer (ET). The Closs and Miller 
groups have studied in detail the rates of electron transfer in intramolec- 
ular cases, using molecules of the sort donor-spacer-acceptor with spacers 
typically being cyclohexane and decalin moieties [93]. In general, their 
measured rates show an exponential rate of decay with the number of 
bonds, demonstrating through-bond coupling, as was seen in section IIIC 
for biradical exchange interactions. The exponential coefficient for such 
decay is called ft. They found that plotting points with kEr as the x axis 
and kEM as the y axis for each different spacer, gave the relation that 
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(within experimental  error) flEM = 2flET [94]! More recently, they have 
studied positive ion, or "hole" transfer (HT) [95]. Closs, et al. proposed 
tha t  for any given spacer 
kEM -- C ~ET ~HT (41) 
where c is the same constant  for all spacers. After correcting for the 
charge redistribution tha t  occurs on E T  or HT, a very good correlation 
was observed [96]. 
Hole transfer (actually "back" electron transfer) can, of course, trans- 
fer polarization as well (Figure 20). Several interesting examples of this 
Figure 20. Polarization transfer as a result of "hole ~ transfer. Benzoquinone 
cation is produced with TM polarization, followed by electron transfer 
from a sulfur-containing heterocycle. 
sort can be seen from the work of Wan's lab [97]. In a par t icular  case, 
they found tha t  irradiation of benzoquinone (BQ) in trifluoroacetic acid 
led to a TM polarized signal of BQ + due to electron ejection into solvent. 
Solutions containing both BQ and various sulfur containing compounds  
(RS) yielded signals a t t r ibutable  to both BQ + and RS +. The  lack of 
observation of B Q -  eliminated the possibility of direct electron transfer 
(Eq. (42)) and they were able to convincingly show tha t  electron transfer 
came from the neutral  sulfur compound  to the polarized BQ + doublet  
(Eq. (43))[98]. 
3BO + RS  --, B Q -  + RS + (42) 
aBQ + R S  --* B Q  + + e -  + R S  ~ B Q  + R S  + + e-  (43) 
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G. Late time phase inversion in CIDEP 
As pointed out in section IIIA, the "phase" of RPM polarization (i.e. 
E/A or A/E) depends on the sign of Jmag r,~- It has almost universally 
been assumed that under normal circumstances, the orientationally av- 
eraged value of J is > O, i.e., that the singlet is lower than the triplet. 
However, there has been some speculation that this is not true in all cases. 
Several reports have appeared in which radicals are initially observed 
in E/A or E/A* polarization but later show A/E or A/E* polarization 
[99-102]. Recalling from section IIIA that the phase of RPM polarization 
is dependent only the sign of J and the initial spin state of the radical 
pair, these observations raised critical questions about the radical pair 
dynamics. 
Carmichael and Paul, using a light modulation technique, found that 
geminate radical pairs formed on photolysis of di-t-butyl ketone gave E/A* 
polarization, but that F-pairs exhibited A*/E signals [99]. F-pairs are 
thought to behave generally as triplet geminate pairs, since singlet F-pairs 
react to give diamagnetic products, leaving a triplet excess. Carmichael 
and Paul suggested that the RPM phase inversion was due to an inver- 
sion in the sign of J for the F-pairs, due to some kind of solvent mediated 
exchange. They did observe a solvent dependence on the phase inversion 
effect, but this might be expected of almost any explanation. McLauch- 
lan's group reported a similar effect for several aliphatic ketyl radicals 
generated by flash photolysis of the respective ketones [100]. They later 
reported some calculations which showed that if the geminate pairs and 
F-pairs had different trajectories (i.e. interactions began at different rel- 
ative separations) and if there was a region of space where J < 0, then 
triplet geminate pairs and F-pairs could give opposite RPM polarization 
[ 1 0 1 1  9 
In contrast, Thurnauer, et al. generated the same F-pairs mentioned 
above, using both radiolysis and hydrogen abstraction by butoxy radi- 
cals, and found that E/A polarization was universally observed by ESE 
techniques [103]. This and the fact that all of the previous pulse radi- 
olysis work (which generates F-pairs) also gave E/A polarization seemed 
to rule out the explanations based on J < 0. Paul, McLauchlan, et al., 
however, later reported that their phase inversion observations were rel- 
atively universal, but depended strongly on radical concentration [102]. 
They suggested that that such a dependence could resolve the conflict 
between their and Thurnauer's results. They also suggested that differ- 
ent chemical systems (e.g. alkyl, ketyl, acyl) might inherently lead to 
opposite polarizations. Recent work from McLauchlan's group [104] sug- 
gests another explanation, based on a higher effective J for singlet radical 
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pairs than for triplets, due to their ability to more closely approach each 
other. One might, however, expect stable radicals to produce A /E  RPM 
polarization if this explanation were correct. 
More recently, though, McLauchlan has found that  all but the alkyl- 
alkyl radical pair RPM phase inversions were experimental artifacts [104]. 
Aware of McLauchlan's results, Muus has recently confirmed observation 
of phase inversion in one of the remaining cases [105]. These findings 
will necessitate re-examination of the experimental portions of another 
work by Vlyaev, Molin, Sagdeev, and the Oxford group in which electron- 
nuclear cross-relaxation was eliminated as another proposed mechanism 
for the A /E  polarization [106]. Jent and Paul have also very recently du- 
plicated McLauchlan's results [107]. Their results are incompatible with 
the acyl/alkyl proposal and they arrive at the cross-relaxation mechanism 
by process of elimination. Moreover, they present calculations which sug- 
gest that,  under very specific conditions of high CIDNP polarization and 
modulation of the hyperfine coupling at a frequency near the transition 
frequency ( i .e . ,  ca. 10 GHz), cross-relaxation via Am = 0 transitions 
of the nuclei can lead to phase inversion. Molin and coworkers have 
found more support for the electron-nuclear cross-relaxation mechansim 
of phase inversion in spin echo experiments in the acetone-isopropanol 
system [107b]. The reader is referred to references [106] and [107] for 
details. 
At this point, the "inversion phenomenon" is still a controversial 
question, although the cross-relaxation mechanism seems to be gaining 
credence. It would be worthwhile to see if the A /E  patterns seen with 
t-butyl radicals using "standard" time-resolved esr technology can be re- 
produced using ESE technology or fourier transfer esr at long delays (ca. 
25 - 50 #s), even though the reported experiments (using 1 #s delays) were 
designed to observe only F-pairs. Jent and Paul [107] suggest this should 
be possible with sufficiently high initial radical concentrations. Before 
any further speculation on the possible mechanisms of A/E  polarization 
at late times, it should be established reproducibly using different detec- 
tion techniques. 
IV.  S P I N  E X C H A N G E  versus  R E A C T I O N :  S P I N  
P O L A R I Z A T I O N  T R A N S F E R  I N  D O U B L E T -  
D O U B L E T  S Y S T E M S  
In previous sections, spin exchange between pairs of doublets has been 
examined, first in its own right, then as it pertained to the development 
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and quenching of RPM. In section Ill-F, it was shown that an exchange in- 
teraction between a spin polarized triplet and a doublet could transfer the 
polarization to the doublet [83,108]. In this section, we demonstrate that 
the spin polarization of transient doublets can be transferred to persistent 
doublets v/a spin exchange. 
In the slow exchange rate limit, the rate constant for spin exchange 
(k~) is given by Eq. (44) 
ke -- [R-]. Awl~2~(1 - r (44) 
where [R-] is the concentration of the exchanging radical, Awl~2 is the 
observed width of the line in Hz less the inherent linewidth, and r is the 
statistical weight of the particular hyperfine line. However, observation 
of line broadening by photochemically generated transient radicals in so- 
lution using this technique is often not possible; very high steady state 
concentrations of ca. 1 mM would be necessary. Thus, time-resolved 
techniques are necessary. Bartels, et al. have shown that it is possible to 
measure the rate of self spin exchange using pulsed esr technology [24,43], 
as discussed in section IIIB. We report here the use of time resolved esr 
and CIDEP, using only CW esr equipment, as an alternate probe for 
spin exchange between polarized transient and non-polarized persistent 
radicals. 
Radicals formed with standard TM can transfer their polarization to 
a pool of unpolarized radicals by spin exchange. Such transfer is consistent 
with the idea that spin exchange is always faster than bond formation 
[17,18,24,41]. In the work of Bartels, et aI. [24,43] the rate of exchange 
was measured, whereas here we observe the result of the exchange. 
When the transient radicals are born with an excess of a spin, then 
spin exchange with TEMPO tends to distribute the excess spin equally 
over all the radicals. Depending on the rate of exchange (i.e. polariza- 
tion "equilibration"), the concentration of the transient radicals, and the 
relaxation rates, a TRESR spectrum would be obtained with different 
proportions of the transient radical and TEMPO contributions. 
In order to show that spin polarization transfer was independent of 
chemical history of the radicals or the phase of the polarization, exper- 
iments were carried out at Columbia with chemical systems chosen to 
encompass three different radical generating reactions (electron transfer, 
hydrogen transfer, and a-cleavage) and both absorptive and emissive TM 
polarizations (Please see the Appendix for experimental details.) Figure 
21 shows the reaction schemes for each system. 
With our system, no spectrum is observed when TEMPO alone is 
photolyzed in the cavity (also see reference 16). Spectra were collected 
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Figure 21. Reaction schemes: (a) formation of fluorenylidene, followed by hydro- 
gen abstraction from cyclohexane; (b) photoreduction of xanthone by 
electron transfer from triethylamine; (c) cleavage of benzil dimethyl- 
monoketal. 
under conditions such that  very little quenching interaction was expected 
between TEMPO and the triplet radical precursors (The actual kinet- 
ics are considered below for each case). Spectra were collected with no 
TEMPO and subsequently with TEMPO added to the solutions. With 
low concentrations of TEMPO,  the observed spectra were a superposition 
of the original radicals and TEMPO,  polarized in the same phase as the 
radical. It was generally found that  when the T E M P O  concentration was 
10 mM, the observed signal was almost entirely at t r ibutable to TEMPO.  
Since our hypothesis was that  the signal originated in the transient radical 
and was transferred to the persistent one, the kinetic behavior of some of 
the lines was investigated in some detail, as described below. 
A. Fluorenylidene/9-fluorenyl system: hydrogen abstraction 
The flash photolysis chemistry of fluorenylidene is by now well un- 
derstood [109,110]. The rate constant for hydrogen abstraction by fluo- 
renylidene from cyclohexane (Figure 21a) is anomalously high for a triplet 
aromatic carbene at 8.3 x 107 M - i s  -1 [109]. We have taken advantage of 
this high rate constant and shown that  the 9-fluorenyl radical produced 
by photolysis of 9-diazofluorene is generated with absorptive polarization 
in neat cyclohexane [92]. On 266 nm photolysis of an argon saturated,  
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Figure 22. TRESR of fluorenyldiene system. 
flowing solution of 9-diazofluorene (5 mM) in eyclohexane the spectrum 
in Figure 22a is obtained with a nominal detection gate of .25 to .5 #s. On 
addition of 10 mM TEMPO to the solution, the spectrum in Figure 22b 
is obtained. No signal was obtained on photolysis of an argon saturated 5 
mM 9-diazofluorene solution in carbon tetrachloride. Only an extremely 
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weak emissive signal was obtained on photolysis of a solution of 5 mM 
9-diazofluorene and 10 mM TEMPO in carbon tetrachloride. The signal 
obtained in CC14 was essentially identical to those obtained on photolysis 
of solutions containing similar concentrations of fluorenone and TEMPO.  
The spectrum presented in Figure 22a is characteristic of 9-fluorenyl 
[92,111] superimposed with that  of cyclohexane-l-yl with E/A* polariza- 
tion. The spectrum in Figure 22b shows that  spin polarization has been 
transferred from some transient intermediate to TEMPO.  Several inter- 
mediates may be suggested, including triplet fluorenylidene, triplet fluo- 
renone, 9-fluorenyl, and 2,2,6,6,-tetramethylaminyl radical (TMP).  Since 
the excited diazo compound decomposes as a singlet [109,110] it is not a 
candidate. 
Triplet fluorenylidene can be eliminated on the basis of the results 
of photolysis in cyclohexane versus  carbon tetrachloride. If spin polar- 
ization were transferred directly from triplet fluorenylidene to TEMPO,  
an absorptive signal would have been observed in carbon tetrachloride. 
The weak emissive signal actually observed is probably due to interaction 
between triplet fluorenone and TEMPO.  
The CIDEP signals of aromatic mono-carbonyls probed by either 
photoreduction [3] or interaction with TEMPO [83] are emissive. We 
have found similar results for fluorenone under a variety of conditions, 
even though its lowest triplet is not an n,Tr* state. The signals obtained 
with fluorenone are always substantially weaker than those from n,a'* 
ketones. In any case, the signals obtained here are absorptive, so triplet 
fluorenone is eliminated as the source of polarization for TEMPO.  
Having eliminated the triplets as spin polarization sources, the two 
possible radical sources are considered. In neat cyclohexane, the rise time 
of 9-fluorenyl is 1.4 ns [109]. Diphenylmethylene reacts with TEMPO 
to produce benzophenone and TMP with a rate constant of 7.3 • 108 
M-Zs -1 [112]. The rate constant for analogous react ive quenching of flu- 
orenylidene (in perfluorobenzene) by TEMPO was found to be 3.1 -t- .5 
• l0 s M - i s  -1.  Thus, with a TEMPO concentration of 10 -2 M, up to 
a few percent of the fluorenylidene may react with T E M P O  to generate 
fluorenone and TMP. Infrared analysis of the solutions used in generating 
spectra like 22b suggests that  some fluorenone is present after photolysis. 
TMP could be independently generated by net hydrogen abstraction by ei- 
ther triplet benzophenone or t-butoxy radicals from tetramethylpiperidine 
in time-resolved and steady state experiments, respectively. By admission 
of oxygen to the system, TEMPO and TMP could be observed simultane- 
ously. The 14N coupling constants of TEMPO and TMP (14.5 and 15.5 
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G, respectively, depending on the solvent) allow distinction between their 
respective esr signals; the signal in Figure 22b is from TEMPO. 
It seems clear that the source of the spin polarization transferred 
to TEMPO is 9-fluorenyl, with TMP possibly contributing. Thus the 
polarization starts in triplet fluorenylidene (unobserved), is preserved in 
the hydrogen abstraction reaction to form 9-fluorenyl (observed in the 
absence of TEMPO),  and is transferred by spin exchange to TEMPO. By 
time resolved laser flash spectroscopy, we found that  TEMPO reactively 
quenched 9-fluorenyl with a rate constant of 8.3 • .4 • 107 M - i s  -1 in 
cyclohexane. This compares with rates of 5.5 • .5 x 108 M - i s  -1 and 
4.63 • .02 x 107 M - i s  -1 for benzyl and diphenylmethyl, respectively, 
in isooctane [113], and is approximately two orders of magnitude slower 
than diffusion controlled. As it is expected that the spin exchange rate 
constant between the radicals in this study and TEMPO is essentially half 
the diffusion controlled rate [28], there is clearly ample opportunity for 
multiple collisions (and thus spin exchange) between the radicals before 
they are destroyed by reaction. 
B. Xanthone system: electron transfer 
Triethylamine is an efficient electron transfer donor for excited triplet 
ketones [114,115]. Flash photolysis experiments showed that  triplet xan- 
thone (monitored by triplet-triplet absorption at 610 nm) was quenched 
by triethylamine (Figure 21b) with a rate constant of 1.09 • .02 • 101~ 
M - i s  -1 in acetonitrile at room temperature. TEMPO was found to 
quench xanthone triplets with a rate constant of 8.2 • .3 • l0 g M - i s  -1 
Thus triplet xanthone quenching by TEMPO is not competitive with pho- 
toreduction at TEMPO concentrations of 10 mM or less in neat triethy- 
lamine. 
Sakaguchi and Hayashi have reported both absorptive and emissive 
xanthone ketyl CIDEP signals under different conditions, using organo- 
metal hydrides as reducing agents [114,115]. In our hands, reduction of 
xanthone triplet with triethylamine in a variety of solvents always leads 
to an emissive signal. 
Time resolved esr spectra were collected for 5 mM solutions of xan- 
thone in neat triethylamine with 355 nm excitation. They are shown in 
Figures 23a-d with TEMPO concentrations of 0, 1, 5, and 10 mM. The 
emissive spectra show the overlap of signals due to the reduction product 
of xanthone [114,115], 1-N,N-diethylaminoeth-l-yl [116], and TEMPO. 
Again, 10 mM TEMPO was sufficient to dominate the signal. A solution 
of xanthone (5 mM) and TEMPO (10 mM) in methylene chloride without 
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Figure 23. TRESR of xanthone system. The spectra were obtained from solu- 
tions of 5 mM xanthone in neat triethylamine with (a) 0 mM, (b) 1 
mM, (c) 5 mM, (d) 10 mM TEMPO. 
any added reducing agent produced very little or no signal. These weak 
signals may be due to inefficient direct interaction between the triplet and 
T E M P O  or interaction between the ketyls formed by inefficient hydrogen 
abstraction from solvent and T E M P O .  
Under the conditions of our experiments, the maximum rate of in- 
teraction between T E M P O  and triplet xanthone (ca. l0 s s -1)  is three 
orders of magnitude slower than the rate of photoreduction of the triplet 
(ca. 1011 s - l ) .  The source of spin polarization for T E M P O  must then be 
the xanthone radical anion or the subsequently formed ketyl. 
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The ratio of signal due to TEMPO and xanthone radical as a function 
of TEMPO concentration is a complex function of many factors, including 
the spin exchange rate, the inherent electronic T1 and T2 of the ketyl, 
the triethylamine radical, and TEMPO, and the relaxation induced by 
the presence of the microwave field. We thus do not try to quantify the 
signals here, but note that the non-TEMPO signal strength maxima for 
solutions containing 0, 1, 5, and 10 mM TEMPO were about 100, 56, 39, 
and 13, respectively (arbitrary units). 
C. Benzil dimethvl monoketal (BDM) system: a-cleavage 
BDM is an efficient radical polymerization initiator. On photolysis, 
a benzoyi radical and a dimethoxybenzyI radical are formed (Figure 21c). 
The spectra we obtained on photolysis of BDM in the absence of TEMPO 
are in agreement with the published results, although we are not able to 
achieve the same high resolution with our equipment [117]. The results of 
adding TEMPO to the solution are essentially identical to the xanthone 
system, suggesting that the qualitative relaxation and spin exchange rates 
are similar in the two systems. A spectrum obtained from a 10 mM 
solution of BDM in methylene chloride with a 1 - 2 /zs gate and 355 nm 
excitation is shown in Figure 2. The majority of the signal is due to the 
dimethoxybenzyl radical. The benzoyl radical, which has a substantially 
shorter relaxation time than the dimethoxybenzyl (DMB) radical, is not 
observed in this time window. In Figure 24 are four spectra obtained with 
gates of nominally 400 - 900 ns with TEMPO concentrations of 0, 1, 5, 
and 10 mM. 
The BDM system was chosen to examine the temporal behavior of 
the transient and stable radicals. It was expected that the grow-in of 
the DMB polarization should be instrument limited, while the grow-in of 
TEMPO spin polarization should be dependent on the overall rate of spin 
exchange, which could be adjusted by changing the TEMPO concentration 
and the viscosity of the solvent. 
Figure 25a shows the kinetic behavior of the low field TEMPO line 
and the center of the DMB spectrum taken in dodecane solvent. The 
time of the peak of the DMB signal was shown to be approximately con- 
stant over the range of TEMPO concentrations used as shown in Figure 
25b, although the apparent decay rate is faster for the sample with more 
TEMPO, as expected. Figure 25c compares the behavior of the low field 
TEMPO peak in two solvents, isooctane and decalins, while Figure 25d 
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Figure 24. TRESR of the benzil dimethyl monoketal system. The spectra were 
obtained from solutions with (a) 0 raM, (b) 1 raM, (c) 5 mM, (d) 10 
mM TEMPO. The benzoyl radical appears only as additional intensity 
in the peak marked with a star. 
compares the same peak's behavior as a function of TEMPO concentra- 
tion in dodecane. 
Based on the assumption tha t  the grow in of the DMB signal is 
instrument-limited, the apparent response time of our TRESR system is 
between 150 and 250 ns. Because we use the actual laser pulse for the 
timing of the boxcar (to minimize trigger jit ter),  some delay is introduced 
and we are unable to see the true time = 0 point or measure the response 
function precisely. As relaxation begins, there is obviously some point at 
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Figure 25. Time profiles of key peaks: (a) dimethoxy benzyl (DMB) and TEMPO 
(10 raM) in cyclohexane; (b) dimethoxy benzyl peak with 2 mM and 
10 mM TEMPO; (c) TEMPO peak (10 mM) in isooctane and decalins; 
(d) TEMPO peak, 2 mM and 10 mM. See text for discussion. 
which the signal is maximized (t,~az), with faster relaxation leading to 
an earlier signal maximum. Slower relaxation leads to a later, broader 
tmax. Alternatively, the slow growth of a signal, followed by relatively 
fast relaxation also gives a later tm~,, but is easily distinguishable from 
the former case. 
In Figure 25a, it is clear that the tm~z of the TEMPO line comes later, 
despite its faster relaxation rate. This implies that  TEMPO is acquiring 
signal intensity on a timescale substantially longer than the laser pulse 
width. We suggest that TEMPO has essentially zero spin polarization 
at t = 0 and gains intensity continuously from DMB through the spin 
exchange process. 
We can adjust the spin exchange rate by changing the TEMPO con- 
centration. As long as the TEMPO concentration remains low enough 
that self-exchange remains in the slow exchange limit, a larger TEMPO 
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concentration should lead to an earlier tma=. This prediction is confirmed 
in Figure 25d, which shows tma= of about  500 ns with 2 mM T E M P O  and 
300 ns with 10 mM T E M P O .  
Secondly, since kez "-~ 0.5 kdi/I and kdi// is inversely proportional to 
viscosity, it is expected that  tma, should shift to later times with higher 
viscosity. This prediction is confirmed in Figure 25c, which shows that 
solutions with 10 mM T E M P O  in isooctane and decalins have tma= about  
300 ns and 400 ns, respectively. Because some heating of the samples due 
to the repetitive laser flashes is inevitable, the temperatures  of the samples 
are not precisely known. The room temperature  viscosities of isooctane 
and mixed decalins are 5.03 and 24.2 cP, and because the sample heating 
is not more than a few percent, it is expected that  the actual viscosities 
are similar. 
Also consistent with the viscosity predictions is the result that  the 
difference in tmax between solutions of 2 and 10 mM T E M P O  also in- 
creases with viscosity, being approximately 100 ns in isooctane and 200 
ns in mixed decalins. We believe that  this result argues against the viscos- 
ity effect being due only to changes in T E M P O  T1 because of increased 
rotational correlation time. 
Because of general intensity differences in the B D M / T E M P O  signals 
in different solvents, the viscosity dependence of the BDM signal (alone) 
was checked. Spectra were obtained from solutions of 10 mM BDM in 
hydrocarbon solvents. A general increase in signal intensity with viscosity 
was observed. As measured by the signal intensity at tmax, the signal 
intensity varied a factor of about  3.5 over the solvents n-pentane (T/ = 
2.15 cP at room temperature)  through mixed deealins (T/ = 24.2 cP). 
This effect is probably at t r ibutable  to an increase in rotational cor- 
relation time [1]. The signal increase arises because intersystem crossing 
occurs faster (10 -11 - 10-12s) than the triplet sublevels can respond to 
the magnetic field. Thus the polarization is born in the molecular frame. 
The sublevels respond to the magnetic field in the laboratory axis at the 
inverse of the Zeeman frequency, 
(oa~) -1 = (g~H/h) -1 .~ 1.7 • 10-11s (45) 
However, if the rotational correlation time is fast in comparison to the Zee- 
man response time, the correlation between the molecular and laboratory 
frames is lost and polarization is diminished or lost entirely. Although we 
have no direct measurement of the correlation t ime of our intermediates, 
increasing viscosity of solvent certainly causes an increase in correlation 
time. This data  is not of sufficient quanti ty or quality to try to fit to a 
specific function. 
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After the conclusion of this work, we ran across a reference to similar 
work [118] that seems to have preceded both ours and Imamura, et al. 
[83]. In this preliminary work, the authors used pulsed esr technology to 
show spin polarization transfer from triplet duroquinone and what was 
probably a mixture of triplet duroquinone (DQ) and its radical anion to 
3-phenyl-2,2,5,5-tetramethylimidizoline-l-oxyl (RNO) and proposed that 
such a technique could be used to study short-lived radicals. They found 
a maximum in the spin-echo signal corresponding to about 0.6 and 0.9 #s 
for solutions that contained DQ'-  and 5 x 10 -4 M and 2 x 10 -4 M RNO, 
respectively. This work is clearly in qualitative agreement with both the 
present results and those of Imamura. 
It should be pointed out that reaction between TEMPO and po- 
larized radicals will lead to net polarization of TEMPO by depletion of 
TEMPO molecules of the opposite spin state from that favored by the 
polarized molecule. Rreaction between TEMPO and a polarized radi- 
cal transfers one "unit" of magnetization from the polarized radical to 
TEMPO, whereas exchange transfers two because the loss of the depleted 
spin state is coupled to the gain of a spin in the polarization-favored state. 
Thus the contribution of this mechamism to the growth of polarization, 
relative to spin exchange should be given the fraction k ~ / ( k r x ~  + 2k~). 
For the example of fluorenylidene, the "reaction" contribution is less 
than 1% if k~x is taken as 0.5 kdl f f .  The contribution from more reactive 
readicals (such as cycloxhexane-l-yl) will be larger. Reaction rate con- 
stants between even primary radicals and TEMPO in isooctane are about 
1 x 109 M- i s  -1, which leads to a reactio contribution of <10%. Bordat 
and Tsvetkov found (k~. + kr,~) = 6.6 x 10 ~ M - i s  -1 for DQ'-  and 
RNO" [119], which is clearly too large to be anything but dominated by 
the ke, term. Clearly, these two mechanisms are coupled, and the relative 
contributions depend on the reactivity of the radical pair. However, the 
results discussed in section IIIG demand that kez > k~,~; Bartels, et al. 
show the exchange radius for even the ethanol-l-yl radical. In the limit 
where k,z = kr~,, the reaction contribution maximizes at 33%. 
With regard to the study of very reactive radicals by this method, 
cautious optimism is due. Good kinetic analysis of such systems will be 
complex due to the addition of the passive CIDEP effect [5], which be- 
comes important when the reaction rate of the radicals becomes similar 
to their relaxation rate. In order to capture very fast decaying polariza- 
tions, rather high nitroxide concentrations may be necessary. In addition 
to capturing signal, such concentrations will certainly decrease relaxation 
times as observed in our work and optical windows may be hard to find. 
Moreover, dipole/dipole interactions may become important at the high 
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concentrations and these short lived radicals will have to be generated 
with very large net polarizations, which may be problematic. 
In this section, we have shown that  spin-polarized transient radi- 
cals can be generated under conditions such that  their polarization is 
transferred to an originally unpolarized pool of persistent radicals. The 
precursors to the radicals are not involved in polarization transfer in the 
examples given here and exchange occurs with either radical polarization. 
The radical generating reaction is not important,  so long as polarization 
is established. Because of limitations of our instrumentation,  we have not 
been able to be rigorous in demonstrat ing kinetics, but have shown that  
the polarization behaves qualitatively as expected. 
The mechanism of polarization transfer must be extremely fast to 
compete favorably with radical-radical reaction. Dipole-dipole interac- 
tions are not important  at these concentrations [15] and would be expected 
to be averaged out by isotropic tumbling. Since the rate of spin exchange 
is always faster than the rate of reaction [17] as shown for even diffusion 
controlled reactions by Bartels, et al., we conclude that  the polarization 
transfer mechanism is spin exchange. 
V. S U M M A R Y  
We have presented a review of a number of different electron exchange 
interactions, which range from Heisenberg spin exchange to energy trans- 
fer. We have chosen to present most of this material  largely from the 
perspective of esr experiments, but that  is an arbi t rary choice. One could 
build experiments around energy transfer or nmr experiments (or several 
other things!) and make nearly the same points. It is hoped that  the 
reader will come away with the idea that  all these exchange phenomena 
are related to each other, and that  often the differences between their 
manifestations are usually remnants  of the order of magnitude of the de- 
tailed observation, rather than fundamental  differences. 
VI .  A P P E N D I X :  E X P E R I M E N T A L  S E C T I O N  
Materials 
All solvents used were of the highest quality commercially available, 
typically "spectro" or "HPLC" grade, and were used without further 
purification, except as noted. Triethylamine was distilled prior to use. 
TEMPO was purchased from Aldrich and used as received. Xanthone was 
from Aldrich and multiply recrystallized from ethanol. Benzil dimethyl 
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monoketal (BDM) was a kind gift of the Ciba-Geigy Corporat ion (Irgacure 
651). Diazofluorene was prepared by literature methods [119]. 
Time-Resolved ESR measurements 
The apparatus used has been described before and consists of a 
Bruker ER 100D ESR with a broad band (6.6 MHz) preamplifier, a Quan- 
tel Nd:Yag laser and an EG&G PARC boxcar model 4400 with model 4421 
integrators, yielding a response time of ca. 150 - 250 ns [120]. 
Argon flushed solutions were flowed through a flat cell .5 mm deep 
in the cavity at a rate of 1 - 5 ml/min.  Excitation was provided by the 
laser (ca. 15 ns, 20 Hz) operating at 266 nm ( 5 -  10 m J/pulse)  or 355 
nm (25 - 50 m J/pulse).  The directly detected signal was sent v/a a broad 
band amplifier to the boxcar for either spectra or kinetic traces. Most 
spectra were collected over 500 s with the boxcar gates open from .5 to 
1 #s after each laser shot. The instrument was calibrated for magnetic 
field and absorptive/emissive phase using the well known E/A* pattern 
of the acetone/isopropanol system [121] and was time-calibrated using a 
multi-channel delay box. 
For spectra, the magnetic field was slowly swept as the boxcar col- 
lected points. For kinetic measurements,  an off resonance kinetic trace 
was subtracted from each on resonance trace to correct for thermal and 
other effects in the cavity. All measurements were made with (nominally) 
1.8 mW microwave power. This level was found to be sufficient to pro- 
vide strong signals without causing Torrey oscillations. The kinetic traces 
were found to decay only slightly faster than at .18 or .018 mW and the 
signal-to-noise ratio was substantially better .  
Flash photolysis 
The apparatus used for the flash studies has been described before 
[122]. Excitation was provided by either a Lambda  Physik EMG 201 
laser operating at 308 nm or by a Quantel  D CR 2 Nd:Yag operating at 
355 nm. Solutions had optical densities of .3 to .5 at the excitation wave- 
length and were deoxygenated by argon flushing. Radicals, triplets, and 
carbenes were all monitored by transient absorption at li terature reported 
wavelengths. When triethylamine was used, solutions were bubbled for 4 
minutes at 0 ~ then warmed to room temperature  before measurement.  
All rate constants were fitted to the equation kob8 = k inheren t  + kq[Q] 
with at least 5 concentrations and at least 3 points per concentration, 
except for the reaction of fluorenylidene and T E M P O ,  for which there 
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were 4 concentrations with at least 5 points per concentration. Reported 
errors are 2 standard deviations of the slope obtained from the fit. 
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