Integrated scheduling and control (SC) seeks to unify the objectives of the various layers of optimization in manufacturing. This work investigates combining scheduling and control using a nonlinear discrete-time formulation, utilizing the full nonlinear process model throughout the entire horizon.
Introduction 1
Current process control and optimization strategies are typically divided into major sections in-2 cluding base layer controls, advanced controls, real-time optimization, scheduling, and planning [1] .
3
Each of these levels works at a different time scale, ranging from milliseconds to seconds for base 4 controls, up to weeks or months at the planning level. opportunities to achieve economic benefit from SC in chemical processes [15] .
97
Although residential consumers make up the largest portion of electrical grid consumers, tremen-98 dous opportunities exist for industrial participants [54] . Previous efforts to quantify the benefits of 99 DR for the industrial sector include petroleum refining [54] , chemical processing [56] , gas production 100 (Air Separation Unit) [57] , aluminum smelting [58] , and steel production [59] . The idea that chem-101 ical processes can be used as a "battery" to store energy from the grid generated during non-peak 102 hours in the form of chemical products was introduced by Baldea [60] . He discusses methods to en- 
115
The authors mention the results are sub-optimal, but are progress toward true optimality.
116
This work utilizes a case study of a CSTR model with a first-order, irreversible reaction to 117 illustrate the benefits of adjusting operations based on periodic electricity price changes. Moreover, 118 periodic effective maximum cooling is added to the model. During the heat of the day, effective 119 maximum cooling is reduced compared to night-time operation. To simulate these dynamic cooling 120 and price conditions, periodic constraints of both effective maximum cooling and electricity price are 121 utilized in the optimization. The discrete-time optimization is able to adjust manipulated process 122 variables throughout the entire horizon to respond to these dynamic energy price and dynamic 123 cooling constraints. 1, where time is discrete. EMPC adjusts MPC by maximizing profit (P ) rather than minimizing error to a setpoint using 146 the same dynamic process model. The economic objective is reminiscent of a scheduler. (scheduling variables such as prices and demand), with an economic objective function over the 149 same discretized time horizon, a fully unified control and scheduling optimization is achieved.
150
However, schedulers do not consider the same set of process variables that a controller pro-151 cess model considers. Thus, a link is required between scheduling variables and process variables.
152
Namely, linking a product on/off binary variable (B i,t , representing production of product i at time 
159
With the linking function in place, economic optimization based on both scheduling and control 160 economics is possible with both a process model and scheduling constraints, as shown in Equation 4. This is the proposed paradigm of combined scheduling and control explored in this work. 
The formulation in this work consists of a large-scale set of nonlinear differential and algebraic 163 equations (DAE) that describe a MIDO problem. The continuous horizon of the problem is dis-
164
cretized by orthogonal collocation onto finite elements (see Figure 2) , becoming a large system of 165 algebraic equations containing binary variables B i,t , which determine the current on-specification 166 production of each product i at time t.
167
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168
The objective function is shown in Eq. 5, where B is the binary variable that determines if 169 product i is produced at time t, Π is the price of product p, q is the rate of production at time t,
170
n is the number of finite elements, and O is the operational expenditure at time t. 
191
The first recommended linking function (a "hard constraint") could be formulated as shown in
192
Equation 6 or 7, where spec is the product specification with tolerance tol. In this form, B is zero
193
outside of product specs, but will be driven to one (the upper variable bound) by the economic
194
objective function when on spec -effectively producing a step in B. These constraints are simple
195
and linear or quadratic.
Similarly, mathematical programming with complementarity constraints (MPCC) can be used B is fixed at one when on-spec through constraints rather than objective function encouragement. and s 5 and s 6 must additionally be less than or equal to one.
206
x − spec − tol = s 1 − s 2 (8a)
In contrast to these binary methods, we also present continuous relaxations to the binary step f (x) = h10
Low values of h present a short, wide hill with clean, far-reaching gradients. To force a square 212 function like a true binary variable, h is increased so f goes to 0 outside the product specifications.
213
Then, through Eq. 9b, the function is capped at 1. The economic objective function maximizes B
214
to 1 whenever the concentration is within the associated product specification. 
In Equation 10 , low values of k provides clean, far-reaching gradients while large k approximates 
where T m is the makespan, n is the number of slots, z i,s is the binary variable that governs the 
287
Products are assigned to each slot using a set of binary variables, z i,s ∈ 0, 1 along with 288 constraints of the form
which ensure that only one product is made in each time slot.
291
The makespan is fixed to the length of the scheduling and control horizon rather than set as a 292 manipulated variable adjustable by the NLP solver. Demand constraints are formulated such that 293 production may not exceed the maximum demand for a given product, as follows:
The optimization.
323
A linear system y = f (x, u) has the property that f (x, u 0 + u 1 ) = f (x, u 0 ) + f (x, u 1 ). Thus 324 the response of the system to the initial input u 0 can be decoupled from that of the step size u 1 .
325
Additionally, a closed-form solution for the transition time given a step size can be estimated, thus 326 avoiding preprocessing time and space.
327
Feedback linearization can be applied to dynamic systems of the form
Following the procedure outlined by Khalil et al.
[74], the control signal u can be designed to make 329 the input-output behavior of the system linear. For instance, in the SISO (Single Input Single
where L f represents the Lie derivative along f and ρ is the relative degree of the system. In this 332 case, the input-output behavior of the closed-loop system is
which is a chain of ρ integrators.
334
An issue with feedback linearization is that the resulting closed-loop dynamics may not be 
339
One drawback to using feedback linearization is that it can produce arbitrarily large input 
344
Once the system has been tuned appropriately, then the transition times can be calculated cooling process where ∆H cool is the effective cooling rate.
In these equations, C A is the concentration of reactant A, C A0 is the feed concentration, q is the 384 inlet and outlet volumetric flowrate, V is the tank volume (q/V signifies the residence time), E A 385 is the reaction activation energy, R is the universal gas constant, U A is an overall heat transfer 386 coefficient times the tank surface area, ρ is the fluid density, C p is the fluid heat capacity, k 0 is the 387 rate constant, T f is the temperature of the feed stream, C A0 is the inlet concentration of reactant
388
A, ∆H r is the heat of reaction, q cool is the flowrate of coolant, V j is the volume of the cooling jacket,
389
T is the temperature of reactor, T c is the temperature of cooling jacket, T cin is the temperature of 390 cooling return line and C p.cool is the cooling fluid heat capacity. The only scheduling constraint used in this case study is demand, as shown in Equation 30 .
400
While these results use maximum demand (useful for situations like filling storage tanks rather 401 than filling orders), it can easily switch to minimum demand by flipping the inequality.
The pseudo-binary variable approach is implemented via the following equations, with C A being 403 20 the process state variable relating to each product i:
For continuous-time scheduling initialization, NMPC estimations of transition times are calcu-406 lated using the following objective: 
Results

443
The results of each of the four test cases are described below. The description for each case As shown in Figures 9-11 , case 1, the standard case with time-independent constraints of static 468 price and static cooling, maximizes the production of product 2 for all initialization schemes em-
469
ployed because of its high price. Production of product 3 is minimized due to its low price. Product schedule with more transitions than necessary.
480
As expected, the feedback linearization estimations of transition times provide a reduction in The diurnal cooling constraint curve applied in case 2 allows product 2 to be produced at a
489
higher rate compared to case 1. The production rate is decreased during the hottest part of the 490 day, but reaches the lower production rate of case 1 for only a brief period. Further, the transitions 491 between products occur more quickly when the max cooling constraint is higher because of the 492 extra cooling (especially the transition between products 3, C A =0.25, and 2, C A =0.12).
493
The overall profit for Case 2 increases˜13% over case 1 for convergent continuous-time initial- Case 3 largely follows case 1, except that production rates decrease when energy prices peak.
505
Energy costs too much during these times, so the optimization minimizes production rate (q) to 506 the lower bound of 100 m 3 /hr. Also, transitions between products occur at slightly different times 507 to compensate for different production rates and to transition during times of cheaper energy.
508
The profit in this case for the continuous-time initialized problems decreased slightly (˜3%) 509 from case 1 due to high energy prices, since this case considers realistic dynamic pricing. Again, 510 time-dependent parameters are shown to be worth considering.
511
Effective continuous-time scheduling initialization once again guides the discrete-time problem to 512 find the optimal solution, whereas the non-initialized problem ends at a local minimum, producing Case 4 implements the positive effects of case 2 as well as the peak energy prices of case 3 -521 the transitions occur at different places, production rate of product 2 is maximized and production 522 at peak energy prices is decreased (Figures 14-15 ). Transitions occur more quickly during periods 523 28 of higher maximum cooling. The overall profit increases by approximately 10% over the base case
524
(Case 1) for the convergent initialized problem, but is still lower than Case 2 due to the effects of 525 peak energy prices (Table 8) .
526
The CPU requirement of the convergent initialized problem are similar to that of Case 2, but 527 lower than those of Cases 1 and 3 (Table 7) . This demonstrates the additional effort required by 
GEKKO Solutions
534
As previously mentioned, Pyomo is designed for flexibility rather than speed. This section 535 reimplements the SC problem in the GEKKO modeling language, which specializes in robust, quick 536 solutions to dynamic optimization problems. Pyomo and GEKKO have some structural differences, 537 especially in the way each handles orthogonal collocation. To replicate the same degrees of freedom 538 used in Pyomo, GEKKO solutions use 400 finite elements with no internal nodes. Table 9 and the profit results are shown in Table 10 . Table   563 11. and parameters on combined scheduling and control optimization.
542
564
573
In summary, time-dependent constraints affect the profit, optimal schedule, and optimal control 
583
The discrete-time formulation is shown to be a feasible and effective method to account for time- Therefore, letting v =ÿ the system can be structured as in Figure A .16, where
Since v =ÿ, the input-output behavior of the closed-loop system inside the dotted box is the and end values, or the step size in r. This is a key advantage to linearizing the system in this way.
910
Without a linearized system, a large number of transition times would need to be known a priori 
921
Thus by linearizing the CSTR system, transition times can be found using Equation (A.10).
922
These transition times can then be used by the continuous-time scheduler to create an optimal 923 schedule for initialization. 
