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Ab dem Wintersemester 2007/08 mussen die Studierenden der Wirtschafts-
informatik lediglich die erste Halfte der Vorlesung horen. Diese erste Halfte
umfasst die Abschnitte 1 bis 8, 11, 23 und Teile von 12, 13, 14, 17.
In Anbetracht der ublichen Ausfallempfehlungen nimmt die erste Halfte der
Vorlesung sieben bis acht Wochen des Wintersemesters in Anspruch.
Von den ersten acht Auagen des Skriptes wurden Druckfassungen an die
Studierenden verteilt. Der Druck und die Bindung wurden aus Studiengebuhren
und aus dem Institutsetat nanziert. Die gedruckten Versionen enthielten einen
kompletten Satz Ubungsblatter aus einem fruheren Wintersemester und alte
Klausuren mit den Korrekturvorlagen.
Das Skript ersetzt weder die Teilnahme an den vorgesehenen Lehrveranstal-
tungen noch eine eingehende Nachbereitung. Die Beschrankung auf sogenannte
klausurrelevante Themen fuhrt in der Regel zu mangelhaften Studienerfolgen.
Zur Nachbereitung gehoren beispielsweise das Nachvollziehen der Beweise und
das Nachrechnen der Beispiele.
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1 Einfuhrendes Beispiel
Wir beginnen mit der Erorterung eines einfachen linearen Gleichungssystems,
das von einer geometrischen Fragestellung ausgeht. Bei dieser Gelegenheit wer-
den wir die Verfahren von Gau und Gauss-Jordan in Aktion sehen und einen
Spezialfall der Regel von Cramer kennenlernen.
Eine Gerade ist durch die Angabe eines beliebigen Paares zweier verschiede-
ner Punkte, die auf der Geraden liegen, eindeutig bestimmt. Seien
g1 : Gerade durch (3; 0) und ( 4; 6) ;
g2 : Gerade durch (1; 1) und (6; 4)
gegeben. Einer Skizze entnehmen wir, dass beide Geraden nicht zusammenfallen
und auch nicht parallel sind. Also gibt es genau einen Schnittpunkt. Gesucht
sind die Koordinaten x1 und x2 des Schnittpunktes.
Wir beschreiben die beiden Geraden g1 und g2 durch lineare Gleichungen:
g1 : 6x1 + 7x2 = 18 ;
g2 : 3x1 + 5x2 =  2 :
Die Koordinaten x1 und x2 des Schnittpunktes von g1 und g2 sind Losungen
des inhomogenen linearen Gleichungssystems
6x1 + 7x2 = 18 ;
3x1 + 5x2 =  2 :
Wir losen das Gleichungssystems durch elementare Zeilenumformungen und
Ruckwartselimination. Nach den geometrischen Vorbetrachtungen vermuten wir,
dass es genau eine Losung (x1; x2) gibt.
6x1 + 7x2 = 18
3x1 + 5x2 =  2
           
6x1 + 7x2 = 18
3
2x2 =  11 Z2   12Z1
Rechts neben der Rechnung haben wir den Typ der elementaren Zeilenumfor-
mung als Kommentar notiert. Dabei beziehen sich Z1 und Z2 auf die erste re-
spektive zweite Zeile des vorherigen Schrittes oberhalb der gestrichelten Linie.
Die Halfte der ersten Zeile Z1 ist von der zweiten Zeile Z2 abgezogen worden.
Die erste Zeile Z1 ist unverandert ubernommen worden.
Durch eine elementare Zeilenumformung ist das Gleichungssystem in eine
Stufenform gebracht worden, aus der sich zuerst x2 und dann x1 berechnen
lasst:
3
2x2 =  11
=) x2 =   223
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=) 6x1 + 7  (  223 ) = 18
=) 6x1 = 54+1543 = 2083
=) x1 = 1049 :
Diese sukzessive Berechnung von x2 und x1 heit Ruckwartselimination.
Wir uberlegen uns, was wir bisher erreicht haben. Unter der Annahme, dass
das (x1; x2) eine Losung ist, haben wir gezeigt, dass
(x1; x2) = (
104
9 ; 223 )
gelten muss. Eine Probe zeigt, dass wir tatsachlich eine Losung erhalten haben.
6  1049 + 7  (  223 ) = 208 1543 = 543 = 18 ;
3  1049 + 5  (  223 ) = 104 1103 =  63 =  2 :
Damit haben wir abschlieend gezeigt, dass
(x1; x2) = (
104
9 ; 223 )
die einzige Losung des Gleichungssystems ist.
Die Rechnung lasst sich in zweierlei Hinsicht vereinfachen. Wir notieren le-
diglich das Koezientenschema und ersetzen die Ruckelimination durch wei-
tere elementare Zeilenumformungen bis wir die Treppennormalform des Koef-
zientenschemas erreicht haben. Weil alle vorgenommenen Zeilenumformungen
ruckgangig gemacht werden konnen, erhalten wir ein lineares Gleichungssystem,
das dieselben Losungen wie das ursprunglich gegebene besitzt.
Hier sei schon darauf hingewiesen, dass uns die Treppennormalform spater
mehrfach begegnen wird. Die Treppennormalform eines Koezientenschemas
oder einer Matrix, wie wir sagen werden, hangt nicht von den vorgenommenen
Zeilenumformungen ab.
Wir fuhren den angekundigten vereinfachten Rechengang zur Losung des
inhomogenen linearen Gleichungssystems im Einzelnen vor.
6 7 18
3 5  2
6 7 18
0 32  11 Z2   12Z1
1 76 3
1
6Z1
0 1   223 23Z2
1 0 1049 Z1   76Z2
0 1   223
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Rechts neben dem vertikalen Doppelstrich notieren wir die vorgenommenen ele-
mentaren Zeilenumformungen. Die letzte Spalte der Treppennormalform enthalt
die Losung des Gleichungssystem. Die Ruckwartselimination reduziert sich in
dieser Situation auf ein bloes Ablesen.
Das zusammenfassende Schema des Rechenganges legt nahe, die Koordi-
naten des gesuchten Schnittpunktes als Komponenten in einen Spaltenvektor
einzutragen. Entsprechend werden die Koezienten der rechten Seite des Glei-
chungssystems als Komponenten in einen Spaltenvektor und die Koezienten
der linken Seite als Eintrage in eine (22)-Matrix eingetragen. Das Gleichungs-
system nimmt dann die Form 
6 7
3 5
! 
x1
x2
!
=
 
18
 2
!
an. Die bloe Ubersetzung eines Systems linearer Gleichungen in eine Matrix-
gleichung ist noch keine groartige Leistung. Entscheidend ist, dass mit Matrizen
und Vektoren gerechnet werden kann.
Die Rechengesetze fur Matrizen und Vektoren bilden eines der Themen der
Linearen Algebra. Die Rechengesetze sind so gemacht, dass sie das Rechnen mit
linearen Gleichungen wiedergeben und uberschaubarer gestalten.
Wir setzen die Erorterung des Beispiels 
6 7
3 5
! 
x1
x2
!
=
 
18
 2
!
fort. Auf der linken Seite der Gleichung steht ein Produkt einer (2 2)-Matrix
mit einem 2-komponentigen Spaltenvektor. Das Ergebnis auf der rechten Seite
ist ebenfalls ein 2-komponentiger Spaltenvektor. Wir formulieren die Rechen-
regel fur diesen Spezialfall. Die Komponenten bi des Spaltenvektors 
b1
b2
!
=
 
a11 a12
a21 a22
! 
x1
x2
!
(1.1)
sind durch die Gleichungen
bi =
2X
j=1
aijxj ; i = 1; 2 (1.2)
deniert. Wir haben gesehen, dass die Gleichung 
6 7
3 5
! 
x1
x2
!
=
 
18
 2
!
genau eine Losung besitzt. Kann diese Losung durch Inversion der Matrix 
6 7
3 5
!
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berechnet werden? Das heit, gibt es eine (22)-Matrix mit Eintragen cij derart,
dass  
x1
x2
!
=
 
c11 c12
c21 c22
! 
18
 2
!
gilt?
Satz 1.1. Seien aij 2 R und bi 2 R mit i; j = 1; 2 und
d = a11a22   a21a12 6= 0 (1.3)
gegeben. Dann gibt es eindeutig bestimmte xi 2 R mit i = 1; 2 und 
a11 a12
a21 a22
! 
x1
x2
!
=
 
b1
b2
!
: (1.4)
Es gilt  
x1
x2
!
=
0B@
a22
d
 a12
d
 a21
d
a11
d
1CA b1
b2
!
: (1.5)
Ausgeschrieben bedeutet dies
x1 =
a22b1   a12b2
a11a22   a21a12 ; (1.6)
x2 =
 a21b1 + a11b2
a11a22   a21a12 : (1.7)
Bemerkungen. Die Formeln (1.6) und (1.7) sind ein Spezialfall der Regel von
Cramer. Wir werden sehen, dass
d = a11a22   a21a12
die Determinante der Matrix  
a11 a12
a21 a22
!
ist. Wir schreiben
det
 
a11 a12
a21 a22
!
= a11a22   a21a12 : (1.8)
Die Bedingung d 6= 0 bedeutet, dass diese Matrix invertierbar ist. Die inverse
Matrix ist  
a11 a12
a21 a22
! 1
=
0B@
a22
d
 a12
d
 a21
d
a11
d
1CA :
Bevor wir den Beweis des Satzes 1.1 behandeln, wenden wir den Satz auf das
obige Beispiel an.
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Beispiel 1.2.  
6 7
3 5
! 
x1
x2
!
=
 
18
 2
!
:
Der Satz ist anwendbar, denn es gilt
d = 6  5  3  7 = 30  21 = 9 6= 0 :
Damit erhalten wir unser fruheres Ergebnis 
x1
x2
!
=
 
5
9  79
 39 69
! 
18
 2
!
=
 
90+14
9
 54 12
9
!
=
 
104
9
 223
!
:

Beweis. Wir zerlegen den Beweis des Satzes 1.1 in drei Teilschritte. Jeder Teil-
schritt enthalt typische Vorgehensweisen.
Erster Schritt. Zuerst rechnen wir nach, dass die Formeln
x1 =
a22b1   a12b2
a11a22   a21a12 ; x2 =
 a21b1 + a11b2
a11a22   a21a12
Losungen des Gleichungssystems
a11x1 + a12x2 = b1 ;
a21x1 + a22x2 = b2
liefern. Einsetzen ergibt
a11x1 + a12x2 =
a11(a22b1   a12b2) + a12( a21b1 + a11b2)
a11a22   a21a12 = b1 ;
a21x1 + a22x2 =
a21(a22b1   a12b2) + a22( a21b1 + a11b2)
a11a22   a21a12 = b2 :
Damit ist bewiesen, dass die Formeln tatsachlich Losungen liefern. Der Nachweis
der Einzigkeitsaussage benotigt eine Vorbereitung, die wir im zweiten Schritt
treen.
Zweiter Schritt. Wir uberlegen uns, dass das zugehorige homogene lineare
Gleichungssystem
a11x1 + a12x2 = 0 ;
a21x1 + a22x2 = 0
nur die Losungen x1 = x2 = 0 besitzt. Nach Voraussetzung gilt
a11a22   a21a12 6= 0 :
Also konnen a11 und a12 nicht zugleich verschwinden. Wir betrachten zuerst
den Fall a11 6= 0. Auosen der ersten Gleichung nach x1 ergibt
x1 =  a12
a11
x2 :
9
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Einsetzen in die zweite Gleichung liefert
0 = a21x1 + a22x2 =  a21 a12
a11
x2 + a22x2 =
a11a22   a21a12
a11
x2
Wegen a11a22   a21a12 6= 0 folgt
x2 = 0 ; x1 =  a12
a11
x2 = 0 :
Den Fall a12 6= 0 behandeln wir analog. Auosen der ersten Gleichung nach x2
ergibt
x2 =  a11
a12
x1 :
Einsetzen in die zweite Gleichung ergibt
0 = a21x1 + a22x2 = a21x1   a22 a11
a12
x1 =
a21a12   a22a11
a12
x1 :
Wegen a11a22   a21a12 6= 0 folgt
x1 = 0 ; x2 =  a11
a12
x1 = 0 :
Damit ist die Behauptung uber die Losungen des zugehorigen homogenen linea-
ren Gleichungssystems bewiesen.
Dritter Schritt. Nun beweisen wir die Einzigkeitsaussage des Satzes. Es seien
x1; x2; y1; y2 2 R mit
a11x1 + a12x2 = b1 ;
a21x1 + a22x2 = b2 ;
a11y1 + a12y2 = b1 ;
a21y1 + a22y2 = b2
gegeben. Dierenzbildung der ersten und dritten respektive der zweiten und der
vierten Gleichung ergibt
a11(x1   y1) + a12(x2   y2) = b1   b1 = 0 ;
a21(x1   y1) + a22(x2   y2) = b2   b2 = 0 :
Nach den obigen Ausfuhrungen folgt
x1 = y1 ; x2 = y2 :
Damit ist der Beweis des Satzes 1.1 beendet.
Beispiel 1.3.
 
1
5
1
6
1
6
1
7
! 
x1
x2
!
=
 
7
6
1
!
:
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1
5
1
6
7
6
1
6
1
7 1
1 56
35
6 5Z1
1
6
1
7 1
1 56
35
6
0 1252
1
36 Z2   16Z1
1 56
35
6
0 1 7 252Z2
1 0 0 Z1   56Z2
0 1 7
1
5  17   16  16 = 36 351260 = 11260 6= 0 :
 
x1
x2
!
=
 
1260
7  12606
 12606 12605
! 
7
6
1
!
=
 
180  210
 210 252
! 
7
6
1
!
=
 
210  210
 245 + 252
!
=
 
0
7
!
:
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Im Hinblick auf die Untersuchung von linearen Gleichungssystemen mit n
Gleichungen inm Unbekannten verallgemeinern wir (1.1) und (1.2). Ein lineares
Gleichungssystem
a11x1 + : : :+ a1mxm = bm ;
...
an1x1 + : : :+ anmxm = bm
in den Unbekannten x1; : : : ; xm schreiben wir in der Form
mX
j=1
aijxj = bi ; i = 1; : : : ; n : (1.9)
Dafur schreiben wir 0BB@
a11 : : : a1m
...
...
am1 : : : anm
1CCA
0BB@
x1
...
xm
1CCA =
0BB@
b1
...
bm
1CCA : (1.10)
Die (nm)-Matrix (aij) mit
(aij) = (aij) i=1;:::;n
j=1;:::;m
=
0BB@
a11 : : : a1m
...
...
am1 : : : anm
1CCA
heit die Systemmatrix von (1.9) respektive (1.10). Mit Rnm bezeichnen wir
die Menge der reellen (nm)-Matrizen. Im Fall n = m lasst sich fur beliebiges
n 2 N die Regel von Cramer beweisen. Siehe 13.5. Dazu ist es erforderlich, die
Determinante fur (n  n)-Matrizen zu denieren. Eine mogliche Denition ist
die direkte Denition 1.4 durch Rekursion.
Denition 1.4. Sei A = (a) 2 Rnn. Im Fall n  2 sei Aij 2 R(n 1)(n 1)
die quadratische Matrix, die aus A durch Streichen der i-ten Zeile und j-ten
Spalte entsteht. Die Determinante det(A) der Matrix A wird rekursiv durch
det(A) =
8>>>>><>>>>>:
a11 ; n = 1 ;
a11a22   a21a12 ; n = 2 ;
nX
=1
( 1)+1a1 det(A1) ; n  2
deniert.
In Abschnitt 12 werden wir die Determinante einer quadratischen Matrix,
die invertierbar ist, mit Hilfe einer Bruhat-Zerlegung der Matrix denieren und
12
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auf diese Weise die allgemeinen Eigenschaften der Determinante herleiten. Die
Invertierbarkeit und die strikte Bruhat-Zerlegung konnen simultan mit einer
Abwandlung des Gau-Jordan-Verfahrens bestimmt werden. Dieses Verfahren
beruht auf elementaren Zeilenumformungen.
Beispiel 1.5.
det
0B@2 0 01 9  4
2 14  6
1CA = 2  2  1  0 + 2  0 = 4 :
Siehe Beispiel 8.9. 
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2 Vektorraume. Basen. Lineare Abildungen
Die reellen Zahlen nennen wir auch Skalare. Produkte von Skalaren mit Spalten-
vektoren und Summen von Spaltenvektoren werden komponentenweise deniert.
Auf diese Weise werden bestimmte Rechenregeln von den reellen Zahlen auf die
Spaltenvektoren ubertragen. Damit erhalten wir den Raum Rn der Spalten-
vektoren. Der Raum Rn der Zeilenvektoren wird analog deniert. In 2.10 geben
wir Denitionen, die die spezielle Anordnungen der Komponenten als Spalten-
vektoren respektive Zeilenvektoren vermeiden. Die vorlauge Denition des Rn
als Spaltenraum dient zur Motivation des Vektorraumbegries in Denition 2.2.
Mit Rn bezeichnen wir die Menge der n-komponentigen Spaltenvektoren
x = (xi) = (xi)i=1;:::;n =
0BB@
x1
...
xn
1CCA ;
deren Komponenten x1; : : : ; xn reelle Zahlen sind. Fur eine Denition, die diese
spezielle Anordnung der Komponenten vermeidet, siehe 2.10. Die reelle Zahl xi
ist die i-te Komponente von x. In Formeln schreiben wir
Rn = f (xi)i=1;:::;n j xi 2 R ; i = 1; : : : ; n g
= f
0BB@
x1
...
xn
1CCA j xi 2 R ; i = 1; : : : ; n g :
Die Notation als Spaltenvektoren ist eine Konvention, die aus Grunden der
Rechentechnik verabredet wird. Im laufenden Text ist oft gunstiger, eine Zeilen-
schreibweise zu verwenden. Dies geschieht mit Hilfe der Transposition. Diese
Operation uberfuhrt Zeilen in Spalten und Spalten in Zeilen.
(x1; : : : ; xn)
t =
0BB@
x1
...
xn
1CCA ;
0BB@
x1
...
xn
1CCA
t
= (x1; : : : ; xn) :
Doppelte Anwendung der Transposition ist die identische Operation.
(x1; : : : ; xn)
t t = (x1; : : : ; xn) ;
0BB@
x1
...
xn
1CCA
t t
=
0BB@
x1
...
xn
1CCA :
Die Denition der Menge Rn konnen wir nun in der Form
Rn = f (xi)i=1;:::;n j xi 2 R ; i = 1; : : : ; n g
= f (x1; : : : ; xn)t j xi 2 R ; i = 1; : : : ; n g
ausdrucken.
14
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Nach diesen Vorbereitungen denieren wir die Multiplikation eines Skalars
mit einem Spaltenvektor und die Addition zweier Spaltenvektoren. Fur einen
beliebigen Skalar  2 R und beliebige Spaltenvektoren
x = (xi)i=1;:::;n =
0BB@
x1
...
xn
1CCA 2 Rn ; y = (yi)i=1;:::;n =
0BB@
y1
...
yn
1CCA 2 Rn
denieren wir
x    x  (xi)i=1;:::;n =
0BB@
x1
...
xn
1CCA 2 Rn ; (2.1)
wobei wir im Allgemeinen das Multiplikationszeichen fortlassen, und
x+ y  (xi + yi)i=1;:::;n =
0BB@
x1 + y1
...
xn + yn
1CCA 2 Rn : (2.2)
Nach Denition gilt
xi = i-te Komponente von x ;
xi + yi = i-te Komponente von x+ y :
Trivialerweise gilt
1x = 1  x = x : (2.3)
Wir heben ausdrucklich hervor, dass der Ausdruck x nicht deniert worden
ist. Ein Skalar wird nach Formel (2.1) von links an einen Spaltenvektor multi-
pliziert. Durch Formel (2.2) wird lediglich die Addition zweier Spaltenvektoren
mit derselben Anzahl von Komponenten deniert. Beispielsweise ist die Summe
 
 2
5
!
+
0B@ 78 1
23
1CA
durch (2.2) nicht deniert. In den Formeln (2.1) und (2.2) bezeichnen xi und yi
die Komponenten von x respektive y.
In anderen Situationen bezeichnen wir mit xi und yi Spaltenvektoren oder
andere mathematische Objekte. Was gemeint ist, geht aus der Angabe, in wel-
cher Menge die xi und yi enthalten sind, hervor.
15
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Beispiel 2.1. Gegeben seien der reelle Skalar  = 5 und die Spaltenvektoren
x =
0BBBB@
 3
7
23
 25
1CCCCA ; y =
0BBBB@
45
0
 21
14
1CCCCA
im R4. Dann gilt
x = 5
0BBBB@
 3
7
23
 25
1CCCCA =
0BBBB@
 15
35
115
 125
1CCCCA ; x+ y =
0BBBB@
 3
7
23
 25
1CCCCA+
0BBBB@
45
0
 21
14
1CCCCA =
0BBBB@
42
7
2
 11
1CCCCA :

Ein Spaltenvektor x = (x1; : : : ; xn)
t 2 Rn mit xi = 0 fur i = 1; : : : ; n heit
Nullvektor und wird ebenfalls mit 0 bezeichnet.
0  (0; : : : ; 0)t =
0BB@
0
...
0
1CCA 2 Rn : (2.4)
Sei x 2 Rn ein beliebiger Spaltenvektor. Aus (2.1) und (2.4) folgt
0x = 0  x = 0 : (2.5)
Im linken und im mittleren Teil der Gleichungskette (2.5) wird der Spalten-
vektor x 2 Rn von links mit dem Skalar 0 2 R multipliziert. Im rechten Teil
steht der Nullvektor 0 2 Rn.
Mit dem Symbol 0 bezeichnen wir generell das neutrale Element bezuglich
einer Addition. Nach (2.12) ist der Nullvektor das neutrale Element bezuglich
der Addition von Spaltenvektoren. Neben dem Nullvektor sind die Nullfunktion,
das Nullpolynom und die Nullmatrix weitere Beispiele.
Wir denieren den negativen Vektor x 2 Rn eines beliebigen Spaltenvektors
x = (x1; : : : ; xn)
t 2 Rn durch die Gleichung
 x  ( 1)x =
0BB@
( 1)x1
...
( 1)xn
1CCA =
0BB@
 x1
...
 xn
1CCA 2 Rn : (2.6)
Dabei haben wir von der Rechenregel   = ( 1) fur reelle Zahlen Gebrauch
gemacht. Der Ausdruck  x auf der linken Seite der Formel (2.6) ist als ein neues
Symbol zu lesen. Zur Betonung dieser Lesart wird das Symbol  x innerhalb
einer Rechnung in Klammern eingeschlossen. Klammern werden gesetzt, um
Reihungen der Form    oder +  zu vermeiden.
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Im Sinne der Klammerkonvention gilt
 x+ y = ( x) + y =
0BB@
 x1
...
 xn
1CCA+
0BB@
y1
...
yn
1CCA =
0BB@
 x1 + y1
...
 xn + yn
1CCA : (2.7)
Aus (2.7) und (2.4) folgt als Spezialfall die Rechenregel
 x+ x = 0 : (2.8)
Die Summe von y und  x schreiben wir im Sinne der Klammerkonvention in
der Form
y + ( x)
nieder. Nach (2.6) gilt
y + ( x) =
0BB@
y1
...
yn
1CCA+
0BB@
 x1
...
 xn
1CCA =
0BB@
y1 + ( x1)
...
yn + ( xn)
1CCA =
0BB@
y1   x1
...
yn   xn
1CCA :
Die Denition     =  + ( ) fur die Dierenzbildung reeller Zahlen uber-
tragen wir auf das Rechnen mit Spaltenvektoren und denieren
y   x  y + ( x) =
0BB@
y1   x1
...
yn   xn
1CCA : (2.9)
Aus (2.9) und (2.4) folgt als Spezialfall die Rechenregel
x  x = 0 : (2.10)
Aus der Formel  ( ) =  fur reelle Zahlen ergibt sich die analoge Formel
fur Spaltenvektoren.
 ( x) =  
0BB@
 x1
...
 xn
1CCA =
0BB@
 ( x1)
...
 ( xn)
1CCA =
0BB@
x1
...
xn
1CCA = x : (2.11)
Wir wenden uns noch einmal dem Nullvektor zu. Aus (2.2) folgt
x =
0BB@
x1
...
xn
1CCA =
0BB@
x1 + 0
...
xn + 0
1CCA =
0BB@
0 + x1
...
0 + xn
1CCA :
Nach (2.2) und (2.4) lassen sich diese Gleichungen in der Form
x = x+ 0 = 0 + x (2.12)
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schreiben. Die Gleichungen (2.12) bedeuten, dass der Nullvektor 0 2 Rn das neu-
trale Element bezuglich der Addition von Spaltenvektoren ist. Aus der Rechen-
regel  0 = 0 fur 0 2 R folgt die entsprechende Regel
 0 =
0BB@
 0
...
 0
1CCA =
0BB@
0
...
0
1CCA = 0 (2.13)
fur den Nullvektor 0 2 Rn.
Wir ziehen aus den Denitionen (2.1) und (2.2) weitere Konsequenzen. Aus
der Assoziativitat und der Kommutativitat der Addition reeller Zahlen ergeben
sich die entsprechenden Rechenregeln
(x+ y) + z = x+ (y + z) ; (2.14)
x+ y = y + x (2.15)
fur die Addition von Spaltenvektoren. Das Assoziativgesetz fur die Multiplika-
tion reeller Zahlen liefert das Assoziativgesetz
()x = (x) (2.16)
fur die Multiplikation von Skalaren und Spaltenvektoren. Die beiden Distribu-
tivgesetze fur das Rechnen mit reellen Zahlen liefern die entsprechenden Re-
chengesetze
(x+ y) = x+ y ; (2.17)
(+ )x = x+ x (2.18)
fur Skalarmultiplikation und Spaltenvektoraddition.
Auf der Menge Rn der reellen Zeilen mit n-Komponenten werden durch
(x1; : : : ; xn) = (x1; : : : ; xn) ;
(x1; : : : ; xn) + (y1; : : : ; yn) = (x1 + y1; : : : ; xn + yn)
eine Multiplikation von reellen Zahlen mit Zeilen und eine Addition von Zeilen
deniert. Siehe 2.10.
Wir fassen die obigen Ausfuhrungen zusammen. Mit der Multiplikation (2.1)
und der Addition (2.2) bilden die reellen Spaltenvektoren einen reellen Vektor-
raum im Sinne der folgenden Denition 2.2. Ein weiteres Beispiel liefern die
reellen Polynome mit den ublichen Rechenregeln.
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Denition 2.2 (Reelle Vektorraume). Ein Tripel (V;  ;+) bestehend aus einer
nicht-leeren Menge V , einer Abbildung  : R V ! V mit
(; x) 7! x =   x
und einer Abbildung +: V  V ! V mit
(x; y) 7! x+ y
heit ein reeller Vektorraum oder ein Vektorraum uber R, wenn die folgenden
Bedingungen (1) bis (7) erfullt sind.
(1) (8x; y 2 V ) : x+ y = y + x .
(2) (8x; y; z 2 V ) : (x+ y) + z = x+ (y + z) .
(3) Es gibt genau ein Element 0 2 V derart, dass (3.1) und (3.2) gelten.
(3.1) (8x 2 V ) : x+ 0 = 0 + x = x .
(3.2) (8x 2 V )(9!y 2 V ) : x+ y = y + x = 0 .
(4) (8x 2 V ) : 1x = 1  x = x .
(5) (8;  2 R)(8x 2 V ) : ()x = (x) .
(6) (8;  2 R)(8x 2 V ) : (+ )x = x+ x .
(7) (8 2 R)(8x; y 2 V ) : (x+ y) = x+ y .
Wir sagen dann auch, dass die Abbildungen  und + auf V die Struktur eines
reellen Vektorraumes denieren.
Um die Denition 2.2 nicht zu uberfrachten, stellen wir die Erorterung einiger
Bezeichnungen und Fachbegrie nach. Wichtig sind die Rechengesetze (1) bis
(7). Damit uberhaupt etwas nennenswertes geschieht, verlangen wir, dass die
Grundmenge V nicht leer sein moge.
Die Elemente der Grundmenge V des Vektorraumes (V;  ;+) heien Vekto-
ren. Oft vereinfachen wir die Ausdrucksweise und sagen, dass V ein Vektorraum
ist. Die Elemente von R heien Skalare.
Die Abbildung  heit dieMultiplikation mit Skalaren. Das Unitaritatsgesetz
(4) verhindert, dass diese Multiplikation trivial wird. Nach (5) ist die Multipli-
kation mit Skalaren assoziativ. Die Multiplikation mit Skalaren und die Multi-
plikation in R bezeichnen wir mit demselben Symbol.
Die Vektoraddition + ist nach (1) kommutativ und nach (2) assoziativ. Sie
besitzt nach (3.1) das neutrale Element 0. Der Vektor 0 heit der Nullvektor.
Wie ublich bezeichnen wir die neutralen Elemente der Vektoradditon in V
und der Addition in R mit demselben Symbol. Ebenso bezeichnen wir die Ad-
ditionen in V und R mit demselben Symbol.
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Sei x 2 V . Nach (3.2) gibt es genau ein y 2 V mit x+ y = y+ x = 0. Dieser
Vektor heit der negative Vektor zu x und wird mit  x oder ( x) bezeichnet.
Die Multiplikation mit Skalaren und die Vektoraddition sind durch die bei-
den Distributivgesetze (6) und (7) miteinander verknupft. In (6) und (7) ver-
wenden wir die Konvention, dass eine Punktrechnung vor einer Strichrechnung
ausgefuhrt wird.
Satz und Denition 2.3. Sei (X;  ;+) ein reeller Vektorraum. Eine nicht-
leere Teilmenge M  X heit ein reeller Teilvektorraum von X, wenn die
beiden folgenden Bedingungen (1) und (2) erfullt sind.
(1) (8 2 R)(8x 2M) : x 2M .
(2) (8x; y 2M) : x+ y 2M .
Mit den Einschrankungen von  und + auf R M respektive M M ist ein
reeller Teilvektorraum M von X ein reeller Vektorraum.
Denition 2.4 (Lineare Abbildungen). Seien X, Y reelle Vektorraume.
(1) Eine Abbildung ' : X ! Y heit reell-linear oder linear, wenn die beiden
Bedingungen (i) und (ii) erfullt sind.
(i) (8 2 R)(8x 2 X) : '(x) = '(x) .
(ii) (8x1; x2 2 X) : '(x1 + x2) = '(x1) + '(x2) .
Die beiden Bedingungen (i) und (ii) konnen durch die Bedingung (iii)
gleichwertig ersetzt werden.
(iii) (81; 2 2 R)(8x1; x2 2 X) : '(1x1 + 2x2) = 1'(x1) + 2'(x2) .
Wenn ' linear ist, dann gilt '(0) = 0. Lineare Abbildungen heien auch
lineare Homomorphismen oder Homomorphismen.
(2) Eine reell-lineare Abbildung  : X ! R heit eine reelle Linearform auf
X. Vereinfachend sagen wir, dass  eine Linearform ist. Siehe 2.10.
(3) Injektive Homomorphismes heien Monomorphismen. Siehe 23.3.
(4) Surjektive Homomorphismes heien Epimorphismen. Siehe 23.3.
(5) Eine bijektive lineare Abbildung ' : X ! Y heit ein Isomorphismus von
X auf Y . Wir schreiben dann X =' Y . Die Umkehrabbildung ' 1 : Y !
X ist ebenfalls ein Isomorphismus. Siehe 23.3 und 23.5.
(6) Wenn es einen Isomorphismus von X auf Y gibt, dann heien X und Y
isomorph. Wir schreiben dann X = Y . Isomorphe Vektorraume konnen
miteinander identiziert werden. Siehe 2.10 und 2.21.
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In 2.2, 2.3, 2.4 kann der Korper R der reellen Zahlen durch einen beliebigen
Korper K im Sinne von Denition 15.1 ersetzt werden. Viele der folgenden De-
nitionen und Satze machen auch uber beliebigen Korpern Sinn. Wir gehen dar-
auf mundlich in der Vorlesung ein. Im Abschnitt 16 arbeiten wir im Beweis der
reellen Version 16.6 des Spektralsatzes vorubergehend in der Korpererweiterung
C von R.
Beispiele 2.5.
(1) Die Nullabbildung ' : X ! Y mit '(x) = 0 fur alle x 2 X eine lineare
Abbildung. Die Nullabbildung wird oft mit 0 bezeichnet.
(2) Die identische Abbildung idX : X ! X mit idX(x) = x fur alle x 2 X ist
eine lineare Abbildung.
(3) Fur alle linearen Abbildungen ' : X ! Y gilt '(0) = 0.
(4) Die Menge L(X;Y ) der linearen Abbildungen ' : X ! Y ist mit
( )(x) =  (x) ; ('1 + '2)(x) = '1(x) + '2(x)
ein reller Vektorraum.
Die folgenden Beispiele 2.6 und 2.7 bereiten spatere Uberlegungen vor. In
diesen Beispielen verwenden wir die Rechenoperationen (1.1), (1.2), (1.8) aus
der Erorterung des einfuhrenden Beispieles im ersten Abschnitt.
Beispiel 2.6 (Matrizen als lineare Abbildungen). Sei A = (aij)i;j=1;2 eine reelle
(2 2)-Matrix. Dann deniert A vermittels
x =
 
x1
x2
!
7! Ax =
 
a11 a12
a21 a22
! 
x1
x2
!
=
 
a11x1 + a12x2
a21x1 + a22x2
!
eine lineare Abbildung ' : R2 ! R2. Siehe Satz 5.9. 
Beispiel 2.7 (Linearitat der Determinante in jeder Spalte). Seien a = (a1; a2)
t,
b = (b1; b2) 2 R2 gegeben. Dann deniert die Determinante vermittels
x =
 
x1
x2
!
7! det
 
x1 b1
x2 b2
!
= x1b2   x2b1 ;
x =
 
x1
x2
!
7! det
 
a1 x1
a2 x2
!
= a1x2   a2x1
zwei reelle Linearformen auf dem arithmetischen Vektorraum R2. Dafur sagen
wir auch, dass die Determinante in jeder Spalte linear ist. Siehe Satz 12.5. 
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Satz und Denition 2.8. Seien X, Y reelle Vektorraume. Sei ' : X ! Y
eine lineare Abbildung.
(1) Der reelle Teilvektorraum
ker(') = fx 2 X j '(x) = 0 g
von X heit der Kern oder der Nullraum von '.
(2) Der reelle Teilvektorraum
im(') = f y 2 Y j (9x 2 X) : '(x) = y g
von Y heit das Bild von '.
Zur Losung eines linearen Gleichungssystems ist es wichtig, eine maximale
Menge linear unabhangiger Spalten der Systemmatrix zu nden. Wir formulie-
ren den Begri der linearen Unabhangigkeit.
Satz und Denition 2.9 (Lineare Unabhangigkeit). Sei X ein reeller Vektor-
raum.
(1) Sei m 2 N. Eine endliche Familie F aus den Vektoren x1; : : : ; xm 2 X
heit linear unabhangig uber R oder linear unabhangig, wenn aus
mX
i=1
ixi  1x1 + : : :+ nxm = 0 (2.19)
mit 1, . . . , m 2 R stets
1 = : : : = m = 0 (2.20)
folgt. Andernfalls heit die Familie F (uber R) linear abhangig .1
(2) Die lineare Unabhangigkeit respektive die lineare Abhangigkeit ist eine
Eigenschaft der Familie F . Vereinfachend sagen wir, dass die Vektoren
x1; : : : ; xm 2 X linear unabhangig respektive linear abhangig sind.
(3) Eine Summe der Form 1x1+: : :+mxm heit eine endliche reelle Linear-
kombination oder Linearkombination der Vektoren x1; : : : ; xm mit den re-
ellen Koezienten 1; : : : ; m. Wenn alle Koezienten i verschwinden,
dann heit die Linearkombination trivial.
(4) Wenn mindestens zwei Vektoren der Familie F ubereinstimmen, dann ist
F linear abhangig.
(5) Sei x 2 X mit x 6= 0 gegeben. Dann ist die einelementige Menge x linear
unabhangig.
1Eine Familie ist eine Menge aus indizierten Elemente. Es kann durchaus sein, dass in einer
Familie einige Elemente mehrfach vorkommen. Beispielsweise konnen mehrere Spalten einer
Matrix ubereinstimmen. Die Elemente einer Familie unterscheiden sich durch ihre Indizes.
Jede Menge ist eine Familie.
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(6) Die leere Menge ist eine endliche Familie. Die leere Menge ist stets linear
unabhangig.
(7) Eine beliebige Familie G aus Vektoren des Vektorraumes V heit linear
unabhangig, wenn jede endliche Teilfamilie von G linear unabhangig ist.
Andernfalls heit G linear abhangig. Wieder sagen wir vereinfachend, dass
die Vektoren der Familie G linear unabhangig respektive linear abhangig
sind.
(8) Sei m 2 N. Seien x1; : : : ; xm 2 X linear unabhangig. Sei x 2 X. Wenn die
Vektoren x1; : : : ; xm; x linear abhanigig sind, dann ist der Vektor x eine
Linearkombination der Vektoren x1; : : : ; xm 2 X.
Beispiele 2.10. Siehe Beispiele 2.20.
(1) Die Teilmenge R0 = f0g  R ist mit
  0 = 0 ; 0 + 0
ein reeller Vektorraum. Die leere Menge ist die einzige linear unabhangige
Teilmenge von R0. Eine einelementige Menge V = fvg ist mit
v = v ; v + v = v
ein reeller Vektorraumes. Dabei ist v das neutrale Element bezuglich der
Vektoraddition. Alle reellen Vektoraume, die nur aus einem Element be-
stehen, konnen mit dem kanonischen Nullraum R0 identiziert werden.
(2) Die reellen Zahlen bilden mit der ublichen Multiplikation und der ublichen
Addition einen reellen Vektorraum (R;  ;+).
(3) Sei n 2 N. Dann bilden die n-komponentigen reellen Spaltenvektoren mit
den komponentenweise erkarten Rechenoperationen (2.1)und (2.2) einen
reellen Vektorraum (Rn;  ;+). Die n-komponentigen Spaltenvektoren
e
(n)
1 =
0BBBB@
1
0
...
0
1CCCCA ; e(n)2 =
0BBBB@
0
1
...
0
1CCCCA ; : : : ; e(n)n =
0BBBB@
0
0
...
1
1CCCCA (2.21)
sind linear unabhangig. Wenn keine Verwechslungen zu befurchten sind
schreiben wir ei anstelle von e
(n)
i . Wir identizieren (R;  ;+) mit (R1;  ;+)
vermittels  7! ().
(4) Sei n 2 N. Wir formulieren die Denition des Vektorraumes Rn um. Dabei
wird die spezielle Anordnung der Komponenten in einer Spalte zunachst
vermieden. Mit Rn bezeichnen wir die Menge der Abbildungen
x : f1; : : : ; ng ! R : (2.22)
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Fur k = 1; : : : ; n setzen wir xk = x(k). Dann kann x : f1; : : : ; ng ! R mit
dem Spaltenvektor 0BB@
x1
...
xn
1CCA
identiziert werden. Auf dem Abbildungsraum Rn = Abb(f1; : : : ; ng;R)
denieren
(x)(k) = x(k) ; (x+ y)(k) = x(k) + y(k) (2.23)
die Struktur eines reellen Vektorraumes. Diese stimmt mit der durch (2.1)
und (2.2) denierten Struktur uberein.
(5) Die Linearformen auf Rn bilden mit
(')(x) = '(x) ; ('+  )(x) = '(x) +  (x)
einen reellen Vektorraum ((Rn);  ;+), der mit dem Zeilenraum
Rn = fxt j x 2 Rng
identiziert werden kann. Siehe 7.4. Dabei wird eine Linearform ' 2 (Rn)
mit dem Zeilenvektor
('(e1); : : : ; '(en)) 2 Rn
identiziert. Die Zeilen et1; : : : ; e
t
n sind linear unabhangig.
(6) Die reellen Polynome in einer Variablen x bilden mit den monomweise
erklarten Rechenoperationen
 
 
nX
i=0
aix
i
!
=
nX
i=0
aix
i ; (2.24)
 
nX
i=0
aix
i
!
+
 
nX
i=0
bix
i
!
=
nX
i=0
(ai + bi)x
i (2.25)
einen reellen Vektorraum (R[x];  ;+). Die unendlich vielen Monome
x0; x1; x2; x3; : : : (2.26)
sind linear unabhangig.
Wir haben Spaltenvektoren und Matrizen eingefuhrt, um lineare Gleichungs-
systeme behandeln zu konnen. Umgekehrt fuhrt auch das Rechnen mit Spalten-
vektoren auf lineare Gleichungssysteme. Beispielsweise fuhrt die Untersuchung
auf lineare Unabhangigkeit auf ein homogenes Gleichungssystem.
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Beispiel 2.11. Wir untersuchen die Vektoren
x1 =
 
6
3
!
; x2 =
 
7
5
!
auf lineare Unabhangigkeit. Mit Satz 1.1 erhalten wir
1x1 + 2x2 = 0 () 1
 
6
3
!
+ 2
 
7
5
!
=
 
0
0
!
()
 
6 7
3 5
! 
1
2
!
=
 
0
0
!
()
 
1
2
!
=
 
0
0
!
;
denn es gilt 6  5  3  7 = 9 6= 0. Also sind die Spaltenvektoren x1 und x2 linear
unabhangig. 
Beispiel 2.12. Die Vektoren
x1 =
 
6
3
!
; x2 =
 
24
12
!
sind linear abhangig. Oenbar gilt
( 4) 
 
6
3
!
+  
 
24
12
!
=
 
0
0
!
fur alle  2 R. Zum Nachweis der linearen Abhangigkeit von x1 und x2 wahlen
wir irgendein reelles  6= 0. 
Beispiel 2.13. Zwei beliebige Spaltenvektoren a = (a1; a2)
t 2 R2 und b =
(b1; b2)
t 2 R2 sind genau dann linear abhangig, wenn
det
 
a1 b1
a2 b2
!
= a1b2   a2b1 = 0
gilt. Siehe Satz 13.1. 
Denition 2.14. Sei X ein reeller Vektorraum.
(1) Sei M  Rn nicht-leer. Dann heit die Menge [M ] aller x 2 X mit
(9k 2 N)(91; : : : ; k 2 R)(9a1; : : : ak 2M) : x =
kX
=1
a
die lineare Hulle von M . Die nicht-leere Menge [M ] ist ein Teilvektorraum
von X.
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(2) Wir betrachten den Nullraum R0 = f0g als lineare Hulle [;] der leeren
Menge ;.
(3) M  X heit ein Erzeugendensystem von X, wenn [M ] = X gilt. Wenn
X ein endliches Erzeugendensystem besitzt, dann heit X endlich erzeugt.
(4) A  X heit eine Basis von X, wenn A ein Erzeudensystem von X ist
und die Menge A linear unabhangig ist. Die leere Menge eine einzige Basis
des Nullraumes.
(5) X heit endlich-dimensional, wenn X eine endliche Basis besitzt.
Satz 2.15. Sei X 6= f0g ein reeller Vektorraum. Eine Teilmenge
A = fa1; : : : ; akg  X
mit k 2 N ist genau dann eine Basis von X, wenn die Bedingung
(8x 2 X)(9!1 2 R) : : : (9!k 2 R) : x =
kX
=1
a
erfullt ist.
Wir zeigen im Folgenden, dass jeder endlich erzeugte reelle Vektorraum eine
Basis besitzt. Dazu verwenden wir den Schrankensatz 2.17. Der Schrankensatz
beruht auf dem Satz 2.16, nach dem ein homogenes lineares Gleichungssystem
mit mehr Unbekannten als Gleichungen mindesten eine nicht-triviale Losung
besitzt. Dieser Satz wird durch vollstandige Induktion bewiesen. In Satz 6.8,
Aussage (4) formulieren wir diesen Satz in eine Aussage uber den Kern be-
stimmter Matrizen um.
Satz 2.16. Seien m, n 2 N mit m > n und  2 R fur  = 1; : : : ; n und
 = 1; : : : ;m gegeben. Ein homogenes lineares Gleichungssystem
mX
=1
 = 0 ;  = 1; : : : ; n
besitzt eine nicht-triviale Losung (1; : : : ; m)
t 2 Rm.
Beweis. Wir verwenden, dass die Losungsmenge eines homogenen linearen Glei-
chungssystems durch elementare Zeilenumformungen nicht geandert wird.
Erster Schritt. Sei m = n + 1. In diesem Fall wird der Beweis vermittels
vollstandiger Induktion nach n erbracht.
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Induktionsanfang. Fur n = 1 erhalten wir die Gleichung
111 + 122 = 0
in den Unbekannten 1 und 2. Diese Gleichung besitzt oenbar nicht-triviale
Losungen (1; 2)
t.
Induktionsschluss. Wir betrachten
n+2X
=1
 = 0 ;  = 1; : : : ; n+ 1 :
Dabei konnen wir annehmen, dass die Systemmatrix () in oberer Stufen-
form vorliegt. Diese Situtation kann durch elementare Zeilenumformungen er-
reicht werden. Wir nehmen eine Fallunterscheidung von. Die folgenden drei Falle
konnen auftreten.
(1) Die (n + 1)-te Zeile der Systemmatrix sei die Nullzeile. Dann setzen wir
n+2 = 0. Nach Induktionsvoraussetzung gibt es 1; : : : ; n+1 2 R derart,
dass (1; : : : ; n+1; 0)
t eine nicht-triviale Losung ist.
(2) Sei n+1n+1 der erste Koezient, der in der (n + 1)-ten Zeile nicht ver-
schwindet. In diesem Fall konnen wir annehmen, dass samtliche Koezi-
enten in der (n+ 1)-Spalte, die oberhalb des Diagonalelementes n+1n+1
liegen, verschwinden. Nach der Induktionsvoraussetzung gibt es  mit
 6= n+ 1, die eine nicht-triviale Losung der ersten n Gleichungen bilden.
Dann wird n+1 so bestimmt, dass auch die (n + 1)-te Gleichung erfullt
ist. Damit ist eine nicht-triviale Losung (1; : : : ; n+2)
t gefunden.
(3) Sei n+1n+2 der erste Koezient, der in der (n + 1)-ten Zeile nicht ver-
schwindet. Wir setzen n+2 = 0. Nach Induktionsvoraussetzung gibt es
1; : : : ; n+1 2 R derart, dass (1; : : : ; n+1; 0)t eine nicht-triviale Losung
ist.
Damit ist der Induktionsschluss beendet.
Zweiter Schritt. Sei m > n+1. Sei (1; : : : ; n+1)
t eine nicht-triviale Losung
des Gleichungssystems
n+1X
=1
 = 0 ;  = 1; : : : ; n :
Wir setzen n+2 = : : : = m = 0. Dann ist (1; : : : ; m)
t eine nicht-triviale
Losung von
mX
=1
 = 0 ;  = 1; : : : ; n :
Damit ist der Beweis beendet.
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Satz 2.17 (Schrankensatz). Sei X ein reeller Vektorraum. Sei n 2 N0. Wenn
X ein Erzeugendensysten aus n Elementen besitzt, dann sind n + 1 Vektoren
aus X linear abhangig.
Beweis. Der Satz gilt oenbar im Fall X = f0g. Wir setzen X 6= f0g voraus.
Die Menge fa1; : : : ang  X mit n 2 N sei ein Erzeugendensystem von X. Seien
x1; : : : ; xn+1 2 X beliebig gewahlt. Dann gibt es  2 R mit
x =
nX
=1
a ;  = 1; : : : ; n+ 1 : (2.27)
Wir betrachten eine Linearkombination
n+1X
=1
x :
Einsetzen von (2.27) ergibt
n+1X
=1
x =
nX
=1
 
n+1X
=1

!
a :
Wenn das homogene lineare Gleichungssystem
n+1X
=1
 = 0 ;  = 1; : : : ; n (2.28)
aus n Gleichungen und in den Unbekannten 1; : : : ; n+1 eine nicht-triviale
Losung besitzt, dann sind x1; : : : ; xn+1 linear abhangig. Nach Satz 2.16 gibt
es eine nicht-triale Losung von 2.28. Also sind x1; : : : ; xn+1 linear abhangig.
Satz 2.18. Sei X 6= f0g ein endlich erzeugte reeller Vektorraum.
(1) Sei A = fa1; : : : ; arg  X mit r 2 N linear unabhangig. Dann ist A eine
Basis von X oder es gibt ar+1; : : : ; am 2 X mit m 2 N und m > r derart,
dass C = fa1; : : : ; amg eine Basis von X ist.
(2) X besitzt eine endliche Basis.
(3) Zwei Basen von X besitzen gleich viele Elemente.
Beweis. Wir wenden den Schrankensatz 2.17 mehrfach an.
Nachweis von (1). Die linear unabhangige Menge A = fa1; : : : ; arg sei keine
Basis von X. Dann gibt es ar+1 2 X mit ar+1 =2 [A]. Die erweiterte Menge
A1 = A [ far+1g
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ist linear unabhangig. Dieses Verfahren der Hinzunahme eines weiteren Vektors
derart, dass die erweiterte Menge ebenfalls linear unabhangig ist, bricht nach
endlich vielen Schritten ab. Dies folgt aus dem Schrankensatz 2.17, weil X end-
lich erzeugt ist. Also gibt es m 2 N derart, dass Am eine linear unabhangige
Menge mit jAmj = X ist. Die Menge Am wird im (m  r)-ten Schritt erreicht.
Nachweis von (2). Wegen X 6= f0g gibt es v1 2 X n f0g. Also ist fv1g linear
unabhangig. Wenn fv1g noch keine Basis von X ist, dann kann fv1g nach (1)
zu einer endlichen Basis von X erganzt werden.
Nachweis von (3). Mit jM j bezeichnen wir die Anzahl der Elemente einer
endlichen Menge. Sei A eine endliche Basis von X. Nach dem Schrankensatz
2.17 sind jAj + 1 Elemente von X linear abhangig. Also ist jede Basis von X
endlich. Auerdem gilt jBj  jAj fur irgendeine andere Basis B von X. Wir
beginnen mit der Basis B. Nach dem Schrankensatz 2.17 gilt jAj  jBj. Damit
ist auch (3) bewiesen.
Der Nullraum ist endlich erzeugt. Er besitzt nur die leere Menge als Ba-
sis. Es gilt j;j = 0. Die leere Menge ist endlich. Wegen Satz 2.18 ist daher die
folgende Begrisbildung 2.19 sinnvoll. Ein reeller Vektorraum ist genau dann
endlich-dimensional, wenn er endlich erzeugt ist. Beliebige reelle Vektorraume
besitzen ebenfalls Basen. Dabei sind zwei Basen gleichmachtig. Den Dimensions-
begri formulieren wir in dieser Vorlesung nur im Fall endlich erzeugter reeller
Vektorraume.
Denition 2.19.
(1) Sei X ein endlich erzeugter reeller Vektorraum. Die Anzahl jAj der Ele-
mente einer beliebigen Basis A von X heit die Dimension von X. Die
Dimension von X hangt nicht von der Wahl der Basis ab. Die Dimension
von X bezeichnen wir mit dim(X). Oenbar gilt dim(X) 2 N0.
(2) Sei X ein reeller Vektorraum, der nicht endlich erzeugt ist. Dann setzen
wir dim(X) =1 und sagen, dass Y unendlich-dimensional ist.
(3) Wir schreiben dim(X) <1 genau dann, wenn X endlich-dimensional ist.
Beispiele 2.20. Siehe Beispiele 2.10.
(1) dim(R0) = 0.
(2) Sei n 2 Rn. Die Menge En = fe(n)1 ; : : : ; e(n)n g ist eine Basis von Rn. Die
Basis En heit die kanonische Basis des Rn. Es gilt dim(Rn) = n.
(3) Die Monome xn mit n 2 N0 bilden eine Basis des Vektoraumes R[x] der
reellen Polynome in der Unbestimmten x. Diese Basis ist nicht endlich.
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Ein reeller Vektorraum X mit dim(X) <1 kann mit dem Vektorraum Rn,
wobei n = dim(X) gilt, identiziert werden.
Satz 2.21. Sei X ein reeller Vektorraum mit n = dim(X) <1.
(1) Sei n = 0. Dann ist die Nullabbildung 0 der einzige Isomorphimus von X
auf R0. Es gilt also X =0 R0.
(2) Sei n 2 N. Dann gibt es zu jeder Basis A = fa1; : : : ; ang genau einen
Isomorphismus ' : X ! Rn mit '(ai) = e(n)i fur alle i = 1; : : : ; n. Es gilt
also X =' Rn.
(3) X = Rn.
(4) Sei Y  X ein reeller Teilvektorraum von X. Dann gelten:
(i) dim(Y )  dim(X).
(ii) Y = X , dim(Y ) = dim(X)
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3 Inneres Produkt. Euklidische Vektorraume
In diesem Abschnitt denieren wir das euklidische innere Produkt zweier Spal-
tenvektoren des Rn. Wenn keine Verwechslungen zu befurchten sind, sprechen
wir einfach vom inneren Produkt. Fur das innere Produkt ist auch der Name
Skalarprodukt ublich. Wir ziehen die Bezeichnung inneres Produkt vor, um Ver-
wechslungen mit der Skalarmultiplikation (2.1) zu vermeiden. Das innere Pro-
dukt gestattet es wiederum, Lange von Vektoren, den eingeschlossenen Winkel
zwischen zwei Vektoren und den wichtigen Begri der Orthogonalitat algebra-
isch zu denieren. Mit diesem Instrumentarium konnen Begie und Resulta-
te der Elementargeometrie einer algebraischen Behandlung zuganglich gemacht
werden. Umgekehrt ermoglichen es diese geometrischen Anwendungen, Begrie
und Resulatate der linearen Algebra geometrisch zu deuten.
Denition 3.1. Das euklidische innere Produkt oder einfach innere Produkt
zweier Spaltenvektoren x = (x1; : : : ; xn)
t 2 Rn und y = (y1; : : : ; yn)t 2 Rn wird
durch
hx; yi  x  y 
nX
i=1
xiyi  x1y1 + : : :+ xnyn 2 R (3.1)
deniert.
Auf Grund der Schreibweise x  y mit einem fett gedruckten Punkt als Mul-
tiplikationszeichen wird das innere Produkt in der angelsachsischen Literatur
auch als dot product bezeichnet. Wir verwenden im Folgenden beide Schreib-
weisen. Wenn die Spalten ausgeschrieben werden, empehlt sich der Lesbarkeit
halber die Schreibweise mit einem fett gedruckten Punkt.
Beispiel 3.2. Fur die Spaltenvektoren x, y 2 R4 mit
x =
0BBBB@
 3
7
23
 25
1CCCCA ; y =
0BBBB@
45
0
 21
14
1CCCCA
erhalten wir
hx; yi = h
0BBBB@
 3
7
23
 25
1CCCCA ;
0BBBB@
45
0
 21
14
1CCCCAi
= ( 3)  45 + 7  0 + 23  ( 21) + ( 25)  14
=  135 + 0  483  350 =  968 :
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In der Schreibweise mit dem fett gedruckten Punkt gestaltet sich die erste Zeile
etwas ubersichtlicher. Am Ergebnis andert sich naturlich nichts.
x  y =
0BBBB@
 3
7
23
 25
1CCCCA 
0BBBB@
45
0
 21
14
1CCCCA
= ( 3)  45 + 7  0 + 23  ( 21) + ( 25)  14
=  135 + 0  483  350 =  968 :
Manchmal mischen wir auch die Schreibweisen.
hx; xi =
0BBBB@
 3
7
23
 25
1CCCCA 
0BBBB@
 3
7
23
 25
1CCCCA
= ( 3)2 + 72 + 232 + ( 25)2
= 9 + 49 + 529 + 625 = 1212 :

Beispiel 3.3. Fur die Spaltenvektoren
x1 =
 
6
3
!
; x2 =
 
7
5
!
erhalten wir
hx1; x1i = 36 + 9 = 45 ;
hx1; x2i = 42 + 15 = 57 ;
hx2; x2i = 49 + 25 = 74 :
Folglich gilt
hx1; x2ihx1; x2i = 57  57
= 3249
< 3330
= 45  74
= hx1; x1ihx2; x2i :
Hier haben wir ein Beispiel fur die Cauchy-Schwarz'sche Ungleichung kennen-
gelernt. 
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Wir ziehen erste Konsequenzen aus der denierenden Gleichung (3.1) und
formulieren die grundlegenden Rechengesetze fur innere Produkte. Diese Gesetze
behalten wir bei, wenn wir den Begri des inneren Produktes vom Modell der
Menge der Spaltenvektoren auf beliebige reelle Vektorraume ubertragen.
Satz 3.4. Seien x, y, z 2 Rn und ,  2 R beliebig gegeben. Dann gelten die
folgenden sechs Aussagen.
(1) hx; yi = hy; xi.
(2) hx; xi  0.
(3) hx; xi = 0() x = 0.
(4) hx+ y; zi = hx; zi+ hy; zi.
(5) hz; x+ yi = hz; xi+ hz; yi.
(6) hx; 0i = h0; xi = 0.
Beweis. Die Aussagen (1) bis (6) folgen direkt aus der Denition (3.1). Wir
uberlassen die einfachen Rechnungen dem geneigten Auditorium zur Ubung als
Hausaufgabe.
Wir fuhren einige Fachbegrie ein, die die Eigenschaften (1) bis (5) innerer
Produkte benennen. Nach (1) ist das innere Produkt symmetrisch. Nach (2) und
(3) ist es positiv denit. Nach (4) ist das innere Produkt bei festgehaltenem zwei-
ten Argument bezuglich des ersten Argumentes linear. Nach (5) ist das innere
Produkt bei festgehaltenem ersten Argument bezuglich des zweiten Argumentes
linear. Beide Eigenschaften (4) und (5) fassen wir zusammen, indem wir sagen,
dass das innere Produkt bilinear ist. Eigenschaft (6) folgt aus der Bilinearitat.
Der Vektorraum Rn ist mit dem euklidischen inneren Produkt ein euklidischer
Vektorraum im Sinne der folgenden Denition.
Denition 3.5. Sei X ein reeller Vektorraum mit dim(X) < 1. Eine Abbil-
dung h : ; : i : X X ! R, die die Eigenschaften (1) bis (5) aus Satz 3.4 fur alle
x, y, z 2 X und alle ,  2 R erfullt, heit ein inneres Produkt auf X. Das
Paar (X; h : ; : i) heit dann ein euklidischer Vektorraum.
Viele der Satze, die wir im Folgenden fur den Rn und das euklidische innere
Produkt formulieren, gelten auch in beliebigen euklidischen Vektorraumen. Die
Beweise sind so formuliert, dass sie sich meist direkt auf den allgemeinen Fall
ubertragen lassen.
Satz 3.6 (Cauchy-Schwarz'sche Ungleichung). Seien x, y 2 Rn zwei beliebige
Spaltenvektoren. Dann gilt
jhx; yij2  hx; xihy; yi : (3.2)
Das Gleichheitszeichen gilt genau dann, wenn die beiden Spaltenvektoren x und
y linear abhangig sind.
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Bemerkungen. Ungleichung (3.2) heit Cauchy-Schwarz'sche Ungleichung.
Mit ihrer Hilfe werden wir die Dreiecks-Ungleichung beweisen. Vergleiche Satz
3.10, Aussage (4). Die Betragsstriche auf der linken Seite der Ungleichung sind
beim Rechnen uber R uberussig. Auf die Betragsstriche kann in der analogen
Formel fur komplexe Spaltenvektoren allerdings nicht verzichtet werden. Wenn
wir auf beiden Seiten die positive Quadratwurzel ziehen, dann mussen die Be-
tragsstriche auch beim Rechnen uber R stehen bleiben. Vergleiche (3.6).
Beweis. Erster Schritt. Im Fall y = 0 ist die Beziehung (3.2) mit dem Gleich-
heitszeichen erfullt. Auerdem sind x und y in diesem Fall linear abhangig.
Zweiter Schritt. Wir nehmen im Folgenden an, dass y 6= 0 gilt. Sei  2 R
beliebig gewahlt. Dann gilt
0  hx  y; x  yi
= hx; xi   hx; yi   hy; xi+ ( )2hy; yi
= hx; xi   2hx; yi+ 2hy; yi :
Wir treen eine spezielle Wahl fur . Sei
 =
hx; yi
hy; yi :
Dieser Quotient ist sinnvoll gebildet, weil wir y 6= 0 vorausgesetzt haben. Ein-
setzen ergibt
0  hx; xi   2 hx; yihy; yi hx; yi+
hx; yi2
hy; yi2 hy; yi :
Nach der Multiplikation beider Seiten mit hy; yi > 0 erhalten wir
0  hx; xihy; yi   2hx; yi2 + hx; yi2 = hx; xihy; yi   hx; yi2 :
Nun folgt die behauptete Ungleichung
jhx; yij2 = hx; yi2  hx; xihy; yi :
Dritter Schritt. Wir untersuchen im Fall y 6= 0, wann in (3.2) das Gleich-
heitszeichen gilt. Wenn x und y linear abhangig sind, dann gibt es  2 R mit
x = y. Wir erhalten
jhx; yij2 = hy; yi2 = 2hy; yi2 = hy; yihy; yi = hx; xihy; yi :
Damit folgt die Gleichheit in (3.2). Nun setzen wir umgekehrt die Gleichheit
voraus. Dann folgt
x  hx; yihy; yi y ; x 
hx; yi
hy; yi y

= hx; xi   2 hx; yi
2
hy; yi +
hx; yi2
hy; yi
=
hx; xihy; yi   hx; yi2
hy; yi = 0 :
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Mit Aussage (3) des Satzes 3.4 folgt schlielich
x  hx; yihy; yi y = 0 :
Folglich sind x und y linear abhangig.
Denition 3.7 (Euklidische Norm). Sei n 2 N.
(1) Die euklidische Lange oder euklidische Norm eines Spaltenvektors
x = (x1; : : : ; xn)
t 2 Rn
wird durch
kxk 
p
hx; xi =
q
x21 + : : :+ x
2
n  0 (3.3)
deniert. Wenn keine Verwechslungen zu befurchten sind, sprechen wir
einfach von der Lange oder der Norm eines Spaltenvektors.
(2) Ein Spaltenvektor u 2 Rn heit normierter Vektor, Einheitsvektor oder
Richtungsvektor, wenn
kuk = 1 (3.4)
gilt. Einheitsvektoren denieren Richtungen.
(3) Wenn x 2 Rn nicht der Nullvektor ist, dann ist
x
kxk 
1
kxk x (3.5)
ein normierter Vektor. Den Einheitsvektor (3.5) nennen wie die Richtung
des Vektors x 6= 0. Dem Nullvektor ordnen wir keine Richtung zu.
(4) Die Einheitsvektoren des Rn bilden die Einheitssphare Sn 1.
Beispiele 3.8.
(1) Wie ublich identizieren wir die reellen Vektorraume R1 und R vermittels
der Abbildung () 7! . Dann gilt S0 = f 1; 1g  R.
(2) Die Sphare S1  R2 ist die Einheitskreislinie in der Ebene um den Ur-
sprung. Sie besteht aus allen Punkten der Form 
cos(')
sin(')
!
mit ' 2 [0; 2). Die Winkelfunktionen Cosinus und Sinus sind durch
Reihenentwicklungen fur alle x 2 R deniert. Es gelten
cos(x) =
1X
k=0
( 1)k
(2k)!
x2k ; sin(x) =
1X
l=0
( 1)l
(2l + 1)!
x2l+1 :
Diese Reihen konvergieren in allen x 2 R absolut. Siehe Analysis-Skript,
Abschnitt 5, Satz und Denition 5.1.
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Nach Aussage (2) von Satz 3.4 kann die positive Quadratwurzel aus hx; xi
gezogen werden. Mit Hilfe der Norm kann die Cauchy-Schwarz'sche Ungleichung
(3.2) wie folgt geschrieben werden.
Satz 3.9 (Cauchy-Schwarz'sche Ungleichung). Seien x, y 2 Rn zwei beliebige
Spaltenvektoren. Dann gilt
jhx; yij  kxk kyk : (3.6)
Das Gleichheitszeichen gilt genau dann, wenn die beiden Spaltenvektoren x und
y linear abhangig sind.
Satz 3.10. Seien x, y 2 Rn und  2 R beliebig gegeben. Dann gelten die
folgenden sechs Aussagen.
(1) kxk  0.
(2) kxk = 0() x = 0.
(3) kxk = jj kxk.
(4) k   xk = k( 1)xk = kxk.
(5) kx+ yk  kxk+ kyk.
Das Gleichheitszeichen gilt in Ungleichung (5) genau dann, wenn y = 0 oder
x = y mit   0 erfullt ist.
(6) j kxk   kyk j  kx  yk.
Das Gleichheitszeichen gilt in Ungleichung (6) genau dann, wenn y = 0 oder
x = y mit   0 erfullt ist.
Bemerkungen. Die Ungleichung (5) des Satzes 3.10 heit Dreiecks-Ungleichung.
Auf die Bedingung   0 kann im Zusatz zu Ungleichung (5) nicht verzichtet
werden, wie das Beispiel x =  y 6= 0 zeigt.
0 = k0k = kx+ ( x)k ;
0 < 2kxk = kxk+ kxk = kxk+ k   xk :
Auf der linken Seite der Ungleichung (6) steht der Betrag einer Dierenz zweier
nicht-negativer reeller Zahlen. Auf die Bedingung   0 kann auch im Zusatz
zu Ungleichung (6) nicht verzichtet werden, wie wieder das Beispiel x =  y 6= 0
zeigt.
0 = j0j = j kxk   kxk j = j kxk   k   xk j ;
0 < 2kxk = kx+ xk = kx  ( x)k :
Wir wenden uns dem Beweis des Satzes 3.10 zu.
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Beweis. Die Aussagen (1) bis (3) folgen nach leichter Rechnung aus der Deni-
tion (3.3). Aussage (4) folgt aus (3) mit  =  1. Der Nachweis der Dreiecks-
Ungleichung (5) ist auf direktem Wege beschwerlich. Wir folgern (5) mit Hilfe
der Cauchy-Schwarz'sche Ungleichung.
Wir beginnen mit dem Quadrat der linken Seite der Dreiecks-Ungleichung.
Nach Denition (3.3) und der Cauchy-Schwarz'sche Ungleichung (3.6) gilt
kx+ yk2 = hx+ y; x+ yi
= hx; xi+ hx; yi+ hy; xi+ hy; yi
= kxk2 + 2hx; yi+ kyk2
 kxk2 + 2 kxk kyk+ kyk2
= (kxk+ kyk)2 :
Die behauptete Ungleichung (5) folgt nun durch Ubergang zu den positiven
Quadratwurzeln.
Wir beweisen den Zusatz zu Ungleichung (5). Im Fall y = 0 gilt das Gleich-
heitszeichen in (5). Wir setzen y 6= 0 voraus. Die vorstehende Rechnung und der
Zusatz zur Cauchy-Schwarz'schen Ungleichung in Satz 3.9 zeigen die Gultigkeit
der Implikationen
kx+ yk = kxk+ kyk =) hx; yi = kxk kyk
=) (9 2 R) : x = y :
Einsetzen von x = y in hx; yi = kxk kyk ergibt   0. Umgekehrt folgt fur
x = y mit   0 die Gultigkeit von
kx+ yk = ky + yk
= (+ 1) kyk
=  kyk+ kyk
= kyk+ kyk = kxk+ kyk :
Damit ist der Zusatz zu Ungleichung (5) bewiesen.
Wir beweisen Ungleichung (6). Dazu wenden wir die Dreiecks-Ungleichung
zweimal an. Aus den beiden Ungleichungen
kxk = k(x  y) + yk  kx  yk+ kyk ;
kyk = kx+ (y   x)k  kxk+ ky   xk = kxk+ kx  yk
folgen durch Umordnen die beiden Ungleichungen
kxk   kyk  kx  yk ;
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kyk   kxk  kx  yk :
Zusammenfassen ergibt die behauptete Ungleichung
j kxk   kyk j  kx  yk :
Damit ist Ungleichung (6) bewiesen.
Wir beweisen den Zusatz zu Ungleichung (6). Es ist klar, dass im Fall y = 0
Gleichheit gilt. Fur y 6= 0 und x = y mit   0 gilt
j kxk   kyk j = j  kyk   1  kyk j = j  1j kyk = k(  1)yk = kx  yk :
Nun setzen wir y 6= 0 und j kxk   kyk j = kx  yk voraus. Zuerst betrachten wir
den Fall kxk  kyk. Es folgt
kxk = kx  yk+ kyk :
Nach dem Zusatz zur Dreiecks-Ungleichung gibt es ein   0 mit
x  y = y ; x = (1 + )y :
Also liefert  = 1 +   0 die behauptete Darstellung der Form x = y mit
nicht-negativem . Abschlieend betrachten wir den Fall kyk > kxk. Es folgt
kyk = kx  yk+ kxk = kxk+ ky   xk ; y   x 6= 0 :
Nach dem Zusatz zur Dreiecks-Ungleichung gibt es ein   0 mit
x = (y   x) ; x = 1+ y :
Also liefert  = 1+  0 die behauptete Darstellung der Form x = y mit
nicht-negativem . Damit ist der Zusatz zu Ungleichung (6) bewiesen und der
Beweis des Satzes 3.10 beendet.
Denition 3.11. Seien x, y 2 Rn vom Nullvektor verschiedene Spaltenvekto-
ren. Der Cosinus des von x und y eingeschlossenen Winkels wird durch
cos(x; y)  hx; yikxk kyk (3.7)
deniert.
Diese Denition macht nur Sinn, wenn die Vektoren x und y normierbar
sind. Wegen der Cauchy-Schwarz'sche Ungleichung (3.6) gilt
 1  cos(x; y)  1 : (3.8)
Also macht es Sinn, die rechte Seite von (3.7) als Cosinus einer eindeutig be-
stimmten reellen Zahl ' 2 [0; ] aufzufassen, wobei ' geometrisch als unori-
entierter eingeschlossener Winkel gedeutet wird. Wir schreiben ](x; y) fur '.
Damit erhalten wir
cos(](x; y)) = cos(x; y)  hx; yikxk kyk :
Wir fassen zusammen:
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Satz und Denition 3.12 (Unorientierter Winkel). Seien x, y 2 Rn vom
Nullvektor verschiedene Spaltenvektoren.
(1) Die reelle Zahl ](x; y) 2 [0; ] mit
](x; y) = arccos
 hx; yi
kxk kyk

heit der unorierentierte Winkel zwischen x und y. Dabei ist
arccos : [ 1; 1]! [0; ]  R
die Umkehrfunktion der Einschrankung des Cosinus auf das Intervall [0; ].
(2) In der Analysis werden Funktionen oft durch Integrale deniert. Es gilt
arccos() =
8>>>>><>>>>>:
 ;  =  1 ;Z 1

dtp
1  t2 ;  2 ( 1; 1) ;
0 ;  = 1 :
(3.9)
Das Integral in (3.9) ist ein uneigentliches Riemann-Integral. Die Substitu-
tion  = cos(t) liefert die behauptete Integraldarstellung des Arcuscosinus.
Siehe Analysis-Skript, Abschnitt 17. Der Arcuscosinus ist auf [ 1; 1] streng
monoton fallend.
(3) Es gilt
](x; y) = ]

x
kxk ;
y
kyk

:
Der unorientierte Winkel zwischen x und y ist gleich dem unorientierten
Winkel zwischen den entsprechenden Richtungsvektoren x=kxk und y=kyk.
Im Folgenden begrunden wir, warum eine Deutung als Sinus nicht sinnvoll
ist. Wir heben ausdrucklich hervor, dass wir Denition und Rechenregeln fur
Cosinus und Sinus der Analysis entlehnen. Insbesondere ubernehmen wir die
wichtige Formel
cos2() + sin2() = 1 ;  2 R : (3.10)
Die Formel (3.10) ist eine analytische Version des Satzes des Pythagoras. In Satz
3.16 geben wir eine geometrische Version mit Hilfe der Norm.
Der Spezialfall x = y 6= 0 zeigt, dass eine alternative Deutung der rechten
Seite von Denition (3.7) wegen
cos(0) = 1 ; sin(0) = 0
als Sinus des eingeschlossenen Winkels geometrisch keinen Sinn macht.
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Auerdem ist es geometrisch evident, dass beim Ersetzen von x durch  x
der eingeschlossene Winkel ' 2 [0; ] durch den Winkel    ' 2 [0; ] ersetzt
wird. Die Additionstheoreme
cos(   ') =   cos(') ; sin(   ') = sin(') :
zeigen, dass eine Deutung der rechten Seite von (3.7) als Sinus im Gegensatz
zur Deutung als Cosinus keinen Sinn macht.
Bevor wir den Zusammenhang zwischen (3.7) und der elementargeometri-
schen Einfuhrung des Cosinus herstellen konnen, mussen wir den Begri der
Orthogonalitat einfuhren. Wir erinnern an
cos(2 ) = 0 ; sin(

2 ) = 1 :
Denition 3.13. Zwei Spaltenvektoren x, y 2 Rn heien orthogonal oder senk-
recht, wenn
hx; yi = x  y = 0 (3.11)
gilt. Wir sagen dann auch, dass x zu y orthogonal oder senkrecht ist. Wenn x
zu y orthogonal ist, ist y zu x orthogonal. Der Nullvektor 0 2 Rn ist zu allen
Vektoren des Rn orthogonal.
Das folgende Beispiel stellt den Zusammenhang von Denition (3.7) mit der
elementargeometrischen Einfuhrung des Cosinus eines Winkels her.
Beispiel 3.14. Wir betrachten in der Ebene R2 das rechtwinklige Dreieck mit
den Eckpunkten 0 und x, y mit
x =
 
cos(')
0
!
; y =
 
cos(')
sin(')
!
; 0 < ' < 2 :
Die Verbindungsstrecke zwischen 0 und y ist die Hypothenuse, die zwischen 0
und x ist die Ankathete des Dreiecks. Am Eckpunkt x liegt der rechte Winkel
des Dreiecks.
hy   x; 0  xi =
 
0
sin(')
!

 
  cos(')
0
!
= 0 :
Die Normen
kyk =
q
cos2(') + sin2(') = 1 ; kxk =
p
cos2(') = j cos(')j = cos(')
sind die Langen von Hypothenuse respektive Ankathete. Einsetzen ergibt
cos(x; y) =
hx; yi
kxk kyk =
cos(')  cos(') + 0  sin(')
cos(')  1 = cos(') =
kxk
kyk :
Damit ist der Zusammenhang zur elementargeometrischen Einfuhrung des Co-
sinus hergestellt. Mit Hilfe der Analysis kann die Lange glatter Kurven deniert
werden. Danach ist die positive reelle Zahl ' die Lange des Kreisbogens vom
Radius 1 um 0 2 R2, der die beiden Punkte x und y verbindet. 
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Aus (3.7) folgt
hx; yi = cos(x; y) kxk kyk : (3.12)
Die linke Seite von (3.12) ist nach Satz 3.4 bilinear in den Argumenten x und y.
Aus dieser Formel folgen der Cosinussatz 3.15 und als Spezialfall der Satz 3.16
des Pythagoras.
Satz 3.15 (Cosinussatz). Es seien x, y 2 Rn beliebige vom Nullvektor ver-
schiedene Spaltenvektoren. Dann gelten die beiden Formeln
kx+ yk2 = kxk2 + kyk2 + 2 kxk kyk cos(x; y) ;
kx  yk2 = kxk2 + kyk2   2 kxk kyk cos(x; y) :
Dafur schreiben wir zusammenfassend
kx yk2 = kxk2 + kyk2  2 kxk kyk cos(x; y) : (3.13)
Beweis. Aus (3.3) und (3.12) folgt
kx yk2 = hx y; x yi
= hx; xi  2 hx; yi+ hy; yi
= kxk2  2 cos(x; y) kxk kyk+ kyk2 :
Damit ist der Beweis des Cosinussatzes beendet.
Satz 3.16 (Satz des Pythagoras). Es seien x, y 2 Rn beliebige Spaltenvektoren.
Dann gilt
kx+ yk2 = kxk2 + kyk2 (3.14)
genau dann, wenn x und y orthogonal sind.
Beweis. Die Formel (3.14) gilt trivialerweise, wenn einer der beiden Vektoren
der Nullvektor ist. In diesem Fall sind x und y orthogonal.
Wir nehmen an, dass x und y vom Nullvektor verschiedene orthogonale
Vektoren sind. Dann gilt cos(x; y) = 0. Aus (3.13) folgt damit
kx+ yk2 = kxk2 + kyk2 :
Wir nehmen nun an, dass x und y vom Nullvektor verschiedene Vektoren
sind, die (3.14) erfullen. Dann gilt
0 = kx+ yk2   kxk2   kyk2 = 2 hx; yi :
Also sind x und y orthogonal.
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Die Formel kx+yk2 = kxk2+kyk2 gilt genau dann, wenn die Vektoren x und
y orthogonal sind. In diesem Fall ist das Paar (x; y) eine orthogonale Zerlegung
des Vektors x+ y. Wir formulieren eine Variante des Satzes von Pythagoras.
Satz 3.17 (Orthogonale Zerlegungen, orthogonale Projektionen). Seien a, b 2
Rn mit b 6= 0 gegeben. Dann sind
v =
ha; bi
hb; bi b ; w = a 
ha; bi
hb; bi b (3.15)
die einzigen Vektoren v, w 2 Rn, die (1), (2), (3) erfullen.
(1) a = v + w.
(2) v 2 Rb = fb j  2 Rg.
(3) hw; bi = 0.
Der Vektor v heit die orthogonale Projektion von a in Richtung des Vektors b.
Das Paar (v; w) heit die orthogonale Zerlegung von a bezuglich b. Die folgende
geometrische Sprechweise ist ublich: Der Punkt v ist der Fupunkt des Lotes
des Punktes a auf die Gerade Rb. Dabei ist die Norm kwk die Lange des Lotes.
Beweis. Erster Schritt.Wir setzen (3.15) voraus. Dann sind (1) und (2) oenbar
erfullt. Wegen
hw; bi = ha  ha; bihb; bi b; bi
= ha; bi   ha; bihb; bi hb; bi
= ha; bi   ha; bi = 0
gilt auch (3).
Zweiter Schritt. Wir setzen (1), (2), (3) voraus. Wegen (2) gibt es  2 R mit
v = b. Aus (1) und (3) folgt dann
ha; bi = hv + w; bi
= hb+ w; bi
= hb; bi+ hw; bi
= hb; bi :
Wegen b 6= 0 gilt hb; bi 6= 0. Also gelten die Formeln (3.15). Damit ist auch die
Einzigkeitsaussage bewiesen.
42
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Beispiel 3.18 (Orthogonale Zerlegung). Wir berechnen fur die beiden Spalten-
vektoren a, b 2 R3 mit
a =
0B@ 4 5
3
1CA ; b =
0B@ 21
 2
1CA
die orthogonale Zerlegung von a nach b. Mit Hilfe von (3.15) erhalten wir
v =
ha; bi
hb; bi b =
8  5  6
4 + 1 + 4
0B@ 21
 2
1CA =  1
3
0B@ 21
 2
1CA
und
w = a  v =
0B@ 4 5
3
1CA+ 1
3
0B@ 21
 2
1CA = 1
3
0B@ 12 15
9
1CA+ 1
3
0B@ 21
 2
1CA = 1
3
0B@ 14 14
7
1CA :
Nach Konstruktion gilt a = v + w. Wir rechnen nach, das die Vektoren v und
w zueinander orthogonal sind. Es gilt
hv; wi =  28  14  14
9
= 0 :
Siehe Beispiel 5.7. 
Satz 3.19 (Parallelogrammregel). Fur alle x, y 2 Rn gilt
kx+ yk2 + kx  yk2 = 2(kxk2 + kyk2) : (3.16)
Beweis. Aus Denition (3.3) folgen
kx+ yk2 = kxk2 + 2hx; yi+ kyk2 ;
kx  yk2 = kxk2   2hx; yi+ kyk2 :
Addition beider Gleichungen liefert die Parallelogrammregel (3.16).
Satz 3.20 (Polarisierung). Fur alle x, y 2 Rn gilt
hx; yi = 14 (kx+ yk2   kx  yk2) : (3.17)
Beweis. Aus Denition (3.3) folgen
kx+ yk2 = kxk2 + 2hx; yi+ kyk2 ;
kx  yk2 = kxk2   2hx; yi+ kyk2 :
Subtraktion beider Gleichungen liefert die Polarisierungsformel (3.17).
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Aus der euklidischen Norm lasst sich ein Abstand zwischen Spaltenvektoren
konstruieren.
Denition 3.21. Der euklidische Abstand zweier beliebiger Spaltenvektoren x,
y 2 Rn wird durch
d(x; y) = kx  yk (3.18)
deniert. Die Abbildung d : Rn  Rn ! R heit auch euklidische Metrik. Nach
Denition (3.3) der euklidischen Norm bedeutet (3.18) ausgeschrieben, dass
d(x; y) =
 
nX
i=1
(xi   yi)2
! 1
2
=
p
(x1   y1)2 + : : :+ (xn   yn)2 (3.19)
gilt.
An Formel (3.19) konnen wir ablesen, dass die euklidsische Metrik den Satz
des Pythagoras codiert.
Beispiel 3.22. Fur die Spaltenvektoren
x =
 
6
3
!
; y =
 
7
5
!
erhalten wir
d(x; y) =
p
(6  7)2 + (3  5)2 = p1 + 4 =
p
5 ;
d(x; 0) =
p
62 + 32 =
p
36 + 9 =
p
45 = kxk ;
d(y; 0) =
p
72 + 52 =
p
49 + 25 =
p
74 = kyk :
Die Abschatzungen
8:6 <
p
74 < 8:7 ; 6:7 <
p
45 < 6:8 ; 2:2 <
p
5 < 2:4
lassen sich leicht durch Quadrieren nachrechnen. Es folgt
p
74 
p
45 < 8:7  6:7 = 2:0 <
p
5 :
Damit ergibt sich
j kxk   kyk j = j
p
45 
p
74j  d(x; y) =
p
5 
p
45 +
p
74 = kxk+ kyk :

Die Aussagen des folgenden Satzes 3.23 sind einfache Konsequenzen aus der
Denition (3.18) der euklidischen Metrik und dem Satz 3.10 uber die Eigen-
schaften der euklidischen Norm.
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Satz 3.23. Seien x, y, z 2 Rn beliebig gegeben. Dann gelten die folgenden
Aussagen.
(1) d(x; y)  0.
(2) d(x; y) = 0() x = y.
(3) d(x; y) = d(y; x).
(4) d(x; 0) = d(0; x) = kxk.
(5) j kxk   kyk j  d(x; y)  kxk+ kyk.
(6) d(x; z)  d(x; y) + d(y; z).
(7) d(x+ z; y + z) = d(x; y).
Dabei ist d : Rn  Rn ! R die euklidische Metrik und k : k : Rn ! R die
euklidische Norm.
Beweis. Die Aussagen (1) bis (7) folgen aus der Denition (3.18) und den Ei-
genschaften der euklidischen Norm, die in Satz 3.10 ausgesprochen worden sind.
Wir arbeiten die Behauptungen der Reihe ab.
Nachweis von (1). Satz 3.10, Aussage (1) liefert
d(x; y) = kx  yk  0 :
Nachweis von (2). Satz 3.10, Aussage (2) liefert
d(x; y) = 0 () kx  yk = 0
() x  y = 0 () x = y :
Nachweis von der Symmetrie (3). Satz 3.10, Aussage (4) liefert
d(x; y) = kx  yk = k   (x  y)k = ky   xk = d(y; x) :
Nachweis von (4). Aus (3) und Satz 3.10, Aussage (4) folgt
d(x; 0) = d(0; x) = k0  xk = k   xk = kxk :
Nachweis von (5). Die Aussagen (6), (4), (5) des Satzes 3.10 liefern
j kxk   kyk j  d(x; y)  kx  yk  kxk+ kyk :
Nachweis der Dreiecks-Ungleichung (6). Aus der Dreiecks-Ungleichung fur
die euklidische Norm nach Aussage (5) des Satzes 3.10 folgt
d(x; z) = kx  zk = k(x  y) + (y   z)k
 kx  yk+ ky   zk = d(x; y) + d(y; z) :
Nachweis der Translationsinvarianz (7) der euklidischen Metrik.
d(x+ z; y + z) = k(x+ z)  (y + z)k = kx  yk = d(x; y) :
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4 Erganzung: Hesse-Normalform
Als Anwendung der inneren Produktes behandeln wir die Hesse-Normalform von
Hyperebenen. Wir beginnen mit der Erorterung eines Beispieles in der Ebene.
 Gegeben sei die Gerade
g1  R2 : 6x1 + 7x2 = 18 :
 Gesucht sind
(1) der euklidische Abstand d(0; g1) des Nullvektors 0 2 R2 und
(2) der euklidische Abstand d(P1; g1) des Punktes P1 = ( 2; 3)t 2 R2
von der Geraden g1.
Zur Losung dieser Probleme fuhren wir die Hesse-Normalform ein. Wir ersetzen
die gegebene Geradengleichung 
6
7
!

 
x1
x2
!
= 6x1 + 7x2 = 18 (4.1)
durch eine aquivalente Gleichung der Form
hn; xi =  ; knk = 1 ;   0 : (4.2)
Entsprechend verfahren wir mit der Gleichung
g  R2 : 1x1 + 2x2 =  ; 21 + 22 6= 0
einer beliebigen Geraden g  R2. In den obigen Gleichungen reprasentieren die
Spaltenvektoren x = (x1; x2)
t die Punkte, die auf der betrachteten Geraden
liegen. Eine Geradengleichung der Form (4.2) heit Hesse-Normalform.
Oenbar gilt  = 0 genau dann, wenn die Gerade g  R2 durch den Null-
vektor 0 2 R2 lauft. In diesem Fall ist der Einheitsvektor n 2 R2 bis auf das
Vorzeichen eindeutig bestimmt. Im Fall  6= 0 ist n dagegen eindeutig bestimmt.
Die beiden Bestimmungsstucke n und  der Hesse-Normalform lassen sich
geometrisch deuten:
n = Normalenrichtung zu g, die vom Nullvektor wegweist ; (4.3)
 = euklidischer Abstand zwischen dem Nullvektor und g : (4.4)
Folglich legen n und  die Lage der Geraden g in der Ebene R2 fest. Spater
ersetzen wir (4.4) durch die allgemeinere Abstandsformel (4.7)
Fur die Geradengleichung der Gerade g1 erhalten wir aus
n =
1p
36 + 49
 
6
7
!
=
1p
85
 
6
7
!
;  =
18p
85
= d(0; g1) :
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die Hesse-Normalform
6p
85
x1 +
7p
85
x2 =
18p
85
: (4.5)
Es gilt die Einschlieung
1:952 < 18p
85
< 1:953 :
Damit ist Problem (1) gelost. Wir heben ausdrucklich hervor, dass die beiden
Gleichungen (4.1) und (4.5) aquivalent sind. Dagegen lasst sich die geometri-
sche Lage der Geraden g1 in Ebene R2 ohne weitere Rechnung allein an den
Koezienten der Hesse-Normalform (4.5) ablesen.
Wir wenden uns nun der Begrundung der in (4.3) und (4.4) ausgesprochenen
geometrischen Deutung zu. Oenbar gilt
hn; ni = hn; ni =  ; n 2 g :
Die Gerade g kann auch durch eine Gleichung der Form
g : x = tw + n ; kwk = 1 ; t 2 R
dargestellt werden. Dabei ist der Einheitsvektor w 2 R2 ein Richtungsvektor
und t 2 R ein reeller Parameter, der die Punkte auf der Geraden g parame-
trisiert. Wie wir gesehen haben, ist n ein Punkt auf der Geraden. Der Punkt
n wird durch t = 0 dargestellt. Es ist klar, dass das Paar (w; t) durch das
Paar ( w; t) ersetzt werden kann. Einsetzen der Parameterdarstellung in die
Hesse-Normalform ergibt
(8t 2 R) :  = hn; xi = hn; tw + ni = t hn;wi+ 
=) (8t 2 R) : 0 = t hn;wi
=) hn;wi = 0 :
Die Einheitsvektoren n und w sind demnach orthogonal. Folglich schneiden sich
die beiden Geraden g und
h : x = tn ; t 2 R
im Punkte n 2 R2 orthogonal. Damit ist die Deutung (4.3) gerechtfertigt.
Weil n normiert ist, gilt
 = knk = d(n; 0) = d(0; n) :
Weil die normierten Vektoren n und w orthogonal sind, gilt nach dem Satz 3.16
des Pythagoras
kxk2 = ktwk2 + knk2 = t2 + 2  2
fur jeden Parameterwert t 2 R. Also ist n unter allen Punkten, die auf der
Geraden g liegen, der eindeutig bestimmte Punkt mit dem kleinsten Abstand
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zum Nullvektor 0 2 R2. Der euklidische Abstand zwischen einem beliebigen
Punkt P 2 R2 und der Geraden g  R2 wird durch die Gleichung
d(P; g)  minf d(P; x) j x 2 g g (4.6)
deniert. Nach den obigen Uberlegungen gilt
d(0; g) = minf d(0; x) j x 2 g g = d(0; n) =  :
Damit ist auch die Deutung (4.4) gerechtfertigt.
Wir wenden uns dem Problem (2) zu. Sei P = (p1; p2)
t 2 R2 irgendein Punkt
der Ebene. Fur alle t 2 R gilt
kP   (tw + n)k2 = hP   (tw + n); P   (tw + n)i
= (kPk2   2hP; ni+ 2) + (t2   2hP;wit) :
Wir nehmen die Analysis zu Hilfe. Die Summe in der ersten Klammer auf der
rechten Seite der Gleichung hangt nicht von dem reellen Parameter t ab. Die
quadratische Funktion
t 7! t2   2hP;wit
nimmt bei t = hP;wi das Minimum  hP;wi2 an. Die Einheitsvektoren n und w
sind orthogonal. Also gelten
n =
 
n1
n2
!
; n21 + n
2
2 = knk2 = 1 ; w = 
 
n2
 n1
!
:
Folglich besitzt P die orthogonale Zerlegung
P =

 p1
p2
!
;
 
n2
 n1
! n2
 n1
!
+

 p1
p2
!
;
 
n1
n2
! n1
n2
!
= hP;wiw + hP; nin :
Damit folgt
(d(P; g))2 = kP   (hP;wiw + n)k2
= k(P   hP;wiw)  nk2
= khP; nin  nk2
= jhP; ni   j2  knk2 = jhP; ni   j2 :
Der Ubergang zu den positiven Quadratwurzeln liefert
d(P; g) = jhn; P i   j : (4.7)
Nach der Abstandsformel (4.7) gehen in die Berechnung des euklidischen
Abstandes d(P; g) zwischen P und g aus der Beschreibung der Geraden g nur
die Bestimmungsstucke n und  der Hesse-Normalform
g  R2 : hn; xi =  ; knk = 1 ;   0
ein. Dieser Sachverhalt unterstreicht noch einmal die geometrische Bedeutung
der Hesse-Normalform. Im Fall P = 0 liefert (4.7) die fruhere Formel (4.4).
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Abschlieend berechnen wir d(P1; g1) fur
P1 =
 
 2
 3
!
; g1 :
6p
85
x1 +
7p
85
x2 =
18p
85
:
Die Abstandsformel (4.7) liefert
d(P1; g1) = jhn; P1i   j = j(  12p85   21p85 )  18p85 j = 51p85 :
Es gilt die Einschlieung
5:531 < 51p
85
< 5:532 :
Damit sind die Ausfuhrungen zum Beispiel beendet.
Die Uberlegungen zur Hesse-Normalform lassen sich auf Hyperebenen des
Rm verallgemeinern.
Denition 4.1.
(1) Eine Teilmenge H  Rm heit Hyperebene des Rm, wenn es einen Spalten-
vektor w 2 Rm n f0g und ein  2 R derart gibt, dass
H = fx 2 Rm : hw; xi = g
gilt. Wir schreiben dann auch
H  Rm : hw; xi =  ; x 2 Rm :
Wenn keine Verwechslungen zu befurchten sind, schreiben wir einfach
hw; xi =  :
(2) Fur jedes  2 R n f0g beschreibt das Paar (w; ) dieselbe Hyperebene H
wie das Paar (w; ). Daher kann ohne Einschrankung w als Einheitsvektor
und   0 gewahlt werden. Siehe Satz 4.2.
(3) Eine Darstellung der Form
H  Rm : hn; xi =  ; x 2 Rm ;
wobei n 2 Rm ein Spaltenvektor mit knk = 1 ist und   0 gilt, heit eine
Hesse-Normalform von H. Wegen der Symmetrie des inneren Produktes
schreiben wir hx; ni =  an Stelle von hn; xi = .
Im Fall  6= 0 ist die Hesse-Normalform eindeutig durch die Hyperebene H
bestimmt. Im Fall  = 0 wirdH durch die beiden Hesse-Normalformen hn; xi = 0
und h n; xi = 0 mit knk = 1 beschrieben.
Satz 4.2. Zwei Gleichungen
hwi; xi = i
mit wi 2 Rm n f0g und i 2 R fur i = 1; 2 beschreiben genau dann dieselbe
Hyperebene H  Rm, wenn es ein  2 R n f0g mit
w1 = w2 ; 1 = 2
gibt.
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Beweis. Nach Multiplikation mit geeigneten von Null verschiedenen reellen Zah-
len konnen wir es so einrichten, dass die Bedingungen kw1k = kw2k = 1 und
1  0 und 2  0 erfullt sind.
Fall A. Wir nehmen an, dass 0 =2 H gilt. Dann gilt
i > 0 ; 0 6= iwi 2 H
fur i = 1; 2. Folglich sind die Gleichungen
h2w2; w1i = 1 ; h1w1; w2i = 2
erfullt. Addition liefert unter Beachtung der Symmetrie des inneren Produktes
(1 + 2)hw1; w2i = 1 + 2 6= 0 :
Auosen nach hw1; w2i ergibt
hw1; w2i = 1 ; cos(w1; w2) = hw1; w2ikw1k kw2k = 1 :
Aus dem Cosinussatz folgt
kw1   w2k2 = kw1k2 + kw2k2   2 kw1k kw2k cos(w1; w2) = 1 + 1  2 = 0 :
Aus der positiven Denitheit der euklidischen Norm folgt w1 = w2. Wegen
h2w2; w1i = 1
gilt daher 1 = 2. In Fall A gilt also  = 1.
Fall B. Wir nehmen an, dass 0 2 H gilt. Wir zeigen, dass
H 0 = w1 +H = fy 2 Rm : ((9x 2 H) : y = w1 + x)g
eine Hyperebene mit 0 =2 H 0 und den aquivalenten darstellenden Gleichungen
hy; w1i = 1 ; hy; w2i = hw1; w2i ; y 2 Rm
ist.Weil dann auerdem hw1; w2i2 = 1 gilt, ergibt sich nach Fall A, dass w1 = w2
oder w1 =  w2 gilt.
Erster Schritt: H 0 wird durch hy; w1i = 1 beschrieben. Sei y 2 H 0. Dann gibt
es x 2 H mit y = w1 + x. Folglich gilt
hy; w1i = hw1 + x;w1i = hw1; w1i+ hx;w1i = 1 + 0 = 1 :
Es gelte umgekehrt hy; w1i = 1. Dann gibt es eine orthogonale Zerlegung
y = hy; w1iw1 + x = w1 + x ; hx;w1i = 0 :
Das Bestehen der Gleichung hx;w1i = 0 bedeutet, dass x in H liegt. Folglich
gehort y = w1 + x zu H
0.
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Zweiter Schritt: H 0 wird durch hy; w2i = hw1; w2i beschrieben. Sei y 2 H 0.
Dann gibt es x 2 H mit y = w1 + x. Folglich gilt
hy; w2i = hw1 + x;w2i = hw1; w2i+ hx;w2i = hw1; w2i+ 0 = hw1; w2i :
Wir zeigen, dass fur alle y 2 Rm mit hy; w2i = hw1; w2i die Gleichung
hy; w1i = hw1; w2i2
erfullt ist. Speziell fur y = w1 ergibt sich
hw1; w2i2 = 1 :
Nach dem ersten Schritt liegen alle y 2 Rn mit hy; w2i = hw1; w2i in der Hyper-
ebene H 0.
Sei y 2 Rm mit hy; w2i = hw1; w2i beliebig gegeben. Es gibt eine orthogonale
Zerlegung
y = hy; w2iw2 + x = hw1; w2iw2 + x ; hx;w2i = 0 :
Wegen hx;w2i = 0 folgt x 2 H und damit hx;w1i = 0. Innere Multiplikation
mit w1 ergibt
hy; w1i = hw1; w2ihw2; w1i+ hx;w1i = hw1; w2i2 :
Speziell fur y = w1 ergibt sich
hw1; w2i2 = 1 :
Damit erhalten wir
hy; w1i = hw1; w2i2 = 1 :
Nach dem ersten Schritt liegt y in H 0.
Dritter Schritt. Die Gleichung hy; w1i = 1 ist eine Hesse-Normalform der
Hyperebene H 0. Sei
 = sgnhw1; w2i :
Dann ist hy; w2i = 1 ebenfalls eine Hesse-Normalform von H 0. Nach Konstruk-
tion gilt 0 =2 H 0. Nach Schritt A gilt w1 = w2. Im Fall B gilt demnach  = 1.
Der Beweis des Satzes ist damit beendet.
Satz und Denition 4.3. Sei H  Rm eine Hyperebene und
hn; xi = 
eine Hesse-Normalform von H.
(1) Sei  2 H beliebig gewahlt. Dann besteht H aus allen z 2 Rm der Form
z =  + y ; hn; yi = 0 ; y 2 Rm :
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(2) Fur alle 1, 2 2 H sind die Vektoren 1   2 und n orthogonal.
(3) Ein Vektor y 2 Rm heit orthogonal zu H, wenn y und n linear abhangig
sind.
(4) Sei y 2 Rm gegeben. Dann enthalt die Menge
f 2 R j (9x 2 H) : d(y; x) = g
ein minimales Element d(y;H). Oenbar gilt d(y;H)  0.
(5) Sei y 2 Rm gegeben. Dann heit das Minimum
d(y;H) = minf 2 R j (9x 2 H) : d(y; x) = g
der euklidische Abstand von y und H.
(6) Es gilt die Abstandsformel
d(y;H) = jhn; yi   j :
Insbesondere fur y = 0 ergibt sich
d(0;H) =  :
(7) Fur y 2 Rm gilt y 2 H genau dann, wenn d(y;H) = 0 erfullt ist.
(8) Sei y 2 Rm beliebig gegeben. Dann gilt
yH = y   (hn; yi   )n 2 H :
Der Vektor yH ist der einzige Vektor  2 H mit
d(y; ) = d(y;H) :
(9) Fur y 2 Rm gilt yH = y genau dann, wenn y 2 H gilt.
(10) Sei y 2 Rm gegeben. Dann heit der Vektor yH 2 H der Fupunkt des
Lotes von y auf H.
Satz 4.4. Seien a1; : : : ; ak 2 Rm mit k  m beliebig gegeben. Es gibt genau dann
eine eindeutig bestimmte Hyperebene H  Rm mit a 2 H fur  = 1; : : : ; k,
wenn eine der beiden folgenden Alternativen erfullt ist.
(1) Es gibt einen Einheitsvektor n 2 Rm derart, dass w = n und w =  n die
einzigen normierten Losungen von
hw; ai = 0 ;  = 1; : : : ; k :
sind. In diesem Fall gilt 0 2 H und die beiden aquivalenten Gleichungen
hn; xi = 0 ; h n; xi = 0 ; x 2 Rm
sind die Hesse-Normalformen von H.
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(2) Es gibt einen eindeutig bestimmten Spaltenvektor w 2 Rm n f0g mit
hw; ai = 1 ;  = 1; : : : ; k :
In diesem Fall gilt 0 =2 H und
w
kwk ; x

=
1
kwk ; x 2 R
m
ist die einzige Hesse-Normalform von H.
Denition 4.5. Sei H  Rm eine Hyperebene. Sei hx; ni =  eine Hesse-
Normalform von H. Die Teilmengen
H+n; = fx 2 Rm : hn; xi > g ; H n; = fx 2 Rm : hn; xi < g
von Rm nH heien die zu H assozierten oenen Halbraume. Es gilt
H+n; [H n; = Rm nH ; H+n; \H n; = ; :
Wir sagen, dass y; z 2 Rm n H durch H getrennt werden, wenn y und z in
verschiedenen zu H assozierten oenen Halbraumen enthalten sind.
Beispiel 4.6. Gegeben seien im R4 die vier Punkte
A =
0BBBB@
1
0
 1
0
1CCCCA ; B =
0BBBB@
2
4
3
1
1CCCCA ; C =
0BBBB@
1
 2
 3
0
1CCCCA ; D =
0BBBB@
0
3
 2
 3
1CCCCA
sowie die beiden Punkte
P =
0BBBB@
1
2
1
1
1CCCCA ; Q =
0BBBB@
2
1
1
1
1CCCCA :
(1) Wir zeigen zuerst, dass es genau eine Hyperebene H  R4 gibt, die die
vier Punkte A, B, C und D enthalt.
Nach Satz 4.4 ist das lineare Gleichungssystem0BBBB@
1 0  1 0
2 4 3 1
1  2  3 0
0 3  2  3
1CCCCA
0BBBB@
w1
w2
w3
w4
1CCCCA =
0BBBB@




1CCCCA
zu untersuchen. Wir wenden das Verfahren von Gau-Jordan an.
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1 0  1 0 
2 4 3 1 
1  2  3 0 
0 3  2  3 
1 0  1 0  Z1
0 4 5 1   Z2   2Z1
0  2  2 0 0 Z3   Z1
0 3  2  3  Z4
1 0  1 0  Z1
0 1 54
1
4   14 14Z2
0 0 12
1
2   12 Z3 + 12Z2
0 0  234   154 74 Z4   34Z2
1 0 0 1 0 Z1 + 2Z3
0 1 0  1  Z2   52Z3
0 0 1 1   2Z3
0 0 0 2  4 Z4 + 232 Z3
1 0 0 0 2 Z1   12Z4
0 1 0 0   Z2 + 12Z4
0 0 1 0  Z3   12Z4
0 0 0 1  2 12Z4
Wir erhalten das aquivalente Gleichungssystem0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1CCCCA
0BBBB@
w1
w2
w3
w4
1CCCCA =
0BBBB@
2
 

 2
1CCCCA : (4.8)
Es gelten die folgenden beiden Aussagen (i) und (ii).
(i) Fur  = 0 besitzt (4.8) nur die triviale Losung w = 0 2 R4.
(ii) Fur  = 1 besitzt (4.8) nur die nicht-triviale Losung
w =
0BBBB@
2
 1
1
 2
1CCCCA :
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Also ist die Alternative (2) aus Satz 4.4 erfullt. Daher gibt es eine einzige Hyper-
ebene H  R4 mit A, B, C, D 2 H. Es gilt 0 =2 H.
(2) Das Gleichungssystem (4.8) besitzt fur  = 1 die eindeutig bestimmte
nicht-triviale Losung w = (2; 1; 1; 2)t. Daher wird H durch die Gleichung
2x1   x2 + x3   2x4 = 1
beschrieben. Normieren ergibt die Hesse-Normalform
2p
10
x1   1p
10
x2 +
1p
10
x3   2p
10
x4 =
1p
10
fur die Hyperebene H. Wir setzen
n =
w
kwk =
1p
10
0BBBB@
2
 1
1
 2
1CCCCA ;  = 1p10 :
(3) Wir berechnen nach Satz 4.3 die Abstande der Punkte 0 und P von H.
d(0;H) =  =
1p
10
;
d(P;H) = jhP; ni   j =
  1p10   1p10
 = 2p10 :
(4) Sei g  R4 die Gerade durch den Punkt P , die die Hyperebene H ortho-
gonal schneidet. Wir berechnen den Schnittpunkt PH 2 R4 von g und H.
Die Gerade g besteht aus allen x 2 R4 mit x = P + tn, wobei t 2 R ein
Parameter ist. Einsetzen in die Hesse-Normalform hx; ni =  und Auosen nach
t ergibt t =    hP; ni. Daher folgt
PH = P + (   hP; ni)n = 1
5
0BBBB@
7
9
6
3
1CCCCA :
(5) Zum Abschluss untersuchen wir, welche der drei Punkte 0, P , Q 2 R4
durch die Hyperebene H voneinander getrennt werden.
Es gelten
h0; ni = 0 <  ; hP; ni =   1p
10
<  ; hQ;ni = 2p
10
>  :
Also liegen 0 und P im Halbraum hx; ni < . Dagegen liegt Q im Halbraum
hx; ni > . Daher trennt H den Punkt Q von den Punkten 0 und P . Die beiden
Punkte 0 und P werden durch H nicht getrennt.

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5 Matrizen. Die allgemeine lineare Gruppe
In diesem Abschnitt denieren wir die Multiplikation eines Skalars mit einer
Matrix sowie die Addition und die Multiplikation zweier Matrizen. Die genann-
ten Rechenoperationen werden auf die algebraischen Rechenoperationen reeller
Zahlen zuruckgefuhrt. Auerdem denieren wir die Transposition von Matrizen.
Beim Rechnen mit Matrizen treten neue Phanomene auf.
(1) Die Matrixmultiplikation erfullt das Kommutativgesetz nicht: Es gibt Ma-
trizen A und B mit AB 6= BA.
(2) Es gibt Nullteiler: Es gibt Matrizen A 6= 0 und B 6= 0 mit AB = 0.
(3) Es gibt nilpotente Matrizen: Es gibt Matrizen A 6= 0 und n 2 N mit
An = 0.
Diese Phanomene treten bereits beim Rechnen mit (2  2)-Matrizen auf (ver-
gleiche Beispiel 5.15) und mussen bei der Konstruktion von Normalformen fur
Matrizen berucksichtigt werden. Wie bereits mehrfach gesagt, sind die Rechen-
operationen fur Matrizen und Spaltenvektoren derart deniert worden, dass sie
das Rechnen mit linearen Gleichungssystemen wiedergeben und uberschaubar
gestalten. Insbesondere lassen sich die elementaren Spalten- und Zeilenumfor-
mungen durch die Multiplikation mit Matrizen beschreiben.
Mit Rnm bezeichnen wir die Menge der reellen (n  m)-Matrizen. Jede
Matrix A 2 Rnm besteht aus nm Eintragen a 2 R mit  = 1; : : : ; n und  =
1; : : : ;m. Die Eintrage a werden in einem Rechtecksschema aus n Zeilen und
m Spalten angeordnet, wobei der erste Index  der Zeilenindex und der zweite
Index  der Spaltenindex ist. Der Lesbarkeit halber wird das Rechtecksschema
der Eintrage a in Klammern eingeschlossen.
A = (a) = (a) =1;:::;n
=1;:::;m
=
0BBBB@
a11 a12 : : : a1m
a21 a22 : : : a2m
...
...
...
an1 an2 : : : anm
1CCCCA :
Der Eintrag a heit auch Eintrag von A an der Position . Manchmal ver-
wenden wir im Zusammenhang mit Matrizen an Stelle des Ausdruckes Eintrag
den Ausdruck Matrixeintrag.
Die Matrix A wird auch als Zusammenstellung ihrer m Spaltenvektoren s
respektive ihrer n Zeilenvektoren z mit
s =
0BB@
a1
...
an
1CCA 2 Rn ;  = 1; : : :m ;
z = (a1; : : : ; am) 2 (Rm)t ; zt =
0B@a1: : :
am
1CA 2 Rm ;  = 1; : : : ; n
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aufgefasst. Dementsprechend schreiben wir
A = (s1; : : : ; sm) =
0BB@
z1
...
zn
1CCA 2 Rnm : (5.1)
Wir identizieren n-komponentigen Spaltenvektoren mit (n  1)-Matrizen und
m-komponentigen Zeilenvektoren mit (1m)-Matrizen. Schlielich identizieren
wir die reellen (1  1)-Matrizen mit den reellen Zahlen. Um die Identikation
strukturierter Mengen von der Gleichheit zu unterscheiden, verwenden wir das
Zeichen = und schreiben
Rn1 = Rn ; R1m = (Rm)t = Rm ; R11 = R1 = (R1)t = R : (5.2)
Die in (5.2) auftretenden Mengen tragen eine Vektorraumstruktur. Wir werden
spater sehen, dass die durch die Beziehungen (5.2) miteinander identizierten
strukturierten Mengen als reelle Vektorraume isomorph sind. Isomorphe Vek-
torraume werden als strukturgleiche mathematische Objekte identiziert. Die
Isomorphie ist ein abgeschwachter Gleichheitsbegri.
Zwei Matrizen A = (a) und B = (b) aus der Menge Rnm sind nach
Denition genau dann gleich, wenn a = b fur alle  = 1; : : : ; n und alle
 = 1; : : : ;m gilt. In Zeichen:
(8A;B 2 Rnm) :
A = B () (8 = 1; : : : n)(8 = 1; : : :m) : a = b :
(5.3)
Eine (n  m)-Matrix, deren samtliche Eintrage verschwinden, heit Null-
matrix und wird mit 0nm oder 0 bezeichnet. Die Mengen Rnm sind nicht leer,
denn sie enthalten die entsprechende Nullmatrix:
(8n;m 2 N) : 0  0nm 2 Rnm : (5.4)
Eine (nm)-Matrix A mit n = m heit quadratische Matrix. Ein wichtiges
Beispiel ist die Einheitsmatrix E. Zur ihrer bequemen Beschreibung dient das
Kronecker-Symbol. Fur ;  = 1; : : : ; n wird das Kronecker-Symbol  durch
 =
(
1 ;  =  ;
0 ;  6=  (5.5)
deniert. Die Einheitsmatrix E 2 Rnn besitzt auf der Hauptdiagonalen lau-
ter Eintrage gleich 1, wahrend alle anderen Eintrage verschwinden. Mit dem
Kronecker-Symbol lasst sich die Denition der Einheitsmatrix in der Form
E = ()=1;:::;n
=1;:::;n
=
0BBBB@
1 0 : : : 0
0 1 : : : 0
...
...
...
0 0 : : : 1
1CCCCA 2 Rnn (5.6)
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ausdrucken. Die Spalten von E 2 Rnn sind die kanonischen Basisvektoren
e = () = ()=1;:::;n 2 Rn ;  = 1; : : : ; n : (5.7)
Ausgeschrieben bedeutet dies
e1 =
0BBBB@
1
0
...
0
1CCCCA ; e2 =
0BBBB@
0
1
...
0
1CCCCA ; : : : ; en =
0BBBB@
0
0
...
1
1CCCCA : (5.8)
Damit erhalten wir
E = (e1; e2; : : : ; en) =
0BBBB@
1 0 : : : 0
0 1 : : : 0
...
...
...
0 0 : : : 1
1CCCCA 2 Rnn : (5.9)
Um Verwechslungen mit den kanonischen Basisvektoren anderer Spaltenraume
zu vermeiden, schreiben wir fur die kanonischen Basisvektoren des Rn etwas
umstandlich
e
(n)
1 ; : : : ; e
(n)
n :
Entsprechend schreiben wir
En = (e
(n)
1 ; : : : ; e
(n)
n )
fur die Einheitsmatrix im Matrixraum Rnn und
(n) =
(
1 ;  =  ;
0 ;  6= 
fur das Kronecker-Symbol, das die Eintrage von En beschreibt. Vergleiche etwa
Satz 5.8 uber die Matrixeintrage. Der folgende Satz 5.1 ergibt sich direkt aus
den Denitionen.
Satz 5.1. Seien e1; : : : ; en 2 Rn die kanonischen Basisvektoren. Sei h: ; :i das
euklidische innere Produkt und k : k die euklidische Norm des Rn. Dann gelten
die folgenden Aussagen.
(1) Fur alle i; j = 1; : : : ; n gilt hei; eji = ij.
(2) Fur alle i = 1; : : : ; n gilt keik = 1.
(3) Die Menge fe1; : : : ; eng ist linear unabhangig.
(4) Fur jeden Spaltenvektor x = (xi)i=1;:::;n 2 Rn gilt
x =
0BBBBBBB@
x1
x2
x3
...
xn
1CCCCCCCA
= x1
0BBBBBBB@
1
0
0
...
0
1CCCCCCCA
+ x2
0BBBBBBB@
0
1
0
...
0
1CCCCCCCA
+ : : :+ xn
0BBBBBBB@
0
0
0
...
1
1CCCCCCCA
=
nX
i=1
xiei :
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(5) Jeder Spaltenvektor x 2 Rn besitzt eine eindeutig bestimmte Darstellung
der Form
x =
nX
i=1
iei ; i 2 R :
Dabei sind die eindeutig bestimmten Entwicklungskoezienten i durch
i = hx; eii ; i = 1; : : : ; n
gegeben. Wenn x1; : : : ; xn die Komponenten des Spaltenvektors x sind,
dann gilt xi = i fur jeden Index i = 1; : : : ; n.
Vermittels der Transposition werden Spalten- in Zeilenvektoren und umge-
kehrt Zeilen- in Spaltenvektoren uberfuhrt. Wenn wir diese Operationen auf
die Spalten respektive Zeilen einer (nm)-Matrix A anwenden, ergibt sich eine
(mn)-Matrix, die mit At bezeichnet wird. Die Transposition ist die Abbildung
t : Rnm ! Rmn mit0BBBB@
a11 a12 : : : a1m
a21 a22 : : : a2m
...
...
...
an1 an2 : : : anm
1CCCCA
t
=
0BBBB@
a11 a21 : : : an1
a12 a22 : : : an2
...
...
...
a1m a2m : : : anm
1CCCCA : (5.10)
Die Transposition macht aus dem -ten Zeilenindex von A den -ten Spaltenin-
dex von At und aus dem -ten Spaltenindex von At den -ten Zeilenindex von
At. In Zeichen:
t : Rnm ! Rmn ;
A = (a) =1;:::;n
=1;:::;m
7! At = (~a)=1;:::;m
=1;:::;n
; ~a = a :
(5.11)
Fur die Matrixeintrage bedeutet dies mit anderen Worten
Eintrag von At an der Position 
= Eintrag von A an der Position  :
(5.12)
Mit den Bezeichnungen aus (5.1) lasst sich die Wirkung der Transposition auch
in der Form
A = (s1; : : : ; sm) =
0BB@
z1
...
zn
1CCA 7! At =
0BB@
st1
...
stm
1CCA = (zt1; : : : ; ztn) (5.13)
schreiben. Oenbar gilt
Att  (At)t = A (5.14)
fur alle Matrizen A 2 Rnm.
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Beispiel 5.2.
E =
0BBBB@
1 0 : : : 0
0 1 : : : 0
...
...
...
0 0 : : : 1
1CCCCA ; Et =
0BBBB@
1 0 : : : 0
0 1 : : : 0
...
...
...
0 0 : : : 1
1CCCCA = E :
A =
0B@ 1  2 0 2 10 3
0 3  49
1CA = At :
B =
 
1  2
2 3
!
; Bt =
 
1 2
 2 3
!
6= B :
C =
 
1 2 3 4
5 6 7 8
!
; Ct =
0BBBB@
1 5
2 6
3 7
4 8
1CCCCA :

Seien nun  2 R und A = (a) 2 Rnm beliebig gegeben. Dann wird die
Matrix A =  A 2 Rnm durch
A =  A = (a) =1;:::;n
=1;:::;m
=
0BBBB@
a11 a12 : : : a1m
a21 a22 : : : a2m
...
...
...
an1 an2 : : : anm
1CCCCA (5.15)
deniert. Insbesondere ergeben sich fur die Skalare  = 0 und  = 1 die Bezie-
hungen
0 A = 0nm 2 Rnm ; 1 A = A 2 Rnm : (5.16)
Beispiel 5.3.
E = 
0BBBB@
1 0 : : : 0
0 1 : : : 0
...
...
...
0 0 : : : 1
1CCCCA =
0BBBB@
 0 : : : 0
0  : : : 0
...
...
...
0 0 : : : 
1CCCCA :

 
1  2 3
0 6  8
!
=
 
  2 3
0 6  8
!
:
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( 7) 
 
1  2 3
0 6  8
!
=
 
 7 14  21
0  42 56
!
:

Nach Denition wird eine Matrix A = (a) 2 Rnm von links mit einem
Skalar  2 R multipliziert, indem jeder Eintrag a der Matrix A mit  multi-
pliziert wird:
a = Eintrag von A an der Position  : (5.17)
Wir erinnern an die entsprechende Bemerkungen zu Denition (2.1) und heben
ausdrucklich hervor, dass ein Produkt A nicht deniert worden ist.
Die (n m)-Matrix A = (a) 2 Rnm und der Spaltenvektor x = (x) 2
Rm seien beliebig gegeben. Dann seien die Komponenten y des Spaltenvektors
y = (y) 2 Rn durch die Gleichungen
y 
mX
=1
ax ;  = 1; : : : ; n (5.18)
deniert. Wir setzen
Ax  y 2 Rn : (5.19)
Der Spaltenvektor Ax heit Bild des Spaltenvektors x unter der Anwendung der
Matrix A oder einfach Bild von x unter A. Auerdem bezeichnen wir Ax als
Produkt der Matrix A mit dem Spaltenvektor x.
Beispiele 5.4.0BBBB@
1 0  3
 1 4 8
0 1 0
2 2 2
1CCCCA
0B@ 2 1
 1
1CA =
0BBBB@
2  0 + 3
 2  4  8
0  1  0
4  2  2
1CCCCA =
0BBBB@
5
 14
 1
0
1CCCCA :
0BBBB@
1 0  3
 1 4 8
0 1 0
2 2 2
1CCCCA
0B@00
1
1CA =
0BBBB@
 3
8
0
2
1CCCCA :
0B@ 1  1 0 20 4 1 2
 3 8 0 2
1CA
0BBBB@
4
 3
2
 1
1CCCCA =
0B@ 4 + 3 + 0  20  12 + 2  2
 12  24 + 0  2
1CA =
0B@ 5 12
 38
1CA :
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0B@ 1  1 0 20 4 1 2
 3 8 0 2
1CA
0BBBB@
0
1
0
0
1CCCCA =
0B@ 14
8
1CA :
0BBBB@
5
 14
 1
0
1CCCCA 
0BBBB@
4
 3
2
 1
1CCCCA = 20 + 42  2  0 = 60 :
0B@ 2 1
 1
1CA 
0B@ 5 12
 38
1CA = 10 + 12 + 38 = 60 :

Matrizen konnen auf verschiedene Weisen konstruiert werden. Eine wichtige
Konstruktion ist das Kronecker-Produkt. Aus einem Spaltenvektor a 2 Rn und
einem Spaltenvektor b 2 Rm wird eine (n m)-Matrix a 
 b konstruiert. Eine
typische Anwendung ist die folgende. Sei v 2 Rn ein Einheitsvektor. Dann wird
die orthogonale Projektion des Rn auf die Gerade Rv durch die Projektions-
matrix v
v beschrieben. Ein erstes Beispiel wird in 5.7 behandelt. Fur eine sys-
tematische Anwendung des Kronecker-Produktes siehe die Ausfuhrungen zum
Spektralsatz in Abschnitt 16. Der Spektralsatz wird in der Quanteninformatik
verwendet.
Satz und Denition 5.5 (Kronecker-Produkt). Seien n, m 2 N. Seien a =
(a)=1;:::;n 2 Rn und b = (b)=1;:::;m 2 Rm beliebig gegeben.
(1) Die Matrix
a
 b = (t) =1;:::;n
=1;:::;m
2 Rnm ; t = ab
heit das Kronecker-Produkt oder das Tensorprodukt von a und b.
(2) Fur alle x 2 Rm gilt
(a
 b)x = hx; bia 2 Rn :
Dabei ist h : ; : i das euklidische innere Produkt des Rm.
Beweis. Mit Satz 5.1 erhalten wir
(a
 b)x =
nX
=1
 
mX
=1
tx
!
e(n)
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=
nX
=1
 
mX
=1
abx
!
e(n)
=
 
mX
=1
bx
! 
nX
=1
ae
(n)

!
= hx; bia 2 Rn :
Damit ist Aussage (2) bewiesen.
Beispiele 5.6.0B@12
3
1CA

0B@56
7
1CA =
0B@1  5 1  6 1  72  5 2  6 2  7
3  5 3  6 3  7
1CA =
0B@ 5 6 710 12 14
15 18 21
1CA 2 R33 :
0B@12
3
1CA

0BBBB@
4
5
6
7
1CCCCA =
0B@1  4 1  5 1  6 1  72  4 2  5 2  6 2  7
3  4 3  5 3  6 3  7
1CA =
0B@ 4 5 6 78 10 12 14
12 15 18 21
1CA 2 R34 :

Beispiel 5.7 (Projektionsmatrizen). Wir betrachten nocheinmal die beiden
Spaltenvektoren
a =
0B@ 4 5
3
1CA ; b =
0B@ 21
 2
1CA
aus Beispiel 3.18. Die lineare Abbildung, die jedem Spaltenvektor x 2 R3 seinen
Fupunkt
hx; bi
hb; bi b
auf der Geraden R3b zuordnet, lasst sich durch eine Matrix P 2 R33 beschrei-
ben. Mit 5.5 erhalten wir
Px =
hx; bi
hb; bi b =
b
 b
hb; bi x =
0BBBBBBBB@
b1b1
kbk2
b1b2
kbk2
b1b3
kbk2
b2b1
kbk2
b2b2
kbk2
b2b3
kbk2
b3b1
kbk2
b3b2
kbk2
b3b3
kbk2
1CCCCCCCCA
0B@x1x2
x3
1CA :
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Im vorliegenden Fall gilt
P =
1
9

8><>:
0B@ 21
 2
1CA

0B@ 21
 2
1CA
9>=>; = 19
0B@ 4 2  42 1  2
 4  2 4
1CA =
0BBB@
4
9
2
9  49
2
9
1
9  29
  49  29 49
1CCCA :
Insbesondere gilt
Pa =
1
9
0B@ 4 2  42 1  2
 4  2 4
1CA
0B@ 4 5
3
1CA =  1
3
0B@ 21
 2
1CA :
Es gelten P = P t und P 2 = P . Reelle Matrizen mit diesen beiden Eigenschaften
heien Projektionsmatrizen. 
Der folgende Satz bringt noch einmal zu Ausdruck, dass Matrizen durch ihre
Eintrage respektive durch ihre Spalten charakterisiert sind.
Satz 5.8. Sei h : ; : i das euklidische innere Produkt des Rn. Es seien e(n)1 , : : : ,
e
(n)
n die kanonischen Basisvektoren von Rn und e(m)1 , : : : , e
(m)
m die kanonischen
Basisvektoren von Rm. Es sei A = (a) 2 Rnm eine beliebige Matrix. Die
Spaltenvektoren a1; : : : ; am 2 Rn seien die Spalten der Matrix A. Dann gelten
die folgenden Aussagen.
(1) (8 = 1; : : : ;m) : a = Ae(m) 2 Rn.
(2) (8 = 1; : : : ; n)(8 = 1; : : : ;m) : a = he(n) ; Ae(m) i.
Beweis. Nachweis von (1). Wir haben fur jedes  = 1; : : : ;m und jedes  =
1; : : : ; n zu zeigen, dass die -te Komponente von a mit der -ten Komponente
von Ae ubereinstimmt. Nach Denition gilt
a = (a)=1;:::;n ; e = ()=1;:::;m
fur  = 1; : : : ;m. Aus (5.18) und der Denition (5.5) des Kronecker-Symbols
folgt
-te Komponente von Ae
=
mX
=1
a = a = -te Komponente von a :
Damit ist Aussage (1) bewiesen.
Nachweis von (2). Aus Aussage (5) des Satzes 5.1 und der soeben bewiesenen
Aussage (1) folgt
a = -te Komponente von a
= ha; e(n) i = he(n) ; ai = he(n) ; Ae(m) i :
Damit ist auch Aussage (2) bewiesen. Der Beweis ist damit beendet.
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Reelle (nm)-Matrizen denieren lineare Abbildungen des Rm in den Rn.
Spater werden wir sehen, dass alle lineare Abbildungen zwischen Vektorraumen
endlicher Dimension durch Matrizen beschrieben werden konnen.
Satz 5.9. Sei A 2 Rnm beliebig gegeben. Dann deniert
'(x) = Ax ; x 2 Rm (5.20)
eine lineare Abbildung ' : Rm ! Rn. Die Spalten a und die Matrixeintrage
a der Matrix A lassen sich aus der Abbildung ' rekonstruieren.
(1) (8 = 1; : : : ;m) : a = '(e(m) ) 2 Rn.
(2) (8 = 1; : : : ; n)(8 = 1; : : : ;m) : a = he(n) ; '(e(m) )i.
Die Aussagen (1) und (2) sind lediglich Umformulierungen der entsprechenden
Aussagen des Satzes 5.8.
Beweis. Zum Nachweis der Linearitat von ' haben wir zu zeigen, dass
(8;  2 R)(8x; y 2 Rm) : A(x+ y) = (Ax) + (Ay) (5.21)
gilt. Wir rechnen dies komponentenweise nach. Es gilt
mX
=1
a(x + y) =
mX
=1
(ax) +
mX
=1
(ay)
= 
 
mX
=1
ax
!
+ 
 
mX
=1
ay
!
:
Nach den Denitionen (5.18) und (5.19) ist die Linearitatsbedingung (5.21)
damit komponentenweise nachgerechnet. Die Aussagen (1) und (2) sind Umfor-
mulierungen der entsprechenden Aussagen des Satzes 5.8.
Aus den Satzen 5.8 und 5.9 folgt eine koordinatenfreie Charakterisierung der
transponierten Matrix einer (nm)-Matrix mit Hilfe des euklidischen inneren
Produktes.
Satz 5.10. Sei A 2 Rnm beliebig gegeben. Dann ist At die einzige Matrix
B 2 Rmn, die die Bedingung
(8x 2 Rm)(8y 2 Rn) : hAx; yi = hx;Byi (5.22)
erfullt. Auf der linken Seite der Gleichung (5.22) ist h : ; : i das euklidische in-
nere Produkt des Rn. Auf der rechten Seite der Gleichung (5.22) ist h : ; : i das
euklidische innere Produkt des Rm.
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Beweis. Wir nehmen an, dass die Bedingung (5.22) erfullt ist. Einsetzen der
kanonischen Basisvektoren e
(n)
 fur y 2 Rn respektive e(m) fur x 2 Rm in Formel
(2) des Satzes 5.8 liefert
b = he(m) ; Be(n) i = hAe(m) ; e(n) i = he(n) ; Ae(m) i = a
fur alle  = 1; : : : ; n und alle  = 1; : : : ;m. Folglich ist B = At.
Wir nehmen umgekehrt an, dass B = At gilt. Nach Denition gilt dann
b = a fur alle  = 1; : : : ; n und alle  = 1; : : : ;m. Mit Aussage (2) des
Satzes 5.8 folgt
he(m) ; Be(n) i = b = a = he(n) ; Ae(m) i
fur alle  = 1; : : : ; n und alle  = 1; : : : ;m. Weil das euklidische innere Produkt
nach Satz 3.4 bilinear ist, folgt nun mit Satz 5.9 und Aussage (5) aus Satz 5.1
die Behauptung (5.22).
Aus dem Beweis des Satzes 5.10 folgt, dass (5.22) und
(8 = 1; : : : ;m)(8 = 1; : : : ; n) : hAe(m) ; e(n) i = he(m) ; Be(n) i (5.23)
aquivalente Aussagen sind.
Denition 5.11. Eine quadratische Matrix A = (a) 2 Rnn heit symme-
trisch, wenn
A = At (5.24)
gilt. Die Bedingung (5.24) ist genau dann erfullt, wenn
(8 = 1; : : : ;m)(8 = 1; : : : ; n) : a = a (5.25)
erfullt ist.
Aus Satz 5.10 ergibt sich eine koordinatenfreie Charakterisierung symmetri-
scher Matrizen.
Satz 5.12. Eine quadratische Matrix A 2 Rnn ist genau dann eine symmetri-
sche Matrix, wenn sie die Bedingung
(8x; y 2 Rn) : hAx; yi = hx;Ayi (5.26)
erfullt, wobei h : ; : i das euklidische innere Produkt des Rn ist.
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Beispiel 5.13. Wir rechnen (5.26) fur die symmetrische Matrix A 2 R44 und
die Spaltenvektoren x, y 2 R4 mit
A =
0BBBB@
 7 0 2  2
0  2  5  1
2  5 1 5
 2  1 5 1
1CCCCA ; x =
0BBBB@
3
 4
0
2
1CCCCA ; y =
0BBBB@
1
0
 2
5
1CCCCA
explizit nach.
Ax =
0BBBB@
 7 0 2  2
0  2  5  1
2  5 1 5
 2  1 5 1
1CCCCA
0BBBB@
3
 4
0
2
1CCCCA =
0BBBB@
 25
6
36
0
1CCCCA ;
hAx; yi =
0BBBB@
 25
6
36
0
1CCCCA 
0BBBB@
1
0
 2
5
1CCCCA =  97 ;
Ay =
0BBBB@
 7 0 2  2
0  2  5  1
2  5 1 5
 2  1 5 1
1CCCCA
0BBBB@
1
0
 2
5
1CCCCA =
0BBBB@
 21
5
25
 7
1CCCCA ;
hx;Ayi =
0BBBB@
3
 4
0
2
1CCCCA 
0BBBB@
 21
5
25
 7
1CCCCA =  97 :

Wir kommen nun zur Denition der Matrixmultiplikation. Die Denition
wird so getroen, dass die fruheren Denitionen (5.18) und (5.19) im Falle des
Produktes einer (nm)-Matrix mit einer (m 1)-Matrix reproduziert werden.
Wieder lassen wir uns von der Auassung leiten, dass Matrizen Zusammenstel-
lungen ihrer Spalten sind.
Seien A = (a) 2 Rnm und B = (b) 2 Rml beliebig gegeben. Sei dann
C = (c) 2 Rnl die Matrix mit den Eintragen
c =
mX
=1
ab ;  = 1; : : : ; n ;  = 1; : : : ; l : (5.27)
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Wir setzen
A B  AB  C 2 Rnl : (5.28)
Die Matrixmultiplikation  wird durch
 : Rnm  Rml ! Rnl ; (A;B) 7! A B = AB (5.29)
deniert. Wir heben ausdrucklich hervor, dass die Produktmatrix AB zweier
Matrizen A und B nur dann deniert ist, wenn die Spaltenzahl von A mit der
Zeilenzahl von B ubereinstimmt.
Satz 5.14. Seien A = (a) 2 Rnm und B = (b) 2 Rml beliebig gegeben.
Dann gelten die folgenden Aussagen.
(1) 0nm B = 0nl.
(2) A  0ml = 0nl.
(3) En A = A  Em = A.
Beweis. Nach (5.27) verschwinden alle Eintrage der Produktmatrix AB, wenn
eine der beiden Matrizen A oder B eine Nullmatrix ist. Damit sind die Aussagen
(1) und (2) bewiesen. Die Gultigkeit der Aussage (3) folgt aus
nX
~=1

(n)
~ a~ = 
(n)
 a = a ;  = 1; : : : ; n ;  = 1; : : : ;m
respektive aus
mX
~=1
a~
(m)
~ = a
(m)
 = a ;  = 1; : : : ; n ;  = 1; : : : ;m :
Damit ist der Beweis beendet.
Wie allgemein ublich schreiben wir die Formeln der Aussagen des Satzes 5.14
in der vereinfachten Form
0B = 0 ; A0 = 0 ; EA = AE = A :
Zu Beginn des vorliegenden Abschnittes haben wir eigens darauf hingewie-
sen, dass beim Rechnen mit Matrizen neue Phanomene auftreten: Die Matrix-
multiplikation verletzt das Kommutativgesetz und lasst Nullteiler zu. Beide
Phanomene treten bereits beim Rechnen mit (2 2)-Matrizen auf, wie das fol-
gende Beispiel zeigt.
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Beispiel 5.15. Die (2 2)-Matrix 
0 1
0 0
!
ist ein Beispiel fur eine quadratische Matrix A 2 Rnn mit den Eigenschaften
A 6= 0 ; AtA 6= AAt ; AA = 0 :
Eine einfache Rechnung ergibt 
0 0
1 0
! 
0 1
0 0
!
=
 
0 0
0 1
!
;
 
0 1
0 0
! 
0 0
1 0
!
=
 
1 0
0 0
!
;
 
0 1
0 0
! 
0 1
0 0
!
=
 
0 0
0 0
!
:
Die Matrixmultiplikation ist in R22 weder kommutativ noch nullteilerfrei. 
Bevor wir die Assoziativgesetze formulieren und beweisen, notieren wir die
Regeln uber das Herausziehen von Skalaren.
Satz 5.16. Fur A 2 Rnm, B 2 Rml, x 2 Rm und  2 R gelten:
(1) A(x) = (A)x = (Ax).
(2) A(B) = (A)B = (AB).
Nun wenden wir uns den Assoziativgesetzen zu. Eine wichtige Anwendung
des Assoziativgesetzes (5) des folgenden Satzes 5.17 ist der Nachweis der Ein-
zigkeit der inversen Matrix in Satz 5.21.
Satz 5.17. Es seien A 2 Rnm, B 2 Rml, C 2 Rlk, x 2 Rm, y 2 Rl sowie
,  2 R beliebig gegeben. Dann gelten die folgenden Assoziativgesetze.
(1) ()x = (x).
(2) ()A = (A).
(3) (Ax) = (A)x.
(4) A(By) = (AB)y.
(5) A(BC) = (AB)C.
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Beweis. Nachweis von (3). Fur beliebige Skalare  2 R und Matrizen A =
(a) 2 Rnm sowie Spaltenvektoren x = (x) 2 Rm gilt

 
mX
=1
ax
!
=
mX
=1
(a)x
fur alle Indizes  = 1; : : : ; n.
Nachweis von (4). Fur beliebige Matrizen A = (a) 2 Rnm und B =
(b) 2 Rml sowie Spaltenvektoren x = (x) 2 Rl) gilt
mX
=1
a
 
lX
=1
bx
!
=
mX
=1
 
lX
=1
a(bx)
!
=
lX
=1
  
mX
=1
ab
!
x
!
fur alle Indizes  = 1; : : : ; n.
Nachweis von (5). Fur beliebige Matrizen A = (a) 2 Rnm und B =
(b) 2 Rml sowie C = (c) 2 Rlk) gilt
mX
=1
a
 
lX
=1
bc
!
=
mX
=1
 
lX
=1
a(bc)
!
=
lX
=1
  
mX
=1
ab
!
c
!
fur alle Indizes  = 1; : : : ; n und  = 1; : : : ; k.
Wir studieren das Verhalten von Matrizenprodukten bei Transposition. Wie
bei der Inversion wird die Reihenfolge der Matrixmultiplikationen umgekehrt.
Vergleiche die Satze 5.18 und 5.23.
Satz 5.18. Es gelten die folgenden Aussagen.
(1) (8A 2 Rnm)(8B 2 Rml) : (AB)t = BtAt.
(2) Sei A 2 Rnm beliebig gegeben. Dann gilt At 2 Rmn. Auerdem sind die
beiden Produktmatrizen
AtA 2 Rmm ; AAt 2 Rnn
symmetrische Matrizen.
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Beweis. Nachweis von (1). Ein direkter Beweis kann durch explizites Nachrech-
nen der Gleichheit der Matrixeintrage erbracht werden. Wir geben stattdessen
einen koordinatenfreien Beweis mit Hilfe des Satzes 5.10 und des Assoziativ-
gesetzes (4) aus Satz 5.17. Fur alle x 2 Rl und alle y 2 Rn gilt
hx; (AB)tyi = h(AB)x; yi = hA(Bx); yi
= hBx;Atyi = hx;Bt(Aty)i = hx; (BtAt)yi :
Aus Satz 5.10 folgt (AB)t = BtAt.
Nachweis von (2). Nach Denition der Matrixmultiplikation gilt AtA 2
Rmm und AAt 2 Rnn. Aussage (1) liefert die Symmetrie der beiden Pro-
duktmatrizen:
(AtA)t = AtAtt = AtA ; (AAt)t = AttAt = AAt :
Damit ist der Beweis beendet.
Beispiel 5.19.
A =
 
1 2 3
6 5 4
!
; At =
0B@1 62 5
3 4
1CA :
B =
0B@1 0  2  34 0 5  6
1  1 3  2
1CA ; Bt =
0BBBB@
1 4 1
0 0  1
 2 5 3
 3  6  2
1CCCCA :
AB =
 
1 2 3
6 5 4
!0B@1 0  2  34 0 5  6
1  1 3  2
1CA =  12  3 17  21
30  4 25  56
!
:
BtAt =
0BBBB@
1 4 1
0 0  1
 2 5 3
 3  6  2
1CCCCA
0B@1 62 5
3 4
1CA =
0BBBB@
12 30
 3  4
17 25
 21  56
1CCCCA :

Beispiel 5.20.
A =
 
1 2 3
6 5 4
!
; At =
0B@1 62 5
3 4
1CA ;
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AtA =
0B@37 32 2732 29 26
27 26 25
1CA ; AAt =  14 28
28 77
!
:

Wir betrachten nun eine besondere Klasse von quadratischen Matrizen.
Satz und Denition 5.21. Sei A 2 Rnn beliebig gegeben. Dann sind die
beiden folgenden Aussagen (1) und (2) aquivalent.
(1) (9B 2 Rnn) : AB = BA = E.
(2) (9!B 2 Rnn) : AB = BA = E.
Wenn eine der aquivalenten Bedingungen (1) oder (2) erfullt ist, dann heit die
quadratische Matrix A invertierbar. Andernfalls heit A singular. Beide Begrie
werden nur fur quadratische Matrizen deniert.
Beweis. Es ist klar, dass (1) aus (2) folgt. Wir zeigen umgekehrt, dass (2) aus
(1) folgt. Es ist lediglich die Einzigkeit zu beweisen. Die Existenz wird in (1)
bereits vorausgesetzt. Seien Matrizen B, C 2 Rnn mit
AB = BA = E ; AC = CA = E
gegeben. Dann folgt mit dem Assoziativgesetz (5) aus Satz 5.17 und der Eigen-
schaft (3) der Einheitsmatrix aus Satz 5.14, dass
B = BE = B(AC) = (BA)C = EC = C
gilt. Dies liefert die Einzigkeitsaussage. Damit ist der Beweis beendet.
Denition 5.22. Wenn die Matrix A 2 Rnn invertierbar ist, dann heit die
eindeutig bestimmte Matrix B 2 Rnn mit AB = BA = E die inverse Matrix
oder die Inverse zu A. Die inverse Matrix zu A wird mit A 1 bezeichnet. Sei
GL(n;R) = fA 2 Rnn j (9B 2 Rnn) : AB = BA = E g
die Menge der invertierbaren reellen (n  n)-Matrizen. Siehe Satz 5.24. Wie
ublich identizieren wir R11 und R vermittels der Abbildung () 7! . Wir
setzen
R = R n f0g = f 2 R j  6= 0 g :
Es gilt R = GL(1;R). Eine reelle Zahl  2 R heit invertierbar. Die Inver-
tierbarkeit einer Matrix und die Inverse einer Matrix konnen mit dem Verfahren
von Gau-Jordan bestimmt werden. Siehe Satz 6.13.
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Wir untersuchen das Verhalten von Matrizenprodukten bei Inversion. Wie
bei der Transposition wird die Reihenfolge der Matrixmultiplikationen umge-
kehrt. Inversion und Transposition sind auf GL(n;R) vertauschbare Operatio-
nen.
Satz 5.23. Es gelten die folgenden Aussagen.
(1) Es gilt E 2 GL(n;R) mit E 1 = E.
(2) (8 2 R)(8A 2 GL(n;R)) : A 2 GL(n;R) ; (A) 1 = 1A 1.
(3) (8A;B 2 GL(n;R)) : AB 2 GL(n;R) ; (AB) 1 = B 1A 1.
(4) (8A 2 GL(n;R)) : At 2 GL(n;R) ; (At) 1 = (A 1)t.
Beweis. Nachweis von (1). Es gilt
EE = E :
Damit ist (1) bewiesen. Aus den Regeln uber das Herausziehen von Skalaren
und dem Assoziativgesetz fur das Rechen mit Skalaren und Matrizen folgen die
Beziehungen
(A)( 1A
 1) = (A( 1A
 1)) = ( 1 (AA
 1))
= ( 1 )(AA
 1) = 1  E = E ;
( 1A
 1)(A) = 1 (A
 1(A)) = 1 ((A
 1A))
= ( 1)(A
 1A) = 1  E = E :
Damit ist (2) bewiesen. Aus dem Assoziativgesetz fur die Matrixmultiplikation
folgen die Beziehungen
(AB)(B 1A 1) = A(B(B 1A 1)) = A((BB 1)A 1)
= A(EA 1) = AA 1 = E ;
(B 1A 1)(AB) = B 1(A 1(AB)) = B 1((A 1A)B)
= B 1(EB) = B 1B = E :
Damit ist (3) bewiesen. Aus der Rechenregel uber die Transposition eines Ma-
trixproduktes folgen die Beziehungen
(A 1)tAt = (AA 1)t = Et = E ;
At(A 1)t = (A 1A)t = Et = E :
Damit ist auch (4) bewiesen.
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Die invertierbaren (nn)-Matrizen bilden mit der Komposition von Matrizen
eine Gruppe im Sinne von Denition 21.1.
Satz 5.24. Sei n 2 N. Das Paar (GL(n;R); ) ist eine Gruppe. Dabei ist die
Einheitsmatrix En das neutrale Element dieser Gruppe.
Nun denieren wir die Summe von Matrizen. Seien A = (a) 2 Rnm und
B = (b) 2 Rnm beliebig gegeben. Sei dann C = (c) 2 Rnm die Matrix
mit den Eintragen
c = a + b ;  = 1; : : : ; n ;  = 1; : : : ;m : (5.30)
Wir setzen
A+B = C : (5.31)
Die Matrix C heit Summe der Matrizen A und B. Zusatzlich wird
 B = ( 1)B ; A B = A+ ( B) (5.32)
gesetzt. Wir heben ausdrucklich hervor, dass die Summe zweier Matrizen A und
B nur dann erklart ist, wenn erstens die Zeilenzahl von A mit Zeilenzahl von B
und zweitens die Spaltenzahl von A mit der Spaltenzahl von B ubereinstimmt.
Satz 5.25. Seien n, m, k 2 N. Dann gelten:
(1) Das Tripel (Rnm;  ;+) mit den durch (5.15), (5.30), (5.31) denierten
Operationen ist ein reeller Vektorraum.
(2) Fur i = 1; : : : ; n und j = 1; : : :m sei Eij = E
(nm)
ij 2 Rnm die Matrix,
die an der Stelle (i; j) den Eintrag Eins und sonst nur verschwindende
Eintrage besitzt. Es gilt
A = (aij) i=1;:::;n
j=1;:::;m
=
nX
i=1
0@ mX
j=1
aijE
(nm)
ij
1A
fur alle A = (aij) 2 Rnn. Die Menge
Enm = fEij 2 Rnm j i = 1; : : : ; n ; j = 1; : : :mg
ist eine Basis von Rnm.
(3) dim(Rnm) = nm .
(4) Sei C 2 Rmk gegeben. Dann ist C : Rnm ! Rnk mit A 7! AC linear.
(5) Sei C 2 Rkn gegeben. Dann ist C : Rnm ! Rkm mit A 7! CA linear.
(6) Die Transposition t : Rnn ! Rmn mit A 7! At ist ein Isomorphismus.
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6 Kern und Bild einer Matrix. Gau-Jordan
Eine Matrix A 2 Rnm fassen wir als lineare Abbbildung 'A : Rm ! Rn mit
x 7! Ax auf. Den Kern und das Bild von 'A bezeichnen wir als Kern respektive
Bild der Matrix A. Wir setzen also
ker(A) = ker('A) ; im(A) = im('A) :
Wir schreiben die Denitionen von ker(A) und im(A) im Hinblick auf die Glei-
chungstheorie aus und formulieren erste Eigenschaften. Siehe 2.8 und 23.3.
Satz und Denition 6.1. Seien n, m 2 N. Sei A = (a1; : : : ; am) 2 Rnm eine
(nm)-Matrix mit den Spalten a1; : : : ; am 2 Rn.
(1) Die Teilmenge
ker(A) = fx 2 Rm j Ax = 0 g
heit Kern oder Nullraum von A. Weil x 7! Ax nach Satz 5.9 eine lineare
Abbildung 'A von Rm nach Rn ist, ist ker(A)  Rm ein Teilvektorraum
des Rm. Der Teilvektorraum ker(A) besteht aus allen Losungen x 2 Rm
des homogenen Gleichungssystems Ax = 0.
(2) Die Teilmenge
im(A) = f y 2 Rn j (9x 2 Rm) : Ax = y g
heit Bild oder Spaltenraum von A. Weil 'A : x 7! Ax nach Satz 5.9 eine
lineare Abbildung von Rm nach Rn ist, ist im(A)  Rn ein Teilvektorraum
des Rn. Die Menge im(A) besteht aus allen Bildern Ax mit x 2 Rm. Aus
Satz 5.8, Aussage (1) folgt, dass
(8 = 1; : : : ;m) : a 2 im(A)
gilt. Dies rechtfertigt die Bezeichnung Spaltenraum fur den Teilvektorraum
im(A). Ein inhomogenes Gleichungssystem Ax = b ist genau dann losbar,
wenn b 2 im(A) gilt.
(3) 'A ist genau dann injektiv, wenn ker(A) = f0g gilt.
(4) 'A ist genau dann surjektiv, wenn im(A) = Rn gilt.
Siehe die Satze 7.6 und 13.1.
Der Kern und das Bild einer Matrix sind endlich-dimensionale Teilvektor-
raume. Diese lassen sich durch Basen bequem beschreiben. In den Satzen 6.17
und 6.18 geben wir Verfahren zur Bestimmung von entsprechenden Basen an.
Daraus ergeben sich ein Losbarkeitskriterium sowie ein Losungsverfahren fur
lineare Gleichungssysteme in den Satzen 6.19 und 6.20. Ein zentrales Hilfsmittel
ist das Gau-Jordan-Verfahren.
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Wir werden in Satz 6.8 sehen, dass der Kern einer Matrix unter elementaren
Zeilenumformungen invariant ist. Zum Nachweis uberlegen wir uns, dass die An-
wendung einer elementaren Zeilenumformung zu der linksseitigen Multiplikation
mit einer sogenannten Elementarmatrix aquivalent ist.
Zuerst einmal ubersetzen wir die elementaren Zeilenumformungen in die
Sprache der Matrixmultiplikationen. Sei
A =
0BB@
z1
...
zn
1CCA 2 Rnm
eine (nm)-Matrix mit den Zeilen zt1; : : : ; ztn 2 Rm. Im Folgenden bezeichnen
wir mit i, j 2 f1; : : : ; ng die Zeilenindizes. Wir listen die elementaren Zeilen-
umformungen auf. Es gibt drei Typen. Elementare Zeilenumformungen werden
eingefuhrt, um aquivalente Umformungen von linearen Gleichungssystemen vor-
nehmen zu konnen. Im Matrixkalkul bedeutet dies, dass sie durch invertierbare
(n n)-Matrizen reprasentiert werden.
(1) Die Vertauschung Zi$j der i-ten mit der j-ten Zeile wird durch die links-
seitige Multiplikation von A mit der Matrix
Ei$j 2 GL(n;R) (6.1)
erreicht, wobei Ei$j aus der Einheitsmatrix E 2 Rnn durch Vertauschen
der i-ten und der j-ten Zeile entsteht. Die Matrix Ei$j ist involutorisch,
das heit, es gilt
Ei$jEi$j = E : (6.2)
Die Matrix Ei$j ist invertierbar mit
E 1i$j  (Ei$j) 1 = Ei$j : (6.3)
Im Fall i = j ist Ei$j die Einheitsmatrix E.
(2) Die Multiplikation Zi der i-ten Zeile mit  2 R wird durch die links-
seitige Multiplikation von A mit der Matrix
E;i 2 GL(n;R) (6.4)
erreicht. Die Matrix E;i entsteht aus der Einheitsmatrix E 2 Rnn, in-
dem die i-te Zeile eti durch die Zeile e
t
i ersetzt wird. Es gilt
E 1;i  (E;i) 1 = E 1 ;i : (6.5)
Im Fall  = 1 ist E;i die Einheitsmatrix.
(3) Die Addition Zj +Zi der -fachen i-ten Zeile zur j-Zeile mit  2 R und
i 6= j wird durch die linksseitige Multiplikation von A mit der Matrix
Ej;;i 2 GL(n;R) (6.6)
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erreicht. Die Matrix Ej;;i entsteht aus der Einheitsmatrix E 2 Rnn,
indem die j-te Zeile etj durch die Zeile e
t
j + e
t
i ersetzt wird. Es gilt
E 1j;;i  (Ej;;i) 1 = Ej; ;i : (6.7)
Im Fall  = 0 ist Ej;;i die Einheitsmatrix.
Um hervorzuheben, dass die betrachteten Elementarmatrizen (n n)-Matrizen
sind, schreiben wir E
(n)
i$j , E
(n)
;i oder E
(n)
j;;i anstelle von Ei$j , E;i oder Ej;;i.
Satz und Denition 6.2. Seien n;m 2 N. Die Anwendung elementarer Zeilen-
umformungen einer Matrix A 2 Rnm kann durch die linksseitige Multiplikation
mit invertierbaren Matrizen vom Typ
(1) Ei$j,
(2) E;i mit  2 R n f0g oder
(3) Ej;;i mit  2 R und i 6= j
beschrieben werden. Wir nennen diese Matrizen Elementarmatrizen und be-
zeichnen mit Z(n;R) die Menge aller Elementarmatrizen aus GL(n;R). Weiter
bestehe die Teilmenge ~Z(n;R)  GL(n;R) aus allen endlichen Produkten von
Matrizen aus Z(n;R).
Sei A 2 Rnm. Die Wirkung der linkseitigen Multiplikation mit einer der
Elementarmatrizen Ei$j , E;i, Ej;;i 2 GL(n;R) schreiben wir schematisch in
der Form
A
Ei$j A Zi$j
,
A
E;i A Zi
,
A
Ej;;i A Zj + Zi
.
Dabei ist jeweils die rechte Spalte der drei Schemata die Kommentarspalte.
Insbesondere fur A = E = En erhalten wir
E
Ei$j Zi$j
,
E
E;i Zi
,
E
Ej;;i Zj + Zi
.
Wir weisen auf die entsprechende Erorterung der Wirkung von Permutations-
matrizen im Anschluss an Beispiel 9.9 hin.
Beispiel 6.3. Wir notieren einige Elementarmatrizen explizit:
E
(4)
2$4 =
0BBBB@
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
1CCCCA ; E(5)2$4 =
0BBBBBB@
1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1
1CCCCCCA ;
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E
(4)
7;3 =
0BBBB@
1 0 0 0
0 1 0 0
0 0 7 0
0 0 0 1
1CCCCA ; E(5)7;3 =
0BBBBBB@
1 0 0 0 0
0 1 0 0 0
0 0 7 0 0
0 0 0 1 0
0 0 0 0 1
1CCCCCCA ;
E
(4)
3;17;1 =
0BBBB@
1 0 0 0
0 1 0 0
17 0 1 0
0 0 0 1
1CCCCA ; E(5)3;17;1 =
0BBBBBB@
1 0 0 0 0
0 1 0 0 0
17 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1CCCCCCA :
Die Wirkung von E
(4)
3;17;1 beschreiben wir in Beispiel 6.4. 
Beispiel 6.4. Gegeben sei A 2 R45 mit
A =
0BBBB@
1 2 2 4 3
2 4 3 8 4
3 6 4 12 5
4 8 5 16 4
1CCCCA
Die linksseitige Multiplikation mit der Elementarmatrix E
(4)
3;17;1 ergibt
E
(4)
3;17;1 A =
0BBBB@
1 0 0 0
0 1 0 0
17 0 1 0
0 0 0 1
1CCCCA 
0BBBB@
1 2 2 4 3
2 4 3 8 4
3 6 4 12 5
4 8 5 16 4
1CCCCA
=
0BBBB@
1 2 2 4 3
2 4 3 8 4
20 40 38 80 56
4 8 5 16 4
1CCCCA :
Schematisch konnen wir dies folgendermaen beschreiben:
1 2 2 4 3
2 4 3 8 4
3 6 4 12 5
4 8 5 16 4
1 2 2 4 3 Z1
2 4 3 8 4 Z2
20 40 38 80 56 Z3 + 17Z1
4 8 5 16 4 Z4

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Mit Hilfe von elementaren Zeilenumformungen kann eine beliebige Matrix
auf obere Stufenform gebracht werden. Siehe Satz 6.6. Eine obere Stufenform
hangt allerdings von den verwendeten Zeilenumformungen ab. Die Treppennor-
malform hangt nach Satz 6.13 dagegen nicht von der Wahl der elementaren
Zeilenumformungen ab.
Denition 6.5. Seien n, m 2 N.
(1) Wenn in einer Zeile einer Matrix Eintrage aus R vorkommen, so nen-
nen wir den Eintrag aus R mit dem kleinsten Spaltenindex das Pivot-
element dieser Zeile. Eine Nullzeile besitzt demnach kein Pivotelement.
Eine Matrix, die nicht die Nullmatrix ist, heit pivotnormiert, wenn alle
Pivotelemente gleich 1 sind. Die Einheitsmatrix En ist pivotnormiert.
(2) Sei A 2 Rnm. Mit PV (A) bezeichnen wir die Menge der indizierten
Pivotelemente von A. Die Pivotelemente einer Matrix werden durch ihre
Positionen unterschieden. Demnach besteht PV (En) der Einheitsmatrix
En aus n Elementen. Es gilt PV (0nm) = ;.
(3) Eine Matrix U 2 Rnm heit eine obere Stufenmatrix, wenn das Pivot-
element jeder Zeile einen kleineren Spaltenindex als das Pivotelement der
nachsten Zeile besitzt.
(4) Uq(Rnm) bezeichne die Menge der oberen Stufenmatrizen aus Rnm. Ins-
besondere gilt 0nm 2 Uq(Rnm).
(5) Eine Spalte einer oberen Stufenmatrix U 2 Uq(Rnm) heit eine Pivot-
spalte, wenn sie ein Pivotelement enthalt. Die Nullmatrix 0nm enthalt
keine Pivotspalte.
(6) Wenn U 2 Uq(Rnm) durch elementare Zeilenumformungen aus einer
Matrix A 2 Rnm hervorgeht, dann heit U eine Stufenform von A. Wir
sagen dann auch, dass A auf Stufenform gebracht worden ist.
(7) Eine Stufenmatrix U 2 Uq(Rnm) heit eine Treppennormalform, wenn
sie eine der folgenden Bedingungen (7.1) oder (7.2) erfullt.
(7.1) U = 0.
(7.2) U ist pivotnormiert und alle Eintrage oberhalb der Pivotelemente ver-
schwinden.
(8) T(Rnm) bezeichne die Menge der Treppennormalformen in Rnm.
(9) Wenn T 2 T(Rnm) aus einer Matrix A 2 Rnm durch elementare Zeilen-
umformungen hervorgeht, dann heit T eine Treppennormalform von A.
Wir sagen dann, dass A auf Treppennormalform gebracht worden ist.
(10) Die Pivotspalten eine beliebigen Matrix A 2 Rnm konnen erst in Satz
und Denition 6.13 deniert werden.
Wir deuten die Verfahren von Gau und Gau-Jordan als Satz uber eine
multiplikative Zerlegung von Matrizen. Die Verfahren werden im Beweis des
folgenden Satzes 6.6 beschrieben. Siehe Denition 6.7.
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Satz 6.6. Seien n, m 2 N. Dann gelten:
(1) (8A 2 Rnm)(9C 2 GL(n;R)) : CA 2 Uq(Rnm).
(2) (8A 2 Rnm)(9C 2 GL(n;R)) : CA 2 T(Rnm).
Beweis. Ein Beweis liefern die Verfahren von Gau respektive Gau-Jordan.
Nach diesen Verfahren konnen die Matrizen C als endliche Produkte von Ele-
mentarmatrizen gewahlt werden. Sei A 2 Rnm. Wir setzen k0 = minfn;mg.
Nachweis von (1). Wir beschreiben das strikte Gau-Verfahren.
Erster Schritt. Wir konstruieren eine Matrix C1 2 GL(n;R) derart, dass in
der ersten Spalte von
A1 = C1A 2 Rnm
hochstens der erste Eintrag von Null verschieden ist.
 Im Fall a1 = 0n 2 Rn setzen wir C1 = En.
 Im Fall a1 6= 0n 2 Rn gibt es einen kleinsten Zeilenindex  2 1; : : : ; n mit
a1 6= 0. Dieser Index sei 1. Wir vertauschen die erste und die 1-te Zeile
von A. Die Matrix E
(n)
1$1  A besitzt an der Position (1; 1) den Eintrag
a11 6= 0. Anschlieend annullieren wir die Eintrage an den Positionen
(1; 2) bis (1; n) mit Hilfe der ersten Zeile. Wir setzen
C1 = E
(n)
n; an1a 111;1
 : : :  E(n)
2; a21a 111;1
 E(n)1$1 2 GL(n;R) :
Dabei verwenden wir die Konvention, dass ein Produkt uber eine leere
Indexmenge gleich der Einheitsmatrix ist. Dann ist A1 = C1A 2 Rnm
eine Matrix, die in ersten Spalte nur an der Position (1; 1) einen von Null
verschiedenen Eintrag besitzt.
Zweiter Schritt. Im Fall n;m  2 streichen wir die erste Zeile und die Spalte
von A1 und erhalten eine Matrix
A01 2 R(n 1)(m 1) :
Dann wenden wir auf A01 das Verfahren aus dem ersten Schritt an. Wir erhalten
eine invertierbare Matrix C 02 2 GL(n  1;R) derart, dass die erste Spalte von
A02 = C
0
2A
0
1 2 R(n 1)(m 1)
hochstens an der Position (1; 1) einen von Null verschiedenen Eintrag besitzt.
Wir setzen
C2 =
 
1 0
0 C 02
!
2 GL(n;R) ; A2 = C2A1 = C2C1A :
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Dritter Schritt. Im Fall n;m  3 streichen wir die ersten beiden Zeilen und
Spalten von A2 und erhalten eine Matrix
A02 2 R(n 2)(m 2) :
Wir wenden auf A02 das Verfahren aus dem ersten Schritt an und erhalten C
0
3 2
GL(n  2;R) derart, dass die erste Spalte von
C 03A
0
2 2 R(n 2)(m 2)
hochstens an der Position (1; 1) einen von Null verschiedenen Eintrag besitzt.
Wir setzen
C3 =
 
E2 0
0 C 03
!
2 GL(n;R) ; A3 = C3A2 = C3C2C1A :
Der k-te Schritt. Im Fall
2  k  k0 = minfn;mg
streichen wir die ersten k 1 Spalten und Zeilen der bereits konstruierten Matrix
Ak 1 2 Rnm und erhalten
A0k 2 R(n (k 1))(m (k 1)) :
Nach dem Verfahren aus dem ersten Schritt konstruieren wir C 0k 2 GL(n 2;R)
derart, dass
C 0kA
0
k 2 R(n (k 1))(m (k 1))
hochstens an der Position (1; 1) einen von Null verschiedenen Eintrag besitzt.
Wir setzen
Ck =
 
Ek 1 0
0 C 0k 1
!
2 GL(n;R) ; Ak = CkAk 1 :
Der k0-te Schritt. Wir erhalten C1; : : : ; Ck0 2 GL(n;R) mit
Ak0 = Ck0  : : :  C1 A 2 Uq(Rnm) :
Damit ist der Beweis von Aussage (1) beendet.
Nachweis von (2). Wir beschreiben das strikte Verfahren von Gau-Jordan.
Erster Schritt. Wir konstruieren eine Matrix C1 2 GL(n;R) derart, dass in
der ersten Spalte von
A1 = C1A 2 Rnm
entweder der Nullvektor 0n oder der kanonische Basisvektor e
(n)
1 steht.
 Im Fall a1 = 0n 2 Rn setzen wir C1 = En.
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 Im Fall a1 6= 0n 2 Rn gibt es einen kleinsten Zeilenindex  2 1; : : : ; n mit
a1 6= 0. Dieser Index sei 1. Wir vertauschen die erste und die 1-te Zeile
von A. Dann normieren wir die erste Zeile. Anschlieend annullieren wir
die Eintrage an den Positionen (1; 2) bis (1; n) mit Hilfe der ersten Zeile.
Wir setzen
C1 = E
(n)
n; an1;1  : : :  E
(n)
2; a21;1  Ea 111;1  E
(n)
1$1 2 GL(n;R) :
Der k-te Schritt. Im Fall
2  k  k0 = minfn;mg
konstruieren wir eine Matrix Ck 2 GL(n;R) derart, dass in der k-ten Spalte von
Ak = (a
(k)
 ) = (a
(k)
1 ; : : : ; a
(k 1)
m ) = CkAk 1 2 Rnm
entweder die k-te Spalte a
(k 1)
k von Ak 1 oder ein kanonischer Basisvektor aus
fe(n)1 ; : : : ; e(n)n g n fa(k 1)1 ; : : : ; a(k 1)k 1 g
steht.
 Wenn a(k 1)k = 0 fur alle  = k; : : : ; n gilt, setzen wir Ck = En.
 Andernfalls sei
k = minfk    n j a(k 1)k 6= 0g :
Wir vertauschen die k-te und die k-te Zeile von Ak 1. Dann normie-
ren wir die neue k-te Zeile. Anschlieend annullieren wir die Eintrage an
den Positionen (k; 1) bis (k; k   1) und (k + 1; k) bis (n; k) mit Hilfe der
normierten k-ten Zeile. Wir setzen
Ck = E
(n)
n; a(k 1)nk ;k
 : : :  E(n)
k+1; a(k 1)k+1k ;k
 E(n)
k 1; a(k 1)k 1k ;k
 : : :  E(n)
1; a(k 1)1k ;k
 E
1=a
(k 1)
kk
;k
 E(n)k$k :
Der k0-te Schritt. Wir erhalten C1; : : : ; Ck0 2 GL(n;R) mit
Ak0 = Ck0  : : :  C1 A 2 T(Rnm) :
Damit ist der Beweis von Aussage (2) beendet.
Denition 6.7.
(1) Jede Folge aus endlich vielen elementaren Zeilenumformungen, die aus
einer Matrix A 2 Rnm eine Stufenform aus Uq(Rnm) herstellt, heit
ein Gau-Verfahren.
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(2) Das im Beweis der Aussage (1) des Satzes 6.6 beschriebene Verfahren zur
Herstellung einer oberen Stufenform heit das strikte Gau-Verfahren.
(3) Jede Folge aus endlich vielen elementaren Zeilenumformungen, die aus
einer Matrix A 2 Rnm eine Treppennormalform aus T(Rnm) herstellt,
heit ein Gau-Jordan-Verfahren.
(4) Das im Beweis der Aussage (2) des Satzes 6.6 beschriebene Verfahren
zur Herstellung einer Treppenormalform heit das strikte Gau-Jordan-
Verfahren.
Manchmal ist es gunstiger von den strikten Verfahren abzuweichen und an-
dere elementare Zeilenumformungen einzuschalten.
Wir wenden uns der Untersuchung von Kernen zu. Die Aussage (4) des
folgenden Satzes 6.8 ist eine Umformulierung des Satzes 2.16.
Satz 6.8. Seien n, m 2 N. Sei A 2 Rnm. Dann gelten die folgenden Aussagen:
(1) Sei n = m. Wenn A invertierbar ist, gilt ker(A) = f0g.
(2) (8C 2 GL(n;R)) : ker(CA) = ker(A).
(3) Die Matrix A0 2 Rnm gehe aus A durch elementare Zeilenumformungen
hervor. Dann gilt
ker(A0) = ker(A) :
(4) Fur n < m gilt ker(A) 6= f0g.
(5) (8C 2 GL(m;R)) : im(A) = im(AC).
Beweis. Nachweis von (1). Sei n = m und A 2 Rnn invertierbar. Trivialerweise
gilt f0g  ker(A). Fur alle x 2 ker(A) gilt
x = (A 1A)x = A 1(Ax) = A 10 = 0 :
Also gilt ker(A) = f0g.
Nachweis von (2). Sei C 2 GL(n;R) und A 2 Rnm. Dann gilt
x 2 ker(A) () Ax = 0
() C(Ax) = 0
() (CA)x = 0
() x 2 ker(CA)
fur alle x 2 Rm. Damit ist (2) bewiesen.
Aussage (3) folgt aus (2), weil eine elementare Zeilenumformung durch ei-
ne linksseitige Multiplikationen mit einer Elementarmatrix beschrieben werden
kann.
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Aussage (4) ist eine Umformulierung des Satzes 2.16.
Nachweis von (5). Sei y 2 im(A). Dann gibt es x 2 Rm mit y = Ax. Nach
Voraussetzung gilt C 2 GL(m;R). Es folgt
y = Ax = (A  (CC 1))x = (AC)(C 1x) :
Also gilt y 2 im(AC). Wir setzen umgekehrt y 2 im(AC) voraus. Dann gibt es
z 2 Rm mit y = (AC)z = A(Cz). Also folgt y 2 im(A).
Denition 6.9. Seien n, m 2 N und A 2 Rnm. Dann denieren wir:
(1) rg(A) = dim(im(A)).
(2) def(A) = dim(ker(A)).
Wir nennen rg(A) den Rang und def(A) den Defekt der Matrix A.
Satz 6.10 (Rang, Defekt, Dimensionsformel). Seien n, m 2 N. Dann gelten die
folgenden Aussagen (1) bis (7).
(1) (8T 2 T(Rnm)) : rg(T t) = rg(T ) = #(PV (T )).
(2) (8C 2 GL(n;R))(8A 2 Rnm) : rg(CA) = rg(A).
(3) (8A 2 Rnm) : rg(At) = rg(A).
(4) (8T 2 T(Rnm)) : def(T ) = m #(PV (T )).
(5) (8C 2 GL(n;R))(8A 2 Rnm) : def(CA) = def(A).
(6) (8A 2 Rnm) : 0  rg(A)  minfm;ng.
(7) (8A 2 Rnm) : rg(A) + def(A) = m.
Die Gleichung in Aussage (7) ist die Dimensionsformel.
Beweis. Nachweis von (1). Sei T 2 T(Rnm) eine Treppennormalform mit r =
#(PV (T )) 2 N. Dann wird im(T )  Rn von den ersten r Vektoren e(n)1 ; : : : ; e(n)r
der kanonischen Basis En aufgespannt. Es gilt
rg(T ) = dim(im(T )) = r = #(PV (T )) :
Seien z1; : : : ; zn 2 Rm die Zeilen von T . Wir transponieren T . Dann bilden die
ersten r Spalten zt1; : : : ; z
t
r 2 Rm von T t eine Basis von im(T t)  Rm. Also gilt
rg(T t) = dim(im(T t)) = r = rg(T ) :
Im Fall rg(T ) = 0 ist Aussage (1) trivialerweise erfullt.
Nachweis von (2). Oenbar gilt rg(A) = 0 genau dann, wenn A = 0nm gilt.
Daher ist (2) im Fall rg(A) = 0 klar. Wir setzen nun rg(A) = r 2 N voraus.
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Dann gibt es eine Basis fs1; : : : ; srg von im(A). Wegen C 2 GL(n;R) ist die
Menge fCs1; : : : ; Csrg linear unabhangig. Also gilt
rg(A) = r  rg(CA) :
Analog folgt fur CA und C 1 anstelle von A respektive C, dass
rg(CA)  rg(C 1(CA)) = rg(A)
gilt. Also folgt rg(CA) = rg(A).
Nachweis von (3). Nach Satz 6.6 gibt es C 2 GL(n;R) und T 2 T(Rnm)
mit A = CT . Folglich gilt At = T tCt. Mit C ist auch Ct invertierbar. Nach Satz
6.8, Aussage (5) gilt
im(At) = im(T tCt) = im(T t) :
Mit den bereits bewiesenen Aussagen (1) und (2) erhalten wir
rg(At) = rg(T t) = rg(T ) = rg(CT ) = rg(A) :
Nachweis von (4) bis (6). Ruckwartselimination liefert die Gultigkeit von
(4). Aussage (5) ist eine Umformulierung von Satz 6.8, (2). Aussage (6) folgt
aus (3).
Nachweis von (7). Die Dimensionsformel gilt nach (4) fur alle Matrizen aus
T(Rnm). Fur eine beliebige Matrix A 2 Rnm gibt es nach Satz 6.6 Matrizen
C 2 GL(n;R) und T 2 T(Rnm) mit A = CT . Nach den Aussagen (2) und (5)
gilt die Dimensionsformel daher auch fur A.
Satz 6.11 (Streichen und Erganzen). Seien m;n 2 N und T 2 T (Rnm). Eine
Basis von ker(T )  Rm kann auf folgende Weise berechnet werden:
(1) Sei r = rg(T ) = #(PV (T )).
(2) Sei T 0 2 T(Rrm) die Matrix, die durch Streichen aller Nullzeilen aus T
hervorgeht.
(3) Die Matrix
T 00 = (t00)=1;:::;m
=1;:::;m
2 Rmm
entstehe aus T 0, indem (m  r) Zeilen aus Rm, die an genau einer Stelle
eine  1 und sonst lauter Nullen enthalten, derart erganzt werden, dass
t00 = 1
fur alle  = 1; : : :m gilt.
(4) Die (m   r) Spalten von T 00, die eine erganzte  1 enthalten, bilden eine
Basis A(ker(T )) von ker(T ).
85
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
(5) Nach der Dimensionsformel gilt
dim(ker(T )) = m  r :
Siehe Satz 6.10, Aussage (7).
Wir sagen, dass die Matrix T 00 2 Rmm und die Basis A(ker(T ))  Rm durch
Streichen und Erganzen aus T hervorgehen.
Beweis. Wir beweisen Aussage (4). Sei T = (t) 2 T(Rnm). In den Fallen
r = 0 und m   r = 0 ist Aussage (4) klar. Wir betrachten den Fall 1  r =
rg(T )  minfn;mg und 1  k = def(T ) = m   r. Seien 1  i1 < : : : < ir  m
die Indizes der Pivotspalten und 1  j1 < : : : < jk  m die Indizes der ubrigen
Spalten. Die quadratische Matrix
T 00 = (t00) = (t
00
1 ; : : : ; t
00
m) 2 T(Rmm)
mit den Spalten t001 ; : : : ; t
00
m 2 Rm entstehe aus T durch Streichen und Erganzen.
Siehe (2) und (3). Wir zeigen nun, dass die k linear unabhangigen Vektoren
t00j1 ; : : : ; t
00
jk
2 Rm im Kern der Matrix T enthalten sind.
(i) Fur  = 1; : : : ; r gilt
ti =  ;  = 1; : : : ; r :
(ii) Fur  = 1; : : : ;m und  = 1; : : : ; k gilt
t00j =
8<:   ;  = j ;  = 1; : : : ; k ;tj ;  = i ;  = 1; : : : ; r :
Fur  = 1; : : : ; r und  = 1; : : : ; k erhalten wir
mX
=1
tt
00
j =
rX
=1
tit
00
ij +
kX
=1
tjt
00
jj
=
rX
=1
  tj +
kX
=1
tj  ( )
= tj + ( tj ) = 0 :
Fur  = r + 1; : : : ;m und  = 1; : : : ; k erhalten wir
mX
=1
tt
00
j =
mX
=1
0  t00j = 0 :
Also ist ft00j1 ; : : : ; t00jkg eine Basis von ker(T ).
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Beispiel 6.12. Gegeben sei die Treppennormalform
T = (t1; t2; t3; t4; t5) =
0BBBB@
1 2 0 4 0
0 0 1 0 0
0 0 0 0 1
0 0 0 0 0
1CCCCA 2 T (R45) :
Die Vektoren t1, t3, t5 2 R4 sind die Pivotspalten von T . Es gilt rg(T ) = 3. Die
Vektoren
z1 = t
00
2 =
0BBBBBB@
2
 1
0
0
0
1CCCCCCA 2 R
5 ; z2 = t
00
4 =
0BBBBBB@
4
0
0
 1
0
1CCCCCCA 2 R
5
bilden nach Satz 6.11 eine Basis von ker(T )  R5. Siehe Beispiel 6.21. 
Nach diesen Vorbereitungen konnen wir den angekundigten Zerlegungssatz
fur Matrizen beweisen. Aus der Einzigkeitsaussage des Zerlegungssatzes 6.13
folgt insbesondere, dass eine Treppennormalform nicht von den elementaren Zei-
lenumformungen abhangt. Die Einzigkeit der Treppennormalform einer Matrix
gestattet es, die Pivotspalten einer beliebigen Matrix zu denieren.
Satz und Denition 6.13 (Gau-Jordan-Zerlegung). Seien m;n 2 N und
A = (a1; : : : ; am) 2 Rnm
mit den Spalten a1; : : : ; am 2 Rn beliebig gegeben.
(1) Es gibt Matrizen C 2 GL(n;R) und T 2 T(Rnm) mit
A = C  T :
Eine solche Zerlegung heit eine Gau-Jordan-Zerlegung der Matrix A.
Die Treppennormalform T ist durch A eindeutig bestimmt. Sie heit die
Treppennormalform von A und wird mit T (A) bezeichnet.
(2) Die Matrix T (A) ist die einzige Treppennormalform in T (Rnm), die aus
A durch elementare Zeilenumformungen hervorgeht.
(3) Sei r = rg(A) 2 N. Seien t1 ; : : : ; tr mit 1  1 < : : : < r  m die r
Pivotspalten von
T (A) = (t1; : : : ; tm) :
Dann heien die r Spalten a1 ; : : : ; ar die Pivotspalten der Matrix A. Im
Fall rg(A) = 0 besitzt A keine Pivotspalten.
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(4) Die invertierbare Matrix C ist im Allgemeinen nicht durch A eindeutig
bestimmt, wie das Beispiel 
0 1
0 0
!
=
 
1 
0 
! 
0 1
0 0
!
;  2 R ;  2 R
zeigt. Im Spezialfall rg(A) = n ist die invertierbare Matrix C eindeutig
durch die Matrix A bestimmt.
(5) Werden die Zeilenumformungen, die A in T (A) uberfuhren, in derselben
Reihenfolge auf die Einheitsmatrix En angewendet, so ergibt sich aus En
die inverse Matrix C 1 einer invertierbaren Matrix C mit A = C  T (A).
Schematisch:
A En
T (A) C 1
C 1 En T (A)
En C A
Die Matrix C hangt von den elementaren Zeilenumformungen ab, die A
in T (A) uberfuhren. Siehe Beispiel 6.21.
Beweis. Nachweis von (1). Sei A 2 Rnm beliebig gegeben. Nach Satz 6.6 gibt
es C 2 GL(n;R) und T 2 T(Rnm) mit
A = CT :
Nachweis von (2). Wir zeigen, dass die Treppennormalform T durch A ein-
deutig bestimmt ist. Seien C1, C2 2 GL(n;R) und T1, T2 2 T(Rnm) mit
A = C1T1 = C2T2
gegeben. Nach Satz 6.8 gilt
ker(A) = ker(T1) = ker(T2) :
Eine Basis des Kernes einer Treppennormalform ergibt sich durch Streichen und
Erganzen. Dies zeigt, dass die Spalten von T1 und T2 ubereinstimmen, die keine
Pivotspalten sind. Nach Satz 6.10 gilt
rg(A) = #(PV (T1)) = #(PV (T2)) :
Die Pivotspalten von T1 und T2 sind kanonische Basisvektoren. Also stimmen
auch die Pivotspalten von T1 und T2 uberein.
Nachweis von (4). Sei A = (a1; : : : ; am) 2 Rnm mit rg(A) = n gegeben.
Nach (1) gibt es C = (c1; : : : ; cn) 2 GL(n;R) mit
A = C  T (A) :
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Fur die n Pivotspalten a von A und die n Pivotspalten t = e
(n)
 von T (A)
gilt
a = Ct = Ce
(n)
 = c :
Daher wird C im Fall rg(A) = n eindeutig durch A bestimmt.
Aussage (5) folgt aus dem Verfahren von Gau-Jordan.
Wir charakterisieren die invertierbaren Matrizen. Das Verfahren von Gau-
Jordan ergibt ein Verfahren zur Berechnung der inversen Matrix.
Satz 6.14 (Charakterisierung invertierbarer Matrizen). Sei n 2 N. Sei A =
(a1; : : : ; an) 2 Rnn eine (nn)-Matrix mit den Spalten a1; : : : ; an 2 Rn. Dann
sind die folgenden Aussagen (1) bis (7) aquivalent.
(1) ker(A) = f0g.
(2) im(A) = Rn.
(3) A = fa1; : : : ; ang ist eine Basis des Rn.
(4) (9B 2 Rnn) : AB = En.
(5) (9B 2 Rnn) : BA = En.
(6) T (A) = En.
(7) A 2 GL(n;R).
Die Matrizen B 2 Rn in den Aussagen (4) und (5) sind eindeutig durch A
bestimmt. Es gilt
B = A 1 :
Eine Matrix A 2 Rnn ist genau dann invertierbar, wenn A durch elementare
Zeilenumformungen in die Einheitsmatrix En 2 Rnn uberfuhrt werden kann.
Werden diese elementaren Zeilenumformungen in derselben Reihenfolge auf die
Matrix En angewendet, so entsteht die inversen Matrix A
 1.
A En
En A
 1
Beweis. Nach der Dimensionsformel aus Satz 6.10 sind (1) und (2) aquivalent.
Aussage (1) bedeutet, dass a1; : : : ; an linear unabhangig sind. Aussage (2) be-
deutet [A] = Rn. Also sind (1), (2) und (3) aquivalent.
Nach dem Zerlegungsatz 6.13 sind (6) und (7) aquivalent. Aus (7) folgt (1).
Aus (2) folgt (4). Wir setzen (4) voraus. Aus AB = En folgt ker(B) = f0g.
Folglich gibt es C 2 Rnn mit BC = En. Wir erhalten
BA = (BA)(BC) = B(AB)C = BC = En :
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Also folgen (5) und (7) aus (4). Bisher haben wir die Aquivalenz von (1), (2),
(3), (4), (6) und (7) bewiesen.
Wir setzen (5) voraus. Aus BA = En folgt A
tBt = Etn = En. Nach der
bereits bewiesenen Aquivalenz von (4) und (7) ist die Matrix At invertierbar.
Damit erhalten wir (At) 1 = Bt. Also gilt BtAt = En. Es folgt AB = En. Also
folgt (4) aus (5). Damit haben wir Aquivalenz von (1) bis (7) bewiesen.
Das Gau-Jordan-Verfahren liefert nach 6.13 und 6.14 eine Zerlegung einer
invertierbaren Matrix in ein Produkt aus endlich vielen Elementarmatrizen.
Allerdings ist eine solche Zerlegung nicht eindeutig bestimmt.
Satz 6.15 (Zerlegung in Elementarmatrizen). Eine Matrix A 2 Rnn ist genau
dann invertierbar, wenn es Elementarmatrizen C1; : : : ; Ck 2 Z(n;R) mit
A = C1   Ck
gibt. Eine solche Zerlegung invertierbarer Matrizen ist nicht eindeutig bestimmt.
Beispiel 6.16. Die Matrix A 2 R22 mit
A =
 
1
5
1
6
1
6
1
7
!
ist invertierbar mit
A 1 =
 
180  210
 210 252
!
:
Das Gau-Verfahren liefert
1
5
1
6 1 0
1
6
1
7 0 1
1 56 5 0 5Z1
1
6
1
7 0 1
1 56 5 0
0 1252   56 1 Z2   16Z1
1 56 5 0
0 1  210 252 252Z2
1 0 180  210 Z1   56Z2
0 1  210 252
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In Matrixschreibweise erhalten wir 
5 0
0 1
! 
1
5
1
6 1 0
7
6
1
6
1
7 0 1 1
!
=
 
1 56 5 0
35
6
1
6
1
7 0 1 1
!
;
 
1 0
 16 1
! 
1 56 5 0
35
6
1
6
1
7 0 1 1
!
=
 
1 56 5 0
35
6
0 1252  56 1 136
!
;
 
1 0
0 252
! 
1 56 5 0
35
6
0 1252  56 1 136
!
=
 
1 56 5 0
35
6
0 1  210 252 7
!
;
 
1   56
0 1
! 
1 56 5 0
35
6
0 1  210 252 7
!
=
 
1 0 180  210 0
0 1  210 252 7
!
:
Dementsprechend erhalten die Zerlegung 
1
5
1
6
1
6
1
7
!
=
 
1
5 0
0 1
! 
1 0
1
6 1
! 
1 0
0 1252
! 
1 56
0 1
!
:
Solche eine Zerlegung hangt oenbar von den elementaren Zeilenumformungen
ab, die zur Herstellung der Treppennormalform verwendet worden sind. 
Nach diesen Vorbereitungen konnen wir die bereits erwahnten Satze zur
Bestimmung von Basen des Kernes und des Bildes einer Matrix formulieren.
Satz 6.17 (Berechnung einer Basis des Kernes). Seienm;n 2 N und A 2 Rnm.
Eine Basis von ker(A) kann auf folgende Weise berechnet werden:
(1) Berechnung des Ranges r = rg(A) und der Treppennormalform T (A) der
Matrix A mit dem Verfahren von Gau-Jordan.
(2) Sei T 0(A) 2 T(Rrm) die Matrix, die durch Streichen aller Nullzeilen aus
T (A) hervorgeht.
(3) Die Matrix
T 00(A) = (t00)=1;:::;m
=1;:::;m
2 Rmm
entstehe aus T 0(A), indem (m   r) Zeilen aus Rm, die an genau einer
Stelle eine  1 und sonst lauter Nullen enthalten, derart erganzt werden,
dass t00 = 1 fur alle  = 1; : : :m gilt.
(4) Die Spalten von T 00(A), die eine erganzte  1 enthalten, bilden eine Basis
von ker(A).
91
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Satz 6.18 (Extraktion einer Basis). Seien m;n 2 N und a1; : : : ; am 2 Rn
gegeben. Sei
X = [a1; : : : ; am] = [fa1; : : : ; amg]  Rn
der Teilvektorraum, der von den Vektoren a1; : : : ; am erzeugt wird. Sei weiter
A = (a1; : : : ; am) 2 Rnm
die (nm)-Matrix mit den Spalten a1; : : : ; am. Eine Basis von X = im(A) kann
aus den Vektoren a1; : : : ; am auf folgende Weise extrahiert werden:
(1) Berechnung des Ranges r = rg(A) und der Treppennormalform T (A) der
Matrix A mit dem Verfahren von Gau-Jordan.
(2) r = rg(A) = rg(T (A)) = #(PV (T (A))).
(3) Seien t1 ; : : : ; tr die Pivotspalten der Treppenormalform von T (A). Dann
heien die Spaltenvektoren a1 ; : : : ; ar die Pivotspalten der Matrix A.
(4) Die Pivotspalten a1 ; : : : ; ar der Matrix A bilden eine Basis
A = fa1 ; : : : ; arg
des Teilraumes X = im(A).
Wir verwenden vorstehende Ergebnisse, um ein Losungsverfahren fur lineare
inhomogene Gleichungsysteme zu formulieren.
Satz 6.19 (Losbarkeit linearer Gleichungssysteme). Seien n, m 2 N. Seien
A = (a1; : : : ; am) 2 Rnm und b 2 Rm gegeben. Dann sind die folgenden Aus-
sagen (1), (2), (3) aqivalent.
(1) Ax = b ist losbar.
(2) b 2 im(A).
(3) rg(A) = rg(A0).
Dabei ist
A0 = (A; b) = (a1; : : : ; am; b) 2 Rn(m+1)
die n (m+ 1)-Matrix, die aus A durch Hinzunahme von b als einer (m+ 1)-
ten Spalte hervorgeht. Die Matrix (A; b) heit dann auch die erweiterte Matrix.
Rang und Treppennormalform der erweiterten Matrix (A; b) bezeichnen wir mit
rg(A; b) respektive T (A; b). Oenbar sind homogene lineare Gleichungssystem
Ax = 0 stets losbar.
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Satz 6.20. Seien n, m 2 N. Seien A = (a1; : : : ; am) 2 Rnm und b 2 im(A)
gegeben. Sei L  Rm die Menge aller Losungen von Ax = b. Dann gelten:
(1) Ax = b ist losbar.
(2) Fur alle  2 L gilt
L =  + ker(A) = fx 2 Rm j (9z 2 ker(A)) : x =  + z g :
(3) Fur Aussage (2) ist folgende Ausdrucksweise ublich. Ein fest gewahlte
 2 L heit eine spezielle Losung. Jede Losung des inhomogenen Glei-
chungssystems ist die Summe einer speziellen Losung und einer Losung
des homogenen Gleichungssystems.
(4) Sei r = rg(A) und T 0(A; b) 2 T(Rr(m+1)) die Matrix, die durch Streichen
aller Nullzeilen aus T (A; b) hervorgeht.
(5) Die Matrix
T 00(A; b) = (t00)=1;:::;m
=1;:::;m+1
2 Rm(m+1)
entstehe aus T 0(A; b), indem (m r) Zeilen aus Rm+1, die an genau einer
Stelle eine  1 und sonst lauter Nullen enthalten, derart erganzt werden,
dass t00 = 1 fur alle  = 1; : : : ;m gilt.
(6) Die Spalten von T 00(A; b), die eine erganzte  1 enthalten, bilden eine Basis
von ker(A).
(7) Die (m+ 1)-te Spalte von T 00(A; b) ist ein Element von L.
Beispiel 6.21. Wir betrachten die Matrix A 2 R45 und den Vektor b 2 R4
mit
A = (a1; a2; a3; a4; a5) =
0BBBB@
1 2 2 4 3
2 4 3 8 4
3 6 4 12 5
4 8 5 16 4
1CCCCA ; b =
0BBBB@
7
10
13
12
1CCCCA :
Die Zerlegungen0BBBB@
1 2 2 4 3
2 4 3 8 4
3 6 4 12 5
4 8 5 16 4
1CCCCA =
0BBBB@
1 2 3 0
2 3 4 0
3 4 5 
4 5 4 
1CCCCA
0BBBB@
1 2 0 4 0
0 0 1 0 0
0 0 0 0 1
0 0 0 0 0
1CCCCA
mit  2 R und  2 R sind Gau-Jordan-Zerlegungen von A. Es gibt auch noch
andere Gau-Jordan-Zerlegungen von A. Den Rang, eine Basis des Kernes und
die Pivotspalten von A konnen wir an der Treppennormalform
T (A) = (t1; t2; t3; t4; t5) =
0BBBB@
1 2 0 4 0
0 0 1 0 0
0 0 0 0 1
0 0 0 0 0
1CCCCA 2 T(R45)
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ablesen. Es gilt rg(A) = rg(T (A)) = 3. Streichen und Erganzen liefert
T 00(A) = (t001 ; t
00
2 ; t
00
3 ; t
00
4 ; t
00
5) =
0BBBBBB@
1 2 0 4 0
0  1 0 0 0
0 0 1 0 0
0 0 0  1 0
0 0 0 0 1
1CCCCCCA 2 R
55 :
Die Vektoren
z1 = t
00
2 =
0BBBBBB@
2
 1
0
0
0
1CCCCCCA 2 R
5 ; z2 = t
00
4 =
0BBBBBB@
4
0
0
 1
0
1CCCCCCA 2 R
5
bilden nach Satz 6.17 eine Basis von ker(A) = ker(T (A)). Siehe Beispiel 6.12.
Die Vektoren t1; t3; t5 sind die Pivotspalten von T (A). Daher sind
a1 =
0BBBB@
1
2
3
4
1CCCCA 2 R4 ; a3 =
0BBBB@
2
3
4
5
1CCCCA 2 R4 ; a5 =
0BBBB@
3
4
5
4
1CCCCA 2 R4
die Pivotspalten der gegebenen Matrix A. Nach Satz 6.18 bilden die Pivotspalten
von A eine Basis A = fa1; a3; a5g von im(A). Aus der Treppennormalform
T (A; b) =
0BBBB@
1 2 0 4 0 1
0 0 1 0 0 0
0 0 0 0 1 2
0 0 0 0 0 0
1CCCCA 2 R46 :
der erweiterten Matrix (A; b) = (a1; a2; a3; a4; a5; b) folgt, dass das inhomogene
lineare Gleichungssystem Ax = b losbar ist, denn es gilt
rg(A; b) = rg(T (A; b)) = rg(T (A)) = rg(A) :
Siehe Satz 6.19. Streichen und Erganzen liefert
T 00(A; b) = (t001 ; t
00
2 ; t
00
3 ; t
00
4 ; t
00
5 ; t
00
6) =
0BBBBBB@
1 2 0 4 0 1
0  1 0 0 0 0
0 0 1 0 0 0
0 0 0  1 0 0
0 0 0 0 1 2
1CCCCCCA 2 R
56 :
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Im Falle der Losbarkeit gilt T 00(A; b) = (T 00(A); t006), wobei
 = t006 =
0BBBBBB@
1
0
0
0
2
1CCCCCCA 2 R
5
nach Satz 6.20 eine spezielle Losung von Ax = b ist. Demnach bilden alle Vek-
toren x 2 R5 der Form
x =  + 1z1 + 2z2 ; 1 2 R ; 2 2 R
die Losungsmenge von Ax = b. 
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Schema 6.22.
 A = (a1; : : : ; am) 2 Rnm mit r = rg(A) 2 N
 ti1 ; : : : ; tir mit 1  i1 < : : : < ir  m seien die Pivotspalten von T (A)
 A = fai1 ; : : : ; airg ist eine Basis von im(A)
 (ai1 ; : : : ; air ) 2 Rnr
 b 2 Rn
 L = fx 2 Rm j Ax = b g
Kriterium: L 6= ; () b 2 im(A) () rg(T (A; b)) = rg(T (A))
 b 2 im(A) =)
8<: T
0(A; b) = (T 0(A); bA) 2 Rr(m+1) ;
(ai1 ; : : : ; air ) bA = b
 b 2 im(A) =)
8<: T
00(A; b) = (T 00(A); ) 2 Rm(m+1) ;
A = b
 b 2 im(A) =) L =  + ker(A) = f  +  j  2 ker(A) g
 def(A) = k = m  r 2 N
 tj1 ; : : : ; tjk mit 1  j1 < : : : < jk  m seien die ubrigen Spalten von T (A)
 T 00(A) = (t001 ; : : : ; t00m) 2 Rmm
 N = ft00j1 ; : : : ; t00jkg ist eine Basis von ker(A) = ker(T (A))
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7 Koordinaten und Matrixdarstellungen
Im Folgenden seien X  Rm0 , Y  Rn0 und Z  Rk0 beliebige Teilvektorraume.
Wir wollen dies so verstehen, dass Gleichheit X = Y die Gleichheit m0 = n0
impliziert. SeiX nicht der Nullraum. Dann ist eine lineare Abbildung ' : X ! Y
durch die Bilder der Vektoren einer Basis von X eindeutig bestimmt. Wenn Y
ebenfalls nicht der Nullraum ist, dann kann ' bezuglich einer Basis A von X
und einer Basis B von Y durch eine Matrix MAB dargestellt werden. Auf diese
Weise lassen sich lineare Abbildungen mit dem Matrixkalkul untersuchen. Wir
beginnen mit der Denition der Koordinatenvektoren.
Satz und Denition 7.1. Sei m 2 N und Em = fe(m)1 ; : : : ; e(m)m g die kanoni-
sche Basis des Rm. Sei weiter A = fa1; : : : ; amg eine beliebige Basis von X.
(1) Jeder Vektor x 2 X besitzt eine eindeutig bestimme Darstellung
x =
mX
=1
a
mit 1; : : : ; m 2 R. Der Spaltenvektor
xA =
mX
=1
e
(m)
 =
0BB@
1
...
m
1CCA 2 Rm
heit der Koordinatenvektor von x bezuglich A. Dementsprechend heien
die Komponenten 1; : : : ; m des Spaltenvektors xA die Koordinaten von
x bezuglich A.
(2) Sei A = (a1; : : : ; am) 2 Rm0m die Matrix mit den Spalten a1; : : : ; am.
Dann gelten (2.1), (2.2), (2.3), (2.4).
(2.1) rg(A) = m  m0.
(2.2) X = im(A) = [a1; : : : ; am]  Rm0 .
(2.3) Fur alle x 2 X gilt
x = AxA = (a1; : : : am)
0BB@
1
...
m
1CCA = mX
=1
a :
(2.4) Fur jeden Vektor x 2 X ist der Koordinatenvektor xA 2 Rm ist die
einzige Losung  2 Rm des inhomogenen linearen Gleichungssystems
A = x :
(3) Sei x 2 X beliebig gegeben. Der Koordinatenvektor xA 2 Rm entsteht
aus der Treppennormalform T (A; x) 2 T(Rm0(m+1)) durch Streichen der
(m0  m) Nullzeilen und der ersten m Spalten.
(4) Es gilt
(a)A = e(m)
fur alle  = 1; : : : ;m.
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Wir heben ausdrucklich hervor, dass der Koordinatenvektor xA 2 Rm vom
Vektor x 2 X  Rm0 im Allgemeinen sorgfaltig unterschieden werden muss. Im
Fall m < m0 ist dies oenkundig. Wir betrachten ein Beispiel mit m = m0 = 3.
Dagegen gilt stets x = xE , wenn E die kanonische Basis ist.
Beispiel 7.2. Die Vektoren
a1 =
0B@11
2
1CA ; a2 =
0B@ 31
1
1CA ; a3 =
0B@01
2
1CA
bilden eine Basis A des R3. Wir betrachten
x =
0B@ 27
3
1CA = 31
0B@11
2
1CA+ 11
0B@ 31
1
1CA  35
0B@01
2
1CA ; xA =
0B@ 3111
 35
1CA :
Dann gilt x 6= xA. 
Beispiel 7.3. Sei m 2 N und E  Rm die kanonische Basis des Rm. Dann gilt
x = xE fur alle x 2 Rm. 
Satz und Denition 7.4. Seien m;n 2 N. Seien A = fa1; : : : ; amg und B =
fb1; : : : ; bng Basen von X respektive Y . Sei ' : X ! Y eine lineare Abbildung.
(1) Fur alle  = 1; : : : ;m gibt es eindeutig bestimmte Koezienten
1; : : : ; n 2 R
derart, dass
'(a) =
nX
=1
b = 1b1 + : : :+ nbn
gilt. Dabei wird zur Berechnung von '(a) uber den ersten Index  von
 summiert. Die (nm)-Matrix
MAB(') =
0BB@
11 : : : 1m
...
...
n1 : : : nm
1CCA 2 Rnm
heit die Matrixdarstellung von ' bezuglich A und B.
(2) Fur alle Vektoren x 2 X gilt
('(x))B =MAB(')xA :
Dabei sind xA und ('(x))B die Koordinatenvektoren von x bezuglich A
respektive von '(x) bezuglich B.
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(3) Die Matrixdarstellung MAB(') ist die einzige Matrix M 2 Rnm, die
('(x))B =MxA
fur alle x 2 X erfullt.
(4) Sei (MAB(')) die -te Spalte der Matrix MAB('). Es gilt
(MAB(')) = ('(a))B =
0BB@
1
...
n
1CCA
fur alle  = 1; : : : ;m.
(5) Die Matrixdarstellung MAB(') entsteht aus der Treppennormalform
T (b1; : : : ; bn; ('(a1))B; : : : ; ('(am))B) 2 T(Rn0(n+m))
durch Streichen der (n0   n) Nullzeilen und der ersten n Spalten. Dabei
ist
T (b1; : : : ; bn; ('(a1))B; : : : ; ('(am))B)
die Treppennormalform der Matrix mit den (n+m) Spalten
b1; : : : ; bn; ('(a1))B; : : : ; ('(am))B 2 Rn0 :
(6) Im Spezialfall X = Y mit A = B und n = m sowie a = b fur  = 1; : : : ; n
heit MAA(') die Matrixdarstellung von ' bezuglich A.
(7) Im Spezialfall X = Y mit n = m und ' = idX heit die Matrixdarstellung
MAB =MAB(idX)
die Transformationsmatrix oder Ubergangsmatrix von A nach B.
Wir heben die Stellung der Indizes in (1) ausdrucklich hervor. In (1) wird uber
den ersten Index  summiert, damit in (2) der Koordinatenvektor yB durch
linksseitige Multiplikation mit der Matrix MAB(') aus dem Koordinatenvektor
xA hervorgeht.
Beweis. Zu jedem Vektor x 2 X und jedem Vektor y 2 Y gibt es eindeutig
bestimmte Koezienten 1; : : : ; m 2 R und 1; : : : ; n 2 R mit
x =
mX
=1
a ; y =
nX
=1
b :
Wir betrachten fur x 2 X den Vektor '(x) 2 Y . Es gilt
'(x) =
mX
=1
'(a) =
mX
=1
 
nX
=1

!
b =
nX
=1
 
mX
=1

!
b :
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Folglich gilt y = '(x) genau dann, wenn
 =
mX
=1
 :
fur alle  = 1; : : : ; n) gilt. Nach dieser Uberlegung ist es klar, dass (2) bis (5)
lediglich Umformulierungen von (1) sind.
Beispiele 7.5.
(1) Sei A 2 Rnm beliebig gegeben. Nach Satz 5.9 ist 'A : Rm ! Rn mit
'(x) = Ax
eine lineare Abbildung. Nach Satz 7.4 gilt
A =MEmEn('A) :
(2) Fur fur alle Basen A von X gilt
MAA =MAA(idX) = Em :
(3) Seien A = fa1; : : : ; amg und B = fb1; : : : ; bmg zwei beliebige Basen des
Rm sowie A = (a1; : : : ; am) 2 GL(m;R) und B = (b1; : : : ; bm) 2 GL(m;R)
die entsprechenden invertierbaren Matrizen mit den Spalten a1; : : : ; am
respektive b1; : : : ; bm. Nach Satz 7.4 gilt
MAB =MAB(idRm) = B 1A :
(4) Wenn ' : X ! Y die Nullabbildung ist, dann gilt
MAB(') = 0mn 2 Rnm
fur alle Basen A von X und alle Basen B von Y . 
Satz 7.6. Seien A;B; C Basen von X, Y respektive Z. Seien '; : X ! Y und
 : Y ! Z lineare Abbildungen. Sei c 2 R. Dann gelten die folgenden Regeln.
(1) MAB(c') = cMAB(').
(2) MAB('+  ) =MAB(') +MAB( ).
(3) MAC(  ') =MBC()MAB(').
(4) dim(im(')) = dim(im(MAB(')).
(5) dim(ker(')) = dim(ker(MAB(')).
(6) ' ist genau dann surjektiv, wenn rg(MAB(')) = dim(Y ) gilt.
(7) ' ist genau dann injektiv, wenn ker(MAB(')) = f0g gilt.
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Wir wenden uns nun linearen Abbildungen ' : Rm ! Rm zu, die hinsichtlich
einer geeigneten Basis V eine Diagonalmatrix als Matrixdarstellung besitzen.
Satz 7.7. Sei E = fe1; : : : ; emg die kanonische Basis und V = fv1; : : : ; vmg
eine beliebige Basis des Rm. Sei V = (v1; : : : ; vm) 2 GL(m;R) die invertierbare
Matrix mit den Spalten v1; : : : ; vm. Dann gelten fur alle x 2 Rm und alle ' 2
L(Rm;Rm) die Formeln (1), (2), (3).
(1) xV = V  1x.
(2) ('(x))V =MVV(')xV .
(3) MVV(') = V  1MEE(')V .
Beweis. Die Gultigkeit der Formeln (1) und (2) folgt direkt aus 7.1 und 7.4. Im
Fall V = E und V = E gelten (1), (2), (3) trivialerweise. Seien ' 2 L(Rm;Rm)
und x 2 Rm beliebig gewahlt. Dann gilt
MVV(')V  1x =MVV(')xV
= ('(x))V
= V  1 '(x)
= V  1 ('(x))E
= V  1MEE(')xE
= V  1MEE(')x :
Weil x 2 Rm beliebig gewahlt war, folgt
MVV(')V  1 = V  1MEE(') :
Multiplikation von rechts mit V ergibt (2). Damit ist der Beweis beendet.
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8 Diagonalisierung
Sei m 2 N. Gegeben sei eine lineare Abbildung ' : Rm ! Rm mit der Ma-
trixdarstellung
A =MEE(') 2 Rmm :
Gesucht ist eine Basis V = fv1 : : : ; vmg des Rm derart, dass die Matrixdarstel-
lung
MVV(') = V  1AV
moglichst einfach wird. Dabei ist V = (v1 : : : ; vm) 2 Rmm die Matrix mit den
Spalten v1 : : : ; vm. Wir nehmen an, dass wir V so wahlen konnen, dass MVV(')
eine Diagonalmatrix ist.
Denition 8.1. Eine Matrix D = (d) 2 Rmm heit Diagonalmatrix, wenn
d = 0 fur alle ;  2 f1; : : : ;mg mit  6=  gilt. Wir schreiben dann
D = diag(1; : : : ; m) ;
wobei wir  = d fur  = 1; : : : ;m gesetzt haben.
Die zusatzliche Annahme, dass MVV(') eine Diagonalmatrix ist, fuhrt auf
den Begri des Eigenwertes und des Eigenvektors einer Matrix.
Satz 8.2. Sei m 2 N. Fur A 2 Rmm und V = (v1; : : : ; vm) 2 GL(m;R) sind
die folgenden Aussagen (1) bis (4) aquivalent.
(1) diag(1; : : : ; m) = V
 1AV .
(2) V  diag(1; : : : ; m) = A  V .
(3) A  V = (1v1; : : : ; mvm).
(4) (8 = 1; : : : ;m) : Av = v.
Denition 8.3. Seien m 2 N und A 2 Rmm gegeben.
(1) Ein Vektor v 2 Rm n f0g heit ein Eigenvektor von A genau dann, wenn
es ein  2 R mit Av = v gibt. Die reelle Zahl  heit der Eigenwert von
A zum Eigenvektor v.
(2) Die Matrix A heit diagonalisierbar, wenn es eine Basis V = fv1; : : : ; vmg
des Rm aus Eigenvektoren v1; : : : ; vm von A gibt.
(3) Wenn die Matrix A diagonalisierbar ist, dann gibt es linear unabhangige
Eigenvektoren v1; : : : ; vm 2 Rm. Seien 1; : : : ; m 2 R die zugehorigen
Eigenwerte. Sei V = (v1; : : : ; vm) 2 GL(m;R). Die Beziehung
diag(1; : : : ; m) = V
 1AV
heit eine Diagonaldarstellung von A.
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Beispiel 8.4. Gegeben seien A 2 R33 und v1; v2; v3 2 R3 mit
A =
0B@2 0 01 9  4
2 14  6
1CA ; v1 =
0B@11
2
1CA ; v2 =
0B@ 31
1
1CA ; v3 =
0B@01
2
1CA :
Wir zeigen, dass A diagonalisierbar ist. Die Menge V = fv1; v2; v3g ist eine Basis
des R3 aus Eigenvektoren von A. Aus0B@2 0 01 9  4
2 14  6
1CA
0B@1  3 01 1 1
2 1 2
1CA =
0B@2  6 02 2 1
4 2 2
1CA
folgt, dass 1 = 2 = 2 und 3 = 1. Siehe Satz 8.2. Zum Nachweis, dass V eine
Basis ist, zeigen wir, dass die Matrix V = (v1; v2; v3) invertierbar ist. Siehe Satz
6.14.
1  3 0 1 0 0
1 1 1 0 1 0
2 1 2 0 0 1
1  3 0 1 0 0
0 4 1  1 1 0 Z2   Z1
0 7 2  2 0 1 Z3   2Z1
1  3 0 1 0 0
0 4 1  1 1 0
0 3 1  1  1 1 Z3   Z2
1 0 1 0  1 1 Z1 + Z3
0 1 0 0 2  1 Z2   Z3
0 3 1  1  1 1
1 0 1 0  1 1
0 1 0 0 2  1
0 0 1  1  7 4 Z3   3Z2
1 0 0 1 6  3 Z1   Z3
0 1 0 0 2  1
0 0 1  1  7 4
Wir erhalten die Diagonaldarstellung
V  1AV =
0B@ 1 6  30 2  1
 1  7 4
1CA
0B@2 0 01 9  4
2 14  6
1CA
0B@1  3 01 1 1
2 1 2
1CA = diag(2; 2; 1) :
Siehe Beispiel 8.6. 
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Satz 8.5. Seien m 2 N und eine diagonalisierbare Matrix A 2 Rmm gegeben.
Seien V = fv1; : : : ; vmg eine Basis des Rm aus Eigenvektoren v1; : : : ; vm der
Matrix A und V = (v1; : : : ; vm) 2 GL(m;R) die invertierbare Matrix mit den
Spalten v1; : : : ; vm. Weiter seien 1; : : : ; m 2 R die Eigenwerte von A mit
Av = v fur  = 1; : : : ;m.
(1) Es gilt die Diagonaldarstelllung
A = V  diag(1; : : : ; m)  V  1 :
(2) Sei n 2 N0. Fur ein reelles Polynom
p() =
nX
=0

 = n
n + : : :+ 1+ 0 2 R[]
mit 0; : : : ; n 2 R sei p(A) 2 Rmm die Matrix mit
p(A) =
nX
=0
A
 = nA
n + : : :+ 1A+ 0Em :
Dabei denieren wir die Potenzen der Matrix A induktiv durch A0 = Em
und Ak+1 = A Ak fur alle k 2 N0.
(3) Fur jedes reelle Polynom p() 2 R[] gilt
p(A) = V  diag(p(1); : : : ; p(m))  V  1 :
Fur p() =  erhalten wir die Diagonaldarstellung (1) zuruck.
Beispiel 8.6. Nach Beispiel 8.4 ist die Matrix A 2 R33 mit
A =
0B@2 0 01 9  4
2 14  6
1CA
diagonalisierbar. Es gilt0B@2 0 01 9  4
2 14  6
1CA =
0B@1  3 01 1 1
2 1 2
1CA
0B@2 0 00 2 0
0 0 1
1CA
0B@ 1 6  30 2  1
 1  7 4
1CA :
Mit dieser Diagonaldarstellung
A = V  diag(1; 2; 3)  V  1
konnen Polynome p(A) berechnet werden. Fur alle p() 2 R[] gilt
p(A) = V  diag(p(1); : : : ; p(m))  V  1 :
Siehe Satz 8.5.
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(1) Zuerst betrachten wir das Polynom
() = (  1)(  2)(  3)
= (  2)2(  1) = 3   52 + 8  4 :
Es gilt
(A) = V  diag((2); (2); (1))  V  1
= V  diag(0; 0; 0)  V  1 = diag(0; 0; 0)
=
0B@0 0 00 0 0
0 0 0
1CA
Siehe Beispiel 14.2 und Satz 14.4.
(2) Nun betrachten wir das Polynom
q() = 3   52   4 = ()  8 :
Nach Teil (1) gilt
q(A) = (A)  8A =  8A : (8.1)
Wir berechnen q(A) mit Hilfe der Diagonaldarstellung von A. Die Identitat
(8.1) kann zur Probe verwendet werden. Es gilt
A3   5A2   4E3 =
0B@1  3 01 1 1
2 1 2
1CA
0B@q(2) 0 00 q(2) 0
0 0 q(1)
1CA
0B@ 1 6  30 2  1
 1  7 4
1CA
=
0B@1  3 01 1 1
2 1 2
1CA
0B@ 16 0 00  16 0
0 0  8
1CA
0B@ 1 6  30 2  1
 1  7 4
1CA
=
0B@1  3 01 1 1
2 1 2
1CA
0B@ 16  96 480  32 16
8 56  32
1CA
=
0B@ 16 0 0 8  72 32
 16  112 48
1CA = ( 8)
0B@2 0 01 9  4
1 14  6
1CA =  8A :
Naturlich konnen die Matrizen (A) und q(A) auch direkt nach der Denition
(2) in 8.5 berechnet werden. 
Es gibt allerdings quadratische Matrizen, die nicht diagonalisierbar sind.
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Beispiel 8.7. Die reelle (2 2)-Matrix
A =
 
0 1
0 0
!
ist nicht diagonalisierbar. Aus 
0 1
0 0
! 
x
y
!
= 
 
x
y
!
folgt y = 0. Daher kann es keine Basis des R2 aus Eigenvektoren der Matrix A
geben. 
In Abschnitt 12 werden wir beweisen, dass eine quadratische Marix genau
dann invertierbar ist, wenn ihre Determinante von Null verschieden ist. Siehe
Satz 12.5.
Satz und Denition 8.8. Seien n 2 N und A 2 Rnn.
(1) Das reelle Polynom A() = det(A   En) heit das charakteristische
Polynom von A.
(2)  2 R ist genau dann ein Eigenwert von A, wenn A() = 0 gilt.
Beispiel 8.9. Nach 8.4 hat die Matrix
A =
0B@2 0 01 9  4
2 14  6
1CA 2 R33
den einfachen Eigenwert 1 und den doppelten Eigenwert 2. Wir rechnen dies
nach, indem wir das charakteristische Polynom A() von A nach der rekursiven
Denition 1.4 auswerten.
A() = (2  ) 
 
(9  )( 6  ) + 56  1  0 + 2  0
= (2  )(2   3  2)
= ( 1)(  1)(  2)2 :
Wir erhalten det(A) = A(0) = 4. Siehe Beispiel 1.5. 
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9 Bestandteile der strikten Bruhat-Zerlegung
Nach dem Zerlegungssatz 6.15 lasst sich jede invertierbare Matrix als Produkt
von endlich vielen Elementarmatizen schreiben. Solche eine Zerlegung ist nicht
eindeutig bestimmt. Es gibt Zerlegungen in Elementarmatrizen, deren Faktoren
sich in vier Matrizen zusammenfassen lassen, wobei jede dieser vier Matrizen
eine bestimmte Bauart besitzt. Nach Satz 10.1 besitzt jede Matrix A 2 GL(n;R)
eine Zerlegung der Form
A = L D  P  U ;
wobei L eine untere Dreiecksmatrix, D eine Diagonalmatrix, P eine Permutati-
onsmatrix und U eine obere Dreiecksmatrix ist. Dabei sind die Diagonalelemente
von L und U auf 1 normiert. Solch eine Zerlegung heit eine Bruhat-Zerlegung.
Die Matrizen D und P sind in jedem Fall eindeutig bestimmt. Die normierten
Dreiecksmatrizen L und U sind eindeutig bestimmt, wenn
P  U  P 1
ebenfalls eine normierte obere Dreiecksmatrix ist. Solche eine eindeutig be-
stimmte Zerlegung heit eine strikten Bruhat-Zerlegung von A. In diesem Ab-
schnitt beschreiben wird die Bestandteile dieser Zerlegung.
Beispiel 9.1. Wir betrachten noch einmal die invertierbare reelle (22)-Matrix
aus Beispiel 6.16. 
1
5
1
6
1
6
1
7
!
=
 
1
5 0
0 1
! 
1 0
1
6 1
! 
1 0
0 1252
! 
1 56
0 1
!
=
 
1 0
5
6 1
! 
1
5 0
0 1
! 
1 0
0 1252
! 
1 56
0 1
!
=
 
1 0
5
6 1
! 
1
5 0
0 1252
! 
1 0
0 1
! 
1 56
0 1
!
:
In diesem Fall ist die Permutationsmatrix P die Einheitsmatrix E2. Daher ist
die Zerlegung in der letzten Zeile die strikte Bruhat-Zerlegung. 
In 9.2 und 9.8 beschreiben wir die Bestandteile der strikten Bruhat-Zerlegung.
Die Erorterungen dieses Abschnittes bereiten den Beweis des Satzes 10.1 vor.
Satz und Denition 9.2. Sei n 2 N.
(1) Sei D(n;R) = fD = (d) 2 Rnn j d = 0;  6= ; ;  = 1; : : : ; ng die
Menge der reellen (n n)-Diagonalmatrizen. Dann gelten:
(1.1) D(n;R) = fdiag(d1; : : : ; dn) j d1; : : : dn 2 Rg  GL(n;R).
(1.2) En = diag(1; : : : ; 1) 2 GL(n;R).
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(2) Sei Lx(n;R) = f(l) 2 Rnn j l = 0;  > g die Menge der unteren
Dreiecksmatrizen. Dann gelten:
(2.1) Lx(n;R) = f(l) 2 Lx(n;R) j l 2 R;  = 1; : : : ; ng  GL(n;R).
(2.2) Lx1(n;R) = f(l) 2 Lx(n;R) j l = 1;  = 1; : : : ; ng  GL(n;R).
(3) Sei Uq(n;R) = f(u) 2 Rnn j u = 0;  >  g die Menge der oberen
Dreiecksmatrizen. Dann gelten:
(3.1) Uq(n;R) = f(u) 2 Uq(n;R) j u 2 R;  = 1; : : : ; ng  GL(n;R).
(3.2) Uq1(n;R) = f(u) 2 Uq(n;R) j u = 1;  = 1; : : : ; ng  GL(n;R).
(4) Sei X  GL(n;R) eine der funf Teilmengen D(n;R), Lx(n;R), Lx1(n;R),
Uq(n;R), Uq1(n;R). Dann gelten:
(4.1) En 2 X.
(4.2) (8A;B 2 X) : A B 2 X.
(4.3) Die Diagonalelemente verhalten sich bei Produktbildung in X multi-
plikativ. Seien A = (a), B = (b), C = (c) 2 X Matrizen mit
C = AB. Dann gilt
c = ab
fur alle  = 1; : : : ; n.
(4.4) (8A 2 X) : A 1 2 X.
(4.5) Lx(n;R) \Uq(n;R) = D(n;R).
(4.6) Lx1(n;R) \Uq1(n;R) = fEng.
Siehe Satz und Denition 9.8, Aussage (11).
Wir heben ausdrucklich hervor, dass die Produktregel (4.3) fur beliebige Matrizen
aus Rnn im Allgemeinen nicht gilt.
Beweis. Wir beweisen (4.2), (4.3) und (4.4) im Fall X = Lx(n;R). Alle anderen
Aussagen des Satzes sind klar oder ergeben sich aus diesem Spezialfall. Fur alle
M 2 Lx(n;R) gilt T (M) = En. Also gilt Lx(n;R)  GL(n;R). Das Verfahren
von Gau-Jordan liefert auerdem M 1 2 Lx(n;R). Siehe Satz 6.14. Seien
A = (a) 2 Lx(n;R) ; B = (b) 2 Lx(n;R) ; C = (c) 2 Rnn
mit C = AB gegeben. Dann gilt C 2 GL(n;R). Weiter gilt a 6= 0 allenfalls
fur   . Entsprechend gilt b 6= 0 allenfalls fur   . Folglich gilt
c =
nX
=1
ab 6= 0
allenfalls fur   . Dabei gilt
c =
X

ab :
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Nun folgen
C = AB 2 Lx(n;R) \GL(n;R) = Lx(n;R) ; c = ab
fur alle  = 1; : : : ; n. Damit ist der Beweis beendet.
Beispiel 9.3. Das Produkt zweier unterer Dreiecksmatrizen aus Lx1(3;R) ist
nach 9.2 Aussage (4.2) eine untere Dreiecksmatrix aus Lx1(3;R).0B@1 0 02 1 0
3 4 1
1CA
0B@1 0 05 1 0
6 7 1
1CA =
0B@ 1 0 07 1 0
29 11 1
1CA :
Nach 9.2 Aussage (2.2) ist eine untere Dreiecksmatrix aus Lx1(3;R) invertierbar.
Die inverse Matrix ist nach 9.2 Aussage (4.4) ebenfalls eine untere Dreiecks-
matrix aus Lx1(3;R). Das Verfahren von Gau-Jordan liefert0B@1 0 02 1 0
3 4 1
1CA
 1
=
0B@ 1 0 0 2 1 0
5  4 1
1CA :
Die Einzelheiten sind in folgendem Schema enthalten.
1 0 0 1 0 0
2 1 0 0 1 0
3 4 1 0 0 1
1 0 0 1 0 0 Z1
0 1 0  2 1 0 Z2   2Z1
0 4 1  3 0 1 Z3   3Z1
1 0 0 1 0 0 Z1
0 1 0  2 1 0 Z2
0 0 1 5  4 1 Z3   4Z2
Siehe Satz 6.14. Wir machen die Probe. Oenbar gilt0B@1 0 02 1 0
3 4 1
1CA
0B@ 1 0 0 2 1 0
5  4 1
1CA =
0B@1 0 00 1 0
0 0 1
1CA :
Nach 9.2 Aussage (4.3) verhalten sich die Diagonalelemente bei Produktbildung
in Lx(3;R) multiplikativ.0B@ 9 0 0 3 4 0
5 1  7
1CA
0B@ 3 0 02 5 0
4 3 5
1CA =
0B@ 27 0 017 20 0
 41  16  35
1CA :

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Der Beweis des Satz 10.1 ist konstruktiv. Die Konstruktion der normierten
unteren Dreiecksmatrix L 2 Lx1(n;R) erfolgt schrittweise durch Konstruktion
der (n   1) ersten Spalten. Dabei ist die n-te Spalte gleich dem n-ten kanoni-
schen Basisvektor en. Die einzelnen Schritte lassen sich durch Elementarmatri-
zen beschrieben. Das Produkt dieser Elementarmatrizen ergibt schlielich die
gewunschte Matrix L. Zum Nachweis benotigen wir den folgenden Satz. Bei-
spiele werden in 9.5 und 10.4 gegeben.
Satz 9.4. Sei n 2 N. Fur alle a 2 Rn und L 2 Lx1(n;R) gilt 
1 01n
a L
!
=
 
1 01n
a En
! 
1 01n
0m L
!
2 Lx1(n+ 1;R) :
Die beiden Matrizen auf der rechten Seiten sind im Allgemeinen nicht vertausch-
bar. Die behauptete Identitat lasst sich leicht durch Ausmultipizieren nachprufen.
Beispiel 9.5.
(1) In Lx1(3;R) gilt 0B@1 0 02 1 0
3 4 1
1CA =
0B@1 0 02 1 0
3 0 1
1CA
0B@1 0 00 1 0
0 4 1
1CA :
Die beiden Matrizen auf der rechten Seite sind nicht vertauschbar.0B@1 0 00 1 0
0 4 1
1CA
0B@1 0 02 1 0
3 0 1
1CA =
0B@ 1 0 02 1 0
11 4 1
1CA 6=
0B@1 0 02 1 0
3 4 1
1CA :
(2) In Lx1(3;R) gilt0B@ 1 0 0l21 1 0
l31 l32 1
1CA =
0B@ 1 0 0l21 1 0
l31 0 1
1CA
0B@1 0 00 1 0
0 l32 1
1CA :
Die beiden Matrizen auf der rechten Seite sind im Allgemeinen nicht ver-
tauschbar. Siehe (1).
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(3) In Lx1(4;R) gilt0BBBB@
1 0 0 0
l21 1 0 0
l31 l32 1 0
l41 l42 l43 1
1CCCCA
=
0BBBB@
1 0 0 0
l21 1 0 0
l31 0 1 0
l41 0 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 l32 1 0
0 l42 l43 1
1CCCCA
=
0BBBB@
1 0 0 0
l21 1 0 0
l31 0 1 0
l41 0 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 l32 1 0
0 l42 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 l43 1
1CCCCA :
Dabei haben wir Satz 9.4 zweimal angewendet. Die drei Matrizen auf der
rechten Seite sind im Allgemeinen nicht vertauschbar. Es ist also auf die
Reihenfolge bei der Produktbildung zu achten. Siehe Beweis von Satz 10.1.

Satz 9.6. Seien m, n 2 N.
(1) Fur alle a 2 Rn gilt 
1 01n
a En
! 1
=
 
1 01n
 a En
!
2 Lx1(n+ 1;R) :
(2) Fur alle a 2 Rn gilt0B@Em 0 0mn01m 1 01n
0nm a En
1CA
 1
=
0B@Em 0 0mn01m 1 01n
0nm  a En
1CA 2 Lx1(m+ n+ 1;R) :
Die behaupteten Identitaten folgen unmittelbar aus dem Verfahren von Gau-
Jordan. Sie lassen sich leicht durch Ausmultiplizieren nachprufen.
Beispiel 9.7. Nach Beispiel 9.3 gilt0B@1 0 02 1 0
3 4 1
1CA
 1
=
0B@ 1 0 0 2 1 0
5  4 1
1CA :
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Wir konnen dies auch mit Hilfe von 9.4 und 9.6 ausrechnen. Aus der Zerlegung0B@1 0 02 1 0
3 4 1
1CA =
0B@1 0 02 1 0
3 0 1
1CA
0B@1 0 00 1 0
0 4 1
1CA
erhalten wir 0B@1 0 02 1 0
3 4 1
1CA
 1
=
0B@1 0 00 1 0
0 4 1
1CA
 10B@1 0 02 1 0
3 0 1
1CA
 1
=
0B@1 0 00 1 0
0  4 1
1CA
0B@ 1 0 0 2 1 0
 3 0 1
1CA
=
0B@ 1 0 0 2 1 0
5  4 1
1CA :
Die vorletzte Zeile ist die matrizentheoretische Version der Kommentarspalte
des Rechenschemas in Beispiel 9.3. 
Satz und Denition 9.8. Seien n;m 2 N.
(1) Eine Abbildung  : f1; : : : ; ng ! f1; : : : ; ng heit eine Permutation oder
eine Vertauschung der Zahlen 1; : : : ; n, wenn es zu jedem j 2 f1; : : : ; ng
genau ein i 2 f1; : : : ; ng mit (i) = j gibt. Sei Sn die Menge der Permu-
tationen der Zahlen 1; : : : ; n. Wir notieren eine Permutation  2 Sn als
(2 n)-Matrix in der Form
 =
 
1 : : : n
(1) : : : (n)
!
:
Es gelten:
(1.1) idf1;:::;ng 2 Sn.
(1.2) (8;  2 Sn) :    2 Sn.
(1.3) Jede Permutation  2 Sn besitzt eine Umkehrfunktion  1 2 Sn.
(1.4) #(Sn) = n! = 1  : : :  n.
(2) Eine Permutation  2 Sn mit (i) = j und (j) = i und () =  fur
 2 f1; : : : ; ng mit  6= i; j bezeichnen wir mit i$j. Im Fall n  2 und
i 6= j heit i$j eine Transposition.
(3) Sei n  2. Jede Permutation aus Sn ist eine Komposition endlich vieler
Transpositionen aus Sn. Die identische Abbildung idf1;:::;ng lasst sich als
Produkt zweier Transpositionen schreiben.
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(4) Eine Matrix P 2 Rnn heit eine Permutationsmatrix, wenn jede Zeile
und jede Spalte von P genau einen Eintrag 1 enthalt und alle anderen
Eintrage von P verschwinden, das heit, gleich 0 sind. Sei Perm(n;R) die
Menge der Permutationsmatrizen P 2 Rnn. Es gelten:
(4.1) En = (e1; : : : ; en) 2 Perm(n;R).
(4.2) (8P;Q 2 Perm(n;R) : P Q 2 Perm(n;R).
(4.3) Perm(n;R)  GL(n;R).
(4.4) (8P 2 Perm(n;R) : P 1 = P t 2 Perm(n;R).
(4.5) #(Perm(n;R)) = n!.
(5) Einer Permutation  2 Sn ordnen wir die Permutationsmatrix
P () = (e(1); : : : ; e(n)) 2 Perm(n;R)
zu. Also ist die -te Spalte von P () gleich dem ()-ten kanonischen
Basisvektor e() 2 Rn. Es gilt
P ()e = e()
fur alle  = 1; : : : ;m.
(6) Zu jeder Permutationsmatrix P 2 Perm(n;R) gibt es genau eine Permu-
tation  2 Sn mit P = P (). Es gelten:
(6.1) P (id1;:::;n) = En.
(6.2) (8;  2 Sn) : P (  ) = P ()  P ().
(6.3) (8 2 Sn) : (P ()) 1 = P ( 1) = (P ())t.
(6.4) Es gilt P (i$j) = Ei$j fur alle i; j 2 f1; : : : ; ng.
(7) Sei  2 Sn. Dann gilt
P () = (p) ; p = () =  1()
fur alle ;  = 1; : : : ; n. Folglich ist die ()-te Zeile von P () gleich der
-ten Zeile der Einheitsmatrix En. Also gilt
P () =
0BB@
et 1(1)
...
et 1(n)
1CCA :
Siehe (6.3). Die Formeln in (5) und (7) beschreiben die Spalten, Eintrage
respektive Zeilen der Permutationsmatrizen P (). Die Formeln in (8) und
(9) beschreiben die Wirkung von P () bei einer multiplikativen Anwendung
von links respektive rechts.
(8) Seien  2 Sn und A = (a) 2 Rnm. Dann gilt
P () A = () ;  = a 1()
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fur alle  = 1; : : : ; n und alle  = 1; : : : ;m. Folglich ist die ()-te Zeile
von P ()A gleich der -ten Zeile von A. Sind zt1; : : : ; ztn 2 Rm die Spalten
von A, dann gilt
P () 
0BB@
z1
...
zn
1CCA =
0BB@
z 1(1)
...
z 1(n)
1CCA :
Im Fall m = n und A = En ergibt sich die Formel aus (7) fur die Permu-
tationsmatrix P ().
(9) Seien  2 Sm und A = (a) 2 Rnm. Dann gilt
A  P () = () ;  = a()
fur alle  = 1; : : : ; n und alle  = 1; : : : ;m. Folglich ist die  1()-te
Spalte von A  P () gleich der -ten Spalte von A. Sind a1; : : : ; am 2 Rn
die Spalten von A, dann gilt
(a1; : : : ; am)  P () = (a(1); : : : ; a(m)) :
Im Fall m = n und A = En ergibt sich die denierende Gleichung aus (5)
fur die Permutationsmatrix P ().
(10) Seien  2 Sn und A = (a) 2 Rnn. Dann gilt
(P ()) 1 A  P () = () ;  = a()()
fur alle ;  = 1; : : : ; n. Beim Ubergang von der quadratischen Matrix A
zur quadratischen Matrix
(P ()) 1 A  P ()
werden die Diagonalelemente permutiert.
(11) Es gelten:
(11.1) Perm(n;R) \ Lx(n;R) = fEng :
(11.2) Perm(n;R) \Uq(n;R) = fEng :
Siehe Satz und Denition 9.2, Aussage (4), insbesondere (4.5) und (4.6).
Beweis. Die Aussagen (1.1), (1.2), (1.3) und (1.4) sind klar. Ebenso sind die
Aussagen (4.1), (4.3) und (4.5) klar. Oenbar gibt es zu jeder Permutationsma-
trix P 2 Perm(n;R) genau eine Permutationsmatrix  2 Sn mit P = P (). Die
Aussagen (1.4), (4.2) und (4.4) folgen aus (4.5), (6.2) und (6.3).
Zu Aussage (6). Fur ,  2 Sn und  = 1; : : : ; n gilt
(P ()  P ())e = P ()(P ()e)
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= P ()e()
= e(())
= e()()
= P (  )e :
Damit sind (6.2) und (4.2) bewiesen. Sei P = P () 2 Perm(n;R) mit  2 Sn
gegeben. Dann gilt
P tP =
0BB@
et(1)
...
et(n)
1CCA (e(1); : : : ; e(n)) = (he(); e()i) = () = En :
Es folgt P 1 = P t. Damit sind (6.3) und (4.4) bewiesen. Wir beweisen (6.4).
Wegen i$j =  1i$j ist die zugehorige Permuationsmatrix P (i$j) nach Aus-
sage (6.3) symmetrisch. Es genugt, den Fall i < j zu betrachten. Dann gilt
P (i$j) = (: : : ; ej ; : : : ; ei; : : :)
= (: : : ; ej ; : : : ; ei; : : :)
t
=
0BBBBBBBB@
...
etj
...
eti
...
1CCCCCCCCA
= Ei$j :
Damit ist auch (6.4) bewiesen.
Zu Aussage (7). Sei  2 Sn. Nach Denition (5) gilt
P () = (p) = (e(1); : : : ; e(n)) :
Der Eintrag p von P () 2 Perm(n;R) ist genau dann gleich 1, wenn  = ()
gilt. Dies ist mit  1() =  aquivalent. Also gilt
p = he ; P ()ei = () =  1()
fur alle ;  = 1; : : : ; n. In Matrixschreibweise bedeuten diese Gleichungen
P () = (e(1); : : : ; e(n)) =
0BB@
et 1(1)
...
et 1(n)
1CCA :
Damit ist (7) bewiesen.
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Zu Aussage (8). Seien  2 Sn, P () = (p) 2 Perm(n;R), A = (a) 2
Rnm und P () A = () 2 Rnm. Aus (7) folgt
 =
nX
=1
p a
=
nX
=1
 1() a
= a 1() :
fur alle ;  = 1; : : : ; n. Sind zt1; : : : ; z
t
n 2 Rm die Spalten von A, dann gilt
P () 
0BB@
z1
...
zn
1CCA =
0BB@
z 1(1)
...
z 1(n)
1CCA :
Damit ist (8) bewiesen.
Zu Aussage (9). Seien  2 Sm, P () = (p) 2 Perm(m;R), A = (a) 2
Rnm und A  P () = () 2 Rnm. Aus (7) folgt
 =
mX
=1
a p
=
mX
=1
a  ()
= a ()
fur alle ;  = 1; : : : ; n. Sind a1; : : : ; am 2 Rn die Spalten von A, dann gilt
(a1; : : : ; am)  P () = (a(1); : : : ; a(n)) :
Damit ist (9) bewiesen.
Zu Aussage (10). Fur  2 Sn, A = (a) 2 Rnn und
(P ()) 1 A = () 2 Rnn ;
(P ()) 1 A  P () = () 2 Rnn :
erhalten wir
 =
nX
=1
 p
=
nX
=1
a( 1) 1() p
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=
nX
=1
a( 1) 1() ()
=
nX
=1
a() ()
= a()() :
Damit ist auch (10) bewiesen.
Zu Aussage (11). Es genugt, (11.1) zu beweisen. Sei
P 2 Perm(n;R) \ Lx(n;R)
gegeben. Dann gilt
P 1 = P t 2 Perm(n;R) \ Lx(n;R) \Uq(n;R) = fEng :
Folglich gilt P = En.
Beispiel 9.9.
 =
 
1 2 3
(1) (2) (3)
!
=
 
1 2 3
3 1 2
!
2 S3 :
 1 =
 
1 2 3
 1(1)  1(2)  1(3)
!
=
 
1 2 3
2 3 1
!
2 S3 :
P () = (e(1); e(2); e(3)) = (e3; e1; e2)
=
0B@0 1 00 0 1
1 0 0
1CA
=
0B@e
t
2
et3
et1
1CA
=
0BB@
et 1(1)
et 1(2)
et 1(3)
1CCA 2 Perm(3;R) :
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(P ())t =
0BB@
et 1(1)
et 1(2)
et 1(3)
1CCA
t
= (e 1(1); e 1(2); e 1(3))
= P ( 1)
= (P ()) 1 :
(P ()) 1 = (P ())t =
0B@0 0 11 0 0
0 1 0
1CA :
0B@0 0 11 0 0
0 1 0
1CA
0B@0 1 00 0 1
1 0 0
1CA =
0B@1 0 00 1 0
0 0 1
1CA :
0B@0 1 00 0 1
1 0 0
1CA
0B@0 0 11 0 0
0 1 0
1CA =
0B@1 0 00 1 0
0 0 1
1CA :
A = (a1; a2; a3) =
0B@z1z2
z3
1CA =
0B@1 2 34 5 6
7 8 9
1CA 2 R3 :
P () 
0B@z1z2
z3
1CA =
0B@0 1 00 0 1
1 0 0
1CA
0B@1 2 34 5 6
7 8 9
1CA
=
0B@4 5 67 8 9
1 2 3
1CA
=
0B@z2z3
z1
1CA
=
0B@z 1(1)z 1(2)
z 1(3)
1CA :
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(a1; a2; a3)  P () =
0B@1 2 34 5 6
7 8 9
1CA
0B@0 1 00 0 1
1 0 0
1CA
=
0B@3 1 26 4 5
9 7 8
1CA
= (a3; a1; a2)
= (a(1); a(2); a(3)) :
(P ()) 1 A  P () = (P ())t A  P ()
=
0B@0 0 11 0 0
0 1 0
1CA
0B@1 2 34 5 6
7 8 9
1CA
0B@0 1 00 0 1
1 0 0
1CA
=
0B@0 0 11 0 0
0 1 0
1CA
0B@3 1 26 4 5
9 7 8
1CA
=
0B@9 7 83 1 2
6 4 5
1CA :

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Nach Satz 9.8, Aussage (8) bewirkt eine linksseitige Multiplikation
A 7! P () A
mit einer (n n)-Permutationsmatrix P () eine Vertauschung der Zeilen einer
(nm)-Matrix A. Die Formel
P () 
0BB@
z1
...
zn
1CCA =
0BB@
z 1(1)
...
z 1(n)
1CCA
bedeutet, dass die ()-te Zeile von P ()  A gleich der -ten Zeile von A ist.
Beim Ubergang
A 7! P () A
wird die -te Zeile von A in die ()-te Zeile von P () A verschoben. Dies gilt
fur jeden Zeilenindex  = 1; : : : ; n.
A
Z 1(1)
P () A ...
Z 1(n)
En
Z 1(1)
P ()
...
Z 1(n)
Wir weisen auf die entsprechende Erorterung der Elementarmatrizen im An-
schluss an Satz und Denition 6.2 hin.
Beispiel 9.10 (Fortsetzung von 9.9). Wir betrachten noch einmal
 =
 
1 2 3
3 1 2
!
; P () =
0B@0 1 00 0 1
1 0 0
1CA ;  1 =  1 2 3
2 3 1
!
;
A =
0B@1 2 34 5 6
7 8 9
1CA :
Die Ubergange E3 7! P () und A 7! P ()A beschreiben wir schematisch, wie
folgt.
1 0 0
0 1 0
0 0 1
0 1 0 Z2
0 0 1 Z3
1 0 0 Z1
1 2 3
4 5 6
7 8 9
4 5 6 Z2
7 8 9 Z3
1 2 3 Z1

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10 Strikte Bruhat-Zerlegung
Satz 10.1 (Bruhat-Zerlegung). Seien n 2 N und A 2 GL(n;R) beliebig gegeben.
Dann gibt es Matrizen L 2 Lx1(n;R), D 2 D(n;R), P 2 Perm(n;R) und
U 2 Uq1(n;R) mit
A = L D  P  U :
Eine solche Produktzerlegung heit eine Bruhat-Zerlegung der invertierbaren
Matrix A. Es gelten die folgenden Einzigkeitsaussagen (1) und (2).
(1) Die Matrizen D und P sind durch A eindeutig bestimmt.
(2) Die Matrix U 2 Uq1(n;R) kann so gewahlt werden, dass die Bedingung
P  U  P 1 2 Uq1(n;R)
erfullt ist. Wenn diese Bedingung erfullt ist, dann sind L, D, P und U ein-
deutig durch A bestimmt. In diesem Fall nennen wir die Bruhat-Zerlegung
die strikte Bruhat-Zerlegung von A.
Beweis. Oenbar gilt
() = (1)  ()  (1)  (1)
fur alle  2 R. Die Aussagen des Satzes sind daher im Fall n = 1 trivialerweise
erfullt. Wir betrachten daher den Fall n  2.
Wir beweisen zuerst die Einzigkeitsaussagen. Seien
A = L D  P  U = l  d  p  u
zwei Bruhat-Zerlegungen von A. Dann ist
B = d 1  l 1  L D = p  u  U 1  P 1
eine invertierbare untere Dreiecksmatrix. Es gilt
u  U 1 = En +N ;
wobei N eine obere Dreiecksmatrix ist, deren samtliche Diagonalelemente ver-
schwinden. Es gibt daher keine Position, an der En und N zugleich nicht-
verschwindende Eintrage besitzen. Diese Eigenschaft ubertragt sich nach (8)
und (9) aus 9.8 auf die Summanden p P 1 = p En P 1 und p N P 1 der
Matrix B. Weil B eine untere Dreiecksmatrix ist, kann kein Pivotelement von
p  P 1 oberhalb der Diagonale stehen. Also gilt p  P 1 = En. Es folgt p = P .
Nach (10) in 9.8 bedeutet dies, dass alle Diagonalelemente von
B = p  u  U 1  P 1 = P  u  U 1  P 1
gleich 1 sind. Weil l 1  L dieselbe Eigenschaft besitzt, folgt d = D.
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Wir nehmen zusatzlich an, dass die obigen Bruhat-Zerlegungen strikt sind.
Dann folgt aus p = P , dass
B = (p  u  p 1)  (P  U 1  P 1) 2 Lx1(n;R) \Uq1(n;R) = fEng
gilt. Also gilt B = En. Wegen d = D und p = P folgen nun l = L und u = U .
Damit sind die Einzigkeitsaussagen (1) und (2) bewiesen.
Wir zeigen durch Angabe eines Konstruktionsverfahrens, dass eine beliebige
invertierbare Matrix A eine strikte Bruhat-Zerlegung besitzt.
WeilA invertierbar ist, enthalt die erste Zeile vonA einen nicht-verschwinden-
den Eintrag. Sei d1 2 R der nicht-verschwindende Eintrag der ersten Zeile von
A mit dem kleinsten Spaltenindex (1). Durch (n  1) elementare Zeilenumfor-
mungen der Form
Zi   li1Z1
mit i = 2; : : : ; n und li1 2 R konnen die Eintrage unterhalb der Position (1; (1))
annulliert werden. Die Matrix
A(1) =
 
nY
i=2
Ei; li1;1
!
A 2 Rnn
ist invertierbar. Es gilt
L1 =
nY
i=2
Ei;li1;1 2 Lx1(n;R) :
Die (n 1) Faktoren Ei;li1;1 mit i = 2; : : : ; n der unteren Dreiecksmatrix L1 sind
paarweise vertauschbar.
Weil A(1) invertierbar ist, enthalt die zweite Zeile von A(1) einen nicht-
verschwindenden Eintrag. Sei d2 2 R der nicht-verschwindende Eintrag der
zweiten Zeile von A(1) mit dem kleinsten Spaltenindex (2). Im Fall n > 2
konnen durch weitere (n  2) elementare Zeilenumformungen der Form
Zi   li2Z2
mit i = 3; : : : ; n und li2 2 R die Eintrage unterhalb der Position (2; (2)) an-
nulliert werden. Die Matrix
A(2) =
 
nY
i=3
Ei; li2;2
!
A(1) 2 Rnn
ist invertierbar. Es gilt
L2 =
nY
i=3
Ei;li2;2 2 Lx1(n;R) :
Die (n 2) Faktoren Ei;li2;2 mit i = 3; : : : ; n der unteren Dreiecksmatrix L2 sind
paarweise vertauschbar.
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Weil A(2) invertierbar ist, enthalt die dritte Zeile von A(2) einen nicht-
verschwindenden Eintrag. Sei d3 2 R der nicht-verschwindende Eintrag der
dritten Zeile von A(2) mit dem kleinsten Spaltenindex (3).
Durch Wiederholung der Konstruktion erhalten wir eine Permutation
 =
 
1 : : : n
(1) : : : (n)
!
2 Sn ;
die zugehorige Permutationsmatrix
P () = (e(1); : : : ; e(n)) 2 Perm(n;R) ;
eine invertierbare Matrix
A(n 1) = () 2 GL(n;R) ;
deren Eintrage links und unterhalb der Positionen (i; (i)) verschwinden, eine
Diagonalmatrix
D = diag(d1; : : : ; dn) = diag(1(1); : : : ; n(n)) 2 D(n;R)
sowie untere Dreiecksmatrizen L1; : : : ; Ln 1 2 Lx1(n;R) mit
A =
 
n 1Y
i=1
Li
!
A(n 1) = L1  : : :  Ln 1 A(n 1) :
Die Matrizen L1; : : : ; Ln 1 sind im Allgemeinen nicht vertauschbar. Es gilt
L = L1  : : :  Ln 1 2 Lx1(n;R) :
Der Eintrag von L unterhalb der Hauptdiagonalen an der Position (; ) mit
 >  ist gleich der oben konstruierten reellen Zahl l. Siehe Satz 9.4 und die
Beispiele 9.5 und 10.4. Wir setzen
P = (P ()) 1 = (P ())t 2 Perm(n;R) :
Nach (8) in 9.8 ist die (i)-te Zeile von
U = P () D 1 A(n 1) = P ()  diag(d 11 ; : : : ; d 1n ) A(n 1)
gleich der i-ten Zeile von D 1 A(n 1). Also gilt
U 2 Uq1(n;R) :
Nach Konstruktion ist
A = L D  P  U
eine Bruhat-Zerlegung von A. Wir zeigen abschlieend, dass diese Zerlegung
sogar eine strikte Bruhat-Zerlegung ist. Nach (9) in 9.8 ist die  1(i)-te Spalte
von
V = P  U  P 1 = (P ()) 1  U  P () = D 1 A(n 1)  P ()
gleich der i-ten Spalte von D 1  A(n 1). Die Komponenten der i-ten Spalte
von A(n 1) verschwinden unterhalb der Position ( 1(i); i). Also verschwinden
alle Eintrage von V unterhalb der Hauptdiagonalen. Nach (10) in 9.8 sind alle
Diagonalelemente von V gleich 1. Also ist auch die Bedingung P  U  P 1 2
Uq1(n;R) erfullt.
123
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Beispiel 10.2. Gegeben sei die Matrix A 2 R33 mit
A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA :
Wir berechnen die strikte Bruhat-Zerlegung von A mit dem Verfahren aus dem
Beweis des Satzes 10.1. Anschieend vereinfachen wir das Rechenschema.
0 0  2
 1  3  10
 4  9 2
0 0  2 Z1
 1  3 0 Z2   (+5)Z1
 4  9 0 Z3   ( 1)Z1
0 0  2 Z1
 1  3 0 Z2
0 3 0 Z3   (+4)Z2
0 0 1 ( 2) 1Z1
1 3 0 ( 1) 1Z2
0 1 0 (+3) 1Z3
L =
0B@ 1 0 05 1 0
 1 4 1
1CA ; D = diag( 2; 1; 3) =
0B@ 2 0 00  1 0
0 0 3
1CA :
(1) = 3 ; (2) = 1 ; (3) = 2 :
P () = (e(1); e(2); e(3)) = (e3; e1; e2) =
0B@0 1 00 0 1
1 0 0
1CA :
P = (P ()) 1 = (P ())t =
0B@0 0 11 0 0
0 1 0
1CA :
U = P () 
0B@0 0 11 3 0
0 1 0
1CA =
0B@0 1 00 0 1
1 0 0
1CA
0B@0 0 11 3 0
0 1 0
1CA =
0B@1 3 00 1 0
0 0 1
1CA :
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Nun vereinfachen wir das Rechenschema. Nach Konstruktion steht das Pivot-
element der i-ten Zeile von
D 1 A(2) =
0B@0 0 11 3 0
0 1 0
1CA
an der Position (i; (i)). Durch linksseitige Multiplikation mit der Permutations-
matrix P () wird die i-te Zeile der Matrix D 1  A(2) in die (i)-te Zeile der
oberen Dreiecksmatrix
U =
0B@1 3 00 1 0
0 0 1
1CA
verschoben. Die linksseitige Multiplikation mit der Permutationsmatrix
P = (P ()) 1 = (P ())t =
0B@e
t
(1)
et(2)
et(3)
1CA =
0B@0 0 11 0 0
0 1 0
1CA
macht die genannten Zeilenverschiebungen ruckgangig. Oenbar besetzen die
Pivotelemente der beiden Matrizen D 1  A(2) und P dieselben Positionen.
Daher kann die Permutationsmatrix P an der pivotnormierten MatrixD 1A(2)
abgelesen werden: P entsteht aus D 1 A(2) durch Annullierung aller Eintrage,
die keine Pivotelemente sind. Siehe Satz 10.5.
0 0  2
 1  3  10
 4  9 2
0 0  2 Z1
 1  3 0 Z2   (+5)Z1
 4  9 0 Z3   ( 1)Z1
0 0  2 Z1
 1  3 0 Z2
0 3 0 Z3   (+4)Z2
0 0 1 ( 2) 1Z1
1 3 0 ( 1) 1Z2
0 1 0 (+3) 1Z3
0 0 1
1 0 0
0 1 0
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Wir fassen die wichtigsten Schritte der Rechnung noch einmal zusammen.
Die Ubertragung auf den allgemeinen Fall ist oenkundig. Siehe das folgende
Beispiel 10.3.
 Die elementaren Zeilenumformungen, die auf die Matrizen A(1) und A(2)
fuhren, ergeben die Eintrage unterhalb der Hauptdiagonale der Matrix L.
 Die Pivotelemente von A(2) sind die Diagonalelemente von D.
 Normieren der Pivotelemente der Matrix A(2) mit elementaren Zeilen-
umformungen liefert die Matrix D 1 A(2).
 Umordnen der Zeilen der Matrix D 1 A(2) liefert die Matrix U .
 Nullsetzen der Nicht-Pivotelemente der Matrix D 1 A(2) liefert die
Permutationsmatrix P .
In 12.3 denieren wir die Determinante einer invertierbaren Matrix mit Hilfe
ihrer strikten Bruhat-Zerlegung. Die Determinante der Matrix A berechnen wir
in Beispiel 12.4.

126
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Beispiel 10.3.
0  3  6  3
10 9 98 39
 5  3  46  14
0  3  8 7
0  3  6  3 Z1
10 0 80 30 Z2   ( 3)Z1
 5 0  40  11 Z3   (+1)Z1
0 0  2 10 Z4   (+1)Z1
0  3  6  3 Z1
10 0 80 30 Z2
0 0 0 4 Z3   (  12 )Z2
0 0  2 10 Z4   0  Z2
0  3  6  3 Z1
10 0 80 30 Z2
0 0 0 4 Z3
0 0  2 0 Z4   (+ 52 )Z3
0 1 2 1 ( 3) 1Z1
1 0 8 3 (+10) 1Z2
0 0 0 1 (+4) 1Z3
0 0 1 0 ( 2) 1Z4
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
L =
0BBBB@
1 0 0 0
 3 1 0 0
1   12 1 0
1 0 52 1
1CCCCA ; D = diag( 3; 10; 4; 2) :
P =
0BBBB@
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
1CCCCA ; U =
0BBBB@
1 0 8 3
0 1 2 1
0 0 1 0
0 0 0 1
1CCCCA :

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Beispiel 10.4. Wir betrachten die Konstruktion der unteren Dreiecksmatrix
L = L1  : : :  Ln 1 2 Lx1(n;R)
in den Fallen n = 2; 3; 4 im Detail. Im allgemeine Fall folgt durch wiederholte
Anwendung von Satz 9.4. Wir verwenden die Bezeichnungen aus dem Beweis
des Satzes 10.1 uber die Bruhat-Zerlegung.
Sei n = 2. Dann gilt
L = L1 =
 
1 0
l21 1
!
= E
(2)
2;l21;1
:
Sei n = 3. Dann gilt
L = L1  L2 =
0B@ 1 0 0l21 1 0
l31 0 1
1CA
0B@1 0 00 1 0
0 l32 1
1CA =
0B@ 1 0 0l21 1 0
l31 l32 1
1CA :
Beachten Sie bitte die Reihenfolge der Matrizen. Die unteren Dreiecksmatrizen
L1 und L2 sind im Allgemeinen nicht vertauschbar. Es gelten
L1 =
0B@ 1 0 0l21 1 0
l31 0 1
1CA =
0B@ 1 0 00 1 0
l31 0 1
1CA
0B@ 1 0 0l21 1 0
0 0 1
1CA = E(3)3;l31;1  E(3)2;l21;1 ;
L2 =
0B@1 0 00 1 0
0 l32 1
1CA = E(3)3;l32;2 :
Die Matrizen E
(3)
3;l31;1
und E
(3)
2;l21;1
sind vertauschbar.
Sei n = 4. Dann gilt
L = L1  L2  L3
=
0BBBB@
1 0 0 0
l21 1 0 0
l31 0 1 0
l41 0 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 l32 1 0
0 l42 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 l43 1
1CCCCA
=
0BBBB@
1 0 0 0
l21 1 0 0
l31 l32 1 0
l41 l42 l43 1
1CCCCA :
Beachten Sie bitte die Reihenfolge der Matrizen. Die unteren Dreiecksmatrizen
L1, L2 und L3 sind im Allgemeinen nicht vertauschbar. Wir schreiben L1, L2
und L3 als Produkte von Elementarmatrizen. Es gilt
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L1 =
0BBBB@
1 0 0 0
l21 1 0 0
l31 0 1 0
l41 0 0 1
1CCCCA
=
0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
l41 0 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
l31 0 1 0
0 0 0 1
1CCCCA
0BBBB@
1 0 0 0
l21 1 0 0
0 0 1 0
0 0 0 1
1CCCCA
= E
(4)
4;l41;1
 E(4)3;l31;1  E
(4)
2;l21;1
:
Die drei Matrizen E
(4)
4;l41;1
, E
(4)
3;l31;1
, E
(4)
2;l21;1
sind paarweise vertauschbar. Es gilt
L2 =
0BBBB@
1 0 0 0
0 1 0 0
0 l32 1 0
0 l42 0 1
1CCCCA
=
0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
0 l42 0 1
1CCCCA
0BBBB@
1 0 0 0
0 1 0 0
0 l32 1 0
0 0 0 1
1CCCCA = E(4)4;l42;2  E(4)3;l32;2 :
Die beiden Matrizen E
(4)
4;l42;2
und E
(4)
3;l32;2
sind vertauschbar. Es gilt
L3 =
0BBBB@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 l43 1
1CCCCA = E(4)4;l43;3 :

Wir stellen die Vereinfachungen des Rechenschemas zusammen, die wir in
Beispiel 10.2 erortet haben. Wir verwenden dabei die dortigen Denitionen sowie
die Bezeichnungen aus dem Beweis des Satzes 10.1.
Satz 10.5. Seien n 2 N mit n  2 und A 2 GL(n;R) gegeben. Sei
A = L D  P  U
die strikte Bruhat-Zerlegung von A. Dann entsteht die Permutationsmatrix P
aus der pivotnormierten Matrix
D 1 A(n 1) = D 1  L 1 A
durch Annullierung aller Eintrage, die keine Pivotelemente sind.
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Beweis. Die i-te Zeile von U ist nach Konstruktion gleich der (i)-ten Zeile von
D 1A(n 1) = D 1L 1A = PU :
Die Pivotelemente von D 1A(n 1) stehen an den Positionen (i; (i)). Wir be-
trachten die Permuationsmatrix
P = P ( 1) = (p) :
Nach Satz 9.8 Aussage (7) gilt
pi(i) = ( 1) 1(i)(i) = (i)(i) = 1
fur alle i = 1; : : : ; n. Folglich stehen die Pivotelemente von D 1A(n 1) und P
an denselben Positionen.
Beispiel 10.6. Sei n 2 N. Wir betrachten die strikten Bruhat-Zerlegungen
spezieller invertierbarer Matrizen.
(1) (8L 2 Lx1(n;R)) : L = L  En  En  En.
(2) (8D 2 D(n;R)) : D = En D  En  En.
(3) (8P 2 Perm(n;R)) : P = En  En  P  En.
(4) (8U 2 Uq1(n;R)) : U = En  En  En  U .

Beispiel 10.7. Wir geben die strikte Bruhat-Zerlegung im Fall n = 2 explizit
an. Sei
A =
 
 
 
!
eine invertierbare reelle (2 2)-Matrix. Dann gilt     6= 0.
(1) Sei  2 R. In diesem Fall gilt     1 6= 0. Das Schema
 
 
  Z1
0     1 Z2    1Z1
1  1  1Z1
0 1 (    1) 1Z2
1 0
0 1
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liefert
A(1) =
 
 
0     1
!
:
und die strikte Bruhat-Zerlegung
A =
 
 
 
!
=
 
1 0
 1 1
! 
 0
0     1
! 
1 0
0 1
! 
1  1
0 1
!
:
(2) Sei  = 0. In diesem Fall gilt  6= 0. Das Schema
0 
 
0  Z1
 0 Z2    1Z1
0 1  1Z1
1 0  1Z2
0 1
1 0
liefert
A(1) =
 
0 
 0
!
:
und die strikte Bruhat-Zerlegung
A =
 
0 
 
!
=
 
1 0
 1 1
! 
 0
0 
! 
0 1
1 0
! 
1 0
0 1
!
:

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11 LU-Zerlegung
Nach Satz 10.1 sind die Diagonalmatrix D und die Permutationsmatrix P in
der Bruhat-Zerlegung A = LDPU einer invertierbaren Matrix A 2 GL(n;R)
eindeutig bestimmt. Falls P = En gilt, ist die Bruhat-Zerlegung sogar strikt
und die Matrix
DPU = DEnU = DU
ist eine invertierbare obere Dreiecksmatrix.
Denition 11.1. Seien n 2 N und A 2 Rnn beliebig gegeben. Eine Zerlegung
A = L  U
mit L 2 Lx1(n;R) und U 2 Uq(n;R) heit eine LU -Zerlegung der Matrix A.
Satz 11.2. Eine invertierbare Matrix A = (a);=1;:::;n 2 Rnn besitzt genau
dann eine LU -Zerlegung, wenn fur alle k = 1; : : : ; n 1 die linken oberen (kk)-
Teilmatrizen
A1:k;1:k = (a);=1;:::;k
ebenfalls invertierbar sind. Die LU -Zerlegung einer invertierbaren Matrix ist
eindeutig bestimmt.
Der Algorithmus zur Bestimmung der strikten Bruhat-Zerlegung gibt Aus-
kunft, ob eine LU -Zerlegung moglich ist. Wenn eine LU -Zerlegung moglich ist,
liefert der Algorithumus zur Bestimmung der strikten Bruhat-Zerlegung gleich-
zeitig ein Verfahren zur Bestimmung der LU -Zerlegung.
Beispiel 11.3. Die invertierbare Matrix
A =
0B@ 1  2 4 2 3  2
3  4  1
1CA
besitzt die LU -Zerlegung
A = LU =
0B@ 1 0 0 2 1 0
3  2 1
1CA
0B@1  2 40  1 6
0 0  1
1CA :
Die Rechnung ist im folgenden Schema zusammengefasst.
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1  2 4
 2 3  2
3  4  1
1  2 4
0  1 6 Z2   ( 2)  Z1
0 2  13 Z3   (+3)  Z1
1  2 4
0  1 6
0 0  1 Z3   ( 2)  Z2
Abschlieend sei darauf hingewiesen, dass die erste Zeile der Matrix A mit der
ersten Zeile der Matrix U ubereinstimmt. 
133
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
12 Determinante. Bruhat. Laplace. Leibniz
Wir verwenden die strikte Bruhat-Zerlegung, um die Determinante invertier-
barer Matrizen zu denieren. Der Algorithmus zur Bestimmung der strikten
Bruhat-Zerlegung liefert gleichzeitig ein Verfahren zur Bestimmung der Deter-
minante mit Hilfe von elementaren Zeilenumformungen. Zunachst erklaren wir
das Signum einer Permutation.
Satz und Denition 12.1. Sei n 2 N. Das Signum sgn() einer Permutation
 2 Sn wird durch
sgn() =
Y
1<n
()  ()
  
deniert. Es gelten:
(1) (8 2 Sn) : sgn() 2 f 1; 1g.
(2) sgn(idf1;:::;ng) = 1.
(3) Fur jede Transposition  2 Sn gilt sgn() =  1.
(4) (8;  2 Sn) : sgn(  ) = sgn()  sgn().
(5) (8 2 Sn) : sgn( 1) = sgn().
Beispiel 12.2. Fur die Permutation
 =
 
1 2 3
(1) (2) (3)
!
=
 
1 2 3
3 1 2
!
2 S3
erhalten wir
sgn() =
Y
1<n
()  ()
  
=
(2)  (1)
2  1 
(3)  (1)
3  1 
(3)  (2)
3  2
=
( 2)
1
 ( 1)
2
 1
1
= 1 :
In Beispiel 12.4 berechnen wir das Signum der Permutation  =  1 2 S3 explit.
Nach Rechenregel (5) in 12.1 gilt sgn( 1) = sgn() = 1. 
Denition 12.3 (Determinante). Seien n 2 N und A 2 Rnn beliebig gegeben.
(1) Wir setzen det(A) = 0, wenn A =2 GL(n;R).
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(2) Sei A 2 GL(n;R) und A = L  D  P  U mit D = diag(d1; : : : ; dn) mit
d1; : : : ; dn 2 R und P = P () mit  2 Sn irgendeine Bruhat-Zerlegung
von A. Wir setzen
det(A) = sgn() 
nY
i=1
di 2 R :
Nach den Satzen 10.1 und 9.2 sind d1; : : : ; dn 2 R und  2 Sn durch die
invertierbare Matrix A eindeutig bestimmt.
Das Verfahren zur Bestimmung der strikten Bruhat-Zerlegung liefert ein Ver-
fahren zur Berechnung der Determinante einer Matrix A 2 Rnn. Das Verfahren
aus dem Beweis des Satzes 10.1 bricht ab, sobald eine der Matrizen A oder A(k)
mit k 2 f1; : : : ; n   1g eine Nullzeile enthalt. In diesem Fall gilt det(A) = 0.
Wenn das Verfahren nicht abbricht, dann kann det(A) mit Hilfe der strikten
Bruhat-Zerlegung entsprechend Teil (2) der Denition 12.3 berechnet werden.
Beispiel 12.4. Sei A 2 R33 die Matrix mit
A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA :
Nach den Ausfuhrungen zu Beispiel 10.2 besitzt A die strikte Bruhat-Zerlegung
A = LDPU =
0B@ 1 0 05 1 0
 1 4 1
1CA
0B@ 2 0 00  1 0
0 0 3
1CA
0B@0 0 11 0 0
0 1 0
1CA
0B@1 3 00 1 0
0 0 1
1CA :
Die Determinante vonA wird durch die DiagonalmatrixD und die Permutations-
matrix P = P () bestimmt. Es gelten
 =
 
1 2 3
2 3 1
!
2 S3 ; sgn() = 3  2
2  1 
1  2
3  1 
1  3
3  2 = 1 :
Siehe Beispiel 12.2. Die Auswertung der denierenden Formel in 12.3 ergibt
det(A) = 1  f( 2)  ( 1)  3g = 6 :
Nach Satz 12.5 kann sgn() direkt an P abgelesen werden. Die Matrix P geht
durch zwei Zeilenvertauschungen aus der Einheitsmatrix E3 hervor. Es folgt
sgn() = det(P ()) = ( 1)2 = 1 :

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In Satz 12.5 bestimmen wir die Determinante der Faktoren, die in den
Bruhat-Zerlegungen auftreten, und das Verhalten der Determinante unter Zeilen-
und Spaltenumformungen. In Satz 12.8 folgern wir aus den Ergebnissen des
Satzes 12.5 die Multiplikativitat der Determinante.
Der Satz 12.5 ermoglicht die Berechnung von det(A), indem die gegebene
Matrix A 2 Rnn durch elementare Zeilen- oder Spaltenumformungen auf Drei-
ecksform gebracht wird. Siehe Beispiel 12.7.
Satz 12.5 (Eigenschaften der Determinante). Seien n 2 N und A, B 2 Rnn
beliebig gegeben.
(1) det(A) 6= 0, A 2 GL(n;R).
(2) det(En) = 1.
(3) (8 2 Sn) : det(P ()) = sgn() .
(4) Wenn A = (a) eine obere oder untere Dreiecksmatrix ist, dann gilt
det(A) =
nY
=1
a = a11  : : :  ann :
(5) det(At) = det(A).
(6) Es gilt det(B) =  det(A), wenn B aus A durch Vertauschung zweier
verschiedener Zeilen entsteht.
(7) Es gilt det(B) = det(A), wenn B aus A durch Addition einer Zeile zu
einer anderen Zeile entsteht.
(8) Es gilt det(B) =  det(A), wenn B aus A durch Multiplikation einer Zeile
mit  2 R entsteht.
(9) Es gilt det(B) = det(A), wenn B aus A dadurch entsteht, dass zu einer
Zeile eine Linearkombination aus anderen Zeilen addiert wird.
(10) Die Determinante ist in jeder Zeile linear. Damit ist die folgende Eigen-
schaft gemeint. Seien k 2 f1; : : : ; ng und zt 2 Rn beliebig gewahlt. Die
Matrix A0k(z) 2 Rnn entstehe aus A, indem die k-te Zeile durch z ersetzt
wird. Dann gilt
det(A0k(x+ y)) =  det(A
0
k(x)) +  det(A
0
k(y))
fur alle ,  2 R und alle xt, yt 2 Rn.
Wegen (5) gelten die zu (6) bis (10) analogen Aussagen, wenn die Spalten der
Matrizen anstelle der Zeilen betrachtet und dabei die Zeilenoperationen durch
die entsprechenden Spaltenoperationen ersetzt werden.
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Beweis. Fur n = 1 gelten die Aussagen des Satzes trivialerweise. Im Folgenden
sei n  2. Die Eigenschaften (1), (2), (3) sind klar.
Nachweis von (4). SeiA 2 Lx(n;R) eine invertierbare untere Dreiecksmatrix.
Dann besitzt A eine Bruhat-Zerlegung A = LD = LDEnEn mit
d = a 6= 0
fur alle  = 1; : : : ; n. Mit (2) folgt
det(A) =
nY
=1
d =
nY
=1
a :
Nun sei A 2 Uq(n;R) eine invertierbare obere Dreiecksmatrix. Dann besitzt
A eine Bruhat-Zerlegung A = DU = EnDEnU mit
d = a 6= 0
fur alle  = 1; : : : ; n. Wieder ergibt sich
det(A) =
nY
=1
d =
nY
=1
a :
Nachweis von (5). Sei A = LDPU eine Bruhat-Zerlegung von A 2 GL(n;R).
Dann ist
At = U tP tDtLt = U t(P 1DP )P 1Lt
eine Bruhat-Zerlegung von At. Nach Aussage (10) des Satzes 9.8 ist
P 1DP = diag(d01; : : : ; d
0
n)
eine Diagonalmatrix, die sich aus D durch Vertauschen der Hauptdiagonal-
elemente ergibt. Dabei verwenden wir
P = P () ; P t = P 1 = P ( 1) ; sgn() = sgn( 1) :
Schlielich erhalten wir
det(At) = sgn( 1) 
nY
=1
d0 = sgn() 
nY
=1
d = det(A) :
Nachweis von (6). Es genugt, die Behauptung im Fall benachbarter Zeilen
zu beweisen. Sei
A = LDPU ; L = (l;) ; D = diag(d1; : : : ; dn) ; P = P ()
die strikte Bruhat-Zerlegung von A. Wir berechnen eine Bruhat-Zerlegung
Ei$i+1 A = L0D0P 0U 0 ; D0 = diag(d01; : : : ; d0n) :
Zwei Falle sind zu unterscheiden. Siehe Beispiel 12.6.
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(i) Wir setzen li+1;i = 0 oder 
 1(i) >  1(i+ 1) voraus. Dann gelten
d0 =
8><>:
d ;  =2 fi; i+ 1g ;
di+1 ;  = i ;
di ;  = i+ 1 ;
; P 0 = Ei$i+1  P :
Beim Ubergang zu Ei$i+1 A werden die beiden Diagonalelemente di und
di+1 vertauscht. Die anderen Diagonalelemente d bleiben erhalten. Die
Permutation  wird durch i$i+1   ersetzt. Also folgt
det(Ei$i+1 A) = d01  : : :  d0n  sgn(i$i+1  )
= d1  : : :  dn  ( 1)  sgn()
=   det(A) :
(ii) Wir setzen li+1;i 6= 0 und  1(i) <  1(i+ 1) voraus. Dann gelten
d0 =
8><>:
d ;  =2 fi; i+ 1g ;
li+1;i di ;  = i ;
 l 1i+1;i di+1 ;  = i+ 1 ;
; P 0 = P :
Also gilt d0id
0
i+1 =  didi+1. Die anderen d bleiben erhalten. Es folgt
det(Ei$i+1 A) = d01  : : :  d0n  sgn()
= ( 1)  d1  : : :  dn  sgn()
=   det(A) :
Nachweis von (7). Sei A = LDPU eine Bruhat-Zerlegung von A 2 GL(n;R).
Die Matrix B entstehe aus A durch die elementare Zeilenumformung Zj + Zi.
Im Fall n  j > i gilt Ej;1;i 2 Lx1(n;R), denn die i-te Zeile steht oberhalb der
j-ten Zeile. Also ist
B = Ej;1;iA = (Ej;1;iL)DPU
eine Bruhat-Zerlegung von B. Es folgt
det(B) = det(A) :
Der Fall n  i > j wird mit Hilfe von (6) auf den schon behandelten Fall
zuruckgefuhrt. Es genugt, die i-te und j-te Zeile von A vor und nach der ent-
sprechenden Zeilenoperation zu vertauschen.
Nachweis von (8). Sei  2 R. Die invertierbare Matrix B entstehe aus A
durch die elementare Zeilenumformung Zi. Sei
A = LDPU ; D = diag(d1; : : : ; dn)
eine Bruhat-Zerlegung von A. Dann ist
B = E;iA = (E;iLE 1;i)(E;iD)PU
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eine Bruhat-Zerlegung von B. Aus
E;iD = diag(d
0
1; : : : ; d
0
n) ; d
0
 =
8<: d ;  = i ;d ;  6= i
folgt
det(B) =  det(A) :
Aussage (9) folgt aus (7) und (8).
Nachweis von (10). Wegen (5) gelten die zu (6) bis (9) analogen Aussagen
fur Spaltenoperationen anstelle von Zeilenoperationen. Wegen (5), (6) und (8)
genugt es ferner, die Additivitat der Determinante bezuglich der ersten Spalte
zu beweisen. Seien x; y; s1; : : : ; sn 2 Rn gegeben. Es genugt, die Formel
det(x+ y; s2; : : : ; sn) = det(x; s2; : : : ; sn) + det(y; s2; : : : ; sn)
fur den Fall zu beweisen, dass die Vektoren x; s2; : : : ; sn eine Basis des Rn bilden.
In diesem Fall gibt es eindeutig bestimmte Koezienten ; 2; : : : ; n 2 R mit
y = x+ 2s2 + : : : nsn :
Falls  = 0 gilt, folgt die behauptete Formel bereits aus (5) und (9). Wir nehmen
daher zusatzlich an, das  6= 0 gilt.
det(x+ y; s2; : : : ; sn) = det(x+ x+ 2s2 + : : : nsn; s2; : : : ; sn)
= det(x+ x; s2; : : : ; sn)
= (1 + ) det(x; s2; : : : ; sn)
= det(x; s2; : : : ; sn) + det(x; s2; : : : ; sn)
= det(x; s2; : : : ; sn) + det(y; s2; : : : ; sn) :
Damit ist der Beweis des Satzes beendet.
Es folgen Beispiele zum Beweis von Aussage (6) des Satzes 12.5 und zur
Berechnung der Determinante mit Hilfe von elementaren Umformungen.
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Beispiel 12.6. Nach den Ausfuhrungen in 10.2 und 12.4 besteht die strikte
Bruhat-Zerlegung A = LDPU mit P = P () und
A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA
=
0B@ 1 0 05 1 0
 1 4 1
1CA
0B@ 2 0 00  1 0
0 0 3
1CA
0B@0 0 11 0 0
0 1 0
1CA
0B@1 3 00 1 0
0 0 1
1CA :
Zu Fall (i) im Beweis von Satz 12.5, Aussage (6). Es gilt
 1(1) = 3 > 1 =  1(2) :
Die Matrix A0 = E1$2 A, die aus der Matrix A durch Vertauschung der beiden
ersten Zeilen hervorgeht, besitzt die strikte Bruhat-Zerlegung A0 = L0D0P 0U 0
mit L0 = (l0) und
A0 =
0B@ 1  3  100 0  2
 4  9 2
1CA
=
0B@1 0 00 1 0
4  21 1
1CA
0B@ 1 0 00  2 0
0 0 3
1CA
0B@1 0 00 0 1
0 1 0
1CA
0B@1 3 100 1 0
0 0 1
1CA :
Oenbar gilt A = E1$2 A0 mit
l021 = 0 :
Der Ubergang von A0 nach A fallt daher ebenfalls unter den Fall (i).
Zu Fall (ii) im Beweis von Satz 12.5, Aussage (6). Es gelten
 1(2) = 1 < 2 =  1(3) ; l32 = 4 6= 0 :
Die Matrix A00 = E2$3  A, die aus A durch Vertauschung der zweiten und
ditten Zeile hervorgeht, besitzt die strikte Bruhat-Zerlegung
A00 =
0B@ 0 0  2 4  9 2
 1  3  10
1CA
=
0B@ 1 0 0 1 1 0
5 14 1
1CA
0B@ 2 0 00  4 0
0 0  34
1CA
0B@0 0 11 0 0
0 1 0
1CA
0B@1
9
4 0
0 1 0
0 0 1
1CA :

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Beispiel 12.7. Gegeben sei A 2 R44 mit
A =
0BBBB@
2  2 3  4
4 2 0 3
 6 2  5 5
8 0 2 1
1CCCCA :
Wir bringen die Matrix A durch elementare Zeilenumformungen auf obere Drei-
ecksform. Der Kommentarspalte des zugehorigen Rechenschemas entnehmen
wir, welche Anderungen die Determinante bei diesen Umformungen erfahren
hat. Diese Anderungen sind bei der Berechnung von det(A) zu rucksichtigen.
2  2 3  4
4 2 0 3
 6 2  5 5
8 0 2 1
2  2 3  4 Z1
0 6  6 11 Z2   2Z1
0  4 4  7 Z3 + 3Z1
0 8  10 17 Z4   4Z1
2  2 3  4 Z1
0  4 4  7 Z3
0 6  6 11 Z2
0 8  10 17 Z4
2  2 3  4 Z1
0  2 2   72 12Z2
0 6  6 11 Z3
0 8  10 17 Z4
2  2 3  4 Z1
0  2 2   72 Z2
0 0 0 12 Z3 + 3Z1
0 0  2 3 Z4 + 4Z2
2  2 3  4 Z1
0  2 2   72 Z2
0 0  2 3 Z4
0 0 0 12 Z3
Folglich gilt
det(A) = ( 1)2  ( 12 ) 1  f 2  ( 2)  ( 2)  12 g = 8 :

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Satz 12.8 (Multiplikativitat der Determinante). Sei n 2 N. Dann gilt
det(A B) = det(A)  det(B)
fur alle Matrizen A, B 2 Rnn.
Beweis. Die Produktmatrix A  B ist genau dann invertierbar, wenn A und B
invertierbar sind.
Wenn eine der beiden quadratischen Matrizen A oder B nicht invertierbar
ist, dann verschwinden det(A B) und det(A)  det(B).
Seien A, B 2 GL(n;R) gegeben. Wir betrachten zunachst die vier Spezial-
falle (1), (2), (3), (4). Der allgemeine Fall (5) wird durch Betrachtung einer
Bruhat-Zerlegung der Matrix A behandelt.
(1) Wenn A eine normierte untere Dreiecksmatrix ist, dann gilt
det(A B) = det(B) = det(A)  det(B) :
Das erste Gleichheitszeichen folgt aus Satz 9.2. Lediglich die normierte un-
tere Dreiecksmatrix einer Bruhat-Zerlegung von B wird beim Ubergang zu
AB geandert. Die Determinante einer normierten unteren Dreicksmatrix
ist gleich 1. Siehe (4) in Satz 12.5. Also gilt auch das zweite Gleichheits-
zeichen.
(2) Wenn A eine Diagonalmatrix ist, dann gilt
det(A B) = det(A)  det(B) :
Dies folgt aus den Aussagen (4) und (8) des Satzes 12.5. Die Zeilen von B
werden mit den entsprechenden Diagonalelementen von A multipliziert.
(3) Wenn A eine Permutationsmatrix ist, dann gilt
det(A B) = det(A)  det(B) :
Beim Ubergang von B nach AB werden die Zeilen von B lediglich ver-
tauscht. Siehe Aussage (8) in 9.8. Nach Satz 12.5, Aussage (6) bewirkt die
Vertauschung zweier Zeilen einen Vorzeichenwechsel der Determinante.
(4) Wenn A eine normierte obere Dreiecksmatrix ist, dann gilt
det(A B) = det(B) = det(A)  det(B) :
Das erste Gleichheitszeichen folgt aus Aussage (9) des Satzes 12.5. Dabei
verwenden wir den Zerlegungssatz fur normierte oberen Dreiecksmatrizen,
der aus Satz 9.4 durch Transponieren hervorgeht. Die Determinante einer
normierten oberen Dreicksmatrix ist gleich 1. Siehe (4) in Satz 12.5. Also
gilt auch das zweite Gleichheitszeichen.
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(5) Nun untersuchen wir den allgemeinen Fall. Wenn A eine beliebige inver-
tierbare Matrix ist, betrachten wir eine Bruhat-Zerlegung
A = L D  P  U :
Dann erhalten wir mit (1), (2), (3) und (4) sukzessive
det(A B) = det(L  (D  P  U B))
= det(D  (P  U B))
= det(D)  (det(P  U B))
= det(D)  det(P )  det(U B)
= det(D)  det(P )  det(B)
= det(A)  det(B) :
Damit ist der Beweis beendet.
Satz 12.9 (Laplace. Entwicklung nach der ersten Spalte). Seien n 2 N und
A = (a) 2 Rnn
beliebig gegeben. Im Fall n  2 sei Aij 2 R(n 1)(n 1) die Matrix, die aus der
Matrix A durch Streichen der i-ten Zeile und der j-ten Spalte entsteht. Dann
kann die Determinante det(A) auf folgende Weise induktiv berechnet werden:
det(A) =
8>>>>><>>>>>:
a11 ; n = 1 ;
a11a22   a21a12 ; n = 2 ;
nX
=1
( 1)+1a1 det(A1) ; n  2 :
Die Determinante kann auf diese Weise induktiv deniert werden.
Beweis. Fur n = 1 gilt die Behauptung des Satzes trivialerweise. Fur n = 2 folgt
die Behauptung aus den expliziten Formeln fur die strikte Bruhat-Zerlegung
in Beispiel 10.7. Sei n  2. Nach Satz 12.5 genugt es, die Formel fur eine
invertierbare Matrix A 2 GL(n;R) der Form
A =
 
1 0
0 A11
!
=
 
1 01(n 1)
0(n 1)1 A11
!
zu beweisen. Eine solche Form kann durch elementare Zeilen- und Spaltenum-
formungen hergestellt werden. Sei
A11 = L11 D11  P11  U11
eine Bruhat-Zerlegung von A11. Dann ist
A =
 
1 0
0 L11
! 
1 0
0 D11
! 
1 0
0 P11
! 
1 0
0 U11
!
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eine Bruhat-Zerlegung von A. Oenbar gilt
det(D) = det(D11) :
Sei  2 Sn die Permutation mit P = P (). Dann gilt (1) = 1. Sei weiter
 2 Sn 1 die Permutation mit
(k) = (k + 1)
fur k = 1; : : : ; n  1. Dann gilt
P11 = P () :
Wegen (1) = 1 gilt
(2)  (1)
2  1  : : : 
(n)  (1)
n  1 = 1 :
Wir erhalten
det(P ) = sgn() =
Y
1<n
()  ()
  
=
Y
2<n
()  ()
  
=
Y
10<0n 1
(0)  (0)
0   0 = sgn() = det(P11)
Nun folgt
det(A) = det(A11) :
Damit ist der Beweis beendet.
Satz 12.10 (Entwicklungssatz von Laplace). Seinen n 2 N mit n  2 und
A = (a;);=1;:::;n 2 Rnn
beliebig gegeben. Sei Akl 2 R(n 1)(n 1) die Matrix, die aus A durch Streichen
der k-ten Zeile und der l-ten Spalte hervorgeht. Dann gelten die beiden Entwick-
lungsformeln.
(1) Entwicklung nach der k-ten Zeile:
det(A) =
nX
=1
( 1)k+ak det(Ak) :
(2) Entwicklung nach der l-ten Spalte:
det(A) =
nX
=1
( 1)+lal det(Al) :
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Beweis. Die Aussagen (1) und (2) folgen aus dem Entwicklungssatz 12.10 und
den Eigenschaften 12.5 der Determinante.
Beispiel 12.11 (Entwicklung nach der zweiten Zeile). Bei Anwendung des Ent-
wicklungssatzes von Laplace ist es gunstig, die Determinante nach einer Spalte
oder Zeile zu entwickeln, die moglichst viele Nullen enthalt.
det
0B@ 1  3  100 0  2
 4  9 2
1CA =  0 + 0  ( 2)   1  3 4  9
!
= 2  (9  12) =  6 :
Mit Satz 12.5, Aussage (6) folgt
det
0B@ 0 0  2 1  3  10
 4  9 2
1CA = ( 1)  ( 6) = 6 :
Vergleiche Beispiel 12.4. 
Satz 12.12 (Formel von Leibniz). Seien n 2 N und A = (a);=1;:::;n 2 Rnn
beliebig gegeben. Dann gilt
det(A) =
X
2Sn
sgn() a(1) 1    a(n)n :
Die Determinante kann durch die Formel von Leibniz deniert werden.
Beweis. Sei A = (a1; : : : ; an). Fur  = 1; : : : ; n gilt
a =
nX
=1
ae :
Der Laundex  gehort zur -ten Spalte a von A. Die Determinante ist linear
in allen Spalten. Ferner gilt det(e1 ; : : : ; en) 6= 0 genau dann, wenn es  2 Sn
mit () =  fur alle  = 1; : : : ; n gibt. Wir erhalten
det(A) = det(a1; : : : ; an) =
nX
1;:::;n=1
a11  : : :  ann  det(e1 ; : : : ; en)
=
X
2Sn
a(1) 1  : : :  a(n)n  det(e(1); : : : ; e(n))
=
X
2Sn
a(1) 1  : : :  a(n)n  sgn() :
Damit ist der Beweis beendet.
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Beispiel 12.13. Wir betrachten die Spezialfalle n = 2; 3.
(1) Sei n = 2.
(1) (2) sgn()
1 2 +1
2 1  1
det
 
a11 a12
a21 a22
!
=
X
2S2
sgn() a(1) 1 a(2) 2 = a11a22   a21a12 :
(2) Sei n = 3.
(1) (2) (3) sgn()
1 2 3 +1
1 3 2  1
2 1 3  1
2 3 1 +1
3 1 2 +1
3 2 1  1
det
0B@a11 a12 a13a21 a22 a23
a31 a32 a33
1CA = X
2S3
sgn() a(1) 1 a(2) 2 a(3) 3
= f a11a22a33   a11a32a23
  a21a12a33 + a21a32a13
+ a31a12a23   a31a22a13g
= a11 det
 
a22 a23
a32 a33
!
  a21 det
 
a12 a13
a32 a33
!
+ a31 det
 
a12 a13
a22 a23
!
:
(3) Wir berechnen die Determinante der ersten Matrix aus Beispiel 12.11 mit
der Formel von Leibniz.
det
0B@ 1  3  100 0  2
 4  9 2
1CA
=

( 1)  0  2  ( 1)( 9)( 2)  0  ( 3)  2
+ 0  ( 9)  ( 10) + ( 4)( 3)( 2)  ( 4)  0  ( 10)	
= 18  24 =  6 :

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Beispiel 12.14 (Vektorprodukt). Das Vektorprodukt a  b zweier Vektoren
a = (a1; a2; a3)
t und b = (b1; b2; b3)
t des R3 ist durch
a b =
0B@a1a2
a3
1CA
0B@b1b2
b3
1CA =
0B@a2b3   a3b2a3b1   a1b3
a1b2   a2b1
1CA
deniert. Die rechte Seite fassen wir als formale Entwicklung der Determinante
det
0B@a1 b1 e1a2 b2 e2
a3 b3 e3
1CA
nach der dritten Spalte auf, wobei fe1; e2; e3g die kanonische Basis des R3 ist.
Im strengen Sinne ist diese Determinante nicht deniert. Wir denieren also
zusatzlich
det
0B@a1 b1 e1a2 b2 e2
a3 b3 e3
1CA = (a2b3   a3b2)e1   (a1b3   a3b1)e2 + (a1b2   a2b1)e3
=
0B@a2b3   a3b2a3b1   a1b3
a1b2   a2b1
1CA :
Damit erhalten wir 0B@a1a2
a3
1CA
0B@b1b2
b3
1CA = det
0B@a1 b1 e1a2 b2 e2
a3 b3 e3
1CA :
Diese Formel fur das Vektorprodukt lasst sich leicht behalten. Solche formale
Erweiterungen der Schreibweisen werden aus praktischen und merktechnischen
Grunden des Ofteren vorgenommen. Dabei sind allerdings Vorsichtsmanahmen
bei der Auswertung der Ausdrucke einzuhalten.
Wir konnen das Vektorprodukt a  b als Anwendung einer schief-symme-
trischen (3 3)-Matrix A auf den Vektor b schreiben. Es gilt0B@ 0  a3 a2a3 0  a1
 a2 a1 0
1CA
0B@b1b2
b3
1CA =
0B@a2b3   a3b2a3b1   a1b3
a1b2   a2b1
1CA = a b :
Die Matrix A 2 R33 mit
A =
0B@ 0  a3 a2a3 0  a1
 a2 a1 0
1CA
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ist schief-symmetrisch, das heit, es gilt
At =  A :
Samtliche Diagonalelemente einer schief-symmetrischen Matrix verschwinden.
Wegen Satz 12.5, Aussage (5) verschwindet auch die Determinante einer schief-
symmetrischen Matrix.
Schief-symmetrische (3  3)-Matrizen treten bei der Berechnung der Dreh-
achsen dreidimensionaler Drehungen auf. Siehe Satz und Denition 20.6. 
Beispiel 12.15 (Spatprodukt). Der Vektorraum R3 sei mit dem euklidischen
innneren Produkt h : ; : i und dem Vektorprodukt  versehen. Sei A = (a; b; c) 2
R3 die (3 3)-Matrix mit den Spalten a; b; c 2 R3. Dann gilt
det(a; b; c)  det(A) = ha; b ci :
Aus den Eigenschaften der Determinante ergibt sich insbesondere, dass das Spat-
produkt ha; b ci unter zyklischen Vertauschungen invariant bleibt:
ha; b ci = hb; c ai = hc; a bi :
Der Absolutbetrag des Spatproduktes der Spaltenvektoren a; b; c;2 R3 ist das
elementargeometrische Volumen Vol(P (a; b; c)) des Parallelachs
P (a; b; c) = fa+ b+ c j ; ;  2 [0; 1]g ;
mit den acht Eckpunkten
0 ; a ; b ; c ; a+ b ; a+ c ; b+ c ; a+ b+ c :
Es gilt also
Vol(P (a; b; c)) = jha; b cij = j det(a; b; c)j :

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13 Adjunkte und Regel von Cramer
Satz 13.1. Sei n 2 N. Sei A = (a1; : : : ; an) 2 Rnn eine quadratische Matrix
mit den Spalten a1; : : : ; an 2 Rn. Sei 'A : Rn ! Rn die lineare Abbildung mit
'A(x) = Ax. Dann sind die folgenden Aussagen (1) bis (8) aquivalent.
(1) A = (a1; : : : ; an) ist invertierbar.
(2) ker(A) = f0g.
(3) def(A) = 0.
(4) im(A) = Rn.
(5) rg(A) = n.
(6) fa1; : : : ; ang ist eine Basis des Rn.
(7) det(A) 6= 0.
(8) 'A : Rn ! Rn ist bijektiv.
Wenn die aquivalenten Bedingungen (1) bis (8) erfullt sind, dann gilt
det(A 1) = (det(A)) 1 =
1
det(A)
:
Wir ziehen nun eine wichtige Konsequenz aus dem Entwicklungssatz von
Laplace. Wenn eine Matrix invertierbar ist, konnen die Eintrage ihrer Inversen
als Quotienten geeigneter Determinanten dargestellt werden. Zur Vorbereitung
der Inversionsformel denieren wir die Adjunkte einer quadratischen Matrix.
Die Regel von Cramer ist eine Konsequenz der Inversionsformel.
Satz und Denition 13.2 (Adjunkte). Seien n 2 N mit n  2 und A 2 Rnn
gegeben.
(1) Sei A 2 R(n 1)(n 1) die Matrix, die aus A durch Streichen der -ten
Zeile und der -ten Spalte hervorgeht. Die Determinante det(A) heit
der (; )-te Minor von A.
(2) Die Matrix adj(A) = () 2 Rnn mit
 = ( 1)+ det(A)
fur alle ;  = 1; : : : ; n heit die Adjunkte der Matrix A. Hierbei ist auf
die Vertauschung der Indizes auf der rechten Seite zu achten.
(3) Die Bildung der Adjunkten ist mit der Transposition vertauschbar. Es gilt
(adj(A))t = adj(At) :
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(4) Aus dem Entwicklungssatz von Laplace folgt
A  adj(A) = adj(A) A = det(A)En :
(5) Wenn det(A) 6= 0 gilt, dann ist A invertierbar mit
A 1 =
1
det(A)
adj(A) :
Diese Inversionsformel folgt aus (4).
Die Adjunkte kann mit dem Verfahren von Leverrier-Faddeev berechnet werden.
Siehe Satz 14.7.
Beweis. Aussage (3) folgt aus der Denition der Adjungierten und den Eigen-
schaften der Determinante. Wir beweisen (4). Dazu beweisen wir zuerst die
Formel
det(A)   =
nX
l=1
( 1)l+al det(Al) : (13.1)
Im Fall  =  steht rechts die Entwicklung
nX
l=1
( 1)l+al det(Al)
von det(A) nach der -ten Zeile. Dabei wird uber den Spaltenindex l summiert.
Im Fall  6=  ersetzen wir in A die -te Zeile durch die -te Zeile. In der neuen
Matrix A0 tritt daher die -Zeile zweimal auf. Also gilt det(A0) = 0. Die rechte
Seite von (13.1) ist die Entwicklung von det(A0) nach der -ten Zeile. Damit ist
die Formel (13.1) bewiesen. Es folgt
nX
l=1
al  l =
nX
l=1
al  ( 1)l+ det(Al) = det(A)   :
Damit ist die erste Gleichung
A  adj(A) = det(A)En
der Matrixidentitat (4) komponentenweise bewiesen. Die zweite Gleichung folgt
aus
At  adj(At) = det(At)En = det(A)En
durch Transponieren. Dabei verwenden wir (3). Die Inversionsformel (5) folgt
aus (4).
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Beispiel 13.3. Wir betrachten A = (a) 2 R22. Nach 13.2 gilt
adj(A) =
 
a22  a12
 a21 a11
!
:
Wenn det(A) 6= 0 gilt, ist A invertierbar mit
A 1 =
1
det(A)
adj(A) =
1
a11a22   a21a12
 
a22  a12
 a21 a11
!
:
Siehe Satz 1.1. 
Beispiel 13.4. Wir berechnen die Adjunkte adj(A) der Matrix
A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA :
(1) Minoren berechnen und eintragen.
 
det(A)

;=1;2;3
=
0B@ 96  42  3 18  8 0
 6  2 0
1CA :
(2) Transponieren. 0B@ 96  18  6 42  8  2
 3 0 0
1CA :
(3) Vorzeichenschema. 0B@+   +  +  
+   +
1CA :
(4) Vorzeichen eintragen.
adj(A) =
0B@ 96 18  642  8 2
 3 0 0
1CA :
(5) Probe mit Hilfe von (4) aus 13.2.0B@ 0 0  2 1  3  10
 4  9 2
1CA
0B@ 96 18  642  8 2
 3 0 0
1CA =
0B@6 0 00 6 0
0 0 6
1CA :
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Insbesondere folgt det(A) = 6. Entwickeln nach der ersten Zeile ergibt
det(A) = 0 + 0 + ( 2)  (9  12) = 6 :
Siehe Beispiel 14.9. 
Satz 13.5 (Regel von Cramer. Leibniz, Cramer). Seien n 2 N mit n  2 und
A 2 Rnn mit det(A) 6= 0 und b = (b) 2 Rn gegeben. Dann ist Ax = b ist
durch
 = () = A
 1b
eindeutig losbar.
(1) Aus der Inversionsformel (4) des Satzes 13.2 folgt
 =
nX
=1
( 1)+ det(A)
det(A)
b
fur alle  = 1; : : : ; n.
(2) Nach (1) gilt
 =
det(A)
det(A)
fur alle  = 1; : : : ; n. Dabei entsteht A 2 Rnn aus A, indem die -te
Spalte durch b ersetzt wird.
Die Formeln in (1) und (2) zur Berechnung der eindeutig bestimmten Losung
von Ax = b werden Regel von Cramer genannt. Formel (2) gilt im Fall n = 1
trivialerweise. Den Fall n = 2 haben wir bereits in Satz 1.1 behandelt.
Beispiel 13.6. Gegeben seien A 2 R33 und b 2 R3 mit
A = (a1; a2; a3) =
0B@ 2 3 16  4 1
 8 37 27
1CA ; b =
0B@  513
 39
1CA :
Die Matrix A ist invertierbar, denn es gilt
det(A) = (+1)  190 + ( 1)  ( 50) + (+27)  ( 10) =  30 :
Der Einfachheit halber haben wir dabei nach der dritten Spalte entwickelt. Nun
berechnen wir den eindeutig bestimmten Vektor x = (x1; x2; x3)
t 2 R3 mit
Ax = b mit Hilfe der Regel von Cramer.
x1 =
det(b; a2; a3)
det(a1; a2; a3)
=
det
0B@  5 3 113  4 1
 39 37 27
1CA
det
0B@ 2 3 16  4 1
 8 37 27
1CA
=
( 120)
( 30) = 4 ;
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x2 =
det(a1; b; a3)
det(a1; a2; a3)
=
det
0B@ 2  5 16 13 1
 8  39 27
1CA
det
0B@ 2 3 16  4 1
 8 37 27
1CA
=
( 60)
( 30) = 2 ;
x3 =
det(a1; a2; b)
det(a1; a2; a3)
=
det
0B@ 2 3  56  4 13
 8 37  39
1CA
det
0B@ 2 3 16  4 1
 8 37 27
1CA
=
(+90)
( 30) =  3 :

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14 Cayley-Hamilton. Leverrier-Faddeev
Satz und Denition 14.1. Seien n 2 N und A 2 Rnn gegeben.
(1)  2 R ist genau dann ein Eigenwert von A, wenn det(A  En) = 0 gilt.
(2) Die Menge (A) der Eigenwerte von A heit das Spektrum der Matrix A.
(3) Das Polynom A(t) 2 R[t] mit
A() = det(A  En)
fur alle Ersetzungen der Unbekannten t durch eine beliebige Zahl  2 R
heit das charakteristische Polynom von A.
(4) Sei  2 (A). Dann heit der Teilvektorraum ker(A   En)  Rn der
Eigenraum zum Eigenwert . Die Dimension von ker(A  En) heit die
geometrische Vielfachheit des Eigenwertes .
(5) Fur alle  2 R gilt  2 (A) genau dann, wenn  eine Nullstelle von
A(t) ist, das heit, wenn A() = 0 gilt.
(6) Wenn  2 R eine k-fache Nullstelle von A(t) ist, wobei k 2 N gilt, dann
sagen wir, dass k die algebraische Vielfachheit des Eigenwertes  ist.
Beispiel 14.2. Wir betrachten die Matrix A 2 Rnn mit
A =
0B@2 0 01 9  4
2 14  6
1CA
aus Beispiel 8.4. Entwickeln der Matrix
A  E3 =
0B@2   0 01 9    4
2 14  6  
1CA
nach der ersten Spalte ergibt
A() = det(A  E3) =  3 + 52   8+ 4 = ( 1)(  2)2(  1) :
In Ubereinstimmung mit den fruheren Rechnungen in 8.4 ist 1 = 2 = 2 eine
doppelte und 3 = 1 eine einfache reelle Nullstelle von A(X). Im vorliegenden
Fall gilt
(A) = f1; 2g :
Auerdem stimmen fur jedes  2 (A) die algebraische und geometrische Viel-
fachheit von  uberein. Im Allgemeinen gilt dies jedoch nicht. 
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Wir erortern jetzt ein Beispiel von grundlegender Bedeutung. Dieses Beispiel
bereitet den Satz von Cayley-Hamilton und das Matrixmodell der komplexen
Zahlen vor.
Beispiel 14.3. Es gibt allerdings quadratische reelle Matrizen, die keinen reel-
len Eigenwert besitzen. Die Matrix
A =
 
0  1
1 0
!
2 R22
besitzt das charakteristische Polynom
A() = 
2 + 1 :
Dieses Polynom besitzt keine reellen Nullstellen. Daher besitzt A keine reellen
Eigenwerte. Wenn die Unbekannte t nicht durch reelle Zahlen  sondern durch
die Matrix A selber ersetzt wird, erhalten wir
A(A) = A A+ E2 =
 
0  1
1 0
!

 
0  1
1 0
!
+
 
1 0
0 1
!
=
 
0 0
0 0
!
:
Nach dem Satz von Cayley-Hamilton gilt, dass jede quadratische reelle Matrix
Nullstelle ihres eigenen charakteristischen Polynoms ist. 
Satz 14.4 (Cayley-Hamilton). Seien n 2 N und A 2 Rnn gegeben. Dann gilt
A(A) = 0nn :
Dabei wird die Unbekannte t im charakteristischen Polynom A(t) 2 R[t] durch
die Matrix A ersetzt.
Beweis. Die Aussage des Satzes gilt im Fall n = 1 trivialerweise. Wir setzen
daher n  2 voraus. Es gibt a0; : : : ; an 2 R und C0; : : : ; Cn 1 2 Rnn mit
A() =
nX
k=0
ak
k ; adj(A  En) =
n 1X
k=0
kCk
fur alle  2 R. Nach Satz 13.2 gilt
A()En = det(A  En)En
= (A  En)  adj(A  En)
= (A  En)  (C0 + C1 + : : :+ n 1Cn 1) :
Ein Koezientenvergleich ergibt
a0En = AC0 ; akEn = ACk   Ck 1 ; anEn =  Cn 1
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fur k = 1; : : : ; n  1. Eine Multiplikation mit A0 = En, Ak respektive An liefert
a0En = AC0 ; akA
k = Ak+1  Ck  Ak  Ck 1 ; anAn =  An  Cn 1
fur k = 1; : : : ; n  1. Schlielich summieren wir und erhalten
A(A) =
nX
k=0
akA
k = AC0 + (A
2C1  A1C0)
+ (A3C2  A2C1)
...
+ (AnCn 1  An 1Cn 2) AnCn 1
= 0 :
Damit ist der Beweis beendet.
Satz und Denition 14.5. Sei n 2 N. Fur A = (a) 2 Rnn wird die Spur
tr(A) durch
tr(A) =
nX
=1
a = a11 + : : :+ ann
deniert. Seien ;  2 R und B = (b) 2 Rnn. Dann gelten:
(1) tr(En) = n.
(2) tr(A+ B) =   tr(A) +   tr(B).
(3) tr(A B) = tr(B A).
Beweis. Die Aussagen (1) und (2) sind klar. Es gilt
tr(AB) =
nX
=1
 
nX
=1
ab
!
=
nX
=1
 
nX
=1
ba
!
= tr(BA) :
Damit ist (3) bewiesen.
Spur und Determinante sind Abbildungen von Rnn in R. Sie sind unter
allen inneren Automorphismen
A 7! V  1 A  V
mit V 2 GL(n;R) invariant. Diese Invarianzeigenschaft kann zur Berechnung
von tr(A) und det(A) ausgenutzt werden. Auerdem bedeutet diese Invarianz-
eigenschaft, dass Spur und Determinante fur lineare Abbildungen ' : Rn ! Rn
unabhangig von einer speziellen Matrixdarstellung einen Sinn machen.
156
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Satz 14.6. Sei n 2 N. Fur alle A 2 Rnn und alle V 2 GL(n;R) gelten die
Formeln (1) und (2).
(1) tr(V  1AV ) = tr(A).
(2) det(V  1AV ) = det(A).
Die Koezienten des charakteristischen Polynoms A(t) 2 R[t] einer Ma-
trix A 2 Rnn konnen sukzessive mit dem Verfahren von Leverrier-Faddeev
berechnet werden. Das Verfahren liefert auerdem die Adjunkte adj(A) und die
Determinante det(A) von A.
Satz 14.7 (Leverrier-Faddeev). Seien n 2 N mit n  2 und A 2 Rnn gegeben.
(1) Die Koezienten p1; : : : ; pn 2 R des charakteristischen Polynoms
A(t) = ( 1)n(tn   p1tn 1   p2tn 2   : : :  pn) 2 R[t]
von A lassen sich mit dem Verfahren von Leverrier-Faddeev induktiv be-
rechnen.
(1.1) Wir setzen B0 = En, wobei En 2 Rnn die Einheitsmatrix ist.
(1.2) Wir berechnen
Ak = ABk 1 ; pk =
tr(Ak)
k
; Bk = Ak   pkEn
sukzessive fur k = 1; : : : ; n.
(2) Nach dem Satz von Cayley-Hamilton gilt Bn = 0.
(3) Am charakteristischen Polynom A(t) lassen sich die Spur tr(A) und die
Determinante det(A) von A direkt ablesen. Es gelten
tr(A) = p1 ; det(A) = ( 1)n 1pn :
(4) Es gilt
adj(A) = ( 1)n 1Bn 1 :
(5) Wenn A invertierbar ist, dann gilt
A 1 =
1
pn
Bn 1 :
Eigenschaft (2) dient zur Kontrolle der Rechnung.
Beispiel 14.8 (Fortsetzung von Beispiel 14.2). Wir untersuchen die Matrix
A 2 R33 mit
A =
0B@2 0 01 9  4
2 14  6
1CA
mit dem Verfahren von Leverrier-Faddeev. Die Rechnung fassen wir in folgen-
dem Schema zusammen.
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A1 = AE3 =
0B@2 0 01 9  4
2 14  6
1CA ; p1 = 5 ; B1 =
0B@ 3 0 01 4  4
2 14  11
1CA :
A2 =
0B@ 6 0 0 2  20 8
 4  28 10
1CA ; p2 =  8 ; B2 =
0B@ 2 0 0 2  12 8
 4  28 18
1CA :
A3 =
0B@4 0 00 4 0
0 0 4
1CA ; p3 = 4 ; B3 =
0B@0 0 00 0 0
0 0 0
1CA :
A(t) = ( 1)3(t3   5t2 + 8t  4) = ( 1)(t  2)2(t  1) :
det(A) = ( 1)2 p3 = 4 :
A 1 =
1
p3
B2 =
1
4
0B@ 2 0 0 2  12 8
 4  28 18
1CA :

Beispiel 14.9 (Fortsetzung von Beispiel 13.4). Wir berechnen die Adjunkte
adj(A) und die Determinante det(A) der Matrix
A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA
mit dem Verfahren von Leverrier-Faddeev. Wie in 13.4 erhalten wir
adj(A) =
0B@ 96 18  642  8 2
 3 0 0
1CA ; det(A) = 6 :
Die Rechnung fassen wir in folgendem Schema zusammen.
158
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
A1 = A =
0B@ 0 0  2 1  3  10
 4  9 2
1CA ;
p1 = tr(A1) =  1 ; B1 = A1   p1E3 =
0B@ 1 0 2 1  2  10
4  9 3
1CA :
A2 = AB1 =
0B@ 8 18  642 96 2
 3 0 104
1CA ;
p2 =
tr(A2)
2
= 104 ; B2 = A2   p2E3 =
0B@ 96 18  642  8 2
 3 0 0
1CA :
A3 = AB2 =
0B@6 0 00 6 0
0 0 6
1CA ; p3 = tr(A3)
3
= 6 ; B3 =
0B@0 0 00 0 0
0 0 0
1CA :
A(t) = ( 1)n(tn   p1tn 1   p2tn 2   : : :  pn)
= ( 1)3(t3 + t2   104t  6)
=  t3   t2 + 104t+ 6 :
adj(A) = ( 1)2B2 =
0B@ 96 18  642  8 2
 3 0 0
1CA :
det(A) = ( 1)2 p3 = 6 :

Beispiel 14.10. Wir berechnen das charakteristische Polynom A(t) explizit
in den Fallen n = 2 und n = 3.
(1) Fur alle A 2 R22 gilt
A(t) = det(A  tE2) = ( 1)2(t2   tr(A)  t+ det(A)) :
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(2) Fur alle A 2 R33 gilt
A(t) = det(A  tE3) = ( 1)3(t3   tr(A)  t2 + tr(adj(A))  t  det(A)) :
Im Fall n = 3 tritt die Spur der Adjunkten in der Formel fur das charakteristi-
sche Polynom auf. Wie das Beispiel
A =
0B@2 0 01 9  4
2 14  6
1CA ; tr(A) = 5 ; det(A) = 4 ;
adj(A) =
0B@ 2 0 0 2  12 8
 4  28 18
1CA ; tr(adj(A)) = 8
zeigt, stimmen die Spur von A und die Spur von adj(A) im Allgemeinen nicht
uberein. Siehe 14.8. Dagegen gilt fur A 2 R22 stets tr(A) = tr(adj(A)). Siehe
13.3. Wenn wir in (1) und (2) fur die Unbekannte t die Matrix A einsetzen,
erhalten wir mit dem Satz von Cayley-Hamilton die folgenden Aussagen (3)
und (4).
(3) Fur alle A 2 R22 gilt
A2 = tr(A) A  det(A)  E2 :
(4) Fur alle A 2 R33 gilt
A3 = tr(A) A2   tr(adj(A)) A+ det(A)  E3 :
Wir betrachten noch einmal die Matrix A aus 14.8. Ausmultiplizieren ergibt
A2 =
0B@4 0 03 25  12
6 42  20
1CA ; A3 =
0B@ 8 0 07 57  28
14 98  48
1CA :
Oenbar gilt0B@ 8 0 07 57  28
14 98  48
1CA = 5
0B@4 0 03 25  12
6 42  20
1CA  8
0B@2 0 01 9  4
2 14  6
1CA+ 4
0B@1 0 00 1 0
0 0 1
1CA :

Nach dem folgenden Satz ist jedes reelle Polynom vom Grad n 2 N, dessen
Leitkoezienten gleich ( 1)n ist, das charakteristische Polynom einer Matrix
aus Rnn.
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Satz 14.11 (Begleitmatrix). Seien n  N mit n  2 und p1; : : : ; pn 2 R beliebig
gegeben. Dann ist das Polynom '(t) 2 R[t] mit
'(t) = ( 1)n(tn   p1tn 1   p2tn 2   : : :  pn)
das charakteristische Polynom der Matrix A 2 Rnn mit
A =
0BBBBBBB@
0 0 0 : : : 0 0 0 pn
1 0 0 : : : 0 0 0 pn 1
...
...
0 0 0 : : : 0 1 0 p2
0 0 0 : : : 0 0 1 p1
1CCCCCCCA
:
Diese Schreibweise ist so zu verstehen, dass in der ersten Diagonale unterhalb
der Hauptdiagonalen der Matrix A alle Eintrage gleich 1 sind, in der letzten
Spalte von oben nach unten die Koezienten pn; : : : ; p1 eingetragen werden,
und alle anderen Eintrage gleich 0 sind. Die Matrix A heit die Begleitmatrix
des Polynoms '(t).
Beispiel 14.12 (Fortsetzung des fundamentalen Beispiels 14.3). Die Begleit-
matrix des Polynoms
'(t) = t2 + 1 = ( 1)2(t2   p1t  p2) 2 R[t]
mit p1 = 0 und p2 =  1 ist die Matrix
A =
 
0 p2
1 p1
!
=
 
0  1
1 0
!
2 R22 :
Wir verweisen auf Satz 15.5. Im Matrixmodell der komplexen Zahlen ist diese
Matrix die imaginare Einheit i. Die Matrizen A sind die einzigen Matrizen in
R22, die die Matrixgleichung
A2 + E2 = 022
erfullen. Die Idee ist, die fehlenden reellen Wurzeln der Gleichung t2+1 = 0 als
reelle (2 2)-Matrizen zu konstruieren. 
Beispiel 14.13.
(1) Fur alle A 2 R22 gilt
det(E2 + tA) = 1 + tr(A)  t+ det(A)  t2 :
(2) Fur alle A 2 R33 gilt
det(E3 + tA) = 1 + tr(A)  t+ tr(adj(A))  t2 + det(A)  t3 :

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Beispiel 14.14. Sei n 2 N mit n  2. Fur alle A 2 Rnn gilt
d
dt
det(En + tA) = tr(A  adj(E + tA)) :
Dabei wird die Ableitung eines reellen Polynoms rein algebraisch durch
d
dt
 
mX
=0
at

!
=
8>><>>:
0 ;  = 0 ;
m 1X
=1
at
 1 ; m 2 N
deniert. 
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15 Matrixmodell der komplexen Zahlen
Satz und Denition 15.1. Ein Tripel (K;+; ), das aus einer nicht-leeren
Menge K und zwei Abbildungen + : K  K ! K mit (x; y) 7! x + y und
 : K  K ! K mit (x; y) 7! xy = x  y besteht, heit ein Korper, wenn die
folgenden Bedingungen (1) bis (4) erfullt sind. Dann nennen wir die Abbildung
+ die Addition und die Abbildung  die Multiplikation des Korpers (K;+; ).
(1) (8x; y 2 K : x+ y = y + x ; xy = yx .
(2) (8x; y; z 2 K) : x+ (y + z) = (x+ y) + z ; x(yz) = (xy)z .
(3) (8x; y; z 2 K) : x(y + z) = xy + xz .
(4) Es gibt Elemente 0 2 K und 1 2 K derart, dass (4.1) bis (4.5) gelten.
(4.1) 0 6= 1 .
(4.2) (8x 2 K) : x+ 0 = x .
(4.3) (8x 2 K)(9y 2 K) : x+ y = 0 .
(4.4) (8x 2 K) : 1  x = x .
(4.5) (8x 2 K n f0g)(9y 2 K) : xy = 1 .
Es gelten die folgenden Einzigkeitsaussagen (5), (6), (7).
(5) Die Elemente 0 und 1 sind bereits durch die Bedingungen (1), (2), (4.2),
(4.4) eindeutig bestimmt. Diese Elemente heien die Null respektive die
Eins des Korpers (K;+; ).
(6) Die Elemente y 2 K mit x+ y = 0 sind eindeutig durch x 2 K bestimmt.
Sie heien das negative Element ( x) zu x.
(7) Die Elemente y 2 K n f0g mit xy = 1 sind durch x 2 K n f0g eindeutig
bestimmt. Sie heien das inverse oder reziproke Element x 1 zu x.
Wir nennen die Menge K = K n f0g die Menge invertierbaren Elemente des
Korpers (K;+; ).
Wenn keine Verwechslungen zu befurchten sind, schreiben wirK anstelle von
(K;+; ). Auerdem unterscheiden wir in der Notation zwischen den Additionen
und Multiplikationen verschiedener Korper nicht.
Beispiele 15.2.
(1) Das Tripel (Q;+; ) bestehend aus der Menge Q der rationalen Zahlen und
der ublichen Addition und der ublichen Multiplikation ist ein Korper.
(2) Das Tripel (R;+; ) bestehend aus der Menge R der reellen Zahlen und
der ublichen Addition und der ublichen Multiplikation ist ein Korper.

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Denition 15.3. Sei K ein Korper. Ein Paar (L;) bestehend aus einem
Korper L und einer Abbildung  : K ! L heit eine Korpererweiterung von
K, wenn die folgenden Bedingungen (1), (2), (3) erfullt sind.
(1) Fur alle x, y 2 K gilt (x+ y) = (x) + (y).
(2) Fur alle x, y 2 K gilt (x  y) = (x)  (y).
(3) Aus (x) = (y) folgt x = y fur alle x, y 2 K.
In dieser Situation sagen wir auch, dass L eine Korpererweiterung von K ist.
Manchmal sagen wir, dass  eine Korpererweiterung von K ist. Auerdem ist
es ublich, K mit der Bildmenge (K) zu identizieren. Wir sagen dann, dass
K ein Teilkorper von L ist.
Satz 15.4. Sei K eine Korper. Fur eine Korpererweiterung (L;) von K gelten
die folgenden Aussagen (1), (2), (3).
(1) (0) = 0.
(2) (K)  L.
(3) (1) = 1.
Wir konstruieren in Satz 15.5 dasMatrixmodell des Korpers C der komplexen
Zahlen. Die komplexen Zahlen werden als reelle (2 2)-Matrizen der 
a  b
b a
!
Form konstruiert. Der Korper C ist eine Korpererweiterung der Korpers R der
reellen Zahlen. Dabei werden die reellen Zahlen a mit den Diagonalmatrizen 
a 0
0 a
!
identiziert. Wir erinnern an die Beispiele 14.3 und 14.12 und den Satz 14.4
von Cayley-Hamilton. Im Korper C ist die Gleichung x2 + 1 = 0 losbar. Nach
dem Fundamentalsatz 15.12 besitzt jedes komplexe Polynom n-ten Grades n
Nullstellen.
Satz 15.5 (Matrixmodell der komplexen Zahlen). Sei C  R22 die Menge
aller reellen (2 2)-Matrizen von der Form
c =
 
a  b
b a
!
mit a; b 2 R. Dann gelten die folgenden Aussagen (1) bis (8).
(1) Die Menge C enthalt die Nullmatrix 022 und die Einheitsmatrix E2.
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(2) Fur alle a1; a2; b1; b2 gilt 
a1  b1
b1 a1
!
+
 
a2  b2
b2 a2
!
=
 
a1 + a2  (b1 + b2)
b1 + b2 (a1 + a2)
!
:
Also liegen Summen von Matrizen aus C ebenfalls in C.
(3) Fur alle Matrizen c 2 C liegen auch die negativen Matrizen  c in C.
(4) Fur alle a1; a2; b1; b2 gilt 
a1  b1
b1 a1
!

 
a2  b2
b2 a2
!
=
 
a1a2   b1b2  (a1b2 + a2b1)
a1b2 + a2b1 (a1a2   b1b2)
!
:
Also liegen Produkte von Matrizen aus C ebenfalls in C.
(5) Eine Matrix
c =
 
a  b
b a
!
2 C
ist genau dann invertierbar, wenn det(c) = a2 + b2 6= 0 gilt. Dann gilt
c 1 =
1
a2 + b2
 
a b
 b a
!
2 C :
Also liegen fur alle Matrizen c 2 C n f0g auch die inversen Matrizen c 1
in C.
(6) Das Tripel (C;+; ) ist ein Korper. Dabei ist die Addition + die Matrizen-
addition und die Multiplikation  die Matrizenmultiplikation in R22.
(6.1) Das Tripel (C;+; ) heit Korper der komplexen Zahlen.
(6.2) Die Elemente von C heien komplexe Zahlen.
(6.3) Das Produkt c1  c2 zweier komplexer Zahlen c1 und c2 schreiben wir
wie ublich in der Form c1c2 = c1  c2.
(7) Die Abbildung  : R! C mit
 : a 7!
 
a 0
0 a
!
ist eine Korpererweiterung.
(8) Im Korper C ist die Gleichung x2 =  1 losbar. Es gilt 
0  1
1 0
! 
0  1
1 0
!
=  
 
1 0
0 1
!
:
Nach dem Fundamentalsatz der Algebra zerfallt jedes komplexe Polynom
vollstandig in Linearfaktoren. Siehe Satz 15.12.
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Satz und Denition 15.6 (Schreibweisen). Jede komplexe Zahl
c =
 
a  b
b a
!
2 C
lasst sich mit a; b 2 R auf genau eine Weise in der Form 
a  b
b a
!
=
 
a 0
0 a
! 
1 0
0 1
!
+
 
b 0
0 b
! 
0  1
1 0
!
= a
 
1 0
0 1
!
+ b
 
0  1
1 0
!
zerlegen. Wir vereinfachen die Schreibweise, indem wir eine reelle Zahl mit ih-
rem Bild unter der Korpererweiterung  : R! C identizieren.
(1) Wir setzen
1 =
 
1 0
0 1
!
; i =
 
0  1
1 0
!
; a+ bi =
 
a  b
b a
!
:
Wie ublich lassen wir den Punkt fur die Multiplikation fort. Wegen der
Kommutativitat der Multiplikation in C gilt insbesondere bi = ib.
(2) Die komplexe Zahl i ist die imaginare Einheit. Es gilt
(i)2 =  1 :
(3) Die reellen Zahlen a und b heien der Real- respektive der Imaginarteil
der komplexen Zahl c = a+ bi.
c = a+ bi ; Re(c) = a ; Im(c) = b :
(4) Die komplexe Zahl c = a  bi heit konjugiert komplexe Zahl zu c.
c = a  bi ; Re(c) = Re(c) = a ; Im(c) =  Im(c) =  b :
(5) Fur alle a1; a2; b1; b2 2 R gilt
(a1 + b1i) + (a2 + b2i) = (a1 + a2) + i(b1 + b2) :
(6) Fur alle a1; a2; b1; b2 2 R gilt
(a1 + b1i)(a2 + b2i) = (a1a2   b1b2) + (a1b2 + a2b1)i :
(7) Insbesondere ergibt sich
cc = (a  bi)(a+ bi) = a2 + b2  0 :
Die nicht-negative Quadratwurzel
jcj = pcc =
p
a2 + b2  0
heit Absolutbetrag der komplexen Zahl c = a+ bi.
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Beispiel 15.7.
(1  2i) + (3 + 4i) = 4 + 2i :
(1  2i)  (3 + 4i) = ( 2) + ( 6)  i =  2  6i = ( 2)(1 + 3i) :
(1  2i)  (3 + 4i) = 11  2i :
(3 + 4i) = 3  4i ; j3 + 4ij2 = (3 + 4i)  (3 + 4i) = 25 :
j3 4ij = 5 :
1  2i
3 + 4i
=
1  2i
3 + 4i
 3  4i
3  4i =
 5  10i
25
=  1  2i
5
=  1
5
  2
5
i :

Satz 15.8 (Polardarstellung komplexer Zahlen).
(1) Jede komplexe Zahl c 2 C  GL(2;R) besitzt eine Darstellung der Form
c = jcj
 
cos(')   sin(')
sin(') cos(')
!
mit einem eindeutig bestimmten reellen Parameter ' 2 ( ; ]. Diese
Darstellung heit die Polardarstellung von c.
(2) Eine komplexe Zahlen c 2 C  GL(2;R) ist demnach eine ebene Dreh-
streckung mit Streckungsfaktor jcj > 0 und Drehwinkel ' 2 ( ; ]. Es
gelten
jcj =
p
det(c) ; cos(') =
tr(c)
2
p
det(c)
=
Re(c)
jcj ; sin(') =
Im(c)
jcj :
Dabei ist ' 2 ( ; ] durch die beiden letzten Gleichungen eindeutig be-
stimmt.
Beispiel 15.9.
1  i =
p
2

1p
2
  ip
2

=
p
2

cos

 
4

+ i sin

 
4

:

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Tabelle 15.10.
' 6

5

4

3

2
2
3
3
4
4
5
5
6
cos(')
p
3
2
1+
p
5
4
p
2
2
1
2 0   12  
p
2
2   1+
p
5
4  
p
3
2
sin(') 12
p
10 2p5
4
p
2
2
p
3
2 1
p
3
2
p
2
2
p
10 2p5
4
1
2

Aus der Multiplikationsregel fur komplexe Zahlen und den Additionstheore-
men fur Cosinus und Sinus ergibt sich der folgende Satz 15.11.
Satz 15.11 (Euler-Moivre).
(1) Fur alle '; 2 R gilt
(cos(') + i sin('))(cos( ) + i sin( )) = cos('+  ) + i sin('+  ) :
(2) Fur alle n 2 N0 und alle ' 2 R gilt
(cos(') + i sin('))n = cos(n') + i sin(n') :
Die Aussagen (1) und (2) sind eine elegante Zusammenfassung der Additions-
theoreme.
Nach Satz 15.11 ist eine Exponentialschreibweise sinnvoll. Wir setzen
ei' = cos(') + i sin(') ; ' 2 R :
Speziell fur ' =  erhalten wir die beruhmte Euler'sche Formel
ei + 1 = 0 :
In der Analysis werden die Exponentialfunktion, der Cosinus und der Sinus
durch eine Potenzreihe deniert. Dann wird aus der obigen Denitionsgleichung
fur ei' eine beweisbare Gleichung. Aus Satz 15.11 folgen die Rechenregeln
ei'ei = ei('+ ) ; (ei')n = ein' ; jei'j = 1
fur alle '; 2 R und alle n 2 N0.
Wir formulieren die Polardarstellung mit der Exponentialschreibweise um.
Sei c 2 C  GL(2;R). Dann gilt
c = jcj
 
cos(')   sin(')
sin(') cos(')
!
= jcj(cos(') + i sin(')) = jcj ei'
mit einem eindeutig bestimmten ' 2 ( ; ].
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Satz 15.12 (Fundamentalsatz der Algebra. Gau). Jedes normierte komplexe
Polynom p(x) 2 C[x] vom Grade n 2 N besitzt eine Zerlegung
p(x) =
nY
k=1
(x  k)
in ein Produkt aus Linearfaktoren (x  k) mit k 2 C. Diese Zerlegung ist bis
auf die Reihenfolge der Linearfaktoren eindeutig bestimmt.
Satz 15.13 (Auosungsformeln fur quadratische Gleichungen).
(1) Sei w 2 C beliebig gegeben. Dann gilt jwj  Re(w)  0. Die Formeln
 =
8>>>>><>>>>>:

pjwj+Re(w) + ipjwj   Re(w)p
2
; Im(w)  0 ;

pjwj+Re(w)  ipjwj   Re(w)p
2
; Im(w) < 0
liefern alle Losungen  2 C der quadratischen Gleichung z2 = w.
(2) Seien p, q 2 C beliebig gegeben. Sei  2 C mit
2 =
p
2
2
  q
gegeben. Dann sind
z1 =  p
2
+  ; z2 =  p
2
  
die Losungen der quadratischen Gleichung z2 + pz + q = 0.
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16 Spektralsatz. Projektionen. Gram-Schmidt
Wir betrachten in diesem Abschnitt symmetrische reelle Matrizen. Nach dem
Spektralsatz 16.6 lassen sich diese Matrizen als endliche Linearkombinationen
von Projektionsmatrizen darstellen.
Satz und Denition 16.1. Sei n 2 N. Der Vektorraum Rn sei mit dem eu-
klidischen inneren Produkt h : ; : i und der euklidischen Norm k : k versehen.
(1) A 2 Rnn heit positiv, wenn es B 2 Rnn mit A = BtB gibt.
(2) Jede positive Matrix A 2 Rnn ist symmetrisch.
(3) Eine Matrix P 2 Rnn mit P = P t = P 2 heit eine Projektionsmatrix.
(4) Proj(n;R) = fP 2 Rnn j P = P t = P 2g.
(5) Jede Projektionsmatrix ist positiv.
Satz und Denition 16.2 (Projektionssatz). Sei n 2 N. Der Vektorraum Rn
sei mit dem euklidischen inneren Produkt h : ; : i und der euklidischen Norm k : k
versehen. Sei En = fe1; : : : ; eng die kanonische Basis des Rn Sei X  Rn ein
beliebiger Teilvektorraum.
(1) Die Teilmenge X?  Rn mit
X? = fx 2 Rn j (8v 2 X) : hx; vi = 0 g
ist ein Teilvektorraum.
(1.1) X? heit der Orthogonalraum zu X.
(1.2) X?? = (X?)? heit der Biorthogonalraum zu X.
(1.3) Jeder Vektor x 2 Rn besitzt eine eindeutig bestimmte Zerlegung
x = x0 + x00
mit x0 2 X und x00 2 X?.
(1.4) X?? = X.
(2) Die Abbildung  : Rn ! Rn mit
(x) = x0
ist linear. Wir nennen  die orthogonale Projektion des Rn auf X. Sei
P =MEnEn() 2 Rnn
die Matrixdarstellung von  bezuglich En. Es gelten:
(2.1) (8x 2 Rnn) : Px = (x) = x0.
(2.2) P 2 Proj(n;R).
(2.3) X = im() = im(P ).
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(2.4) X? = ker() = ker(P ).
(2.5) P ist die einzige Projektionsmatrix M 2 Proj(n;R) mit X = im(M).
(3) Die Abbildung  : Rn ! Rn mit
(x) = x00
ist die orthogonale Projektion des Rn auf den Orthogonalraum X?. Sei
Q =MEnEn() 2 Rnn
die Matrixdarstellung von  bezuglich En. Es gelten:
(3.1) (8x 2 Rn) : (x) = x  (x) = x  x0 = x00.
(3.2) P +Q = En.
(3.3) PQ = QP = 0.
(4) P ist positiv mit (P )  f0; 1g und tr(P ) = rg(P ).
(5) Sei X nicht der Nullraum, V = fv1; : : : ; vrg eine Basis von X und
V = (v1; : : : ; vr) 2 Rnr
die Matrix mit den Spalten v1; : : : ; vr. Dann ist die quadratische Matrix
V tV 2 Rrr
invertierbar. Es gilt die Projektionsformel
P = V (V tV ) 1V t :
(6) Wenn in (5) die Vektoren v1; : : : ; vr paarweise orthogonal sind, vereinfacht
sich die Projektionsformel zu
P =
rX
=1
v 
 v
kvk2 =
rX
=1
vv
t

kvk2 :
Siehe Satz und Denition 5.5.
Beweis. Nachweis von (1.3) und (1.4). Als Durchschnitt der Kerne der linearen
Abbildungen x 7! hx; vi mit v 2 X ist X? ein Teilvektorraum des Rn. Analog
folgt, dass X?? ein Teilvektorraum des Rn ist. Die Aussage (1.4) folgt aus (1.3).
Die Aussage (1.3) gilt in den Fallen X = f0g und X = Rn trivialerweise. Sei
also 1  r = dimX  n  1 mit n  2.
Wir wahlen eine Basis fa1; : : : ; arg von X. Sei A = (a1; : : : ; ar) 2 Rnr.
Dann gelten
X = im(A) ; X? = ker(At) ; 1  dim(X?) = n  r  n  1 :
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Dabei verwenden wir die Beziehung rg(At) = rg(A) = r und die Dimensions-
formel fur die transponierte Matrix At 2 Rrn. Siehe Satz 6.10. Wir wahlen eine
Basis far+1; : : : ang des OrthogonalraumesX?. Dann ist die Menge fa1; : : : ; ang
eine Basis des Rn.
Sei x 2 Rn. Dann gibt es eindeutig bestimmte 1; : : : ; n 2 R mit
x = 1a1 + : : :+ nan :
Die Vektoren
x0 = 1a1 + : : :+ rar 2 X ; x00 = r+1ar+1 + : : :+ nan 2 X?
bilden eine orthogonale Zerlegung x = x0 + x00. Seien x1 2 X und x2 2 X?
irgendwelche Vektoren mit x = x1 + x2. Dann gibt es eindeutig bestimmte
Koezienten 1; : : : ; n 2 R mit
x1 = 1a1 + : : :+ rar ; x2 = r+1ar+1 + : : :+ nan :
Weil fa1; : : : ; ang eine Basis des Rn ist, folgt a =  fur alle  = 1; : : : ; n.
Daher ist eine orthogonale Zerlegung eines beliebigen Vektors des Rn in einen
Vektor aus X und einen Vektor aus X? eindeutig bestimmt. Diese Zerlegung
hangt insbesondere nicht von der Wahl der Basen der Teilraume X und X? ab.
Damit ist (1.3) bewiesen.
Die Gultigkeit der Aussagen in (2) und (3) ist klar.
Nachweis von (4). Seien  2 R und v 2 Rn n f0g mit Pv = v gegeben. Aus
v = Pv = P 2v = P (v) = 2v
folgt 2 = . Also gilt (P )  f0; 1g.
Oenbar gilt tr(P ) = rg(P ), wenn P = 0 oder P = En gilt. Wir betrachten
den Fall 1  r = dimX = im(P )  n   1. Sei eine Basis fa1; : : : ; arg von X
und far+1; : : : ang eine Basis von X?. Dann ist fa1; : : : ; ang eine Basis des Rn
aus Eigenvektoren der Projektionsmatrix P . Sei W = (a1; : : : ; an) 2 GL(n;R).
Dann gilt
W 1PW =
 
Er 0r(n r)
0(n r)r 0(n r)(n r)
!
:
Mit Satz erhalten wir
tr(P ) = tr(W 1PW ) = tr(Er) = r = dim(X) = rg(P ) :
Damit ist (4) bewiesen.
Nachweis von (5). Zuerst zeigen wir, dass die (rr)-Matrix V tV invertierbar
ist. Weil die Vektoren v1; : : : ; vr linear unabhangig sind, gilt rg(V ) = r. Sei
y 2 Rr mit V tV y = 0 gegeben. Dann gilt
hV y; V yi = hy; V tV yi = 0 :
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Also gilt V y = 0. Weil die Vektoren v1; : : : ; vr linear unabhangig sind, folgt
y = 0. Also ist die quadratische Matrix V tV invertierbar.
Nun sei x 2 Rn beliebig gewahlt. Dann gilt Px 2 X = im(P ). Weil V eine
Basis von X ist, gibt es 1; : : : ; r 2 R mit
Px = 1v1 + : : :+ rvr :
Wir betrachten den Vektor
 = ()=1;:::;r = 1e
(r)
1 + : : :+ re
(r)
r 2 Rr :
Dabei ist Er = fe(r)1 ; : : : ; e(r)n g die kanonische Basis des Rr. Nach Konstruktion
gilt
Px = V  2 Rn :
Wegen x  Px 2 X? gilt
vt(x  V ) = hv; x  V i = hv; x  Pxi = 0
fur alle  = 1; : : : ; r. Also ist der Vektor  2 Rr eine Losung der Normalgleichung
V tV  = V tx 2 Rr :
Weil V tV 2 Rrr invertierbar ist, folgt
 = (V tV ) 1V tx :
Multiplikation mit V ergibt
Px = V  = V (V tV ) 1V tx :
Damit ist die Projektionsformel
P = V (V tV ) 1V t
bewiesen.
Nachweis von (6). Wenn v1; : : : ; vr paarweise orthogonal sind, gilt
V tV = diag(kv1k2; : : : ; kvrk2) :
Die Projektionsformel liefert in diesem Fall
Px = V

vt1x
kv1k2 ; : : : ;
vtrx
kvrk2
t
=
vt1x
kv1k2 v1 + : : :+
vtrx
kvrk2 vr
fur alle x 2 Rn. Damit ist der Beweis beendet.
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Beispiel 16.3. Sei X  R3 der Teilvektorraum, der von den beiden Vektoren
v1 =
0B@11
0
1CA ; v2 =
0B@ 20
1
1CA
erzeugt wird. Sei P 2 R33 die Matrixdarstellung der orthonalen Projektion des
R3 auf X bezuglich der kanonischen Basis. Dann gilt
P = V (V tV ) 1V t =
0B@1  21 0
0 1
1CA  2  2 2 5
! 1

 
1 1 0
 2 0 1
!
=
1
6
0B@1  21 0
0 1
1CA  5 2
2 2
!

 
1 1 0
 2 0 1
!
=
1
6
0B@ 5 1  21 5 2
 2 2 2
1CA :
Siehe Beispiel 16.5. 
Satz und Denition 16.4. Sei n 2 N. Der Vektorraum Rn sei mit dem eu-
klidischen inneren Produkt h : ; : i und der euklidischen Norm k : k versehen. Sei
X  Rn ein Teilvektorraum mit dim(X) = r 2 N.
(1) Eine Basis fv1; : : : ; vrg von X heit eine Orthogonalbasis von X, wenn
hv; vi = 0 fur alle ;  = 1; : : : ; r mit  6=  gilt.
(2) Eine Basis fv1; : : : ; vrg von X heit eine Orthonormalbasis von X, wenn
hv; vi =  fur alle ;  = 1; : : : ; r gilt.
(3) Eine Matrix A 2 Rnn heit eine Orthogonalmatrix, wenn AtA = En
gilt.
(4) Die Menge der Orthogonalmatrizen A 2 Rnn bezeichnen wir mit O(n;R).
Es gelten die folgenden Aussagen (5), (6), (7).
(5) Die kanonische Basis En ist eine Orthonormalbasis des Rn.
(6) Sei fv1; : : : ; vrg eine Basis von X. Dann liefert das folgende induktive
Verfahren von Gram-Schmidt eine Orthogonalbasis fw1; : : : ; wrg von X.
(6.1) Wir setzen w1 = v1.
(6.2) Wir berechnen
wk = vk  
k 1X
=1
hvk; wi
hw; wi w ;
sukzessive fur k = 2; : : : ; n.
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(7) Normieren der Vektoren einer Orthogonalbasis von X ergibt eine Ortho-
normalbasis von X.
(8) Eine Matrix A = (a1; : : : ; an) 2 Rnn ist genau dann eine Orthogonal-
matrix, wenn ihre Spalten a1; : : : ; an eine Orthonormalbasis des Rn bilden.
Beispiel 16.5 (Fortsetzung von 16.3). Wir wenden das Verfahren von Gram-
Schmidt auf die Vektoren
v1 =
0B@11
0
1CA ; v2 =
0B@ 20
1
1CA
an. Anschlieend berechnen wir bezuglich der kanonischen Basis E3 mit Hilfe
der orthogonalen Vektoren w1; w2 die Matrixdarstellung P der orthogonalen
Projektion auf X = [v1; v2] = [w1; w2].
w1 = v1 =
0B@11
0
1CA ; w2 = v2   hv2; w1ihw1; w1i w1 =
0B@ 11
1
1CA :
Mit Formel (8) aus dem Projektionssatz 16.2 erhalten wir
P =
1
2
0B@1 1 01 1 0
0 0 0
1CA+ 1
3
0B@ 1  1  1 1 1 1
 1 1 1
1CA = 1
6
0B@ 5 1  21 5 2
 2 2 2
1CA
Siehe Beispiel 16.3. 
Nach diesen Vorbereitungen konnen wir uns dem Spektralsatz zuwenden.
Satz 16.6 (Spektralsatz. Reelle Version). Sei n 2 N. Der Vektorraum Rn sei
mit dem euklidischen inneren Produkt h : ; : i und der euklidischen Norm k : k
versehen. Sei A 2 Rnn eine symmetrische Matrix. Dann gelten (1) bis (9).
(1) A(t) zerfallt vollstandig uber R, das heit, es gibt 1; : : : ; n 2 R mit
A(t) = ( 1)n
nY
k=1
(t  k) :
(2) Eigenvektoren von A, die zu verschiedenen Eigenwerten von A gehoren,
sind zueinander orthogonal.
(3) Sei v 2 Rn n f0g ein Eigenvektor von A. Wenn x 2 Rn orthogonal zu v
ist, dann ist auch Ax orthogonal zu v.
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(4) Der Rn besitzt eine Orthonormalbasis V = fv1; : : : ; vng aus Eigenvektoren
der symmetrischen Matrix A. Sei V = (v1; : : : ; vn) die Matrix mit den
Spalten v1; : : : ; vn. Dann gilt
diag(1; : : : ; n) = V
 1 A  V :
Die Matrix V ist eine Orthogonalmatrix.
(5) A ist diagonalisierbar uber R.
(6) Bezuglich der kanonischen Basis des Rn sei die Projektionsmatrix P die
Matrixdarstellung der orthogonalen Projektion auf den Eigenraum
im(P) = ker(A  En)
zum Eigenwert  2 (A). Dann besitzt die Einheitsmatrix En 2 Rnn die
Darstellung
En =
X
2(A)
P ;
wobei PP0 = 0 fur alle , 
0 2 (A) mit  6= 0 gilt.
(7) Die symmetrische Matrix A besitzt die Spektralzerlegung
A =
X
2(A)
P :
Die Projektionsmatrizen P 2 Rnn mit PP0 = 0 fur alle , 0 2 (A)
mit  6= 0 sind eindeutig durch A bestimmt.
(8) Fur alle Polynome f(t) 2 R[t] gilt
f(A) =
X
2(A)
f()P :
(9) A ist genau dann invertierbar, wenn 0 =2 (A) gilt. In diesem Fall gilt
A 1 =
X
2(A)
 1P :
(10) Die symmetrische Matrix A ist genau dann positiv, wenn (A)  [0;1)
gilt. In diesem Fall gibt es eine eindeutig bestimmte positive Matrix B 2
Rnn mit A = B2. Diese Matrix B heit die positive Quadratwurzel A 12
von A. Es gilt
A
1
2 =
X
2(A)

1
2 P :
Beweis. Zum Nachweis von Aussage (1) betrachten wir die symmetrische Matrix
A 2 Rnn als ein Element von Cnn. Das charakteristische Polynom
A() = det(A  En)
176
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
betrachten wir als ein Element von C[ ]. Um Verwechslungen mit der Trans-
position auszuschlieen, bezeichnen wir die Unbekannte mit  .
Nach dem Fundamentalssatz 15.12 der Algebra zerfallt A() uber C vollstandig
in Linearfaktoren, das heit, es gibt 1; : : : ; n 2 C mit
A() = ( 1)n
nY
k=1
(   k) :
Dabei ist jede Nullstelle entsprechend ihrer algebraischen Vielfachheit mehrfach
aufgefuhrt. Wir zeigen, dass 1; : : : ; n reell sind.
Folgende Schreibweise ist ublich: Der Vektor z 2 Cn und die Matrix C 2
Cnn entstehen aus z = (z) 2 Cn und C = (c) 2 Cnn, indem die Kom-
ponenten z und die Eintrage c durch die konjugiert-komplexen Zahlen z
respektive c ersetzt werden. Weil A eine reelle Matrix ist, gilt A = A.
Sei  2 C eine beliebige Nullstelle von A(). Dann gibt es zu  einen
Eigenvektor v = (v) 2 Cn n f0g von A. Es gilt
vtv =
nX
=1
jv j2 6= 0 ; v 2 Cn n f0g :
Uber dem Korper C gelten die Gleichungen
Av = v ; Av = Av =  v :
Die zweite Gleichung folgt aus der ersten, weil A reell ist. Nun folgen die beiden
Matrixgleichungen
vtAv =  vtv ; vtAv =  vtv :
Wir transponieren die zweite Matrixgleichung und erhalten
(vtA)v =  vtv ;
weil A symmetrisch ist. Es folgt
0 = vtAv   vtAv = (  ) vtv :
Wegen vtv 6= 0 folgt  2 R. Damit ist Aussage (1) bewiesen.
Wir beweisen (2). Seien v; w 2 Rnnf0g Eigenvektoren zu A zu verschiedenen
Eigenwerten ;  2 R. Weil A 2 Rnn symmetrisch ist, gilt
hv; wi = hAv;wi = hv;Awi = hv; wi :
Aus  6=  folgt hv; wi = 0. Damit ist (2) bewiesen.
Nachweis von (3). Sei v 2 Rn n f0g ein Eigenvektor von A zum Eigenwert
 2 R. Wenn x 2 Rn orthogonal zu v ist, dann ist auch Ax orthogonal zu v. Es
gilt namlich hAx; vi = hx;Avi = hx; vi = 0.
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Nachweis von (4). Sei ' : Rn ! Rn die Abbildung mit
'(x) = Ax ; MEE(') = A :
Dabei ist E = fe1; : : : ; eng die kanonische Basis von Rn. Wir zeigen durch
vollstandige Induktion nach n, dass eine orthogonale Matrix V 2 Rnn mit
V t A  V = diag(1; : : : ; n)
existiert. Im Fall n = 1 ist die Aussage mit V = E1 trivialerweise erfullt.
Sei k 2 N gegeben. Wir nehmen an, dass die Aussage fur alle symmetrischen
Matrizen aus Rkk gilt. Sei eine beliebige A 2 Rnn symmetrische Matrix,
wobei n = k + 1 gilt.
Zum Eigenwert 1 2 R gibt es einen normierten Eigenvektor v1 2 Rn. Der
Eigenvektor v1 kann zu einer Basis des Rn erganzt werden. Aus dieser Basis
konstruieren wir mit dem Verfahren von Gram-Schmidt eine Orthogonalbasis.
Der erste Vektor dieser Basis ist der Vektor v1. Normieren liefert eine Ortho-
normalbasis C = fv1; c2; : : : ; cng. Sei
C = (v1; c2; : : : ; cn) 2 O(n;R) ; C 1 = Ct
die entsprechende Orthogonalmatrix mit den Spalten v1; c2; : : : ; cn.
Es gilt '(v1) = 1v1. Nach Aussage (3) bildet die lineare Abbildung ' den
Teilvektorraum [c2; : : : ; cn]  Rn in sich ab. Sei
A1 = ();=2;:::;n 2 Rkk
die Matrix, deren Eintrage  durch die Gleichungen
'(c) =
nX
=2
c ;  = 2; : : : n
eindeutig bestimmt sind. Siehe Satz und Denition 7.4. Dann gilt
MCC(') = CtAC =
 
1 0
0 A1
!
:
Weil A symmetrisch ist, sind CtAC und A1 symmetrisch. Wegen
A() = (1   )  A1()
sind 2; : : : ; n die Eigenwerte der symmetrischen Matrix A1 2 Rkk. Nach
Induktionsvoraussetzung gibt es eine Matrix C1 2 O(k;R) mit
Ct1A1C1 = diag(2; : : : ; n) :
Folglich gilt 
1 0
0 C1
!t

 
1 0
0 A1
!

 
1 0
0 C1
!
= diag(1; : : : ; n) :
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Nach Konstruktion ist
V = C 
 
1 0
0 C1
!
2 O(n;R)
eine Orthogonalmatrix mit
V t A  V = diag(1; : : : ; n) :
Die erste Spalte von V ist der eingangs betrachtete Eigenvektor v1. Die anderen
Spalten bezeichnen wir der Reihe nach mit v2; : : : ; vn. Die Vektoren v1; : : : ; vn
sind normierte Eigenvektoren von A zu den Eigenwerten 1; : : : ; n. Auerdem
ist V = fv1; : : : ; vng eine Orthonormalbasis des Rn. Damit sind (4) und (5)
bewiesen.
Die Aussagen (6) bis (10) sind Konsequenzen der Aussagen (1) bis (5). Wir
beweisen exemplarisch die Existenz und die Einzigkeit der positiven Quadrat-
wurzel einer positiven Matrix A. Es gilt (A)  [0;1). Also ist
B =
X
2(A)

1
2P 2 Rnn
eine positive Matrix mit A = B2. Sei C 2 Rnn eine positive Matrix mit
A = C2. Dann gibt es eine Orthonormalbasis W = fw1; : : : ; wng des Rn aus
Eigenvektoren von C. Sei w 2 W. Dann gibt es  2 R mit Cw = w. Es folgt
Aw = C(Cw) = 2w ; 2 2 (A) ; w 2 im(P2) :
Demnach ist der denierende Ausdruck der Matrix B die Spektralzerlegung der
Matrix C. Also gilt B = C. Damit ist der Beweis beendet.
Beispiel 16.7. Der Vektorraum R3 sei mit dem euklidischen inneren Produkt
h : ; : i und der euklidischen Norm k : k versehen. Gegeben seien A 2 R33 und
v1, v2, v3 2 R3 mit
A =
0B@ 
3
2   12 1
 12   32  1
1  1 0
1CA ; v1 =
0B@11
0
1CA ; v2 =
0B@ 20
1
1CA ; v3 =
0B@ 11
 2
1CA :
Die Vektoren v1; v2; v3 bilden eine Basis V des R3 aus Eigenvektoren von A. Sei
k der Eigenwert zu vk. Es gilt
1 = 2 =  2 ; 3 = 1 :
Mit 16.3 und 16.5 erhalten wir
P 2 =
1
6
0B@ 5 1  21 5 2
 2 2 2
1CA ; P1 = E3   P 2 = 1
6
0B@ 1  1 2 1 1  2
2  2 4
1CA :
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Die Matrix A besitzt die Spektralzerlegung
A = ( 2)  P 2 + P1 =  2
6
0B@ 5 1  21 5 2
 2 2 2
1CA+ 1
6
0B@ 1  1 2 1 1  2
2  2 4
1CA :
Wir berechnen A10 und A 1 mit dem Spektralkalkul.
A10 = ( 2)10P 2 + P1 = 1
2
0B@ 1707 341  682341 1707 682
 682 682 684
1CA ;
A 1 = ( 2) 1P 2 + P1 = 1
4
0B@ 1  1 2 1  1  2
2  2 2
1CA :

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17 Erganzung: Kleinste Fehlerquadrate. Gau-
Legendre
Die Methode der kleinsten Fehlerquadrate geht auf Gau und Legendre zuruck.
Wir betrachten in dieser Erganzung nur die einfachsten Situationen.
In der (X;Y )-Ebene R2 seien n  2 Punkte 
a1
b1
!
; : : : ;
 
an
bn
!
(17.1)
gegeben. Dabei setzen wir voraus, dass die Komponenten a1; : : : ; an paarweise
verschieden sind. Wir suchen eine Gerade
Y = 1 + 2X (17.2)
in der (X;Y )-Ebene derart, dass die Summe
nX
=1
 
(1 + 2a)  b
2
(17.3)
der Quadrate der vertikalen Fehler minimal wird. Die Analysis liefert fur die
unbekannten Koezienten 1, 2 2 R das lineare Gleichungsystem0BBBB@
n
nX
=1
a
nX
=1
a
nX
=1
a2
1CCCCA
 
1
2
!
=
0BBBB@
nX
=1
b
nX
=1
ab
1CCCCA : (17.4)
Die (2 2)-Matrix auf der linken Seite von (17.4) ist nach Voraussetzung inver-
tierbar. Also besitzt (17.4) genau eine Losung (1; 2)
t 2 R2.
Wir untersuchen, durch welche algebraische Umformung das Gleichungs-
system (17.4) aus (17.1) und (17.2) hervorgeht. Zunachst ist klar, dass die n
Punkte die Gleichung (17.2) erfullen mussten. Wir fassen diese n Gleichungen
in der Matrixgleichung 0BB@
1 a1
...
...
1 an
1CCA
 
1
2
!
=
0BB@
b1
...
bn
1CCA (17.5)
zusammen. Aber das Gleichungssystem (17.5) enthalt im Fall n > 2 mehr Glei-
chungen als Unbekannte und besitzt daher im Allgemeinen keine Losung. Wir
transponieren die (n  2)-Matrix auf der linken Seite. Mit der transponierten
(2 n)-Matrix multiplizieren wir das Gleichungssystem (17.5) und erhalten
 
1 : : : 1
a1 : : : an
!0BB@
1 a1
...
...
1 an
1CCA
 
1
2
!
=
 
1 : : : 1
a1 : : : an
!0BB@
b1
...
bn
1CCA : (17.6)
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Dies ist etwas anders aufgeschrieben das eindeutig losbare lineare Gleichungs-
system (17.4). Die Matrixgleichung (17.6) ist die sogenannte Normalgleichung
der Matrixgleichung (17.5).
Beispiel 17.1. In der (X;Y )-Ebene R2 seien die Punkte 
 2
 2
!
;
 
 1
 1
!
;
 
0
2
!
;
 
1
3
!
gegeben. Bestimmen Sie nach Methode der kleinsten Fehlerquadrate die zu-
gehorige Ausgleichsgerade Y = 1 + 2X.
 
1 1 1 1
 2  1 0 1
!0BBBB@
1  2
1  1
1 0
1 1
1CCCCA =
 
4  2
 2 6
!
:
 
1 1 1 1
 2  1 0 1
!0BBBB@
 2
 1
2
3
1CCCCA =
 
2
8
!
:
 
4  2
 2 6
! 
1
2
!
=
 
2
8
!
:
 
1
2
!
=
 
4  2
 2 6
! 1 
2
8
!
=
1
20
 
6 2
2 4
! 
2
8
!
=
1
20
 
28
36
!
=
1
5
 
7
9
!
:
Y = 75 +
9
5 X :
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Wir beschreiben die geometrische Bedeutung der Normalgleichung. Dafur
andern wir (17.5) leicht ab. Statt der (n 2)-Matrix0BB@
1 a1
...
...
1 an
1CCA
betrachten wir eine beliebige Matrix A 2 Rnm mit n  m  2 und rg(A) = m.
Weil A maximalen Rang besitzt, enthalt der Kern von A nur den Nullvektor.
Die quadratische Matrix AtA ist daher invertierbar. Der eventuell unlosbaren
Gleichung
Ax = b (17.7)
mit gegebenem Vektor b 2 Rn ordnen wir die eindeutig losbare Normalgleichung
AtAx = Atb (17.8)
zu. In den Anwendungen liefern die erhobenen Daten die Eintrage der Matrix
A und des Vektors b. Die eindeutig bestimmte Losung  der Normalgleichung
liefert die Koezienten des gesuchten Ausgleichsobjektes. Beispielsweise kann
ein Polynom vom Grad m  1 das Ausgleichsobjekt sein. Siehe Beispiel 17.3.
Die geometrische Interpretation der Normalgleichung beruht auf dem Um-
stand, dass die Matrix
P = A  (AtA) 1 At
eine Projektionsmatrix mit demselben Bild wie die Matrix A ist. Das Losen der
Normalgleichung kann unter den obigen Voraussetzungen durch das Losen der
Gleichung
Ax = Pb (17.9)
ersetzt werden. Durch Abanderung der Inhomogenitat b in den Fupunkt Pb
wird die Gleichung (17.7) losbar gemacht. Wenn (17.7) losbar ist, dann gilt
b 2 im(A). In diesem Fall stimmen die beiden Gleichungen (17.9) und (17.7)
uberein.
Satz 17.2. Seien m, n 2 N mit 2  m  n. Es seien A 2 Rnm mit rg(A) = m
und b 2 Rm beliebig gegeben. Dann gelten die folgenden Aussagen.
(1) AtA 2 GL(n;Rn).
(2) P = A(AtA) 1At 2 Proj(Rnn).
(3) im(P ) = im(A).
(4) Die Normalgleichung
AtAx = Atb
besitzt genau eine Losung  2 Rm.
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(5) Die Losung  der Normalgleichung ist die einzige Losung von
Ax = Pb :
Dies folgt aus (3) und ker(A) = f0g.
(6) Extremaleigenschaft. Es gilt
kA   bk = min
x2Rm
kAx  bk :
Dies folgt aus (2), (3), (5) und dem Satz des Pythagoras. Dabei ist k : k
das euklidische innere Produkt des Rn.
(7) Die Losung  der Normalgleichung ist eine Losung des Extremalproblems,
die euklidische Norm des Vektors Ax  b moglichst klein zu machen.
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Beispiel 17.3. In der Ebene R2 seien die Punkte 
 2
8
!
;
 
 1
2
!
;
 
0
1
!
;
 
1
1
2
!
;
 
2
5
2
!
gegeben. Bestimmen Sie nach Methode der kleinsten Fehlerquadrate die zu-
gehorige Ausgleichsparabel Y = + X + X2.
0B@ 1 : : : 1x1 : : : xn
x21 : : : x
2
n
1CA
0BB@
1 x1 x
2
1
...
...
...
1 xn x
2
n
1CCA
0B@

1CA =
0B@ 1 : : : 1x1 : : : xn
x21 : : : x
2
n
1CA
0BB@
y1
...
yn
1CCA :
0B@ 1 1 1 1 1 2  1 0 1 2
4 1 0 1 4
1CA
0BBBBBB@
1  2 4
1  1 1
1 0 0
1 1 1
1 2 4
1CCCCCCA =
0B@ 5 0 100 10 0
10 0 34
1CA :
0B@ 5 0 100 10 0
10 0 34
1CA
 1
=
1
70
0B@ 34 0  100 7 0
 10 0 5
1CA :
0B@ 1 1 1 1 1 2  1 0 1 2
4 1 0 1 4
1CA
0BBBBBB@
8
2
1
1
2
5
2
1CCCCCCA =
1
2
0B@ 1 1 1 1 1 2  1 0 1 2
4 1 0 1 4
1CA
0BBBBBB@
16
4
2
1
5
1CCCCCCA =
1
2
0B@ 28 25
89
1CA :
0B@

1CA = 1
2  70
0B@ 34 0  100 7 0
 10 0 5
1CA
0B@ 28 25
89
1CA = 1
140
0B@ 62 175
165
1CA :
Ausgleichsparabel.
Y = 3170   54 X + 3328 X2 :
Dezimalentwicklung der Koezienten des Polynoms auf zehn Stellen.
Y = 0:4428571429  1:250000000X + 1:178571429X2 :
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18 Erganzung: Cholesky-Zerlegung
In diesem Abschnitt betrachten wir die strikte Bruhat-Zerlegung
A = LDPU
einer beliebigen positiv deniten reellen Matrix A. Weil die Hauptminoren von
A positiv sind, gilt P = E. Wegen A = At gilt U = Lt. Daher besitzt A die
strikte Bruhat-Zerlegung
A = LDLt :
Eine solche Zerlegung heit eine Cholesky-Zerlegung von A. Aus der Einzigkeit
der strikten Bruhat-Zerlegung folgt die Einzigkeit der Cholesky-Zerlegung. Das
Verfahren zur Berechnung der strikten Bruhat-Zerlegung liefert im Fall einer
positiv deniten Matrix A die Cholesky-Zerlegung. Die Diagonalelemente von
D sind positiv.
Denition 18.1. Seien n 2 N und A 2 Rnn gegeben. Fur k = 1; : : : ; n sei
A1:k;1:k = (a);=1;:::;k
die linke obere (k k)-Teilmatrix, die aus A durch Streichen der letzten (n  k)
Zeilen und Spalten entsteht. Die Determinante
k(A) = det(A1:k;1:k)
heit der k-te Hauptminor von A. Oenbar gilt n(A) = det(A).
Eine symmetrische reelle Matrix ist genau dann positiv denit, wenn alle
ihre Hauptminoren positiv sind.
Satz und Denition 18.2. Sei n 2 N. Der Vektorraum Rn sei mit dem euklidi-
schen inneren Produkt h : ; : i und der euklidischen Norm k : k versehen. Sei eine
symmetrische Matrix A 2 Rnn. Dann sind die Aussagen (1) bis (6) aquivalent.
(1) Es gilt hAx; xi > 0 fur alle x 2 Rn n f0g.
(2) Es gibt B 2 GL(n;R) mit A = BtB.
(3) A ist invertierbar und positiv.
(4) Alle Eigenwerte 1; : : : ; n von A sind positiv.
(5) Alle Hauptminoren 1(A); : : : ; n(A) von A sind positiv.
Eine symmetrische Matrix A 2 Rnn, die eine der Bedingungen (1) bis (6)
erfullt, heit positiv denit.
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Nach 18.2 ist eine Diagonalmatrix genau dann positiv, wenn alle Diagonal-
elemente positiv sind. Die Aussage (2) in 18.2 lasst sich verscharfen. Die Matrix
B kann als positiv denite obere Dreiecksmatrix gewahlt werden.
Satz und Denition 18.3 (Cholesky-Zerlegung). Sei n 2 N. Der Vektorraum
Rn sei mit dem euklidischen inneren Produkt h : ; : i und der euklidischen Norm
k : k versehen. Sei A = (a) 2 Rnn eine positiv denite Matrix. Dann gelten
folgende Aussagen und Denitionen.
(1) Es gibt eine normierte untere Dreiecksmatrix L 2 Lx1(n;R) und eine positiv
denite Diagonalmatrix D 2 D(n;R) mit
A = LDLt :
Die Matrizen L 2 Lx1(n;R) und D 2 D(n;R) sind eindeutig bestimmt.
(2) Die obige Zerlegung A = LDLt heit die Sandwichform der Cholesky-
Zerlegung der positiv deniten Matrix A.
(3) Die Cholesky-Zerlegung von A ist die strikte Bruhat-Zerlegung A = LDPU
mit P = En und U = L
t.
(4) Seien 1(A); : : : ; n(A) die Hauptminoren von A und d1(A); : : : ; dn(A) die
Diagonalelemente von D. Dann gilt
k(A) =
nY
=1
d(A)
fur k = 1; : : : ; n. Insbesondere gelten die Beziehungen
1(A) = d1(A) = a11 ; n(A) = d1(A)  : : :  dn(A) = det(A) :
(5) Die Matrix C = LD
1
2 heit der Cholesky-Faktor von A. Es gilt
A = LDLt = (LD
1
2 )  (D 12Lt) = CCt :
Die Matrix C 2 Lx(n;R) ist eine positiv denite obere Dreiecksmatrix.
Der Cholesky-Faktor C ist durch die Matrix A eindeutig bestimmt. Die
Zerlegung A = CCt heit die symmetrische Form der Cholesky-Zerlegung.
Beweis. Zu beweisen ist nur noch Aussage (4). Sei 1  k < n. Fur beliebige
Matrizen A 2 Rnn, L 2 Lx(n;R) und U 2 Uq(n;R) gelten 
A1:k;1:k 0
0 0
!
=
 
Ek 0
0 0
!
A 
 
Ek 0
0 0
!
;
 
L1:k;1:k 0
0 0
!
=
 
Ek 0
0 0
!
 L ;
 
U1:k;1:k 0
0 0
!
= U 
 
Ek 0
0 0
!
:
Aus diesen Beziehungen folgt (4).
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Beispiel 18.4. Es besteht die Cholesky-Zerlegung
A =
0B@ 5 20  1520 82  56
 15  56 60
1CA =
0B@ 1 0 04 1 0
 3 2 1
1CA
0B@5 0 00 2 0
0 0 7
1CA
0B@1 4  30 1 2
0 0 1
1CA :
Ohne vorher die Positivitat der Hauptminoren gepruft zu haben, wenden wir
das Verfahren zur Berechnung der strikten Bruhat-Zerlegung an. Wenn das Ver-
fahren nicht vorzeitig abbricht, ist die Matrix A invertierbar. Wenn P = E3 gilt
und alle Diagonalelemente von D positiv sind, ist die gegebene quadratische
reelle Matrix A tatachlich positiv denit. In diesem Fall gilt U = Lt.
5 20  15
20 82  56
 15  56 60
5 20  15 Z1
0 2 4 Z2   (+4)Z1
0 4 15 Z3   ( 3)Z1
5 20  15 Z1
0 2 4 Z2
0 0 7 Z3   (+2)Z2
1 4  3 (+5) 1Z1
0 1 2 (+2) 1Z2
0 0 1 (+7) 1Z3
1 0 0
0 1 0
0 0 1
Aus der Sandwichform der Cholesky-Zerlegung lassen sich die Hauptminoren
der positiv deniten Matrix A ablesen. Wir erhalten
1(A) = 5 ; 2(A) = 5  2 = 10 ; 3(A) = 5  2  7 = 70 :
Der Cholesky-Faktor von A ist die positiv denite untere Dreiecksmatrix
C =
0B@
p
5 0 0
4
p
5
p
2 0
 3p5 2p2 p7
1CA :

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19 Erganzung: Orthogonale Spiegelungen
Satz und Denition 19.1. Sei n 2 N. Der Vektorraum Rn sei mit dem eu-
klidischen inneren Produkt h : ; : i und der euklidischen Norm k : k versehen. Sei
A 2 Rnn gegeben. Dann sind (1) bis (3) aquivalent.
(1) (8x 2 Rn) : kAxk = kxk.
(2) (8x; y 2 Rn) : hAx;Ayi = hx; yi.
(3) AtA = En.
Eine Matrix A 2 Rnn, die eine der aquivalenten Bedingungen (1) bis (3) erfullt
heit orthogonal. Sei O(n;R) die Menge der orthogonalen Matrizen A 2 Rnn.
Es gelten (4) bis (7).
(4) En 2 O(n;R)  GL(n;R).
(5) (8A;B 2 O(n;R)) : A B 2 O(n;R).
(6) (8A 2 O(n;R)) : A 1 = At 2 O(n;R).
(7) (8A 2 O(n;R)) : det(A) = 1.
Nach (4), (5), (6) ist O(n;R) eine Untergruppe von GL(n;R).
Satz und Denition 19.2 (Orthogonale Spiegelungen). Sei n 2 N. Der Vek-
torraum Rn sei mit dem euklidischen inneren Produkt h : ; : i und der euklidischen
Norm k : k versehen. Sei w 2 Rn n f0g. Dann sei Sw 2 Rnn die Matrix mit
Sw = En   2 w 
 wkwk2 :
Es gelten (1) bis (8).
(1) Sw ist symmetrisch mit der Spektralzerlegung
Sw =

En   w 
 wkwk2

  w 
 wkwk2 :
(2) (Sw) = f 1; 1g.
(3) ker(Sw + En) = [w].
(4) ker(Sw   E3) = [w]?.
(5) S2w = Sw  Sw = En.
(6) Sw 2 O(n;R).
(7) det(Sw) =  1.
(8) tr(Sw) = n  2.
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Wegen dieser Eigenschaften heit die Matrix Sw 2 O(n;R) die orthogonale
Spiegelung an der Hyperebene
Hw = [w]
? = fx 2 Rn j hx;wi = 0g :
Eine orthogonale Matrix A 2 O(n;R) heit eine orthogonale Spiegelung, wenn
es einen normierten Vektor v 2 Rn mit A = Sv gibt.
Beispiel 19.3. Die orthogonale Spiegelung an der ersten Winkelhalbierenden
H der Ebene R2 vertauscht die beiden Koordinaten eines Punktes. Wir rechnen
diesen elementargeometrischen Sachverhalt nach. Mit
H = Hw = fx 2 R2 j hx;wi = 0 g ; w =
 
1
 1
!
; kwk2 = 2
erhalten wir
Sw = E2   2 w 
 wkwk2 =
 
1 0
0 1
!
 
 
1
 1
!


 
1
 1
!
=
 
1 0
0 1
!
 
 
1  1
 1 1
!
=
 
0 1
1 0
!
:
Fur alle x = (x1; x2)
t 2 R2 gilt daher
Swx =
 
0 1
1 0
! 
x1
x2
!
=
 
x2
x1
!
:
Insbesondere folgt daraus S2w = Sw. In Ubereinstimmung mit 19.2 gelten
H = Hw = ker(Sw   E2) ; det(Sw) =  1 ; tr(Sw) = 0 :

Satz 19.4 (Elie Cartan, 1938). Sei n 2 N. Der Vektorraum Rn sei mit dem
euklidischen inneren Produkt h : ; : i und der euklidischen Norm k : k versehen.
Jede Orthogonalmatrix A 2 O(n;R) mit A 6= En kann als Produkt von hochstens
n orthogonalen Spiegelungen dargestellt werden.
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20 Drehungen. Euler-Winkel
Satz und Denition 20.1. Sei n 2 N.
(1) Eine Basis V = fv1; : : : ; vng des Rn heit positiv orientiert, wenn
det(v1; : : : ; vn) = det(V ) > 0
gilt. Dabei ist V = (v1; : : : ; vn) die Matrix mit den Spalten v1; : : : ; vn.
(2) Eine Basis des Rn, die nicht positiv orientiert ist, heit negativ orientiert.
(3) Eine Matrix A 2 GL(n;R) heit orientierungstreu, wenn det(A) > 0 gilt.
(4) A = (a1; : : : ; an) 2 GL(n;R) ist genau dann orientierungstreu, wenn A =
fa1; : : : ; ang eine positiv orientierte Basis des Rn ist.
(5) Die Menge der positiv orientierten Basen des Rn heit die Standard-
Orientierung des Rn. Die Standard-Orientierung wird also mit Hilfe der
Determinante und der Ordnungsstruktur der reellen Zahlen deniert.
(6) Die kanonische Basis En = fe1; : : : ; eng des Rn ist positiv orientiert und
reprasentiert daher die Standard-Orientierung des Rn. Wir sagen, dass
der Vektorraum Rn mit der Standard-Orientierung versehen ist.
Satz und Denition 20.2 (Drehmatrizen). Sei n 2 N. Der Vektorraum Rn
sei mit dem euklidischen inneren Produkt h : ; : i und der euklidischen Norm k : k
und der Standard-Orientierung versehen.
(1) A 2 O(n;R) heit eine Drehmatrix, wenn det(A) = 1 gilt.
(2) Sei SO(n;R) die Menge der Drehmatrizen A 2 Rnn.
(3) Die Matrizen A 2 SO(2;R) heien ebene Drehmatrizen.
(4) Die Matrizen A 2 SO(3;R) heien raumliche Drehmatrizen.
Es gelten die folgenden Ausagen (5) bis (7).
(5) En 2 SO(n;R)  O(n;R)  GL(n;R).
(6) (8A;B 2 SO(n;R)) : A B 2 SO(n;R).
(7) (8A 2 SO(n;R)) : A 1 = At 2 SO(n;R).
Nach (5), (6), (7) ist SO(n;R) eine Untergruppe von O(n;R) und GL(n;R).
Im Folgenden untersuchen wir ebene und raumliche Drehmatrizen.
Satz und Denition 20.3 (Ebene Drehmatrizen). Der Vektorraum R2 sei mit
dem euklidischen inneren Produkt h : ; : i und der euklidischen Norm k : k und der
Standard-Orientierung versehen. Dann gelten die folgenden Ausagen (1) bis (3).
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(1) SO(2;R) besteht aus den reellen (2 2)-Matrizen der Form
A =
 
a  b
b a
!
mit a, b 2 R und a2 + b2 = 1.
(2) Sei ](e1; Ae1) 2 [0; ] der von den beiden Vektoren
e1 =
 
1
0
!
2 R2 ; Ae1 =
 
a
b
!
2 R2
eingeschlossene unorientierte Winkel. Siehe 3.11. Dann gelten
a = cos(](e1; Ae1)) ; jbj = sin(](e1; Ae1)) :
Der unorientierte Drehwinkel bestimmt die Diagonale von A. Wir heben
hervor, dass der unorientierte Drehwinkel ](e1; Ae1) nur die Betrage der
Eintrage auerhalb der Diagonale von A festlegt.
(3) Zu jedem A 2 SO(2;R) gibt es ein eindeutig bestimmtes ' 2 ( ; ] mit
A =
 
cos(')   sin(')
sin(') cos(')
!
:
Dabei heit ' 2 ( ; ] der orientierte Drehwinkel von A. Der orientierte
Drehwinkel und ebene Drehmatrizen bestimmen einander wechselseitig.
(4) Fur alle t 2 R gilt
D(t) =
 
cos(t)   sin(t)
sin(t) cos(t)
!
2 SO(2;R) :
Oenbar gilt D(t) = D(t+2) fur alle t 2 R. Der reelle Parameter t heit
Drehwinkel modulo 2.
Wir behandeln nun die raumlichen Drehmatrizen. Um nicht jedesmal die
Voraussetzungen wiederholen zu mussen, legen wir fur die folgenden Satze fest,
dass der Vektorraum R3 mit dem euklidischen inneren Produkt h : ; : i und der
euklidischen Norm k : k und der Standard-Orientierung versehen ist. Wir unter-
suchen zunachst Spektrum und Spur raumlicher Drehmatrizen. In Beweis von
Satz 20.4 holen wir im Beweis von Satz 20.6 nach.
Satz 20.4. Sei A 2 SO(3;R). Dann gelten (1) bis (7).
(1) A() = ( 1)(3   tr(A) 2 + tr(A)    1) 2 R[ ] .
(2) (8 2 C(A)) : jj = 1 .
(3) 1 2 R(A) .
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(4) A 6= E3 , dim(ker(A  E3)) = 1 .
(5) tr(A) 2 [ 1; 3] .
(6) tr(A) 2 ( 1; 3), A 6= At .
(7) tr(A) = 3, A = E3 .
Beweis. Wir beweisen an dieser Stelle lediglich die Aussagen (1), (2), (3), (5).
Die ubrigen Aussagen (4), (6), (7) ergeben sich im Beweis des Satzes 20.6.
Sei A 2 SO(3;R). Dann gelten
det(A) = 1 ; adj(A) = A 1 = At :
Mit 14.10 erhalten wir
A() = det(A  E3)
= ( 1)(3   tr(A) 2 + tr(adj(A))    det(A))
= ( 1)(3   tr(A) 2 + tr(A)    1)
= ( 1)(   1)(2   (1  tr(A))  + 1) 2 R[ ] :
Oenbar ist  = 1 eine Nullstelle von A(). Das Horner-Schema
1  tr(A) tr(A)  1
1 1 1  tr(A) 1
1 1  tr(A) 1 0
liefert den quadratischen Faktor
q() = 2 + (1  tr(A))  + 1 2 R[ ] :
Seien 1, 2, 3 2 C die Nullstellen von A(). Wir erhalten nacheinander die
folgenden Beziehungen
A() = ( 1)(   1)(   2)(   3) ; 1 = 1 ;
tr(A) = 1 + 2 + 3 ; det(A) = 123 = 1 :
q() = (   2)(   3) ; 23 = 1 ;
2 + 3 = tr(A)  1 = tr(A)  1 2 R ;
Im(3) =  Im(2) ; Re(3) = Re(2) ; j2j = j3j = 1 :
Daher gibt es genau ein  2 ( ; ] mit
2 = e
i ; 3 = e
 i :
Nun folgt
tr(A) = 1 + 2 + 3 = 1 + e
i + e i = 1 + 2 cos( ) 2 [ 1; 3] :
Wir weisen auf die Spurformel in Satz 20.6 hin. Dort wird der reelle Parameter
 als Drehwinkel gedeutet.
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Denition 20.5 (Drehachse, Drehebene). Sei A 2 SO(3;R).
(1) Ein Teilvektorraum
X  ker(A  E3)  R3
mit dim(X) = 1 heit eine Drehachse von A. Der Orthogonalraum X? 
R3 heit eine Drehebene von A.
(2) Im Fall A 6= E3 ist der Eigenraum ker(A E3) eindimensional. Daher ist
sind Drehachse und Drehebene eindeutig bestimmt.
(3) Im Fall A = E3 ist jeder eindimensionale Teilraum des R3 eine Drehachse.
Jeder zweidimensionale Teilraum ist dann eine Drehebene.
Satz und Denition 20.6 (Euler. Raumliche Drehmatrizen. Drehformel, Dreh-
vektor, Drehwinkel).
(1) Fur v 2 R3 mit kvk = 1 und ' 2 R sei D(v; ) 2 R33 die Matrix mit
D(v; ') =
8><>: cos(')
0B@1 0 00 1 0
0 0 1
1CA+ (1  cos('))
0B@v1v2
v3
1CA

0B@v1v2
v3
1CA
+ sin(')
0BB@
0  v3 v2
v3 0  v1
 v2 v1 0
1CCA
9>>=>>; :
Dann gelten:
(1.1) D(v; ') 2 SO(3;R).
(1.2) Fur alle x 2 R3 gilt
D(v; ')x = cos(')x+ (1  cos('))hx; vi v + sin(') v  x :
(1.3) Rv = [v] ist eine Drehachse von D(v; ').
(1.4) tr(D(v; ')) = 1 + 2 cos(').
(1.5) D(v; ') = D( v; ').
(1.6) D(v; ') = D(v; '+ 2).
Der reelle Parameter ' heit der Drehwinkel modulo 2 der raumlichen
Drehmatrix D(v; ').
(2) Sei A 2 SO(3;R).
(2.1) Dann gibt es v 2 R3 mit kvk = 1 und ' 2 R mit
A = D(v; ') :
Diese Gleichung heit Drehformel oder Normalform einer raumlichen
Drehmatrix.
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(2.2) Es ist ublich, den Drehwinkel ' auf das Intervall ( ; ] zu beschran-
ken.
(2.3) Im Fall A 6= At kann der normierte Vektor v 2 ker(A  E3) eindeu-
tig durch die Bedingung festgelegt werden, dass ' 2 (0; ) gilt. Eine
entsprechende Festlegung ist im Fall A = At allerdings nicht moglich.
(3) Sei A = At 2 SO(3;R).
(3.1) Sei A = E3. Fur alle v 2 R3 mit kvk = 1 gilt
A = D(v; 0) = E3 :
Es gilt tr(A) = 3. Die Spurformel (1.2) liefert
cos(') = 12 (tr(A)  1) = 1 = cos(0) :
(3.2) Sei A 6= E3. Fur alle v 2 ker(A  E3) mit kvk = 1 gilt
A = D(v; ) = D( v; ) =  E3 + 2v 
 v =  Sv :
Dabei ist Sv = S v die orthogonale Spiegelung an der Drehebene [v]?.
Siehe 19.2. Es gilt tr(A) =  1. Die Spurformel (1.2) liefert
cos(') = 12 (tr(A)  1) =  1 = cos() :
(4) Sei A 2 SO(3;R) mit A 6= At. Dann gibt es ein eindeutig bestimmtes
v 2 R3 mit kvk = 1 und ein eindeutig bestimmtes ' 2 (0; ) derart, dass
A = D(v; ')
gilt. Dabei heit v der normierte Drehvektor von A. Der normierte Dreh-
vektor legt die Richtung der Drehachse und damit den Drehsinn fest. Der
Parameter ' 2 (0; ) heit der orientierte Drehwinkel bezuglich v.
(4.1) Der orientierte Drehwinkel ' 2 (0; ) ist durch die Spurformel
tr(A) = 1 + 2 cos(')
eindeutig bestimmt.
(4.2) Der normierte Drehvektor v 2 ker(A E3) ergibt sich aus dem schief-
symmetrischen Anteil von A nach den Formeln
1
2 (A At) =
0B@ 0  u3 u2u3 0  u1
 u2 u1 0
1CA ; u =
0B@u1u2
u3
1CA ; v = 1kuk u :
Den Vektor u nennen wir den Drehvektor von A.
(4.3) Der Sinus von ' 2 (0; ) ist durch
sin(') = kuk > 0
eindeutig bestimmt.
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(4.4) (Rechte-Hand-Regel). Sei w 2 [v]? mit kwk = 1 beliebig gegeben.
Dann ist V = (v; w; v  w) 2 SO(3;R) eine Drehmatrix mit
V  1 A  V =
0B@ 1 0 00 cos(')   sin(')
0 sin(') cos(')
1CA :
Auerdem ist fw; v  wg eine Orthonormalbasis der Drehebene [v]?
der Drehmatrix A.
Beweis. Im ersten Schritt untersuchen wir raumliche Drehmatrizen der Form
D(v; '). Im dritten Schritt zeigen wir, dass sich jede raumliche Drehmatrix in
dieser Form schreiben lasst. Aus dieser Darstellung ergibt sich sofort ein Beweis
des Satzes 20.4.
Erster Schritt. Seien v = (v1; v2; v3)
t 2 R3 mit kvk = 1 und ' 2 R3 beliebig
gegeben. Aus der Denition der Matrix D(v; ') folgen die Beziehungen
D(v; ') = D( v; ') ; D(v; ') = D(v; '+ 2)
und die Spurformel
tr(D(v; ')) = 1 + 2 cos(') :
Dabei verwenden wir, dass v ein normierter Vektor ist. Auerdem gilt
D(v; ')x = cos(')x+ (1  cos('))hx; vi v + sin(') v  x :
fur alle x 2 R3. Wir zeigen, dass D(v; ') 2 R33 eine Drehmatrix ist. Es gilt
v  v = 03 :
Folglich ist v ein normierter Eigenvektor von D(v; ') zum Eigenwert 1. Wir
wahlen irgendeinen Vektor w 2 R3 n f0g mit kwk = 1. Dann ist
V = fv; w; v  wg  R3
eine positiv orientierte Orthonormalbasis des R3. Es gilt
v  (v  w) =  w :
Spaltenweises Auswerten ergibt, dass
V = (v; w; v  w) 2 SO(3;R)
die ubersichtliche Beziehung
D(v; ')  V = V 
0B@ 1 0 00 cos(')   sin(')
0 sin(') cos(')
1CA
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liefert. Aus dieser Beziehung folgt mit Satz 14.6 die Behauptung
D(v; ') 2 SO(3;R) :
Damit sind alle Aussagen des Abschnittes (1) bewiesen.
Zweiter Schritt. Fur v = e1 und V = (e1; e2; e3) = E3 ergibt sich
D(e1; ') =
0B@ 1 0 00 cos(')   sin(')
0 sin(') cos(')
1CA :
Damit gilt
D(v; ') = V D(e1; ')  V t :
Wir weisen auf 20.9 und Satz 20.10 hin.
Dritter Schritt. Im Folgenden sei A 2 SO(3;R). Dann gilt
A() = ( 1)(3   tr(A) 2 + tr(A)    1)
= ( 1)(   1)(2 + (1  tr(A))  + 1) :
Siehe Satz 14.7 und Beispiel 14.10. Also gibt es v 2 R3 n f0g mit
Av = v ; kvk = 1 :
Wir wahlen w 2 [v]? mit kwk = 1. Dann ist V = (v; w; v  w) 2 SO(3;R) eine
Drehmatrix mit
V t A  V =
 
1 012
021 M
!
;
wobeiM 2 SO(2;R) gilt. Nach Satz 20.3 gibt einen eindeutig bestimmten reellen
Parameter ' 2 ( ; ] mit
M =
 
cos(')   sin(')
sin(') cos(')
!
:
Mit den Uberlegungen im ersten Schritt erhalten wir
A = V 
0B@ 1 0 00 cos(')   sin(')
0 sin(') cos(')
1CA  V t = D(v; ') :
Wir ziehen einige Folgerungen aus dieser Beziehung.
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Vierter Schritt. Mit Satz 14.6 folgt die Spurformel
tr(A) = 1 + 2 cos(') :
Oenbar ist A genau dann symmetrisch, wenn sin(') = 0 gilt. In diesem Fall
gelten
A = V 
0B@1 0 00 1 0
0 0 1
1CA  V t = E3
oder
A = V 
0B@1 0 00  1 0
0 0  1
1CA  V t
=  E3 + V 
0B@2 0 00 0 0
0 0 0
1CA  V t
=  E3 + 2 v 
 v =  Sv :
Also sind
E3 ;  E3 + 2 v 
 v ;
wobei v 2 R3 n f0g ein normierter Vektor ist, die einzigen symmetrischen Ma-
trizen in SO(3;R). Beide Typen symmetrischer Drehmatrizen lassen sich durch
ihre Spur unterschieden.
Funfter Schritt. Nun folgen alle Aussagen des Satzes 20.4 und die Aussagen
in den Abschnitten (2), (3), (4) des Satzes 20.6.
Beispiel 20.7. Die Matrix A 2 R33 mit
A =
0B@
3
5
4
5 0
4
5  35 0
0 0  1
1CA
eine symmetrische Drehmatrix. Nach Satz 20.6 ist 1 = 1 ein einfacher Eigen-
wert und 2 = 3 =  1 ein doppelter Eigenwert von A. Die Vektoren
v1 =
1
5
p
5
0B@21
0
1CA ; v2 = 15 p5
0B@ 1 2
0
1CA ; v3 =
0B@00
1
1CA
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bilden eine Orthogonalbasis aus Eigenvektoren von A. Dabei gilt Avk = kvk
fur k = 1; 2; 3. Die Matrix A beschreibt eine demnach Drehung um die Dreh-
achse [v1] mit dem Drehwinkel . Wir rechnen nach, dass  A die orthogonale
Spiegelung an der Drehebene [v1]
? = ker(A  E3) ist. Es gilt
Sv1 =
0B@1 0 00 1 0
0 0 1
1CA  25
0B@21
0
1CA

0B@21
0
1CA
= 15
0B@5 0 00 5 0
0 0 5
1CA  25
0B@4 2 02 1 0
0 0 0
1CA
= 15
0B@ 3  4 0 4 3 0
0 0 5
1CA =
0B@ 
3
5  45 0
  45 35 0
0 0 1
1CA =  A :
Oenbar gilt A = Sv1 = S v1 . 
Beispiel 20.8. Die Matrix A 2 R33 mit
A =
0B@
1
3
2
3
2
3
2
3
1
3  23
 23 23  13
1CA
ist eine Drehmatrix. Es gilt A 6= At. Wir berechnen den normierten Drehvektor
v 2 R3 sowie Cosinus und Sinus des orientierten Drehwinkel ' 2 (0; ). Es gilt
1
2 (A At) =
0B@ 0 0
2
3
0 0   23
 23 23 0
1CA =
0B@ 0  u3 u2u3 0  u1
 u2 u1 0
1CA :
Damit erhalten wir
u =
0B@u1u2
u3
1CA =
0B@
2
3
2
3
0
1CA ; kuk2 = 89 ; v = 1kuk u = 12 p2
0B@11
0
1CA :
Zur Berechnung von cos(') werten wir die Spurformel aus. Wir erhalten
tr(A) = 13 ; cos(') =  13 ; sin(') = 23
p
2 = kuk :

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Beispiele 20.9. Sei ' 2 R. Fur die kanonischen Basisvektoren e1, e2, e3 2 R3
erhalten wir die Drehmatrizen
D(e1; ') =
0B@ 1 0 00 cos(')   sin(')
0 sin(') cos(')
1CA ;
D(e2; ') =
0B@ cos(') 0   sin(')0 1 0
sin(') 0 cos(')
1CA ;
D(e3; ') =
0B@ cos(')   sin(') 0sin(') cos(') 0
0 0 1
1CA :

Satz und Denition 20.10 (Euler-Zerlegung, Euler-Winkel).
(1) Jede Drehmatrix A 2 SO(3;R) besitzt eine Produktdarstellung
A = D(e3; ) D(e1; ) D(e3;  )
mit , ,  2 R. Eine solche Produktdarstellung heit eine Euler-Zerlegung
von A. Die reellen Parameter , ,  heien Euler-Winkel von A.
(2) Sei A = (a);=1;2;3 2 SO(3;R) eine Drehmatrix mit den Euler-Winkeln
 , ,  2 R. Dann gilt
A =
0B@ a11 a12 sin() sin()a21 a22   cos() sin()
sin() sin( ) sin() cos( ) cos()
1CA
mit
a11 = cos() cos( )  sin() cos() sin( ) ;
a12 =   cos() sin( )  sin() cos() cos( ) ;
a21 = sin() cos( ) + cos() cos() sin( ) ;
a22 =   sin() sin( ) + cos() cos() cos( ) :
Daher konnen die Eintrage a11, a12, a21, a22 aus den den ubrigen Ein-
tragen der Drehmatrix A berechnet werden. Siehe 20.11.
(3) Im Fall Ae3 6= e3 sind die Euler-Winkel durch die Bedingungen
 2 [0; 2) ;  2 (0; ) ;  2 [0; 2)
eindeutig bestimmt.
Siehe die folgenden Satze 20.12 und 20.13 zur Berechnung und geometrischen
Deutung der Euler-Winkel.
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Satz 20.12 (Berechnung der Euler-Winkel). Sei A = (a) 2 SO(3;R) gegeben.
Im Ubrigen verwenden wir die Bezeichnungen aus 20.10.
(1) Stets ist  2 [0; ] durch die Gleichung
cos() = a33
eindeutig bestimmt. Dann gilt
sin() =
q
1  a233  0 :
(2) Im Fall a33 6= 1 ist  2 [0; 2) ist durch die beiden Gleichungen
cos() =   a23p
1  a233
; sin() =
a13p
1  a233
eindeutig bestimmt.
(3) Im Fall a33 6= 1 ist  2 [0; 2) ist durch die beiden Gleichungen
cos( ) =
a32p
1  a233
; sin( ) =
a31p
1  a233
eindeutig bestimmt.
(4) Im Fall a33 = 1 gibt es a, b 2 R mit a2 + b2 = 1 und
A =
0B@a  b 0b a 0
0 0 1
1CA ; a = cos(+  ) ; b = sin(+  ) :
Die Matrix A beschreibt eine Drehung um die Drehachse Re3 mit dem
Drehwinkel ' = +  . Es besteht die Zerlegung
A = D(e3; ) D(e1; 0) D(e3;  ) = D(e3; +  ) :
Die linke obere (2 2)-Teilmatrix von A ist eine ebene Drehmatrix.
(5) Im Fall a33 =  1 ist A symmetrisch. Es gibt a, b 2 R mit a2+ b2 = 1 und
A =
0B@a b 0b  a 0
0 0  1
1CA ; a = cos(   ) ; b = sin(   ) :
Die Matrix A beschreibt eine Drehung mit dem Drehwinkel ' = . Siehe
Satz 20.6, Aussage (3.2). Die obere linke (22)-Teilmatrix von A ist keine
ebene Drehmatrix. Es besteht die Zerlegung 
a b
b  a
!
=
 
cos()   sin()
sin() cos()
! 
cos( )   sin( )
  sin( )   cos( )
!
in orthogonale Matrizen. Dabei ist die (22)-Matrix, die den Euler-Winkel
 enthalt, eine ebene Drehmatrix.
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Satz und Denition 20.13 (Geometrische Deutung der Euler-Winkel). Sei
A = (a1; a2; a3) 2 SO(3;R)
mit a3 6= e3 gegeben. Sei A = fa1; a2; a3g die positiv orientierte Orthonormal-
basis des R3, die aus den Spalten von A besteht.
(1) Der Einheitsvektor eN 2 R3 mit
eN =
e3  a3
ke3  a3k
heit der Knotenvektor von A. Es gilt
0 2 ReN = He3;0 \Ha3;0  R3 :
Die Gerade ReN heit die Knotenlinie von A.
(2) Fur alle
 2 [0; 2) ;  2 (0; ) ;  2 [0; 2)
sind die geometrischen Bedingungen
D(e3; )e1 = eN ; D(eN ; )e3 = a3 ; D(a3;  )eN = a1 (T)
genau dann erfullt, wenn die Euler-Zerlegung
A = D(e3; ) D(e1; ) D(e3;  ) : (E1)
besteht. In diesem Fall gilt
A = D(a3;  ) D(eN ; ) D(e3; ) : (E2)
Wir heben die unterschiedliche Position der drei Parameter , ,  in den
Zerlegungen (E1) und (E2) hervor. Siehe (E3) in Aussage (6).
(3) Die Euler-Winkel
 2 [0; 2) ;  2 (0; ) ;  2 [0; 2)
von A lassen sich aus den Gleichungen
cos() = heN ; e1i ; sin() = heN ; e2i ;
cos() = he3; a3i ; sin() = ke3  a3k ;
cos( ) = heN ; a1i ; sin( ) =  heN ; a2i
berechnen.
(4) Die Ebenen He3;0 und Ha3;0 schneiden sich langs der Knotenlinie ReN
unter dem Winkel  = ](e3; a3) 2 (0; ). Es gelten
cos() = he3; a3i 2 ( 1; 1) ; sin() = ke3  a3k 2 (0; 1) :
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(5) Die Euler-Winkel  2 [0; 2) und  2 [0; 2) erfullen
eN =
0B@cos()sin()
0
1CA ; (eN )A = A 1eN =
0B@ cos( )  sin( )
0
1CA :
Dabei ist (eN )A der Koordinatenvektor von eN bezuglich A.
(6) Fur alle x 2 R3 gilt
xA = A 1x = D(e3;  ) D(e1; ) D(e3; )x : (E3)
Dabei ist xA der Koordinatenvektor von x bezuglich A.
Beweis. Sei A = (a1; a2; a3) 2 SO(3;R) mit a3 6= e3 gegeben. Wegen a3 6= e3
gilt e3  a3 6= 0. Also ist eN ein Einheitsvektor mit
eN ? e3 ; eN ? a3 :
Die EbenenHe3;0 undHa3;0 schneiden sich langs der Knotenlinie ReN unter dem
Winkel ](e3; a3) 2 (0; ). Wir betrachten die folgenden vier positiv orientierten
Orthonormalbasen
E = fe1; e2; e3g ;
V = feN ; e3  eN ; e3g ;
W = feN ; a3  eN ; a3g ;
A = fa1; a2; a3g :
Erster Schritt. Es seien  2 [0; 2),  2 (0; ),  2 [0; 2) mit
D(e3; )e1 = eN ; D(eN ; )e3 = a3 ; D(a3;  )eN = a1 (T)
gegeben. Wir zeigen, dass , ,  die Euler-Winkel von A sind. Aus
D(e3; ) : fe1; e2; e3g 7! feN ; e3  eN ; e3g ;
D(eN ; ) : feN ; e3  eN ; e3g 7! feN ; a3  eN ; a3g ;
D(a3;  ) : feN ; a3  eN ; a3g 7! fa1; a2; a3g
folgt die multiplikative Zerlegung
A = D(a3;  ) D(eN ; ) D(e3; ) :
Auerdem ergeben sich die Beziehungen
xV =MEV xE = D(e3; ) 1x ;
xW =MVW xV = D(e1; ) 1xV = D(e1; ) 1D(e3; ) 1x ;
xA =MWA xW = D(e3;  ) 1xW = D(e3;  ) 1D(e1; ) 1D(e3; ) 1x ;
xA =MEA xE = A 1x
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fur alle x 2 R3. Folglich gilt die Euler-Zerlegung
A = D(e3; ) D(e1; ) D(e3;  ) : (E)
Aus den geometrischen Bedingungen (T) folgt demnach, dass die rellen Para-
meter , ,  die Euler-Winkel im Sinne von Satz und Denition 20.10 sind.
Zweiter Schritt. Es seien  2 [0; 2),  2 (0; ),  2 [0; 2) derart gegeben,
dass die Euler-Zerlegung (E) gilt. Wir zeigen, dass , ,  die geometrischen
Bedingungen (T) erfullen. Dabei verwenden wir mehrfach die Darstellung aus
20.10 der Eintrage a der Drehmatrix A als Funktionen von , ,  .
Zur Vorbereitung berechnen wir die Koordinatenvektoren des Knotenvektors
eN bezuglich der Orthonormalbasen E und A in Abhangigkeit der Euler-Winkel
 und  . Nach 20.10 gilt
e3  a3 =
0B@00
1
1CA
0B@ sin() sin()  cos() sin()
cos()
1CA =
0B@cos() sin()sin() sin()
0
1CA :
Normieren ergibt
(eN )E = eN =
e3  a3
ke3  a3k =
0B@cos()sin()
0
1CA :
Auerdem gelten
he3; a3i = cos() ; ke3  a3k = sin() > 0 :
Insbesondere erhalten wir
 = ](e3; a3) 2 (0; ) :
Aus 20.10 folgen die Beziehungen
heN ; a1i =
0B@cos()sin()
0
1CA 
0B@cos() cos( )  sin() cos() sin( )sin() cos( ) + cos() cos() sin( )
sin() sin( )
1CA = cos( ) ;
heN ; a2i =
0B@cos()sin()
0
1CA 
0B@  cos() sin( )  sin() cos() cos( )  sin() sin( ) + cos() cos() cos( )
sin() cos( )
1CA =   sin( ) ;
heN ; a3i =
0B@cos()sin()
0
1CA 
0B@ sin() sin()  cos() sin()
cos()
1CA = 0 :
Diese Beziehungen lassen sich in der Form
(eN )A = A 1eN =
0B@ cos( )  sin( )
0
1CA
zusammenfassen.
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Wir wenden uns nun dem Nachweis von (T) zu. Erstens untersuchen wir die
Wirkung der Drehmatrix D(e3; ) auf die Basis E = fe1; e2; e3g. Wegen
e3 = D(e3; )e3 ; eN =
0B@cos()sin()
0
1CA = D(e3; )e1 ;
e3  eN =
0B@00
1
1CA
0B@cos()sin()
0
1CA =
0B@  sin()cos()
0
1CA = D(e3; )e2
gilt
D(e3; ) : fe1; e2; e3g 7! feN ; e3  eN ; e3g :
Zweitens untersuchen wir die Wirkung von D(eN ; ) auf die positiv orientierte
Orthonormalbasis V = feN ; e3  eN ; e3g. Wegen
D(eN ; )e3 = cos() e3 + sin() eN  e3 =
0B@ sin() sin()  cos() sin()
cos()
1CA = a3 ;
D(eN ; )eN = eN =
0B@cos()sin()
0
1CA ;
D(eN ; )(e3  eN ) = a3  eN =
0B@  sin() cos()cos() cos()
sin()
1CA
gilt
D(eN ; ) : feN ; e3  eN ; e3g 7! feN ; a3  eN ; a3g :
Drittens untersuchen wir die Wirkung von D(a3;  ) auf die positiv orientierte
Orthonormalbasis feN ; a3  eN ; a3g. Wegen
D(a3;  )eN = cos( ) eN + sin( ) a3  eN
=
0B@cos() cos( )sin() cos( )
0
1CA+
0B@  sin() cos() sin( )cos() cos() sin( )
sin() sin( )
1CA = a1 ;
D(a3;  )a3 = a3 ; D(a3;  )(a3  eN ) = a3  a1 = a2
gilt
D(a3;  ) : feN ; a3  eN ; a3g 7! fa1; a2; a3g :
Also gelten die geometrischen Bedingungen (T). Damit ist der Beweis von 20.13
abgeschlossen.
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Schema 20.14.
A = D(e3; ) D(e1; ) D(e3;  ) 2 SO(3;R) ; Ae3 6= e3 :
 2 [0; 2) ;  2 [0; 2) :
e1??y D(e3; )
A
0B@ cos( )  sin( )
0
1CA =
0B@cos()sin()
0
1CA = e3 Ae3ke3 Ae3k = eN??y D(Ae3;  )
Ae1
eN =
0B@cos()sin()
0
1CA ; (eN )A =
0B@ cos( )  sin( )
0
1CA :
 = ](e3; Ae3) 2 (0; ) :
e3??y D(eN ; )
Ae3
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Beispiel 20.15. Sei A 2 R33 mit
A =
0B@
1
3
2
3
2
3
2
3
1
3  23
 23 23  13
1CA
die Drehmatrix aus Beispiel 20.8. Oenbar gilt Ae3 6= e3. Also sind die Euler-
Winkel ; ;  durch die Bedingungen
 2 [0; 2) ;  2 (0; ) ;  2 [0; 2)
eindeutig bestimmt.
Erste Methode. Mit den Formeln aus 20.12 erhalten wir
cos() =  13 ; sin() = 23
p
2 ;
cos() = 12
p
2 ; sin() = 12
p
2 ;
cos( ) = 12
p
2 ; sin( ) =   12
p
2 :
Zweite Methode. Wir wenden Formeln aus 20.13 an. Zuerst berechnen wir
cos() als inneres Produkt von e3 und Ae3. Dann berechnen wir den Knoten-
vektor eN . Dabei erhalten wir sin() als euklidische Norm von e3  Ae3. Die
ersten beiden Komponenten von eN sind cos() und sin().
cos() = he3; Ae3i =
0B@00
1
1CA 
0B@
2
3
 23
 13
1CA =  13 ;
e3 Ae3 =
0B@00
1
1CA
0B@
2
3
 23
 13
1CA =
0B@
2
3
2
3
0
1CA ;
ke3 Ae3k = 23
p
2 = sin() ;0B@cos()sin()
0
1CA = eN = e3 Ae3ke3 Ae3k =
0B@
1
2
p
2
1
2
p
2
0
1CA :
Wir berechnen cos( ) und   sin( ) als die erste und zweite Komponente des
Vektors AteN .0B@ cos( )  sin( )
0
1CA = AteN =
0B@
1
3
2
3   23
2
3
1
3
2
3
2
3   23   13
1CA
0B@
1
2
p
2
1
2
p
2
0
1CA =
0B@
1
2
p
2
1
2
p
2
0
1CA :
Probe. Zum Abschluss rechnen wir nach, dass im vorliegenden Fall tatsachlich
A = D(e3; ) D(e1; ) D(e3;  )
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gilt. Einsetzen und Ausmultiplizieren ergibt
D(e3; ) D(e1; ) D(e3;  )
=
0B@
1
2
p
2  12
p
2 0
1
2
p
2 12
p
2 0
0 0 1
1CA
0B@1 0 00  13   23p2
0 23
p
2   13
1CA
0B@
1
2
p
2 12
p
2 0
  12
p
2 12
p
2 0
0 0 1
1CA
=
0B@
1
2
p
2  12
p
2 0
1
2
p
2 12
p
2 0
0 0 1
1CA
0B@
1
2
p
2 12
p
2 0
1
6
p
2  16
p
2  23
p
2
  23 23  13
1CA
=
0B@
1
3
2
3
2
3
2
3
1
3  23
 23 23  13
1CA = A :

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21 Erganzung: Gruppen
Denition 21.1. Ein Paar (G; ) bestehend aus einer nicht-leeren Menge G
und einer Abbildung  : G  G ! G, (g; h) 7! g  h heit eine Gruppe, wenn
die folgenden Bedingungen (1) und (2) erfullt sind.
(1) Es gilt das Assoziativgesetz
(8f; g; h 2 G) : f  (g  h) = (f  g)  h :
(2) Es gibt ein eindeutig bestimmtes Element  2 G mit den Eigenschaften (i)
und (ii).
(i) Das Element  ist ein neutrales Element bezuglich der Gruppenope-
ration , das heit, es gilt
(8g 2 G) :   g = g   = g :
(ii) Zu jedem g 2 G gibt es ein eindeutig bestimmtes inverses Element
g0 2 G bezuglich  und , das heit, es gilt
(8g 2 G)(9g0 2 G) : g0  g = g  g0 =  :
Das Element  heit das neutrale Element der Gruppe (G; ).
Wenn auerdem die Bedingung (3) erfullt ist, dann heit das Paar (G; ) eine
kommutative oder abelsche Gruppe. Andernfalls heit die Gruppe nicht-abelsch
oder nicht-kommutativ.
(3) Es gilt das Kommutativgesetz
(8f; g 2 G) : f  g = g  f :
Wenn keine Verwechslungen zu befurchten sind, schreiben wir gh anstelle von
g  h und sagen wir vereinfachend, dass G eine Gruppe ist.
Manchmal wird die Gruppenoperation mit einem Multiplikationspunkt 
oder dem Kompositionszeichen  bezeichnet. In diesem Fall sprechen wir von
einer multiplikativ geschriebenen Gruppe. Das neutrale Element einer multi-
plikativ geschriebenen Gruppe wird Eins genannt und mit 1 oder e oder E
bezeichnet. Das inverse Element g0 2 G wird dann mit g 1 bezeichnet.
Die Gruppenoperation einer kommutativen Gruppe wird oft mit einem Plus-
zeichen + bezeichnet. In diesem Fall sprechen wir von einer additiv geschriebe-
nen Gruppe. Das neutrale Element einer additiven Gruppe wird Null genannt
und mit 0 bezeichnet. Das inverse Element g0 wird dann mit  g bezeichnet.
Entsprechend heit  g das negative Element zu g.
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Beispiele 21.2.
(1) (Z;+), (Q;+), (R;+).
(2) (Rn;+), (Rnm;+).
(3) (Q; ), (R; ).
(4) Die Menge GL(n;R) der invertierbaren reellen (n  n)-Matrizen mit der
Matrixmultiplikation  als Gruppenoperation ist eine Gruppe. Die Ein-
heitsmatrix En ist das neutrale Element.
(5) Die Gruppe (GL(n;R); ) heit die allgemeine lineare Gruppe. Fur n  2
ist (GL(n;R); ) nicht-kommutativ.
(6) (Lx1(n;R); ), D(n;R), Perm(n;R), (Uq(n;R); ) sind Gruppen. Dabei
ist  die Matrixmultiplikation und die Einheitsmatrix En das neutrale
Element.
(7) (Sn; ) mit der Komposition von Abbildungen ist eine Gruppe. Die identi-
sche Abbildung idf1;:::;ng ist das neutrale Element der Permuationsgruppe
(Sn; ).
Satz und Denition 21.3. Seien (G; ) mit (g; h) 7! g  h eine Gruppe und
H  G eine nicht-leere Teilmenge. Dann sind (1), (2), (3) aquivalent.
(1) Fur alle g; h 2 H gilt g  h 2 H. Die Menge H ist mit der Abbildung
(g; h) 7! g  h eine Gruppe.
(2) (8g; h 2 H) : g  h 2 H ; h0 2 H .
(3) (8g; h 2 H) : g  h0 2 H .
In (2) und (3) ist h0 das in G gebildete inverse Element zu h 2 H. Wenn die
aquivalenten Bedingungen (1), (2) und (3) erfullt sind, dann gelten (4) und (5).
(4) Die Einselemente der Gruppen H und G stimmen uberein.
(5) Fur alle h 2 H stimmt das in G gebildete inverse Element h 1 mit dem
in H gebildeten inversen Element uberein.
Wenn eine der aquivalenten Bedingungen (1), (2), (3) erfullt ist, dann heit H
eine Untergruppe von G. Wir schreiben dann H  G.
Beispiele 21.4.
(1) Sei G eine Gruppe. Dann gilt G  G. Sei e das Einselement von G. Dann
gilt feg  G. Aus K  H  G folgt K  G.
(2) (Z;+)  (Q;+)  (R;+) .
(3) (Q; )  (R; ) .
(4) (Lx1(n;R); )  (Lx(n;R); )  (GL(n;R); ) .
(5) (Dx1(n;R); )  (Dx(n;R); )  (GL(n;R); ) .
(6) (Perm(n;R); )  (GL(n;R); ) .
(7) (Uq1(n;R); )  (Uq(n;R); )  (GL(n;R); ) .
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Satz und Denition 21.5. Sei (G; ; ) eine Gruppe und S  G eine beliebige
Teilmenge.
(1) Der Durchschnitt
hSi =
\
SHG
H
ist eine Untergruppe von G.
(2) hSi ist die kleinste Untergruppe von G, die S als Teilmenge enthalt.
(3) hSi besteht aus dem neutralen Element  und, wenn S 6= ; gilt, aus allen
endlichen Produkten der Form
s1  : : :  sk
mit s 2 S oder s0 2 S fur alle  = 1; : : : ; k und alle k 2 N.
(4) Wenn hSi = G gilt, dann sagen wir, dass G von S erzeugt wird.
(5) Wenn hSi = G und S 6= ; gelten, dann sagen wir, dass die Elemente
von S die Gruppe G erzeugen. In diesem Falle heien die Elemente von
S Generatoren oder erzeugende Elemente von G.
Satz 21.6. Sei n 2 R. Die Gruppe (GL(n;R); ; En) wird von den Elementar-
matrizen
(1) Ei$j mit i > j,
(2) E;i mit  > 1,
(3) Ej;;i mit  > 0 und i 6= j
mit i; j = 1; : : : ; n erzeugt.
Denition 21.7. Seien G und H Gruppen. Eine Abbildung ' : G ! H heit
ein Gruppenhomomorphismus, wenn '(g1g2) = '(g1)'(g2) fur alle g1, g2 2 G
gilt.
Satz 21.8. Seien G und H Gruppen und ' : G ! H ein Gruppenhomomor-
phismus. Dann gelten:
(1) '(e) = e.
(2) (8g 2 G) : '(g 1) = ('(g)) 1.
(3) ker(') = fg 2 G j '(g) = eg  G.
(4) ' ist injektiv genau dann, wenn ker(') = feg gilt.
(5) im(') = fh 2 H j (9g 2 G) : '(g) = hg  H.
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Beweis. Wir schreiben beide Gruppen multiplikativ. Das neutrale Element be-
zeichnen wir unterschiedslos mit e. Das inverse Element zu einem Element x aus
g oder H bezeichnen wir mit x 1. Anstelle von ('(g)) 1 schreiben wir '(g) 1
fur g 2 G. Diese verkurzten Schreibweisen sind ublich.
Nachweis von (1). Weil ' ein Gruppenhomomorphismus ist, gilt
'(e) = '(ee) = '(e)'(e) :
Wir multiplizieren die beiden Seiten der Gleichung von links mit '(e) 1 und
nutzen die Assoziativitat aus.
e = '(e) 1'(e) = '(e) 1
 
'(e)'(e)

=
 
'(e) 1'(e)

'(e) = e'(e) = '(e) :
Damit ist (1) bewiesen.
Nachweis von (2). Sei g 2 G. Weil ' ein Gruppenhomomorphismus ist, gilt
'(g 1)'(g) = '(g 1g) = '(e) = e :
Im letzten Schritt haben wir (1) verwendet. Aus der Einzigkeit des inversen
Elementes zu '(g) folgt, dass '(g 1) = '(g) 1 gilt.
Nachweis von (3). Nach (1) gilt '(e) = e. Also ist ker(') nicht die leere
Menge. Seien g1, g2 2 ker('). Wegen
'(g1g2) = '(g1)'(g2) = ee = e
gilt dann auch g1g2 2 ker('). Sei g 2 ker('). Wegen (2) gilt
'(g 1) = '(g) 1 = e 1 = e :
Also gilt g 1 2 ker('). Damit ist gezeigt, dass ker(') eine Untergruppe von G
ist. Wir haben dabei mehrfach verwendet, dass die Abbildung ' ein Gruppen-
homomorphismus ist.
Nachweis von (4). Angenommen, es gilt ker(') = feg. Seien g1, g2 2 G mit
'(g1) = '(g2) gegeben. Weil ' ein Gruppenhomomorphismus ist, folgt
'(g1g
 1
2 ) = '(g1)'(g2)
 1 = '(g1)'(g1) 1 = e :
Aus der Voraussetzung ergibt sich g1g
 1
2 = e. Also gilt g1 = g2. Nun setzen wir
umgekehrt voraus, dass ' injektiv ist. Fur g 2 ker(') gilt
'(g) = e = '(e) :
Dabei haben wir (1) verwendet. Die Injektivitat impliziert g = e. Damit ist das
Kriterium (4) bewiesen.
Nachweis von (5). Wegen '(e) = e ist im(') nicht die leere Menge. Zu h1,
h2 2 im(') gibt es g1, g2 2 G mit '(gk) = hk fur k = 1; 2. Aus
h1h2 = '(g1)'(g2) = '(g1g2)
folgt h1h2 2 im('). Zu h 2 im(') gibt es g 2 G mit '(g) = h. Aus
h 1 = '(g) 1 = '(g 1)
folgt h 1 2 im('). Damit ist gezeigt, dass im(') eine Untergrupe von H ist.
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Denition 21.9. Sei (G; : ; e) eine Gruppe. Sei n 2 N.
(1) Ein Gruppenhomomorphimus ' : G ! GL(n;R) heit eine Gruppendar-
stellung von G durch reelle (n n)-Matrizen.
(2) Eine Gruppendarstellung ' : G ! GL(n;R) heit treu, wenn ' injektiv
ist.
Beispiel 21.10. Sei n 2 N. Dann ist P : Sn ! GL(n;R) mit
P ()e = e()
fur alle  = 1; : : : ; n eine treue Gruppendarstellung der Permutationsgruppe Sn.
Siehe Satz und Denition 9.8.
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22 Erganzung: Euklidische Bewegungen
Sei n 2 N. Der Vektorraum Rn sei mit dem euklidischen inneren Produkt
h : ; : i, der euklidischen Norm k : k und der Standardorientierung versehen. Die
kanonische Basis En = fe1; : : : ; eng ist demach eine positiv orientierte Ortho-
normalbasis des Rn. Mit L(Rn;Rn) bezeichnen wir den Vektorraum der linearen
Abbildungen von Rn in Rn.
Denition 22.1.
(1) Eine Abbildung ' : Rn ! Rn heit eine Isometrie oder eine euklidische
Bewegung, wenn
k'(x)  '(x)k = kx  yk
fur alle x, y 2 Rn gilt. Mit E(n;R) bezeichnen wir die Menge der euklidi-
schen Bewegungen des Rn.
(2) Eine Isometrie ' : Rn ! Rn heit eine Starrkorperbewegung oder eine
spezielle euklidische Bewegung, wenn sie die Orientierung erhalt, das heit,
wenn
det('(e1); : : : ; '(en)) > 0
gilt. Mit SE(n;R) bezeichnen wir die Menge der speziellen euklidischen
Bewegungen des Rn.
Orthogonale Abbildungen und Translationen sowie ihre Kompositionen sind
Isometrien. Jedes Paar (R; a) 2 O(n;R)  Rn deniert eine Isometrie 'R;a :
Rn ! Rn mit
'R;a(x) = Rx+ a :
Umgekehrt kann jede Isometrie des Rn auf diese Weise dargestellt werden. Da-
bei erhalt 'R;a genau dann die Orientierung, wenn R 2 SO(n;R) gilt. Jede
Isometrie, die den Nullpunkt festlasst, ist eine lineare Abbildung.
Satz 22.2. Es gelten:
(1) Sei  2 E(n;R) eine Isometrie mit  (0) = 0. Dann gilt  2 L(Rn;Rn).
(2) E(n;R) = O(n;R) Rn.
(3) SE(n;R) = SO(n;R) Rn.
Beweis. Wir heben ausdrucklich hervor, dass in der Denition der Isometrien
keine Linearitatseigenschaften vorausgesetzt werden.
Nachweis von (1). Sei  2 E(n;R) eine Isometrie mit  (0) = 0. Zuerst zeigen
wir, dass  die euklidische Norm und das euklidische innere Produkt erhalt.
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Seien x, y 2 Rn beliebig gegeben. Aus den Eigenschaften von  folgt
k (x)k = k (x)   (0)k = kx  0k = kxk :
Nach Denition der euklidischen Norm gilt
2 hx; yi = kxk2 + kyk2   kx  yk2 :
Nun folgt
2 h (x);  (y)i = k (x)k2 + k (y)k2   k (x)   (y)k2
= kxk2 + kyk2   kx  yk2 = 2 hx; yi :
Weil  die euklidische Norm und das euklidische innere Produkt erhalt,
bilden die Vektoren  (e1); : : : ;  (en) eine Orthonormalbasis des Rn.
Sei x 2 Rn beliebig gegeben. Dann gibt es eindeutig bestimmte Koezienten
x1; : : : ; xn 2 R und x01; : : : ; x0n 2 R mit
x =
nX
=1
xe ;  (x) =
nX
=1
x0 (e) ;
Weil  das euklidische innere Produkt erhalt, folgt
x0 = h (x);  (e)i = hx; ei = x
fur alle  = 1; : : : n. Siehe Satz 5.1. Also gilt
 
 
nX
=1
xe
!
=
nX
=1
x (e) :
Dies zeigt, dass die Abbildung  linear ist.
Nachweis von (2) und (3). Sei ' 2 E(n;R) eine beliebige Isometrie. Nach
(1) deniert  (x) = '(x)   '(0) eine lineare Abbildung  2 L(Rn;Rn). Die
Matrixdarstellung von  bezuglich En ist eine orthogonale Matrix R 2 O(n;R).
Dabei gilt R 2 SO(n;R) genau dann, wenn  und damit ' die Orientierung
erhalt. Mit a = '(0) erhalten wir die gewunschte Darstellung '(x) = Rx + a
fur alle x 2 Rn. Der Beweis ist damit beendet.
Mit der Komposition  von Abbildungen ist E(n;R) = O(n;R)  Rn eine
Gruppe. Dabei gilt
(R1; a1)  (R2; a2) = (R1R2; R1a2 + a1) :
Die Produktmatrix R1R2 ist mit R1 und R2 ebenfalls eine orthogonale Matrix.
Die Gruppe (E(n;R); ) heit die euklidische Gruppe des Rn.
Im Allgemeinen sind die euklidischen Bewegungen des Rn keine linearen Ab-
bildungen. Durch Augmentierung lasst sich eine Matrixdarstellung der Gruppe
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(E(n;R); ) erreichen. Einer euklidischen Bewegung (R; a) 2 O(n;R)Rn wird
die Matrix  
R a
01n 1
!
2 GL(n+ 1;R)
zugeordnet. Fur alle x, y 2 Rn sind y = Rx+ a und 
y
1
!
=
 
Rx+ a
1
!
=
 
R a
01n 1
! 
x
1
!
2 Rn+1
aquivalent. Also kann die euklidische Gruppe (E(n;R); ) mit einer Untergruppe
der allgemeinen linearen Gruppe (GL(n + 1;R); ) identiziert werden. Dabei
wird die spezielle euklidische Bewegung (En; 0n) mit der Einheitsmatrix En+1
identiziert.
Satz 22.3.
(1) Fur alle (R; a) 2 E(n;R) gilt
det
 
R a
01n 1
!
= det(R) :
(2) Es gelten die Untergruppenbeziehungen
(SE(n;R); )  (E(n;R); )  (GL(n+ 1;R); ) :
Wir denieren Zentralprojektionen im R3 auf die Ebene He3;1 mit dem Null-
punkt als Zentrum. Dazu erinnern wir an Denition 4.1. Fur w 2 Rn mit
kwk = 1 und   0 ist Hw;  Rn die Hyperebene mit
Hw; = fx 2 Rn j hx;wi = g :
Wir heben hervor, dass Zentralprojektionen nicht in allen Raumpunkten erklart
sind. Daher sprechen wir von Zentralprojektionen im R3.
Denition 22.4. Sei p : R3 nHe3;0 ! R3 die Abbildung mit
p(x) =
1
hx; e3i x :
Fur einen Raumpunkt x 2 R3, der nicht in der Ebene He3;0 liegt, ist der Bild-
punkt p(x) der Schnittpunkt der Ebene He3;1 mit der Geraden durch x und den
Nullpunkt. Die Abbildung p : R3 n He3;0 ! R3 heit die Zentralprojektion im
R3 auf die Ebene He3;1 mit dem Nullpunkt als Zentrum.
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Satz 22.5. Es sei (R; a) 2 SE(3;R) eine spezielle euklidische Bewegung. Fur
einen beliebigen Raumpunkt x 2 R3 setzen wir
x0 = Rx+ a ; x00 = Rx0 + a :
Weiter sei p : R3 nHe3;0 ! R3 die Zentralprojektion im R3 auf die Ebene He3;1
mit dem Nullpunkt als Zentrum.
(1) Fur alle x 2 R3 gilt die Orthogonalitatsrelation
hRx0; a x00i = 0 :
(2) (Epipolar constrained.) Fur alle x 2 R3 mit x0, x00 =2 He3;0 gilt die Ortho-
gonalitatsrelation
hRp(x0); a p(x00)i = 0 :
Eine Kamera erzeugt ebene Bilder von der Oberache eines gegebenen raum-
lichen Objektes. Eine wichtige Klasse von mathematischen Modellen beschreibt
diesen Prozess durch eine Komposition aus einer speziellen euklidischen Bewe-
gung und einer Zentralprojektion. Dabei genugt es, Abbildungen der Form
c : x 7! p(x0)
zu betrachten. Wie ublich identizieren wir eine Kamera mit ihrem mathemati-
schen Modell und nennen eine Abbildung c der genannten Form eine perspektive
Kamera oder eine projektive Kamera. Die Rekonstruktion von (R; a) aus Paaren
(p(x0); p(x00)) erfolgt unter Beachtung der Orthogonalitatsrelation (2) des Satzes
22.5.
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23 Erganzung: Abbildungen
Denition 23.1. Seien A, B Mengen.
(1) Die Menge aller Paare (a; b) mit a 2 A und b 2 B heit das cartesische
Produkt AB von A und B. Dabei gilt (a; b) = (a0; b0) genau dann, wenn
a = a0 und b = b0 gelten. Wenn A oder B die leere Menge ist, dann ist
AB ebenfalls die leere Menge.
(2) Eine Teilmenge '  A  B heit eine Abbildung von A in B, wenn es
zu jedem a 2 A genau ein b 2 B mit (a; b) 2 ' gibt. Wir sagen dann
auch, dass ' eine Abbildung von A nach B ist. Statt Abbildung werden
die Ausdrucke Zuordnung oder Funktion verwendet.
(3) Es seien A und B nicht-leere Mengen. Wenn '  A  B eine Abbildung
ist, dann schreiben wir b = '(a) fur alle Paare (a; b) 2 '. Das Element
'(a) 2 B heit das Bild von a 2 A unter '. Wir sagen dann, dass dem
Element a 2 A das Element '(a) 2 B zugeordnet wird. Dafur schreiben
wir auch a 7! '(a).
(4) Wenn '  AB eine Abbildung ist, dann schreiben wir ' : A! B.
(5) Sei ' : A ! B eine Abbildung. Dann heit die Menge A der Denitions-
bereich oder die Denitionsmenge von '. Die Menge B heit der Ziel-
bereich oder die Zielmenge von '.
(6) Wenn keine Verwechslungen hinsichtlich des Denitions- und des Ziel-
bereiches einer Abbildung '  AB zu befurchten sind, sagen wir, das '
eine Abbildung ist.
(7) Sei ' : A! B eine Abbildung. Die Menge
'(A) = fb 2 B j (9a 2 A) : (a; b) 2 'g
heit das Bild oder der Bildbereich oder die Bildmenge von '. Wenn A
oder B die leere Menge ist, dann ist '(A) ebenfalls leer.
(8) Sei ' : A! B eine Abbildung. Sei X  A. Die Abbildung  : X ! B mit
  '  AB
heit die Einschrankung von ' auf X. Die Abbildung ' ist eine Fortset-
zung von  auf A. Oenbar gilt
 (A)  '(A) :
Wir schreiben ' j X fur die Einschrankung von ' auf X. Wenn die Men-
gen X, A und B nicht-leer sind, dann gilt
(' j A)(x) =  (x) = '(x)
fur alle x 2 X.
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(9) Sei A 6= ;. Die Abbildung idA : A! A mit idA(a) = a heit die identische
Abbildung oder die Identitat der Menge A. Wir setzen id; = ;.
(10) Eine Abbildung ' : A! A heit eine Selbstabbildung der Menge A.
Denition 23.2. Es seien A, B, C Mengen und ' : A! B,  : B ! C Abbil-
dungen.
(1) Die Abbildung   ' : A! C mit
  ' = f(a; c) 2 A C j (9b 2 B) : (a; b) 2 '; (b; c) 2  g
heit die Komposition von ' und  . Dabei ist auf die Reihenfolge zu
achten. Statt Komposition werden auch die Ausdrucke Hintereinander-
schaltung oder Hintereinanderausfuhrung verwendet.
(2) Wenn die Mengen A, B, C nicht-leer sind, dann gilt
(  ')(a) =  ('(a))
fur alle a 2 A. Dabei wird zuerst in der Menge B das Element b = '(a)
gebildet. Dann wird in der Menge C das Element
c =  (b) =  ('(a))
gebildet.
Denition 23.3. Seien A, B Mengen und ' : A! B eine Abbildung.
(1) ' heit injektiv oder eineindeutig, wenn fur alle x, y 2 A aus '(x) = '(y)
stets x = y folgt. Wir sagen dann auch, dass ' eine eins-zu-eins Abbildung
von A nach oder in B ist.
(2) ' heit surjektiv, wenn es zu jedem b 2 B ein a 2 A mit '(a) = b gibt.
Wir sagen dann, dass ' eine Abbildung von A auf B ist.
(3) ' heit bijektiv, wenn ' injektiv und surjektiv ist. Wir sagen dann auch,
dass ' eine bijektive Abbildung von A auf B ist.
Beispiele 23.4. Es sei [0;1) = fx 2 R j x  0g.
(1) f : R! R mit f(x) = x2 ist weder injektiv noch surjektiv.
(2) f : [0;1)! R mit f(x) = x2 ist injektiv, aber nicht surjektiv.
(3) f : R! [0;1) mit f(x) = x2 ist surjektiv, aber nicht injektiv.
(4) f : [0;1)! [0;1) mit f(x) = x2 ist bijektiv.
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Satz 23.5. Seien A, B Mengen und ' : A! B eine Abbildung.
(1) Sei ' bijektiv. Dann gibt es eine eindeutig bestimmte Abbilding  : B ! A
mit (i) und (ii).
(i) (8a 2 A) :  ('(a)) = a .
(ii) (8b 2 b) : '( (b)) = b .
Die Abbildung  heit die Umkehrabbildung von ' und wird mit ' 1
bezeichnet. Es gelten (iii) und (iv).
(iii) ' 1 ist bijektiv.
(iv) (' 1) 1 = ' .
(2) ' ist genau dann bijektiv, wenn es eine Abbildung  : B ! A mit (i)
und (ii) aus (1) gibt. In diesem Fall sind ' und  die Umkehrabbildungen
voneinander.
Beispiele 23.6. Es seien m, n 2 N und A 2 Rnn beliebig gegeben. Sei dann
'A : Rn ! Rn die lineare Abbildung mit 'A(x) = Ax.
(1) 'A ist genau dann injektiv, wenn ker(A) = f0g gilt.
(2) 'A ist genau dann surjektiv, wenn rg(A) = n gilt.
(3) Im Fall n = m sind aquivalent:
(i) 'A ist bijektiv.
(ii) ker(A) = f0g.
(iii) rg(A) = n.
(iv) A 2 GL(n;R).
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24 Anhang: Klausuren
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig
Dr. Wolfgang Marten
Wintersemester 2014
19.2.2014, Klausurblatt 1/2
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Informatik\
Aufgabe 1. Gegeben sei die Matrix A 2 R33 mit
A =
0B@ 1 3 48 22 33
 4  16  16
1CA :
1.1. Berechnen Sie die LU -Zerlegung von A. 3.0
1.2. Machen Sie die Probe. 1.0
Aufgabe 2. Gegeben seien L, U 2 R33 und b 2 R3 mit
L =
0B@ 1 0 03 1 0
 5 2 1
1CA ; U =
0B@3 0 20 2  1
0 0 4
1CA ; b =
0B@ 1132
 53
1CA :
2.1. Berechnen Sie A = LU . 1.0
2.2. Berechnen Sie die Determinante det(A). 1.0
2.3. Losen Sie Ax = b mit Hilfe der LU -Zerlegung von A. Machen Sie die
Probe. Achten Sie auf die Reihenfolge der Komponenten bei der Ruckwarts-
elimination. 3.0
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Aufgabe 3. Gegeben seien A = (a1; a2; a3; a4; a5) 2 R45 und y 2 R4 mit
A =
0BBBB@
2  2 2 14 0
 2  2  2  22  1
 1 4  1  1 1
 1  2  1  13  1
1CCCCA ; y =
0BBBB@
10
 30
11
 21
1CCCCA :
3.1. Berechnen Sie die Treppennormalform T (A; y) der erweiterten Matrix
(A; y) 2 R46 mit dem Verfahren von Gau-Jordan. 3.0
3.2. Bestimmen Sie die Pivotspalten ai1 ; : : : ; air von A. Die Pivotspalten
bilden eine Basis A = fai1 ; : : : ; airg von im(A)  R4. 1.0
3.3. Zeigen Sie, dass y 2 im(A) gilt. Bestimmen Sie mit Hilfe von T 0(A; y)
den Koordinatenvektor yA 2 Rr von y bezuglich A. Machen Sie die Probe. 2.0
3.4. Bestimmen Sie mit Hilfe von T 00(A) eine Basis N von ker(A)  R5. 2.0
3.5. Bestimmen Sie mit Hilfe von T 00(A; y) alle Losungen von Ax = y. 1.0
Aufgabe 4. Gegeben seien A 2 R33 und v1; v2; v3 2 R3 mit
A =
0B@ 0 4 0 2 6 0
 2 2 4
1CA ; v1 =
0B@21
1
1CA ; v2 =
0B@11
2
1CA ; v3 =
0B@11
1
1CA :
4.1. Zeigen Sie, dass die Vektoren v1; v2; v3 eine Basis des R3 aus Eigenvek-
toren der Matrix A bilden. Berechnen Sie den Eigenwert i zum Eigenvektor vi
fur i = 1; 2; 3. 7.0
4.2. Gegeben sei das reelle Polynom p() = 3   102 + 30   24 2 R[].
Berechnen Sie die Matrix
p(A) = A3   10A2 + 30A  24E3
mit Hilfe der Diagonaldarstellung
A = V 
0B@1 0 00 2 0
0 0 3
1CA  V  1 :
Dabei ist V = (v1; v2; v3) die Matrix mit den Spalten v1; v2; v3. Berechnen Sie
zuerst die Eigenwerte p(i) der Matrix p(A) fur i = 1; 2; 3. Fuhren Sie die
Polynomauswertung mit dem Horner-Schema durch. 5.0
Hinweis. Die Aufgaben 5 bis 8 nden Sie auf dem Klausurblatt 2/2.
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen
Dr. Wolfgang Marten Wintersemester 2014
19.2.2014, Klausurblatt 2/2
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Informatik\
Aufgabe 5. Gegeben sei A 2 R22 mit
A =
 
 148 120
 180 146
!
:
5.1. Berechnen Sie die Determinante det(A), die Adjunkte adj(A) und die
inverse Matrix A 1 von A. 3.0
5.2. Berechnen Sie die Eigenwerte von A. Sei max der grote Eigenwert von
A. Berechnen Sie eine Basis B des Eigenraumes ker(A  maxE2). 3.0
Aufgabe 6. Gegeben sei A 2 R33 mit
A =
0B@ 2  4 12 0 2
 1 8 4
1CA :
Berechnen Sie das charakteristische Polynom A(t) = det(A  tE3), die Deter-
minante det(A), die Adjunkte adj(A) und die inverse Matrix A 1 mit dem
Verfahren von Leverrier-Faddeev. 8.0
Leverrier-Faddeev. Sei A 2 Rnn. Die Koezienten p1; : : : ; pn 2 R von
A(t) = det(A  tEn) = ( 1)n(tn   p1tn 1   p2tn 2   : : :  pn) 2 R[t]
lassen sich fur k = 1; : : : ; n sukzessive nach dem folgenden Schema berechnen:
B0 = En ; Ak = ABk 1 ; pk =
tr(Ak)
k
; Bk = Ak   pkEn :
Dabei ist En 2 Rnn die Einheitsmatrix. Es gelten die Beziehungen
tr(A) = p1 ; det(A) = ( 1)n 1pn ; adj(A) = ( 1)n 1Bn 1 ; Bn = 0 :
Wenn A invertierbar ist, dann gilt
A 1 =
1
det(A)
adj(A) =
1
pn
Bn 1 :
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Aufgabe 7. Der Vektorraum R3 sei mit dem euklidischen inneren Produkt
h : ; : i und der Standard-Orientierung versehen. Es sei k : k die euklidische Norm.
Gegeben sei die Drehmatrix A 2 SO(3;R) mit
A =
1
13
0B@  2  3  4
p
6 6  2p6
 3 + 4p6  2  6  2p6
6 + 2
p
6  6 + 2p6 7
1CA :
Sei v 2 R3 n f0g der normierte Drehvektor und ' 2 (0; ) der orientierte Dreh-
winkel von A bezuglich v.
7.1. Berechnen Sie v und sin('). Verwenden Sie den schief-symmetrischen
Anteil der Drehmatrix A. 3.0
7.2. Machen Sie die Probe, indem Sie nachrechnen, dass v ein Eigenvektor
von A ist. Welcher Eigenwert gehort zu diesem Eigenvektor? 1.0
7.3. Berechnen Sie cos('). Verwenden Sie die Spurformel. Machen die Probe,
indem Sie Teil 7.1 verwenden. 2.0
Aufgabe 8. Der Vektorraum R3 sei mit dem euklidischen inneren Produkt
h : ; : i versehen. Es sei k : k die euklidische Norm. Gegeben sei die positive Matrix
A 2 R33 mit
A = 3
0B@ 11 8  88 11  8
 8  8 11
1CA :
Es ist 81 ein einfacher und 9 ein zweifacher Eigenwert von A.
8.1. Berechnen Sie die Spektralzerlegung
A =
X
2(A)
P
von A. Machen Sie die Probe. 7.0
8.2. Berechnen Sie die positive Quadratwurzel A
1
2 mit Hilfe der Spektral-
zerlegung von A. 3.0
Hinweis: Die Aufgaben 1 bis 4 nden Sie auf dem Klausurblatt 1/2.
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Aufgabe 1. Maximal 4 Punkte.
1 3 4
8 22 33
 4  16  16
1 3 4 Z1
0  2 1 Z2   (+8)Z1
0  4 0 Z3   ( 4)Z1
1 3 4 Z1
0  2 1 Z2
0 0  2 Z3   (+2)Z2
3.0
LU =
0B@ 1 0 08 1 0
 4 2 1
1CA
0B@1 3 40  2 1
0 0  2
1CA =
0B@ 1 3 48 22 33
 4  16  16
1CA = A : 1.0
Aufgabe 2. Maximal 5 Punkte.
LU =
0B@ 1 0 03 1 0
 5 2 1
1CA
0B@3 0 20 2  1
0 0 4
1CA =
0B@ 3 0 29 2 5
 15 4  8
1CA = A : 1.0
det(A) = det(L)  det(U) = 1  det(U) = det(U) = 3  2  4 = 24 : 1.0
0B@ 1 0 03 1 0
 5 2 1
1CA
0B@y1y2
y3
1CA =
0B@ 1132
 53
1CA ;
0B@3 0 20 2  1
0 0 4
1CA
0B@x1x2
x3
1CA =
0B@y1y2
y3
1CA =
0B@ 11 1
4
1CA :
y1 = 11 ; y2 = 32  33 =  1 ; y3 =  53 + 55 + 2 = 4 : 1.0
x3 = 1 ; x2 =
1
2  ( 1 + 1) = 0 ; x1 = 13  (11  0  2) = 3 : 1.0
Ax =
0B@ 3 0 29 2 5
 15 4  8
1CA
0B@30
1
1CA =
0B@ 9 + 0 + 227 + 0 + 5
 45 + 0  8
1CA =
0B@ 1132
 53
1CA = b : 1.0
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Aufgabe 3. Maximal 9 Punkte.
Die Treppennormalform T (A; y) von (A; y).
2  2 2 14 0 10
 2  2  2  22  1  30
 1 4  1  1 1 11
 1  2  1  13  1  21
1  1 1 7 0 5 12Z1
0  4 0  8  1  20 Z2 + Z1
0 3 0 6 1 16 Z3 +
1
2Z1
0  3 0  6  1  16 Z4 + 12Z1
1  1 1 7 0 5 Z1
0  1 0  2 0  4 Z2 + Z3
0 3 0 6 1 16 Z3
0 0 0 0 0 0 Z4 + Z3
Treppennormalform T (A; y)
1 0 1 9 0 9 Z1   Z2
0 1 0 2 0 4  Z2
0 0 0 0 1 4 Z3 + 3Z2
0 0 0 0 0 0 Z4
Streichen liefert T 0(A; y)
1 0 1 9 0 9 Z1
0 1 0 2 0 4 Z2
0 0 0 0 1 4 Z3
Erganzen liefert T 00(A; y)
1 0 1 9 0 9 Z1
0 1 0 2 0 4 Z2
0 0  1 0 0 0 Erganzung
0 0 0  1 0 0 Erganzung
0 0 0 0 1 4 Z3
3.0
Pivotspalten, Rang.
A = fa1; a2; a5g ; r = rg(A) = 3 : 1.0
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Losbarkeit, Koordinatenvektor.
rg(A; y) = rg(A) = 3 ; T 0(A; y) = (T 0(A); yA) ; yA =
0B@94
4
1CA 2 R3 : 1.0
Probe.
(a1; a2; a5) yA =
0BBBB@
2  2 0
 2  2  1
 1 4 1
 1  2  1
1CCCCA
0B@94
4
1CA =
0BBBB@
10
 30
11
 21
1CCCCA = y : 1.0
Die Matrix T 00(A; y) = (T 00(A); ) 2 R56.
T 00(A; y) =
0BBBBBB@
1 0 1 9 0 9
0 1 0 2 0 4
0 0  1 0 0 0
0 0 0  1 0 0
0 0 0 0 1 4
1CCCCCCA = (e
(5)
1 ; e
(5)
2 ; v1; v2; e
(5)
5 ; ) ;  =
0BBBBBB@
9
4
0
0
4
1CCCCCCA :
Basis des Kernes.
v1 =
0BBBBBB@
1
0
 1
0
0
1CCCCCCA ; v2 =
0BBBBBB@
9
2
0
 1
0
1CCCCCCA ; N = fv1; v2g ; ker(A) = [fv1; v2g] : 2.0
Allgemeine Losung von Ax = y.
x =  + 1v1 + 2v2 =
0BBBBBB@
9
4
0
0
4
1CCCCCCA+ 1
0BBBBBB@
1
0
 1
0
0
1CCCCCCA+ 2
0BBBBBB@
9
2
0
 1
0
1CCCCCCA ; 1; 2 2 R : 1.0
229
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Aufgabe 4. Maximal 12 Punkte.
0B@ 0 4 0 2 6 0
 2 2 4
1CA
0B@2 1 11 1 1
1 2 1
1CA =
0B@4 4 42 4 4
2 8 4
1CA : 2.0
1 = 2 ; 2 = 4 ; 3 = 4 : 1.0
2 1 1 1 0 0
1 1 1 0 1 0
1 2 1 0 0 1
1 1 1 0 1 0 Z2
0  1  1 1  2 0 Z1   2Z2
0 1 0 0  1 1 Z3   Z2
1 1 1 0 1 0 Z1
0  1  1 1  2 0 Z2
0 0  1 1  3 1 Z3 + Z2
1 0 0 1  1 0 Z1 + Z2
0 1 1  1 2 0  Z2
0 0  1 1  3 1 Z3
1 0 0 1  1 0 Z1
0 1 0 0  1 1 Z2 + Z3
0 0 1  1 3  1  Z3
4.0
1  10 30  24
2 2  16 28
1  8 14 4
1  10 30  24
4 4  24 24
1  6 6 0
2.0
p(A) = V 
0B@p(1) 0 00 p(2) 0
0 0 p(3)
1CA  V  1 1.0
=
0B@2 1 11 1 1
1 2 1
1CA
0B@4 0 00 0 0
0 0 0
1CA
0B@ 1  1 00  1 1
 1 3  1
1CA 1.0
=
0B@2 1 11 1 1
1 2 1
1CA
0B@4  4 00 0 0
0 0 0
1CA =
0B@8  8 04  4 0
4  4 0
1CA : 1.0
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Aufgabe 5. Maximal 6 Punkte.
A =
 
a11 a12
a21 a22
!
=
 
 148 120
 180 146
!
:
det(A) = a11a22   a21a12 = ( 148)  146  ( 180)  120
=  21608 + 21600 =  8 : 1.0
adj(A) =
 
a22  a12
 a21 a11
!
=
 
146  120
180  148
!
: 1.0
A 1 =
1
det(A)
adj(A) =  1
8
 
146  120
180  148
!
: 1.0
A(t) = ( 148  t)(146  t) + 21600
=  21608 + 2t+ t2 + 21600
= t2 + 2t  8 1.0
= (t+ 4)(t  2) :
min = 1 =  4 ; max = 2 = 2 : 1.0
 150 120
 180 144
5  4   130Z1
 30 24 Z2   Z1
5  4 Z1
0 0 Z2 + 6Z1
v =
 
4
5
!
; B = fvg ; ker(A+ 2E2) = [v] : 1.0
Av =
 
 148 120
 180 146
! 
4
5
!
=
 
 592 + 600
 720 + 730
!
=
 
8
10
!
= 2 
 
4
5
!
= maxv :
231
http://www.digibib.tu-bs.de/?docid=00057924 30/10/2014
Aufgabe 6. Maximal 8 Punkte.
A1 = A =
0B@ 2  4 12 0 2
 1 8 4
1CA ; p1 = 6 ; B1 =
0B@ 4  4 12  6 2
 1 8  2
1CA : 1.0
A2 =
0B@ 17 24  8 10 8  2
16  12 7
1CA ; p2 =  1 ; B2 =
0B@ 16 24  8 10 9  2
16  12 8
1CA : 2.0
A3 =
0B@24 0 00 24 0
0 0 24
1CA ; p3 = 24 ; B3 =
0B@0 0 00 0 0
0 0 0
1CA : 1.0
A(t) = ( 1)3(t3   6t2 + t  24) =  t3 + 6t2   t+ 24 : 1.0
det(A) = ( 1)2 p3 = 24 : 1.0
adj(A) = ( 1)2B2 =
0B@ 16 24  8 10 9  2
16  12 8
1CA : 1.0
A 1 =
1
p3
B2 =
1
24
0B@ 16 24  8 10 9  2
16  12 8
1CA : 1.0
Probe.
A  adj(A) =
0B@ 2  4 12 0 2
 1 8 4
1CA
0B@ 16 24  8 10 9  2
16  12 8
1CA
=
0B@24 0 00 24 0
0 0 24
1CA = det(A)  E3 :
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Aufgabe 7. Maximal 6 Punkte.
A =
1
13
0B@  2  3  4
p
6 6  2p6
 3 + 4p6  2  6  2p6
6 + 2
p
6  6 + 2p6 7
1CA ;
At =
1
13
0B@  2  3 + 4
p
6 6 + 2
p
6
 3  4p6  2  6 + 2p6
6  2p6  6  2p6 7
1CA :
1
2 (A At) =
1
2  13
0B@ 0  8
p
6  4p6
8
p
6 0  4p6
4
p
6 4
p
6 0
1CA =
0B@ 0  u3 u2u3 0  u1
 u2 u1 0
1CA :
u =
0B@u1u2
u3
1CA = 4  p6
2  13
0B@ 1 1
2
1CA = 2  p6
13
0B@ 1 1
2
1CA : 1.0
kuk2 = 2
2  6
132
 (1 + 1 + 4) = 2
4  32
132
; kuk = 2
2  3
13
=
12
13
:
v =
1
kuk u =
13
12
 2 
p
6
13
0B@ 1 1
2
1CA = 1p
6
0B@ 1 1
2
1CA : 1.0
sin(') = kuk = 12
13
; sin2(') =
144
169
: 1.0
Av =
1
13  p6
0B@  2  3  4
p
6 6  2p6
 3 + 4p6  2  6  2p6
6 + 2
p
6  6 + 2p6 7
1CA
0B@ 1 1
2
1CA
=
1
13  p6
0B@ 13 13
26
1CA = v ;  = 1 : 1.0
tr(A) = 1 + 2 cos(') ; tr(A) =
3
13
; cos(') =
1
2

3
13
  13
13

=   5
13
: 1.0
cos2(') + sin2(') =
25
169
+
144
169
=
169
169
= 1 : 1.0
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Zwei Zusatze fur die kleinen Ubungen. Berechnung der Euler-Winkel.
I. Geometrische Methode mit dem Knotenvektor eN der Drehmatrix A.
A =
1
13
0B@  2  3  4
p
6 6  2p6
 3 + 4p6  2  6  2p6
6 + 2
p
6  6 + 2p6 7
1CA 2 SO(3;R) ; A 1 = At :
A = (a1; a2; a3) = D(e3; ) D(e1; ) D(e3;  ) :
e3  a3 = 1
13
0B@00
1
1CA
0B@ 6  2
p
6
 6  2p6
7
1CA = 1
13
0B@6 + 2
p
6
6  2p6
0
1CA :
eN =
e3  a3
ke3  a3k =
1
2  p30
0B@6 + 2
p
6
6  2p6
0
1CA = 1p
30
0B@3 +
p
6
3 p6
0
1CA :
eN =
0B@cos()sin()
0
1CA ; cos() = 3 +p6p
30
; sin() =
3 p6p
30
:
cos() = he3; a3i = 7
13
; sin() = ke3  a3k = 2
13
p
30 :
0B@ cos( )  sin( )
0
1CA = AteN = 1
13  p30
0B@  2  3 + 4
p
6 6 + 2
p
6
 3  4p6  2  6 + 2p6
6  2p6  6  2p6 7
1CA
0B@3 +
p
6
3 p6
0
1CA
=
1
13  p30
0B@ 39 + 13
p
6
 39  13p6
0
1CA
=
1p
30
0B@ 3 +
p
6
 3 p6
0
1CA :
cos( ) =  3 
p
6p
30
; sin( ) =
3 +
p
6p
30
:
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II. Direkte Berechnung aus den Eintragen der Drehmatrix A.
A =
1
13
0B@  2  3  4
p
6 6  2p6
 3 + 4p6  2  6  2p6
6 + 2
p
6  6 + 2p6 7
1CA 2 SO(3;R) ; A 1 = At :
A = (aij) = D(e3; ) D(e1; ) D(e3;  ) :
cos() = a33 =
7
13
;
sin() =
q
1  a233 =
r
1  49
169
=
r
169  49
169
=
2
13
p
30 :
cos() =   a23p
1  a233
= ( 1)  13
13
  6  2
p
6
2
p
30
=
3 +
p
6p
30
;
sin() =
a13p
1  a233
=
13
13
 6  2
p
6
2
p
30
=
3 p6p
30
:
cos( ) =
a32p
1  a233
=
13
13
  6 + 2
p
6
2
p
30
=  3 
p
6p
30
;
sin( ) =
a31p
1  a233
=
13
13
 6 + 2
p
6
2
p
30
=
3 +
p
6p
30
:
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Aufgabe 8. Maximal 10 Punkte.
tr(A) = 3  (11 + 11 + 11) = 99 ; 81  1 + 9  2 = 99 :
Eigenraum zum einfachen Eigenwert 81.
A  81E3 = 3
8><>:
0B@ 11 8  88 11  8
 8  8 11
1CA 
0B@27 0 00 27 0
0 0 27
1CA
9>=>;
= 3
0B@ 16 8  88  16  8
 8  8  16
1CA
= 24
0B@ 2 1  11  2  1
 1  1  2
1CA :
ker(A  81E3) = ker
0B@ 2 1  11  2  1
 1  1  2
1CA :
 2 1  1
1  2  1
 1  1  2
1  2  1 Z2
0  3  3 Z1 + 2Z2
0  3  3 Z3 + Z2
1 0 1 Z1   23Z2
0 1 1  13Z2
0 0 0 Z3   Z2
3.0
v =
0B@ 11
 1
1CA ; kvk2 = 3 ; ker(A  81E3) = [v] : 1.0
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Spektralprojektionen.
P81 =
v 
 v
kvk2 =
vvt
kvk2 =
1
3
0B@ 1 1  11 1  1
 1  1 1
1CA : 1.0
P9 = E3   P81 = 1
3
8><>:
0B@3 0 00 3 0
0 0 3
1CA 
0B@ 1 1  11 1  1
 1  1 1
1CA
9>=>;
=
1
3
0B@ 2  1 1 1 2 1
1 1 2
1CA : 1.0
tr(P81) = 1 ; tr(P9) = 2 :
Verlangte Probe.
X
2(A)
P = 81P81 + 9P9 = 27
0B@ 1 1  11 1  1
 1  1 1
1CA+ 3
0B@ 2  1 1 1 2 1
1 1 2
1CA
=
0B@ 33 24  2424 33  24
 24  24 33
1CA = A : 1.0
Positive Quadratwurzel.
A
1
2 =
X
2(A)
p
P = 9P81 + 3P9 1.0
= 3
0B@ 1 1  11 1  1
 1  1 1
1CA+
0B@ 2  1 1 1 2 1
1 1 2
1CA 1.0
=
0B@ 5 2  22 5  2
 2  2 5
1CA : 1.0
tr(A
1
2 ) = 5 + 5 + 5 = 15 ;
p
81  1 +
p
9  2 = 9 + 6 = 15 :
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Notenschlussel
Winf
15 - 17 4.0
18 3.7
19 3.3
20 - 21 3.0
22 2.7
23 2.3
24 - 25 2.0
26 1.7
27 1.3
28 - 30 1.0
Notenschlussel
Inf/Mewi/Dipl
30 - 32 4.0
33 - 35 3.7
36 - 38 3.3
39 - 41 3.0
42 - 44 2.7
45 - 47 2.3
48 - 50 2.0
51 - 53 1.7
54 - 56 1.3
57 - 60 1.0
Braunschweig, den 5.2.2014/17.9.2014 WM
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig Sommersemester 2014
Dr. Wolfgang Marten 11.9.2014, Klausurblatt 1/2
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Informatik\
Aufgabe 1. Seien a = (ai)i=1;:::;n 2 Rn und b = (bj)j=1;:::;n 2 Rn gegeben.
Dann sei A 2 Rnn die Matrix mit
Ax = hx; bia
fur alle x 2 Rn. Dabei ist h : ; : i das euklidische innere Produkt von Rn.
(1) Charakterisieren Sie diejenigen Paare von Vektoren a, b 2 Rn, fur die die
Matrix A symmetrisch ist. 4.0
(2) Charakterisieren Sie diejenigen Paare von Vektoren a, b 2 Rn, fur die die
Matrix A symmetrisch und idempotent ist. 4.0
(Eine Matrix M 2 Rnn heit idempotent, wenn M =M2 gilt.)
Aufgabe 2. Gegeben seien A 2 R33 und b 2 R3 mit
A =
0B@ 5  2 4 45 16  32
20  2 10
1CA ; b =
0B@  864
 14
1CA :
(1) Berechnen Sie die LU -Zerlegung von A. Machen Sie die Probe. 3.0
(2) Berechnen Sie det(A) mit Hilfe von (1). 1.0
(3) Losen Sie Ax = b mit Hilfe von (1). Machen Sie die Probe. 3.0
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Aufgabe 3. Gegeben seien A = (a1; a2; a3; a4; a5) 2 R45 und y 2 R4 mit
A =
0BBBB@
1  2  8  17 2
 2  2  14  20  1
 1 3 13 26 1
2  2  6  16  1
1CCCCA ; y =
0BBBB@
 21
 18
24
 14
1CCCCA :
(1) Berechnen Sie die Matrix T 00(A; y) 2 R56, die durch Streichen und Er-
ganzen aus der Treppennormalform der erweiterten Matrix (A; y) 2 R46
hervorgeht. Verwenden Sie das Verfahren von Gau-Jordan. 3.0
(2) Bestimmen Sie mit Hilfe von (1) alle Losungen von Ax = y. Machen Sie
die Probe. 3.0
Aufgabe 4. Sei A 2 Rnn gegeben. Sei q() 2 R[] das reelle Polynom mit
q() = det(A  En) :
Dabei ist En 2 Rnn die (n n)-Einheitsmatrix.
(1) Charakterisieren Sie die reellen Nullstellen des Polynoms q() mit Hilfe
von geeigneten Teilvektorraumen des Rn. 1.0
(2) Charakterisieren Sie die reellen Nullstellen von q() mit Hilfe geeigneter
Vektoren des Rn. 1.0
Aufgabe 5. Gegeben seien A 2 R33 und v1; v2; v3 2 R3 mit
A =
0B@ 1  4  4 4 1 4
4  4  7
1CA ; v1 =
0B@21
1
1CA ; v2 =
0B@11
0
1CA ; v3 =
0B@ 1 1
1
1CA :
(1) Zeigen Sie, dass die Vektoren v1; v2; v3 Eigenvektoren von A sind. 1.0
(2) Sei V = (v1; v2; v3) die Matrix mit den Spalten v1; v2; v3. Berechnen Sie
die inverse Matrix V  1. 3.0
(3) Berechnen Sie die Matrix
p(A) = A3 + 5A2 + 4A1   6A0
mit Hilfe der Diagonaldarstellung von A. Berechnen Sie zuerst die Eigen-
werte von p(A). Verwenden Sie dazu das Horner-Schema. 3.0
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen Sommersemester 2014
Dr. Wolfgang Marten 11.9.2014, Klausurblatt 2/2
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Informatik\
Aufgabe 6. Gegeben sei A 2 R33 mit
A =
0B@5  2 42 1  1
1 2  2
1CA :
Berechnen Sie die in (1), (2), (3) genannten Objekte mit dem Verfahren von
Leverrier-Faddeev.
(1) Das charakteristische Polynom A(t) = det(A  tE3) der Matrix A. 1.0
(2) Die Determinante det(A) von A. 1.0
(3) Die Adjunkte adj(A) von A. 5.0
Aufgabe 7. Der Vektorraum R3 sei mit dem euklidischen inneren Produkt
h : ; : i und der Standard-Orientierung versehen. Es sei k : k die euklidische Norm.
Gegeben sei die Drehmatrix A 2 SO(3;R) mit
A = (a1; a2; a3) = D(v; ') =
1
35
0B@26  15 1815  10  30
18 30  1
1CA :
(1) Berechnen Sie den normierten Drehvektor v 2 R3 mit Hilfe des schief-
symmetrischen Anteils von A. Achten Sie auf den Vorfaktor. 3.0
(2) Berechnen Sie Cosinus und Sinus des orientierten Drehwinkels ' 2 (0; )
von A bezuglich v. Verwenden Sie die Spurformel. Machen Sie die Probe. 3.0
(3) Berechnen Sie den Knotenvektor eN 2 R3 von A. 1.0
(4) Es sei
A = D(e3; ) D(e1; ) D(e3;  )
die Euler-Zerlegung der Drehmatrix A. Berechnen Sie Cosinus und Sinus
des Euler-Winkels  2 (0; 2). 2.0
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Aufgabe 8. Der Vektorraum R3 sei mit dem euklidischen inneren Produkt
h : ; : i versehen. Es sei k : k die euklidische Norm. Gegeben sei die positive Matrix
A 2 R33 mit
A =
1
9
0B@41 32 1632 41 16
16 16 17
1CA :
Sie durfen ohne Beweis verwenden, dass 9 ein einfacher und 1 ein zweifacher
Eigenwert der Matrix A ist.
(1) Berechnen Sie die Spur tr(A) nach der Denition. Uberprufen Sie das
Ergebnis mit Hilfe der angegebenen Eigenwerte. 2.0
(2) Berechnen Sie die Determinante det(A) mit Hilfe der Eigenwerte von A. 1.0
(3) Berechnen Sie die Spektralzerlegung
A =
X
2(A)
P
von A. Machen Sie die Probe. 7.0
(4) Berechnen Sie die positive Quadratwurzel A
1
2 mit Hilfe von (3). 2.0
(5) Berechnen Sie die Adjunkte adj(A) mit Hilfe von (2) und (3). 2.0
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Aufgabe 1. Maximal 8 Punkte.
(1)
Voraussetzung. Sei A = At.
(8x; y 2 Rn) : hx; biha; yi = hAx; yi = hx;Ayi = hy; bihx; ai :
(8i; j 2 f1; : : : ; ng) : biaj = bjai :
 Sei b 6= 0. Dann gibt es j0 2 f1; : : : ; ng mit bj0 6= 0. Damit folgt
(8i 2 f1; : : : ; ng) : ai = aj0
bj0
bi :
Also sind a und b linear abhangig. 1.0
 Sei b = 0. Dann sind a und b linear abhangig. 1.0
 Wenn A symmetrisch ist, dann sind a und b linear abhangig.
Voraussetzung. Seien a und b linear abhangig.
 Sei b 6= 0. Dann gibt es  2 R mit a = b. Damit folgt
(8x; y 2 Rn) : hAx; yi = hx; aiha; yi = hy; aihx; ai = hx;Ayi :
Also ist A symmetrisch.
 Sei b = 0. Dann gilt A = 0. Also ist A symmetrisch. 1.0
 Wenn a und b linear abhangig sind, dann ist A symmetrisch. 1.0
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(2)
Voraussetzung. Sei A symmetrisch und idempotent.
Nach (1) sind a und b linear abhangig.
 Seien a 6= 0 und b 6= 0. Dann gibt es  6= 0 mit a = b. Es folgt
hb; bib = Ab = A2b = 2hb; bi2b :
Damit erhalten wir
 =
1
hb; bi ; a =
1
hb; bi b ; ha; bi = 1 : 1.0
 Sei a = 0 oder b = 0. Dann gilt
ha; bi = 0 : 1.0
 Wenn die Matrix A symmetrisch und idempotent ist, dann sind a und b
linear abhangig mit ha; bi = 0 oder ha; bi = 1.
Voraussetzung. Es seien die Vektoren a und b linear abhangig mit ha; bi = 0
oder ha; bi = 1.
 Wenn die Vektoren a und b linear abhangig sind und ha; bi = 0 gilt, dann
verschwindet einer der beiden Vektoren. Daher gilt A = 0. Die Nullmatrix
ist symmetrisch und idempotent. 1.0
 Es seien a und b linear abhangig mit ha; bi = 1. Nach (1) ist A symmetrisch.
Auerdem gilt
(8x 2 Rn) : A2x = hx; biha; bia = hx; bia = Ax :
Also ist A auch idempotent. 1.0
 Wenn a und b linear abhangig sind und ha; bi = 0 oder ha; bi = 1 gilt,
dann ist A symmetrisch und idempotent.
Erinnerung an die Vorlesung. Fur das Kronecker-Produkt A = a 
 b
gelten (a 
 b)t = b 
 a und tr(a 
 b) = ha; bi. Das Kronecker-Produkt A ist
genau dann symmetrisch und idempotent, wenn A eine Projektionsmatrix ist.
In diesem Fall gilt rg(A) = tr(A) 2 f0; 1g. Siehe Aufgabe 8, Teil (3).
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Aufgabe 2. Maximal 7 Punkte.
5  2 4
 45 16  32
20  2 10
5  2 4 Z1
0  2 4 Z2   ( 9)Z1
0 6  6 Z3   (+4)Z1
5  2 4 Z1
0  2 4 Z2
0 0 6 Z3   ( 3)Z2
2.0
LU =
0B@ 1 0 0 9 1 0
4  3 1
1CA
0B@5  2 40  2 4
0 0 6
1CA =
0B@ 5  2 4 45 16  32
20  2 10
1CA = A : 1.0
det(A) = det(L)  det(U) = 1  det(U) = det(U) = 5  ( 2)  6 =  60 : 1.0
0B@ 1 0 0 9 1 0
4  3 1
1CA
0B@y1y2
y3
1CA =
0B@  864
 14
1CA ;
0B@5  2 40  2 4
0 0 6
1CA
0B@x1x2
x3
1CA =
0B@y1y2
y3
1CA =
0B@ 8 8
 6
1CA :
y1 =  8 ; y2 = 64 + 9  ( 8) =  8 ; y3 =  14  4  ( 8) + 3  ( 8) =  6 : 1.0
x3 =  1 ; x2 = (  12 )  ( 8 + 4) = 2 ; x1 = ( 15 )  ( 8 + 4 + 4) = 0 : 1.0
Ax =
0B@ 5  2 4 45 16  32
20  2 10
1CA
0B@ 02
 1
1CA =
0B@  864
 14
1CA = b : 1.0
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Aufgabe 3. Maximal 6 Punkte.
(1)
1  2  8  17 2  21
 2  2  14  20  1  18
 1 3 13 26 1 24
2  2  6  16  1  14
1  2  8  17 2  21 Z1
0  6  30  54 3  60 Z2 + 2Z1
0 1 5 9 3 3 Z3 + Z1
0 2 10 18  5 28 Z4   2Z1
1  2  8  17 2  21 Z1
0 1 5 9 3 3 Z3
0  6  30  54 3  60 Z2
0 2 10 18  5 28 Z4
1 0 2 1 8  15 Z1 + 2Z2
0 1 5 9 3 3 Z2
0 0 0 0 21  42 Z3 + 6Z2
0 0 0 0  11 22 Z4   2Z2
1 0 2 1 0 1 Z1   821Z3
0 1 5 9 0 9 Z2   321Z3
0 0 0 0 1  2 121Z3
0 0 0 0 0 0 Z4 +
11
21Z3
1 0 2 1 0 1 Z1
0 1 5 9 0 9 Z2
0 0  1 0 0 0 Erganzung
0 0 0  1 0 0 Erganzung
0 0 0 0 1  2 Z3
T 00(A; y) = (a001 ; a
00
2 ; a
00
3 ; a
00
4 ; a
00
5 ; ) =
0BBBBBB@
1 0 2 1 0 1
0 1 5 9 0 9
0 0  1 0 0 0
0 0 0  1 0 0
0 0 0 0 1  2
1CCCCCCA : 3.0
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(2)
x =  + a003 + a
00
4 ;  2 R ;  2 R : 1.0
A =
0BBBB@
1  2  8  17 2
 2  2  14  20  1
 1 3 13 26 1
2  2  6  16  1
1CCCCA
0BBBBBB@
1
9
0
0
 2
1CCCCCCA =
0BBBB@
 21
 18
24
 14
1CCCCA : 1.0
Aa003 =
0BBBB@
1  2  8  17 2
 2  2  14  20  1
 1 3 13 26 1
2  2  6  16  1
1CCCCA
0BBBBBB@
2
5
 1
0
0
1CCCCCCA =
0BBBB@
0
0
0
0
1CCCCA ;
1.0
Aa004 =
0BBBB@
1  2  8  17 2
 2  2  14  20  1
 1 3 13 26 1
2  2  6  16  1
1CCCCA
0BBBBBB@
1
9
0
 1
0
1CCCCCCA =
0BBBB@
0
0
0
0
1CCCCA :
Aufgabe 4. Maximal 2 Punkte.
(8 2 R) : det(A  En) = 0 , ker(A  En) 6= f0g 1.0
, (9v 2 Rn n f0g) : Av = v : 1.0
Bemerkung. Die Aufgabe 4 ist eine Erinnerung an die Vorlesung. Die
beiden Aufgaben 4 und 5 gehoren zusammen.
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Aufgabe 5. Maximal 7 Punkte.
0B@ 1  4  4 4 1 4
4  4  7
1CA
0B@2 1 11 1  1
1 0 1
1CA =
0B@ 6  3 1 3  3  1
 3 0 1
1CA :
1 =  3 ; 2 =  3 ; 3 = 1 : 1.0
2 1 1 1 0 0
1 1  1 0 1 0
1 0 1 0 0 1
1 0 1 0 0 1 Z3
0 1  1 1 0  2 Z1   2Z3
0 1  2 0 1  1 Z2   Z3
1 0 1 0 0 1 Z1
0 1  1 1 0  2 Z2
0 0  1  1 1 1 Z3   Z2
1 0 0  1 1 2 Z1 + Z3
0 1 0 2  1  3 Z2   Z3
0 0 1 1  1  1  Z3
3.0
1 5 4  6
 3  3  6 6
1 2  2 0
1 5 4  6
1 1 6 10
1 6 10 4
p(A) = V 
0B@p(1) 0 00 p(2) 0
0 0 p(3)
1CA  V  1
=
0B@2 1 12 1  1
1 0 1
1CA
0B@0 0 00 0 0
0 0 4
1CA
0B@ 1 1 22  1  3
1  1  1
1CA 1.0
=
0B@2 1 12 1  1
1 0 1
1CA
0B@0 0 00 0 0
4  4  4
1CA 1.0
=
0B@ 4  4  4 4 4 4
4  4  4
1CA : 1.0
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Zusatz fur die kleinen Ubungen.
A(t) = ( 1)(t+ 3)2(t  1) = ( 1)(t3 + 5t2 + 3t  9) :
A(A) = 0 ; A
3 + 5A2 + 3A1   9A0 = 0 :
p(A) = (A3 + 5A2 + 3A1   9A0) + (A+ 3A0)
= A+ 3A0
=
0B@ 1  4  4 4 1 4
4  4  7
1CA+
0B@3 0 00 3 0
0 0 3
1CA =
0B@ 4  4  4 4 4 4
4  4  4
1CA :
Aufgabe 6. Maximal 7 Punkte.
Berechnungen nach Leverrier-Faddeev.
B0 = En ; Ak = ABk 1 ; pk =
tr(Ak)
k
; Bk = Ak   pkEn :
A1 = A =
0B@5  2 42 1  1
1 2  2
1CA ; p1 = 4 ; B1 =
0B@1  2 42  3  1
1 2  6
1CA : 1.0
A2 =
0B@5 4  23  9 13
3  12 14
1CA ; p2 = 5 ; B2 =
0B@0 4  23  14 13
3  12 9
1CA : 2.0
A3 =
0B@6 0 00 6 0
0 0 6
1CA ; p3 = 6 ; B3 =
0B@0 0 00 0 0
0 0 0
1CA : 1.0
Auswertung nach Leverrier-Faddeev.
A(t) = det(A  tE3) = ( 1)3(t3   4t2   5t  6) =  t3 + 4t2 + 5t+ 6 : 1.0
det(A) = ( 1)2 p3 = 6 : 1.0
adj(A) = ( 1)2B2 =
0B@0 4  23  14 13
3  12 9
1CA : 1.0
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Aufgabe 7. Maximal 9 Punkte.
(1)
A = (a1; a2; a3) =
1
35
0B@26  15 1815  10  30
18 30  1
1CA 2 SO(3;R) ; A 1 = At :
1
2 (A At) =
1
7
0B@0  3 03 0  6
0 6 0
1CA =
0B@ 0  u3 u2u3 0  u1
 u2 u1 0
1CA : 1.0
u =
0B@u1u2
u3
1CA = 1
7
0B@60
3
1CA = 3
7
0B@20
1
1CA ; v = ukuk = 1p5
0B@20
1
1CA : 2.0
(2)
tr(A) = 1 + 2 cos(') ; tr(A) =
15
35
=
3
7
= 1  4
7
; cos(') =  2
7
: 1.0
sin(') = kuk = 3
7
p
5 : 1.0
cos2(') + sin2(') =
4
49
+
45
49
= 1 : 1.0
(3)
e3  a3 = 1
35
0B@00
1
1CA
0B@ 18 30
 1
1CA = 1
35
0B@3018
0
1CA = 6
35
0B@53
0
1CA :
eN =
e3  a3
ke3  a3k =
1p
34
0B@53
0
1CA : 1.0
(4)
eN =
0B@cos()sin()
0
1CA ; cos() = 5p
34
; sin() =
3p
34
: 2.0
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Zusatz fur die kleinen Ubungen.
cos() = he3; a3i =   1
35
; sin() = ke3  a3k = 6
35
p
34 :
0B@ cos( )  sin( )
0
1CA = AteN = 1
35  p34
0B@ 26 15 18 15  10 30
18  30  1
1CA
0B@53
0
1CA
=
1
35  p34
0B@ 175 105
0
1CA
=
1p
34
0B@ 5 3
0
1CA
cos( ) =
5p
34
; sin( ) =
3p
34
:
D(e3; ) D(e1; ) D(e3;  )
=
1
34  35
0B@5  3 03 5 0
0 0
p
34
1CA
0B@35 0 00  1  6p34
0 6
p
34  1
1CA
0B@5  3 03 5 0
0 0
p
34
1CA
=
1
34  35
0B@5  3 03 5 0
0 0
p
34
1CA
0B@ 175  105 0 3  5  204
18
p
34 30
p
34  p34
1CA
=
1
34  35
0B@ 884  510 812510  340  1020
18  34 30  34  34
1CA
=
1
35
0B@26  15 1815  10  30
18 30  1
1CA
= A :
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Aufgabe 8. Maximal 14 Punkte.
A =
1
9
0B@41 32 1632 41 16
16 16 17
1CA :
1 = 9 ; 2 = 3 = 1 :
(1)
tr(A) =
41 + 41 + 17
9
=
99
9
= 11 : 1.0
tr(A) = 1 + 2 + 3 = 9 + 1 + 1 = 11 : 1.0
(2)
det(A) = 123 = 9  1  1 = 9 : 1.0
(3)
A  9E3 = 1
9
0B@41 32 1632 41 16
16 16 17
1CA 
0B@9 0 00 9 0
0 0 9
1CA
=
1
9
8><>:
0B@41 32 1632 41 16
16 16 17
1CA 
0B@81 0 00 81 0
0 0 81
1CA
9>=>;
=
1
9
0B@ 40 32 1632  40 16
16 16  64
1CA :
ker(A  9E3) = ker((98 )(A  9E3)) = ker
0B@ 5 4 24  5 2
2 2  8
1CA :
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 5 4 2
4  5 2
2 2  8
1 1  4 12Z3
 5 4 2 Z1
4  5 2 Z2
1 1  4 Z1
0 9  18 Z2 + 5Z1
0  9 18 Z3   4Z1
1 1  4 Z1
0 1  2 19Z2
0 0 0 Z3 + Z2
1 0  2 Z1   Z2
0 1  2 Z2
0 0 0 Z3
3.0
v =
0B@22
1
1CA ; kvk2 = 9 ; ker(A  9E3) = [v] :
P9 =
v 
 v
kvk2 =
vvt
kvk2 =
1
9
0B@4 4 24 4 2
2 2 1
1CA : 1.0
P1 = E3   P16 = 1
9
8><>:
0B@9 0 00 9 0
0 0 9
1CA 
0B@4 4 24 4 2
2 2 1
1CA
9>=>; = 19
0B@ 5  4  2 4 5  2
 2  2 8
1CA : 1.0
X
2(A)
P = 9P16 + P1 =
9
9
0B@4 4 24 4 2
2 2 1
1CA+ 1
9
0B@ 5  4  2 4 5  2
 2  2 8
1CA 1.0
=
1
9
0B@41 32 1632 41 16
16 16 17
1CA = A : 1.0
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(4)
A
1
2 =
X
2(A)
p
P = 3P9 + P1
=
3
9
0B@4 4 24 4 2
2 2 1
1CA+ 1
9
0B@ 5  4  2 4 5  2
 2  2 8
1CA 1.0
=
1
9
0B@17 8 48 17 4
4 4 11
1CA : 1.0
(5)
adj(A) = det(A)A 1 =
0@ Y
2(A)

1A0@ X
2(A)
1

P
1A = P9 + 9P1
=
1
9
0B@4 4 24 4 2
2 2 1
1CA+ 9
9
0B@ 5  4  2 4 5  2
 2  2 8
1CA 1.0
=
1
9
0B@ 49  32  16 32 49  16
 16  16 73
1CA : 1.0
Notenschlussel
Winf
15 - 17 4.0
18 3.7
19 3.3
20 - 21 3.0
22 2.7
23 2.3
24 - 25 2.0
26 1.7
27 1.3
28 - 30 1.0
Notenschlussel
Inf/Mewi/Dipl
30 - 32 4.0
33 - 35 3.7
36 - 38 3.3
39 - 41 3.0
42 - 44 2.7
45 - 47 2.3
48 - 50 2.0
51 - 53 1.7
54 - 56 1.3
57 - 60 1.0
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Zusatz fur die kleinen Ubungen.
B0 = En ; Ak = ABk 1 ; pk =
tr(Ak)
k
; Bk = Ak   pkEn :
A1 = A =
1
9
0B@41 32 1632 41 16
16 16 17
1CA ; p1 = 11 ; B1 = 1
9
0B@ 58 32 1632  58 16
16 16  82
1CA :
A2 =
1
9
0B@ 122  32  16 32  122  16
 16  16  98
1CA ; p2 =  19 ; B2 = 1
9
0B@ 49  32  16 32 49  16
 16  16 73
1CA :
A3 =
0B@9 0 00 9 0
0 0 9
1CA ; p3 = 9 ; B3 =
0B@0 0 00 0 0
0 0 0
1CA :
A(t) = ( 1)3(t3   11t2 + 19t  9) = ( 1)(t  1)2(t  9) :
1  11 19  9
1 1  10 9
1  10 9 0
t2   10t+ 9 = 0 , t = 5p25  9 = 5 4 :
det(A) = ( 1)2 p3 = 9 :
adj(A) = ( 1)2B2 = 1
9
0B@ 49  32  16 32 49  16
 16  16 73
1CA :
Braunschweig, 30.8.2014/14.9.2014 WM
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig
Dr. Wolfgang Marten
Wintersemester 2014
19.2.2014, Klausurblatt
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Wirtschaftsinformatik\
Aufgabe 1. Gegeben sei die Matrix A 2 R33 mit
A =
0B@ 1 3 48 22 33
 4  16  16
1CA :
1.1. Berechnen Sie die LU -Zerlegung von A. 3.0
1.2. Machen Sie die Probe. 1.0
Aufgabe 2. Gegeben seien L, U 2 R33 und b 2 R3 mit
L =
0B@ 1 0 03 1 0
 5 2 1
1CA ; U =
0B@3 0 20 2  1
0 0 4
1CA ; b =
0B@ 1132
 53
1CA :
2.1. Berechnen Sie A = LU . 1.0
2.2. Berechnen Sie die Determinante det(A). 1.0
2.3. Losen Sie Ax = b mit Hilfe der LU -Zerlegung von A. Machen Sie die
Probe. Achten Sie auf die Reihenfolge der Komponenten bei der Ruckwarts-
elimination. 3.0
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Aufgabe 3. Gegeben seien A = (a1; a2; a3; a4; a5) 2 R45 und y 2 R4 mit
A =
0BBBB@
2  2 2 14 0
 2  2  2  22  1
 1 4  1  1 1
 1  2  1  13  1
1CCCCA ; y =
0BBBB@
10
 30
11
 21
1CCCCA :
3.1. Berechnen Sie die Treppennormalform T (A; y) der erweiterten Matrix
(A; y) 2 R46 mit dem Verfahren von Gau-Jordan. 3.0
3.2. Bestimmen Sie die Pivotspalten ai1 ; : : : ; air von A. Die Pivotspalten
bilden eine Basis A = fai1 ; : : : ; airg von im(A)  R4. 1.0
3.3. Zeigen Sie, dass y 2 im(A) gilt. Bestimmen Sie mit Hilfe von T 0(A; y)
den Koordinatenvektor yA 2 Rr von y bezuglich A. Machen Sie die Probe. 2.0
3.4. Bestimmen Sie mit Hilfe von T 00(A) eine Basis N von ker(A)  R5. 2.0
3.5. Bestimmen Sie mit Hilfe von T 00(A; y) alle Losungen von Ax = y. 1.0
Aufgabe 4. Gegeben seien A 2 R33 und v1; v2; v3 2 R3 mit
A =
0B@ 0 4 0 2 6 0
 2 2 4
1CA ; v1 =
0B@21
1
1CA ; v2 =
0B@11
2
1CA ; v3 =
0B@11
1
1CA :
4.1. Zeigen Sie, dass die Vektoren v1; v2; v3 eine Basis des R3 aus Eigenvek-
toren der Matrix A bilden. Berechnen Sie den Eigenwert i zum Eigenvektor vi
fur i = 1; 2; 3. 7.0
4.2. Gegeben sei das reelle Polynom p() = 3   102 + 30   24 2 R[].
Berechnen Sie die Matrix
p(A) = A3   10A2 + 30A  24E3
mit Hilfe der Diagonaldarstellung
A = V 
0B@1 0 00 2 0
0 0 3
1CA  V  1 :
Dabei ist V = (v1; v2; v3) die Matrix mit den Spalten v1; v2; v3. Berechnen Sie
zuerst die Eigenwerte p(i) der Matrix p(A) fur i = 1; 2; 3. Fuhren Sie die
Polynomauswertung mit dem Horner-Schema durch. 5.0
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TECHNISCHE UNIVERSITAT BRAUNSCHWEIG
Carl-Friedrich-Gau-Fakultat
Institut Computational Mathematics
AG Partielle Dierentialgleichungen
Am Fallersleber Tore 1
38100 Braunschweig Sommersemester 2014
Dr. Wolfgang Marten 11.9.2014, Klausurblatt
Klausur zum Modul
"
Lineare Algebra fur Studierende
der Wirtschaftsinformatik\
Aufgabe 1. Seien a = (ai)i=1;:::;n 2 Rn und b = (bj)j=1;:::;n 2 Rn gegeben.
Dann sei A 2 Rnn die Matrix mit
Ax = hx; bia
fur alle x 2 Rn. Dabei ist h : ; : i das euklidische innere Produkt von Rn.
(1) Charakterisieren Sie diejenigen Paare von Vektoren a, b 2 Rn, fur die die
Matrix A symmetrisch ist. 4.0
(2) Charakterisieren Sie diejenigen Paare von Vektoren a, b 2 Rn, fur die die
Matrix A symmetrisch und idempotent ist. 4.0
(Eine Matrix M 2 Rnn heit idempotent, wenn M =M2 gilt.)
Aufgabe 2. Gegeben seien A 2 R33 und b 2 R3 mit
A =
0B@ 5  2 4 45 16  32
20  2 10
1CA ; b =
0B@  864
 14
1CA :
(1) Berechnen Sie die LU -Zerlegung von A. Machen Sie die Probe. 3.0
(2) Berechnen Sie det(A) mit Hilfe von (1). 1.0
(3) Losen Sie Ax = b mit Hilfe von (1). Machen Sie die Probe. 3.0
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Aufgabe 3. Gegeben seien A = (a1; a2; a3; a4; a5) 2 R45 und y 2 R4 mit
A =
0BBBB@
1  2  8  17 2
 2  2  14  20  1
 1 3 13 26 1
2  2  6  16  1
1CCCCA ; y =
0BBBB@
 21
 18
24
 14
1CCCCA :
(1) Berechnen Sie die Matrix T 00(A; y) 2 R56, die durch Streichen und Er-
ganzen aus der Treppennormalform der erweiterten Matrix (A; y) 2 R46
hervorgeht. Verwenden Sie das Verfahren von Gau-Jordan. 3.0
(2) Bestimmen Sie mit Hilfe von (1) alle Losungen von Ax = y. Machen Sie
die Probe. 3.0
Aufgabe 4. Sei A 2 Rnn gegeben. Sei q() 2 R[] das reelle Polynom mit
q() = det(A  En) :
Dabei ist En 2 Rnn die (n n)-Einheitsmatrix.
(1) Charakterisieren Sie die reellen Nullstellen des Polynoms q() mit Hilfe
von geeigneten Teilvektorraumen des Rn. 1.0
(2) Charakterisieren Sie die reellen Nullstellen von q() mit Hilfe geeigneter
Vektoren des Rn. 1.0
Aufgabe 5. Gegeben seien A 2 R33 und v1; v2; v3 2 R3 mit
A =
0B@ 1  4  4 4 1 4
4  4  7
1CA ; v1 =
0B@21
1
1CA ; v2 =
0B@11
0
1CA ; v3 =
0B@ 1 1
1
1CA :
(1) Zeigen Sie, dass die Vektoren v1; v2; v3 Eigenvektoren von A sind. 1.0
(2) Sei V = (v1; v2; v3) die Matrix mit den Spalten v1; v2; v3. Berechnen Sie
die inverse Matrix V  1. 3.0
(3) Berechnen Sie die Matrix
p(A) = A3 + 5A2 + 4A1   6A0
mit Hilfe der Diagonaldarstellung von A. Berechnen Sie zuerst die Eigen-
werte von p(A). Verwenden Sie dazu das Horner-Schema. 3.0
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