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Abstract
Let F be a field. Let V denote the vector space of all m× n matrices over F or the
vector space of all n× n symmetric matrices over F of characteristic not 2 or 3. For each
fixed positive integer s  2, let Qs denote the set of all matrix pairs (A,B) in V such that
rank(A+ B) = rank(A)+ rank(B)  s. We characterize additive mappings ψ on V such
that (ψ(A),ψ(B)) ∈ Qs whenever (A,B) ∈ Qs for a fixed s. We also describe the structure
of linear mappings from the space of n× n matrices over F to the space of p × q matrices
over F that preserve rank-additivity, where char F /= 2.
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1. Introduction
Let F be a field. Let V be a vector space of matrices or tensors over F with the
rank function ρ. A pair (A,B) of elements in V is called rank-additive if
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ρ(A+ B) = ρ(A)+ ρ(B) and rank-additive of type k, where k is a fixed positive
integer, if ρ(A+ B) = ρ(A)+ ρ(B) = k.
Let Mm,n(F) denote the vector space of all m× n matrices over F, and as usual
we abbreviateMn,n(F) toMn(F). Linear mappingsψ onMm,n(F) that preserve rank-
additivity have been considered in a number of papers [1,2,7,15]. The structure of ψ
was obtained by Beasley, Lee and Song under the assumption |F|  min{m, n} + 2,
and by Zhang over arbitrary fields. Tang and Cao [13] characterized injective addi-
tive preservers of rank-additive pairs on Mn(F) while You and Tang [14] classified
bijective additive preservers of rank-additivity on symmetric (respectively, alternate)
matrices over arbitrary fields by applying the fundamental theorem of geometry of
symmetric (respectively, alternate) matrices.
In this note we characterize additive mappings ψ from one tensor product of two
vector spaces of arbitrary dimension over F to another such that ψ sends rank-addi-
tive pairs of type  k to rank-additive pairs of type  k, where k is a fixed integer
2. These preservers are actually induced by two quasilinear mappings. Similar clas-
sification is also obtained from a second symmetric product space to another when
char F is not 2 or 3. The proof for both spaces of tensors is based on the struc-
ture of additive preservers of tensors of rank  1. When the underlying spaces are
finite dimensional, we obtain the corresponding results on matrix spaces. We also
describe linear mappings from Mn(F) to Mp,q(F), where char F /= 2, that preserve
rank-additivity by using idempotent preservers.
2. Additive preservers of rank-additive pairs on tensor products
Throughout this paper, let U, V, W and Z denote vector spaces over the field F. A
nonzero element A of the tensor product space U ⊗ V is said to have rank k if k is the
smallest positive integer such that A is the sum of k nonzero decomposable tensors.
It is an elementary fact that A ∈ U ⊗ V is of rank k if and only if A =∑ki=1 ui ⊗ vi
for some linearly independent vectors u1, . . . , uk in U and some linearly independent
vectors v1, . . . , vk in V. In this case, we write ρ(A) = k. As usual, the zero element
in U ⊗ V is said to have rank zero.
Let σ : F → F be a nonzero ring homomorphism. An additive mapping f from U
to W is called σ -quasilinear if f (λu) = σ(λ)f (u) for all λ ∈ F and u ∈ U . If, in
addition, σ is an automorphism, then f is called semilinear. A quasilinear mapping
is called k-regular if it sends any k linearly independent vectors to k linearly inde-
pendent vectors. Let ψ : U ⊗ V → W ⊗ Z be an additive mapping. If one of the
following conditions holds true:
(i) there exist σ -quasilinear mappings f : U → W and g : V → Z such that
ψ(x ⊗ y) = f (x)⊗ g(y) for all x ∈ U and y ∈ V ;
(ii) there exist σ -quasilinear mappings f : U → Z and g : V → W such that
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ψ(x ⊗ y) = g(y)⊗ f (x) for all x ∈ U and y ∈ V,
then we say that ψ is induced by two quasilinear mappings f and g.
For characterizing additive mappings preserving rank-additive tensor pairs of type
 k, we need the following two lemmas.
Lemma 2.1. Let U and V be two vector spaces over F of dimension at least k, where
k is a fixed positive integer 2. Let A be a nonzero vector of U ⊗ V of rank < k and
let
JA = {B ∈ U ⊗ V : ρ(A+ B) = ρ(A)+ ρ(B)  k}.
Then the additive subgroup M generated by JA is equal to U ⊗ V.
Proof. Let A =∑si=1 xi ⊗ yi where x1, . . . , xs are linearly independent and y1,
. . . , ys are linearly independent, and s < k. Extend {x1, . . . , xs} to a basis X of
U and extend {y1, . . . , ys} to a basis Y of V. Take x ∈ X \ {x1, . . . , xs}, y ∈ Y \
{y1, . . . ,ys} and λ ∈ F \ {0}. Clearly, λx ⊗ y ∈ JA and λ(x + xi)⊗ y ∈ JA, i = 1,
. . . , s. So, λxi ⊗ y ∈ M . Similarly, λx ⊗ yj ∈ M , j = 1, . . . , s. Since λ(x + xi)⊗
(y + yj ) ∈ JA, λx ⊗ y ∈ JA, λxi ⊗ y ∈ M and λx ⊗ yj ∈ M , it follows that λxi ⊗
yj ∈ M . It is now clear that M = U ⊗ V . 
A mapping ψ from a space of tensors to another is called rank-one nonincreasing
if ρ(ψ(A))  1 whenever ρ(A)  1.
Lemma 2.2. Let ψ be a rank-one increasing additive mapping from U ⊗ V to W ⊗
Z. Then either Imψ consists of tensors of rank  1 or ψ is induced by two quasilin-
ear mappings.
Proof. It can be shown by using similar arguments as in the proof of Theorem 2.1
in [9]. 
For each nonempty subset S of a vector space, we use 〈S〉 to denote its linear span.
Theorem 2.3. Let ψ : U ⊗ V → W ⊗ Z be a nonzero additive mapping where the
dimension of each of the vector spaces U,V,W and Z is at least k, where k is a
fixed integer 2. Then ψ preserves rank-additive pairs of type  k if and only ψ is
induced by two k-regular σ -quasilinear mappings.
Proof. The sufficiency is obvious. We now prove the necessity.
Let A be a rank h element in U ⊗ V where h < k. Suppose that ψ(A) is of rank
k. Let JA = {B ∈ U ⊗ V : ρ(A+ B) = ρ(A)+ ρ(B)  k}. Then for any B ∈ JA,
we have ρ(ψ(A))+ ρ(ψ(B)) = ρ(ψ(A+ B))  k, and hence ρ(ψ(B)) = 0. Since
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the additive subgroup generated by JA is the whole space, it follows that ψ = 0, a
contradiction. This proves that ρ(ψ(A)) < k.
Let S be the set of all tensors B ∈ U ⊗ V such that ρ(B) < k and ρ(ψ(B)) >
ρ(B). We shall show that S = ∅. Suppose the contrary. Let s = max{ρ(ψ(B)) : B ∈
S}. Then s < k. Let A ∈ S such that ρ(ψ(A)) = s. Note that ρ(A) < s. Since ψ /=
0, by Lemma 2.1, we can choose a rank one tensor C in U ⊗ V such that (A,C) is a
rank-additive pair of type < k, and ρ(C) /= 0. Hence ρ(ψ(A+ C)) = ρ(ψ(A)+
ψ(C)) = ρ(ψ(A))+ ρ(ψ(C)) > s. Since ρ(A+ C) < k, it follows that ρ(ψ(A+
C)) < k. Hence ψ(A+ C) ∈ S. This contradicts the maximality of s, and hence,
S = ∅. This proves that ψ is a rank-one nonincreasing mapping.
Suppose that Imψ consists of tensors of rank  1. Choose a rank one tensor A in
U ⊗ V such that ψ(A) /= 0. By Lemma 2.1, there exists a rank one tensor B such
that ρ(A+ B) = 2 and ψ(B) /= 0. Clearly (ψ(A), ψ(B)) is not a rank-additive pair,
a contradiction. Hence Imψ \ {0} contains tensors of rank  2. In view of Lemma
2.2, there exists a nonzero ring homomorphism σ : F → F such that either
ψ(u⊗ v) = f (u)⊗ g(v), u ∈ U, v ∈ V,
where f : U → W and g : V → Z are σ -quasilinear mappings or
ψ(x ⊗ y) = g(y)⊗ f (x), x ∈ U, y ∈ V,
where f : U → Z and g : V → W are σ -quasilinear mappings. We consider only
the first case since the proof of the second case is similar. Note that dim〈Im f 〉 
2 and dim〈Im g〉  2. Suppose that f (x1) = 0 for some nonzero vector x1 ∈ U .
Choose x2 ∈ U such that x1, x2 are linearly independent and f (x2) /= 0. Choose
two linearly independent vectors y1, y2 ∈ V such that g(y1) and g(y2) are linearly
independent. Clearly ((x1 + x2)⊗ y1, x2 ⊗ y2) is a rank-additive tensor pair of type
2, but (ψ((x1 + x2)⊗ y1), ψ(x2 ⊗ y2)) is not, a contradiction. Hence f is injective.
Similarly, g is also injective. Thus, ψ sends rank one tensors to rank one tensors. Let
x1, . . . , xk be k linearly independent vectors in U and y1, . . . , yk be k linearly inde-
pendent vectors in V. Since
(∑k−1
i=1 xi ⊗ yi, xk ⊗ yk
)
is a rank-additive tensor pair
of type k, and ψ preserves rank one tensors, we see by induction that
∑k
i=1 f (xi)⊗
g(yi) is of rank k .This proves that f (x1), . . . , f (xk) as well as g(x1), . . . , g(xk) are
linearly independent. Hence both f and g are k-regular σ -quasilinear mappings. This
completes our proof. 
Corollary 2.4. Let U and V be vector spaces of finite dimension at least k, where k
is a fixed integer 2. If ψ : U ⊗ V → U ⊗ V is a surjective additive mapping pre-
serving rank-additive pairs of type  k, then ψ induced by two bijective semilinear
mappings.
Proof. By Theorem 2.3,ψ is induced by two k-regular σ -quasilinear mappings f and
g. We consider only the case where f : U → V and g : V → U . Let {u1, . . . , um}
and {v1, . . . , vn} be bases of U and V, respectively. Since ψ is surjective, it fol-
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lows that 〈Im f 〉 = V and 〈Im g〉 = U , and hence, m = n, {f (u1), . . . , f (un)} and
{g(v1), . . . , g(vn)} are bases of U and V, respectively. Since
Imψ =


n∑
i=1
n∑
j=1
σ(aij )g(vi)⊗ f (uj ) : aij ∈ F


and ψ is surjective, we obtain that σ is surjective. Hence f and g are surjective, and
the proof is complete. 
A matrix P ∈ Mm,n(F) is called k-regular with respect to a nonzero ring homo-
morphism σ : F → F if P sends any k linearly independent vectors in Mn,1(σ (F)) to
k linearly independent vectors in Mm,1(F).
Corollary 2.5. Let ψ : Mm,n(F)→ Mp,q(F) be a nonzero additive mapping. Let k
be a fixed positive integer such that min{m, n, p, q}  k  2. If ψ preserves rank-
additive pairs of type  k, then there exists a nonzero ring homomorphism σ : F →
F such that either
(i) ψ(A) = PAσQ for all A ∈ Mm,n(F), where P ∈ Mp,m(F) and Qt ∈ Mq,n(F)
are k-regular with respect to σ ; or
(ii) ψ(A) = P(Aσ )tQ for all A ∈ Mm,n(F), where P ∈ Mp,n(F) and Qt ∈
Mq,m(F) are k-regular with respect to σ.
In addition, if ψ is surjective and (m, n) = (p, q), then σ is an automorphism and
P,Q are nonsingular matrices.
Remark 2.6. When ψ is injective and k = m = n = p = q, Corollary 2.5 was
proved by Tang and Cao in [13].
Remark 2.7. A matrix (tensor) pair (A,B) is called rank-subtractive if ρ(A− B)
= ρ(A)−ρ(B), and rank-subtractive of type k if ρ(A)= k and ρ(A− B) = ρ(A)−
ρ(B). Let ψ : U ⊗ V → W ⊗ Z be a nonzero additive mapping where the dimen-
sion of each vector spaces U,V,W and Z is at least k, k a fixed integer 2. Then ψ
preserves rank-additive pairs of type  k if and only if it preserves rank-subtractive
pairs of type k. This is because (A,B) is a rank-subtractive pair of type  k if and
only if (B,A− B) is a rank-additive pair of type  k.
We now mention an application of additive preservers of rank-additivity onMn(F)
with n  2. Let ψ : Mn(F)→ Mn(F) be a semi-homomorphism, i.e.,
ψ(A+ B) = ψ(A)+ ψ(B),
ψ(ABA) = ψ(A)ψ(B)ψ(A)
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for all A,B ∈ Mn(F). Since (A,B) is a rank-subtractive pair of Mn(F) if and only
if there exists X ∈ Mn(F) such that XAX = X and B = AXA (see [5, Corollary
3.3] and [12, Theorem 17]), it follows that ψ preserves rank-subtractive pairs, and
thus, ψ preserves rank-additive pairs. Hence, in view of Corollary 2.5 and by using
arguments similar to the proof of Theorem 4.1 in [14], we have
Corollary 2.8. Let n be an integer 2, and let ψ : Mn(F)→ Mn(F) be a nonzero
semi-homomorphism on Mn(F). Then there exist a nonzero ring homomorphism σ
on F and nonsingular matrices P,Q ∈ Mn(F) satisfying QP = ±In such that either
ψ(A) = PAσQ or ψ(A) = P(Aσ )tQ
for all A ∈ Mn(F).
Theorem 2.9. Let ψ : U ⊗ V → W ⊗ Z be an additive mapping where the dimen-
sion of each of the vector spaces U,V,W and Z is at least k, k is a fixed integer 2.
Let char F = 0 or char F > k. Then ψ preserves rank-additive pairs of type k if and
only if ψ is induced by two k-regular σ -quasilinear mappings.
Proof. The sufficiency is obvious. We now prove the necessity.
Let A be a rank h element in U ⊗ V with h < k. Suppose that ψ(A) is of rank k.
Let
HA = {B ∈ U ⊗ V : ρ(A+ B) = ρ(A)+ ρ(B) = k}.
Since char F /= 2, it can be shown by using similar arguments as in the proof of
Lemma 2.1 that the additive subgroup generated by HA is U ⊗ V . For any B ∈ HA,
we have
ρ(ψ(A))+ ρ(ψ(B)) = k.
Hence ρ(ψ(B)) = 0. This implies that ψ = 0, a contradiction, since ψ sends rank k
tensors to rank k tensors. Hence ψ(A) is of rank < k.
We shall show that ψ is a rank-one nonincreasing mapping. To this end, we let S
be the set of all tensors B ∈ U ⊗ V such that ρ(B) < k and ρ(ψ(B)) > ρ(B). We
shall show that S = ∅. Suppose the contrary. Let h = max{ρ(ψ(B)) : B ∈ S}. Then
h < k. Let A ∈ S such that ρ(ψ(A)) = h. Then ρ(A) < h < k. Hence, there exists
C ∈ U ⊗ V such that (A,C) is a rank-additive pair of type k. By hypothesis, we
have
ρ(ψ(A+ C)) = ρ(ψ(A))+ ρ(ψ(C)) = k.
Letψ(A+ C) =∑ki=1 wi ⊗ zi , whereψ(A) =∑hi=1 wi ⊗ zi with bothw1, . . . , wk
and z1, . . . , zk linearly independent. Let C = C1 + · · · + Ck−h where ρ(Ci) = 1 for
all i = 1, . . . , k − h. Clearly, we can find a finite dimensional subspace X of W with
a basis {w1, . . . , wk, . . . , wm} and a finite dimensional subspace Y of Z with a basis
{z1, . . . , zk, . . . , zm} such that
ψ(Ci) ∈ X ⊗ Y for all i = 1, . . . , k − h.
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Evidently, there exists 1  s  k − h such that
ψ(Cs) =
m∑
i=1
m∑
j=1
aijwi ⊗ zj
with ah+1,h+1 /= 0. LetP be the prime subfield of F. Then |P| > k, and hence, there
exists λ ∈ P such that
ρ(ψ(λA+ Cs))  h+ 1.
Since ρ(λA+ Cs)  h, we have ρ(ψ(λA+ Cs)) < k. Hence λA+ Cs ∈ S. This
contradicts the maximality of h. Hence S = ∅. This proves that ψ is rank-one non-
increasing. Since ψ preserves rank k tensors, it follows from Lemma 2.2 that ψ is
induced by two k -regular quasilinear mappings. 
Example 2.10. For each positive integer n  2, there exists a field F and a nonzero
ring homomorphism σ : F → F such that σ(F) ⊆ F is an extension of fields of degree
n (see [6, Proposition 6.3.9]). Let 1, π1, . . . , πn−1 be a basis of the vector space F
over σ(F). Then the σ -quasilinear mapping from Fn into Fn defined by
(a1, a2 . . . , an)→ (σ (a1)+ σ(an)π1, . . . , σ (an−1)+ σ(an)πn−1, 0)
is n− 1 regular, but clearly not n-regular. Hence there exist additive preservers of
rank-additive pairs of type  k which do not preserve rank-additive pairs of type
k + 1. For example, the additive mapping ψ on M4(F) defined by
ψ([aij ]) =


1 0 0 π1
0 1 0 π2
0 0 1 π3
0 0 0 0

 [σ(aij )]
preserves rank-additive pairs of type k, k = 2, 3, but ψ is not a rank-additivity pre-
server.
We now prove the following result concerning linear preservers of rank-additivity
by using linear preservers of idempotent matrices.
Theorem 2.11. Let F be a field with char F not 2. Let ψ : Mn(F)→ Mp,q(F) be
a nonzero linear mapping that preserves rank-additivity. Then min{p, q}  n and
there exist nonsingular matrices P ∈ Mp(F) and Q ∈ Mq(F) such that
ψ(A) = P

Ir ⊗ A 0 00 Is ⊗ At 0
0 0 X

Q
for all A ∈ Mn(F), where r, s are nonnegative integers with r + s > 0, and X stands
for the (p − rn− sn)× (q − rn− sn) zero matrix.
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Proof. Let k = max{ρ(ψ(A)) : A ∈ Mn(F)}. Since ψ /= 0 it follows that k is pos-
itive. Let B ∈ Mn(F) such that ρ(ψ(B)) = k. Then B has rank n, otherwise ψ = 0
by Lemma 2.1. By replacing A → ψ(A) by A → U2ψ(U1AV1)V2 for some appro-
priate nonsingular matrices Uj and Vj we may assume, without loss of generality,
that
ψ(In) =
(
Ik 0
0 0
)
.
For any n× n idempotent J, we have In = J + (In − J ). Let J1 = ψ(J ) and J2 =
ψ(In − J ). Since (J, In − J ) is rank-additive, it follows that ρ(J1 + J2) = ρ(J1)+
ρ(J2). This implies that
R(J1 + J2) = R(J1)⊕R(J2),
C(J1 + J2) = C(J1)⊕ C(J2),
where R(X) and C(X) denote the row space and the column space of the matrix
X, respectively. So, R(J1) ⊆ R(J1 + J2) = R(ψ(In)) and C(J1) ⊆ C(J1 + J2) =
C(ψ(In)). This shows that
Ji =
(
Hi 0
0 0
)
for some k × k matrix Hi , i = 1, 2. It is clear that C(H1) ∩ C(H2) = {0} as C(J1) ∩
C(J2) = 0. Since (H1(Ik −H1))(x) = ((Ik −H1)H1)(x) ∈ C(H1) ∩ C(H2) for
every x ∈ Mk,1(F), it follows that H1(Ik −H1) = 0, and hence, H1, is idempotent.
Thus ψ(J ) is idempotent. Note that, for 1  i, j  n with i /= j, Eii and Eii + Eij
are idempotents, where Eij is the matrix unit in Mn(F) whose (i, j)th entry is 1 and
all others are zero. Hence the linear span of all n× n idempotent matrices is Mn(F),
and so, we have for each A ∈ Mn(F),
ψ(A) =
(
ϕ(A) 0
0 0
)
,
where ϕ : Mn(F)→ Mk(F) is a linear mapping preserving idempotents. The struc-
ture of ϕ is known (see Corollary 4.3 in [8]). We sketch its steps of proof. Since
char F /= 2, it follows from [4, Theorem 2.1] that ϕ is the sum of a homomorphism
and an anti-homomorphism. Since ϕ(In) = Ik , up to a similarity,
ϕ(A) = φ1(A)⊕ φ2(A), A ∈ Mn(F),
where φ1 is a unital homomorphism and φ2 is a unital anti-homomorphism. Since
every unital homomorphism is of the form A→ S−1diag(A, . . . , A)S for some non-
singular matrix S, it follows that
ϕ(A) =
(
H−1(Ir ⊗ A)H 0
0 K−1(Is ⊗ At)K
)
for all A ∈ Mn(F),
where H, K are nonsingular matrices and r, s are nonnegative integers with r + s >
0. Hence, ψ has the required form. 
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A tensor (matrix) pair (A,B) is called rank-sum-minimal of type k, where k is a
positive integer, if ρ(A+ B) = |ρ(A)− ρ(B)| and max{ρ(A), ρ(B)} = k.
Let (A,B) be a rank-additive pair of nonzero tensors in if U ⊗ V . Then A =∑s
i=1 xi ⊗ yi and B =
∑t
i=1 ui ⊗ vi , where {x1, . . . , xs},{y1, . . . , ys},{u1, . . . , ut }
and {v1, . . . , vt } are linearly independent sets. Since ρ(A+ B) = s + t , it follows
that {x1, . . . , xs, u1, . . . , ut } and {y1, . . . , ys, v1, . . . , vt } are linearly independent
sets. Therefore, for any nonzero scalar λ, A+ λB is of rank s + t . Hence (A, λB) is
rank-additive pair. This fact will be used in the proof of the following theorem.
Theorem 2.12. Letψ : U ⊗ V → W ⊗ Z be an additive mapping preserving rank-
sum-minimal pairs of type  k, where k is fixed. If char F is not 2, then ψ preserves
rank-additive pairs of type  k.
Proof. Suppose that ρ(A+ B) = ρ(A)+ ρ(B)  k with A,B ∈ U ⊗ V . Then
ρ(A+ 2B) = ρ(A)+ ρ(2B)  k. Hence ρ(A+ λB)− ρ(−A) = ρ(λB), λ = 1, 2.
By hypothesis
|ρ(ψ(A+ λB))− ρ(ψ(−A))| = ρ(ψ(λB)), λ = 1, 2,
where ρ(ψ(A+ λB))  k and ρ(ψ(A))  k. We have the following two cases.
Case 1: For both λ = 1, 2,
ρ(ψ(−A))− ρ(ψ(A+ λB)) = ρ(ψ(λB)). (1)
Then ρ(ψ(A)) = ρ(ψ(A)+ ψ(B))+ ρ(ψ(−B)). Thus (ψ(A+ B),−ψ(B)) is
rank-additive, and hence, (ψ(A+ B),ψ(B)), is rank-additive. This shows that
ρ(ψ(A+ B))+ ρ(ψ(B)) = ρ(ψ(A+ 2B)).
In view of (1), ρ(ψ(A+ 2B)) = ρ(ψ(A+ B)), and hence, ρ(ψ(B)) = 0. This
shows that (ψ(A), ψ(B)) is rank-additive of type  k.
Case 2: There exists λ ∈ {1, 2} such that
ρ(ψ(A+ λB))− ρ(ψ(−A)) = ρ(ψ(λB)).
Then ρ(ψ(A)+ λψ(B)) = ρ(ψ(A))+ ρ(λψ(B)). This shows that ρ(ψ(A)+
ψ(B)) = ρ(ψ(A))+ ρ(ψ(B))  k. Hence, (ψ(A), ψ(B)) is rank-additive of type
 k, and the proof is completed. 
Remark 2.13. The structure of linear mappings on Mm,n(F) preserving rank-sum-
minimal pairs was studied in [2,7,13,15].
3. Additive preservers of rank-additive pairs on second symmetric product
spaces
Let U be a vector space over F, and let U(2) denote the second symmetric product
space over U with decomposable elements denoted by x1 · x2 where x1 and x2 are
in U. For each x ∈ U , we shall use, x2 to denote the decomposable element x · x in
U(2). Let k be a positive integer. An element A in U(2) is said to have rank k if k is
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the smallest positive integer such that A is the sum of k elements of the form λx2
where x ∈ U \ {0} and λ ∈ F \ {0}. For char F /= 2, an element of U(2) is of rank k
if and only if it can be written in the form
∑k
i=1 λix2i where x1, . . . , xk are linearly
independent vectors in U and λ1, . . . , λk are nonzero scalars. If ψ : U(2) → W(2) is
an additive mapping and there exists a σ -quasilinear mapping f from U to W such
that ψ(x · y) = f (x) · f (y) for any x, y ∈ U , then we write ψ = P2(f ).
Lemma 3.1. Let U be a vector space over F of characteristic not 2 with dimension
at least k, where k is a fixed positive integer 2. Let A be a nonzero vector of U(2)
of rank <k, and let
JA =
{
B ∈ U(2) : ρ(A+ B) = ρ(A)+ ρ(B)  k
}
.
Then the additive subgroup M generated by JA is equal to U(2).
Proof. Let A =∑si=1 λix2i where x1, . . . , xs are linearly independent and λi’s are
nonzero scalars. Let X be the subspace spanned by the vectors x1, . . . , xs . For any
vector y /∈ X, it is clear that λy2 ∈ JA. For any nonzero vector x ∈ X, we choose a
nonzero vector y /∈ X. Then λ(x + y)2 ∈ JA, λ(x − y)2 ∈ JA, and hence, 2λ(x2 +
y2) ∈ M . Thus, λx2 ∈ M . This proves that M = U(2). 
Lemma 3.2 [11]. Let U and W be vector spaces over F with char F not 2 or 3. Let
ψ : U(2) → W(2) be an additive rank-one nonincreasing mapping. Then either
(i) Imψ ⊆ 〈w2〉 for some nonzero vector w ∈ W ; or
(ii) ψ = λP2(f ) for some nonzero scalar λ and some quasilinear mapping f from
U to W.
Using Lemmas 3.1 and 3.2, and similar arguments as in the proof of Theorem 2.3,
we have the following result.
Theorem 3.3. Let U and W be vector spaces over F with char F not 2 or 3. Let
ψ : U(2) → W(2) be a nonzero additive mapping with dimU  k and dimW  k
for some fixed integer k  2. Then ψ preserves rank-additive pairs of type  k if
and only if
ψ = λP2(f )
for some nonzero scalar λ and some k-regular quasilinear mapping f from U to W.
When U and W are finite dimensional vector spaces, we have the following cor-
responding classification of additive mappings from the m×m symmetric matrix
space Sm(F) into Sn(F) preserving rank-additive pairs of type  k.
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Corollary 3.4. Let F be a field with char F not 2 or 3, and let ψ : Sm(F)→ Sn(F) be
a nonzero additive mapping. Let k be a fixed positive integer such that min{m, n} 
k  2. Suppose that ψ preserves rank-additive pairs of type  k. Then there exist
a k-regular matrix P ∈ Mn,m(F) with respect to a nonzero ring homomorphism σ :
F → F and a nonzero scalar λ such that
ψ(A) = λPAσP t for all A ∈ Sm(F).
In addition, if ψ is surjective and m = n, then σ is an automorphism and P is non-
singular.
Remark 3.5. The structure of bijective additive preservers of rank-additivity on
symmetric matrices over an arbitrary field was obtained by You and Tang in [14].
Remark 3.6. The corresponding results of Theorems 2.8 and 2.11 on second sym-
metric product spaces also hold. Their proofs are analogous to that of Theorems 2.8
and 2.11.
We note that the n× n symmetric matrix space Sn(F) forms a nonassociative ring
with respect to the addition (A,B) → A+ B, and the multiplication (A,B) → A ◦
B = ABA for allA,B ∈ Sn(F), and we denote this nonassociative ring by (Sn(F),+,
◦). It was shown in [14, Theorem 4.1] that every homomorphism ψ on (Sn(F),+, ◦)
preserves rank-subtractive pairs, and hence, ψ preserves rank-additive pairs. Using
Corollary 3.4 and the proof of [14, Theorem 4.1], we have
Corollary 3.7. Let F be a field with char F not 2 or 3, and let n be an integer 2.
Let ψ be a nonzero homomorphism on (Sn(F),+, ◦). Then a nonsingular matrix
P ∈ Mn(F) and a scalar λ ∈ F satisfying λP tP = ±In such that
ψ(A) = λPAσP t for all A ∈ Sn(F),
where σ is a nonzero homomorphism on F.
When ψ is an automorphism, Corollary 3.7 was proved over an arbitrary field in
[14].
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