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SUPER-APPROXIMATION, II:
THE p-ADIC AND BOUNDED POWER OF SQUARE-FREE INTEGERS CASES.
ALIREZA SALEHI GOLSEFIDY
Abstract. Let Ω be a finite symmetric subset of GLn(Z[1/q0]), Γ := 〈Ω〉, and let πm be the group
homomorphism induced by the quotient map Z[1/q0]→ Z[1/q0]/mZ[1/q0]. Then the family of Cayley graphs
{Cay(πm(Γ), πm(Ω))}m is a family of expanders as m ranges over fixed powers of square-free integers and
powers of primes that are coprime to q0 if and only if the connected component of the Zariski-closure of Γ
is perfect. Some of the immediate applications, e.g. orbit equivalence rigidity, largeness of certain ℓ-adic
Galois representations, are also discussed.
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1. Introduction
1.1. Statement of the main results. Let Ω be a finite symmetric subset of GLn(Q), and Γ = 〈Ω〉. Since
Ω is finite, for some q0 ∈ Z
+ we have Γ ⊆ GLn(Z[1/q0]). Strong approximation implies that (under certain
algebraic conditions) the closure of Γ in
∏
p∤q0
GLn(Zp) is open in
∏
p∤q0
(G(Qp) ∩GLn(Zp)), where G is the
Zariski-closure of Γ in GLn. In combinatorial language, this means that the Cayley graphs
Cay (πm(G(Q) ∩GLn(Z[1/q0])), πm(Ω)) ,
wherem and q0 are coprime and πm is the group homomorphism induced by the quotient map πm : Z[1/q0]→
Z[1/q0]/mZ[1/q0], have at most C := C(Ω) many connected components. The point being that C does not
depend on m. Super-approximation1 tells us that these sparse graphs are highly connected, i.e. they form a
family of expanders. A family {Xi}i∈I of d0-regular graphs is called expander if there is c > 0 such that for
any i ∈ I and any subset A of the set of vertices V (Xi) of Xi we have
c <
|e(A, V (Xi) \A)|
min(|A|, |V (Xi) \A|)
,
where e(A, V (Xi) \A) consists of the edges that connect a vertex in A to a vertex in V (Xi) \A.
Expanders are extremely useful in communication and theoretical computer science (e.g. see [HLW06]). In
the past decade they have been found useful in a wide range of pure math problems, e.g. affine sieve [BGS10,
SGS13], sieve in groups [LM13], variation of Galois representations [EHK12], etc. (see [BO14] for a collection
of surveys of related works and applications).
In this article we prove the best possible super-approximation results for two families of residue maps. Let
Vf (Q) be the set of primes in Q, and νp(q) be the p-valuation of q, i.e. the power of p in q.
Theorem 1. Let Ω be a finite symmetric subset of GLN0(Z[1/q0]), Γ := 〈Ω〉, and M0 be a fixed positive
integer. Suppose Γ is an infinite group. Then the family of Cayley graphs {Cay(πm(Γ), πm(Ω))}m is a family
of expanders as m runs through either
{pn| n ∈ Z+, p ∈ Vf (Q), p ∤ q0} or {q| ∀p ∈ Vf (Q), νp(q) ≤M0}
if and only if the connected component G◦ of the Zariski-closure G of Γ in GLN0 is perfect, i.e. [G
◦,G◦] = G◦.
1Following A. Kontorovich’s suggestion, I call this phenomenon super-approximation. It is worth pointing out that this
phenomenon has been called superstrong approximation [BO14] by some authors.
SUPER-APPROXIMATION, II: THE p-ADIC AND BOUNDED POWER OF SQUARE-FREE INTEGERS CASES. 3
In the appendix, a quantitative open image for p-adic analytic maps is proved, which should be of independent
interest. In a joint work with Zhang [SGZ], this result is used to generalize a theorem of Burger and
Sarnak [BS91] to the setting of super-approximation (see Theorem 9 for the statement of this result.).
1.2. Comparing with the previous related results. The importance of Theorem 1 lies on the fact
that it is an if-and-only-if statement. In fact, by Proposition 10, we get that, if {πmi(Γ), πmi(Ω)} is a
family of expanders for some increasing sequence {mi} of integers that are relatively prime to q0, then
{πm(Γ), πm(Ω)}m is a family of expanders as m runs through integers specified in Theorem 1.
Super-approximation for square-free numbers is the main theorem of [SGV12]. Of course it is a special case
of Theorem 1 for m ∈ {q| ∀p ∈ Vf (Q), νp(q) ≤M0} and M0 = 1. It should, however, be noted that our proof
relies on [SGV12]. Proof of this part of Theorem 1 is heavily influenced by the relevant part of [BV12]. But
here, instead of working with the concrete structure of the congruence quotients of SLn(Z) as it was done in
[BV12], one has to work with arbitrary perfect groups. So it is inevitable to make use of basic theorems from
Bruhat-Tits theory to describe structure of a maximal compact subgroup of H(Qp) where H is a semisimple
Qp-group, and to use truncated or finite logarithmic maps [Pin98, Section 6] or [SG, Section 2.9]. In addition,
one has to understand how such a maximal compact group acts on an open compact subgroup of U(Qp)
where U is a unipotent Qp-group, which makes the use of the language of schemes necessary.
Proof of Theorem 1 for powers of primes relies on [SG] where the semisimple case is proved.
Prior to [SG], the case of Zariski-dense subgroups of SLn(Z) was studied by Bourgain-Gamburd [BG08-b,
BG09] and Bourgain-Varju´ [BV12]. As it is pointed out in [SG, Section 1.3], the proofs by Bourgain and
Gamburd [BG08-b, BG09] and Bourgain and Varju´ [BV12] rely heavily on Archimedean dynamics. In
particular, those ideas cannot be implemented for a finitely generated subgroup Γ of GLn(Q) if Γ is a
bounded subgroup of GLn(R). But it is worth pointing out that, if Γ is a Zariski-dense subgroup of SLn(Z),
Bourgain and Varju´ [BV12] prove that {Cay(πm(Γ), πm(Ω))}m is a family of expanders with no restriction
on m.
Prior to the current work, no super-approximation result for powers of primes beyond semisimple case was
known. To get such a result, one had to use new ideas and combine techniques from p-adic analytic analysis,
p-adic analytic pro-p groups, and non-commutative algebra.
1.3. Applications.
1.3.1. Random-walk and spectral gap. Let Ω be a finite symmetric subset of a compact group G. Let µ be
the counting probability measure on Ω and Γ := 〈Ω〉. Let
Tµ : L
2(Γ)→ L2(Γ), Tµ(f) := µ ∗ f,
where (µ ∗ f)(g) :=
∑
g′∈suppµ µ(g
′)f(g′−1g) and Γ is the closure of Γ in G. It is easy to see that Tµ is a
self-adjoint operator, the constant function 1Γ is an eigenfunction with eigenvalue one, i.e. Tµ(1Γ) = 1Γ,
and ‖Tµ‖ = 1. Let
λ(µ;G) := sup{|λ|| λ ∈ spec(Tµ), λ < 1}.
We get a fairly good understanding of the random-walk in G with respect to µ if λ(µ;G) < 1, in which case
it is said that either Γy Γ or the random-walk with respect to µ has spectral gap.
Let us recall a couple of well-known results which give us a connection between having spectral gap and
explicit construction of expanders (see [Lub94, Chapter 4.3], [LZ03, Chapter 1.4], [SG, Remark 15]).
Remark 2. (1) Let Γ be the group generated by a finite symmetric set Ω. Suppose {Ni}i∈I is a family
of normal, finite-index subgroups of Γ. Suppose, for any i1, i2 ∈ I, there is i3 ∈ I such that Ni3 ⊆
Ni1 ∩Ni2 . Then, by Peter-Weyl theorem, one has
λ(PΩ; lim←−
Γ/Ni) = sup
i
λ(PιNi (Ω); Γ/Ni),
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where ιNi : Γ→ Γ/Ni is the natural quotient map.
(2) Suppose {Ni}i∈I is a family of normal, finite-index subgroups of Γ. Then the family of Cayley graphs
{Cay(Γ/Ni, ιNi(Ω))}i∈I is a family of expanders if and only if
sup
i
λ(PιNi (Ω); Γ/Ni) < 1.
Based on these results, we get that Theorem 1 implies the following.
Corollary 3. Let Ω be a finite symmetric subset of GLN0(Z[1/q0]), and PΩ be the counting probability
measure on Ω. Suppose the connected component G◦ of the Zariski-closure G of Γ := 〈Ω〉 in GLN0 is perfect.
Then for any positive integer M0 we have
λ(PΩ;
∏
p∤q0
GLN0(Z/p
M0Z)) < 1,
and
sup
p∤q0
λ(PΩ; GLN0(Zp)) < 1.
Since a stronger form of the only-if part of Theorem 1 (see Proposition 10) holds, having spectral gap for a
single place implies a uniform spectral gap for all the places.
Corollary 4. Let Ω be a finite symmetric subset of GLN0(Z[1/q0]), and PΩ be the counting probability
measure on Ω. Then for some p ∤ q0 we have λ(PΩ; GLN0(Zp)) < 1 if and only if
sup
p∤q0
λ(PΩ; GLN0(Zp)) < 1.
Spectral gap has a well-known weighted equidistribution consequence.
Corollary 5. In the setting of Corollary 3, there is λ < 1 such that for any prime p which does not divide
q0 and G(Qp) ∩ GLN0(Zp)-finite function f0 on G(Qp) (which means that f0 is invariant under an open
subgroup of G(Qp)) we have
|
∑
γ∈Γ
P
(l)
Ω (γ)f0(γ)−
∫
Γp
f0(g)dg| ≤ ‖f0 −
∫
Γp
f0(g)dg‖2
√
|Γp · f0|λ
l,
where Γp is the closure of Γ in GLN0(Zp) and it acts on functions on G(Qp) via the right translation, i.e.
(g · f)(g′) := f(g′g), P
(l)
Ω is the l-th convolution power of PΩ, dg is the probability Haar measure on Γp, and
‖f‖2 := (
∫
g∈Γp
f(g)2dg)1/2.
Proof. Since Ω is a symmetric set, we have that
(1)
∑
γ∈Γ
P
(l)
Ω (γ)f0(γ)−
∫
Γp
f0(g)dg = T
l
µ(f0)(I)− 〈1Γp , f0〉,
where I is the identity matrix and 〈, 〉 is the dot product in L2(Γp).
On the other hand, by Corollary 3, we have that
(2) ‖T lµ(f0)− 〈1Γp , f0〉‖2 = ‖T
l
µ(f0 − 〈1Γp , f0〉1Γp)‖2 ≤ λ
l‖f0 − 〈1Γp , f0〉1Γp)‖2,
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where λ := supp∤q0 λ(PΩ; GLN0(Zp)). For any function f , let Γp,f := {g ∈ Γp| g · f = f}. Since for any
g ∈ Γp and f ∈ L
2(Γp) we have Tµ(g · f) = g · Tµ(f), we get that Γp,f ⊆ Γp,Tµ(f). So we have
‖T lµ(f0)− 〈1Γp , f0〉‖
2
2 =
∫
Γp/Γp,f0
∫
Γp,f0
|T lµ(f0)(gg
′)− 〈1Γp , f0〉|
2dg′dg
=
∫
Γp/Γp,f0
∫
Γp,f0
|(g′ · T lµ(f0))(g)− 〈1Γp , f0〉|
2dg′dg
=
∫
Γp/Γp,f0
|T lµ(f0)(g)− 〈1Γp , f0〉|
2
∫
Γp,f0
dg′dg
=
1
[Γp : Γp,f0 ]
∑
gΓp,f0∈Γp/Γp,f0
|T lµ(f0)(g)− 〈1Γp , f0〉|
2
≥
|T lµ(f0)(I)− 〈1Γp , f0〉|
2
|Γp · f0|
.(3)
Equations (1), (2), and (3) imply the claim. 
Corollary 5 is another indication that super-approximation is a suitable name for such a phenomenon as it
implies a quantitative way to approximate points.
1.3.2. Orbit equivalence. Suppose Γ ⊆ G and Λ ⊆ H are dense subgroups of compact groups G and H . We
say the left translation actions Γy (G,mG) and Λy (H,mH) are orbit equivalent if there exists a measure
class preserving Borel isomorphism θ : G → H such that θ(Γg) = Λθ(g), for mG-almost every g ∈ G.
Surprisingly, if Γ and Λ are amenable, the mentioned actions are orbit equivalent [OW80, CFW81]. In the
past decade there have been a lot of progress on this subject, and as a result now it is known that one gets
orbit equivalence rigidity under spectral gap assumption [Ioa14-a, Ioa14-b].
Corollary 6. Let Ω be a finite symmetric subset of GLN0(Z[1/q0]), and PΩ be the counting probability
measure on Ω. Suppose the connected component G◦ of the Zariski-closure G of Γ := 〈Ω〉 in GLN0 is perfect.
Let Γp be the closure of Γ in GLN0(Zp) where p ∤ q0.
Let Λ be a countable dense subgroup of a profinite group H. Then Γ y (Γp,mΓp) and Λ y (H,mH) are
orbit equivalent if and only if there are open subgroups G0 ⊆ Γp and H0 ⊆ H and a continuous isomorphism
δ : G0 → H0 such that [Γp : G0] = [H : H0] and δ(G0 ∩ Γ) = Λ ∩H0. In particular, H is p-adic analytic.
Proof. This is a direct consequence of Corollary 3 and [Ioa14-a, Theorem A]. 
1.3.3. Variations of Galois representations in one-parameter families of abelian varieties. Since eight years
ago, because of a surge of works by various people specially Cadoret, Tamagawa [Cad, CT12, CT13], Hui,
and Larsen [Hui12, HL], we have got a much better understanding of the image of ℓ-adic and adelic Galois
representations induced by Tate modules of an abelian scheme. On the other hand, Ellenberg, Hall, and
Kowalski in [EHK12] gave a beautiful connection between variations of Galois representations and certain
spectral gap property2. Here we make an observation that Ellenberg-Hall-Kowalski [EHK12] machinery
combined with Theorem 1 gives an alternative approach towards [CT12, CT13]; in particular, we do not get
any new result on this topic.
In this section, let k be a finitely generated characteristic zero field, k be the algebraic closure of k, and U
be a smooth algebraic curve over k such that U ×k k is connected. Let A → U be an abelian scheme of
dimension g ≥ 1, defined over k. Take an embedding of k into C, and let
ρ0 : π1(U(C), y0)→ AutU (A) ⊆ GL2g(Z)
2Instead of being expanders, they only need a weaker assumption on the relevant Schreier graphs, called esperantist graphs.
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be the monodromy representation. Let Γ := ρ0(π1(U(C), y0)), and G be the Zariski-closure of Γ in (GL2g)Q.
Let Ω be a finite symmetric generating set of Γ.
For any x ∈ U(k), the fiber Ax over x is an abelian variety defined over the residue field k(x) at x. For any
prime l, let Tl,x be the Tate module of Ax, i.e.
Tl,x := lim←−
Ax[l
m](k),
where Ax[l
m](k) is the lm-th torsion elements of Ax(k). So Tl,x ≃ Z
2g
l and we get the l-adic Galois repre-
sentation
ρl,x : Gal(k/k(x))→ AutZl(Tl,x) ≃ GL2g(Zl).
Lemma 7. In the above setting, the connected component G◦ of G is perfect.
Proof. By [EHK12, Proposition 16], Γ has a finite index subgroup Λ such that πl(Λ) is a perfect group and
generated by its order l elements for large enough prime l. In particular, the index of any proper subgroup
of πl(Λ) is at least l.
Let Γ◦ := Γ ∩G◦. So Γ◦ is Zariski-dense in G◦. Since [πl(Λ) : πl(Λ ∩ Γ
◦)] ≤ [Γ : Γ◦], for large enough prime
l we have that πl(Λ) = πl(Λ ∩ Γ
◦).
On the other hand, the quotient map G◦
f
−→ (G◦)ab := G◦/[G◦,G◦] is defined over Q. Hence after realizing
(G◦)ab as a subgroup of (GLn′)Q, for large enough l we have that πl(f(Γ
◦)) is a homomorphic image of
πl(Γ
◦)ab := πl(Γ
◦)/[πl(Γ
◦), πl(Γ
◦)]. Suppose to the contrary that G◦ is not perfect. Then f(Γ◦) is a finitely
generated, infinite, abelian group as it is a Zariski-dense subgroup of (G◦)ab. Hence |πl(f(Γ
◦))| → ∞ as l
goes to infinity, which implies that |πl(f(Γ
◦ ∩Λ))| → ∞. Since πl(f(Γ
◦ ∩Λ)) is abelian and a homomorphic
image of πl(Γ
◦ ∩ Λ), we get a contradiction. 
Now we can give an alternative proof of the main result of [CT12, CT13].
Proposition 8. In the above setting, for any integer d and any prime ℓ there is an integer B := B(d, ℓ, ρ0)
such that
Ud,ℓ := {x ∈ U(k)| [k(x) : k] ≤ d, [Γℓ : Im(ρℓ,x) ∩ Γℓ] > B},
is finite.
Proof. Suppose to the contrary that there is a sequence {xi} of points in U(k) such that
(1) xi 6= xj if i 6= j,
(2) [k(xi) : k] ≤ d,
(3) [Γℓ : Im(ρℓ,xi) ∩ Γℓ] = Ni where Ni ∈ Z
+ ∪ {∞}, and Ni →∞.
By Lemma 38, there is an increasing sequence {mi}i of positive integers and a sequence of open subgroups
{Hi}i of Γℓ such that
lim
i→∞
[Γℓ : Hi] =∞, Γℓ ∩ Im(ρℓ,xi) ⊆ Hi, and Γℓ[ℓ
mi ] ⊆ Hi.
Going to a subsequence, if necessary, we can and will assume that πℓmi (Hi) = πℓmi (Hj) for any j ≥ i.
Therefore we can and will assume that H1 ) H2 ) · · · .
For each i, we get an open subgroup of πet1 (U×kk), and so we get an e´tale cover Ui
φi
−→ U of U that is defined
over k. Since Im(ρℓ,xi) ⊆ Hi, there is x˜i ∈ Ui(k(xi)) which is in the fiber over xi ∈ U(k(xi)). Moreover,
since {Hi}i is a decreasing sequence of open subgroups, we get k-e´tale covering maps Uj
φij
−−→ Ui for any
i ≤ j that satisfy φi ◦ φij = φj . In particular, we have that
(4) {φij(x˜j)}j ⊆
⋃
[k′:k]≤d
Ui(k
′)
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is an infinite subset for any i. On the other hand, since πet1 (Ui×k k) is the profinite closure of π1(Ui(C), x0),
the natural embedding induces an isomorphism between the Schreier graphs
(5) Sch(π1(U(C), x0)/π1(Ui(C), x˜0,i); Ω) ≃ Sch(πℓmi (Γℓ)/πℓmi (Hi);πℓmi (Ω)),
where x˜0,i is a point over x0. On the other hand, by Lemma 7 and Theorem 1, we have that
(6) {Cay(πℓmi (Γ);πℓmi (Ω)}i
is a family of expanders. Since the Schreier graphs in (5) are quotients of the Cayley graphs in (6) and
their size goes to infinity, they form a family of expanders. Therefore by the main result of Ellenberg-
Hall-Kowalski [EHK12, Theorem 8] we have that the (geometric) gonality γ(Ui) of Ui goes to infinity.
Hence by a corollary [CT13, Theorem 2.1] of Falting’s theorem [Fal91] on Lang-Mordell conjecture (see
[Fer94, Mc95, Maz00]) we have that ⋃
[k′:k]≤d
Ui(k
′)
is finite for large enough i. This contradicts (4). 
1.3.4. Inducing super-approximation. As it was mentioned earlier, in the appendix a quantitative open func-
tion theorem (see Lemma 53′) is proved, which is of independent interest. This result plays an important
role in my joint work with Zhang [SGZ], where we prove that one can induce super-approximation from a
subgroup under a mild (and needed) algebraic condition.
Theorem 9. Let Ω1 be a finite symmetric subset of GLN0(Z[1/q0]), and Γ1 := 〈Ω1〉. Let Ω2 be a finite
symmetric subset of Γ1, and Γ2 := 〈Ω2〉. Let G
◦
i be the connected component of the Zariski-closure of Γi in
GLN0 for i = 1, 2. Suppose the smallest normal subgroup of G
◦
1 which contains G
◦
2 is G
◦
1. Then, if Γ2 has
super-approximation, then Γ1 has, too; that is equivalent to say
λ(PΩ2 ;
∏
p∤q0
Zp) < 1 =⇒ λ(PΩ1 ;
∏
p∤q0
Zp) < 1.
Such a result for arithmetic groups was proved by Burger and Sarnak [BS91].
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2. Preliminary results and notation.
2.1. Notation. In this note, for two real valued functions f and g, and a set of parameters X , we write
f = OX(g) if there are positive functions C1(X) and C2(X) of the set of parameters such that for t ≥ C1(X)
we have 0 ≤ f ≤ C2(X)g; notice that this is slightly different from the usual Landau symbol as OX(g)
is assumed to be non-negative. For two real valued functions f and g of a real variable t and a set of
parameters X , we write f = ΘX(g) if there are positive functions C1(X), C2(X), and C3(X) such that
C1(X)g(t) ≤ f(t) ≤ C2(X)g(t) for any t ≥ C3(X). For two real valued functions f and g of a real variable t
and a set of parameters X , we write f ≪X g if there are positive functions C1(X) and C2(X) such that for
t ≥ C2(X) we have f(t) ≤ C1(X)g(t). So for two non-negative functions f and g we have f = OX(g) if and
only if f ≪X g; and f = ΘX(g) if and only if g ≪X f ≪X g.
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For a (commutative unital) ring R and a ∈ R, πa : R → R/aR is the quotient map. We denote also the
induced group homomorphism GLn(R)→ GLn(R/aR) and all of its restrictions by πa. For a subgroup Γ of
GLn(R), Γ[a] denotes {γ ∈ Γ| πa(γ) = 1}; in particular Γ[1] = Γ.
For a subset A of a group G, we write either
∏
C A or A · A · · · · · A︸ ︷︷ ︸
C times
for the subset {a1 · · · ac| a1, . . . , aC ∈ A};
A−1 denotes the subset {a−1| a ∈ A}; and A is called symmetric if A = A−1. For an additive group G,∑
C A denotes the subset {a1 + · · ·+ aC | a1, . . . , aC ∈ A}.
For a measure µ on a group G, we let suppµ be the support of µ. For a measure µ on a group G and g ∈ G,
we let µ(g) := µ({g}). For a measure µ with finite support on a group G and a complex valued function f
on G, we let µ ∗ f be the convolution of µ and f , that means (µ ∗ f)(g) =
∑
s∈supp(µ) µ(s)f(s
−1g). For a
measure µ with finite support on a group G, we let µ(l) be the l-fold convolution of µ, that means for any
g ∈ G, we have µ(l)(g) = (µ ∗ · · · ∗ µ︸ ︷︷ ︸
l times
)(g) =
∑
g1···gl=g
µ(g1) · · ·µ(gl). We say a measure µ with finite support
on a group G is symmetric if µ(g−1) = µ(g) for any g ∈ G. For a finite subset X of a group G, we let PX
be the probability counting measure on X .
The set of (rational) primes is denoted by Vf (Q). For any prime p, fp denotes the finite field with p elements;
Qp is the field of p-adic numbers; Zp is the ring of p-adic integers; and vp : Qp \ {0} → Z (and its restriction
to Q \ {0}) is the p-adic valuation, that means vp(x) = n if and only if x ∈ p
nZp \ p
n+1Zp. For any prime p
and x ∈ Qp, we let |x|p := (1/p)
vp(x) if x 6= 0, and |0|p := 0.
2.2. Necessity. In this section, we will prove that getting a family of expanders modulo an infinite sequence
of integers implies that the connected component of the Zariski-closure is perfect (see Proposition 10). In
particular, we get the necessary part of Theorem 1.
Let us remark that proof of [SGV12, Section 5.1] can be adjusted to give the necessary part of Theorem 1 for
any fixed prime p. The main point being that the proof in [SGV12] makes use of the fact that the congruence
kernels modulo square-free numbers define a topology.
The proof here is rather straightforward and has three parts:
(a) Changing Γ to Γ◦ := Γ ∩G◦, we can and will assume G is Zariski-connected;
(b) If G has infinite abelianization Gab := G/[G,G], then the order of the abelianization πqi(Γ)
ab of
πqi(Γ) gets arbitrarily large as qi goes to infinity.
(c) If S is a finite symmetric generating set of an abelian group A, then the order of A is bounded by a
function of |S| and λ(PS ;A) (see [LW93, Corollary 3.3]).
Proposition 10. Let Ω be a finite symmetric subset of GLn(Z[1/q0]) and Γ = 〈Ω〉 ⊆ GLn(Z[1/q0]). Let
G◦ be the Zariski-connected component of the Zariski-closure G of Γ in (GLn)Q. If {Cay(πqi(Γ), πqi (Ω))}i
is a family of expanders for integers q1 < q2 < · · · coprime with q0, then G
◦ is perfect, i.e. [G◦,G◦] = G◦.
Proof. Let Γ◦ := Γ ∩G◦. Then, by [SG, Corollary 17], Γ◦ has a finite symmetric generating set Ω◦ and
{Cay(πqi(Γ
◦), πqi (Ω
◦))}i
is a family of expanders. Therefore for some positive integer C we have |πqi(Γ
◦)/[πqi(Γ
◦), πqi(Γ
◦)]| < C for
any i (see [LW93, Corollary 3.3]).
On the other hand, G◦ and [G◦,G◦] are Q-groups, and the quotient map G◦
f
−→ G◦/[G◦,G◦] is a Q-
homomorphism. Therefore G◦/[G◦,G◦] can be viewed as a Q-subgroup of (GLn′)Q such that first the
quotient map f induces a Q-homomorphism from G to (GLn′)Q and second f(Γ
◦) ⊆ GLn′(Z[1/q0]). So there
is an integer q′ such that for any prime p we have ‖f(γ) − I‖p ≤ |q
′|−1p ‖γ − I‖p. Therefore f induces an
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epimorphism from πqi (Γ
◦)/[πqi(Γ
◦), πqi (Γ
◦)] onto πqi/ gcd(qi,q′)(f(Γ
◦)). Hence for any i we have
|πqi/ gcd(qi,q′)(f(Γ
◦))| < C.
Since f(Γ◦) is a Zariski-dense subset of G◦/[G◦,G◦] and modulo arbitrarily large integers it has at most C
elements, we have that G◦/[G◦,G◦] is finite. So by the connectedness we have that G◦ is perfect. 
2.3. A few reductions. In this section, we make a few reductions and describe the group structure of
πQ(Γ) using strong approximation [Nor89].
Lemma 11. It is enough to prove the sufficiency part of Theorem 1 under the following additional assump-
tions on the Zariski-closure G of Γ in (GLn0)Q:
There are connected, simply-connected, semisimple Q-group Gs, and unipotent Q-group U such that Gs acts
on U and G ≃ Gs ⋉ U.
Proof. A similar argument as in the proof of [SG, Lemma 18] works here. For the convenience of the reader,
we present an outline of the proof.
By the assumption, G◦ is a perfect group. Therefore the radical U of G◦ is unipotent. Let Gs be a Levi
subgroup of G◦, G˜s be the simply-connected cover of Gs, and ι : G˜s ⋉ U → Gs ⋉ U = G
◦ be the induced
covering map. To lift the problem to G˜, we consider
Λ˜ := ι−1(Γ ∩G◦(Q)) ∩ G˜(Q),
and Λ := ι(Λ˜). Since G◦(Q)/ι(G˜(Q)) is a torsion abelian group and Γ is a finitely generated group, we have
that Λ is a normal finite index subgroup of Γ. Therefore by [SG, Corollary 17] we have that Λ has a finite
symmetric generating set Ω′ and for any family of positive integers C we have that {Cay(πq(Γ), πq(Ω))}q∈C
is a family of expanders if and only if {Cay(πq(Λ), πq(Ω
′))}q∈C is a family of expanders.
Let us fix an embedding f : G˜→ (GLn′0)Q. Since Γ ⊆ GLn0(Z[1/q0]), after passing to a (normal) finite index
subgroup of Λ, if needed, we can and will assume that f(Λ˜) ⊆ GLn′0(Z[1/q0]). Since ι is an isogeny defined
over Q, there is q′0 ∈ Z such that for any positive integer q and γ ∈ Λ˜ we have
πq(f(γ)) = 1 implies πq/ gcd(q′0,q)(ι(γ)) = 1.
Hence πq(Λ˜) maps onto πq/ gcd(q,q′0)(Λ) via the map induced by ι. Therefore if Theorem 1 is proved for the
group Λ˜ ⊆ GLn′0(Z[1/q0]), we get the desired result for the group Γ. Hence we can focus on the group Λ˜
which is Zariski-dense in G˜; and the claim follows. 
Lemma 12. Let G and G be the Zariski-closure of Γ in (GLn0)Z[1/q0] and (GLn0)Q, respectively. Let Gs be
a semisimple Q-subgroup of G, and U be a unipotent Q-subgroup of G such that G = Gs ⋉U.
It is enough to prove the sufficiency part of Theorem 1 under the following additional assumptions on the
closure Γ̂ of Γ in
∏
p∤q0
GLn0(Zp):
(1) Γ̂ =
∏
p∤q0
Pp is an open compact subgroup of
∏
p∤q0
G(Zp).
(2) For some non-negative integer q′0 and any prime p ∤ q0, we have Pp = G(Qp)∩GLn0(Zp)[p
kp ], where
kp := vp(q
′
0) and GLn0(Zp)[p
kp ] := {g ∈ GLn0(Zp)| ‖g − 1‖p ≤ p
−kp}. And Pp = Kp ⋉ Up where
Kp := Gs(Qp) ∩GLn0(Zp)[p
kp ], Up := U(Qp) ∩GLn0(Zp)[p
kp ].
(3) There is a prime p0 such that, for p ≥ p0, Kp = Gs(Qp) ∩ GLn0(Zp) is a hyperspecial parahoric
subgroup of Gs(Qp), and Up = U(Qp) ∩GLn0(Zp).
(4) For p ≥ p0, the dimension of any non-trivial irreducible representation of πp(Γ) ≃ G(fp) is at least
|πp(Γ)|
Odim G(1).
Proof. By [SG, Corollary 17], we are allowed to pass to a finite-index subgroup of Γ if needed. By Lemma 11
we can and will assume that G is connected, simply-connected, and perfect. Hence by Strong approximation
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we have that Γ̂ is an open subgroup of
∏
p∤q0
G(Zp) (see [Nor89, Theorem 5.4]). So passing to a finite-index
subgroup we get part 1. By [Tit79, Section 3.8], for large enough p, Kp is a hyperspecial parahoric. (See
the same reference for the definition of hyperspecial; here we use the property that πp(Kp) is a product of
quasi-simple groups where the number of factors and their ranks are bounded by dimGs.) Since the action
of Gs on U is defined over Q, one gets the other claims of part 2 and part 3. Moreover, for large enough
p, πp(Γ) = πp(Kp) ⋉ πp(Up) is a perfect group. Hence by [SGV12, Corollary 14] the restriction of any
non-trivial representation ρ of πp(Γ) to πp(Kp) is non-trivial. Since Kp is hyperspecial, πp(Kp) is a product
of quasi-simple groups where the number of factors and their ranks are bounded by dimGs. Therefore by
[LS74] we have dim ρ ≥ |πp(Kp)|
Odim Gs (1) ≥ |πp(Γ)|
Odim G(1). 
We notice that the restriction of πq to Γ factors through Γ̂, and so
π∏
i p
ni
i
(Γ) ≃
∏
i
πpnii
(Ppi) ≃
∏
i
πpnii
(Kpi)⋉ πpnii
(Upi).
2.4. Algebraic homomorphisms and the congruence maps. In this section, an auxiliary result on the
relation between the congruence maps and Q-group homomorphisms is proved (see Lemma 13). This relation
is crucial for reducing the proof of the main theorem to the case where the unipotent radical is abelian.
Here is a general formulation of the issue (without a reference to affine group schemes): suppose H1 ⊆
(GLn1)Q and H2 ⊆ (GLn2)Q are given, and ρ : H1 → H2 is a Q-group homomorphism. For any positive
integer q and i = 1, 2, let πq be the induced group homomorphism on
∏
pGLni(Zp). For any prime p, let
Hi,p := Hi(Qp) ∩ GLni(Zp). One would like to have that ρ and πq commute; that means the following
(wrong) isomorphism
(7) πq(ρ(
∏
p
H1,p)) ≃ ρ(πq(
∏
p
H1,p)).
Equation (7) has two issues: (a) ρ(
∏
pH1,p) is not necessarily a subgroup of
∏
pH2,p, and so it does not
make sense to talk about its congruence quotient, (b) ρ is defined by polynomials with rational coefficients
that are not necessarily integer. So it does not make sense to talk about ρ of the finite group πq(
∏
pH1,p).
In Lemma 13 under the assumption that ρ is surjective with a Q-section, an almost commuting of ρ and πq
is proved; in particular, it is proved that, if q does not have small prime factors, then the isomorphism in
Equation (7) holds.
The main ingredient in the proof of Lemma 13 is the fact that a Q-homomorphism ρ : H1 → H2 between
two algebraic Q-groups H1 and H2 induces a continuous homomorphism between the adelic points H1(AQ)
and H2(AQ).
After proving Lemma 13, it will be used for the quotient maps ρ1 : G → Gs and ρ2 : G → Gs ⋉ U/[U,U]
where Gs is a Levi Q-subgroup of G, and U is the unipotent radical of G.
Lemma 13. Let H ⊆ (GLn1)Q be a Q-subgroup (with a given embedding). Let ρ : H → (GLn2)Q be a
Q-homomorphism. Then the following hold.
(1) There is g ∈ GLn2(Q) such that ρ(H(Q) ∩GLn1(Z[1/q0])) ⊆ gGLn2(Z[1/q0])g
−1.
(2) There is a positive integer q′ such that for any prime p and any h ∈ H(Qp) we have
‖ρ(h)− 1‖p ≤ |q
′|−1p ‖h− 1‖p.
(3) Let 1 → L → H
ρ
−→ H¯ → 1 be a short exact sequence of Q-groups. Suppose there is a Q-section
s : H¯→ H such that s(1) = 1. Let q′0 be a positive integer and kp := vp(q
′
0). For any prime p ∤ q0, let
Qp = H(Qp) ∩ (1 + q
′
0gln1(Zp)) = {hp ∈ H(Qp)| ‖hp − 1‖ ≤ p
−kp}. Assume that ρ(Qp) ⊆ GLn2(Zp),
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and s(ρ(Qp)) ⊆ GLn1(Zp) for any prime p ∤ q0. Then there is a positive integer q
′ :=
∏
p p
k′p such
that for non-negative integers np ≥ k
′
p + kp we have
(8)
∏
p∤q0
π
p
np+k′p
(Qp)/πpnp+k
′
p
(L(Qp) ∩Qp)։
∏
p∤q0
πpnp (ρ(Qp))։
∏
p∤q0
π
p
np−k′p
(Qp)/πpnp−k
′
p
(L(Qp) ∩Qp).
Proof. For any p there is gp ∈ GLn2(Qp) such that gpρ(H(Qp) ∩ GLn1(Zp))g
−1
p ⊆ GLn2(Zp). Since ρ is
defined over Q, for large enough p, we can assume that gp = 1. Hence there is ĝ = (gp) ∈ GLn2(AQ) such
that
ĝ∆(ρ(H(Q) ∩GLn1(Z[1/q0])))ĝ
−1 ⊆ GLn2(R)
∏
p|q0
GLn2(Qp)
∏
p∤q0
GLn2(Zp),
where ∆ is the diagonal embedding. On the other hand, we have
GLn2(AQ) = ∆(GLn2(Q)) ·
GLn2(R)∏
p|q0
GLn2(Qp)
∏
p∤q0
GLn2(Zp)
 .
So there is g ∈ GLn2(Q) such that
∆(gρ(H(Q) ∩GLn1(Z[1/q0]))g
−1) ⊆
GLn2(R)∏
p|q0
GLn2(Qp)
∏
p∤q0
GLn2(Zp)
 ∩∆(GLn2(Q))
= ∆(GLn2(Z[1/q0])),
which gives us the first part.
The second part is an easy consequence of the fact that ρ can be represented by a polynomial with rational
coefficients. Similarly there is a positive integer q′ such that
(9) |q′|p‖s(ρ(hp))− 1‖p ≤ ‖ρ(hp)− 1‖p ≤ |q
′|−1p ‖hp − 1‖p,
for any prime p and hp ∈ H(Qp). On the other hand,
(10) hp ∈ ker(πpn ◦ ρ) if and only if ‖ρ(hp)− 1‖p ≤ p
−n.
These imply that for hp ∈ ker(πpn ◦ ρ) we have πpn−k
′
p
(s(ρ(hp))) = 1. And so if hp ∈ Qp and πpn(ρ(hp)) = 1,
then we have
(11) hp = (hps(ρ(hp))
−1) · s(ρ(hp)) ∈ (L(Qp) ∩Qp) kerπpn−k
′
p
.
Let φ˜1 : Qp → πpnp−k
′
p
(Qp)/πpnp−k
′
p
(L(Qp) ∩Qp), φ˜1(hp) := πpnp−k
′
p
(hp)πpnp−k
′
p
(L(Qp) ∩Qp). Then clearly
φ˜1 is surjective. By (11), φ˜1 factors through πpnp (ρ(Qp)); that means
πpnp (ρ(Qp))։ πpnp−k
′
p
(Qp)/πpnp−k
′
p
(L(Qp) ∩Qp).
Let φ˜2 : Qp → πpnp (ρ(Qp)), φ˜2(hp) := πpnp (ρ(hp)). So clearly φ˜2 is surjective. By (9) and (10), we have, if
π
p
np+k′p
(hp) = 1, then ‖ρ(hp) − 1‖p ≤ |q
′|−1p ‖hp − 1‖p ≤ p
k′pp−np−k
′
p = p−np ; and so hp ∈ ker φ˜2. Therefore
φ˜2 factors through πpnp+k
′
p
(Qp). By the definition of φ˜2 we have L(Qp) ∩ Qp ⊆ ker φ˜2. Hence we get a
surjection π
p
np+k′p
(Qp)/πpnp+k
′
p
(L(Qp) ∩Qp)։ πpnp (ρ(Qp)). The claim follows. 
Let Gs be a simply connected semisimple Q-group which acts on a unipotent Q-group U. Then by the virtue
of the proof of [SGV12, Corollary 14] G = Gs ⋉ U is a perfect group if and only if Gs ⋉U/[U,U] is perfect.
On the other hand, V := U/[U,U] is a vector Q-group, and the action of Gs on U induces a representation
φ0 : Gs → GL(V) defined over Q. And Gs ⋉ V is perfect if and only if the trivial representation is not a
subrepresentation of φ0. Consider the following short exact sequences of Q-algebraic groups
(12) 1→ U→ G
ρ1
−→ Gs → 1 and 1→ [U,U]→ G
ρ2
−→ Gs ⋉V→ 1.
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We notice that, since the U is a Q-unipotent group, there is a Q-section from V to U, which can be extended
to a Q-section for the second exact sequence of (12). The first exact sequence clearly splits. We fix certain
Q-embeddings Gs ⊆ G ⊆ (GLn1)Q and Gs ⋉ V ⊆ (GLn2)Q. Let Γ ⊆ G ∩ GLn1(Z[1/q0]) be a Zariski-dense
subgroup. Then by Lemma 13 after passing to a finite index subgroup, if necessary, we can assume that
ρ2(Γ) ⊆ GLn2(Z[1/q0]). By the above comment, we are also allowed to use (8) in Lemma 13 for the p-adic
closure of Γ in G(Qp) for any p ∤ q0.
2.5. Ping-pong players. As in [SGV12, SG], we work with a Zariski-dense free subgroup of Γ. Following
[SG, Proposition 22], using [SGV12, Proposition 7, Proposition 17, Proposition 20] we get the following.
Proposition 14. Let Ω be a finite symmetric subset of GLn(Q) which generates a Zariski-dense subgroup
Γ of a Zariski-connected perfect group G. Then there are a finite subset Ω′ of Γ and δ0 > 0 and l0 (which
depend on Ω) such that Ω′ freely generates a Zariski-dense subgroup of G(Q) and
(13) P
(l)
Ω′ (H(F )) ≤ e
−δ0l
for any field extension F/Q, and any proper subgroup H ( G×QF and l ≥ l0, where Ω
′ = Ω′∪Ω′
−1
and PΩ′
is the probability counting measure on Ω′. Moreover, Ad(ρ1(Ω′)) freely generates a subgroup of Ad(Gs(Q)),
where ρ1 : G→ Gs is the quotient map; in particular, ker(Ad ◦ρ1) ∩ 〈Ω
′〉 = {1}.
Proof. This is essentially proved in [SGV12, Proposition 7, Proposition 17, Proposition 20]. Here is an
outline of the argument.
By [SGV12, Proposition 17] there are irreducible representations ηi of G :→ GL(Wi) defined over local fields
Fi and algebraic deformations φi,v : G → Aff(Wi) of ηi where the parameter v varies in an affine space Vi
with the following properties:
(1) for any i, ηi factors through Gs, and at least one of them factors through Ad(Gs);
(2) for any i, ηi(Γ) ⊆ GL(Wi(Fi)) is unbounded;
(3) the linear part of φi,v is ηi for any v ∈ Vi(Fi);
(4) for any non-zero vector v, the affine action of G(Fi) on Wi(Fi) via φi,v has no fixed point;
(5) for any proper algebraic subgroup H of G for some i either
(a) there is a non-zero vector w ∈ Wi(Fi) such that ηi(H(Fi))[w] = [w] where [w] is the line Fiw,
or
(b) there is a parameter v ∈ Vi(Fi) of norm 1 and a point w ∈ Wi(Fi) such that w is fixed by H
under the affine action of G on Wi given by φi,v .
By [SGV12, Proposition 20 and Proposition 21], there is a finite subset Ω′ ⊆ Γ such that
(1) for any i, ηi(Ω′) freely generates a subgroup of ηi(Γ); in particular Ad(ρ1(Ω′)) freely generates a
subgroup of Ad(Gs(Q)) where ρ1 : G→ Gs is the projection to the semisimple part.
(2) there is c0 > 0 such that, for any index i, and non-zero vector w0 ∈Wi(Fi), we have
|{γ ∈ Bl(Ω′)| ηi(γ)[w0] = [w0]}| ≤ |Bl(Ω′)|
1−c0 ,
and, for any point w1 ∈Wi(Fi), and parameter vi ∈ Vi(Fi) with norm one,
|{γ ∈ Bl(Ω′)| φi,v(γ)(w1) = (w1)}| ≤ |Bl(Ω′)|
1−c0 ,
where Bl(Ω′) is the the set of reduced words over Ω
′
of length l.
Hence, by the above geometric description of proper algebraic subgroups, for any proper algebraic subgroup
H of G we have
|Bl(Ω′) ∩H(Q)| < |Bl(Ω′)|
1−c0 .
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Let Ω′ := Ω′ ∪ Ω′
−1
. By a result of Kesten [Kes59, Theorem 3] we have P
(l)
Ω′ (I) ≤
(
2|Ω′|−1
|Ω′|2
)l
, where I is
the identity matrix. As Ω′ is symmetric, we have P
(2l)
Ω′ (I) =
∑
γ P
(l)
Ω′ (γ)
2. Hence together with the Kesten
bound we have
(14) P
(l)
Ω′ (γ) ≤ P
(2l)
Ω′ (I) ≤
(
2|Ω′| − 1
|Ω′|2
)l
.
We also notice that, since the random-walk in the group generated by Ω′ with respect to the probability
counting measure PΩ′ on Ω
′ can be identified with the random-walk on a regular tree, P
(l)
Ω′ is constant on
the set Bk(Ω′) of reduced words in Ω′ of length k for any positive integer k. Let pl,k := P
(l)
Ω′ (γ) for some
γ ∈ Bk(Ω′).
For a proper subgroup H of G×Q F , let H be the Zariski-closure of Γ∩H(F ) in G. Then H is a subgroup of
G and P
(l)
Ω′ (H(F )) = P
(l)
Ω′ (H(Q)). Now we can finish the argument as in the proof of [SGV12, Proposition 7]:
P
(l)
Ω′ (H(F )) = P
(l)
Ω′ (H(Q)) =
∑
k≥0
|BΩ′(k) ∩H(Q)| pl,k
≤
 ∑
0≤k<l/10
(2|Ω′|)k
(2|Ω′| − 1
|Ω′|2
)l
+ (2|Ω′| − 1)−c0l/10
∑
k≥l/10
|Bk(Ω′)|pl,k
≤
(2|Ω′|)l/10
(|Ω′|/2)l
+ (2|Ω′| − 1)−c0l/10 ≤ e−δ0l,
for some δ0 and any l ≥ l0 where l0 is a fixed positive integer. 
Lemma 15. Let Ω be a finite symmetric subset of GLn0(Z[1/q0]) and Γ = 〈Ω〉. Assume the Zariski-closure
G of Γ is a connected, simply connected, perfect Q-group. Suppose Ω′ ⊆ Γ is a finite symmetric set which
generates a Zariski-dense subgroup Λ of G. Then for any set of positive integers C consisting of integers
coprime to q0 if {Cay(πq(Λ), πq(Ω
′))}q∈C is a family of expanders, then {Cay(πq(Γ), πq(Ω))}q∈C is a family
of expanders.
Proof. By Nori’s strong approximation (see [Nor89, Theorem 5.4]), we have that the closure Λ̂ of Λ in∏
p∤q0
GLn0(Zp) is of finite index in the closure Γ̂ of Γ in
∏
p∤q0
GLn0(Zp). For any q, any representation ρ
of πq(Γ) can be viewed as a representation of Γ̂. The extension of ρ to Γ̂ is denoted by ρ too. Only finitely
many of them have Λ̂ in their kernel. Hence the restriction to Λ of only finitely many such representation
is trivial. Let ρ be an irreducible representation of πq(Γ) whose restriction to Λ is not trivial. Hence the
restriction of ρ to Λ is a subrepresentation of L2(πq(Λ))
◦ := {f ∈ L2(πq(Λ))|
∑
g∈πq(Λ)
f(g) = 0}.
Let u ∈ Vρ be a unit vector which is an ε-almost invariant vector with respect to Ω; that means
‖ρ(γ)(u)− u‖ < ε,
for any γ ∈ Ω. Since Ω generates Γ and Ω′ ⊆ Γ, for some r0 we have Ω
′ ⊆
∏
r0
Ω. Thus for any λ ∈ Ω′ we
have
‖ρ(λ)(u)− (u)‖ < r0ε.
Assuming {Cay(πq(Λ), πq(Ω
′))}q∈C is a family of expanders, there is ε0 > 0 such that
max
λ∈Ω′
‖ρ(λ)(u)− u‖ > ε0.
Therefore ε > ε0/r0, which implies that no non-trivial irreducible representation of πq(Γ) (for q ∈ C) has an
ε′-almost invariant vector for some ε′ > 0. 
Corollary 16. It is enough to prove the sufficiency part of Theorem 1 under the additional assumptions:
(1) Ω = Ω ∪ Ω
−1
where Ad(ρ1(Ω)) freely generates a Zariski-dense subgroup of Ad(Gs).
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(2) For any field extension F/Q and proper subgroup H of G×Q F , (13) holds.
Remark 17. Notice that by changing Ω, the closure Γp of Γ in GLn0(Zp) is of the form described in
Lemma 12 only for large enough p. For small primes Γp is still an open subgroup of G(Qp).
2.6. Summary of the initial reductions. In the rest of the article, (unless it is explicitly mentioned
otherwise) we assume that Ω ⊆ GLn0(Z[1/q0]) is a finite symmetric set, and set Γ = 〈Ω〉. And let G and G
be the Zariski-closure of Γ in (GLn0)Z[1/q0] and (GLn0)Q, respectively.
(1) (Zariski closure) By Lemma 11, we can and will assume that G is a connected, simply connected,
perfect group. We let Gs be a Levi Q-subgroup of G, and U be the unipotent radical of G.
(2) (Adelic closure) By Lemma 12 and Remark 17, we can and will assume that the closure Γ̂ of Γ in∏
p∤q0
GLn0(Zp) is an open subgroup of
∏
p∤q0
G(Qp) which contains a finite index subgroup of the
form
∏
p∤q0
Pp where Pp = Kp ⋉ Up and Kp and Up satisfy the properties mentioned in Lemma 12.
In particular, Pp = G(Qp) ∩ GLn0(Zp)[p
kp ], Kp = Gs(Qp) ∩ GLn0(Zp)[p
kp ], and Up = U(Qp) ∩
GLn0(Zp)[p
kp ] for some non-negative integers kp that are zero for large enough p.
(3) (Generating set) We can and will assume that Ω is as in Corollary 16. In particular, ker(Ad ◦ρ1)∩Γ =
{1}, and any proper algebraic subgroup of G intersects Γ in an exponentially small subset (see
Inequality (13)).
2.7. Multiplicity bound. In order to execute Sarnak-Xue [SX91] trick, we need to have a control on the
degree of irreducible representations of πq(Γ). Here we prove such a result for an arbitrary modulus q which
is of independent interest.
Proposition 18. Let Γ ⊆ GLn(Z[1/q0]) be a finitely generated group whose Zariski-closure G is a Zariski-
connected perfect group. Suppose G is simply-connected; that means G = Gs ⋉ U where Gs is a simply-
connected semisimple group and U is a unipotent group. Let q be an integer which is co-prime to q0. Let Γ̂
be the closure of Γ in
∏
p∤q0
GLn(Zp).
Then there are a finite set Σ of complex irreducible representations of Γ̂ and δ > 0 which depend on Γ such
that the following holds.
For any complex irreducible representation ρ of πq(Γ) which does not factor through πq′ (Γ) for any proper
divisor q′ of q, we have that either
(1) The lift of ρ to Γ̂ is in Σ, or
(2) dim ρ ≥ |πq(Γ)|
δ.
For a group with entries in a number field and a semisimple Zariski-closure, a similar statement is proved
in [SG, Proposition 33]. An identical argument works here, but for the sake of the convenience a proof is
included. It is worth pointing out that the main (behind the scene) representation theoretic tool is Howe’s
Kirillov theory for compact p-adic analytic groups [How77].
For any odd prime p, let a0(p) := 1, and let a0(2) := 2. Then exp : p
a0(p)gln(Zp) → 1 + p
a0(p)gln(Zp), and
log going backward, can be defined and satisfy the usual properties. Let b0(p) := 1 for any prime p ≥ 5, and
let b0(2) = b0(3) = 2. Then, by Campbell-Hausdorff formula, we have that for any Lie Zp-subalgebra h of
pa0(p)gln(Zp) we have that exp(h) is a subgroup of 1 + p
a0(p)gln(Zp).
Lemma 19. Let H be an algebraic subgroup of (GLn)Qp . Let Hc := H(Qp) ∩ (1 + p
cgln(Zp)) for any
positive integer c. Let h := Lie(H)(Qp) ∩ gln(Zp). Suppose p
s0h ⊆ [h, h]. Let ρ be an irreducible complex
representation of Hc, c ≥ b0(p) + 1, and
mρ := min{m ∈ Z
+| Hm ⊆ ker(ρ)}.
Then dim ρ ≥ p(mρ−1−c−s0)/2.
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Proof. Since the analytic Lie algebra of H(Qp) coincides with Lie(H)(Qp), we get that
log : Hm → p
mh
is a bijection and the exponential map is its inverse (for a detailed proof see [SGZ, Proposition 7]). We
notice also that pm+s0(pmh) ⊆ [pmh, pmh] ⊆ pm(pmh). Hence by [SG, Lemma 32] we have
dim ρ ≥ p(mρ−1−c−s0)/2.

Proof of Proposition 18. Let Gp,m := G(Qp)∩(1+p
mGLn(Zp)) for any prime p and non-negative integer m.
Let Γ̂ be the closure of Γ in
∏
p∤q0
GLn(Zp), let Γp be the closure of Γ in GLn(Zp), and Γp[p
m] := Γp ∩Gp,m.
As in Lemma 12, by Nori’s strong approximation [Nor89, Theorem 5.4], there is a finite-index subgroup
Λ of Γ such that its closure Λ̂ in
∏
p∤q0
GLn(Zp) is of the form
∏
p∤q0
Λp, where Λp’s satisfy the following
properties.
(1) For some positive integer c0 we have that, for any prime p ≥ c0, Λp = Gp,0 and it is a perfect group,
and πp(Λp) is generated by p-elements;
(2) For any prime p < c0, we have Λp = Gp,c(p) where c(p) is chosen large enough such that Λp ⊆ Gp,8.
Since G is perfect, [Lie(G)(Q),Lie(G)(Q)] = Lie(G)(Q). Hence there is a positive integer s0 such that for
any prime p we have
ps0gp ⊆ [gp, gp]
where gp := Lie(G)(Qp) ∩ gln(Zp).
Let ρ : πq(Γ)→ GL(V ) be a complex irreducible representation which does not factor through πq′(Γ) for any
proper divisor q′ of q. Then V = ⊕iρ(gi)W where W is a simple πq(Λ)-module and gi’s are some elements of
πq(Γ). Suppose q =
∏
i p
ni
i is the prime factorization of q. Since πq(Λ) ≃
∏
i πpnii (Λpi), there are irreducible
representations ηi : Λpi → GL(Wi) such that W is isomorphic to ⊗iWi as an Λ̂-module. In particular,
dimW =
∏
i dimWi.
Except for finitely many irreducible representations ρ of Γ̂, we have that Λ̂ acts non-trivially on V , and so
⊗iηi is a non-trivial irreducible representation of Λ̂. Suppose that
Σ ⊇ {ρ ∈ Irr(Γ̂)| Λ̂ ⊆ ker(ρ)},
where Irr(Γ̂) is the set of all the complex irreducible representations of Γ̂.
For any i, ηi is an irreducible representation of Λpi = Gpi,c(pi) where c(pi) is 0 for p ≥ c0 and given as above
for c < p0. Since ρ does not factor through πq′(Γ) for a proper divisor q
′ of q, for any i we have
mi := min{m ∈ Z
+| Gpi,m ⊆ ker(ηi)} = max{ni, c(pi)}.
Next we partition the indexes into five types: (1) ni − c(pi) ≥ 2s0 + 2, and c(pi) ≥ 8; (2) ni ≥ 2s0 + 10 and
c(pi) = 0; (3) 1 < ni < 2s0 + 10 and pi ≥ c0; (4) ni = 1 and pi ≥ c0; and (5) pi < c0 and ni < 2s0 + 10.
Now we find a lower bound for the dimension of ηi for the first three types of indexes.
Case 1. ni − c(pi) ≥ 2s0 + 2 and c(pi) ≥ 8.
In this case, by Lemma 19, we have
dim ηi ≥ p
(ni−c(pi)−1−s0)/2 ≥ p(ni−c(pi))/4 = |πpnii
(Λpi)|
δ1
where δ1 is a positive number which depends only on dimG.
Case 2. ni ≥ 2s0 + 10 and c(pi) = 0.
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In this case, the restriction of ηi to Gpi,2 is non-trivial. Hence by Lemma 19 we have
dim ηi ≥ p
(ni−2−1−s0)/2 ≥ pni/4 ≥ |πpnii (Λpi)|
δ2
where δ2 is a positive number which depends only on dimG.
Case 3. 1 < ni < 2s0 + 10 and p ≥ c0.
Notice that πpnii
(Gpi,1) is a normal pi-subgroup of πpnii
(Λpi). Since the dimension of any irreducible rep-
resentation of a pi-group is a power of pi, we have that either the restriction of ηi to Gpi,1 factors through
Gpi,1/[Gpi,1, Gpi,1] or dim ηi ≥ pi ≥ |πpnii
(Λpi)|
δ3 , where δ3 is a positive number which depends on G.
Now suppose the restriction of ηi to Gpi,1 factors through Gpi,1/[Gpi,1, Gpi,1]. Then there is a line li in Wi
which is invariant under Gpi,1 and Wi =
∑
g∈Gpi,0
ηi(g)(li). Since Gpi,0 is perfect, the stabilizer of li should
be a proper subgroup of Gpi,0. Since πpnii (Gpi,0) is generated by pi-elements, we get that the index of the
stabilizer of li in Gpi,0 is at least pi. And so again dim ηi ≥ pi ≥ |πpnii
(Λpi)|
δ3 .
Case 4. ni = 1 and pi ≥ c0.
By [LS74] (see [SGV12, Section 4.2]), we have dim ηi ≥ |πpnii (Λpi)|
δ4 where δ4 is a positive number which
depends only on G.
Since
∏
i in Case 5 p
ni
i ≪G 1, by the above cases we get that either q ≪Γ 1 or dim ρ ≥ |πq(Γ)|
δ where δ is a
positive number which depends only on Γ. By enlarging Σ, we can assume that it contains all the irreducible
representations of Γ̂ which factor through πq(Γ) for a positive integer q ≪Γ 1. Such Σ and δ satisfy the
claimed properties. 
3. Expansion, approximate subgroup, and bounded generation.
3.1. Largeness of level-Q approximate subgroups implies super-approximation. In this section,
the Bourgain-Gamburd machine [BG08-a] is used to reduce a proof of spectral gap at level Q to a proof of
the largeness of a generic level-Q approximate subgroup (see Theorem 20).
We work in the setting of Section 2.6. As in [SG], let us introduce the following notation for convenience:
for a finite symmetric subset A of Γ, positive integers l and Q, and a positive number δ, let PQ(δ, A, l) be
the following statement
(15) (P
(l)
Ω (A) > Q
−δ) ∧ (l >
1
δ
logQ) ∧ (|πQ(A · A · A)| ≤ |πQ(A)|
1+δ).
One can think of A as a generic level-Q approximate subgroup if PQ(δ, A, l) holds for small enough δ.
Notice that the random-walk in πQ(Γ) gets interesting only at steps OΩ(log |πQ(Γ)|) = OΩ(logQ) since
before this time the random-walk with respect to the probability measure PπQ(Ω) is similar to a random-
walk in a regular tree. The first two conditions of PQ(δ, A, l) imply that at OΩ(logQ)-range of random-walk
the probability of hitting A is not exponentially small. And so A should be fairly generic. For instance
Proposition 14 implies that A cannot be a subset of a proper algebraic subgroup if δ is small enough. The
genericness of such A was crucial in the proof of [SG, Theorem 35] where the largeness of a generic level-Q
approximate subgroup for a semisimple group is proved.
Let C be either {pn|p ∈ Vf (Q), p ∤ q0} or {q ∈ Z
+| gcd(q, q0) = 1, ∀p ∈ Vf (Q), vp(q0) ≤ N}, where vp(q) is
the p-adic valuation of q.
In this section, we deduce Theorem 1 from the following result.
Theorem 20 (Approximate subgroups). In the above setting, for any ε > 0 there is δ > 0 such that
PQ(δ, A, l) implies that |πQ(A)| ≥ |πQ(Γ)|
1−ε
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if Q ∈ C and Qε
ΘG(1) ≫Ω 1.
To show that Theorem 20 implies Theorem 1, we prove the following proposition based on the same proof as
in [SG, Section 3.2]. In particular, we see that the reduction to understanding generic level-Q approximate
subgroups can be done in much more generality.
Proposition 21. Let Ω ⊆ GLn(Z[1/q0]) be a finite subset and Ω := Ω ∪ Ω
−1
. Suppose Ω freely generates a
subgroup Γ. Let C′ be a family of positive integers which consists of numbers that are corpime to q0. Suppose
C′ is closed under divisibility; that means if q ∈ C′ and q′|q, then q′ ∈ C′. Suppose the assertion of Theorem 20
holds for Ω and C′. Then the family of Cayley graphs {Cay(πq(Γ);πq(Ω))}q∈C′ is a family of expanders.
Proof. By Remark 2, we have to show supq∈C′ λ(Pπq(Ω);πq(Γ)) < 1. For Q ∈ C
′, let TQ : L
2(πQ(Γ)) →
L2(πQ(Γ)), TQ(f) := πQ[PΩ] ∗ f and λ(Q) := λ(PπQ(Ω);πQ(Γ)). It is well-known that λ(Q) is the second
largest eigenvalue of TQ. Since L
2(πQ(Γ)) is a completely reducible representation of πQ(Γ), there is a unit
function f0 ∈ L
2(πQ(Γ)) such that TQ(f0) = λ(Q)f0 and the πQ(Γ)-module Vρ generated by f0 is a simple
πQ(Γ)-module. Since λ(Q) is not one, ρ is not the trivial representation of πQ(Γ). Since there are dim ρ-many
copies of ρ as subrepresentations of L2(πQ(Γ)), we have that the eigenvalue λ(Q) of TQ has multiplicity at
least dim ρ. Since Q ∈ C′ and C′ is closed under divisibility, we can and will assume that ρ does not factor
through πq(Γ) for some proper divisor q of Q. Hence by Proposition 18 we have that either the lift of ρ to
a representation of Γ̂, the closure of Γ in
∏
p∤q0
GLn(Zp), is in a finite set Σ or dim ρ ≥ |πQ(Γ)|
ε0 where ε0
is a positive number depending only on Γ. As we are seeking a uniform upper bound for λ(Q), without loss
of generality we can and will assume that the lift of ρ is not in Σ. And so we have that multiplicity of the
eigenvalue λ(Q) of TQ is at least |πQ(Γ)|
ε0 . Therefore for any positive integer l we have
|πQ(Γ)|
ε0λ(Q)2l ≤ Tr(T 2lQ ) = |πQ(Γ)|‖P
(l)
πQ(Ω)
‖22.
So it is enough to show
(16) ‖P
(l)
πQ(Ω)
‖2 ≤ |πQ(Γ)|
− 12+
ε0
4 ,
for some l ≪Ω logQ where the implied constant depends only on Ω; it is worth pointing out that we can
and will assume that Q is arbitrarily large depending only on Ω. In particular, we can and will assume the
Largeness of level Q-Approximate Subgroups in the following sense:
The LAS Assumption: there is c2 > 0 such that, if Q > 1/c2 and PQ(c2, A, l) holds, then |πQ(A)| ≥
|πQ(Γ)|
1−ε0/8.
On the other hand, the first OΩ(logQ) steps of the random-walk with respect to the probability measure
PπQ(Ω) can be identified with the random-walk with respect to the probability measure PΩ. And the latter
is the random-walk on a regular infinite tree. Hence by the Kesten bound [Kes59, Theorem 3] we have
‖P
(l)
Ω ‖
2
2 = P
(2l)
Ω (I) ≤
(
2|Ω| − 1
|Ω|2
)l
= e−c1l,
where c1 is a positive number which depends only on Ω. Hence for some positive integer l0 = ΘΩ(logQ)
where the implied constants depend only on Ω and for some positive number c3 depending on Ω we have
(17) ‖P
(l0)
πQ(Ω)
‖2 = ‖P
(l0)
Ω ‖2 ≤ |πQ(Γ)|
−c3 .
Equation (17) can be considered as an initial L2-flatness.
An important result of Bourgain and Gamburd roughly indicates that the L2-norm of a probability mea-
sure should substantially drop after a convolution by itself unless an approximate subgroup has a lot of
mass [BG08-a] (see also [Var12, Lemma 15]). This result is proved using Tao’s non-commutative version of
Balog-Szemere´di-Gowers theorem [Tao08]. Here is a precise formulation of their result:
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Proposition 22 (Bourgain-Gamburd’s L2-flattening.). Let µ be a symmetric probability measure with finite
support on a group G. Let K be a number more than 2. If ‖µ∗µ‖2 ≥
1
K ‖µ‖2, then there is a finite symmetric
subset A of G which satisfies the following properties:
• (Size of A is comparable with ‖µ‖−22 ) K
−R‖µ‖−22 ≤ |A| ≤ K
R‖µ‖−22 ;
• (Getting an approximate subgroup) |A ·A ·A| ≤ KR|A|;
• (Almost equidistribution on A) mina∈A(µ ∗ µ)(a) ≥ K
−R|A|−1,
where R is an absolute positive number.
For a small (depending only on Ω and specified later) positive parameter δ, consider the following pseudocode:
Algorithm 1 L2-flattening process
Give Q ∈ C′, δ ∈ (0, 1);
l0 := ⌊logQ/2 logC(Ω)⌋; (as in Equation 17)
µ0 := P
(l0)
πQ(Ω)
;
i := 0;
while (‖µi‖2 > |πQ(Γ)|
−1/2+ε0/4 and ‖µi ∗ µi‖2 ≤ ‖µi‖
1+δ
2 ) or (2
il0 < (1/δ) logQ) do
µi+1 := µi ∗ µi;
i := i+ 1;
end while
where C(Ω) := maxs∈Ω ‖s‖, where ‖s‖ is the operator norm of s : R
n ×
∏
p|q0
Qnp → R
n ×
∏
p|q0
Qnp with
‖(v∞, vp)p|q0‖ := max{‖v∞‖, ‖vp‖p}p|q0 and the sup norm on R
n and Qnp .
Claim 1. For any 0 < δ < 1 and Q ∈ C′, the number i0(δ,Q) of steps in Algorithm 1 is at most
log(2/c3)
log(1+δ) +
log(2 logC(Ω)δ ) where c3 is given in Equation (17).
Proof of Claim 1. By the Young inequality we have ‖µi+1‖2 ≤ ‖µi‖2 for any non-negative integer i. Hence
by the initial flatness, Equation (17), we have ‖µi‖2 ≤ ‖µ0‖2 ≤ |πQ(Γ)|
−c3 for any non-negative integer
i. Let j0 be the smallest integer such that 2
j0 l0 ≥ (1/δ) logQ. Then for any j0 ≤ i < i0(δ,Q) we have
‖µi+1‖2 ≤ ‖µi‖
(1+δ)
2 . And so
‖µi0(δ,Q)‖2 ≤ ‖µj0‖
(1+δ)i0−j0
2 .
If i0(δ,Q) >
log(2/c3)
log(1+δ) + log(
2 logC(Ω)
δ ), then i0 − j0 >
log(2/c3)
log(1+δ) which implies ‖µi0−1‖2 ≤ |πQ(Γ)|
−1. And this
contradicts ‖µi0−1‖2 > |πQ(Γ)|
−1/2+ε0/4. 
Claim 2. There is a positive number δ := δ(Ω) depending only on Ω, such that, for any Q ∈ C′ which is at
least 1/δ, ‖µi0(δ,Q)‖2 ≤ |πQ(Γ)|
−1/2+ε0/4, where i0(δ,Q) is given in Claim 1.
Proof of Claim 2. We proceed by contradiction. So to the contrary assumption for any positive number δ
there is Q(δ) ∈ C′ such that
Q(δ) > 1/δ; in particular lim
δ→0
Q(δ) =∞,(18)
‖µi0(δ,Q(δ))‖2 > |πQ(δ)(Γ)|
−1/2+ε0/4, and(19)
‖µi0(δ,Q(δ)) ∗ µi0(δ,Q(δ))‖2 ≥ ‖µi0(δ,Q(δ))‖
1+δ
2 .(20)
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Hence by (20) and Proposition 22 (for K = ‖µi0(δ,Q(δ))‖
−δ
2 ) there is a symmetric subset A(δ) of πQ(δ)(Γ)
such that
‖µi0(δ,Q(δ))‖
−2+Rδ
2 ≤ |A(δ)| ≤ ‖µi0(δ,Q(δ))‖
−2−Rδ
2 ,(21)
|A(δ) ·A(δ) · A(δ)| ≤ ‖µi0(δ)‖
−Rδ
2 |A(δ)|, and(22)
µi0(δ,Q(δ))+1(A(δ)) ≥ ‖µi0(δ,Q(δ))‖
Rδ
2 .(23)
Hence there is a function δ′(δ) of δ such that
lim
δ→0
δ′(δ) = 0 and δ′(δ) ≥ δ,(24)
(because of Inequalities (21) and (22),) |A(δ) · A(δ) ·A(δ)| ≤ |A(δ)|1+δ
′(δ)(25)
(because of Inequalities (19) and (23),) µi0(δ,Q(δ))+1(A(δ)) ≥ Q(δ)
−δ′(δ).(26)
We notice that µj = P
(2j l0(δ))
πQ(δ)(Ω)
, and let A(δ) := π−1Q(δ)(A(δ)) ∩ supp(P
(l(δ))
Ω ), where l(δ) := 2
i0(δ,Q(δ))+1l0(δ);
then we have
(27) A(δ) is a finite symmetric subset of Γ because A(δ) and PΩ are symmetric,
(28) l(δ) ≥ (1/δ) logQ(δ) ≥ (1/δ′(δ)) logQ(δ)
because of the second condition of the loop in Algorithm 1 and the inequality in (24),
P
(l(δ))
Ω(δ) (A(δ)) = µi0(δ)+1(A(δ)) ≥ Q(δ)
−δ′(δ) by Inequality (26),(29)
|πQ(δ)(A(δ) ·A(δ) · A(δ))| ≤ |πQ(δ)(A(δ))|
1+δ′(δ) by Inequality (25).(30)
Statements (27), (28), (29), and (30) imply that PQ(δ)(δ
′(δ), A(δ), l(δ)) holds for any δ. Now suppose δ is
small enough so that δ′(δ) is less than c2 where c2 is given by the LAS Assumption (this can be done thanks
to (24)). Then Q(δ) > 1/δ ≥ 1/δ′(δ) ≥ 1/c2, and so by the LAS Assumption we have
(31) |πQ(δ)(A(δ))| = |A(δ)| ≥ |πQ(δ)(Γ)|
1−ε0/8.
On the other hand, by Inequalities (21) and (19), we have
|A(δ)| ≤ ‖µi0(δ,Q(δ))‖
−2−Rδ
2 ≤ |πQ(δ)(Γ)|
1+Rδ/2−ε0/2−Rδε0/4.
Hence, if δ is small enough, we get |A(δ)| ≤ |πQ(δ)(Γ)|
1+Rδ/2−ε0/2−Rδε0/4 ≤ |πQ(δ)(Γ)|
1−ε0/4, which contra-
dicts (31). 
(Going back to the proof of Proposition 21) By Claim 1 and Claim 2, for Q≫Ω 1 in C
′ we have ‖P
(l)
πQ(Ω)
‖2 ≤
|πQ(Γ)|
−1/2+ε0/4 where l := 2i0(δ(Ω),Q)l0 ≪Ω logQ. And this gives us the needed L
2-norm upper bound (see
Inequality (16)) for Q≫Ω 1. The rest are only finitely many Q’s for which we do have spectral gap. 
3.2. Reduction to bounded generation and abelian unipotent radical. The main goal of this section
is to deduce Theorem 20 from the following.
Theorem 23 (Bounded generation). In the setting of Section 2.6, suppose U is abelian. For any positive
integer q, let Γ[q] := Γ ∩GLn0(Z[1/q0])[q], where
GLn0(Z[1/q0])[q] := ker(GLn0(Z[1/q0])
πq
−→ GLn0(Z[1/q0]/qZ[1/q0])).
Then for any 0 < ε ≪Ω 1 there are 0 < δ ≪Ω,ε 1 and positive integer C ≫Ω,ε 1 such that for a finite
symmetric subset A of Γ
P
(l)
Ω (A) > Q
−δ for some l > (1/δ) logQ implies πQ(Γ[q]) ⊆
∏
C πQ(A) for some q|Q and q ≤ Q
ε
if Q ∈ C and Qε
OG(1) ≫Ω 1.
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The idea of the proof of Theorem 20 modulo Theorem 23. It is not clear to the author if a bounded
generation result is true when the unipotent radical U is not abelian (specially since a perfect group might
have a non-trivial center.). So to prove the largeness of a generic level-Q approximate subgroup A of Γ
with Zariki-closure G := Gs ⋉ U, first we go to the quotient Gs ⋉ U/[U,U]. Let ρ2 : G → Gs ⋉ U/[U,U]
be the quotient map. For simplicity let us assume ρ2 commutes with the congruence maps πQ. This
assumption together with the way the generating set Ω is chosen (recall that we have Ω = Ω ∪ Ω
−1
and
ρ2(Ω) freely generates a free group) implies that ρ2(A) is a generic level-Q approximate subgroup of ρ2(Γ).
Now by the bounded generation result for ρ2(Γ), we get a large congruence subgroup of ρ2(Γ) modulo Q in
a controlled number of steps. Next we use the techniques of studying a nilpotent group in order to translate
our information on U/[U,U] to some data on U. For a unipotent group U (and in general any nilpotent
group), it is a useful method to consider
LU := γ1(U)/γ2(U)⊕ γ2(U)/γ3(U)⊕ · · · ⊕ γc(U)/γc+1(U),
where γi(U) is the i-th lower central series; that means γ1(U) := U and γi+1 := [γi(U),U], and γc+1(U) = {1}.
It is well-known that [giγi+1(U), gjγj(U)] := g
−1
i g
−1
j gigjγi+j+1(U) for gi ∈ γi(U) and gj ∈ γj(U) defines a
graded Lie ring structure on LU. And LU is generated by its degree 1 elements, i.e. γ1(U)/γ2(U), as a Lie
ring. So we get an onto multi-linear map
φk : γ1(U)/γ2(U)× · · · × γ1(U)/γ2(U)︸ ︷︷ ︸
k-times
→ γk(U)/γk+1(U), φk(x1, . . . , xk) := [x1, . . . , xk],
where [x1, . . . , xk] := [[x1, . . . , xk−1], xk]. Having a set X which maps onto a set of representatives for a large
congruence subgroup modulo Q in γ1(U)/γ2(U), using the above multi-linear maps φk, we can get a subset
of U which is large modulo Q. Notice that at this step we can get a control only on the size of the product
set πQ(
∏
OU(1)
X). Though we do get a set of representatives of a large congruence subset of the associated
graded Lie ring, we do not get such a structural understanding of the product set itself. Altogether we get
that |
∏
C πQ(A)| is large. On the other hand, since |πQ(A) · πQ(A) · πQ(A)| ≤ |πQ(A)|
1+δ , by the Ruzsa
inequality (see [Hel05, Lemma 2.2]), we get
|
∏
C πQ(A)| ≤ |πQ(A)|
(
|
∏
3 πQ(A)|
|πQ(A)|
)C−2
≤ |πQ(A)|
1+(C−2)δ,
which helps us to finish the proof.
Theorem 23 implies Theorem 20. By the contrary assumption, there is ε0 > 0 such that for any δ > 0 there
are a finite symmetric subset Aδ, a positive integer lδ and Qδ ∈ C such that PQδ (δ, Aδ, lδ) holds and at
the same time |πQδ (Aδ)| < |πQδ (Γ)|
1−ε0 . Since lδ > logQδ/δ, we have limδ→0 lδ = ∞. Now we claim that
Qδ →∞ as δ → 0. If not, for infinitely many δ we have Qδ = Q, and πQ(Aδ) = A is independent of δ. And
so
lim
δ→0
P
(lδ)
πQ(Ω)
(πQ(Aδ)) =
|A|
|πQ(Γ)|
<
1
|πQ(Γ)|ε0
.
On the other hand, we have
P
(lδ)
πQ(Ω)
(πQ(Aδ)) ≥ P
(lδ)
Ω (Aδ) > Q
−δ
δ = Q
−δ.
Hence as δ → 0, we get |πQ(Γ)|
−ε0 > 1, which is a contradiction.
Let {kp}p∤q0 be such that Pp = G(Qp) ∩ GLn0(Zp)[p
kp ] where {Pp}p is as in Section 2.6. Let ρ2 : G →
Gs ⋉ U/[U,U] be the quotient map. Let us recall that, by the discussion at the end of Section 2.4, we can
and will assume ρ2(Pp) ⊆ GLn2(Zp).
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Let q′0 =
∏
p∤q0
pk
′
p be a positive integer given by Lemma 13; that means for any sequence {mp}p∤q0 ∈
⊕
p∤q0
Z
such that mp ≥ kp + k
′
p we have
(32)∏
p∤q0
π
p
mp+k′p
(Pp)/πpmp+k
′
p
([U,U](Qp)∩Pp)։
∏
p∤q0
πpmp (ρ2(Pp))։
∏
p∤q0
π
p
mp−k′p
(Pp)/πpmp−k
′
p
([U,U](Qp)∩Pp).
In order to use (32), we modify Qδ so that for any prime p either vp(Qδ) ≥ k
′
p or vp(Qδ) = 0. To this end,
it is enough to show that we are allowed to change Qδ to Qδ/q
′
δ where q
′
δ :=
∏
p∤q0,0<vp(Qδ)<2k′p+kp
pvp(Qδ).
Lemma 24. Let Aδ, Qδ, and lδ be as above. Suppose q
′
δ|Qδ and q
′
δ < C
′ (for some constant C′). Then
PQδ/q′δ (ΘC′,Ω(δ), Aδ, lδ) holds and |πQδ/q′δ (Aδ)| ≤ |πQδ/q′δ (Γ)|
1−ε0/2 for 0 < δ ≪C′ 1.
Proof. Since limδ→0Qδ =∞, for C
′′ > 1 and small enough δ we have Qδ/q
′
δ > Q
1/C′′
δ . And so
P(lδ)(Aδ) > Q
−δ
δ > (Qδ/q
′
δ)
−C′′δ, and lδ >
logQδ
δ
>
log(Qδ/q
′
δ)
C′′δ
.
To show thatPQδ/q′δ (C
′′δ, Aδ, lδ) holds, it is enough to prove that we have |πQδ/q′δ (
∏
3Aδ)| ≤ |πQδ/q′δ (Aδ)|
1+C′′δ
for large enough C′′.
We notice that, if c is small enough (depending on Ω), πQδ/q′δ induces an injection on the ball of radius
c log(Qδ/q
′
δ) (with respect to the word metric). By [BG09, Remark, page 1060] (see [SG, Lemma 8]), we
have P(⌊2c log(Qδ/q
′
δ)⌋)(Aδ ·Aδ) > Q
−2δ
δ . Hence by the Kesten bound (see Inequality (14)) for small enough δ
we have
|πQδ/q′δ (Aδ · Aδ)| = |Aδ ·Aδ ∩B⌊2c log(Qδ/q′δ)⌋|(33)
≥ P(⌊2c log(Qδ/q
′
δ)⌋)(Aδ · Aδ)/‖P
(⌊2c log(Qδ/q
′
δ)⌋)‖∞
≥ Q−2δδ · (2c log(Qδ/q
′
δ))
ΘΩ(1) ≥ Q
ΘC′,Ω(1)
δ ,
which implies that |πQδ/q′δ (Aδ)| ≥ Q
ΘC′,Ω(1)
δ .
Since |πQδ (
∏
3Aδ)| ≤ |
∏
Qδ
(Aδ)|
1+δ, by the Ruzsa inequality (see [Hel05, Lemma 2.2]) and [Hel11, Lemma
7.4] we have
|πQδ (Aδ)|
3δ ≥
|πQδ (
∏
5 Aδ)|
|πQδ (Aδ)|
≥
|πQδ/q′δ (
∏
3Aδ)|
|πQδ/q′δ (Aδ)|
,
which implies that |πQδ/q′δ (
∏
3Aδ)|/|πQδ/q′δ (Aδ)| ≤ |πQδ/q′δ (Aδ)|
C′′δ for large enough C′′. Since Qδ goes to
infinity, it is clear that for small enough δ we have |πQδ/q′δ (Aδ)| ≤ |πQδ/q′δ (Γ)|
1−ε0/2. 
By Lemma 24 we can and will modify {Qδ}δ and assume that, if kp + k
′
p > 0, then either vp(Qδ) = 0 for
any δ or kp + 2k
′
p ≤ minδ vp(Qδ) < supδ vp(Qδ) = ∞. In particular, without loss of generality we can and
will assume that q′20 |Qδ for any δ.
On the other hand, by Corollary 16, we have that ker(ρ2) ∩ Γ = {1}. So P
(lδ)
ρ2(Ω)
(ρ2(Aδ)) = P
(lδ)
Ω (Aδ) >
Q−δδ > (q
′
0Qδ)
−ΘΩ(δ) for suitable constant and small enough δ. Hence by Theorem 23 for any 0 < ε′ ≪Ω 1
there is a positive integer C = OΩ,ε′(1) such that for any 0 < δ ≪ε′,Ω 1 we have
(34) πq′0Qδ (ρ2(Γ)[qδ]) ⊆
∏
C πq′0Qδ (ρ2(Aδ))
for some qδ|q
′
0Qδ and qδ ≤ (q
′
0Qδ)
ε′ ≤ Q
Θ(ε′)
δ .
On the other hand we have πq′0Qδ (
∏
p∤q0
ρ2(Up)) ⊆ πq′0Qδ (ρ2(Γ)) (recall that Up := U(Qp) ∩ GLn0(Zp)[p
kp ].
Let Up := GLn2(Zp)∩U(Qp)); and so we have that Up = Up for large enough p, and Up is an open subgroup
of Up. By Lemma 24, we can and will assume that vp(Qδ) are either zero or large enough depending on the
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index of Up in Up for all the primes p. And so by enlarging qδ by a multiplicative constant we can and will
assume that
πq′0Qδ (ρ2(
∏
p∤q0
Up)
qδ ) ⊆ πq′0Qδ (ρ2(Γ)[qδ]) ⊆
∏
C πq′0Qδ (ρ2(Aδ)),
where ρ2(
∏
p∤q0
Up)
qδ := {xqδ | x ∈ ρ2(
∏
p∤q0
Up)}. So there is Bδ ⊆
∏
C Aδ such that
(35) πq′0Qδ (ρ2(Bδ)) = πq′0Qδ (ρ2(
∏
p∤q0
Up)
qδ ).
Lemma 25. Let U be a unipotent Q-group with a given Q-embedding in GLn. For any prime p, let Up :=
U(Qp) ∩GLn(Zp). Let φ : U→ U/[U,U] be the quotient map. Fix a Q-basis {ei} of (U/[U,U])(Q) such that
φ(Up) ⊆
∑
i Zpei for any prime p. Let q|Q be two positive integers. Suppose X is a finite subset of
∏
p Up
such πQ(φ(X)) = πQ(q
∑
i Zei). Then
|
∏
C πQ(X)| ≥
|πQ(
∏
p Up))|
CqC ,
where C depends on the dimension of U and the choice of embeddings.
Proof. Let γi(U) be the i-th lower central series; that means γ1(U) := U and γi+1(U) := [γi(U),U]. It is
well-known that the long commutators (g1, . . . , gk) := ((g1, . . . , gk−1), gk), where (g1, g2) := g
−1
1 g
−1
2 g1g2,
induce multilinear maps fk from U/[U,U]× · · · × U/[U,U] (k times) to γk(U)/γk+1(U), and the Q-span of
{fk(ei1 , . . . , eik)} is (γk(U)/γk+1(U))(Q). For any k, let φk : γk(U) → γk(U)/γk+1(U). Then for any k we
have
πQ(φk(
∏
4kX ∩ γk(U)(
∏
pQp)) ⊇ ∪i1,...,ikπQ(q
kZfk(ei1 , . . . , eik)),
and so
πQ(φk(
∏
4k dimUX ∩ γk(U)(
∏
pQp))) ⊇ πQ(q
k
∑
i1,...,ik
Zfk(ei1 , . . . , eik))
In particular, we have
(36) |πQ(φk(
∏
4k dimUX ∩ γk(U)(
∏
pQp)))| ≥ (Q/q
k)dim γk(U)−dim γk+1(U).
Since φk’s are regular morphisms defined over Q, there is a positive integer q
′
1 depending on the embedding
of U and the choice of {ei}) such that for any prime power p
m we have
φk
(
γk(U)(
∏
p
Qp) ∩
∏
p
Up[q
′
1Q]
)
⊆
∏
p
(Q
∑
i1,...,ik
Zpfk(ei1 , . . . , eik)).
And so φk induces homomorphism φk : πq′1Q(γk(U)(
∏
pQp) ∩
∏
p Up)→ πQ(
∑
i1,...,ik
Zfk(ei1 , . . . , eik)), and
we have φk ◦ πq′1Q = πQ ◦ φk. Thus by (36) we have
(37) |πq′1Q(
∏
4 dimU3 X)| ≥
∏
k
|πQ(φk(
∏
4k dimUX ∩ γk(U)(
∏
p
Qp)))| ≥ (Q/q
dimU)dimU.
Since U is a Q-unipotent, there is a positive integer q′2 (depending on the embedding and U) such that
q′2
−1
QdimU ≤ |πQ(
∏
p Up)| ≤ q
′
2Q
dimU. And so
|πQ(
∏
4 dimU3 X)| ≥
|πQ(
∏
p Up)|
q′2
2q′1
dim Uqdim U2
;
and the claim follows. 
By (35) there is Xδ ⊆
∏
p Up such that πq′0Qδ (Xδ) = πq′0Qδ (Bδ), which implies that πQδ (ρ2(Xδ)) =
πQδ (ρ2(Bδ)). Hence by Lemma 25 we have
(38) |πQδ (
∏
OΩ,ε′ (1)
Aδ) ∩ πQδ (
∏
p∤q0
Up)| ≥
|πQδ (
∏
p∤q0
Up)|
Θdim U(1)q
ΘU(1)
δ
≥
|πQδ (
∏
p∤q0
Up)|
Q
Θdim U(ε
′)
δ
≥ |πQδ (
∏
p|Qδ
Up)|
1−ΘU(ε
′),
for small enough δ (depending on ε′) as limδ→0Qδ =∞.
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On the other hand, by (34), we have
πQδ (
∏
p∤q0
Kp[qδ]) ⊆
∏
C πQδ (Aδ).
Therefore we have
(39) |πQδ (
∏
C Aδ) ∩ πQδ (
∏
p|Qδ
Kp)| ≥ |πQδ (
∏
p|Qδ
Kp)|
1−ΘGs (ε
′),
for small enough δ (depending on ε′) as limδ→0Qδ =∞.
By (38), (39), limδ→0Qδ =∞, and the fact that
∏
p∤q0
Kp ⋉ Up is of finite index in Γ̂, we have
(40) |πQδ (
∏
C Aδ)| ≥ |πQδ (Γ)|
1−ΘΩ(ε
′),
for small enough δ (depending on ε′).
On the other hand, since |πQδ (
∏
3Aδ)| ≤ |πQδ (Aδ)|
1+δ by the Ruzsa inequality (see [Hel05]), we have
(41) |πQδ (
∏
C Aδ)| ≤ |πQδ (Aδ)|
1+(C−2)δ ≤ |πQδ (Γ)|
(1−ε0)(1+(C−2)δ).
By (40) and (41), for any ε′ and small enough δ (in particular it can approach zero), we have
1−ΘΩ(ε
′) ≤ (1 − ε0)(1 + (C(ε
′)− 2)δ),
which is a contradiction. 
4. Super-approximation: bounded power of square-free integers case.
By Section 3.2, to prove Theorem 1 for CN := {q ∈ Z
+| ∀p ∤ q0, vp(q) ≤ N} it is enough to prove Theorem 23
(Bounded generation) for CN . In particular, we can assume that U is abelian. Since I believe it is interesting
to know if some of the auxiliary results are true for more general perfect groups, I do not assume U is abelian
till towards the end of this section. As a result some extra lemmas are proved which are not necessary for
the proof of Theorem 23 for CN .
3
4.1. The residue maps do not split. The main goal of this section is to show Lemma 29 which roughly
asserts that πp does split under mild conditions.
Lemma 26. Let G = H⋉U be a Q-group with a given Q-embedding into (GLn)Q, where H is a connected
semisimple Q-group and U is a unipotent Q-group. Let G (resp. H, U) be the Zariski-closure of G (resp.
H, U) in the Z-group scheme (GLn)Z, and g = Lie(G), h = Lie(H), and u = Lie(U). For large enough p, if
V ( g(fp) is a G(fp)-invariant proper subspace, then V + [u(fp), u(fp)] is a proper subspace. Moreover if G is
perfect, then V + z(fp) is also a proper subspace, where z = Lie(Z(G)) is the Lie ring of the schematic center
of G.
Proof. Let AG := fp[Ad(G(fp))] ⊆ Endfp(g(fp)) be the fp-span of Ad(G(fp)), and AH := fp[Ad(H(fp))] be
its subalgebra. Since H is connected semisimple, for large enough p, g(fp) is a faithful completely reducible
AH -module. Thus AH is a semisimple algebra, and so its Jacobson radical J(AH) is zero. Let a be the ideal
generated by {u− 1| u ∈ U(fp)}. Then we have the following short exact sequence of AG-modules:
0→ a→ AG → AH → 0.
Since AH is semisimple, J(AG) ⊆ a. On the other hand, since U is a unipotent normal subgroup of G, a is
a nilpotent ideal. So overall we have a = J(AG).
Suppose to the contrary that there is a proper AG-submodule V of g(fp) such that V + [u(fp), u(fp)] = g(fp).
If we show that J(AG)g(fp) ⊇ [u(fp), u(fp)], then we get that V +J(AG)g(fp) = g(fp). And so by Nakayama’s
lemma we have V = g(fp), which is a contradiction.
3If the reader is only interested in the proof of Theorem 23 for CN , s/he can skip Lemma 26, Lemma 27, and Lemma 31.
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Since U is unipotent, log and exp define Q-morphisms between U and its Lie algebra. And for large enough
p they induce bijections between U(fp) and u(fp). Furthermore for any t ∈ fp, x, y ∈ u(fp) we have
(42) Ad(exp(tx))(y) = exp(t ad(x))(y).
Thus for t ∈ fp, x, y ∈ u(fp) we have
(43) t−1(Ad(exp(tx))(y) − y) = [x, y] +
dimU∑
i=1
ti
i!
ad(x)i(y) ∈ J(AG)g(fp).
Therefore for large enough p by the Vandermonde determinant we have that [x, y] ∈ J(AG)g(fp) which shows
our claim.
To finish the proof, it is enough to notice that G is perfect if and only if H acts without a non-zero fixed
vector on U/[U,U]. And so when G is perfect, for large enough p we have z(fp) ⊆ [u, u](fp) = [u(fp), u(fp)]. 
Lemma 27. Let U ⊆ (GLn)Qp be a Qp-subgroup, and U := U(Qp) ∩ GLn(Zp). Then if p is large enough
depending only on n, then we have
πp2(U) = 〈g ∈ πp2(U)| g
p 6= 1〉, and U [pm] = Up
m
:= {up
m
| u ∈ U},
for any positive integer m.
Proof. Let exp and log define Qp-morphisms between Lie(U) and U. And so for large enough prime p we
have
(44) ‖ expx− I‖p = ‖x‖p, ‖ log u‖p = ‖u− I‖p if ‖x‖p, ‖u‖p ≤ 1 and x
n = 0, (u− I)n = 0.
Hence exp and log induce homeomorphisms between u := Lie(U)(Qp)∩gln(Zp) and U , and moreover for any
positive integer m
(45) U [pm] = Up
m
:= {up
m
| u ∈ U}.
We have (45) because of the following observation:
u ∈ U [pm]⇔ ‖u− I‖p ≤ p
−m ⇔ u = expx, x ∈ Lie(U)(Qp) and ‖x‖p ≤ p
−m,
⇔ u = exp(pmx′) = (expx′)p
m
and x′ ∈ u,
⇔ u ∈ Up
m
.
If gp = 1 for some g ∈ πp2(U), then for some u ∈ U we have g = πp2(u) and u
p ∈ ker(πp2). So there is a
(unique) u′ ∈ U \ Up such that u′p
m
= up for some m ∈ Z≥2. Another use of the logarithm map, we have
u = u′p
m−1
. Hence
πp2(U) = {g
pi | g ∈ πp2(U), g
p 6= 1, i = 0, 1, 2}.

Lemma 28. Let H be a simply-connected semisimple Q-group with a given embedding into (GLn)Q. Let
P0 = H(Qp) ∩GLn(Zp) and P1 := ker(P0
πp
−→ GLn(Z/pZ)). Then for large enough p we have
Pi = 〈U(Qp) ∩ Pi| U ⊆ H unipotent Qp-subgroup〉,
for i = 0, 1.
Proof. For large enough p, we have that H is quasi-split over Qp, and splits over an unramified extension of
Qp, and P0 is a hyper-special parahoric subgroup. Let Qi = 〈U(Qp) ∩ Pi| U ⊆ H unipotent Qp-subgroup〉.
Then clearly Qi is a normal subgroup of P0. By the Bruhat-Tits theory, there is a smooth Zp-group scheme
H such that
(1) P0 = H(Zp),
(2) The generic fiber of H is isomorphic to H,
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(3) The special fiber Hp := H ⊗Zp fp is a simply-connected semisimple fp-group since H is simply
connected quasi-split over Qp and splits over an unramified extension of Qp,
(4) πp(P0) = Hp(fp) is a product of quasi-simple groups.
Since H is quasi-split over Qp, πp(Q0) intersects any quasi-simple factor subgroup of Hp(fp) in a non-central
subgroup. As πp(Q0) is a normal subgroup of Hp(fp), Hp(fp)
+ is contained in πp(Q0). As Hp is simply-
connected, we get that πp(Q0) = πp(P0). For any positive integer i, let Pi := ker(P
π
pi
−−→ Hp(Zp/p
iZp)). It
is well-known that Pi/Pi+1 as an Hp(fp)-module is isomorphic to Lie(Hp)(fp) via the adjoint action. Let’s
identify πpi(Q1∩Pi+1) with hi ⊆ Lie(Hp)(fp) . Since Q1⊳P , hi is Hp(fp)-invariant. On the other hand, since
H is quasi-split, hi intersects each one of the Lie algebras of the simple factors of Hp. Since for large enough
p the fp-points of the Lie algebra of the simple factors of Hp are simple Hp(fp)-module, hi = Lie(Hp)(fp).
Hence by induction we have πpi(Qj) = πpi(Pj) for j = 0, 1 and any positive integer i, which finishes the
proof. 
Lemma 29. Let G ⊆ (GLn)Q be a perfect Q-group. Assume that the semisimple part of G is simply-
connected; that means G ≃ H ⋉U where H is a simply-connected semisimple Q-group and U is a unipotent
Q-group. Let Pp = G(Qp) ∩GLn(Zp), G be the closure of G in (GLn)Z, and g = Lie(G). Then
(1) For large enough p, the following is a short exact sequence:
1→ g(fp)→ πp2(Pp)→ πp(Pp)→ 1.
(2) For large enough p and any proper subgroup V ( g(fp) which is a normal subgroup of πp2(Pp), the
following short exact sequence does not split
1→ g(fp)/V → πp2(Pp)/V → πp(Pp)→ 1
Proof. For large enough p, Qp := H(Qp) ∩ GLn(Zp) is a hyperspecial parahoric subgroup which acts on
Up := U(Qp)∩GLn(Zp), and Pp = Qp ⋉Up. Furthermore for large enough p, the assumptions of Lemma 28
hold and so πpi(Pp) = πpi(〈Pp ∩U
′(Qp)| U
′ unipotent Qp-subgroup〉). Hence by Lemma 27 we have
πp2(Pp) = 〈g ∈ πp2(Pp ∩ U
′(Qp))| U
′ unipotent Qp-subgroup, g
p 6= 1〉.
On the other hand, if for any Qp-unipotent subgroup U
′ of G we have πp2 (Pp[p] ∩ U
′(Qp)) ⊆ V , then by
Lemma 28 we get that πp2(Pp[p]) ⊆ V which is a contradiction. Hence for some unipotent Qp-subgroup U
′
there is x ∈ πp2 (Pp[p] ∩ U
′(Qp)) \ V . By Lemma 27 there is g ∈ GLn(Zp) ∩ U
′(Qp) such that πp2(g
p) = x.
Since U′ is a Qp-subgroup of G and Pp = GLn(Zp) ∩ G(Qp), we have that g ∈ Pp, and the order of πp2(g)
in πp2(Pp)/V is p
2. Now suppose to the contrary that the given exact sequence splits; then πp2(Pp)/V ≃
πp(Pp)⋉ (g(fp)/V ), and the latter is a linear group over fp. However any p-element of a linear group over fp
is unipotent, and so it is of order p (for large enough p), which is a contradiction. 
4.2. Statistical non-splitting of residue maps. In this section, following [BV12], we prove that any
section of πp is statistically far from being a group homomorphism.
Lemma 30. Let G, g, and Pp be as in Lemma 29. Then there is a positive number δ (depending on G) such
that for large enough p (depending on G and its embedding in (GLn)Q) the following holds: Let V ( g(fp)
be a proper subgroup which is normal in πp2(Pp), and ψ : πp(Pp) → πp2(Pp)/V be a section of the quotient
map π : πp2(Pp)/V → πp(Pp); that means π ◦ ψ = idπp(Pp). Let µ = Pπp(Pp) be the probability Haar measure
(i.e. the normalized counting measure) on πp(Pp). Then
(µ× µ)({(x, y) ∈ πp(Pp)× πp(Pp)| ψ(x)ψ(y) = ψ(xy)}) < p
−δ.
Proof. We notice that by Lemma 26, for large enough p, V + z(fp) is a proper subspace of g(fp) (which is
normal in πp2 (Pp)). And so without loss of generality we can assume that V contains z(fp).
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Let A := {(x, y) ∈ πp(Pp)× πp(Pp)| ψ(x)ψ(y) = ψ(xy)} and suppose to the contrary that (µ×µ)(A) ≥ p
−δ.
We will get a contradiction if δ is small enough. Let ν be the push-forward of µ via ψ. For any g ∈ πp(Pp)
we have
(ν ∗ ν)(ψ(g)) =
∑
h1h2=ψ(g)
ν(h1)ν(h2) =
∑
x, y ∈ πp(Pp)
ψ(x)ψ(y) = ψ(g)
µ(x)µ(y) (since supp ν = Imψ)
=
∑
(x, y) ∈ A
xy = g
µ(x)µ(y).
(since g = π(ψ(g)) = π(ψ(x)ψ(y))
= π(ψ(x))π(ψ(y)) = xy.)
In particular, we have (ν ∗ ν)(supp ν) = (µ× µ)(A). And so by the Cauchy-Schwarz inequality, we get√
| supp ν|‖ν ∗ ν‖2 ≥ (ν ∗ ν)(supp ν) = (µ× µ)(A) ≥ p
−δ.
Hence ‖ν ∗ ν‖2 ≥ p
−δ‖ν‖2. Thus by [Var12, Lemma 15] (which is based on [BG08-a] (see Proposition 22))
there is a symmetric subset S ⊆ πp2(Pp)/V with the following properties:
(P1) |πp(Pp)|
1−ΘG(δ) ≤ |S| ≤ |πp(Pp)|
1+ΘG(δ),
(P2) |
∏
3 S| ≤ |πp(Pp)|
ΘG(δ)|S|,
(P3) mins∈S(ν˜ ∗ ν)(s) ≥ (|πp(Pp)|
ΘG(δ)|S|)−1.
Since the push-forward π[ν] of ν via π is the probability Haar measure of πp(Pp), we have µ = π[ν˜∗ν]. And so
the third part of properties of S implies that µ(π(S)) ≥ |πp(Pp)|
−ΘG(δ). Therefore |π(S)| ≥ |πp(Pp)|
1−ΘG(δ).
On the other hand, by [SGV12, Corollary 14] and the main theorem of [LS74], we have that πp(Pp) is
a quasi-random group; that means the minimal degree of its non-trivial irreducible representations is at
least |πp(Pp)|
ΘG(1) for large enough p. Thus by Gowers’s result [Gow08] (we use the formulation in [NP11,
Corollary 1]) we have that π(
∏
3 S) = πp(Pp) if δ is small enough. So S
′ =
∏
3 S has the following properties:
(1) π(S′) = πp(Pp),
(2) S′ is a |πp(Pp)|
ΘG(δ)-approximate subgroup by [Tao08, Corollary 3.11],
(3) |S′| ≤ |πp(Pp)|
1+ΘG(δ) by properties (P1) and (P2) of S.
Next we prove that there is 0 6= x ∈
∏
3 S
′ ∩ (g(fp)/V ). We proceed by contradiction. For any s1, s2 ∈ S
′,
there is s3 ∈ S
′ such that π(s1s2) = π(s3). Hence s1s2s
−1
3 ∈
∏
3 S
′ ∩ (g(fp)/V ), and so by the contrary
assumption we have s1s2 = s3. Thus S
′ is a subgroup which contradicts Lemma 29.
Since V contains z(fp), π(S) = πp(Pp) acts on (g(fp)/V ) via the adjoint action without non-zero fixed point
for large enough p. Hence by [SGV12, Lemma 30],
∑
OG(1)
π(S′) ·x contains a non-zero subspace of g(fp)/V .
Therefore |
∏
OG(1)
S′ ∩ (g(fp)/V )| ≥ p, and we get |
∏
OG(1)
S′| ≥ p|πp(Pp)|. Since S
′ is an approximate
subgroup, we get
p|πp(Pp)| ≤ |
∏
OG(1)
S′| ≤ |πp(Pp)|
1+ΘG(δ).
So p ≤ |πp(Pp)|
ΘG(δ) which is a contradiction for small enough δ (independent of p). 
4.3. Bounded generation of perfect groups by commutators.
Lemma 31. Let P be a finite p-group. Suppose |P | = pn and |P/[P, P ]| = pm. Then∏
n−m{[g1, g2]| g1, g2 ∈ P} = [P, P ],
where [g1, g2] := g1g2g
−1
1 g
−1
2 .
Proof. We proceed by induction on the nilpotency class of P . If P is abelian, there is nothing to prove. Now
suppose the nilpotency class of P is c; that means its c+1-th lower central series γc+1(P ) is trivial and γc(P )
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is not trivial. It is well-known that γc(P ) is an fp-vector space which is spanned by the long commutators.
So γc(P ) is contained in
∏
dimfp γc(P )
{[g1, g2]| g1, g2 ∈ P}. By the induction hypothesis, we have∏
n−m−dimfp γc(P )
{[g¯1, g¯2]| g¯1, g¯2 ∈ P/γc(P )} = P/γc(P ).
And so
∏
n−m{[g1, g2]| g1, g2 ∈ P} = P . 
Lemma 32. Let G be a Zariski-connected perfect Q-subgroup of (GLn)Q, and let G be its Zariski-closure
in (GLn)Z. Suppose that G is simply-connected; that means its semisimple part is simply-connected. Then
there is a positive integer C depending on G such that for large enough prime p we have∏
C{[g1, g2]| g1, g2 ∈ Gp(fp)} = Gp(fp),
where Gp = G ×SpecZ Spec fp.
Proof. As it was mentioned earlier, for large enough p, Gp ≃ Hp ⋉ Up is a perfect fp-group, where Hp is a
simply connected semisimple fp-group and Up is a unipotent fp-group. Moreover Gp(fp) = Hp(fp) ⋉ Up(fp),
and Vp := Up(fp)/[Up(fp),Up(fp)] is a completely reducible Hp(fp)-module with no non-zero fixed vector. Let
w(x1, x2) = [x1, x2] and, for any group K, let w(K) := {w(k1, k2)| k1, k2 ∈ K}. Then by [Sha09, Theorem
1.1] (see an alternative approach in [NP11, Theorem 3]) we have that
∏
3 w(Hp(fp)) = Hp(fp) for large
enough p.
Let Hp = Hp(fp) and Gp = Hp ⋉ Vp. Let ρ : Hp → GL(Vp) be the homomorphism induced from the action
of Hp on Vp. Then
∏
7 w(Gp) contains
{ρ(h)((ρ(h′)− I)(v))| h, h′ ∈ Hp, v ∈ Vp}.
And so
∏
7 dimfp Vp
w(Gp) contains the fp[Hp]-submodule Mp of Vp generated by {(ρ(h)− I)(v)| h ∈ Hp, v ∈
Vp}. Therefore Hp acts trivially on Vp/Mp. Since Vp is a completely reducible Hp-module with no non-zero
fixed vectors, Mp = Vp. Thus ∏
O(dimG) w(Gp) = Gp.
And so by Lemma 31 applied for P := Up(fp) the claim follows. 
Lemma 33. Let G and G be as in Lemma 32, and N be a positive integer. Suppose the unipotent radical of
G is abelian. Then there is a positive integer C depending on G and N such that for large enough p we have∏
C{[g1, g2]| gi ∈ G(Z/p
NZ)} = G(Z/pNZ).
Proof. By Lemma 32 we get the case of N = 1. It is well-known that πp induces the following short exact
sequence
1→ g(fp)→ G(Z/p
2Z)
πp
−→ G(fp)→ 1,
where g = Lie(G), and the conjugation action of G(Z/p2Z) on g(fp) factors through the adjoint action of
G(fp). Let u be the Lie algebra of the Zariski-closure of the unipotent radical of G in G. For large enough p,
G(fp) and g(fp) are perfect, and g(fp) is a completely reducible G(fp)-module without any non-zero invariant
vectors (as U is abelian). So by a similar argument as in the proof of Lemma 32, we have∏
OG(1)
w(G(Z/p2Z)) ⊇ g(fp),
and so by Lemma 32, we have that ∏
OG(1)
w(G(Z/p2Z)) = G(Z/p2Z).
Now using the facts that G(Zp)[p
i]/G(Zp)[p
i+1] ≃ g(fp), the group commutators are mapped to the Lie
algebra commutators, and g(fp) is perfect, we get the desired result. (See [SG, Lemma 34] for the relations
between the group commutators and the Lie algebra commutators.) 
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4.4. Proof of Theorem 1 for bounded powers of square-free integers. Now we go to the proof of
Theorem 1 for CN := {q ∈ Z
+| gcd(q, q0) = 1, ∀p ∈ Vf (Q), vp(q0) ≤ N}. Having the above lemmas the rest
of the proof is a modification of the argument in [BV12, Section 3].
By Section 3.2, it is enough to prove Theorem 23 for CN . First we point out that it is enough to prove
Theorem 23 for C≥p0N := {q ∈ Z
+| gcd(q, q0) = 1, ∀p ∈ Vf (Q), vp(q0) ≤ N, ∀p ≤ p0, vp(q0) = 0}. This
Lemma helps us to avoid all the small primes p where πp(Γ) does not behave nicely; in particular we will be
able to assume Lemmas 26-33 to hold for all the prime divisors of Q.
Lemma 34. Let p0 be a prime number. Then a bounded generation in the sense of Theorem 23 for C
≥p0
N
implies Theorem 23 for CN where the implied constants depend also on p0.
Proof. Fix a positive number δ0 := δ0(ε,Ω, p0) and a positive integer C0 := C0(ε,Ω, p0) for which Theorem 23
holds for C≥p0N .
For Q ∈ CN , let q0 :=
∏
p|Q,p≤p0
pvp(Q). Since q0 < p
Np0
0 , we have [Γ : Γ[q0]] ≪G,p0,N 1. Suppose Q is
large enough (depending only on ε,Ω, p0, N) such that the bounded generation for C
≥p0
N can be applied
for Q/q0 ∈ C
≥p0
N . Moreover we assume Q is large enough (again depending only on ε,Ω, p0, N) such that
Q−δ0/2/[Γ,Γ[q0]] > (Q/q0)
−δ0 . Now suppose δ is a positive number which is at most δ0/4, A is a symmetric
set, and l is a positive integer which is more than (1/δ) logQ such that P
(l)
Ω (A) > Q
−δ. Then
P
(2l)
Ω (A ·A ∩ Γ[q0]) ≥ Q
−2δ/[Γ : Γ[q0]] > Q
−δ0/2/[Γ : Γ[q0]] > (Q/q0)
−δ0 .
Hence PQ/q0(δ0, A ·A ∩ Γ[q0], l) holds. Therefore by the bounded generation for C
≥p0
N we have that
(46) πQ/q0(Γ[q]) ⊆ πQ/q0(
∏
C0
(A · A ∩ Γ[q0])),
for some q|Q/q0 and q ≤ (Q/q0)
ε. Since Q and Q/q0 are coprime, πQ(Γ) can be diagonally embedded into
πq0(Γ)⊕πQ/q0(Γ), and by enlarging p0, if needed, we can and will assume that πQ(Γ[qq0]) gets identified with
{1}⊕πQ/q0(Γ[q]) under the diagonal embedding of πQ(Γ) into πq0(Γ)⊕πQ/q0(Γ). Notice that πQ(A·A∩Γ[q0])
gets mapped to a subset of {1} ⊕ πQ/q0(Γ[q]) and so by (46) we get that
πQ(Γ[qq0]) ⊆
∏
2C0
πQ(A).
And we have qq0|Q and qq0 ≤ Q
εq1−ε0 ≤ Q
2ε for large enough Q (again depending on ε,Ω, p0, N). 
Next we show a reduction which works for any family of positive integers C′:
Lemma 35. To prove Theorem 23 for Q in a family of positive integers C′, it is enough to prove the bounded
generation claim for a subset A for which PQ(δ, A, l) and PQ(δ, ρ1(A), l) hold (where ρ1 : G → Gs is the
quotient map). That means for any 0 < ε ≪Ω 1 there are 0 < δ ≪Ω,ε 1 and positive integer C ≫Ω,ε 1 for
which the following holds:
(Restricted BG): PQ(δ, A, l) ∧PQ(δ, ρ1(A), l) implies πQ(Γ[q]) ⊆
∏
C πQ(A) for some q|Q such that
q ≤ Qε if Q ∈ C′ and Qε
OG(1) ≫Ω 1.
Proof. Suppose δ is a positive number and P
(l)
Ω (A) > Q
−δ for a symmetric set A and a positive integer
l > (1/δ) logQ. Since ker(ρ1) ∩ Γ = {1}, we have P
(l)
ρ1(Ω)
(ρ1(A)) > Q
−δ. Then by a similar argument as in
(33) (based on the Kesten bound (see Inequality (14))) we have
(47) |πQ(A)| > Q
η0 and |πQ(ρ1(A))| > Q
η0 ,
for small enough δ (depending only on Ω) and some positive number η0 := η0(Ω) which depends only on Ω.
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Fix a positive number δ0 := δ0(ε,Ω) and a positive integer C0 := C0(ε,Ω) for which the Restricted BG
holds. And let
IA := {i ∈ Z
+| |
∏
3i+1 πQ(A)| ≤ |
∏
3i πQ(A)|
1+δ0} and(48)
Iρ1(A) := {i ∈ Z
+| |
∏
3i+1 πQ(ρ1(A))| ≤ |
∏
3i πQ(ρ1(A))|
1+δ0}.(49)
Notice that |πQ(Γ)| ≤ Q
N0(G) and |πQ(ρ1(Γ))| ≤ Q
N0(G) for some positive integer N0 which depends only on
the dimension of G. Now let N1 := N1(δ0) be the smallest positive integer such that
(50) (1 + δ0)
N1η0 > N0.
So by Inequalities (47) and (50), the complements of IA and Iρ1(A) in Z
+ have at most N1 elements. Hence
there is a positive integer C1 ≤ 3
2N1+1 ≪Ω,ε 1 such that
|πQ(
∏
C1
ρ1(A)) · πQ(
∏
C1
ρ1(A)) · πQ(
∏
C1
ρ1(A))| ≤ |πQ(
∏
C1
ρ1(A))|
1+δ0 and
|πQ(
∏
C1
A) · πQ(
∏
C1
A) · πQ(
∏
C1
A)| ≤ |πQ(
∏
C1
A)|1+δ0 .
Therefore, if δ < δ0, then PQ(δ0,
∏
C1
A, l) and PQ(δ0,
∏
C1
(ρ1(A)), l) hold. Thus, by the Restricted BG
and the fact that C1C0 ≪Ω,ε 1, we are done. 
(Going back to the proof of Theorem 23 for CN :) Suppose p0 is a prime number such that p0 ≪Ω 1 and all the
claims of Lemmas 26-33 hold for all the primes p ≥ p0 (later we will assume p0 is large enough depending on
Ω to gain additional properties for πp(Γ) where p is a prime divisor of Q.). So by Lemma 34 we can assume
that all the prime factors of Q are at least p0. By Lemma 35 (for C
′ := C≥p0N ), without loss of generality we
can and will assume that PQ(δ, A, l) and PQ(δ, ρ1(A), l) hold.
Let Qs :=
∏
p|Q p (, and so Q|Q
N
s ). By [SGV12, Theorem 1], [SG, Lemma 31], and l >
N
δ logQs we have
that ∣∣∣∣P(l)πQs (Ω)(πQs(A)) − |πQs(A)||πQs(Γ)|
∣∣∣∣ ≤ 1|πQs(Γ)|
for small enough δ. And so we have
Qs
−Nδ ≤ Q−δ ≤ P
(l)
πQs (Ω)
(πQs(A)) ≤
|πQs(A)|+ 1
|πQs(Γ)|
,
which implies that |πQs(A)| ≥ |πQs(Γ)|Q
−ΘΩ,N (δ)
s . Since we assumed that the prime factors of Q are large
enough, we have that πQs(Γ) ≃
∏
p|Q πp(Γ). Writing Qs =
∏l
j=1 pj, to the product set
∏l
i=1 πpi(Γ) one can
associate a rooted tree with l levels. The root is considered to be the zero level. The vertices of the j-th
level are elements of
∏j
i=1 πpi(Γ), and each vertex is connected to its projection in the previous level. By a
regularity argument similar to the proof of [SG, Lemma 12] (see [BGS10, Lemma 5.2] or [Var12, Page 26]),
one can show that there are a set A′ ⊆ A and a sequence of integers {ki}
l
i=1 such that for any g ∈ A
′ and
for any 1 ≤ i ≤ l we have
|{x ∈ πpi(Γ)| ∃h ∈ A
′ : πp1···pi−1(h) = πp1···pi−1(g) and πpi(h) = x}| = ki,
and
|A′| =
l∏
i=1
ki ≥ (
l∏
i=1
2 log |πpi(Γ)|)
−1|A|.
By [SGV12, Corollary 14] and the main theorem of [LS74], πp(Γ) is a quasi-random group for large enough
p; that means the dimension of any non-trivial irreducible representation of πp(Γ) is at least |πp(Γ)|
ΘG(1)
(for p ≫Ω 1) (see also Proposition 18). So by a result of Gowers [Gow08] (see [NP11, Corollary 1]) there is
a positive number c0 depending on G such that for large enough p the following holds: if A,B,C ⊆ πp(Γ)
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and |A|, |B|, |C| ≥ |πp(Γ)|
1−c0 , then A ·B ·C = G. We assume that the prime factors of Q are large enough
so that 2 log |πpi(Γ)| < |πpi(Γ)|
c0ε. Hence
l∏
i=1
ki ≥ |πQs(Γ)|
1−ΘG(δ)−c0ε.
Let I := {i| ki < |πpi(Γ)|
1−c0}; then we have
|πQs(Γ)|/
∏
i∈I
|πpi(Γ)|
c0 ≥
l∏
i=1
ki ≥ |πQs(Γ)|
1−ΘG(δ)−c0ε,
and so ∏
i∈I
pi ≤ Q
ΘG(δ)+2ε
s ≤ Q
4ε
s ,
for small enough δ (depending on Ω, N and ε). Now by a similar argument as in [Var12, Page 26] (using
the mentioned result of Gowers) one can show that
(51) π∏
i6∈I pi
(A · A · A) = π∏
i6∈I pi
(Γ).
Let Q′s =
∏
i6∈I pi and q
′ = Qs/Q
′
s. By (51) there is a function f1 : πQ′s(Γ) → πq′N (Γ) such that
{(g, f1(g))| g ∈ πQ′s(Γ)} is contained in πQ′sq′N (
∏
3A). Thus there is a fiber of f1 with at least Q
1−ΘG,N (ε)
s -
many elements. Hence, as before by a regularization argument and another application of the mentioned Gow-
ers’s result (for ε ≪G,N 1), there is q
′′|Q′s and a function f2 : πQ′s/q′′ (Γ) → πq′′(Γ) such that q
′′ ≤ QΘG,N (ε)
and
{(g, f2(g), 1) ∈ πQ′s/q′′(Γ)× πq′′ (Γ)× πq′N (Γ)|g ∈ πQ′s/q′′(Γ)}
is contained in πQ′sq′N (
∏
OG(1)
A). Hence, for any g1, g2 ∈ πQ′s/q′′(Γ), we have
([g1, g2], 1, 1) = [(g1, f2(g1), 1), (g2, 1, f1(g2, 1))] ∈ πQ′sq′N (
∏
OG(1)
A).
Therefore by Lemma 32
πQ′sq′N (Γ[q
′N ]) ⊆ πQ′sq′N (
∏
QG(1)
A).
Let A′ be a subset of
∏
QG(1)
A such that πQ′sq′N (Γ[q
′N ]) = πQ′sq′N (A
′). Now we will go to the second level;
that means we will show that there are a positive integer C and q¯|Q′s such that q¯ ≤ Q
ΘG(ε) and πQ′s2(
∏
C A
′)
contains πQ′s2(Γ[q¯
2]).
Lemma 36. In the above setting, assume U is abelian. Then for any ε > 0 there are δ > 0 and a positive
integer C such that the following holds.
Assume A ⊆ Γ and a square-free integer Qs have the following properties:
(1) Qεs ≫Ω 1.
(2) The prime factors of Qs are sufficiently large (depending on Ω); in particular the assertions of
Lemma 29 hold, and πQ2s(Γ) ≃
∏
p|Qs
πp2(Γ).
(3) πQs(A) = πQs(Γ).
(4) For any prime factor p of Qs, let Vp ( g(fp) be a πp(Γ)-invariant under the adjoint action. And∏
p|Qs
Vp ⊆ πQ2s(A).
Then there are Q′s and {Mp}p|Q′s such that
(1) Q′s|Qs and Q
1−ε
s ≤ Q
′
s.
(2) For any p, we have Vp (Mp ⊆ g(fp), and Mp is πp(Γ)-invariant under the adjoint action.
(3)
∏
p|Q′s
Mp ⊕
∏
p|(Qs/Q′s)
{0} ⊆ πQs2(
∏
C A).
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Proof. Since Vp ⊆ g(fp), the map πp : πp2(Γ)→ πp(Γ) factors through πp2(Γ)/Vp. Let us abuse the notation
and still denote the induce homomorphism by πp : πp2(Γ)/Vp → πp(Γ). Let ψ : πQs(Γ)→ A ⊆ Γ be a section
of πQs , and ψp : πQs(Γ)→ πp2(Γ)/Vp be ψp(g) = πp2(ψ(g))Vp. As in the proof of [BV12, Proposition 3], let
us consider the following expectation with respect to the probability Haar measure:
E
 ∑
p|Qs, ψp(xy)=ψp(x)ψp(y)
log p
 =∑
p|Qs
log p · (Pπp(Γ) × Pπp(Γ))({(x, y)| ψp(xy) = ψp(x)ψp(y)})(52)
≤
∑
p|Qs
p−ΘG(1) log p ≤ log(Qεs),
where the first inequality is given by Lemma 30 and the second inequality holds for Qεs ≫G 1. Inequality (52)
implies that
E
log
 ∏
p|Qsψp(x)ψp(y)ψp(xy)−1 6=1
p
 ≥ log(Q1−εs ).
So there are x, y ∈ πQs(Γ) and Q
′
s|Qs such that Q
′
s ≥ Q
1−ε
s and for any prime p|Q
′
s we have zp :=
ψp(x)ψp(y)ψp(xy)
−1 6= 1. Hence there is a ∈
∏
3A such that for any p|Q
′
s we have that πp2(a) belongs
to g(fp) \ Vp where g(fp) is identified with πp2(Γ[p]). By our assumptions on G, πp(Γ) is generated by its p-
elements and g(fp) is a completely reducible πp(Γ)-module with no non-zero invariant vector (the latter holds
as G is perfect and its unipotent radical is abelian). Therefore by [SGV12, Corollary 31]
∑
OG(1)
πp(Γ) · zp
is the πp(Γ)-subspace Mp/Vp of g(fp)/Vp that is generated by zp.
In the group πQ2s(Γ)/
∏
p|Qs
Vp, for any γ ∈ Γ, we have
(53) πQ2s(γ)πQ2s (a)πQ2s(γ)
−1
∏
p|Qs
Vp
 = (πp(γ) · zp)p|Qs ∈ ∏
p|Qs
g(fp)/Vp.
Since πQs(A) = πQs(Γ) and a ∈
∏
3A, by (53) we have that πQ′2s (
∏
OG(1)
A)
(∏
p|Qs
Vp
)
(as a subset of
πQ2s(Γ)/
∏
p|Qs
Vp) contains∑
OG(1)
πQ′s(A) · (zp)p|Q′s =
∏
p|Q′s
∑
OG(1)
πp(Γ) · zp =
∏
p|Q′s
Mp/Vp.
(Here πQs2(Γ)/
∏
p|Qs
Vp is viewed as (πQ′s2(Γ)/
∏
p|Q′s
Vp)⊕ (π(Qs/Q′s)2(Γ)/
∏
p|Qs/Q′s
Vp).) And so∏
p|Q′s
Mp ⊆ πQ2s(
∏
OG(1)
A);
and the claim follows. 
(Going back to the proof of Theorem 23 for CN :) By Equation (51) and a repeated use of Lemma 36 (for
OG(1)-many times), we get that there is q|Qs such that q ≤ Q
ΘG(ε)
s (if Qεs ≫G 1) and
(54) πQs2(
∏
OG(1)
A) ⊇ πQs2(Γ[q
2]) =
∏
p|(Qs/q)
πp2(Γ)×
∏
p|q
{1}.
Let us recall that for large enough p (depending only on Ω) we have that, for any positive integer i, there
is a πp(Γ)-module isomorphism Ψ
pi+1
pi : Γ[p
i]/Γ[pi+1] → g(fp); and for any gi ∈ Γ[p
i] and gj ∈ Γ[p
j ] we have
[gi, gj ] := gigjg
−1
i g
−1
j ∈ Γ[p
i+j ] and
(55) Ψp
i+j+1
pi+j ([gi, gj]Γ[p
i+j+1]) = [Ψp
i+1
pi (giΓ[p
i+1]),Ψp
j+1
pj (gjΓ[p
j+1])],
32 ALIREZA SALEHI GOLSEFIDY
where the right hand side is the Lie bracket in g(fp). (These maps are called the truncated or finite logarithmic
maps. We refer the interested reader to [SG, Section 2.9] for a general and quick treatment of these maps
and their basic properties.) Equation (55) defines a graded Lie algebra structure on
Γ[p]/Γ[p2]⊕ Γ[p2]/Γ[p3]⊕ · · · ⊕ Γ[pN−1]/Γ[pN ]
and shows that it is isomorphic to the graded Lie algebra g(fp) ⊗ (tfp[t]/t
N fp[t]) where fp[t] is the ring of
polynomials in a single variable t, [xi⊗ t¯
i, xj ⊗ t¯
j] := [xi, xj ]⊗ t¯
i+j for any xi, xj ∈ g(fp), and t¯ := t+ t
N fp[t].
Since, for large enough p (depending only on Ω), g(fp) is a perfect Lie algebra, g(fp) ⊗ (tfp[t]/t
N fp[t]) is
generated by the degree one elements, that means g(fp)⊗ t¯. So by (54) and (55) we get that
(56) π(Qs/q)N (
∏
OG,N (1)
A) = π(Qs/q)N (Γ) =
∏
p|(Qs/q)
πpN (Γ).
Hence there is a function f1 : π(Qs/q)N (Γ) → πqN (Γ[q]) such that G(f1) := {(g, f1(g))|g ∈ π(Qs/q)N (Γ)} is
contained in πQNs (
∏
OG,N (1)
A). Let w(x1, x2) := x1x2x
−1
1 x
−1
2 and for any subset X of a group w(X) :=
{w(x1, x2)| x1, x2 ∈ X}. Then w(G(f1)) ⊆ π(Qs/q)N (Γ) × πqN (Γ[q
2]). And so by Lemma 33 we have that
there is a function f2 : π(Qs/q)N (Γ)→ πqN (Γ[q
2]) such that its graph G(f2) is contained in πQNs (
∏
OG,N (1)
A).
Repeating this argument logN times we get that πQNs (Γ[q
N ]) is contained in πQNs (
∏
OG,N (1)
A), which finishes
the proof of Theorem 23 for CN .
5. Super-approximation: the p-adic case.
To prove Theorem 1 for C := {pm| p ∈ Vf (Q), p ∤ q0,m ∈ Z
+}, by Section 3.2, it is enough to Prove Theorem
23 for C.
In this section, we work in the setting of Section 2.6. In addition, we assume that U is abelian. So we
assume that V is a vector Q-group, Gs is a connected, simply-connected, semisimple Q-group, there is a
Q-homomorphism G → GL(V) with no non-zero fixed vector, and G = Gs ⋉ V is the Zariski-closure of
Γ = 〈Ω〉. We also fix a Q-embedding G ⊆ (GLN0)Q.
By Lemma 35 (for C′ := C), we can and will assume that PQ(δ, A, l) and PQ(δ, ρ1(A), l) hold where ρ1 :
G→ Gs is the quotient map.
It is worth pointing out that Theorem 23 for semisimple groups and powers of primes is proved in [SG,
Theorem 36].
5.1. Escape from proper subgroups. In this section, we explore the pro-p structure of an open subgroup
of the p-adic closure Γp of Γ. The main goal is to escape proper subgroups of πQ(Γ) where Q = p
n is a power
of a prime p.
Proposition 37. In the above setting, there is a positive number δ (depending on Ω) such that for any
n≫Ω 1 and any proper subgroup H of πpn(Γ) we have
P
(l)
πpn(Ω)
(H) ≤ [πpn(Γ) : H ]
−δ,
for l ≥ nδ log p.
We start with a (well-known) lemma which gives us the Frattini subgroup of the congruence subgroups of
G(Zp), where (as before) G is the closure of G in (GLN0)ZS . This kind of result for semisimple groups and
large p goes back to Weisfeiler [Wei84].
Lemma 38. Let G be as above, and G := G(Zp). Suppose either p ≫G 1 or m0 ≫G 1. If H˜ is a closed
subgroup of G[pm0 ] and H˜G[pm0+1] = G[pm0 ], then H˜ = G[pm0 ]. And so the Frattini subgroup Φ(G[pm0 ]) =
G[pm0+1].
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Proof. By induction on k we prove that H˜G[pm0+k] = G[pm0 ]. The base of the induction is given by the
assumption. To get the induction step, it is enough to prove that (H˜∩G[pm0+k])G[pm0+k+1] = G[pm0+k]. Let
g := Lie(G)(Zp). By [SG, Lemma 34], we have Ψ
pm0+1
pm0 : G[p
m0 ]/G[pm0+1]→ g/pg is an isomorphism if either
p≫G 1 or m0 ≫G 1 (see [SG, Section 2.9] for the definition and properties of finite logarithmic map Ψ
pm0+1
pm0 ).
And so by the assumption, for any x ∈ g there is h ∈ H˜ such that πpm0+1(h) = πpm0+1(I + p
m0x). On the
other hand, ifm0 ≥ 2, then πp(((I+p
m0x′)p−I)/pm0+1) = πp(x
′). And so Ψp
m0+k+1
pm0+k
(πpm0+k+1(h
pk)) = πp(x).
Since, by [SG, Lemma 34], Ψp
m0+k+1
pm0+k
: G[pm0+k]/G[pm0+k+1] → g/pg is a bijection, we get the induction
step. Since H˜ is a closed subgroup, we have that H˜ = G[pm0 ]. 
The following lemma which is a module theoretic version of [SG05, Lemma 3.5] is proved next. It will be
needed in the following sections, too.
Lemma 39. Let R ⊆Mn0(Zp) be a Zp-subalgebra (not necessarily with the identity element). Suppose Q
n0
p
is a simple Qp[R]-module, where Qp[R] is the Qp-span of R. Then
sup
v∈Z
n0
p \pZ
n0
p
[Zn0p : Rv] <∞.
Proof. Suppose to the contrary that there is a sequence of unit vectors vi such that [Z
n0
p : Rvi] goes to
infinity as i goes to infinity. Since the set of unit vectors is a compact set, by passing to a subsequence we
can assume that limi→∞ vi = v where v is a unit vector. Since Q
n0
p is a simple Qp[R]-module, the Qp-span
of Rv is Qn0p . And so Rv is of finite-index in Z
n0
p . Therefore Rv contains p
k0Zn0p for some positive integer k0.
If i is large enough, v− vi ∈ p
k0+1Zp. So Rvi + p
k0+1Zn0p = Rv+ p
k0+1Zn0p ⊇ p
k0Zn0p . Since Rvi is complete
and the Frattini subgroup of pk0Zn0p is p
k0+1Zn0p , Rvi ⊇ p
k0Zn0p which is a contradiction. 
The following lemma roughly shows that an almost invariant subspace of Lie(Gs)(Qp) is close to an invariant
subspace.
Lemma 40. Let Gs ⊆ (GLN0)Q be (as before) a semisimple group. Let G := Gs(Qp) ∩GLN0(Zp)[p
k0 ] for a
fixed positive integer k0. Suppose m is large enough depending on the embedding of Gs in (GLN0)Q and k0.
Then the following holds:
Suppose W is a subspace of Lie(Gs)(Qp) such that πpm(W ∩ glN0(Zp)) is invariant under G. Then there is
a normal closed subgroup GW of Gs and a positive integer C which depends only on the embedding of Gs in
(GLN0)Q and k0 such that
(57) p2Cπpm−C (gW ) ⊆ p
Cπpm−C (W ∩ glN0(Zp)) ⊆ πpm−C (gW ),
where gW := Lie(GW )(Qp) ∩ glN0(Zp).
Proof. SinceGs is semisimple, it is the almost product ofQp-simple factorsGi. And so Lie(G) = ⊕i Lie(Gi)(Qp).
Let g := Lie(G)(Qp)∩ glN0(Zp) and gi := Lie(Gi)(Qp)∩ glN0(Zp). Then there is a positive number c1 which
depends only on the embedding of Gs in (GLN0)Q such that
(58)
⊕
i
gi ⊆ g ⊆
⊕
i
p−c1gi;
in particular, for any x ∈ Lie(G)(Qp), we have
(59) ‖x‖p ≤ max
i
‖xi‖p ≤ p
c1‖x‖p,
where x =
∑
i xi and xi ∈ Lie(Gi)(Qp).
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Let W := W ∩ glN0(Zp). For x ∈ W, let xi ∈ Lie(Gi)(Qp) be such that x =
∑
i xi. For any gj ∈
Gj(Qp) ∩ GLN0(Zp)[p
k0 ], Ad(gj) changes only the j-th component. So, using the assumption that πpm(W)
is invariant under Ad(gj), we get that
(60) Ad(gj)xj − xj ∈W+ p
mglN0(Zp).
Hence ajxj ⊆W+ p
mglN0(Zp) where aj is the Zp-span of {Ad(gj)− I| gj ∈ Gj(Qp) ∩GLN0(Zp)[p
k0 ]} (here
we restrict to the action on Lie(Gj), and consider aj as a subset of EndQp(LieGj(Qp))). Notice that aj is
an ideal of the Zp-span Rj of Ad(Gj(Qp) ∩ GLN0(Zp)[p
k0 ]). And Lie(Gj)(Qp) is a simple Qp[Rj ]-module,
where Qp[Rj ] is the Qp-span of Rj . Hence Qp[Rj ] is a simple Qp-algebra as it has a simple faithful module.
Therefore the Qp-span Qp[aj] of aj is Rj , and Lie(Gj)(Qp) is a simple Qp[aj]-module. Hence, by Lemma 38,
there is a positive integer c2 which depends only on k0 and the embedding of Gs in (GLN0)Q such that
(61)
⊕
j
pc2‖xj‖
−1gj ⊆
⊕
j
ajxj ⊆W+ p
mglN0(Zp).
Let IW := {j| ∃x ∈ W, ‖x‖p = 1 and ‖xj‖p ≥ 1, where x =
∑
i xi, and xi ∈ Lie(Gi)(Qp)}, GW be the
product of the simple factors Gi for i ∈ IW ; and so gW := (⊕i∈IW Lie(Gi)(Qp)) ∩ glN0(Zp).
We can and will assume that c2 ≥ c1, and we claim that (57) holds for C := c1 + c2 and gW . We start with
the first inclusion in (57).
For any j ∈ IW , there is x ∈ W such that its j-th simple component xj has norm at least 1. Therefore by
(61) we have pc2gj ⊆W+ p
mglN0(Zp). And so by (58) we have
(62) pc1+c2gW ⊆
⊕
j∈IW
pc2gj ⊆W+ p
mglN0(Zp).
To show the second inclusion in (57), we proceed by contradiction. So assume to the contrary that there is
x ∈ W such that pCπpm−C (x) 6∈ πpm−C (gW ). By (58) there are xj ∈ gj such that p
c1x =
∑
j xj . By (62),
there are x′ ∈W and e ∈ g such that
(63) pc2
∑
i∈IW
xi = x
′ + pme.
Hence
(64) x′′ := pc1+c2x− x′ =
∑
j 6∈IW
pc2xj + p
me =
∑
j 6∈IW
(pc2xj + p
mej) +
∑
j∈IW
pmej,
where e =
∑
i ei and ei ∈ Lie(Gi)(Qp), is contained in W. Since e ∈ g, we have ‖e‖p ≤ 1. Therefore, by
(59), we have
(65) ‖pmei‖p ≤ p
−m+c1 .
On the other hand, since pCπpm−C (x) 6∈ πpm−C (gW ) and p
Cx = pc2
∑
i∈IW
xi + p
c2
∑
i6∈IW
xi ∈ gW +
pc2
∑
i6∈IW
xi, we have ‖p
c2
∑
j 6∈IW
xj‖p > p
−m+C , which implies that there is j0 6∈ IW such that
(66) ‖pc2xj0‖p > p
−m+C .
So by the inequalities given in (65) and (66) we have
(67) ‖pc2xj0 + p
mej0‖ = max{‖p
c2xj0‖p, ‖p
mej0‖p} > p
−m+C .
Therefore
‖x′′‖p ≥ p
−c1‖pc2xj0 + p
mej0‖ (by (64) and (59))
> p−c1p−m+C = p−m+c2 ≥ p−m+c1 (by (67))
≥ ‖pmei‖p. (by (65))
So after normalizing x′′, we get a vector x ∈ W such that ‖x‖p = 1 and, for any i ∈ IW , ‖xi‖p < 1, where
x =
∑
i xi and xi ∈ Lie(Gi)(Qp). This is contrary to the definition of IW .
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
Lemma 41. As before let G = Gs ⋉ V ⊆ (GLN0)Q, where Gs is a semisimple connected simply-connected
Q-group and V is a Q-vector group. Let G := G(Qp)∩GLN0(Zp)[p
k0 ] for a fixed positive integer k0. Suppose
m is large enough depending on the embedding of G in (GLN0)Q and k0. Then the following holds:
Suppose W is a subspace of Lie(G)(Qp) such that the projection of W onto Lie(Gs)(Qp) is onto and πpm(W ∩
glN0(Zp)) is invariant under G. Then W = Lie(G)(Qp).
Proof. Without loss of generality we can and will assume that V is non-zero. Suppose Gs acts on V via
ρ : Gs → GL(V); that means for any g ∈ Gs(R) and v ∈ V(R) we have (g, 0)(1, v)(g, 0)
−1 := (1, ρ(g)(v))
in G(R) for any Q-algebra R. To get a clear computation of the adjoint action, we use the dual numbers
Qp[ε] := Qp ⊕ Qpε where ε
2 = 0 (this lemma is the only place where ε is not a real number, and it is an
element of the dual numbers.). Recall that we can identify Lie(G)(Qp) with
ker
(
Gs(Qp[ε])⋉V(Qp[ε])
πε−→ Gs(Qp)⋉Vp(Qp)
)
where πε is the group homomorphism induced by the ring homomorphism πε : Qp[ε] → Qp. Under this
identification the adjoint action is given by conjugation; that means, for x ∈ Lie(G)(Qp), we have 1 + εx ∈
G(Qp[ε]); and for g ∈ G(Qp), we have 1 + εAd(g)(x) = g(1 + εx)g
−1.
The identity element ofG = Gs⋉V is (1, 0). And so (x,w) ∈ Lie(G)(Qp) if and only if (1+εx, εw) ∈ G(Qp[ε]);
and to compute Ad(v)(x,w) we have to compute (1, v)(1 + εx, εw)(1, v)−1 in G(Qp[ε]). We have
(1, v)(1 + εx, εw)(1,−v) = (1, v)(1 + εx, 0)(1, εw − v)
= (1 + εx, ρ(1 − εx)(v)− v + εw) = (1 + εx, ε(dρ(x)(v) + w)),
which means Ad(1, v)(x,w) = (x, dρ(x)(v)+w). Notice that we are slightly abusing the notation and use the
addition for the group operation of V though it is realized as a subgroup of (GLN0)Q. By this computation,
for any (x,w) ∈W and v ∈ V(Qp) ∩GLN0(Zp), we have
pk0dρ(x)(v) := (0, pk0dρ(x)(v)) = Ad(pk0v)(x,w) − (x,w) ∈ (W ∩ glN0(Zp)) + p
mglN0(Zp).
Thus we have
pk0dρ
(
Lie(Gs)(Qp) ∩ glN0(Zp)
) (
V(Qp) ∩ glN0(Zp)
)
⊆ (W ∩ glN0(Zp)) + p
mglN0(Zp).
Since V is a completely reducible Gs module with no trivial factors, we have
dρ
(
Lie(Gs)(Qp) ∩ glN0(Zp)
) (
V(Qp) ∩ glN0(Zp)
)
⊇ pO(1)(V(Qp) ∩ glN0(Zp)),
where the implied constant depends on G and its embedding into (GLN0)Q. Therefore V(Qp) ⊆W ; and the
claim follows. 
The next lemma is crucial in proving the bounded generation claim and its proof is fairly involved. By the
strong-approximation, we know that the S-arithmetic group Γ0 := G(Q)∩GLN0(ZS), when infinite, is dense
in Gp := G(Qp) ∩ GLN0(Zp) for any prime p which is not in S (here G is as before a simply-connected,
connected, perfect Q-group.). And so for any open subgroup H˜ of Gp, Γ0 ∩ H˜ is dense in H˜ . The next
lemma shows that elements of Γ0 ∩ H˜ with the S-norm at most [Gp : H˜ ]
OΓ0 (1) are, however, trapped within
a proper algebraic subgroup of G.
Let ν∞ be the Archimedean place of Q, and S˜ := {ν∞} ∪ S. Notice that ZS can be diagonally embedded
in
∏
ν∈S˜ Qν as a discrete subgroup. Let ‖x‖ν∞ :=
√∑
i x
2
i for x = (x1, . . . , xN0) ∈ R
N0 , and ‖x‖p :=
max{|xi|p}i for x = (x1, . . . , xN0) ∈ Q
N0
p . For any (xν) ∈
∏
ν∈S˜ Q
N0
ν , let ‖(xν)‖S˜ := maxν∈S˜ ‖xν‖ν . For any
λ ∈ GLN0(ZS), we let ‖λ‖S be the operator norm of λ :
∏
S˜ Q
N0
ν →
∏
S˜ Q
N0
ν .
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Lemma 42. As before, let G = Gs ⋉V ⊆ (GLN0)Q, where Gs is a semisimple, connected, simply-connected
Q-group and V is a Q-vector group. Let G be the Zariski-closure of G in (GLN0)Z; in particular G(ZS) =
G(Q) ∩GLN0(ZS) for any finite set of primes S. Let S be a finite set of primes such that G(ZS) is infinite.
Suppose either p ≫G 1 or m0 ≫G 1. Let G := G(Zp). Then there is a positive number δ such that for any
prime p 6∈ S and an open subgroup H˜ of G[pm0 ] the set
Lδ(H˜) := {λ ∈ G(ZS) ∩ H˜| ‖λ‖S ≤ [G(Zp) : H˜ ]
δ}
is in a proper Zariski-closed subgroup of G.
Proof. Since GLN0(ZS) is a discrete set with respect to the S-norm, we can and will assume that [G(Zp) : H˜ ]
is large enough. Otherwise choosing δ small enough, we have that Lδ(H˜) is a subset of a finite subgroup and
we are done.
Suppose p or m0 are large enough so that Lemma 38 holds. Let G := G(Zp), g := Lie(G)(Zp), and
l(H˜) := min{k ∈ Z+| H˜ ⊇ G[pk]}.
Notice that, since H˜ is an open subgroup, l(H˜) is finite. By Lemma 38, for any m0 ≤ k ≤ l(H˜)− 1, we have
that (H˜ ∩G[pk])G[pk+1]/G[pk+1] is a proper fp-subspace of G[p
k]/G[pk+1] ≃ g/pg. Thus we have
(68) pl(H˜)−m0 ≤ [G[pm0 ] : H˜ ] ≤ pd(l(H˜)−m0),
where d = dimfp g/pg.
Our first goal is to find a linear separation of an Ad(H˜)-orbit with a good margin (see Claim 1) when l(H˜)
is large enough depending only on G. To achieve this goal, we start with finding primitive Zp-submodules of
g and gs := Lie(Gs)(Qp) ∩ g that are almost Ad(H˜)-invariant (see (71) and (80)).
Notice that, since V is a direct sum of non-trivial simple Gs-modules, for any prime p, G(Qp) = Gs(Qp) ⋉
V(Qp) is compactly generated. Hence, by a result of Kneser [Kne64], G(ZS) is a finitely generated group.
We fix a finite generating set Ω′ of G(ZS).
Claim 1. For any constant C0 > 1 (later it will depend on dimG), there is c(G) such that, if l(H˜)≫G,C0 1,
then for some w ∈ g and L ∈ g∗ := HomZp(g,Zp) the following holds
(1) for any h ∈ H˜ , |L(Ad(h)(w))|p ≤ [G(Zp) : H˜]
−c;
(2) for some γ ∈ Ω′, |L(Ad(γ)(w))|p ≥ [G(Zp) : H˜ ]
−c/C0.
Proof of Claim 1. Let
V := Ψp
l
pl′
((H˜ ∩G[pl
′
])G[pl]/G[pl]) ⊆ g/pl−l
′
g,
where l := l(H˜) and l′ := ⌈l/2⌉+m0 (Recall that Ψ
pl
pl′
(1+ pl
′
x) := πpl−l′ (x) is a finite logarithmic map.). So
there are a Zp-basis {e1, . . . , ed} of g and positive integers n1 ≤ · · · ≤ nd′ such that V = πpl−l′ (
∑d′
i=1 p
niZpei)
(for some d′ ≤ d). Since
0 = n0 ≤ n1 ≤ · · · ≤ nd′ ≤ ⌊l/2⌋ −m0 =: nd′+1,
there is i0 such that
(69) (1/2d)l −m0 − 1 < ni0 − ni0−1 ≤ (1/2)l−m0.
Let W1 :=
∑i0−1
i=1 p
niZpei ⊂ g (if i0 = 1, then W1 = 0). So
(70) Ad(H˜)(W1) ⊆W1 + p
ni0 g.
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Let W2 :=
∑i0−1
i=1 Zpei. Notice that W2 = W1 ∩ g where W1 =
∑i0−1
i=1 Qpei is the Qp-span of W1. Since
πpni0 (W1) is H˜-invariant, for any 1 ≤ i ≤ i0 − 1 and h ∈ H˜ we have
Ad(h)(pniei) =
i0−1∑
j=1
cjp
njej +
d∑
j=1
pni0 c′jej,
where cj , c
′
j ∈ Zp. Therefore
Ad(h)(ei) =
i0−1∑
j=1
(cjp
nj−ni + pni0−nic′j)ej +
d∑
j=i0
pni0−nic′jej .
Since g is H˜-invariant, we have cjp
nj−ni+pni0−nic′j ∈ Zp. Since nj is increasing, we have p
ni0−ni ≥ pni0−ni0−1
for any i < i0. Hence we have
(71) Ad(H˜)(W2) ⊆W2 + p
ni0−ni0−1g.
Next we would like to get some invariance in the semisimple part of g. We notice that Lie(G)(Qp) =
Lie(Gs)(Qp) ⊕ V(Qp) (we are identifying V with its Lie algebra.). For any x ∈ Lie(G)(Qp), we write its
components in the above decomposition by xs and xv; that means x = xs + xv where xs ∈ Lie(Gs)(Qp) and
Lie(V)(Qp). There is a positive integer d1 depending only on G such that
(72) ‖x‖p ≤ max{‖xs‖p, ‖xv‖p} ≤ p
d1‖x‖p and gs ⊕V ⊆ g ⊆ p
−d1(gs ⊕V),
where gs := Lie(Gs)(Qp)∩g and V := V(Qp)∩g. LetW2,s := {xs| x ∈W2} be the projection to Lie(Gs)(Qp)
of W2. And so, by (71) and the fact that V is a normal subgroup of G, we have
(73) Ad(H˜)(W2,s) ⊆W2,s + V(Qp) + p
ni0−ni0−1g.
By (72), pd1W2,s is a Zp-submodule of gs. Hence gs has a Zp-basis f1, . . . , fds such that
(74) W2,s =
d′s∑
i=1
pn
′
iZpfi
for some integers −d1 =: n
′
0 ≤ n
′
1 ≤ · · · ≤ n
′
d′s
< n′d′s+1 :=∞. Let j0 be the smallest index such that
(75) n′j0+1 − n
′
j0 ≥
ni0 − ni0−1 − d1
2ds
.
(Notice that, since n′0 := 0 and n
′
d′s+1
:=∞, there is such j0.) In particular, we have
(76) n′j0 <
ni0 − ni0−1 − d1
2
.
Let W3,s :=
∑j0
i=1 Zpfi. Notice that W3,s =W3,s ∩ gs where W3,s =
∑j0
i=1Qpfi. So by (73) and (72) for any
1 ≤ i ≤ j0 and h ∈ H˜ , we have
Ad(h)(pn
′
ifi) =
d′s∑
j=1
pn
′
jcj,sfj + p
ni0−ni0−1
ds∑
j=1
p−d1c′j,sfj + vi,
where cj,s, c
′
j,s ∈ Zp and vi ∈ V(Qp). Therefore
(77) (Ad(h)(fi))s =
d′s∑
j=1
(pn
′
j−n
′
icj,s + p
ni0−ni0−1−d1−n
′
ic′j,s)fj +
ds∑
j=d′s
pni0−ni0−1−d1−n
′
ic′j,sfj .
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Since, for any xs ∈ gs and h ∈ H˜, (Ad(h)(xs))s ∈ gs, we have p
n′j−n
′
icj,s + p
ni0−ni0−1−d1−n
′
ic′j,s ∈ Zp and
pni0−ni0−1−d1−n
′
ic′j,s ∈ Zp. By (76) we have
(78) ni0 − ni0−1 − d1 − n
′
i >
ni0 − ni0−1 − d1
2
.
By (75), for j ≥ j0 + 1 and i ≤ j0, we have
(79) n′j − n
′
i ≥
ni0 − ni0−1 − d1
2ds
.
By (77), (78), and (79), we get
(80) Ad(H˜)(W3,s) ⊆W3,s + V(Qp) + p
⌊(ni0−ni0−1−d1)/(2ds)⌋gs.
Having (71) and (80), we are ready to find the desired linear separation of an Ad(H˜)-orbit. We do this
considering various cases.
Case 1. Suppose
(81) Ad(G(ZS))(W3,s) 6⊆W3,s + V(Qp) + p
⌊(ni0−ni0−1−d1)/(4dsC0)⌋gs.
By (81), we have that there is λ ∈ Ω′ and 1 ≤ i ≤ j0 such that
(82) (Ad(λ)(fi))s 6∈W3,s + p
⌊(ni0−ni0−1−d1)/(4dsC0)⌋gs.
For 1 ≤ i ≤ j0, let f
∗
i : g→ Zp be a Zp-linear map such that
f∗i (fi) = p
d1 , f∗i (fj) = 0 for j 6= i, and f
∗
i (x) = f
∗
i (xs).
(Here xs is the Lie(Gs)(Qp)-component of x; and notice that because of (72) the image of f
∗
i is a subset of
Zp.) By (82), we have that there is j > j0 such that
(83) |f∗j (Ad(λ)(fi))|p > p
−⌊(ni0−ni0−1−d1)/(4dsC0)⌋.
And, by (80) and j > j0 ≥ i, for any h ∈ H˜, we have
(84) |f∗j (Ad(h)(fi)|p ≤ p
−⌊(ni0−ni0−1−d1)/(2ds)⌋.
So by (69), for l(H˜)≫G,C0 1, we get that (83) and (84) imply w := fi and L := f
∗
j satisfy the conditions of
Claim 1.
Case 2. Suppose Lie(Gs)(Qp) is the Qp-span W3,s of W3,s.
Let us recall that W1 is the Qp-span of W1. And W3,s is a subset of the projection of W1 to Lie(Gs)(Qp).
So by the assumption of Case 2, we have that the projection of W1 onto Lie(Gs)(Qp) is onto. Since W1 is
a proper subspace of Lie(G)(Qp), by Lemma 41 and the strong approximation there is c3 ≪G 1 such that
πpc3 (W1∩g) is not G(ZS)-invariant. Recall thatW2 =W1∩g =
∑i0
i=1 Zpei. So there is λ ∈ Ω
′ and 1 ≤ i ≤ i0
such that
(85) Ad(λ)(ei) 6∈W2 + p
c3g.
Let {e∗1, . . . , e
∗
d} be the dual of {e1, . . . , ed}. Then, by (85) we have that there is j ≥ i0 such that
(86) |e∗j (Ad(λ)(ei))|p > p
−c3 .
And by (71) and j ≥ i0 > i, for any h ∈ H˜ , we have
(87) |e∗j (Ad(h)(ei))|p ≤ p
−(ni0−ni0−1).
So by (69), for l(H˜)≫G,C0 1, we get that (86) and (87) imply w := ei and L := e
∗
j satisfy the conditions of
Claim 1.
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Case 3. Suppose
(88) Ad(G(ZS))(W3,s) ⊆W3,s + V(Qp) + p
⌊(ni0−ni0−1−d1)/(4dsC0)⌋gs,
and Lie(Gs)(Qp) is not the Qp-span W3,s of W3,s.
By the strong approximation, the projection Kp of the closure of G(ZS) to Gs(Qp) contains Gs(Qp) ∩
GLN0(Zp)[p
k0 ] where k0 depends only on G. So by Lemma 40 and (88), there are a positive integer c4, which
depends only on G, and a normal subgroup GW3,s of Gs such that
(89) p2c4πpm−c4 (gW3,s) ⊆ p
c4πpm−c4 (W3,s) ⊆ πpm−c4 (gW3,s),
where gW3,s := Lie(GW3,s)(Qp) ∩ g and m := ⌊(ni0 − ni0−1 − d1)/(4dsC0)⌋.
Since W3,s is a proper subspace of Lie(Gs)(Qp), by the first inclusion in (89) we have that GW3,s is a
proper normal subgroup of Gs. So at least one simple factor Gi′0 is missing in Lie(GW3,s)(Qp). Let gi′0 :=
Lie(Gi′0)(Qp) ∩ g. Then we have that gi′0 ∩ gW3,s = {0} and [gi′0 , gW3,s ] = {0}. Let x0 ∈ gi′0 be a unit vector.
Next we show that W3,s + Zpx0 + V(Qp) is almost Ad(H˜)-invariant.
Let h ∈ H˜ and suppose h ∈ G[pk] \G[pk+1] for some k < l′ := ⌈l/2⌉+m0. Then
log h ∈ (pkglN0(Zp) ∩ g) \ p
k+1glN0(Zp).
So
log hp
l′−k
= pl
′−k log h ∈ pl
′
glN0(Zp) ∩ log H˜.
Hence πpni0 (p
−k log h) ∈ πpni0 (W1). This implies that there is yh ∈W2,s such that
p−k log h ∈ yh + p
ni0 g+ V(Qp).
And so yh =
∑d′s
i=1 aip
n′ifi, for some ai ∈ Zp, which implies
(90) p−k log h ∈W3,s + p
min{ni0 ,n
′
i′0+1
}
g+ V(Qp).
By (75), we have
(91) min{ni0 , n
′
i′0+1
} ≥
ni0 − ni0−1 − d1
2ds
− d1 ≥ 2C0m− d1.
Hence by (90) and (91), we have
(92) p−k log h ∈W3,s + p
2C0m−d1g+ V(Qp).
By (89) and (92), we have
(93) pc4−k log h ∈ gW3,s + p
min{2C0m−d1,m−c4}g+ V(Qp).
By (93) and the fact that [gW3,s , x0] = {0}, we have
(94) ad(log h)(x0) ∈ p
min{2C0m−d1,m−c4}−c4g+ V(Qp).
Thus by m = ⌊(ni0 − ni0−1 − d1)/(4dsC0)⌋, (69), and (94), for l(H˜)≫G,C0 1 we have
(95) Ad(h)(x0) = exp(ad(log h))(x0) ∈ x0 + p
min{2C0m−d1,m−c4}−c4g+ V(Qp).
So by (80) and (95), we have
(96) Ad(H˜)(W3,s + Zpx0) ⊆W3,s + Zpx0 + p
min{2C0m−d1,m−c4}−c4g+ V(Qp).
On the other hand, looking at the action of G(ZS) on gi′0 , we can choose x0 ∈ gi′0 , L0 ∈ HomZp(gi′0 ,Zp), and
a positive integer c5 which depends only on G such that for some λ ∈ Ω
′ we have
(97) |L0((Ad(λ)(x0))s)|p ≥ p
−c5 , and L0(x0) = 0.
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Now let Lie(Gs)(Qp) = ⊕i Lie(Gs,i)(Qp) be the decomposition of Lie(Gs)(Qp) to its simple factors; and for
any x ∈ Lie(G)(Qp) let x = xv +
∑
i xs,i be the such that xv ∈ Lie(V)(Qp) and xs,i ∈ Lie(Gs,i)(Qp). Then
for some positive integer c6 which depends only on G we have
pc6‖x‖p ≥ max{‖xs,i‖p}i.
So there is a well-defined Zp-linear map L : g→ Zp, L(x) := L0(p
c6xs,i′0 ). We notice that
(98) |L(Ad(λ)(x0))|p ≥ p
−c5 , and L(W3,s + Zpx0) = 0.
And so by (96), for any h ∈ H˜ , we have
(99) |L(Ad(h)(x0))|p ≤ p
−min{2C0m−d1,m−c4}−c4 .
So by (69), for l(H˜)≫G,C0 1, we get that (98) and (99) imply w := x0 and L satisfy the conditions of Claim
1. 
Next we will show elements with small height in H˜ are in a proper quadratic subvariety. Let g := LieG. So
there are finitely many ZS-linear maps fi (for 1 ≤ i ≤ s0) viewed as regular functions on the affine scheme
(glN0)ZS of N0-by-N0 matrices such that for any (unital commutative) ZS-algebra R, we have
(100) g(R) = {x ∈ glN0(R)| ∀i, fi(x) = 0}.
Let us view glN0(R) as R
N20 , and write its elements as vectors. This way we write fi(x1, . . . , xN20 ) :=∑
j aijxj , where aij ∈ ZS . And consider the matrix A := [aij ] ∈Ms0×N20 (ZS). Since ZS is a PID, there are
γ1 ∈ GLs0(ZS), γ2 ∈ GLN20 (ZS), and positive integers r1|r2| · · · |rN20−d such that
(101) A = γ1
[
0 0
0 diag(r1, . . . , rN20−d)
]
γ2,
where diag(r1, . . . , rN20−d) is the diagonal matrix with diagonal entries ri’s (this is known as the Smith
normal form when the diagonal block is at the top left corner.). Let us view the rows of γ2 as a ZS-basis
{e∗1, . . . , e
∗
N20
} of the dual of Z
N20
S . And let {e1, . . . , eN20 } be the dual ZS-basis of Z
N20
S . So by (100) and (101),
for any ZS-algebra R with no additive torsion element, we have
(102) x ∈ g(R)⇐⇒ e∗d+1(x) = · · · = e
∗
N20
(x) = 0⇐⇒ x ∈
d⊕
i=1
Rei.
And so in this case we have
(103) g∗(R) := HomR(g(R), R) =
d⊕
i=1
Re∗i .
Claim 2. Suppose {e1, . . . , eN20 } is a ZS-basis of glN0(ZS) such that (102) and (103) hold for any ZS-algebra
R with no additive torsion element. For (w1, . . . , wd) ∈ R
d, (l1, . . . , ld) ∈ R
d, and g ∈ G(R), let
ηg(w1, . . . , wd; l1, . . . , ld) :=
∑
i,j
e∗i (Ad(g)(ej))liwj .
If δ is small enough, there is (w1, . . . , wd, l1, . . . , ld) ∈ Q
2d
(Q is the algebraic closure of Q) such that
(1) For any h ∈ Lδ(H˜) we have ηh(w1, . . . , wd; l1, . . . , ld) = 0,
(2) For some γ ∈ Ω′ we have ηγ(w1, . . . , wd; l1, . . . , ld) 6= 0.
Proof of Claim 2. By Claim 1, there are w ∈ g(Zp) and L ∈ g(Zp)
∗ such that for any h ∈ H˜ and some γ ∈ Ω′
we have
(104) |L(Ad(γ)(w))|p ≥ [G(Zp) : H˜ ]
−c/C0, and |L(Ad(h)(w))|p ≤ [G(Zp) : H˜]
−c,
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for some c which depends only on G and some large positive number C0 which will be specified later.
Suppose L(Ad(λ)(w))−1w =
∑d
i=1 xiei and L =
∑d
i=1 yie
∗
i ; and let x0 := (x1, . . . , xd) and y0 := (y1, . . . , yd).
Since g(Zp) = g = Lie(G)(Qp) ∩ glN0(Zp), it is a primitive Zp-submodule of glN0(Zp); and so
(105) ‖x0‖p = |L(Ad(h)(w))|
−1
p ‖w‖p ≤ [G(Zp) : H˜ ]
c/C0 .
And clearly ‖y0‖p ≤ 1. By (104) and the way x0 and y0 are defined, we get that for any h ∈ H˜ and some
γ ∈ Ω′ we have
(106) ηγ(x0,y0) = 1, and |ηh(x0,y0)| ≤ [G(Zp) : H˜ ]
−c(1−1/C0).
To prove the claim, we proceed by contradiction and use an effective version of Nullstellensatz theorem [BY91]
(or [MW, Theorem IV]).
Suppose the following has no solution over Q:
∀ h ∈ Lδ(H˜), ηh(x,y) = 0, ηγ(x,y) = 1,
where γ ∈ Ω′ is the one given in (106). Notice that the total degree of ηg is two for any g ∈ G(Zp); and the
S-norm of the coefficients of ηh for h ∈ Lδ(H˜) is at most [G(Zp) : H˜]
ΘΩ(δ). So by the effective Nullstellensatz,
there are polynomials qγ , qh ∈ ZS [T1, . . . , T2d] and D0 ∈ ZS such that
(107) qγ(x,y)(ηγ (x,y) − 1) +
∑
h∈Lδ(H˜)
qh(x,y)ηh(x,y) = D0, and
(108) deg qγ , deg qh ≤ N(d), and ‖D0‖S ≤ [G(Zp) : H˜]
ΘΩ(δ),
where h ∈ Lδ(H˜) and N(d) is a positive integer which depends only on d := dimG. So by (108), (105), and
the fact that y0 ∈ Z
d
p, we have
(109) |qh(x0,y0)|p ≤ [G(Zp) : H˜ ]
N(d)c/C0.
Hence by (109) and (106), for any h ∈ Lδ(H˜) we have
(110) |qh(x0,y0)ηh(x0,y0)|p ≤ [G(Zp) : H˜]
−c
(
1−N(d)+1
C0
)
.
Now suppose C0 = 2N(d) + 2; so by (106), (107), and (110), we have
(111) |D0|p =
∣∣∣∣∣∣qγ(x0,y0)(ηγ(x0,y0)− 1) +
∑
h∈Lδ(H˜)
qh(x0,y0)ηh(x0,y0)
∣∣∣∣∣∣
p
≤ [G(Zp) : H˜ ]
−c/2.
Hence by (108) and (111) we get
[G(Zp) : H˜ ]
c/2 ≤ ‖D0‖S ≤ [G(Zp) : H˜ ]
ΘΩ(δ),
which gives us a contradiction for δ ≪Ω 1. 
(Going back to the proof of Lemma 42.) For a given (w, l) ∈ Q
d
×Q
d
, let
Vw,l(Q) := {g ∈ G(Q)| ηg(w, l) = 0}.
Then Vw,l gives us a closed subvariety of G. And since it is coming from an intersection of a hyperplane in
glN0(Q) and G(Q), both its number of irreducible components and their degrees are bounded by a positive
integer N1 := N1(G) which depends only on G.
Hence by [EMO05, Proposition 3.2] and its proof, there is a positive integer N2 := N2(G) such that for any
subset A of G(Q) which generates a Zariski-dense subgroup of G(Q) we have
(112)
∏
N2
A 6⊆ Vw,l(Q),
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for any (w, l) ∈ Q
d
× Q
d
. By Claim 2, if δ ≪G 1, there is (w, l) ∈ Q
d
× Q
d
such that LN2δ(H˜) ⊆ Vw,l(Q).
And so
(113)
∏
N2
Lδ(H˜) ⊆ LN2δ(H˜) ⊆ Vw,l(Q).
Therefore by (112) and (113) we have that Lδ(H˜) does not generate a Zariski-dense subgroup of G(Q);
proving Lemma. 
Proof of Proposition 37. By Nori’s strong approximation [Nor89, Theorem 5.4] we know that [G(Zp) : Γ]≪Γ
1, where Γ is the closure of Γ in G(Zp). For a proper subgroupH of πpn(Γ), let H˜ := {h ∈ G(Zp)| πpn(h) ∈ H}.
So by Lemma 42 we have that Lδ1(H˜) is in a proper algebraic subgroup H of G for small enough δ1. So by
Proposition 14 we have that
(114) P(l)({γ ∈ Γ| πpn(γ) ∈ H}) ≤ e
−δ0l
if 1≪ l≪ δ1 log[πpn(Γ) : H ] where δ0 is given by Proposition 14 and δ1 is given by Lemma 42.
If for some l ≥ nδ log p we have P
(l)
πpn(Ω)
(H) ≥ [πpn(Γ) : H ]
−δ, then by [BG09, Remark, page 1060] (see [SG,
Lemma 8]) for any l′ ≤ nδ log p we have P
(2l′)
πpn(Ω)
(H) ≥ [πpn(Γ) : H ]
−2δ. This contradicts (114) if δ is small
enough. 
5.2. Getting a large ideal by adding/subtracting a congruence subgroup boundedly many times.
The main goal of this section is to prove Proposition 43. At the end we also provide a few lemmas that are
needed for using Proposition 43 in the context of modules. The results of this section rely on properties of
p-adic analytic maps that are proved in the appendix.
Proposition 43. Let Gs ⊆ (GLN0)Q be a semisimple Q-subgroup. Let ρ : Gs → GL(V) be a Q-homomorphism,
where V is a Q-vector group. Suppose no non-zero vector of V(Q) is ρ(Gs(Q))-invariant. For a prime p, let
P [pl] := {g ∈ Gs(Qp) ∩GLN0(Zp)| πpl(g) = 1}. Then for l≫Gs,ρ 1 we have∑
ΘGs,ρ(1)
ρ(P [pl])−
∑
ΘGs,ρ(1)
ρ(P [pl]) ⊇ pΘGs,ρ(l)Zp[ρ(P [1])].
(Notice that the implied constants are independent of p.)
Let us point out that the same proof gives us also the local version of Proposition 43.
Proposition 43′. Let Gs ⊆ (GLN0)Q be a semisimple Qp-subgroup. Let ρ : Gs → GL(V) be a Qp-
homomorphism, where V is a Qp-vector group. Let P [p
l] := {g ∈ Gs(Qp) ∩GLN0(Zp)| πpl(g) = 1}. Suppose
that V(Qp) has no non-zero Gs(Qp) fixed vector. Then for l ≫Gs,ρ 1 we have∑
ΘGs,ρ(1)
ρ(P [pl])−
∑
ΘGs,ρ(1)
ρ(P [pl]) ⊇ pΘGs,ρ(l)Zp[ρ(P ))].
Lemma 44. Let K be a field (only in this Lemma), and G be a subgroup of GLN0(K). Suppose V := K
N0
is a completely reducible G-module, and V has no non-zero G-fixed vector. Then there is no a ∈ MN0(K)
such that Tr(ag) = 1 for any g ∈ G.
Proof. Suppose to the contrary that there is such a ∈ MN0(K). Let A := K[G] be the K-span of G. Since
A has a faithful semisimple finite dimensional A-module, A is a semisimple K-algebra. Let
a := 〈g − 1| g ∈ G〉
be the ideal generated by G − 1 in A. Since Tr(ag) = 1 for any g ∈ G, we have that Tr(ax) = 0 for any
x ∈ a. Thus a is a proper ideal. On the other hand, since A is semisimple, by the idempotent decomposition
there are α1, α2 ∈ A such that
(1) α2i = αi,
(2) α1 + α2 = 1,
(3) a = Aα1.
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Since a is a proper ideal, α1 6= 1. And so there is a non-zero vector v ∈ V in the kernel of α1, which implies
that av = Aα1v = 0. Therefore for any g ∈ G we have gv = v which contradicts the assumption that V does
not have a non-zero G-fixed point. 
Proof of Proposition 43. Since Gs is a semisimple group, V(Qp) is a completely reducible Qp[ρ(Gs(Qp))]-
module, for any prime p. AsGs(Qp) is Zariski-dense inGs(Qp), we have thatQp[ρ(Gs(Qp))] = Qp[ρ(Gs(Qp))].
Therefore Qp[ρ(Gs(Qp))] has a faithful completely reducible module, which implies that Qp[ρ(Gs(Qp))] is a
semisimple algebra. Hence the nilradical of Qp[ρ(Gs(Qp))] is zero, too. Thus Qp[ρ(Gs(Qp))] is a semisimple
algebra and V(Qp) is a completely reducible Qp[ρ(Gs(Qp))]-module.
Next we show that V(Qp) does not have a non-zero Gs(Qp)-invariant vector. If not, V(Qp)
Gs(Q) := {v ∈
V(Qp)| ρ(Gs(Q))(v) = v} is non-zero. For v0 ∈ V(Qp)
Gs(Q) we have v0 =
∑
i aivi where ai ∈ Qp are Q-
linearly independent and vi ∈ V(Q). Since ρ is defined over Q, for g ∈ Gs(Q) we have ρ(g)(vi) ∈ V(Q) for
any i. Hence ρ(g)(v0) = v0 implies that for any i we have ρ(g)(vi) = vi. Since Gs(Q) is Zariski-dense in Gs,
we get that ρ(Gs(Q))(vi), which is a contradiction.
Hence Lemma 44 implies that the constant function 1 does not belong to the linear span of the analytic
functions ρij where ρij are the entries of ρ : Gs(Qp)→ GL(V(Qp)) with respect to a Qp-basis of V(Qp). So
we get the desired result by Corollary 50. 
Next we prove a corollary of Lemma 39.
Corollary 45. Let R ⊆Mn0(Zp) be a Zp-subalgebra. Let
0 =Wk0+1 ⊆Wk0 ⊆ . . . ⊆W1 = Q
n0
p
be a composition series of Qn0p as an Qp[R]-module, where Qp[R] is the Qp-span of R. Suppose vi ∈ Mi :=
Wi ∩ Z
n0
p and ‖vi‖ := inf{‖vi + w‖p| w ∈ Wi+1} ≥ q
−1, where q is a power of p. Then
k0∑
i=1
Rvi ⊇ q
ΘR,{Wj}(1)Zn0p .
Proof. For any 1 ≤ i ≤ k0, we get a ring homomorphism from R to EndQp(Wi/Wi+1). Let Ri be its image.
Notice thatMi/Mi+1 can be embedded intoWi/Wi+1 and for any v ∈Mi we have Ri(v+Mi+1) = Rv+Mi+1.
So by Lemma 39 for the ring Ri we have that,
qΘR,Wi (1)Mi ⊆ Rvi +Mi+1 ⊆Mi.
By induction on i one can easily see that, for any 1 ≤ i ≤ k0, we have
qΘR,{Wj}(1)Zn0p = q
ΘR,{Wj}(1)M1 ⊆
i∑
j=1
Rvj +Mi+1.

Lemma 46. Let R ⊆Mn0(ZS) be a ZS-subalgebra. Assume the Q-span Q[R] of R is a semisimple algebra.
Suppose p is a large prime number (depending on R), and W is a composition factor of Qn0p ; that means
there are two Qp[R]-submodules W1 ⊆ W2 such that W = W2/W1 is a simple Qp[R]-module. Then for any
v ∈ WZp := (W2 ∩ Z
n0
p ) +W1/W1 we have Zp[R]v =WZp if v 6∈ pWZp .
Proof. By Wedderburn theorem and Artin-Brauer-Noether theorem, for large enough p we have that
(1) Qp[R] ≃
⊕
iMni(Ki) where Ki are finite extensions of Qp,
(2) under the above identification Zp[R] gets identified with
⊕
iMni(OKi),
(3) under the above identification Zn0p naturally gets identified with
⊕
iO
ni
Ki
.
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HenceWZp is isomorphic to O
ni
Ki
where Zp[R] acts viaMni(OKi). It is clear that for any unit vector v ∈ O
ni
Ki
we have Mni(OKi)v = O
ni
Ki
. 
Corollary 47. Let R ⊆Mn0(ZS) be a ZS-subalgebra. Assume the Q-span Q[R] of R is a semisimple algebra.
Let
0 =Wk0+1 ⊆Wk0 ⊆ . . . ⊆W1 = Q
n0
p
be a composition series of Qn0p as an Qp[R]-module, where Qp[R] is the Qp-span of R. Suppose vi ∈ Mi :=
Wi ∩ Z
n0
p and ‖vi‖ := inf{‖vi + w‖p| w ∈ Wi+1} = 1. Then, for large enough p, we have
Zn0p =
k0∑
i=1
Rvi.
Proof. It is a direct corollary of Lemma 46. 
5.3. Getting a p-adically large vector in a submodule in boundedly many steps. The main goal of
this short section is proving a key lemma (Lemma 48). Using this Lemma, we will be able to get a Qp-basis
of V(Qp) consisting of large vectors in boundedly many steps.
Lemma 48. Let Ω, Γ and G be as above. In particular, G = Gs ⋉ V where Gs is a semisimple Qp-
group and V is a Qp-vector group; and for some non-negative integer kp ≪Ω 1 (which is zero for large
enough p) Qp[p
kp ] = Kp ⋉ Vp where Qp is the closure of Γ in G(Qp), Qp[p
kp ] := Qp ∩ GLN0(Zp)[p
kp ],
Kp := Gs(Qp) ∩GLN0(Zp)[p
kp ], and Vp := V(Qp) ∩GLN0(Zp)[p
kp ] (see Section 2.6).
Let V′ ⊆ V be a non-zero Qp-subgroup which is Gs-invariant. For any 0 < ε≪Ω,V′ 1, there are δ > 0 and a
positive integer C such that the following holds:
Suppose p is a prime number, Q = pn, and nε≫Ω,V′ 1.
If PQ(δ, A, l) holds and πQ(Γ[q2]) ⊆ πQ(
∏
C A)πQ(Vp ∩ V
′(Qp)) where q2 = p
n2 and n2 ≤ ε
2n, then
(115) {v ∈ V′(Qp)| ‖v‖p > Q
ε, πQ(v) ∈ πQ(
∏
4C A)}
is non-empty.
Proof. Since V′ is Gs-invariant and it commutes with V, V
′ is a normal subgroup of G. On the other
hand, GLN0(Zp)[p
kp ] is a normal subgroup of GLN0(Zp) and Qp ⊆ GLN0(Zp); and so Vp ∩ V
′(Qp) =
V′(Qp) ∩GLN0(Zp)[p
kp ] is a normal subgroup of Qp. Let ηq1 : πq1(Qp)→ πq1 (Qp)/πq1(Vp ∩ V
′(Qp)) be the
projection map where q1 = p
n1 and n1 = ⌊εn⌋. So by the assumption there is a section
s : ηq1(πQ(Qp[q2]))→ πq1(Qp)
such that the image of s is a subset of πq1(
∏
C A) (by section we mean ηq1(s(x)) = x). Notice that
ηq1(s(x
−1
1 x2)
−1s(x1)s(x
−1
2 )) = ηq1(s(x
−1
1 x2))
−1ηq1(s(x1))ηq1 (s(x
−1
2 )) = (x
−1
1 x2)
−1(x1)(x
−1
2 ) = 1.
Hence s(x−11 x2)
−1s(x1)s(x
−1
2 ) ∈ πq1(
∏
3C A) ∩ πq1(Vp ∩ V
′(Qp)). Now if we assume to the contrary that
the set in (115) is empty, then we get that πq1(
∏
3C A) ∩ πq1(Vp ∩ V
′(Qp)) = {1}. And so s is a group
homomorphism. So H := Im(s) is a subgroup of πq1(Qp), and [πq1(Qp) : H ] ≥ |πq1(Vp ∩V
′(Qp))| ≥ p
ΘV′(nε).
By Proposition 37 we have that
(116) P
(2l)
πq1(Ω)
(H) ≤ [πq1 (Γ) : H ]
−ΘΩ(1) ≤ p−ΘΩ,V′(nε).
On the other hand, if x ∈ πq1(
∏
2C A) ∩ πq1(Γ[q2]), then
x−1s(ηq1 (x))) ∈ πq1(
∏
4C A) ∩ πq1 (Vp ∩ V
′(Qp)).
So by the contrary assumption we have that x ∈ H , which means
(117) πq1(
∏
2C A) ∩ πq1 (Γ[q2]) ⊆ H.
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By the assumption we have P
(l)
Ω (A) > Q
−δ (where δ is small positive number to be determined later). So
P
(l)
Ω (A ∩ π
−1
q2 (x
′)) > Q−δ|πq2(Γ)|
−1 = p−ΘΩ(nε
2) = p−n(δ+ΘΩ(ε
2)),
for some x′ ∈ πq2(Γ). Hence P
(2l)(A · A ∩ Γ[q2]) > p
−nΘΩ(ε
2) for small enough δ. Therefore by (117) and
(116) we have
−nΘΩ(ε
2) < −nΘΩ,V′(ε),
which is a contradiction if 0 < ε≪Ω,V′ 1. 
5.4. Proof of super-approximation: the p-adic case. Let us recall that G = Gs ⋉ V where Gs is a
semisimple Qp-group and V is a Qp-vector group; let ρ : Gs → GL(V) be the Qp-representation which
gives us the action of Gs on V. Let us recall that, since G is perfect, no non-zero vector of V(Qp) is
ρ(Gs(Qp))-invariant. Let Vi be Qp-subgroups of V such that
(1) Vi(Qp) are irreducible Gs(Qp)-modules.
(2) V = ⊕k0i=1Vi.
Let P [pk] := {g ∈ Gs(Qp)| ‖g − 1‖p ≤ p
−k} for any non-negative integer k.
Inductively we do the following simultaneously:
(1) construct a permutation σ : {1, . . . , k0} → {1, . . . , k0},
(2) find vectors vj ∈ Wj :=
⊕
i∈{1,...,k0}\{σ(1),...,σ(j−1)}
Vσ(i)(Qp),
such that the following holds:
(1) for small enough δ, large enough C (depending on ε, Ω, and Vi) and any 1 ≤ j ≤ k0 we have
(118) πQ
(
Γ[pn(ε
ΘG(1))]
)
⊆ πQ(
∏
Θ(C)A)πQ(Vp ∩Wj);
(2) vj ∈Wj ;
(3) v1, . . . , vj generate W1/Wj+1 as a Gs(Qp)-module, where vi is the projection of vi.
(4) logp ‖vj‖p ≫ nε
ΘG(1);
(5)
∑j
i=1
(∑
ΘG(1)
ρ(P [pn(ε
ΘG(1))])(vi)−
∑
ΘG(1)
ρ(P [pn(ε
ΘG(1))])(vi)
)
+Wj+1 ⊇ p
n(εΘG(1))Vp.
By [SG, Theorem 36], if δ is small enough and C is large enough, (118) holds for j = 1. Now we suppose
(118) holds for 1 ≤ j ≤ j0 and we have already found v1, . . . , vj0−1 as desired. We will define σ(j0) and find
vj0 so that the above properties hold.
Since (118) holds for j = j0, by Lemma 48 there is vj0 ∈ Wj0 such that
(119) logp ‖vj0‖p ≫ nε
ΘG(1), and πQ(vj0 ) ∈ πQ(
∏
Θ(C)A).
Since logp ‖vj0‖p ≫ nε
ΘG(1), the projection vj0 of vj0 to Vσ(j0) for some
σ(j0) ∈ {1, . . . , k0} \ {σ(1), . . . , σ(j0 − 1)}
has length at least ΘVi(p
Θ(nεΘG(1))). Now by Proposition 43, and Corollaries 45 and 47 one gets all the
mentioned properties except the first one.
By [SG, Theorem 36] we have that for small enough δ and large enough C
(120) πQ(P [p
nεΘ(1) ]) ⊆ πQ(
∏
C A)πQ(Vp).
To simplify our notation let us drop the constant power of ε in the rest of the argument. Hence by (119) we
have
(121) πQ(p
nεVp) ⊆ πQ(
∏
Θ(C)A)πQ(Vp ∩Wj).
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For any g1, g2 ∈ P [p
nε] and v1, v2 ∈ Vp, we have
[(g1, v1), (g2, v2)] ∈ P [p
2nε]⋉ (pnεVp).
Hence by (120) and (121) we have
(122) πQ({[g1, g2]| g1, g2 ∈ P [p
nε]}) ⊆ πQ(
∏
Θ(C)A)πQ(Vp ∩Wj).
Let X := {[g1, g2]| g1, g2 ∈ P [p
nε]}. Using properties of the finite logarithmic maps (see [SG, Lemma 34]),
we have
(
∏
dimGs
X ∩ P [pknε+Θ(1)])P [p2knε] = P [pknε+Θ(1)],
for any integer k ≥ 2. Therefore πQ(
∏
Θ(− log ε)X) ⊇ πQ(P [p
nΘ(ε)]). Hence
(123) πQ(P [p
nΘ(ε)]) ⊆ πQ(
∏
Θ(C)A)πQ(Vp ∩Wj).
And so by (121) and (123) we have
πQ(Γ[p
nΘ(ε)]) ⊆ πQ(
∏
Θ(C)A)πQ(Vp ∩Wj),
which finishes the proof.
6. Appendix A: quantitative open image for p-adic analytic maps.
The main goal of this appendix is to prove that one can get a large open set by adding the image of an
analytic function in controlled number of times (see Proposition 49).
Proposition 49. Let K be a characteristic zero non-Archimedean local field. Let O := OK be its ring
of integers, and p be a uniformizing element. Let U ⊆ Kn0 be a neighborhood of the origin, and F :=
(f1, . . . , fd0) : U → K
d0 be an analytic function. Suppose the constant function 1 is not in the K-span of fi.
Then for any l ≫F 1 we have∑
ΘF (1)
F (plOn0)−
∑
ΘF (1)
F (plOn0) ⊇ (K-span of F (U)) ∩ pΘF (l)Od0 .
In fact, we prove the following refinement of Proposition 49. In Proposition 49′, we pinpoint how the implied
constants depend on the given analytic functions (with a few extra technical assumptions). This type of
control helps us to prove Corollary 50. Corollary 50 is the only result in the appendix that is needed in the
main part of the article. In Corollary 50, we deal with polynomial maps that are defined over a number
field, and prove that their images in all the non-Archimedean completions are uniformly large.
Proposition 49′. Let K be a characteristic zero non-Archimedean local field. Let O := OK be its ring of
integers, and p be a uniformizing element. Let F := (f1, . . . , fd0) : O
n0 → Od0 be an analytic function of the
form
F (x) =
∑
i
(ci,1x
i, . . . , ci,d0x
i),
where i = (i1, . . . , in0) ranges over multi-indexes non-negative integers and x
i = xi11 · · ·x
in0
n0 . Suppose
(1) |ci,j |p ≤ 1 for any i = (i1, . . . , im) and any 1 ≤ j ≤ d0,
(2) L : Kd
′
0 → Kd0 is a linear embedding such that F (x) = L(fj1(x), . . . , fjd′0
(x)) for some indexes
1 ≤ ju ≤ d0,
(3) | det(cii,ju)1≤i,u≤d′0 |p = |p
k0 |p for some multi-indexes i1, . . . , id′0 whose coordinates add up to a number
at most m0 and some indexes j1, . . . , jd′0 .
Then for any l ≫d′0,n0,m0,k0,‖L‖p 1 we have∑
Θ(1) F (p
lOn0)−
∑
Θ(1) F (p
lOn0) ⊇ (K-span of F (U)) ∩ pΘ(l)Od0 ,
where all the implied constants depend on d0, n0,m0 and k0.
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Corollary 50. Let κ be a number field. Let f1, . . . , fd0 ∈ κ[x1, . . . , xn0 ]. Suppose 1, f1, . . . , fd0 are linearly
independent where 1 is the constant polynomial one. Let F := (f1, . . . , fd0). Then for any l ≫F 1 and any
p ∈ Vf (κ) we have∑
ΘF (1)
F (plOn0p )−
∑
ΘF (1)
F (plOn0p ) ⊇ (κp-span of F (Op)) ∩ p
ΘF (l)Od0p ,
where κp is the completion of κ with respect to the finite place p ∈ Vf (κ), Op is the ring of integers of κp,
and p also shows a uniformizing element of Op.
Let us recall the needed notation from p-adic analysis. If U is an open subset of K, then ∇kU :=
{(x1, . . . , xk) ∈ U × · · · × U | xi 6= xj if i 6= j}. If f : U → K, then Φ
kf : ∇k+1U → K is defined
recursively
Φkf(x1, . . . , xk) :=
Φk−1f(x1, x3, . . . , xk)− Φ
k−1f(x2, . . . , xk)
x1 − x2
,
and Φ0f = f . If f is an analytic function, then Φnf can be uniquely extended to a continuous function
Φ
n
f : Un+1 → K for any n and f (i)(a) = i!Φ
i
f(a, . . . , a). Similarly for open subsets Ui ⊆ K and a (multi-
variable) function f : U1 × · · · × Um → K we can define the kth order difference quotient Φ
k
i f of f with
respect to the ith variable. And then for a multi-index i := (i1, . . . , im) we set
Φif : ∇
i1+1U1 × · · · × ∇
im+1Um → K, Φif := Φ
i1
1 ◦ Φ
i2
2 ◦ · · · ◦ Φ
im
m f.
If f is analytic, then Φif can be uniquely extended to a continuous function Φif : U
i1+1
1 ×· · ·×U
im+1
m → K,
and
∂if(a1, . . . , am) = i!Φif(θi(a1, . . . , am)),
where i! := i1!i2! · · · im! and
θi(a1, . . . , am) := (a1, . . . , a1︸ ︷︷ ︸
i1+1−times
, a2, . . . , a2︸ ︷︷ ︸
i2+1−times
, . . . , am, . . . , am︸ ︷︷ ︸
im+1−times
).
Let U := U1 × · · · × Um ⊆ K
m be an open subset, fi : U → K be analytic functions, and F := (f1, . . . , fd) :
U → Kd (in computations, it is considered as a d-by-1 column matrix). Then dF (x) is a d-by-m matrix
dF (x) := [∂jfi(x)].
For any 1 ≤ i, j ≤ m, let Φei+ejF (•) be the column vector whose kth entry is Φei+ejfk(•). In the above
setting, by Taylor expansion we have
(124) F (x0 + x) = F (x0) + dF (x0)x+R2F (x0 + x,x0),
where R2F (x0+x,x0) is of the form
∑
i,j xixjΦei+ejF (•) (the entries are the entries of either x0+x or x0)
and x = (x1, . . . , xm).
For a d-by-m matrix X = [v1 · · ·vm] with entries in K, let
N(X) := max
1≤i1≤···≤id≤m
| det[vi1 · · ·vid ]|.
Let {ei}i be the standard basis of K
n; and for any I := {i1 < i2 < · · · < im} ⊆ {1, . . . , n}, let eI :=
ei1 ∧ . . . ∧ eim . It is well-known that {eI}I⊆{1,...,n}, |I|=m is a basis of
∧m
(Kn). For any
x =
∑
I⊆{1,...,n}, |I|=m
xIeI ∈
∧m(Kn), we let ‖x‖ := max{|xI || I ⊆ {1, . . . , n}, |I| = m}.
Lemma 51. (1) If w1, . . . ,wd are the rows of X ∈Md,m(K), then N(X) = ‖w1∧· · ·∧wd‖; in particular
N(X) = 0 if rank(X) < d.
(2) If X ∈ Md,m(O) and N(X) ≥ |p
k0 |, then for any positive integer l and y ∈ pl+k0Od there is
x ∈ plOm such that Xx = y.
(3) For any 1 ≤ i ≤ m and vectors vj we have
N [v1 · · ·vi(vi+1 − vi) · · · (vm − vi)] ≤ (d+ 1)N [v1 · · ·vm].
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Proof. The first part is clear. Now suppose that N(X) ≥ |pk0 |; then there are d columns vi1 , . . . ,vid such
that | det[vi1 · · ·vid ]| ≥ |p
k0 |. LetXI = [vi1 · · ·vid ]. ThenXIadj(XI)y = det(XI)y, and so there is x
′ ∈ plOd
such that XIx
′ = y. Therefore there is x ∈ plOm such that Xx = y.
For the third part, we get an upper-bound for the determinant of a d-by-d submatrix:
| det[vi1 · · ·vij (vij+1 − v) · · · (vid − v)]| = ‖vi1 ∧ · · · ∧ vij ∧ (vij+1 − v) ∧ · · · ∧ (vid − v)‖
= ‖vi1 ∧ · · · ∧ vid −
d∑
k=j+1
vij+1 ∧ · · · ∧ vik−1 ∧ v ∧ vik+1 ∧ · · · ∧ vid‖
≤ (d+ 1)N([v1 · · ·vm]),
where v is either 0 or vi. 
In what follows, a series of Lemmas are proved in pairs. In the first ones the constants depend on F , and
they are geared towards proving Proposition 49. In the second ones, we make the needed modification and
make them suitable for proving Proposition 49′.
Lemma 52 (Hensel’s lemma). Let x0 ∈ K
m and U ⊆ Km be an open neighborhood of x0. Let fi : U → K
be analytic functions and F = (f1, . . . , fd). Suppose there is a positive integer k0 such that
(1) x0 + p
k0Om ⊆ U ,
(2) ‖dF (x0)‖ ≤ 1,
(3) for any i, j, if ‖x′ − θei+ej (x0)‖ ≤ |p
k0 |, then ‖Φei+ejF (x
′)‖ ≤ 1,
(4) N(dF (x0)) ≥ |p
k0 |.
Then for any l ≥ k0 and any y ∈ O
d there is x1 ∈ x0 + p
lOm such that
‖F (x1)− F (x0)− p
l+k0y‖ ≤ |p2l|.
Proof. By (124) we have that
(125) ‖F (x0 + p
lx)− F (x0)− p
ldF (x0)x‖ = ‖
∑
i,j
(plxi)(p
lxj)Φei+ejF (xij)‖,
where x = (x1, . . . , xm), ‖x‖ ≤ 1 and ‖xij − θei+ej (x0)‖ ≤ |p
l|. Now by Lemma 51 for any y ∈ Od there is
x ∈ Om such that dF (x0)x = p
k0y. And so by (125)
‖F (x0 + p
lx)− F (x0)− p
l+k0y‖ ≤ |p2l|.

Lemma 53 (Quantitative open function theorem). Let x0 ∈ K
m and U ⊆ Km be an open neighborhood of
x0. Let fi : U → K be analytic functions and F = (f1, . . . , fd). Suppose
(1) ‖dF (x0)‖ ≤ 1,
(2) ‖∂ijF (x0)‖ ≤ 1, for any i, j,
(3) N(dF (x0)) ≥ |p
k0 |, for some positive integer k0.
Then for any large enough integer l (depending on F and U) we have
F (x0 + p
lOm) ⊇ F (x0) + p
l+k0Od.
Proof. By the continuity of dF and Φei+ejF , for large enough l (in particular l > k0), we have that
(1) ‖dF (x)‖ ≤ 1 if ‖x− x0‖ ≤ |p
l|,
(2) ‖Φei+ejF (x
′)‖ ≤ 1 if ‖x′ − θei+ej (x0)‖ ≤ |p
l|,
(3) N(dF (x)) ≥ |pk0 | if ‖x− x0‖ ≤ |p
l|.
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By induction on i we prove that for any y ∈ Od there are xi ∈ x0 + p
lOm and integers li ≥ 2l such that
(1) l1 := 2l and li+1 := 2(li − k0),
(2) ‖F (xi)− F (x0)− p
l+k0y‖ ≤ |pli |.
Lemma 52 gives us the base of the induction. By induction hypothesis, there is xi ∈ x0 + p
lOm such that
F (xi)− F (x0)− p
l+k0y ∈ pliOd.
Hence by Lemma 52 there is xi+1 ∈ xi + p
li−k0Om ⊆ x0 + p
lOm such that
‖F (xi+1)− F (xi) + (F (xi)− F (x0)− p
l+k0y)‖ ≤ |p2(li−k0)| = |pli+1 |.
This proves the induction step. One can easily see that {li} is a strictly increasing integer sequence. So {xi}
is a Cauchy sequence. Therefore limi→∞ xi = x ∈ x0 + p
lOm by the compactness of x0 + p
lOm, and by the
continuity of F we have F (x) = F (x0) + p
l+k0y. 
Lemma 53′. Let F := (f1, . . . , fd0) : O
n0 → Od0 , F (x) =
∑
i
(ci,1x
i, . . . , ci,d0x
i) be an analytic function
such that
(1) |ci,j | ≤ 1 for any i and j,
(2) N(dF (0)) ≥ |pk0 | for some positive integer k0.
Then for any l ≫k0 1 we have
F (plO) ⊇ F (0) + pl+k0Od0 .
Proof. Since F (x) :=
∑
i
(ci,1x
i, . . . , ci,d0x
i) and |ci,j | ≤ 1, we have ‖dF (x)‖ ≤ 1 and ‖Φei+ejF (x
′)‖ ≤ 1 for
any ‖x‖ ≤ 1 and ‖x′‖ ≤ 1.
Since |ci,j | ≤ 1 and N(dF (0)) ≥ |p
k0 |, we have that N(dF (x)) ≥ |pk0 | for any x ∈ pk0+1O. One can finish
the argument as in the proof of Lemma 53. 
Lemma 54. Let U be a neighborhood of 0 ∈ K, and fi : U → K be analytic functions. Suppose 1, f1, . . . , fd
are linearly independent. Then for large enough m (depending on fi) and large enough l (depending on fi
and m) we have that, for any x1, . . . , xm ∈ p
lO,
N([f ′i(xj)])≫
∏
1≤i<j≤m
|(xi − xj)|,
where the implied constant depends on fi.
Proof. Notice that we can rescale, i.e. change fi to gi(x) := fi(p
kx), and make sure that |f
(j)
i (0)| ≤ 1 for
any 1 ≤ i ≤ d and any positive integer j.
Since fi are analytic and 1, f1, . . . , fd are linearly independent, for large enoughm we have that rank([f
(j)
i (0)]) =
d, where 1 ≤ i ≤ d and 1 ≤ j ≤ m. So N([f
(j)
i (0)]) = |p
k0 | for some non-negative integer k0. Hence by the
continuity of Φ
j
fi, for large enough l, we have that N([Φ
j
fi(xj)])≫ 1 if xj ∈ p
lOj+1 for any 1 ≤ j ≤ m.
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Let F (x) be the column vector [f1(x) · · · fd(x)]
T . Then by the repeated use of the third part of Lemma 51
we have
N([f ′i(xj)]) = N [F
′(x1) · · ·F
′(xm)]
≥ (d+ 1)−1N [F ′(x1)(F
′(x2)− F
′(x1)) · · · (F
′(xm)− F
′(x1))]
≥ (d+ 1)−1
(
m∏
i=2
|xi − x1|
)
N [F ′(x1)Φ
1
F ′(x2, x1) · · ·Φ
1
F ′(xm, x1)]
≥ · · ·
≥ (d+ 1)−m
 ∏
1≤i<j≤m
|xi − xj |
N [F ′(x1)Φ1F ′(x2, x1)Φ2F ′(x3, x2, x1) · · ·Φm−1F ′(xm, . . . , x1)]
≫
∏
1≤i<j≤m
|xi − xj |.

Lemma 54′. Let F := (f1, . . . , fd0) : O → O
d0 , F (x) =
∑
i(ci,1x
i, . . . , ci,d0x
i) be an analytic function such
that
(1) |ci,j | ≤ 1 for any i and j,
(2) | det(cie,j)| = |p
k0 | for some indexes i1, . . . , id0 ≤ m0 and some positive integer k0.
Then for any l ≫k0 1 we have that, for any x1, . . . , xm0 ∈ p
lO,
N([f ′i(xj)]) ≥ |p
Θk0,d0,m0(1)|
∏
1≤i<j≤m0
|xi − xj |.
Proof. Since |ci,j | ≤ 1 and | det(ci,j)| = |p
k0 |, we have that N(Φ
j
fi(xj)) ≥ | det(Φ
ie
fj(xie))| = |p
k0 | for any
xj ∈ p
k0+1Oj . Now one gets the claim as in the proof of Lemma 54. 
Lemma 55. Let U be a neighborhood of 0 ∈ K, and fi : U → K be analytic functions. Suppose 1, f1, . . . , fd
are linearly independent. Let F = (f1, . . . , fd). Then for any l ≫F 1 we have∑
ΘF (1)
F (plO)−
∑
ΘF (1)
F (plO) ⊇ pΘF (l)Od.
Proof. By Lemma 54 for large enough m0 (depending on F ) and large enough l (depending on F and m0)
we have
N(dF˜ (x))≫
∏
1≤i<j≤m0
|xi − xj |,
where F˜ (x) = F (x1)+ · · ·+F (xm0) and x = (x1, . . . , xm0) has norm at most |p
l|. Let x0 = (x1, . . . , xm0) be
such that |xi| ≤ |p
l| for any i and |xi − xj | ≥ |p
2l| for any i 6= j. So N(dF˜ (x0))≫ p
ΘF,m0(l). By rescaling, if
needed, we can assume that |f
(j)
i (0)| ≤ 1 for any 1 ≤ i ≤ d and any positive integer j. And so ‖dF˜ (x0)‖ ≤ 1
and ‖∂ijF˜ (x0)‖ ≤ 1. Therefore by Lemma 53 we have
F˜ (plOm0) = F˜ (x0 + p
lOm0) ⊇ F˜ (x0) + p
Θm0,F (l)Od,
and so ∑
m0
F (plO)−
∑
m0
F (plO) = F˜ (plOm0)− F˜ (plOm0) ⊇ pΘm0,F (l)Od.

Lemma 55′. Let F := (f1, . . . , fd0) : O → O
d0 , F (x) =
∑
i(ci,1x
i, . . . , ci,d0x
i) be an analytic function such
that
(1) |ci,j | ≤ 1 for any i and j,
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(2) | det(cie,j)| = |p
k0 | for some indexes i1, . . . , id0 ≤ m0 and some positive integer k0.
Then for any l ≫k0,m0 1 we have∑
m0
F (plO)−
∑
m0
F (plO) ⊇ pΘm0,d0,k0 (l)Od0 .
Proof. As in the proof of Lemma 55, let F˜ (x) =
∑m0
i=1 F (xi). Hence by Lemma 54
′ for l≫k0 1 we have
N(dF˜ (x)) ≥ |pΘk0,d0,m0 (1)|
∏
1≤i<j≤m0
|xi − xj |,
for any x ∈ plOm0 . Let x0 ∈ p
lOm0 be such that |xi − xj | ≥ |p
2l| for any i 6= j. Notice that, since l ≫m0 1,
there is such x0. Hence
N(dF˜ (x0)) ≥ |p
Θm0,d0,k0 (l)|.
Let Fx0(x) := F˜ (x + x0). Hence Fx0 has a Taylor series expansion and its coefficients have norm at most
one. Moreover N(dFx0(0)) ≥ |p
Θm0,d0,k0 (l)|. Therefore by Lemma 53′ we have
Fx0(p
lO) ⊇ Fx0(0) + p
Θm0,d0,k0 (l)Od0 .
One can finish the proof as above. 
Lemma 56. Let U ⊆ Kn0 be a non-empty open subset. Let fi : U → K be analytic functions such that
1, f1, . . . , fd are linearly independent. Then there is a polynomial curve r : K → K
n0 such that 1, f1 ◦
r, . . . , fd ◦ r are linearly independent, and defined on a neighborhood of 0 ∈ K.
Proof. Let x0 be a point in U . After rescaling, if needed, we can assume that |∂ifj(x0)/i!| ≤ 1 for any i
which is not zero. Since 1, f1, . . . , fd are linearly independent, for large enough m we have that
rank[∂ifj(x0)]1≤‖i‖1≤m, 1≤j≤d = d.
Thus
(126) N([∂ifj(x0)/i!]) = |p
k0 |,
where k0 is a non-negative integer. Now let
r(t) := x0 + p(t, t
s, ts
2
, . . . , ts
n0−1
)
where s is sufficiently large (to be determined later). By the Taylor expansion of fj we have
fj(r(t)) =
∑
i
a
(j)
i
p‖i‖1t
∑n0
k=1
iks
k−1
,
where i = (i1, . . . , in0) and a
(j)
i
= ∂ifj/i!. And so
(127) fj(r(t)) =
∞∑
n=0
 ∑
{i|
∑
k iks
k−1=n}
a
(j)
i
p‖i‖1
 tn.
We make the following two observations:
(1)
∑
{i|
∑
k iks
k−1=n} a
(j)
i
p‖i‖1 ≡
∑
{i|‖i‖∞<s,
∑
k iks
k−1=n} a
(j)
i
p‖i‖1 (mod ps),
(2) If ‖i‖∞, ‖i
′‖∞ < s and
∑
k iks
k−1 =
∑
k i
′
ks
k−1, then i = i′.
In particular we have ∑
{i|
∑
k iks
k−1=n}
a
(j)
i
p‖i‖1 ≡
{
0 if n ≥ sn0
a
(j)
i(n)p
‖i(n)‖1 0 ≤ n ≤ sn0 − 1
(mod ps)
52 ALIREZA SALEHI GOLSEFIDY
where i(n) := (i1, . . . , in0) gives us the s-adic digits of n; that means n =
∑
k iks
k−1. Therefore we have
(128) N

 ∑
{i|
∑
k iks
k−1=n}
a
(j)
i
p‖i‖1

1≤n≤sn0−1, 1≤j≤d
 ≡ N([a(j)
i(n)p
‖i(n)‖1 ]) (mod ps).
Now suppose s > dm+ k0; in particular, if ‖i‖1 ≤ m, then i = i(n) for some n < s
n0 . And so we have
(129) N([a
(j)
i(n)p
‖i(n)‖1 ]) ≥ |pmd+k0 |.
Hence by (128), (129) and s > dm+ k0 we have
N

 ∑
{i|
∑
k iks
k−1=n}
a
(j)
i
p‖i‖1

1≤n≤sn0−1, 1≤j≤d
 6≡ 0 (mod ps),
which implies that
rank

 ∑
{i|
∑
k iks
k−1=n}
a
(j)
i
p‖i‖1

1≤n≤sn0−1, 1≤j≤d
 = d,
and 1, f1 ◦ r, . . . , fd ◦ r are linearly independent. 
Lemma 56′. Let F := (f1, . . . , fd0) : O
n0 → Od0 be an analytic function of the form
F (x) =
∑
i
(ci,1x
i, . . . , ci,d0x
i),
where i = (i1, . . . , in0) ranges over multi-indexes non-negative integers and x
i = xi11 · · ·x
in0
n0 . Suppose
(1) |ci,j | ≤ 1 for any i = (i1, . . . , im) and any 1 ≤ j ≤ d0,
(2) | det(cii,j)| = |p
k0 | for some multi-indexes i1, . . . , id0 whose coordinates add up to a number at most
m0 and some positive integer k0.
Then there is a polynomial curve r : O → On0 such that | det(c′ie,j)| ≥ |p
Θm0,d0,k0 (1)| for some indexes
ie ≪m0,n0,d0,k0 1 where fj ◦ r(x) =
∑
i c
′
i,jx
i.
Proof. A close examination of proof of Lemma 56 yields that (128), (129) imply
N([c′i,j ]1≤i≤(d0m0+k0+1)n0−1,1≤j≤d) ≥ |p
m0d0+k0 |,
which gives us the claim. 
Corollary 57. Let U ⊆ Km0 be a non-empty open set. Let fj : U → K be analytic functions, and
F := (f1, . . . , fd). Suppose 1, f1, . . . , fd are linearly independent. Then for any l ≫F 1 we have∑
ΘF (1)
F (plO)−
∑
ΘF (1)
F (plO) ⊇ pΘF (l)Od.
Proof. By Lemma 56 there is a polynomial curve r such that 1, f1 ◦ r, . . . , fd ◦ r are linearly independent and
defined on a neighborhood of 0 ∈ K. Hence by Lemma 54 we are done. 
Corollary 57′. Let F := (f1, . . . , fd0) : O
n0 → Od0 be an analytic function of the form
F (x) =
∑
i
(ci,1x
i, . . . , ci,d0x
i),
where i = (i1, . . . , in0) ranges over multi-indexes non-negative integers. Suppose
(1) |ci,j | ≤ 1 for any i = (i1, . . . , im) and any 1 ≤ j ≤ d0,
(2) | det(cii,j)| = |p
k0 | for some multi-indexes i1, . . . , id0 whose coordinates add up to a number at most
m0 and some positive integer k0.
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Then for l≫m0,n0,d0,k0 1 we have∑
Θ(1) F (p
lO)−
∑
Θ(1) F (p
lO) ⊇ pΘ(l)Od0 ,
where all the implied constants depend on m0, n0, d0, k0.
Proof. This is direct corollary of Lemma 55′ and Lemma 56′. 
Proof of Proposition 49. Suppose {fi1 , . . . , fid} is a basis of
∑
iKfi. So 1, fi1 , . . . , fid are linearly inde-
pendent. And moreover there is an injective linear map L : Kd → Kd0 such that F = L ◦ F , where
F (x) = (fi1(x), . . . , fid(x)). By Corollary 57 we have that∑
ΘF (1)
F (plO)−
∑
ΘF (1)
F (plO) ⊇ pΘF (l)Od.
for any l≫F 1. Applying L to the both sides and using the linearity of L we have∑
ΘF (1)
F (plO)−
∑
ΘF (1)
F (plO) ⊇ pΘF (l)L(Od) ⊇ pΘF (l)Od0 ∩ Im(L).

Proof of Proposition 49′. By a similar argument as in the proof of Proposition 49, Corollary 57′ implies the
desired result. 
Proof of Corollary 50. Let Oκ be the ring of integers of κ. There is a ∈ Oκ such that for any i
f i(x) := fi(ax) ∈ Oκ[x1, . . . , xn0 ].
Suppose f j1 , . . . , f j′d0
is a basis of
∑d0
i=1 κf i. So there is a linear embedding L : κ
d′0 → κd0 such that
(f1(x), . . . , fd0(x)) = L(f j1 , . . . , f jd′
0
).
So the operator norm of the induced linear embedding Lp : κ
d′0
p → κ
d0
p are uniformly bounded from infinity
and zero.
Since f j1 , . . . , f jd′
0
are linearly independent, there are multi-indexes i1, . . . , id′0 such that
0 6= det(cii,ju) ∈ Oκ,
where f j(x) =
∑
i
ci,jx
i. So | det(cii,ju)|p = 1 for almost all p ∈ Vf (κ).
By the above discussion, one can easily finish the proof using Proposition 49′. 
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