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Abst ract - -The  large time behavior of numerical solutions for a model describing age-structured 
population dynamics is investigated. An upwind scheme is considered for the approximation. The 
optimal rate of convergence of the scheme isdemonstrated for the maximum norm and the stability 
of the method is discussed. Numerical experiments are carried out. 
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1. INTRODUCTION 
For a long time, there has been an interest in modeling population dynamics. The first discrete 
population model appears in Liber Abaci by Leonardo Pisano in 1228, which gives rise to the 
celebrated Fibonacci sequences. The simplest continuous model is due to Malthus in 1798. 
Malthus' model is an unstructured one and it leads to an exponential growth of the population 
which is usually invalid for large time. Forty years later, Verhulst proposed a logistic model 
which imposed a maximum size for the population by considering the effects of crowding and the 
limitation of resources. In order to build adequate models for population dynamics, some detail 
concerning individual behavior and its effects on vital rates of growth, reproduction, and death 
must be included. Perhaps the most natural way to consider such effects is to introduce the age 
variable into a population model. This was first done by Lotka and McKendrick. Their linear 
model, when integrated in the age variable, corresponds to Malthus' model. In 1974, Gurtin- 
MacCamy [1] proposed a nonlinear age structured model. They allowed the mortality rate and the 
fertility rate to be affected by the total population, which is true for most real cases. Their model 
generalizes Verhulst's and under reasonable assumptions on the vital rates of the population 
results in a logistic model with bounded growth. Since then, the age-structured population 
models have been extensively studied by many authors, along with many generalizations in the 
context of biological models including epidemiology, ecology, and cell growth. In the models 
describing biological phenomena, one of the main issue is to understand long time behaviors of 
the solutions [1-6]. In this paper, we introduce a numerical scheme to approximate the solution 
of Gurtin-MacCamy's model. Our main topic is to see the asymptotic behavior of numerical 
solutions. For the mathematical nalysis of the model such as existence and qualitative behavior 
of the solutions, we refer the reader to the literature, for example, [1,2,6,7]. It is known (see, 
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for example, [5]) that under suitable hypotheses the solution of the continuous model stabilizes 
toward a stationary solution as time goes to infinity. 
We now consider an isolated population in an invariant habitat. We assume that there are no 
sex differences. More specifically, let u(a, t) be the age-specific density function of age a > 0 at 
time t > 0. The total population at time t, pit), is then given by the relation 
fo °' p(t) = u(a,t)da, t > 0, (1.1) 
where a t is the maximum age. Throughout the paper, a t is assumed to be infinity unless otherwise 
stated. Let # and ~ be the age-specific mortality and the age-specific fertility, respectively. They 
are assumed to depend on the age a and the total population at time t, p(t). Let uo(a) be the 
age density function of age a at time t = 0. Then, the population dynamics are governed by the 
following nonlinear hyperbolic integro-differential equations: 
Ou Ou 
-~ A- -~a -4- #(a,p(t))u =- 0, 0 <: a < at, t > 0, (1.2) 
u(O,t) = ~(a,p(t ) )u(a , t )da,  t > O, (1.3) 
o) = o < a < at. (1.4) 
The nonlocal "boundary" condition (1.3) accounts for the total birth rate which gives the total 
number of newborns in the time unit. 
Several numerical methods have been proposed for treating the problem (1.1)-(1.4) (see, for 
example, [8-13] and the references cited therein). Most of them are concerned with finite time 
behaviors. In [14], Lopez and Trigiante considered a hybrid scheme and studied the asymptotic 
behavior of the numerical solution in the case that # and f~ are independent of p. Lafaye and 
Langlais [15] proposed a numerical method which computes both the total population and age 
distribution sequentially by approximating an auxiliary ordinary differential equation satisfied 
by p and the hyperbolic equation for u by introducing a relaxation parameter which is given 
by the supremum of #(a,p). They showed that their discrete solution has similar large time 
behaviors as the continuous solutions under some assumptions. Numerical experiments were not 
reported there. A numerical scheme based on method of characteristics was considered to see long 
time behaviors of discrete solutions [16]. Recently, for a finite time behavior an upwind scheme 
was introduced in [12], and it was shown that the order of convergence is optimal in/2-norm. 
Stability was also shown with a restricted threshold. Nonnegativity ofnumerical solutions, which 
is necessary for the model to make sense, was preserved only for small mesh sizes. In this paper, 
we propose a modified upwind scheme and analyze it with a different approach to accomplish our 
primary goal of investigating long time behaviors of discrete solutions. We also give remarks on 
the possibility of extending the method to cover the case that the maximum age a t is finite. In 
comparison with [12], advantages of our scheme are: 
(1) the scheme is optimal in order for the maximum-norm; 
(2) numerical solutions are always nonnegative; 
(3) no spurious oscillations appear for any age step h and time step k such that 0 < k < h; 
and 
(4) a uniform stability is proved under reasonable hypotheses. 
The paper is organized as follows. In Section 2, we describe the algorithm. In Section 3, we 
show that our scheme is stable and is optimal in order. In Section 4, we show that the discrete 
dynamical system preserves the asymptotic behavior of the continuous model. Finally, we present 
the results from numerical experiments. 
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2. THE NUMERICAL  METHOD 
We shall assume the following hypotheses: 
(H1) u0 • C°[0, at) is nonnegative and compactly supported in [0, All, A1 < a t, 
(H2) j3,# • Cl(O, at) x (O, cc), 
(H3) 0 < f~(a, p) <_ f~ < oo and 0 _< #( a, p). 
Under the assumptions (H1)-(H3), it is known [1] that the problem (1.1)-(1.4) has a unique 
nonnegative solution, global in time. For the analysis of long time behaviors, following [15], we 
shall make additional assumptions on the mortality and the fertility functions: 
(S4) 0p~ < 0, 
(H5) # = #n(a,p) +#e(P), where #n,#e • C 1, #n -> 0, 0p#n _> 0, 0p#e > 0, 
(H6) ~(a,p) = ttn(a,p) = O, for a >_ A2 > 0, 
(n7) #e(0) > 0 and v > ~, where u := limp-~c¢ #e(P) • (0, +oc]. 
In (H5), the function ttn is called the natural death rate and the function #e is the component of 
the death rate taking into account external pressures such as overcrowding. In (H7), if v = +oo, 
we shall set 1/u = 0 in the analysis. 
We now describe an algorithm to approximate he solutions of the model. Let T > 0 be the final 
time, let N be the number of time steps used to arrive to T, and let k -- T/N  be the step length 
in time. A superscript n refers to the time level t n = nk, for 0 < n < N. For L a positive integer, 
let h = A1/L  be the step length in age. We introduce the grid points aj = jh, 0 <_ j < L + n for 
each time level t ~. For a function f(a, t) of age and/or time define f~ = f(a j ,  t n) and also for a 
function g(a,p) of age and/or population define ~ = g(aj, P~) with pn defined below. We then 
compute approximations U~ of u~, 0 < n < N, 0 _ j < L + n as follows: 
u ° = u0 (aj), 0 < j < L, (2.1) 
L 
p0 = ~ uoh, (2.2) 
~=1 
u': - u f - '  u'?-' - v f : :  . _ . , , _ , , , , ,  ~- +t~j uj =0,  l< j<L+n,  l<n<N,  
k h 
U n (k/h)U~L~_, (2.3) 
- - -~n-1  ' I <: n < N L+n = 1 ~ I~]AL+ n 
L+n 
P" = E U?h, 1 < n < N, (2.4) 
j= l  
L+n 
u~ = E Z; v; " 1 <n<y.  (2.5) 
j-=l 
For ease of presentation, we shall assume that U~ = 0 for n > 0, j > L + n. 
3. STABIL ITY  AND CONVERGENCE 
FOR THE NUMERICAL  METHOD 
We first prove that the numerical scheme is stable. In what follows, C denotes a generic positive 
constant which is not necessarily the same at each occurrence. Let k/h  = A with 0 < A < 1. 
THEOREM 3.1. Let T = Nk. H (H1)-(H3) hold, then there exists C = C(T) > 0 independent 
o£h (and k) such that 0 <_ U~ < C, 0 < pn < C, fo ra / ]0  < n < N and0 < j < L+n.  
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_b-hrthermore, if in addition (H4)-(H7) hold, there exists C* > 0 independent of T, h, (and k) 
such that 0 <_ U~ < C*, 0 < pn < C*, for 3110 < n < N and 0 < j < L + n. 
PROOF. It is clear from the scheme that U~ and pn are nonnegative. We now prove the first 
part of the theorem. Multiply (2.3) by h, sum on j = 1, . . . ,  L + n, and use (2.4) to see that 
pn _ pn-1 L+n ~ LTn 
k - Z /~7-1U;  - lh  - Z ~ j - Iu ;  h" (3.1) 
j=l j=l 
Hence, we have 
pn < (1 + k~-) pn-1 < (1 + k~-) n pO. (3.2) 
Thus, if nk <_ T, pn is bounded above by C = P°exp x~T. Now, (2.3) gives us that, for 
1 <_j < L+n,  1 <n<N,  
- t j -1 un- l l  (3.3) V?= (1 X)V? -1 ' AV n-1 
1 + k~jj -1 ~_ max {U; -1, j-1 j"  
Hence if j _ n, then 
U2 _< Hu01[L~ , (3.4) 
and if j < n, then 
U? ~_-~pn-1 + [[U0llL~ --~ C~-}-IlU011LO¢ • (3.5) 
To show the positivity of pn, choose the first integer n _> 1 such that pn = 0. Then, from (2.4), 
we have U~ = 0 for all j _> 1. It follows from (3.3) that we have U~ -1 = 0 for all j _> 1. This 
together with (2.4) gives pn-1 = O, which is a contradiction. 
We now show the property of uniform stability when (H4)-(H7) hold. We first observe 
from (3.1), (Sh), and (3.2) that 
pn _ pn -1 (P1--~k~) pn . (3.6) k <_ -~pn-1 _ #e 
Rewrite (3.6) as 
{ l+k#~( l~k~) IPn<- ( l+k~- )  Pn-l" 
Let us define the function G by 
G(S) := 1 + k#e S l+k? 
and consider a sequence S n defined by 
S O = p0, (3.7) 
G(S n) : S n- l ,  • > 1. 
The monotonicity of G implies inductively that 
pn < S n, n >_. O. 
Moreover, since G is nondecreasing, S n is monotone. If S n decreases, it remains bounded by p0, 
and if S n increases to infinity, then by (HT) there exists S ~ such that 
S n 
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For such S n, we have S n < S n -1  by (3.7). This leads to a contradiction. Thus, S n must converge 
to a finite number, say S*. We observe that S* is a fixed point of the function G. Hence, it 
follows that 
P"  <_ max {P° ,S  *} 
< max {(1 + A1)II~olIL~, (1 + kfl---) ~e I (~ },  
which gives a uniform bound for pn independent of h and k (when k < h < 1, for example). 
From (3.4) and (3.5), and the fact that pn is uniformly bounded, we conclude that U~ is 
uniformly bounded. II 
REMARK 3.2. As in [15], we do not require that # be globally Lipschitz-continuous which was 
assumed in [9,11,13]. 
We now prove that the algorithm (2.1)-(2.5), which is explicit, converges with first order 
n accuracy. Let~=u 5 -U~,0<n<N,  0g j<L+n,  le tpn=pn-pn ,  0<n<N,  andlet 
L+n 
IIx"lle, = ~ Ix;'l h, n >_ o, 
5=0 
Ilxllt~,® = max max X n. 
O<n<N O<j<L+n I 3 I ' 
Ilxlle= = max Ix"l. 
0<n<N 
THEOREM 3.3. Suppose u E C 2. I f  T = Nk  is fixed, then there exists C > 0 independent of h 
such that for h sufl~ciently small, 
II``lle=,= + IlPllt= < Ch. 
PROOF. First, note that we have the following error equations: 
n --  ~; - - I  -:vn-- 1 ~-n e; _e~-i + e;-1 . - ,  
k h = -# j  ~J + (#(aj 'Pn) - ~n-l~_ n-1 ,5 J ~5 + O(h) + O(k). (3.8) 
This leads to, with Theorem 3.1, for 1 < j < L + n, 1 < n < N, 
I``;I -< (1 - ~)I``;-'1 + ~ I``~::1 + Ck Ip"-ll + O(k~) + O(hk). (3.9) 
Moreover, it follows that 
L+n I 
fo °' ~ vr h I#'1 = ~(a,t") da-  (3.10) 5=1 
< II,"ll~, + O(h). 
Using (3.9) and (3.10), we obtain 
I,,;'1 _< (1-~,)I,,;'-11 + ), I,,1':11 + ck I1``"-111~, +o(k~)+o(h~) (3.11) 
Multiply (3.11) by h and summing on j > 1, we get 
II``"llt, - h I``~'1 _< (1 + Ck)[l``"-lll~, + O(k ~) + O(hk). (3.12) 
It follows from Theorem 3.1 and (3.10) that 
L+n ~ [ 
I``;'1 = ~(a, pn)u(a , t  n) da -  nU~h 
L+n (3.13) 
<_ ~ ~ h I,'71 + C1 I#'1 + O(h) 
5=1 
<_ c2 II``"llt, + O(h), 
30-6-8 
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where C2 -- C1 ÷~.  Consequently, (3.12) and (3.13) lead to 
(1 - C2h)115nile, _< (1 + Ck)Iltn-lll + O((h + k)2) (3.14) 
We note that t ° = 0, and thus by Gronwall's lemma we have, for h sufficiently small (e.g., 
h < 1/(2C2)), 
[[tnl[el <_ O(h + k). (3.15) 
Using (3.15) in (3.11), we see that for 1 < n < N, 1 < j _< L + n, 
It~l ~__ (1 ~)It~- l l  ÷ ~ n-1 (_0((h ÷ k) 2) ~_ , 
- -  ItS_ 1 [÷ max (It~-11 It~n-111} ÷ O((h ÷ k) 2) 
Use (3.13) and (3.15) to obtain It~l -< Ch and this together with t ° = 0 concludes inductively 
the proof. | 
REMARK 3.4. The problem (1.1)-(1.4) is biologically meaningful only if the following is satisfied: 
~oo a~ #(a,p) = ÷oc, (3.16) da 
since this condition means that the surviving probability 
H(a ,p)=exp( - foa#(a ,p )da)  
is 0 at the maximum age a¢. On the demographic functions, it can be assumed that there exists 
a maximum age a t < +oo for the population. In that case, the mortality function is typically 
unbounded near the maximum age by (3.16), [3,14]. We here note that in most of the works 
done so far, one has considered the infinite maximum age and assumed that # is bounded and 
globally Lipschitz-continuous [9,11,13]. Or within the finite maximum age, one has considered a 
(less useful) linear model [14] and bounded mortalities [10,12] which are rather unrealistic. 
REMARK 3.5. When the maximum age a i is finite, the scheme (2.1)-(2.5) must be modified 
accordingly; we note that the age interval of interest is [0, a?] for all t _> 0. We now choose L 
such that Lh < a t <_ (L ÷ 1)h and let the index j run up to L for each time step. Theorem 3.1 
then remains valid. As for the convergence theorem, one can not bound in general the term 
involving difference of mortality functions due to unboundedness of the mortality function (see, 
for example, (3.8)). However, when the death process takes the form # = #n(a) ÷ #e(P), [2,17], 
we can extend the result of Theorem 3.3 to the case of the finite maximum age with a slight 
modification of the proof. Here, we do not require that ~ and # be globally Lipschitz-continuous. 
4. STABIL IZAT ION RESULT  FOR THE D ISCRETE POPULAT ION 
In this section, we assume that (H4)-(HT) hold, and show that the discrete and the continuous 
solutions have similar asymptotic behaviors. We shall closely follow the ideas of [15] and refine 
their arguments. 
Thanks to Theorem 3.1, we can extract convergent subsequences from {U~}j,n_>o and {Pn}n>o, 
and thus the following w-limit set is nonempty: 
f~(u0) = {(P, Uj) I 3{(Pnk,U'~)} with (Pn~,U~.~) ---* (P, Uj), for j  >0}.  
In order to show that our discretization of the continuous model stabilizes asymptotically 
toward a discretization of a stationary solution, we need the following. Let 
W~ = U~ - U'~-I pn _ pn-1 
k for j>0 ,  n>l ,  and (I)~- fo rn>l .  
' - -  - -  k ' - -  
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We note that ~" x-'L+~ hW~. Then we show that "e2-norms" of Wj n and ¢I," are bounded in ---~ £-~j----1 
the following lemma. 
LEMMA 4.1. Choose J > L such that/3(aj,p) = #n(aj,p) = 0 for j > J and let N > J. Then 
there exists a C > 0 such that for h sufficiently small, 
N J N 
E hk Iw?l ~ + ~ k I¢~12 _< C. 
n=l  j= l  n=l  
PROOF. We first note that Wj n is a solution of the following: 
W2+1 _ Win + W~ - W~_ 1 = _~Wjn+l  _ C"0p# (aj, r~)U~, (4.1) 
k h 
J J 
W~ +I = Z h/~j +Iw? +I -I--(I )n+l ZhOpI~(aj,T~)U;, (4.2) 
j : l  j=l 
where r~ and T~ are some values between P"  and p ,+ l .  
Multiplying (4.1) by h and summing on j, 1 _< j < L + n, we also obtain that 
k (1 - kr  n) + ( r  n + ~e n)  O n+l  = B, (4.3) 
where 
L+n 
r~= ~ h {O.,(aj..~)V?-O.#ra ~-I~U2-I} k3 ,2  ] 
j=l 
J J 
• -l~n,j " j  • 
j=l j=1 
Notice that r n > 0 since 0p# _> 0, OpB < O, and also that h can be chosen small enough to 
guarantee 1 - kr n > 0, since r n is uniformly bounded in view of (2.4) and the uniform stability 
result of Theorem 3.1. We observe that, by Theorem 3.1 and (3.1), there exists M = M( J )  > O, 
independent of n and h, such that 
J 
M Iw?l 2 _< g and I~"[ 2 < M. (4.4) 
j= l  
Let l be an integer between 1 and J. Then multiply (4.1) by hkW~ +1 and sum on j and n 
varying, respectively, from 1 to l and from K to N. Following the observation that the numerical 
solution is "discontinuous" through the characteristic line t = a, we consider K > J case only 
since the part of the sum omitted remains bounded. 
Using a(a - b) > (1/2)(a 2 - b2), we then obtain 
k 1 g 1 z I N k 
~(wg+~)2+~ Z k(w~+l) ~ <- ~h(wF)~+~ k(~+' )~ + ~ (w0~) ~ 
n=K j=l n=K 
N l 
+ IIO,.IIL~ ~ ~-~hkl~"l Iw?+ll u?. 
n=K 3=1 
Since I < J,  using (4.2), we see that 
N 1 
n=K n=K n=K j= l  
where Ca is independent of h. 
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Next, we need to bound the term involving q,n. To this end, we multiply (4.3) by k~ n+l and 






S'-~ E Ehk  (~;W? - "-'n Txrn+l]e~n+l. I~n,j vv j f 
n=K j=l 
Note that Theorem 3.1 and Young's inequality imply 
Isl < c,  hklw;+ll I~"+'1 + ~ F_,hklW;I I~"+~1 
~n'=K j=l n=K j=l 
(4.7) 
~_C5 1+ ! E Ehk(W;+l )2 -}-c  hk(ffgn+l) 2 • 
¢ n=K j=l 
It is easy to see that the left-hand side of (4.6) is equal to 
N N f r n + r n-1 
n=K+l 
+(~N+l)2{k~Ne ~-l+krN ~Z--krK ((I)K) 2, 
which is bounded below by 
N ~ (,~)~ + 1 (,~+1)~ 1 kr I¢ 
n=K+l -- ----'~'-- ()'¢K'2" 
This estimate combined with (4.6) and (4.7) implies that for e sufficiently small, 
(~"+')~+ F_, k(~"l ~ <- c~ 1 + ~ F_hk(w;'+~)~ . (4.sl 
n=K n=K j=l 
We now combine (4.5) and (4.8) to see that 
N { 1 N J / 
~k(w, -+~)  ~ _<c, ~-~h+ ~ ~hk(w;+' )  2 . (49) 
n=K n=K j=l I 
Note that (4.9) is true for every l, 1 < l < J. Thus, summing this estimate on l, 1 < l < J, 
implies that for h < 1/(JC~), N J Y~n=g Y~j=I hk(W~+X) 2 is bounded by a constant depending only 
on J, A, and h. From this together with (4.8), we complete the proof, l 
Lemma 4.1 enables us to pass to the limit to obtain the following theorem; this means that a 
discrete solution of (1.1)-(1.4) converges to a discretization of steady state. 
THEOREM 4.2. If (P, Uj) e fl(uo), then (P, Uj) is a solution of 
Uj -U3-1  
h = -~ (aj, P) Uj, j > 1, 
Uo = E h~ (%, P) Uj, P = E hUj. (4.10) 
j>_l j>_l 
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By iterating (4.10) in itself, we can obtain the following discrete threshold parameter Ta: 
v" ha (at, 0) T h Z.., j>, 1]L, {1 + h,(ak,0)} 
We show that T h is indeed a first-order approximation ofthe continuous threshold parameter [3,5] 
/? (/0 o ) T = j3(a, 0) exp - /z(a, 0) da da. 
COROLLARY 4.3. / f  h is sufficiently small, there ex/sts a positive constant C such that 
Ir - TI _< ch .  
PROOF. Note that if f 6 L°°(O,a), f >_ O, we have 
0 _< (1 + fkh) -1 -- exp - E fkh <_ e Illll~h~ -- 1. (4.11) 
k=l k=l 
The result follows from (4.11) and the approximation of the integral with Riemann sum. 
The large time behavior of the solution depends on the fertility of the initial condition. 
DEFINITION 4.4. uo is fertile iff there ex/st two real numbers A3, A4 with 0 < A3 < A4 < A2 
such that uo(a) > 0 for a 6 [A3, A4]. 
We note that (4.10) always admits a trivial solution. Finally, we demonstrate hat the w-limit 
set is reduced to a singleton set, which means that it is asymptotically stable. 
THEOREM 4.5. I f  T h <_ 1 or uo is not fertile, then f~(uo) is reduced to zero. Thus the trivial 
solution is asymptotically stable. If T h > 1 and uo is fertile, then there exists a unique nontrivial 
solution to (4.10), which is asymptotically stable, while the trivial solution is unstable. 
For the proof, we refer the reader to [15]. 
REMARK 4.6. Note that the argument used in Lemma 4.1 does not work for the finite maximum 
age case. Since the death rate # blows up at the maximum age, the constant C4 of (4.7) and 
so C7 of (4.9) is indeed getting larger for smaller h. Hence, it is not possible to fix h explicitly 
satisfying JC7h < 1. 
5. NUMERICAL  RESULTS 
We present in this section some numerical examples. We have carried out the numerical 
experiments with various choices of A: A = 1 (UWl), A = 0.8 (UW2), and A = 0.5 (UW3). 
We have also compared our method with the method of characteristics [16] (CH). In the first 
example, we have tested the simulator (2.1)-(2.5) for the case of the infinite maximum age. To 
do this, we have used the following data: 
e--a 
#(a,p)=p,  13(a,p)=l, uo(a )=.2  
The solution of the problem (1.1)-(1.4) is then given by 
e-O, 
u(a , t )= l+e_------7, fora>_0,  t>0.  
We have chosen A1 = 35 by noting that e -35 is nonzero only after 14 significant digits, that 
is, beyond the precision of the computer in double precision arithmetic. We selected two rep- 
resentative times (T -- 1, T = 10) to see the short and large time behaviors of the numerical 
14 M.-Y. K IM AND E.-J. PARK 
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0 1 2 3 4 5 6 7 
Figure I. On  the x-axis time; on the y-axis the total population. Total Popula- 
tion p(t) with h = 0.02, A = 1. 
0.55 . . . .  
"disc_sol:t=0" - -  
0.5 ~ "disc_sol:t=0.2" - ..... 
"dlsc__sol:t=0.5 ....... 
"disc_sol:t=1.0 .............. 
0.45 \ 'disc_sol:t=5.0 ......... 
"disc_sol:t=10.0 ....... 
0.4 \ exp(-x)/(l.0+exp(-10.0)) ....... 
0.35 i i \~ .  
0.3 ~~~ 





0 - -  I I 
0 1 2 3 4 5 6 7 
Figure 2. On the x-axis age; on the y-a~ds the populat ion density. The snapshots 
of computed density function u(a , t )  at t = 0, 0.2, 0.5, 1, 5, 10 and the graph of the steady-state u* (a)= exp(-a)/(1.0 + exp(-10.0)). 
solutions. As seen in Figures 1,2, t = 1 is a reasonable short time, and when t = 10, the solution 
is essentially in the steady state. We did not plot the data for t _> 7 in Figure 1 since solutions 
were very near the steady-state (p* = 1), and for a > 7 in Figure 2 since computed values were 
essentially zero. In Tables 1-3, we computed the approximation error, E(h, k), for example, 
E(h, k) = max U". - u (aj, t'=)l 
n,j 3 
and the effective order of convergence of the algorithm, r(h, k), using the formula 
r(h, k) = log(E(h, k))/(E(h/2, k/2)) 
log 2 (5.1) 
In each entry of Tables 1,2, the upper number epresents he error E(h, k) at the interior grid 
points, 
E(h ,k )  = max IV? - u (a j , t " ) l ,  
n,j> l
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Table 1. Convergence est imates for u when T = 1. 
E(h, k) r (h,  k) 
Grid mesh (h) CH UW1 UW2 UW3 CH UW1 UW2 UW3 
1/8 0.05683 0.02574 0.02470 0.02345 0.76445 0.72539 0.73489 0.74529 
0.06919 0.03397 0.03260 0.03104 0.90637 0.92968 0.93827 0.95431 
1/16 0.03345 0.01557 0.01484 0.01399 0.88010 0.86593 0.87028 0.87915 
0.03692 0.01784 0.01701 0.01602 0.95105 0.96490 0.96952 0.97722 
1/32 0.01818 0.00854 0.00812 0.00760 0.93945 0.93364 0.93562 0.93982 
0.01910 0.00914 0.00869 0.00814 0.97495 0.98245 0.98475 0.98857 
1/64 0.00948 0.00447 0.00424 0.00396 . . . .  
0.00971 0.00462 0.00439 0.00410 . . . .  
Table 2. Convergence est imates for u when T = 10. 
E(h, k) r(h, k) 
Grid mesh  (h) CH UW1 UW2 UW3 CH UW1 UW2 UW3 
1/8 0.09268 0.02574 0.02470 0.02345 0.78523 0.72539 0.73489 0.74529 
0.11142 0.03397 0.03260 0.03104 0.91715 0.92968 0.93827 0.95431 
1/16 0.05378 0.01557 0.01484 0.01399 0.89012 0.86593 0.87028 0.87915 
0.05900 0.01784 0.01701 0.01602 0.95673 0.96490 0.96952 0.97722 
1/32 0.02902 0.00854 0.00812 0.00760 0.94438 0.93364 0.93562 0.93982 
0.03040 0.00914 0.00869 0.00814 0.97787 0.98245 0.98475 0.98857 
1/64 0.01508 0.00447 0.00424 0.00396 - -  - -  
0.01543 0.00462 0.00439 0.00410 - -  - -  
and the order of convergence r(h, k). The lower number epresents the error E(h, k) at the 
"boundary" grid points, 
E(h, k) = max [U~ - u (ao, tn)[ 
n>l  
and the order of convergence r(h, k). As seen in Tables 1,2, the approximation is getting better 
as )~ decreases. We also note that the schemes (UWl)-(UW3) are more accurate than the 
scheme (CH), as far as the approximation f the age distribution is concerned. Moreover, the 
accuracy of the schemes (UWl)-(UW3) does not deteriorate as T grows, while the accuracy of 
the scheme (CH) decreases. The treatment ofthe integral term in this problem is important since 
the accuracy of the approximation should be compatible with that of the discretization of the 
differential equations; in fact, it is observed that the numerical schemes are more accurate at the 
interior than at the boundary grid points. It is also seen that the order of convergence does not 
necessarily reflect he accuracy; at the interior, the schemes (UW1)-(UW3) gave closer values to 
the true solution than the scheme (CH), while the scheme (CH) gave better ates of convergence 
than the schemes (UW1)-(UW3). 
In Table 3, we compute the error E(h, k) of the total population p 
E(h, k) = max IP n - p (tn)t 
n~l 
and the order of convergence r(h, k). Table 3 shows that for the total population, the scheme (CH) 
is more accurate than the schemes (UWl)-(UW3), as opposed to the age distribution (Tables 1,2). 
It is also shown that the accuracy of the schemes (UWl)-(UW3), (CH) does not deteriorate as 
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Table 3. Convergence estimates for p when T -- 1 and T = 10. 
E(h, k) r(h, k) 
Grid mesh (h) CH UW1 UW2 UW3 CH UW1 UW2 UW3 
1/8 0.02987 0.03398 0.03260 0.03104 0.96632 0.92968 0.93827 0.95431 
1/16 0.01529 0.01784 0.01701 0.01602 0.98404 0.96490 0.96952 0.97722 
1/32 0.00773 0.00914 0.00869 0.00814 0.99225 0.98245 0.98475 0.98857 
1/64 0.00388 0.00462 0,00439 0.00410 - -  - -  
Table 4. Convergence estimates for u with unbounded mortality. 
~ : # i  ~=~2 
Grid mesh (h) CH UW1 UW2 UW3 CH UW1 UW2 UW3 
1/32 0.06934 0.74503 0.75260 0.76323 0.70478 0.77152 0.78045 0.79377 
1/64 0.84404 0.87000 0.87373 0.87852 0.84802 0.88225 0.88685 0.89308 
1/128 0.92082 0.93424 0.93608 0.93832 0.92276 0.94024 0.94250 0.94551 
1/256 . . . . . .  
Table 5. Convergence estimates for p with unbounded mortality. 
Grid mesh (h) CH UW1 UW2 UW3 CH UW1 UW2 UW3 
1/32 0.96103 0.93664 0,95066 0.97372 0.97065 0.94984 0.96337 0.98527 
1/64 0.98615 0.96725 0.97487 0.98709 0.98951 0.97378 0.98128 0.99304 
1/128 0.99435 0.98332 0,98724 0.99345 0.99575 0.98656 0.99048 0.99658 
1/256 . . . . .  
T grows for ,~ and h fixed. An important feature of Tables 1-3 is, as anticipated, that  the 
numerical rates of convergence confirm the estimates given in Theorem 3.3. 
We present in Figure 1 the graphs of true p and of the approximations of p with h = 0.02. We 
also present in Figure 2 the snapshots of the solution at several representative times and the graph 
of the equilibrium solution u* (a) in order to compare the behavior of u(a, t) when t approaches oo 
with the equilibrium solution u* (a). We see in Figure 2 that  as t is getting larger, the numerical 
solutions are getting closer to the true (steady-state) solution u* (a). For t >_ 5, the numerical 
solutions and the true steady-state solution coincide in the graph. 
Next, we performed numerical experiments with unbounded mortal ity functions to see the 
applicability of the present method to the problem with the finite maximum age; we computed 
the problem (1.1)-(1.4) with the following data: 
1 
= +p+l ,  0_<a<l ,  
m(a,p)  1 - a 
#2(a,p) = (e -  1)ea +p+ 1, O_<a<l ,  
e - -  e a 
3(a) = 5, O < a < l,  
uo(a) = 5e -Sa, 0 < a < 1. 
We calculated in Tables 4,5 the reduction errors (cf. [11]) since we do not know the exact solu- 
tion. Table 4 shows the convergence rates for u. Table 5 shows the convergence rates for p. It is 
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seen that the smaller A produces the better convergence rates. Other numerical experiments have 
been also carried out (piecewise linear and continuous fertility and initial distributions, for exam- 
ple, were used in the experiments). The results including Tables 4,5 show that the simulators run 
very well even with unbounded mortality functions. We should note that the example considered 
here satisfies the C°-compatibility condition, that is, the initial data is consistent with the birth 
process [1]. Hence, the solutions u are in C o and a (nonsmooth) comer point propagates along 
the characteristic t = a. In order to have solutions of C 1 class, we need additional compatibility 
conditions on the data (see [1, Theorem 5]). 
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