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Abstract
We consider the behavior of generalized Laplacian vector fields on a Jordan do-
main of R3 with fractal boundary. Our approach is based on properties of the
Teodorescu transform and suitable extension of the vector fields. Specifically, the
present article addresses the decomposition problem of a Ho¨lder continuous vec-
tor field on the boundary (also called reconstruction problem) into the sum of two
generalized Laplacian vector fields in the domain and in the complement of its clo-
sure, respectively. In addition, conditions on a Ho¨lder continuous vector field on the
boundary to be the trace of a generalized Laplacian vector field in the domain are
also established.
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1 Introduction
Quaternionic analysis is regarded as a broadly accepted branch of classical analysis referring to
many different types of extensions of the Cauchy-Riemann equations to the quaternion skew field
H, which would somehow resemble the classical complex one-dimensional function theory.
An ordered set of quaternions ψ := (ψ1, ψ2, ψ3) ∈ H3, which form an orthonormal (in the usual
Euclidean sense) basis in R3 is called a structural H-vector.
The foundation of the so-called ψ-hyperholomorphic quaternion valued function theory, see [1–3]
and elsewhere, is that the structural H-vector ψ must be chosen in a way that the factorization
of the quaternionic Laplacian holds for ψ-Cauchy-Riemann operators. This question goes back
at least as far as Noˆno’s work [4,5].
The special case of structural H-vector ψθ := {i, ieiθj, eiθj} for θ ∈ [0, 2π) fixed and its associ-
ated ψθ-Cauchy-Riemann operator
ψθ
D :=
∂
∂x1
i+
∂
∂x2
ieiθj+
∂
∂x3
e
iθj,
are used in [6] to give a quaternionic treatment of inhomogeneous case of the system
1


− ∂f1
∂x1
+
(
∂f2
∂x2
− ∂f3
∂x3
)
sin θ −
(
∂f3
∂x2
+
∂f2
∂x3
)
cos θ = 0,
(
∂f3
∂x3
− ∂f2
∂x2
)
cos θ −
(
∂f3
∂x2
+
∂f2
∂x3
)
sin θ = 0,
− ∂f3
∂x1
+
∂f1
∂x3
sin θ +
∂f1
∂x2
cos θ = 0,
∂f2
∂x1
− ∂f1
∂x3
cos θ +
∂f1
∂x2
sin θ = 0,
(1.1)
wherein the unknown well-behaved functions fm : Ω→ C,m = 1, 2, 3 are prescribed in an smooth
domain Ω ⊂ R3.
From now on, an smooth vector field ~f = (f1, f2, f3) that satisfies (1.1), will said to be a
generalized Laplacian vector field.
We will consider complex quaternionic valued functions (a detailed exposition of notations and
definitions will be given in Section 2) to be expressed by
f = f0 + f1i+ f2j + f3k,
where i, j and k denote the quaternionic imaginary units.
On the other hand, the one-to-one correspondence
f = f1i+ f2j + f3k ←→ ~f = (f1, f2, f3) (1.2)
makes it obvious that (1.1) equivalents to the equation
ψθ
D[f ] = 0.
System (1.1) contains as a particular case the well-known solenoidal and irrotational, or har-
monic system of vector fields (see [7, 8] and the references given there). Indeed, under the
correspondence f = f1i+ f3j+ f2k ←→ ~f = (f1, f2, f3) we have:
ψ0
D[f ] = 0 ⇐⇒
{
div~f = 0,
rot~f = 0.
(1.3)
In order to get more generalized results than those of [8], it is assumed in this paper that Ω ⊂ R3
is a Jordan domain (see [9]) with fractal boundary Γ in the Mandelbrot sense, see [10,11].
Let us introduce the temporary notations Ω+ := Ω and Ω− := R
3 \ (Ω+ ∪Γ). We are interested
in the following problems: Given a continuous three-dimensional vector field ~f : Γ→ C3:
(I) (Problem of reconstruction) Under which conditions can ~f be decomposed on Γ into the
sum:
~f(t) = ~f+(t) + ~f−(t), ∀ t ∈ Γ, (1.4)
where ~f± are extendable to generalized Laplacian vector fields ~F± in Ω±, with ~F
−(∞) = 0?
(II) When ~f is the trace on Γ of a generalized Laplacian vector field ~F± in Ω± ∪ Γ?
In what follows, we deal with problems (I) and (II) using the quaternionic analysis tools and
working with f instead of ~f under the one-to-one correspondence (1.2). It will cause no confusion
if we call f also vector field.
In the case of a rectifiable surface Γ (the Lipschitz image of some bounded subset of R2) these
problems have been investigated in [12].
2 Preliminaries.
2.1 Basics of ψθ-hyperholomorphic function theory.
Let H := H(R) and H(C) denote the sets of real and complex quaternions respectively. If a ∈ H
or a ∈ H(C), then a = a0 + a1i+ a2j+ a3k, where the coefficients ak ∈ R if a ∈ H and ak ∈ C if
2
a ∈ H(C). The symbols i, j and k denote different imaginary units, i. e. i2 = j2 = k2 = −1 and
they satisfy the following multiplication rules ij = −ji = k; jk = −kj = i; ki = −ik = j. The
unit imaginary i ∈ C commutes with every quaternionic unit imaginary.
It is known that H is a skew-field and H(C) is an associative, non-commutative complex algebra
with zero divisors.
If a ∈ H o a ∈ H(C), a can be represented as a = a0 + ~a, with ~a = a1i+ a2j+ a3k, Sc(a) := a0
is called the scalar part and Vec(a) := ~a is called the vector part of the quaternion a.
Also, if a ∈ H(C), a can be represented as a = α1 + iα2 with α1, α2 ∈ H.
Let a, b ∈ H(C), the product between these quaternions can be calculated by the formula:
ab = a0b0 − 〈~a,~b〉+ a0~b+ b0~a+ [~a,~b], (2.1)
where
〈~a,~b〉 :=
3∑
k=1
akbk, [~a,~b] :=
∣∣∣∣∣∣
i j k
a1 a2 a3
b1 b2 b3
∣∣∣∣∣∣ . (2.2)
We define the conjugate of a = a0 + ~a ∈ H(C) by a := a0 − ~a.
The Euclidean norm of a quaternion a ∈ H is the number |a| given by:
|a| =
√
aa =
√
aa. (2.3)
We define the quaternionic norm of a ∈ H(C) by:
|a|c :=
√
|a0|C2 + |a1|C2 + |a2|C2 + |a3|C2, (2.4)
where |ak|C denotes the complex norm of each component of the quaternion a.The norm of a
complex quaternion a = a1 + ia2 with a1, a2 ∈ H can be rewritten in the form
|a|c =
√
|α1|2 + |α2|2. (2.5)
If a ∈ H, b ∈ H(C), then
|ab|
c
= |a||b|
c
. (2.6)
If a ∈ H(C) is not a zero divisor then a−1 := a
aa
is the inverse of the complex quaternion a.
2.2 Notations
• We say that f : Ω→ H(C) has properties in Ω such as continuity and real differentiability
of order p whenever all fj have these properties. These spaces are usually denoted by
Cp(Ω, H(C)) with p ∈ N ∪ {0}.
• Throughout this work, Lipµ(Ω, H(C)), 0 < µ ≤ 1, denotes the set of Ho¨lder continuous
functions f : Ω → H(C) with Ho¨lder exponent µ. By abuse of notation, when f0 = 0 we
write Lipµ(Ω, C
3) instead of Lipµ(Ω, H(C)).
In this paper, we consider the structural set ψθ := {i, ieiθj, eiθj} for θ ∈ [0, 2π) fixed, and the
associated operators ψ
θ
D and Dψ
θ
on C1(Ω, H(C)) defined by
ψθ
D[f ] := i
∂f
∂x1
+ ieiθj
∂f
∂x2
+ eiθj
∂f
∂x3
, (2.7)
D
ψθ [f ] :=
∂f
∂x1
i+
∂f
∂x2
ieiθj+
∂f
∂x3
e
iθj, (2.8)
which linearize the Laplace operator ∆R3 in the sense that
ψθ
D
2 =
[
D
ψθ
]2
= −∆R3 . (2.9)
All functions which belong to ker
(
ψθD
)
:=
{
f : ψ
θ
D[f ] = 0
}
are called left-ψθ-hyperholomorphic
in Ω. Similarly, those functions which belong to ker
(
Dψ
θ
)
:=
{
f : Dψ
θ
[f ] = 0
}
will be called
right-ψθ-hyperholomorphic in Ω. For a deeper discussion of the hyperholomorphic function the-
ory we refer the reader to [13].
3
The function
Kψθ (x) := −
1
4π
(x)ψθ
|x|3 , x ∈ R
3 \ {0}, (2.10)
where
(x)ψθ := x1i+ x2ie
iθj+ x3e
iθj, (2.11)
is a both-side-ψθ-hyperholomorphic fundamental solution of ψ
θ
D. Observe that |(x)ψθ | = |x| for
all x ∈ R3.
For f = f0 + f ∈ C1(Ω,H(C)) let us define
ψθdiv[f ] :=
∂f1
∂x1
+
(
∂f2
∂x2
− ∂f3
∂x3
)
ieiθ, (2.12)
ψθgrad[f0] :=
∂f0
∂x1
i+
∂f0
∂x2
ieiθj +
∂f0
∂x3
e
iθj, (2.13)
ψθrot[f ] :=
(
− ∂f3
∂x2
− ∂f2
∂x3
)
e
iθ +
(
− ∂f1
∂x3
ieiθ − ∂f3
∂x1
)
j +
(
∂f2
∂x1
− ∂f1
∂x2
ieiθ
)
k. (2.14)
The action of ψ
θ
D on f ∈ C1(Ω, H(C)) yields
ψθ
D[f ] = −ψθdiv[f ] + ψθgrad[f0] + ψ
θ
rot[f ], (2.15)
which implies that f ∈ ker(ψθD) is equivalent to
− ψθdiv[f ] + ψθgrad[f0] + ψ
θ
rot[f ] = 0. (2.16)
If f0 = 0, (2.16) reduces to
− ψθdiv[f ] + ψθrot[f ] = 0. (2.17)
We check at once that (1.1) is equivalent to (2.17).
Similar considerations apply to Dψ
θ
, for this case one obtains
D
ψθ [f ] = −ψθdiv[f ] + ψθgrad[f0] + ψθrot[f ], (2.18)
where
ψθdiv[f ] :=
∂f1
∂x1
+
(
∂f2
∂x2
− ∂f3
∂x3
)
ieiθ, (2.19)
ψθrot[f ] :=
(
− ∂f3
∂x2
− ∂f2
∂x3
)
eiθ − ∂f1
∂x3
ieiθj+
∂f3
∂x1
j− ∂f2
∂x1
k− ∂f1
∂x2
ieiθk. (2.20)
If f0 = 0, (2.18) reduces to
D
ψθ [f ] = −ψθdiv[f ] + ψθ rot[f ]. (2.21)
It follows easily that
− ψθdiv[f ] + ψθrot[f ] = 0, (2.22)
is also equivalent to (1.1).
Lemma 2.1. Let f = f0 + f ∈ C1(Ω, H(C)). Then f is both-side-ψθ-hyperholomorphic in Ω if
and only if ψ
θ
grad[f0](x) ≡ 0 in Ω and f is a generalized Laplacian vector field in Ω.
Proof. The proof is based on the fact that (2.17) and (2.22) are equivalent to (1.1).
2.3 Fractal dimension and the Whitney operator
Let E a subset in R3, we denote by Hλ(E) the λ-Hausdorff measure of E (see [14]).
Assume that E is a bounded set, the Hausdorff dimension of E (denoted by λ(E)) is the infimum
λ such that Hλ(E) <∞.
Frequently, the Minkowski dimension of E (also called box dimension and denoted by α(E)) is
more appropriate than the Hausdorff dimension to measure the roughness of E (see [7,8]).
It is known that Minkowski and Hausdorff dimensions can be equal, for example, for rectifiable
surfaces (the Lipschitz image of some bounded subset of R2). But in general, if E is a two-
dimensional set in R3
2 ≤ λ(E) ≤ α(E) ≤ 3. (2.23)
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If 2 < λ(E), E is called a fractal set in the Mandelbrot sense. For more information about the
Hausdorff and Minkowski dimension see [10,11].
Let f ∈ Lipµ(Γ,H(C)). We define
f
w := XE0(f), (2.24)
where E0 is the Whitney operator (see [16]) and X denotes the characteristic function in Ω+ ∪Γ.
Proposition 2.2. [12, Proposition 2.5.]. Let f ∈ Lipµ(Γ,H(R)). Then ψ
θ
D[fw] ∈ Lp(R3,H(R))
for p <
3− α(Γ)
1− µ .
Define the set
M
∗
ψθ :=
{
f :
∫
Ω+
〈
Kψθ(x− ξ) , f(ξ)
〉
dm(ξ) = 0, x ∈ Γ
}
, (2.25)
where m denotes the Lebesgue measure in R3. The set M ∗
ψθ
can be described in purely physical
terms (see [17]).
3 Auxiliary results on ψθ-hyperholomorphic function
theory.
Theorem 3.1. Let f ∈ Lipµ(Γ, H(C)) ∩ Mψθ ,
α(Γ)
3
< µ ≤ 1. Then the function f can be
represented as f = F+
∣∣
Γ
− F−∣∣
Γ
, where F± ∈ Lipν(Ω± ∪ Γ) ∩ ker
(
ψθD
)
for some ν < µ, F±
are given by
F
±(x) := −ψθT
[
ψθ
D[fw ]
]
(x) + fw(x), x ∈ (Ω± ∪ Γ), (3.1)
where
ψθ
T [v](x) :=
∫
Ω+
Kψθ (x− ξ) v(ξ) dm(ξ), x ∈ R3. (3.2)
is the well-defined Teodorescu transform for the H(C)-valued function v, see [13].
Proof. Since fw = fw1 + if
w
2 with f
w
k : Ω∪Γ→ H, µ >
α(Γ)
3
, and by Proposition 2.2 ψ
θ
D[fwk ] ∈
Lp(Ω, H) for some p ∈
(
3,
3− α(Γ)
1− µ
)
. Then the integral on the right side of (3.1) exists
and represents a continuous function in the whole R3 (see [12, Theorem 2.3.9]). Hence, the
functions F± possess continuous extensions to the closures of the domains Ω± and they satisfy
that F+
∣∣
Γ
− F−
∣∣
Γ
= f . By properties of the Teodorescu operator (see [13, Theorem 4.17]),
ψθD[F+] = 0 and ψ
θ
D[F−] = 0 in the domains Ω±, respectively.
In the remainder of this section we assume that
α(Γ)
3
< µ ≤ 1. The following results are
related to the problem of extending ψθ-hyperholomorphically a H(C)-valued Ho¨lder continuous
function.
Theorem 3.2. Let f ∈ Lipµ(Γ,H(C)) the trace of F ∈ Lipµ(Ω+ ∪ Γ,H(C)) ∩ ker
(
ψθD
∣∣∣
Ω+
)
.
Then
ψθ
T
[
ψθ
D[fw ]
]∣∣∣
Γ
= 0 (3.3)
Conversely, if (3.3) is satisfied, then f is the trace of F ∈ Lipν(Ω+ ∪ Γ,H(C)) ∩ ker
(
ψθD
∣∣∣
Ω+
)
for some ν < µ.
Proof. We give only the main ideas of the proof.
Sufficiency. As we can write f = f1 + if2 and F = F1 + iF2 with fk ∈ Lipµ(Γ,H(R)), k = 1, 2
and Fk ∈ Lipν(Ω+ ∪ Γ,H(R)) ∩ ker
(
ψθD
∣∣∣
Ω+
)
. Then fw = fw1 + if
w
2 and
ψθ
T
[
ψθ
D[fw ]
]
= ψ
θ
T
[
ψθ
D[fw1 ]
]
+ i ψ
θ
T
[
ψθ
D[fw2 ]
]
, (3.4)
5
As in (see [18, Theorem 3.1]) we can proof that ψ
θ
T
[
ψθD[fwk ]
]∣∣∣
Γ
= 0 and fk is the trace of Fk.
Necessity. If (3.3) is satisfied we have
ψθ
T
[
ψθ
D[fw ]
]∣∣∣
Γ
= ψ
θ
T
[
ψθ
D[fw1 ]
]∣∣∣
Γ
+ i ψ
θ
T
[
ψθ
D[fw2 ]
]∣∣∣
Γ
= 0, (3.5)
and we take
F (x) := −ψθT
[
ψθ
D[fw ]
]
(x) + fw(x), x ∈ Ω+ ∪ Γ. (3.6)
In the same manner next theorem can be verified
Theorem 3.3. Let f ∈ Lipµ(Γ,H(C)). If f is the trace of a function F ∈ Lipµ(Ω− ∪Γ,H(C))∩
ker
(
ψθD
∣∣∣
Ω−
)
ψθ
T
[
ψθ
D[fw ]
]∣∣∣
Γ
= −f (3.7)
Conversely, if (3.7) is satisfied, then f is the trace of a function F ∈ Lipν(Ω− ∪ Γ,H(C)) ∩
ker
(
ψθD
∣∣∣
Ω−
)
for some ν < µ.
These two results generalize those of [18, Theorem 3.1, Theorem 3.2].
Remark 3.4. Similar results can be drawn for the case of right ψθ-hyperholomorphic extensions.
The only necessity being to replace in both theorems ker
(
ψθD
∣∣∣
Ω±
)
by ker
(
Dψ
θ
∣∣∣
Ω±
)
and
ψθT
[
ψθD[fw ]
]∣∣∣
Γ
by
[
Dψ
θ
[fw ]
]
ψθT
∣∣∣
Γ
, where for every H(C)-valued function v we have set
[v] ψ
θ
T =
∫
Ω+
v(ξ)Kψθ(x− ξ) dm(ξ), x ∈ R3. (3.8)
The following theorem presents a result connecting two-sided ψθ-hyperholomorphicity in the
domain Ω+ and it is obtained by application of the previous results
Theorem 3.5. If F ∈ Lipµ(Γ,H(C)) ∩ ker
(
ψθD
∣∣∣
Ω+
)
has trace F |Γ = f , then the following
assertions are equivalent:
1. F is left and right ψθ-hyperholomorphic in Ω+,
2. ψ
θ
T
[
ψθD[fw ]
]∣∣∣
Γ
=
[
Dψ
θ
[fw ]
]
ψθT
∣∣∣
Γ
.
Proof. The proof is obtained reasoning as in [8, Theorem 3.3].
4 Main results
In this section our main results are stated and proved. They give sufficient conditions for solving
the Problems (I) and (II).
Theorem 4.1. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
. Then the problem (I) is solvable if
Vec
(
−ψθdiv[fw ] + ψθ rot[fw ]
)
:=
((
∂fw3
∂x3
− ∂f
w
2
∂x2
)
cos θ −
(
∂fw3
∂x2
+
∂fw2
∂x3
)
sin θ
)
i
+
(
−∂f
w
3
∂x1
+
∂fw1
∂x3
sin θ +
∂fw1
∂x2
cos θ
)
j
+
(
∂fw2
∂x1
− ∂f
w
1
∂x3
cos θ +
∂fw1
∂x2
sin θ
)
k ∈ M ∗ψθ .
(4.1)
6
Proof. It is enough to prove that
F±(x) := −ψθT
[
ψθ
D[fw ]
]
(x) + fw(x), x ∈ (Ω± ∪ Γ), (4.2)
are vector fields.
Observe that
Sc
(
ψθ
T
[
ψθ
D[fw ]
])
(x) = −
∫
Ω+
〈
Kψθ (x− ξ),Vec
(
−ψθdiv[fw ] + ψθrot[fw]
)〉
dm(ξ), x ∈ Ω±,
∆
(
Sc
(
ψθ
T
[
ψθ
D[fw ]
]))
(x) = 0, x ∈ Ω±
and
Sc
(
ψθ
T
[
ψθ
D[fw ]
])∣∣∣
Γ
= 0,
because Vec
(
−ψθdiv[fw ] + ψθrot[fw]
)
∈ M ∗
ψθ
. Therefore Sc
(
ψθT
[
ψθD[fw ]
])
≡ 0 in Ω±. Then
F±(x) are vector fields.
Theorem 4.2. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
and suppose that
Vec
(
−ψθdiv[fw ] + ψθrot[fw ]
)
∈ M ∗
ψθ
. If f is the trace of a generalized Laplacian vector field in
Lipµ(Ω+ ∪ Γ, C3), then∫
Ω+
Kψθ (t− ξ) Sc
(
−ψθdiv[fw] + ψθrot[fw ]
)
dm(ξ)
=
∫
Ω+
[
Kψθ (t− ξ) , Vec
(
−ψθdiv[fw] + ψθrot[fw ]
)]
dm(ξ), t ∈ Γ,
(4.3)
where
Sc
(
−ψθdiv[fw ] + ψθ rot[fw ]
)
= −∂f
w
1
∂x1
+
(
∂fw2
∂x2
− ∂f
w
3
∂x3
)
sin θ −
(
∂fw3
∂x2
+
∂fw2
∂x3
)
cos θ. (4.4)
Conversely, if (4.3) is satisfied, then f is the trace of a generalized Laplacian vector field in
Lipν(Ω+ ∪ Γ, C3) for some ν < µ.
Proof. Suppose that f ∈ Lipµ(Γ, C3) is the trace of a generalized Laplacian vector field in
Lipµ(Ω+ ∪ Γ, C3). Therefore
ψθ
T
[
ψθ
D[fw ]
]∣∣∣
Γ
= 0,
by Theorem 3.2. Of course∫
Ω+
Kψθ(t− ξ) Sc
(
−ψθdiv[fw ] + ψθ rot[fw ]
)
dm(ξ)
=
∫
Ω+
[
Kψθ(t− ξ) , Vec
(
−ψθdiv[fw ] + ψθ rot[fw ]
)]
dm(ξ), t ∈ Γ,
as is easy to check.
Now, if (4.3) is satisfied. Set
F+(x) := −ψθT
[
ψθ
D[fw ]
]
(x) + fw(x), x ∈ (Ω+ ∪ Γ). (4.5)
As Vec
(
−ψθdiv[fw ] + ψθ rot[fw ]
)
∈ M ∗
ψθ
, F+ is a generalized Laplacian vector field in Ω+. By
Theorem 3.1, F+
∣∣
Γ
= f , which completes the proof.
The method of proof carries to domain Ω−. Indeed, we have
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Theorem 4.3. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
and suppose that
Vec
(
−ψθdiv[fw ] + ψθrot[fw ]
)
∈ M ∗
ψθ
. If f is the trace of a generalized Laplacian vector field in
Lipµ(Ω− ∪ Γ, C3) which vanishes at infinity, then∫
Ω+
Kψθ(t− ξ) Sc
(
−ψθdiv[fw ] + ψθrot[fw]
)
dm(ξ)
−
∫
Ω+
[
Kψθ (t− ξ) , Vec
(
−ψθdiv[fw ] + ψθ rot[fw ]
)]
dm(ξ) = −f(t), t ∈ Γ.
(4.6)
Conversely, if (4.6) is satisfied, then f is the trace of a generalized Laplacian vector field in
Lipν(Ω− ∪ Γ, C3) for some ν < µ, which vanishes at infinity.
Remark 4.4. The mains results of this paper are generalizations of those in [8], where is
considered the operator Moisil-Teodorescu
DMT := i
∂
∂x1
+ j
∂
∂x2
+ k
∂
∂x3
. (4.7)
Applying the operator DMT to h
w := fw1 i+ f
w
2 j + f
w
3 k ∈ C1(Ω,C3) ∩ Lipµ(Ω, C3) we get
DMT [h
w] = −div[hw ] + rot[hw ]
= −∂f
w
1
∂x1
− ∂f
w
2
∂x2
− ∂f
w
3
∂x3
+
(
∂fw3
∂x2
− ∂f
w
2
∂x3
)
i
+
(
∂fw1
∂x3
− ∂f
w
3
∂x1
)
j+
(
∂fw2
∂x1
− ∂f
w
1
∂x2
)
k.
(4.8)
For abbreviation, we let DMT [h
w ] stand for
DMT [h
w ] = [DMT [h
w]]0 + [DMT [h
w ]]1 i+ [DMT [h
w]]2 j+ [DMT [h
w ]]3 k. (4.9)
On the other hand, setting f := f1i+ f3j+ f2k ∈ C1(Ω,C3) ∩ Lipµ(Ω, C3) it follows that
ψ0
D[fw] = −∂f
w
1
∂x1
− ∂f
w
2
∂x2
− ∂f
w
3
∂x3
+
(
∂fw2
∂x3
− ∂f
w
3
∂x2
)
i
+
(
∂fw1
∂x2
− ∂f
w
2
∂x1
)
j+
(
∂fw3
∂x1
− ∂f
w
1
∂x3
)
k.
(4.10)
The above expression may be written as
ψ0
D[fw] =
[
ψ0
D[fw]
]
0
+
[
ψ0
D[fw ]
]
1
i+
[
ψ0
D[fw]
]
2
j+
[
ψ0
D[fw ]
]
3
k. (4.11)
It is worth noting that under the correspondence (fw1 , f
w
2 , f
w
3 ) ↔ (fw1 , fw3 , fw2 ) we can assert
that
DMT [h
w ] = 0 ⇐⇒ ψ0D[fw] = 0, (4.12)
which follow from
[DMT [h
w]]0 =
[
ψ0
D[fw ]
]
0
,
[DMT [h
w]]1 = −
[
ψ0
D[fw ]
]
1
,
[DMT [h
w]]2 = −
[
ψ0
D[fw
]
3
,
[DMT [h
w]]3 = −
[
ψ0
D[fw ]
]
2
.
Remark 4.5. In [8] is defined
M
∗ :=
{
f :
1
4π
∫
Ω
〈
grad
1
|t− ξ| , f(ξ)
〉
dm(ξ) = 0, t ∈ Γ
}
. (4.13)
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For h := f1i+ f2j+ f3k ∈ M ∗ it is clear that
1
4π
∫
Ω
〈
grad
1
|t− ξ| , h(ξ)
〉
dm(ξ) =
∫
Ω
〈
Kψ0(t− ξ) , f(ξ)
〉
dm(ξ) = 0, (4.14)
where f := f1i+ f3j+ f2k ∈ M ∗ψ0 . Hence
h := f1i+ f2j+ f3k ∈ M ∗ ⇐⇒ f := f1i+ f3j + f2k ∈ M ∗ψ0 .
From Theorems 4.1, 4.2, 4.3 and the previous remarks the followings corollaries are obtained.
Corollary 4.6. [8, Theorem 2.2]. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
. Then the recon-
struction problem for the div-rot system is solvable if rot[fw ] ∈ M ∗.
Corollary 4.7. [8, Theorem 2.3]. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
and suppose that
rot[fw ] ∈ M ∗. If f is the trace of a Laplacian vector field in Lipµ(Ω+ ∪ Γ, C3), then
1
4π
∫
Ω+
grad
1
|t − ξ| div[f
w ] dm(ξ)
=
1
4π
∫
Ω+
[
grad
1
|t − ξ| , rot[f
w]
]
dm(ξ), t ∈ Γ.
(4.15)
Conversely, if (4.15) is satisfied, then f is the trace of a Laplacian vector field in Lipν(Ω+∪Γ, C3)
for some ν < µ.
Corollary 4.8. [8, Theorem 2.4]. Let f ∈ Lipµ(Γ, C3) such that µ >
α(Γ)
3
and suppose that
rot[fw ] ∈ M ∗. If f is the trace of a Laplacian vector field in Lipµ(Ω− ∪ Γ, C3) which vanishes
at infinity, then
1
4π
∫
Ω+
grad
1
|t− ξ| div[f
w ] dm(ξ)
− 1
4π
∫
Ω+
[
grad
1
|t− ξ| , rot[f
w ]
]
dm(ξ) = −f(t), t ∈ Γ.
(4.16)
Conversely, if (4.16) is satisfied, then f is the trace of a Laplacian vector field in Lipν(Ω−∪Γ, C3)
for some ν < µ, which vanishes at infinity.
Acknowledgements
D. Gonza´lez-Campos gratefully acknowledges the financial support of the Postgraduate Study
Fellowship of the Consejo Nacional de Ciencia y Tecnolog´ıa (CONACYT) (grant number 818693).
J. Bory-Reyes and M. A. Pe´rez-de la Rosa were partially supported by Instituto Polite´cnico
Nacional in the framework of SIP programs (SIP20200363) and by Universidad de las Ame´ricas
Puebla, respectively.
References
[1] Naser, M. Hyperholomorphic functions, Siberian Math. J. 12, 959-968 (1971).
[2] Vasilevsky, N. L.; Shapiro, M. V. Some questions of hypercomplex analysis, Complex
Analysis and Applications 87 (Varna, 1987), (Publ. House Bulgar. Acad. Sci., Sofia, 1989),
pp. 523-531.
[3] Mitelman, I. M.; Shapiro, M. V. Differentiation of the Martinelli-Bochner integrals and
the notion of hyperderivability. Math. Nachr. 172 (1995), 211–238.
[4] Noˆno, K. Hyperholomorphic functions of a quaternion variable, Bull. Fukuoka Univ. Ed.
III 32, 2137 (1983).
9
[5] Noˆno, K. On the quaternion linearization of Laplacian ∆. Bull. Fukuoka Univ. Educ. Nat.
Sci., 35 (1985). 5-10.
[6] Bory Reyes, J.; Abreu Blaya, R.; Pe´rez de la Rosa, M. A.; Schneider, B. A quaternionic
treatment of inhomogeneous Cauchy-Riemann type systems in some traditional theories.
Complex Anal. Oper. Theory 11 (2017), no. 5, 1017–1034.
[7] Abreu Blaya, R.; Bory Reyes, J.; Shapiro, M. On the Laplacian vector fields theory in
domains with rectifiable boundary. Math. Methods Appl. Sci. 29 (2006), no. 15, 1861–
1881.
[8] Abreu Blaya, R.; Bory Reyes, J.; Moreno Garc´ıa, T.; Pen˜a Pen˜a, D. Laplacian decom-
position of vector fields on fractal surfaces. Math. Methods Appl. Sci. 31 (2008), no. 7,
849–857.
[9] Harrison, J.; Norton, A. The Gauss-Green theorem for fractal boundaries. Duke Math. J.
67 (1992), no. 3, 575–588.
[10] Falconer, K. J. The geometry of fractal sets. Cambridge Tracts in Mathematics, 85. Cam-
bridge University Press, Cambridge, 1986.
[11] Feder, J. Fractals. With a foreword by Benoit B. Mandelbrot. Physics of Solids and Liquids.
Plenum Press, New York, 1988. xxvi+283 pp. ISBN: 0-306-42851-2
[12] Gonza´lez-Campos, D., Pe´rez-de la Rosa, M. A., Bory-Reyes, J. Reconstruction of solutions
to a generalized Moisil-Teodorescu system in Jordan domains with rectifiable boundary.
Complex Anal. Oper. Theory 14 (2020), no 1, 1-18.
[13] Kravchenko, V. V.; Shapiro, M. Integral representations for spatial models of mathematical
physics. Pitman Research Notes in Mathematics Series, 351. Longman, Harlow, 1996.
[14] Garnett, J. Analytic capacity and measure. Lecture Notes in Mathematics, Vol. 297.
Springer-Verlag, Berlin-New York, 1972.
[15] Abreu Blaya, R.; Bory-Reyes, J.; Pen˜a-Pen˜a, D. Jump problem and removable singularities
for monogenic functions. J. Geom. Anal. 17 (2007), no. 1, 1–13.
[16] Stein, E. M. Singular integrals and differentiability properties of functions. Princeton Math-
ematical Series, No. 30 Princeton University Press, Princeton, N.J. 1970 xiv+290 pp.
[17] Zhdanov, M. S. Integral transforms in geophysics. Translated from the Russian by Tamara
M. Pyankova. Springer-Verlag, Berlin, 1988. xxiv+367 pp.
[18] Abreu Blaya, R.; Bory Reyes, J.; Moreno Garc´ıa, T. Teodorescu transform decomposition
of multivector fields on fractal hypersurfaces. Wavelets, multiscale systems and hypercom-
plex analysis, 1–16, Oper. Theory Adv. Appl., 167, Birkhuser, Basel, 2006.
[19] Abreu-Blaya, Ricardo; Bory-Reyes, Juan. Criteria for monogenicity of Clifford algebra-
valued functions on fractal domains. Arch. Math. (Basel) 95 (2010), no. 1, 45–51.
Appendix. Criteria for the generalized Laplacianness
of a vector field
We continue to assume that Ω ⊂ R3 is a Jordan domain with a fractal boundary Γ. Our interest
here is to find necessary and sufficient conditions for the generalized Laplacianness of an vector
field F ∈ Lipν(Ω ∪ Γ, C3) in terms of its boundary value f := F|Γ.
The inspiration for the following definition is that in [19, Definition 2.1].
Definition 4.9. Let Ω a Jordan domain with fractal boundary Γ. Then we define the Cauchy
transform of f ∈ Lipµ(Γ, C3) by
K
∗
Γ[f ](x) := −ψ
θ
T
[
ψθ
D[fw ]
]
(x) + fw(x), x ∈ R3 \ Γ. (4.17)
Under condition
α(Γ)
3
< µ ≤ 1 the Cauchy transform K∗Γ[f ] has continuous extension to Ω ∪ Γ
for every vector field f ∈ Lipµ(Γ, C3) (take a fresh look at Theorem 3.1). On the other hand,
using [13, Theorem 4.17] we obtain that K∗Γ[f ] is left-ψ
θ-hyperholomorphic in R3 \ Γ. Note that
K∗Γ[f ](x) vanishes at infinity.
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Let us introduce the following fractal version of the Cauchy singular integral operator
S∗Γ[f ](x) := 2K∗Γ[f ]+(x)− f(x), x ∈ Γ.
Here and subsequently, K∗Γ[f ]
+ denotes the trace on Γ of the continuous extension of K∗Γ[f ] to
Ω ∪ Γ.
Let us now establish and prove the main result of this appendix, which gives necessary and
sufficient conditions for the generalized Laplacianness of a vector field in terms of its boundary
value.
Theorem 4.10. Let F ∈ Lipµ(Ω∪Γ,C3) with trace f = F|Γ. Then the following sentences are
equivalent:
(i) F is a generalized Laplacian vector field.
(ii) F is harmonic in Ω and S∗Γ[f ] = f .
Proof. Let Fw be the Whitney extension of F in Lipµ(Ω∪Γ,C3). Suppose that F is a generalized
Laplacian vector field in Ω. Since ψ
θ
D[F] = 0 in Ω, it follows that F is harmonic. Also Fw is a
Whitney extension of f , i.e. f = Fw|Γ. According to Definition 4.9, with fw replaced by Fw, we
get
K
∗
Γ[f ](x) = −
∫
Ω
Kψθ (x− ξ)ψ
θ
D[Fw](ξ) dm(ξ) + Fw(x) = F(x), x ∈ Ω,
which imply that K∗Γ[f ]
+ = f and S∗Γ[f ] = f .
Conversely, assume that (ii) holds and define
Ψ(x) :=
{
K∗Γ[f ](x), x ∈ Ω,
f(x), x ∈ Γ. (4.18)
Note that Ψ(x) is left-ψθ-hyperholomorphic function, hence harmonic in Ω. Since S∗Γ[f ] = f in
Γ, it follows that K∗Γ[f ]
+ = f . Therefore K∗Γ[f ] is also continuous on Ω ∪ Γ.
As F − Ψ is harmonic in Ω and (F−Ψ)|Γ = 0 we have that F(x) = K∗Γ[f ](x) for all x ∈ Ω,
which follows from the harmonic maximum principle. Lemma 2.1 now forces F to be a generalized
Laplacian vector field in Ω, and the proof is complete.
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