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RESUMEN
DESARROLLO DE UN ALGORITMO HEURI´STICO PARA ESTABLECER LAS
RUTAS DE TRANSPORTE ESCOLAR DE LA SECRETARI´A DE EDUCACIO´N
DE BOGOTA´
por
WILSON NICOLAS BARAJAS MORA
Maestr´ıa en Ingenier´ıa de Sistemas y Computacio´n
UNIVERSIDAD NACIONAL DE COLOMBIA
Director: Yoan Pinzo´n, Ph. D.
En este trabajo se presenta un nuevo algoritmo para resolver el Problema de Ruteo de
Veh´ıculos con Capacidades (CVRP), despue´s se realiza una adaptacio´n de e´ste para re-
solver el problema de ruteo escolar de la Secretar´ıa de Educacio´n de Bogota´ (SED), para
el cual se tiene una informacio´n de demandas, paraderos y colegios obtenida de las ba-
ses de datos y geogra´ficas del proyecto de ’INTERVENTORI´A DE LOS CONTRATOS
DEL SERVICIO DE TRANSPORTE ESCOLAR, DE LOS ESTABLECIMIENTOS
EDUCATIVOS DEL DISTRITO’ el cual fue un convenio interadministrativo entre la
Universidad Nacional de Colombia y la Secretar´ıa de Educacio´n de Bogota´. Mediante
una serie de ana´lisis de resultados del algoritmo planteado se concluye que a partir e´ste
se obtienen soluciones competitivas con el uso razonable de recursos. A trave´s de la
aplicacio´n de este algoritmo al problema de ruteo de la Secretar´ıa se obtienen mejo-
ramientos en distancia de aproximadamente el 22 % sobre las rutas actuales que son
definidas intuitivamente por algunos de los actores del sistema, teniendo en cuenta cier-
tas situaciones como las diferentes zonas de vivienda de los estudiantes y la demanda
asociada. Primero, se generan soluciones factibles iniciales basadas en algoritmos de ba-
rrido existentes para resolver el Problema de Ruteo de Veh´ıculos (VRP) y en algoritmos
de insercio´n existentes para resolver el Problema del Agente Viajero (TSP). Despue´s se
aplica un algoritmo de mejoramiento teniendo como base ciertos operadores definidos
en la literatura para esta clase de algoritmos. En seguida el algoritmo es modificado e
implementado para resolver el problema de rutas escolares de la SED y finalmente se
muestran los resultados obtenidos para los colegios pertenecientes a una de las locali-
dades de la ciudad dando algunas pautas de factibilidad de implementacio´n para todo
el sistema de rutas de la Secretar´ıa.
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Cap´ıtulo 1
Introduccio´n
En la vida cotidiana existe la necesidad de transportar personas u objetos de un lugar
a otro. Dentro de los procesos requeridos para suplir esta necesidad se encuentra el de
definir las rutas que deben realizar los veh´ıculos. Las decisiones tomadas en la definicio´n
de las rutas pueden implicar un gran ahorro o desperdicio de recursos en la labor
del transporte, por lo cual, este proceso tiene una gran relevancia en la cadena de
abastecimiento. [21]
Algunas de las situaciones de la vida cotidiana en las que se requiere planear y programar
el ruteo de veh´ıculos son las siguientes: empresas productoras, empresas de transporte
de bienes, mensajer´ıa, transporte de desechos, empresas de transporte de personas,
transporte escolar, empresas de transporte de valores, etc.
La Secretar´ıa de Educacio´n de Bogota´ (SED) se encarga de proveer de transporte a
algunos de los estudiantes de colegios pu´blicos de la ciudad. Para esto, la Secretar´ıa
contrata el servicio en empresas privadas, las cuales definen unas tarifas de acuerdo a
la distancia recorrida necesaria para prestar el servicio. Debido a lo anterior, la Secre-
tar´ıa de Educacio´n de Bogota´ debe establecer las rutas de manera que se minimice la
distancia total recorrida por todos los buses, teniendo as´ı una clase de problema bien
definido en la literatura como lo es el Problema de Ruteo de Veh´ıculos con capacidades
(CVRP, por sus siglas en ingles de ’Capacitated Vehicle Routing Problem’ ). Los datos
de entrada que requiere este problema teo´rico para la aplicacio´n al problema de ruteo
escolar de la Secretar´ıa fueron obtenidos de la informacio´n de demandas, paraderos
y colegios obtenida de las bases de datos y geogra´ficas del proyecto de ’INTERVEN-
TORI´A DE LOS CONTRATOS DEL SERVICIO DE TRANSPORTE ESCOLAR, DE
LOS ESTABLECIMIENTOS EDUCATIVOS DEL DISTRITO’ el cual fue un conve-
nio interadministrativo entre la Universidad Nacional de Colombia y la Secretar´ıa de
Educacio´n de Bogota´.
El VRP representa de cierta manera la mayor´ıa de los problemas de la vida cotidiana
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concernientes con el ruteo de veh´ıculos y es aplicable a cualquier sistema en donde se
requieran trasladar objetos de ciertos lugares a otros y se presente una estructura que
consista en una flota de veh´ıculos que deben visitar determinados clientes partiendo de
uno o varios depo´sitos dados [45][44][4]. El VRP tiene muchas variaciones que pueden
darse debido a ciertas caracter´ısticas tales como: nu´mero de veh´ıculos y las propiedades
de cada uno de e´stos, manejo de ventanas de tiempo, lo cual consiste en fijar un lapso
de tiempo para que cada cliente pueda ser atendido, tambie´n se encuentra el manejo de
componentes estoca´sticos y dina´micos, el hecho de que los veh´ıculos este´n obligados o
no a retornar al depo´sito, la existencia de mu´ltiples depo´sitos, entre otros [35][29][46].
Un caso especial del VRP es el Problema del Agente Viajero (TSP, por sus siglas en
ingles de ’Traveling Salesman Problem’)[37]. El TSP y el VRP ya esta´n bien establecidos
como problemas combinatorios, y son unos de los problemas ma´s comunes en este tipo
de optimizacio´n [19][14][30]. En esta clase de problemas, para llegar a una solucio´n
o´ptima hay que revisar todas las posibles soluciones para as´ı escoger la mejor, o bien
sea aplicar te´cnicas de programacio´n lineal entera tales como: ’Branch and Bound’
y ’Branch and Cut’ [50] [38] [31]. Siendo estas dos opciones, situaciones en las que
se necesitar´ıan bastantes recursos de tiempo y computacio´n, o en las que en algunos
casos, resolver el problema ser´ıa pra´cticamente imposible. En [19], en donde se hace una
anotacio´n de la literatura existente para cada uno de los problemas ma´s conocidos en
optimizacio´n combinatoria, son revisados el VRP y el TSP como unos de los problemas
ma´s ampliamente estudiados.
Debido a lo anterior, para dar una solucio´n al VRP se usan ciertas te´cnicas que permiten
hallar una solucio´n cercana a la o´ptima y en tiempos razonables. Estas te´cnicas esta´n
divididas en heur´ısticas cla´sicas y metaheur´ısiticas [27]. En [45] se muestran las te´cnicas
metaheur´ısticas existentes para resolver el VRP con capacidades, y se comparan los
desempen˜os computacionales para cada una de estas te´cnicas.
Dentro de las te´cnicas cla´sicas ma´s conocidas se encuentran:
Algoritmo de Ahorros de Clarke and Wright. [13]
Algoritmos de Barrido [23] y de Pe´talo.
Te´cnicas de Branch and Bound y Branch and Cut.
El algoritmo de Clarke and Wright busca minimizar la distancia recorrida para satisfacer
la demanda y al mismo tiempo busca minimizar el nu´mero de veh´ıculos usados.
Los Algoritmos de Barrido y de Pe´talo son algoritmos de dos fases que consisten en
agrupar los clientes por zonas adecuadamente escogidas que van a ser atendidas cada
una por un veh´ıculo, y luego aplicar algu´n otro procedimiento para resolver cada zona
3por separado fijando la ruta de cada veh´ıculo. En [41] se presenta una nueva heur´ıstica
basada en me´todos de barrido para solucionar un VRP, los autores trabajan tambie´n
el concepto de pe´talos, para la generacio´n de las zonas.
La te´cnica de Branch and Bound consiste en ir construyendo un a´rbol con todas las
posibles soluciones pero en el momento que una rama ya no sea la mejor, se deja de
construir el a´rbol por esa rama, para ahorrar recursos computacionales, de esta manera
se puede llegar a la solucio´n o´ptima sin necesidad de explorar todas y cada una de las
posibles soluciones.
Branch and Cut es una te´cnica derivada de Branch and Bound en donde se tratan los
problemas combinatorios sin tener en cuenta la restriccio´n de soluciones enteras, esto
lo hace mediante el me´todo simplex tradicional.
Las te´cnicas metaheur´ısticas ma´s utilizadas en la actualidad para resolver el VRP son
las siguientes:
Algoritmos Gene´ticos. [11][12][36]
Optimizacio´n por Colonia de Hormigas (ACO). [6] [35]
Bu´squeda Tabu´. [10] [4]
Recocido Simulado. [46][47]
Los Algoritmos Gene´ticos son una rama de la Computacio´n Evolutiva la cual se usa
principalmente para resolver problemas de optimizacio´n y esta´ basada en la evolucio´n de
los seres vivos. En [11] se hace una comparacio´n entre tres planteamientos de Algoritmos
Gene´ticos para resolver una clase de TSP. En [36] y en [12] se hacen otra clase de
planteamientos para resolver el VRP mediante Algoritmos Gene´ticos.
La Optimizacio´n por Colonia de Hormigas es un me´todo de optimizacio´n que esta´ ba-
sado en el comportamiento de las hormigas en cuanto a la forma en que e´stas buscan su
alimento. En [6] se nota la similitud (en cuanto a resultados) que esta te´cnica tiene con
respecto a otras te´cnicas metaheur´ısticas. En [35] se implementa ACO para solucionar
VRPs en los que se tienen un nuevo aspecto que se basa en el dinamismo que se presenta
en las situaciones de la vida cotidiana.
La Bu´squeda Tabu´ es una te´cnica iterativa de bu´squeda local que trata de evitar que las
soluciones caigan en o´ptimos locales. Para esto se utilizan unas estructuras de memoria
de corto y largo plazo. En esta te´cnica en una iteracio´n se pretende pasar de una solucio´n
a la mejor solucio´n vecina sin importar si e´sta es mejor o peor que la solucio´n actual.
En [10] se presenta un estado del arte de la aplicacio´n de bu´squeda tabu´ para resolver
el VRP con ventanas de tiempo mediante la comparacio´n de los diferentes avances
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realizados por diversos autores y se concluye la importancia de esta te´cnica para la
resolucio´n de esta clase de problemas. En [4] los autores plantean un nuevo algoritmo
de bu´squeda tabu´ para resolver un problema de ruteo de una empresa espec´ıfica.
El Recocido Simulado es un te´cnica que esta basada en el proceso f´ısico del tratamiento
te´rmico de los metales denominado recocido. En [46] se emplea esta te´cnica para resolver
un VRP en donde la funcio´n a minimizar es independiente de la distancia y tan solo
depende de la capacidad y del tipo de veh´ıculos disponibles. En [47] se trabaja una
variacio´n del VRP en el cual la demanda de un cliente puede ser satisfecha por varios
veh´ıculos, por lo cual un cliente pude ser visitado varias veces.
Aunque en las te´cnicas cla´sicas nombradas no se tienden a realizar avances, la combina-
cio´n de algunas de e´stas con te´cnicas modernas permite dar buenas soluciones, tal como
los algoritmos de barrido que tienden a ser muy utilizados de esta manera, teniendo en
cuenta que algunas metaheur´ısticas consideran tratar el problema en dos fases. En [15]
se combina la te´cnica de algoritmos de ahorro con ACO y se muestra que los resultados
son competitivos con los obtenidos por otras metaheur´ısticas.
Las te´cnicas ma´s utilizadas en la actualidad para resolver el VRP presentan falencias
en cuanto a tiempo de ejecucio´n y definicio´n de para´metros [22][28]. Esto es un gran
inconveniente ya que en los diferentes ambientes de la vida cotidiana las situaciones son
cambiantes y requieren obtener resultados de manera inmediata. Por esto, el desarrollo
de nuevas te´cnicas que este´n enfocadas a resolver exclusivamente el VRP pueden llegar
a dar nociones ma´s claras del problema y as´ı poder dar mejores soluciones a e´ste. De
manera que estas nuevas te´cnicas se puedan ampliar para cualquier variacio´n del VRP,
dando as´ı soluciones pra´cticas a problemas cotidianos.
En este trabajo se presenta un nuevo algoritmo para resolver el Problema de Ruteo
de Veh´ıculos con Capacidades (CVRP), esto con el fin de mejorar la situacio´n actual
del Ruteo de Buses Escolares de la Secretar´ıa de Educacio´n de Bogota´ mediante la
adaptacio´n de este algoritmo. Mediante una serie de ana´lisis de resultados del algo-
ritmo planteado se concluye que a partir e´ste se obtienen soluciones competitivas con
el uso razonable de recursos y a trave´s de la aplicacio´n de e´ste al problema de ruteo
de la Secretar´ıa se obtienen mejoramientos en distancia de aproximadamente el 22 %
sobre las rutas actuales que son definidas intuitivamente por algunos de los actores del
sistema, teniendo en cuenta ciertas situaciones como las diferentes zonas de vivenda de
los estudiantes y la demanda asociada.
El VRP consiste en establecer las rutas para una flota de veh´ıculos que deben salir de un
depo´sito y recorrer determinados puntos (clientes) una sola vez y regresar al depo´sito,
de manera que se minimice la distancia total recorrida por todos los veh´ıculos (En la
Figura 1.1 se muestra un esquema del CVRP).
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Se realizo´ un nuevo planteamiento mediante teor´ıa de conjuntos y funciones. Se establece
entonces que existen n clientes y un depo´sito representados por un conjunto P :
P = {p0, p1, p2, .., pn}
en donde p0 es el punto que representa el depo´sito y los dema´s puntos representan a
cada uno de los n clientes. Se tiene en cuenta la relacio´n R:
R ⊂ P × P
en donde (pi, pj) ∈ R implica que hay una conexio´n entre el punto pi y el punto pj.
Existen m veh´ıculos representados por el conjunto V :
V = {v1, v2, .., vm}
en donde m puede ser constante o variable no mayor que n, cada veh´ıculo tiene una
capacidad asociada representada por la funcio´n Q:
Q : V → N+
esta capacidad es generalmente igual para cada veh´ıculo. Existe un costo asociado
representado por la funcio´n C:
C : R→ R+
en donde C(pi, pj) es el costo de ir de un punto pi a un punto pj y C(pi, pj) = C(pj, pi).
Cada cliente tiene una demanda asociada representada por la funcio´n D:
D : p1..pn → N+
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Se tienen en cuenta las variables de nu´mero de clientes que visita cada veh´ıculo repre-
sentadas por U :
U : V → 1..n
Se representa la solucio´n mediante el conjunto F :
F = {F1, F2, .., Fm}
En donde Fi es la ruta asociada al veh´ıculo vi y se define como:
Fi : 1..U(vi)→ p1..pn
para todo i = 1, 2, ..,m, y Fi(j) representa el j-e´simo punto que recorre el veh´ıculo vi,
esta funcio´n a diferencia de las anteriores es inyectiva ya que cada cliente solo puede
ser visitado una vez. Se plantea entonces el problema de optimizacio´n de la siguiente
manera:
Minimizar:
m∑
i=1
U(vi)−1∑
j=1
C(Fi(j), Fi(j + 1))
+ C(p0, Fi(1)) + C(Fi(U(vi)), p0)

Sujeto a:
m⋂
i=1
ran(Fi) = ∅ (1.1)
p1..pn −
(
m⋃
i=1
ran(Fi)
)
= ∅ (1.2)
Q(vi) ≥
U(vi)∑
j=1
D(Fi(j)) para todo i = 1, 2, ..,m (1.3)
En donde ran(Fi) es el rango de la funcio´n Fi. No´tese que en 1.1 se establece que no
pueden haber clientes asignados a ma´s de un veh´ıculo, en 1.2 se establece que no queden
clientes sin ser atendidos, la restriccio´n 1.3 determina que la demanda de los clientes
asignados a un veh´ıculo no exceda la capacidad de e´ste.
A continuacio´n, como parte final de esta introduccio´n, se muestra una breve descripcio´n
de cada uno de los dema´s cap´ıtulos expuestos en este documento.
En el cap´ıtulo 2 se hace una identificacio´n acerca de co´mo es la situacio´n actual del
VRP en cuanto a las te´cnicas usadas para resolverlo y los direccionamientos que e´ste
tiende a tomar hacia estudios futuros, teniendo en cuenta tambie´n las aplicaciones que
se le pueden dar a e´ste y a sus diferentes variaciones. Tambie´n se muestran ciertas
nociones de algoritmos de mejoramiento para el VRP. Finalmente se muestra un caso
especial del VRP el cual es el TSP en donde se exponen los algortimos de insercio´n y
de mejoramiento ’Intercambio 2-Opt’, los cuales van a ser usados en este trabajo de
investigacio´n.
7En el cap´ıtulo 3 se muestra el desarrollo del algoritmo propuesto, para lo cual se plantean
tres soluciones factibles iniciales de las cuales dos son obtenidas con base en algortimos
de insercio´n usados para resolver el TSP y otra es basada en el algoritmo de barrido
planteado por Miller y Gillet [23]. Luego se plantea el algoritmo de mejoramiento que
es basado en te´cnicas existentes usadas para el VRP. Se exponen los resultados me-
diante la comparacio´n entre los datos obtenidos con el nuevo algoritmo y los obtenidos
para algunas de las diferentes instancias del VRP que presentan diferentes autores. Se
muestra la competitividad que el nuevo algoritmo presenta en cuanto a resultados y
recursos computacionales.
En el cap´ıtulo 4 se plantean las modificaciones necesarias del algortimo para que pueda
ser aplicado al problema de ruteo escolar de la Secretar´ıa de Educacio´n de Bogota´, para
esto se tienen en cuenta diferencias tales como: metodolog´ıa de atencio´n de la demanda
y manejo de la capacidad de los buses. Se muestra la aplicacio´n del algoritmo modifica-
do al problema de ruteo de la Secretar´ıa de Educacio´n de Bogota´ para los colegios que
esta´n ubicados en una de las localidades de la ciudad. Se muestran y analizan los resul-
tados teniendo en cuenta la situacio´n actual de los recorridos vs la situacio´n propuesta
proveniente de la ejecucio´n del algoritmo, mostrando las importantes disminuciones en
las distancias totales recorridas que se obtienen a partir de la solucio´n arrojada por
el algoritmo. Finalmente se realiza un ana´lisis acerca de la posible implementacio´n del
algoritmo para todo el sistema de rutas escolares.
Cap´ıtulo 2
Problema de Ruteo de Veh´ıculos
En este cap´ıtulo se hace una breve descripcio´n de cada una de las variaciones del VRP.
En seguida se muestran algunas generalidades para las te´cnicas de solucio´n mas comunes
para resolver el problema, luego se describen estas te´cnicas las cuales fueron divididas
en te´cnicas cla´sicas y metaheur´ısticas. En las dos u´ltimas secciones se tratan los temas
en los cuales esta´ basado el nuevo algoritmo los cuales son: algortimos de insercio´n para
el TSP y algoritmos de mejoramiento para el VRP.
2.1. Variaciones del problema
Las variaciones ma´s comunes del VRP son el VRP con capacidades (CVRP) y el VRP
con ventanas de tiempo (VRPTW), para las cuales se hara´ el planteamiento matema´tico
en esta seccio´n. Se hace una breve descripcio´n de algunas de las otras variaciones que
presenta el VRP. Tambie´n se plantea una variacio´n transversal (puede ser una variacio´n
combinada con cualquiera de las otras variaciones) que es el VRP abierto (OVPR: por
sus siglas en ingle´s de ’Open Vehicle Routing Problem’ ) que es un VRP en el que los
veh´ıculos no vuelven al depo´sito.Hay que tener en cuenta que para plantear determinado
problema podr´ıa ser necesario extender el VRP a alguna variacio´n no estudiada en el
pasado tal como lo hacen en [35].
2.1.1. Problema de Ruteo de Veh´ıculos con capacidades
Este problema consiste en un VRP con la cualidad de que cada uno de los veh´ıculos de la
flota tiene la misma capacidad. Esto quiere decir que se tendra´ en cuenta la restriccio´n
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1.3 planteada en el cap´ıtulo 1 y se tendra´ en cuenta que:
Q(vi) = Q(vj) para todo i, j = 1, 2, ..,m
2.1.2. Problema de Ruteo de Veh´ıculos con ventanas de tiem-
po
El VRPTW consiste en que cada cliente tiene asociado un intervalo de tiempo en el
cual puede ser visitado. Para lo cual se define la hora ma´s temprana en la que puede
ser atendido cada cliente mediante la funcio´n EH:
EH : P → R+
y la hora ma´s tard´ıa en la que puede ser atendido cada cliente mediante LH:
LH : P → R+
Teniendo en cuenta tambie´n una hora de partida para cada veh´ıculo representada por
la funcio´n HV :
HV : V → R+
Entonces, teniendo en cuenta para el VRPTW la siguiente funcio´n
T : R→ R+
en donde T (pi, pj) es el tiempo que un veh´ıculo se tarda en ir de un punto pi a un punto
pj, se plantean las siguientes restricciones:
Fi(k) = pj ⇔ HV (vi) + T (p0, Fi(1))
k−1∑
z=1
T (Fi(z), Fi(z + 1)) > EH(pj)
Fi(k) = pj ⇔ HV (vi) + T (p0, Fi(1))
k−1∑
z=1
T (Fi(z), Fi(z + 1)) < LH(pj)
para todo k = 1, 2, .., U(vi) , i = 1, 2, ..,m , j = 1, 2, .., n
2.1.3. Problema de Ruteo de Veh´ıculos Abierto (OVRP)
Como se nombraba anteriormente esta variacio´n consiste en que los veh´ıculos salen del
depo´sito, recorren los puntos de los diferentes clientes asignados, pero no retornan al
depo´sito, por lo que el recorrido puede terminar en cualquiera de las ubicaciones de los
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clientes. Esta situacio´n se puede presentar en casos en los que se contrata el servicio de
transporte, como lo es el caso de ruteo escolar estudiado en este trabajo de investigacio´n
tal y como se describe en el cap´ıtulo 1. ’Esta variacio´n aparecio´ en la literatura hace ma´s
de 20 an˜os pero recientemente ha atra´ıdo la atencio´n de profesionales e investigadores
del a´rea [32].
Adicional a las diferentes restricciones que se puedan tener en cuenta para las otras
variaciones, para el OVRP la funcio´n objetivo se cambia tal y como se muestra a
continuacio´n:
Minimizar:
m∑
i=1
U(vi)−1∑
j=1
C(Fi(j), Fi(j + 1))
+ C(p0, Fi(1))

2.1.4. Otras variaciones
VRP con mu´ltiples depo´sitos (MDVRP)
En este problema existen varios depo´sitos y cada cliente esta´ asignado a uno e´stos,
teniendo cada depo´sito una flota de veh´ıculos disponibles, los veh´ıculos deben partir
del respectivo depo´sito visitando clientes asociados a e´ste y llegando de nuevo al mismo
depo´sito.
VRP con entregas y devoluciones (VRPPD)
El VRPPD consiste en que determinados clientes pueden no tener una demanda definida
sino que en lugar de eso tienen algu´n tipo de cantidad de mercanc´ıa para devolucio´n.
En el caso de transporte de personas se puede plantear de manera que hay puntos en
los que se recogen personas y hay puntos en los que se dejan personas. De esta manera
la demanda asociada a cada punto podr´ıa ser positiva o negativa.
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VRP perio´dico (PVRP)
En esta variacio´n del VRP los veh´ıculos no deben visitar todos los clientes el mismo
d´ıa por lo que los veh´ıculos pueden visitar solo algunos de los clientes asignados y luego
regresar al depo´sito para visitar los dema´s clientes otro d´ıa. En este problema se tiene
en cuenta que se debe asignar un d´ıa para visitar determinado cliente.
2.2. Generalidades de las te´cnicas de solucio´n
Las te´cnicas existentes para resolver el VRP que esta´n descritas en este trabajo esta´n
divididas en te´cnicas cla´sicas y metaheur´ısticas. E´stas u´ltimas son usadas en general pa-
ra toda clase de problemas combinatorios, dentro de las te´cnicas cla´sicas se encuentran
las te´cnicas exactas que son usadas en bastantes problemas de optimizacio´n y tambie´n
se encuentran algunas te´cnicas que esta´n enfocadas a resolver exclusivamente el VRP.
Las metaheur´ısticas que se estudian son: Computacio´n Evolutiva, Me´todo de Colonia
de Hormigas, Bu´squeda Tabu´ y Recocido Simulado.
En el gra´fico mostrado en la Figura 2.1 se muestra una clasificacio´n de las te´cnicas que
se estudiara´n. Y en la Figura 2.2 se hace un planteamiento cronolo´gico, mostrando el
an˜o en el que fue planteada la te´cnica para problemas de optimizacio´n combinatoria en
general, contrastando con el an˜o en que la te´cnica fue implementada para resolver el
VRP.
Figura 2.1: Clasificacio´n Te´cnicas de Solucio´n al VRP
En varias de las te´cnicas a tratar se deben tener en cuenta ciertos te´rminos que son
descritos a continuacio´n.
Solucio´n Factible: Es una solucio´n posible del problema que generalmente no es la
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Figura 2.2: Cronolo´gico Te´cnicas de Solucio´n al VRP
solucio´n o´ptima, en algunas de las te´cnicas se requieren generar diferentes soluciones
factibles iniciales para luego realizar diferentes procedimientos sobre e´stas, otras te´cnicas
esta´n disen˜adas para generar soluciones factibles iniciales o ya sean soluciones factibles
cercanas a la solucio´n o´ptima.
Bu´squeda Local: El te´rmino como tal se refiere a una clase de te´cnicas para resolver
problemas de optimizacio´n. La idea general de esta clase de te´cnicas es buscar posibles
soluciones cercanas(similares) a cierta solucio´n factible. Esta bu´squeda como su nombre
lo indica se realiza de manera local, esto quiere decir que se mantiene la estructura base
de la solucio´n factible haciendo pequen˜os cambios que realizados de diferentes maneras
y/o de forma iterativa pueden llegar a producir resultados relevantes sobre la solucio´n
final. En una de las secciones en [34] se da una definicio´n concreta de bu´squeda local.
Operadores de Alteracio´n de Soluciones: Basa´ndose en el te´rmino anterior se
han disen˜ado diferentes operadores que son procedimientos que se realizan para alterar
ciertas soluciones de manera que se realice una bu´squeda local.
Soluciones Vecinas: Son las nuevas soluciones generadas despue´s de la aplicacio´n de
los diferentes operadores.
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2.3. Te´cnicas cla´sicas
Con el actual desarrollo de las metaheur´ısticas, los primeros me´todos heur´ısticos que se
desarrollaron para resolver el VRP y otros problemas combinatorios han quedado atra´s
en cuanto a procesos de investigacio´n para el mejoramiento de e´stos o para el desarrollo
de te´cnicas similares. Sin embargo el hecho de que algunas de e´stas sean heur´ısticas
orientadas exclusivamente a resolver el VRP hace que au´n sean muy usadas en algunas
situaciones de la vida cotidiana. Este hecho tambie´n hace que sean combinadas junto
con otras te´cnicas modernas, tal y como lo hacen en [3], en donde utilizan las bases de
los algoritmos de barrido junto con Algoritmos Gene´ticos para tratar el VRP.
2.3.1. Me´todos constructivos
Algoritmo de Ahorro de Clarke and Wright
Esta te´cnica es usada cuando el nu´mero de veh´ıculos m es variable. Cuando las rutas
de dos veh´ıculos F1 y F2 se pueden unir de manera factible en una sola ruta Fk:
Fk(i) = F1(i) para todo i = 1, 2, .., U(v1)
y Fk(i+ (U(v2)) = F1(i) para todo i = 1, 2, .., U(v2)
se establece una distancia de ahorro δij:
δij = C(F1(U(v1)), p0) + C(p0, F2(1))− C(F1(U(v1), F2(1))
Teniendo en cuenta esto, se pueden aplicar dos tipos de algoritmos, el secuencial y el
paralelo, en ambos algoritmos el primer paso es el proceso mostrado en el Algoritmo 1.
Algoritmo 1 Paso 1 Clarke and Wright
1: for i = 1 to n− 1 do
2: for j = i+ 1 to n do
3: δij = C(F1(U(v1)), p0) + C(p0, F2(1))− C(F1(U(v1), F2(v1))
4: end for
5: end for
6: for k = 1 to n do
7: Fk(1) = k
8: end for
El algoritmo paralelo consiste en lo siguiente:
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1. Aplicar Algoritmo 1
2. Ordenar en orden Descendente cada δij
3. k = 0
4. k = k + 1
5. Para el k-e´simo δij ordenado determinar si existen dos rutas Fq y Fp tal que
Fp(1) = pi y Fq(U(vq)) = pj. Si existen unirlas en una.
6. Si k = ((n2 − n)/2) finalizar, de lo contrario pasar a 4.
Y en el algoritmo secuencial se siguen los siguientes pasos:
1. Aplicar Algoritmo 1
2. Ordenar en orden Descendente cada δij
3. Escoger una ruta Fq que no haya sido escogida. Si no existe, terminar el proceso.
4. Determinar cual es el primer δij ordenado con el cual exista otra ruta Fp tal que
Fp(1) = pi y Fq(U(vq)) = pj o tal que Fp(U(vp)) = pi y Fq(1) = pj . Si existe,
unir las rutas y repetir este paso, de lo contrario ir al paso 3.
La aplicacio´n de este algoritmo busca minimizar la distancia recorrida para satisfacer
la demanda y al mismo tiempo busca minimizar el nu´mero de veh´ıculos usados. En
esta te´cnica no se han hecho muchos nuevos desarrollos, sin embargo puede llegar a ser
usada en aplicaciones de la vida cotidiana obteniendo resultados ra´pidos y pra´cticos.
2.3.2. Algoritmos de dos fases
Los algoritmos de dos fases consisten en agrupar los clientes por zonas adecuadamente
escogidas que van a ser atendidas cada una por un veh´ıculo, y luego aplicar algu´n otro
procedimiento para resolver cada zona por separado fijando la ruta de cada veh´ıculo.
Dentro de los algoritmos de dos fases se encuentran los siguientes:
Algoritmo de barrido
Fue desarrollado por los Autores Gillett and Miller [23]. Esta clase de algoritmos son
muy comunes y au´n son muy usados incluso en combinacio´n con otras te´cnicas moder-
nas, el proceso en un algoritmo de barrido consiste en crear las zonas mediante rayos
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que tienen como centro el depo´sito y donde los a´ngulos que hay entre e´stos definen
las zonas. Por ejemplo se pueden definir cuatro zonas con rayos que tengan a´ngulos
entre s´ı de 40o, 100o, 150o y 70o respectivamente (Ver figura 2.3), teniendo las zonas
definidas se resuelve el recorrido de cada veh´ıculo de acuerdo a los grupos creados por
las zonas nombradas. De acuerdo a esto se puede definir el algoritmo como se muestra
en el algoritmo 2.
Figura 2.3: Posibles zonas para el algoritmo de barrido
En el algoritmo 2, la constante Qk es la capacidad de cada uno de los veh´ıculos que para
el CVRP es la misma: Q(vi) = Qk, i = 1, 2, ...,m, en donde Qk es una constante, el
arreglo P ′ contiene los puntos de los clientes ordenados por a´ngulo a partir del cliente p1,
entonces P ′(i) es el i-e´simo cliente ordenado, en la figura 2.4 se muestra un ejemplo. La
posicio´n del cliente inicial PosIni se refiere a la posicio´n el arreglo P ′ en la cual esta´ el
cliente con el cual se va a iniciar el barrido (ver figura 2.5 en la que se muestran ejemplos
de diferentes clientes en los que se inicia el barrido). La funcio´n TSP (A) retorna una
solucio´n para el Problema del Agente Viajero de un conjunto A de puntos. Para la
solucio´n del TSP existen diferentes te´cnicas, en la seccio´n 2.7 se muestran algunas de
e´stas y en especial las que van a ser tenidas en cuenta en esta investigacio´n.
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Algoritmo 2 Barrido (P ′, PosIni)
Require: Arreglo P ′: Clientes ordenados. Posicio´n cliente inicial: PosIni.
Ensure: Una solucio´n F del VRP
1: GrupoTemp← {p0}
2: OcupacionActual = 0
3: ContadorGrupos = 1
4: j = PosIni
5: for i = 1 to n do
6: if OcupacionActual +D(P ′(j)) > Qk then
7: FContadorGrupos = TSP (GrupoTemp)
8: ContadorGrupos = ContadorGrupos+ 1
9: GrupoTemp← {p0}
10: end if
11: GrupoTemp← GrupoTemp ∪ {P ′(j)}
12: OcupacionActual = OcupacionActual +D(P ′(j))
13: j = j + 1
14: if j = n+ 1 then
15: j = 1
16: end if
17: end for
18: FContadorGrupos = TSP (GrupoTmp)
19: return F
Figura 2.4: Ejemplo - Ordenar clientes por a´ngulo
Algoritmo de pe´talo
Este es un algoritmo derivado del Algoritmo de Barrido, en el cual se generan varias
rutas denominadas pe´talos (Ver [42]) y despue´s se hace una seleccio´n final planteando
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Figura 2.5: Ejemplos - Inicio del Barrido
el problema de la siguiente manera:
Minimizar: ∑
k∈S
dkXk
Sujeto a: ∑
k∈S
aikXk = 1 para i = 1, 2, ..., n
donde S es el grupo de rutas, Xk es la variable binaria que define si la ruta k pertenece
al conjunto solucio´n, aik es la variable binaria que define si el punto i pertenece a la
ruta k y dk es el costo del pe´talo k.
En [41] se presenta una nueva heur´ıstica basada en me´todos de barrido para solucionar
un VRP, los autores trabajan tambie´n el concepto de pe´talos, para la generacio´n de las
zonas.
18 2. Problema de Ruteo de Veh´ıculos
2.3.3. Te´cnicas exactas
Branch and Bound
La te´cnica de Branch and Bound consiste en ir construyendo un a´rbol con todas las
posibles soluciones pero en el momento que una rama ya no sea la mejor, se deja de
construir el a´rbol por esa rama, para ahorrar recursos computacionales, de esta manera
se puede llegar a la solucio´n o´ptima sin necesidad de explorar todas y cada una de las
posibles soluciones.
Para el caso del VRP se debe tener una solucio´n factible inicial con una distancia total
recorrida asociada y as´ı realizar el a´rbol cortando las ramas que superen esta distancia.
Supo´ngase un caso del TSP en el cual hay 5 puntos y la matriz de costos asociada es
la siguiente:
0 1 2 3 4
0 0,00 8,67 17,19 32,25 15,15
1 8,67 0,00 13,74 25,62 17,55
2 17,19 13,74 0,00 35,81 30,81
3 32,25 25,62 35,81 0,00 26,19
4 15,15 17,55 30,81 26,19 0,00
En donde se establece una solucio´n factible inicial como la mostrada en la Figura 2.6.
Con una distancia total asociada de 99,92. Y como se observa, una solucio´n:
F1 = {1 7→ p4, 2 7→ p3, 3 7→ p2, 4 7→ p1}
En la Figura 2.7 se muestra el a´rbol del ejemplo planteado anteriormente en donde los
Figura 2.6: Solucio´n Factible Inicial TSP
cuadros grises muestran como queda el a´rbol despue´s de fabricarlo cortando las ramas
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Figura 2.7: Branch and Bound TSP
en donde la distancia superaba el valor de 99,92. Se nota que en este ejemplo con un
n bastante pequen˜o tan solo se cortaron dos ramas casi al final de e´stas. Ahorrando en
realidad muy pocos recursos, teniendo en cuenta tambie´n que se utilizaron recursos para
hallar la solucio´n factible inicial. Para taman˜os ma´s grandes de n con esta te´cnica se
obtiene el resultado o´ptimo con un uso menor de recursos que el necesitado para explorar
todas y cada una de las soluciones. Sin embargo esta te´cnica no es muy utilizada ya
que au´n sigue gastando bastantes recursos y tiene limitaciones en cuanto al taman˜o de
n.
Branch and Cut
Branch and Cut es una te´cnica derivada de Branch and Bound en donde se tratan
los problemas combinatorios sin tener en cuenta la restriccio´n de soluciones enteras,
esto lo hace mediante el me´todo simplex tradicional. Cuando una solucio´n o´ptima es
encontrada, se utiliza un algoritmo de plano de corte para encontrar restricciones que
satisfagan los puntos enteros factibles que fueron violados en la solucio´n que fue hallada
sin tener en cuenta las restricciones de variables enteras. Si se hallan desigualdades, e´stas
son agregadas al problema de programacio´n lineal esperando que la solucio´n sea menos
decimal (ma´s cercana a valores enteros). De esta manera se repite el proceso hasta
que se encuentre una solucio´n con valores enteros o hasta que no se encuentren ma´s
planos de corte. En [8] se utiliza este me´todo para tratar problemas de TSP y CVRP,
aqu´ı se estudian tres clases de desigualdades (nombradas anteriormente) que permitan
un mejor desarrollo del algoritmo. En [2] los autores plantean la te´cnica para resolver el
VRP en donde se encuentra un diagrama de flujo donde se describe el proceso a seguir
para aplicar la te´cnica.
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Estas te´cnicas exactas no son muy utilizadas en la actualidad para VRPs, pero en es-
tudios pasados se hicieron publicaciones bien fundamentadas en donde aplican estas
te´cnicas para la resolucio´n del VRP que pueden llegar a servir para desarrollos futu-
ros. En [50] se estudian estas dos te´cnicas (junto con otras), mediante tres problemas
cla´sicos de optimizacio´n combinatoria entre los que se encuentra el TSP. En [38] se
trata el VRP con las dos te´cnicas, en donde se muestra la aplicacio´n en general a pro-
blemas combinatorios y despue´s se describe un ”solver”para el VRP usando la librer´ıa
SYMPHONY que es usada para implementar algoritmos en paralelo.
2.4. Te´cnicas metaheur´ısticas
La mayor´ıa de estas te´cnicas se basan en procesos donde una solucio´n factible inicial es
requerida, esta solucio´n inicial en el caso de la te´cnica de algoritmos gene´ticos puede ser
aleatoria, pero en otras de las te´cnicas se requiere que esta solucio´n sea estructurada,
existen diversos me´todos para establecer estas soluciones en el caso del VRP, entre e´stas
se encuentra el algoritmo de Greedy para el caso del TSP, que consiste en ordenar de
menor a mayor las distancias entre todos los nodos e ir asigna´ndolas o rechaza´ndolas en
ese orden siempre y cuando se cumplan los criterios de la ruta. Las metaheur´ısticas en
la actualidad tienen una participacio´n muy importante en la resolucio´n de problemas
combinatorios por lo que es de suma importancia tenerlas en cuenta para diagnosticar
la situacio´n actual del VRP, en [9] se presenta un estado del arte en metaheur´ısticas
en optimizacio´n combinatoria, en donde se estudian las te´cnicas aqu´ı desarrolladas,
de la misma manera se hace en [7] en donde se introduce el aspecto estoca´stico en la
optimizacio´n combinatoria.
2.4.1. Algoritmos gene´ticos
Los algoritmos gene´ticos son una te´cnica de la computacio´n evolutiva la cual es una
rama de la inteligencia artificial que se usa principalmente para resolver problemas de
optimizacio´n. Esta te´cnica esta´ basada en la evolucio´n de los seres vivos. As´ı como en la
evolucio´n las especies se crean, se dan unas soluciones factibles iniciales. De igual manera
como en la evolucio´n, los individuos se tienen que adaptar a un ambiente cambiante
y solo sobreviven los mejores o los que evolucionan para reproducirse y seguir con el
ciclo de vida, en la computacio´n se escogen las mejores soluciones y se mezclan de
manera que se tomen las buenas caracter´ısticas de cada una (de igual manera que en la
evolucio´n la reproduccio´n mantiene el co´digo gene´tico de los padres), de manera que se
crean posibles mejores soluciones. En [43] se presenta una visio´n general en computacio´n
evolutiva.
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El proceso de un algoritmo gene´tico ba´sico es el que se muestra en la Figura 2.8. El
Figura 2.8: Algoritmo Gene´tico Ba´sico
proceso en el que cada vez que se iteran los pasos: Evaluacio´n - Seleccio´n - Operadores
Gene´ticos es llamado una generacio´n y se itera creando nuevas generaciones hasta que
el criterio de terminacio´n es cumplido. La representacio´n de los individuos (soluciones)
se hace mediante cadenas de genes llamadas cromosomas en donde se define claramente
la solucio´n, un aspecto muy importante en algoritmos gene´ticos es definir como se van
a representar las soluciones en estos cromosomas ya que esto es lo que va a permitir un
proceso de evaluacio´n mas sencillo y tambie´n permitira´ conseguir mejores resultados.
A continuacio´n se describen brevemente cada uno de los pasos mostrados en la Figura
2.8, sin embargo e´stos solo son ciertas nociones limitadas, para un mejor entendimiento
es necesario referirse a un texto gu´ıa en algoritmos gene´ticos tal como [39] o [25], o a
fuentes en donde el tema sea tratado junto con otros me´todos de optimizacio´n tal como
lo hacen en [24], en donde los algoritmos gene´ticos son estudiados como una gran parte
de las metaheur´ısticas.
Poblacio´n Inicial: En este paso se crean un nu´mero determinado de individuos alea-
toriamente o tambie´n se pueden crear de una manera estructurada con la que se va a
obtener una mejor poblacio´n inicial. En muchos de los problemas en los que se usan
algoritmos gene´ticos se usa un taman˜o de poblacio´n de 100 individuos, sin embargo
esta cantidad puede ser diferente.
Evaluacio´n de los Individuos: Aqu´ı es donde se mide el Fitness que es lo que
representa que tan buenos son los individuos que hay en la poblacio´n. En este paso es
importante que la funcio´n de evaluacio´n tenga en cuenta todos los aspectos que har´ıan
bueno o malo a un individuo.
Seleccio´n de Padres: En el proceso reproductivo de cierta poblacio´n generalmente los
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mejores individuos son los que se cruzan, para esta parte del algoritmo gene´tico existen
diversas te´cnicas para seleccionar los padres, entre las que esta´n: el me´todo elitista, en
el cual se escogen los mejores individuos; el me´todo de ruleta, en donde los mejores
individuos tienen una mayor probabilidad de ser escogidos; y muchas ma´s te´cnicas que
permiten tener un mejor comportamiento del modelo teniendo en cuenta el problema a
solucionar.
Operadores Gene´ticos: Despue´s del proceso de seleccio´n, se aplican generalmente dos
operadores gene´ticos los cuales son: cruce y mutacio´n. El cruce nos va a permitir crear
posibles mejores nuevos individuos que sean producto de los buenos padres seleccionados
en el paso anterior, se define una probabilidad de cruce para establecer si en cierta
generacio´n se realiza el cruce. La mutacio´n es aplicada generalmente a cada individuo
despue´s del cruce, tambie´n se define una probabilidad de mutacio´n.
Criterio de Terminacio´n: El criterio de terminacio´n generalmente es un nu´mero dado
de iteraciones (generaciones), o en algunos casos cierto valor de Fitness que alcance
algu´n individuo.
Algoritmos gene´ticos y VRP
En el VRP una de las representaciones ma´s utilizada es en la que el cromosoma esta´ de-
finido por los clientes y el orden en el que van a ser visitados, es decir el cromosoma
sera´ equivalente a F1 para un u´nico veh´ıculo en el caso espec´ıfico TSP del VRP. Con
n = 8 (Plantea´ndolo como un VRP, ya que en realidad ser´ıa un TSP con n = 9) se
tiene la siguiente representacio´n:
4 1 6 8 2 3 5 7
en donde el cliente 4 es el primero en ser visitado, el cliente 1 es el segundo y as´ı suce-
sivamente, notando que no puede haber clientes repetidos en el cromosoma. Con esta
representacio´n la medicio´n del Fitness simplemente podr´ıa consistir en calcular el ne-
gativo del costo de recorrer la distancia total asociada a cada individuo, que para el
caso anterior ser´ıa:
Fitness = −(C(p0, p4) + C(p4, p1) + C(p1, p6) + C(p6, p8)
+C(p8, p2) + C(p2, p3) + C(p3, p5) + C(p5, p7) + C(p7, p0))
teniendo mayor Fitness un menor costo asociado. Se pueden realizar cruce y mutacio´n
de la siguiente manera:
Padre 1: 1 4 6 8 2 3 5 7
Padre 2: 7 5 2 4 3 6 1 8
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El cruce que se realiza para TSP y VRP es un cruce ordenado ya que no se pueden
repetir valores en el cromosoma segu´n lo indica la restriccio´n 1.1. En [25] se describe
este tipo de cruce. De esta manera para los individuos anteriores realizando un cruce
con punto de cruce en el cuarto gen, se procede de la siguiente manera: Para el Hijo
1 se dejan los primeros cuatro genes del Padre 1 y los dema´s espacios del cromosoma
se llenan tomando en orden todos los valores de los genes del cromosoma del Padre 2
mientras no se repitan:
Hijo 1: 1 4 6 8 7 5 2 3
Padre 2: 7 5 2 4 3 6 1 8
De igual manera para el Hijo 2:
Hijo 2: 7 5 2 4 1 6 8 3
Padre 1: 1 4 6 8 2 3 5 7
El operador de mutacio´n consiste en intercambiar un par de genes en el individuo, estos
genes son escogidos aleatoriamente (Ver Algoritmo 1).
Algoritmo 3 Mutacio´n
1: i = random[1, n]
2: j = random[1, n]
3: aux = F1(i)
4: F1(i) = F1(j)
5: F1(j) = aux
Para una mutacio´n en el Hijo 1 en el segundo y quinto gen del cromosoma se obtiene
los siguiente:
Hijo 1 sin mutuacio´n: 1 4 6 8 7 5 2 3
Hijo 1 con mutuacio´n: 1 7 6 8 4 5 2 3
Existen otros tipos de operadores que se usan en esta clase de problemas, uno de e´stos
es el de inversio´n que consiste en cambiar el orden de una parte escogida al azar del
cromosoma (Ver Algoritmo 2).
El u´nico criterio de terminacio´n en este planteamiento es el nu´mero de generaciones
que se desarrollara´n, ya que no se sabe que nivel de Fitness es lo suficientemente bueno
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Algoritmo 4 Inversio´n
1: a = random[1, n]
2: b = random[1, n]
3: if a > b then
4: aux = a
5: a = b
6: b = aux
7: end if
8: for i = a to a+ (int((b− a+ 1)/2)− 1) do
9: aux = F1(i)
10: F1(i) = F1(a+ b− i)
11: F1(a+ b− i)) = aux
12: end for
como para detener el proceso. Teniendo la misma idea de que un gen representa un
cliente visitado, se puede adaptar este planteamiento para el VRP en general. En [36]
se trabaja de esta manera definiendo que cierta parte del cromosoma corresponde a
determinado veh´ıculo y de igual manera el orden en que se encuentran los genes para
cada veh´ıculo es el orden en que los clientes van a ser visitados.
Esta no es la u´nica forma de representacio´n para esta clase de problemas. Otra forma
muy utilizada y que obtiene muy buenos resultados sobre todo para el VRP, es en la
cual cada gen representa el veh´ıculo que va a ser asignado a cada cliente:
2 2 3 1 1 3 3 1
en donde el veh´ıculo 1 visitar´ıa los clientes 4, 5 y 8; el veh´ıculo 2 los clientes 1 y 2 y
el veh´ıculo 4 clientes 3, 6 y 7. El inconveniente en este tipo de representacio´n es saber
en que orden sera´n recorridos los clientes asignados a cada veh´ıculo, en [3] proponen
resolver el TSP para cada veh´ıculo, teniendo en cuenta los clientes asignados.
En [11] se hace una comparacio´n entre tres clases de representaciones para el TSP
mu´ltiple que consiste en un TSP con varios agentes viajeros; aqu´ı se tratan representa-
ciones basadas en las dos nombradas anteriormente. La primera representacio´n al igual
que en [36] consiste en conformar el cromosoma por los clientes y el orden en que van a
ser visitados, dividiendo el cromosoma en partes que le corresponden a cada veh´ıculo.
La segunda representacio´n consiste en que cada gen representa el veh´ıculo que va a ser
asignado a cada cliente y el orden esta´ dado por otra parte del cromosoma que indica
el orden de las ciudades. Finalmente los autores proponen una representacio´n con la
que se van a obtener mejores resultados, en la cual la primera parte del cromosoma va
a ser igual que en la primera representacio´n y una segunda parte del cromosoma indi-
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cara´ cuantos clientes van a ser asignados a cada veh´ıculo, obteniendo de esta manera
las rutas asociadas a cada veh´ıculo.
Como se puede notar hay diversas formas de representacio´n y pueden haber muchas
ma´s, en [12] los cromosomas esta´n representados por puntajes dados a cada cliente, de
esta manera el cliente con menor puntuacio´n va a ser el primero en ser recorrido, y el
operador de cruce no va a tener que ser ordenado, ya que si se llegan a repetir puntajes,
e´stos sera´n removidos aleatoriamente.
2.4.2. Optimizacio´n por colonia de hormigas
Generalidades de la te´cnica
La Optimizacio´n Colonia de Hormigas (ACO), es un me´todo de optimizacio´n que
esta´ basado en el comportamiento de las hormigas en cuanto a la forma en que e´stas
buscan su alimento. Es un hecho que las hormigas encuentran los caminos ma´s cortos
entre el hormiguero y las fuentes de alimento aunque no puedan utilizar la visio´n como
una forma para hacerlo debido a su casi completa falta de este sentido. Las hormigas
empiezan a buscar su alimento movie´ndose aleatoriamente y en este proceso van expul-
sando una sustancia llamada feromona la cual puede ser muy susceptible de olor para
las otras hormigas, de esta manera las hormigas que encuentren primero el alimento
van a regresar ma´s ra´pido al hormiguero y van a dejar en el camino una concentracio´n
mayor de feromona la cual va a ser seguida por las dema´s hormigas dejando la bu´squeda
aleatoria, de esta manera todas las hormigas empiezan a seguir el mejor camino hacia
la fuente de alimentacio´n. En la Figura 2.9 se muestra un esquema de lo mencionado
anteriormente, en donde las hormigas van siguiendo el camino con mayor nivel de fe-
romonas, hasta que el camino ma´s largo deja de ser tomado. De esta manera para la
implementacio´n de un modelo de optimizacio´n basado en lo anterior, se crea un mode-
lo artificial de colonia de hormigas en donde se definen para´metros tales como niveles
de feromona, tendencia de las hormigas a seguir a un nodo ma´s cercano o a un nodo
donde la arista tiene un mayor nivel de feromona, entre otros. Para una comprensio´n
ma´s detallada de los modelos de colonias de hormigas en [18], [17] y [16] se dan buenas
bases del me´todo de ACO y sus diferentes enfoques.
En general la ACO es utilizada para resolver problemas de cubrimiento de nodos y
hallar distancias ma´s cortas, es por eso que esta metaheur´ıstica es muy apropiada
para tratar el VRP. En [7] al igual que en [9] la ACO es tratada como una de las
principales metaheur´ısticas en procesos de optimizacio´n combinatoria. A continuacio´n
se mostrara´ como es posible plantear el VRP con esta metodolog´ıa.
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Figura 2.9: Colonia de Hormigas - Fuente: Elaboracio´n Propia
ACO y VRP
En la implementacio´n de la ACO al VRP cada veh´ıculo va a ser representado por una
hormiga que va partir del depo´sito y va a ir visitando clientes hasta que su capacidad
este´ completa o hasta que no haya ma´s clientes por visitar. Las hormigas (veh´ıculos)
van a realizar el procedimiento una despue´s de otra hasta que todos los clientes hayan
sido visitados. La probabilidad de que Fk(q) = pi y Fk(q + 1) = pj para cierto veh´ıculo
vk va a estar dada por la siguiente formula:
Ppipj =
(τpipj)(ηpipj)
β∑
pu /∈Mk(τpipu)(ηpipu)
β
(2.-1)
si pj /∈Mk, 0 en otro caso
en donde τpipj es la cantidad de feromona en el arco que une al punto pi con el punto pj,
ηpipj es el inverso de la distancia que hay entre el punto pi y el punto pj, el para´metro
β indica la importancia que se le da a la distancia entre los puntos con respecto al nivel
de feromona y Mk =
⋃m
i=1 ran(Fi)
Un aspecto tenido en cuenta en ACO es el hecho de que el nivel de feromona se va eva-
porando, ya que una ruta se puede volver muy predominante haciendo caer la solucio´n
a o´ptimos locales, para la actualizacio´n del nivel de feromona se maneja la siguiente
relacio´n:
τpipj = (1− α)τpipj + (α)τ0 (2.-1)
en donde α es un para´metro que controla la velocidad de evaporacio´n de la feromona y
τ0 es el nivel de feromona inicial para todos los arcos.
De esta manera se pueden disen˜ar algoritmos definiendo para´metros tales como nu´mero
de iteraciones y nivel de feromona inicial, entre otros, que permitan obtener una buena
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solucio´n para los diferentes tipos de VRPs. En [6] se nota la similitud (en cuanto a
resultados) que esta te´cnica tiene con respecto a las otras te´cnicas estudiadas por el
autor. Los autores disen˜an experimentos y muestran la significancia que los resultados
de e´stos tienen en la solucio´n de VRPs, mostrando que para pequen˜os taman˜os de VRP
los resultados esta´n difiriendo entre el 1 % con respecto a una solucio´n o´ptima conocida.
En [35] se implementa ACO para solucionar VRPs en los que se tienen un nuevo aspecto
que se basa en el dinamismo que se presenta en las situaciones de la vida cotidiana.
El VRP la mayor´ıa de veces es tratado con un enfoque esta´tico, aqu´ı, a medida que
se describe este enfoque esta´tico se van incorporando los cambios para plantearlo de
manera dina´mica. La dina´mica consiste en que nuevas o´rdenes van saliendo a lo largo
de la jornada de trabajo que ya esta´ planeada y la esta jornada se modifica de acuerdo
a estos cambios.
2.4.3. Bu´squeda tabu´
Generalidades de Bu´squeda Tabu´
La Bu´squeda Tabu´ es una te´cnica iterativa de bu´squeda local que trata de evitar que las
soluciones caigan en o´ptimos locales. Para esto utiliza unas estructuras de memoria de
corto y largo plazo. En esta te´cnica en una iteracio´n se pretende pasar de una solucio´n
a la mejor solucio´n vecina sin importar si e´sta es mejor o peor que la solucio´n actual.
El criterio de terminacio´n al igual que en Algoritmos Gene´ticos puede ser un cierto
nu´mero ma´ximo de iteraciones o una valor de la funcio´n a optimizar.
El uso de las memorias consiste en almacenar en una lista tabu´ soluciones que ya han
sido visitadas o almacenar atributos de soluciones ya exploradas. De esta manera la so-
lucio´n actual va a pasar o no a otra solucio´n dependiendo de los datos almacenados en la
memoria. La memoria puede ser expl´ıcita o atributiva, la memoria expl´ıcita guarda los
datos de la solucio´n en su totalidad, la atributiva guarda los aspectos que son represen-
tativos de la solucio´n. Esta lista tabu´ puede ser variable dentro de las iteraciones. Las
memorias se pueden clasificar en memorias de corto y largo plazo. La memoria de corto
plazo consiste en almacenar los u´ltimos movimientos realizados, lo cual permite hacer
una mejor explotacio´n de la zona en la que se esta´ buscando. La memoria de largo plazo
consiste en guardar los atributos de un conjunto de soluciones para identificar regiones
de bu´squeda, y as´ı generar una mejor exploracio´n. Existen unos niveles de aspiracio´n
que consisten en suavizar la prohibicio´n de pasar a una solucio´n que este en la lista
tabu´, de esta manera se evita que por ejemplo el uso de la memoria atributiva lleve a
un proceso c´ıclico.
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Teniendo en cuenta lo anterior se puede generar un algoritmo teniendo en cuenta el
siguiente proceso ba´sico mostrado en la Figura 2.10,
Figura 2.10: Bu´squeda Tabu´
en donde se deben fijar varios aspectos tales como: forma de seleccionar la solucio´n
inicial y de seleccionar el entorno, el taman˜o de la lista tabu´ y los criterios que deben
ser almacenados en e´sta, entre otros. En [9] se estudia esta metaheur´ıstica como una de
las te´cnicas ma´s usadas al igual que en [7] en donde se agrega el aspecto estoca´stico. En
[27] la te´cnica de bu´squeda tabu´ es tratada como una de las te´cnicas modernas en esta
clase de optimizacio´n y es comparada con otras te´cnicas cla´sicas aplicadas al VRP, los
autores muestran la importancia que esta clase de metaheur´ıstica va teniendo a medida
que se quieren solucionar ma´s amplios teniendo todos los aspectos de la vida cotidiana.
Bu´squeda tabu´ y VRP
Para la seleccio´n de la vecindad se utilizan estrategias que se pueden comparar con los
operadores gene´ticos en la te´cnica de Algoritmos Gene´ticos, la vecindad de una solucio´n
puede estar dada por la aplicacio´n de cualquiera de los operadores gene´ticos usados en
VRP (Ver Algoritmos 1 y 2 en la seccio´n 2.4.1) excepto el de cruce, ya que en Bu´squeda
Tabu´ no se manejan individuos.
De esta manera se deben fijar criterios orientados a solucionar el VRP de una manera
adecuada, usando me´todos buenos y ra´pidos para generar una solucio´n inicial, mane-
jando la vecindad de una forma apropiada al igual que el uso de las memorias, entre
otros.
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En [10] se presenta un estado del arte de la aplicacio´n de bu´squeda tabu´ para resolver
el VRPTW mediante la comparacio´n de los diferentes avances realizados por diversos
autores y se concluye la importancia de esta te´cnica para la resolucio´n de esta clase de
problemas.
En [29] se plantea un VRPTW y se agrega una nueva variacio´n que consiste en un
nu´mero limitado de veh´ıculos y se nota que bajo esta nueva restriccio´n deben quedar
clientes no visitados y/o ventanas de tiempo relajadas. Se muestra una aproximacio´n
propia de bu´squeda tabu´ y mediante resultados computacionales se demuestra que el
modelo tambie´n da buenos resultados para el VRPTW sin la nueva variacio´n.
En [4] los autores plantean un nuevo algoritmo de bu´squeda tabu´ para resolver un
problema de ruteo de una empresa espec´ıfica. Uno de los resultados importantes que
se dan en el estudio es el hecho de que e´ste brinde de una manera eficiente y ra´pida
soluciones a un problema de una empresa en donde se tiene que realizar el procedimiento
varias veces por semana.
2.4.4. Recocido simulado
Generalidades de la te´cnica
Esta te´cnica esta basada en el proceso f´ısico de tratamiento te´rmico de los metales
denominado recocido, en donde un metal es llevado a altas temperaturas alcanzando
altos niveles energe´ticos llegando al punto de fusio´n y luego es enfriado gradualmente,
en un proceso por fases en donde el so´lido puede alcanzar el equilibrio te´rmico para
cada fase, hasta volver de nuevo al estado so´lido obteniendo un estado de energ´ıa
mı´nimo que es definido previamente. De esta manera se puede construir el modelo
de optimizacio´n comparando las posibles soluciones con los estados del sistema f´ısico
y el costo de la solucio´n con la energ´ıa del estado, teniendo en cuenta que el proceso
de recocido debe tener una configuracio´n en el recocido simulado se debe tener una
solucio´n factible; la solucio´n o´ptima en el problema de optimizacio´n esta´ relacionada
con la configuracio´n que se debe tener para alcanzar el mı´nimo de energ´ıa nombrado
anteriormente, y finalmente el manejo de la temperatura en el proceso de recocido se
compara con un para´metro dado en el modelo de optimizacio´n.
El proceso de recocido simulado al igual que el de otras metaheur´ısticas es iterativo y
cada iteracio´n corresponde a una fase de enfriamiento, en cada iteracio´n se realiza una
perturbacio´n de la solucio´n, el reemplazo que produce esta perturbacio´n se hara´ si es
mejor que la solucio´n actual o si cumple cierta regla de aceptacio´n que es probabil´ıstica
y esta´ en funcio´n de la temperatura. En la Figura 2.11 se muestra el proceso ba´sico que
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se sigue en un algoritmo de recocido simulado.
Figura 2.11: Recocido Simulado
La regla de aceptacio´n consiste en que existe una probabilidad, de que la solucio´n
perturbada se convierta en la actual, y esta´ dada por la siguiente fo´rmula:
p = e−(
∆(S)
TC ) (2.0)
en donde ∆(S) es la diferencia entre la solucio´n perturbada y la solucio´n actual, T es
la temperatura y C es la constante de Boltzman.
Con la definicio´n de los diferentes para´metros tales como, temperatura inicial, velocidad
de enfriamiento y temperatura final, y con seguimiento ba´sico del proceso se construyen
diferentes algoritmos y metodolog´ıas para solucionar diferentes clases de problemas.
La utilizacio´n de esta te´cnica tiene como objetivo explorar ampliamente las regiones de
bu´squeda en el comienzo del proceso iterativo y a medida que este va transcurriendo
pretende favorecer la explotacio´n en estas regiones. Para un entendimiento ma´s profundo
de esta te´cnica es recomendable referirse a un libro de texto tal como [24].
Esta te´cnica al igual que las anteriores es considerada una de las principales me-
taheur´ısticas usadas en problemas de optimizacio´n combinatoria. En [14] es estudiada
como una de las principales heur´ısticas usadas para resolver problemas combinatorios,
al igual que las anteriores te´cnicas en [9] y en [7], esta te´cnica se considera una de las
principales metaheur´ısticas modernas en optimizacio´n combinatoria.
Recocido simulado y VRP
Para la aplicacio´n de la te´cnica al VRP es importante establecer de que manera va a
ser perturbada la solucio´n, para esto se pueden utilizar me´todos como los usados en
2.5. APLICACIONES 31
Algoritmos Gene´ticos para hacer mutacio´n y en Bu´squeda Tabu´ para la escogencia de
la vecindad (Ver Algoritmos 1 y 2 en la seccio´n 2.4.1.
En [46] se emplea esta te´cnica para resolver un VRP en donde la funcio´n a minimizar es
independiente de la distancia y tan solo depende de la capacidad y del tipo de veh´ıculos
disponibles. En [47] se trabaja un CVRP en el cual la demanda de un cliente puede ser
satisfecha por varios veh´ıculos, por lo cual un cliente pude ser visitado varias veces.
2.5. Aplicaciones
El VRP es aplicable a cualquier sistema en donde se requieran trasladar objetos de
ciertos lugares a otros y se presente una estructura que consista en una flota de veh´ıculos
que deben visitar determinados clientes partiendo de un depo´sito dado. Dependiendo
de la situacio´n presentada en la vida cotidiana el VRP puede tener muchas variaciones
como la mostradas en el cap´ıtulo 1, y de esta manera puede ser aplicado a muchas ma´s
situaciones de la vida cotidiana.
De acuerdo a esto, la aplicabilidad del VRP depende de la variabilidad que se le pueda
dar a e´ste, manteniendo la esencia del problema. En el aspecto log´ıstico de la mayor´ıa
de las empresas, el transporte de bienes es uno de los aspectos ma´s importantes ya que
en e´ste se pueden ahorrar(o desperdiciar) una gran cantidad de recursos que pueden
ser de gran importancia para las empresas, por lo cual este problema tiene una gran
importancia dentro del proceso de la cadena de abastecimiento. A continuacio´n se men-
cionara´n algunos pocos casos de los muchos existentes, en donde se requiere planificar
y programar ruteo de veh´ıculos:
Empresas de produccio´n de bienes en donde manejen directamente la log´ıstica de
transporte.
Empresas que se dediquen al transporte de bienes de empresas productoras.
Empresas de mensajer´ıa.
Empresas de manejo de desechos.
Entidades de educacio´n que manejen directamente el transporte de sus alumnos.
Empresas de transporte de personas.
Empresas de transporte de valores.
Vendedores puerta a puerta.
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En [45] en donde se muestran las te´cnicas metaheur´ısticas existentes para resolver una
de las variaciones ma´s comunes del VRP que es el CVRP, los autores mencionan la
importancia de analizar este problema dentro del a´mbito de la ingenier´ıa de alimen-
tos y la importancia de la log´ıstica de transporte en este contorno, nombrando varias
aplicaciones espec´ıficas del VRP en este campo.
En [44] se aplica el desarrollo de un algoritmo basado en computacio´n evolutiva a una
empresa de log´ıstica en donde se requieren mover contenedores llenos o vac´ıos mediante
el uso de un nu´mero limitado de camiones y traileres, y el problema el consiste en
encontrar la programacio´n de las rutas minimizando la distancia total recorrida y el
nu´mero de camiones utilizados.
En [4] se implementa un algoritmo de bu´squeda tabu´ para resolver un problema de una
empresa real ubicada en Turqu´ıa que se dedica al transporte de electrodome´sticos, el
problema planteado consiste en programar el transporte de los bienes, de un depo´sito
central a los diferentes distribuidores.
Si bien el VRP es aplicable a una gran variedad de problemas de determinacio´n de
rutas de transporte, en [5], en donde se estudia el caso del TSP mu´ltiple, se muestran
aplicaciones de e´ste a otros campos totalmente diferentes. Aunque el TSP mu´ltiple
difiere en varios aspectos del VRP, las investigaciones que se dirijan a la resolucio´n del
VRP pueden tener grandes aportes en estas aplicaciones.
2.6. Algoritmos de mejoramiento para el VRP
Los algoritmos de mejoramiento para el VRP consisten realizar una bu´squeda local
sobre cierta solucio´n factible. Esta bu´squeda consiste en hacer cambios que involucren
ma´s de un recorrido o bien sea en un solo recorrido. Estos cambios esta´n basados en la
aplicacio´n de ciertos operadores que se basan en:
Intercambio de clientes entre veh´ıculos.
Intercambio de subrecorridos entre veh´ıculos.
Inversio´n de recorridos.
Teniendo en cuenta la definicio´n realizada en la seccio´n 2.2 acerca de los operadores,
se tienen en cuenta ciertos operadores ba´sicos que permiten realizar las operaciones
nombradas anteriormente o posibles combinaciones entre e´stas. Varios autores plantean
diferentes metodolog´ıas para aplicar estos operadores de manera que el mejoramiento
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produzca cambios relevantes con respecto a la solucio´n inicial. [1][49]. En las figuras
2.12, 2.13 y 2.14 se muestran los operadores ba´scios para el VRP.
Figura 2.12: Cruce: En un punto partes de dos rutas son intercambiadas.
Figura 2.13: Reubicacion: Un nodo es cambiado de una ruta a otra.
Figura 2.14: Intercambio: Dos nodos de rutas diferentes son intercambiados.
Se dice que estos operadores son ba´sicos ya que basa´ndose en estos se pueden crear
nuevos operadores. Por ejemplo el operador de reubicacio´n puede ser planteado como
la reubicacio´n de varios nodos de una ruta a otra, de igual manera se puede realizar
con el operador de intercambio. As´ı mismo los operadores tienen que ser planteados y
definidos teniendo en cuentas las diferentes restricciones del problema de acuerdo a la
variacio´n del VRP que se este tratando.
En [20] se plantea un algoritmo de bu´squeda local en el que se proponen operadores
basados en inversio´n de recorridos e intercambios de segmentos entre diferentes recorri-
dos, haciendo una categorizacio´n entre cambios en un solo recorrido y entre distintos
recorridos.
2.7. Problema del Agente Viajero
El Problema del Agente Viajero es uno de los problemas ma´s importantes en optimi-
zacio´n combinatoria [12] [37] y tiene una alta significancia en estudios acade´micos [51]
debido a su alta aplicabilidad para resolver problemas de la vida cotidiana.
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El problema ba´sico consiste en recorrer determinado nu´mero de puntos ubicados en el
plano regresando al punto de donde se partio´ minimizando la distancia total recorrida,
como se hab´ıa nombrado en la introduccio´n, el TSP es un caso especial del VRP y
para resolver este problema de manera o´ptima ser´ıa necesario revisar todas las posibles
soluciones, teniendo para n puntos, (n−1)!
2
posibles soluciones.
Al igual que para el VRP existen diversas variaciones para el TSP, tales como el TSP
asime´trico en donde la distancia entre un punto i a un punto j puede ser diferente a la
distancia de j a i, y como el TSP mu´ltiple en donde existen multiples agentes que reco-
rren los puntos, este es un problema muy parecido al VRP ba´sico, en [5] estudian esta
variacio´n resaltando la importancia que el estudio de e´sta tiene para resolver problemas
de la vida cotidiana relacionados con el VRP y con otros problemas en general.
A continuacio´n se muestran dos clases de te´cnicas para la resolucio´n de este problema,
primero se tratan los algoritmos de insercio´n que dan una solucio´n factible que en
algunos casos requiere ser mejorada. Despue´s se describe el algoritmo ’Intercambio 2-
Opt’ que es uno de los algoritmos de mejoramiento de bu´squeda local ma´s comunes
para resolver el TSP. Los autores en [37] tratan en cada cap´ıtulo diferentes te´cnicas y
metodolog´ıas para abordar el problema.
Es importante aclarar que existen muchas otras te´cnicas para resolver el TSP, por
ejemplo, el caso aqu´ı expuesto del algoritmo ’Intercambio 2-Opt’ es un caso especial del
algoritmo general ’Intercambio k-Opt’, las dos clases de te´cnicas aqu´ı desarrolladas son
algunas de las ma´s sencillas y permiten llegar a obtener buenos resultados para el TSP,
tambie´n para el CVRP de acuerdo con los algoritmos desarrollados en este trabajo de
investigacio´n que se basan en estas te´cnicas. En [5] se muestra una descripcio´n general
de formulaciones y te´cnicas de solucio´n para el TSP mu´ltiple.
Los ejemplos mostrados en las siguientes subsecciones son obtenidos de la ejecucio´n de
Java-Applets realizados por el autor Stephan Mertens ((C) 1999,
Stephan.Mertens@Physik.Uni-Magdeburg.DE).
2.7.1. Algoritmos de insercio´n para el Problema del Agente
Viajero
Debido a que el TSP es un caso menos complejo que el VRP existen te´cnicas sencillas que
permiten dar buenas soluciones con el uso moderado de recursos computacionales y de manera
ra´pida, las te´cnicas de este tipo ma´s comunes son los algoritmos constructivos, estos consisten
en ir formando el ciclo del recorrido teniendo en cuenta diferentes para´metros y reglas, uno
de estos algoritmos es el de Greedy que consiste en organizar de menor a mayor cada una de
las distancias entre cada par de nodos y en este orden ir asigna´ndolas o rechaza´ndolas segu´n
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se vaya construyendo el recorrido. Dentro de los algoritmos constructivos ma´s conocidos se
encuentran los algoritmos de insercio´n, en un estudio reciente [26] se plantea una te´cnica de
insercio´n para el TSP.
Los algoritmos de insercio´n consisten en ir formando el ciclo mediante la insercio´n de uno
o mas nodos al recorrido teniendo en cuenta ciertas reglas. Para esta clase de algoritmos se
tiene en cuenta un aspecto importante que consiste en construir el ciclo inicial para lo cual se
puede escoger un ciclo de tres nodos los cuales formen el tria´ngulo mas grande posible, otra
forma es crear el casco convexo [48] de todos los nodos. Para este trabajo de investigacio´n se
tendra´n en cuenta dos te´cnicas de insercio´n que son mostradas a continuacio´n.
Algoritmo de insercio´n menos costosa
El procedimiento inicial de este algoritmo consiste en crear un ciclo inicial con los dos nodos
ma´s cercanos. Enseguida se procede a escoger de todos los nodos no seleccionados el nodo
con el cual se cause el menor incremento de distancia en el recorrido. De esta manera se
continuan agregando nodos al ciclo de manera que queden todos inclu´ıdos. Para el grupo
de datos mostrado en la figura 2.15. Se obtiene el procedimiento mostrado en la figura 2.16
usando como ciclo inicial el casco convexo.
Figura 2.15: TSP - Insercio´n Menos Costosa
Algoritmo de insercio´n ma´s lejana
De manera similar que en la insercio´n menos costosa se puede crear el ciclo inicial en este caso
entre los dos nodos ma´s lejanos entre s´ı y despue´s se va insertando el nodo tal que la mı´nima
distancia de e´ste a cualquiera de los puntos que esta´n en el recorrido sea la ma´s lejana posible.
Para el grupo de datos mostrado en la figura 2.17. Se obtiene el procedimiento mostrado en
la figura 2.18 usando como ciclo inicial el casco convexo.
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Figura 2.16: TSP - Insercio´n Menos Costosa
Figura 2.17: TSP - Insercio´n Ma´s Lejana
2.7.2. Algoritmo de mejoramiento ’Intercambio 2-Opt’ para el
Problema del Agente Viajero
El algoritmo de mejoramiento ’Intercambio 2-Opt’ consiste en realizar modificaciones en el
ciclo mediante la eliminacio´n de dos segmentos y la reconexio´n del ciclo de la u´nica forma
en que se puede reconectar diferente a la que estaba. La escogencia de segmentos se hace
seleccionando el par de segmentos que produzcan el ciclo con el costo mas bajo, de esta
manera se itera hasta que no haya mejoramiento en el ciclo. Para el ciclo inicial se pueden
utilizar las metodolog´ıas mostradas en la seccio´n 2.7.1, ya sean los ciclos iniciales para aplicar
los algoritmos de insercio´n o las soluciones dadas por estos algoritmos. Para el grupo de datos
mostrado en la figura 2.19. Se obtiene el procedimiento mostrado en la figura 2.20 usando
como ciclo inicial un ciclo aleatorio.
2.7. PROBLEMA DEL AGENTE VIAJERO 37
Figura 2.18: TSP - Insercio´n Ma´s Lejana
Figura 2.19: TSP - Algoritmo de mejoramiento ’Intercambio 2-Opt’
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Figura 2.20: TSP - Algoritmo de mejoramiento ’Intercambio 2-Opt’
Cap´ıtulo 3
Algoritmo para resolver el CVRP
En este cap´ıtulo se plantea el nuevo algoritmo propuesto para resolver el CVRP, e´ste se define
de acuerdo a una serie de resultados obtenidos a partir de las pruebas realizadas teniendo en
cuenta los tres nuevos me´todos propuestos para dar soluciones factibles iniciales combinados
con el nuevo algoritmo de mejoramiento desarrollado. Una de las formas de crear soluciones
factibles iniciales se basa en el algorimto de barrido mostrado en la seccio´n 2.3.2, las otras
dos esta´n basadas en algoritmos constructivos de insercio´n existentes para resolver el TSP. El
algoritmo de mejoramiento consiste en realizar una aplicacio´n adecuada de ciertos operadores
previamente definidos basados en lo nombrado en la seccio´n 2.6.
En la figura 3.1 se muestra un esquema del desarrollo de este algoritmo planteado, se observa
que las pruebas se realizaron combinando cada una de las te´cnicas para dar soluciones factibles
iniciales. De acuerdo a los resultados obtenidos se plantea el nuevo algoritmo en donde se
descarta el algoritmo de ’Insercio´n menos costosa’, quedando el agoritmo general definido
como la combinacio´n de los otros dos algoritmos para obtener soluciones factibles iniciales
con el algoritmo de mejoramiento.
En la parte final de este cap´ıtulo se realiza un ana´lisis de los diferentes algoritmos y del
algoritmo general. En el siguiente cap´ıtulo se muestra la adaptacio´n y aplicacio´n de este
algoritmo general al problema de ruteo escolar de la SED.
En los algoritmos planteados en esta seccio´n se aplican 5 funciones, teniendo en cuenta que
existe una solucio´n F con la estructura mostrada en el planteamiento del problema mostrado
en el cap´ıtulo 1. La funcio´n TSP (A) como se nombraba anteriormente en la seccio´n 2.3.2
retorna una solucio´n para el TSP para un conjunto A de puntos. La funcio´n TSP2OPT (A)
aplica el algoritmo de mejoramiento ’Intercambio 2-Opt’ planteado en la seccio´n 2.7.2 a una
solucio´n factible A del TSP. Costo(F ) retorna el costo asociado a cierta solucio´n F del CVRP.
La funcio´n Insertar(Fi, j, Fk(q)) inserta en la ruta del veh´ıculo vi el cliente Fk(q) en la j-
e´sima posicio´n, en la figura 3.2 se muestra un ejemplo de Insertar(F2, 5, F1(1)). La funcio´n
Eliminar(Fi, j) elimina de la ruta del veh´ıculo vi el cliente que esta´ en la j-e´sima posicio´n,
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Figura 3.1: Esquema del nuevo algoritmo desarrollado
en la figura 3.3 se muestra un ejemplo de Eliminar(F1, 1). Adema´s de estas cuatro funciones
se usa un procedimiento para intercambiar clientes entre rutas de veh´ıculos de la siguiente
manera: para un intercambio entre Fi(j) y Fk(q), se realiza la siguiente operacio´n: Tmp =
Fi(j) ; Fi(j) = Fk(q) ; Fk(q) = Tmp, en la figura 3.4 se muestra un ejemplo de un
intercambio entre el cliente F1(3) y F2(1).
Figura 3.2: Ejemplo funcio´n - Insertar(F2, 5, F1(1))
Los resultados obtenidos son mostrados y analizados de acuerdo a una comparacio´n que se
realiza con los grupos de datos existentes planteados por diferentes autores (Instancias) para
los cuales se tiene una distancia o´ptima asociada. Dentro de las soluciones propuestas en este
trabajo de investigacio´n el nu´mero de veh´ıculos puede variar con respecto al expuesto en estas
soluciones o´ptimas, lo cual es perfectamente va´lido en concordancia con lo planteado en el
documento TSPLIB95 [40] 1. Es importante recalcar que para algunas instancias se obtuvo
1Documento de la universidad de Heidelberg en donde se muestran las especificaciones a tener en
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Figura 3.3: Ejemplo funcio´n - Eliminar(F1, 1)
Figura 3.4: Ejemplo - Intercambio entre F1(3) y F2(1)
una menor distancia asociada con los algoritmos aqu´ı propuestos, esto se presenta debido a
inconsistencias en estos datos conocidos como o´ptimos y al hecho de que algunos de estos
datos fueron calculados teniendo el nu´mero de veh´ıculos como entrada del problema, lo que
de cierta manera l´ımita el espacio de bu´squeda, de igual manera los datos o´ptimos asociados
a estas instancias son comparables con los aqu´ı obtenidos, ya que esta comparacio´n nos da
una idea clara de que tan efectivos esta´n siendo los resultados. Para estos casos en que se
encontro´ una menor distancia que la o´ptima planteada, los porcentajes de diferencia fueron
tratados como 0,00 % para la valoracio´n de las cifras de resumen.
3.1. Soluciones factibles iniciales
En esta seccio´n se plantean tres me´todos para dar soluciones factibles iniciales para el CVRP,
el primero es un algoritmo de dos fases, los dos restantes estan basados en algoritmos cons-
tructivos de insercio´n para resolver el TSP. Para el primer algoritmo se muestra la forma de
obtener la agrupacio´n de nodos para proceder a a resolver por grupos el TSP, enseguida se
plantean dos clases de algoritmos basados en la insercio´n menos costosa creando como ciclo
inicial un TSP con todos los nodos y a partir de esto se van quitando los nodos de este ciclo
cuenta para las soluciones y planteamientos de diferentes instancias de TSPs y problemas asociados.
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inicial e inserta´ndolos de la manera menos costosa en los recorridos de los otros veh´ıculos
teniendo en cuenta la capacidad de e´stos.
Para los casos en que se requiera resolver TSP se procede a aplicar el algoritmo de insercio´n
ma´s lejana usando como ciclo inicial el recorrido de ida y vuelta entre los dos nodos ma´s lejanos
2.7.1, aplicando enseguida el algoritmo de mejoramiento ’Intercambio 2-Opt’ mostrado en la
seccio´n 2.7.2.
3.1.1. Algoritmo de barrido
Para este algoritmo se utiliza como base el algoritmo 2 mostrado en la seccio´n 2.3.2. La nueva
idea consiste en aplicar este algoritmo de barrido ba´sico probando todas las opciones posibles
de cliente inicial. Escogiendo entonces la mejor de las n alternativas de agrupamiento.
Entonces se plantea el Algoritmo de Barrido para el CVRP como se muestra en el algoritmo 5,
el cual requiere el arreglo ordenado nombrado en la seccio´n 2.3.2 para el algorimto de barrido.
Algoritmo 5 Algoritmo de Barrido CVRP (P ′)
Require: Arreglo P ′: Clientes ordenados.
Ensure: Una solucio´n F del CVRP
1: MenorCosto =∞
2: for i = 1 to n do
3: FTmp = Barrido(P
′, i)
4: MenorCosto = Costo(FTmp)
5: if Costo(F ) < MenorCosto then
6: MenorCosto = Costo(F )
7: F = FTmp
8: end if
9: end for
10: return F
3.1.2. Algoritmo de insercio´n menos costosa uno a uno
Este algorimto consiste en crear los recorridos de los veh´ıculos agrega´ndolos uno a uno a la
solucio´n. Para esto se insertan los clientes del recorrido del anterior veh´ıculo aregado a la
solucio´n en el recorrido de un nuevo veh´ıculo agregado de manera que se escoja el cliente que
al quitarlo del recorrido del veh´ıculo anterior e insertarlo en el recorrido del nuevo veh´ıculo
genere el menor costo asociado a la soucio´n. A continuacio´n se muestra el procedimiento de
manera general y en el algoritmo 6 se muestra el procedimiento detallado a seguir.
(1) Agregar un primer veh´ıculo resolviendo el TSP para todos los clientes calculando el excedente de demanda con
respecto a la capacidad de e´ste.
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(2) Si el excedente de demanda del u´ltimo veh´ıculo agregado es menor o igual que 0, ir a (7)
(3) Agregar un nuevo veh´ıculo.
(4) Escoger el cliente que genere un menor costo al sacarlo del ciclo del penu´ltimo veh´ıculo agregado e insertarlo
en alguna de las posibles posiciones del u´ltimo veh´ıculo agregado calculando el excedente de demanda para este
u´ltimo.
(5) Restarle la demanda del cliente escogido al excedente del penu´ltimo veh´ıculo agregado.
(6) Si el excedente del penu´ltimo veh´ıculo agregado es menor o igual que 0, ir a (2), de lo contrario, ir a (4).
(7) Fin.
Algoritmo 6 Algoritmo de insercio´n menos costosa uno a uno CVRP
1: z = 1 ’z : I´ndice del u´ltimo veh´ıculo agregado
2: V ← {vz}
3: Fz = TSP (P )
4: ExcUlt =
(∑U(vz)
j=1 D(Fz(j))
)
−Q(vz) ’ExcUlt : Excedente de demanada asignada a vz con respecto a Q(vz)
5: while ExcUlt > 0 do
6: z = z + 1
7: V ← V ∪ {vz}
8: ExcPen = ExcUlt ’ExcPen: Excedente de demanada asignada a vz−1 con respecto a Q(vz−1)
9: ExcUlt = −Q(vz)
10: while ExcPen > 0 do
11: F ′′ ← F ’F ′′: Solucion temporal del mejor cambio de clientes
12: MenorCosto =∞
13: for i = 1 to U(vz−1) do
14: for j = 1 to U(vz) + 1 do
15: F ′ = F
16: Insertar(F ′z , j, F ′z−1(i)) ; Eliminar(F
′
z−1, i)
17: if Costo(F ′) < MenorCosto then
18: F ′′ ← F ′
19: MenorCosto = Costo(F ′)
20: DemandaTmp = D(Fz−1(i))
21: end if
22: end for
23: end for
24: F ← F ′′
25: ExcPen = ExcPen−DemandaTmp
26: ExcUlt = ExcUlt+DemandaTmp
27: end while
28: end while
29: return F
Cabe anotar que para las l´ıneas 13 y 14 del algoritmo 6, el nu´mero de clientes asociados al
recorrido de los veh´ıculos vz y vz−1: U(vz) y U(vz−1), es actualizado en la medida que se
inserten o eliminen clientes asociados a los recorridos de e´stos.
De esta manera se obtiene una solucio´n F para el CVRP. En la figura 3.5 se muestra un
ejemplo para 9 clientes cada uno con una demanda asociada igual a 1 y una capacidad de los
veh´ıculos igual a 3.
3.1.3. Algoritmo de insercio´n menos costosa
A diferencia del algoritmo anterior, en e´ste a partir del segundo veh´ıculo agregado no pue-
de existir un excedente de demanda y adema´s se pueden ir agregando nuevos veh´ıculos sin
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Figura 3.5: Insercio´n menos costosa uno a uno
necesidad de haber completado en su totalidad la capacidad de alguno de los veh´ıculos agre-
gados anteriormente, de manera que el excedente demanda de el primer veh´ıculo se elimine,
mediante la insercio´n de los clientes asociados a e´ste en los recorridos de los otros veh´ıculos
existentes o de un posible nuevo veh´ıculo. A continuacio´n se plantea el procedimiento general
a seguir y en el algoritmo 7 se muestra el procedimiento detallado.
(1) Agregar un primer veh´ıculo resolviendo el TSP para todos los clientes calculando el excedente de demanda.
(2) Si el excedente es menor o igual que 0, ir a (6)
(3) Escoger el cliente que genere un menor costo al sacarlo del ciclo del primer veh´ıculo e insertarlo en alguna de las
posibles posiciones de cualquiera de los recorridos de los dema´s veh´ıculos agregados mientras tengan capacidad
disponible o en el recorrido de un nuevo veh´ıculo.
(4) Restarle la demanda del cliente escogido al excedente del veh´ıculo inicial.
(5) Si el excedente es mayor que 0, ir a (3).
(6) Fin.
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Algoritmo 7 Algoritmo de insercio´n menos costosa CVRP
1: V ← {v1, v2}
2: F1 ← TSP (P )
3: ContV ehiculos = 2
4: while Excedente > 0 do
5: z = ContV ehiculos+ 1 ’z : I´ndice del posible nuevo veh´ıculo vz a agregar
6: V ← V ∪ {vz}
7: F ′′ ← F ’F ′′: Solucion temporal del mejor cambio de clientes
8: NuevoV ehiculo = False
9: for i = 1 to U(v1) do
10: for j = 1 to m do
11: for k = 1 to U(vj) + 1 do
12: F ′ ← F
13: Insertar(F ′m, k, F ′1(i)) ; Eliminar(F
′
1, i)
14: if Costo(F ′) < Costo(F ′′) then
15: F ′′ ← F ′
16: DemandaTmp = D(F ′1(i))
17: NuevoV ehiculo = False
18: end if
19: end for
20: end for
21: F ′ ← F
22: Insertar(F ′z , 1, F ′1(i)) ; Eliminar(F
′
1, i)
23: if Costo(F ′) < Costo(F ′′) then
24: F ′′ ← F ′
25: DemandaTmp = D(F ′1(i))
26: NuevoV ehiculo = True
27: end if
28: end for
29: F ← F ′′
30: Excedente = Excedente−DemandaTmp
31: if NuevoV ehiculo = True then
32: ContV ehiculos = ContV ehiculos+ 1
33: else
34: V ← V − {vz}
35: end if
36: end while
37: return F
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Cabe anotar que para las l´ıneas 9 y 11 del algoritmo 7, el nu´mero de clientes asociados al
recorrido de los veh´ıculos v1 y vj : U(v1) y U(vj), es actualizado en la medida que se inserten
o eliminen clientes asociados a los recorridos de e´stos.
De esta manera se obtiene una solucio´n F para el CVRP. En la figura 3.6 se muestra un
ejemplo para 9 clientes cada uno con una demanda igual a 1 y una capacidad de los veh´ıculos
igual a 3.
Figura 3.6: Insercio´n menos costosa
3.1.4. Resultados experimentales
En las tablas 3.1 y 3.2 se muestran los resultados obtenidos con los algoritmos heur´ısticos
planteados para generar soluciones factibles iniciales para el CVRP. Las instancias A, B, y P
corresponden a ’Augerat et al’. Las instancias E corresponden a ’Christofides and Eilon’ y las
M corresponden a ’Christofides, Mingozzi and Toth’. Las heur´ısticas H1, H2 y H3 corresponden
al algoritmo de Barrido, al algoritmo de insercio´n menos costosa uno a uno y al algoritmo
de insercio´n menos costosa respectivamente. Se muestran los porcentajes de diferencia de las
distancias obtenidas con cada una de las heur´ısticas con respecto a la distancia o´ptima para
cada una de las instancias que poseen informacio´n de solucio´n o´ptima. Se exponen el nu´mero
de veh´ıculos asociados a cada una de las soluciones. Y se muestra una columna refirie´ndose a
la heur´ıstica con la cual se obtuvo el mejor resultado.
Para dos de las instancias se obtuvieron resultados o´ptimos con la heur´ıstica H1 (P-n21-k2 y
P-n22-k2) en la figura 3.7 se muestra el resultado de las rutas obtenido para la instancia P-
n21-k2. Para el grupo de datos P-n55-k8 se obtuvo un resultado mejor que el o´ptimo planteado
por los autores, por lo que se deduce que hay alguna clase de inconsistencia en e´ste valor,
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Tabla 3.1: Resutlados - Algoritmos para soluciones factibles iniciales - Parte 1
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Tabla 3.2: Resutlados - Algoritmos para soluciones factibles iniciales - Parte 2
3.1. SOLUCIONES FACTIBLES INICIALES 49
teniendo entonces una nueva mejor distancia conocida para esta instancia con el algoritmo
heur´ıstico planteado en este trabajo de investigacio´n 2. En la tabla 3.3 se muestran los datos
de demanda por cliente para esta instancia y en las figuras 3.8 y 3.9 se muestran los resultados
para la solucio´n o´ptima planteada y para la asociada al algoritmo de barrido respectivamente.
Figura 3.7: Instancia: P-n21-k2, Resultado o´ptimo = Resultado algoritmo de barrido
Tabla 3.3: Instancia: P-n55-k8, capacidad veh´ıculos: 160
En la tabla 3.4 se expone un resumen de los resultados obtenidos, se muestra el promedio
de los porcentajes de diferencia con respecto a la solucio´n o´ptima asociados a cada una de
las heur´ısticas, el menor porcentaje y el mayor porcentaje. Tambie´n se muestra para las 83
instancias cuantas veces fue mejor cada heur´ıstica con respecto a las otras dos.
% DE DIFERENCIA VS O´PTIMA
H1 H2 H3
PROM 8,31 % 18,61 % 27,52 %
MIN 0,00 % 3,35 % 6,67 %
MAX 24,75 % 45,04 % 57,50 %
MEJOR 69 13 1
Tabla 3.4: Resumen resultados - Soluciones factibles iniciales
Se nota en la tabla 3.4, que as´ı como se nombraba anteriormente se obtienen resultados
o´ptimos y tambie´n se obtienen resultados que tienen 24,75 %, 45,04 % y 57,50 % de diferencia
con respecto al o´ptimo para cada una de las heur´ısticas, por lo que aunque se obtienen buenos
2Ver aclaracio´n al comienzo del ca´pitulo 3 en la pa´gina 40
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Figura 3.8: Instancia: P-n55-k8, distancia o´ptima planteada: 588
Figura 3.9: Instancia: P-n55-k8, distancia algoritmo de barrido: 584
resultados en promedio con las heur´ısticas H1 y H2 se nota la necesidad de usar el algoritmo
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de mejoramiento planteado ma´s adelante. Se nota que la heur´ıstica H3 presenta resultados que
son claramente poco competitivos, teniendo en cuenta solamente la generacio´n de soluciones
factibles iniciales. Tambie´n se observa que la heur´ıstica H1 arroja mejores resultados la mayor´ıa
de las veces y presenta un mejor promedio en cuanto a la diferencia de las soluciones con
respecto a la o´ptima, sin embargo aunque la heur´ıstica H2 es mejor tan solo el 15,7 % de
las veces sigue siendo muy tenida en cuenta ya que e´sta permite generar soluciones como la
mostrada en la solucio´n de la izquierda en la figura 3.10 que son poco probables de obtener
con el algoritmo de barrido que tiende a dar soluciones muy estructuradas con base a los rayos
generadores de zonas (ver solucio´n de la derecha de la figura 3.10).
Tambie´n cabe anotar que segu´n lo mostrado en las tablas 3.1 y 3.2 las instancias para las
cuales la heur´ıstica H2 es mejor son de n > 44, por lo que en lo que se refiere a soluciones
factibles iniciales se puede concluir que para instancias con un valor de n pequen˜o, la heur´ıstica
H1 va a arrojar casi siempre mejores resultados.
Figura 3.10: Solucio´n heurist´ıca H2 - Solucio´n heurist´ıca H1
3.2. Algoritmo de mejoramiento
Los algoritmos de mejoramiento para el VRP pueden ser tomados desde dos puntos de vista
[28], el primero consiste en mejorar las rutas individualmente por lo que los algoritmos de
esta clase ser´ıan equivalentes a los algoritmos de mejoramiento existentes para el TSP tal y
como lo es el algoritmo ’Intercambio 2-Opt’ mostrado en la seccio´n 2.7.2. La otra forma de
plantear estos algoritmos es de manera conjunta entre todas las rutas de la solucio´n inicial.
Estos u´ltimos algoritmos son usados en las te´cnicas metaheur´ısticas existentes para resolver
el VRP tal y como se muestra en la seccio´n 2.4 en donde se definen ciertos operadores para
alterar determinadas soluciones factibles.
En esta seccio´n se plantea un algoritmo que modifica las rutas en conjunto, realizando a su vez
cambios en una misma ruta. Este algoritmo fue disen˜ado pensando en realizar una bu´squeda
local, esto se realizo´ debido a que las soluciones factibles iniciales obtenidas a partir de los
algoritmos planteados en este trabajo (ver seccio´n 3.1) arrojaron resultados competitivos,
por lo que en e´stas se exploran de manera amplia las regiones de bu´squeda. Entonces lo que
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se busca con este algoritmo de mejoramiento es explotar de manera local la bu´squeda de
diferentes soluciones tratando de mejorar en cierta medida las diferentes soluciones factibles
iniciales. De acuerdo a lo anterior se tienen en cuenta dos operadores: el de reubicacio´n y el
de intercambio que son mostrados en las figuras 2.13 y 2.14 en la seccio´n 2.6.
3.2.1. Planteamiento del algoritmo
Al igual que los algoritmos de este clase, e´ste es de tipo iterativo y se detiene cuando en
determinada iteracio´n no se produce ningu´n mejoramiento. Cada iteracio´n consiste en aplicar
los dos operadores para cada uno de los puntos de la solucio´n factible, de esta manera se
realizan n aplicaciones de cada uno de los operadores, entonces para el i-e´simo nodo llamado
para este caso k, se aplicara´n ambos operadores y se realizara´ el cambio asociado al operador
que produzca un mayor mejoramiento. Para el operador de reubicacio´n se prueba mover el
nodo k a cada una de las otras posibles ubicaciones que e´ste podr´ıa tener dentro de la solucio´n,
y la mejor opcio´n es la que sera´ comparada con el valor obtenido con la aplicacio´n del otro
operador. Y para el operador de intercambio se prueba intercambiar el nodo k con cada uno
de los otros nodos y la alteracio´n que produzca el mayor mejoramiento sera´ tenida en cuenta
para la comparacio´n con el operador de reubicacio´n. De esta manera se repite el proceso para
cada uno de los n nodos completa´ndose as´ı una iteracio´n. Al comenzar de nuevo otra iteracio´n
por el mismo nodo con el que se comenzo´ la primera se pueden obtener ma´s mejoramientos y
as´ı perfeccionar la solucio´n.
Como parte de este algoritmo se realiza un procedimiento de mejoramiento de cada ruta
despu´es de realizar lo descrito anteriormente. Este procedimineto consiste en aplicar el al-
goritmo de mejoramiento ’Intercambio 2-Opt’ mostrado en la seccio´n 2.7.2 a cada una de
las rutas de los veh´ıculos obtenidas despue´s del paso anterior. En el algoritmo 8 mostrado a
continuacio´n se plantea el procedimiento que se debe realizar, aqu´ı se nota que el orden en
que son intercambiados y/o movidos los clientes entre los recorridos de los veh´ıculos, es el
orden dado por los ı´ndices de las funciones (Fi) del conjunto de solucio´n (F ) que requiere
como entrada este algoritmo, lo que quiere decir que no se cuenta con algu´n procedimiento
espec´ıfico para seleccionar los clientes que van a ser movidos o intercambiados de posicio´n de
recorrido.
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Algoritmo 8 Algoritmo de Mejoramiento CVRP (F )
Require: Una solucio´n F del CVRP.
Ensure: La solucio´n F mejorada.
1: CostoActual = Costo(F )
2: CostoModificado = 0
3: while CostoModificado < CostoActual do
4: CostoModificado = CostoActual
5: for i = 1 to m do
6: for j = 1 to U(vi) do
7: for k = 1 to m do
8: for q = 1 to U(vk) do
9: if Fi(j) 6= Fk(q) then
10: if Ocupacion(vk) +D(vj) ≤ Capacidad then
11: F ′ ← F
12: Insertar(F ′k, q, F
′
i (j)) ; Eliminar(F
′
i , j)
13: CostoMover = Costo(F ′)
14: else
15: CostoMover =∞
16: end if
17: if Ocupacion(vi) +D(vq) ≤ Capacidad ∧Ocupacion(vk) +D(vj) ≤ Capacidad then
18: F ′′ ← F
19: Tmp = F ′′i (j) ; F
′′
i (j) = F
′′
k (q) ; F
′′
k (q) = Tmp
20: CostoCambiar = Costo(F ′′)
21: else
22: CostoCambiar =∞
23: end if
24: if (CostoMover < CostoActual) ∨ (CostoCambiar < CostoActual) then
25: if CostoCambiar < CostoMover then
26: CostoModificado = CostoCambiar
27: F ← F ′′
28: else
29: CostoModificado = CostoMover
30: F ← F ′
31: end if
32: end if
33: end if
34: end for
35: F ′ ← F
36: Insertar(F ′k, U(vk) + 1, F
′
i (j)) ; Eliminar(F
′
i , j)
37: CostoMover = Costo(F ′)
38: if (CostoMover < CostoActual) then
39: CostoModificado = CostoMover
40: F ← F ′
41: end if
42: end for
43: end for
44: end for
45: end while
46: for i = 1 to m do
47: Fi ← TSP2OPT (Fi)
48: end for
49: return F
3.2.2. Resultados experimentales
De acuerdo a los resultados mostrados en la seccio´n 3.1.4 para las soluciones factibles iniciales,
se aplica el algoritmo de mejoramiento a la solucio´n arrojada para cada una de las heur´ısticas
para las diferentes instancias. En las tablas 3.5 y 3.6 se muestran los resultados obtenidos en
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donde se muestra el porcentaje de mejoramiento obtenido con el algoritmo planteado para
cada una de las soluciones factibles iniciales obtenidas con los tres algoritmos desarrollados.
Tambie´n en estas dos tablas se muestra el nuevo porcentaje de diferencia con respecto a la
solucio´n o´tptima para las soluciones mejoradas de cada una de las tres heur´ısticas. Y adema´s
se expone la nueva mejor heur´ıstica de acuerdo al resultado obtenido. Para cada solucio´n
mejorada se puede observar el nu´mero de veh´ıculos asociado.
Tabla 3.5: Resutlados - Algoritmo de mejoramiento - Parte 1
En los resultados mostrados en las tablas 3.5 y 3.6, se nota que al ejecutar el algoritmo de
mejoramiento sobre la solucio´n inicial obtenida con la heur´ıstica H1, en 29 de los casos NO
se presenta mejoramiento (MEJORA H1 = 0, 0 %), para todas estas 29 instancias, con la
heur´ıstica H1 se obtienen los mejores resultados en lo que a soluciones factibles iniciales se
refiere y para 21 de las instancias esto se mantiene despu´es de la aplicacio´n del algoritmo
de mejoramiento. De acuerdo a lo mostrado en la seccio´n anterior acerca de lo que era una
iteracio´n (ver algoritmo 8), el nu´mero de iteraciones para todos los resultados vario´ entre 1 y
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Tabla 3.6: Resutlados - Algoritmo de mejoramiento - Parte 2
6 y en promedio fue de 3.
En la tabla 3.7 se muestra el promedio de los porcentajes de diferencia entre cada los resultados
obtenidos con cada una de las heur´ısticas con respecto a los resultados despu´es de aplicar el
algoritmo de mejoramiento, tambie´n se muestra el menor porcentaje y el mayor porcentaje.
Se observa en la tabla 3.7 que para las tres heur´ısticas hubo casos en los que la aplicacio´n
del algoritmo no produjo mejoramiento (MIN H1 = MIN H2 = MIN H3 = 0,0 %). Se nota
que el promedio de porcentaje de mejoramiento es mayor para la heur´ıstica H3 seguido de
H2 y finalmente de H1, tambie´n se puede observar que aunque el promedio de porcentaje de
mejoramiento para la heur´ıstica H1 es bajo (1,63 %) hubo un caso en que se mejoro´ la solucio´n
inicial hasta un 15,25 %. Para H1 y H3 se obtuvieron porcentajes de mejoramiento promedio
de 6,26 % y 9,63 % respectivamente, lo que se considera un buen resultado y se cumple entonces
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% DE MEJORAMIENTO
H1 H2 H3
PROM 1,63 % 6,26 % 9,63 %
MIN 0,00 % 0,00 % 0,00 %
MAX 15,25 % 20,39 % 23,84 %
Tabla 3.7: Resumen resultados - Algoritmo de mejoramiento - Porcentajes Mejoramiento
con el objetivo del algoritmo, recalcando tambie´n que para estas dos se presentaron mejoras
hasta de 20,39 % y 23,84 % respectivamente.
En la tabla 3.8 se muestran los promedios de porcentajes de diferencia de las soluciones
mejoradas con respecto a la solucio´n o´ptima, tambie´n se muestra el mı´nimo y el ma´ximo
y adema´s el nu´mero de veces que con determinada heur´ıstica mejorada se obtuvo el mejor
resultado.
% DE DIFERENCIA VS O´PTIMA
H1 H2 H3 MEJOR H
PROM 6,41 % 11,16 % 14,87 % 4,63 %
MIN 0,00 % 0,00 % 1,62 % 0,00 %
MAX 22,34 % 33,29 % 33,66 % 14,80 %
MEJOR 55 26 2
Tabla 3.8: Resumen resultados - Algoritmo de mejoramiento - Porcentajes Diferencia
Teniendo en cuenta lo mostrado en las tablas 3.7 y 3.8 se evidencia que entre la solucio´n inicial
tenga una menor competitividad es susceptible de mejorar ma´s, lo importante en este aspecto
es determinar que tanto pueden llegar a mejorar las heur´ısticas con respecto a las otras,
entonces se tiene que con la heur´ıstica H2 sin mejoramiento el 15,7 % de las veces se obtiene
el mejor resultado y una vez aplicado el algoritmo se obtiene con e´sta el mejor resultado el
31,3 % de las veces, con la heur´ıstica H3 sin mejoramiento en un solo caso se obtuvo la mejor
solucio´n y con el mejoramiento tan solo incremento a dos este valor.
Al igual que para las soluciones factibles iniciales se obtienen soluciones con distancias aso-
ciadas menores que las distancias o´ptimas planteadas en la literatura 3, en este caso para dos
instancias (’P-n55-k15’ y ’B-n51-k7’, las cuales fueron solucionadas a partir de la heur´ıstica
H2) adema´s de la instancia ’P-n55-k8’ con la cual ya hab´ıa ocurrido esta situacio´n antes de
aplicar el algoritmo de mejoramiento.
Se observa tambie´n en la tabla 3.7 que el promedio de porcentajes de diferencia con respecto
a la mejor de las tres heur´ısticas es de 4,63 %, en la figura 3.11 se muestra un diagrama de
frecuencias para 9 rangos de porcentajes de diferencia de la mejor de las tres heur´ısticas para
cada instancia con respecto a la solucio´n o´ptima, aqu´ı se nota que tan solo en 6 de los 83
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casos el porcentaje es mayor a 10 %, para 38 de los casos el porcentaje es menor al 4 % y el
resto de los casos (36) se encuentran entre el 4 % y 10 %.
Figura 3.11: Frecuencias porcentaje de diferencia: Mejor heur´ıstica - Solucio´n O´ptima
Teniendo en cuenta lo que se hab´ıa conclu´ıdo en la seccio´n 3.1.4 y los resultados obtenidos
en esta seccio´n en lo relacionado con la heur´ıstica H3, se confirma el hecho de descartar e´ste
me´todo ya que en tan solo 2 de los casos se obtiene la mejor solucio´n con respecto a la o´ptima
y la diferencia en porcentaje con respecto a la siguiente mejor heur´ıstica es de 0,43 % y de
2,69 % para cada uno de los 2 casos nombrados.
3.3. Ana´lisis de los algoritmos
En esta seccio´n se estudia el uso de recursos computacionales, e´ste es analizado desde el punto
de vista de tiempos de ejecuciones de los algoritmos, para lo cual se generan las tablas 3.9
y 3.10 en donde se muestran estos tiempos en segundos para: cada una de las heur´ısticas, el
algoritmo de mejoramiento aplicado a cada una de e´stas y el total de cada combinacio´n. Para
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lo anterior hay que tener en cuenta que los diferentes algoritmos fueron codificados, compilados
y ejecutados en GISDK 4 mediante el programa TransCAD 5. Lo anterior mediante un PC con
un procesador de 2,0 GHz Intel Core 2 T7200 y 2GB de memoria RAM corriendo Microsoft
Windows XP.
En las tablas 3.9 y 3.10 se puede observar que los tiempos del algoritmo de mejoramiento son
menores para la heur´ıstica H1, esto esta´ acorde con lo mostrado en los resultados anteriores ya
que para H1 el porcentaje promedio de mejoramiento es bastante bajo y esto esta´ relacionado
con el menor nu´mero de iteraciones que esta´n asociadas al algoritmo de mejoramiento aplicado
a esta heur´ıstica. Tambie´n se puede observar que la heur´ıstica H3 en casi todos los casos (81
de 83) presenta tiempos ma´s bajos o iguales que la heur´ıstica H2 y a su vez la heur´ıstica
H1 presenta mejores tiempos que la heuristica H3 para 45 de las instancias. Con respecto
a los tiempos relacionados con las soluciones factibles iniciales para H1 y H2 que son las
que presentan resultados competitivos, se tiene que los tiempos de ejecucio´n para H2 van
aumentando a medida que la dimensio´n (el nu´mero de clientes) del problema tambie´n aumenta,
en la figura 3.12 se muestran los tiempos promedio de las heuristicas H1 y H2 para 7 rangos
planteados de dimensio´n del problema.
Figura 3.12: Tiempos promedio por rangos de dimensio´n del problema
4GISDKTM (Geographic Information System Developer’s Kit) es una serie de herramientas de
software y documentacio´n que viene incorporada con los programas de SIG (Sistemas de Informacio´n
Geogra´fica) de la compan˜ia Caliper, tales como Maptitude y TransCAD
5TransCAD es un SIG disen˜ado especialmente para profesionales de transporte con el objeto de
almacenar, mostrar, y analizar datos de transporte
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Tabla 3.9: Tiempos de ejecucio´n - Parte 1
En la figura 3.12 se observa que para los 3 primeros rangos los tiempos promedio esta´n
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Tabla 3.10: Tiempos de ejecucio´n - Parte 2
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balanceados mientras que para los dema´s rangos estos tiempos para la heur´ıstica H2 van
aumentando considerablemente con respecto a los tiempos asociados a H1, siendo para el
rango de 71 a 79 un poco ma´s del doble y para las instancias ’M’ que no esta´n inclu´ıdas en
esta gra´fica se tiene que los tiempos de H2 son hasta 9,6 veces mayores que los de H1.
En [33], donde los autores plantean un nuevo algoritmo ’Branch and Cut’ para el CVRP se
reporta una tabla con los tiempos de ejecucio´n asociados a las soluciones o´ptimas de algunas
de las instancias tratadas en esta investigacio´n, el rango de tiempos de ejecucio´n va desde
209 segundos hasta 118863 segundos, esto mediante un PC con un procesador de 1.6 GHz y
512 MB con Windows XP. Los tiempos de ejecucio´n de los algoritmos propuestos para las 30
instancias all´ı planteadas van desde 5,3 segundos hasta 25,4 segundos usando la configuracio´n
de PC mostrada en la pa´gina 58.
3.4. Definicio´n del algoritmo general
En esta seccio´n se define un algoritmo general para resolver el CVRP de acuerdo a los re-
sultados obtenidos. Este algoritmo esta planteado teniendo en cuenta la incorporacio´n de los
diferentes algoritmos en uno solo que permita obtener resultados competitivos en con un uso
razonable de recursos computacionales.
Entonces de acuerdo a los resultados obtenidos en e´ste cap´ıtulo, el algoritmo general se basa
en la ejecucio´n de las heur´ısticas H1 y H2 con sus respectivos mejoramientos y la posterior
eleccio´n del mejor resultado. Para esto se sigue el procedimiento planteado en el algoritmo 9.
Algoritmo 9 Algoritmo general CVRP (P ′)
Require: Arreglo P ′: Clientes ordenados.
Ensure: Una solucio´n F del CVRP
1: F1 = Algoritmo de Barrido CVRP(P
′)
2: F1 = Algoritmo de Mejoramiento CVRP(F1)
3: F2 = Algoritmo de insercio´n menos costosa uno a uno CVRP ()
4: F2 = Algoritmo de Mejoramiento CVRP(F2)
5: if Costo(F1) < Costo(F2) then
6: F = F1
7: else
8: F = F2
9: end if
10: return F
Resumiendo lo obtenido en las secciones anteriores de este cap´ıtulo, es importante tener en
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cuenta estas dos heur´ısticas, que corresponden al algoritmo de barrido para el CVRP y al
algoritmo de insecio´n menos costosa uno a uno respectivamente, ya que:
La heur´ıstica H1 en la mayor´ıa de las ocasiones arroja un mejor resultado.
La heur´ıstica H2 permite en una buena proporcio´n de las veces obtener una mejor
solucio´n debido a la aplicacio´n del algoritmo de mejoramiento.
Aunque tan solo teniendo en cuenta la heur´ıstica H1 se obtiene un buen promedio
de porcentaje de diferencia con respecto a la solucio´n o´ptima, el tener en cuenta la
heur´ıstica H2 permite eliminar valores hasta de 22,34 % de diferencia que presenta H1.
La heur´ıstica H3 presenta resultados poco competitivos desde la solucio´n factible inicial
hasta el mejoramiento de e´sta, y en los 2 casos en que fue la mejor opcio´n, la siguiente
mejor opcio´n presentaba muy poca diferencia con respecto a e´sta.
Cap´ıtulo 4
Problema de ruteo escolar de la
SED
En este cap´ıtulo se plantea el algoritmo para resolver el problema de ruteo escolar de la Secre-
tar´ıa de Educacio´n de Bogota´ (SED) de acuerdo al algoritmo general planteado para el CVRP,
primero se plantea el algoritmo teniendo en cuenta las diferencias de los problemas, luego se
resuelve el problema para los colegios de una de las localidades de la ciduad y finalmente se
muestran una serie de apuntes encaminados a mostrar la factibilidad de implementacio´n del
algoritmo a todo el sistema de rutas.
4.1. Algoritmo para el ruteo escolar
En esta seccio´n se modificara´ el algoritmo planteado en el cap´ıtulo 3 con el fin de resolver el
problema de ruteo escolar de la SED. Se hara´ un planteamiento del problema escolar identifi-
cando las diferencias en los datos de entrada con respecto al CVRP y despue´s se planteara´ el
algoritmo general para resolver el problema mediante la modificacio´n de los diferentes al-
goritmos involucrados y finalmente se muestran los resultados mediante la comparacio´n con
algunas instancias del OVRP que es el problema asociado.
4.1.1. Descripcio´n del ruteo escolar de la SED
Teniendo en cuenta lo nombrado en el cap´ıtulo 1 acerca del problema de ruteo escolar de la
SED, se tiene entonces un sistema en donde cada colegio en el que se presta el servicio es
visto como un depo´sito y los estudiantes a los que se les presta el servicio de transporte del
respectivo colegio son vistos como clientes.
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La informacio´n del ruteo escolar de la SED que es utilizada en e´ste documento fue obtenida de
las bases del proyecto de ’INTERVENTORI´A DE LOS CONTRATOS DEL SERVICIO DE
TRANSPORTE ESCOLAR, DE LOS ESTABLECIMIENTOS EDUCATIVOS DEL DISTRI-
TO’ el cual fue un convenio interadministrativo entre la Universidad Nacional de Colombia y
la Secretar´ıa de Educacio´n de Bogota´. Esta informacio´n fue actualizada hasta Julio de 2008
que fue la fecha en que se termino´ el contrato. De acuerdo a la experiencia tenida en cuenta
durante el tiempo de ejecucio´n del proyecto, el comportamiento general del sistema de ru-
tas ha sido constante y se proyecta de la misma manera teniendo en cuenta que no se han
realizado cambios radicales en la estructura de e´ste.
La SED proporciona transporte a aproximadamente 35000 alumnos de colegios pu´blicos de la
ciudad repartidos en aproximadamente 220 colegios, para lo cual se utilizan aproximadamente
1200 rutas escolares que son contratadas a empresas privadas. Cada una de las rutas consta
de dos recorridos (el de llevar los alumnos del colegio a la casa y viceversa) los cuales tienen
un promedio de 10.11 kilo´metros cada uno para el total de las rutas. El servicio ofrecido no
es puerta a puerta para cada uno de los estudiantes, por lo que a trave´s del tiempo desde que
existe el sistema se han creado y modificado paraderos comunes de acuerdo a una distancia
ma´xima de caminata desde el lugar de vivienda de los estudiantes.
En la actualidad las rutas son definidas intuitivamente teniendo en cuenta ciertas situaciones
como las diferentes zonas de vivenda de los estudiantes y la demanda asociada para definir
para´metros como: definicio´n de rutas por zona, eleccio´n de los buses por capacidad para que
se presente la menor subutilizacio´n posible y se use el menor nu´mero posible de veh´ıculos,
agrupamiento de estudiantes a puntos espec´ıficos donde deben ser recogidos para ser llevados
al colegio (o deja´dos al venir del colegio), orden en que deben ser visitados los usuarios, etc.
4.1.2. Diferencias en los datos de entrada
El problema de ruteo escolar se plantea como un CVRP (Ver seccio´n 2.1.1) pero sin tener en
cuenta que:
Q(vi) = Q(vj) para todo i, j = 1, 2, ..,m
Lo que significa que la capacidad de la flota de buses disponibles para realizar los recorridos
puede ser diferente para cada bus. Entonces esta flota se debe seleccionar de una flota general
que ofrece la empresa de buses que presta el servicio de manera que se cumpla la demanda
total del grupo de alumnos a transportar, como se nombraba en la seccio´n anterior (4.1.1)
esta seleccio´n en la actualidad se realiza de forma intuitiva para lograr mejorar las condiciones
del servicio y optimizar recursos, debido a que el algoritmo propuesto trata de forma global
el problema los veh´ıculos (buses) que van a prestar el servicio deben ser una entrada del
problema, por lo que el algoritmo recibe como entrada unos veh´ıculos con ciertas capacidades
que van a satisfacer la demanda de los clientes (alumnos).
Debido a que en la informacio´n disponible no hay forma de saber con que flota de veh´ıculos
se cuenta para cada problema de ruteo, se propone una metodolog´ıa sencilla para la seleccio´n
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de esta flota teniendo en cuenta el criterio de usar el menor nu´mero de veh´ıculos posible y
que se presente la menor subutilizacio´n en el veh´ıculo vm, no se realiza demasiado e´nfasis en
este aspecto debido a que no es fundamental para el correcto funcionamiento del algoritmo
y adema´s en las posibles implementaciones sera´ un dato de entrada que depende de otras
condiciones del sistema. Entonces, la metodolog´ıa es mostrada en el algoritmo 10 en donde
se seleccionan los buses de la mayor capacidad disponible hasta completar la demanda total
DT (DT =
∑n
i=1 D(pi)) y ajustando el u´ltimo veh´ıculo agregado a la capacidad en donde
se presente una menor subutilizacio´n. En este algoritmo se tiene en cuenta que el conjunto
V T es el conjunto de todos los veh´ıculos disponibles V T = vt1, vt2, .., vtmt en donde mt es el
total de veh´ıculos disponibles, y las capacidades asociadas a estos esta´n representadas por la
funcio´n QT : V T → N+, el procedimiento Max(V T ) escoge el elemento del conjunto V T con
la mayor capacidad asociada y finalmente el procedimiento TotalQ(V ) calcula la capacidad
total de los elementos actuales del conjunto de veh´ıculos V .
Algoritmo 10 Seleccio´n de Flota de Veh´ıculos(V T )
Require: Conjunto de veh´ıculos totales disponibles V T .
Ensure: Conjunto de veh´ıculos seleccionados V
1: V ← ∅
2: IndiceMenorDif = 0
3: Band = True
4: while Band = True do
5: Seleccionado = Max(V T )
6: if TotalQ(V ) + QT (Seleccionado) < DT ∧ IndiceMenorDif = 0 then
7: V ← V ∪ {Seleccionado}
8: V T ← V T − {Seleccionado}
9: else
10: Dif = TotalQ(V ) + QT (Seleccionado)−DT
11: if Dif > 0 then
12: V ehiculoMenorDif = Seleccionado
13: else
14: Band = False
15: end if
16: end if
17: end while
18: V ← V ∪ {V ehiculoMenorDif}
Tambie´n en el ruteo de la SED es necesario cambiar la funcio´n objetivo a:
m∑
i=1
U(vi)−1∑
j=1
C(Fi(j), Fi(j + 1))
+ C(p0, Fi(1))

En donde no se tiene en cuenta la distancia desde el u´ltimo cliente visitado para cada veh´ıculo
hasta el depo´sito. Los clientes pueden ser asociados a los paraderos comunes y la demanda al
nu´mero de usuarios asignados a e´ste. Lo anterior para el caso del recorrido del colegio a la
casa en donde el colegio hace el papel de depo´sito y es de do´nde se parte, para el caso en que
los alumnos son trasladados de la casa al colegio no se tiene punto de partida por lo que para
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algunos planteamientos existentes en la actualidad se puede presentar un replanteamiento
importante del problema, para el caso del algoritmo aqu´ı planteado lo u´nico que se modifica
es la funcio´n objetivo de la siguiente manera:
m∑
i=1
C(Fi(U(vi)), p0) +
U(vi)−1∑
j=1
C(Fi(j), Fi(j + 1))

En donde en lugar de tener en cuenta el costo del colegio al primer paradero asociado a cada
bus se tiene en cuenta el costo de el u´ltimo paradero visitado por cada bus al colegio.
Finalmente, la distancia entre cada uno de los paraderos no es la distancia euclidiana en el
espacio entre e´stos y C(pi, pj) no necesariamente es igual a C(pj , pi), ya que se tiene en cuenta
que los buses van por unas v´ıas en donde existen sentidos viales y diferentes normas de cruce,
entre otros, por lo cual la entrada de distancias es una matriz en donde se calcula el camino
ma´s corto entre cada uno de los paraderos y el colegio a trave´s de la malla vial. En la figura
4.1 se muestra un ejemplo de como podr´ıan estar ubicados los paraderos y el colegio dentro de
la malla vial y en la figura 4.2 se muestra un ejemplo del ca´lculo de la matriz de distancias a
partir del camino ma´s corto, en el ejemplo mostrado se muestra que la distancia en la matriz
de entrada entre el nodo 34089 y 31870 es de 0,9825 km, la cual es calculada por el software
TransCAD en el cual fueron implementados los diferentes algoritmos (ver seccio´n 3.3).
Figura 4.1: Ejemplo de ubicacio´n: Colegio y Paraderos
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Figura 4.2: Matriz de distancias para el ruteo de la SED
Esta u´ltima diferencia en los datos de entrada no es relevante, ya que las distancias de cierto
punto a otro en ambos sentidos a trave´s de la malla vial no se diferencian considerablemente.
Se realizo´ una prueba para un per´ımetro de 5,12 km en donde se abarcaban 263 nodos en
donde se obutvo un promedio de diferencia entre ambos sentidos para cada par de nodos
de 33 me´tros aproxima´damente, sie´ndo esto insignificativo ya que como se hab´ıa nombrado
anteriormente el recorrido promedio de una ruta es de 10.11 km.
4.1.3. Definicio´n del algoritmo
El algoritmo queda planteado de la misma manera que el algoritmo general para resolver
el CVRP (Ver aloritmo 9 en la seccio´n 3.4) pero teniendo en cuenta que algunos de los
algoritmos presentan modificaciones. A continuacio´n se replantean los algoritmos para los
cuales es requiere alguna modificacio´n.
El cambio ma´s importante esta´ en los algoritmos que retornan una solucio´n al TSP, en las
secciones 2.7.1 y 2.7.2 se muestran los dos algoritmos usados para generar estas soluciones al
TSP (Algoritmo de insercio´n ma´s lejana y Algoritmo de mejoramiento ’Intercambio 2-Opt’),
llamando al problema modificado TSP abierto, se define e´ste de la misma manera que el TSP
pero teniendo en cuenta que el recorrido que se debe mantener es abierto, en la figura 4.3 se
muestra un ejemplo del algoritmo de insercio´n y en la figura 4.4 se muestra un ejemplo de
la aplicacio´n de algoritmo del mejoramiento. Se asume que esta adaptacio´n genera resultados
competitivos de acuerdo a su correcto desempen˜o en el TSP tradicional.
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Figura 4.3: Algoritmo de insercio´n ma´s lejana para el TSP abierto
En la figura 4.3 se muestra un ejemplo de co´mo se ejecuta el algoritmo TSP abierto en el caso del ruteo de la SED, se observa que
el recorrido debe iniciar (o finalizar) en el depo´sito y la primera insercio´n ma´s lejana es el nodo ma´s lejano al depo´sito. El resto del
procedimiento es ana´logo al mostrado en la seccio´n 2.7.1 para el algoritmo de insercio´n ma´s lejana para el TSP.
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Figura 4.4: Algoritmo de ’Intercambio 2OPT’ para el TSP abierto
En el ejemplo mostrado en la figura 4.4 se muestra un caso en el que se inicia con un recorrido aleatorio y se sigue el mismo
procedimiento nombrado en la seccio´n 2.7.2 para el TSP teniendo en cuenta que en este caso no hay unio´n entre el u´ltimo cliente
y el depo´sito.
70 4. Problema de ruteo escolar de la SED
De manera que la funcio´n TSP (A) usada en los algoritmos para el CVRP sera´ reemplazada
por OTSP (A) que retornara´ la solucio´n al TSP abierto para un conjunto A de nodos aplicando
cada una de las dos te´cnicas mostradas en los ejemplos.
Entonces el algoritmo de barrido base para el problema de ruteo escolar queda planteado tal
y como se muestra en el algoritmo 11 en donde se nota que en las l´ıneas 7 y 18 se cambia
la funcio´n TSP por OTSP . Tambie´n teniendo en cuenta que la capacidad de cada uno de
los veh´ıculos puede ser diferente, en la l´ınea 6 se usa la variable de capacidad del veh´ıculo
asociado al grupo que se esta´ creando en la iteracio´n del algoritmo, por ejemplo s´ı la variable
ContadorGrupos = 3, se realiza la comparacio´n con respecto a la capacidad del veh´ıculo 3
(Q(v3)).
Algoritmo 11 Barrido Abierto (P ′, PosIni)
Require: Arreglo P ′: Paraderos ordenados. Posicio´n paradero inicial: PosIni.
Ensure: Una solucio´n F del VRP
1: GrupoTemp← {p0}
2: OcupacionActual = 0
3: ContadorGrupos = 1
4: j = PosIni
5: for i = 1 to n do
6: if OcupacionActual + D(P ′(j)) > Q(vContadorGrupos) then
7: FContadorGrupos = OTSP (GrupoTemp)
8: ContadorGrupos = ContadorGrupos + 1
9: GrupoTemp← {p0}
10: end if
11: GrupoTemp← GrupoTemp ∪ {P ′(j)}
12: OcupacionActual = OcupacionActual + D(P ′(j))
13: j = j + 1
14: if j = n + 1 then
15: j = 1
16: end if
17: end for
18: FContadorGrupos = OTSP (GrupoTmp)
19: return F
De acuerdo a lo anterior el algoritmo de barrido general para el problema de ruteo escolar
planteado de la forma como se muestra en el algoritmo 12 en donde se puede observar que en
la l´ınea 3 se cambia la aplicacio´n del algoritmo de barrido para el CVRP por la aplicacio´n del
algoritmo de barrido abierto (Algoritmo 11).
El algoritmo de insercio´n menos costosa uno a uno (que de acuerdo a los resultados obtenidos
es el otro algoritmo para soluciones factibles iniciales que se tendra´ para el ruteo escolar
adema´s del de barrido) tambie´n requiere la modificacio´n de la funcio´n del TSP para ser
aplicado al problema de ruteo de la SED tal y como se muestra en el algoritmo 13, en donde
nota que en la l´ınea 3 se cambia la funcio´n de TSP a la de TSP abierto.
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Algoritmo 12 Algoritmo de Barrido para el Ruteo Escolar (P ′)
Require: Arreglo P ′: Paraderos ordenados.
Ensure: Una solucio´n F del CVRP
1: MenorCosto =∞
2: for i = 1 to n do
3: FTmp =Barrido Abierto(P ′, i)
4: MenorCosto = Costo(FTmp)
5: if Costo(F ) < MenorCosto then
6: MenorCosto = Costo(F )
7: F = FTmp
8: end if
9: end for
10: return F
Algoritmo 13 Algoritmo de insercio´n menos costosa uno a uno ruteo escolar
1: z = 1 ’z : I´ndice del u´ltimo veh´ıculo agregado
2: V ← {vz}
3: Fz = OTSP (P )
4: ExcUlt =
(∑U(vz)
j=1 D(Fz(j))
)
− Q(vz) ’ExcUlt : Excedente de demanada asignada a vz con
respecto a Q(vz)
5: while ExcUlt > 0 do
6: z = z + 1
7: V ← V ∪ {vz}
8: ExcPen = ExcUlt ’ExcPen: Excedente de demanada asignada a vz−1 con respecto a Q(vz−1)
9: ExcUlt = −Q(vz)
10: while ExcPen > 0 do
11: F ′′ ← F ’F ′′: Solucion temporal del mejor cambio de clientes
12: MenorCosto =∞
13: for i = 1 to U(vz−1) do
14: for j = 1 to U(vz) + 1 do
15: F ′ = F
16: Insertar(F ′z, j, F
′
z−1(i)) ; Eliminar(F
′
z−1, i)
17: if Costo(F ′) < MenorCosto then
18: F ′′ ← F ′
19: MenorCosto = Costo(F ′)
20: DemandaTmp = D(Fz−1(i))
21: end if
22: end for
23: end for
24: F ← F ′′
25: ExcPen = ExcPen−DemandaTmp
26: ExcUlt = ExcUlt + DemandaTmp
27: end while
28: end while
29: return F
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Para el algoritmo de mejoramiento en el ruteo escolar se tiene en cuenta el mismo algoritmo
planteado para el CVRP (Algotitmo 8) pero teniendo en cuenta que la funcio´n TSP2OPT
usada en la l´ınea 47 NO retorna una solucio´n mejorada para el TSP sino que arroja una
solucio´n mejorada para el TSP abierto tal y como se muestra en el ejemplo expuesto en la
figura 4.4.
4.1.4. Resultados experimentales
Esta variacio´n del ruteo escolar de la SED esta´ asociada con una de las variaciones principales
del VRP la cual es el OVRP (Problema de ruteo de veh´ıculos abierto, mostrado en la seccio´n
2.1.3). Aunque esta variacio´n existente en la literatura solo tiene una de las caracter´ısticas
que presenta el ruteo escolar de la SED, e´sta es la ma´s importante ya que es la que cambia
radicalmente el problema, las otras variaciones (Distancias sime´tricas → Distancias asime´tri-
cas y Diferentes capacidades de los buses) no afectan de manera directa la implementacio´n de
los algoritmos y los resultados adecuados que estos puedan arrojar. De acuerdo con esto, a
continuacio´n se muestran los resultados obtenidos con el algoritmo para ruteo escolar ejecu-
tado para algunas de las instancias mostradas anteriormente que son tratadas y solucionadas
como OVRP por diferentes autores.
En las tablas 4.1 y 4.2 se muestran los resultados obtenidos para algunas de las instancias
existentes solucionadas de forma o´ptima y cuyos resultados son expuestos en el art´ıculo:
’A Branch-and-Cut Algorithm for the Capacitated Open Vehicle Routing Problem’, el cual
fue el primer estudio en mostrar una optimizacio´n exacta del COVRP, esto permite realizar
comparaciones con me´todos heur´ısticos como el mostrado en este trabajo de investigacio´n [31].
Entonces, en esta tabla se muestra para las instancias que se tiene informacio´n de solucio´n
o´ptima: la distancia asociada a la solucio´n o´ptima para cada instancia con su respectivo tiempo
de ejecucio´n, despue´s la distancia asociada al agortimo para ruteo escolar (seccio´n 4.1.3),
registrando la heur´ıstica a partir de la cual se obtuvo el resultado (H1 o H2) y mostrando su
respectivo tiempo de ejecucio´n. Se muestra tambie´n el porcentaje de diferencia con respecto
a la solucio´n o´ptima y la diferencia de tiempo en segundos de la heur´ıstica con respecto a la
solucio´n o´ptima.
Se nota en las tablas 4.1 y 4.1 que para 52 de los 60 casos mostrados la heur´ıstica H1 fue
predominante en la ejecucio´n del algoritmo, es decir, en el algortimo general de solucio´n
(Algoritmo 9) en la l´ınea 5 se escogio´ 8 veces el costo asociado a la solucio´n temporal F1,
esto en concordancia con el comportamiento obtenido en los resultados de la seccio´n 3.2.2 en
donde ma´s especificamente en la tabla 3.8 se muestra la predominancia de la heur´ıstica H1.
Se recalca la importancia de la heur´ıstica H2 ya que para los 8 casos en los que se obtuvieron
mejores resultados a partir de e´sta, en 4 instancias las distancias asociadas fueron menores a
la distancia o´ptima planteada, sabiendo que para el total de las 60 instancias en 7 de e´stas se
obtuvo este resultado, dentro de e´stas esta´ la instancia B-n51-k7 para la cual se obtuvo un
resultado con una distancia asociada de 576 vs 625 de la o´tpima conocida, en la figura 4.5 se
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Tabla 4.1: Resultados OVRP - Parte 1
muestra la gra´fica de e´sta solucio´n junto con otras 3 soluciones para las cuales se obtuvo un
resultado mejor que el o´ptimo conocido, en esta figura se puede observar que para los casos
mostrados la solucio´n que se obtuvo fue con el uso de un veh´ıculo ma´s, siendo esto permitido
para la solucio´n segu´n lo planteado en TSPLIB [40]1.
De las tablas 4.1 y 4.2 se tiene un tiempo ma´ximo de ejecucio´n del algoritmo propuesto de
44 segundos, esto para una instancia de dimensio´n 101 y un tiempo mı´nimo de 0,44 segundos
para una instancia de dimensio´n 16, el promedio de tiempo para este grupo de instancias fue
de 8,6 segundos. Para los casos en que el tiempo es menor para llegar a la solucio´n o´ptima
(26 casos) se tiene un promedio de 2,3 segundos que se tarda de ma´s el algoritmo planteado
1Ver aclaracio´n al comienzo del ca´pitulo 3 en la pa´gina 40
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Tabla 4.2: Resultados OVRP - Parte 2
para llegar a una solucio´n, lo que es poco significativo. En promedio para las 60 instancias el
porcentaje de diferencia en distancia de la heur´ıstica con respecto a la solucio´n o´ptima es de
4,81 %, en el mejor caso se llego´ a la distancia o´ptima y en el peor de los casos el porcentaje
de diferencia es para la instancia A-n32-k5 con un valor de 20,46 %, teniendo en cuenta que el
siguiente peor caso tiene un valor asociado de 13,21 % de diferencia en distancia con respecto
a la solucio´n o´ptima.
Tambie´n se recalca la importancia en tiempos de ejecucio´n del algoritmo planteado en este
trabajo de investigacio´n ya que se puede obtener la solucio´n con tiempos muy pequen˜os
comparados con los asociados a la solucio´n o´ptima y obteniendo resultados incluso iguales a
los o´ptimos, teniendo casos como la instancia E-n101-k8 para la cual se tomo´ 39,65 minutos
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Figura 4.5: Distancias asociadas menores que las o´ptimas planteadas - OVRP
para obtener la solucio´n o´ptima contra 43 segundos de la heur´ıstica planteada que tan so´lo
presenta una diferencia en distancia de 1,92 %. Para las 14 instancias en las que toma ma´s de
10 minutos llegar a la solucio´n o´ptima se tiene un promedio de 14,84 segundos en tiempo de
ejecucio´n de la heur´ıstica con un promedio de porcentaje de diferencia en distancia de 4,19 %.
Para 16 instancias en las que el tiempo asociado a la heur´ıstica equivale a menos del 5 % del
tiempo asociado a la solucio´n o´ptima el promedio de porcentaje de diferencia en distancia es
de 3,42 %.
4.2. Ruteo escolar para una localidad de la ciudad
Sabiendo que se planteo´ un algoritmo para el ruteo escolar de la SED el cual se demostro´ es
efectivo y presenta un uso de recursos computacionales adecuado, en esta seccio´n se aplicara´ el
algoritmo para los colegios ubicados en una de las localidades de la ciudad. Primero se define
esta zona, luego se hace un diagno´stico de la situacio´n actual y por u´ltimo se muestran los
resultados de acuerdo a la situacio´n actual vs situacio´n despue´s de la aplicacio´n del algoritmo.
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La ciudad de Bogota´ esta dividida en 20 zonas (localidades), para cada una e´stas existe
una instancia te´cnica de gestio´n educativa denominada CADEL (Centro de Administracio´n
Educativa Local), a trave´s de esta instancia la Secretar´ıa de Educacio´n desconcentra la ad-
ministracio´n del servicio educativo en cada una de las localidades prestando los servicios a
las instituciones educativas, velando porque e´stas cumplan las normas legales y las pol´ıticas
educativas y articula acciones para el desarrollo del sector en la localidad. 2
Segu´n los registros hay un total de 1171 rutas asociadas a 214 colegios, cada ruta consiste en
dos recorridos, el primero es el que transporta los alumnos de la casa al colegio (Recorrido
1) y el segundo del colegio a la casa (Recorrido 2), para los Recorridos 1 se tiene un dato
de alumnos transportados de 35942 y para los Recorridos 2 de 35901, notando una diferencia
debido a que puede haber alumnos que solo tomen un servicio (Recorrido 1 o Recorrido 2),
tambie´n cada ruta esta´ asociada a una jornada de estudio que puede ser: Man˜ana, Tarde o
U´nica.
En la tabla 4.3, se muestra el nu´mero de colegios y de rutas asociados a cada localidad. En
promedio por localidad hay 10,7 colegios y 60,6 rutas.
Tabla 4.3: Datos Localidades
Entonces, de acuerdo a lo anterior y teniendo en cuenta la consistencia de la informacio´n dis-
ponible se considera adecuado realizar las pruebas del algoritmo para la localidad # 8 llamada
Kennedy, ya que para esta localidad se cuenta con una informacio´n completa y se pueden ob-
tener los diferentes datos de entrada del problema, y adema´s e´sta tiene asociada una cantidad
de rutas y colegios por encima del promedio y son cantidades bastante representativas.
4.2.1. Situacio´n actual
De las 64 rutas asociadas a los 20 colegios de esta localidad, 48 presentan consistencia en la
informacio´n, de e´stas 21 pertenecen a la jornada de la man˜ana y 27 a la jornanda de la tarde,
2www.sedbogota.edu.co
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en total se transportan 874 alumnos en la jornada de la tarde y 709 en la de la man˜ana tal
y como se muestra en la tabla 4.4 en donde tambie´n se muestra el nu´mero de rutas actuales
y el dato de nu´mero de alumnos transportados por cada colegio para cada jornada y cada
recorrido. Tambie´n se puede observar el nu´mero de problemas de ruteo que se deben plantear
para cada colegio, sabiendo que el problema queda dividido por jornada y por recorrido se
tiene entonces un total de 54 ruteos.
Tabla 4.4: Datos de las rutas de la localidad Kennedy
En la figura 4.6 se muestra la ubicacio´n de la localidad dentro de la malla vial de la ciudad
resaltando la ubicacio´n de los colegios para los cuales se realizara´ el ruteo de buses, adema´s
se resaltan los recorridos y paraderos existentes. Aqu´ı se puede notar la dispersio´n de los
paraderos actuales al igual que los segmentos de malla vial usados por los buses que para
algunas de las rutas prestan el servicio para lugares fuera de la localidad.
Tambie´n es muy importante mencionar que para gran parte de la ciudad no se cuenta con
la informacio´n de los sentidos viales lo que va a provocar que para la mayor´ıa de los casos
C(pi, pj) va a ser igual a C(pj , pi), sin embargo la mayor´ıa de segmentos en la realidad son
de doble sentido por lo que esta situacio´n no va a afectar directamente el problema teniendo
en cuenta tambie´n lo nombrado en la seccio´n 4.1.2 acerca de la poca relevancia de este factor
dentro del problema.
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Figura 4.6: Localidad de Kennedy
4.2.2. Resultados experimentales
De acuerdo a lo anterior se identificara´ cada problema de ruteo con el identificador del colegio
seguido de la jornada y por u´ltimo el recorrido, siendo por ejemplo 245-MAN˜ANA-2 el ruteo
correspondiente al colegio con identificador 245 de la jornada de la man˜ana en el recorrido 1.
Para consolidar la informacio´n de los datos de entrada y datos de comparacio´n se realizaron
los siguientes procesos a partir de la informacio´n existente:
Paraderos: Se cuenta con informacio´n de los paraderos por ruta (por lo que puede
haber varios paraderos en el ruteo en la misma ubicacio´n) en la cual se tienen los datos
de nu´mero de alumnos asociados a cada paradero, se consolido´ la informacio´n en el nodo
ma´s cercano a cada paradero asociado al ruteo sumando el total de alumnos, obteniendo
as´ı los paraderos con su demanda asociada. (Ver figura 4.7)
Colegios: Se cuenta con la informacio´n de la ubicacio´n de los colegios, se asocio´ al nodo
ma´s cercano de la malla vial.
Matriz de Costos: Se calculo´ la matriz de distancias entre todos los nodos involucrados
en la consolidacio´n de paraderos y el nodo asociado al colegio. (Ver figura 4.8)
Flota de Buses: Para esto se aplico´ la metodolog´ıa planteada en el algoritmo 10 con
un conjunto de veh´ıculos totales disponibles V T = {40, 40, ..., 30, 30, ..., 15, 15, ...} lo
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cual quiere decir que existen tres tipos de buses disponibles con capacidades de 40, 30
y 15 respectivamente y que en la mayor´ıa de los casos se cuenta con cualquier cantidad
de e´stos.
Distancias actuales: Con la informacio´n de distancia existente para cada recorrido
de cada ruta se realizo´ una tabulacio´n para cada ruteo obteniendo la distancia asociada
a cada uno de e´stos.
Buses actuales: Se contaron las rutas existentes asociadas a cada ruteo.
Figura 4.7: Consolidacio´n de paraderos de Kennedy
Figura 4.8: Ca´lculo de matriz de distancias del ruteo de Kennedy
De acuerdo a lo anterior y a la ejecucio´n del nuevo algoritmo planteado en este trabajo de
investigacio´n se obtienen los resultados mostrados en la tabla 4.5, en donde se muestra cada
ruteo con la demanda total asociada, los buses actuales que satisfacen esta demanda, la dis-
tancia actual recorrida por e´stos, la distancia obtenida con el nuevo algoritmo, el tiempo de
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ejecucio´n de e´ste, la heur´ıstica a partir de la cual se obtuvo la menor distancia y el nu´me-
ro de buses asociados a esta solucio´n. Tambie´n se muestra la diferencia y el porcentaje de
mejoramiento en la distancia que se presenta con la solucio´n obtenida a partir del algoritmo
heur´ıstico. Las distancias son mostradas en kilo´metros.
Tan so´lo se muestran los resultados para los recorridos del colegio a la casa, ya que debido
a las distancias sime´tricas y al igual nu´mero de alumnos en ambos recorridos se obtiene el
mismo resultado, teniendo en cuenta adema´s que de no ser as´ı, en la actualidad por orden y
control los alumnos que van en un recorrido tienen que ser los mismos que van en el recorrido
contrario, por lo que el ruteo del recorrido contrario se limitar´ıa a resolver un OTSP para
cada una de las rutas asociadas a la solucio´n de alguno de los recorridos.
Tabla 4.5: Resultados del ruteo para la localidad Kennedy
En la tabla 4.5 se puede observar que el para los 27 ruteos mostrados en la tercera parte de
estos la solucio´n fue obtenida a partir de la heur´ıstica H2, dentro de estos casos se encuentra
el u´nico caso en el que se obtuvo una solucio´n con menos veh´ıculos que los usados actualmente
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que fue para el ruteo ’286-TARDE-1’, en la figura 4.9 se muestra la situacio´n existente para
este ruteo en donde se pueden observar las respectivas demandas atendidas por cada bus
siendo U(v1) = 31 usando un veh´ıculo de capacidad 40, U(v2) = 24 usando un veh´ıculo de
capacidad 30 y U(v1) = 20 usando un veh´ıculo de capacidad 30.
Figura 4.9: Ruteo actual 286-TARDE-1 de Kennedy
En la figura 4.10 se muestra la solucio´n arrojada por el algoritmo heur´ıstico en donde U(v1) =
35 usando un veh´ıculo de capacidad 40 y U(v2) = 40 usando un veh´ıculo de la misma capaci-
dad, en donde de acuerdo a lo mostrado en la tabla 4.5 se reduce la distancia total recorrida
por todos los buses en 850 metros lo que equivale a un 4,07 %.
De la tabla 4.5 se obtiene que la distancia total reducida para estos 27 ruteos es de 113,48
kilo´metros por lo que para los 54 ruteos teniendo en cuenta ambos recorridos se estar´ıa
disminuyendo la distancia total en 225 kilo´metros aproximadamente, esto es equivalente a
aproximadamente el 20 % de disminucio´n, esta es una reduccio´n bastante importante, adema´s
se tiene que para estos 27 casos en 14 se tiene un ruteo de un solo veh´ıculo, lo que reduce el
problema a un OTSP, as´ı que si se tienen en cuenta solo los otros 13 casos que es en donde
se va a producir una solucio´n con ma´s de un bus, el porcentaje promedio de reduccio´n de la
distancia es de 25,06 %. Para los 3 casos en los que la demanda total a satisfacer es de ma´s
de 80 alumnos el porcentaje de reduccio´n siempre es mayor a un 30 %.
Lo anterior demuestra el importante impacto en la reduccio´n de las distancias recorridas
actuales mediante la aplicacio´n del algoritmo propuesto, notando que para los casos en que es
necesario un solo veh´ıculo las metodolog´ıas propuestas para el OTSP responden positivamente
y notando que a medida que la demanda asociada al problema aumenta se obtiene un mayor
impacto, obteniendo reducciones en la distancia hasta de un 41 %.
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Figura 4.10: Ruteo propuesto 286-TARDE-1 de Kennedy
Tambie´n de la tabla 4.5 se obtiene que el tiempo promedio de ejecucio´n es de 0,41 segundos
teniendo un ma´ximo de 1,27 segundos para un ruteo con demanda de 74 y un mı´nimo de
0,004 para un ruteo con demanda total de 35, convirtiendo este algoritmo pra´cticamente
en un algoritmo inmediato, obteniendo para instancias hasta de demanda 147 tiempos de
ejecucio´n menores a un segundo.
4.3. Factibilidad de implementacio´n para toda la
ciudad
En esta seccio´n se mostrara´n algunas pautas y directrices a tener en cuenta para una posi-
ble futura implementacio´n de un nuevo sistema de rutas, esto a partir de la aplicacio´n del
algoritmo general de resolucio´n planteado en este trabajo de investigacio´n. Se mostrara´ que
informacio´n se necesita, cu´al ser´ıa la metodolog´ıa de implantacio´n y finalmente se analizara´ el
impacto que causar´ıa esta implementacio´n.
4.3.1. Informacio´n necesaria
Sabiendo que las entradas del problema son: la ubicacio´n de los paraderos con su respectiva
demanda, la ubicacio´n del colegio, la matriz de costos que involucre los dos aspectos anteriores
y finalmente una flota de veh´ıculos con unas capacidades asociadas.
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Se debe contar entonces con la informacio´n que se consolido´ para la localidad de Kennedy
(Ver tabla 4.4), esta informacio´n debe estar consistente en cuanto a la ubicacio´n geogra´fica
de los paraderos y a la demanda asociada a cada uno de e´stos. Tambie´n y como es lo´gico se
debe contar con la ubicacio´n geogra´fica de cada colegio que se va a involucrar dentro de la
implementacio´n.
Un aspecto fundamental para el e´xito de la aplicacio´n del algoritmo es la calidad y consistencia
de la informacio´n asociada a la malla vial de la ciudad ya que de all´ı se obtiene la matriz de
costos, que para el caso estudiado para la localidad de Kennedy fue obtenida con distancias
a trave´s de la malla vial sin sentidos viales (Ver figuras 4.2 y 4.8), sin embargo para obtener
un resultado un poco ma´s confiable la informacio´n de sentidos viales debe estar completa.
Aunque en la aplicacio´n a la localidad se uso´ como costo la distancia, la elaboracio´n de una
variable que involucre diferentes aspectos que consoliden un costo ma´s representativo que la
distancia es de suprema importancia, esto debido a que la disminucio´n de la distancia no en
todos los casos significa disminucio´n de costos, es en esta situacio´n en donde los atributos
asociados a la red vial que permitan llegar a esta variable nombrada se convierten en un
insumo muy importante, dentro de estos atributos se pueden encontrar: el estado de las v´ıas y
la velocidad promedio a partir de las cuales se puede fijar un tiempo asociado y de all´ı derivar
un costo.
Para la seleccio´n de la flota de buses se debe contar con el parque automotor total ofrecido
por las diferentes empresas a la SED para realizar el transporte de los alumnos, con esta
informacio´n se puede aplicar la metodolog´ıa mostrada en el algoritmo 10 de la seccio´n 4.1.2
asociando este parque automotor al conjunto V T correspondiente a la flota total disponible. De
esta manera se pueden ir asignando esta flota a los diferentes ruteos hasta asignar los veh´ıculos
necesarios para realizar la tarea. Aunque en este trabajo de investigacio´n se propone esta
metodolog´ıa, e´sta no hace parte del algoritmo general de resolucio´n y las flotas de veh´ıculos
pueden ser seleccionadas de diferentes formas que permitan una menor subutilizacio´n o de
acuerdo a las condiciones del funcionamiento del sistema, ya que esta metodolog´ıa es muy
sencilla y en varias ocasiones puede generar flotas de veh´ıculos que no son adecuadas.
Con la anterior informacio´n se pueden seguir los pasos nombrados en la seccio´n 4.2.2 que
fueron los realizados para el ejercicio de la localidad de Kennedy (Ver tambie´n las figuras 4.8
y 4.7), y de esta manera tener los datos de entrada del algoritmo para la solucio´n de los ruteos
de toda la ciudad.
4.3.2. Metodolog´ıa de implementacio´n
Como primera medida para una posible implementacio´n se debe contar con la informacio´n
nombrada en la seccio´n anterior, para esto se describira´n algunas metodolog´ıas para conformar
la malla vial con su respectiva informacio´n, adema´s se describira´ un proceso general para
implementar el nuevo sistema de rutas.
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Para el caso de la malla vial con su informacio´n asociada es posible plantear un malla vial
principal que constar´ıa de v´ıas arterias y v´ıas importantes de acceso a los diferentes barrios,
con esta seleccio´n de las v´ıas principales se tiene una cantidad de registros de semgmentos
mucho menor y la consecucio´n y consolidacio´n de la informacio´n de atributos se puede reducir
considerabemente, contando as´ı con una malla vial con diferentes atributos de costo que es
por la cual circulan la mayor´ıa de veh´ıculos. En la figura 4.11 se muestra un mapa en donde
se muestran los corredores que son usados en la actualidad por los buses de transporte escolar
contratados por la SED, teniendo presente que e´stos circulan por los corredores principales
de acceso a las diferentes zonas y por las v´ıas principales de la ciudad.
Figura 4.11: Utilizacio´n actual de la malla vial por parte de los buses de la SED
La malla vial de Bogota´ que se uso´ para el estudio cuenta con un total de 109870 registros
de segmentos, los cuales tienen el campo de longitud que es el u´nico asociado a los costos, la
distancia total de estos registros es de 8160 kilo´metros. Realizando una seleccio´n ma´s espec´ıfica
de lo mostrado en la figura 4.11, de los segmentos de Barrios Unidos por los cuales hay algu´n
recorrido, se tiene que de los 2728 segmentos (210 kilo´metros) que hay asociados a la localidad,
por 999 (77 kilo´metros) de e´stos transitan rutas de la SED lo que equivale a un 36,6 % de
utilizacio´n de la malla vial para esta localidad (Ver figura 4.12).
De esta manera y sabiendo que la localidad de Barrios Unidos tiene bastantes recorridos por
sus diferentes v´ıas, se estima que el porcentaje de utilizacio´n total de la red es de 20 % por lo
que se podr´ıan concentrar esfuerzos en tener esta malla vial principal (con aproximadamente
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Figura 4.12: Utilizacio´n actual de la malla vial de la localidad Barrios Unidos
20000 segmentos) consolidada con su informacio´n asociada consistente sin perder esfuerzos en
intentar tener una malla vial completa con toda la informacio´n.
Entonces, ya con toda la informacio´n disponible que permita tener los datos de entrada del
problema, debe existir un proceso de implementacio´n que va desde las ma´s altas instancias
administrativas hasta el compromiso de cada uno de los actores del sistema, se debe tomar la
decisio´n analizando los posibles costos asociados, la resistencia al cambio que exista por parte
de los diferentes actores y las repercusiones sociales que esto pueda traer.
Este proceso se debe realizar de forma gradual por ejemplo por colegios, empezando con
aquellos que no tengan ninguna clase de problema en el a´mbito de ruteo en la actualidad, y
de esta manera ir retroalimentando de acuerdo a las consecuencias que vaya trayendo la puesta
en marcha con los recorridos propuestos, realizando recorridos de prueba midiendo diferentes
indicadores de desempen˜o y as´ı sucesivamente se puede seguir con el proceso hasta cubrir la
totalidad de los colegios, el proceso detallado se realizar´ıa por ruteo propuesto, entonces por
ejemplo se tomar´ıa un colegio y una jornada, y se informar´ıa a los actores involucrados de
los cambios a realizar. Un aspecto importante para definir es el manejo que se le va a dar
a la aplicacio´n del algoritmo en cuanto al recorrido de la casa al colegio, ya que puede ser
tratado aparte del recorrido inverso habiendo casos en los que los alumnos que se transporten
en un bus en cierto recorrido se transportenn en otro en el recorrido contrario, esto provocar´ıa
desorden pero podr´ıa significar una disminucio´n en el costo.
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De acuerdo a lo anterior, a continuacio´n se mostara´ ese proceso espec´ıfico que se debe seguir
en cuanto a informacio´n que se debe dar a los diferentes actores para cada ruteo, teniendo en
cuenta la informacio´n de la situacio´n actual y adaptando la situacio´n al sistema propuesto. Se
asumira´ el manejo del recorrido de la casa al colegio de manera que se recorran los paraderos
en el orden exactamente inverso al recorrido contrario.
Entonces los principales actores a tener en cuenta son los alumnos y las empresas transpor-
tadoras, ya que son la base del funcionamiento del sistema y una vez e´stos comprendan el
cambio el sistema puede fluir exito´samente. La informacio´n a dar a los alumnos es la nueva
ruta que debe abordar y la hora aproximada a la que debe estar en esta ubicacio´n, esta u´ltima
en el caso del recorrido de la casa al colegio, a las empresas transportadoras se les debe dar
la nueva especificacio´n de capacidad de cada uno de los veh´ıculos junto con la especificacio´n
del recorrido y las paradas a realizar. Ser´ıa adecuado en el momento de la implementacio´n
realizar los cambios para aplicarlos por primera vez en el recorrido del colegio a la casa y
as´ı se tenga la ubicacio´n clara por parte de los alumnos para el recorrido del siguiente d´ıa de
la casa al colegio, y adema´s se tenga un tiempo estimado para poder estimar las horas a las
que los alumnos deben estar en el paradero al otro d´ıa para el recorrido de la casa al colegio.
Se tomara´ como ejemplo el ruteo 303-MAN˜ANA-2 realizado para la localidad de Kennedy,
en donde se transportan 79 alumnos en dos buses de capacidad 40, en donde en la actualidad
existen 8 paraderos asociados a cada bus. Se tiene una situacio´n propuesta con la misma flota
de buses y los mismos paraderos con la misma demanda asociada pero con un paradero de ma´s
asignado a uno de los buses removie´ndolo del otro. En la figura 4.13 se muestra la situacio´n
actual del ruteo y en la figura 4.14 la situacio´n propuesta en donde la distancia total recorrida
se mejoro´ en un 20 %.
Teniendo en cuenta lo anterior se genera la tabla 4.6 en donde se muestra el listado de
paraderos y la ruta tomada en la actualidad con el dato de la nueva ruta a la que esta´ asociada
el paradero.
De esta manera los alumnos que pertenezcan a alguno de los paraderos sabra´n cual es su
nueva ruta, para el caso del recorrido 1 (casa - colegio) se tiene que definir una hora para
esperar el bus, para esto se tienen en cuenta los tiempos usados en el recorrido 2 y se calculan
las horas del recorrido 1 tal como se muestra en la tabla 4.7, en donde HR i es la hora a la que
pasa el bus por el ı´-esimo paradero del recorrido 2, HE es la hora de entrada al colegio, TA es
el tiempo de anticipacio´n con el que debe llegar el bus al colegio, HS es la hora de salida del
colegio y TAP es el tiempo de anticipacio´n con el que deben estar los alumnos en el paradero
para el recorrido 1.
Esta u´tlima tabla adema´s es el insumo para las empresas transportadoras que deben seguir
este itinerario con los buses de la capacidad especificada, teniendo en cuenta la hora de salida
HS del colegio para empezar a realizar el recorrido 2 y la hora estimada del primer paradero
del recorrido 1 para realizarlo, de igual manera las empresas se basara´n en el croquis mostrado
en la figura 4.14del ruteo propuesto, junto con una descripcio´n tramo a tramo del recorrido a
realizar tal y como se muestra en el ejemplo de la figura 4.15 para un recorrido cualquiera.
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Figura 4.13: Situacio´n actual ruteo 303-MAN˜ANA-2
Tabla 4.6: Cambios de ruta de los paraderos
De acuerdo a todo lo anterior se pueden generar alguna clase de aplicativo automatizado que
genere las tablas y gra´ficas que requieran los actores del sistema de manera que se muestre
la informacio´n de forma correcta de acuerdo a una situacio´n actual y a una propuesta, de
igual manera este posible aplicativo servira´ para la actualizacio´n constante del sistema, que
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Figura 4.14: Situacio´n propuesta ruteo 303-MAN˜ANA-2
Tabla 4.7: Itinerario de rutas
se va ir presentando d´ıa a d´ıa ya que es un entorno variable en donde los alumnos cambian su
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lugar de residencia constantemente y en donde la malla vial esta en constante reconstruccio´n
y en donde debido a esto se hace necesario actualizar la matriz de costos constantemente, esto
teniendo la informacio´n de la malla vial actualizada. Entonces todos estos aspectos en conjunto
permitira´n estar planteando los diferentes ruteos que se presenten debido a las variaciones
diarias del sistema y dando una solucio´n de forma inmediata a este problema.
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Figura 4.15: Ejemplo de descripcio´n tramo a tramo de un recorrido
Cap´ıtulo 5
Conclusiones
Se realizo´ un nuevo planteamiento del VRP basado en teor´ıa de conjuntos y funciones, e´ste
permitio´ un entendimiento ma´s pra´ctico del problema y sus variaciones y de las te´cnicas
de resolucio´n expuestas, manteniendo adema´s la formalidad mate´matica. Los planteamientos
tradicionales presentados por diferentes autores para muchos casos so´lo sirven para el entendi-
miento del problema, con esta nueva formulacio´n se lograron relacionar las diferentes variables,
condiciones y metodolog´ıas de las diferentes te´cnicas y algoritmos. Otro aspecto fundamental
de este planteamiento fue la interrelacio´n que se logro´ con los diferentes pseudoco´digos que
fueron planteados para los algoritmos ma´s relevantes dentro del proyecto de investigacio´n.
Se presento´ un buen compendio de la situacio´n actual del VRP en cuanto a variaciones exis-
tentes y te´cnicas para resolverlo. Esto permitio´ la contextualizacio´n del tema para abarcar los
diferentes aspectos a tener en cuenta en el desarrollo adecuado de los diferentes algoritmos.
Se hizo´ un e´nfasis importante en las te´cnicas metaheur´ısticas ma´s usadas en la actualidad en
problemas de optimizacio´n combinatoria y que por lo tanto son muy utilizadas para resolver
el VRP, teniendo en cuenta que aunque en las te´cnicas cla´sicas no se tienden a realizar in-
vestigaciones, e´stas au´n tienen un peso importante dentro de los estudios actuales, existiendo
te´cnicas combinadas que permiten dar muy buenas soluciones, como sucede con los algoritmos
de barrido en combinacio´n con las diferentes metaheur´ısticas [15]. De esta revisio´n tambie´n se
concluye que en cuanto a las te´cnicas ma´s usadas y exitosas no existe una mejor te´cnica que
supere a la otra o un determinado avance que sea mejor para todos los casos, sino que depen-
diendo del problema presentado en la vida cotidiana se debe escoger la te´cnica ma´s adecuada
definiendo los diferentes para´metros para resolver el problema de una manera apropiada y
promoviendo el desarrollo de nuevas te´cnicas que este´n enfocadas a resolver exclusivamente el
VRP las cuales pueden llegar a dar nociones ma´s claras del problema y as´ı poder dar mejores
soluciones a e´ste.
Con los algoritmos para dar soluciones factibles iniciales al CVRP se obtuvieron excelentes re-
sultados en donde en algunos casos se logro´ alcanzar el o´ptimo y en donde en un caso se obtuvo
un nuevo o´ptimo conocido, lo anterior utilizando muchos menos recursos computacionales y
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de tiempo. Estos algoritmos como bien se hab´ıa nombrado son la primera parte de la solucio´n
del algoritmo general planteado en este trabajo, pero adema´s de esto, estas soluciones pueden
ser utilizadas como soluciones iniciales estructuradas que son en algunos casos la base para
la utilizacio´n de ciertas te´cnicas metaheur´ısticas. Los buenos resultados obtenidos condujeron
a disen˜ar un algoritmo de mejoramiento que busca explotar de manera local la bu´squeda de
soluciones ya que los algoritmos para determinar las soluciones factibles iniciales exploran de
manera amplia las regiones de bu´squeda. El algoritmo de mejoramiento presento´ mejoras en
algunas soluciones iniciales hasta del 23,84 %, y se obtuvieron resultados finales alcanzando
y superando el o´ptimo conocido teniendo un promedio de diferencia de 4,63 % con respecto a
la distancia o´ptima para las instancias tenidas en cuenta. En cuanto a tiempos de ejecucio´n
en el peor de los casos para llegar a la solucio´n propuesta se utiliza tan solo el 4,403 % del
tiempo registrado para llegar a la solucio´n o´ptima planteada por los diferentes autores, en 25
segundos se obtuvo para un problema de dimensio´n 78 un 6,2 % de diferencia en distancia con
respecto a la solucio´n o´ptima.
Se planteo´ un algoritmo general de acuerdo a los resultados obtenidos con los diferentes
algoritmos de solucio´n inicial y de mejoramiento, despu´es e´ste se adapto´ al problema de
ruteo de la Secretar´ıa de Educacio´n de Bogota´, teniendo en cuenta las diferentes variables
que cambian sustancialmente el problema. Se realizaron pruebas y comparaciones con las
instancias de una variacio´n conocida del problema (COVRP, Problema de Ruteo de Veh´ıculos
Abierto con Capacidades) la cual representa la variacio´n ma´s importante que es el hecho de
que los veh´ıculos no retornen al depo´sito despue´s de visitar el u´ltimo cliente, se obtuvieron
resultados en los que se mejoro´ la distancia o´ptima conocida (en 4 casos, con una disminucio´n
hasta de un 7,86 % con respecto a la o´ptima conocida) con un promedio de porcentaje de
diferencia de tan so´lo 4,51 % para las 60 instancias tenidas en cuenta. El algoritmo general
para resolver el CVRP fue susceptible fa´cilmente de adaptar al COVRP y al problema de
la SED con sus diferentes variaciones, permitiendo tambie´n tambie´n resolver el recorrido
contrario (partiendo desde algu´n paradero para arribar al colegio), caso en cual con otros
enfoques el problema tiene que ser replanteado totalmente.
Se aplico´ el algoritmo para resolver el problema en la localidad de Kennedy de la ciudad de
Bogota´, e´sta se escogio´ mediante un ana´lisis concienzudo de manera que se tuviera un cantidad
representativa de colegios y de alumnos que se transportan, teniendo en cuenta la consistencia
de la informacio´n disponible tanto de alumnos y de la malla vial como de recorridos actua-
les para realizar las posteriores comparaciones. Se realizaron unos pasos metodolo´gicos para
adaptar la informacio´n existente a los datos de entrada espec´ıficos del problema. Despue´s
de la aplicacio´n del algoritmo los recorridos propuestos disminuyen en aproximadamente 225
kilo´metros la distancia total recorrida por todos los buses (teniendo en cuenta que de las 64
rutas existentes en la localidad solo se tomaron 48 debido a inconsistencias en la informacio´n)
equivalente a un 20 % de disminucio´n aproximadamente, tomando los ruteos en los que se
utilizan ma´s de un bus este valor es de 25,06 % y para casos en que la demanda es mayor de
80 alumnos el porcentaje reduccio´n fue en todos los casos superior al 30 %.
Finalmente se dieron unas pautas de factibilidad para la implementacio´n al ruteo de buses de
toda la ciudad, esto de acuerdo a lo realizado para la localidad de Kennedy. Se muestra la
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informacio´n necesaria para poder llegar a esta implementacio´n planteando una metodolog´ıa
para la consolidacio´n de e´sta de acuerdo a los datos existentes y posibles de conseguir. Se
expone una metodolog´ıa para consolidar la informacio´n necesaria para que los diferentes
actores involucrados puedan hacer funcionar un posible futuro sistema propuesto, sabiendo
que por encima de esto deben existir ciertas decisiones que deben ser tomadas desde las
ma´s altas instancias administrativas. Todo lo anterior sirvio´ para demostrar que un sistema
propuesto obtenido de la ejecucio´n del algoritmo planteado en este trabajo de investigacio´n
es suceptible de implementar, esto siguiendo cierto orden y teniendo una informacio´n muy
consistente.
Para trabajos futuros, se menciona la importancia de seguir investigando y realizando pruebas
para las soluciones iniciales ya que para algunos casos la solucio´n queda con una diferencia
en porcentaje con respecto a la solucio´n o´ptima por encima del 10 % despue´s de aplicar el
algoritmo de mejoramiento. Tambien se debe tener en cuenta que el orden en que los puntos
(clientes) son tomados para cada iteracio´n del algoritmo de mejoramiento puede afectar el
resultado, lo que lleva a la necesidad de plantear metodolog´ıas para establecer este orden y
determinar de que forma afecta esto a la solucio´n.
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