The extraction of affine invariant features plays an important role in many fields of image processing. In this paper, the original image is transformed into new images to extract more affine invariant features. To construct new images, the original image is cut in two areas by a closed curve, which is called general contour GC . GC is obtained by performing projections along lines with different polar angles. New image is obtained by changing gray value of pixels in inside area. The traditional affine moment invariants AMIs method is applied to the new image. Consequently, cutting affine moment invariants CAMIs are derived. Several experiments have been conducted to evaluate the proposed method. Experimental results show that CAMIs can be used in object classification tasks.
Introduction
The extraction of affine invariant features plays a very important role in object recognition and has been found applicable in many fields such as shape recognition and retrieval 1, 2 , watermarking 3 , identification of aircrafts 4, 5 , texture classification 6 , image registration 7 , and contour matching 8 .
Many algorithms have been developed for affine invariant features extraction. Based on whether the features are extracted from the contour only or from the whole shape region, the approaches can be classified into two main categories: region-based methods and contourbased methods 9 . For good overviews of the various techniques, refer to 9-12 .
Contour-based methods 4, 5, 13-18 provide better data reduction and the contour usually offers more shape information than interior content 9 . But these methods are unapplicable to objects with several separable components like some Chinese characters .
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In contrast to contour-based methods, region-based techniques take all pixels within a shape region into account to obtain the shape representation. Moment invariant methods are the most widely used techniques. The commonly used affine moment invariants AMIs 19-21 are extensions of the classical moment invariants firstly developed by Hu 22 . Although the moment-based methods can be applicable to binary or gray-scale images with low computational demands, they would be sensitive to noise. Hence, only a few low-order moment invariants can be used and limit the ability of object classification with a large-sized database 18 .
A and O N 2 log 2 N operations for computing CWM and MSA, respectively. It can be shown that some of these methods are sensitive to noise in the background. To derive robust affine invariant features, in 28 , we cut the object into slices by division curves which are derived from the object based on the obtained general contour GC . The affine invariant descriptors are constructed by summing up the gray value associated with every pixels in each slice. However, the maximum of the division quantity τ is hard to be determined. To cut object into small slices, the computational complexity is very large.
Recently, structure moment invariants have been introduced in 29, 30 . These invariants are very efficient in object classification tasks for gray level images or color images, but they are unapplicable to binary images. The density of binary images can not be changed only by squaring.
All in all, contour-based methods can only be used to objects with single boundary; whereas some region-based methods can achieve high accuracy but usually at the expense of high computational demands, and some region-based methods are unapplicable to binary images.
To extract affine invariant features more efficiency, we transform the original image into new images in this paper. Affine invariants are extracted from new images. In order to construct new images, the original image is cut in two areas: the inside area and the outside area. To establish correspondence between areas of an image and those of its affine transformed image, as in 28 , general contour GC of the image is constructed by performing projection along lines with different polar angles. A nonnegative constant is added to the gray value associated with every pixel of inside area. As a result, new images are obtained. Consequently, affine invariant features can be derived from these new images. In this paper, AMIs method is applied to the obtained new images. More affine invariant features, cutting affine moment invariants CAMIs , are extracted. Furthermore, we combine CAMIs with the original AMIs we call the obtained affine invariants as CCAMIs . To test and evaluate the proposed method, several experiments have been conducted. Experimental results show that CAMIs and CCAMIs can be used in object classification tasks.
The rest of the paper is organized as follows: in Section 2, the GC of an image is introduced. Consequently, the image is cut in two areas by putting GC on the image. New image is formed by changing gray value of the inside area. We apply AMIs method to the new image in Section 3. The performance of the proposed method is evaluated experimentally in Section 4. Finally, some conclusion remarks are provided in Section 5.
The Construction of New Images
To derive affine invariant features, we construct new images by cutting the original image in two areas. New images can be obtained by changing the gray value associated with pixels in one of these areas.
GC of an Image
Suppose that an image is represented by I x, y in the 2D plane. Firstly, the origin of the reference system is transformed to the centroid of the image. To derive general contour of an image, the Cartesian coordinate system should be converted to polar coordinate system. Hence, the shape can be represented by a function f of r and θ, namely,
where r ∈ 0, ∞ , and θ ∈ 0, 2π . Take projection along lines from the centroid with different angles by computing the following integral:
where θ ∈ 0, 2π .
Definition 2.1. For an angle θ ∈ R, if g θ is given in 2.2 , then θ, g θ denotes a point in the plane of R 2 . Let θ go from 0 to 2π, then { θ, g θ | θ ∈ 0, 2π } forms a closed curve. We call this closed curve the general contour GC of the image. By 2.2 , a single value is correspond to an angle θ ∈ R. Consequently, a single closed curve can be derived from any image. For an image I, we denote the GC extracted from it as ∂I. Equation 2.2 is called central projection transform in 31-33 . It has been used in those papers to extract rotation invariant signature by combining wavelet analysis and fractal theory. Satisfying classification rates have been achieved in the recognition of rotated English letters, Chinese characters, handwritten signatures, and so forth. As aforementioned, in 28 , by employing GC, we derive division curves to cut object into slices. The affine invariant descriptors are constructed by summing up the gray value associated with every pixels in each slice. However, the maximum of the division quantity is hard to be determined. In this paper, we use GC to construct new images. Affine invariant features are extracted from these new images.
The Affine Property of GC
An affine transformation A of coordinates x ∈ R 2 is defined as 
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Affine maps parallel lines onto parallel lines, intersecting lines into intersecting lines. Based on these facts, it can be shown that the GC extracted from the affine transformed image is also the same affine transformed version of GC extracted from the original image. In other words, if two images I and I are related by an affine transformation A,
where and are supports of I and I , respectively. Then ∂I and ∂I , GCs of I, and I are related by the same affine transformation A too:
The Construction of New Images
To construct new images, we put the GC on the original image. The image is cut in two areas: the inside area denoted as D inside and the outside area denoted as D outside . In Figure 1 b , we put the GC of Figure 1 a on the image. Some well-developed methods can be applied to the derived new images. More affine invariant features can be constructed. As aforementioned, only a few low-order moment invariants can be used for object classification. We can apply AMIs method to the derived new images. More low-order moment invariants can be extracted. We construct new affine moment invariants in the next section.
Cutting Affine Moment Invariants
By applying various region-based methods to the derived new image, some affine invariant features can be extracted. As aforementioned, AMIs method is region-based method with low computational demands. We apply AMIs to the constructed new image. 
Mathematical Problems in Engineering 7
For two points x 1 x 1 , y 1 T , x 2 x 2 , y 2 T ∈ R 2 , we denote the cross product C 12 as
After an affine transform, the following equation holds:
where J denotes the Jacobian of affine transformation:
. . N, and non-negative integers n kj 1 ≤ k < j ≤ N , we define RCAMI d of the form:
Denote w 1≤k<j≤N n kj . We normalized RCAMI d as follows:
3.6
Using similar argument with that of affine moment invariants see 20 , etc. , it can be shown that CAMI d is affine invariant. We call these invariants as cutting affine moment invariants CAMIs . If d 0, these invariants are the same as moment invariants given in 20 .
By expanding C kj in 3.5 , RCAMI d becomes a polynomial of moments given in 3.2 . Consequently, we can compute CAMIs from moments given in 3.2 . Invariants can be derived by replacing moments in AMIs with the moments given in 3.2 . Here, we use the well-developed theory for the AMIs as described in 19 . The following form invariants are used in this paper: By changing the constant d, different invariants can be constructed. Consequently, more low-order moment invariants can be extracted. We will show that the obtained CAMIs can be used in object classification. Furthermore, we will combine the obtained CAMIs with the traditional AMIs. The obtained features we call them CCAMIs are also used in object classification.
Experiments
In this section, we evaluate the proposed method in object classification tasks. We will show that the derived affine invariants CAMIs can be used in object classification. Furthermore, CAMIs can be combined with the original AMIs we call the obtained affine invariants as CCAMIs . We denote AMIs used in 19 as:
In the first experiment, some binary images of Chinese characters are used. The CAMIs used in this experiment are obtained by setting d equal to 10% of the maximum gray value in the image. Hence, d is set to 0.1. These CAMIs are denoted as: are given in Table 1 . It can be seen clearly that CAMIs really are invariant under affine transform. Furthermore, CAMIs are different with the original AMIs.
In the second experiment, we test the combined invariants CCAMIs : Each character will be transformed 140 times as described above. With these affine transformations and the database, 5600 tests run using the proposed method for each group. In our experiments, the classification accuracy is defined as
where γ denotes the number of correctly classified images, and η denotes the total number of images applied in the test. The AMIs, CAMIs, and the combined invariants CCAMIs are applied to databases in Figures 5 a and 5 b . Classification is performed by the method used in 19 . Table 2 shows the results. For the first group of Chinese characters, we observe that the performance of CAMIs is a little better than that of AMIs, and the combined invariants CCAMIs have better performance than the original AMIs and CAMIs. For the other group of Chinese characters, we observe that the performance of the traditional AMIs is better than that of CAMIs, and the combined invariants CCAMIs have also better performance than the original AMIs and CAMIs. Hence, the original AMIs can be combined with CAMIs, more shape information may be extracted.
Conclusions
In this paper, an approach is developed for the extraction of affine invariant features by cutting image into areas: the inside area and the outside area. In order to establish correspondence between areas of an image and those of its affine transformed version, 
