Abstract. In this paper we obtain the quadratic form in the Lévy-Khinchin formula on a commutative involutive semigroup, with a neutral element, as a sum of two simpler quadratic forms.
The Lévy-Khinchin representation for a negative definite function, with the real part bounded below, defined on a commutative involutive semigroup with a neutral element, was proved in [1, p. 108, Theorem 3.19] .
In Section 2 of this paper we give a proof for this Lévy-Khinchin representation in which we obtain the quadratic form q from [1] as a sum of an additive function and a quadratic form associated with a bi-additive function.
Section 3 is concerned with negative definite functions which have real part bounded below, defined on the semigroup (Z 2 , +) with the involution (m, n) * = (n, m). We obtain the Lévy-Khinchin representation of these functions using the result of Section 2.
Notation
Let (S,+, * ) be a commutative involutive semigroup with neutral element ([1, p. 86]). We say that a function ϕ : S → C is positive definite if for each natural number n ≥ 1, each family c 1 , . . . , c n of complex numbers and each family x 1 , . . . , x n of elements of S, we have n j,k=1
for each x ∈ S. We say that an hermitian function ϕ : S → C is negative definite if for each natural number n ≥ 2, each family c 1 , . . . , c n of complex numbers such that c 1 + . . . + c n = 0, and each family x 1 , . . . , x n of elements of S we have We denote by Γ the set
and by Ω the set {ρ ∈ Γ|ρ ≡ 1}.
With the product topology Γ is a compact space and Ω a locally compact space. We denote by M(S) the set of positive Radon measure on Ω such that the functions (ρ → 1 − Re ρ(x)) x∈S are µ-integrable for each µ in M(S).
An element of M(S) is called a Lévy measure. We denote by Q(S) the set
An element of Q(S) is called a quadratic form on S. This notion of quadratic form was introduced in [5, p. 211] . Let A(S) be the set
and B(S) the set
We denote by L(S) the set
An element of L(S) is called a Lévy function. In [4] is proved that the set L(S) is nonvoid. Let T (S) be the set
The Lévy-Khinchin representation
Theorem. For a function ϕ : S → C the following conditions are equivalent: (i) the function ϕ is negative definite and has real part bounded below;
C, a, b and µ are uniquely determined by ϕ; is uniquely determined by ϕ and L. We have the relations
Proof. Let U be the vector space 
Let n ≥ 2 be a natural number, a 1 , . . . , a n complex numbers such that a 1 +. . .+a n = 0, and x 1 , . . . , x n elements of S. We have
Letting t tend to 0, we obtain that the function F : U → R defined by
is well defined. If in (1) we take x k + y instead of x k and assume that the function ρ → n k=1 a k ρ(x k ) is in U + , we obtain, also letting t tend to 0, that the function
is positive definite and bounded.
Consequently Theorem 2.5 from [1] , p. 93, implies that for every g ∈ U + there is a positive Radon measure µ g on Γ such that if
Let f ∈ U, g ∈ U + . We suppose that
We have
This implies that if h, g ∈ U + we have
and consequently that
It follows from (3) that we can define a positive Radon measure µ on Ω such that
It is easy to verify that
The measure µ is the Lévy measure for ϕ (cf. [1, p. 103, 3 .12]).
Using (4), for g in U + we obtain
We denote by E the set
The relations (2) and (4) yield f g ∈ E for f ∈ U and g ∈ U + (6) because f (θ) = 0, where θ : S → R is identically 1.
We denote by B : S × S → R the function defined by
Im ρ(x)Im ρ(y)dµ(ρ).

It is immediate that
B(x * , y) = −B(x, y) and B(x, x) ≥ 0.
It follows from (6) that the functions ρ → (1 − Re ρ(x))Im ρ(y)Im ρ(z)
and
is equivalent to
B(x + y, z) = B(x, z) + B(y, z) x, y, z ∈ S.
We have proved that B ∈ B(S).
First we have a(x * ) = a(x). Using the relations
we see from (5) that a(x) ≥ 0 for every x ∈ S. The fact that the function
Using (7) and the equality
we obtain
We have proved that a ∈ A(S).
The function : S → R defined by
is in E. Consequently the function also satisfies (x + y) = (x) + (y).
Taking b(x, y) =
2 B(x, y), we finish the proof of the implication (i) ⇒ (ii). (ii) ⇒ (i). Let b ∈ B(S). Using the relation
we see, as in [1, p. 103] , that the function x → b(x, x) is negative definite. Now the implication (ii) ⇒ (i) is clear.
If we have a representation as in (ii), we obtain
The dominated convergence theorem implies
The relations b(x + x * , x + x * ) = 0, (8) and (9) yield
From the equality (7) we obtain 2b(nx, nx
We have, using again the dominated convergence theorem,
10), (11) and (12) now give
which proves the unicity of the measure µ. This completes the proof of the theorem. 
