Abstract. The purpose of this article is to examine and limit the conditions in which the P complexity class could be equivalent to the NP complexity class. Proof is provided by demonstrating that as the number of clauses in a NP-complete problem approaches infinity, the number of input sets processed per computations preformed also approaches infinity when solved by a polynomial time solution.
Introduction
Stephen Cook described the inportance of the P=NP question in his article The P Versus NP Problem [2] . Cook noted that if P was proven equal to NP then the consequences would be devastating to cryptography, yet Cook added "it would also have stunning practical consequences of a more positive nature." These consequences could transform not only computer science, but mathematics in general.
Even if it turns out that P = N P , Cook hoped that "every NP problem [may be] susceptible to a polynomial-time algorithm that works on "most" inputs." [2, p. 6] In this article it will be shown that as the number of clauses in a NPcomplete problem approaches infinity, the number of input sets processed per computations preformed also approaches infinity when solved by a polynomial time solution. This will be used as the basis for proving the P=NP Optimization Theorem, Theorem 4.3.1, which will be used to develop the NP-Complete Optimization Theorem, Theorem 5.1.1. By the end of the article, it will be shown that the requirements for P=NP are unattainable.
Preliminaries
The definition of a Deterministic Turing Machine will be based off of that used by Marion [4, p. 61 ].
Definition: Deterministic Turing Machine. A Deterministic
Turing Machine M has a finite set of states K with the state s being the initial state. There exists a set F with zero or more elements representing the final or accepting states, F ⊂ K. There is an alphabet Σ which contains a symbol B representing a blank. There exists an input alphabet Γ such that Γ ⊂ M − {B}. There is a transition function δ which defines an action to take depending on the current state and input. The Turing Machine M = (K, Σ, Γ, δ, s, F ) can recognize a language if F = ⊘, and w is an input string (a finite sequence of elements from Γ). If the computation generated by the input string w causes the machine to halt in a state that is an element of F then w is said to be accepted by M . L(M ) consists of all input strings accepted by the machine.
2.0.2. Definition: Non-Deterministic Turing Machine. The formula used by Marion to describe a Deterministic Turing Machine is the same formula used to describe a Non-Deterministic Turing Machine. Marion describes the diffrance as:
Non-determinism lends an element of "guessing" to the process at each state where there is more than one choice the next transition is guessed. [4, p. 63] Karp uses a definition of Non-Determinism that is similar to the concept of multithreading, where the machine performs a fork process to duplicate itself into multiple new machines with identical data, each executing a thread with a different option.
A nondeterministic algorithm can be regarded as a process which, when confronted with a choice between (say) two alternatives, can create two copies of itself, and follow up the consequences of both courses of action. Repeated splitting may lead to an exponentially growing number of copies; the input is accepted if any sequence of choices leads to acceptance.[3, p. 91] So we could say that the only diffrance between a Deterministic Turing Machine and a Non-Deterministic Turing Machine is the implementation of the transition function δ.
Why Are NP-Complete Problems So Hard?
The nature of a Boolean Satisfiability Problem (SAT) is to determine if an input exists that will result in the problem evaluating true.
A logical conjunction can evaluate true if and only if all literals are true. It would therefore be easy to determine the truth of the expression if the values of x, y, and z were given as true or false, but because they are each one of three options it is not as easy. With 3 options for each of 3 literals there are 27 possible inputs.
It happens to be easier to write the logically equivalent 3-SAT problem.
However, if we want to determine the values for x, y, and z that will make the expression evaluate true, it is still necessary to compare every possible value of x to every possible value of y and each of those combinations to every possible value of z.
If we are only looking to find one input set that evaluates true, then optimization may be possible. This process could be optimized by first finding a value of x that evaluates true, then finding a value for y that evaluates true, and then finding a value for z that evaluates true. In this case the problem is solved in 3 × 3 = 9 computations.
If we are looking to find all input set that evaluates true, then each value of x that is true must be found. Any values of x that work must be duplicated for each true y value, and all of these sets must be duplicated for each true z value. If it turns out that several values of x, y, and z are true then there may not be any known polynomial time optimization for this problem.
Even the optimization for finding a single value can get complicated, especially when the literals have dependencies on each other.
If the value of a is true, and an algorithm arbitrarily decides to set x = a, and the value of e is true so the algorithm arbitrarily decides to set y = e. Then no accepted input may be found if j is false. This means the algorithm will have to start over again, assigning either x or y to a different value.
There fore, it may be possible to optimize some NP-complete problems with a deterministic algorithm specifically suited to work for a problem with a specific form. However, this optimization may not apply to all NP-complete problems. 
Proof. Clause 1 has k literals. If there is a second clause then there are k more literals, so there are 2k literals. If there is a third clause then there are k more literals, totaling 3k literals. So the total number of literals is nk.
We could then say that x is a one dimensional set with kn elements. Each element can be true or false. We could then think of x as a binary number with kn digits.
It then follows that the number of posible input sets is 2 kn .
Polynomial Time Computation
Rate of NP-Complete Problems.
1. Let k be the number of literals in a clause such that k ≥ 3. 2. Let n be the number of clauses in a NP-complete class problem. 3. Let t(x) be a polynomial function representing the number of computations required for a problem in the complexity class NP-complete to be solved in polynomial time. 4. The number of input sets for a NP-complete problem as shown in Theorem 3.1 is 2 kn .
Proof. r shall represent the number of input sets evaluated per computations preformed.
If a NP-complete problem is solved in polynomial time, then r(n) represents that the polynomial time solution must evaluate 2 kn input sets for every t(n) computations. Provided that the method of solving the NPcomplete problem checks all possible input sets.
The Limit of NP-complete Polynomial Time Computation Rates
This section will rely on the following definitions. 
provided the limit on the right exists (or is infinite). This result also applies if the limit of f 
Cooks definition will be used here because it will allow us to assume that polynomial time is always bounded by a function that is the sum of 2 monomials. It would be perfectly acceptable for the time to be bounded by the sum of 3 or more monomials, but that would only serve to complicate things. If it is accepted n k + k > n k−1 + n k−2 + k , then Cooks definition will always work.
In this article Cooks definition will be altered to, there exists p such that for all n, T M (n) ≤ an p + p, when a > 0. This is because k is already being used to represent the number of literals per clause. While p will probably be proportional to k, the statement p = k can only be known if the algorithm is known. In this work nothing is being said about any polynomial time algorithm other than it is executed in no more than an p + p computations, and it is a function that solves a NP-complete problem.
Exponential Functions
1. Let a be a constant such that a > 0. 2. Let p be a constant such that p > 0. 3. c = (ln a) which is also a constant.
A pattern will be demonstrated by taking the first 3 derivatives of f (x) and g(x)
As can be seen from this pattern, the (p − 1) th derivative of f (x) would be c p−1 a x , while the (p − 1) th derivative of g(x) will be a constant.
L'Hôpital's Rule can be expanded as follows.
Let e(x) be the (p − 1) th derivative of f (x) and let h(x) be the (p − 1) th derivative of g(x). Because it is known that the (p − 1) th derivative of g(x) will not be zero, we can say
For any set of functions {f (x), g(x)} in which f (x) is exponential and g(x) is polynomial, there exists a number l such that any number n ≥ l will make the statement true that f (n) > g(n).
Limit At Infinity of Polynomial Time Computation Rates for
NP-Complete Problems.
1. Let k be the number of literals in a clause such that k ≥ 3. 2. Let n be the number of clauses in a NP-complete class problem. 3. Let t(n) be a polynomial function representing the number of computations required for a problem in the complexity class NP-complete to be solved in polynomial time. 4. If a NP-complete class problem is solved in polynomial time, then the number of input sets processed by the polynomial function per computations preformed as shown in Theorem 3.2 is r(n) = k n t(n) .
Proof. Let a be a number at which 2 ak > t(a) Theorem 4.1 indicates such a number must exist. lim n→∞ 2 kn t(n) = ∞ Assume the limit of r(n) is at infinity.
Definition of an Infinite limit at Infinity.
Multiply both sides by t(n) 2 kn > 1 ← n > a Cancel like terms.
lim n→∞ r(n) = ∞ Therefore, as the number of clauses in a NP-complete problem increases, the number of input sets that must be processed per computations preformed will eventually exceed any finite limit.
The Limitation of NP-Complete
Optimizations. A Deterministic Turing Machine is limited to checking no more than one input per computation. Theorem 4.2 shows that when a polynomial time algorithm is used to check all possible input sets for a NP-Complete problem, the machine can not be limited by the number of inputs checked per computation.
P=NP Optimization Theorem.
The only deterministic optimization of an NP-complete problem that could prove P=NP would be one that can always solve a NP-complete problem by examining no more than a polynomial number of input sets for that problem.
The Dificulty of Creating a Polynomial Optimization
It may be possible to optimize a deterministic algorithm so that a solution to a specific problem may be found in polynomial time, but doing so would require that the optimization must limit the number of inputs checked to a polynomial number of sets. Therefore we can assume that as the number of clauses in the problem approaches infinity, the percentage of possible inputs checked by the polynomial time algorithm would approach zero. This could be acceptable if 1. The nature of the problem is such that all input sets not checked are guaranteed to cause the expression to evaluate false. or 2. The nature of the problem is such that only one input set that causes the expression to evaluate true must be found. And if such an input set exists, then at least one of those sets will exist in the set that is checked.
Any optimization technique that relies on reducing the number of input sets checked to a polynomial amount can be expected not to work for all NP-complete problems. This can be demonstrated as follows.
Let A be a set containing all possible input sets for NP-complete problems f (x) and g(x) B ⊂ A C = A − B Let f (x) be an NP-complete problem that evaluates false when the input is an element of B Let g(x) be an NP-complete problem that evaluates false when the input is an element of C Suppose that an optimized algorithm for f (x) is found that will not evaluate elements of B. This technique will find the solution faster because it is already known that checking elements of B for f (x) is a waste of time. However this algorithm will always fail for evaluating g(x).
It might be possible to create a different optimization that will evaluate a subset of B and a subset of C in such a way that it will always find at least one accepting input set for both f (x) and g(x) if one exists. In this case it should be possible to define a new problem e(x) that is NP-complete and has at least one input set causing the expression to evaluate true, but none in the range checked by the optimized algorithm for solving f (x) or g(x).
It is also probable that there are NP-complete problems for which there is no optimization that exists so as to allow a solution to be found by only checking a polynomial number of possible input sets. The knapsack problem, proven NP-complete by Karp[3, p. 100 ] is a likely example of this. 1. Let S be a set of real numbers with no two identical elements.
Let r be the number of elements in S.
3. Let δ be a set with r elements such that
If given the values for S and M , is it possible to create an algorithm guaranteed to find at least one accepting value of δ if any exist, while only examining a polynomial subset of the total set of all possible values for δ?
5.1. The Knapsack Can Fit Problem. Here it will be proven that P = NP by giving an example of an NP-complete problem that requires checking more than a polynomial number of input sets.
1. Let S be a set of real numbers with no two identical elements. 2. Let r be the number of elements in S.
Let M be a real number.
Problem: S and M are given, find all subsets of S the sum of which is less than or equal to M .
Proof. The set of all answers will be all sets of δ that evaluate true with the inequality
Depending on the value given for S and the value given for M , it is completely possible that every subset of S may be a viable answer. It is also possible that not all subsets of S are answers, but the number of solutions could still be exponential.
Here is the dilemma. Find an algorithm that can find all solutions to this problem while only checking a polynomial subset of the total number of possible solutions. Accomplish this when the total number of solutions that cause the expression to evaluate true is exponential.
It may be possible to accomplish this by simply searching for all subsets of S that are not answers. This would work if the number of non answers is polynomial. However, it is possible that the number of non answers is exponential while the number of answers is also exponential. For example δ has 2 r possible values. Let the number of accepting sets for δ be
Let the number of sets for δ that are not accepting be
In this example the sum of the number of incorrect answers and the number of correct answers totals to the number of possible answers. Both the number of incorrect answers and the number of correct answers are exponential.
It may be that if all subsets of S were divided into a polynomial number of partitions, then each partition could be examined in polynomial time on a deterministic machine. The problem with this theory is that the sum of two polynomial functions does not equal an exponential function. Therefore, at least one partition must contain an exponential number of subsets, and the process of examining all the subsets of that partition will be NP-complete, unless the nature of the problem is such that not all subsets in that partition need be examined (ie. They either all evaluate true or all evaluate false).
It may seem that optimizing this problem would be possible by ordering the elements of S in ascending order and adding subsets from least to greatest. If B ⊂ S, and the greatest element of B is S 4 , and the sum of all elements of B is greater than M . Then it would follow that it is unnecessary to check subset C when C = {B} + S 5 . However, similar algorithms were examined by Horowitz and Sahni [5] , in which they subdivide S into partitions to inspect subsets. When the current subset being checked was found to be greater than M , all subsets consisting of a sumation of that subset and some other subset > 0 were eliminated. They experimented with multiple algorithms, although Horowitz and Sahni did find valuable optimizations to the knapsack problem all of them still execute in exponential time.
It should then be clear that not all NP-complete problems are solvable by only checking a polynomial number of input sets. This is especially the case when it is required to get the set of all input sets that cause the NP-complete problem to evaluate true.
5.1.1. NP-Complete Optimization Theorem. When the total number of possible input sets producing a true evaluation for a NP-complete problem exceeds a polynomial amount, then the task of finding all input sets that will evaluate true for that problem can not be preformed in polynomial time on a Deterministic Turing Machine.
The 1-SAT and 2-SAT Exemptions
It may be noticed that 1-SAT and 2-SAT are shown NP-complete by this means of thinking. However, this is not so.
A 1-SAT problem has the form a ∧ b ∧ c The total number of possible input sets for this problem will be 2 kn = 2 1(3) = 6. This is still an exponential number. However, the definition of a conjunction is such that only one set can evaluate true. Therefore there is a subset of the set of all possible input sets that has 2 kn − 1 elements that are already known to cause this problem to evaluate false. There is then two partitions to the set of all possible input sets, one partition is exponential in size and contains those inputs that will always cause the expression to evaluate false. The other partition contains only one element, which causes the expression to always evaluate true. If an algorithm insisted on evaluating all possible input sets for this problem, then the algorithm would not execute in polynomial time on a deterministic machine.
A 2-SAT problem has the form
In this instance of 2-SAT if b is true then a must also be true. If b is false then a may be true or false. This means b ⇒ a. Likewise, if c is true then b must be true. Therefore c ⇒ b ⇒ a. This same logic can be applied to get d ⇒ c ⇒ b ⇒ a. It is easy to see that if c is false, then d must also be false to make the third clause true.
Further examination along these lines will reveal that there is an exponential set of inputs for this problem that will always fail, those inputs that may work are polynomial in size. The following table lists all sets that evaluate true.
a b c d T T T T T T T F T F F F F F F F
It happens to be the case that if more literals were added to produce more clauses of the same form, then the number of solution sets evaluating true would always remain 4. Therefore this problem may be solved in polynomial time on a deterministic machine.
Conclusion
The final conclusion is drawn off of the following premises. 7.1. P is a proper subset of NP . In this article it has been shown that one NP-complete problem can not be solved in polynomial time on a Deterministic Turing Machine, and is therefore not a member of the P complexity class. By Karp's 3 rd theorem, if one NP-complete problem is not in P then all NP-complete problems are not in P .
Therefore P is a proper subset of NP. P =NP. Q.E.D.
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