This paper proposes a new method which approximates a classification function separating a d dimensional compact set into two parts. The approach starts by estimating the intersection between the classification boundary and the edges of a regular grid covering the compact set. Then it builds a classification surface made of recursive simplex stars (resistars) defined in the grid cubes containing such boundary points. A first variant, the simple resistar (s-resistar) defines a single star of simplices which share the barycentre of the cube boundary points and include stars of simplices defined similarly in cube facets, and so on recursively until a face boundary points define a single simplex. This definition is simple and easy to apply when the dimensionality increases. However, s-resistars sometimes "glue" together surfaces that should be separated and this deteriorates the local classification performance. The second variant, the multi-boundary resistar (or m-resistar) addresses this problem by defining several simplex stars in a cube or in its faces when necessary, which is shown to increase the local classification performance. With both s-resistars and m-resistars, classifying a point requires only a small number of simple tests without explicitly computing the simplices. It is thus possible to use resistar classification in spaces of relatively high dimensionality (up to 9 in our tests) and for resistar surfaces including a large number of simplices (up to several trillions in our tests). The paper provides a theoretical argument and empirical evidence showing that, when the surface to approximate is smooth enough, the error of resistar classification decreases as O(n −2 G ) for a grid of size n d G in d dimensions, whereas this error decreases as O(n −1 G ) when classifying with the sign of the nearest vertex of the grid.
Introduction
The main motivation of this paper is to improve algorithms derived from Viability Theory [1, 2] . This theory, which addresses the problem of maintaining a dynamical system within a constraint set, is used in many fields such as sustainability management [3, 4, 5, 6, 7] , economics [8] or food processing [9] . The main algorithms derived from Viability Theory [10, 11] iterate the computation of approximate classification functions using the vertices of a grid labelled into two classes. At each iteration, each vertex of the grid is classified as +1 if the dynamical system can remain during one time step within the positive side of the approximation obtained at the previous iteration. Otherwise, the vertex is classified -1. The boundary between +1 and -1 labelled vertices is then approximated using the nearest vertex of the grid [10] or with machine learning techniques such as support vector machines [11] or k-d trees [12] . Our main purpose is to develop a more efficient method to approximate the classification boundary at each iteration.
The new methods proposed in this paper can nevertheless be useful in other contexts. For instance, when a classification is obtained through a heavy or difficult process, it is often interesting to compute an approximate but lighter classification function, based on a limited set of well chosen classified points. This problem is a particular case of meta (or "surrogate ") modelling. The field of reliability in material sciences for instance develops specific techniques to build such meta-models [13] .
A problem closely related to the approximation of a classification boundary is the approximation of an isosurface, defined as the set of points such that f (x) = 0, f being a continuous function from the considered space into R. In 3 dimensions, this problem is very common, for instance to visualise surfaces from scanners or magnetic resonance imaging measurements, and several techniques are available. In particular, the algorithms deriving from the marching cubes [14] (see [15] for a review) build simplex-based surfaces. They firstly compute the boundary points approximating the intersections between the isosurface and the edges of a regular grid, generally using a linear interpolation. Such a linear interpolation is not relevant in viability problems because the output of the function is +1 or -1, but once the boundary points are estimated, the problem of defining a simplex-based approximation is the same. The marching cubes generally use a table of rules specifying the connections between boundary points to define the simplices in each cube configuration. Once the problems of consistency between cubes solved [16] , these techniques represent efficiently the surface of 3D objects. Some variants include an adaptive refinement of the grid in order to guarantee that the approximation is isotopic with the surface to approximate [17] .
However, the extension of these methods to more than 3 dimensions faces serious difficulties as the number of cube configurations is in 2 2 d leading to a very high number of rules specifying the simplices by cube configuration. For instance in 6 dimensions, there are 2 64 cube configurations which is beyond any current computer storage capacities. Moreover, the number of simplices grows exponentially with the dimensionality and so does the necessary memory space to store them. Currently, as far as we know, the available methods of marching cubes in arbitrary dimensionality are:
• Breaking hypercubes into simplices [18, 19, 20] . This addresses the problem of the fast growth of the table of rules mentioned earlier, because the number of configurations in a simplex is much lower (it varies as d+1 2 ) than in a cube. However, a d-dimensional cube breaks into between d! or 2 d−1 d! simplices, depending on the decomposition used [19] , which increases the complexity from another side. The cited papers show examples in at most 4 dimensions.
• Using the convex hull of the boundary points and cube vertices of a given sign in each cube [21, 22] . There is a single rule defining the simplices but computing the convex hull and storing the corresponding simplices is computationally demanding when d increases. Again, [22] shows only examples up to 4 dimensions.
A different approach, Delaunay triangulation, or more precisely Delaunay tangential complexes, defines simplex based surfaces approximating a manifold from a sampling of points on this manifold. In addition to practical algorithms, the researchers studied the topological and geometric closeness between the approximation and the manifold [23, 24, 25] , which is rarely done in the literature about marching cubes. Moreover, some variants are based on iterative sampling [26, 27] adapting the density of the sampling to the local complexity of the shape. Recent variants of the approach [28, 29] approximate smooth manifolds of any dimensionality. However, the time complexity of the algorithm is exponential in d 2 where d is the dimensionality of the manifold to approximate, which makes it difficult to apply practically even for moderate values of d (say d > 5). The memory size needed to store the set of simplices also grows significantly with the dimensionality. This paper proposes an approach which generalises the method of centroids used in marching cubes by [30] to an arbitrary dimensionality. It shows also similarities with the dual marching cubes [31, 32, 33] because it also adds new points in cubes and faces. The main principle is to define recursive simplex stars (resistars) in the grid cubes.
A first variant, the simple resistar, or s-resistar, defines in a cube a single star of simplices, each simplex being defined by the centroid of the cube boundary points and by a simplex from a similar star of simplices defined in a cube facet, and so on recursively until a face boundary points define a single simplex. There is thus only one rule deriving s-resistars in a cube (or a face) whatever the dimensionality. The simplices can easily be enumerated, going through all the faces of a cube.
However, when there are 2D faces including 4 boundary points, s-resistars "glue" together surfaces that should remain separated. This creates multiple singularity points which should be avoided when the simplex surface is used as a mesh and it also increases locally the classification errors, as shown in this paper. This problem also occurs in the marching cube dual contouring approach and it is solved by detecting multiple contours from the cycles in lookup table [32] or by identifying edge-connected sets of positive (negative) cube vertices [33, 21] .
The second variant of resistars, the multi-boundary resistars or m-resistars, uses a similar approach and identifies connected sets of boundary points in a cube or a face. Each connected set of boundary points defines a simplex star around its barycentre and the simplices in the cube facets are defined similarly from boundary points in this facet, and so on recursively.
The paper underlines the following properties of resistars:
• It is possible to compute the m-resistar or s-resistar classification of a point with a small (of the order of d) number of simple tests and without computing the simplices explicitly. Indeed, a classification method testing all simplices would require a prohibitive time as their number grows exponentially with the space dimensionality like in all simplex based approximations (for instance in 10 dimensions, a single resistar can include more than 10 8 simplices).
• This paper provides a theoretical argument and empirical evidence showing that, like with tangential complexes [29] , when the manifold to approximate is smooth enough, the classification error of resistar approximation decreases as n −2 G , when considering a grid of n d G points, whereas the error decreases as n −1 G with the nearest vertex classification, the standard classification used in viability algorithms.
• The m-resitars provide a better approximation than s-resistars in the cubes where they are different, which is important in viability algorithms.
The remaining of the paper is organised as follows: Section 2 states the definitions of s-resistars and m-resistars and their classification function, section 3 reports tests of resistar approximations in spaces of different dimensionality, section 4 discusses these results and potential extensions, appendix 1 includes theorems and proofs and appendix 2 provides the main algorithms in pseudo-code.
Definition of resistars and their classification function.
2.1. The problem: approximating a classification function from boundary points on edges of a grid. Let f : [0, 1] d → {−1, +1} be a classification function. A regular grid G of n d G points covers [0, 1] d and its borders, the value of the coordinates of the grid points are taken in 0, 1
The cubes of the grid are defined by adjacent points (distant of 1/(n G − 1)) of the grid. The faces of the grid are faces of these cubes.
For any grid edge [v, v ] such that f (v)f (v ) < 0, we approximate a single point of intersection between the edge and the classification boundary, called boundary point, by k successive dichotomies. Each dichotomy takes as input a couple of points (pp, pn) such that f (pp) = +1 and f (pn) = −1, computes m = (pn + pp)/2, and outputs the new couple (m, pn) if f (m) = +1 or the new couple (pp, m) otherwise (see algorithm 1 in Appendix 2). By construction, there is at most one boundary point on a cube edge.
Let B f (v, v ) be the set containing the single boundary point when f (v)f (v ) < 0 and the empty set otherwise.
For any cube or face C of the grid, we note B f (C) the set of boundary points defined from the edges of C:
(1) 
2.2.
Simple recursive simplex star (s-resistar). Figure 1 shows examples of s-resistars in 2 dimensions. The boundary points are represented by diamonds. The red square isB the centroid of the boundary points. The black vertices of the cube are such that f (v) = −1 and white ones such that f (v) = +1. The red segments represent the simplices of the s-resistar. In panels (a) and (b), the number of boundary points is equal to the dimensionality (2) and the s-resistar is a single simplex. In panel (c), the number of boundary points is larger than 2, and the resistar is made of the simplices (segments) linking the centroid to each boundary point (which is a simplex in its edge). Figure 2 shows examples of s-resistars in 3 dimensions. In all these examples, the number of boundary points is larger than 3 and the simplices are organised as a star around the barycentre of the points and the points of the simplices defined in the 2D facets, themselves defined as in the previous examples in 2D.
Examples and definition.
Extending this principle to any dimensionality leads to the following definition of s-resistars. Definition 1. Considering a d -dimensional cube C or face of the grid with a nonempty set of boundary points B = B f (C), the s-resistar [B] is defined as follows:
• If B includes d points, then B forms a simplex and the s-resistar is this simplex, noted [B] ;
• If the size of B is strictly higher than d , the s-resistar is the set of all simplices [B, s] whereB is the barycentre of B, and [s] a simplex from a s-resistar defined in a facet F of C from the boundary points B ∩ F . 
Classification function.
The s-resistar classification of a point x located in the cube can be performed without explicitly computing the simplices. It uses the intersection between the cube boundary ∂C and the ray r (B, x) in the direction of x and starting at the barycentreB to transfer the problem into a facet of the cube. The operation is repeated recursively until reaching a face without boundary points, and then the classification is the one of the face vertices. In the particular case where point x =B, point x is located on the classification boundary and the result of the classification is set to 0. In practice, when x andB are very close, there can be numerical problems in computing the ray, and in algorithm 2 in Appendix 2 the classification is set to 0 in this case. Figure 3 shows examples of classification with 2D s-resistars. In panel (a), y = r(B, x) ∩ ∂C is located on a facet with only positive vertices, therefore the result of the classification is +1. In panel (b) y = r(B, x) ∩ ∂C is located on the facet of boundary point b 2 , in its negative side, thus the ray r(b 2 , y) intersects the facet boundary at the negative vertex of b 2 . Therefore the result of the classification is -1. More formally, the definition of s-resistar classification is the following. • If x =B, [B] (x) = 0;
• else, let y = r(B, x) ∩ ∂C and F be a facet of C such that y ∈ F ,
Note that the s-resistar classification does not require to store the classification of the cube vertices. Indeed, lemma 1 in appendix 1 shows that when B ∩ F = ∅, the classification is the one of the vertices of F and it can be shown that there always exists a boundary point in B which has one of its vertices in F , and the sign of this vertex gives the sign of the classification. Moreover, theorem 1 (in appendix 1) states that the s-resistar [B] is the set of points of C classified 0 by the s-resistar and is the boundary between the regions of C classified +1 and -1 by the s-resistar. The m-resistars deal with this problem by defining an adjacency relation between the vertices of a cube, similarly to [33] or to [21] . This adjacency relation supposes that the ambiguous cases of 2D faces with 4 boundary points are solved by choosing one or the other possibility for linking the face vertices.
The general idea is to define the connected sets of positive and negative vertices in the cube. These sets are then used to connect the boundary points: two boundary points are connected when they border the same positive and negative sets of by two boundary sets, whereas in panel (b) there are two connected sets of positive vertices each bordered by a single boundary set. In these simple cases, the boundary sets define single simplices, but in general, each boundary set defines a simplex star around its barycentre. The m-resistar in the cube is the union of these simplex stars, called single-boundary m-resistars. Figure 6 shows examples of 3D m-resistars, for the same boundary points as in 
Definition of m-resistars.
This section first formalises the definitions of the different relations between vertices and then between boundary points. Then it states the definition of the mresistars.
The adjacency between two vertices v and v , noted A(v, v ) is defined with the following rules:
• If v and v are of same sign and belong to the same grid edge (their Hamming distance is 1 n G −1 ), then A(v, v ); • If v and v belong to the same 2D face with 4 boundary points, there are two possibilities for defining adjacent vertices (see figure 5 ): the positive disambiguation which connects the positive vertices and the negative disambiguation which connects negative vertices. This problem is well identified in marching cube literature [30, 34] . The sign of disambiguation can be chosen as the classification of the boundary points centroid through f . Another approach is to make systematically the same disambiguation (for instance positive).
This adjacency relation is then used to define other relations between cube vertices and then between boundary points:
if there exists a path of adjacent vertices in C that connects the two vertices. N C is an equivalence relation and defines a set of equivalence classes V(C)/N C of V(C), the set of vertices of C.
• Two boundary points b and b of B f (C) are said to border the same set of connected positive (resp. negative) vertices noted L +
if the equivalence classes of their positive (resp. negative) vertices through N C are the same:
• Two boundary points b and b belong to the same boundary set, noted L C (b, b ), if they border the same set of positive connected vertices and the same set of negative connected vertices.
• Finally, a boundary set is the set of all the boundary points bordering the same connected sets of vertices in C. More formally, the boundary sets are elements of B f (C)/L C , the set of equivalence classes through the equivalence relation L C .
Importantly, it is possible to compute the connected sets of vertices using the boundary points only. Hence the classification values of the cube vertices do not need to be stored. The formal definition of m-resistars can now be stated. When the disambiguation has always the same sign, the single boundary mresistars do not intersect (see theorem 2 in Appendix 1). We did not find any example of such intersection when the disambiguation sign changes, but we did not manage to prove that it cannot exist.
Classification function.
The 
s-resistar classification. At the next steps, there can be several boundary sets in the facet of y as in the example of figure 8, panel (a), hence the procedure may need to test several classifications from single boundary m-resistars again.
More precisely, the m-resistar classification is defined as follows: 
The classification function [B] ( ) (x) is the following:
, is a value in {−1, 0, +1} defined as follows :
Illustration of the classification procedure in m-resistars in 3D. There is only one boundary set in the 3D cube. x is the point to classify, y is the intersection of the ray r(B, x) with the boundary ∂C. In panel (a), y is located in the top facet, which includes two boundary sets. The classification of y requires to test the corresponding single boundary m-resistars. In panel (b), y is located in a facet including only one boundary set, hence it is a single boundary resistar.
WhereB is the barycentre of the boundary points B.
Note that the classification function by a single boundary m-resistar depends on the classification by m-resistar [B ∩ F ] ( ) that may include several single boundary m-resistars (see figure 8 , panel (a)). Therefore, the classification by m-resistars and by single boundary m-resistars depend on each other recursively. Again, the classification values of the vertices does not need to be stored, because of lemma 1 (see Appendix 1) .
Theorem 3 in Appendix 1 states that the m-resistar [B] ( ) is the set of points such that [B] ( ) (x) = 0 and it is the boundary between the points x ∈ C classified +1 and the ones classified -1, when the single boundary m-resistars do not intersect.
Hypersurface generated by the resistars from a grid and associated classification.
We consider now the set of resistars (s-resistars or m-resistar) generated from all the boundary points on the grid B f (G) = B G that we call the resistar hypersurface from grid G, noted ([B G ]) for s-resistars and ([B G ]) ( ) for m-resistars. Note that there are no problems of consistency between two adjacent cubes because in any cube or face, the set of simplices is defined with the same single rule. The classification by the whole resistar surface follows the same principle for sresistars and m-resistars. It uses lemma 3 (see Appendix 1) which insures that the classification changes only when crossing a simplex of one resistar. The principle of the classification algorithm is as follows (see Figure 9 ):
• First it chooses one non-empty cube, say C 0 (its choice does not matter) with m the centre of C 0 .
• Then it determines the non-empty cube C M for which the point x , the point of [x, m] ∩ C M which is the closest to x (it can be x itself), is the closest to x amongst the cubes which cross the segment [x, m].
• The classification of x by the surface is equal to the classification of x by resistar C M , because the segment [x , x] does not cross any non-empty cube.
In practice, a hash table simply stores the boundary points located in each nonempty cube and the simplices are not explicit. Computing x requires mainly to determine the first cube of the hash table that is crossed by segment [x, m], hence it requires a linear number of requests to the hash table. Then, it runs the resistar classification.
Examples and tests.

Visualisation of examples with spheres and radial based function.
When the dimensionality d is higher than 3, the surface cannot be directly represented, but it is possible to visualise its intersection with d − 3 hyperplanes of equation x i = α i , chosen by the user. The algorithm computing this intersection starts by selecting the cubes that intersect all the cutting hyperplanes. Then, for each simplex of the corresponding resistars, it computes the intersection points of the edges of the simplex with the first hyperplane. Note that the intersection between the hyperplane and the simplex is not necessarily a simplex, in which case the algorithm identifies the edges of this polygon. The same operation is iterated with the next hyperplane, computing the intersection between the hyperplane and the edges of the polygon, and so on with the other hyperplanes. The final result is a 2D polygon in the 3D intersection of the d − 3 hyperplanes for each simplex, defining together a 2D surface in the 3D space. In our tests, this approach works well up to dimensionality 6 and becomes quite slow in spaces of dimensionality 7 or 8. In spaces of higher dimensionality, specific optimisation would be needed because the number of simplices to consider is too high. Figure 10 shows examples of approximations in 3D and 7D with a classification boundary defined by two spheres. Panels (a) and (c) show approximations by sresistars that glue the two spheres in some multiple singularity points. Around these multiple singularity points, the classification makes errors. In panel (b) and (d), using m-resistars with a disambiguation sign equal to the classification of 2D face centroids, the two spheres are separated.
In order to test more systematically our approach, we derived classifications from a radial-based function defined on two sets of randomly chosen points in the space E p = {p 1 , p 2 , .., p k } and E n = {n 1 , n 2 , .., n q }, as follows:
With σ a positive number and function φ defined by: In 3D the number of points in one axis of the grid n G is 11 while in 7D, n G = 9. In panels (c) and (d) the represented surface is the intersection of the 7 dimensional surface with hyperplanes x 4 = 0.5, x 5 = 0.505, x 6 = 0.502 and x 7 = 0.51. In total the 7D surface includes 851,004 boundary points and more than 10 10 simplices. varying the number of points in E p and E n and the value of σ, the resulting surface is more or less complicated and smooth.
Comparing resistar and nearest vertex classifications.
Generally, the accuracy of classification methods is measured by the misclassification rate of points randomly drawn in [0, 1] d . However, this measure requires drawing a very large number of test points when the dimensionality d of the space increases. In order to limit the number of tests, we generated the test points only in the non-empty cubes. This gives more chances to get misclassified points. Figure  13 , panel (b), shows that, with 100 test points drawn in each non-empty cube, the number of test points can still be high (about 10 8 for the highest). Figure 13 shows that the resistar classification error decreases as n −2 G (estimated slopes in the log-log graph 3D: -1.96, 4D: -1.91, 5D: -1.89) as suggested by theorem ?? (see appendix 1), whereas the classification error of nearest vertex decreases as n −1 G (estimated slopes in the log-log graph 3D: -0.97, 4D: -0.99, 5D: -0.97). The graph shows only the error of m-resistars because the difference with the error of s-resistars is negligible. Nevertheless, as shown in the next section, the error averaged over all the cubes hides significant error differences in the cubes where s-resistars and m-resistars are different. Figure 14 shows the classification error for nearest vertex and mresistar approximating radial based classification functions with the same parameters (E p and E n equal to 10, σ = 0.4) and the same number of points by axis of the grid n G = 4, in dimensionality varying from 3 to 9. For each dimensionality, the tests are repeated for 10 radial-based classification functions with points E p and E n drawn at random in [0, 1] d . The error percentage is computed by classifying, for each non-empty cube, 100 points uniformly drawn in a ball of centre the centre of the cube and of diameter the length of a cube edge 1/(n G − 1). Indeed, the points uniformly distributed in the cube tend to be located close to the cube boundary when the dimensionality increases, whereas the points drawn in the ball are located more inside the cube where the nearest vertex and m-resistar classifications are more different. We observe that the error percentage of nearest vertex classification remains approximately three times higher than the one m-resistar classification whatever the dimensionality.
Panel (a) of
Comparing m-resistar with s-resistar classifications.
This section focuses on the difference of classification accuracy between m-resistars and s-resistars, when the disambiguation uses the centroid classification in the 2D faces. As shown above, if the classification error is computed on points uniformly drawn in all the non-empty cubes, the difference between m-resistars and s-resistars is generally not significant. This is not surprising because when the boundary to approximate is smooth, the m-resistar and s-resistar classification differ only in a small number of cubes.
Hence the tests are now made only in the cubes where there are several singleboundary m-resistars, insuring that the m-resistar are different from the s-resistars in these cubes. Moreover, in each of these cubes, the test points are uniformly drawn in a ball of centre the centroid of the s-resistar and of diameter half of the length of a cube edge 0.5/(n G -1), in order to focus on the region of the cube where the classifications are different. The results are averaged over 10 radial based classification functions and with a value of n G chosen to get more than 1500 cubes to test overall for each dimensionality. The classification functions to approximate are chosen smoother and smoother and n G smaller and smaller when the dimensionality increases.
Panel (b) of Figure 14 shows that the classification by m-resistars is significantly more accurate than the classification by s-resistars, especially when the dimensionality is smaller than 7. The decrease of the difference when the dimensionality is higher is due to the distribution of the test points which tend to be located close to the boundary of the ball as the dimensionality increases. The test points are thus located further from the centroid, and the differences of classification tend to be lower. Indeed, if the radius of the ball is smaller, the difference of classification error remains higher for high dimensionality.
3.4. Number of projections to classify a point.
The following test aims at assessing the evolution of the number of projections that are necessary for classifying a point when the space dimensionality increases. For dimensionality d varying from 3 to 11, it repeats 1000 times:
• For all vertices of cube [0, 1] d , it draws at random −1 or +1 as classification value, then for each edge of the cube with vertices of different signs, it draws a boundary point at random on the edge,
• It builds the corresponding s-resistar and m-resistar using systematic positive disambiguation,
• It classifies 1000 points randomly drawn in [0, 1] d by the s-resistar and by the mresistar and counts the average and maximum number of projections performed for classifying the points for the s-resistar and the m-resistar;
The results (see Figure 15 , panel (a)) show that, for both m-resistars and sresistars, the average number of projections (taken on the one million classifications for each value of d) is close to d − 1 + 0.28 for m-resistars and d − 1 + 0.06 for s-resistars. The maximum number of projections is d for s-resistars, which was of course expected. For m-resistars, it is lower than 2.5d for all the values of d, and higher than 2d only for d = 4 and d = 5. Moreover, the frequency of reaching these maxima is very low. Panel (b) of figure 15 confirms that the number of simplices grows exponentially with the dimensionality. Note that in 11 dimensions, there are on average more than 10 10 simplices in a single resistar. Therefore, a method of classification testing all the simplices would require a prohibitive computing time.
Discussion -conclusion
This paper shows examples of resistar approximation and classification in 8 and 9 dimensions, which has never been done with marching cube or Delaunay triangulation. Indeed, the resistar classification is achieved through a few projections on facets and faces of a cube while the other methods would require to test the simplices. This advantage of resistars starts in low dimensionality (2, 3, 4) and becomes decisive in higher dimensionality as the number of simplices increases exponentially in all these methods. The tests also suggest that the resistar classification error decreases as O(n −2 G ) whereas the nearest vertex classification error decreases as O(n −1 G ). These results are in line with theorems 4 and 5(see appendix 1), which show that, if the classification boundary is smooth enough, the Hausdorf distance between the resistar and the classification boundary to approximate is bounded by O(n −2 G ). In other words, the resistar classification based on a grid of n d G vertices, storing O(n d−1 G ) boundary points, has the same accuracy as the nearest vertex classification based on a grid of (n 2 G ) d points, storing O(n 2d−1 G ) vertices. Resistars require thus a very significantly lower storage capacity than the nearest vertex classification for the same level of accuracy. Moreover, computing the boundary points of resistars requires to evaluate n d G grid vertices and O(k.n d−1 G ) points on grid edges in the k successive dichotomies. Supposing k = log 2 (n G ) as in Theorems 4 and 5, the number of point evaluations required by resistars is also very significantly lower than the (n 2 G ) d grid vertex evaluations for the nearest vertex classification.
We can infer that the classification performance of resistars is similarly better than the one of support vector machines (SVMs) when solving viability problems. Indeed, if SVMs are trained on the labelled vertices of the grid as in [11] , they generally yield a less accurate boundary than the nearest vertex classification, and sometimes with strong mistakes [35] . Moreover, the classification procedure by SVMs is much heavier than the resistar classification. Like the nearest vertex classification, k-d trees define a classification with pieces of hyperplanes orthogonal to the space axes, thus the performance of both methods should be similar and significantly lower than the one of resistars.
Therefore, using resistars in viability algorithms could bring substantial improvements. The m-resistars seem particularly relevant because they avoid some local classification errors done by s-resistars which may be amplified at each iteration of the viability algorithm and lead to very significant errors in the final result.
However, the expected improvements suppose that the classification boundary to approximate is smooth, which is not always the case in viability problems. The surface to approximate is indeed often the boundary of the intersection of several smooth manifolds, hence with sets of points at which the derivatives are discontinuous. Using the intersections of several resistar classifications is a possible direction of work to address this difficulty. This would lead to approximate manifolds of dimensionality lower than d-1 as intersections of resistars of d − 1 dimensions. An interesting problem is to define new types of resistars for these intersections as well as the corresponding classification functions.
The resistar approach could also be interesting for generating meshes in spaces of dimensionality higher than 4. The number of simplices generated in 5 or 6 dimensions is of the order of 10 6 to 10 9 , and this seems manageable with current high performance computing, especially because the simplices of the resistars can be computed rapidly when needed, limiting the storage to the boundary points in non-empty cubes. However, an important problem is that m-resistars may include multiple singularities in dimensionality higher than 3, if the approximated region on the cube boundary is not homomorphic to a sphere (for instance when it is homomorphic to a torus). Future work would be necessary in order to detect these configurations and then to modify adequately the resistar definition.
Appendix 1: theorems and proofs
s-resistars
This section starts with lemma 1, used in the definitions of the resistar classification functions and in algorithms 2 and 4, stating that an empty facet of a non-empty cube necessarily includes the vertex of a boundary point. Then it is devoted to theorem 1 stating that an s-resistar is the decision boundary of its classification function. 
Proof Consider a facet F of C such that F ∩ B = ∅. Without loss of generality, suppose that all the vertices of F are classified +1. All the boundary points are located on the opposite facet F of F : for each vertex w of F , there is a vertex w of F such that [w, w ] is an edge of the cube. Since B is not empty, there is at least Theorem 1 is the consequence of lemmas 2, 3 and 4. Lemma 2 establishes that the s-resistar is the set of points of the cube classified 0, lemma 3 that two points of C that are not separated by the s-resistar are of the same class, and lemma 4 that each simplex of the s-resistar is a boundary between points of C of different classes. Consider a d dimension face C with B f (C) = B such that [B] is not empty, a couple of points (x 0 , x 1 ) of C and a continuous 1 D curve T (x 0 ,
which is in contradiction with our hypothesis. Therefore, for all F ∈ F(C), T (y 0 , y 1 )∩[B ∩F ] = ∅. Suppose that there exists F ∈ F(C) such that T (y 0 , y 1 ) ⊂ F . Then, because dim(F ) < d , by induction hypothesis, [B] (y(0)) = [B] (y(1)) hence [B] (x(0)) = [B] (x(1)) by definition of the classification function. Now, suppose that T (y 0 , y 1 ) intersects several facets. Let F 1 , .., F q be these facets when t is varying from 0 to 1. Because y(t) is continuous, for any 1 ≤ i < q, T (y 0 , y 1 ) ∩ (F i ∩ F i+1 ) = ∅; let y(t i ) ∈ F i ∩ F i+1 . We established that for 1 ≤ i < q, the classification does not change on T (y 0 , y 1 ) ∩ F i , thus for
). Therefore, [B] (y(t 1 )) = [B] (y(t q−1 )), and since [B] (y(t 1 )) = [B] (y(0)) and [B] (y(t q−1 )) = [B] (y(1)), [B] Consider a d dimension cube C, including the non-empty s-resistar [B] . Let x be a point of [B] and x / ∈ ∂C. Two cases arise:
• If x =B then we can define y = r(B, x) ∩ ∂C, which is located on a facet F ∈ F(C). • If x =B, then we consider any positive vertex y + the same argument as in the previous case shows that ]x, y + ] ∩ [B] = ∅ and similarly, for any negative vertex y − , ]x, y − ] ∩ [B] = ∅ (see illustration on figure 16, panel (b) ).
m-resistars
This section includes theorem 2 about the guarantee that, when using systematically the same disambiguation sign, the single boundary m-resistars of the same cube never intersect, and theorem 3 stating that the m-resistar is the boundary between the points classified -1 and those classified +1 by the m-resistar classification function, when the single boundary m-resistars do not intersect. Proof The proof supposes a positive disambiguation, but the result would be the same with a negative one. It is twofold. It starts by showing that two single boundary m-resistars positively linked cannot intersect. Then it shows that two single boundary m-resistars negatively linked cannot intersect. In both cases there exists a hyperplane separating them and in both cases, this hyperplane is derived from the face of the convex hull of a set of cube vertices (positive in the first case, negative in the second). But the sets of cube vertices are defined differently to take into account the privileged B-adjacency between positive vertices in the positive disambiguation.
First consider a set Z of several boundary sets bordering a set V + of positively connected C vertices. For all B ∈ Z, for all b ∈ B, the positive vertex of b belongs to V + (v + (b) ∈ V + ). Let K be the convex hull of set V + . K is a polyhedron included in C which can be of dimensionality d − 1 (when V + is included in a hyperplane of d − 1 dimensions) or of dimensionality d (otherwise). Indeed, it can easily be seen that if dim(K) < (d − 1), then K is included in a facet of C and there is a single element in Z. If dim(K) = d − 1, let H be the hyperplane in which V + is included. If dim(K) = d , let H be the hyperplane containing one facet F of K, such that F is not included in the boundary of C.
Suppose that there exists a set V − of B-connected negative vertices with elements located on both sides of H, in other words, such that there exist B-connections between vertices of V − that cross hyperplane H. Then, there exists a 2D face P of C, with a non-empty intersection with H and such that two vertices (v, v ) of P belong to V − , with v located on one side of H and v on the other side. Then the only possibility is that the intersection between H and P is a diagonal of P defined by two vertices of V + , and because the positive disambiguation method is systematically used, these two positive vertices are necessarily B-adjacent (see figure 17, panel (a) ). This implies that the negative vertices of the other diagonal cannot be B-adjacent. Therefore, the whole set V − is necessarily located on one side of H.
Therefore, in all the cases, for any two different boundary sets B and B of Z there is a hyperplane H, such that B is totally located on one side of H and B totally located on the other side of H. Since the single boundary m-resistar surface is included in the convex hull of its boundary set, [B] was not the case, there would exist a 2D face P of the cube including two vertices of V − on one diagonal and two vertices of V + on the other diagonal. But this is not possible because the two vertices of V − are each at a Hamming distance of 1 of a positive vertex of V + , hence the vertices of the other diagonal are at most at a Hamming distance of 2 from a positive vertex of V + , so if these vertices were positive they would be B-adjacent to a vertex of V + , and thus would belong to V + , which is impossible because V + ∩ V + = ∅ (see figure 17, panel (b) ). Therefore, V + and V + are separated by a hyperplane defined by a facet of K (or by K itself), implying that the corresponding single boundary m-resistars are also separated by this hyperplane.
Theorem 3 is stated in the case of no intersections between the single boundary m-resistars, which is always true for a systematic disambiguation of the same sign. Theorem 4 states a condition on the radius of positive and negative tangent balls to ∂f guaranteeing that the distance from a point of the resistar approximation to the classification boundary ∂f is bounded by O(n −2 G ) and theorem 5 does the same for the distance from the classification boundary to the resistar approximation. In both theorem, resistars refer to both simple and multiple resistars. n G , then for any point x of the resistar approximation of f , there exists a point y of ∂f such that:
Proof Let C be a cube of the grid and [B] (We consider a simple resistar in this proof but it also holds with an m-resistar) the approximation of ∂f in this cube, supposed non-void. The idea of the proof is to show that for any point x in [B] , there exists T a hyperplane tangent to ∂f at a point y 0 in C, such that P T (x), the orthogonal projection of x on T , is close to x and to a point y on ∂f . Hence we first show that the points of ∂f in the neighbourhood of y 0 are close to T . Then we show that any point x of the resistar in C is also close to T . This requires to show that all the boundary points are close to T and then to use the fact that x is a weighted average of boundary points.
By construction of the boundary points, the surface ∂f cuts some edges of C. n G , we have:
where P T (y) is the orthogonal projection of y on T . Indeed, the distance y − P T (y) is lower than the distance y − P T (y) , where y is the projection of y on ∂B(c + , r) parallel to n. We have: P T (y ) = P T (y) and P T (y) − y 0 ≤ √ d n G . Moreover, y − P T (y) = r(1 − cos α), with sin α = √ d rn G (see figure 19 , panel (a)). Then equation 9 is obtained by developing cos α at the second order. Now, by construction, for any boundary point b of C, located on the grid edge
We have:
• b − b f ≤ n −2 G because of the chosen number of dichotomies;
G because the orthogonal projection is contracting;
(a) (b) •
Overall, we get:
Moreover, any point x in [B] ( ) can be written as:
Therefore:
Moreover, P T (x) − y 0 ≤ √ d n G , because both x and y 0 belong to C and the orthogonal projection is contracting. Let z − and z + be the projection of x parallel to n on respectively B(c − , r) and B(c + , r). As seen previously, we have:
Finally, because the manifold ∂f is located between the two balls in the neighbourhood of y 0 , there exists a point y in ∂f , such that y belongs to segment [P T (x), z − ], in which case we set z = z − , or to segment [P T (x), z + ], in which case we set z = z + , and we have (see figure 19, panel (b) ):
Now, theorem 5 focuses on bounding the distance from a point of ∂f the classification boundary to its resistar approximation. In this case, the distance to the border of the approximation domain [0, 1] d should also be considered.
Theorem 5. If the boundary points B f of the resistar approximation are determined with at least log 2 (n G ) dichotomies and for any point y of ∂f ∩ [0, 1] d , there exist a positive and a negative tangent ball to ∂f at y of radius r which satisfies:
then for any point y of ∂f ∩ [0, 1] d , there exists a point x belonging to the approximating resistar surface or to the border of the domain [0, 1] d such that:
Proof Let us first consider the approximation of f on the whole R d by a possibly infinite resistar classification defined on an infinite grid, with a resolution still defined by the number n G of grid points on an axis of the grid in the domain [0, 1] d . Again, we consider here simple resistars, but the proof holds with multiple resistars. Let y 0 be a point of ∂f , T the tangent hyperplane to ∂f at y 0 , n its normal vector, B(c − , r) and B(c + , r) respectively the negative and positive tangent balls to ∂f at y 0 . Let (u i ), i = 1, ..., d be the vectors of the canonical basis of R d and u ∈ (u i ) such that:
Note that |u.n| ≥ 1 √ d , because n = 1. Let C be the cube of the grid in which y 0 is located (one is chosen if y 0 belongs to several) and F be the facet of C of normal 
The resistar surface is in green. The point z is close to y 0 .
vector u, which is the closest to y 0 . For each vertex v of F , let L(v) be the right line of direction u and containing v.
The condition on the radius r insures that the sphere figure 20 , panel (a)), with:
It can be verified that because of the condition on r given by equation 16, we have:
Therefore, there is necessarily a vertex of the grid between points b − (v) and Finally, we suppose now that the approximation is performed on the compact domain [0, 1] d . If facet F is not at the border of the domain, then the same reasoning as in the case of an infinite domain applies. If the facet F is on the border of the domain, then it could be that the resistar surface ([B R ] ) is partly or totally located outside the domain. However, it remains that point y 0 is at a distance lower than O(d.n −2 G ) of the resistar surface ([B R ] ), therefore it is also at less than O(d.n −2 G ) from the domain's boundary. return mResistarClass (C M , x ); Algorithm 5: resistarSurfaceClass(C G , C 0 , x): Classification of a point x by resistar surface.
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