CERNBox is the CERN cloud storage hub. It allows synchronizing and sharing files on all major desktop and mobile platforms (Linux, Windows, MacOSX, Android, iOS) aiming to provide universal access and offline availability to any data stored in the CERN EOS infrastructure. With more than 16000 users registered in the system, CERNBox has responded to the high demand in our diverse community to an easily and accessible cloud storage solution that also provides integration with other CERN services for big science: visualization tools, interactive data analysis and real-time collaborative editing. Collaborative authoring of documents is now becoming standard practice with public cloud services, and within CERNBox we are looking into several options: from the collaborative editing of shared office documents with different solutions (Microsoft, OnlyOffice, Collabora) to integrating mark-down as well as LaTeX editors, to exploring the evolution of Jupyter Notebooks towards collaborative editing, where the latter leverages on the existing SWAN Physics analysis service. We report on our experience managing this technology and applicable use-cases, also in a broader scientific and research context and its future evolution with highlights on the current development status and future road map. In particular we will highlight the future move to an architecture based on micro services to easily adapt and evolve the service to the technology and usage evolution, notably to unify CERN home directory services. *
Introduction
The CERN IT Storage group is responsible for ensuring a coherent development and operation of the storage services at CERN for all aspects of physics data. The group supports the data requirements for the experiments at CERN and as well as supporting storage services for the whole CERN users community (CERNBox, AFS and EOS).
CERNBox [3] [4] is a project initiative launched by the IT Storage Group in 2014 to address the necessity of offering an easy and convenient way to access and share the physics data. The core of CERNBox is a synchronization and sharing system based on components provided by the ownCloud [1] open source software stack. CERNBox provides a service layer on top of the EOS open source storage solution [5] [6] . EOS allows CERNBox to store all the data and metadata from the users and provide a performant access to it. Figure 1 shows an overview of the different access methods to CERNBox: • FUSE access: the storage can be mounted as a local file-system. This is very important for computers inside the computer centre that do not have graphical interfaces but perform batch job processing. It it also important as a good amount of analysis tools are not adapted to work with remote storage systems in a client-server fashion. • WebDAV: the storage is accessible through WebDAV enabled clients like Finder for OSX, Windows Network Drives for Windows or third-party tools like CyberDuck, which brings a user-friendly access methods to end-users. • XROOTD: the storage can also be accessed by using the xrootd high performance, scalable and fault tolerant access protocol. • Synchronization client: this is a component, integrated in the user desktop environment, which keeps one (or more) local folders in synchronization with the central storage server. Users can work on their devices without connectivity and the synchronization client reconciles changes when the network connectivity is restored. This component is the one that enables access to offline data with eventual consistency. • Web access: via any web browser the user can manipulate files and share them with other users. Some extensions (available as application plugins in the ownCloud server) provide added functionality such as easing the access to certain types of files (e.g. image viewers, office files ...). • Mobile devices: CERNBox provides mobile and tablet applications for Android and iOS to access the data.
Service Numbers
The CERNBox service has been running since 2014 and its usage has increased rapidly over the last years thanks to the improvements in the service and the ongoing initiative to make this service a hub for collaboration and the future home directory for CERN users. The user community (including physicists, engineers and administrative staff) is growing at a fast pace as shown in Figure 2 .
The platform also allows users for easy sharing between colleagues and external collaborators. This feature of the service is being used extensively (as shown in Figure 3 ) and shows the potential of CERNBox to continue expanding its capabilities towards a collaborative hub. In October 2018, the CERNBox service hit a record for storing 1 billion files. Figure 4 shows the evolution in number of files of the service and Figure 5 shows the increase in the raw volume used to store this amount of files.
This increased usage of the service implied a change in the infrastructure required to accommodate all these data. Section 3 describes the current challenges of the service.
Challenges
CERNBox is currently addressing the challenge of increasing its reliability and availability (see Section 3.1), being an integrator of different services to become a collaboration hub (see Section 3.2) and being the home directory service for all CERN users (see Section 3.3). Figure 6 shows the original architecture of the EOS instance used by CERNBox. In this model, all users are connected to the same management node (MGM), which holds the meta data in memory and user data is spread across the same pool of disk servers. In this deployment, the in-memory namespace is a single point of failure and when is down, all users are impacted. When this node crashes, the recovery time to have the instance up and running again can last up to two hours (the restart time is directly connected to the number of files 3 to be loaded in memory), which is not acceptable for a service that users depend on it seven days a week, twenty four hours a day (an improvement to reduce the impact was to leave the service in read only mode until the master node recovered).
Scaling-up storage
The new model brings various improvement over the previous one (refer to Figure 7 ). The first improvement is that users are sharded by their account name across different autonomous instances. The current deployment model consists of five instances each one accommodating five different letters (if a letter is congested it can be further split into smaller instances). This sharded approach allows the contention of failures to a subset of users.
Another improvement in the model is to replace the old in-memory namespace for a diskbased high available and reliable cluster, so in case the instance crashes the recovery time is minimum as metadata do not need to be loaded in memory before serving the connected clients. The disk-based cluster uses RocksDB as the technology for persisting the data in the local disk and uses the RAFT consensus algorithm[7] to ensure high availability in case of a node failure.
The migration of users from the old to the new architecture is done gradually. The first step consists in replicating the data from the old system to the new one; this step is run using rsync [2] over two fuse-mounted local directories. The next step is to gracefully close the connection for the user to perform a final rsync (final delta) to ensure the data on both system is identical. Once this step is completed, the user account is stored on an internal database (that keeps track of the migration status for all the users of the system) and the user access is restored into the new system. 4
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Collaborative platform
CERNBox started to integrate different services to become a collaboration hub. The vision for CERNBox is to become the main application for CERN users to perform their daily work. For achieving this goal the integration with existing work flows and services is necessary. Figure 8 shows and overview of the different Office-like services that CERNBox has integrated to facilitate the work for many users. The integration with Office 365 to provide users editing capabilities to Microsoft Office files (word, excel, powerpoint...) has been in production since May 2017. The integration with alternative back-ends like OnlyOffice and 5 Collabora has been prototyped and the OnlyOffice integration will be ready to beta testers before end of the year 2018.
CERNBox does not only integrate with office editing services like the ones described before but also with very powerful services like SWAN[8] [9] . SWAN (Service for Webbased ANalysis) is a CERN service that allows users to perform interactive data analysis in the cloud, in a "software as a service" model. The integration between CERNBox and SWAN (see Figure 9 ) is bidirectional. On one hand, CERNBox users can open their notebooks into SWAN without effort and have their changes synchronized back to their local computers using the CERNBox synchronization client. On the other hand, SWAN users have access to all their data stored in CERNBox and since recent times sharing of notebooks from the SWAN interface is also possible thanks to the sharing capabilities built in CERNBox. Figure 10 . Consolidated view for a home directory service using CERNBox use DFS, small and private experiments can have their own NFS deployment and personal computers usually use a local disk for storing the users data. The goal with CERNBox is to consolidate all these different home directory use cases into only one service that can be accessed from any platform satisfying most of the requirements of the systems currently running. The migration from DFS is being tested for a subset of users and the migration from AFS is planned for beginning of 2019.
Unified home directory service

Conclusion
CERNBox plays a key role into the future home directory of CERN and its increase usage over the last years shows that the service has been well adopted by the users, becoming essential in everyday working routing. This usage is also a consequence of the integrations made with other services and it is an area to be further explored in the future.
