SUPPLEMENT TO "NEARLY EFFICIENT LIKELIHOOD RATIO TESTS OF THE UNIT ROOT HYPOTHESIS" (Econometrica, Vol. 80, No. 5, September 2012 , 2321 -2332 BY MICHAEL JANSSON AND MORTEN ØRREGAARD NIELSEN A.1. MONTE CARLO SIMULATIONS TO ASSESS THE FINITE SAMPLE PROPERTIES of the likelihood ratio test, we conduct a small Monte Carlo experiment. For specificity, and because the presence of a negative moving average component is known to be problematic in unit root testing, we consider a data generating process (DGP) of the form y t = ρy t−1 + u t u t = ε t + θε t−1 (A1) where y 0 = 0, ε t ∼ i.i.d. N (0 1), and θ ∈ {0 00 −0 25 −0 50 −0 75}. For each of 10 6 replications, we simulate the model with sample sizes T ∈ {100 250}. The parameter ρ is set so that ρ = 1 + c/T , with c ∈ {0 −5 −30} in the constant mean case and c ∈ {0 −7 5 −45} in the linear trend case. In the simulations, the likelihood ratio test LR d T is compared with the DF-GLS test of Elliott, Rothenberg, and Stock (1996) and with the modified point optimal MP-GLS test of Ng and Perron (2001) . All three tests use the lag length chosen by the Modified Akaike Information Criterion of Perron and Qu (2007) applied to the DF-GLS regression. The results of the simulations are presented in Tables A.I-A.IV. Tables A.I and A.II report rejection rates and size-corrected power, respectively, for the constant mean case. The corresponding results for the linear trend case are reported in Tables A.III and A.IV. In both the constant mean and linear trend cases, the relative performance of the three tests can be summarized as follows. The MP-GLS test has excellent size properties, but it is very conservative and inferior to the other tests in terms of (raw and size-adjusted) power. The DF-GLS and likelihood ratio tests are both somewhat oversized when θ = −0 75 but exhibit only very slight size distortions for |θ| ≤ 0 5. In the latter range, the likelihood ratio test is superior in terms of power, and in some cases the difference is quite substantial, for example, for T = 250 and θ = −0 50. On the basis of these results, our tentative conclusion is that when size control in the presence of a large negative moving average component is the only concern, the MP-GLS test remains attractive. On the other hand, the likelihood ratio test is attractive when at most a moderate negative moving average component is suspected, in which case it offers substantial power gains over both the MP-GLS and DF-GLS tests without sacrificing size control. Ng and Perron (2001) using 10 6 replications of the model (A1) allowing only for a constant mean. The entries for ρ = 1 00 are the simulated sizes of the tests. All three tests use the MAIC of Perron and Qu (2007) to select lag length. Ng and Perron (2001) using 10 6 replications of the model (A1) allowing for a linear trend. The entries for ρ = 1 00 are the simulated sizes of the tests. All three tests use the MAIC of Perron and Qu (2007) to select lag length. Ng and Perron (2001) using 10 6 replications of the model (A1) allowing for a linear trend. All three tests use the MAIC of Perron and Qu (2007) to select lag length.
