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The instability of a liquid microjet was used to measure the dynamic surface tension of liquids at the
surface ages of ≤1 ms using confocal microscopy. The reflected light from a laser beam at normal
incidence to the jet surface is linear in the displacement of the surface near the confocal position,
leading to a radial resolution of 4 nm and a dynamic range of 4 μm in the surface position, thus
permitting the measurement of amplitude of oscillation at the very early stage of jet instability. For
larger oscillations outside the linear region of the confocal response, the swell and neck position
of the jet can be located separately and the amplitude of oscillation determined with an accuracy
of 0.2 μm. The growth rate of periodically perturbed water and ethanol/water mixture jets with a
100-μm diameter nozzle and mean velocity of 5.7 m s−1 has been measured. The dynamic surface
tension was determined from the growth rate of the instability with a linear, axisymmetric, constant
property model. Synchronisation of the confocal imaging system with the perturbation applied to the
jet permitted a detailed study of the temporal evolution of the neck into a ligament and eventually
into a satellite drop. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4734017]
I. INTRODUCTION
The formation of drops from streams of liquid has fas-
cinated natural scientists for centuries. The capillary insta-
bility that leads to the breakup of a liquid stream has been
exploited in many industrial and agricultural processes, in-
cluding inkjet printing, spraying, and fiber spinning.1 Lord
Rayleigh first pointed out that the instability is caused by
surface tension working against inertia. In his linear insta-
bility analysis, Rayleigh showed that for a cylindrical jet of
an incompressible inviscid liquid, axisymmetric surface os-
cillations grow exponentially in time when the wavelength
λ of the oscillation is greater than the circumference of the
undisturbed jet.2, 3 This oscillation leads to breakup of the jet
into drops. Much theoretical and experimental work has since
been done on the capillary instability, especially in the vicin-
ity of breakup where the dynamics are nonlinear.1 It is not yet
possible to describe fully the jet dynamics under various fluid
conditions and further development of theoretical models and
experimental techniques with higher spatial and temporal res-
olution is ongoing.
The most common experimental setup for studying drop
formation in a fast-moving jet is a stroboscopic method where
pulsed illumination is synchronised with drop generation.4
The typical light duration of 1 μs causes blurring for a jet
speed of the order of 10 m s−1 and a drop size of a few tens of
micrometers. A single-flash imaging technique has been re-
ported in which a 20-ns flash light with high intensity gives
a frozen image with much less blur.5 Ultrafast laser pulses
can also be used in principle to freeze the motion of the jet.6, 7
The stroboscopic technique requires high drop reproducibility
in order to provide a pseudo-sequence of images for the study
of the drop formation. Alternatively, high speed cameras can
be used to study the evolution of single drops. A camera with
a CMOS sensor allows individual access and readout of chips
and gives a typical frame rate of a few thousand frames per
second for a resolution of 1 × 106 pixels.7, 8 CCD cameras
with an in situ storage image sensor can yield a frame rate of
1 × 106 pixels per second with superior image quality.9, 10 Re-
cent advances in the speed and resolution of jet imaging have
followed on the heels of improvements in sensor and camera
technology. A conventional microscope is, however, invari-
ably used to magnify the image of micrometer-sized jets or
drops. The spatial lateral resolution RL depends on the opti-
cal system and is diffraction limited to 0.61λL/NA, while λL
is the wavelength of the illumination and NA is the numeri-
cal aperture of the objective lens. For a typical setup using an
objective lens with NA of 0.1 and white light illumination, RL
≈ 3 μm. In this paper, we demonstrate that confocal imaging
permits the study of jet instability with much higher spatial
resolution. The temporal resolution of a confocal imaging sys-
tem is limited by the response time of the photomultiplier tube
and by the oscilloscope bandwidth, typically to 1 ns. Confocal
imaging is simple and inexpensive to set up and is a valuable
complementary tool to conventional imaging.
In confocal microscopy, invented by Minsky in 1957, a
pinhole is placed conjugate to the focus of the objective lens
so that blurring of the image by out-of-focus signal is ef-
ficiently suppressed.11 Confocal microscopy is now widely
used as a non-invasive method for generating images of three-
dimensional objects.12, 13 A confocal microscope has a lateral
resolution 30% better than a conventional one, i.e., RL-confocal
= 0.44 λL/NA.12 Its depth discrimination also provides us
with a method to profile surface roughness with nanometer
resolution by both interferometric14 and non-interferometric
methods.15 Here, we use confocal imaging to determine the
surface profile of a periodically disturbed jet, from nozzle to
breakup. The growth rate of the Rayleigh instability is then
used to deduce the dynamic surface tension (DST) of the
liquid, following an existing linear, axisymmetric, constant-
property model. We validate the measurement technique with
ultra-high quality water and ethanol, for which the surface
tension may be assumed to be independent of surface age
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FIG. 1. Schematic of experimental setup for jet instability measurement. SLD: superluminescent diode; BS: beamsplitter; IF: interference filter; PMT: photo-
multiplier tube; Amp: amplifier. S/I: signal-in; S/O: signal-out; T/I: trigger-in; G/O: gate-out.
on any timescale relevant to isothermal liquid jets, and on
ethanol/water mixtures. Preliminary data on surfactant solu-
tions, in which the DST cannot be assumed to be constant,
have recently been presented.16 We also show that confocal
microscopy can be used to investigate the temporal evolution
of a ligament as it evolves from a neck into a satellite drop.
II. EXPERIMENTAL APPARATUS
Figure 1 shows a schematic of the experimental appara-
tus for the measurement of jet instabilities. The pressurised
liquid is fed from a 200-ml reservoir into a dispenser head
(MJ-K-301, Microdrop Technologies GmbH) with a micro-
valve designed to switch the flow on and off. A pressure con-
trol unit (MJ-E-130, Microdrop Technologies GmbH) and a
liquid pump are adjusted to keep the reservoir liquid volume
constant so as to guarantee a constant liquid flow rate. A lam-
inar jet emerges vertically from the dispenser head with a cir-
cular funnel-shaped glass nozzle of 100-μm internal diame-
ter (Fig. 2) into free air with a room temperature of 22 ◦C.
For a reservoir pressure of 0.3 bar, the aqueous jet runs at
a mean speed of 5.7 m s−1. The jet is mounted on a 3-axis
motorised, translation stage with an actuator travel range of
12.5 mm and an accuracy of 0.2 μm. A transistor-transistor
logic (TTL) signal is applied to the valve control inside the
dispenser head with a frequency of 10–12 kHz. The valve
opens fully when the TTL signal level is high but can only
close partially when the TTL signal is low because the applied
signal changes faster than the response time of the valve. The
control value therefore provides a periodic perturbation on the
jet. The mean speed of the jet with the applied perturbation is
∼98% of that of the unperturbed jet (dc control signal) under
the same pressure. The initial perturbation amplitude of the
jet (see later) is much smaller than the jet radius and is well
within the linear regime.
The jetting fluid was ultrapure water (Milli-Q A-10,
Millipore), analytical grade ethanol (>99.9% Fisher) and
ethanol-water mixtures (5%, 10%, 20%, 50% ethanol by
weight). The densities of the samples were obtained from
Perry’s Chemical Engineer Handbook where the values at
22 ◦C were extrapolated from the value of 20 ◦C and 25 ◦C.
The viscosity was measured with a Cannon-Ubbelohde
viscometer with a viscosity range of 0.8–4 mPa s. The equi-
librium surface tension of the samples was measured by drop-
shape analysis (FTA 200, First Ten Ångstroms).
Confocal and conventional imaging systems share the
same objective and tube lenses, with a flip mirror to switch be-
tween the two modes. A superluminescent diode (SLD, New-
port SLD830-15-50-P) with peak emission at λL = 860 nm
and power of 15 mW is used as a light source for confocal
imaging. The output from a single-mode fiber with an angled
physical contact is coupled to a fiber collimator and expanded
to a diameter of 7.1 mm. The light is focused onto the jet
through an infinity corrected, long working distance (WD),
objective lens (WD = 17 mm, NA = 0.3, clear aperture
= 6.3 mm). The backscattered light from the sample is
(a) (b)
FIG. 2. Images of nozzle with an internal diameter of 100 μm obtained by
conventional imaging with an objective lens with a NA of (a) 0.1, (b) 0.3.
(Inset in (b)) Unperturbed liquid jet with the mean velocity of 5.7 m s−1.
Scale bars (a) 200 μm and (b) 100 μm.
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collected by the same objective and then focused onto a 40-
μm diameter pinhole through a tube lens with a focal length
of 20 cm. The pinhole size matches the Airy disc of the fo-
cusing beam (radius = 34 μm) to achieve the best signal-to-
noise ratio. The pinhole is positioned conjugate to the focus
of the objective lens so that the signals that arise from the fo-
cus pass through the pinhole and the signals from the out-of-
focus regions are largely blocked. The signal is detected by a
photomultiplier tube (Hamamatsu H5783-20), electronically
amplified with a home-built, wide bandwidth (dc–50 MHz)
amplifier (gain of 60 dB) and sent to a gate generator (Stan-
ford Research SR250). The gate generator is triggered by the
signal generator. The output from the gate generator shows
the exact timing relation of the sample gate with respect to
the detected jet signal which are both sent to an oscilloscope
(LeCroy 9304A, 200 MHz) for data processing.
For conventional imaging, an illuminator (Leica CLS
100) is used as light source with a spot size of 5-mm diame-
ter on the jet. A fast shutter speed CCD camera (Jai M10SX)
with a minimum exposure time of 1 μs records the bright-field
image of the jet with single shot. Fine adjustment of the fre-
quency of the signal generator close to the multiple of CCD
frame rate yields a pseudo-sequence of images showing the
evolution of drop formation.
III. METHODS AND EXPERIMENTAL RESULTS
A. Visualisation techniques
For conventional imaging, the objective NA of 0.3 yields
a lateral resolution of 1 μm. Images of the 100-μm diameter
orifice and unperturbed water jet (mean velocity of 5.7 m s−1)
emerging from the nozzle are shown in Fig. 2(b). The imag-
ing system is calibrated with a graticule. The diameter of the
nozzle is 100 μm in agreement with the manufacturer’s spec-
ification. The profile of the surface of the jet near the nozzle
derived from Fig. 2(b) is shown in Fig. 3. The nozzle plate is
defined as z = 0 with z increasing down the jet. The jet di-
ameter at the nozzle is ∼155 μm (in the presence of wetting)
and contracts to a constant diameter of 103 μm, slightly larger
than the nozzle diameter.














FIG. 3. Surface profile of unperturbed jet near the nozzle, obtained by con-
ventional imaging. u0 = 5.7 m s−1.

























FIG. 4. Confocal response of a mirror (dashed) and an unperturbed water jet
(solid) measured at the distance from nozzle z = 1.0 mm. Z0 is the coordinate
along the optical axis of the confocal imaging system. The inset is a zoom-in
of the axial response of the jet (points) with an asymmetric double sigmoidal
fit (solid line).
The solid line in Fig. 4 shows the confocal response as
the jet is scanned in a horizontal plane along the optical axis,
Zo, of the laser beam, at a vertical jet position of z = 1 mm.
The three peaks from left to right correspond to the front sur-
face, centre, and rear surface of the jet. The full width at half
maximum (FWHM) of the detector response from the front
surface of the jet when the jet is translated along the optical
axis scan is 13.1 μm, which is slightly larger than the value of
11.2 μm measured from a planar mirror (dashed line in Fig. 4)
due to the curved surface of the jet. The theoretical FWHM of
the idealised confocal system with an infinitely small pinhole
is ∼λL/NA2 = 9.5 μm. With an asymmetric double sigmoidal
fit to the axial response curve, the position of the surface can
be determined at the peak with a resolution of 0.1 μm (see
inset in Fig. 4). The accuracy to which the surface can be lo-
cated is therefore limited to the repeatability of the translation
stages (0.2 μm).
To achieve a higher resolution in surface profiling, the
quasi-linear slope of the confocal response with respect to po-
sition along the optical axis can be used. Figure 5 shows that
the time-averaged detector signal is well approximated by a
linear function of Zo over a range of −7 to −4 μm from the
front surface reflection. Within this linear range, the displace-
ment D between two surfaces is proportional to the intensity
difference of the detected signals I, i.e., D = I/S, where
S is the gradient of the plot in Fig. 5 with fitted value of 50.5
± 0.1 mV μm−1. The resolution is limited by the mechani-
cal stability of the nozzle, fluctuation of the light source, and
electronic noise.
B. Determination of flow velocity uniformity
In Rayleigh’s linear stability analysis, the jet is assumed
initially to have a uniform velocity profile (plug flow). Bohr
estimated the rate at which the difference in velocity be-
tween the centre and surface of the jet disappears.17 The ini-
tial velocity profile of a jet has a considerable effect on the
jet breakup length: free falling jets with a fully developed
parabolic initial velocity profile have greater kinetic energy
073104-4 Yang, Adamson, and Bain Rev. Sci. Instrum. 83, 073104 (2012)





















FIG. 5. Oscillation of a perturbed jet as a function of time (upper scale) at
z = 1 mm (small amplitude wave) and z = 2 mm (large amplitude wave).
Quasi-linear confocal response (points) of an unperturbed jet as a function of
the position of the surface along the optical axis (lower scale) and a linear fit
(dashed-dotted line), f = 11.8 kHz.
and are less stable and therefore shorter than jets with plug
flow at the same mean flow rate.18 On the contrary, for oscil-
lating jets the growth of the surface instability in a jet with a
non-uniform velocity is damped and thus breakup is later than
in jets with uniform velocity.19–21
In order to validate the growth rate and dynamic surface
tension measurements, we need to know whether the jet is in
the plug flow regime. We have previously used laser Doppler
velocimetry with two crossed laser beams to measure the ve-
locity profile in mm-diameter jets22 but this method is not
easily extendable to our present jet since the nozzle head ob-
scures one of the beams. The approach we adopt here is to
measure the temporal profiles of the scattered light from small
particles seeded in the jet as the particles pass through a fo-
cused laser beam. A confocal pinhole is used to provide spa-
tial resolution in the radial coordinate of the jet (i.e., the axial
coordinate of the confocal microscope). The FWHM of the
temporal profile t is inversely proportional to the velocity
of the scattering particle and can be calibrated from measure-
ments at large z where the velocity profile is fully relaxed.
Figure 6 shows the schematic of the optical setup. Colli-
mated light from the SLD was gently focused onto the jet at
an angle of 75◦ to the optical axis of the confocal microscope
through an objective lens (NA = 0.1) with a beam waist at the
focus of 5 μm. A higher NA objective lens (NA = 0.3) col-
lects the light scattered by the seed particles through the con-
focal imaging system. The seed particles were rutile (TiO2)
surface-treated with alumina-polyol (Kemira RODI) with a
mean crystal size from transmission electron microscopy of
240 nm and a concentration of a few mg l−1 in water. The
seed particles had no observable influence on the fluid surface
tension and jet breakup. Figure 7 showed a typical temporal
profile of the light scattered by a seed particle averaged over
200 events. The acquisition time was ∼2 min.
The probe volume is defined by the overlap region of the
two objective lenses. To optimize the overlap of the foci, we
first pass the laser beam through the collection objective and
use the confocal imaging property to locate the focus on the
Jet movement 




Illumination from low NA
objective lens
FIG. 6. Top view of geometry used to measure the jet velocity profile. A
low NA objective lens, angled at 75◦ to the optical axis of the confocal mi-
croscope, is used for illumination. A high NA objective is used to detect the
temporal profile of the light from a scattering particle.
surface. We then pass the laser beam through the illumina-
tion objective and adjust the position in order to maximize the
frequency of scattering events and minimize the width of the
temporal profile from a scattering particle.
Figure 8 plots t as a function of depth below the surface
and distance from the nozzle for two jets with mean velocities
of 5.7 m s−1 and 8.0 m s−1. Note that at high z, where both jets
are expected to show plug flow, t decreases with increasing
depth below the surface. This trend arises from refraction of
the illuminating beam by the surface of the jet: the nearer the
illuminating laser is to the surface, the larger is the aberration
due to refraction and the larger is the illuminated volume. The
illumination geometry is independent of z, except in the im-
mediate vicinity of the nozzle where the jet is still contracting
(z < 50 μm). Therefore, the values of t at large z, where the
velocity profile is known, can be used to generate calibration
factors for the velocity profiles at all z > 50 μm. The depth
resolution varies from 10 μm at the surface to 5 μm near the
centre of the jet. Inspection of Fig. 8(a) shows that for the
lower velocity jet, the velocity profile is independent of z for z
> 1 mm, but that there is a small acceleration of the surface at
lower z (larger t corresponds to a lower velocity). For the
higher velocity jet [Fig. 8(b)], the velocity profile is inde-
pendent of z, i.e., any deviations from plug flow are within












FIG. 7. Temporal profile of the scattered light from a seed particle averaged
over 200 events. The FWHM of the pulse, t, is inversely proportional to the
fluid velocity within the confocal volume.
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FIG. 8. Full width at half maximum, t, of the scattering from seed parti-
cles in an unperturbed jet as function of distance, z, from the nozzle for radial
positions of 51.5 μm (), 40.5 μm (), 35.5 μm (●), 30.5 μm (©),
26.5 μm (), 21.5 μm (), 17.5 μm (), and 8.5 μm (). (a) u0 = 5.7 m s−1,
P = 30 kPa; (b) u0 = 8.0 m s−1, P = 60 kPa.
experimental precision. The data presented subsequently were
acquired with a mean jet velocity u0 of 5.7 m s−1. We can
therefore reliably assume plug flow for z > 1 mm.
C. Growth rate measurement
Figure 9 shows conventional images of the water jet with
a perturbation frequency, f = 11.8 kHz and wavelength of
the induced perturbation, λ = 480 μm. A 0.1 NA objective
lens was used to increase the field of view. The perturbation
applied to the flow rate generates swells and necks. As the
Laplace pressure varies inversely as the radius of curvature
of the jet, the internal pressure increases at the neck and de-
creases at the swell, causing the fluid to flow from the neck to
the swell. This flow exacerbates the instability and eventually
causes the jet to break at the neck and form drops. According
to Rayleigh’s linear stability analysis, the radial displacement
δ of a cylindrical jet of an incompressible inviscid liquid sub-
ject to infinitesimal axisymmetric oscillations of the surface
grows exponentially if 2πa/λ < 1, where a is the radius of the
unperturbed jet and λ is the wavelength of the perturbation. It
has the form of
δ(z, t) = δ cos[k(z − u0t)] = δ0eαt cos[k(z − u0t)], (1)
FIG. 9. Images that are conventionally used to determine the growth rate of
the jet: (a) and (b) have an exposure time of 1 μs and are separated by an
interval of 42 μs. f = 11.8 kHz. λ = 480 μm. (c) Overlay of many instan-
taneous images of an oscillating jet with an exposure time of 50 ms. Images
have same magnification with a scale bar in (c) of 100 μm. The sketched lens
and beams in (a) and (b) focusing on the surface of the swell and the neck
illustrate how the growth rate of the jet is determined by confocal microscopy.
where δ0 is the initial amplitude of the disturbance, u0 = λf is
the jet velocity, α is the growth rate coefficient, and wavenum-
ber k = 2π /λ. Weber deduced a dispersion relation between α





















(1 − k2a2), (2)
where l2 = k2 + α/ν; ν = μ/ρ; ρ, μ and σ denote the fluid
density, viscosity, and surface tension; I0 and I1 are hyperbolic
Bessel functions of the first kind of order 0 and 1. For ka <
1, I0(ka) ≈ 1, I1(ka) ≈ ka/2, and l 	 k. Equation (2) then
reduces to a simplified quadratic equation
α2 + 3ανk2 − σ (ka)
2
2ρa3
(1 − (ka)2) = 0. (3)
When the liquid viscosity vanishes, Eq. (2) reduces to







Taking the physical properties of water (ρ = 998 kg m−3,
μ = 0.955 × 10−3 Pa s and σ = 72.44 mN m−1 at temperature
of 22 ◦C) and a jet diameter of 103 μm, we obtain the growth
rate α as a function of reduced wavenumber ka from Eq. (2),
shown in Fig. 10 as a solid line with a maximum growth rate
at ka = 0.685. The solution from Eq. (4) (assuming μ = 0) is
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FIG. 10. Growth rate, α, of a water jet as a function of reduced wavenumber,
ka calculated from Eq. (2) (solid line) for a viscous liquid and from Eq. (4)
(dotted line) for an inviscid liquid. The open circles are determined from
experiments in which the perturbation frequency was varied at a fixed
u0 = 5.7 m s−1.
also shown in Fig. 10 as a dotted line with a maximum growth
rate at ka = 0.697 for comparison.
We are certainly not the first to measure the growth rate
of the Rayleigh instability in liquid jets. Donnelly and Glaber-
son derived the growth rate by measuring the amplitude, δ,
of successive oscillations, from half of the difference in ra-
dius difference between neighboring swell and neck, where
the surface age, τ , is related to the distance from the nozzle
by τ = z/u0.24 They showed that the perturbation grows ex-
ponentially to within one wavelength of the disengagement
of the drop from the jet. The growth rate was within 10% of
the value predicted by Rayleigh’s linear theory. Bellizia et al.
pointed out that in order to remove second-order effects on
the growth rate measurement, the radius of necks and swells
should have been measured at the same axial location, z, on
the jet,25 which is not possible with frozen images of the type
shown in Figs. 9(a) and 9(b). They demonstrated that such
a measurement is achievable with a “non-strobed” image of
perturbed jet captured by the camera over a period of time.
We show the method in Fig. 9(c), where the image displays
two contours of which the outer one envelops the swells and
inner one envelops the necks. To calculate the growth rate,
several points along the jet are picked and half of the differ-
ence in radius between the corresponding neck and swell, de-
fined as the oscillating amplitude, is determined. The two con-
tours in Fig. 9(c) show poor image contrast, however, which
will induce an error of several micrometers in the amplitude
of oscillation and hence cause uncertainty in the growth rate.
From Fig. 9(c), we see that the separation of the two contours
is only distinguishable from the seventh wavelength counted
from the nozzle. As our jet exhibits plug flow after two wave-
lengths from the nozzle, we would lose information that could
be used to determine the growth rate and surface tension more
accurately.
With the confocal imaging system, we are able to mea-
sure δ from its very early stage with a precision of better than
4 nm, as we show below. This increased precision reduces the
uncertainty in the growth rate measurement and makes the
derived DST more reliable. It also makes it easier to detect
FIG. 11. Jet oscillation amplitude measured by three methods: CF1 (),
CF1+FFT (), and CF2 (©). f = 10.3 kHz, λ = 473 μm. The solid line
is a linear fit to data for 2.5 mm ≤ z ≤ 3.9 mm.
deviations from the theoretical predictions. The experimental
approach is as follows. When the surface displacement of the
corresponding neck and swell is ≤ 3 μm, which is normally
the case for the first four wavelengths in our jet, we displace
the front surface of the jet from the focal plane of the ob-
jective lens such that both the neck and swell are within the
quasi-linear intensity response range (the dynamic range) of
the confocal system. We keep the centre line of the wave in
the middle of the confocal linear regime. The oscillating wave
is detected in the time domain as shown in Fig. 5. The crest
and trough of the sinusoidal wave correspond to the swell and
neck for the same jet axial position, respectively. The unifor-
mity of the wave indicates the good reproducibility of the os-
cillating jet. The amplitude of oscillation δ, can be readily
derived from I/2S, where I is the intensity difference be-
tween crest and trough. Figure 11 shows values of 2δ mea-
sured from z = 1.4 to 3.1 mm by this method, indicated as
CF1. Each measurement is taken from a signal averaged over
100 sweeps. We actually measured the displacement of the
swell and neck beyond the confocal dynamic range of 3 μm
(up to 7 μm) in order to check the validity of the method and
compare it with other methods below. While we measure the
intensity difference between crest and trough, we also record
the fast Fourier Transform (FFT) amplitude of the fundamen-
tal signal averaged over 50 sweeps from the oscilloscope. For
an ideal sinusoidal oscillation, the FFT amplitude is propor-
tional to the oscillation amplitude. We calibrate the FFT signal
against 2δ obtained by method CF1 within the confocal linear
regime. These values of the oscillation amplitude are shown in
Fig. 11 and labeled as CF1+FFT. The conversion factor from
the amplitude of the FFT signal at the perturbation frequency
and the oscillation amplitude, 2δ, is 89 nm/mV in our setup.
As the background noise in the FFT is 20 μV, the CF1+FFT
method could provide us the resolution of the displacement,
2δ, as small as 4 nm for a signal to noise ratio of 2. Near the
nozzle, for z ≤ 1.5 mm, we noticed that harmonics are present
in the FFT signal with the amplitude of the perturbation at the
second harmonic comparable to the fundamental oscillation.
However, the harmonics does not grow in the linear instabil-
ity regime, the fundamental oscillation starts to dominate af-
ter z ≈ 1.6 mm and gives very good agreement between the
measurements in both frequency and time domains. When 2δ
exceeds the dynamic range of 3 μm, the discrepancy between
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FIG. 12. Simulation of oscillation amplitude by CF1 () and CF1+FFT
(©). The simulation is based on a sinusoidal wave with amplitude of δ falling
into the confocal response regime with unperturbed surface at Z0 = −5.4 μm.
(Inset) Experimental confocal response curve (light grey line) and Gaussian
fit (black line).
the two methods gets larger. We simulated the discrepancy
between the two methods based on a sinusoidal wave with
amplitude of δ falling within the confocal response regime for
the unperturbed surface at Z0 = −5.4 μm. We convert the dis-
placement into a detected intensity using a Gaussian fit to the
confocal response curve, shown in Fig. 12 inset. The inten-
sity difference, I, between the crest and trough of the wave
can be derived from the imposed waveform and then com-
pared with the value obtained by the two methods, CF1 and
CF1+FFT. For CF1, the apparent value of 2δ is obtained from
I/S where the slope S has a fixed value of 25.38 mV/μm ob-
tained from a linear fit to the confocal response curve. For
CF1+FFT, we simply take the FFT of the simulated light in-
tensity and take the amplitude at the fundamental frequency.
FFT amplitude agrees well with that of CF1 when 2δ ≤ 3 μm.
As expected both methods become less accurate as the oscil-
lation amplitude increases beyond the confocal linear regime,
shown in Fig. 12. However, for 2δ = 4 μm, the error is
40 nm for CF1+FFT and 0.1 μm for CF1. This analysis al-
lows us to extend the dynamic range from 3 μm to 4 μm using
CF1+FFT method with an error of 1% in the value of δ.
When 2δ exceeds 4 μm, we have to adopt a new method
for measuring the oscillation amplitude, which we do by lo-
cating the swell and neck confocally. The jet is translated
along the optical axis of the confocal imaging system until
the reflected signal from either the swell or the neck is maxi-
mized. Figure 13(a) shows the temporal response of the con-
focal signal when the microscope is focused on the swell. The
peaks correspond to the appearance of the swell, the dips be-
tween the peaks to the necks. The delay on the gate output
from boxcar was adjusted once so that t = 0 corresponds to
the location of a swell. As we move upstream or downstream
in multiples of the wavelength, the swell is always located at t
= 0 within the linear regime, and this actually provides us
with an accurate way of measuring the wavelength of the
oscillation. As the amplitude of oscillation increases down-
stream of the nozzle, the peaks when the laser is focused on
the swell become stronger and sharper as a result of the in-
creasing curvature of the jet; conversely, the neck signal gets
weaker due to the depth discrimination of a confocal micro-
scope. Figure 13(b) shows the temporal profile when the con-
focal imaging system is focused on the neck, for the same
FIG. 13. Confocal signals when focusing on the swell (a) or the neck
(b) at different axial position along the liquid jet: z = 2.00 mm (upper
trace), 2.96 mm (middle trace), and 3.92 mm (lower trace). u0 = 5.7 m s−1;
f = 11.8 kHz.
values of z. There is a phase difference of π between the
swell and the neck, as one would expect in the linear insta-
bility regime.
When we scan the oscillating jet along the optical axis of
the confocal imaging system, we obtain the confocal response
curve shown in the inset to Fig. 14. The timebase of the oscil-
loscope and speed of the stage are adjusted to avoid aliasing
of the wave. The top envelope of the signal from the confo-
cal pinhole is extracted as shown in the main graph in Fig. 14
and a polynomial is fitted to the two maxima to obtain the lo-
cations of the swell and the neck, respectively. The displace-
ment, 2δ, between the swell and neck can be determined with
an accuracy of 0.2 μm. We refer to this method as CF2. The
values of 2δ obtained by CF2 are plotted against z in Fig. 11
and may be compared with CF1 and CF1+FFT. The main ex-
perimental error in CF2 arises from fluctuations in the jet. The
measurements of 2δ by CF1, CF1+FFT and CF2 agree well
at 2δ ≈ 4.6 μm. For 2δ ≈ 5.6 μm, CF1+FFT and CF2 still
show good agreement while CF1 underestimates the ampli-
tude of oscillation. As noted earlier, CF1+FFT is unreliable
for 2δ > 6 μm.
Figure 11 plots values of 2δ as a function of z (on
a semi-log plot) over two orders of magnitude in the
FIG. 14. Principle of the determination of the displacement of swell and neck
by confocal scan method CF2. (Inset) Confocal response from the oscillating
jet. Dotted line: top envelope of the response curves. The leftmost peak cor-
responds to the location of the swell and the rightmost peak to the neck. Solid
line: polynomial fitting of the top envelope.
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oscillation amplitude. From Eq. (1), the slope of this curve
is equal to log10(e) × α/u0, (where α is the growth rate and u0
= z/t the jet velocity) and is expected to be independent of z
for a jet of constant velocity. While the data are accurately lin-
ear from z = 2.5–4.5 mm where 2δ = 3–50 μm, they clearly
show a lower slope from z = 1.5 to 2.5 mm. The reason for
this deviation from theory is unclear since the data in Fig. 8
show that the jet velocity is fully relaxed in this region.
In our experiments, we are measuring the growth of the
instability in space but applying a model for the growth in
time. Keller et al. have shown that the error of this approach
is of the order of β−2, where β = u0(ρa/σ )0.5.26 This analy-
sis implies that a higher jet speed will give a better agreement
between spatial and temporal instabilities. The highest speed
for a 100 μm diameter jet running at wavenumber of 0.68 and
perturbation frequency at its resonance of 11.8 kHz is 5.7 m
s−1 which for a water jet gives β = 4.8, which is larger than
the threshold of 3 suggested by Keller et al. We measured the
growth rate of water jet for various values of ka, by varia-
tion of the jet perturbation frequency with fixed jet velocity of
5.7 m s−1 for 2δ = 6–60 μm. The growth rates are showed in
Fig. 10. The measured values are in good agreement with We-
ber’s theoretical predictions. We note that for those wavenum-
bers lying near the maximum in Weber’s curve, the difference
in the measured growth rate is almost indistinguishable. Nev-
ertheless, different perturbation frequencies give different in-
stability growth at the early stage (2δ < 4 μm) leading to
different jet break-off. The resonant frequency of 11.8 kHz
gives the shortest break-off length. In the following surface
tension measurement, we fixed the perturbation frequency to
11.8 kHz and jet speed to 5.7 m s−1.
D. Surface tension determination
Equation (2) relates the surface tension to the growth rate
and physical parameters of the liquid jet. Figure 15 shows
growth rate measurements on ethanol/ water mixtures for 2δ
= 6–60 μm. Table I lists the density, low shear viscosity,
growth rate, dynamic surface tension, σ dyn, and equilibrium
surface tension, σ eq, of the different mixtures. Equation (2)
was used to determine σ dyn from the slopes of the graphs of
the amplitude of oscillation against z in Fig. 15. The mean
surface age (defined as τ = z/u0 where z is measured at the
middle of the linear part of the experimental data) lies in the
range of 0.6–0.9 ms. The measured jet diameter of 103 μm
FIG. 15. Oscillation amplitude of ethanol/water binary mixtures: water (),
5% (©), 10% (●), 20% (), 50% (), and 100% ethanol (). f = 11.8 kHz.
λ = 480 μm. T = 22 ◦C.
and growth rate of 7665 ± 80 s−1 were used to obtain the
surface tension of water of 72.6 ± 1.5 mN m−1, in excellent
agreement with the static value. The dynamic surface tension
of pure ethanol and of 5% and 10% ethanol/water mixtures
also agree to within experimental error with the equilibrium
values. The main uncertainty in the determination of the DST
comes from the uncertainty in the growth rate measurement,
which is 1%–2%. The quadratic term is the largest term in
Eq. (2), so the error in the surface tension is twice as large.
The largest errors arise in liquids with the smallest surface
tensions, with the result that the uncertainty in σ dyn is roughly
constant at 1.2–1.4 mN m−1. It is worth noting the sensitivity
of the DST to the jet diameter: a 1% error in the jet diameter
leads to a 3% error in the DST. The unperturbed jet diameter
was indistinguishable for all the water/ethanol solutions, but
with an imaging resolution of ±0.5 μm a systematic error of
up to 2% is possible.
For the 20% and 50% ethanol/ water mixtures, the devi-
ation of the DST from the equilibrium value is significantly
larger than the errors in the measurements: 4.7 mN m−1 and
6.5 mN m−1, respectively. The growth rate measurements are
reproducible: for example, two independent measurements of
50% ethanol/water mixtures yielded values of σ dyn = 34.6
± 1.5 and 33.5 ± 1.5 mN m−1. There are, a priori, three
plausible explanations for the discrepancy between σ dyn and
σ eq: concentration gradients in the jet, evaporative cooling
and non-Newtonian fluid dynamics.
First, we consider the possibility that differential evapo-
ration of ethanol and water leads to a surface composition that
TABLE I. Properties of liquid jets and derived values of the dynamic surface tension for ethanol/water mixtures.
Ethanol/water
concentration
wt. % Mole fraction ρ μ α Surface age σ dyn σ eq σ dyn−σ eq
ethanol XEb (103 kg m−3) (mPa s) (s−1) (ms) (mN m−1) (±0.5 mN m−1) (mN m−1)
0 0 0.998 0.96 7665 ± 80 0.6 72.6 ± 1.5 72.4 0.2 ± 1.5
5 0.020 0.989 1.28 6835 ± 80 0.7 58.7 ± 1.4 57.0 1.7 ± 1.4
10 0.042 0.981 1.62 6200 ± 85 0.8 49.6 ± 1.4 48.6 1.0 ± 1.4
20 0.089 0.968 2.20 5800 ± 80 0.8 45.2 ± 1.3 40.5 4.7 ± 1.3
50 0.281 0.910 2.39 5115 ± 90 0.9 34.6 ± 1.2 28.1 6.5 ± 1.2
100 1 0.787 1.14 4742 ± 90 0.9 23.7 ± 1.2 22.3 1.4 ± 1.2
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differs from the bulk composition, and hence has a higher sur-
face tension. Due to the complexity of the jet hydrodynam-
ics and aerodynamics, we use an evaporation law for a free
falling droplet to estimate the effect of evaporation on the be-
havior of oscillating liquid jets. Fuchs derived an expression





= 8DvaMwP v(1 − φ)
RTρ
(
1 + 0.3 Re 12 Sc 13
)
, (5)
where D is the droplet diameter; Dva is the diffu-
sion coefficient of the vapour in air, i.e., 2.6 × 10−5
and 1.3 × 10−5 m2 s−1 for water and ethanol,
respectively; Mw is the molecular weight; Pv is the equilib-
rium vapour pressure of the liquid, i.e., 2.65 and 6.55 kPa
for water and ethanol at 22 ◦C, respectively. ρ is the density
of the liquid. R is the gas constant and T is the absolute
temperature. The Reynolds number Re = Du0/νa and the
Schmidt number Sc = νa/Dva, where νa is the kinematic
viscosity of the air, 1.53 × 10−5 m2 s−1 at 22 ◦C. φ is the
relative humidity in ambient atmosphere, i.e., 0.5 for water
and 0 for ethanol. Consider a 100-μm diameter droplet
in free fall for 1 ms at a velocity u0 = 5.7 m s−1, from
Eq. (5) we obtain a surface depletion rate, πdD2/dt, of 1.6
× 10−8 m2 s−1 and 1.5 × 10−7 m2 s−1 for water and ethanol,
respectively. The diameter of the droplet will decrease by
0.24 μm for pure ethanol and by one-tenth of this amount
for pure water. In our following analysis, we will neglect
the evaporation of the water and consider only the effects of
the evaporation of the ethanol. For the droplet of a binary
mixture, the vapour pressure has a large position deviation
from Raoult’s law28 especially for XE = 0.28 (i.e., 50 wt. %
ethanol) where the partial vapour pressure of ethanol is Pv
= 3.7 kPa at 22 ◦C. Evaporation flux J = ρ/(4MwD)dD2/dt
of ethanol is estimated to be 1.2 mol m−2 s−1. We assume
this evaporation flux is for ethanol only and is balanced by
the diffusion flux of ethanol molecules. The diffusion length,
l, of ethanol in the ethanol/water mixture after lifetime of t
= 1 ms is √DEtOHt , where DEtOH is the diffusion coeffi-
cient of ethanol in the mixture (1.3 × 10−9 m2 s−1),29 i.e.,
l ∼ 1.1 μm. The difference, c, of ethanol concentration be-
tween the bulk and sub-surface can be estimated by balancing
the diffusive fluxes in the liquid and vapour phases: c
= Jl/DEtOH ≈ 1 × 103 mol m−3. For XE = 0.28, the bulk
ethanol concentration is 1.0 × 104 mol m−3. So the sub-
surface concentration of ethanol is considerably (∼10%)
lower than the bulk concentration and the surface tension is
correspondingly higher. For the bulk ethanol concentration of
XE = 0.28, the estimated sub-surface concentration in mole
fraction will be 0.23. This will give us an increased surface
tension by about 1.5 mN m−1. While this estimate is far from
quantitative it does suggest that the deviation between the
dynamic and equilibrium surface tensions may arise from
limitations on the mass transport of ethanol to the surface of
the jet.
The second possible explanation for the discrepancy be-
tween σ dyn and σ eq is evaporative cooling, since the surface
tension increases with decreasing temperature. The cooling
effects will be most severe for pure ethanol so we take a free
falling ethanol droplet of 100 μm in diameter as an example.
The loss of the mass m after 1 ms is 3 × 10−12 kg. The heat
loss Q will be L ×m, where L = 855 kJ kg−1 is the latent
heat of evaporation of ethanol. The thermal diffusion length,
lh, in 1 ms is lh =
√
kEtOHt = 9.4 μm and kEtOH = 8.9 × 10−8
m2 s−1 is the thermal diffusivity of ethanol. Assuming that
the heat loss arises solely from the ethanol within a distance
lh of the surface, the temperature difference, T, between the
bulk and the surface is T = Q/(πD2lhρcp), where is the ther-
mal diffusion length and cp is the thermal capacity of ethanol
2.4 × 103 J kg−1 K−1. The estimated surface temperature will
be about 5 K lower than the bulk. This will contribute a sur-
face tension increase of ∼0.5 mN m−1.30 However, the sur-
face cooling will lower the vapor pressure and slow down the
evaporation rate at the surface. The net effect of evaporative
cooling on the surface tension measurement would therefore
be smaller than 0.5 mN m−1. Given that the pure ethanol is
a worst case and, in any event, the measured value of the dy-
namic surface tension is in good agreement with the static
value, it is unlikely that evaporative cooling is the reason for
the discrepancy between the equilibrium and dynamic surface
tensions of the mixtures.
The third explanation for the discrepancy between σ dyn
and σ eq is that viscosity at the high shear rates (∼105 s−1)
inside the nozzle is lower than the low shear viscosity mea-
sured by the Cannon-Ubbelohde viscometer. Ethanol/water
mixtures exhibit a pronounced nonlinear dependence of the
bulk viscosity on the ethanol concentration (Table I). It is be-
lieved that at ethanol concentration XE of higher than 0.1 the
two components do not mix ideally at the molecular level,
leading to the formation of disconnected water and ethanol
clusters.31–33 It is possible that this structure breaks down un-
der the high shear conditions of the jet, leading to a lower-
ing of the dynamic viscosity. The dependence of the growth
rate on the viscosity is not very strong, however: according
to Eq. (2) the dynamic viscosity would need to be reduced
by around 50% from its low-shear value to generate agree-
ment between σ dyn and σ eq. In addition, the actual growth
rate measurements are made in a region where the jet expe-
riences low shear. Nevertheless, viscosity measurements at
high shear rates would be useful to establish whether shear
thinning could contribute to the observed deviations from the
equilibrium surface tensions.
E. Pinch-off and satellite drop formation
As the oscillating jet approaches its breakup point,
the surface deformation becomes asymmetric.34, 35 The neck
elongates into a ligament, which breaks off either at the fore
or the aft side of the drop. The remaining ligament may be
adsorbed into the following (or preceding drop), or the sec-
ond end of the ligament may rupture to generate a satellite
drop. In our experiments, where the perturbation amplitude is
small (1% of the jet radius), the neck moves towards the for-
ward main drop and eventually pinches off first at the fore side
and then the aft side of the ligament, leading to the formation
of a satellite drop [Fig. 16(b)]. To understand the nonlinear
processes leading to satellite formation and for the

























FIG. 16. (a) Temporal evolution of oscillating jet at different distances, z,
from nozzle when focusing on the ligament. (Top) z = 4.180 mm (solid
line) and 4.447 mm (dashed line), (middle) z = 4.571 mm, and (bottom) z
= 4.700 mm. (b) Image sequence in the vicinity of jet breakup. Time interval
between images = 10 μs. u0 = 5.7 m s−1. Scale bar = 50 μm. The dot-
ted lines correspond to z = 4.571 mm (upper) and z = 4.700 mm (lower).
The cross in the fourth image indicates the location of the laser focus in the
confocal imaging system at different z.
comparison of computer simulations with the performance of
real jets, detailed observations of the jet breakup with high
spatial and temporal resolution are required. Stroboscopic
methods36 and single flash imaging techniques5 provide im-
ages of the jet with a spatial resolution of 1 μm and an obser-
vation interval of 1 μs. Our confocal imaging system allows
us to follow the evolution of the neck in the time domain and
to study the jet breakup with a higher temporal resolution.
Figure 16(a) shows the temporal profile of the reflected
laser from the water jet when the laser beam is focused on the
neck of the jet for a series of distances from the nozzle, z. At z
= 4.180 mm (top trace, solid line), there is a single sharp peak
corresponding to a single concave neck, but shape of the neck
is already asymmetric [compare with the symmetric profiles
for z = 2.00, 2.96, and 3.92 mm shown in Fig. 13(b)]. By z
= 4.447 mm (dashed line in top panel), the confocal response
has developed two peaks: the broad peak corresponds to re-
flection from the quasi-cylindrical ligament while the sharp
peak arises from the pinch point that is beginning to develop at
fore end of the ligament. In the trace at z = 4.571 mm, which
is close to the point at which the ligament detaches from the
following drop, the neck shows three peaks. The two ‘horns’
on the main peak observed at z = 4.571 mm relate to the
two pinching necks shown in the second and sixth images in
Fig. 16(b), where the focus is ∼18 μm from the jet axis;
the broad peak in between is the ligament. The trace at z
= 4.700 mm, the point where the ligament detaches from
the forward drop, has four separated peaks. (Note that at z
= 4.700 mm we kept the focal position the same as at z
= 4.571 mm, i.e., ∼18 μm from the jet axis.) The four peaks
observed at z = 4.700 mm (with time intervals of 8, 8, and
FIG. 17. Time delay between the swell and the following neck at the same
axial position for the water () and ethanol () jets. The corresponding tem-
poral profiles of the ligament from Fig. 16 are inserted.
11 μs) reflect the generation of subsidiary bulges and necks
within the ligament, though these necks do not lead to subse-
quent fragmentation of the satellite drop.
The development of the asymmetry in the jet is shown
in Fig. 17, which plots the time delay between the swell and
the following neck at the same axial position of a water jet.
The corresponding temporal profiles are inserted. For the wa-
ter jet (solid square), from z = 2.5–4.0 mm, the delay remains
nearly constant at 41 μs, just less than half the perturbation
period, and the temporal profile shows a single symmetric
pulse. Further down the jet, the time delay between swell and
the following neck decreases as the neck moves towards the
forward drop. At z = 4.44 mm, the first pinch peak appears.
The intensity of the reflected light from the fore pinch peak
decreases as we move down the jet and disappears near the
breakup point at z = 4.70 mm while bulges and necks form
within the ligament. The time scale t0 for the final stage of
breakup measured from the first appearance of a pinch peak
at z = 4.44 mm to eventual jet breakup at z = 4.70 mm is
about half a wavelength, or 46 μs. This agrees very well with
the time scale given by the balance of surface tension and in-
ertia at low viscosities,37 i.e., t0 = (ρa3/σ )1/2 = 43 μs.
The temporal profile of ethanol jet is similar to the pure
water one, but with a longer breakup length and a larger
value of t0 ≈ 80 μs due to the lower surface tension of
ethanol. Indeed, the qualitative breakup behaviour of all the
water/ethanol mixtures is the same: first pinch point develops
at the fore end of the ligament, followed by rupture at the aft
end to generate a single satellite drop. This observation shows
that the surface tension affects the timescales of jet breakup
but not the qualitative nature of the breakup.
IV. SUMMARY
We have presented a new approach to the study of insta-
bilities in liquid jets by confocal imaging. The amplitude of
oscillation of the jet was measured by three separate confocal
methods from the earliest stages to the point of jet breakup.
The achievable spatial resolution in the perturbed jet is far su-
perior to conventional methods. The amplitude of oscillation
of water and ethanol/water jets grows exponentially in time
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from 2δ = 6–60 μm and is in good agreement with Weber’s
linear instability analysis. Close to the nozzle (2δ < 6 μm)
the instability grows more slowly than expected from We-
ber’s theory, for reasons that remain unclear. The dynamic
surface tension of the pure water and ethanol/water mixture
was derived from the measured growth rate at a surface age of
0.6−0.9 ms. The dynamic surface tensions for the pure sol-
vents and for the 5% and 10% ethanol/water mixtures agreed
well with the equilibrium surface tensions. For the 20% and
50% ethanol/water mixtures, the dynamic surface tension de-
termined from Weber’s equations was, however, significantly
higher than the equilibrium value. Three possible explana-
tions for the discrepancy were discussed and the most prob-
able explanation is that the sub-surface concentration differs
from the bulk concentration due to preferential evaporation of
the more volatile component from the surface. The confocal
imaging system was also used to observe the development of
nonlinearities in the jet leading to asymmetric ligaments and
satellite drops. Confocal imaging is a useful complementary
tool to conventional imaging in the study of nonlinear jet in-
stability dynamics.
The spatial resolution of the confocal imaging technique
can be further improved with a higher NA objective lens and
shorter wavelength light source. The system we describe has
the potential to study instabilities in jets with diameters of
only a few micrometers. The temporal resolution is limited by
the response time of the photomultiplier tube, by the photon
count rate and by the oscilloscope bandwidth. With appro-
priate choice of components, temporal resolution of 1 ns is
achievable. This resolution allows the study of jets with high
velocity, equaling or exceeding that of a commercial continu-
ous inkjet with typical velocity of 20 ms−1.
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