Abstract. This paper deals with the derivation of someà priori estimates for the homogeneous Landau equation with soft potentials. Using the coercivity of the Landau operator for soft potentials, we prove a global estimate of weak solutions in L 2 space without any smallness assumption on the initial data for −2 < γ < 0. For the stronger case −3 ≤ γ ≤ −2, which covers in particular the Coulomb case, we get such a global estimate, but in some weighted L 2 space and under a smallness assumption on initial data.
Introduction
The classical homogenous Landau equation (also called Fokker-Planck-Landau equation) is a common model in kinetic theory, see Chapman-Cowling [8] and Lifschitz-Pitaevskii [17] . This equation is obtained as a continuous approximation of the Boltzmann equation when grazing collisions prevail, see for instance [1, 2, 9, 15, 23] for a detailed study of the limiting process, and references therein on this subject. It describes the evolution of the (homogeneous) density function f (t, v) of particles having the velocity v ∈ R 3 at time t > 0:
where (1.2) a i j (z) = |z| γ+2 Π i j (z), Π i j (z) = δ i j − z i z j |z| 2 , z 0.
The properties of the Landau equation depend heavily on γ. It is customary to speak of hard potentials for γ > 0, and soft potentials for γ ∈ (−3, 0). The special cases, γ = 0 and γ = −3, are called the Maxwellian and Coulomb potentials, respectively. Note the fact that the more γ is negative, the more the Landau equation is physically interesting, see Villani [25] for a detailed survey about such considerations. We refer to [11, 12, 23, 25] for more details on this equation and its physical meanings.
For a given nonnegative initial data f 0 , we shall use the notations 
:
The solution of the Landau equation satisfies, at least formally, the conservation of mass, momentum and energy, that is, for any t > 0,
We also define
Another fundamental a priori estimate is the decay of entropy, that is, the solution satisfies, at least formally, for any t > 0,
For s ≥ 0, we introduce classical weighted spaces as follows and if γ = −3, the first two formulas remain true while the third one is replaced by c = −8πδ 0 .
The theory of the homogeneous Landau equation for hard potentials is studied in great details by Desvillettes-Villani [11, 12] , while the particular case of Maxwellian molecules γ = 0 can be found in Villani [24] .
However, there are only scattered results concerning the soft potentials. We mention the compactness properties in Lions [18] and the existence of weak solutions in the inhomogeneous context by means of renormalization tools in Villani [21] for very soft potentials, the existence of H-solution under some assumptions on initial conditions considered in Villani [23] . By using a probabilistic approach, Guerin [16] studied the existence of a measure solution for γ ∈ (−1, 0). Still by probabilistic approach, Fournier-Guerin [14] studied the uniqueness and local existence of such weak solutions for soft potentials. For the Coulomb potential case γ = −3, Arsen'ev-Peskov [3] studied the local existence of weak solutions and Fournier [13] considered the local well-posedness result for such solutions. All these results give a priori estimates of solutions in some L p spaces, globally if −2 < γ < 0 and locally if −3 ≤ γ ≤ −2.
This paper is devoted to some further a priori energy estimates by using the coercivity of the Landau operator for soft potentials, given in Desvillettes-Villani [11] , which is stated and proved therein for γ > −2 but remains true for γ ≥ −3 (at least). Our main result is the following, where here and below we use C or C i to denote a generic constant. 
Theorem 1.1. Consider the Cauchy problem for the classical homogenous Landau equation (
where the constants C 1 and C 2 depend on γ, m 0 , e 0 and H 0 . 
Assume that
for any fixed T > 0, where H α denotes the corresponding weighted Sobolev space.
We note that from these a priori energy estimates in weighted L 2 spaces and similar ones for higher derivatives, eventually with different weight functions which can be obtained following the general scheme displayed below, one could get the complete existence result by using the arguments of Desvillettes-Villani [11] and Arsen'ev-Peskov [3] . In particular, one could eventually have an immediate regularization property of solutions.
Moreover, we remark that uniqueness and convergence to equilibrium results of these weak solutions can be derived based on the works of Fournier [13] and Fournier-Guerin [14] . Note also that we decided to work in L 2 type spaces, but our proofs can also be adapted to more general weighted L p spaces with 1 < p < +∞, at the expense of changing one crucial argument used in the proofs, namely Pitt's inequality, see Beckner [4, 5, 6] for example. Finally, a comparison with the recent result of Fournier-Guerin [14] shows that we slightly improve their results even in the case γ > −2 but close to γ = −2, and of course in the case −3 ≤ γ ≤ −2, though we need a smallness assumption.
The proof of our main result above rests mainly on Pitt's inequality [4, 5, 6 ]. However, it is possible to avoid this inequality at least in the case of not too soft potentials γ ∈ (−2, 0), by using standard Nash Gagliardo Nirenberg inequalities [19] for example, and assuming enough control of moments in L 1 , as follows from Villani [23] . For example, one can show that Proposition 1.2. Under the same hypothesis as in Theorem 1.1, assume moreover that γ ∈ (−2, 0),
Comparing with Theorem 1.1, we improve on the temporal growth of this L 2 norm. But we do ask for many more moments: in particular, note that for γ very close to −2, then we ask for almost all moments to be controlled. This point might be linked with working with L 2 type estimations, see last Section for further comments.
The organization of the paper is as follows. Firstly, a proposition of coercivity for soft potentials is proved in Section 2, following the arguments of Desvillettes-Villani [11] , for γ ≥ −3. This section is merely for the convenience of the reader since the proof follows by carefully looking to the proof in [11] .
Then in Section 3, the a priori energy estimates are carried out for the case γ ∈ (−2, 0) to get the global estimate of weak solutions, giving the first part of Theorem 1.1.
In Section 4, we carry out the weighted energy estimates for the case −3 < γ ≤ −2 to get the global estimates of weak solutions in weighted L 2 spaces, upon a smallness assumption on the initial data. This gives the second part of Theorem 1.1, completed by Section 5. for the special case γ = −3.
In Section 6, again the same process is shown to yield local in time estimate for the case γ ∈ (−3, −2), unless we can get better moment estimates in L 1 (that is, if the moment is uniformly bounded w.r.t time). But up to now, we have only a upper bound with a linear time growth according to Villani [22] .
Finally, Section 7 is devoted to the proof of Proposition 1.2.
Coercivity
This section is devoted to the proof of coercivity for soft potentials, which is an extension of hard potential case in Desvillettes-Villani [11] . In fact as mentioned to us by Desvillettes, the proof stated therein works for γ > −2 but we show that it still holds true for γ ≥ −3.
Then there exist a constant C coer , explicitly computable and depending on γ, m 0 , e 0 and H 0 , such that
To prove the coercivity proposition, we use the same notations as in [11] , and recall the following lemma from [11] :
where |A| denotes the Lebesgue measure of A.
Proof of Lemma 2.2: the arguments are taken from the nonhomogeneous case dealt with by Desvillettes [10] . But we slightly modify some of his steps, since we display an explicit expression of η(ε) which could be required elsewhere (and which of course is not unique as regards of the proof below).
We note firstly that
Using the decrease of entropy, and the conservation of mass and energy, it follows that
Now let a fix an arbitrary set A. One has, for all δ ≥ 1
We want this to be less than a fixed ε > 0. It is enough to take the value of δ as δ = e 2H 0 ε −1 . In conclusion, we have shown that setting
ending the proof. Proof of Proposition 2.1:
And set
which is the cone centered at v, of axis directed by by ξ and of angle θ (see the figure in [11] ). For all v * ∈ R 3 \D θ,ξ (v), we have
We first take care of large |v * |. Let R * = 2(e 0 /m 0 ) 1/2 and B * be the ball with center 0 and radius R * . Then
and we also note that
We consider two cases:
Now we choose θ > 0 such that
and then from (2.3) and (2.5) we havē
where c is a constant depending on γ, m 0 , e 0 and H 0 .
Case 2: |v| ≤ 2R * . Note that when |v * | ≤ R * , we have |v − v * | ≤ 3R * thus
and we know the first term is greater than m 0 /2 from (2.3) . For the second term to be less than m 0 /8, we expect
which requires
Estimates (2.6) and (2.7) together ensure the validity of (2.1).
Remark 2.3.
From the proof, we can see that actually the coercivity proposition holds for all γ < 0.
The case γ ≥ −2: energy estimates
We multiply the equation (1.1) by f and integrate to get
The second term on the l.h.s. can be bounded below by using the coercivity property (2.1) thus
For the nonlinear term arising on the on the r.h.s., we have
where
For the first term in (3.3), since γ < 0, we have
The second term can be estimated as follows
We use Pitt's inequality [4, 5, 6 ] to get that
In order to use Pitt's inequality, we need that γ ∈ (−3, 0). Recalling that
For any R * , write
and using the fact that f is in L 1 , we get
Now we need to assume −γ ≤ 2:
Optimizing w.r.t. R * , we find
All in all, we have obtained, for γ ≥ −2,
And apply Young's inequality for product with p = 10 −γ+6 , q = 10 4+γ , we obtain
which is also
Second, we consider
Now, since γ < 0, we have
Recall the constant C coer which appears in the coercive inequality (3.2). Then we can choose ε such that −γ + 6 5
and then combining all the above results, we get
L 2 , and therefore, by directly using Gronwall's inequality, we get 4. The case −3 < γ < −2: weighted energy estimates
We carry out the weighted energy estimates in this section for −3 < γ < −2. Of course one can consider the general case of γ ∈ (−3, 0) but recall that we have already good estimates from the previous section.
We want to estimate g =< v > α f in L 2 , and we assume that α ≥ −1 − 3/2γ, see below for the final arguments, explaining this value of the weight.
Multiplying the Landau equation by < v > α and setting g =< v > α f , we have
Multiplying by g and integrating, we get
We then estimate each of these terms. Here I can be controlled through the coercivity estimation (2.1). More precisely, we have
By a similar argument as for (3.7) with f replaced by g, we have
and thus (4.2) can be rewritten as
Now, as in the previous section, the term II is
and (4.6)
We further decompose B over the sets { f ≤ f * } and { f ≥ f * } to get
and then after direct computation we obtain
We need to control < v > 2α/3 f in L 3 by using a control of < v > α f and of ∇[< v > γ/2+α f ] in L 2 , and we will do it by applying Holder's inequality [7] .
We write p 1 = p 2 = p 3 = 9 and
The last exponent is −2/9α − γ/3. Raised to the power 9 this is −2α − 3γ. We ask this number to be less than 2: α ≥ −1 − 3/2γ. In conclusion we write, with α ≥ −1 − 3/2γ,
Finally we obtain the interpolation inequality
In conclusion, we combine (4.4)-(4.8) to get
We now analyze the term III which is given by
We have immediately that
(see the next section for similar arguments). Since f < v > α = g, this term can be controlled like B in (4.6), thus controlled by II, and we can absorb III and II together to get that
Next for IV, we have
and so again we can absorb it with earlier terms. One can see that V is also similar so all in all
By combining the above estimations, the final conclusion is that
Set E = < v > 2 f dv = m + e (the summation of mass and energy) which is bounded uniformly in time. Setting
the above inequality (4.10) reads as
which can be also written under the form
We want to proceed as in Toscani [20] . However, we have a major trouble in that the moment of order s of f in L 1 are not known to be uniformly bounded w.r.t. time, see Villani [22] . This means that using Nash's inequality as in Toscani [20] at that point involves a lower bound which decays in time, and so can be very small for large time. Since we want to get global solutions, we are going to use Pitt's inequality instead of Nash's inequality.
Assume that at time t, we have for some δ ≥ 0
which is to be used for δ < C coer . Then from (4.11) we obtain
Pitt's inequality tells us that (4.14)
We are going to show a lower bound for the r.h.s. of this inequality.
We start from
e, by using Cauchy-Schwartz inequality, we obtain
Recall that we have α ≥ −1 − 3/2γ, so the exponent
Thus we can estimate the upper bound inside the first integral in (4.15) to get
Omitting the constant C, this is of the form
and we choose R such that
It follows that
and furthermore we get
We can now go back to our differential inequality (4.13): by Pitt's inequality (4.14) and (4.16), we have
Recall that we have assumed (4.12) , that is δ < C coer and that we want
Now, let X eq be the zero of the function F defined in (4.17) . Assume that
Then, in view of the form of the differential inequality (4.17) and the behavior of the function F, it follows that for all t > 0
X(t) ≤X.
Thus we have obtain a global bound for the weighted L 2 norm of f , uniformly in time, that is, we get the second part of Theorem 1.1. ≥C.
Now we note, in view of previous results on coercivity that an upper bound for C coer is given by
We choose the value of R * such that these two terms are equal, getting an upper bound like m (9−2γ)/9 .
Then it is enough to ask for
Then we choose a smaller ε so that the second term on the denominator is bigger than the first one, so we are led to ask for
and replacing ε by δ 1/γ ε ′ with ε ′ sufficiently small, we should require that me −2 should be large enough. [20] says that for all h: 
Remark 4.2. Nash's inequality which was used in by Toscani
Again the choice h =< v > γ/2 g leads to ask for a value of γ close to zero
using it, we can show that, settingγ
The corresponding additive inequality
and going back to our differential inequality (4.11), we get
Assume that at time t, we have
Then using the above inequality, we have
Now we note that this is also:
We see that we still have trouble with the growth rate of Mγ(t).
The case γ = −3: weighted energy estimates
We adapt the proof given in the previous Section 4, by taking below γ = −3.
For the term II, we have
and therefore, similarly as in Section 4, we get, with α ≥ −1 − 3/2γ
Next, recalling the term III which is given by
we have immediately that
we obtain
Then, we have for any ε > 0 fixed
and
For III ε , one has
and thus
. For III ε , splitting over the sets f * ≤ f and f ≤ f * , we obtain that
We have
and we see immediately that
and therefore
For B, the same arguments leads to
In conclusion, we get
. The same arguments can be applied to all other terms, and thus we get
. Note the difference when γ > −3: in that case, the constant is small in the first term, while here for γ = −3, we have a constant which is close to 1, for small ε.
We let O(ε) for the first function andÕ(1/ε) for the second one to get
. By combining the above estimations, the final conclusion is that
then we have obtained
At this point, we can use the arguments of Section 4. Assume that at time t, we have for some
≤ C coer − δ, which is to be used for δ < C coer .
Then we obtain, using again Pitt's inequality (4.14) and (4.16),
Recall that we have assumed δ < C coer and that we want
Now, let X eq be the zero of the function F defined in (5.7). Then assume that
then in view of the form of the differential inequality and the behaviour of function F, it follows that for all t > 0: X(t) ≤X. Thus we have obtain a global bound for the weighted L 2 norm of f , uniformly in time, that is, we get the second part of Theorem 1.1, for the specific case γ = −3.
6. The case −3 < γ < −2: local estimates
The energy estimate in Section 3 holds for γ ≥ −2. For the case γ ∈ (−3, −2), we recall (
and from (3.2) and (3.7) we have
The problem is that it looks like a L 3 norm, but at that point we need a L 1 weighted estimation. Up to now these bounds grow linearly in time [22] and so are not enough. Let us fix a positive function of time φ(t). We split A into two terms (forgetting the positive constant γ + 3 in front of A) A = A 1 + A 2 , where
For A 1 , since γ < 0, we have
For A 2 , we split again according to whether or not f ≤ f * to get
Next, we are going to work on f L 3 :
and thus (6.2) becomes
From Villani [22] (Appendix B), in our case γ ≥ −3, i.e., −3γ ≤ 9, we have
Now we choose φ(t) such that (for some ε fixed)
3(3+γ) , or, for simplicity, we just choose
With this choice, we get that
Recall (6.1) to get also
In conclusion, we get:
Fix t, and optimize w.r.t. ε. The above term is of the form
We have equality in (6.5) if We have a slight issue connected to moments (because on the l.h.s., we have only some control of a negative power weight in Sobolev space), but let's forget this point for the moment. Firstly recall that (we are using homogeneous Sobolev spaces)Ḣ s ⊂ c L m for 0 < s < 3/2 and m = On the other hand, by using classical ideas for proving Nash inequality (Fourier transform, optimizing for small and big frequencies), one can show that (for s < 1 which is the case here) f Ḣ s ≤ Cm Now to get everything rigorous, and in particular to take care of the loss of weights appearing on the l.h.s, we need to interpolate with a weighted L 1 space the r.h.s. of (7.1) (as well we can also use some improved type Nash inequalities).
Starting with a fixed ε > 0, we look for α ∈ (0, 1) such that q = α.1 + (1 − α)(q + ε). We find that α = ε q + ε − 1 and 1 − α = q − 1 q + ε − 1 .
It follows that
(1−α) (q+ε) and using Holder inequality, we get
which upon using another smallε > 0, yields
Set q ε = q + ε, γ ε = γ − 3ε and s ε = and therefore choosingε small enough, we find that, going back to our estimation inequality 
