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Abstract 
Grover quantum search algorithm access the unsorted database O(N) times, however, the probability of acquiring 
solutions usually falls with the increase of the number of solutions, the reason of which is analyzed. To improve the 
performance of converging and optimizing for the intelligent optimization, some quantum evolutionary algorithms 
are proposed by domestic and foreign scholars. In this paper, a lot of improved Grover quantum search algorithms are 
introduced in detail. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction  
Grover quantum search algorithm was proposed by Grover in 1996 Grover. Grover’s quantum search 
algorithm[1] is one of the most important developments in quantum computation. Since quantum 
mechanical system can simultaneously be in multiple Schrodinger cat states and carry out multiple tasks 
at the same time, for searching a marked state in an unordered list, it achieves quadratic speedup over 
classical search algorithms. This algorithm can significantly improves the efficiency of search. However 
this algorithm still has some defects. With the target number increases, the probability of getting the right 
result is drastically reduced. To improve the success probability of this algorithm scholars have proposed 
several improvements of the Grover algorithm. The basic idea of most of these improvement are from 
phase rotation and weighted target to construct a new iteration operator. 
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2. Grover’s algorithm 
2.1 Algorithm 
Let a system have N=2n States which are labeled S1.S2…SN. These 2n states are represented as n bit strings. 
Let there be a unique state, say Sv, that satisfies the condition C(Sv) = 1, whereas for all other states S, C(S) 
= 0 (assume that for any state S, the condition C(S) can be evaluated in unit time). The problem is to 
identify the state Sv.
1) Initialize the system to the distribution:, ( )1/ N ,1/ N ,1/ N , 1/ N" , i.e. there is the same 
amplitude to be in each of the N states. This distribution can be obtained in O(logN) steps . 
2) Repeat the following unitary operations O(N) times: 
a) Let the system be in any state S: 
Incase C(S)=1 ,rotate the phase by  radians; In case C(S)=0, leave the system unaltered. 
b) Apply the diffusion transform D which is defined by the matrix D as follows: 
2D Ni j = if i j≠ and  D =-1+ 2/ Nij  This diffusion transform ,D, can be implemented as D=WRW, 
where R the rotation matrix and W the Walsh-Hadamard Transform Matrix are defined as follows: Rij=0 
if i j≠ ; Rij=1 if i=0; R 1ij = −  if 0i ≠ .
3) Sample the resulting state. In case C(Sv)=1 there is a unique state Sv with a probability of at least 
ଵ
ଶ
.
2.2 search problem[2] 
Let M denotes the number of matches within the search space such as 1 M N≤ ≤  and for simplicity 
and without loss of generality we can assume that N=2n.Solution set is Ω , 1 N M xxα ∑= − ∉Ω ,
1 M x
x
β ∑= ∈Ω .
 For convenience, , arcsinM Nλ θ λ= = ,the initial state of the system can be 
described as:
    
cos sinφ θ α θ β= + （2.2.1）
The algorithms require number R of iteration is: 
( )( )R=CI arccos 2arcsinλ λ （2.2.2）
After Grover was called R times the initial state changes into ：
RG  =cos(2R+1)arcsin sin((2 1) arcsinRφ λ α λ β+ +         （2.2.3）
Therefore the successful probability of Grover search algorithm is[13]：
( )( )2P=sin 2R+1 arcsin λ             （2.2.4）
From the formulas 2.2.1 and 2.2.4, when 0.14645, 0.50λ ∈（ ）, R=1; when 0.14645λ = , P=0.85356;当
0.50,P=0.5λ = . Therefore the successful probability of the general Grover search algorithm can 
obtain the maximum on the point 25.0=λ , then decrease rapidly. When 5.0=λ ,the probability down 
to the minimum 0.5. Then R=0, the algorithm is disabled. So when λ is large ,the rapid decline in the 
probability of success is the main problem of the general Grover search algorithm  
The improved algorithm based on 2π phase The main problem of Grover algorithm : The size of the 
two phase rotation are equal to π in the algorithm , as λ increases, when it is larger, the probability of 
success is in decline. First people change the fixed phase valueπ in the twice phase rotations into 
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arbitrary values, then determine the a new phase matching conditions by exploring the relationship 
between the values of each phase rotation and the probability of obtain the correct results. According the 
results, people proposed a new phase matching conditions is: set the twice phase rotation values are equal 
to, 2π  but in the opposite directions. 
2.3 A  Improvement of phase-matching conditions 
The general form of the two phase shift operators are: 
jU I 1-e m m1
M
m
τ τ∂= − ∑=（ ） （3.1.1）
j(1 e ) +e  I jV β βϕ ϕ= − （3.1.2）
Theorem 1 : The operators defined by the formulas 3.1.1 and 3.2.2 are unitary operators. 
Theorem 2 :When 1 3λ > ,set 2α β π= = ,only need one search to make the probability of success 
reach P 25 27≥ .
By Theorem 2, the improved algorithm of the two phase shift operators can be crystallized as: 
( )U=I- 1-i τ τ∑ mＭ mm=1 （3.1.3）
( )V= 1+i -iI  ϕ ϕ （3.1.4）
We can prove that when 1 3 1λ< < ,the improved algorithm is superior to the general Grover algorithm. 
3. The Grover algorithm based on adaptive phase rotation  
The probability of success of the standard Grover search algorithm is difficult to achieve 100%. Only 
when the database is infinite, the probability of success can be equal to 100%. So professor Long G L et 
al proposed a modified Grover algorithm [5], which can make P reach 100%. The key to the improved 
algorithm is that, first step is reverse the phase for make it a phase rotation angle related to the size of the 
database which can changes with the searching database size. Then iterate the phase rotation angle to 
iteration operator. The phase rotation angle is: [7-9] 
2arcsin sin sin
4J 6
1 22arcsin sin
4 5
N
J
πφ θ β
π
= =
+
=
+
⎡ ⎤⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
（4.1）
Where: op opJ J J≥ ， is the iterations, 
( )
2 1
2 4 2
1 2
arcsin 1
Jop
N
π β π
β β
β
−= = −
=
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
According to Professor Long G L, Professor Li P C proposed a new adaptive phase rotation strategy 
[11]. 
In the search engines, the value of the phase rotation angle is determined by� � � �⁄ . The minimum 
of the probability of general Grover algorithm is 0.5, but the adaptive phase rotation can make it equal to 
1 constantly.  
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Theorem 5: In the Grover algorithm ,the set number of marked states is M, the number of the total 
state is N, and�� � � �⁄ ,the search engines 0is G=-HI H Is
+ .
（1）When 141 ≤≤ λ , there is a unique ( )( )λλα 212arccos −= ,only need one Grover 
iteration the probability of success is P=1. 
（2）When ( ) 41853 <<− λ , there is a unique ( )( )λα 4531arccos −−= , only need 
two steps Grover iteration, the probability of success is P=1. 
 According theorem 5, when the number of target state is more than ( )3- 5 8 percents of the total 
state number, it takes at most two steps of iterations to obtain search target with probability 1 using the 
new adaptive phase rotation strategy. And when the number of target state is less than ( )3- 5 8 percents 
of the total state, the probability will be high than 93.3% if we adapting the original phase rotation. 
4. The quantum search algorithm of using a local diffusion operator  
In 2003,Younes who from the University of Birmingham proposed a local diffusion operator using 
quantum search algorithm, the algorithm in the mean operator inversion operation is not carried out in all 
space, but the introduction of the local diffusion operator makes the means of the operator only in the 
local space. Theoretical analysis and experiments show that the algorithm has excellent performance, 
especially for multi-object search problems. The probability of success is at least 84.72%. 
Local diffusion operator 
Definition of local diffusion operator Y, Applied Y to the system of n +1 quantum bits system, the 
operator can be described as  
n nY=H I 2 0 0 -I H I⊗ ⊗⊗ ⊗（ ）           （5.1.1）
Applied Y to the system having P（P=n+1） states the system can change into:  
P-1 1 N-1
k ( 0 ) j 1k j0j 0 j 0
N
jjj
σ α β−= ⊗ + ⊗∑ ∑ ∑== = （ ）       （5.1.2）
When K is even, kj σα = ,when K is odd, kj σβ = .The system applied to Y can change into：
P-1 N-1 N-1
Y k 2 -a j 0 - j 1k j jk 0 j 0 j 0
σ α β= ⊗ ⊗∑ ∑ ∑= = =（ ） （ （ ） （ ）（5.1.3）
where
N-11
jj 0N
α α= ∑= is the mean rate of the subspace
1
( 0 )
0
N
jjj
α− ⊗∑= .Therefore the function of the 
local diffusion operator Y is implementing a mean reversal in the space
1
( 0 )
0
N
jjj
α− ⊗∑= ,and only 
change the sign of the magnitude in space
N-1
j 1jj 0
β ⊗∑= （ .
The probability of success after q steps iterations of Younes algorithm is: 
( ) ( )qs 2 2 2 2sin q 1 sin sin q sinP  = 1-cos θ θ θ θθ + +（ ） （5.1.4）
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Where cosθ =1- M N ; 0 / 2θ π< ≤ ; Iteration steps is: q= ( )2 2 N Mπ .
5. Grover algorithm based on objective weighting 
Li P C proposed the Grover algorithm based on objective weighting in 2008. This algorithm is to give 
different weights according the importance of the target, and then express search targets as a quantum 
superposition state, and then construct a new Grover algorithm based on the quantum superposition state. 
5.1 Structure of the Target quantum superposition state 
Set 2 q M1q q …， ， is the M target quantum states, }q q qM1 2Ω = �｛ ， ， ;
( )0iM21 ≥ωωωω �，， is the weights of the its target, and M 1i iω =∑ . he Target quantum 
superposition state is: 
i           iiq b ii
0 i                     i
ω ∈Ω∑=∑
∉Ω
⎧⎪⎨
⎪⎩
（6.1.1）
Where ib  is probability amplitude of each state in the target superposition state. 
5.2 The construction of iteration operator [15] 
The form of Oracle operators is：O I-2 q q= , Hadamard transform and the phase shift operator 
is: SU I-2 ϕ ϕ=
5.3 Performance analysis of algorithms 
Theorem 6: After t times search, the target weighted probability of success of Grover algorithm is not 
less than the square of superposition of the system state and the target point within the plot, that is: 
( )( )2ttP q ϕ≥ .
The probability of success of each goal are equal in General Grover algorithm, we can’t search for the 
more important goals on the larger probability. And weighted Grover algorithm was able to search the 
important goal with greater probability, which is the advantage of weighted Grover algorithm. 
6. Outlooks 
Although the Grover search algorithm has many flaws and shortcomings, it has important significance 
in the early development of quantum algorithms. Currently, Grover algorithm has attracted extensive 
attention and has become a challenging area of research. It is generally accepted that the following 
aspects need further exploration and research.  
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