Abstract. This paper proposes a globally convergent predictor-corrector infeasible-interiorpoint algorithm for the monotone semidenite linear complementarity problem using the AlizadehHaeberly-Overton search direction, and shows its quadratic local convergence under the strict complementarity condition.
1.
Introduction.
Several distinct search directions have been employed in many interior-point algorithms ( [1, 2, 4, 7, 8, 12, 13, 14, 18, 19, 20, 21, 23, 26, 27, 29, etc.] ) developed so far for the SDP (semidenite program). They are roughly classied into two groups. The search directions in one group ( [1, 4, 19, 20, 21, 26, 27, etc.] ) are founded on the self-concordant barrier or potential function [19] for the SDP, while each search direction in the other group ( [2, 7, 8, 12, 13, 14, 18, 23, 29, etc.] ) is derived from a certain linearization of the optimality condition, which consists of the primal feasibility, the dual feasibility and the complementarity equations, for the SDP. This paper is concerned with the latter group of search directions.
Among the search directions in the latter group, the one independently proposed by HelmbergRendl-Vanderbei-Wolkowicz [7] and Kojima-Shindoh-Hara [12] , which we will call the HRVW/KSH/M search direction, has been studied extensively in recent papers [7, 8, 13, 14, 18, 23, 29, etc.] . In particular, Monteiro [18] devised a new formulation of the KSH search direction. Many polynomialtime primal-dual interior-point algorithms for the LP (linear program), such as central trajectory following algorithms [9, 10, 17, 28, etc.] , potential reduction algorithms [11, 15, etc.] , predictorcorrector algorithms [16, etc.] , were extended to the SDP, and similar global (polynomial-time) computational complexities for the extended algorithms were established in those papers. Also there are a few articles [13, 23] that investigate the local convergence of interior-point algorithms for the SDP. Potra and Sheng [23] provided a sucient condition for the superlinear convergence of an extension, with the use of Monteiro's new formulation of the KSH search direction, of the Mizuno-Todd-Ye type predictor-corrector algorithm for the LP to the SDP. In their recent paper [13] , Kojima, Shida and Shindoh presented an example of SDPs which exhibits a substantial diculty in the local convergence analysis of the Potra-Sheng extension of the Mizuno-Todd-Ye type predictor-corrector algorithm. They deduced from the example that the Potra-Sheng extension needs an additional condition to attain the superlinear convergence. Their condition requires that the generated sequence converges a solution of the SDP tangentially to the central surface. This example gave the authors a motivation to explore the local convergence of interior-point algorithms using dierent search directions. It will be shown in the current paper that one of the search directions proposed by Alizadeh, Haeberly and Overton [2] , which we will call the AHO search direction (see (3) below), ts quite well the quadratic convergence under the strict complementarity condition.
Besides what we have called the AHO search direction above, Alizadeh, Haeberly and Overton [2] derived some other primal-dual search directions from linearization of the optimality condition for the SDP, and reported some numerical result that a primal-dual Mehrotra type predictorcorrector interior-point algorithm using the AHO search direction worked more eciently than the algorithms using the other primal-dual search directions. But any theoretical convergence analysis has not been done on the algorithm using the AHO search direction.
Let S denote the set of all n2n symmetric real matrices. We regard S an n(n+1)=2-dimensional linear space with the inner product X Y = Tr X T Y of X and Y in S and the Frobenius norm kXk F = (X X) 1=2 of X 2 S, where Tr A denotes the trace of an n 2 n matrix A. We write X O if X 2 S is positive denite, and X O if X 2 S is positive semidenite. Here O denotes the n2 n zero matrix. We also use the symbols S ++ and S + for the set of positive denite 1 symmetric matrices and the set of positive semidenite symmetric matrices, respectively; S ++ = fX 2 S : X Og and S + = fX 2 S : X Og: Let F be an n(n + 1)=2-dimensional ane subspace of S 2 S, and F + = f(X; Y ) 2 F : X O; Y Og: We are concerned with the SDLCP (semidenite linear complementarity problem):
Find an (X;Y ) 2 F + such that X Y = 0: (1) We call an (X;Y ) 2 F + a feasible solution of the SDLCP (1) . Throughout the paper we assume the monotonicity of the n(n + 1)=2-dimensional ane subspace F; (U 0 0 U) (V 0 0 V ) 0 for every (U 0 ; V 0 ); (U;V ) 2 F: (2) The monotone SDLCP was introduced in the paper [12] by Kojima, Shindoh and Hara as an extension of the monotone LCP (linear complementarity problem) and a mathematical framework on which they founded interior-point algorithms. Besides the interior-point algorithms given in their paper [12] , many of the primal-dual interior-point algorithms developed so far for the SDP can be extended to the monotone SDLCP.
If we adapt the AHO search direction [2] to the monotone SDLCP, we can describe it as a solution of the system of equations XdY The current paper has two purposes. The one is to propose a globally convergent MizunoTodd-Ye type predictor-corrector infeasible-interior-point algorithm, with the use of the AHO search direction, for the monotone SDLCP. The other purpose is to demonstrate its quadratic convergence under the strict complementarity condition. After writing out our rst version of the paper, Potra and Sheng [24] showed the superlinear convergence of the primal-dual infeasibleinterior-point path-following algorithm proposed by Kojima, Shida and Shindoh [13] without the assumption of nondegeneracy. (see Condition 6.1 of Section 6.) Our proof of quadratic convergence without nondegeneracy condition is heavily relied on the paper [24] . Although we will describe the algorithm for the monotone SDLCP, we can easily apply it to the primal-dual pair of SDPs. See the paper [12] for detailed relations between the primal-dual pair of SDPs and the monotone SDLCP.
In Section 2, we present a globally convergent Mizuno-Todd-Ye type predictor-corrector infeasibleinterior-point algorithm using the AHO search direction for the SDLCP (1). Section 3 is devoted to fundamental lemmas which we will use in Sections 4 and 5. Based on those lemmas, we prove the global convergence of the algorithm in Section 4, and derive its quadratic convergence under the strict complementarity condition in Section 5. In Section 6, we will show further local convergence properties under an additional assumption of nondegeneracy. Throughout the paper we use the following notation:
: a constant not less than 1=n; Step 0: Choose an accuracy parameter 0, a neighborhood parameter 2 however, we may not be able to take the unit step length, and as k c gets larger, we are forced to take a smaller step length k c . On the other hand, the step length control rule at Step 2 (the Predictor Step) is based on and similar to the one used in the paper [23] . The theorem below summarizes the consistency and the global convergence of Algorithm 2.2. A proof of the theorem is given in Section 4. Lemmas.
In this section, we present a series of lemmas which we will utilize in proving both Theorem 2.3 (the Global Convergence Theorem) in Section 4 and Theorem 5.1 (the Local Convergence Theorem) in Section 5. 
where C 2 S is a constant matrix. Then kdXk F kXk F kCk F
( (1 0 ))
Proof: (i) Let j (j = 1;2;:: : ; n) denote the eigenvalues of (XY + Y X)=2. Since the matrix (XY + Y X)=2 is symmetric and positive denite, we see that
Here the last inequality follows from (X;Y ) 2 f N(; ).
(ii) By denition, we know that (X;Y ) 2 S + 2S + . If X and/or Y was singular, we would have where A: j denotes the jth column of an m 2 n matrix A. See e.g. the book [5] We can prove similarly the inequality kdY k F kY k F kCk F =((1 0 )).
The corollary below ensures the existence and the uniqueness of the solution of the systems (11) and (14) of equations. This result was shown in the paper [25] , but we give a proof of the corollary to make the current paper self-contained. The assumption in the corollary is slightly stronger than the one in Theorem 3.1 of the paper [25] . Proof: We see from (19) and (20) 
Suppose that (X k ; Y k ; k ) satises (5), (6) and (10) . Dene (ii) Let (U; V ) denote the right hand side of the identity to be proved. It is easily veried that (U;V ) is a solution of the system (11) of equations. Since (dX k p ; dY k p ) is the unique solution of the system (11) of equations, we obtain the desired identity. Hence we see by the assertion (ii) above that 2 We also see that for every 2 (6) for k = q, we will investigate each step of the algorithm.
Step 1: Applying Lemma 3.3, we know that if the inequality (10) with = q and (X;Y ) = (X q ; Y q ) at Step 1 does not hold then there is no solution of the SDLCP (1) satisfying (9). Hence we have shown (ii) of Theorem 2.3.
Step 2 (Predictor Step): Now suppose that the inequality (10) (7) with k = q follow. To derive the second relation of (7) Thus we have shown the latter relation of (7) (14) of equations with k = q. By Lemma 3.8, the rst relation of (6) holds for k = q + 1. and we can consistently take a step length q c and a q+1 satisfying (16) with k = q. Hence the second relation of (4) holds for q = k + 1. We also see by (7) and (14) Therefore the latter relation of (6) holds for k = q + 1.
We have shown (4) and (6) with k = q + 1 to proceed to the (q + 1)th iteration consistently, and proved (i) of Theorem 2.3. (28), then we can take a positive constant such that =n 4 p for every suciently large n. In this case we can derive from (29) that Algorithm 2.2 stops in O((n 4 =) log(1=)) iterations; hence Algorithm 2.2 works as a fully polynomial-time approximation scheme [22] . 5 .
Local Convergence.
In the remainder of the paper, we assume Hypothesis 2.1 and discuss the local convergence of the sequence generated by Algorithm 2.2 with taking taking = 0. Hypothesis 2.1 ensures that (ii) and (iv) of Theorem 2.3 can not occur. Since = 0, if Algorithm 2.2 stops in a nite number of iterations (i.e., the sequence is nite) then we obtain an exact solution (X k+1 c ; Y k+1 c ) of the SDLCP (1) at Step 3 of the last iteration.
Assuming that the sequence is innite, we establish: The assertion (ii) of the theorem implies: (ii)' The optimality and feasibility measure k converges zero quadratically.
The remainder of this section is devoted to a proof of the theorem. The subsequent argument is heavily relied on Potra and Sheng [24] .
We rst observe that X 3 
Here,X B andŶ B (resp.X N andŶ N ) are matrices of same size with 3 3 B (resp. 
Proof: Suppose that (32) does not hold, i.e., there exists a convergent sequence ( (45) Therefore we have
Dividing both sides of (46) (4), (5), (6) and (7).
Remark. Under the strict complementarity , Condition 6.1 is equivalent to the combination of the primal and the dual nondegeneracy conditions given in the paper [3] . This fact was due to Haeberly [6] .
Assuming that the sequence is innite, we establish: [13, 23, 24] .
We need some lemmas to prove the theorem. Concluding Remarks.
The admissible region f(X; Y ) 2 f N(; ) : > 0g in which we conne iterates (X k ; Y k ) (k = 0;1;2; : : : ) becomes larger as we take larger < 1. Taking the limit as ! 1, we have the largest admissible region It is easily seen that this set is contained in S ++ 2 S ++ . But the converse relation S ++ 2 S ++ f(X; Y ) 2 S + 2 S + : XY + Y X Og is not true. For a counter example to this relation, see the paper [25] .
We can employ a dierent admissible region. For every 2 respectively. It is interesting to compare our (modied) algorithm with the predictor-corrector infeasibleinterior-point algorithm given by Potra and Sheng [23, 24] .
Our modied algorithm uses the combination of the AHO search direction [2] and the neighborhood c N(; ) (given in (54)) of f(X; Y ) 2 S + 2S + : XY = Ig while Potra and Sheng's algorithm uses the combination of the KSH search direction [12] We have proved the quadratic local convergence under the strict complementarity condition while their algorithm requires an additional restriction (the size of the central path neighborhood approaches zero.) to attain the superlinear convergence.
