Abstract. This paper introduces a general, nonlinear subgrid-scale (SGS) model, having bounded arti cial viscosity, for the numerical simulation of convection-dominated problems. We also present a numerical comparison (error analysis and numerical experiments) between this model and the most common SGS model of Smagorinsky, which uses a p-Laplacian regularization. The numerical experiments for the 2-D convection-dominated convection-di usion test problem show a clear improvement in solution quality for the new SGS model. This improvement is consistent with the bounded amount of arti cial viscosity introduced by the new SGS model in the sharp transition regions.
1. Introduction. One of the fundamental di culties in the numerical study of convection-dominated problems is that considerable information can be contained in small scales, below the level of the nest mesh. To represent these e ects on the larger scales, di erent methodologies have been used in practical calculations. These methodologies have been successfully analyzed and implemented in the linear case of convection-di usion problems (the streamline-di usion method is probably the most successful in this class). For nonlinear problems (e.g., the Navier-Stokes equations), one of the most common methodologies is to use various subgrid-scale (SGS) models (see, e.g., 16 ], for a survey of these models). However, very little rigorous mathematical analysis has been done validating the e ects of these nonlinear SGS terms on the underlying continuum model and on the discretization ultimately employed.
The goal of this paper is twofold. First, we introduce a general, nonlinear SGS model, having bounded arti cial viscosity. Then, we start a careful comparison of this new SGS model with the most common SGS model of Smagorinsky 19] , which uses a p-Laplacian regularization. Speci cally, we present the error analysis for the corresponding nite element method (FEM) discretizations of the two SGS models, as well as numerical experiments for the 2-D convection-dominated convection-di usion test problem with homogeneous Dirichlet boundary conditions:
?" u + b ru + cu = f in ; test problem is a rst and essential step in a careful numerical comparison of the two SGS models, in that there is little (if any) hope of understanding the e ects of these SGS terms upon the discretization of more general, nonlinear problems (as the Navier-Stokes equations), without studying these e ects on (1.1){(1.2), rst.
The most common approach for the discretization of the linear problem (1.1){(1.2) is the streamlinedi usion nite element method (SDFEM). SDFEM, introduced by Hughes and Brooks 9], and mainly analyzed by N avert 17] and Eriksson and Johnson 6] , is a great improvement of the common upwind type methods and has been successfully implemented and tested on a wide variety of problems 10], 18]. SDFEM stabilizes (1.1){(1.2) in a consistent way, introducing a linear amount of arti cial viscosity (AV) in the direction of the ow, and reducing the need for extra stabilizing AV. Along these lines, a further way to added to the discretization of the left-hand side (LHS) of (1.1). In the above formula, j j is the Euclidian norm, h represents the meshwidth in the discretization of (1.1){(1.2), u h is the discretized solution, and ; ; and p are user-speci ed parameters. This extra nonlinear term introduces the AV in a selective way: it introduces a negligible amount of AV in smooth regions (where jru h j is small), and a stabilizing amount of AV in the sharp transition regions (where j ru h j O(h ?1 )). The p-Laplacian AV term (1.3) stabilizes the discretization and also spreads the small (below the meshwidth) scales onto the computable mesh. This p-Laplacian AV term has been used in numerous challenging numerical applications; the Smagorinsky 19] model, which uses a p-Laplacian AV term, is one of the most popular models in the numerical simulation of turbulent ows. However, very little rigorous analysis, mathematical or numerical, has been done validating the corresponding continuum and discretized models (see 5], 4], 11]).
In Section 2, using the p-Laplacian's strong monotonicity, Minty's lemma 15], 13], and discrete inverse Sobolev's inequalities, we prove existence, uniqueness, max-norm stability, and a priori error estimates for u h , the approximate solution of the discretization of (1.1){(1.2) including the nonlinear AV term (1.3) . This analysis follows the approach used by Layton in 11] and complements the one on the pure p-Laplacian
The p-Laplacian AV term (1.3), despite its well-known (see 11]) qualities, has the drawback of introducing an unbounded amount of AV in sharp transition regions, whereas just O(h) AV is needed. Motivated by this drawback, we introduce in Section 3 a general, nonlinear, bounded AV term of the form ?r ( h a(j hru h j)ru h ) (1.4) added to the discretization of the LHS of (1.1). The parameters in (1.4) are the same as those in (1.3). The function a( ), however, instead of being a power function (and thus unbounded) as in the p-Laplacian AV term (1.3), is a general bounded, smooth, nonnegative, real-valued function, whose derivative is also bounded (see Figure 1 .1). The nonlinear AV term (1.4) introduces a bounded amount of AV in the sharp transition regions, and almost no AV in the smooth regions.
Since the nonlinear bounded AV term (1.4) has no monotonicity properties, the error analysis for the corresponding model is much more challenging than the one for the p-Laplacian AV model. In Section 3, we prove existence, uniqueness, and a priori error estimates for u h , the approximate solution of the discretization of (1.1){(1.2) including the nonlinear AV term (1.4).
Numerical experiments reported in Section 4 show that, for problems exhibiting very sharp layers, the bounded AV model shows a visible improvement in solution quality versus the p-Laplacian AV model, while both can show a dramatic improvement over the common SDFEM method.
These numerical experiments, supported by a careful mathematical and numerical analysis, which we begin here, make the bounded nonlinear AV SGS model a promising approach for the numerical study of convection-dominated problems. For the error analysis we will need to use discrete tools linking the L 2 ( ) and L p ( ) norms. In particular, most commonly used nite element spaces satisfy the following inverse inequality and Poincar e inequality : 
Error
where C is a generic constant independent of h.
Proof. The error bound is proven by using Galerkin orthogonality and the monotonicity of AV p ( ) (2.4). First, the error equation is derived. Subtracting (2.7) from (2.1), we get ?(AV p (u h ); v) + B(e; v) = 0 8v 2 X h ; (2.12) where e = u ? u h . Let w 2 X h be arbitrary and de ne = w ? u h 2 X h , = u ? w (note that e = + ). Adding and subtracting terms as appropriate and using the bilinearity of B( ; ), we get kAV p (u) ? AV p (0)k W ?1;2 krvk C 2 (p)h +p?2 kruk p?1 L p krvk : If we set v = (since 2 X h ) and use the strong monotonicity of AV p ( ) (2.4) and the coercivity of B( ; ) on the LHS of (2.13), the local-Lipschitz continuity of AV p ( ) (2.5) and the continuity of B( ; ) on the right-hand side (RHS), and (2.14), we obtain 
, and r Ckruk L p at in mum, the result now follows taking the in mum over w 2 X h of the above inequality and using the triangle inequality. 3. Error Analysis for the General Bounded AV Model. In this section we study the general, bounded AV model used for the discretization of the convection-dominated convection-di usion problem
h (a(j hru h j)ru h ; rv) + "(ru h ; rv) + (b ru h ; v) + (cu h ; v) = (f; v) ;
We start with a very general AV model (i.e. a very general function a( )), and then we impose restrictions on it in order to obtain existence, uniqueness, and convergence for the solution of the discretized problem. In particular, we prove an a priori error bound for u h , the approximate solution of (3.1).
Here > 0 and > 0 are parameters to be determined, and a( ) is a smooth, bounded, nonnegative function whose graph looks like that in Figure 1 .1.
The shape of a( ) makes the AV term h (a(j hru h j)ru h ; rv) t the description we gave in the introduction: the amount of AV introduced in the discretization (3.1) is negligible in the smooth regions (where the gradient is small) and bounded where the gradient is large: Integrating by parts, using (2.6) and the above inequality on the LHS, and the Cauchy-Schwarz inequality on the RHS of (3. Notice that for the existence of u h , we did not impose any new conditions on a( ) (other than those already imposed in the beginning of the section) or on . Thus, any function a( ) whose graph resembles the one in Figure 1 .1 is admissible.
The following proposition proves the uniqueness of u h , with a very general condition on a( ). Note that usually the uniqueness is proven by means of monotonicity arguments. These arguments fail in this case, and we have to use nontrivial nonlinear variational analysis arguments 13] instead. Lemma a 0 (j r(U 2 + t(U 1 ? U 2 )) j) r(U 2 + t(U 1 ? U 2 )) rV j r(U 2 + t(U 1 ? U 2 )) j r(U 2 + t(U 1 ? U 2 )) rV + a(j r(U 2 + t(U 1 ? U 2 )) j) j rV j 2 dxdt Since a 0 (x) 0 8x 0 by (3.5), and a(x) 0 8x 0, the above expression is nonnegative. Thus, (3.7) is nonnegative; nonnegativity of (3.7) and (3. where C 1 ; C 2 ; K 1 ; K 2 are constants independent of h, and~ is the constant given by (2.6). Proof. Subtracting (3.1) from (2.1), and using the fact that X h X, we get ? h (a(j hru h j)ru h ; rv) + "(r ( Integrating by parts and using (2.6) on the LHS, and the Cauchy Schwarz inequality on the RHS, we have Notice that e = ' ? = u ? u h does not depend on w; thus, taking the in mum on w of both sides of the above inequality, proves the theorem. Remark 3.4. The a priori error estimate in Theorem 3.3 gives convergence of the approximate solution u h to the exact solution u. The convergence is not uniform in ". However, by choosing a( ) suitably, the discretization can be made to be exponentially tted in all transition regions. Thus, an attempt to prove uniform in " convergence would be legitimate in this case.
Remark 3.5. The inequality (3.8) is satis ed by any function whose graph resembles the one in Figure   1 .1, and allows us to introduce only O(h ) AV in the sharp transition regions.
Summarizing the results in this section, for any parameters 0 and 0, and for any smooth function a( ) satisfying 0 a(x) 1 8x 0 0 a 0 (x) 8x 0; we proved existence, uniqueness, and convergence for the solution u h of (3.1). Notice that, although our results hold true for a more general function a( ) satisfying the above relations, in practice we use a function whose graph resembles the one in Figure 1 .1, introducing a negligible amount of AV in the smooth regions, and only O(h ) in the sharp transition regions. 4 . Numerical Experiments. In this section we present numerical tests for the SDFEM method, the p-Laplacian AV SGS method, and the bounded AV SGS method. All three methods are applied to two challenging problems with sharp layers. These problems are catastrophically structurally unstable (small perturbations in the data result in dramatic unphysical oscillations, overshooting, and undershooting in the approximate solution), a characteristic feature of more general nonlinear ows (e.g., turbulent ows).
The boundary value problem (1.1){(1.2) is solved on the unit square = (0; 1) (0; 1) by using a nite element discretization with conforming piecewise linears on a uniform mesh of isosceles right-angled triangles, with meshwidth h. However, the same qualitative results have been obtained when using conforming piecewise quadratics. The nonlinear problems (2.7) and (3.1) were solved by using a Picard-type iterative process (at each iteration we lagged the nonlinear term). All the matrices and the corresponding right-hand sides were assembled by using a second-order quadrature rule, and the resulting linear systems were solved by using the conjugate gradient squared (CGS) method 14]. where is a user-speci ed parameter. In our calculations, we used = h, which is probably the most popular choice in SDFEM. Note also that, when using conforming linears, the Laplacian term u h on the LHS of the above relation is zero on each element T. The graph (surface plot and contour lines) of the corresponding approximation u h is given in Figure 4 .2. Note the poor solution quality: dramatic overshooting and undershooting, especially in the direction of the ow. Next, we apply the p-Laplacian AV SGS method (2.7) to (1.1){(1.2). Here, we used the following values for the user-speci ed parameters: = 10; = 1; p = 3. The graph (surface plot and contour lines) of the corresponding approximation u h is given in Figure 4 .3. As expected, the approximate solution given by the p-Laplacian AV model is more accurate than the one given by the SDFEM method, since the former introduces a nonnegligible amount of AV only in the sharp transition layers, whereas the latter introduces the same amount of AV everywhere. Speci cally, the fact that the p-Laplacian AV model introduces AV in a selective way (only in the sharp transition regions) is re ected in a dramatic reduction of the amount of overshooting and undershooting and in a visible improvement in solution quality.
The last model tested is the general, bounded AV SGS model ( Since we know the exact solution, we can make more precise the above discussion and calculate the norm of the error in the three discretizations. In Table 4 .1, for di erent meshwidths (h = 1=16; h = 1=32; h = 1=64; h = 1=128), we present the L 2 -norm of the error (denoted by jjEjj L 2), the energy-norm of the error (denoted by jjjEjjj), the l 2 -norm of the undershoots (denoted by jjUjj l 2), and the l 2 -norm of the overshoots (denoted by jjOjj l 2). Here, the overshoots are considered the values larger than one and are calculated as the di erence from one, and the undershoots are considered the values less than zero and are calculated as the di erence from zero.
The most important piece of information in Table 4 .1 is that the L 2 -norm of the error for the two nonlinear AV models is consistently better (except for h = 1=16, when the mesh is too coarse) than the corresponding error for the SDFEM. This improvementis quite dramatic as we re ne the mesh: for h = 1=128, the L 2 -norm of the error is decreased by three and four times, respectively. We have the same dramatic improvement (one order of magnitude) in the l 2 -norm of the undershoots. The l 2 -norm of the overshoots and the energy-norm of the error are also better for the two nonlinear AV models, even though not as dramatic.
Comparing the two nonlinear AV models, we see that the bounded AV model is consistently better. The most dramatic improvement is in the L 2 -norm of the error (roughly, by 35%). The numerical results corresponding to the three discretizations are summarized in Table 4 .2. For di erent meshwidths (h = 1=16; h = 1=32; h = 1=64; h = 1=128), Table 4 .2 presents the l 2 -norm of the error away from the layers (denoted by jjEjj l 2), the l 2 -norm of the undershoots (denoted by jjUjj l 2), and the l 2 -norm of the overshoots (denoted by jjOjj l 2). The overshoots and undershoots are calculated the same way as in Example 1. The error away from the layers is calculated as the di erence from 1 on the subdomain y x + 0:15 and as the di erence from 0 on the subdomain y x ? 0:15 and 0:15 x 0:9.
The numerical results in Table 4 .2 are consistent with the corresponding ones in Table 4 .1. Indeed, the l 2 -norm of the overshoots and the l 2 -norm of the undershoots for the two nonlinear AV methods are consistently better than the corresponding errors for the SDFEM: as we re ne the mesh, the l 2 -norm of the overshoots is decreased by approximately three and four times. The l 2 -norm of the error away from the layers is usually better for the two nonlinear AV methods as well, except for h = 1=16, when the mesh is too coarse, and h = 1=128. However, since we do not know the exact solution for our test problem, we can only make rough approximations of the error. Comparing the two nonlinear AV models, we see that the bounded AV model is consistently better. 
