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Abstract
Many passive image tamper detection techniques have been
presented in the expanding field of image forensics. Some of
these techniques use a classifier for a final decision based on
whole image statistics, resulting in a lack of forgery localiza-
tion. The aim of this paper is to add localization to a previ-
ously published algorithm that uses grey-level co-occurrence
matrix (GLCM) for extracting texture features from the chro-
matic component of an image (Cb or Cr component). Experi-
mental results show that we can localize tampering for different
sized regions with reasonable accuracy. The main trade-off is a
diminishing detection accuracy as the region size decreases.
1 Introduction
Multimedia validity is becoming a major issue of concern
nowadays due to the ease with which one can modify media
using readily available software. As a result, the field of im-
age forensics is targeted towards studying and analyzing mul-
timedia to confirm authenticity or tampering. Image forensic
tools can be classified into two main categories: active and pas-
sive. Watermarking, for example, is a well-known active image
forensic tool where data is embedded into an image during the
acquisition process. On the other hand, passive forensic tools
do not depend on any prior data at all. Therefore, the analysis
is performed on a blind basis.
Many algorithms based on feature extraction have been pre-
sented. Most of these use either grey scale images or the lumi-
nance component of RBG color images. The number of tech-
niques that rely on extracting features from chromatic compo-
nent of images is far smaller. We start by reviewing techniques
that extract features from grey scale or color images first, fol-
lowed by techniques that extract features from the chrominance
component.
Davarzani et al. [6] present a technique that relies on block
feature extraction using Multiresolution Local Binary Patterns
(MLBP) for copy-move forgery detection. Their technique can
efficiently detect duplicated regions even if they were rotated,
scaled, blurred or compressed. Similarly, Amerini et al. [3] use
feature extraction for copy-move attack detection. This method
uses Scale-invariant feature transform (or SIFT) to detect dupli-
cate regions. Dong et al. [8] present a technique that relies on
the concept of pixel “run” which gives the number of consecu-
tive pixels having the same gray level intensity with respect to a
particular linear alignment. Although the method produces the
desired results its accuracy level ranges between 69.75% and
84.36% depending on feature sets used.
In another work, Shi et al. [16] present a method that
extracts Markov transition probabilities from the test image.
The model works effectively on the Columbia Image Splicing
Detection Evaluation Dataset [1]. Experimental results show
that tampering can be detected with 92% accuracy. Liu et al.
present a splicing detection algorithm that is based on image
edge analysis and blur detection [10]. The Blurring operation
averages the values of neighboring pixels in order to give a
smooth visual effect. Therefore, the algorithm is designed to
analyze the blur features that were introduced to the image then
detect the changes in pixel values. The main drawback is that
the algorithm is specific to grey-scale images and therefore a
grey-scale conversion operation has to be performed prior to
testing color images.
Carvalho et al. [7] present a method that extracts texture
and edge based features from color images. Classification is
then performed using an SVM classifier. Pan and Lyu [14] ex-
tract SIFT features then determine duplicate regions based on
a feature matching technique. Similarly, Chen et al. [5] present
a method that detects Harris corner interest points in an image,
then statistical analysis is performed to represent image regions
around Harris points.
Ghulam Muhammad [11] extract features from the chromi-
nance component of an image for image tamper detection. The
method computes the Weber Pattern (WP) histogram which is
used as a texture feature for the image. A classifier is then used
to make a final decision on the image. This method shows an
increase of 18% in detection accuracy compared to the method
by Peng et al. [15] which extracts compound statistical features
from grey scale images for tamper detection. Hussain et al. [9]
present a method that extracts Weber Law Descriptors (WLD)
from the chrominance component of images. An SVM classi-
fier is then used to make a final decision on the whole image.
Wang et al. [18] present a technique that analyzes inconsisten-
cies at the pixel level to detect image forgery. The algorithm
detects splicing in images based on extracting texture infor-
mation from image chroma. The interesting aspect about this
technique is that it uses the chroma components of an image
for tamper detection. The technique is robust and yields very
good results, and it is one of the few techniques in the liter-
ature, as we mentioned previously, that uses the chrominance
component of an image for tamper detection.
Experimental results of the last three techniques show that
the chrominace component of images is very useful and can
outperform results taken from grey scale or luminance com-
ponent of RGB color images. For this reason, Wang et al.’s
technique [18] was chosen for conducting further research.
This paper is organized as follows: section 2 briefly ex-
plains the published technique. Section 3 gives details about
the conducted experiment. Section 4 shows experimental re-
sults. Finally, Section 5 concludes.
2 Background
The first step in the algorithm of [18] is to separate the image
into its Y, Cb, and Cr components. The YCbCr is a color space
used for digital images. The Y component represents the lumi-
nance, the Cb represents the blue difference chroma component
and Cr represents the red difference chroma component. Most
of image content is preserved in the Y component. Therefore,
the Cb and Cr components don’t show as much image content
as the Y component. However, according to [18], the splic-
ing process leaves traces that are more visible in the Cb or Cr
components than the Y component. For example, spliced re-
gions will have sharp edges while the authentic objects in the
image will have smooth edges. An edge detector was used on
the chroma component of the image before applying feature ex-
traction. Wang et al. adopted a simple detector that generates
edge images Eh, Ev, Ed, E−d (Equations 1-4) as follows [12]:
Eh(i, j) = |x(i+ 1, j)− x(i, j)| (1)
Ev(i, j) = |x(i, j + 1)− x(i, j)| (2)
Ed(i, j) = |x(i+ 1, j + 1)− x(i, j)| (3)
E−d(i, j) = |x(i+ 1, j − 1)− x(i, j)| (4)
where x(i, j) represents the gray value of a pixel at row i col-
umn j.
The grey-level co-occurrence matrix (GLCM) is used to ex-
tract second-order texture information from the image. GLCM
computes the joint probability distribution function (PDF) of
grey-level pairs in an image. The aim of feature extraction is to
select certain texture characteristics from an image to be able
to group them in clusters. Classification can then be used to
distinguish between certain textural features in the image.
Boosting feature selection (BFS) [17] is then applied to the ex-
tracted image features to obtain optimal features. A LibSVM
classifier was then used for forgery detection.
3 Experimental Set-up
Our experiment involved dividing images into non overlap-
ping blocks of the following sizes: 128×128, 64×64, 32×32,
16×16 and 8×8 pixels. Obviously, only forged blocks were
picked from the forged images since we already have enough
original blocks taken from the original images. A random se-
lection process was performed on the blocks to be chosen for
training and testing the classifier. Each random block was then
split into its Y, Cb, and Cr components. Feature extraction was
performed on the Cb component of each image block.
Images were downloaded from the Image Tampering
Database Of Cloning With Modern Tools [13]. This database
has 6 different sets of uncompressed images of size 1024×1024
pixels at 8 bpc. Each set has a different type of forgery attack
performed with GIMP or Photoshop. The content-aware attack
works by filling a certain region in an image with new data
automatically generated based on the region’s neighborhood.
Clone stamp attack fills a region in an image with existing pix-
els from another region that is chosen manually. Copy-paste
attack works by copying the the pixels of a region then pasting
them as a new layer on top of existing pixels in another region.
Table 1 lists all the datasets.
Set Algorithm Software # of Images
A Clone Stamp Photoshop 150
B Clone Stamp GIMP 150
C Content-aware Photoshop 150
D Content-aware GIMP 150
E Copy-paste Photoshop 75
F Copy-paste GIMP 75
Table 1. Datasets Used in Experiment
A Support Vector Machine [4] was used for testing image
blocks. At each size, blocks were divided separately into a
training set and a testing set. Half of the training set was au-
thentic and the other half was tampered. The testing set con-
tained 100 authentic and 100 tampered blocks. Training was
performed once for each block size independently for each of
the six tampered image sets. Tampered blocks were determined
by comparing individual blocks from the original image to the
corresponding blocks from the tampered image. When there
is a change in any pixel value, the blocks is considered tam-
pered. An RBF kernel was chosen to generate the model to
be used for prediction/testing. Cross validation and grid search
was performed on the training set to obtain the optimal RBF
kernel parameters. It was important to have an equal amount of
original and forged blocks in the training set and testing set (al-
though the total number of blocks in the training sets may vary
for different block sizes while all testing sets have 200 blocks
total). The reason behind this is to ensure we have the same
confidence for false positive and false negative results and not
just the overall accuracy. The binomial proportion confidence
interval for the final accuracy was computed as follows (Equa-
tion 5):
pˆ± z1− 12α
√
1
n
pˆ(1− pˆ), (5)
where pˆ, n and z1− 12α are the estimated classification accuracy,
testing sample size and confidence factor respectively.
4 Results
The results show that the block size plays a role in the detection
accuracy. The smaller the block size the lower the detection ac-
curacy. There are some cases where smaller blocks achieved a
slightly better accuracy than larger blocks, however, the accu-
racy results still remains within each others’ confidence inter-
val. Table 2 shows the obtained results for the different block
sizes for each set along with the confidence interval for each
result. All confidence intervals were computed for 95% confi-
dence. The results were similar to what we expected, the ac-
curacy decreases for smaller block sizes because the algorithm
works by detecting ’sharp edges’ of tampered regions. There-
fore, when a block does not contain any pixels from the edges
of the forged region it will not be detected as forged.
In order to validate this claim an experiment was made
where 50 tampered blocks were manually selected. Half of
the blocks contained tampered edges (i.e. the blocks contained
a mixture of original and tampered pixels). The other half of
tampered blocks did not contain any tampered edges (i.e. all
the pixels in the blocks were tampered). The classifier was
then used for testing each category of blocks separately. There
was an increase of 8% in detection accuracy and a decrease of
8% in the false negative rate (FNR) when tampered edges were
present in the blocks.
The ROC curves in Figure 1 show the TPR and FPR for
each block size in each set. It can be seen from the graph that
the type of tampering attack affects the detection results. This
may be caused by the extracted features being sensitive to cer-
tain tampering attacks more than others. The best ROC perfor-
mance was acheived by the 64×64 blocks in set D. The TPR
was 88% and FPR 30%.
Our proposed technique improves on Wang et al. [18] by
adding localization of tampered regions. We also tested on
the CASIA TIDE database [2] so we can compare our results
with two recent state-of-the-art techniques that used the same
database. We chose the first three block sizes in our experi-
ment (128×128, 64×64 and 32×32) since they generated the
best results in the previous experiment. We trained and tested
the SVM classifier for each block size separately. Then we re-
ported the highest detection accuracy which was for the 32×32
blocks. The techniques we used for comparison were by Chen
et al. [5] and Pan and Lyu [14]. Both techniques are robust and
yield very good results. However, they do not show the efficacy
of their technique in detecting attacks performed by different
algorithms. We used the detection accuracy along with the false
positive rate (FPR) and false negative rate (FNR) as metrics
for comparison with these techniques. The detection accuracy
refers to the proportion of true positives (tampered detected
as tampered) and true negatives (original detected as original).
FPR is the proportion of original blocks that were falsely de-
tected as tampered. FNR is the proportion of tampered blocks
that were falsely detected as original. Our technique achieves a
slightly better detection accuracy than the other two techniques
(93%). However, the FPR is a little higher than the other two
techniques (4%) probably because our technique is sensitive
to the presence/absence of tampered edges within the blocks
as we previously mentioned. Table 3 shows a comparison be-
tween our localization technique and the other two techniques.
Technique Accuracy% FPR% FNR%
Pan and Lyu [14] 89.96 1.25 18.84
Chen et al. [5] 92.15 3.30 12.40
Ours 93.0 4.0 10.0
Table 3. Comparison Between Techniques Based on CASIA
TIDE Database [2]
5 Conclusion
The objective of this experiment was to determine whether or
not we can localize forged regions in an image using an SVM
classifier. Results show that this is possible but, the detection
accuracy decreases as the block size decreases. The algorithm
performs efficiently when the edge of a forged region is present
within the block to be tested. The extracted features seemed to
be more sensitive to certain types of forgery attacks and there-
fore, performed better in detecting them. Our technique also
compares favourably with other state of the art techniques that
implemented localization. In further work, we intend to inves-
tigate how localization may be affected by adding additional
features in order to improve detection results.
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