ABSTRACT Considering the conservativeness caused by the polytopic linear parameter varying (LPV) model, which is constructed using only the upper and lower bound information of the state-dependent autoregressive model with eXogenous input and radial basis function network type coefficients (RBF-ARX model). In this paper, a robust predictive control (RPC) algorithm based on the parameter variation rate information of the RBF-ARX model is proposed. By using the information, the size of the convex polytopic sets used to wrap the system's polytopic LPV model is compressed greatly. Thus, it improves greatly the control performance and reduces the conservativeness of the subsequent RPC algorithm. The conversion from the RBF-ARX model to the polytopic LPV state space model just uses the RBF-ARX model itself, and the derived LPV model is a special quasi-LPV autoregressive model. So, it is not necessary to assume that the time varying parameters and/or the bounds of the parameter variation rate in the polytopic LPV model must be known or measured. An example of a widely used continuous stirred-tank reactor process control is studied to illustrate the effectiveness of the proposed approach in terms of using parameter variation rate information of the RBF-ARX model to improve step response control performance and anti-jamming performance.
I. INTRODUCTION
Nonlinear model predictive control (NMPC) has gained great popularity in industry due to its superiority in dealing with constrained optimization problems [1] . Some literatures directly use the nonlinear model of a system as internal model of the NMPC. However, robustness and stability of this type of NMPC strategies may be difficult to be guaranteed, or are not considered at all [2] . Considering that nonlinear system modeling is often subject to some uncertainties in practice, such as unmodeled dynamics or external disturbances, models with polyhedral descriptions may be used to approximate or include the nonlinear dynamics of the system. This type
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of method embeds a nonlinear system into a linear polytopic uncertain system, and a robust predictive controller (RPC) can then be designed to ensure stability of the algorithm and the satisfactory control performance in the face of uncertainty and interference. In the past few decades, many RPC strategies have been proposed for the nonlinear systems with polytopic description, e.g., one can refer to [3] - [5] for a system with model parametric uncertainty without disturbance, one can refer to [14] and [15] for a system with bounded disturbance and without model parametric uncertainty, and one can refer to [8] and [9] for a system with both model parametric uncertainty and bounded disturbance. In these literatures [3] - [9] , the authors are mainly focus on output tracking or state regulating problems with the assumption that the system's steady state knowledge is accurately known or measured. In this type of method [3] - [9] , it is usually necessary to linearize the system's nonlinear model using the steady state knowledge to get the system's LPV model [10] . So, the use of these methods is limited in practical application, because there are still a large number of nonlinear systems with unknown or unobtainable steady state information due to disturbances or modeling errors [10] , [11] .
In general, the output tracking or state regulating control of a nonlinear system with unknown or unobtainable steady state information is the main problem that the RPC strategies need to be solved in practice [12] . To this end, there are already some literatures presented the synthesis approaches using output feedback RPC based on the state estimators, e.g., one can refer to [11] and [13] for a system with model parametric uncertainty and without disturbance, one can refer to [14] and [15] for a system with bounded disturbance and without model parametric uncertainty, and one can refer to [16] for a system with both model parametric uncertainty and bounded disturbance. However, in the state feedback estimator-based output feedback robust predictive control, the state estimation errors have to be considered. In addition, to ensure the variable (input, output or state) constraints, the complexity of the synthesis process of these methods may be significantly increased [10] . In this paper, by making full use of the structural characteristics of a data-driven input-output model, a robust predictive control strategy is proposed. It is different to the RPC strategies with the assumption that the system's steady state knowledge is known [3] - [9] or can be accurately obtained by the state estimator [11] - [16] , the system's steady state information is never used in the proposed RPC design process.
In nonlinear system modeling, one type of the input-output model that is often used is the State-Dependent AutoRegressive with eXogenous variable (SD-ARX) model [17] . Using a set of Radial Basis Function (RBF) networks to approximate the functional coefficients of a SD-ARX model yields an RBF-ARX model [18] . As a special quasi LPV model with Gaussian RBF network-style coefficients, the RBF-ARX model is globally nonlinear and locally linear. This special model structure is very suitable for the subsequent MPC controller design on different industrial application fields [19] , [20] . So far, the RBF-ARX modeling and the model-based predictive control technique have been applied into various complex systems [21] . However, in the design of the traditional MPC algorithms [19] , [21] , the robustness and stability of the MPCs may be difficult to guarantee or not considered at all [10] . The RPC strategies based on the RBF-ARX models have been studied in [22] - [24] . Based on the RBF-ARX model, Peng et al. [22] constructed a polytopic LPV model to approximate the system's future nonlinear characteristics, and designed a min-max MPC strategy to achieve the output tracking control of the system without considering the uncertain disturbance. Zhou et al. [23] applied the RPC algorithm to a CSTR process and a two tank system. On the basis of these achievements, Zhou et al. [24] further proposed an RBF-ARX model based two stage scheduling quasi-min-max RPC algorithm.
Although many achievements have been obtained, so far, the researchers have only focused on using the upper and lower bound information of the RBF-ARX model parameters to construct the system's polytopic LPV model. Considering the conservativeness caused by the polytopic LPV model, which is constructed using only the upper and lower bound information of the RBF-ARX model parameters, in this paper, an RPC algorithm based on parameter variation rate information of the RBF-ARX model is proposed. By using the parameter variation rate information, the size of the convex polytopic sets used to construct the system's polytopic LPV model may be greatly compressed. Thus, it could greatly improve the performance of the subsequent RPC algorithm. Note that, it differs from the methods [25] - [28] , which assume that the time varying parameters or the bounds on the parameter's variation rate in the LPV model are known or measured, in this paper, the conversion from the RBF-ARX model to the polytopic LPV model uses the RBF-ARX model itself, which is a special quasi-LPV autoregressive model. Hence, in this model conversion process, there is no need to make any assumptions that were done in [25] - [28] .
The remainder structure of the paper is as follows. The RBF-ARX modeling method is first introduced, and then a local linearized state space model and two polytopic LPV state space models are constructed to characterize the current and future dynamics of the system in Section II. In Section III, an RPC algorithm based on the parameter variation rate information of the RBF-ARX model is proposed. In Section IV, in order to verify the feasibility and effectiveness of the RPC strategy, the comparison studies on a CSTR process are carried out. Finally, the conclusions are given in Section V.
II. SYSTEM DYNAMIC DESCRIPTION BY RBF-ARX MODEL
Without loss of generality, we consider a smooth nonlinear system, which can be described by the following nonlinear model:
where y(t) ∈ is the output, u(t) ∈ is the input, and ζ (t + 1) ∈ is the white noise independent of the observations; f (·) is an unknown nonlinear mapping; n y and n u are the maximum output and input lags, respectively. In a great number of practical problems, the nonlinearity of a system is dependent on one or more variables in the system. In this situation, the state-dependent ARX model, which follows from the idea of the state-dependent AR model, may be adapted to approximate the nonlinear mapping f (·) in (1), and it yields [19] :
where φ 0 (w(t)), φ y,k (w(t))|k = 0, . . . , n y − 1 φ u,k (w(t))| k = 0, . . . , n u − 1} are the state-dependent functional coefficients of the model; ξ (t + 1) is the modeling error; w(t) is regarded as the state vector at time t, which is the process variable causing system's operating point to change with time; in many cases, it contains maybe the outputs series and/or the inputs series or other variables whose variation can result in nonlinearity of the system.
The RBF-ARX model is derived by using a set of RBF networks to approximate the functional coefficients of state-dependent ARX model (2) . It can be written as follows [18] : 
where φ 0 (w(t)), φ y,k (w(t)) and φ u,k (w(t)) are the statedependent function-type coefficients, which are all composed of Gaussian RBF networks; n y , n u , m and d are the model orders, and
T is regarded as the state vector at time t, w(t) has a direct or indirect relation with the input or output of the system, in some cases being just the input or output itself; x [20] .
In this paper, to obtain a more generalized system model for subsequent RPC design, in addition to modeling error we also consider the influence of the bounded and uncertain disturbance in the RBF-ARX model (3) , and then obtain the following system model: (7) where {|δ(t + 1)| ≤ η} denotes the bounded and uncertain disturbance that also includes the modeling error, and η is a known upper bound.
To design the RPC algorithm, first, model (7) is rewritten as follows: (8) where
and k n = max(n y , n u ). Define the desired output as y r , and let the system deviation variables be:
where i = 1, 0, −1, −2, . . . and j = 0, −1, −2, . . . . According to model (8) , (12) and (13), the one-step-ahead prediction of the output deviation y(t + 1|t) can be obtained as:
where {|δ(t + 1|t)| ≤ η} is the bounded and uncertain disturbance including the modeling error.
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Similarly, we can also obtain the two-step-ahead prediction of the output deviation, i.e. y(t + 2|t), which is given by:
In this paper, the absolute value of ϕ t defined by (14-16), i.e., |ϕ t |, can be regarded as an index of describing whether the controlled system goes into steady state [23] , because |ϕ t | should be zero if the input {u(t)} is perfect and the output {y(t)} is stabilized on the desired output y r under steady state. In terms of the meaning of ϕ t , and from (14), we use the following linear time varying model (20) to specify the future nonlinearities of the system and to make ϕ t+j|t , j ≥ 2 be zero by designing a set of 'perfect' inputs
where
Note that, in this paper, considering that ϕ t+1|t is difficult to reach zero directly in only one step, thus the absolute value of ϕ t+1|t in model (17) is relaxed and is not forced to be zero. In order to use polynomial models (14), (17) and (20) to construct the state-space models, the state vector is defined as follows:
And then, from the polynomial models (14), (17) and (20) we build the corresponding state-space models as follows:
where (26) where
And
From (25), one can see that, the state-matrices {A t , B t }, which are consisted by the coefficients {a k+1,t , b k+1,t |k = 0, . . . , k n − 1}, can be calculated by the offline identified RBF-ARX model (3-6) at current time t; similarly, the state vector X(t|t) in (24) can also be calculated. To get vector (t) in (25), we need to obtain ϕ t first. As seen in (15) (16) , ϕ t = ψ(t) + δ(t + 1|t) and the ψ(t) in (16) can be calculated on the basis of the measured input/output data and the offline identified RBF-ARX model (3-6) at current time t. However, ϕ t cannot be directly calculated at current time t, because ϕ t contains the unknown and bounded disturbance δ(t + 1|t), but the varying region of ϕ t can be constructed. Using the upper and lower bounds of δ(t + 1|t), the varying region of ϕ t can be obtained as [ψ(t) + e , ψ(t) + e ], and e = min {δ(t + 1|t)} = −η, e = max {δ(t + 1|t)} = η. Then we can build the following convex polytopic set (30) to represent (t) in its varying region.
In (31), the mark e |e denotes e or e . Similarly, the convex polytopic set (t+1|t) , which vector (t + 1|t) in (27) belongs to, can also be constructed.
From (27) and (29), one can see that the state matrices A t+j|t , B t+j|t |j ≥ 1 cannot be obtained at the current time t, because they are consisted by the coefficients a k+1,t+j|t , b k+1,t+j|t |k = 0, . . . , k n − 1; j ≥ 1 , which depend on the future operating points {w(t + j|t)|j ≥ 1} of the system. However, from the special structure of the RBF-ARX model (3) (4) (5) (6) , it is clear that, using the varying region of each exponential function in the coefficients a k+1,t+j|t , b k+1,t+j|t , the prescribed polytope sets can be constructed to wrap the variation range of the state matrices A t+j|t , B t+j|t in (27) and (29) .
Remark 1: Next, the information of the identified RBF-ARX model shown in (3-6) is first utilized to find out the varying region of each exp-function in the coefficients a k+1,t+j|t , b k+1,t+j|t , and then the polytopic LPV state space models are constructed to better represent the system's future dynamics.
First, based on the state matrices {A t , B t } in (25) and the parameter variation rate information of the RBF-ARX model (3-6), two convex polytopic sets, which the one-step-ahead prediction state matrices A t+1|t , B t+1|t in (27) belong to, are constructed as:
where L m = 2 m , m is the model order; the vertices of the two convex polytopic sets are defined as (34) and (35) (4-6) 
. . .
and e u,h are defined as:
and z j h , λ j h |h = 1, . . . , m; j = u, y are the nonlinear parameters of the RBF-ARX model as given in (4-6); w(t) is the variation rate of w(t); w(t) is the historical operating point data.
From two bounds of e y,h , e y,h or e u,h , e u,h , which can be calculated by (36-37) or (38-39), and the structure of the regressive coefficients with m exp-functions in model (3-6), 2 m vertices A α or B β of the convex polytopic set A or B in (32) or (33) can be built. And then, the polytopic LPV state-space model (26) can be obtained to represent the two-step-ahead dynamics of the nonlinear system.
Next, based on the upper and lower boundary information of the RBF-ARX model parameters, two convex polytopic sets, which all the future state matrices A t+j|t , B t+j|t |j ≥ 2 in (29) belong to, are constructed as:
where L m = 2 m ; C l and D q are the convex polytopic set vertices, and , ∀w(t) (45)
, ∀w(t) (46) (24) corresponding to the polynomial model (14) is obtained to represent the current behavior of the system, and the polytopic uncertain LPV state-space models (26) (27) (28) (29) corresponding to the polynomial models (17) and (20) are built to represent the future system's nonlinear behavior between the output deviations y(t +i) = y(t +i)−y r and input deviations u(
Remark 2: To improve the control performance and reduce the conservativeness of the proposed RPC algorithm, we use the available parameter variation rate information of RBF-ARX model (7) to build the convex polytopic sets (32-33) , and use the polytopic LPV state space model (26) to represent the two-step-ahead dynamics of the nonlinear system. Using this method, the size of the convex polytopic sets { A , B } used to construct state-space model (26) may be greatly compressed. Thus, it may greatly improve the control performance and reduce the conservativeness of the subsequent RPC algorithm.
Remark 3: It is different from other methods [25] - [28] , in which it assumes that the time varying parameters or the bounds on the parameter variation rate in the polytopic LPV model are known or measured. In this paper, the conversion from the RBF-ARX model to the polytopic LPV state-space model uses the model itself, which is a special quasi-LPV autoregressive model. So this conversion is automatic and uniform without need to make the assumptions that were given in [25] - [28] .
III. ROBUST PREDICTIVE CONTROLLER DESIGN
In this section, based on the polytopic LPV state-space models (24), (26) and (28) between the output deviations (12) and the input deviations (13), a quasi-min-max RPC algorithm is designed for output-tracking control of the nonlinear system without relying on the system's steady state knowledge. The structure diagram of the RBF-ARX model based RPC algorithm is depicted in Fig. 1 .
In this paper, the objective function of the RPC algorithm is designed as follows min u(t+j|t),j=0,1,2,...
{u(t + j|t) T Ru(t + j|t) + X(t + j|t) T W X(t + j|t)};
W and R are the weights; u(t + j|t) is the future input deviation at t + j; X(t + j|t) is the predicted state at t + j; (t) denotes the condition {A t+1|t ∈ A , B t+1|t ∈ B , (t) ∈ (t) , (t + 1|t) ∈ (t+1|t) , A t+j|t ∈ C and B t+j|t ∈ D for j ≥ 2}; u(t|t) is constrained by u min ≤ u(t|t) ≤ u max ;
In the RPC algorithm, the infinite horizon objective function J ∞ 0 (t) is divided into three parts: J 1 0 (t), J 2 1 (t), J ∞ 2 (t), and J ∞ 0 (t) = J 1 0 (t)+J 2 1 (t)+J ∞ 2 (t). In (48), the u(t|t) and u(t +1|t) are two free decision variables, and the rest of the future input deviations are given by a state feedback control law:
Next, based on the min-max principle, the infinite-horizon RPC optimization problem (48) can be solved by a LMI synthesis method. First, the quadratic function of state variable is defined as:
where P(j, t) > 0 is a positive definite matrix. At time t, for all ∀A t+j|t ∈ C , ∀B t+j|t ∈ D |j ≥ 2 , assume that the following inequality holds:
By summing inequality (51) from j = 2 to ∞, an upper bound on the worst value of J ∞ 2 (t) can be obtained as: max
So, the quasi-min-max RPC problem (48) 
{u(t + j|t) T Ru(t + j|t) + X(t + j|t) T
W X(t + j|t)} In the above formula, if there exist the Lyapunov matrices P lq (l, q = 1, 2, . . . , L m ) that are applied to build a time varying Lyapunov matrices
λ b q,t+j|t P lq , j ≥ 2, the optimization problem (53) can then be solved by the following Theorem 1.
Theorem 1: By defining a nonnegative scalar γ as the worst-case upper bound of the infinite horizon objective function in (48), solving the min-max optimization problem (48), which is designed on the basis of the polytopic LPV models (24-29) for obtaining u(t|t), u(t + 1|t) and the feedback gain matrix F(t) in (49), is equivalent to solve the following minimization problem, (54)-(59), as shown at the top of the next page, where * induces a symmetric structure; α, β, l, q, k, f = 1, 2, . . . , 2 m and ρ, g = 1, 2; the feedback gain matrix F(t) = YG −1 ; Q lq = γ P −1 lq > 0; Z is a symmetric matrix, and Z ii is the i-th diagonal element of Z . In (55-56), A t , B t , X(t|t), A α , B β , C l , D q , t,g and t+1|t,ρ can be calculated by the offline identified model (3) (4) (5) (6) at the current time instant t and the measured input/output data, respectively. u(t) is the solution of the VOLUME 7, 2019
optimization problem (54) at time t, and the control action implemented on the system is u(t) = u(t) + u(t − 1).
Proof of Theorem 1: Substituting the state-space model (28) , (49) and (50) into (51), the following inequality can be obtained:
And then, one can confirm that (60) is satisfied if and only if there exists the Lyapunov matrices P lq (l, q = 1, 2, . . . , L m ) such that the time varying Lyapunov matrices
λ b q,t+j|t P lq , j ≥ 2, and
kf > 0; and by using Schur complement [29] , (61) can finally be expressed as the LMIs (56). Now, the minimization problem (53) is equivalent to
From (52) and (62), one can see that
This means that γ is the worst-case upper bound of the infinite horizon objective function in (48), as defined in Theorem 1. Considering that the state matrices A t+1|t , B t+1|t in (26) belong to the convex polytopic sets { A , B }, the vectors (t) and (t + 1|t) in (24) (25) (26) (27) belong to the convex polytopic sets (t) and (t+1|t) , respectively. Introducing (24-27) into (62), by using Schur complement, inequality (62) can be finally expressed as LMIs (55).
The input deviation constraints in the minimization problem (48) can be expressed as LMIs. First, divide them into three parts:
, and then impose constraints on each part separately. Similar to [29] , the deviation constraints that is included in (48) can finally be expressed as LMIs (57-59).
Therefore, the quasi-min-max RPC optimization problem developed based on (24-29) is finally equivalent to min
γ , subject to LMIs (55-59).
Based on the conclusion showed in Theorem 1, we give Remark 4 to explain the stability of the closed-loop system under control of the proposed RPC, which is analogous to [5, Th. 3] .
Remark 4: When Theorem 1 is implemented in a receding horizon fashion, the feasibility of LMI optimization problem (54) guarantees the stability of the closed-loop system under control of the proposed RPC.
Remark 5: From Theorems 1 and Remark 4, the output-tracking control without steady-state offset to nonlinear system (7) can be achieved if the LMIs optimization problem (54) admits a solution at time t, because X(t) → 0, u(t) → 0 as t → ∞ implies that y(t) → y r , u(t) → u s (the input corresponding to y r at steady-state of the system) as t → ∞. The key technique making that work is to make ϕ t+j|t , j ≥ 2 equal to zero and force the deviation variables (12-13) to move to zeros under the framework of the polytopic uncertain LPV state-space model (26) (27) (28) (29) and the proposed RPC strategy.
IV. SIMULATION ANALYSIS
In this section, an example of a widely used CSTR process control [10] , [13] , [16] , [23] is studied to illustrate the effectiveness of the proposed RPC. The mass and energy balances of the CSTR process are described as follows [23] :
where T is reactor temperature; C A is reactant concentration; T c is the cooling water temperature, and it is also the input.
Other notations in CSTR model (64) are suitably referred to [23] , and
The objective is to control T (t) by adjusting T c (t).
A. RBF-ARX MODELING FOR CSTR
The RBF-ARX model, which is used to capture the dynamics of the process, is designed as follows: (66)
where T c (t) is the input; T (t) is the output; φ 0 (w(t)), φ y,k (w(t)) and φ u,k (w(t)) are the Gaussian nonlinear functional coefficients, and the operating point state w(t) is selected as T (t) (65) are all estimated by the regularized-SNPOM (R-SNPOM) [20] . During the modeling process, the AIC value is utilized as the main evaluation standard to determine the model orders, and the step response dynamics of the identified model are also considered to obtain the final suitable model. Finally, the orders of the model (65) are selected as n y = 5, n u = 5, m = 1 and d = 2. The details for identifying the RBF-ARX model of the CSTR process can be found in [23] and [24] , which are omitted here.
Next, based on the model (65), and using the state vector defined in (21), the state space models (24) (25) (26) (27) (28) (29) of the CSTR process can be established. First, the state matrices {A t , B t } and the state vector X(t|t) in (25) can be calculated by the offline identified RBF-ARX model (65) at time t. By using the boundary information of disturbance term δ(t + 1|t) in (15) , the convex polytopic set (t) , which the vector (t) belongs to, can be constructed as seen in (30). Similarly, the convex polytopic set (t+1|t) , which the vector (t+1|t) in (27) belongs to, can also be obtained. The future state matrices A t+1|t , B t+1|t in (27) and A t+j|t , B t+j|t (j ≥ 2) in (29) belong to convex polytopic sets { A , B } in (32-33) and { C , D } in (40-41), respectively. The vertices A α and B β of the convex polytopic sets { A , B } are calculated by (34-35). In this paper, the variation rate information of the RBF-ARX model parameter is used to construct the varying region e y,h , e y,h and e u,h , e u,h in (36-39). The bounds of varying region e y,h , e y,h is calculated by (36-37), in which w(t) is the historical data of the reactor temperature T (t), and w(t) is the variation rate of w(t). Similarly, the bounds of varying region e u,h , e u,h can also be calculated in (38-39 (24) is obtained to express the current behavior of the CSTR process, and two polytopic LPV state space models (26) (27) (28) (29) are built to represent the process's future dynamics.
Based on the polytopic LPV state-space models (24) , (26) and (28), the RPC algorithm designed in Section III can then be used for the output-tracking control of the CSTR process. The calculation procedure of the RPC algorithm is given as follows:
Step 1: Initialization. Select the controller parameters in TABLE 1. Step 2: Calculate the minimization problem. At each sampling time t, solve the semi-definite programming (54) with the constraints (55)-(59). And then, the related variables or matrices γ , u(t|t), u(t + 1|t), Q lq , Y , G, Z can be obtained.
Step 3: Calculate the control law u(t). Calculate u(t) = u(t) + u(t − 1), and then, apply u(t) to the CSTR process.
Step 4: Repeat the calculate process (steps 2-3) until a duration time of the simulation process is reached.
In real application, the value of W may be generally fixed as 1, and then one can adjust the parameter R for obtaining the best control performance. Through adjusting several times, the final selected parameter R in TABLE 1 is the one that can make the CSTR output T (t) track the reference signal well in the full working region just as seen in Fig. 2 . 
B. COMPARISON AND ANALYSIS OF CONTROL RESULTS
In this subsection, the simulation study on the proposed RPC strategy that is based on the parameter variation rate information of the RBF-ARX model (RBF-ARX-RPC) is carried out. To fully demonstrate the performance of the RPC strategy, the three other control strategies, which are the traditional LPV model based RPC strategy proposed in Ref. [4] (LPV-RPC [4] ), the RBF-ARX model based RPC strategy proposed [23] (RBF-ARX-RPC [23] ) and the RBF-ARX model based RPC strategy proposed in [24] (RBF-ARX-RPC [24] ), are also carried out on the CSTR process for comparative research. In LPV-RPC [4] , the modeling method given in [13] is firstly used to obtain the LPV state space model of the CSTR process (64), and then the LPV model based RPC algorithm, which is firstly proposed in [4] , is designed. The details of the LPV-RPC algorithm can be found in [4] and [23] , which are omitted here.
In this paper, the optimal parameters of the four control strategies, i.e. LPV-RPC [4] , RBF-ARX-RPC [23] , RBF-ARX-RPC [24] and the proposed RBF-ARX-RPC, are determined and given in Table 1 .
In the next simulation experiment, the LMI control toolbox of the Matlab R2016a is used to solve the RPC optimization problems. The sampling period selection of the CSTR process must satisfy the 'Shannon sampling theorem', and it is selected as 6 seconds here. The output tracking step response performances of the four RPC algorithms (LPV-RPC [4] , RBF-ARX-RPC [23] , RBF-ARX-RPC [24] and RBF-ARX-RPC proposed in this paper) are shown in Figs. 2-4 .
In Figs. 2-4 , the pink dotted line, increasing from 260K to 350K at the 1 st minute, decreasing from 350K to 280K at the 8 th minute, and finally increasing from 280K to 360K at the 16 th minute, denotes the expected trajectory of the reactor temperature T (t). Note that, in output tracking step response experiments, two different types of unknown and bounded disturbances are added to the CSTR output T (t) to verify the algorithms' immunity to the interferences. The output tracking step response results of the four strategies under square wave disturbance are shown in Fig. 2 where a square wave interference signal having duration of 2 minutes and amplitude of 5.5K is added to the output of the CSTR process at the 3.5-th minute, the 11.5-th minute and the 19-th minute, respectively. Similarly, the output tracking step response results of the four strategies under sine wave disturbance are shown in Fig. 3 where a sine wave interference signal having period of 2 minutes and amplitude of 5.5K is added to the output of the CSTR process at the 3.5-th minute, the 11.5-th minute and the 19-th minute, respectively. Note that, in the RBF-ARX-RPC [24] and the proposed RBF-ARX-RPC algorithms, when the amplitude of the two different external disturbances is 5.5K, the upper bound of the uncertain disturbance δ(t + 1) in (7) is set as η = 6K.
As can be seen from Figs. 2-3, the output tracking step response results of the LPV-RPC [4] is worse than that of the other three algorithms, and the former has greater overshoot and longer regulation time. Especially, when there is external disturbance, the anti-jamming performance of the LPV-RPC [4] is also worst compared to the other methods. The output tracking step response and anti-jamming results of the RBF-ARX-RPC [23] are better than that of LPV-RPC [4] , the former has a small overshoot and a certain degree of anti-jamming performance. The step response and anti-jamming results of the RBF-ARX-RPC [24] is better than that of the LPV-RPC [4] and RBF-ARX-RPC [23] , especially when there is external disturbance. It can be seen from 2 that under the control of the RBF-ARX-RPC proposed in this paper, the reactor temperature fluctuations caused by external square wave interference during 11.5-th minutes and 13.5-th minutes can be suppressed within 0.2 minutes, while the RBF-ARX-RPC [24] and the RBF-ARX-RPC [23] require more than 0.8 minutes and 1.4 minutes, respectively. Moreover, from the step response results of the proposed RBF-ARX-RPC in Fig. 3 , one can see that the fluctuation of the reactor temperature T (t) caused by the external sine wave interference can be suppressed more quickly by rapidly adjusting the system's input T c (t), when compared with the other three algorithms. In short, the proposed RBF-ARX-RPC algorithm has better step response performance and antijamming performance than the other three algorithms.
By comparing the step response results shown in Figs. 2-3 , it can be seen that although the control performance of the four algorithms is different, overall, they all can make the system's output T (t) accurately follow the expected reference trajectory T eq . Note that, the control results of the LPV-RPC [4] can be obtained only in the case that the steady state information C eq A , T eq c of the LPV model [24] is exactly known, which changes from (0.998, 217.1) to (0.5, 338) at the 1 st minute, and then to (0.985, 246.5) at the 8 th minute, and finally to (0.333, 348.8) at the 16 th minute.
To further study the influence of the inaccurate steady state information on the four algorithms, when the steady state knowledge T eq c contains +3% or −3% error, the output tracking step response results of the four RPC algorithms are shown in Fig. 4 where for all the algorithms, the value of T eq c has a deviation of +3% or −3% after the 1 st minute, and other conditions are the same as in Fig. 2 [4] strategy relies on accurate steady status information of the plant. The other three RBF-ARX model-based RPC strategies do not rely on the accurate steady state information that is difficult to obtain in real application.
Next, to evaluate the computational burden of the proposed RBF-ARX-RPC algorithm, the calculation times of the four algorithms are also compared. For the simulation experiments, the software environment used to implement the control strategies is based on the Matlab/Simulink 2016a on Windows7 PC (Intel i7-3770 3.4GHz 8GB-RAM), and these four RPC strategies are written in M language under the S-Function Builder block.
The online calculation times of the four RPC strategies are shown in Fig. 5 and Table 2 , which are the calculation times at each sampling period (6 seconds) in the step response experiments corresponding to the control results in Fig. 2 . From Fig. 5 and Table 2 , it can be seen that the maximum calculation times for the four RPC algorithms (LPV-RPC [4] , RBF-ARX-RPC [23] , RBF-ARX-RPC [24] and the proposed RBF-ARX-RPC) are 0.2190s, 0.4346s, 1.1750s and 1.3434s, respectively. The proposed RBF-ARX-RPC algorithm takes more calculation time than the other three algorithms; however, the maximum calculation time of this algorithm in the whole control process is 1.3434s, which is still much smaller than the system sampling period (6s). It means that the proposed RPC strategy can complete all computations within the sampling period.
V. CONCLUSIONS
This paper proposed an RPC algorithm based on parameter variation rate information of the RBF-ARX model. Using the parameter variation information, the size of the convex polyhedron used to construct LPV model could be greatly compressed. The simulation results on a CSTR process and comparisons with three other control strategies (LPV-RPC [4] , RBF-ARX-RPC [23] and RBF-ARX-RPC [24] ) demonstrated the superiority of the proposed RBF-ARX-RPC algorithm. From the simulation results, it was clear that the proposed RBF-ARX-RPC algorithm has better step response control performance and anti-jamming performance than the other three algorithms in a larger working region. Moreover, the proposed algorithm does not require the assumption that the steady state information of the process is known.
However, the limitation of the proposed RPC is its relatively large online computation burden, which restricts the applicability of the method for fast systems. This is due to the fact that the optimization problem at each sampling time is formulated as a convex optimization problem involving many LMIs. In order to reduce online computation burden, we will try to study a partially offline computing and partially online synthesizing RPC algorithm in the future research.
