Solutions of the master equation are approximated using a hierarchy of models based on the solution of ordinary differential equations: the macroscopic equations, the linear noise approximation and the moment equations. The advantage with the approximations is that the computational work with deterministic algorithms grows as a polynomial in the number of species instead of an exponential growth with conventional methods for the master equation. The relation between the approximations is investigated theoretically and in numerical examples. The solutions converge to the macroscopic equations when a parameter measuring the size of the system grows. A computational criterion is suggested for estimating the accuracy of the approximations. The numerical examples are models for the migration of people, in population dynamics and in molecular biology.
Introduction
The master equation (ME) is an equation for the time evolution of the probability density function (PDF) for the copy numbers of different species in systems with an intrinsic noise [18, 25] . The systems are modeled as Markov processes with discrete states in continuous time. Analytical solutions of the ME are known only under simplifying assumptions. Most systems call for a numerical solution of the governing equation. Examples where the ME is used as a model are in stochastic processes in physics and chemistry [17, 20, 25] , population dynamics in ecology [5, 11, 31] , the spread of infectuous disease in epidemiology [4, 37] , molecular biology [9, 10, 29, 30] , and the social sciences [41, 42] . Modeling on a mesoscale level with the ME is necessary in these applications if the copy number of each species is low and stochastic fluctuations are important. If this number is large then a macroscopic equation for the mean values is often satisfactory.
A computational difficulty with the ME is that the dimension of the problem is the same as the number of participating species. The number of different states that the system can reach grows exponentially with increasing number of species making direct numerical solution of the ME impossible for more than a few species. The most popular method for computing the solution is due to Gillespie [20] . His Stochastic Simulation Algorithm (SSA) is a Monte Carlo method for simulation of a time dependent trajectory of a system. From a collection of trajectories, statistical properties can be determined such as mean values, variances, and PDFs. Since SSA is a Monte Carlo method, the convergence is slow in particular if we are interested in the PDF. The progress in time is also slow if the problem has at least two different time scales and the slow scale models the long term dynamics but the fast scale restricts the time steps. Modifications of SSA suitable for stiff problems have been developed [3, 7] .
Deterministic algorithms have the advantage of fast convergence and for lowdimensional problems they are superior to SSA [36] . For systems with many species, approximations are necessary for solution of the ME using the moments [12] or the related Fokker-Planck equation [18, 25, 35] to avoid the exponential growth [28] . Usually, there is a size parameter associated with the ME model. It is a measure of the copy numbers of the species or a volume or an area in the model. If the system size is large, the model behaves like a macroscopic system governed by a system of nonlinear ordinary differential equations (ODEs) for the concentrations of the species [18, 25] . The number of equations is then equal to the number of species and numerical solution is possible for systems with many species. If the copy numbers are small, then only a mesoscopic model given by the ME is sufficiently accurate. In the intermediate range between large and small, there are other equations approximating the ME without suffering from the exponential increase in the computational work. Three of these equations are investigated in this paper and their suitability for numerical approximation of the ME is evaluated.
It is difficult to know a priori if an approximation is accurate or not. The error in the approximation is here quantified by inserting the approximations into the ME. The norm of the residual is a measure of the quality of the solution. Such a posteriori error estimation is found in other applications, see e.g. [33] . The sum in the norm of the residual for high-dimensional problems is computed by a Quasi Monte Carlo method [2] .
Similar techniques with expansions in a small parameter and moment equations are utilized in high frequency electromagnetics [13] . The moment equations obtained after expansion of the Boltzmann equation in the small Knudsen number are the Euler and Navier-Stokes equations of fluid flow [39] . In turbulence models in computational fluid dynamics [43] , higher moments of the fluctuating flow are approximated for closure of the equations. A review article where macroscopic properties are derived from microscopic and stochastic descriptions is found in [21] .
In the next section, the ME and the approximating equations and the relation between them are discussed. The convergence of the solution of the equations for the expected values and the covariances to the solution of the macroscopic equations is proved in Section 3. A method to compute the errors in the ME caused by the approximations is suggested in Section 4. The numerical results are reported in Section 5. The methods are applied to one problem from the social sciences [41] , a well known model in population dynamics with foxes and rabbits [32] , a system of two metabolites interacting with two enzymes in biochemistry, and a molecular clock in biology [1, 40] . Conclusions are drawn in the final section.
The notation in the paper is as follows. The :th element of a vector v is denoted by Ú . If Ú 0 for all , then we write v 0. The Einstein summation convention is adopted so that summation is implied over an index appearing twice in a term. The space derivative of Ú (x) with respect to Ü is denoted by Ú . The time derivative Ô Ø of Ô(x Ø) is written Ô Ø andÕ is a shorter notation for Õ Ø. for multi-index tensors are e.g. A 2 = = trA Ì A and B 2 = . The set of integer numbers is written and + denotes the non-negative integer numbers. In the same manner, Ê denotes the real numbers and Ê + is the nonnegative real numbers.
The approximating equations
The system we are considering has AE interacting species = 1 AE, and the copy number of species is denoted by Ü . The state vector x is timedependent and a transition Ö from one state x Ö to x occurs with the probability Û Ö (x Ö Ø) per time unit. The change in the state vector by a transition is written
The difference n Ö between the states before and after the transition has only a few non-zero components and n Ö ¾ AE . In chemistry, Ü is the number of molecules of species and Û Ö (x Ö Ø) is the propensity for reaction Ö to take place. In population dynamics, Ü is the number of individuals of species . As an example, a new copy of a species may appear or disappear in a transition from one state to another. The systems are assumed to have a scaling with a size parameter Ω as in [25, 26] which is large compared to 1 and = Ω 
where Ú Ö and its derivatives in Ý are of Ç(1).
Equations for simulation of the dynamics of a system with transitions between states (1) occurring with probabilities Û Ö satisfying Assumption 1 are given below.
The master equation
At a mesoscopic level with intrinsic noise in the system, the probability density function (PDF) Ô(x Ø) for the system to be in the state x at time Ø satisfies the ME [18, 25] and Ü is a non-negative integer number, x ¾ AE + . Introduce a splitting of n Ö into two parts so that
defining the master operator Å. The total probability
is preserved in time with these boundary conditions at Ü = 0 [16] .
Direct numerical solution of the ME after approximation of the time derivative is prohibitive if AE is greater than four or five. Suppose that the maximum copy number for all species is Ü max . Then the size of the state space is (Ü max + 1) AE and it grows exponentially with AE. Already with Ü max = 100 and AE = 5 the state space is quite large.
The macroscopic equation
The equations for the expected values Ñ of Ü with the PDF satisfying (2) are a system of nonlinear ODEs. They are the governing equations of the dynamics of the system at a macroscopic level.
By multiplying (2) by Ü and summing over AE
Ê is [12, 25] 
and the system (3) is closed. If this is not the case, then the macroscopic approximation is
and we arrive aṫ
These are the reaction rate equations in chemical kinetics.
The corresponding equations for the mean values = Ñ Ω of the concentrations Ý follow from Assumption 1
The number of equations is AE and the computational work to solve (4) or (5) grows as a polynomial in AE of low degree depending on or and the numerical method.
The linear noise approximation
van Kampen simplified the ME by a Taylor expansion of the state variables Ü around the mean values of the concentrations and modeling the stochastic variation about as in [9, 24, 25] . The fluctuations in x are of Ç(Ω 1 2 ) and the relation between x , and is
with y ¾ Ê AE . Replace x in the ME and use Assumption 1 to obtain
Introduce
into (7) and expand the right hand side into a Taylor series around . Let the sum of terms proportional to Ω 1 2 be zero. Then we arrive at the macroscopic equation (5) for .
The terms of Ç(1) in (7), ignoring terms of order Ω 1 2 and smaller, are
where Ú Ö and Ú Ö are evaluated at (Ø) from (5). With
It is shown in [24] , [35, p. 156 ] that the solution Π of (9) is the PDF of a normal distribution
where the covariance matrix is the solution oḟ
The definitions of ( (Ø) Ø) and Î ( (Ø) Ø) are found in (5) and (8) . The linear noise approximation (LNA) consists of a normal distribution with variance Σ in (11) following the track of the expected value Ω satisfying the macroscopic equation (5) . The dynamics of LNA in (5) and (11) is insensitive to Ω.
There are AE non-linear ODEs to solve in (5) for . The covariance matrix Σ is symmetric and we have to solve (AE + 1)AE 2 linear ODEs in (11) . The alternative to solve the PDE in (9) with a standard deterministic algorithm suffers from the exponential growth in AE in work and storage.
The two-moment equations
Let us return to (3) for a more accurate approximation of the right hand side than in (4) and let Û Ö satisfy Assumption 1. Then (x Ø) in (4) shares this property and expand this function about the mean value m as in [12] (
This form of the remainder term is found in [6, p. 190] . Then the expected value
The covariance matrix C is symmetric and defined by
Thus, a more accurate equation than (4) for Ñ is derived from (3) (cf. [12] )
The remainder term vanishes if is at most quadratic in x. According to [12] , satisfieṡ
With the same expansion as in (12), we have that
Hence, (14) can be writteṅ
If Û Ö is at most quadratic in x then Ë = 0 in (15), = 0 in (13), and Ê Ð in É depends only on time. Then É = Ê Ð Ð , where Ð is the third central moment. The ODE for Ð has terms including the fourth moment and so on. For closure we assume that central moments of order higher than three are negligible. Then the approximation of Ô is also a normal distribution as in
It follows from Assumption 1 that by replacing and Ï by and Î and neglecting É and Ë in (15) we arrive aṫ (17) we conclude that (y Ø) will remain of Ç(Ω) in a finite time interval. With Σ = Ω 1 C, the ODE for Σ iṡ
The difference from the equation in (11) is the last term. Introduce the same scaling of m and C in (13) . Then satisfieṡ
which is the reaction rate equation (5) with an additional, small term depending on the variance. The equations (19) and (18) are the two-moment approximation (2MA) of the ME. They differ from the LNA equations in the dependence of on the variance and the dynamics depending on and Ω.
Analysis of the approximating equations
The stochastic variable X with the PDF solving the master equation is first compared to the macroscopic solution in (5) . Then the expected values and the covariances obtained with the linear noise approximation (LNA) and the twomoment approximation (2MA) are compared to each other and to the macroscopic solution. 
The macroscale and the mesoscale models
for any AE 0 in a finite time interval. For large Ω, the stochastic variables are very well approximated by the mean values from the macroscopic model. The result is similar to the law of large numbers. In another theorem in [27] , Kurtz derives an estimate resembling the central limit theorem. Let Z Ω (Ø) be the scaled difference between Ω 1 X(Ø) and (Ø)
cf. (6) . Suppose that the initial conditions on X and are as above. Then Z Ω converges in a finite interval when Ω ½ to a Gaussian diffusion Z(Ø) with mean 0 and a covariance depending on V (see Section 3.2).
The LNA and the 2MA
The equation for the expected values and the second moments for the 2MA are in Section 2.4 Let us expand the solution of (22) in the small parameter
The terms 0 and Σ 0 in (23) satisfy the equations given by the terms of zero order in in (22)
These are the equations (5) and (11) for the moments in the linear noise approximation in Section 2.3.
Let AE be the Kronecker tensor and let Φ (Ø ×) Ø × satisfẏ
with the solution
where ¼ is the gradient matrix with ( ¼ ) =
. Using (25) , the covariance Σ 0 with the initial condition Σ 0 (0) in (24b) with Φ = Φ (Ø 0) can be written explicitly [24] 
The mean value in (21) satisfies (24a) and the expression for the covariances of Z is (26) [14, Ch. 11] and it satisfies (24b).
For the boundedness of Σ 0 when Ø grows we need a second assumption. 
If the term on the right hand side is bounded in Ì and AE 0 is so small that Assumption 2 is valid at Ø = 0, then AE is also bounded in Ì .
Proof. Multiply (24) by Σ 0 to obtain
using the Cauchy-Schwarz inequality. Thus,
and by Gronwall's lemma we have
if is the bound on V (Ø) in Ì and we have the bound on Σ 0 .
The perturbation AE satisfies
Multiply both sides in (28) by AE . Since
we can derive an inequality similar to (27) for AE . The solution stays in the neighborhood of 0 and the claim follows. ¤ Remark. The sufficient condition for bounded perturbations in (24a) is the same as it is for bounded covariances in (24b). If is linear in and independent of Ø, then is a constant matrix whose eigenvalues determine the stability of AE and Σ. Assumption 2 is then a condition on the sign of the eigenvalues of the symmetric part of .
The equations for the first order terms 1 and Σ 1 are derived from (22), (23) , and (24)
There are three types of terms in (29):
where a variable˜ is evaluated at 0 + 1 . With the notation in (30) , the equations in (29) for 1 and Σ 1 arė
In a finite time interval, the solution to (31) 
where 1 (22) and (24) are two alternatives to determine the mean and the approximate covariances of Z Ω in (21).
Error estimates
It is difficult to a priori determine if the LNA and 2MA provide accurate solutions to the ME. By inserting a normally distributed PDF with the expected values and the covariances computed by the LNA and the 2MA into the ME, we obtain an a posteriori measure of the modeling error.
Solve (5) and (11) or (19) and (18) 
where m and C are the approximations at Ø (cf. (16)). A Ô(x Ø), sufficiently smooth in Ø, satisfies a discrete approximation of the ME (2) with the second order trapezoidal method [22] such that at Ø = Ø
In particular, a smooth extensionÔ ofÔ from
The smaller is in (35) , the betterÔ approximates the solution of the ME. The residualÖ is computed by insertion ofÔ from (33) in the discretized ME. The term proportional to (∆Ø ) 2 in (35) is usually much smaller thanÖ and is controlled by the time steps in the ODE solver. An estimate of the time discretization error is obtained ifÖ is compared with the residual computed withÔ andÔ 2 . If the difference is small then the approximation error due tô Ô in (33) is the dominant part in . In such a case,Ö is a reliable measure of the error in the ME due to the approximation in (33) . The 1 -norm ofÖ is defined bŷ
where AE + is the finite computational domain. It is computed in the next section in the numerical experiments. When AE is small, then summation is possible over all points in . If AE is greater than three (say), then the cost of calculatingˆ in (36) is overwhelming. Instead, the sum is computed by a Quasi Monte Carlo (QMC) method [2] in a box 0 with center at the mean values and extended two standard deviations in both directions along the coordinate axes. Thenˆ is approximated bŷ
The volume of 0 is here denoted by 0 and Ä is the number of quadrature points x Ð . The points x Ð ¾ 0 are chosen using Faure sequences [15] generated with the algorithm in [23] and Ä is much smaller than the number of integer points in 0 and . The error inˆ decays as Ç((log Ä) AE Ä) [2] .
Let Ô be the analytical solution satisfying Ô Ø ÅÔ = 0. Then the solution error =Ô Ô solves the error equation (35) . It can be solved numerically for an error estimate. The error in linear functionals of the solution such as the moments at a final time is controlled by solving the adjoint equation of the ME [19] . The master equation is solved in the two dimensional examples in the next section by integrating in time with the trapezoidal method [22] on a grid where each cell may contain 1, 4, or 16 integer points from 2 + . The solution variable in a cell represents the average of the PDF in its integer points. The computational domain is partitioned into a number of blocks and each block consists of cells of equal size. The jumps in cell size at the block boundaries is allowed to be at most 2. The cell size in a block is adapted dynamically to the solution for best efficiency and accuracy. The solution is well resolved in many parts of the domain by cells with 4 ¢4 points. The total probability is conserved by the method. The solution algorithm is similar to the algorithm for the Fokker-Planck equation in [16] . The residualÖ in (36) is weighted by the area of the cell. A forthcoming paper will have a detailed account of the method. For high dimensional problems with AE 4, the trajectories of the system are generated by Gillespie's SSA [20] .
Numerical results
The time dependent solutions of the ME (2) are compared to the solutions of the equations for the expected values and the covariances given by the LNA (5), (11) or by the 2MA (19), (18) in this section. Four problems are solved:
A model of the migration of people from [41, 42] .
A model from [32] of a predator-prey interaction in population dynamics.
A model for the creation of two metabolites controled by two enzymes [8] .
A model of a circadian molecular clock from [1, 40] .
The ME is solved by the method described in the end of Section 4. The nonlinear systems of ODEs satisfied by the expected values and the covariances in LNA and 2MA are computed by MATLAB's ode15s. The stationary solutions are obtained by integrating the equations until the time derivatives are small.
Migration of people
Two populations È 1 and È 2 interact with each other and move between two regions Ê 1 and Ê 2 . The system has four states × = 1 2 representing the number of people from È in Ê . The total number of people in È is a constant
Then the system has two degrees of freedom
There is a propensity of someone in a population È to move from one region Ê to the other region Ê 3 depending on the number of people in the two populations in the first region. The changes of the state of the system can be written as chemical reactions:
according to [41, p. 87] . In a symmetrical case, = 1, and in an antisymmetrical case, = 1. The propensities satisfy Assumption 1 with
The examples are the four different scenarios with different and from [41, ch. 4].
Scenario 1
With the parameters = 0 2 = 0 5 and = 1, the origin is a stable fixed point of the macroscopic equations [41, p. 89]. The interpretation of this scenario is that there is a homogeneous mixture of both populations in both regions in the steady state, since × The LNA and 2MA agree very well with the ME solution.
Scenario 2
There are two stable fixed points of the macroscopic equation at the upper left and the lower right corners of the (Ü 1 Ü 2 )-domain and the origin is unstable if the parameters are = 0 5 = 1 = 1 The majority of one population prefers one region and the other population prefers the other region.
Starting in the lower left corner with a Gaussian distribution on the diagonal, the ME solution splits into two parts moving into the upper left and lower right corners, see Figure 2 . The expected value of the ME, LNA, and 2MA follow the same path to the origin. The covariances of the ME stays bounded but those of LNA and 2MA grow exponentially. In Figure 3 , the initial pulse is located asymmetrically in (Ü 1 Ü 2 ). The ME solution is distributed between the upper left and the lower right corners. The expected value of the LNA solution reaches the upper left corner and Ω in 2MA stops at the origin. The trajectories of the expected values follow the same path to begin with but the steady states of LNA and 2MA differ from the ME result. The ME covariances are (1370 1370 1370), the LNA covariances (10 3 10), and the 2MA covariances diverge. The fourth central moment is large in this case and is not accounted for by the LNA or 2MA. 
Scenario 3
There is an asymmetrical interaction between the populations in Scenario 3 with = 0 5 = 1 and = 1. The origin is a stable fixed point. The population È 1 tries to live apart from È 2 , but È 2 wants to live together with È 1 . The difference from Scenario 1 is that the expected values follow spirals toward the origin. The LNA and 2MA agree also here very well with the ME solution. The residual error estimate in Figure 4 is measured as in (36) . The figure indicates that LNA a good approximation of ME at least for Scenario 3. When comparing for two different time steps ∆Ø and ∆Ø + ∆Ø 1 , the difference is small.
Scenario 4
The macroscopic solution approaches a stable limit cycle in the final migration example. If both populations are in the upper right quadrant initially in region Ê 1 , then population È 1 moves into the upper left quadrant and Ê 2 . Population È 2 follows to Ê 2 in the lower left quadrant, but then È 1 returns to Ê 1 . When È 2 is back in Ê 2 one period of the solution is complete. The parameters in this case are = 1 2 = 1 and = 1. The origin is an unstable fixed point. The initial state is a Gaussian pulse at the lower left corner in Figure 5 . The stationary solution is a crater about the origin. The expected value of the ME is a spiral ending at the origin. The PDF from the 2MA approximates the ME solution fairly well in Figure 6 in the first period. Then in the second period the covariances start to grow and the PDF from 2MA is no longer contained in the original domain. The 0 -value satisfying (5) and (24a) enters a limit cycle in Figure 7 while satisfying (19) and (22) exhibits a spiraling behavior as the ME solution. A breakdown in 2MA occurs before the solution reaches the origin. The 2MA solution is closer to the LNA and the macroscopic solution for a larger Ω as expected from Proposition 3 in Section 3. 
The predator-prey problem
A predator-prey problem in population dynamics is chosen from [32, Ch. 3.4] .
Two populations È 1 and È 2 interact in a limited area. The growth rate of È 1 (prey) decreases if the number of È 2 (predator) increases and the growth rate of È 2 decreases if the number of È 1 decreases. An popular example is a forest with rabbits and foxes.
The propensities for the macroscopic model in [32] satisfying Assumption 1 are
For some systems it is advantageous to introduce two scaling factors Ω if the copy numbers Ü differ in magnitude to keep Ý of Ç(1). The theory in the previous sections covers the case when the scaling of the copy numbers is equal but the solutions in the numerical experiments with Ω 1 Ω 2 = ÓÒ×Ø = 1 converge in the same manner. Let Ü 1 = Ω 1 Ý 1 and Ü 2 = Ω 2 Ý 2 . Then the propensities in the ME are written as chemical reactions:
The system is simulated with Ω 2 = 0 5Ω 1 and two different sets of parameters. The first macroscopic system has a stable fixed point and the second system approaches a stable limit cycle.
The stable system
The parameters in the first case are = 0 75 = 0 2 = 0 2 in (39). The size parameter Ω 1 is 200 in the first example.
The system has two absorbing states: One with extinction of both predator (Ü 2 = 0) and prey (Ü 1 = 0) and one with no predator (Ü 2 = 0) but with some prey (Ü 1 0). The latter solution can be determined exactly since it is a one dimensional problem in Ü 1 at Ü 2 = 0 [18] . The absorbing states are computed as eigensolutions with zero eigenvalues of the master operator Å on a grid with a variable cell size. They have support only on Ü 2 = 0. The solution of the ME is integrated in time from the initial Gaussian distribution centered at (100 30) until it moves very slowly in Figure 9 .a. Every sixth grid line is plotted. The solution is close to an eigensolution with an eigenvalue of modulus 10 10 . The trajectory of 2MA in Figure 9 .b is closer to the ME trajectory than the macroscopic and LNA solutions. The expected values follow different paths when Ω 1 = 20 in Figure 10 . The initial solution has its center at (5 5) . The LNA solution reaches a steady state in the interior of the domain but both the ME and the 2MA find an absorbing state at Ü 2 = 0. 
The unstable system
Let the parameters be = 0 8 = 0 08 = 0 1. Then the fixed point is unstable [32, p. 91 ] and the macroscopic solution has a limit cycle. The difference between the ME, LNA, and 2MA solutions with Ω 1 = 20 is illustrated in Figure 11 . The macroscopic solution and LNA solution approach the periodic orbit while the other two solutions end at the absorbing state. Also for Ω 1 = 200, the 2MA solution is closer to the ME solution initially in Figure 12 .b. The limit cycle for the LNA solution is the same as in Figure   11 but with Ü 1 := 10Ü 1 Ü 2 := 10Ü 2 . The ME is computed on a grid shown in Figure 12 .a. The solution is sensitive to the grid resolution at Ü 2 = 0. When the grid size ∆Ü 2 = 1 at the Ü 1 -axis, then the absorbing state there is found. When While the 2MA captures the behavior of the ME in the beginning of the integration in Figure 12 , it becomes unstable eventually with rapidly growing covariances and rapidly decreasing mean value. The divergence of the 2MA is confirmed by the estimates of the residualˆ in (36) in Figure 13 . In the first phase, Figure 13 .a, the 2MA is better than the LNA but later, Figure 13 .b, the instability is clearly visible in the residual estimates for 2MA. 
Metabolites and enzymes
The creation of two metabolites and is controlled by two enzymes and in a model in [8] . The reactions in the system are
The propensities in the master equation for the nine reactions and the species x Ì = ( ) are
The macroscopic propensities Ú Ö are obtained by letting Ω = 1 in ( Figure 14 . Clearly, the 2MA solution is more accurate than the solution obtained with the RRE (and LNA) equations. The error estimate in (34) is approximated by a QMC method as in (37) . 6 . The residual error quickly settles at the steady state level. An estimate of the error in the QMC method using the randomized sequences [34] is compared in Figure 15 .b for two different Ä. The quantity displayed is the width of a 95% confidence interval forˆ . The error of the QMC summation is indeed small compared to the magnitude of the error estimate of the solution and a smaller Ä would suffice. In Table 1 we compare the correlation coefficients of the different species at 
Circadian clock
In a periodically changing environment, living cells have internal clocks to help them adapt to this environment. There are daily cycles of the light and annual cycles in the climate. Many organisms from small to large have developed molecular mechanisms for regulation of their biochemistry that is suitable for the circadian rhythm or 24 h cycle. A model for such a clock is found in [1, 40] . Consider the following 18 reactions for the nine molecular species
All propensities Ú Ö are linear in the species except for three reactions with a quadratic dependence in (41) . The corresponding Û Ö -form is the same as above for a linear Ú Ö and divided by Ω for a quadratic Ú Ö .
The reaction constants are found in Table 2 . The parameter AE Ö will have values between 0 and 0 2 in the numerical experiments. The initial conditions are zero for all variables except for (0) = Ö (0) = 1. eigenvalues of the Jacobian of the system leave the left half of the complex plane and enter the right half plane. When AE Ê AE Ê , there is a stable fixed point inside an unstable limit cycle but for AE Ê AE Ê the limit cycle disappears and the fixed point is unstable. The unstable limit cycle encompasses a larger and larger area the smaller AE Ê is. In Figure 16 .a, the outer limit cycle and a part of a trajectory starting close to the unstable fixed point are displayed. One trajectory outside the unstable limit cycle approaches the outer limit cycle and the other trajectory inside the unstable limit cycle converges to the fixed point in Figure 16 .b. The outer limit cycle disappears when AE Ê 0 85. The system is solved with the LNA and the 2MA. The period is determined by the macroscopic equations for the mean values with LNA (5). With 2MA, there is a feedback from the covariances to the mean value equation (19) , which is not present in (5), introducing a dependence of the period on Ω. The larger Ω is, the closer the 2MA solution is to the LNA solution according to the analysis in Section 3. This is confirmed in Figure 17 . An example of an oscillatory solution computed with 2MA is found to the left in the figure. Then the period length is displayed for varying AE Ê and Ω. One trajectory of the system is simulated with SSA and an average period is recorded for ten peaks for different AE Ê and Ω in Figure 18 . The agreement between the 2MA and the SSA simulations is good. 
Conclusions
We have considered a hierarchy of models from coarse to fine: the macroscopic model, the linear noise approximation (LNA), the two-moment approximation (2MA), and the master equation (ME). They have been compared theoretically and in numerical experiments. Both approximations require the solution of two systems of ODEs for the expected values and the covariances. The computational work grows as a polynomial of low order with the number of species in the system. The equation for the expected value of the LNA is the macroscopic equation. A system size parameter Ω is introduced. When Ω increases, the solution of the 2MA converges to the solution of the LNA. Furthermore, the expected value of the PDF of the ME converges to the macroscopic solution when Ω ½. The residual error of the approximations is measured by evaluating a discretization of the ME. The LNA and 2MA are compared to the ME solutions in four different examples. In some cases, the LNA and the 2MA generate accurate solutions (Figures 1, 4 ) but in other cases the deviations from the ME solutions are large (Figure 3 ). The 2MA is accurate when the moments higher than two are small. Also, the 2MA solutions follow the expected value of the ME solutions better than the LNA solutions due to the influence of the variance and Ω in the equations for the expected values (Figures 7, 9, 10, 11, 12, 14, 17, 18 ). This behavior is very well captured by the residual calculations (Figures 4, 13, 15) . In most cases, the 2MA has at least the right qualitative behavior compared to the ME solutions but the LNA often fails.
