Optimal operating conditions and configurations for humidification–dehumidification desalination cycles by Mistry, Karan H. et al.
Optimal operating conditions and configurations for
humidification-dehumidification desalination cycles
Karan H. Mistrya, Alexander Mitsosa, John H. Lienhard Va,∗
aDepartment of Mechanical Engineering, Massachusetts Institute of Technology, Cambridge, MA,
USA
Abstract
This article applies nonlinear programming techniques to optimize humidification-dehu-
midification (HD) desalination cycles for operating conditions that result in maximum
gained output ratio (GOR). Closed air open water as well as open air open water
cycles, each with either an air or a water heater, were considered in this analysis.
Numerical optimization resulted in a substantial increase in GOR for all four cycle types
compared to previous best-case conditions found using heuristic studies. The GOR
of the cycles was found to decrease with increasing component terminal temperature
difference (TTD). In addition, different cycles perform best at different temperature
differences. Optimization also revealed that some counterintuitive design configurations
can result in superior performance under the appropriate operating conditions.
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Nomenclature
Roman Symbols
cp specific heat capacity at constant pressure [kJ/kg-K]
f objective function
g vector of constraints
H˙ enthalpy flow rate [kW]
h specific enthalpy (per kg dry air for moist air, per kg water for liquid water)
[kJ/kg]
hfg enthalpy of vaporization (per kg distillate) [kJ/kg]
L length of heater [m]
m˙ mass flow rate [kg/s]
mr mass flow rate ratio (feed water to dry air) [-]
p pressure [kPa]
Q˙in heat input [kW]
S˙gen entropy generation rate [kW/K]
s specific entropy (per kg dry air for moist air, per kg water for liquid water)
[kJ/kg-K]
sgen Specific entropy generation (per kg product) [kJ/kg-K]
∆T temperature difference from heater surface to fluid bulk temperature [K]
T temperature [K]
x vector of optimization variables
x axial coordinate along length of heater [m]
Greek Symbols
 component effectiveness [-]
ω humidity ratio, mass basis [kg water vapor/kg dry air]
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Superscripts
L lower bound
U upper bound
Subscripts
a dry air, air stream
b bulk property
D dehumidifier
d destroyed
f saturated liquid
H humidifier
h fluid in heater
HT heater
ideal ideal condition
in inlet
max maximum system temperature
out outlet
p product/condensate
total sum of all components
trans transferred
w seawater, water stream
wall heated surface
WB wet bulb
0 ambient conditions
Acronyms
AH air heated
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CAOW closed air, open water
GOR gained output ratio [-]
HD humidification dehumidification
OAOW open air, open water
TTD terminal temperature difference [K]
WH water heated
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1. Introduction
Several excellent methods of desalination are available, including reverse osmosis
(RO), multi-stage flash (MSF), and multi-effect distillation (MED), but these tech-
nologies are often unsuitable for developing regions because they require substantial
infrastructure, typically use fossil fuels as the energy source, and may only be cost-
effective at very large scales. Conversely, many areas that suffer from water scarcity
have high solar insolation, which suggests that solar powered desalination could be very
beneficial to the developing world since the sun provides an abundance of “free” energy.
Humidification-dehumidification (HD) desalination is a fairly simple technology that
mimics nature’s water cycle and has the potential to operate with solar heating. Solar
stills are the most basic form of HD but prove to be inefficient since the enthalpy
of vaporization is lost in the condensation process [1]. The basis of HD desalination
cycles is to improve system efficiency by recapturing this energy, by separating the
evaporation and condensation processes, and by incorporating regenerative heating of
the feedwater stream in the condenser. Due to the straightforward design and the
potential for production of potable water in remote areas without the need for electricity,
HD has received considerable attention over the past few years [1–3].
Previous studies by Narayan et al. [4] and by Mistry et al. [5] investigated the ther-
modynamic behavior of HD cycles using the First and Second Laws, respectively. Both
articles discussed methods for improvement and optimization of the cycles based on
thermodynamic arguments and single parameter optimization. However, the cycles are
functions of several parameters and therefore, more systematic optimization methods
are required to find the true optimal conditions for each of the cycles. The goal of
this paper is to determine operating conditions that maximize the gained output ra-
tio (GOR), or performance ratio, of a variety of promising HD cycles. Three numeric
codes (SNOPT [6, 7], Interior Point Optimizer (IPOPT) [8], and an in-house genetic
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algorithm) were used to perform the optimization. A multistart method was also used
for heuristic global optimization, implemented in parallel computers in order to reduce
computation time.
2. HD Desalination Cycles
HD cycles must consist of at least three components: a humidifier, a dehumidifier,
and a heater. Depending on how these three components are arranged, various classes
of cycles can be formed. The cycles are classified based on the nature of the flow pattern
of each of the streams. Two primary cycle classes are considered here: closed air, open
water (CAOW) cycles and open air, open water (OAOW) cycles.
The characteristics of these basic cycles are discussed below.
2.1. Closed Air, Open Water (CAOW) HD Cycles
The CAOW cycle is one of the most basic forms of an HD cycle and was analyzed
using the First Law by Narayan et al. [4]. This cycle can be driven by either a water
heater or an air heater, thus forming two distinct configurations. The closed air, open
water, water heated (CAOW-WH) cycle is shown in Fig. 1 and the closed air, open
water, air heated (CAOW-AH) cycle is shown in Fig. 2. The water heated cycle is
considered first.
2.1.1. Closed Air, Open Water, Water Heated (CAOW-WH) Cycles
[Figure 1 about here.]
[Figure 2 about here.]
In this cycle, seawater enters the system at the dehumidifier and is used to cool and
dehumidify a warmer, moist air stream. In the associated condensation process, the
enthalpy of vaporization is transferred from the moist air to the seawater, thus warming
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the feed stream. The condensate is removed as product water and the seawater is then
further heated in a heater (potentially a solar heater).
The hot seawater is then used to humidify a cooler air stream and the remaining
seawater is extracted as brine. In the evaporation process, heat and mass is transferred
from the hot seawater stream to the moist air stream. In this configuration, the air
stream continuously circulates between the humidifier and the dehumidifier.
2.1.2. Closed Air, Open Water, Air Heated (CAOW-AH) Cycles
A second form of the closed air, open water cycle can be achieved by removing the
(solar) heater from the water stream and adding one to the air stream as shown in
Fig. 2. This cycle is known as a closed air, open water, air heated (CAOW-AH) cycle.
Both the air and water streams follow the same flow path through the humidifier
and dehumidifier, as in the CAOW-WH cycle. However, instead of heating the water
stream, the heater is now placed in the air stream. There are two possible locations in
the air stream for the heater: before the humidifier and before the dehumidifier. Placing
the heater prior to the humidifier results in better cycle performance as discussed by
both Narayan et al. [4] and Mistry et al. [5].
2.2. Open Air, Open Water (OAOW) HD Cycles
Two additional cycle configurations can be formed by breaking the connection in
the air stream between the humidifier and dehumidifier (between points 5 and 8 in
Figs. 1 and 2). When this is done, an open air, open water (OAOW) cycle is formed,
since the air stream now makes a single pass through the system. As with the closed
air cycles, the open air cycles can be either water heated (OAOW-WH, Fig. 3) or air
heated (OAOW-AH, Fig. 4).
[Figure 3 about here.]
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[Figure 4 about here.]
These cycles operate in a very similar fashion to their closed air counterparts. How-
ever, it is important to note that the open air cycles are heavily dependent upon the
ambient conditions since the air stream is taken directly from the environment. There-
fore, it should be expected that the performance of the OAOW cycles will fluctuate as
the ambient temperature and relative humidity vary.
3. Models and Simulations
3.1. Modeling Methodology
The initial modeling effort for these HD cycles was performed using Engineering
Equation Solver (EES) [9] as discussed in [5]. While EES was very useful for the initial
phase of HD analysis, the current effort to optimize over a large number of parameters
required more sophisticated numerical methods than available in EES. Various software
packages were considered for the analysis, but ultimately, JACOBIAN [10] was selected.
JACOBIAN simplifies the modeling of more complicated process configurations through
its modular method of model development. Complicated system models are built up by
first modeling smaller components and then combining the component models to form
a complete system. Modular development of systems allows for much cleaner models
that are easier to modify while studying variations of a given system.
Most importantly, an existing computational infrastructure linking various opti-
mization solvers to JACOBIAN could be exploited. These optimization codes (dis-
cussed below) are much more sophisticated than what is available in EES and allow for
more customization of the optimization process as well as optimization over a greater
number of parameters.
The model presented in this paper implements the same equations used by Mistry
et al. [5], but is divided into individual component models. Both models result in
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nearly identical results with slight differences occurring as a result of minor difference
in physical property implementations.
3.2. Approximations
In this analysis, several standard approximations are made. First, all calculations
are performed for steady state at atmospheric pressure. Kinetic and potential energy
effects are neglected and pumping power is assumed to be negligible compared to heat
input since these effects are orders of magnitude smaller. Second, the humidifier and
dehumidifier are taken to be adiabatic with respect to the environment. This can be
achieved with proper insulation. Third, the moist air streams are taken to be saturated
at the exit of both the humidifier and the dehumidifier. Approximately saturated
air at the exit is readily achieved when both components are properly designed and
have sufficient contact area. Finally, the dehumidifier condensate bulk temperature is
evaluated as a function of the inlet and outlet wet-bulb temperatures of the moist air
using a model discussed in [5].
Seawater physical properties are approximated by pure water properties. General
cooling tower design practice shows that physical properties, such as the vapor pressure,
vary by about 1% per 10, 000 ppm salinity [11–13].
3.3. Fluid Properties
Property data for dry air, liquid water, water vapor, and moist air were programmed
using formulations from the literature since JACOBIAN does not have built in packages
for these. Dry air is modeled as an ideal gas according to the formulations presented
by [14]. The model was verified by comparing to REFPROP [15].
Liquid water properties are evaluated using the International Association for the
Properties of Water and Steam’s 1997 Industrial Formulation [16]. The water property
model was also verified by comparing to REFPROP.
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Moist air properties are evaluated by summing the mass-weighted properties of the
constituent substances (ideal solution assumption). Moist air properties were verified
by comparing to the values found in the ASHRAE Fundamentals Handbook [17], which
is based on the work of Hyland and Wexler [18].
3.4. HD Components
The governing equations for each of the humidifier, dehumidifier, and heater are
summarized below.
3.4.1. Humidifier and Dehumidifier
[Figure 5 about here.]
Humidifiers and dehumidifiers are simultaneous heat and mass exchangers with sim-
ilar governing equations. Figure 5 shows humidifier and dehumidifier control volumes
with inlet and outlet flows. The water leaving the humidifier is also referred to as brine.
Approximating the humidifier and dehumidifier as adiabatic, the First and Second Laws
are written for each as follows:
0 =
∑
out
m˙outhout −
∑
in
m˙inhin (1)
S˙gen =
∑
out
m˙outsout −
∑
in
m˙insin (2)
Assuming that the two inlet temperatures are known, and that the dehumidifier
condensate temperature can be evaluated as a function of the inlet and outlet moist
air stream wet-bulb temperature, there are three unknowns (outlet moist air tempera-
ture, water temperature, and entropy generation) but only two equations, (1) and (2).
Therefore, an additional equation is needed. The effectiveness of the humidifier and
dehumidifier is introduced to completely define the component inlet and outlet states.
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The effectiveness of the humidifier and dehumidifier is calculated in a similar fash-
ion as effectiveness is calculated for a two stream heat exchanger. In the latter case,
effectiveness is defined as the actual heat transfer divided by the theoretical maximum
heat transfer, Cmin (Thot,in − Tcold,in), where Cmin is the minimum heat capacity rate of
the two streams. The mass transfer between the air and water streams in the present
case makes the stream enthalpy change (a function of temperature and humidity) the
natural variable upon which to focus. Therefore, an energy-based method of calculating
the effectiveness is formulated [19, 20]. First, the effectiveness is calculated in two ways
— assuming the water stream has the lower maximum enthalpy change, w, and then
assuming the air stream has the lower maximum enthalpy change, a:
w =
∆H˙w
∆H˙w,ideal
, a =
∆H˙a
∆H˙a,ideal
(3a)
The two ideal enthalpy changes are evaluated assuming a zero terminal temperature
difference at the top (or bottom) of the exchanger: Tw,out,ideal = Ta,in and Ta,out,ideal =
Tw,in. Additionally, the moist air stream is assumed to be saturated (φ = 1) at the
exits.
Note that the numerators of Eq. (3a) are equal, by the First Law (in the dehumidifier,
∆H˙a includes the moist air and condensate). Additionally, the stream with the lower
total capacity rate will have a smaller ideal enthalpy change. Therefore, the actual
effectiveness, , will always be the greater of the two values in Eq. (3a):
 = max (w, a) (3b)
Both w and a must be calculated since it is not known a priori which one is larger.
Under this definition of the component effectiveness, it is not always possible to
achieve one hundred percent effectiveness without producing unobtainable temperature
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crossovers between the streams, which would violate the Second Law. This situation is
similar to the inability of parallel flow heat exchangers to reach one hundred percent
effectiveness for some capacity rate ratios [19, 20]. To address this issue, at least par-
tially, a constraint was imposed in the optimization calculations requiring that entropy
generation was always greater than zero.
To fully define the dehumidifier, a relationship between the condensate temperature
and the inlet and outlet moist air wet-bulb temperatures is needed. The bulk temper-
ature of the product stream, Tp, can be found by first evaluating the bulk enthalpy of
the condensate stream, hb, and then using steam tables to look up the temperature as
a function of enthalpy and pressure:
Tp = T
[
hb(TWB ,in, TWB ,out), p
]
(4)
The bulk temperature of the product stream can be found by evaluating the following
integral, which assumes continuous removal of condensate from the condensing sur-
face [21]:
H˙b = m˙a
∫ TWB,in
TWB ,out
hf (TWB)
(
dω
dTWB
)
dTWB (5)
The bulk enthalpy is converted to specific enthalpy by dividing through by the mass
flow rate of product water:
hb =
H˙b
m˙b
=
H˙b
m˙a(ωin − ωout) (6)
where ω is the humidity ratio, defined as the ratio of mass of water vapor to mass of dry
air. Finally, in order to reduce computational time, Eqs. (4)–(6) are solved before the
simulation and the results are fitted to a polynomial function by using a least-squares
surface fit. The fit is performed in MATLAB [22] using property data from REFPROP.
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For the case of atmospheric pressure, the condensate temperature, as a function of inlet
and outlet wet-bulb temperatures is given by
Tp(TWB ,in, TWB ,out) = 0.0051918T
2
WB ,in + 0.0027692T
2
WB ,out
−0.007417TWB ,inTWB ,out
−0.41913TWB ,in + 1.0511TWB ,out
+61.6186
(7)
where all of the temperatures are in kelvin. Equation (7) is valid for 293 K ≤ TWB ≤
363 K and has a maximum relative error of less than 0.5% and a maximum absolute
error of less than 1.4 K. Note that when the air stream is saturated, the wet-bulb
temperature is equal to the dry bulb temperature.
3.4.2. Air and Water Heaters
The air and water heaters are single-stream heat exchangers in which composition
of the stream remains constant. The First and Second Laws for a single-stream heat
exchanger control volume reduce to:
Q˙HT = m˙h (hHT,out − hHT,in) (8)
S˙gen,HT = m˙h (sHT,out − sHT,in)− S˙trans,HT (9)
where mh is the mass flow rate of the stream that is being heated in the heater. Heat
transfer from the surroundings, Q˙HT , results in a corresponding entropy transfer to the
working fluid, S˙trans,HT .
The entropy transfer is calculated assuming that the stream is heated with a constant
heat flux per unit length, Q˙HT/L [W/m], and that the wall temperature is greater than
that of the bulk stream by a constant ∆T . Based on known results for solar collectors
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[23], both approximations are reasonable. Since the temperature range is not large (less
than 50 K), the heated stream’s specific heat capacity is evaluated as constant at the
average stream temperature and the bulk fluid temperature as a function of the axial
coordinate, x, is given by
Tb(x) = THT,in +
(
Q˙HT/L
)
m˙hcp,h
x (10)
The wall temperature is:
Twall(x) = Tb(x) + ∆T = (THT,in + ∆T ) +
(
Q˙HT/L
)
m˙hcp,h
x (11)
The rate of entropy transfer can then be calculated as follows [24, 25]:
S˙trans,HT =
∫ L
0
Q˙HT (x)
Twall(x)
dx
= m˙hcp,h log
[
Q˙HT
m˙hcp,h (THT,in + ∆T )
+ 1
] (12)
Once the entropy transfer is determined, calculation of the entropy generation within
the fluid control volume is performed using the Second Law, Eq. (9).
3.5. HD Cycles
As discussed in Sec. 2, HD cycles can be formed by piecing together humidifiers,
dehumidifiers, and heaters in the appropriate configuration. Since the dehumidifiers
and humidifiers must come in pairs, as seen in Figs. 1 and 2, it is convenient to perform
mass balances on both components simultaneously. The mass balances on the air and
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water streams give the following relations:
m˙p = m˙a (ωD,a,in − ωD,a,out) (13)
m˙b = m˙w,H − m˙a (ωH,a,out − ωH,a,in) = m˙w,H − m˙p (14)
where m˙a is the flow rate of dry air in the moist air stream, m˙b is the flow rate of
the brine stream, m˙p is the flow rate of the condensate stream, m˙w,H is the flow rate
of water entering the humidifier, and ω is the humidity ratio on a mass basis. Note
that the mass flow rate of seawater through the dehumidifier, m˙w, is constant. For
convenience, the ratio of the seawater flow rate in the dehumidifier to the flow rate of
dry air is defined as:
mr ≡ m˙w,D
m˙a
(15)
The equations for each of the components, coupled with the mass balances, as well
as proper matching of inlet and outlet streams from one component to the next forms
a well-posed set of equations for the HD cycles.
3.6. Performance Parameters
There are several ways to characterize the performance of HD systems. Some im-
portant parameters are defined below.
3.6.1. Gained Output Ratio
The gained output ratio (GOR), sometimes known as the performance ratio, is a
dimensionless measure of the amount of product produced for a given heat input. Here,
it is defined as:
GOR ≡ m˙phfg
Q˙in
(16)
where hfg is the heat of vaporization evaluated at the inlet water temperature. For the
cycles considered here, Q˙in = Q˙HT .
15
A GOR of 1 means that the system requires enough heat input to directly vaporize
all of the produced water and that there is ineffective energy recovery. A basic solar still
will have a GOR of approximately 1, or less owing to losses. A high GOR is desirable
since it means that less heat input is required per unit water produced. When the heat
source is a fossil fuel, higher GOR means lower fuel costs. When the heat source is
solar radiation, higher GOR means a smaller solar collector area and hence, reduced
capital costs.
3.6.2. Specific Entropy Generation
Specific entropy generation for the cycle is defined as the total entropy generated in
all of the components within the desalination system divided by the mass flow rate of
product water.
sgen,total =
S˙gen,total
m˙p
(17)
Thermodynamic arguments for the use of this parameter in analysis of HD cycles, based
on the least heat of separation, are provided by Mistry et al. [5].
3.7. Simulations
Modeling in JACOBIAN was done in a modular fashion. First, models of the
dehumidifier, humidifier, and heaters were constructed. Next, models of the various
CAOW and OAOW cycles were created by including the components, connecting the
appropriate streams and performing mass balances on each humidifier/dehumidifier
pair.
After the cycle models were created, a separate block for each simulation was re-
quired. Simulations instantiate one or multiple models and fix the degrees of freedom.
The advantage of this approach is that a single model (either for a component, or a
cycle as a whole) can be used in multiple simulations. Therefore, simple variations of
16
each of the models, including operating conditions and configurations, can be analyzed
without having to duplicate code.
4. Optimization Methods
The general form of the optimization problems solved is
min
x
f(x)
such that g(x) ≤ 0
x ∈ [xL,xU ], xL,xU ∈ Rn
where x are termed the optimization variables, xL and xU are the variable bounds,
f : [xL,xU ] → R is the objective function and g : [xL,xU ] → Rm are the inequality
constraints.
The optimization problem at hand was solved using the so-called sequential mode
of optimization in which the optimization problem is separated from the simulation.
Only the degrees of freedom were used as optimization variables, resulting in small-scale
optimization problems with relatively expensive function and gradient evaluations.
The optimization algorithm selects values for these optimization variables and then
calls the simulator (JACOBIAN) to evaluate the objective function and constraints.
The simulator sees these optimization variables as parameters in the model equations.
For gradient-based methods, the gradients of these functions with respect to the opti-
mization variables must be evaluated at each major iteration. In general, the model
in JACOBIAN is represented by a system of differential-algebraic equations along with
initial conditions, and the system is integrated in time. JACOBIAN then returns these
gradients via an efficient calculation of the parametric sensitivities [26]. For the steady-
state problem currently being considered, JACOBIAN has to solve a system of algebraic
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equations only.
In order to optimize the system for maximum GOR, the main optimization variables
considered are the mass flow rates, temperatures, and component effectivenesses. The
simulator has to solve the model equations and calculate the cycle performance as a
function of these variables. The problem constraints which the optimizer must satisfy
are positive entropy generation and minimum terminal temperature difference. The
optimization problems solved have 4 optimization variables with 8 constraints, and the
embedded simulation problems include approximately 700 state variables, depending
on the particular cycle being considered.
Two different gradient-based optimization solvers were used in this study, SNOPT
and IPOPT. SNOPT [6, 7] is based on a sparse successive quadratic programming
algorithm with limited-memory quasi-Newton approximations to the Hessian of the
Lagrangian. SNOPT is a commercial code distributed as a set of Fortran 77 subroutines
which can be also converted to C code. IPOPT [8] is an interior point method intended
for large-scale optimization problems implemented in C++. IPOPT is released as open
source code under the Common Public License (CPL), and can be linked from various
languages including C/C++, C, Fortran, AMPL and MATLAB on various computer
platforms. IPOPT can use first- and second-order derivatives of the objective function
and constraints with respect to the optimization variables. Herein, only first derivatives
are returned by JACOBIAN and IPOPT uses an approximation for the Hessian. Default
values are used for the options and tolerances in JACOBIAN. For the optimization, the
tolerances are set to 10−4. Each local optimization run takes on the order of 10–
30 seconds when performed on a server consisting of PCs with two Intel Xeon E5405
quad core CPUs at 2.00 GHz (eight cores total) with 8 GB of RAM.
The gradient-based optimizers used generate local optima. Unfortunately, due to
the nonconvexity of the modeling equations, local optimality does not imply global
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optimality. In fact, for the case studies presented, the solution depends on the initial
guess provided for each of the optimization variables. To overcome this limitation of
the solvers, a multi-start heuristic was used. The initial guess is initialized randomly
and 1000 optimization runs were executed in a computer cluster. As a consequence,
the solutions reported cannot be rigorously guaranteed to be optimal. However, both
solvers with multiple initial guesses converged to the same solution, thus giving high
confidence that this is a global solution. Additionally, a genetic algorithm running for
over 50 hours did not yield a better solution. Moreover, an in-house translation script
was used to convert the JACOBIAN models to the optimization modelling environment,
GAMS [27], in order to enable the use of additional solvers. Through GAMS, the
solvers CONOPT [28, 29], KNITRO [30], and MINOS [31] were also used in order to
further verify the results. In future work, deterministic global optimization will also be
employed, in particular the branch and reduce code BARON [32, 33].
5. Results
5.1. Closed Air, Open Water (CAOW) Cycles
The choice of bounds for the optimization variables is governed based on the find-
ings from earlier studies of these cycles [4, 5]. A summary of the variable bounds and
constraints is presented in Table 1. Based on heuristic search efforts in [5], the optimal
GOR for the water heated cycles was always in the range of mass flow rate ratios of
approximately 1 < mr < 4 while for the air heated cycles, peak GOR was typically
between 0.5 < mr < 1.5. Here, the overall mass flow rate ratio range is extended to
0.4 < mr < 6 in order to ensure that the optimal conditions would be within the vari-
able bounds. Similarly, it was previously seen that peak performance quickly dropped
off with decreasing component effectiveness, as expected. Therefore, effectiveness is
bounded to 0.8 ≤ D, H ≤ 1.0. By selecting a minimum effectiveness of 80% rather
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than the physical minimum of 0%, the variable domain space is greatly reduced, which
is particularly important for the multistart procedure, but is also expected to help the
local searches.
Finally, two different top temperature conditions are considered. First, the overall
system top temperature (the temperature of the fluid exiting the heater) is limited to
323.15 K ≤ Ttop ≤ 370.15 K. The lower limit is selected based on the results from pre-
vious studies. The upper limit is selected as a representative limit for scale formation.
Scaling is caused by several factors related to the concentration of certain solutes, espe-
cially CaSO4, exceeding their solubility limit (supersaturation). Accordingly, thermal
desalination processes are normally limited to temperatures below the normal boiling
point [34]. While scale formation is still an issue at elevated temperatures, maintaining
the fluid below the boiling point prevents further concentration of salts through boil-
ing and evaporation. Also, the solubility limit of calcium sulfate, one of the primary
components in seawater scaling, decreases with increasing temperature. Therefore,
maintaining a lower seawater temperature helps to reduce the degree of supersatura-
tion of CaSO4. Initial optimization results showed that the best WH cycles operate
with a maximum seawater temperature below 353.15 K while the AH cycles operate at
a higher maximum moist air temperature, but lower maximum seawater temperature.
In order to enforce even more conservative conditions on the systems, a second round
of optimization is performed in which the maximum seawater temperature, TH,w,in, is
constrained to be less than 343.15 K since existing multieffect distillation desalination
systems typically do not exceed this water temperature [35].
[Table 1 about here.]
Constraints are selected in order to ensure that the Second Law of Thermodynamics
is not violated and that the components are of reasonable size. First, the entropy
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generation within each component is constrained to be greater than zero. Second, the
terminal temperature difference (TTD), or approach temperature, is selected to be no
smaller than typical values found in existing equipment. The Standard Handbook of
Plant Engineering has charts that show the approach of cooling towers to be as small as
2 ◦F (1.11 K) [36]. Such small TTDs require very large surface areas as seen by the plot
of tower size factor versus terminal temperature difference in Fig. 6, which has been
redrawn from Cooling Tower Fundamentals [37]. In order to ensure that the hardware
size is reasonable, a parametric study was performed with TTD from 2–6 K. Based
on Fig. 6, a TTD of 6 K has a tower size factor of approximately 1.4 while a TTD
of 3 K has a size factor of approximately 2.2. Note that a control volume analysis
coupled with these constraints provides a necessary set of conditions to ensure that the
Second Law is not violated. However, it is not sufficient to guarantee the absense of
internal temperature cross. The TTD constraints were selected based on the operating
conditions of real equipment since temperature cross does not occur in real hardware.
[Figure 6 about here.]
In addition to the variable bounds and constraints, input conditions must be speci-
fied. For all of the calculations, all components are assumed to operate at atmospheric
pressure and the feedwater inlet temperature is assumed to be 303.15 K based on typical
temperatures for the Red Sea [38]. For the open air cycles, the ambient conditions are
selected to be
p0 = 101.325 kPa
T0 = 303.15 K
(18)
Using the specified variable bounds and system constraints, the SNOPT and IPOPT
local solvers are used with the multi-start code in order to find a global maximum GOR
for both the CAOW-WH and CAOW-AH cycles. The optimized results for the CAOW-
WH cycle are presented in Table 2 while results for the CAOW-AH cycle are presented
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in Table 3. The previous best case configurations that were found without the aid of
optimization, using heuristic methods and by varying parameters one at a time, are also
included in these two tables for comparison. The results from both cycle configurations
are plotted in Fig. 7.
[Table 2 about here.]
For the CAOW-WH cycle, GOR is improved 60% (from 2.53 to 4.04) when consid-
ering the case with a minimum approach of 3 K. In each case, it is clear that the largest
changes in operating conditions were in the mass flow rate ratio and the effectiveness
of the dehumidifier while the system top temperature and humidifier effectiveness vary
only slightly. GOR for these cycles is quite sensitive to both flow rates and component
effectivenesses. The sensitivity to the mass flow rate ratio shows that these systems
require accurate control over the flow rates of the two streams in order to maintain
optimal conditions. The sensitivity to effectiveness shows that it is essential to use
properly designed components in order to achieve peak performance. As the effective-
nesses of the components increases, both the size and cost of the cycle increase. Note
that effectiveness does not reach 100% since doing so would violate either the TTD or
the entropy generation constraint. Also note that the specific entropy generation for
the cycle decreased significantly at optimized conditions as expected since minimizing
specific entropy generation results in maximum GOR [5].
[Table 3 about here.]
Similar behavior is seen in the CAOW-AH cycle. A 51% improvement in GOR
(from 3.48 to 5.27), for a minimum TTD of 3 K, is achieved by making a large change
to the mass flow rate ratio and smaller changes to the component effectiveness and top
temperature. Again, the specific entropy generation decreased and the recovery ratio
increased.
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[Figure 7 about here.]
In Fig. 7, two trends are apparent. First, as the terminal temperature difference
increases, the performance of the cycles drops. This is an expected trend since a
larger TTD results in increased entropy generation due to larger temperature gradients.
Additionally, larger TTDs imply lower regeneration in either the humidifier or the
dehumidifier as a result of the large temperature difference of the outlet streams.
The second trend is that the air heated cycle is much more sensitive to TTD than is
the water heated cycle. This can be explained by considering the energy regeneration
of each cycle. In the WH cycle, hot seawater is used in the humidifier to transfer
both moisture and energy to the cooler air stream. Since the water stream enters the
humidifier at an elevated temperature, the air stream gains a large amount of moisture
prior to entering the dehumidifier. In the AH cycle, hot air enters the dehumidifier and
heats up the seawater stream. The warm seawater stream then enters the dehumidifier
and humidifies the cooler air stream. When the TTD in the dehumidifier increases,
the energy regeneration in the dehumidifier decreases significantly, resulting in a lower
seawater top temperature. The lower seawater temperature results in lower potential
for driving the humidification process and the air stream picks up less moisture in
the humidifier. Less moisture content in the air ultimately means that less water is
produced and the cycle performance decreases. When the TTD in the AH cycle is low,
however, energy regeneration in the AH cycle is more efficient than that in the WH
cycle.
A second, more conservative, round of optimization is performed by imposing the
constraint on maximum water temperature. The results for both the CAOW-WH cycle
and the CAOW-AH cycle are presented in Tables 4 and 5 respectively. Additionally,
GOR is plotted versus TTD for both cases in Fig. 8.
[Table 4 about here.]
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[Table 5 about here.]
Figure 8 shows that the same general trends are present even when the maximum
water temperature constraint is imposed. However, a major difference between Fig. 7
and Fig. 8 is that as the TTD increases, the performance of both the CAOW-AH and
CAOW-WH cycles converge to values that are lower than either performance values
found in Fig. 7. When the system is limited by the seawater top temperature constraint,
effectively, the system top temperature is also limited. This lowering of the maximum
operating temperature results in the observed reduction in performance.
[Figure 8 about here.]
Since the cost and size of the dehumidifier and humidifier increases with decreasing
TTD, it is clear that an inexpensive HD system for developing regions (which would
have less efficient components) should be water heated since the WH cycles outper-
form the AH cycles as TTD increases (or performs similarly when the maximum water
temperature is limited). In addition, solar water heaters tend to be cheaper and more
readily available than air heaters [3, 39].
5.2. Open Air, Open Water (OAOW) Cycles
For open air cycles, the ambient air conditions introduce two additional parameters
to be considered: inlet air temperature and inlet air relative humidity. The air tem-
perature is taken to be equal to the ambient air temperature of 303.15 K specified in
the CAOW section. The inlet relative humidity, φH,a,in, is treated as a variable since
the performance of the OAOW cycles is strongly dependent on the inlet humidity. The
other variable bounds and constraints for the OAOW cycles are unchanged from the
CAOW (Table 1).
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5.2.1. OAOW-WH Cycles
Figure 9 shows a plot of the optimized GOR values for a OAOW-WH cycle with a
minimum TTD of 4 K versus the air inlet relative humidity. The TTD is selected to be
4 K since this TTD offers a reasonable compromise between component size and effec-
tiveness. Note that each point represents an optimized value of the best performance
achievable (result of parametric optimization) with different component effectivenesses,
top temperature, and mass flow rate ratio. Additionally, GOR for a CAOW-WH cycle
with a minimum TTD of 4 K is also plotted on the figure for reference (constant since
the CAOW cycles are not affected by ambient air conditions).
[Figure 9 about here.]
Figure 9 clearly shows that the OAOW-WH cycle outperforms the CAOW-WH cy-
cle, regardless of the ambient relative humidity. Additionally, the performance of the
cycle improves as the relative humidity decreases. This result may seem counterintu-
itive since the open cycle exhausts warm saturated air from the dehumidifier to the
environment.
The primary factor that contributes to the improved performance of the OAOW-
WH cycle is that cooler air entering the humidifier (even when saturated) has a lower
moisture content than the saturated, warmer air found in the CAOW cycle. Therefore,
it has greater potential to absorb moisture from the warm seawater stream.
This unexpectedly good performance of OAOW cycles was found through the op-
timization efforts. Initial calculations on the OAOW-WH cycles resulted in inferior
GOR values than were achieved using the CAOW-WH cycles. However, after applying
optimization, the potential of the OAOW-WH cycles was revealed.
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5.2.2. OAOW-AH Cycles
Figure 10 shows a plot of the optimized GOR values for a OAOW-AH cycle with
a minimum TTD of 4 K versus the air inlet relative humidity. As before, each point
represents an optimized value of the best performance achievable with different compo-
nent effectivenesses, top temperature, and mass flow rate ratio. For comparison, GOR
for a CAOW-AH cycle with a minimum TTD of 4 K is also plotted on the figure.
[Figure 10 about here.]
Unlike the water heated case, Fig. 10 shows that the performance of the air heated
cycle increases with increasing ambient relative humidity. Further, with the exception of
very high ambient relative humidity, the CAOW-AH cycle outperforms the OAOW-AH
cycle.
To explain the trend of decreasing GOR with decreasing ambient relative humidity,
consider the humidification process. When unsaturated air enters the humidifier, it is
simultaneously humidified and heated. However, as the inlet humidity decreases, the
exit temperature of the air stream also decreases since the stream needs to first reach
saturation before substantially increasing in temperature. Since drier inlet air results
in a lower humidifier exit temperature, TH,a,out, more heating is required to raise the
moist air temperature to the system top temperature, Tmax = THT,out. As the required
heating increases, the performance of the system rapidly drops since GOR is inversely
related to the required heat input, as seen in Eq. (16). Additionally, the warm saturated
air that exits the dehumidifier is exhausted to the environment. The temperature and
moisture content of the exhaust stream from AH cycles is greater than the temperature
and moisture content of the WH exhaust stream, resulting in further losses which lower
the performance of the system.
Figure 10 shows that at very high ambient relative humidities, the performance
of the open air cycle is greater than that of the closed air cycle. When the ambient
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air is saturated, φH,a,in = 1, the only difference between the CAOW-AH and OAOW-
AH cycles is that TH,a,in equals the ambient temperature, T0, instead of TD,a,out. In
general, the ambient temperature of the air will be less than the dehumidifier exhaust
temperature. As a result, the humidifier in the OAOW-AH cycle is operating with a
lower inlet temperature. The lower temperature air stream provides a greater potential
for heat and mass transfer exchange with the warm seawater stream. Therefore, the
humidifier can run at a higher effectiveness which leads to improved cycle performance.
Based on the results of optimizing the OAOW-AH cycles, it is clear that while the
open air cycles outperform the closed air cycles for near saturated ambient conditions,
the performance of the OAOW-AH quickly drops as the ambient relative humidity
decreases. Therefore, in general, the CAOW-AH cycle will outperform the OAOW-AH
cycles.
5.2.3. Comparison of OAOW Cycles
In order to see how the performance of the OAOW cycles varies with respect to
minimum TTD, a parametric study is performed with TTD from 2–6 K, as is done
with the CAOW cycles. The same variable bounds and constraints used for the CAOW
are imposed on the OAOW cycles. The ambient relative humidity is selected to be
φ0 = 0.6.
Using the specified variable bounds and system constraints with multi-start opti-
mization, the global maximum GOR for both OAOW-WH and OAOW-AH cycles is
determined. The optimized results for the OAOW-WH cycle are presented in Table 6
while results for the OAOW-AH cycle are presented in Table 7. The results from both
cycle configurations are plotted in Fig. 11.
[Table 6 about here.]
[Table 7 about here.]
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[Figure 11 about here.]
Figure 11 and Tables 6 and 7 show the same trends as what is seen in the CAOW
results (Fig. 7, Table 2, and Table 3). That is, GOR drops significantly with increasing
TTD, specific entropy generation is minimum for the optimized conditions, and the
cycles are sensitive to both the mass flow rate ratio and component effectiveness. One
observable difference between the OAOW cycles and the CAOW cycles is that unlike in
the CAOW cycles, the optimized OAOW-WH cycle outperforms the optimized OAOW-
AH cycle, regardless of specified TTD.
6. Conclusions
Multi-parameter optimization methods have been used to find the optimal operat-
ing conditions for both CAOW and OAOW humidification-dehumidification desalina-
tion cycles and to investigate some characteristics of the various cycles. The following
conclusions were reached:
1. The use of systematic optimization methods for analysis of HD cycles found op-
erating conditions having substantially improved performance compared to those
found in previous studies. Some of these performance gains were achieved through
selection of counterintuitive cycle configurations and operating conditions. The
improved operating conditions occur when the humidifier and dehumidifier have
higher effectiveness.
2. For a TTD of 3 K, the CAOW-WH cycle can achieve a GOR of 4.06 while the
CAOW-AH cycle can achieve a GOR of 5.29.
3. As the TTD increases, the performance of both CAOW-WH and CAOW-AH
cycles decreases. At low TTD, the air heated cycle outperforms the water heated
cycle while at higher TTD, the water heated cycle outperforms the air heated
28
cycle. When the maximum water temperature is limited, the performance of the
AH and WH cycles converge.
4. The optimized OAOW-WH cycle always outperforms the optimized CAOW-WH
cycle, regardless of ambient relative humidity.
5. The optimized OAOW-AH cycle generally performs worse than the optimized
CAOW-AH cycle except when ambient relative humidity is near 100%.
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Figure 1: A schematic diagram of a closed air, open water, water heated (CAOW-WH) cycle.
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Figure 2: A schematic diagram of a closed air, open water, air heated (CAOW-AH) cycle.
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Figure 3: A schematic diagram of an open air, open water, water heated (OAOW-WH) cycle.
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Figure 4: A schematic diagram of an open air, open water, air heated (OAOW-AH) cycle.
39
Humidifier
Water
in
Air
out
Dehumidifier
Condensate
Air
in
Water
out
Air
in
Water
out
Water
in
Air
out
Figure 5: Humidifier and dehumidifier control volumes.
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Figure 7: GOR versus TTD for CAOW-WH and CAOW-AH cycles.
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Figure 10: GOR versus ambient relative humidity for OAOW-AH cycle with a minimum TTD of 4 K.
GOR for CAOW-AH cycle also plotted for reference.
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Table 1: Variable bounds and constraints used for optimization of CAOW and OAOW cycles.
Variable Bounds Low High
mr 0.4 6
D, H 0.8 1
Tmax 333.15 K 370.15 K
Constraints
S˙gen ≥ 0
TTDD, TTDH ≥ 2–6 K
TH,w,in ≤ 343.15 K
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Table 2: CAOW-WH optimization results as a function of the minimum terminal temperature differ-
ence in either the humidifier or the dehumidifier.
Minimum Terminal Temperature Difference
Parameter Original (3.4 K) 2 K 3 K 4 K 5 K 6 K
GOR 2.53 4.87 4.04 3.50 3.14 2.85
sgen [kW/K] 0.32 0.15 0.20 0.25 0.30 0.35
mr 2.90 2.44 3.01 3.67 4.42 5.29
D 0.90 0.96 0.96 0.96 0.96 0.96
H 0.90 0.93 0.91 0.90 0.89 0.88
Tmin [K] 303.15 303.15 303.15 303.15 303.15 303.15
Tmax [K] 343.15 331.75 339.07 345.28 350.77 355.65
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Table 3: CAOW-AH optimization results as a function of the minimum terminal temperature difference
in either the humidifier or the dehumidifier.
Minimum Terminal Temperature Difference
Parameter Original (3.4 K) 2 K 3 K 4 K 5 K 6 K
GOR 3.48 7.76 5.27 3.83 2.98 2.44
sgen [kW/K] 0.28 0.15 0.21 0.28 0.35 0.41
mr 1.22 2.12 1.74 1.46 1.24 1.07
D 0.90 0.98 0.95 0.93 0.89 0.85
H 0.90 0.96 0.93 0.91 0.88 0.85
Tmin [K] 303.15 303.15 303.15 303.15 303.15 303.15
Tmax [K] 363.15 370.15 370.15 370.15 370.15 370.15
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Table 4: CAOW-WH optimization results as a function of the minimum terminal temperature differ-
ence in either the humidifier or the dehumidifier with maximum water temperature constrained to less
than 343.15 K.
Minimum Terminal Temperature Difference
Parameter Original (3.4 K) 2 K 3 K 4 K 5 K 6 K
GOR 2.53 4.87 4.02 3.32 2.59 2.06
sgen [kW/K] 0.32 0.15 0.20 0.26 0.32 0.38
TH,w,in K 343.15 331.75 339.06 343.15 343.15 343.15
mr 2.90 2.44 3.01 3.41 3.37 3.34
D 0.90 0.96 0.96 0.95 0.94 0.92
H 0.90 0.93 0.91 0.89 0.86 0.83
Tmin [K] 303.15 303.15 303.15 303.15 303.15 303.15
Tmax [K] 343.15 331.75 339.06 343.15 343.15 343.15
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Table 5: CAOW-AH optimization results as a function of the minimum terminal temperature difference
in either the humidifier or the dehumidifier with maximum water temperature constrained to less than
343.15 K.
Minimum Terminal Temperature Difference
Parameter Original (3.4 K) 2 K 3 K 4 K 5 K 6 K
GOR 3.48 6.75 4.63 3.41 2.61 2.06
sgen [kW/K] 0.28 0.15 0.22 0.29 0.36 0.49
TH,w,in K 337.40 343.15 343.15 343.15 343.15 343.15
mr 1.22 1.78 1.54 1.30 1.10 1.15
D 0.90 0.97 0.94 0.91 0.87 0.85
H 0.90 0.95 0.92 0.89 0.86 0.83
Tmin [K] 303.15 303.15 303.15 303.15 303.15 303.15
Tmax [K] 363.15 358.20 361.99 363.22 362.70 372.87
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Table 6: OAOW-WH optimization results as a function of the minimum terminal temperature differ-
ence in either the humidifier or the dehumidifier, φin = 0.6.
Minimum Terminal Temperature Difference
Parameter 2 K 3 K 4 K 5 K 6 K
GOR 5.05 4.32 3.80 3.39 3.05
sgen [kW/K] 0.19 0.22 0.25 0.29 0.34
mr 3.16 3.43 3.72 4.23 4.99
D 0.98 0.97 0.96 0.96 0.96
H 0.95 0.93 0.91 0.89 0.86
Tmin [K] 303.15 303.15 303.15 303.15 303.15
Tmax [K] 341.11 343.16 345.03 348.54 352.99
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Table 7: OAOW-AH optimization results as a function of the minimum terminal temperature difference
in either the humidifier or the dehumidifier, φin = 0.6.
Minimum Terminal Temperature Difference
Parameter 2 K 3 K 4 K 5 K
GOR 3.26 1.82 0.98 0.41
sgen [kW/K] 0.37 0.62 1.11 2.49
mr 1.43 1.01 0.67 0.40
D 0.96 0.92 0.85 0.83
H 0.95 0.93 0.92 0.92
Tmin [K] 303.15 303.15 303.15 303.15
Tmax [K] 370.15 370.15 370.15 370.15
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