We introduce the Markov extension, represented schematically as a tower, to the study of dynamical systems with holes. For tower maps with small holes, we prove the existence of conditionally invariant probability measures which are absolutely continuous with respect to Lebesgue measure (abbreviated a.c.c.i.m.). We develop restrictions on the Lebesgue measure of the holes and simple conditions on the dynamics of the tower which ensure existence and uniqueness in a class of Holder continuous densities. We then use these results to study the existence and properties of a.c.c.i.m. for C 1+α expanding maps of the interval with holes. We obtain the convergence of the a.c.c.i.m. to the SRB measure of the corresponding closed system as the measure of the hole shrinks to zero.
Introduction
The study of dynamical systems with holes was launched by Pianigiani and Yorke in their seminal paper [PY] . In it, they posed the following still open question.
Consider a particle on a billiard table with convex boundaries so that the dynamics of the particle are hyperbolic, i.e. the trajectories are unstable with respect to initial conditions. Suppose a small hole is made in the table. What are the statistical properties of the trajectories in this system? If p n is the probability that a trajectory remains on the table until time n, what is the decay rate of p n ? More generally, we can place a particle randomly on the table according to an initial distribution µ 0 . If µ n represents its normalized distribution at time n (assuming the particle has not escaped by time n), does µ n converge to some µ independent of µ 0 ? Such a measure µ is a conditionally invariant measure for the open billiard system.
Considering the billiard table with a small hole as a perturbation of the billiard table with no holes, we can pose a related question in terms of the stability of the closed system: does the conditionally invariant measure of the open system converge to the invariant measure of the closed system as the size of the hole tends to zero?
Although these questions remain open, much progress has been made in understanding the existence and properties of conditionally invariant measures for dynamical systems with holes. More generally, the problem can be stated as follows.
LetT be a piecewise differentiable map of a Riemannian manifoldM . We take the hole to be an open set H inM and keep track of the iterates of points until they reach the hole. Once a point enters H, it is not allowed to return.
Let M =M \H and let T =T |(M ∩T −1 M ). A probability measure µ on M is said to be a conditionally invariant measure with respect to T if µ satisfies
for any Borel subset A of M . The measure is called an absolutely continuous conditionally invariant measure (abbreviated a.c.c.i.m.) if its conditional distributions on unstable leaves are absolutely continuous with respect to the Riemannian volume. The quantity λ = µ(T −1 M ) is called the eigenvalue of the measure and − log λ represents the exponential rate at which mass escapes from the system. We call µ a trivial conditionally invariant measure if λ = 0. From the point of view of physical observables, we are interested in conditionally invariant measures whose escape rate indicates the rate at which the Riemannian volume escapes from the system. For this reason, we will restrict our attention to the existence and properties of nontrivial absolutely continuous conditionally invariant measures in this paper.
In this context, Pianigiani and Yorke [PY] studied C 2 expanding maps which admit a finite Markov partition after the introduction of holes. Their work was extended to smooth Smale horseshoes byČencova ([C1] , [C2] ) and used in [CMS1] and [CMS2] to obtain a natural invariant measure on the fractal set of non-wandering points of the system. In [LM] and [R] , the authors achieved similar results for open billiards satisfying a non-eclipsing condition. Recently, Chernov and Markarian ([CM1] , [CM2] ) studied Anosov diffeomorphisms with holes which were elements of a finite Markov partition. In [CMT1] and [CMT2] , the Markov restriction on the holes was relaxed, but the results still used strongly the Markov partitions associated with Anosov diffeomorphisms.
In low-dimensional settings, efforts to drop the Markov requirements on both the map and the holes have had some success for expanding maps of the interval. A spectral analysis of the transfer operator was performed in [BK] and the stability of the spectrum was established in [KL] for perturbations of expanding maps including small holes. More constructive techniques using bounded variation and contraction mapping arguments have been used in [BC] and [LiM] to prove the existence and properties of a.c.c.i.m. All these results assume that the potential associated with the transfer operator has bounded variation.
This brief survey highlights the classes of systems with holes which have been studied to date: expanding maps in one dimension; and in higher dimensions, systems which admit finite Markov partitions. These systems are all uniformly hyperbolic. The purpose of this paper is to develop a method to study dynamical systems with holes which relies on neither finite Markov partitions nor uniform hyperbolicity. The Markov extension is a flexible tool which does precisely this.
The systematic application of Markov extensions represented schematically by tower maps is due to Young who has used this method to study a variety of closed dynamical systems including Axiom A diffeomorphisms, piecewise hyperbolic maps, Hénon maps, logistic maps, and a class of scattering billiards, among others ( [Y1] , [Y2] , [BY] ). Chernov has recently extended the method to study the statistical properties of other chaotic systems ([Ch1] , [Ch2] , [Ch3] ). The flexibility of the Markov extension stems from the fact that the dynamical system in question need not be uniformly hyperbolic. What matters is the average behavior of the map T between returns to a reference set Λ. This is what allows the method to be applied to Hénon maps and the logistic family. There are three basic steps which are required for this method to work.
(1) given a dynamical system T : M , we construct a Markov extension F : ∆ ;
(2) we prove results about (F, ∆) using its simpler properties: namely, controlled hyperbolicity and a countable Markov structure with a certain decay rate in the measure of the elements of the partition;
(3) we pass these results back to the original system (T, M ).
In Section 2, we focus on (2) for a tower with holes. In Section 3, we apply the abstract model to expanding maps of the interval by proving (1) and (3). The author has also used Markov extensions to study logistic maps with holes. These results are being published in a separate paper [D] .
Summary of Main Results
Since important definitions and assumptions have not yet been introduced, here we state our results in general terms. Precise statements are made in Sections 2 and 3. Our principal result concerning Markov extensions is the following:
(1) Given a tower (∆, F ) with exponential decay in the levels and sufficiently small holes, the tower map F admits a conditionally invariant measure whose density is Hölder continuous on elements of the Markov partition on ∆. If in addition F is transitive on components of ∆, then the density is unique in the space of Hölder continuous functions and is bounded away from zero on ∆.
This result is stated precisely as Theorem 2.1 in Section 2.1.5.
Remark. Because ∆ is not compact, the exponential decay in the levels of the tower is essential to the discussion of meaningful conditionally invariant measures. Without it the escape rate of Lebesgue measure from ∆ may not be exponential, thus making the conditionally invariant measure a poor indicator of the escape dynamics of the system. The exponential decay together with the transitivity assumption assures that the exponential escape rate of Lebesgue measure is well-defined.
In Section 3, we apply this result to expanding maps to obtain the following:
(2) Let T be a C 1+α expanding map of the unit interval with sufficiently small holes. Then T admits an absolutely continuous conditionally invariant measure whose density is bounded above. If α = 1, then the density is of bounded variation. If in addition T satisfies a transitivity condition, the density is bounded away from zero on the complement of the hole, thus making the escape rate of Lebesgue measure equal to the escape rate of the a.c.c.i.m.
(3) If the measure of the holes shrinks to zero while the number of holes remains bounded, then the a.c.c.i.m. converges weakly to the SRB measure of the expanding map without holes (here we assume the expanding map without holes has a unique a.c.i.m.). If α = 1, the convergence is in L 1 ([0, 1]).
These results are stated with full details as Theorems 3.2 and 3.3, respectively, in Section 3.1.3.
Remark. The results of Theorem 3.2 are proved under more technical assumptions in [BC] and [LiM] for expanding maps having potentials of bounded variation. We do not use bounded variation arguments and only require that the potential be Hölder continuous. Our only restriction on the hole is on its size, not its placement.
An a.c.c.i.m. for a Tower with Holes
We begin by establishing some basic notation and definitions regarding the tower map, following [Y1] . An important difference between the tower we shall describe here and that in [Y1] is that we allow multiple intervals in the base. The returns are still Markov with respect to these intervals, but need not cover the entire base. Since we will apply these results in Section 3 to expanding maps of the interval, we formulate our definitions for one-dimensional towers, but it is clear that our arguments are valid for higher dimensional expanding towers as well.
Setting and Assumptions

Tower with multiple bases
The base of the tower is an interval∆ 0 which is taken to be the union of finitely many unit intervals whose interiors are pairwise disjoint,∆ 0 = N i=1∆
0 . We denote one-dimensional Lebesgue measure by m. Let Z be a countable partition of∆ 0 which respects the boundaries of the∆ 
We call the l th level of the tower∆ l :=∆| n=l and∆ (i) l is the part of∆ l directly over∆ (i) 0 . Note that each level∆ l is simply a union of disjoint intervals; it is not necessarily connected since some subintervals will have returned to the base by time l. We let∆
The action ofF :∆ →∆ is characterized bŷ
is one-to-one and Z(z) is the element of Z containing z. We adopt a slight abuse of notation by referring toF (x, l) asF (x) and ∆ l will be made clear by context. As mentioned in the remark in Section 1.1, an essential requirement is an exponential decay in the measure of the levels of the tower.
(H1)
There exist A > 0 and 0
We leave assumptions about the regularity ofF until after we have introduced the holes.
Introduction of holes and regularity ofF
The holeH in∆ is a union of open intervalsH
l and require that there be only finitely manyH
l . We also require that eachH 
is an interval comprised of countably many elements of the formF l (ω), ω ∈ Z, andF | ∆ (i) l,j is one-to-one.
In applications, {∆
l,j } will be dynamically defined during the construction of the tower and will be the maximal intervals which project onto the iterated pieces of the reference set Λ at time l. Uniformly hyperbolic systems, such as the expanding maps of Section 3, will typically have finitely many ∆ (i) l,j per level l. We do not impose a finiteness requirement here, however. We denote by ∆
l,j whose image returns to the base, i.e. such thatF (∆
The mapF has the following properties with respect to the partition:
(b) There exist γ > 1 and β > 0 such that on ∆
(c) Bounded Distortion. There exists C > 0 such that for any x, y ∈∆
In applications, property (b) follows quite naturally once bounded distortion and the exponential decay of the levels are proven. In fact, e β > 1 θ and a variant of (b) is often used to prove (H1) in the construction. For uniformly hyperbolic systems it is immediate, but even for nonuniformly hyperbolic systems such as logistic maps, it is easy to obtain once (c) and (H1) are established (see [D] ).
We require an additional property of the mapF . Taking C, γ and α as defined above in (a), (b) and (c), we require:
This assumption says that the non-linearity ofF should not be large compared to its minimum expansion. It is controlled by shrinking the size of the reference set in the underlying dynamical system.
Remark. If α = 1, then assumption (H2) is not necessary. The justification for this is contained in the remark at the end of Section 2.2.2.
−k ∆, the set of points which has not fallen in the hole by time m. We say F is transitive on components if for all pairs i, j,
then transitivity on components is automatic as long as the hole allows at least one return to the base.
Definition of a combined Hölder-L ∞ Functional
The last element of our setting is the introduction of a convenient function space X on ∆ in which we will seek our conditionally invariant density. The Perron-Froebinius operator associated with F acts on L 1 (∆) by
We define P 1 f = Pf /|Pf | L 1 and seek a fixed point for the operator P 1 . A fixed point for P 1 is a conditionally invariant density for F . Choose ξ > 0 small enough that e −ξ > max{θ, e −αβ }. This is the only restriction we will
Then define
l,j r . It should be noted that while · ∞ is a norm, · r is not; however, · r satisfies a convex-like inequality on a subset of X defined in Section 2.2.1. We set X = {f : ∆ → R | f < ∞}.
Condition on the Holes
We formulate a single condition involving the measure of the holes which guarantees the existence of an a.c.c.i.m. in X. Let a := max{e −ξ ,
1+C
γ α } and b := 1 + C. Note that a < 1 by assumption (H2). The required condition on the holes is:
where
In typical applications of the tower constructed from a dynamical system, there will be no holes in the base of the tower. In this case mH 0 = 0, the proof simplifies somewhat and assumption (H3) reduces to
Statement of results
We are now ready to state our main result of this section.
Theorem 2.1 Given a tower with holes (∆, F, m) with properties (a)-(c) and under assumptions (H1)-(H3), there exists a probability density ϕ in X such that P 1 ϕ = ϕ. If in addition F is transitive on components, then ϕ is the unique nontrivial conditionally invariant density in X and ϕ is bounded away from zero on ∆.
Proof of Theorem 2.1
Our proof takes the following steps:
1. define a convex, compact subset X M of X;
2. derive Lasota-Yorke type inequalities for the operator P;
3. formulate the condition onH which guarantees the invariance of X M under P 1 ;
4. use transitivity to prove the uniqueness of the invariant density in X.
Properties of the space X and a convex, compact subset
which is finite by the assumption on ξ. We also record for future use that if f ∈ X, then for
This in turn yields sup
so that f is either identically zero on ∆
where M > 0 has yet to be determined.
To show that · r satisfies a similar convexity property, we use the fact that for any positive
l,j r ≤ M . So let us assume that both f and g are positive on ∆
where we have used equation (4) in the last line. Thus sf + (1 − s)g ∈ X M whenever f, g ∈ X M , so X M is convex. We now show that X M is compact as well.
Let {f n } ∞ n=0 be a sequence in X M . For fixed i, l and j,
This makes {f n | ∆
} a uniformly Holder continuous and thus equicontinuous family of functions.
It is also bounded in L ∞ . By the Ascoli-Arzela theorem, there exists a subsequence which converges pointwise uniformly on ∆
By the uniformity of the convergence, f (i) * l,j has the same · r bound as the f n | ∆
. It also has the same bound in L ∞ .
Using Cantor diagonalization, we obtain a subsequence which converges pointwise on all of ∆. Call this sequence {f n k } and the limit f * . Since |f n k | is dominated by M e ξl on each ∆ l , we conclude that
Note that our choice of ξ already limits the size ofH by limiting the eigenvalue of the invariant measure. Suppose we find a nontrivial conditionally invariant density ϕ ∈ X M and let
by the conditional invariance property. Since ϕ ∈ X M and in particular ϕ ∞ is finite, we must have λ ≥ e −ξ .
Estimates on Pf
Our goal is to show that there exists a choice of M such that P 1 takes X M into itself. We do this by first deriving Lasota-Yorke type inequalities for the operator P.
By definition of P, we have the following two expressions:
And similarly,
For ∆
0 the estimates are more involved. First note that for x, y ∈ ∆
and also
Estimating Pf
be such that
We use (6) to estimate the first term,
We estimate the second term by,
We then use (6) and property (b) to split up |F ′ |,
where we have used the fact that e ξ ≤ e αβ . Combining (8), (9) and (10) we obtain:
We use the following extension of equation (4): given two convergent series, a i and
Note that if f (y) = 0, then f (w) = 0 by (3) since y and w are in the same ∆ (k) l,j . So dropping terms where f (y) = 0, we may use (12) to estimate
where we have used (2) for the inequality. For the second term,
where we have used (7), property (b), and the fact that |x − z|
Combining the estimates for A k l,j and B k l,j we see that
Recalling that a = max{e −ξ ,
1+C
γ α } and b = 1 + C we have shown that
We also have Pf
where a < 1 by assumption (H2).
l,j , then we do not need assumption (H2). We define f
Using this estimate, equation (10) becomes
So Pf 
where we have used (12) in the second step and (5) in the second term of the third. In this case, a := max{e −ξ , 1 γ } which is automatically less than one.
Choice of M and condition onH
Choose M = 2b 1−a . We derive a condition on the size of the hole depending on a, b and ξ which guarantees that P 1 will map X M into itself. This will be precisely assumption (H3) introduced in Section 2.1.4.
Since · r is invariant under constant multiples of a given function f , we have P 1 f r = Pf r . Since b = 1−a 2 M , using equation (13) we have
The · ∞ norm is not invariant under normalization, however, so we need to introduce a restriction on the size of the holes. First note that for
e ξl m∆ (k) * l,j as before. Now let q := DmH 0 + l≥1 e ξ(l−1) mH l and note that q → 0 as mH → 0. We require thatH be small enough so that
which is precisely assumption (H3). Using this bound onH, we conclude that
Note that this estimate implies that λ ≥ 1+a 2 . In the case when there are no holes in the base, we may use the simpler assumption (H3 ′ ). Now choose M = b 1−a . Repeating our previous argument, we have P 1 f r ≤ M when f r ≤ M . For the · ∞ norm, note that equation (11) yields
f dm since ∆ * ⊆ ∆\(F −1H ) when there are no holes in the base. But ∆\(F −1H ) f dm = |Pf | 1 so we
All that remains is the estimate on P 1 f (i) l,j ∞ for l ≥ 1.
This is less than or equal to
, which is precisely assumption (H3 ′ ). Since P 1 takes X M into itself and X M is a convex, compact subset of L 1 (∆), we can apply the Schauder-Tychonov Theorem to conclude that P 1 has a fixed point ϕ ∈ X M . Setting dµ = ϕdm, we have a measure that is conditionally invariant with respect to F and absolutely continuous with respect to Lebesgue. Note that the eigenvalue λ = |Pϕ| 1 satisfies λ ≥ 1 − qM by our estimates above and so λ → 1 as mH → 0.
Uniqueness of the conditionally invariant measure
We now prove that ϕ is the unique nontrivial conditionally invariant density in the function space X if F is transitive on components. Recall from (3) that if f ∈ X, then on each ∆
l,j is either identically zero or bounded away from zero. For a conditionally invariant density ϕ with eigenvalue 0 < λ ≤ 1, if ϕ ≡ 0 on some ∆ (i) 0,j , then ϕ ≡ 0 on ∆ by transitivity. And since ifF (∆ (k) * l,j ) intersects ∆ (i) 0 , it crosses it completely, we must have inf ∆ 0 ϕ = δ for some δ > 0. But by the conditional invariance property, ϕ| ∆ l+1 = 1 λ ϕ| F −1 (∆ l+1 ) for l ≥ 0. This makes inf ∆ ϕ = inf ∆ 0 ϕ. Proposition 2.3 If ϕ ∈ X is a nontrivial conditionally invariant density for F , then ϕ ∈ X M .
Proof. From equation (13), we have P 1 ϕ r ≤ a ϕ r + b which implies
Thus ϕ r ≤ b 1−a . For the · ∞ norm, the conditional invariance property implies that
From equation (14), we have Pϕ
If there are holes in the base, then λ ≥ 1+a 2 so
If there are no holes in the base, then equation (11) yields
So whether there are holes in the base and we define M = Now assume that there are two different nontrivial conditionally invariant densities ϕ 1 and ϕ 2 in X. Suppose they both have the same eigenvalue λ. For s ∈ R, let ϕ s = sϕ 1 + (1 − s)ϕ 2 . Then ϕ s is a conditionally invariant density for each s as long as ϕ s > 0. This is an open condition since inf ∆ ϕ s = inf ∆ 0 ϕ s and will certainly be true for s ∈ [0, 1] since X M is convex. Let s 0 be the first s > 1 such that inf ∆ ϕ s 0 = 0. For each s < s 0 , ϕ s ∈ X M by Proposition 2.3 so that ϕ s 0 ∈ X M as well since X M is closed. But then we must have ϕ s 0 identically equal to zero which is impossible since |ϕ s 0 | 1 = 1. Now suppose that ϕ 1 and ϕ 2 have different eigenvalues λ 1 > λ 2 . Since ϕ 2 is bounded away from zero and ϕ 1 is bounded above on ∆ 0 , there exists a constant L such that Lϕ 2 > ϕ 1 on ∆ 0 . We also know that
by the conditional invariance property and similarly for ϕ 2 . Since
, then Lϕ 2 > ϕ 1 on all of ∆. So by the positivity of the operator P, we must have P n (Lϕ 2 ) > P n ϕ 1 for each n ≥ 0. But this implies that λ n 2 Lϕ 2 > λ n 1 ϕ 1 for each n which is impossible since λ 1 > λ 2 .
Expanding Maps with Holes: An Application
We describe an application of the tower model with holes to a class of open chaotic dynamical systems. By constructing a tower with multiple bases and applying the results of the previous section, we study the existence and properties of an absolutely continuous conditionally invariant measure for C 1+α expanding maps of the interval with holes.
Setting and Statement of Results
Properties of the Expanding Map
LetT be an expanding map of the unit interval,Î = [0, 1]. Denote byÎ j , 1 ≤ j ≤K, the intervals of monotonicity forT . We assume that (a)T is C 1+α on eachÎ j .
Property (a) implies that there existsĈ > 0 such that |T ′ (x) −T ′ (y)| ≤Ĉ|x − y| α whenever x, y are in the sameÎ j . We let m denote Lebesgue measure on the tower and onÎ interchangeably. Now letÎ n j be the intervals of monotonicity forT n . Let ψ n,j denote the inverse ofT n acting onÎ n j . Then |ψ ′ n,j | ≤ 1/µ n so that
whenever x, y are in the sameÎ n j . This gives rise to the following familiar fact.
Lemma 3.1 (Distortion Bounds). Let x, y ∈Î n j . Then
Proof.
Introduction of Holes
T −i I and let T n =T n |I n . Let K be the number of intervals of monotonicity for T and let Q = {I 1 , ...I K } be the partition of I into those intervals. Denote by I j,n the part of I j which remains outside the hole for the first n iterates of the mapT , i.e. I j,n = I j ∩ I n . Note that (T n ) ′ satisfies the same distortion bounds as (T n ) ′ wherever it is defined on eachÎ n j . Let d be the minimum length of the I j and D their maximum length. Define C :=C(2δ) α and choose δ small enough that 2 α (1 + C) µ α < 1.
We do this so that the tower we construct will satisfy the nonlinearity condition (H2). If necessary, reduce δ further so that δ ≤ d. (IfT is C 2 , then we simply take δ = d since (H2) is not needed.) Let a := max
. Our sole condition on the hole is that its total measure must satisfy:
This assumption ensures that the hole in the tower we construct satisfies condition (H3 ′ ). (We do not need to satisfy (H3) since there will be no holes in the base of the tower we shall construct.) Assumption (A1) also implies the following bound, which we will use to construct the tower,
where h is the maximum length of the intervals H l . To see that equation (15) is implied by (A1), we note that δ ≤ 1 µ and write
Statement of Results
We first state our result on the existence of an a.c.c.i.m.
Theorem 3.2 LetT be an expanding map of the interval with properties (a) and (b) of Section 3.1.1. Suppose H is a hole satisfying (A1). Then there exists a nontrivial absolutely continuous conditionally invariant measure for T whose density is bounded above. If α = 1, the density is of bounded variation. Suppose in addition that T satisfies the following transitivity property: for each interval I j , there exists an integer n j such that
Then the conditionally invariant density is bounded away from zero, thus making the a.c.c.i.m. proportional to Lebesgue on I.
This theorem implies that Lebesgue measure has a well-defined exponential escape rate given by the a.c.c.i.m.
Our next result concerns the convergence as mH → 0 of the conditionally invariant measures to an absolutely continuous invariant measure forT with no holes.
LetT and H satisfy the hypotheses of Theorem 3.2. Since we are interested in arbitrarily small holes, we may further assume that either none of the closures of the holes H l contains an endpoint of one of theÎ j , or if one does, that H l shrinks to this point in the limit. (If H does not satisfy this property, we may take a smaller hole which does.) In this way, we assure that no new intervals I j are created as we take the limit mH → 0. In fact, each interval I j will either grow or remain the same as the hole shrinks.
We need the following assumption on the dynamics ofT . We assume that for each interval I j , there exists an m j such that
This means that the images of I j eventually cover [0,1], but we do not allow a part that has fallen into the hole to be considered in the future -it is only considered to cover that part of H on which it lands. This assumption is obviously stronger than the transitivity assumption of Theorem 3.2. Note that this assumption on the dynamics ofT , in addition to the fact thatT is expanding, implies that the mapT with no holes has the covering property and so has a unique a.c.i.m. whose density is bounded away from zero on [0,1].
Theorem 3.3 LetT and H satisfy the hypotheses of Theorem 3.2. Define H t = H and let {H s } for s ∈ [0, t] be a sequence of holes with the following properties:
(1) mH s ≤ s, H s ⊂ H t and each component of H t contains at most one component of H s ;
(2) either the closure of H t contains none of the endpoints of theÎ j , or if one endpoint is contained in the closure of H t , then that endpoint is contained in the closure of H s for all s ∈ [0, t];
(3) equation (16) is satisfied byT acting on the intervals of monotonicity with respect to the hole H t .
Let ν s denote the a.c.c.i.m. corresponding to H s obtained from Theorem 3.2. Then the ν s converge weakly to ν as s goes to zero, where ν is the unique absolutely continuous invariant measure forT with no holes. If α = 1, then the densities converge in L 1 ([0, 1]) as well.
Proof of Theorem 3.2
1. prove a growth lemma for intervals of length at least δ;
2. use the growth lemma to define a return time function and partition of I in order to build a tower;
3. verify that the tower has the desired properties and satisfies conditions (H1)-(H3 ′ ) to conclude the existence of an a.c.c.i.m.;
4. project the measure on the tower to a measure on I and show it has the properties we claim.
A Growth Lemma
Although we have already fixed δ small enough to control the nonlinearities in the tower, it should be noted that the results of Lemma 3.4 hold for any δ ′ and h satisfying
We will continue to use δ as the notation throughout this section, however. Any interval Ω of length at least δ lying entirely in one of the I j will have at least one subinterval which grows to cover one of the intervals of monotonicity exponentially fast. This is because ifT Ω does not cover one of the I j , then Q|T Ω can have at most two components, and T Ω can intersect at most one hole. The measure of what does not fall into the hole is
where we have used equation (15) in the second inequality. So at least one of the two components of Q|T Ω must have length greater than or equal to δ( µ+2 4 ) > δ since µ+2 4 > 1. In fact, if we follow this component, call it ω 1 , we see that its image must also either cover one of the I j or else Q|T ω 1 has at most two components, one of whose lengths is at least δ( µ+2 4 ) 2 . Always following the larger component, we obtain a sequence of intervals ω n of length at least δ( µ+2 4 ) n which must eventually cover one of the intervals of monotonicity of T in exponential time depending only on µ, δ and D.
Lemma 3.4 Let Ω be any interval of length at least δ lying entirely in one of the I j . There exists a countable partition Z of Ω and a stopping time S(x) such that for each ω ∈ Z, (a) S is constant on ω;
e. the elements of Z either fall in or grow at an exponential rate;
Proof. Let Ω 0 := Ω. Given Ω n−1 , which consists of a finite number of subintervals of Ω, we show how to form the set Ω n inductively. Ω n represents those points in Ω which have not yet been assigned a stopping time by time n.
We proceed one element of Ω n−1 at a time. Fix ω ∈ Ω n−1 . We consider two cases depending onT n ω.
Case 1:T n ω does not cover any of the I j . Then Q|T n ω has at most two components andT n ω intersects at most one H l . Set S(x) = n on ω ∩T −n H and enter this interval as an element of the partition Z. Note that this interval has length less than or equal to h µ n . Put the (at most two) components ofT −n Q|ω into the new set Ω n . The stopping time S has not yet been defined on the elements of Ω n .
Case 2:T n ω covers at least one of the I j . Set S(x) = n on each of the components ofT −n Q|ω whose image equals one of the I j . Each of these components is entered as an element of the partition Z.T n ω ∩ H has at most L components. Set S(x) = n on each of the intervals ω ∩T −n H l and enter these as elements of the partition Z. Note that m(ω ∩T −n H) ≤ mH µ n . There are at most two intervals inT −n Q|ω left over where S has not been defined. Include these intervals as elements of Ω n . Note that their images under T n each have length less than D.
By construction, Ω n has at most 2 n components, each of length less than To check (e), we note that the most Lebesgue measure that can fall into H at the n th step is mH µ n from each component of Ω n−1 . This means at most mH 2 n−1 µ n falls in at each step. So the total measure of those elements of Z which fall in the hole before they can grow to cover one of the intervals of monotonicity is
Building the Tower
We show how to build a tower with multiple bases from the growth lemma. We partition I into N intervals of length between δ and 2δ. Call them Λ (1) , . . . Λ (N ) . Since each Λ (i) has length at least δ, each will have a partition Z (i) and a stopping time S (i) with properties (a)-(e) of Lemma 3.4. Proceeding one Λ (i) at a time, we define below the return time function R and the partition Z of I on whose elements R is constant. This will define the tower∆. Fix k between 1 and N . On those ω ∈ Z (k) such thatT S (k) (ω) ω ⊂ H, we set R = S (k) and include ω as an element of Z.
For those ω ∈ Z (k) withT S (k) (ω) ω = I j for some j, we set R = S (k) , but do not include ω as an element of Z directly. I j consists of a number of the Λ (i) . We partition ω into elements of the form ω ∩ T −S (k) (ω) Λ (i) and include each of these as elements of the partition Z. We do this because each of the Λ (i) may have varying lengths and so their projections from the tower will have derivatives which vary accordingly. We subdivide the partition Q into the intervals Λ (i) in order to have control over distortion bounds on the tower.
We arrive at a return time function R defined on I and a countable partition Z which respects the boundaries of Λ (1) , . . . Λ (N ) and satisfies the following properties for each ω ∈ Z, (a) R is constant on ω;
e. the elements of Z either fall into H or return at an exponential rate;
Lemma 3.1 implies that on each ω ∈ Z, we have the following distortion bound for x, y ∈ ω and n ≤ R(ω).
We identify Λ (1) , . . . , Λ (N ) with N disjoint intervals of unit length,∆ For
Now let z ∈ ∆
We derive a distortion estimate forF . Let x, y ∈ ∆ (k) l,j be such thatF x,F y ∈∆
0 . Using equations (17) and (19) we have
. F also satisfies the relation π • F = T • π on its domain, and so the above estimates hold for F ′ .
(∆, F, m) Satisfies Conditions (H1)-(H3 ′ )
Recall properties (a)-(c) required of the tower map in Section 2.1.2 as well as assumptions (H1)-(H3 ′ ) of Section 2. It is clear from the discussion of Section 3.2.3 thatF has properties (a)-(c) of the tower map with γ ≥ µ 2 , β = log µ, C =C(2δ) α , and the same Hölder exponent α as the mapT .
(H1) is satisfied with θ = 2 µ . This is because m∆ l = m∆ l +mH l and we have bounds on these two quantities from the proof of Lemma 3.4. We have
(H2) is satisfied by choosing δ small enough.
Using this estimate, we see that (H3 ′ ) will be satisfied if H satisfies
which is slightly weaker than our assumption (A1).
Existence and properties of an a.c.c.i.m.
Since (∆, F, m) satisfies (H1)-(H3 ′ ), we conclude using Theorem 2.1 that there exists a ϕ ∈ X such that dν := ϕdm is a nontrivial a.c.c.i.m. with respect to F acting on ∆. Let λ be the eigenvalue ofν. Now define a measure ν on I by
for any Borel subset A of I. Then it is clear that ν will be conditionally invariant with respect to T with the same eigenvalue λ since for any Borel A ⊂ I,
We show that ν is absolutely continuous with respect to Lebesgue measure with a density that is bounded above. For this we will need to estimate the number of preimages that a Borel set A can have on each level of the tower. We consider the tower ∆ (i) above one of the ∆ This observation and equation (18) yield the following estimate.
where we have used the fact that λ ≥ 2 µ in the last line. This proves that ν << m with bounded density.
Let dν = ψdm. Choose a ∆
. If T satisfies the transitivity property in the statement of Theorem 3.2, then there exists an n 0 such that the first n 0 images of Λ (i) under T cover I. Thus for any x ∈ I, there exists an n ≤ n 0 and z ∈ Λ (i) such that T n z = x.
Thus ν is proportional to Lebesgue measure on I.
Estimating the variation of ϕ. If α = 1, we can use the bound on ϕ r to estimate the variation of ϕ since on ∆ l , |ϕ ′ | ≤ ϕ r ϕe ξl by definition of · r . In fact, the following calculation shows that the projection of any function in X has bounded variation on I.
Let J f denote the variation of f on the interval J. We estimate I ψ using the following identity
where π The second term can be estimated using equation (18) and the fact that ϕ ∈ X M , |ϕ • π
To estimate the first term, we note that equation (18) · (π
There exists a conditionally invariant measure ϕ t on the tower ∆ constructed as in Section 3.2.2 with eigenvalue λ t (we suppress the dependence of ∆ on H t in our notation). This in turn induces a conditionally invariant density ψ t for T t :=T |I t ∩T −1 I t . Let δ from the proof be fixed and note that N ≤ 1 δ where N represents the number of Λ (i) needed to cover I t . The constant δ does not change as the hole shrinks since the intervals of monotonicity of the map with holes can only grow and no new ones are created.
We essentially need to repeat the arguments given in Section 3.2.5, but taking care to show that the upper and lower bounds are uniform in s. This is trivial in the case of the upper bound since δ is fixed and N ≤ 1 δ . Also sup ∆ 0 ϕ s ≤ M where M = 1+C 1−a . All the constants here are independent of s. This also holds for the estimate on I ϕ s .
We need to do the lower bound more carefully. We have Now let ν s be the measures conditionally invariant with respect to T s having densities ψ s and eigenvalues λ s . Note also that by the proof of the existence of the conditionally invariant measures on the tower, we have λ s → 1 as s → 0. Now take any sequence {s i } with s i → 0. The sequence of measures {ν s i } is precompact and so we may chose a subsequence {ν s k } such that the ν s k converge weakly to a probability measure ν on so that ν is an invariant measure forT . These facts, combined with the mixing property ofT , makes ν the unique absolutely continuous invariant measure forT . Since ν is unique, the above argument forces the convergence of all the measures ν s to ν as mH s → 0.
If α = 1, we use a similar argument on the densities ψ s since we have uniform bounds on their variations given by equation (22). We extend ψ s to L 1 (Î) by simply setting ψ s = 0 on H s . Since we have uniform upper bounds on ψ s and the number of components of the hole does not increase as s → 0, the variation of ψ s will still be finite and uniformly bounded in s. Call this bound on the variations B.
Since the ψ s lie in a compact subset of L 1 (Î), we can choose a subsequence {ψ s k } which converges in L 1 to a function ψ whose variation is at most B. ψ also has the same lower bound as the ψ s . It only remains to show that ψ is an invariant density forT .
Let I s =Î\H s and let I 1 s = I s ∩T −1 s I s . We have the relation P s ψ s = λ s ψ s for each s where P s is the Perron-Froebinius operator corresponding to T s . LetP be the Perron-Froebinius operator corresponding toT and note that This last line approaches zero for s = s k as k → ∞. We conclude thatPψ = ψ so that ψ is the density for the unique SRB measure forT . Since ψ is unique, the above argument forces the convergence in L 1 of all the densities ψ s to ψ as mH s → 0.
