Given the effectiveness and ease of use, Item-based Collaborative Filtering (ICF) methods have been broadly used in industry in recent years. The key of ICF lies in the similarity measurement between items, which however is a coarsegrained numerical value that can hardly capture users' finegrained preferences toward different latent aspects of items from a representation learning perspective. In this paper, we propose a model called REDA (latent Relation Embedding with Dual Attentions) to address this challenge. REDA is essentially a deep learning based recommendation method that employs an item relation embedding scheme through a neural network structure for inter-item relations representation. A relational user embedding is then proposed by aggregating the relation embeddings between all purchased items of a user, which not only better characterizes user preferences but also alleviates the data sparsity problem. Moreover, to capture valid meta-knowledge that reflects users' desired latent aspects and meanwhile suppress their explosive growth towards overfitting, we further propose a dual attentions mechanism, including a memory attention and a weight attention. A relation-wise optimization method is finally developed for model inference by constructing a personalized ranking loss for item relations. Extensive experiments are implemented on real-world datasets and the proposed model is shown to greatly outperform state-of-the-art methods, especially when the data is sparse.
Introduction
Recommender system has become an indispensable tool in e-commerce sites for enabling users to discover their preferred items more efficiently. Numerous recommendation methods have been proposed to improve recommendation accuracy by inferring users' preferences through their purchasing records. Owing to the advantageous interpretability and effectiveness, Item-based Collaborative Filtering (ICF) methods stand out among all methods and have been widely favored by industrial applications (Liu et al. 2017; Smith and Linden 2017) and become a focal point of study in recent years. Rather than adopting a handcrafted similarity measurement in traditional ICF methods, SLIM (Ning and Karypis 2011) and several of its variants such as FISM (Kabbur, Ning, and Karypis 2013) have been proposed to learn Copyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. similarity between items by taking inner dots between the latent representations of items.
In reality, however, two items may be deemed "similar" due to different latent factors (i.e., relation aspects), and users may only be driven by several desired aspects. For example, two "similar" songs may share the same genre and singer, but this "similarity" could be interpreted differently for two fans; that is, one fan may be attributed to the same genre while the other may be driven by the preferred singer. From this perspective, an overall similarity metric in traditional ICF methods does lack adequate semantics to capture fine-grained user preferences toward specific aspects of items, which could generate ineffective recommendations, particularly when users have only a few purchased items without explicit intentions. This indeed motivates our study in this paper, which aims to replace item-item similarity in ICF with inter-item relations representation such that a user's preferences can be better captured by the multiple latent aspects of inter-item relations.
Therefore, in this paper, we propose a deep learning based model called REDA (latent Relation Embedding with Dual Attentions) for item-based recommendation. REDA represents each item pair in the purchased records as an item relation embedding through a neural network structure. Then, instead of representing a user directly by an embedding vector, a relational user embedding scheme is proposed by aggregating the item relation embeddings obtained from the whole purchasing records of a user to reflect his/her preferences in different latent aspects. Specifically, in order to construct relational user embedding, we start from decomposing all the items into multiple embeddings, with each representing a particular latent aspect. Since each embedding may represent one latent aspect, we can further exploit a crossing strategy to account for intensive interactions between different aspects of item pairs. However, not all the latent aspects of item relations would contribute equally to revealing users' preferences and too many parameters from the decomposed embedding may degrade the effectiveness in learning the model. Thus, we further propose a dual attentions mechanism to refine the item relations in restricted relation space and avoid overfitting. We exploit a memory attention to store the meta-knowledge that can best depict the desired latent aspects, and meanwhile a weight attention mechanism to weight all the interacted embedding vectors.
These finally yield the architecture of REDA.
Moreover, based on the architecture of item relation embedding, a relation-wise optimization method is further developed by constructing a personalized ranking loss for item relations, under the assumption that users generally maintain stable preferences toward several latent aspects, and then negative item relations can be sampled to construct the relation-wise ranking loss. Extensive experiments have been implemented on real-world datasets, and the results demonstrated that the proposed model can outperform the state-ofthe-art methods, particularly on sparse data where users only have a small number of purchasing records. Additionally, we also employ a case study to show what have been learned from the latent relation embeddings in correspondence with the auxiliary information of items.
Related Work
Item-based Collaborative Filtering. Item-based CF methods are usually based on the principle that users prefer similar items. In this case, traditional models often predefine some similarity measures such as cosine similarity and Pearson coefficien. However, such heuristic similarity measurement lacks optimization tailored for different datasets. Recently, Ning et al. has proposed a method SLIM (Ning and Karypis 2011) which learns item similarity directly from data. Afterwards, Kabbur et al. further proposes FISM (Kabbur, Ning, and Karypis 2013) to explore the low-rank property of the learned similarity matrix to handle data sparsity problem. While FISM is shown to outperform recommendation approaches, it has the limitation in estimating only a single global metric for all users. To that end, GLSLIM (Christakopoulou and Karypis 2016) clusters the users and estimates an independent SLIM model for every user subset, whereas the number of clusters is difficult to determine, and thus may yield suboptimal results.
Deep Learning in Recommendation. Recently employing deep learning to help improve recommendation performance has become prevailing in the research field. NeuMF (He et al. 2017 ) addresses implicit feedback by jointly learning a matrix factorization and a feedforward neural network. Following this research line, NNCF (Bai et al. 2017) is further proposed as a variant that takes user neighbors and item neighbors as inputs. Liang et al. extends NeuMF by substituting MLP with auto-encoder architecture (Liang et al. 2018) . It is worth noting that all these methods focus on the user-item latent space and overlook the correlations in the item-item latent space. Besides the more closely related domain of collaborative filtering on implicit feedback, CNN is often used to capture localized item feature representations of images (He and McAuley 2016) and text (Kim et al. 2016) . The sequential nature of RNN also provides desirable properties for time aware (Wu et al. 2017 ) and session-based recommendation systems (Hidasi et al. 2015) . However, this auxiliary information is not always available, which limits their applications in real-world recommendation systems.
Memory Augmented Neural Networks. Memory augmented neural networks have shown significant success in NLP research areas (Sukhbaatar et al. 2015 ; Kumar et al. As for top-n recommendation tasks, CMN (Ebesu, Shen, and Fang 2018) introduces the memory module to store user embeddings as a nearest neighborhood model identifying similar users. LRML (Tay, Anh Tuan, and Hui 2018) exploits the key-value memory neural network to model relational translations between user and item vectors. We follow this trend to enhance our model by devising a memory module to model the relations between two arbitrary items.
Methodology
The core idea of item-based CF method is to predict a user's rating on a target item based on the similarity between this item and all the previously rated items of the user, which is generally in the following form according to (Kabbur, Ning, and Karypis 2013) .
where p i and q j denote the embedding vector for item i and j respectively, and R + u denotes the set of items that have been purchased by u. In this approach, the similarity is obtained through the inner product between p i and q j .
However, if we take a subtle look at the similarity between item pairs, one prominent problem would naturally arise, that is, an overall similarity cannot provide adequate semantics to disclose specific aspects for the item pair.
Obviously, a simple inner product cannot capture such complex relations between items, and meanwhile each user may only desire a partial latent aspects for items. To address this concern, one of the feasible solutions might be to decompose the similarity into more fine-grained item relations that could account for multiple aspects, and users' preferences toward specific aspects can then be revealed.
Therefore, we propose a novel model latent Relation Embedding with Dual Attentions (REDA) to handle the above limitations regarding the item similarity. The overview of the model architecture is shown in Fig. 1 . We then introduce each module of the model in detail as follows.
Item Relation Embedding
Since an overall similarity cannot adequately capture users' fine-grained preferences, we seek to better represent the relation between a pair of items so as to decompose the overall similarity measurement. Specifically, we extend the general idea of Item-based CF method that a user may prefer items similar to those in their purchasing records, by adding a more subtle assumption that the "similarity" should be owing to several particular aspects. In this regard, a pair of items that have been bought by a same user can generate a relation, with emphasis on several latent aspects. Notably, a paired item may appear in different users' records, but the corresponding driving aspects for the item relation may differ according to the whole purchasing records of a user. For example, two songs may share the same singer and genre, but two different users may be keen on different aspects, which can only be revealed by probing more item relations of the users respectively. Thus, in order to formulate more comprehensive item relation embeddings, we need to firstly decompose a user's purchasing records to paired items.
Then, we employ a special decomposed embedding layer to represent each item by multiple embedding vectors to denote various aspects of the item. Specifically, each item i is represented by a k embedding vector p 1 i , · · · , p k i .
Pair-wise Interaction Layer For a given item pair i and j, we can obtain p i and p j ∈ R k×d through the decomposed embeddings, where d is the dimensionality of item embeddings. However, the relations between each item pair may not be exactly captured though one-to-one mapping between the corresponding embedding vectors. Inspired by previous methods (Rendle 2010; Wang et al. 2017 ) that considers the interaction across features, we augment the k embedding vectors to k 2 interacted vectors v i,j by crossing the embeddings representing different latent aspects, where v n,l i,j is the element-wise product of p n i and p l j . Formally, the output of this layer can be represented as follows,
where denotes the element-wise product of two vectors. By defining this layer, we can model the interactions between items in different latent aspects.
Dual Attentions Layer Given the decomposed embeddings with pair-wise interactions for each item pair, we propose a dual attentions layer to derive a more delicate relation embedding. On one hand, we need to reason which aspects would these latent interacted embedding vectors actually implicate, in which we exploit an memory attention mechanism to reason and store valid meta-knowledge. On the other, not all the interacted embeddings can contribute to the relation embedding, and thus we add another weight attention to account for the importance of different interactions. Memory Attention: One assumption we have made for the item relations is that they can indicate several latent aspects between the items, e.g., the genre, the singer, the price, and other attributed aspects of the items, which can generally be regarded as prior knowledge for the relations. Therefore, the core of this framework is to reason the relation aspects of two arbitrary items from the prior knowledge, given the interacted embeddings. This procedure is indeed similar to answering a complex question, where the interacted embedding vectors can be treated as query vector while the output is the answer, namely the corresponding item relation embedding. Following this idea, we introduce a key-value structured memory, which is often used in question answering (Miller et al. 2016) , to generate item relation embedding. Through the memory attention module, useful metaknowledge towards a particular pair of interacted embedding vector can be captured. Specifically, the memory matrix is represented as M ∈ R m×d where m is the number of memory slices. Similarly, the key matrix is represented as K ∈ R m×d . For a specific interacted vector v n,l i,j obtained in pair-wise interaction layer, we generate corresponding item relation embedding vector as follows.
where a t is the normalized attention score and r n,l i,j is the generated item relation embedding vector.
Weight Attention: Intuitively, there might exist some trivial interactions between items, and it is unreasonable to assign an equal weight for all interacted vectors. Therefore, we employ the general attention mechanism which has been widely used in many tasks. The idea is to allow different interactions contribute differently when compressing them to a single item relation representation. Specifically, the attention score of a specific interacted vector can be obtained by a Multi-Layer Perception (MLP). a n,l i,j = h ReLU(Wv n,l i,j + b),
ã n,l i,j = softmax(a n,l i,j ) = exp(a n,l i,j ) n ,l exp(a n ,l i,j ) ,
where W ∈ R d×s , b ∈ R s , h ∈ R s are model parameters, and s denotes the hidden layer size.
Pooling Layer The output of pooling layer is a d dimension vector namely r i,j , which compress all item interactions between item i and j in the relation space by distinguishing their importance.
where r n,l i,j is the relation embedding and a n,l i,j is the corresponding attention weight calculated by Equation (7).
Relational User Embedding
Assuming that users would remain stable preferences toward particular aspects in choosing items, then if we probe all the possible item relations formed in their purchasing records, their preferences toward certain aspects can be distilled from the aggregated item relations. For instance, we cannot directly identify the underlying preferences for the two users listening to the same pair of songs, but if we inspect all the relations formed in their playlists respectively, we may find the songs in one playlist mostly share the same genre, while the other concentrates on a same singer.
Therefore, personalized preferences of a user u on particular latent aspects can be disclosed through the item relations decomposed from their purchasing records R + u . By aggregating relation embeddings between all the item pairs of each individual user, we can map users into the same relational space to model their preferences. We refer z u to represent user embedding of user u, which can be derived by,
Since each user has their own purchasing records, the aggregated item relation embeddings can concentrate their fine-grained preferences on certain latent aspects. Moreover, an item relation embedding is learned by traversing all the users' purchasing records, and thus all the possible desired latent aspects of any two co-purchased items can be captured across users. In view of this, a relation embedding learned from REDA is universally applicable among all the users. Thus, even when users have only a small number of purchased items, i.e., the purchasing data is sparse, the learned relation embedding can provide adequate information to uncover their preferences and may still ensure good recommendation performances.
Relation-wise Optimization
Traditional solution for learning Item-based CF is item-wise optimization, which maximizes the difference between userinteracted items and non-interacted items. Unfortunately, we find such a standard solution does not work well in practice. Therefore, in this paper, we propose a novel relationwise optimization method to guide the learning of REDA. An underlying assumption is that users would remain stable in their preferences for the items and therefore relations between user-interacted items tend to be more similar. Specifically, given a particular user u and a user-interacted item pair (i t , j t ), we randomly sample another interacted item pair (i c , j c ) of the user, and meanwhile we also sample a noninteracted item pair (i n , j n ). Then, r ic,jc should be more close in the relational space with r it,jt than that with r in,jn . Following this idea, we can construct the loss function in view of item relations as follows. L = u∈U it,jt∈R + u log σ(r ic,jc r in,jn − r ic,jc r it,jt ). (10) Here, we name r it,jt as positive relation, r ic,jc as context relation and r in,jn as negative relation. The relation-wise optimization is to maximize the distance between negative relation and context relation while minimize the distance between positive relation and context relation simultaneously.
Recommendation Score
Similar to traditional Item-based CF, when evaluating the recommendation score of user u for a target item i given the learned representations, we need to revisit the relations between i and each item j that has ever been purchased by u, which can be approximated by,
Compared to Equation (1), the main difference is to replace the global similarity metric p i q j with personalized preferences on relation aspects z u r i,j . When generating recommendations for u, we simply need to rank candidate items according to the recommendation score and select the ones with highest scores as the items to be recommended.
Experiment
In this section, we first evaluate the model performance in terms of recommendation accuracy, and analyze the influences of each component respectively (i.e., the pair-wise interaction layer and memory attention layer). Then we conduct experiments to demonstrate the robustness and data sparsity tolerance of our model. Finally, we give a short parameter sensitivity discussion and a case study to explain what the latent relation embeddings represent.
Experimental Setup
Data Sets. We evaluate our method on four real-world datasets with diverse sizes and interaction intensity, which are all publicly available datasets to validate recommendation algorithms including Delicious 1 , LastFM 2 , Amazon- (Wan and McAuley 2018) . In this paper, we treat rating larger than 3 as positive feedback, and only retain users having more than 5 actions. The detailed statistics of all the datasets are reported in Table 1 .
Baseline Methods. The following SOTA methods are applied as baselines in our experiments. NMF (Paatero and Tapper 2010) : NMF is a widely used collaborative filtering approach, which factorizes the interaction binary matrix.
BPR-MF (Rendle et al. 2009 ): BPR-MF is a well-known top-n recommendation method, which uses the Bayesian personalized ranking optimization criterion on factorization.
FISM (Kabbur, Ning, and Karypis 2013) : FISM is a stateof-the-art item-based CF method which learns global item similarities from user-item interactions.
NeuMF (He et al. 2017) : NeuMF is a unified framework to combine MF with MLP. NeuMF concatenates the output of MF and MLP, and uses a regression layer to predict user item rating.
CML (Hsieh et al. 2017) : CML is a state-of-the-art metric based CF method, which learns a joint metric space by encoding both users' preferences and similarity between users and items.
LRML (Tay, Anh Tuan, and Hui 2018) : LRML extends CML by explicitly modeling relational translations between user and item vectors.
Experimental Settings. In this section, we adopt the leave-one-out evaluation strategy, that is, for each user, we hold-out one purchased item as test set and the remaining is used for training. Since it is too time-consuming to rank all the items for every user during evaluation, we follow the experimental settings in (He et al. 2017 ) which randomly samples 100 negative items of each user and rank the recommendation score among the 100 items. We evaluate the performances of REDA based on HR@N and nDCG@N given the top-N ranked items.
The parameter settings of different methods are stated as follows. For our method, we set the mini-batch size, the learning rate of the Adam (Kingma and Ba 2014), the hidden layer size s, the embedding size d to be 2000, 0.001, 10 and 128 respectively. The number of memory slices m is tuned amongst {5,10,20,30,40,50} , and the number of k for pairwise interaction layer is tuned amongst {2,3,4,5,10}. As for the baseline methods, we apply default parameters except for the embedding size d, which is fixed to be 128 for all the methods. More detailed discussions about parameter sensitivity of our model will be given in the following subsection.
Performance Comparisons
We show the recommendation performance of different methods in Table 2 , where the best performance is in boldface and second best is underlined. We can find that the proposed model is consistently better than all the baselines as measured by HR and nDCG in all the datasets, while the second best is relatively unstable, showing that the model REDA is more robust against various settings. Moreover, REDA achieves the greatest improvement on Amazon-Music with the most sparse ratings among the four datasets, which indicate that the model is capable of handling data sparsity issues and more results will be shown on this. NeuMF generally performs better than other baseline methods in many cases, however it does not perform well on Amazon-Music. It is worth mentioning that REDA is much better than FISM, which may be possibly due to that the decomposed similarity through item relation embedding can capture fine-grained user preferences. Among the baselines, the performance of NeuMF is often better than other methods in most cases. In contrast, CML seems to perform reasonably well only on Goodreads-Poetry, the relatively larger and denser dataset, which may indicate that CML cannot handle data sparsity issues. In addition, the performance of LRML is not satisfactory on all datasets though the relations between items and users are explicitly modeled with a memory network. A possible reason might be that the relations are too complex to be effectively modeled with limited memory slices. While in our case, item relations are relatively stable and limited, hence may be explained by several aspects.
Model Discussion
We further inspect how each module of the model affects the performances in Figure 2 . Specifically, by removing the pairwise interaction layer and memory attention layer, we can obtain two simple versions of our model, namely REDA-NPIL and REDA-NMAL respectively. Here, removing the pair-wise interaction layer means we just have one embedding for each item and one interacted vector for each item pair. We observe that the complete REDA improves REDA-NMAL for at least 8% in both metrics, showing that memory attention layer is a key component and greatly affects model performances. Moreover, REDA is consistently better than REDA-NPIL in all the settings, meaning that multiple item embeddings can indeed capture item combinations in different latent aspects more precisely.
Data Sparsity
In real-world recommendations, data sparsity is one big challenge because most users only have sparse purchasing records. In this section, we proceed to further explore whether the proposed model can address this challenge. To that end, we conduct comparative experiments on several focal groups of users under different sparsity settings. Specifically, we still adopt the leave-one-out evaluation strategy, Figure 3 shows the experimental results on different groups of users, where we present the actual improvement of REDA over baseline methods NeuMF and FISM. It is obvious that REDA outperforms both NeuMF and FISM increasingly as sparsity grows, i.e., the number of actions decreases. NeuMF can achieve comparable performances as REDA when the number of user actions larger than 30, but will drop rapidly when data becomes sparse. This result well demonstrates the effectiveness of REDA in handling sparsity issues due to the intensive learned relation embeddings.
Model Robustness
The computational bottleneck of the proposed model when computing recommendation score lies in that we need to revisit the relation embedding between the target item and all the previously items of the user according to Equation (11) which can be rather time consuming. Thus, we further validate whether our model can produce robust results if we only retain a partial relations with varying ratios ranging from 0.2 to 1.0 to make recommendation. As shown in Figure 4 , we can see that the model performs quite robust against different ratios, with the largest difference being less than 2%. It is also interesting to discover that using all user actions does not always produce the best results. For example, nDCG@5 and nDCG@10 achieve the best when only 80% actions are available, which may be due to the fact that some relations may not indicate preferences and can be neglected. Thus, in the real scenarios, we only need to randomly sample a small number of user actions when making recommendations, which allows us to recommend more efficiently.
Parameter Sensitivity
In this section, we examine the sensitivity of two important parameters, i.e., the embedding size d and the number of memory slices m. Embedding size. Figure 5a demonstrates the impact of embedding size on the results. It's easy to find that 64 is the best embedding size for HR while 32 is the best embedding size for nDCG. In addition, nDCG seems to be more sensitive to this parameter. We can see the performance of nDCG first increases along with d, and then begins to be stable when d is larger than 32.
The number of memory slices. From the results shown in Figure 5b , we can find that both HR and nDCG achieve best at m = 20. A possible reason is that when m is relatively small, the memory attention layer lacks ability to capture multiple relations between items; while when m is too big, the model might be overfitting. In general, the performances remain relatively stable in all the settings, which shows the robustness of the method.
Case Study
We introduce auxiliary information such as item attributes to help us uncover what the model is learning, which is not provided during model training. We firstly select several item pairs which share a certain genre, e.g., Rock and Pop, and then obtain their item relation embeddings from the model. For the sake of visualization, we exploit t-SNE (van der Maaten and Hinton 2008) to project the derived relation embeddings to two-dimensional space as shown in Figure 6 . Each group in this figure represents a special item relation. Firstly, as seen in Figure 6 , the derived item relation embeddings for music with different genres are separated, showing that REDA does capture fine-grained item relations in different aspects, and these aspects can be explained as several item attributes which are indeed not available during model training. In addition, we can discover that the relation embeddings of Rock and Pop music has more overlaps, while House and New Wave are clearly separated apart from each other. The underlying reason might be that the two genres Rock and Pop are both popular types music and many users would like both genres, and hence the item relations formed in these two groups may not be solely attributed to the genre. In contrast, House and New Wave are relatively niche music and the item relations formed within each group are relatively pure and thus the embeddings can be well separated.
The meaning of learned user representations is also explored in this section. We first select several users who prefer music with a certain genre as an illustrative case. Then, we exploit softmax function to derive user representations ag- gregated from item relation embeddings for the sake of visualization. Specifically, u74, u598 and u3994 is keen on Rock while u329, u344 and u508 prefer Hip-Hop most. As shown in Figure 7 , we can discover that Rock users are mostly associated with a relatively uniform distribution on the dimension d 2 and d 8 . While for Hip-Hop users, d 2 is the absolutely dominant dimension. To conclude, despite being only trained on implicit interactions arise from co-purchase records, the model REDA can still encode latent aspects of item pairs and can provide richer semantics than an overall similarity.
Conclusion
In this paper, we propose a personalized Item-based CF framework REDA to model the latent item relations for recommendation. By mapping the paired item into a relation space through a dual attention mechanism, REDA decomposes the overall similarity into multiple item relations. Meanwhile, a special embedding method namely relational user embedding is exploited to capture the fine-grained user preference and alleviate data sparsity problem simultaneously. In addition, a novel and efficient relation-wise optimization method is proposed to guide the learning of REDA. Experiments on four real-world datasets demonstrate the superiority of REDA, and the improvements increase as the datasets become sparser. The model robustness is also explored for faster recommendation with minimal reduction in the recommendation quality. Moreover, qualitative analysis further demonstrates that attribute information is actually encoded despite being only trained on implicit interactions.
