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Konstanten und Mengen 
c 299,79⋅106 m/s, Lichtgeschwindigkeit im Vakuum 
 Menge der natürlichen Zahlen {0, 1, 2, 3, …} 
 Menge der ganzen Zahlen {…-3, -2, -1, 0, 1, 2, 3, …} 
 
Formelzeichen 
α Dämpfungskonstante 
ak k-ter Filterkoeffizient rekursiver Filterzweig 
Ak Betrag des k-ten Filterkoeffizienten des Nennerpolynoms 
αk Phase des k-ten Filterkoeffizienten des Nennerpolynoms 
β Ausbreitungskonstante 
B Phasenparameter einer Einmodenfaser 
βk Phase des k-ten Filterkoeffizienten des Zählerpolynoms 
BBk Betrag des k-ten Filterkoeffizienten des Zählerpolynoms 
bk k-ter nicht-rekursiver Filterkoeffizient  
βx,y Polarisationsabhängige Ausbreitungskonstante 
C Konstante (allgemein) 
c0 Transmission durch gespeiste Faser 
c1 Koppelfaktor zur benachbarten Faser 
d Kerndurchmesser einer Einmodenfaser 
δ Diracimpuls 
D Chromatische Dispersion 
ΔDNS Hub eines sägezahnförmigen, normierten Dispersionsverlaufs 
ΔL Längenänderung 
ΔLopt Änderung der optischen Weglänge 
DM Materialdispersion 
DN Normierte Dispersion 
Δn Brechzahländerung 
DN0,k Normierte Dispersion der k-ten Nullstelle 
DNc Normierte Dispersion in der Mitte der Filterperiode (Mittendispersion) 
DNd Normierter Wert der gewünschten Dispersion 
DNr Normierter Dispersionsverlauf mit rechteckförmigem Profil 
DNS Sägezahnförmiger, normierter Dispersionsverlauf 
Δσ Phasendifferenz zwischen der gespeisten und einer benachbarten Faser 
ΔT Termperaturänderung 
ΔτNd Hub der normierten Gruppenlaufzeit der Wunschfunktion 
DW Wellenleiterdispersion 
Δψ Verteilungsbereich der Phasen der Nullstellen 
Δλ Wellenlängenschritt 
Δτ Gruppenlaufzeitschritt 
E Vektor der elektrischen Feldstärke 
EL Einfügeverluste 
Ex Feldstärke der x-Polarisation 
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Ey Feldstärke der y-Polarisation 
f Frequenz 
Φ Phase eines Phasen-Gewichtungselements 
f0 Frequenz in der Mitte der Filterpriode (Mittenfrequenz) 
ƒm Modulationsfrequenz 
FSR Freier Spektralbereich (Free spectral range) 
gk Gewichtungsfaktoren der Feldstärke 
H Übertragungsfunktion (allgemein) 
h  Impulsantwort (allgemein) 
Hd Wunsch-Übertragungsfunktion 
hd Impulsantwort der Wunschübertragungsfunktion 
HF Übertragungsfunktion eines zeitdiskreten Systems 
hF Impulsantwort eines zeitdiskreten Systems 
HFIR Übertragungsfunktion FIR-Filter 
HMZI Übertragungsfunktion Mach-Zehnder-Interferometer 
Hxx Übertragungsfunktion des Polarisationsmodes in der x-Ebene 
Hxy Polarisationsmodenkopplungen von der y- in die x-Ebene 
Hyx Polarisationsmodenkopplungen von der x- in die y-Ebene 
Hyy Übertragungsfunktion des Polarisationsmodes in der y-Ebene 
I Einheits-Matrix 
ϕ Phasengang (allgemein) 
J Jones-Matrizen 
ϕel Phasengang eines elektrischen Signals 
ϕF Phasengang eines zeitdiskreten Systems 
ϕq Phasengang mit quadratischen Anteilen 
κkn Stärke der Kopplung zwischen den Fasern k und n 
λ Wellenlänge 
L Länge (allgemein) 
Lopt Optische Weglänge 
λ0 Wellenlänge in der Mitte der Filterperiode (Mittenwellenlänge) 
M Ordnung rekursiver Filterzweig 
ν Normierte Frequenz 
N Ordnung nicht-rekursiver Filterzweig 
n1 Brechzahl des Faserkerns 
N1 Gruppenbrechzahl des Faserkerns 
n2 Brechzahl des Fasermantels 
N2 Gruppenbrechzahl des Fasermantels 
neff effektive Brechzahl 
Neff effektive Gruppenbrechzahl 
nx,y Polarisationsabhängige Brechzahl 
P Optische Leistung (allgemein) 
p Spektrale Leistungsdichte 
PDCR Polarisationsabhängiges Koppelverhältnis 
PDL Polarisationsabhängige Verluste 
Pm m-ter Mason-Pfad 
θ Verschiebung des sägezahnförmigen, normierten Dispersionsverlaufs 
r Reflexionsfaktor 
Verzeichnisse 
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ρ0k Betrag der k-ten Nullstelle des Zählerpolynoms 
RBWU Relativ genutzte Bandbreite 
ρpk Betrag der k-ten Nullstelle des Nennerpolynoms 
S Anstieg der Dispersion 
S Streu-Parameter-Matrix (allgemein) 
σ0 Phase der gespeisten Faser 
σ1 Phase einer benachbarten Faser 
S2x2 Streuparameter-Matrix faseroptischer 2x2 Koppler 
S3x3 Streuparameter-Matrix faseroptischer 3x3 Koppler 
So(n) o-te Mason-Schleife n-ter Ordnung 
So,m(n) o-te Mason-Schleife n-ter Ordnung, die den Pfad m nicht berührt 
Sxy Streuparameter von Tor x zu Tor y 
T Grundverzögerung / Periodendauer 
t Zeit (allgemein) 
τ Gruppenlaufzeit 
τc Kohärenzzeit 
τDGD differentielle Gruppenlaufzeit  
τN Normierte Gruppenlaufzeit 
τN,approx Linear approximierter Verlauf der normierten Gruppenlaufzeit 
τN,ripple Ripple der normierten Gruppenlaufzeit 
τNl Normierter Gruppenlaufzeitverlauf mit linearen Anteilen 
τx Gruppenlaufzeit des x-Polarisationsmodes 
τy Gruppenlaufzeit des y-Polarisationsmodes 
V Faserparameter einer Einmodenfaser 
ω Kreisfrequenz 
Ω Normierte Kreisfrequenz 
ω0 Kreisfrequenz in der Mitte der Filterperiode 
x  Signal im Zeitbereich (allgemein) 
X  Spektrum (allgemein) 
xS abgetastetes Signal im Zeitbereich 
XS Spektrum eines abgetasteten Signals 
y  Signal im Zeitbereich (allgemein) 
Y  Spektrum (allgemein) 
ψ0k Phase der k-ten Nullstelle des Zählerpolynoms 
ψpk Phase der k-ten Nullstelle des Nennerpolynoms 
z Komplexe Variable der z-Transformation 
z0k k-te Nullstelle des Zählerpolynoms 
zpk k-te Polstelle des Nennerpolynoms 
 
Operatoren 
* Faltungsoperator 
A Variablen in fetter Formatierung kennzeichnen Matrizen 
AT Transponierte Matrix A 
Im{} Bilden des Imaginärteils 
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j Imaginäre Einheit 
F Fourier-Transformation 
Re{} Bilden des Realteils 
T Transformation (allgemein) 
x Unterstrich kennzeichnet komplexe Werte 
x* Komplexe Konjugation von x (gilt auch für Matrizen) 
Z z-Transformation 
 
Abkürzungen 
AR-Filter Auto-Regressive-Filter (Nur-Polstellen-Filter) 
AWG Arrayed-Waveguide-Grating (PHASAR) 
B2B-Messung Back-to-Back-Messung (Referenzmessung Bitfehlerrate) 
BERT Bitfehlerratenmesssystem 
CD Chromatische Dispersion  
CMT Coupled-Mode-Theorie  
DCF Dispersionskompensationsfaser  
DE Dispersionsemulator 
DFB Distributed-Feedback-Laser 
DLF Delay-Line-Filter 
DUT Device under test (zu charakterisierende Komponente) 
FBG Faser-Bragg-Gitter  
FIR-Filter Finite-Impulse-Response-Filter (DLF mit endlicher Länge der 
Impulsantwort) 
FMF Mehrmodenfaser  
FPR Fabry-Perot-Resonator  
FSR Freier Spektralbereich (Free spectral range) 
FT Fourier-Transformation 
IIR-Filter Infinite-Impulse-Response-Filter (DLF mit unendlicher Länge der 
Impulsantwort) 
ITU International Telecommunication Union 
LTI-System Lineares, zeitinvariantes System  
MA-Filter Moving-Average-Filter (Mittelwert-Filter, FIR-Filter) 
MZI Mach-Zehnder-Interferometer 
NRZ-Format Non-Return-to-Zero-Format 
PDCR Polarisationsabhängiges Koppelverhältnis 
PDL Polarisationsabhängige Verluste 
PE Peltier-Element  
PMD Polarisationsmodendispersion  
PRBS Pseudorandom Zufallsfolge 
SMF Einmodenfaser 
SOP Polarisationszustand 
VNA Vektorieller Netzwerk-Analysator 
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1 Einleitung 
Der weitaus größte Teil der Datenübertragung in Weitverkehrsnetzen findet heutzutage über 
Glasfasern statt. Mit Hilfe von modulierten Laserquellen können über jede Glasfaser Daten 
mit Datenraten von bis zu 160 Gbit/s im Einkanal- und von mehreren Tbit/s im Mehrkanal-
Betrieb transportiert werden. 
In solchen optischen Übertragungssystemen verursachen Dispersionseffekte 
Signalverzerrungen, die die Länge der Übertragungsstrecke limitieren. Bei Datenraten von 
≥ 10 Gbit/s ist die chromatische Dispersion einer der begrenzenden Faktoren. Störeinflüsse 
durch Polarisationsmodendispersion und durch zeitlich variierende chromatische Dispersion 
werden bei Datenraten von ≥ 40 Gbit/s signifikant. 
Um einen störungsfreien Betrieb von Weitverkehrsübertragungssystemen zu gewährleisten, 
müssen solche Dispersionseffekte kompensiert werden. Üblicherweise geschieht das für den 
Großteil der Dispersion mit Hilfe von Dispersionskompensationsfasern, wobei eine 
Übertragungsstrecke in der Regel aus sich abwechselnden Teilstücken Einmodenfaser und 
Dispersionskompensationsfaser besteht. Zeitlich variierende chromatische Dispersion kann 
mit solchen festen Dispersionskompensationsschemen allerdings nicht ausgeglichen werden. 
Hierzu sind adaptive Kompensatoren erforderlich, die bereits in Form von abstimmbaren 
Faser-Bragg-Gittern, Virtually-Imaged-Phased-Arrays und adaptiven Delay-Line-Filtern 
vorgestellt wurden.  
In dieser Arbeit werden abstimmbare, auf Faserkopplern basierende optische Delay-Line-
Filter zur Dispersionskompensation untersucht und realisiert. Auf Kopplern basierende Delay-
Line-Filter wurden zwar bereits als integriert-optische Lösungen gezeigt, deren Strukturen 
lassen sich allerdings nicht einfach auf faseroptische Delay-Line-Filter übertragen. Grund 
hierfür ist, dass die geometrischen Abmessungen faseroptischer Komponenten deutlich über 
denen integriert-optischer liegen. Das erschwert die Hintereinanderschaltung von Kopplern 
für kaskadierte Mach-Zehnder-Interferometer und schließt die Herstellung von Ring-
Resonatoren mit großen freien Spektralbereichen aus. 
Als Voraussetzung für die Realisierung faseroptischer Delay-Line-Filter müssen geeignete 
faseroptische Leistungsteiler sowie faseroptische Amplituden- und Phasen-
 
 
 
9 
Gewichtungselemente zur Verfügung stehen. Durch Kombination dieser Elemente zu einer 
Filterstruktur werden die Filterordnung und die Abstimmbarkeit der Filterkoeffizienten 
festgelegt. Aus diesen Parametern ergibt sich der maximale Dispersions-Abstimmbereich. Die 
entscheidenden Vorteile faseroptischer Realisierungen gegenüber integriert-optischen und 
volumenoptischen Ansätzen liegen in der einfachen Integrierbarkeit in faseroptische 
Übertragungssysteme sowie in den geringen Verlusten und der geringen 
Polarisationsabhängigkeit faseroptischer Komponenten. 
Im Kapitel 2 wird zunächst auf die Grundlagen der Dispersion in Weitverkehrsnetzen 
eingegangen und der Stand der Technik fester und abstimmbarer Dispersionskompensatoren 
dargestellt. Das darauf folgende Kapitel 3 beschäftigt sich mit den Grundlagen von idealen 
Delay-Line-Filtern und stellt die mathematischen Werkzeuge zur Beschreibung solcher Filter 
im optischen Frequenzbereich zur Verfügung. Im Kapitel 4 werden Entwurfsverfahren zur 
Bestimmung der Filterkoeffizienten diskutiert und ein aus der Literatur bekanntes Verfahren 
wird auf seine Eignung überprüft. Weiterhin wird ein neuartiges Verfahren, das auf der 
systematischen Untersuchung des Verhaltens der Filterkoeffizienten basiert, vorgestellt. Die 
Zusammenhänge zwischen idealen Delay-Line-Filtern und faseroptischen Delay-Line-Filtern 
werden in Kapitel 5 diskutiert. In diesem Zusammenhang werden die Eigenschaften der 
Grundelemente optischer Delay-Line-Filter und deren Zusammenschaltung zu einfachen 
Filterstrukturen beschrieben. Eine dieser Strukturen ist ein neuartiges Delay-Line-Filter zur 
adaptiven Dispersionskompensation. Die Realisierung verschiedener Delay-Line-Filter mit 
entsprechenden Möglichkeiten zur Abstimmung des Übertragungsverhaltens wird in dem 
darauf folgenden Kapitel 6 vorgestellt. Es werden darin Voruntersuchungen an faseroptischen 
Mach-Zehnder-Interferometern und die Realisierung des Filters zur adaptiven 
Dispersionskompensation präsentiert. Das abschließende Kapitel 7 beschreibt den Einsatz 
dieses Filters in einem Systemexperiment bei einer Datenrate von 42,5 Gbit/s, wobei gezeigt 
wird, dass das Filter in der Lage ist, Restdispersion unterschiedlicher Höhe zu kompensieren 
und dass es gleichzeitig mehrere benachbarte Kanäle kompensieren kann. 
 
 
 
 
2 Dispersion 
Dispersion tritt in optischen Übertragungssystemen als Störeffekt auf, der die übertragenen 
Signale verzerrt und die Länge der Übertragungsstrecke limitiert [1]. 
Die Dispersion beschreibt allgemein die Änderung der Laufzeit einer Welle in Abhängigkeit 
ihrer Wellenlänge und resultiert aus der Frequenzabhängigkeit des Phasengangs ϕ. Der 
Zusammenhang zwischen dem Phasengang und der Dispersion besteht über die 
Gruppenlaufzeit τ, die wiederum die Änderung der Phase in Abhängigkeit der 
Kreisfrequenz ω beschreibt. 
( ) ( )d
d
ϕ ω
τ ω
ω
= −  (2.1) 
Mit dem Zusammenhang zwischen der Kreisfrequenz und der Wellenlänge λ, 
2 cπλ
ω
= , (2.2) 
erhält man aus der Gruppenlaufzeit die Dispersion D. 
( ) ( )dD
d
τ λ
λ
λ
=  (2.3) 
In Systemen mit hoher Datenrate spielt neben der Dispersion auch der Anstieg der 
Dispersion S (Dispersions-Slope) eine Rolle. Dieser ist definiert als 
( ) ( )DS
d
λ
λ
λ
= . (2.4) 
2.1 Arten der Dispersion 
In optischen Komponenten und Wellenleitern treten unterschiedliche Dispersionsarten auf [2]. 
- Modendispersion 
- Chromatische Dispersion (CD) 
- Polarisationsmodendispersion (PMD) 
In dieser Arbeit wird die Kompensation der chromatischen Dispersion in Weitverkehrsnetzen 
betrachtet. Diese Netze sind fast ausschließlich aus Komponenten und Wellenleitern 
aufgebaut, in denen sich nur ein Mode ausbreiten kann. Eine Berücksichtigung der 
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Modendispersion, die nur in Mehrmodenfasern auftritt, ist somit nicht erforderlich. Da PMD-
Kompensatoren auf anderen physikalischen Grundlagen beruhen als die hier vorgestellten 
CD-Kompensatoren, werden sie in dieser Arbeit ebenfalls nicht berücksichtigt. 
2.1.1 Chromatische Dispersion 
Licht, das sich in Wellenleitern oder in Komponenten ausbreitet, erfährt in Abhängigkeit 
seiner Frequenz bzw. Wellenlänge Dämpfung und Phasendrehung. Diese Effekte können 
allgemein durch den Term e-j(α(ω)+β(ω))L beschrieben werden, wobei α die Dämpfungskonstante 
und β die Ausbreitungskonstante ist. Beide Größen sind von der Kreisfrequenz abhängig und 
werden in Wellenleitern auf deren Länge L normiert (Für Komponenten wird die Länge auf 1 
normiert). 
Die chromatische Dispersion resultiert aus der Frequenzabhängigkeit der 
Ausbreitungskonstante bzw. aus der Frequenzabhängigkeit der effektiven Brechzahl neff des 
zugehörigen Modes [3]  
( ) ( )effnc
ωβ ω = ω , (2.5) 
wobei c die Lichtgeschwindigkeit im Vakuum ist. Grund hierfür ist der Zusammenhang 
zwischen der Ausbreitungskonstante und dem Phasengang. 
( ) ( ) ( )effL n Lc
ωϕ ω β ω ω= − ⋅ = −   (2.6) 
Nach (2.1) erhält man hieraus die Gruppenlaufzeit 
( )
eff
eff
eff
N
dnd LL n
d c d
βτ ω ω
ω ω
⎛
= = +⎜
⎝ ⎠
⎞
⎟ , (2.7) 
wobei der letzte Term von (2.7) auch als effektive Gruppenbrechzahl Neff bezeichnet wird. 
Aus der Gruppenlaufzeit ergibt sich nach (2.3) die Dispersion  
( )
22
2
222
effd nL d d LD
c d d c d
β βλ λ λ λ 2π λ λ
⎛ ⎞
= − + = −⎜ ⎟
⎝ ⎠ λ
 (2.8) 
und nach (2.4) der Anstieg der Dispersion 
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( )
2 32 3
2
2 3 22 42
eff effd n d nL d d d LS
c d d d c d d
β β βλ λ λ
π λ λ λ λ λ
⎛ ⎞⎛ ⎞
= − + + = − +⎜⎜ ⎟ ⎜⎝ ⎠ ⎝ ⎠
3λ ⎟⎟ . (2.9) 
2.1.1.1 Chromatische Dispersion in Wellenleitern 
Die chromatische Dispersion D von Wellenleitern beinhaltet den Teil der Dispersion, der 
durch die Frequenz- bzw. Wellenlängenabhängigkeit der Brechzahlen der Materialen 
hervorgerufen und als Materialdispersion DM bezeichnet wird, sowie den Teil, der durch die 
Geometrie des Wellenleiters verursacht und dementsprechend als Wellenleiterdispersion DW 
bezeichnet wird [3]. 
M WD D D= +  (2.10) 
Da in Weitverkehrsnetzen in der Regel einmodige Stufenindexfasern mit rechteckigem 
Brechzahlprofil (Einmodenfasern) verwendet werden, wird die chromatische Dispersion für 
den Grundmode (LP01) dieses Wellenleitertyps nach [3] hergeleitet. 
Aus der Näherung für den Phasenparameter B einer Einmodenfaser (SMF) 
( ) ( ) ( )( ) ( )
2
1 2
c n
B
n n
β ω ω ω
ω
ω ω
⋅ −
≈
−
 (2.11) 
erhält man mit den in [3] beschriebenen Vereinfachungen und dem Faserparameter V 
2
1 2V d n n
2π
λ
= −  (2.12) 
die Gruppenlaufzeit 
( ) ( )2 1 2
d VBL N N N
c d
τ
⎛ ⎞
≈ + −⎜
⎝ ⎠V
⎟  (2.13) 
und die Dispersion 
( )22 1 2
2
1
M WD D
d VBdN N ND L V
c d c dVλ λ
⎛ ⎞
⎜ ⎟−
≈ −⎜
⎜ ⎟
⎝ ⎠
⎟ , (2.14) 
wobei d der Kerndurchmesser der Einmodenfaser, n1 die Brechzahl des Faserkerns, N1 die 
Gruppenbrechzahl des Faserkerns, n2 die Brechzahl des Fasermantels und N2 die 
Gruppenbrechzahl des Fasermantels sind. 
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Mit den wellenlängenabhängigen Verläufen der Kern- und Mantelbrechzahl, die sich aus den 
Sellmeier-Gleichungen bestimmen lassen [3], und der frequenzabhängigen 
Ausbreitungskonstante, die sich aus der Wellengleichung und den entsprechenden 
Randbedingungen ergibt [3], kann der Verlauf der chromatischen Dispersion nach (2.14) 
berechnet werden. 
In Abbildung 1 sind die Resultate dieser Berechnungen dargestellt. Bei einer Wellenlänge von 
1550 nm liegt die chromatische Dispersion einer SMF typischerweise bei ≈ 17 ps/(nm⋅km). 
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Abbildung 1: Dispersion des Grundmodes einer Einmodenfaser in Abhängigkeit der Wellenlänge 
2.2 Dispersionskompensation 
Dispersionskompensatoren lassen sich in Kompensatoren unterscheiden, die einen durch den 
Herstellungsprozess festgelegten Dispersionswert erzeugen können und in Kompensatoren, 
deren Dispersion abstimmbar ist. Die abstimmbaren Kompensatoren haben den Vorteil, dass 
sie sich adaptiv auf die Dispersion der Übertragungsstrecke einstellen lassen. Allerdings ist 
ihr Abstimmbereich häufig nicht ausreichend, um die gesamte Dispersion der Strecke zu 
kompensieren. 
Sowohl für feste als auch für abstimmbare Kompensatoren sind in der Literatur eine Vielzahl 
unterschiedlicher Konzepte vorgestellt worden. Die Realisierungsformen unterscheiden sich 
in faseroptische, volumenoptische und integriert-optische Lösungen, von denen in den 
folgenden Abschnitten ausgewählte Konzepte vorgestellt werden. 
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2.2.1 Dispersionskompensatoren mit festen Dispersionswerten 
In optischen Übertragungssystemen wird Dispersion in der Regel mit festen, nicht 
abstimmbaren Dispersionskompensatoren kompensiert. Prinzipiell ist dazu ein einzelner 
Dispersionskompensator mit dem inversen Dispersionsverlauf der Übertragungsstrecke am 
Eingang (Vorverzerrung) oder am Ausgang (Entzerrung) der Strecke ausreichend. Allerdings 
treten in Übertragungssystemen mit einer großen Anzahl von Wellenlangenkanälen pro Faser 
(Wellenlängenmultiplex-Systemen) zunehmend Störungen durch nichtlineare Effekte auf, die 
zumindest teilweise mit dispersiven Elementen kompensiert werden können. Aus diesem 
Grund werden Weitverkehrsstrecken in Streckenabschnitte (Spans) eingeteilt, die je nach 
Dispersionskompensationsschema über- oder unterkompensiert sind. Durch diese 
Vorgehensweise kann der Einfluss nichtlinearer Effekte minimiert werden [1]. 
2.2.1.1 Dispersionskompensationsfasern 
Eine Dispersionskompensationsfaser (DCF) ist eine einmodige Glasfaser, die eine negative 
chromatische Dispersion besitzt. Dies wird z.B. durch ein parabelförmiges Brechzahlprofil im 
Zentrum der Faser erreicht. Je nach Hersteller und je nachdem, welcher Typ SMF 
kompensiert werden soll, unterscheiden sich die Brechzahlverläufe der DCF im Detail [4]. 
Aufgrund ihres Dispersionsverlaufs ist eine DCF in der Lage, die Dispersion und den Anstieg 
der Dispersion einer Einmodenfaser über einen großen Wellenlängenbereich zu 
kompensieren. Das Verhältnis der Länge der SMF zur Länge der DCF muss dabei ungefähr 
fünf zu eins betragen [1]. Ein entscheidender Nachteil der DCF ist der geringere 
Kerndurchmesser, der bei hohen Leistungsdichten in der Faser zu nichtlinearen Effekten 
führen kann. Trotzdem ist die Verwendung von DCF die zurzeit gängige Methode zur 
Kompensation der chromatischen Dispersion auf optischen Weitverkehrsstrecken [1]. 
2.2.1.2 Gechirpte Faser-Bragg-Gitter 
Faser-Bragg-Gitter (FBG) sind Allfaser-Bauelemente, die mit Hilfe eines UV-Lasers in den 
Kernbereich einer Glasfaser eingeschrieben werden. Durch den Einschreibprozess entsteht in 
der Faser quer zur Ausbreitungsrichtung des Lichts eine periodische Brechzahlstruktur. Diese 
kann als Kaskade von Fabry-Perot-Resonatoren (in der Regel viele tausend) aufgefasst 
werden. In Abhängigkeit der Resonatorlängen und der daraus resultierenden 
Resonanzwellenlängen wird an jedem Fabry-Perot-Resonator (FPR) Licht bestimmter 
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Wellenlängen reflektiert bzw. transmittiert. Aus dem Zusammenwirken der einzelnen 
Resonatoren entstehen die typischen Spektren eines FBG mit dem Verhalten eines 
Bandpasses in Reflexion und dem Verhalten einer Bandsperre in Transmission [5].  
Zur Kompensation der chromatischen Dispersion werden gechirpte FBG verwendet. Als 
gechirpt werden FBG bezeichnet, in denen sich der Abstand zwischen zwei 
Brechzahlübergängen (Gitterperiode) mit der Position ändert. Hierdurch ändern sich die 
Resonanzfrequenzen der einzelnen FPR mit der Position, was zur Folge hat, dass die 
Spektralanteile des einfallenden Lichts an unterschiedlichen Positionen reflektiert werden [5]. 
Wird ein Gitter linear gechirpt, nimmt also die Gitterperiode von einem Ende des Gitters zum 
anderen Ende linear ab oder zu, entsteht der zur Dispersionskompensation erforderliche 
lineare Gruppenlaufzeitverlauf. Mit quadratischen Chirpfunktionen lassen sich 
dementsprechend auch FBG zur Kompensation des Anstiegs der Dispersion realisieren. Die 
geometrische Länge des Gitters und die Stärke des Chirps bestimmen den Dispersionsverlauf 
des Gitters und die spektrale Breite des kompensierbaren Bereichs [5]. 
Gechirpte FBG lassen sich auch abstimmbar realisieren, so dass sie zur adaptiven 
Dispersionskompensation verwendet werden können (Abschnitt 2.2.2.1). 
2.2.1.3 Dispersionskompensation mit Mehrmodenfasern 
Die Wellenleiterdispersion eines Modes ist spezifisch für den jeweiligen Wellenleitertyp. So 
können z.B. Einmodenfasern hergestellt werden, die entgegengesetzte Dispersionsverläufe 
aufweisen (SMF und DCF). 
Durch kompliziertere Brechzahlverläufe können Fasern realisiert werden, in denen mehrere 
Moden ausbreitungsfähig sind. Um solche Mehrmodenfasern (FMF) zur 
Dispersionskompensation nutzen zu können, muss einer der Moden der FMF einen der zu 
kompensierenden Faser entgegengesetzten Dispersionsverlauf aufweisen. Durch je einen 
Modenkonverter am Eingang und am Ausgang der FMF kann der Grundmode einer 
speisenden SMF in den entsprechenden höheren Mode gekoppelt bzw. aus dem höheren 
Mode wieder in den Grundmode gekoppelt werden [6], [7]. FMF mit entsprechendem 
Brechzahlprofil sind zur Kompensation der Dispersion und zur Kompensation des Anstiegs 
der Dispersion über einen großen Wellenlängenbereich geeignet. Je nach Typ der 
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Mehrmodenfaser muss wie bei einer DCF ein bestimmtes Verhältnis von Länge der zu 
kompensierenden Faser zur Länge der Mehrmodenfaser eingehalten werden. 
2.2.2 Abstimmbare Dispersionskompensatoren 
Systeme mit Datenraten von 10 Gbit/s sind tolerant gegenüber zeitlichen Änderungen der 
Dispersion und eine feste Kompensation der Dispersion der Übertragungsstrecke ist 
ausreichend. Bei Systemen mit Datenraten von 40 Gbit/s und darüber muss sich zeitlich 
ändernde Dispersion (Restdispersion) jedoch adaptiv kompensiert werden [1], [8]. 
Zeitliche Änderungen der Dispersion sind vor allem in zukünftigen optischen 
Mehrkanalsystemen mit konfigurierbaren Add-/Drop-Multiplexern und Cross-Konnektoren 
sowie in selbst-restaurierenden Netzwerken zu erwarten, da in diesen Systemen 
Verbindungen automatisch geschaltet werden. 
Aber auch in aktuellen Systemen treten zeitliche Änderungen der Dispersion auf. Grund 
hierfür sind vor allem Temperatureinflüsse auf die Fasern der Übertragungssysteme [8] und 
Leistungsvariationen in Mehrkanalsystemen, die zu Änderungen der nichtlinearen Effekte und 
somit zu Änderungen in den Dispersionsschemen führen [1]. 
2.2.2.1 Abstimmbare Faser-Bragg-Gitter 
Faser-Bragg-Gitter können abgestimmt werden, indem sie mechanisch oder thermisch 
gedehnt bzw. gestaucht werden. Dadurch ändern sich die Gitterperiode und somit die 
Resonanzfrequenzen, bei denen die einzelnen Resonatoren Licht reflektieren bzw. 
transmittieren. 
Durch die Änderung der Gitterperiode können Gitter sowohl in der Wellenlänge abgestimmt 
als auch ihre Gruppenlaufzeit beeinflusst werden. Durch geeignete Aufbauten können in 
ungechirpten Gittern Chirp-Funktionen realisiert bzw. der Chirp eines gechirpten Gitters 
beeinflusst werden. Hierdurch lassen sich sowohl abstimmbare FBG zur Kompensation der 
Dispersion als auch zur Kompensation des Anstiegs der Dispersion realisieren. 
Zur Beeinflussung des Chirps von FBG werden in der Literatur unterschiedliche 
Möglichkeiten vorgeschlagen. Die Realisierungen unterscheiden sich in mechanischen 
Aufbauten (z.B. Biegebalken) und in metallisch beschichteten FBG, die über einen Stromfluss 
durch die Metallschicht geheizt werden können [9]-[11]. 
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Eine besondere Realisierungsform besteht aus zwei quadratisch gechirpten FBG, die an einen 
Vier-Tor-Zirkulator angeschlossen sind. Die Kombination der Übertragungsverhalten der 
beiden abstimmbaren Gitter führt zu linearer Gruppenlaufzeit [12]. 
2.2.2.2 Kompensation durch räumliche Aufweitung der Spektralkomponenten 
Durch eine räumliche Aufweitung der Spektralanteile eines optischen Signals können die 
Phasen der einzelnen Spektralanteile direkt beeinflusst werden. So lassen sich durch 
quadratische Phasenfunktionen Dispersion und durch kubische Phasenfunktionen der Anstieg 
der Dispersion kompensieren. Die Parameter der quadratischen bzw. der kubischen Funktion 
bestimmen dabei die Höhe der Dispersion bzw. die Höhe des Anstiegs der Dispersion. 
Solche Kompensatoren sind in unterschiedlichen Formen realisiert worden. In [13] und [14] 
werden Arrayed-Waveguide-Gratings (AWG) benutzt, um die räumliche Aufweitung der 
Spektralkomponenten zu realisieren. Die Beeinflussung der Phase erfolgt mit einem 
Heizelement innerhalb des AWG bzw. mit einem verformbaren Spiegel am Ausgang des 
AWG. In [15] wird ein Ansatz in Volumen- bzw. Freistrahloptik vorgestellt (Virtually-
Imaged-Phased-Array). Die Beeinflussung der Phase erfolgt mit einem verschiebbaren 
Spiegel, der eine positionsabhängige Geometrie besitzt. Somit können durch Verschieben des 
Spiegels unterschiedliche Dispersionsverläufe erzeugt werden. 
2.2.2.3 Nicht-rekursive Delay-Line-Filter 
Nicht-rekursive Delay-Line-Filter (DLF)1) in Form von kaskadierten Mach-Zehnder-
Interferometern (Abschnitt 5.3.1) können sowohl zur Dispersionskompensation als auch zur 
Kompensation des Anstiegs der Dispersion verwendet werden. Die Abstimmbarkeit dieser 
Filter, die vorwiegend als integriert-optische Komponente realisiert werden, beruht auf im 
Koppelverhältnis abstimmbaren Koppelelementen und in der optischen Weglänge 
abstimmbaren Verzögerungsleitungen. Die Anzahl der kaskadierten Mach-Zehnder-
Interferometer (MZI) bestimmt dabei die kompensierbare Dispersion bzw. den 
kompensierbaren Anstieg der Dispersion. 
 
1) Delay-Line-Filter sind eine bestimmte Art von Filtern, die in den folgenden Kapiteln ausführlich diskutiert 
werden. 
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Da dieser Filtertyp ein periodisches Übertragungsverhalten besitzt, können für den Fall, dass 
die Periodizität des Filters mit dem Kanalabstand eines Wellenlängenmultiplex-Systems 
übereinstimmt, mehrere benachbarte Kanäle gleichzeitig kompensiert werden, wobei jede 
Periode des Filters die gleichen Übertragungseigenschaften besitzt. 
In der Literatur werden unterschiedliche Realisierungen kaskadierter MZI vorgestellt 
[16]-[18]. Durch die geringen Abmessungen integriert-optischer MZI konnte sogar eine 
Kombination aus einem AWG und mehrerer kaskadierter MZI zur unabhängigen 
Kompensation von 8x40 Gbit/s- bzw. 16x20 Gbit/s-Kanälen realisiert werden [19]. 
Weiterhin wurde ein kaskadiertes MZI in Allfaser-Ausführung bestehend aus 
langperiodischen Fasergittern und einer Mehrmodenfaser in [20] vorgestellt. 
2.2.2.4 Rekursive Delay-Line-Filter 
Rekursive DLF sind in der Regel als kaskadierte Ring-Resonatoren oder als kaskadierte FPR 
aufgebaut (Abschnitt 5.3.2). Sie können sowohl zur Dispersionskompensation als auch zur 
Kompensation des Anstiegs der Dispersion verwendet werden und besitzen ebenso wie nicht-
rekursive Filter ein periodisches Übertragungsverhalten. Realisierungen wurden als Thin-
Film-Filter [21], integriert-optische Komponenten [22] und Allfaser-Bauelement [23] gezeigt, 
wobei die Allfaser-Realisierung aus mehreren übereinander geschriebenen (superimposed), 
gechirpten FBG bestehen. 
Als Besonderheit ist es mit rekursiven Filterstrukturen möglich, Allpass-Verhalten zu erzielen 
[24], [25]. Das Abstimmen dieses Kompensatortyps erfolgt durch Veränderung der 
geometrischen Längen der FBG, FPR bzw. Ring-Resonatoren. Dadurch entsteht eine 
Verschiebung der Übertragungsverhalten der einzelnen Resonatoren im Spektrum. Die 
Kombination mehrerer Resonatoren bringt so die gewünschte Kompensationsfunktion. 
2.3 Faseroptische Delay-Line-Filter zur Dispersionskompensation 
Ein Großteil der bisher vorgestellten abstimmbaren Dispersionskompensatoren wurde als 
integriert-optische bzw. volumenoptische Komponenten realisiert. An den Übergangsstellen 
zwischen diesen Komponenten und den Fasern des Übertragungssystems entstehen 
Ankoppelverluste in der Größenordnung mehrerer Dezibel. Zusätzlich weisen die 
Wellenleiter integriert-optischer Komponenten starke Polarisationsabhängigkeiten auf und 
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erzeugen im Vergleich zu faseroptischen Wellenleitern hohe Verluste (in der Größenordnung 
von Dezibel pro cm). 
Der Ansatz, Delay-Line-Filter zur Dispersionskompensation als faseroptische Komponente zu 
realisieren, ist vor allem mit der unproblematischen Ankopplung an die Fasern des 
Übertragungssystems zu begründen. Zusätzlich ist zu erwarten, dass die durch die 
faseroptischen Komponenten verursachten Verluste vernachlässigbar sind und dass diese 
Komponenten geringe Polarisationsabhängigkeiten aufweisen. In [26] konnte hierzu gezeigt 
werden, dass es möglich ist, all diese Bedingungen zu erfüllen und ein faseroptisches DLF als 
kompakte, temperatur- und langzeitstabile Komponente zu fertigen. 
Ein weiterer Aspekt, der für die Realisierung von faseroptischen Delay-Line-Filtern spricht, 
ist der im Vergleich zu der Herstellung integriert-optischer Komponenten geringere 
technologische Aufwand.  
 
 
 
 
3 Grundlagen Delay-Line-Filter 
Delay-Line-Filter wurden erstmals in [27] gezeigt. Zu filternde Signale werden in diesem 
Filtertyp auf mehrere Filterpfade aufgeteilt, unterschiedlich gewichtet und zueinander 
verzögert. Durch Rekombination (Addition) der einzelnen Signalanteile kommt es zur 
Interferenz und somit zur Filterung.  
Aus der digitalen Signalverarbeitung ist eine spezielle Klasse von DLF bekannt, bei denen die 
Verzögerungszeiten in den Pfaden der Filter ganzzahligen (diskreten) Vielfachen einer 
Grundverzögerung T entsprechen. Dies ermöglicht eine zeitdiskrete Beschreibung des 
Übertragungsverhaltens [28]. Hilfsmittel zur Beschreibung solcher zeitdiskreten Filter sind 
die Fourier- und die z-Transformation. 
Die in dieser Arbeit betrachteten Filter erfüllen diese Voraussetzung, unterscheiden sich aber 
insofern von klassischen digitalen Filtern, als dass die Kombination zweier Signalanteile nicht 
als Addition zweier Register betrachtet, sondern als Interferenz zwischen zwei 
elektromagnetischen Feldern beschrieben wird. Wird ein Filter dennoch als digitales Filter 
bezeichnet, ist damit das Verhalten eines idealen DLF gemeint. 
Für die Funktion solcher auf Interferenzeffekten basierenden Filter ist entscheidend, dass die 
Länge der längsten Verzögerungsleitung die Kohärenzlänge der verwendeten Quelle nicht 
überschreitet. Nur in diesem Fall kommt es zu kohärenter Überlagerung der Signalanteile und 
somit zu Interferenz.  
3.1 Fourier- und z-Transformation 
In diesem Abschnitt werden die Grundlagen der zeitdiskreten Fourier-Transformation (FT) 
und der z-Transformation sowie der Übergang zwischen beiden diskutiert. Detaillierte 
Beschreibungen der Eigenschaften dieser Transformationen sind in [28]-[30] gegeben. 
Die zeitdiskrete Fourier-Transformation (FT) kann als Grundlage für die z-Transformation 
betrachtet werden. Sie ist beschrieben durch 
( ) [ ]j
n
X e x n e
∞
Ω
=−∞
= ∑ j n− Ω , (3.1) 
wobei Ω die normierte Kreisfrequenz bezeichnet. Die FT stellen den Zusammenhang 
zwischen dem zeitdiskreten Signal x[n] und dem zugehörigen kontinuierlichen, periodischen 
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Spektrum X(ejΩ) dar1). Diese Transformation wird allgemein als Fourier-Hintransformation 
bezeichnet und kann symbolisch durch 
[ ] ( j )x n X e Ω⎯⎯→F  (3.2) 
dargestellt werden. Die entsprechende inverse Transformation (Rücktransformation) hat die 
Form 
[ ] ( )1
2
j j nx n X e e d n
π
ππ
Ω Ω
−
= Ω∫ ∈ , (3.3)  
wobei die Integrationsgrenzen in einem beliebigen Intervall der Breite 2π liegen können. Die 
Fourier-Rücktransformation kann symbolisch durch 
( ) [ ]jX e x nΩ ⎯⎯→-1F  (3.4) 
dargestellt werden. 
Um ein zeitkontinuierliches Signal x(t), wobei t die Zeit ist, mit der zeitdiskreten FT in den 
Frequenzbereich zu überführen, muss dieses zunächst in das mit der Periodendauer T 
abgetastete Signal xS(t) gewandelt werden. Dies erfolgt durch Multiplikation des 
zeitkontinuierlichen Signals mit einer Folge von Diracimpulsen δ(t), die im Abstand der 
Periodendauer auftreten (Dirac-Kamm). 
( ) ( ) ( )S
n
x t x t t nT nδ
∞
=−∞
= −∑ ∈  (3.5) 
Wird das Nyquist-Abtasttheorem eingehalten, kann x(t) als zeitdiskretes Signal x[n] 
beschrieben werden [28]. 
[ ] ( )x n x t nT n= = ∈  (3.6) 
Durch (zeitkontinuierliche) FT ergibt sich aus (3.5) das Spektrum XS(Ω). 
( ) (1 2S
k
)X X
T
kπ
∞
=−∞
Ω = Ω −∑  (3.7) 
                                                 
1) Die dargestellte FT beschreibt die Transformation von zeitdiskreten Folgen in den kontinuierlichen 
Frequenzbereich und unterscheidet sich insofern von der diskreten Fourier-Transformation (DFT) [28]. 
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Man erkennt, dass aus dem ursprünglichen Spektrum X(Ω) ein mit 2π-periodisches Spektrum 
entsteht. Solche periodischen Spektren werden in dieser Arbeit durch die Abhängigkeit X(ejΩ) 
gekennzeichnet. 
Der Übergang von der zeitdiskreten FT zur z-Transformation erfolgt mit der komplexen 
Variablen  
jz e Ω= . (3.8) 
Eingesetzt in (3.1) kann die z-Transformation folgendermaßen beschrieben  
( ) [ ] n
n
X z x n
∞
−
=−∞
= ∑ z  (3.9) 
und symbolisch durch 
[ ] ( )x n X⎯⎯→Z z  (3.10) 
repräsentiert werden. Die inverse z-Transformation lässt sich nur unter Berücksichtigung des 
Konvergenzgebiets durchführen. Verschiedene Methoden hierzu wurden in [28] beschrieben. 
3.1.1 Verschiebungssatz 
Eine wesentliche Eigenschaft der diskutierten Transformationen wird als Verschiebungssatz 
bezeichnet [28]. Demnach bewirkt eine Verschiebung im Zeitbereich 
[ ] ( ) 00 j njx n n X e e n− ΩΩ⎯⎯→− ←⎯⎯-1
F
F 0
∈  (3.11) 
für die FT bzw.  
[ ] ( ) 00 nx n n X z z n−⎯⎯→− ←⎯⎯-1
Z
Z 0
∈  (3.12) 
für die z-Transformation. 
Entsprechendes gilt für eine Verschiebung im Frequenzbereich. 
3.1.2 Faltungssatz 
Der Faltungssatz gilt für die FT sowohl für den Zeit- als auch für den Frequenzbereich. 
Demnach führt die Faltung eines Signals im Zeitbereich zu einer Multiplikation im 
Frequenzbereich 
( ) (1 21 2[ ] [ ] j
k
)jx k x n k n X e X e
∞
Ω Ω
=−∞
⎯⎯→− ∈ ←⎯⎯∑ -1
F
F
 (3.13) 
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und die Faltung eines Spektrums im Frequenzbereich zu einer Multiplikation im Zeitbereich 
( ) ( ) [ ] [ ]1 2 1 2
1
2
X u X u du x n x n n
π
∞
−∞
⎯⎯→Ω − ←⎯⎯∫
-1F
F
∈ . (3.14) 
Für die z-Transformation ergibt sich entsprechend aus (3.13) mit (3.8) 
( ) ( )1 21 2[ ] [ ]
k
x k x n k n X z X z
∞
=−∞
⎯⎯→− ∈ ←⎯⎯∑ -1
F
F
. (3.15) 
Eine Faltungsoperation wird allgemein durch den *-Operator zwischen den zu faltenden 
Größen dargestellt. 
3.2 Zeitdiskrete Systeme 
Allgemein wird das Übertragungsverhalten eines zeitdiskreten Systems durch seine 
Impulsantwort hF[n] charakterisiert [28]. Durch Faltung der zeitdiskreten Eingangsfolge x[n] 
mit der Impulsantwort erhält man die zeitdiskrete Ausgangsfolge y[n]. 
[ ] [ ] [ ] [ ] [ ]* F F
k
y n x n h n x n h n k n
∞
=−∞
= = −∑ ∈  (3.16) 
Im Frequenzbereich wird das Übertragungsverhalten eines zeitdiskreten Systems durch die 
Übertragungsfunktion HF(ejΩ) beschrieben, die sich durch die Fourier-Transformation aus der 
Impulsantwort berechnen lässt. 
[ ] ( jFFh n H e Ω⎯⎯→←⎯⎯-1
F
F
)  (3.17) 
Weiterhin gilt nach (3.1) 
[ ] ( )jx n X e Ω⎯⎯→←⎯⎯-1
F
F
 (3.18) 
[ ] ( jy n Y e Ω⎯⎯→←⎯⎯-1
F
F
)  (3.19) 
und somit 
( ) ( ) (j jFY e H e X eΩ Ω= )jΩ , (3.20) 
wobei X und Y das Eingangs- und Ausgangsspektrum beschreiben. 
Um zeitdiskrete Systeme mit den gegebenen Gleichungen (3.16) bis (3.20) beschreiben zu 
können, müssen diese Systeme linear und zeitinvariant sein, man spricht dann von 
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LTI-Systemen (Linear-Time-Invariant-System) [28]. Neben diesen beiden Eigenschaften 
müssen realisierbare Systeme zusätzlich kausal und stabil sein. 
3.2.1 Linearität 
Ein System ist linear, wenn das Superpositionsprinzip gilt. Erhält man bei Anregung mit der 
Eingangsfolge xk [n] folgende Ausgangsfolge yk [n], 
[ ] [ ]{ }kk
n
y n x n
k
∈
=
∈
T , (3.21) 
wobei T die Transformation des Systems darstellt, so muss die Linearkombination der 
Eingangsfolgen stets die Systemreaktion liefern [30]. 
[ ] [ ] [ ]{ } [ ]k kk k k k
k k k
n
y n C x n C x n C y n
k
∈⎧ ⎫= = =⎨ ⎬ ∈⎩ ⎭
∑ ∑ ∑T T
 (3.22) 
Dabei sind Ck beliebige konstante Gewichtungsfaktoren.  
3.2.2 Zeitinvarianz 
Die Zeitinvarianz beschreibt die Eigenschaft eines Systems, bei Anregung zu einem 
beliebigen Zeitpunkt mit derselben, dementsprechend zeitverschobenen Systemantwort zu 
reagieren. Bei Anregung zum Zeitpunkt n0 erhält man dementsprechend [30]
[ ] [ ]{ }0 0
0
n
y n n x n n
n
∈
− = −
∈
T
. (3.23) 
3.2.3 Kausalität 
Ein System ist kausal, wenn die Ausgangsfolge nur von Werten der Eingangsfolge abhängig 
ist, die bereits aufgetreten sind [28]. 
3.2.4 Stabilität 
Ein System ist stabil, wenn jede beschränkte Eingangsfolge eine beschränkte Ausgangsfolge 
erzeugt [28]. Die Eingangs- bzw. Ausgangsfolge gelten als beschränkt, wenn  
[ ] xx n C n≤ < ∞ ∈  (3.24) 
bzw. 
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[ ] yy n C n≤ < ∞ ∈  (3.25) 
gilt, wobei Cx und Cy feste, positive, endliche Werte sind. 
3.3 Normierungen 
In dieser Arbeit werden sowohl normierte als auch nicht-normierte Größen verwendet. Diese 
Normierungen sind größtenteils willkürlich und wurden aus praktischen Überlegungen 
gewählt. 
3.3.1 Normierte und nicht-normierte Frequenzen 
Die normierte Kreisfrequenz Ω wird im Bereich zwischen 0 ≤ Ω ≤ 2π betrachtet. Sie ist über 
den Faktor 2π mit der normierten Frequenz ν verknüpft. 
0 1
2
0 2
ν
πν
π
≤ ≤
Ω =
≤ Ω ≤
 (3.26) 
Je nachdem, was zu einer sinnvollen Darstellung führt, werden die Filtereigenschaften im 
Weiteren sowohl in Abhängigkeit der normierten Frequenz als auch in Abhängigkeit der 
normierten Kreisfrequenz betrachtet. Für die Untersuchung optischer Filter ist es zusätzlich 
sinnvoll, die nicht-normierte Kreisfrequenz ω zu verwenden, die sich über den 
Zusammenhang 
2 fω π=  (3.27) 
aus der nicht-normierten Frequenz f berechnen lässt. 
Der Zusammenhang zwischen der normierten und nicht-normierten Frequenz wird für DLF 
über die Frequenz in der Mitte der betrachteten Periode f0 (Mittenfrequenz) hergestellt 
0
1 1
2
f f
T
ν⎛ ⎞= − +⎜ ⎟
⎝ ⎠
, (3.28) 
wobei T die Grundverzögerung des DLF beschreibt. Durch diese Operation wird eine 
Filterperiode aus dem normierten Frequenzbereich (0 ≤ ν ≤ 1) an eine beliebige Stelle im 
nicht-normierten Frequenzbereich abgebildet, wobei gelten muss 
0
1 1
2
f n n
T
⎛ ⎞= + ∈⎜ ⎟
⎝ ⎠
. (3.29) 
Zur Verdeutlichung der Zusammenhänge wurde eine Filterperiode für alle verwendeten 
normierten und nicht-normierten Frequenzbereiche in Abbildung 2 dargestellt. Zusätzlich 
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wurde eine Achse mit der Wellenlänge eingefügt, die über den Zusammenhang (2.2) mit der 
Frequenz verknüpft ist. 
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Abbildung 2: Darstellung einer Filterperiode im Frequenz- und Wellenlängenbereich 
3.3.2 Normierung Gruppenlaufzeit und Dispersion 
Die Definition der Gruppenlaufzeit und der Dispersion wurde in Kapitel 1 eingeführt. Diese 
Größen werden durch Ableitung im Frequenz- bzw. Wellenlängenbereich berechnet und sind 
somit ebenfalls von der Frequenz bzw. Wellenlänge abhängig. Um diese Abhängigkeit zu 
eliminieren, werden normierte Größen verwendet. Die normierte Gruppenlaufzeit τN ist als 
Ableitung des Phasengangs zur normierten Kreisfrequenz und die normierte Dispersion DN 
als Ableitung der normierten Gruppenlaufzeit zur normierten Frequenz definiert [24]. 
( ) ( )N
d
d
ϕ
τ
Ω
Ω = −
Ω
 (3.30) 
( ) ( )NN
d
D
d
τ ν
ν
ν
=  (3.31) 
Aus (3.28) ergibt sich mit (3.26) und (3.27) 
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)( 0Tπ ω ωΩ = + −  (3.32) 
und daraus 
d T dωΩ = ⋅ , (3.33) 
womit die Zusammenhänge zwischen der normierten und nicht-normierten Gruppenlaufzeit 
und Dispersion aus (2.1) und (2.3) bestimmt werden können. 
NTτ τ= ⋅  (3.34) 
2
2 N
TD c D
λ
= −  (3.35) 
Mit diesen Normierungen ist es möglich, Filter mit bestimmten Gruppenlaufzeit- bzw. 
Dispersionsverläufen zu entwerfen, ohne den Frequenzbereich zu berücksichtigen, in dem sie 
eingesetzt werden sollen (Kapitel 4). 
Im Anhang A wird eine Übersicht über alle verwendeten normierten und nicht-normierten 
Größen gegeben. 
3.4  Übertragungsverhalten von DLF 
Ein kausales DLF mit diskreten Verzögerungszeiten kann im Zeitbereich durch die 
Differenzengleichung beschrieben werden [28]
[ ] [ ] [ ]
0 1
N M
k k
k k
y n b x n k a y n k n
= =
= − + −∑ ∑ ∈ . (3.36) 
Die linke Summe repräsentiert dabei den nicht-rekursiven, also den nicht rückgekoppelten 
Teil und die rechte Summe den rekursiven, also den rückgekoppelten Teil des Filters. Das 
Übertragungsverhalten wird durch die Filterkoeffizienten des nicht-rekursiven Zweigs bk (mit 
der Ordnung des Polynoms N) und durch die Filterkoeffizienten des rekursiven Zweigs ak 
(mit der Ordnung des Polynoms M) bestimmt. Die Filterkoeffizienten sind im Allgemeinen 
komplex und können nach Betrag und Phase zerlegt werden. 
k
k
j
k k
j
k k
a A e
b B e
α
β
=
=
 (3.37) 
Durch den Übergang in den Frequenzbereich mit Hilfe der z-Transformation erhält man aus 
(3.36) die Übertragungsfunktion HF
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∑
∑
. (3.38) 
In Abbildung 3 wird der schematische Aufbau eines entsprechenden DLF mit diskreten 
Verzögerungszeiten abgebildet. Es besteht aus dem nicht-rekursiven Filterteil (auch Moving 
Average (MA) oder Finite Impulse Response (FIR) genannt), links dargestellt und dem 
rekursiven Filterteil (auch Auto Regressive (AR) genannt), rechts dargestellt. Enthält ein 
Filter sowohl den rekursiven als auch den nicht-rekursiven Teil, wird es als Infinite Impulse 
Response (IIR) oder AR-MA-Filter bezeichnet.  
 
Abbildung 3: Schematischer Aufbau eines Delay-Line-Filters mit diskreten 
Verzögerungselementen 
Durch Zerlegung der Polynomform (3.38) in die Pol-Nullstellen-Form erhält man [28]
( )
( )
( )
1
0
1
0
1
1
1
1
N
k
k
F M
pk
k
z z
H z b
z z
−
=
−
=
−
=
−
∏
∏
, (3.39) 
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wobei z0k die k-te Nullstelle des Zählerpolynoms und zpk die k-te Polstelle des 
Nennerpolynoms bezeichnet. Der Filterkoeffizient b0 bleibt bei diesem Übergang als Faktor 
erhalten und wird in der Regel auf eins normiert. 
Die Pol-Nullstellen-Form ermöglicht eine genaue Untersuchung des Amplituden- und 
Phasengangs sowie des Verlaufs der Gruppenlaufzeit und der Dispersion. Dazu muss 
zunächst jede Pol- und Nullstelle nach Betrag und Phase zerlegt werden. 
0
0 0
kj
k kz e
ψρ=  (3.40) 
pkj
pk pkz e
ψρ=  (3.41) 
Der Amplitudengang des Filters lässt sich dann aus (3.39) mit (3.8) zu 
( )
( )
( )
2
0 0
1
0
2
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1 2 cos
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k k
j k
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H e b
ρ ψ 0kρ
ρ ψ ρ
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=
− Ω − +
=
− Ω − +
∏
∏
 (3.42) 
bestimmen. Des Weiteren kann der Phasengang berechnet werden, indem das Argument von 
(3.39) gebildet wird. 
( ) ( ) ( )( )
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 (3.43) 
Die erste Summe in (3.43) beschreibt den Phasengang des nicht-rekursiven und die zweite 
Summe den Phasengang des rekursiven Filterteils. Nach (3.30) und (3.31) können die 
normierte Gruppenlaufzeit und die normierte Dispersion aus dem Phasengang berechnet 
werden. 
( ) ( )
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1 0 0
2
1
- cos
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 (3.44) 
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Abbildung 4: Gruppenlaufzeit (a), Dispersion (b) und Pol-Nullstellen-Diagramm (c) einer 
Nullstelle mit dem Betrag der Nullstelle als Parameter (ψ01 = 180°) 
In Abbildung 4 werden die Gruppenlaufzeit und die Dispersion einer einzelnen Nullstelle des 
nicht-rekursiven Zweigs eines DLF dargestellt. In Abhängigkeit des Betrags der Nullstelle 
entsteht ein Extremwert im Gruppenlaufzeitverlauf (bzw. ein Nulldurchgang im 
Dispersionsverlauf), wobei die Position des Extremwerts innerhalb der Filterperiode durch die 
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Phase der Nullstelle bestimmt wird. In der Darstellung wurde diese zu 180° gewählt, wodurch 
der Extremwert in der Periodenmitte auftritt. Die Verläufe für eine Polstelle des rekursiven 
Filterzweigs unterscheiden sich im Vergleich mit dem Verlauf für eine Nullstelle 
ausschließlich im Vorzeichen der Gruppenlaufzeit bzw. im Vorzeichen der Dispersion. 
3.5 Signalflussgraphen und Masonregel 
Das Übertragungsverhalten von einem Eingangs- zu einem Ausgangstor einer beliebigen 
Struktur und somit auch das eines DLF kann mit Hilfe der Masonregel bestimmt werden [31]. 
Dazu müssen alle nicht-rekursiven Pfade zwischen den betrachteten Toren und alle Schleifen 
der Struktur beschrieben werden (Signalflussgraphen). Pfade sind dabei alle Wege durch die 
Struktur, die nicht in sich selbst zurückführen, also z.B. alle Wege durch den nicht-rekursiven 
Teil eines DLF. Schleifen sind dementsprechend in sich geschlossene Wege durch die 
Struktur. Als Schleifen höherer Ordnung bezeichnet man das Produkt von Schleifen, die keine 
gemeinsamen Knoten haben. Als Knoten werden die Übergangsstellen innerhalb der Struktur 
bezeichnet. Details über die Definition der Signalflussgraphen sind in [31] zu finden. Mit der 
Masonregel kann aus dem Signalflussgraphen die Übertragungsfunktion H einer Struktur 
berechnet werden 
( ) ( )
( ) ( )
,1 1
1 1
n n
m o
m n o
n n
o
n o
P S
H
S
⎛ ⎞+ −⎜ ⎟
⎝=
+ −
∑ ∑ ∑
∑ ∑
m
⎠ , (3.46) 
wobei Pm den m-ten Pfad zwischen den betrachteten Toren bezeichnet. So,m(n) ist dabei die o-te 
Schleife der Ordnung n, die den Pfand m nicht berührt. Im Nenner des Ausdrucks wird die 
Summe über alle Schleifen aller Ordnungen gebildet. So(n) ist dementsprechend die o-te 
Schleife der Ordnung n. 
3.6 Interferenz und Kohärenz 
Delay-Line-Filter können auch als auf Interferenzeffekten basierende Filter betrachtet werden, 
da zueinander verzögerte Signalanteile miteinander interferieren. Die Voraussetzung für das 
Auftreten von Interferenz ist Kohärenz. Sie beschreibt die Eigenschaft mehrerer Signalanteile 
einer Quelle, sich phasenrichtig zu überlagern (zu interferieren), nachdem sie sich auf 
unterschiedlichen Wegen durch unterschiedliche Medien ausgebreitet haben. Interferenz tritt 
dabei unabhängig von der Gewichtung der einzelnen Signalteile nach Amplitude und Phase 
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auf. Entscheidend ist, dass die Signalanteile in einer definierten Phasenbeziehung zueinander 
stehen [32]. Diese Phasenbeziehung besteht nicht mehr, wenn die Zeitdifferenz zwischen den 
Signalanteilen bei der Ausbreitung auf den unterschiedlichen Wegen größer wird als die 
zeitliche Kohärenz der Quelle. Interferenzeffekte treten in DLF also nur auf, wenn die 
zeitliche Kohärenz der verwendeten Quelle mindestens so groß ist wie die größte 
Verzögerung zwischen den einzelnen Signalanteilen.  
Die zeitliche Kohärenz einer Quelle ist von ihrem Kohärenzgrad γc abhängig. Dieser lässt sich 
nach [33] aus der spektralen Leistungsdichte p(ω) der Quelle berechnen (Bei modulierten 
Quellen muss die spektrale Aufweitung durch das verwendete Modulationsformat 
berücksichtigt werden.) 
( )
( )
( )
j T
c
p e d
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p d
ωω ω
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=
∫
∫
, (3.47)  
wobei T die Verzögerung ist, die zwischen zwei Signalanteilen auftritt. Die Kohärenzzeit τc 
lässt sich aus dem Kohärenzgrad und der Verzögerungszeit berechnen. 
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T dT
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∫
∫
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 (3.48) 
Typische Kohärenzzeiten unmodulierter Quellen und die zugehörigen Kohärenzlängen 
werden in Tabelle 1 zusammengefasst.  
Typ der Quelle Spektrale Breite 
der Quelle 
Kohärenzzeit Kohärenzlänge
im Freiraum 
Leucht-Diode ≈18 THz ≈57 fs ≈17 µm
Erbium dotierter Faserverstärker ≈5 THz ≈200 fs ≈60 µm
Laserlicht 100 kHz … 1,8 GHz 10 µs … 570 ps 3 km … 0,17 m
Tabelle 1: Kohärenz verschiedener unmodulierter optischer Quellen [34]
Für das in Abbildung 47 dargestellte Spektrum eines NRZ-modulierten Signals mit einer 
Datenrate von 42,5 Gbit/s ergibt sich nach (3.47) und (3.48) eine Kohärenzzeit von ≈ 117 ps, 
was im Vergleich mit der Kohärenzzeit der verwendeten unmodulierten DFB-Laserquelle 
eine deutliche Verringerung bedeutet. 
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Überschreitet die Länge der Verzögerungsleitungen die Kohärenzlänge der Quelle, geht der 
Kohärenzgrad gegen Null. In diesem Fall erfolgt eine inkohärente Überlagerung der 
Leistungen der einzelnen Feldanteile. Solche inkohärenten Filter werden unter anderem in der 
Mikrowellenphotonik eingesetzt, sie finden in dieser Arbeit aber keine Beachtung. 
 
 
 
 
4 Dispersionskompensation mit Delay-Line-Filtern 
Mit Delay-Line-Filter entsprechender Ordnung kann prinzipiell jeder beliebige Amplituden- 
und Phasengang realisiert werden. Damit solche Filter zur Dispersionskompensation genutzt 
werden können, müssen sie einen möglichst konstanten Dispersionsverlauf besitzen 
(Kapitel 1).  
In diesem Kapitel wird die Bestimmung der Filterkoeffizienten (Filterentwurf) von nicht-
rekursiven DLF zur Dispersionskompensation beschrieben. Dazu wird zunächst das 
gewünschte Übertragungsverhalten definiert und ein aus der Literatur bekanntes iteratives 
Entwurfsverfahren vorgestellt. Auf dieser Grundlage werden Verfahren abgeleitet, die die 
Bestimmung der Filterkoeffizienten quasi-analytisch ermöglichen.  
4.1 Konstanter Dispersionsverlauf 
Um einen konstanten Dispersionsverlauf zu realisieren, muss die Gruppenlaufzeit linear von 
der Frequenz abhängig sein (3.31). Mit Delay-Line-Filtern ist es allerdings nicht möglich, 
konstante Dispersion über die gesamte Filterperiode zu erzielen1). Daher wird um die Mitte 
einer Filterperiode ein Bereich zur Dispersionskompensation definiert, der als relativ genutzte 
Bandbreite RBWU bezeichnet wird. Die Dispersion in diesem Bereich wird gewünschte 
Dispersion DNd genannt. Hieraus lässt sich der Hub der Gruppenlaufzeit ΔτNd berechnen. 
Nd NdD RBWUτΔ =  (4.1) 
Durch den Hub der Gruppenlaufzeit sind auch die Steigungen der Gruppenlaufzeit innerhalb 
und außerhalb der genutzten Bandbreite bestimmt. Entsprechende Verläufe der 
Gruppenlaufzeit und der Dispersion werden in Abbildung 5 dargestellt. 
                                                 
1) Die Begründung für diese Einschränkung liefert die Gleichung (3.45). Aus der Integration über die Dispersion 
einer Filterperiode eines DLF geht hervor, dass der Mittelwert der Dispersion Null sein müssen.  
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Abbildung 5: Definition des gewünschten Verlaufs der Gruppenlaufzeit und der Dispersion 
Die Gruppenlaufzeitfunktion mit linearen Anteilen τNl kann nach Abbildung 5 
folgendermaßen definieren werden 
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Daraus resultiert durch Differenzieren nach (3.31) die zugehörige Dispersionsfunktion DNr 
mit rechteckförmigem Profil  
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Um die Unterscheidung in die drei Bereiche zu eliminieren und die Periodizität des 
Spektrums eines DLF nach (3.7) zu berücksichtigen, ist es sinnvoll, diese beiden Wunsch-
Funktionen in Fourier-Reihen zu entwickeln [35]. Damit ergibt sich  
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für die normierte Gruppenlaufzeit und  
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für die normierte Dispersion. 
4.2 Bewertung des Filterentwurfs 
Gängige Kriterien zur Bewertung der Güte eines Dispersionskompensationsfilters sind die 
Welligkeit (der Ripple) des Amplitudengangs und des Gruppenlaufzeitverlaufs. Diese beiden 
Größen sind in DLF nach (3.42) und (3.44) über die Nullstellen respektive die 
Filterkoeffizienten verknüpft und bedingen sich somit gegenseitig. Aus diesem Grund wird 
die Qualität eines Filterentwurfs in dieser Arbeit ausschließlich anhand des Ripples der 
Gruppenlaufzeit bewertet. 
Dazu wird der Gruppenlaufzeitverlauf innerhalb eines definierten Bereichs einer Filterperiode 
(Ω1 ≤ Ω ≤ Ω2) durch eine Geradenfunktion genähert. Die Steigung der Gerade τN,approx 
entspricht dabei der mittleren Dispersion ND  innerhalb des betrachteten Bereichs. 
, 2
N
N approx
D Cτ
π
= Ω +  (4.6) 
Die Differenz zwischen dem Verlauf der Approximation und dem Gruppenlaufzeitverlauf τN 
des Filters beschreibt den Ripple der Gruppenlaufzeit τN,ripple. 
( ) ( ),N ripple N N approxτ τ τΩ = Ω − Ω( ),  (4.7) 
Die Abweichung dieser Differenzfunktion von Null innerhalb des betrachteten Bereichs ist 
ein Maß für die Qualität des Filters. Diese Betrachtung kann für normierte genauso wie für 
nicht-normierte Gruppenlaufzeitverläufe erfolgen.  
4.3 Iterativer Filterentwurf 
Die in Abschnitt 4.1 definierte Dispersionsfunktion (4.5) lässt sich als Optimierungskriterium 
für ein iteratives Filter-Entwurfsverfahren nach [24] nutzen, indem die quadratische 
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Abweichung zwischen dem Übertragungsverhalten des Filters und dem gewünschten 
Übertragungsverhalten minimiert wird. 
( )( ) ( ) ( ) ( )(
2 22 2
0 0
min 1 1j jF N NC H e d C D e D e d
π π
Ω Ω⎛ ⎞− Ω + − − Ω⎜ ⎟
⎝ ⎠
∫ ∫ )jr Ω  (4.8) 
Der linke Term von Gleichung (4.8) beschreibt die Abweichung des Amplitudengangs des 
Filters |HF| von dem idealerweise konstanten Verlauf und der rechte Term die Abweichung 
des Dispersionsverlaufs des Filters DN von dem idealerweise rechteckförmigen Verlauf nach 
(4.5). Durch die Konstante C lässt sich das Gewicht der Optimierung stärker auf den 
Amplitudengang (1/2 < C ≤ 1) bzw. stärker auf den Dispersionsverlauf legen (0 ≤ C < 1/2).  
Da der Amplitudengang und der Dispersionsverlauf des Filters nach (3.42) und (3.44) über 
die Nullstellen respektive die Filterkoeffizienten verknüpft sind und der Amplitudengang 
somit aus dem Dispersionsverlauf bestimmt werden kann, ist es in der Optimierung 
sinnvoller, stärker zu Gunsten der Dispersion zu gewichten (dies entspricht der Bewertung 
des Filterentwurfs im vorangehenden Abschnitt). 
In dem Lösungsraum des Optimierungsproblems sind in der Regel multiple lokale Minima 
vorhanden. Um möglichst das globale Minimum zu finden, müssen geeignete Startwerte für 
die Filterkoeffizienten gefunden werden, die anschließend über ein iteratives Verfahren 
optimiert werden. 
4.3.1 Startwerte 
Die Filterkoeffizienten eines nicht-rekursiven DLF entsprechen der zeitdiskreten 
Impulsantwort [28]. Daher können die Startwerte für die Optimierung durch die inverse FT 
einer Wunsch-Übertragungsfunktion Hd (siehe nächsten Abschnitt) bestimmt werden 
[ ] ( )
2
0
1
2
j j n
dFh n H e e d n
π
π
Ω Ω= Ω∫ ∈ , (4.9) 
wobei hF die nicht-kausale Impulsantwort des Filters ist.  
Um die Filterkoeffizienten für ein kausales System der Ordnung N zu bestimmen, muss die 
Impulsantwort mit einer Fensterfolge der Länge N+1 beaufschlagt und gemäß dem 
Verschiebungssatz (Abschnitt 3.1.1) um die halbe Filterordnung verschoben werden [30]. 
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0 ,
2n F
Nb h n n N N⎡ ⎤= − ≤ ≤ ∈⎢ ⎥⎣ ⎦
N2 . (4.10) 
Die verwendete Fensterfolge (z.B. rechteckförmiges Fenster, Hann- oder Hamming-Fenster) 
hat dabei Einfluss auf die Spektralfunktion des Filters. 
Durch den Übergang von dem nicht-kausalen zu dem kausalen Filter entsteht im Phasengang 
ein zusätzlicher linearer Anteil N / 2⋅Ω, der einen konstanten Beitrag zum 
Gruppenlaufzeitverlauf bringt, aber keinen Einfluss auf den Dispersionsverlauf hat.  
4.3.2 Wunsch-Übertragungsfunktion 
Als Grundlage für die Rücktransformation nach (4.9) muss die Wunsch-Übertragungsfunktion 
definiert werden. 
( ) ( )
j
qj ej
dH e e
ϕ ΩΩ =  (4.11) 
Der Betrag 1 beschreibt dabei den gewünschten konstanten Amplituden- und ϕq(ejΩ) den 
gewünschten Phasengang mit quadratischen Anteilen (Eine quadratische Phase führt nach 
(2.8) zu linearer Gruppenlaufzeit und somit zu konstanter Dispersion.). Dieser Phasengang 
kann nach (3.30) durch Integration über die normierte Kreisfrequenz aus dem 
Gruppenlaufzeitverlauf nach (4.4) bestimmt werden. 
( ) ( ) ( ) ( )( )
( )
3 2
1
1 sin cos
1
2 1
6
k
j
q Nd
k
k RBWU k
e D
k RBWU
RBWU RBWU
π
ϕ
π
π
∞
Ω
=
⎛ − Ω
= ⎜
⎜ −⎝
− ⎞
+ ⎟
⎠
∑
 (4.12) 
Die Integrationskonstante kann prinzipiell beliebig gewählt werden, da sie weder Einfluss auf 
den Amplitudengang, noch auf den Gruppenlaufzeitverlauf bzw. den Dispersionsverlauf hat. 
In Gleichung (4.12) wurde die Konstante so gewählt, dass die Nulldurchgänge des 
Phasengangs bei (1±RBWU)/2 liegen. 
4.3.3 Entwurfsergebnisse 
In Abbildung 6 werden die Ergebnisse des Filterentwurfs durch inverse FT und 
anschließender Optimierung der Filterkoeffizienten nach (4.8) für ein FIR-Filter sechster und 
für ein FIR-Filter zehnter Ordnung dargestellt. Vor der Optimierung ist der Amplitudengang 
zwar annähernd konstant, die Höhe der Dispersion weicht allerdings von den vorgegebenen 
38 
4.3 Iterativer Filterentwurf 
 
 
Werten ab. Die Optimierung führt bei dem Filter sechster Ordnung zu einem verbesserten 
Dispersionsverlauf, wohingegen für das Filter zehnter Ordnung keine konstante Dispersion im 
genutzten Band erzielt wird. Der Amplitudengang verschlechtert sich in beiden Fällen durch 
die Optimierung und es treten deutliche Einbrüche im Verlauf auf. Höhere Dispersionswerte 
werden also durch größere Variationen im Amplitudengang erkauft. 
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Abbildung 6: Entwurf FIR-Filter sechster Ordnung (oben) und zehnter Ordnung (unten) durch 
inverse Fourier-Transformation und anschließender Optimierung auf die Wunsch-
Übertragungsfunktion 
Die dargestellten Beispiele (Abbildung 6) sind exemplarisch für das Verhalten des 
verwendeten Optimierungsalgorithmus [36]. Für unterschiedliche Filterordnungen, genutzte 
Bandbreiten und geforderte Dispersionswerte sind die Ergebnisse der Iteration von 
unterschiedlicher Qualität. Aus diesem Grund ist eine Untersuchung der Filtereigenschaften 
erforderlich, um eine allgemeingültige Lösung für den Filterentwurf zu finden. 
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4.4 Eigenschaften von DLF zur Dispersionskompensation 
Die Filterkoeffizienten eines nicht-rekursiven DLF zur Dispersionskompensation mit einer 
geraden Symmetrie des Dispersionsverlaufs zur Periodenmitte sind immer symmetrisch zum 
mittleren Koeffizienten. Die Übertragungsfunktion weist also folgende Form auf 
( ) ( )/ 2
/ 2 1
( )
/ 2
0
2N
N
n N n
F N n
n
H z b z b z z N−
−
− − −
=
= + + ∈∑ . (4.13) 
Die Begründung für diese Symmetrie ist durch die Eigenschaften der Fourier-Transformation 
gegeben. Betrachtet man die FT, erhält man aus dem komplex-konjugierten von (3.3) mit 
negiertem n 
[ ] ( )* *1
2
j j nx n X e e d n
π
ππ
Ω Ω
−
− = Ω ∈∫  (4.14) 
und aus dem komplex-konjugierten von (3.1) mit negiertem Ω 
( ) [ ]* *j
n
X e x n e
∞
− Ω − Ω
−∞
= ∑ j n . (4.15) 
Somit gilt  
[ ] ( )* * jx n X e− Ω⎯⎯→←⎯⎯-1FF  (4.16) 
und 
[ ] (* j )*x n X e Ω⎯⎯→− ←⎯⎯-1FF . (4.17) 
Sowohl der Amplituden-, als auch der Phasengang der Wunsch-Übertragungsfunktion weisen 
einen geraden Verlauf auf, daher gilt weiterhin 
( ) (jd dH e H eΩ = )j− Ω . (4.18) 
Mit den Eigenschaften der FT nach (4.16) und (4.17) ergibt sich hieraus für die gewünschte 
Impulsantwort hd des Filters 
[ ] [ ]d dh n h n n= − ∈Z . (4.19) 
Die gerade Symmetrie der Übertragungsfunktion resultiert also in einer geraden Symmetrie 
der Impulsantwort, wobei eine zeitliche Verschiebung nach (4.10) berücksichtigt werden 
muss, um die Filterkoeffizienten eines nicht-rekursiven, kausalen Filters zu erhalten.  
Durch Zerlegung von (4.13) in die Nullstellenform nach (3.39) erhält man 
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( ) ( )
/ 2
1 1
00
1 0
11 1
N
F k
k k
H z b z z z N
z
− −
=
⎛ ⎞
= − − ∈⎜ ⎟
⎝ ⎠
∏ 2 . (4.20) 
Die Übertragungsfunktion besteht also aus N/2 Nullstellen und ihren Inversen 
(Nullstellenpaare).  
4.5 Nullstellenpaare 
Jede Nullstelle eines FIR-Filters leistet einen Anteil zum Phasengang (3.43), zur 
Gruppenlaufzeit (3.44) und zur Dispersion (3.45). In Abbildung 7 wird der Dispersionsverlauf 
eines Nullstellenpaars mit den Anteilen einer Nullstelle und ihrer Inversen dargestellt. Es ist 
zu erkennen, dass sich die beiden Nullstellen im Dispersionsverlauf durch Spiegelung an der 
Periodenmitte unterscheiden.  
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Abbildung 7: Dispersion eines Nullstellenpaars zerlegt in die Anteile der Nullstellen 
Gleichung (4.21) beschreibt die Übertragungsfunktion eines Nullstellenpaars (N = 2) nach 
(4.13) in Abhängigkeit des Filterkoeffizienten b1, wobei b0 auf 1 normiert wurde. 
( ) 111FH z b z z 2− −= + + . (4.21) 
Um das Übertragungsverhalten in Abhängigkeit des Filterkoeffizienten b1 bestimmen zu 
können, wird dieser nach Betrag und Phase zerlegt 
1
1 1
jb B e β=  (4.22) 
und z durch ejΩ ersetzt. Damit lassen sich der Amplitudengang  
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( ) ( )21 1 14 cos cos 4cosjFH e B B βΩ = + Ω + Ω2 , (4.23) 
 der Phasengang durch Bildung des Arguments  
( ) ( ) ( )( ) ( )
1 1 1
1 1 1
sin cos - cos sin -sin 2
arctan
1 cos cos sin sin cos 2
j
F
B
e
B
β β
ϕ
β β
Ω ⎛ ⎞Ω Ω Ω= ⎜ ⎟⎜ ⎟+ Ω + Ω +⎝ ⎠Ω
, (4.24) 
sowie die normierte Gruppenlaufzeit und die normierte Dispersion1) nach (3.30) und (3.31) 
aus (4.21) berechnen. 
( ) ( )
1 1
2
1 1
2 sin sin1
4 cos cos 4cos
j
N
Be 2
1B B
βτ
β
Ω Ω= −
Ω + Ω +
 (4.25) 
( )
( ) ( )( )
( )
3 2
1 1 1 1 1
22 2
1 1 1
4 sin 4cos 8 cos 4 cos
4cos ( ) 4 cos cos
j
N
B B
D e
B B
Bπ β β
β
Ω
Ω − + Ω −
=
Ω + Ω +
 (4.26) 
Aus dem Zusammenhang zwischen dem Filterkoeffizienten und der Dispersion werden in den 
nächsten Schritten die genutzte Bandbreite und die Obergrenze der Dispersion hergeleitet. 
4.5.1 Genutzte Bandbreite 
Die genutzte Bandbreite kann als der Abstand der Nulldurchgänge im Dispersionsverlauf 
definiert werden. Aufgrund der Symmetrie zur Mitte der Filterperiode gilt 
( )1 2 0NRBWU Dν= − = , (4.27) 
wobei ν (DN = 0) den Nulldurchgang im Intervall 0 < ν < 1/2 bezeichnet. Dieser kann 
bestimmt werden, indem (4.26) zu Null gesetzt und mit Ω = 2πν zur normierten Frequenz 
aufgelöst wird. Insgesamt ergeben sich hierfür drei mögliche Lösungsfunktionen. Zwei davon 
führen zu imaginären bzw. komplexen Lösungen für die normierte Frequenz, was in der 
Realität nicht auftreten kann. Die dritte Lösungsfunktion  
( ) ( ) ( )( )( )1/3 2 1/311 10 arccos 3 1 24 3 3 12 12ND j q B jν π
−⎛ ⎞= = − − + + −⎜ ⎟
⎝ ⎠
q  (4.28) 
mit ( )2 2 4 61 1 1 1 1 1108 cos 3 1296cos ( ) -576 - 72 -3 -1536q B B B Bβ β= +  
                                                 
1) In den folgenden Abbildungen werden nur Dispersionsverläufe mit positiven Werten innerhalb der genutzten 
Bandbreite betrachtet. Die gewonnenen Erkenntnisse gelten aber genauso für Filter mit negativen 
Dispersionswerten innerhalb der genutzten Bandbreite. 
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liefert unter bestimmten Randbedingungen reelle Werte (Randbedingungen folgen in 
Abschnitt 4.5.3) und wird im Weiteren als Lösungsfunktion für den Nulldurchgang der 
normierten Frequenz verwendet. Die genutzte Bandbreite lässt sich hieraus nach (4.27) 
bestimmen. 
( ) ( )( )( )1/3 2 1/311 11 arccos 3 1 24 3 3 112RBWU j q B j qπ
−⎛ ⎞= − − − + + −⎜ ⎟
⎝ ⎠
 (4.29) 
Zwar ist die genutzte Bandbreite sowohl von der Amplitude als auch von der Phase des 
Filterkoeffizienten abhängig, anhand der Phase lassen sich jedoch drei prinzipielle Fälle 
unterscheiden. 
1
1
1
0< < /2 0 50%
/2 50%
/2< < 50% 100%
RBWU
RBWU
RBWU
β π
β π
π β π
⇒ < <
= ⇒ =
⇒ < <
 (4.30) 
In Abbildung 8 werden diese drei Fälle für den Amplitudengang und den Dispersionsverlauf 
eines Nullstellenpaars dargestellt, wobei die oberen beiden Diagramme sich auf eine genutzte 
Bandbreite von weniger als 50%, die mittleren beiden Diagramme sich auf eine genutzte 
Bandbreite von 50% und die unteren beiden Diagramme sich auf eine genutzte Bandbreite 
von mehr als 50% beziehen. Die Phase des Filterkoeffizienten wurde für die drei Fälle (von 
oben nach unten) zu 3/4, π/2 und 2,8 gewählt. In allen Darstellungen ist der Betrag des 
Filterkoeffizienten als Parameter aufgetragen und liegt im Bereich von 3/4 < BB1 < 8. 
Der Amplitudengang wurde für alle Verläufe so normiert, dass die Maxima der 
Kurvenscharen bei 0 dB liegen. Bei weniger als 50% genutzter Bandbreite befindet sich das 
Maximum allerdings nicht in der Periodenmitte (Der mittlere Term aus (4.23) leistet in 
diesem Bereich einen negativen Beitrag zum Amplitudengang.). 
Der Fall mit 50% genutzter Bandbreite tritt nur auf, wenn β1 = π/2 ist. Daher wird der 
Dispersionsverlauf in diesem Fall ausschließlich durch den Betrag des Filterkoeffizienten 
bestimmt. 
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Abbildung 8: Amplitudengang und Dispersionsverlauf eines Nullstellenpaars mit genutzter 
Bandbreite <50% (oben), 50% (Mitte) und >50% (unten). Der Betrag des 
Filterkoeffizienten wird als Parameter dargestellt. 
4.5.2 Mittendispersion 
Der Betrag der Dispersion in der Mitte der Periode DNc bestimmt in allen Fällen das 
Vorzeichen der Dispersion innerhalb der genutzten Bandbreite und ist auf einen Maximalwert 
begrenzt (Beweis folgt). Für konstante Dispersion innerhalb der genutzten Bandbreite ist 
44 
4.5 Nullstellenpaare 
 
 
dieser Wert also ausschlaggebend. Er wird im Weiteren als Mittendispersion bezeichnet. Mit 
Ω = π lässt sich die Mittendispersion aus (4.26) berechnen 
( ) 1 1 2
1 1
4 sin( )
4 4 cos( )Nc N
BD D
1B B
π βπ
β
= Ω = =
− +
. (4.31) 
Das Vorzeichen der Phase des Filterkoeffizienten entspricht demnach dem der Dispersion. 
Bei positiver Phase des Filterkoeffizienten hat das Filter also positive Dispersion und 
umgekehrt.  
1
1
0 0
0 0
Nc
Nc
D
D
β π
π β
< < ⇒ <
− < < ⇒ <
 (4.32) 
Die wesentlichen Eigenschaften eines Nullstellenpaars werden in Tabelle 2 zusammengefasst. 
Genutzte Bandbreite  
<50% 50% >50% 
Phase 
Filterkoeffizient 1
0 / 2β π< <  π/2 1/ 2π β π< <  
Amplitude in der 
Mitte der Periode < Maximum Maximum Maximum 
Dispersion  Abhängig von BB1und β1
Nur von BB1 abhängig 
Abhängig von BB1
und β1
Genutzte 
Bandbreite 
Abhängig von BB1 
und β1
Unabhängig von BB1
Abhängig von BB1 
und β1
Tabelle 2: Eigenschaften eines Nullstellenpaars 
4.5.3 Randbedingungen 
Durch Auflösen von (4.29) zur Phase des Filterkoeffizienten, erhält man 1)
( )( ) ( )2 21
1
1
4cos 8 cos
arccos
4
B RBWU RBWU
B
π π
β
− +
= ± . (4.33) 
Eingesetzt in (4.31) kann die Mittendispersion in Abhängigkeit des Betrags des 
Filterkoeffizienten und der genutzten Bandbreite berechnet werden. 
                                                 
1) Das aus dem Arcus-Kosinus resultierende Vorzeichen des Winkels ist nicht eindeutig definiert. Für den Fall, 
dass sowohl die positive als auch die negative Lösung relevant sind, ist dies durch ±arccos(x) gekennzeichnet, 
ansonsten gilt nur das jeweilige Vorzeichen. Gleiches gilt für Quadratwurzeln. 
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( )( ) ( )
( )( ) ( )
22 2 2 2
1 1
2 2 2
1 1
16 4cos 8 cos
4 4cos 8 cosNc
B B RBWU RBWU
D
B B RBWU RBWU
π π
π
π π
± − − +
=
+ − − +
 (4.34) 
Abbildung 9 stellt den Zusammenhang zwischen dem Betrag der Mittendispersion und dem 
Betrag des Filterkoeffizienten mit der genutzten Bandbreite als Parameter dar. Man erkennt, 
dass die Mittendispersion begrenzt ist und in Abhängigkeit der genutzten Bandbreite bei 
unterschiedlichen Werten des Betrags des Filterkoeffizienten ihr Maximum erreicht. 
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Abbildung 9: Mittendispersion in Abhängigkeit des Betrags des Filterkoeffizienten mit der 
genutzten Bandbreite als Parameter 
Die Abhängigkeit des Betrags des Filterkoeffizienten vom Maximum des Betrags der 
Mittendispersion max|DNc| kann durch Ableiten von (4.34) zum Betrag des 
Filterkoeffizienten, anschließendem zu Null setzen und Auflösen zum Betrag des 
Filterkoeffizienten bestimmt werden. 
( )
4 3
1 2
cos 2cos 2max 2
cos 2cos 2Nc
u uB D
u u
+
=
+ +
+  (4.35) 
mit  
u RBWUπ=  
Die Phase des Filterkoeffizienten für maximalen Betrag der Mittendispersion lässt sich mit 
(4.33) und (4.35) in Abhängigkeit der genutzten Bandbreite berechnen. 
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( )
( )( )
2
1 2 4
3cos 2cosmax arccos
cos 2cos 2 cos 2cos 2
Nc
u uD
u u u u
β += ±
3+ + + +
 (4.36) 
Durch Einsetzen von (4.35) in (4.34) ergibt sich der Zusammenhang zwischen dem Maximum 
des Betrags der Mittendispersion und der genutzten Bandbreite. 
( )( )
1 cosmax 2
1 cos 2 cosNc
uD
u u
π +=
− +
 (4.37) 
Dieser Zusammenhang repräsentiert die Randbedingungen für Gleichung (4.28). Der 
Nulldurchgang des Dispersionsverlaufs ist reell, solange der Betrag und die Phase des 
Filterkoeffizienten so gewählt werden, dass das Maximum des Betrags der Mittendispersion 
für eine bestimmte genutzte Bandbreite nicht überschritten wird bzw. der Betrag des 
Filterkoeffizienten zwischen den Nulldurchgängen von (4.34) liegt. 
Der Dispersionsverlauf beim Maximum der Mittendispersion wird für unterschiedlich 
genutzte Bandbreiten in Abbildung 10 dargestellt. Man erkennt, dass die Dispersion innerhalb 
der genutzten Bandbreite nur näherungsweise konstant ist und die Maxima über die 
Mittendispersion hinaus ragen. 
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Abbildung 10: Dispersionsverlauf beim Maximum der Mittendispersion für unterschiedlich 
genutzte Bandbreiten 
Bei Beträgen des Filterkoeffizienten kleiner als der Wert beim Maximum des Betrags der 
Mittendispersion (BB1 < B1B (max|DNc|)) nimmt dieser Effekt noch zu. Ist der Betrag des 
Filterkoeffizienten hingegen größer als sein Wert beim Maximum des Betrags der 
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Mittendispersion (BB1 > B1B (max|DNc|)), reduziert sich die Höhe der Maxima innerhalb der 
genutzten Bandbreite, bis das Maximum in der Mitte der Filterperiode liegt. Aus diesem 
Grund gilt per Definition, dass der Dispersionsverlauf innerhalb der genutzten Bandbreite als 
konstant angesehen wird, solange der Betrag des Filterkoeffizienten größer ist, als sein Wert 
bei dem Maximum des Betrags der Mittendispersion (BB1 > B1B (max|DNc|)). 
( ) ( ) ( ) (1 1 maxkonstant 1 1NcjN B B DD e RBWU RBWUπ πΩ ≥≡ − ≤ Ω ≤ )+  (4.38) 
In Bezug auf Abbildung 9 ist die Dispersion des Filters innerhalb der genutzten Bandbreite 
also konstant, wenn der Betrag des Filterkoeffizienten zwischen dem Maximum des Betrags 
der Mittendispersion und dem rechtseitigen Nulldurchgang liegt. In diesem Bereich ist die 
Abhängigkeit von der Amplitude des Filterkoeffizienten annähernd linear. Wird das Filter 
linksseitig des Maximums betrieben, ist der Dispersionsverlauf per Definition nicht mehr 
konstant. Dieser Bereich wird in Filtern genutzt, die aus mehreren Nullstellenpaaren bestehen 
(Abschnitt 4.3). 
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Abbildung 11: Gruppenlaufzeitripple eines Nullstellenpaars bei maximaler Mittendispersion 
bezogen auf 50% der Periode um die Periodenmitte mit der genutzten Bandbreite 
als Parameter 
In der Abbildung 11 ist der normierte Ripple der Gruppenlaufzeit eines Nullstellenpaars bei 
maximaler Mittendispersion für unterschiedlich genutzte Bandbreiten dargestellt. Der Ripple 
liegt innerhalb von 50% der Periode um die Periodenmitte im Wesentlichen deutlich unter 
± 0,1. 
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4.5.4 Analytischer Entwurf eines Nullstellenpaars 
Die Gleichungen (4.35) und (4.36) stellen eine spezielle Lösung zur Berechnung des 
Filterkoeffizienten bei maximal erzielbarer Mittendispersion in Abhängigkeit der genutzten 
Bandbreite dar. Eine allgemeingültige Lösung für die Berechnung der Filterkoeffizienten lässt 
sich finden, indem das Gleichungssystem bestehend aus (4.27) und (4.31) zum Betrag und zur 
Phase des Filterkoeffizienten aufgelöst wird. 
In Abbildung 12 ist die graphische Repräsentation der Lösung des Gleichungssystems 
abgebildet, die symbolische Form ist als Maple-Skripts im Anhang A zu finden. Das obere 
Diagramm stellt den Zusammenhang zwischen dem Betrag des Filterkoeffizienten und dem 
Betrag der Mittendispersion mit der genutzten Bandbreite als Parameter dar. In dem unteren 
Diagramm ist die zugehörige Phase des Filterkoeffizienten abgebildet. Die gepunktet 
eingezeichneten Linien beschreiben den Verlauf des Filterkoeffizienten für das Maximum des 
Betrags der Mittendispersion (nach (4.35) bis (4.37)). In der Darstellung der Amplitude des 
Filterkoeffizienten sind für einen konstanten Dispersionsverlauf nach (4.38) nur die Lösungen 
oberhalb dieser Line interessant, da hierfür konstante Dispersion innerhalb der genutzten 
Bandbreite erzielt wird. Die gestrichelt eingezeichneten Verläufe unterhalb entsprechen den 
Lösungen mit nicht konstanter Dispersion. Die zugehörigen Verläufe der Phase des 
Filterkoeffizienten werden in der Darstellung ebenfalls gestrichelt eingezeichnet. 
Aus der Abbildung 12 bzw. den zugehörigen Gleichungen können also durch Vorgabe der 
Dispersion (Mittendispersion) und der genutzten Bandbreite direkt der Betrag und die Phase 
des Filterkoeffizienten b1 eines Nullstellenpaars bestimmt werden. 
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Abbildung 12: Betrag (a) und Phase (b) des Filterkoeffizienten eines Nullstellenpaars in 
Abhängigkeit der Mittendispersion und der genutzten Bandbreite 
4.6 Filter höherer Ordnung 
 
 
4.6 Filter höherer Ordnung 
Die Untersuchung des iterativen Filterentwurfs (Abschnitt 4.3) für verschiedene 
Filterordnungen mit unterschiedlich genutzten Bandbreiten und Dispersionswerten lässt 
darauf schließen, dass sich nicht-rekursive DLF höherer Ordnung durch Reihenentwicklungen 
aus Nullstellen(-paaren) beschreiben lassen.  
Als Voraussetzung hierfür müssen geeignete orthogonale Aufbaufunktionen gefunden 
werden. Da die Dispersion eines nicht-rekursiven DLF durch die Beiträge seiner Nullstellen 
bestimmt wird, ist es sinnvoll, die Dispersionsfunktionen der Nullstellen als 
Aufbaufunktionen einer Reihenentwicklung zu verwenden. In den folgenden Abschnitten 
werden hierzu zunächst der Einfluss der Position der Nullstellen in der z-Ebene sowie die 
Eigenschaften einzelner Nullstellen diskutiert. 
4.6.1 Einfluss der Position der Nullstellen 
In Abbildung 13b wird das Ergebnis des iterativen Filterentwurfs eines FIR-Filters sechster 
Ordnung mit einer genutzten Bandbreite von 50% und annähernd konstanter Dispersion im 
Zentrum der Periode dargestellt. 
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Abbildung 13: Zerlegung der Dispersion eines FIR-Filters sechster Ordnung in die Anteile der 
Nullstellen innerhalb und außerhalb des Einheitskreises 
(a) Pol-Nullstellen-Diagramm 
(b) Dispersionsverlauf 
Durch Zerlegung dieses Dispersionsverlaufs in die Anteile der Nullstellen innerhalb und 
außerhalb des Einheitskreises der z-Ebene entstehen zwei Funktionen, die an der 
Periodenmitte zueinander gespiegelt sind. Dies ist auf die Beziehung der Nullstellen nach 
(4.20) zurück zu führen  
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( )
( )
0 1
0
1
N k
k
ρ
ρ
00 1
1 / 2,
kN k
k N k
ψ ψ+ −
≤ ≤ ∈
= −
. (4.39) 
Die Nullstellen aus Abbildung 13, die innerha
einen Dispersionsverlauf, der einer Sägezahnfunktion mit negativer Steigung ähnelt. 
rläufen anhand 
kann ebenso wie ein rechteckförmiger 
en nicht-
+ − =
lb des Einheitskreises liegen, erzeugen dabei 
Dementsprechend erzeugen die Nullstellen außerhalb des Einheitskreises einen 
Dispersionsverlauf, der einer Sägezahnfunktion mit positiver Steigung ähnelt. 
Da sich diese beiden Verläufe zu einem rechteckförmigen Verlauf ergänzen, wird zunächst 
der Zusammenhang zwischen rechteck- und sägezahnförmigen Dispersionsve
von Fourier-Reihenentwicklungen diskutiert. 
4.6.1.1 Fourier-Reihen rechteck- und sägezahnförmiger Dispersionsverläufe 
Ein sägezahnförmiger Dispersionsverlauf 
Dispersionsverlauf (4.5) in eine Fourier-Reihe entwickelt werden. Für ein
verschobenen Sägezahnverlauf kann hierzu innerhalb einer Periode eine lineare Steigung mit 
dem Mittelwert Null angenommen werden. Die entsprechende Funktion lautet 
( )
2 2
NS NS
NS
D DD
π
Δ Δ
Ω = ± ⋅Ω ∓
wobei das erste Vorzeichen angibt, ob es sich um einen Sägezahn mit positiver oder negativer 
Steigung handelt und ΔDNS der 
, (4.40) 
Hub des Sägezahnverlaufs ist. Durch eine Fourier-
Reihenentwicklung [35] erhält man hieraus die periodische Funktion 
( ) ( ) ( ) ( )( ) ( )( )2 2
1
cos cos sin sinj NS
NS
k
k k k k kDD e
k
π π π π θ
π
∞
Ω
=
− Ω +Δ
= ± ∑ . (4.41) 
Der Term Ω ist in dem Ausdruck durch Ω + θ ersetzt worden, was eine Verschiebung der 
Funktion im Spektrum um θ ermöglicht (Abbildung 14). 
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Abbildung 14: Fourier-Reihenentwicklung fünfter Ordnung eines Sägezahnverlaufs nach (4.41) 
mit ΔDNS = 1 und θ = -60° 
Um aus zwei Sägezahnverläufen einen Rechteckverlauf zu realisieren, muss der eine 
Sägezahnverlauf eine positive und der andere Sägezahnverlauf eine negative Steigung 
besitzen. Zusätzlich müssen sie gegeneinander im Spektrum verschoben sein, dies führt zu 
( )
( ) ( ) ( )( ) ( )( )
( ) ( ) ( )( ) ( )( )
2
2
1
2
cos cos sin sin
cos cos sin sin
j NS
Nr
k
k k k k k
D kD e
k k k k k
k
π π π π θ
π π π π π θ
∞
Ω
=
⎛ ⎞− Ω +
⎜ ⎟Δ ⎜ ⎟= ±
⎜ ⎟− Ω
⎜ ⎟−
⎝ ⎠
∑
−
. (4.42) 
Durch Gleichsetzen der Fourier-Reihenentwicklung für einen rechteckförmigen 
Dispersionsverlauf (4.5) mit (4.42) erhält man den Zusammenhang zwischen der gewünschten 
Dispersion DNd und dem Hub der Dispersion des Sägezahnverlaufs ΔDNS sowie zwischen der 
genutzten Bandbreite und der Verschiebung θ. 
1
Nd
NS
DD
RBWU
Δ =
−
 (4.43) 
(1 )RBWUθ π= −  (4.44) 
Hieraus lässt sich schlussfolgern, dass sich ein rechteckförmiger Dispersionsverlauf aus einer 
Reihenentwicklung eines sägezahnförmigen Dispersionsverlaufs in Abhängigkeit der 
Amplituden und Phasen der Nullstellen eines DLF synthetisieren lässt. Die gewünschte 
Dispersion des zu realisierenden rechteckigen Dispersionsverlaufs muss dabei durch den Hub 
des sägezahnförmigen Dispersionsverlaufs berücksichtigt werden. Die genutzte Bandbreite 
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des rechteckigen Verlaufs kann unabhängig von der Reihenentwicklung durch die 
Verschiebung der beiden sägezahnförmigen Verläufe zueinander festgelegt werden. Die 
sägezahnförmigen Dispersionsverläufe selbst können darüber hinaus zur Kompensation des 
Anstiegs der Dispersion verwendet werden. 
4.6.2 Eigenschaften von Nullstellen 
Die Dispersion der k-ten Nullstelle DN0,k eines DLF lässt sich nach (3.45) durch  
( )( )
( )
( )( ) ( )
2
0 0 0
0, 2
0 0 0
2 3
0 0 0 0
2 sin 1
1- 4 cos 4
2 cos 2 - 4 cos
k k k
N k
k k k
k k k k
D
πρ ψ ρ
ρ ψ ρ
ρ ψ ρ ψ
Ω − −
=
⎛ ⎞Ω − +
⎜ ⎟
⎜ ⎟+ Ω − Ω − +⎝ ⎠
4
0kρ
 (4.45) 
beschreiben. Typisch für den Dispersionsverlauf einer Nullstelle in Abhängigkeit der 
Frequenz sind zwei Extremwerte mit gleichem Betrag aber entgegengesetztem Vorzeichen, 
wobei der Nulldurchgang dazwischen immer mittig liegt (Abbildung 4b). Die Position des 
Nulldurchgangs lässt sich durch Auflösen von (4.45) berechnen. Demnach ist die Position des 
Nulldurchgangs im Dispersionsverlauf direkt von der Phase der Nullstelle abhängig. 
( )0, 00N k kD ψΩ = =  (4.46) 
Die Position des Nulldurchgangs hat dabei keinen Einfluss auf die Form der Verläufe 
(Abbildung 15) sondern verursacht lediglich eine Verschiebung innerhalb der Periode. Eine 
Verschiebung um eine halbe Filterperiode wird dabei durch eine Phase von 180° erzeugt. Eine 
Veränderung des Vorzeichens der Phase erzeugt einen an der Periodenmitte gespiegelten 
Verlauf mit entgegengesetztem Vorzeichen. 
Der zweite charakteristische Parameter einer Nullstelle ist das Maximum des Betrags der 
Dispersion max|DN0,k|. Um diesen Wert zu bestimmen, muss (4.45) zur normierten 
Kreisfrequenz abgeleitet, zu Null gesetzt und zur normierten Kreisfrequenz aufgelöst werden. 
So erhält man die Position innerhalb des Spektrums Ω(max|DN0,k|), bei der der Extremwert des 
Dispersionsverlaufs in Abhängigkeit des Betrags und der Phase der Nullstelle auftritt 
( )
2 4 2
0 0 0
0, 0
0
- -1 34
max arccos
4
k k k
N k k
k
D
ρ ρ ρ
ψ
ρ
1+ + +
Ω = ± , (4.47) 
wobei die Lösung mit positivem Vorzeichen vor dem Arkus-Kosinus-Term rechtseitig des 
Nulldurchgangs und die mit negativen Vorzeichen linksseitig des Nulldurchgangs liegt. 
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Durch erneutes Einsetzen in (4.45) ergibt sich der Zusammenhang zwischen dem Maximum 
des Betrags der Dispersion und dem Betrag der Nullstelle 
( )
( )( )
( )
2 4
0 02
0, 0 2
0 0
2 1 10
max 1
3 5 3 26 5
k k
N k k
k k
s s
D
s s
ρ ρ
π ρ
ρ ρ
− + − −
= −
− + − − 4
 (4.48) 
mit 4 20 034 1k ks ρ ρ= + + . 
Das Maximum des Betrags der Dispersion ist damit ausschließlich vom Betrag der Nullstelle 
abhängig.  
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Abbildung 15: Verlauf der Dispersion von einzelnen Nullstellen mit konstantem Betrag der 
Nullstellen (ρ0k = 1/2) und der Phase der Nullstellen als Parameter 
Mit diesen Zusammenhängen ist es möglich, über die Phasen der Nullstellen die 
Nulldurchgänge der Dispersion der Nullstellen zu positionieren und über den Betrag der 
Nullstelle die Höhe der Dispersion der Nullstellen zu bestimmen. 
4.6.3 Orthogonalität 
Reihenentwicklungen aus beliebigen Aufbaufunktionen setzen voraus, dass die 
Aufbaufunktionen zueinander orthogonal sind. Die Orthogonalität zwischen periodischen 
Funktionen ist nach [35] unter folgender Bedingung erfüllt 
( ) ( )
2
1 2
0
0 j jg e g e d
π
Ω Ω= ⋅∫ ⋅ Ω , (4.49) 
wobei g1 und g2 beliebige Funktionen mit einer Periodizität von 2π sind. 
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Werden die Dispersionsfunktionen der Nullstellen eines DLF als Aufbaufunktionen 
verwendet, lässt sich dementsprechend mit (4.45) folgende Orthogonalitätsbedingung 
definieren  
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0, 0 0 0, 0 0
0
0 , , , , , ,j jN k k k N m m mD e D e d k m k
π
ρ ψ ρ ψΩ Ω= ⋅ ⋅ Ω ∈∫ . (4.50) 
Aufgrund der komplizierten gebrochen-rationalen Aufbaufunktionen konnte zwischen diesen 
analytisch keine Orthogonalität nachgewiesen werden. Auch konnte kein analytischer 
Zusammenhang zwischen den Variablen der Aufbaufunktionen (ρ0k, ρ0m, ψ0k und ψ0m) 
gefunden werden, unter dem die Orthogonalitätsbedingung erfüllt wird. Numerische 
Berechnungen zeigen aber, dass Orthogonalität zwischen den Aufbaufunktionen der 
Nullstellen k und m besteht, wenn die Differenz der Phasen ψ0k -ψ0m im Bereich zwischen 0° 
und 90° liegt (Abbildung 16).  
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Abbildung 16: Randbedingung für die Orthogonalität zwischen den Dispersionsverläufen zweier 
Nullstellen 
Durch das Festlegen der Differenz der Phasen zweier Nullstellen ist somit auch die 
Bedingung, unter der Orthogonalität zwischen den beiden zugehörigen Aufbaufunktionen 
auftritt, festgelegt. Existieren noch zusätzliche Nullstellen, kann zwar für jede 
Aufbaufunktion dieser zusätzlichen Nullstellen eine Bedingung gefunden werden, unter der 
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Orthogonalität zu je einer anderen Aufbaufunktion besteht. Es können aber nie alle 
Aufbaufunktionen gleichzeitig orthogonal zueinander sein. 
Eine Reihenentwicklung eines sägezahnförmigen Dispersionsverlaufs mit den 
Dispersionsverläufen der Nullstellen als Aufbaufunktion ist damit nicht möglich. Stattdessen 
werden im folgenden Abschnitt empirisch ermittelte Verteilungsfunktionen für die Amplitude 
und Phase der Nullstellen angenommen, die auf den Erfahrungen aus dem iterativen 
Filterentwurf basieren und zu näherungsweise sägezahnförmigen Dispersionsverläufen 
führen. 
4.6.4 Verteilungsfunktionen 
Bei der Wahl der Verteilungsfunktionen für die Amplituden und Phasen der Nullstellen eines 
sägezahnförmigen Dispersionsverlaufs müssen zunächst Randbedingungen berücksichtigt 
werden, die auf die Eigenschaften der Fourier-Transformation zurückzuführen sind. 
Aus der ungeraden Symmetrie eines unverschobenen (θ = 0), sägezahnförmigen 
Dispersionsverlaufs nach (4.41) und der daraus resultierenden ungeraden Symmetrie des 
Phasengangs ergibt sich folgende Bedingung für die Übertragungsfunktion des Filters 
( ) ( )*jF FH e H eΩ = j− Ω . (4.51) 
Mit den Eigenschaften der Fourier-Transformation nach (4.16) und (4.17) resultiert daraus 
folgende Impulsantwort des Filters 
[ ] [ ]*F Fh n h n= , (4.52) 
was bedeutet, dass die Impulsantwort reellwertig sein muss (Die Filterkoeffizienten eines 
kausalen Filters lassen sich nach (4.10) berechnen.). In der Nullstellenform der 
Übertragungsfunktion treten durch die reellen Filterkoeffizienten je zwei Nullstellen mit dem 
gleichen Betrag aber entgegensetztem Vorzeichen der Phase auf.  
( )
( )
00 / 2 1
00 / 2 1
1 / 4 für 2  gerade
,  
1 / 4 1 2 für 2  ungerade
kN k
kN k
k N N
k
k N N
ρ ρ
ψ ψ
+ −
+ −
= ≤ ≤⎧
∈⎨= − ≤ ≤ −⎩
 (4.53) 
Im Weiteren müssen nun Verteilungsfunktionen für die bisher unbestimmten Amplituden und 
Phasen der Nullstellen definiert werden. Die in dieser Arbeit verwendeten 
Verteilungsfunktionen stützen sich dabei auf die Erfahrungen aus dem iterativen Filterentwurf 
(Abschnitt 4.3) und führen zu folgenden Zusammenhängen  
57 
4 Dispersionskompensation mit Delay-Line-Filtern 
 
 
0
1 1 2 1 4 1 2
2 1
1 03 2 4 1 2 2
2 1
k
k k N
N k
C
Ck N k N
N
ρ
⎧ + ≤ ≤ +⎪ + ∈⎪= ⋅ ⎨ 1≤ ≤⎪− + + < ≤
⎪ +⎩
, (4.54) 
0 1 2,  2 1 2k
k k N
N
kψ ψψ Δ Δ= − ≤ ≤
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∈ , (4.55) 
wobei die Konstante C ein Proportionalitätsfaktor ist, der den Hub des sägezahnförmigen 
Dispersionsverlaufs bestimmt. Ähnlich wie bei der Wahl ganzzahliger Vielfacher einer 
Grundfrequenz bei der Fourier-Reihenentwicklung sind die Phasen der Nullstellen so verteilt, 
dass deren Nulldurchgänge im Dispersionsverlauf in äquidistanten Abständen liegen, wobei 
der Term Δψ den Bereich innerhalb einer Filterperiode angibt, in dem die Nullstellen 
äquidistant verteilt sind (Abbildung 17). Eine Verteilung der Nulldurchgänge über die 
gesamte Periode ist dabei nicht sinnvoll, da im Bereich der Periodenmitte generell gute 
Linearität im Dispersionsverlauf erzielt wird.  
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Abbildung 17: Verteilung der Amplituden (a) und der Phasen (b) der Nullstellen (In den 
schraffierten Flächen haben die Verläufe keine Gültigkeit, da gilt 1 ≤ k ≤ N/2.) 
In Abbildung 18 wird die Reihenentwicklung eines sägezahnförmigen Dispersionsverlaufs 
aus fünf Nullstellen dargestellt. Mit den Verteilungen für die Amplituden und für die Phasen 
der Nullstellen nach (4.54) und (4.55) entsteht ein annähernd linearer Verlauf um die 
Periodenmitte. Damit hieraus ein rechteckförmiger Verlauf wird, der zur Kompensation der 
chromatischen Dispersion einer Übertragungsstrecke geeignet ist, müssen die Nullstellen 
außerhalb des Einheitskreises gemäß (4.39) ergänzt werden. Anschließend müssen die beiden 
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zur Periodenmitte symmetrischen Sägezahnverläufe entsprechend der gewünschten genutzten 
Bandbreite nach (4.44) gegeneinander verschoben werden. 
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Abbildung 18: Quais-analytischer Filterentwurf eines Sägezahnverlaufs aus fünf Nullstellen mit 
Δψ = 90° und C = 0,35 
(a) Dispersionsverlauf aller Nullstellen in Summe 
(b) Dispersionsverlauf der einzelnen Nullstellen  
Diese Art des Filterentwurfs stützt sich auf zwei Überlegungen, die zwingend eingehalten 
werden müssen, um symmetrische, rechteckförmige Dispersionsverläufe zu erzielen. Zum 
einen müssen die Nullstellen innerhalb und außerhalb des Einheitskreises nach (4.39) bzw. 
(4.20) invers zueinander sein. Zum anderen müssen je zwei Nullstellen eines unverschobenen 
Sägezahnverlaufs nach (4.53) den gleichen Betrag aber das entgegengesetzte Vorzeichen der 
Phase aufweisen. 
Da die Verteilungsfunktionen für die Amplituden und Phasen der Nullstellen ((4.54) und 
(4.55)) empirisch ermittelt sind, ist es durchaus denkbar, dass andere Verteilungsfunktionen 
zu besseren Ergebnissen führen. In dem folgenden Abschnitt wird allerdings gezeigt, dass 
durch eine äquidistante Verteilung der Phasen der Nullstellen im Bereich zwischen -45° und 
+45° annähernd sägezahn- bzw. rechteckförmige Dispersionsverläufe erzielt werden können. 
Da sich keine mathematische Begründung für die verwendeten Verteilungen finden ließ, wird 
dieses Entwurfsverfahren als quasi-analytisches Verfahren bezeichnet. 
4.6.5 Vergleich der Entwurfsverfahren 
In diesem Abschnitt werden die Ergebnisse des quasi-analytischen Filterentwurfs mit denen 
des iterativen Filterentwurfs nach Abschnitt 4.3 verglichen. Dazu werden Filter mit genutzten 
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Bandbreiten von 50%, 60% und 70% untersucht und der Ripple der normierten 
Gruppenlaufzeit (Abschnitt 4.2) innerhalb der genutzten Bandbreite bewertet. 
Im Anhang C werden hierzu die Filterentwürfe für ein Filter sechster und für ein Filter 
zehnter Ordnung mit 50% genutzter Bandbreite dargestellt. Die beiden Entwurfsverfahren 
liefern für das Filter sechster Ordnung vergleichbare Ergebnisse, wenn auch mit dem quasi-
analytischen Verfahren geringere Flankensteilheiten und höhere Ripple der Gruppenlaufzeiten 
erzielt werden. Bei dem Vergleich der Entwürfe für das Filter zehnter Ordnung sind hingegen 
deutliche Unterschiede zwischen den beiden Entwurfsverfahren zu erkennen. Das iterative 
Verfahren führt oberhalb eines bestimmten Dispersionswerts nur noch zu Verläufen mit sehr 
starken Ripplen der Gruppenlaufzeit, wohingegen die Verläufe, die mit dem quasi-
analytischen Verfahren erzielt wurden, denen des Filters sechster Ordnung sehr ähnlich sind. 
Dies deutet auf eine lineare Skalierbarkeit der Entwurfsergebnisse des quasi-analytischen 
Verfahrens in Abhängigkeit der Filterordnung hin. 
Die Gegenüberstellung aller Entwurfsparameter ist für eine große Anzahl von Filtern mit 
unterschiedlichen Filterordnungen, Dispersionswerten und genutzten Bandbreiten aufwändig 
und auch nicht sinnvoll. Aus diesem Grund werden im Weiteren nur die maximal erzielbaren 
Dispersionswerte für die verschiedenen Filterordnungen untersucht. Als Kriterium für die 
maximal erzielbare Dispersion wird das Maximum des Betrags des Mittelwerts der 
normierten Dispersion max ND  herangezogen (4.6). Als Randbedingung muss das Maximum 
des Amplitudengangs in der Mitte der Filterperiode liegen, des Weiteren darf der Ripple der 
normierten Gruppenlaufzeit den Wert von ±0,15 nicht überschreiten. 
Maximum des Betrags des Mittelwerts 
der normierten Dispersion 
Genutzte 
Bandbreite 
[%] Iteratives 
Entwurfsverfahren
Quasi-analytisches 
Entwurfsverfahren 
50 8,7 9,3 
60 7,1 6,4 
70 5,1 4,4 
Tabelle 3: Maximum des Betrags des Mittelwerts der normierten Dispersion eines FIR-Filters 
vierter Ordnung für den iterativen und für den quasi-analytischen Filterentwurf 
60 
4.6 Filter höherer Ordnung 
 
 
61 
Maximum des Betrags des Mittelwerts 
der normierten Dispersion 
Genutzte 
Bandbreite 
[%] Iteratives 
Entwurfsverfahren
Quasi-analytisches 
Entwurfsverfahren 
50 12,2 12,8 
60 6,8 8,6 
70 6,0 6,0 
Tabelle 4: Maximum des Betrags des Mittelwerts der normierten Dispersion eines FIR-Filters 
sechster Ordnung für den iterativen und für den quasi-analytischen Filterentwurf 
Maximum des Betrags des Mittelwerts 
der normierten Dispersion 
Genutzte 
Bandbreite 
[%] Iteratives 
Entwurfsverfahren
Quasi-analytisches 
Entwurfsverfahren 
50 13,5 16,4 
60 5,6 11,1 
70 5,5 7,6 
Tabelle 5: Maximum des Betrags des Mittelwerts der normierten Dispersion eines FIR-Filters 
achter Ordnung für den iterativen und für den quasi-analytischen Filterentwurf 
Maximum des Betrags des Mittelwerts 
der normierten Dispersion 
Genutzte 
Bandbreite 
[%] Iteratives 
Entwurfsverfahren
Quasi-analytisches 
Entwurfsverfahren 
50 12,3 19,3 
60 6,6 13,1 
70 4,0 8,7 
Tabelle 6: Maximum des Betrags des Mittelwerts der normierten Dispersion eines FIR-Filters 
zehnter Ordnung für den iterativen und für den quasi-analytischen Filterentwurf 
In fast allen betrachteten Fällen (Tabelle 3 - Tabelle 6) konnten mit dem quasi-analytischen 
Verfahren unter diesen Randbedingungen höhere Dispersionswerte erzielt werden als mit dem 
iterativen Verfahren. Hinzu kommt, dass die erzielbare Dispersion bei dem quasi-analytischen 
Verfahren annähernd linear mit der Filterordnung ansteigt (Abbildung 19). 
Im Gegensatz dazu führt das iterative Entwurfsverfahren häufig zu Amplitudengängen, bei 
denen die Amplitude in der Periodenmitte deutlich unterhalb des Maximums liegt bzw. zu 
Gruppenlaufzeitverläufen, bei denen der Ripple der normierten Gruppenlaufzeit den 
definierten Grenzwert überschreitet. Mit einer geeigneteren Formulierung des 
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Optimierungsproblems, z.B. durch Gewichtung der gewünschten Übertragungsfunktion, 
sollten mit dem iterativen Verfahren allerdings vergleichbare Ergebnisse wie mit dem quasi-
analytischen Verfahren erzielt werden können. 
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Abbildung 19: Maximum des Betrags des Mittelwerts der normierten Dispersion in Abhängigkeit 
der Filterordnung mit der genutzten Bandbreite als Parameter nach dem quasi-
analytischen Entwurfsverfahren 
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5 Optische Delay-Line-Filter 
In der optischen Nachrichtentechnik werden DLF mit quasi-diskreten Verzögerungszeiten in 
den Filterpfaden zur Amplitudenfilterung [37]-[39] und zur Dispersionskompensation 
(Abschnitt 2.2) verwendet. Die Einschränkung auf quasi-diskret muss getroffen werden, da 
die Verzögerungen in den Filterpfaden durch die Längen der optischen Wellenleiter realisiert 
werden (Verzögerungsleitungen). Zur Überlagerung der Signalanteile in einer zueinander 
definierten Phasenlage müssen deren Längen so genau bestimmt sein, dass die Abweichungen 
zwischen den einzelnen Filterpfaden sehr deutlich unterhalb der Wellenlänge des 
eingekoppelten Lichts liegen. Werden in der Realisierung geeignete (aktive) Methoden zum 
Erreichen dieser Längengenauigkeiten eingesetzt (Kapitel 6), besitzen diese Filter eine 
zeitdiskrete Impulsantwort und die in Kapitel 3 und 4 beschriebenen Mechanismen können 
auf optische DLF angewendet werden. 
Die in dieser Arbeit betrachteten Filter sollen im Bereich zwischen 1530 nm und 1565 nm 
(ITU C-Band nach ITU G.691) für Datenraten von ≈ 40 Gbit/s eingesetzt werden. Die 
Grundverzögerung der DLF wird so gewählt, dass die Periodizität im Frequenzbereich dem 
100 GHz Kanalabstand laut ITU G.694.1 (ITU Grid) entspricht. Alle Betrachtungen in diesem 
Kapitel beziehen sich auf diese Voraussetzungen. 
5.1 Freier Spektralbereich 
Die Periodizität der Übertragungsfunktion optischer DLF wird als freier Spektralbereich 
(engl. Free Spectral Range) bezeichnet und mit dem Formelzeichen FSR dargestellt bzw. mit 
FSR abgekürzt. Der FSR ist nach [24] als Kehrwert der Grundverzögerung definiert. 
1FSR
T
=  (5.1) 
Für einen freien Spektralbereich von 100 GHz (entsprechend dem Kanalraster des ITU-Grids) 
ist somit eine Grundverzögerung von 10 ps erforderlich. 
In nicht-rekursiven Filterstrukturen ist die Grundverzögerung durch die kürzeste 
Längendifferenz zwischen zwei Filterpfaden definiert. In rekursiven Strukturen ist die 
kürzeste Schleifenlänge ausschlaggebend, da die Längendifferenz zwischen dem kürzesten 
Pfad und der kürzesten Schleife die Grundverzögerung erzeugt. Die Längendifferenz 
63 
5 Optische Delay-Line-Filter 
 
 
zwischen zwei Schleifen spielt nur insofern eine Rolle, dass sie ein ganzzahliges Vielfaches 
der Grundverzögerung betragen muss. 
Für die Realisierung optischer DLF bedeutet das, dass nicht-rekursive Strukturen prinzipiell 
beliebige geometrische Ausdehnungen haben können und nur die Längendifferenzen 
zwischen den Filterpfaden ausschlaggebend sind. In rekursiven DLF ist hingegen die absolute 
Länge der Schleifen entscheidend. 
5.2 Grundelemente 
Delay-Line-Filter bestehen allgemein aus Signalteilern, Verzögerungsleitungen, 
Gewichtungselementen und Kombinierern. Diese Grundelemente müssen zur Realisierung 
optischer DLF als optische Komponenten verfügbar sein.  
5.2.1 Verzögerungsleitungen 
Die Grundverzögerungen von optischen DLF werden durch optische Wellenleiter realisiert, 
die als Verzögerungsleitungen bezeichnet werden. Sie bringen einen frequenzabhängigen 
Beitrag zum Phasengang Φ(ω). Dieser kann sowohl in Abhängigkeit der Verzögerungszeit 
der Leitung als auch in Abhängigkeit der Länge der Leitung ausgedrückt werden 
( ) ( ) ( )Tω ω ω β ωΦ = ⋅ = ⋅ L , (5.2) 
wobei β die frequenzabhängige Ausbreitungskonstante des verwendeten Modes beschreibt 
(Abschnitt 2.1.1.1) und L die Längendifferenz bzw. die Schleifenlänge ist, die zu der 
Grundverzögerung T führt. 
( ) ( )eff
n
T L
c
ω
ω =  (5.3) 
Allgemein wird die Grundverzögerung eines DLF als unabhängig von der Frequenz 
angenommen. Die Verzögerung eines Wellenleiters ist jedoch frequenzabhängig, da sich 
dessen effektive Brechzahl mit der Frequenz ändert. Die effektive Brechzahl und somit die 
längenbezogene Laufzeit einer Einmodenfaser ändern sich nach den Abbildung 1 zugrunde 
liegenden Berechnungen innerhalb des C-Bandes um Δneff < 5⋅10-4 bzw. um eine 
Phasenlaufzeit < 2 ps/m (Abbildung 20). Da sich die Änderungen der Phasenlaufzeiten in den 
einzelnen Filterpfaden proportional zu den Längen der Verzögerungsleitungen verhalten 
haben sie ausschließlich Einfluss auf den FSR. Unter Berücksichtigung der kurzen Längen 
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der Verzögerungsleitungen (Für einen FSR von 100 GHz beträgt die Länge der 
Verzögerungsleitung für eine Grundverzögerung ≈ 2 mm.) kann der Einfluss der Wellenlänge 
auf den FSR allerdings vernachlässigt werden. 
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Abbildung 20: Effektive Brechzahl und Laufzeit des LP01-Modes in einer 
Standard-Einmodenfaser in Abhängigkeit der Wellenlänge 
Neben dem Einfluss auf den Phasengang fügt jeder Wellenleiter Dämpfung in die Filterpfade 
ein. Die Höhe der Dämpfung hängt dabei stark vom Wellenleitertyp ab. Entscheidend ist, dass 
nur die Dämpfungen der Längen, die einen Einfluss auf den FSR haben, eine Rolle spielen. 
Alle anderen Längen bringen lediglich Anteile zur Grunddämpfung des Filters. In 
Filterrealisierungen mit Standard-Einmodenfasern liegt die kilometrische Dämpfung bei ca. 
0,2 dB/km bis 0,3 dB/km [2] und kann bei FSR-bestimmenden Längen im Millimeterbereich 
vernachlässigt werden. 
5.2.2 Amplituden-Gewichtungselemente 
Amplituden-Gewichtungselemente sollen den Amplitudenterm der Filterkoeffizienten nach 
(3.37) realisieren und einen frequenzunabhängigen Beitrag zur Amplitudengewichtung in dem 
jeweiligen Filterpfad leisten. Dabei kann ein Amplituden-Gewichtungselement fest oder 
abstimmbar ausgeführt sein. Abstimmbare Elemente ermöglichen die Realisierung adaptiver 
Filter. 
In allen Typen optischer DLF werden die Signalanteile bei der Aufteilung der 
Felder / Leistungen in die einzelnen Filterpfade in ihrer Amplitude gewichtet (siehe Abschnitt 
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5.2.4). Darüber hinaus können Amplituden-Gewichtungselemente z.B. durch 
Dämpfungsglieder oder Verstärker in den einzelnen Filterpfaden realisiert werden [40], [41]. 
Zusätzliche in die Struktur eingefügte Komponenten führen allerdings zu größeren 
geometrischen Abmessungen, die zumindest in rekursiven Strukturen den freien 
Spektralbereich auf kleine Werte beschränken. 
5.2.3 Phasen-Gewichtungselemente 
Phasen-Gewichtungselemente sollen den Phasenterm der Filterkoeffizienten nach (3.37) 
realisieren und einen frequenzunabhängigen Beitrag zur Phasengewichtung in dem jeweiligen 
Filterpfad leisten. Dabei kann ein Phasen-Gewichtungselement fest oder abstimmbar 
ausgeführt sein. Abstimmbare Elemente ermöglichen die Realisierung adaptiver Filter. 
Realisierungsformen von Phasen-Gewichtungselementen in optischen DLF verändern die 
Länge und / oder die Brechzahl der Wellenleiter, indem die Wellenleiter z.B. mechanisch 
gedehnt, erwärmt / gekühlt oder durch Anlegen eines externen Feldes beeinflusst werden. 
Dies führt zu einer Änderung der optischen Weglänge Lopt um den Anteil ΔLopt  
66 
)L( )(opt opt effL L n n L+ Δ = + Δ + Δ , (5.4) 
wobei Δn und ΔL die Brechzahländerung bzw. die Längenänderung sind, und kann nach (5.2) 
durch einen frequenzabhängigen Phasenterm beschrieben werden 
( ) ( )(effn n Lc )L
ωωΦ = + Δ + Δ . (5.5) 
Änderungen der optischen Phase im Bereich einiger Wellenlängen können bei betrachteten 
Bandbreiten von mehreren 100 GHz bis zu wenigen THz als wellenlängenunabhängig 
angesehen werden. Wird hingegen eine größere Änderung der optischen Phase erzeugt, muss 
das Gewichtungselement wie ein zusätzliches Stück Verzögerungsleitung betrachtet werden 
(Abschnitt 5.2.1). 
5.2.3.1 Einfluss von Temperaturänderungen auf Einmodenfasern 
Eine Temperaturänderung ΔT hat Einfluss auf die Brechzahl und die Länge der beeinflussten 
Einmodenfaser und bewirkt eine Änderung der optischen Weglänge ΔLopt [42]
 ( ) effopt eff
dN dLL T L N
dT dT
⎛ ⎞
Δ Δ = + Δ⎜
⎝ ⎠
T⎟ , (5.6) 
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wobei Neff die effektive Gruppenbrechzahl des ausbreitungsfähigen Modes und L die 
beeinflusste Faserlänge ist. Die Koeffizienten dNeff / dT und dL / dT sind in [42] mit 
5
7
110
K
18 10
K
effdN
dT
dL L
dT
−
−
≈
≈ ⋅ ⋅
  
angegeben.  
5.2.4 Optische Koppler 
Optische Koppler fungieren in optischen DLF als Gewichtungselemente, die das 
Übertragungsverhalten beeinflussen, und bestimmen über die Anzahl der Pfade, in die 
gekoppelt wird, die Ordnung des Filters.  
Wesentlich für die Beschreibung des Übertragungsverhaltens optischer Koppler ist die 
Aufteilung der Felder, respektive der Leistungen auf die einzelnen Pfade des Kopplers. Zur 
Beschreibung solcher Mehrtoren wird häufig die sogenannte Streuparameter-Methode 
verwendet [31]. Die Elemente der zugehörigen Streuparametermatrix S lassen sich für 
verlustbehaftete, wellenlängenabhängige Koppler nach der Coupled-Mode-Theorie (CMT) 
bestimmen. Deren vereinfachter Ansatz für Faserkoppler lautet [43]
( )
( ) ( ) ( ) ( ) ( ),k k knk k
n
k n
d g L
j g L j g L k n
dz
β λ κ λ
≠
+ = − ∑ ∈ , (5.7) 
wobei gk der Gewichtungsfaktor der Feldstärke in Abhängigkeit der Position L in der Faser k 
und κkn die Stärke der Kopplung zwischen den Pfaden k und n beschreiben. Die 
wellenlängenabhängige Ausbreitungskonstante βk bezieht sich auf den sich in Faser k 
ausbreitenden Mode. Die Stärken der Kopplungen sind neben der Wellenlänge vor allem von 
der Geometrie der Koppelzone abhängig und lassen sich über das Überlappungsintegral 
zwischen den betrachteten Fasern bestimmen [43]. 
Die Streuparametermatrix eines Kopplers kann dementsprechend durch das Auflösen des auf 
(5.7) beruhenden Differentialgleichungssystems und dem anschliessenden ins Verhältnis 
Setzen der Gewichtungsfaktoren der Feldstärken an den betrachteten Ausgangs- und 
Eingangstoren aufgestellt werden. 
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Da der Filterentwurf (Kapitel 4) unter der Randbedingung erfolgt, dass die 
Gewichtungselemente wellenlängenunabhängig sind, müssen die verwendeten Koppler beim 
Übergang von einem digitalen zu einem optischen DLF ebenfalls als wellenlängenunabhängig 
angesehen werden. Weiterhin müssen die Verluste der Koppler in der Betrachtung in 
Verluste, die gleichmäßig auf allen Pfaden eines Kopplers wirken (symmetrische Verluste), 
und in Verluste, die zu ungleichen Feldstärken in den Filterpfaden führen (unsymmetrische 
Verluste), unterteilt werden. Symmetrische Verluste haben dabei keinen Einfluss auf das 
Übertragungsverhalten eines DLF und gehen in die Gesamtdämpfung des Filters ein. 
Unsymmetrische Verluste wirken allerdings wie zusätzliche Gewichtungselemente in den 
betroffenen Filterpfaden. 
Werden die unsymmetrischen Verluste in der Modellierung als Gewichtungselemente 
berücksichtigt, können die Koppler selbst als verlustlos angesehen werden. In diesem Fall 
kann die Unitaritätsbedingung [31] an Stelle der CMT als Grundlage für die weiteren 
Berechnungen verwendet werden  
*T=I S S , (5.8) 
wobei I die Einheitsmatrix ist. 
  
Abbildung 21: Schematische Darstellung faseroptischer 2x2-Koppler (a) und 3x3-Koppler (b) 
In dieser Arbeit werden faseroptische 2x2- und faseroptische 3x3-Koppler verwendet, bei 
denen davon ausgegangen werden kann, dass alle Fasern vom gleichen Typ sind, also 
identische Radien und Brechzahlverläufe besitzen. In Abbildung 21 werden für diese 
Kopplertypen schematisch die geometrische Anordnung der Fasern, deren Nummerierung 
(römische Ziffern), die Koppelfaktoren cx zwischen den einzelnen Fasern und die 
Nummerierung der Tore (lateinische Ziffern) dargestellt. Aufgrund der Verlustlosigkeit und 
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des passiven Charakters dieser Komponenten kann Reziprozität vorausgesetzt werden und es 
gilt 
T=S S . (5.9) 
5.2.4.1 Faseroptischer 2x2-Koppler 
Nach Abbildung 21a kann folgende Streuparametermatrix für einen verlustlosen 2x2-Koppler 
aufstellt werden 
0 1
1 0
2 2
0 1
1 0
0 0
0 0
0 0
0 0
c c
c c
c c
c c
×
⎡ ⎤
⎢ ⎥
⎢=
⎢
⎢ ⎥
⎢ ⎥⎣ ⎦
S ⎥
⎥
. (5.10) 
Der komplexe Koppelfaktor c0 bezeichnet in diesem Fall die Transmission durch die gespeiste 
Faser, also den Anteil des Lichts, der in der gespeisten Faser verbleibt. Der komplexe 
Koppelfaktor c1 bezeichnet die Kopplung auf die benachbarte Faser.  
Aus der Unitaritätsbedingung (5.8) ergeben sich der Leistungserhalt im Koppler 
2
0 11 c c= +
2  (5.11) 
und ein weiterer Term, der Rückschlüsse auf die Phasendifferenz zwischen den beiden Fasern 
ermöglicht 
*
0 1 0 10 c c c c= +
* . (5.12) 
Mit der Zerlegung der Koppelfaktoren nach Betrag und Phase 
0
1
0 0
1 1
j
j
c c e
c c e
σ
σ
=
=
, (5.13) 
ergibt sich für die Phasendifferenz Δσ zwischen den beiden Fasern  
0 1 2
πσ σ σΔ = − = . 
Die Phasen zwischen den beiden Fasern eines 2x2-Kopplers sind also unabhängig vom 
Koppelfaktor immer um 90° zueinander verschoben. 
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5.2.4.2 Faseroptischer 3x3-Koppler 
Nach Abbildung 21b kann folgende Streuparametermatrix für einen verlustlosen 
3x3-Koppler, bei dem die einzelnen Fasern in einer dreieckigen Geometrie angeordnet sind, 
aufgestellt werden 
0 1 1
1 0 1
1 1 0
3 3
0 1 1
1 0 1
1 1 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
c c c
c c c
c c c
c c c
c c c
c c c
×
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
= ⎢
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
S ⎥ . (5.14) 
Der komplexe Koppelfaktor c0 bezeichnet in diesem Fall die Transmission durch die gespeiste 
Faser, also den Anteil des Lichts, der in der gespeisten Faser verbleibt. Der komplexe 
Koppelfaktor c1 bezeichnet die Kopplung auf eine der benachbarten Fasern (Aufgrund der 
geometrischen Symmetrie des 3x3-Kopplers wird die Kopplung auf beiden benachbarten 
Fasern als identisch angenommen.). 
Aus der Unitaritätsbedingung (5.8) ergeben sich der Leistungserhalt im Koppler 
2
01 2c c= +
2
1  (5.15) 
und ein weiterer Term, der Rückschlüsse auf die Phasendifferenz zu den benachbarten Fasern 
ermöglicht 
2 *
1 0 1 00 c c c c c= + +
*
1 . (5.16) 
Durch Zerlegung der Koppelfaktoren nach Betrag und Phase (5.13) ergibt sich aus (5.16) 
(1 0 1
0
2cos
c
c
)σ σ= − − . (5.17) 
Der Divisor und der Dividend auf der linken Seite der Gleichung (5.17) bestehen aus 
Beträgen, aus diesem Grund muss deren Quotient positiv sein. Dies wird nur erreicht, wenn 
die Phasendifferenz Δσ = σ0-σ1 zwischen der gespeisten und einer benachbarten Faser im 
Bereich 90° ≤ Δσ ≤ 270° liegt. Unter dieser Randbedingung ergibt sich mit (5.15) aus (5.17) 
2
20
00 1 2
0
1 1arccos 1
98
c
c
c
σ σ σ π
⎛ ⎞−⎜ ⎟Δ = − = − ≤ ≤
⎜ ⎟
⎝ ⎠
. (5.18) 
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Im Gegensatz zu der Phasendifferenz der 2x2-Koppler aus dem vorherigen Abschnitt ist die 
Phasendifferenz bei 3x3-Kopplern vom Koppelfaktor abhängig (siehe auch [44]). Der 
Gültigkeitsbereich für den Koppelfaktor c0 in Gleichung (5.18) muss eingeführt werden, da 
das Argument vom Arcus-Kosinus bei |c0|2<1/9 größer als eins und die Phasendifferenz somit 
komplex wird. Dieser Fall kann in der Realität nicht auftreten. Folglich kann bei einem 
Koppler dieser Geometrie die Leistung in der gespeisten Faser nicht unter 1/9 der 
Eingangsleistung sinken. Entsprechendes gilt für mehr als 4/9 der Eingangsleistung auf den 
benachbarten Fasern. 
5.3 Strukturen 
Digitale Delay-Line-Filter können in unterschiedlichen Strukturen implementiert werden. 
Gängig ist die in Abbildung 3 dargestellte Direktstruktur 1. Andere Varianten der 
Direktstruktur sowie transponierte Strukturen werden in [29] dargestellt. In diesen Strukturen 
wird klar zwischen dem nicht-rekursiven und dem rekursiven Filterzweig unterschieden, und 
jedes ganzzahlige Vielfache einer Grundverzögerung tritt je einmal in dem nicht-rekursiven 
und einmal in dem rekursiven Zweig des Filters auf. 
Optische DLF sind in der Regel nicht so klar strukturiert, da meist mehrere Filterpfade mit der 
gleichen Anzahl von Grundverzögerungen existieren. Nur in nicht-rekursiven Filtern, bei 
denen das einfallende Feld in N+1 Pfade aufgeteilt wird, können die Filterkoeffizienten direkt 
mit den Gewichtungsfaktoren verglichen werden (sofern pro ganzzahligem Vielfachen der 
Grundverzögerung nur ein Filterpfad existiert). In allen anderen optischen DLF-Strukturen 
setzen sich die Filterkoeffizienten aus unterschiedlichen Gewichtungsfaktoren zusammen. 
5.3.1 Mach-Zehnder-Interferometer 
Ein Beispiel für ein optisches DLF ist ein Mach-Zehnder-Interferometer, das im Wesentlichen 
aus zwei in Reihe geschalteten 2x2-Kopplern besteht und eine zusätzliche 
Verzögerungsleitung in einem der beiden Filterpfade beinhaltet (Abbildung 22). 
Ein MZI entspricht vom Übertragungsverhalten einem FIR-Filter erster Ordnung und besitzt 
somit eine Nullstelle in der Übertragungsfunktion. Dies lässt sich aus der Struktur des Filters 
begründen.  
In einem MZI wird das Eingangssignal genau wie in einem digitalen FIR-Filter erster 
Ordnung zunächst auf zwei Filterpfade aufgeteilt und in einem der beiden verzögert. 
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Anschließend werden beide Signale wieder kombiniert. Die Gewichtung der Signalanteile 
erfolgt in dem FIR-Filter durch die Filterkoeffizienten und in dem MZI durch die 
Koppelfaktoren und durch ggf. weitere in den Filterpfaden vorhandene Gewichtungselemente 
(in Abbildung 22 z.B. ein Phasengewichtungselement im unteren Zweig). Wird die 
Masonregel auf das MZI angewendet, ergeben sich unter der Annahme, dass die 
Koppelfaktoren beider Koppler identisch sind, die in Tabelle 7 dargestellten Pfade (Schleifen 
existieren nicht, da die Struktur nicht-rekursiv, also nicht rückgekoppelt ist.). 
T
c1
c0
Koppler
c1
c0
Koppler
 
Abbildung 22: Schematischer Aufbau Mach-Zehnder-Interferometer 
 FIR-Filter 
erster Ordnung
Mach-Zehnder-
Interferometer 
1. Pfad  b0 |c0|2
2. Pfad b1 -|c1|2ej(Φ-ωT)
Tabelle 7: Pfade eines FIR-Filters erster Ordnung und eines optischen 
Mach-Zehnder-Interferometers nach Abbildung 22
Nach (3.46) lassen sich aus Tabelle 7 die Übertragungsfunktion HFIR(z) für das FIR-Filter und 
HMZI(ejω)für das MZI berechnen 
( ) ( )( )
1
0 1FIR
Y z
H z b b z
X z
−= = + , (5.19) 
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Y e
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X e
ω
ωω
ω
Φ−= = − . (5.20) 
Durch den Übergang in den normierten Frequenzbereich nach (3.28) kann das MZI mit (3.8) 
in der z-Ebene betrachtet werden. So ergibt sich aus (5.19) und (5.20) der Zusammenhang 
zwischen den Koppelfaktoren und den Filterkoeffizienten. 
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Ein Mach-Zehnder-Interferometer lässt sich alternativ zu der in Abbildung 22 dargestellten 
transmittiven Struktur auch als reflektive Komponente realisieren. Es besteht dann aus nur 
einem 2x2-Koppler und zwei Reflektoren, die die Filterpfade abschließen. Das 
Übertragungsverhalten entspricht dem eines transmittiven MZI, allerdings müssen in der 
Modellierung die Reflektoren als zusätzliche Gewichtungselemente berücksichtigt werden. 
Weiterhin halbiert sich im Vergleich zu der transmittiven Form die Länge der 
Verzögerungsleitung, da das Licht die durch die Verzögerungsleitung hervorgerufene 
Längendifferenz zweimal durchläuft. 
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Abbildung 23: Drei Perioden des Amplitudengangs eines MZI mit symmetrischen und 
unsymmetrischen Koppelverhältnissen (Das Koppelverhältnis der beiden Koppler 
wird als identisch vorausgesetzt.) 
Je nach Wahl der Koppelfaktoren kann das MZI für unterschiedliche Zwecke eingesetzt 
werden. Symmetrische Koppelfaktoren (|c0|2 = |c1|2 = 1/2) führen zu maximaler Modulation im 
Amplitudenfrequenzgang. Bei unsymmetrischen Koppelfaktoren (|c0|2 ≠ |c1|2) bzw. bei 
ungleichen Koppelverhältnissen des ersten und zweiten Kopplers wird die Modulation im 
Amplitudenfrequenzgang geringer, bis sie im Fall von |c0|2 = 1 oder |c0|2 = 0 gar nicht mehr 
auftritt (Abbildung 23). Zusätzlich haben unsymmetrische Kopplungen Einfluss auf den 
Phasengang (siehe Abschnitt 4.6.2).  
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Ist das Koppelverhältnis eines MZI symmetrisch und geht die Grundverzögerung gegen Null, 
verhält sich ein MZI wie ein abstimmbares Koppelelement (Mach-Zehnder-Koppler), bei dem 
das Eingangsfeld bzw. die Eingangsleistung auf die beiden Ausgangstore in Abhängigkeit der 
Phase des Gewichtungselements aufgeteilt wird (Abbildung 24). 
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Abbildung 24: Mach-Zehnder-Interferometer als abstimmbares Koppelelement, Struktur (oben), 
Leistung an den Ausgangstoren in Abhängigkeit der Phase im unteren 
Filterpfad (unten) 
Die Übertragungsfunktionen zwischen dem Eingangstor und den Ausgangstoren weisen unter 
diesen Bedingungen folgende Formen auf 
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Kompliziertere Übertragungsfunktionen lassen sich erzeugen, indem mehrere MZI kaskadiert 
werden (Abschnitt 2.2.2.3). Ausgehend von der Grundkonfiguration des MZI (Abbildung 22) 
ist für jede zusätzliche Stufe ein Segment mit einer Verzögerungsleitung und ein Koppler 
erforderlich. Mit jeder zusätzlichen Stufe wird die Ordnung des Filters um eins erhöht. 
Allerdings entstehen mit jeder zusätzlichen Stufe auch mehrere zusätzliche Filterpfade, da 
jeder Signalpfad an jeder Schnittstelle zwischen zwei MZI auf zwei neue Filterpfade 
aufgeteilt wird. Die Gesamtanzahl der Pfade potenziert sich also mit der Ordnung des Filters. 
Durch diese Potenzierung ist die Berechnung kaskadierter MZI nach der Masonregel 
aufwändig. Alternativ kann das Übertragungsverhalten der Struktur über die Transfer-Matrix-
Methode berechnet werden [45]. Dabei wird für jedes Segment (Koppler und 
Verzögerungsleitung) die zugehörige Transfer-Matrix aufgestellt und die 
Übertragungsfunktion der gesamten Struktur durch Matrixmultiplikationen der einzelnen 
Segmente berechnet. In [45] wird weiterhin eine Methode beschrieben, wie aus den 
Koeffizienten eines FIR-Filters auf die Koppelfaktoren und auf die Phasen der Phasen-
Gewichtungselemente einer kaskadierten MZI-Struktur geschlossen werden kann. 
5.3.2 Fabry-Perot- und Ring-Resonatoren 
Rekursive optische DLF können in unterschiedlichsten Strukturen realisiert werden. Häufig 
sind sie aus kaskadierten Fabry-Perot- oder kaskadierten Ring-Resonatoren aufgebaut. 
FPR sind Strukturen mit zwei in Reihe angeordneten Übergangsstellen (Abbildung 25). An 
jeder Übergangsstelle wird Licht teilweise reflektiert und transmittiert. Der reflektierte Anteil 
des Feldes wird mit r bezeichnet. Der transmittierte Anteil geht aufgrund des Leistungserhalts 
aus dem reflektierten hervor und beträgt 21 r− . Um der Unitarität zu genügen, muss sich die 
Reflexion in Abhängigkeit, aus welcher Richtung das Licht auf die Übergangsstelle (z.B. 
Brechzahlsprung) trifft, im Vorzeichen unterscheiden. 
Die Hintereinanderschaltung zweier solcher Übergangsstellen führt dazu, dass das Licht 
zwischen diesen hin und her läuft, wodurch die Rekursion realisiert wird. Der Abstand 
zwischen den beiden Übergangsstellen bestimmt dabei die Grundverzögerung und damit den 
freien Spektralbereich. Diese Realisierungsform hat den Vorteil, dass auch sehr große, freie 
Spektralbereiche realisiert werden können, da die Übergangsstellen sehr nah aneinander 
gebracht werden können. Der Gires-Tournois-Resonator ist ein Spezialfall des FPR, bei dem 
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die letzte Übergangsstelle das gesamte einfallende Feld reflektiert [46]. In diesem Fall verhält 
sich der Resonator wie ein Allpassfilter. 
T
Übergangsstellen
Y1
Y2
 
Abbildung 25: Struktur eines Fabry-Perot-Resonators 
Eine andere Realisierungsform rekursiver optischer DLF sind Ring-Resonatoren, die aus 
einem in sich selbst zurückgeführten Koppelelement bestehen (Abbildung 26). Ein Teil des 
eingespeisten Lichts durchläuft den Vorwärts-Pfad und koppelt nicht in die Schleife. Der 
restliche Teil koppelt in die Schleife, wobei bei jedem Schleifendurchlauf ein Teil des Lichtes 
wieder in den Vorwärts-Pfad übergeht. 
T
c1
c0
Koppler
 
Abbildung 26: Struktur eines Ring-Resonators 
Die Pfade, Schleifen und Übertragungsfunktion des FPR und des Ring-Resonators sind 
Tabelle 8 zusammengefasst. 
Sowohl FPR als auch Ring-Resonatoren können kaskadiert werden, um kompliziertere 
Übertragungsfunktionen zu realisieren. Dabei können zusätzliche Gewichtungselemente in 
die Pfade und Schleifen der Filter eingebracht werden. Die Synthese der Reflektivitäten und 
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der Koppelfaktoren aus den Ergebnissen des Filterentwurfs ist für verschiedene Strukturen in 
[47]-[50] beschrieben. 
 Fabry-Perot-Resonator in Transmission 
Fabry-Perot-Resonator
in Reflexion 
Ring-Resonator 
1. Pfad 2 21 21 1r r
1z−− −  1r  0c  
2. Pfad - ( )2 21 21 r r z−−  2 11c z−−  
1. Schleife 21 2r r z
−− ⋅ ⋅  21 2r r z
−− ⋅ ⋅  10c z
−  
Übertragungs-
funktion 
2 2
1 2
2
1 2
1 1
1
r r z
r r z
1−
−
− −
+ ⋅ ⋅
 
2
1 2
2
1 21
r r z
r r z
−
−
+
+ ⋅ ⋅
 
1
0
1
01
c z
c z
−
−
−
−
 
Tabelle 8: Pfade, Schleifen und Übertragungsfunktion Fabry-Perot- und Ring-Resonator 
5.3.3 Optisches FIR-Filter zur Dispersionskompensation 
In diesem Abschnitt wird eine neuartige Struktur eines optischen DLF vorgestellt, das sich 
wie ein Nullstellenpaare aus Abschnitt 4.5 verhält und daher zur Dispersionskompensation 
eingesetzt werden kann [51]. 
Um die Übertragungsfunktion eines Nullstellenpaars mit einem optischen DLF zu realisieren, 
muss das Eingangsignal auf drei Filterpfade aufgeteilt werden. Dabei müssen in den Pfad 
ohne Grundverzögerung und in den Pfad mit zwei Grundverzögerungen die gleichen 
Feldanteile übergehen, um die Symmetrie der Filterkoeffizienten nach (4.13) zu 
gewährleisten. Weiterhin muss ein Phasen-Gewichtungselement in dem Filterpfad mit einer 
Grundverzögerung vorgesehen werden, das die Phase des Filterkoeffizienten nach (4.22) 
realisiert. 
Die in der folgenden Abbildung dargestellte Struktur erfüllt diese Anforderungen. Sie besteht 
im Wesentlichen aus zwei in Reihe geschalteten 3x3-Kopplern.  
c1 c1
c1 c1
c0 c0
Koppler
Y
Koppler
T T
T
 
Abbildung 27: Struktur eines optischen FIR-Filters zweiter Ordnung 
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Nach der Masonregel lässt sich für diese Struktur folgende Übertragungsfunktion berechnen 
(Δσ ist nach (5.18) die durch den 3x3-Koppler erzeugte Phasenverschiebung zwischen der 
gespeisten und den benachbarten Fasern.). 
( )
( )
( )2 2 22 2
1 0 1
j
j j T
j
Y e
c c e e c e
X e
σ j Tω ω
Ω
Δ +Φ −
Ω
= + + −  (5.24) 
Durch den Übergang in den normierten Frequenzbereich nach (3.28), dem Zusammenhang 
zwischen FT und z-Transformation (3.8) und Gleichsetzen mit der Übertragungsfunktion 
eines Nullstellenpaars nach (4.21) ergibt sich 
2
11 C c=  (5.25) 
und 
(1 2 2
1 01
jjb B e C c e σβ Δ +Φ= = ) , (5.26) 
wobei C als zusätzlicher konstanter Faktor eingeführt wurde, der den Leistungserhalt 
sicherstellt. Mit (5.15) und (5.18) lassen sich hieraus der Koppelfaktor c0 und die Phase Φ im 
mittleren Filterpfad berechnen.  
1
0
1 2
Bc
B
=
+
 (5.27) 
1
1
12 2arccos
4B
β π
⎛ ⎞
Φ = − + ⎜⎜
⎝ ⎠
⎟⎟  (5.28) 
Um das Filter abstimmbar zu gestalten, muss nach den in Abbildung 12 dargestellten 
Funktionen sowohl die Amplitude als auch die Phase des Filterkoeffizienten eines 
Nullstellenpaars abstimmbar sein. Für die vorgestellte Struktur würde das bedeuten, dass 
sowohl die Koppelfaktoren der beiden Koppler als auch das Phasen-Gewichtungselement im 
mittleren Filterpfad veränderbar sein müssen. 
Durch eine Einschränkung des Freiheitsgrades ergibt sich allerdings eine weitere Möglichkeit 
zum Abstimmen des Dispersionsverlaufs. Betrachtet man den Verlauf des Filterkoeffizienten 
in Abbildung 12 für das Maximum des Betrags der Mittendispersion (gepunktet 
eingezeichnete Linien) fällt auf, dass sich der Betrag des Filterkoeffizienten kaum verändert. 
Dies eröffnet die Möglichkeit, den Betrag des Filterkoeffizienten unverändert zu lassen und 
die Dispersion nur durch die Phase des Koeffizienten zu beeinflussen. Die Höhe der 
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Dispersion würde sich in diesem Fall umgekehrt proportional zur genutzten Bandbreite 
verhalten. 
In Abbildung 28 sind die Mittendispersion und die genutzte Bandbreite eines Nullstellenpaars 
für BB1(RBWU = 50%, DNc = π) = 2 nach  bzw.  in Abhängigkeit der Phase des 
Filterkoeffizienten dargestellt. Mit einer Phasendrehung im Bereich zwischen 0° und 180° 
kann die Mittendispersion durchgestimmt werden, allerdings reduziert sich mit zunehmender 
Dispersion die genutzte Bandbreite. Dispersionsverläufe mit entgegengesetztem Vorzeichen 
innerhalb der genutzten Bandbreite können durch Phasendrehungen im Bereich zwischen 
180° und 360° (bei ansonsten gleichem Verhalten wie im Bereich zwischen 0° und 180°) 
erzielt werden. 
(4.31) (4.29)
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Abbildung 28: Normierte Mittendispersion und genutzte Bandbreite in Abhängigkeit der Phase 
des Filterkoeffizienten eines Nullstellenpaars mit B1(RBWU = 50%, DNc = π) = 2 
In Abbildung 28 ist der Dispersionsverlauf für den beschriebenen Fall mit  
BB1(RBWU = 50%, DNc = π) = 2 in Abhängigkeit der Phase des Filterkoeffizienten bzw. der 
entsprechenden genutzten Bandbreite dargestellt. 
Zur Bewertung der Dispersion des Filters werden die Verläufe für genutzte Bandbreiten von 
30% bis 70% in einem Bereich von 50% um die Periodenmitte linear approximiert und 
hieraus der Gruppenlaufzeitripple nach (4.7) berechnet. Der Ripple bleibt in diesem Bereich 
im Wesentlichen < 1 ps. Im Vergleich mit den Verläufen aus Abbildung 10 (maximale 
Mittendispersion in Abhängigkeit der genutzten Bandbreite) und den zugehörigen Ripplen der 
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Gruppenlaufzeit (Abbildung 11) weisen die Verläufe in Abbildung 29 und Abbildung 30 
geringfügig unterschiedliche Mittelwerte der Dispersion bzw. geringfügig höhere 
Welligkeiten auf.  
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Abbildung 29: Dispersionsverlauf eines Nullstellenpaars mit B1(RBWU = 50%, DNc = π) = 2 mit 
der genutzten Bandbreite als Parameter 
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Abbildung 30: Gruppenlaufzeitripple eines Nullstellenpaars mit B1(RBWU = 50%, DNc = π) = 2 
bezogen auf 50% der Periode um die Periodenmitte mit der genutzten Bandbreite 
als Parameter 
5.4 Polarisation 
Im Gegensatz zu digitalen DLF können in optischen DLF Polarisationsabhängigkeiten 
auftreten, die ggf. in der Modellierung berücksichtigt werden müssen. An dieser Stelle sollen 
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kurz die Beschreibungsmechanismen und die Ursachen von Polarisationseffekten diskutiert 
werden. Detaillierte Untersuchungen von Polarisationseffekten in optischen DLF sind in [52], 
[53] zu finden. 
5.4.1 Jones-Formalismus 
Eine gebräuchliche Methode zur Beschreibung der Polarisation eines Feldes bzw. eines 
Modes ist der Jones-Formalismus, der elektrische Felder in Form von Vektoren (Jones-
Vektoren) darstellt. Diese enthalten die Felder zweier voneinander unabhängiger, 
orthogonaler Polarisationsmoden Ex und Ey [2], die in der x- bzw. y-Ebene schwingen. 
( ) ( )( )
x
y
E
E
ω
ω
ω
⎛ ⎞
= ⎜
⎝ ⎠
E ⎟  (5.29) 
Komponenten wie Fasern oder Koppler können Einfluss auf die Polarisationsmoden haben, 
aber auch Kopplungen zwischen den Moden hervorrufen. Sie werden durch so genannte 
Jones-Matrizen J beschrieben. Die folgende 2x2-Jones-Matrix eines polarisationsabhängigen 
Zwei-Tors1) beinhaltet die Übertragungsfunktion des Polarisationsmodes in der x-Ebene Hxx, 
die des Modes in der y-Ebene Hyy, sowie die Polarisationsmodenkopplungen von der y- in die 
x-Ebene Hxy und die Kopplung von der x- in die y-Ebene Hyx. 
( ) ( ) ( )( ) ( )
xx xy
yx yy
H H
H H
ω ω
ω
ω ω
⎛ ⎞
= ⎜
⎝ ⎠
J ⎟
1J
                                                
 (5.30) 
Über die Jones-Matrix wird so der Zusammenhang zwischen dem Jones-Vektor des 
Eingangs- und Ausgangssignals erzeugt. 
aus ein⋅= JE E  (5.31) 
Die Hintereinanderschaltung mehrerer polarisationsabhängiger Elemente z.B. in einem Pfad 
eines DLF erfolgt durch Multiplikation der Jones-Matrizen entsprechend der Rechenregeln 
der Matrixmultiplikationen. 
1 2...ges N N −= ⋅ ⋅ ⋅ ⋅J J J J  (5.32) 
 
1) Für Mehr-Tor-Komponenten wie Koppler müssen dementsprechend erweiterte Matrizen verwendet werden. 
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5.4.2 Doppelbrechung 
Doppelbrechung ist eine wesentliche Ursache für die Polarisationsabhängigkeit optischer 
Wellenleiter [2]. Sie beschreibt die Abhängigkeit der Brechzahl von der Schwingungsebene 
der einfallenden Welle. In der Regel werden dazu zwei Hauptachsen definiert, die orthogonal 
zueinander sind und quer zur Längsachse eines Wellenleiters liegen. Eine Ebene parallel zur 
Längsachse des Wellenleiters beschreibt dabei die Schwingungsebene, wobei diese in einem 
beliebigen Winkel zu den Hauptachsen stehen kann. 
Doppelbrechung kann in Wellenleitern durch äußere Einflüsse entstehen (z.B. durch Zug, 
Druck, Biegung, Temperaturänderungen), herstellungsbedingt sein (z.B. durch Unrundheiten 
des Kerns bei Einmodenfaser) oder gezielt durch die Geometrie des Wellenleiters und die 
Brechzahlverteilung erzeugt werden. Sie wird in einem Wellenleiter allgemein durch die 
Aufteilung der Brechzahl auf die Hauptachsen (x- und y-Komponenten) beschrieben und 
wirkt sich dementsprechend auf die Ausbreitungskonstanten der Moden aus. 
( ) ( ), ,x y x ync
ωβ ω = ω  (5.33) 
Die Doppelbrechung bewirkt somit eine Beeinflussung der Gruppenlaufzeit und führt dazu, 
dass ein Polarisationsmode mit einer anderen frequenzabhängigen 
Ausbreitungsgeschwindigkeit durch den Wellenleiter läuft als der zugehörige orthogonale 
Mode. Diese differentielle Gruppenlaufzeit τDGD lässt sich dabei aus der Gruppenlaufzeit der 
beiden Polarisationsmoden τx und τy berechnen. 
( ) ( ) ( )DGD x yτ ω τ ω τ ω= −  (5.34) 
5.4.3 Polarisation und Interferenz 
In optischen DLF, deren Komponenten nicht polarisationsabhängig sind, treten für 
orthogonale Polarisationsmoden die gleichen Interferenzen auf und beide Moden erfahren die 
gleiche Filterfunktion. In diesem Fall kann die Polarisation bei der Betrachtung des Filters 
vernachlässigt werden. Sind die Komponenten des Filters hingegen polarisationsabhängig, 
erfahren die beiden Polarisationsmoden unterschiedliche Filterfunktionen. Für optische DLF 
führt das zu ungewollten Störungen im Übertragungsverhalten, die bis zur 
Funktionsunfähigkeit führen können. Dies lässt sich an einem einfachen MZI verdeutlichen. 
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Wird ein polarisationsunabhängiges MZI mit linear polarisiertem Licht angeregt, kommt es in 
der Schwingungsebene des anregenden Lichts im zweiten Koppler des MZI (Abbildung 22) 
zu Interferenz. Wird aber in einen der beiden Pfade ein polarisationsdrehendes Element 
eingefügt, interferieren in dem zweiten Koppler nur die Feldanteile aus den zwei Filterpfaden, 
die sich in der gleichen Schwingungsebene befinden. Erfolgt die Drehung so, dass die Felder 
vollständig orthogonal zueinander sind, können sie nicht miteinander interferieren. 
Polarisationseffekte können in DLF aber auch gezielt erzeugt werden. In einer Kaskade aus 
mehreren doppelbrechenden Wellenleitern mit unterschiedlichen 
Doppelbrechungseigenschaften kommt es an den Übergangsstellen zur 
Polarisationsmodenkopplung und somit zur Interferenz zwischen Teilen der vorher 
orthogonalen Polarisationsmoden. Diese Effekte können genutzt werden, um differentielle 
Gruppenlaufzeit zu erzeugen bzw. zu kompensieren [2]. 
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6 Realisierungen faseroptischer Delay-Line-Filter 
In diesem Kapitel wird die Herstellung und Charakterisierung verschiedener faseroptischer 
Mach-Zehnder-Interferometer und eines faseroptischen FIR-Filters zur 
Dispersionskompensation beschrieben. Die Untersuchungen an den MZI sind dabei als 
Voruntersuchungen für das Filter zur Dispersionskompensation zu sehen. Da diese DLF auf 
faseroptischen 2x2- bzw. 3x3-Kopplern basieren, wird auch deren Herstellung dargestellt.  
6.1 Faseroptische Koppler 
Faseroptische Koppler können nach unterschiedlichen Verfahren hergestellt werden. Gängige 
Realisierungsformen sind Schleifkoppler und Schmelzkoppler. 
Schleifkoppler bestehen aus zwei Glasfasern, die jeweils von einer Seite bis in die Nähe des 
Faserkerns abgeschliffen werden. Bringt man beide Fasern an den angeschliffenen Stellen 
aufeinander, so können Feldanteile von einer in die andere Faser übergehen [54]. 
Schmelzkoppler werden aus zwei oder mehr Glasfasern hergestellt, die unter Hitzeeinwirkung 
ausgezogen werden. Dabei entsteht eine Koppelzone, in der die einzelnen Fasern des 
Kopplers zu einer mehr oder weniger monolithischen Faser zusammenschmelzen [43]. In 
dieser Arbeit werden Schmelzkoppler verwendet, die aus zwei oder drei Glasfasern bestehen. 
Die Herstellung erfolgte auf einem kommerziellen Faserschmelzkoppler-Ziehplatz. 
6.1.1 Herstellung 
Allgemein werden Faserschmelzkoppler hergestellt, indem das schützende Coating von zwei 
oder mehreren Glasfasern auf einer bestimmten Länge vollständig entfernt wird. 
Anschließend werden die präparierten Fasern in zwei Faserhalterungen parallel zueinander 
fixiert, womit der Erhalt einer bestimmten geometrischen Anordnung der Fasern zueinander 
gewährleistet wird (Abbildung 31). Die Faserhalterungen müssen auf Translatoren gelagert 
sein, so dass ein Ausziehen der Fasern entlang ihrer Längsachse möglich ist. Während des 
Ziehprozesses wird der abgecoatete Bereich der Fasern erhitzt, so dass das Glas der Fasern 
flüssig wird. Damit sich die einzelnen Fasern während des Ziehprozess berühren und somit 
verschmelzen können, müssen sie vor dem Ziehprozess zueinander verdreht werden. Zum 
Erhitzen werden üblicherweise Wasserstoffbrenner verwendet. Durch das Erhitzen und 
gleichzeitige Ausziehen verjüngen sich die Glasfasern und die Kernbereiche der einzelnen 
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Fasern kommen in der Schmelzzone so nahe aneinander, dass Feldanteile von einer Faser auf 
die andere Faser bzw. auf die anderen Fasern übergehen können [43].  
 
Wasserstoffflamme
Faserhalterungen
 
Abbildung 31: Herstellung eines Faserschmelzkopplers unter einer Wasserstoffflamme 
Um den Ziehprozess kontrollieren zu können, wird eine Faser mit Licht aus einer Laserquelle 
gespeist. Die der gespeisten Seite gegenüber liegenden Faserenden werden an 
Leistungsdetektoren angeschlossen. Der Ziehprozess wird beendet, sobald eine bestimmte 
Leistungsverteilung an den Leistungsdetektoren erfasst wird. 
Nach dem eigentlichen Herstellungsprozess wird die Koppelzone in ein mit einer Nut 
versehenem Quarzglasröhrchen eingeklebt, um sie vor Beschädigungen zu schützen. Je nach 
Verwendungszweck kommen weitere Ummantelungen hinzu. 
Die Auszuggeschwindigkeit, die Position des Heizelements (Abstand horizontal und vertikal 
zur Faser), die Temperatur des Heizelements und das Kriterium zum Abbruch des 
Ziehprozesses sind entscheidende Einflussgrößen bei der Herstellung eines 
Faserschmelzkopplers. Zusätzlich spielen aber auch Umgebungseinflüsse (Raumtemperatur, 
Luftfeuchte, Staubfreiheit der Raumluft) und nicht zuletzt die verwendeten Fasern eine 
entscheidende Rolle. Die Qualität eines Kopplers wird an seinem Koppelverhältnis, den 
Einfügeverlusten und seiner Polarisationsabhängigkeit bewertet. Diese Größen sind im 
Anhang D beschrieben. 
6.1.2 Charakterisierung 
Die Leistungsverteilung auf die einzelnen Fasern eines Schmelzkopplers wird während des 
Ziehprozesses permanent mit Hilfe der Leistungsdetektoren überwacht. Hieraus kann das 
Koppelverhältnis für die Wellenlänge der verwendeten Quelle nach (D.1) bestimmt werden 
(Anhang D). Ist zusätzlich die Leistung am Ausgang der gespeisten Faser zum Beginn des 
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Ziehprozesses bekannt (Die Faserstrecke von der Quelle zum Leistungsdetektor kann 
aufgrund der geringen Länge der Glasfaser als verlustlos angenommen werden.), können aus 
der Leitungsverteilung die Einfügeverluste berechnet werden (D.2). Mit Hilfe eines 
Polarisations-Scramblers zwischen Quelle und Faser können weiterhin das 
polarisationsabhängige Koppelverhältnis und die polarisationsabhängigen Verluste bestimmt 
werden (D.3), (D.4). 
In den folgenden Abbildungen sind typische Ziehprozesse eines faseroptischen 2x2- und eines 
faseroptischen 3x3-Kopplers dargestellt (Die Nummerierung der Tore entspricht der aus 
Abbildung 21. Tor 1 ist das gespeiste Tor.).  
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Abbildung 32: Koppelverhältnis (a) und Einfügeverluste (b) eines 2x2-Faserschmelzkopplers in 
Abhängigkeit der Auszuglänge 
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Abbildung 33: Koppelverhältnis (a) und Einfügeverluste (b) eines 3x3-Faserschmelzkopplers in 
Abhängigkeit der Auszuglänge 
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Das Koppelverhältnis von 2x2-Kopplern lässt sich mit geringen Abweichungen < ±1% 
herstellen. Das Koppelverhältnis von 3x3-Kopplern wird hingegen durch die Kopplung auf 
zwei benachbarte Fasern beeinflusst. So geht das Licht aus der gespeisten Faser nicht 
zwangsläufig gleichmäßig (symmetrisch) auf die beiden benachbarten Fasern über. Dies kann 
z.B. durch ungleichmäßige Hitzeverteilung innerhalb der Wasserstoffflamme oder durch 
Schmutzpartikel auf den Fasern hervorgerufen werden. Diese unsymmetrische Kopplung 
führt zu größeren Abweichungen des Koppelverhältnis von <±2%. Die übrigen Parameter von 
2x2- und 3x3-Kopplern sind vergleichbar. 
Beide Kopplertypen weisen typischerweise geringe Einfügeverluste < 0,2 dB, geringe 
polarisationsabhängige Verluste < 0,05 dB und akzeptable polarisationsabhängige 
Koppelverhältnisse < ±2% auf. 
Die Wellenlängenabhängigkeit von Faserschmelzkopplern wird ebenfalls durch den 
Herstellungsprozess beeinflusst. Mit geeigneten Verfahren (z.B. Vortapern einer Faser) 
können wellenlängenunabhängige oder wellenlängenselektive Koppler realisiert werden [43]. 
In Abbildung 34 wird die Leitungsverteilung eines 2x2-Kopplers in Abhängigkeit der 
Wellenlänge dargestellt. Bei der Herstellungswellenlänge von 1550 nm koppelt die Leistung 
wie vorgegeben gleichmäßig auf beide Fasern über. Jenseits dieser Wellenlänge weicht die 
Leistungsverteilung jedoch deutlich von diesem Wert ab. Innerhalb des C-Bandes ist die 
Variation des wellenlängenabhängigen Koppelverhältnisses < ±3%. 
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Abbildung 34: Messung der Wellenlängenabhängigkeit eines 2x2-Faserschmelzkopplers 
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In Abbildung 35 wird die Leistungsverteilung eines 3x3-Kopplers in Abhängigkeit der 
Wellenlänge dargestellt. Die Leistung sollte idealerweise gleichmäßig auf alle Ausgangstore 
verteilt sein. Bei der Herstellungswellenlänge von 1550 nm ist die Kopplung allerdings 
unsymmetrisch und eine benachbarte Faser erhält mehr Leistung als die andere. Dies ist auf 
herstellungsbedingte Toleranzen zurück zu führen und führt zu einer insgesamt größeren 
Variation des Koppelverhältnisses in Abhängigkeit der Wellenlänge als bei 2x2-Kopplern. 
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Abbildung 35: Messung der Wellenlängenabhängigkeit eines 3x3-Faserschmelzkopplers 
6.2 Herstellung faseroptischer Delay-Line-Filter 
Die Herstellung faseroptischer DLF aus kaskadierten Faserkopplern erfordert eine möglichst 
präzise Bestimmung der Grundverzögerungen respektive der Längen der 
Verzögerungsleitungen in den Filterpfaden1). Der intuitive Ansatz, ein DLF aus zwei oder 
mehreren Faserschmelzkopplern herzustellen, ohne die Fasern von dem jeweilig vorherigen 
Koppler zu trennen, scheitert an der ungenügend genauen Bestimmbarkeit der Faserlängen 
zwischen den einzelnen Kopplern. Aus diesem Grund werden die Koppler zunächst 
unabhängig voneinander mit den vorgegebenen Koppelverhältnissen hergestellt. Danach 
werden die Koppler mit definierten Faserlängen aneinander gespleißt. Auf diesem Weg lassen 
                                                 
1) Die absolute Länge zwischen den Faserkopplern eines nicht-rekursiven optischen DLF hat für den FSR des 
Filters keine Bedeutung. Der FSR wird ausschliesslich durch die Längendifferenzen zwischen den Filterpfaden 
bestimmt. 
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sich Abstände von wenigen 10 cm zwischen den einzelnen Kopplern realisieren (Abbildung 
22 und Abbildung 27). 
Zum Spleißen wird ein kommerzielles Lichtbogenspleißgerät verwendet. Bei richtiger 
Handhabung können hiermit Einfügeverluste < 0.01 dB je Spleiß erzielt werden, die bei der 
Betrachtung des Übertragungsverhaltens der DLF vernachlässigt werden können. 
Die Bestimmung der Faserlängen zwischen den Kopplern und das Brechen der Faser vor dem 
Spleißen erfolgt in einem Arbeitsgang. Dazu wird der zu bearbeitende Koppler mit einem 
geeigneten Halter fixiert. In einem ausreichend großen Abstand zu der Halterung wird ein 
Brechgerät positioniert, das sich mit Hilfe eines Mikropositioniersystems entlang der 
Faserachse verschieben lässt. 
Vor dem Brechen muss jede Faser mit einer definierten Kraft gespannt werden, um ein 
Durchhängen zu verhindern und eine einheitliche Dehnung der Fasern zu erzielen. Wird 
zwischen zwei Brechvorgängen der Abstand des Brechgeräts zum Gehäuse des Kopplers mit 
Hilfe des Mikropositioniersystems verändert, können so die relativen Längen der 
Verzögerungsleitungen mit einer Genauigkeit < 100 µm zueinander realisiert werden1).  
Durch den Einsatz von aktiven Phasen-Gewichtungselementen mit ausreichend großem 
Abstimmbereich lassen sich die Längentoleranzen in den Filterpfaden noch weiter reduzieren 
(siehe Abschnitt 6.3). Alternativ hierzu ist auch ein nachträgliches, permanentes Abstimmen 
der Pfadlängen durch Tapern [43] oder UV-induzierte Brechzahländerung [5] denkbar. 
Das Übertragungsverhalten von Interferometern unterliegt äußeren Einflüssen wie 
Erschütterungen und Temperaturänderungen. Werden keine Maßnahmen zur Unterdrückung 
dieser Störeinflüsse ergriffen, zeigt ein faseroptisches Interferometer nur über einen kleinen 
Zeitbereich (Sekunden bis Minuten) das gleiche Übertragungsverhalten. Die in dieser Arbeit 
untersuchten DLF werden daher in Gehäuse integriert und durch Styropor-Elemente gegen 
äußere Einflüsse abgeschirmt. Innerhalb des Behälters werden die DLF auf einer Glasplatte 
fixiert, die eine vernachlässigbare temperaturabhängige Längenausdehnung besitzt.  
 
1) Die Positioniergenauigkeit des verwendeten Mikropositioniersystems liegt im Bereich einiger Mikrometer. 
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6.3 MZI mit Phasen-Gewichtungselement 
Durch das Einfügen eines Phasen-Gewichtungselements in einen der Filterpfade eines MZI 
kann an solch einer Struktur eine Verschiebung des Spektrums und bei ausreichendem 
Abstimmbereich eine Veränderung des FSR untersucht werden. 
Die Realisierung des verwendeten MZI unterscheidet sich im Aufbau von dem in Abbildung 
22 dargestellten, besitzt aber dasselbe Übertragungsverhalten. Anstelle von zwei 
2x2-Faserkopplern ist das Interferometer aus nur einem symmetrischen Koppler aufgebaut, 
dessen Ausgangstore mit je einem hochreflektiven Spiegel (Reflektivität > 97%) 
abgeschlossen sind. Das Filter arbeitet dadurch in Reflexion zwischen den beiden offenen 
Toren des Kopplers [55]. Die Grundverzögerung zwischen den Filterpfaden wurde so 
gewählt, dass ein FSR von mehreren Terahertz entsteht.  
Als Phasen-Gewichtungselemente wird ein Peltier-Element (PE) mit einer Länge von 
≈ 28 mm in einen der Filterpfade eingefügt. Das Element ermöglicht ein berührungsloses 
Erwärmen bzw. Abkühlen der Faser, was nach (5.6) zu einer Änderung der optischen 
Weglänge führt. Die zu gewichtende Faser wird dazu in eine, mit einer Nut versehenen 
Halterung eingelegt, die auf dem PE befestigt ist. Die Temperatur des PE wird durch einen 
Thermistor erfasst und durch einen geschlossenen Regelkreis geregelt. 
In der folgenden Abbildung wird der Einschwingvorgang eines solchen PE für verschiedene 
Zieltemperaturen dargestellt. Man erkennt, dass eine Regelabweichung zwischen 
Zieltemperatur und erreichter Temperatur bestehen bleibt. Abgesehen davon ist das PE in 
einem Bereich von ca. 0°C bis ca. 60°C nach einer gewissen Einschwingzeit temperaturstabil. 
In Abbildung 37 wird der Amplitudengang des verwendeten reflektiven MZI in Abhängigkeit 
der Frequenz1) dargestellt (Die Frequenzabhängigkeit der Maxima im Amplitudengang und 
die Variationen der Modulation sind auf die verwendeten Spiegel zurück zu führen.). Aus 
dem Diagramm können die freien Spektralbereiche für die dargestellten Temperaturen des PE 
 
1) Der FSR ist nur im Frequenzbereich konstant. Bei der Darstellung über mehrere 10 nm im 
Wellenlängenbereich entsteht aufgrund des inversen Zusammenhangs zwischen Wellenlänge und Frequenz eine 
Verzerrung und die Breite der einzelnen Filterperioden ändert sich in Abhängigkeit der Wellenlänge. 
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bestimmt werden. Für eine Temperatur des PE von 2,2 °C konnte ein FSR von ≈ 2,4 THz und 
für eine Temperatur von 58,6 °C ein FSR von ≈ 3,3 THz abgelesen werden.  
 
0 200 400 600
-5
0
15
30
45
60
75
    0 °C
  10 °C
  20 °C
  30 °C
  40 °C
  50 °C
  60 °C
  70 °C
Te
m
pe
ra
tu
r [
°C
]
Zeit [s]
 
 
Abbildung 36: Messung des Einschwingvorgangs eines Peltier-Element mit der Zieltemperatur als 
Parameter 
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Abbildung 37: Messung des Amplitudengangs eines reflektiven MZI mit einem Peltier-Element in 
einem Filterpfad, die Temperatur des PE ist als Parameter aufgetragen 
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Aus diesen beiden Werten ergibt sich eine Änderung der optischen Weglänge durch das PE 
von ≈ 31 µm. Unter der Annahme, dass die effektive Gruppenbrechzahl bei 1,468 liegt 
(ermittelt aus Abbildung 20), stimmt dieser Wert näherungsweise mit den nach (5.6) 
berechneten ≈ 35 µm überein (Aufgrund der reflektiven Struktur muss die doppelte Länge des 
PE berücksichtigt werden.). Die Vergrößerung des FSR mit der Temperatur lässt darauf 
schließen, dass das Phasen-Gewichtungselement in den Pfad ohne Verzögerungsleitung 
eingefügt wurde. Durch ein Phasen-Gewichtungselement in dem Filterpfad mit der 
Grundverzögerung könnte der FSR mit steigender Temperatur verkleinert werden, da 
hierdurch die Längendifferenz zwischen den beiden Filterpfaden verringert würde. 
Mit dieser Messung konnte gezeigt werden, dass sich das PE als Phasen-Gewichtungselement 
annähernd verhält wie in Abschnitt 5.2.3 beschrieben. Mit dem verwendeten Element lassen 
sich optische Weglängenänderungen von ≈ 31 µm für reflektive und von ≈ 16 µm für 
transmittive Strukturen realisieren. Weiterhin lässt die Messung Rückschlüsse auf die 
Temperaturänderung zu, die erforderlich ist, um eine 360°-Phasendrehung mit dem 
verwendeten Element zu erzeugen. Unter der Annahme, dass eine Periode bei einer 
Freiraumwellenlänge von 1550 nm eine Ausdehnung im Medium von ≈ 1000 nm hat, sind 
hierfür ≈ 3 K nötig. 
6.4 MZI mit Amplituden- und Phasen-Gewichtungselement 
An dem MZI aus dem vorherigen Abschnitt konnte das Abstimmen der optischen Phase bzw. 
das Abstimmen des freien Spektralbereichs gezeigt werden. Es ist jedoch kein Abstimmen der 
Modulation des Amplitudengangs möglich, da sich das Amplituden-Gewichtungselement (der 
Koppler) nicht abstimmen lässt. 
In diesem Abschnitt wird ein MZI mit einem FSR von ≈ 100 GHz nach Abbildung 22 
untersucht, das neben dem Phasen-Gewichtungselement einen abstimmbaren Koppler anstelle 
des vorderen 2x2-Kopplers als Amplituden-Gewichtungselement beinhaltet. 
Der abstimmbare Koppler ist nach dem gleichen Verfahren hergestellt, das auch für normale 
2x2-Faserkoppler verwendet wird (Abschnitt 6.1.1). Allerdings wird die Koppelzone nicht in 
einen Quarzglasträger, sondern in einen Träger aus Messing eingeklebt, der auf einem Peltier-
Element befestigt ist und somit gekühlt oder geheizt werden kann [56]. Durch den 
Temperatureinfluss verändert sich die Länge des Messingträgers, wodurch die Koppelzone 
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gespannt oder gestaucht wird. Darüber hinaus ändert sich die Brechzahl der Fasern in der 
Koppelzone (Abschnitt 5.2.3.1). Diese beiden Effekte führen zu einer Änderung der 
Koppelstärke zwischen den beiden Fasern nach (5.7). 
In der folgenden Abbildung werden zehn Temperaturzyklen dieses abstimmbaren Kopplers in 
Abhängigkeit der Temperatur dargestellt. Man erkennt, dass sich der Koppelfaktor durch die 
gespeiste Faser im Bereich zwischen 40% und 85% der eingespeisten Leistung und der 
Koppelfaktor zwischen der gespeisten und der benachbarten Faser komplementär zwischen 
60% und 15% in Abhängigkeit der Temperatur des PE ändern. Die Einfügeverluste ändern 
sich durch das Abstimmen um ca. 0,07 dB. Die Wellenlängenabhängigkeit der 
Koppelfaktoren entspricht der eines normalen 2x2-Faserkopplers. 
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Abbildung 38: Messung abstimmbarer 2x2-Faserkoppler (10 Temperaturzyklen) 
(a) Leistungsverteilung in Abhängigkeit der Temperatur 
(b) Einfügeverluste in Abhängigkeit der Leistung in der gespeisten Faser 
Der abstimmbare Koppler hat in dem MZI Einfluss auf die Modulation im Amplitudengang 
und auf den Gruppenlaufzeitverlauf (Abbildung 39). Wie zu erwarten ist die Modulation im 
Bereich der symmetrischen Kopplung bei ≈ 23 °C (symmetrische Kopplung) am größten. 
Unterhalb dieses Punkts entstehen negative, oberhalb positive Peaks im 
Gruppenlaufzeitverlauf (vergleiche Abbildung 4). Der Gruppenlaufzeitverlauf ist in der Mitte 
der Periode annähernd parabolisch, was zu einer annähernd linearen Dispersion in diesem 
Bereich führt. 
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Abbildung 39: Messung des Amplitudengangs (a) und des Gruppenlaufzeitverlaufs (b) eines 
optischen MZI (Die Mittenwellenlänge liegt bei ≈ 1550 nm.) 
6.5 MZI mit Polarisationssteller 
In diesem Abschnitt wird ein MZI mit einem Polarisationssteller in einem Filterpfad 
untersucht. Das hierzu verwendete MZI ist nach Abbildung 22 aufgebaut worden, wobei das 
Phasen-Gewichtungselement durch einen Polarisationssteller ersetzt wurde. Die 
Grundverzögerung wurde so gewählt, dass ein FSR von 2,844 GHz entsteht. 
Ein Polarisationssteller wirkt wie eine Kaskade aus einer λ/2-Platte und zwei λ/4-Platten und 
besteht in der Realisierung aus drei runden Scheiben, um deren Umfang die Faser gewickelt 
ist. Durch die Biegung der Faser um den Umfang der Scheiben wird in die Faser 
Doppelbrechung induziert, die bei geeignetem Radius das Verhalten von λ/4- bzw. λ/2-Platte 
erzeugt (λ/4-Platten werden durch eine Windung und λ/2-Platte durch zwei Windungen 
realisiert.). Durch Verdrehen der einzelnen Scheiben zueinander erfolgt eine 
Polarisationstransformation [52]. 
In der folgenden Abbildung wird der Amplitudengang des MZI für unterschiedliche 
Einstellungen des Polarisationsstellers dargestellt. Man erkennt deutlich das im Abschnitt 
5.4.3 beschriebene Verhalten. In Abbildung 40a wird der Fall dargestellt, in dem die Felder in 
den beiden Filterpfaden fast vollständig in der gleichen Ebene schwingen. Die Modulation im 
Amplitudengang hat in diesem Fall eine Tiefe von ca. 25 dB. Das bedeutet, dass sich 
ca. 99,7% der Leistung, zu gleichen Teilen auf die beiden Filterpfade aufgeteilt, in derselben 
Schwingungsebene befinden. Durch die Transformation des Polarisationsstellers geht ein 
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größer werdender Anteil der Eingangsleistung in die orthogonale Polarisationsebene über 
(Abbildung 40a, b, c, d), bis nur noch eine geringe Modulation im Spektrum auftritt. Bei 
vollständiger Transformation in die orthogonale Schwingungsebene würde keine Interferenz 
mehr auftreten. 
Diese Messung zeigt, dass optische DLF empfindlich auf Polarisationstransformationen in 
den Filterpfaden reagieren. Um Polarisationstransformationen durch induzierte 
Doppelbrechung in faseroptischen DLF zu vermeiden, müssen die Fasern des Filters 
möglichst ohne Biegungen und ohne einwirkende Druckkräfte verlegt werden. 
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Abbildung 40: Messung des Amplitudengangs eines Mach-Zehnder-Interferometers mit 
unterschiedlichen Polarisationstransformationen in einem Filterzweig 
6.6 Optisches FIR-Filter zur Dispersionskompensation 
In diesem Abschnitt wird die Realisierung des optischen DLF zur Dispersionskompensation 
nach Abschnitt 5.3.3 untersucht. Da dieses Filter insgesamt drei Filterpfade beinhaltet, muss 
sichergestellt werden, dass die Grundverzögerungen in den Filterpfaden ganzzahlig vielfach 
zueinander sind. Ist diese Randbedingung nicht erfüllt, entsteht ein FSR zwischen dem 
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Filterpfad ohne und mit einer Grundverzögerung und ein FSR zwischen dem Filterpfad mit 
einer und zwei Grundverzögerungen. Hierdurch kommt es zu Schwebungen im Spektrum, die 
vergleichbar mit den Schwebungen sind, die entstehen, wenn zwei Schwingungen geringfügig 
unterschiedlicher Frequenz überlagert werden [57]. Diese Schwebungen können bis zur 
Funktionsunfähigkeit des Filters führen und müssen durch geeignete Abstimmverfahren 
eliminiert bzw. minimiert werden. 
183 186 189 192 195 198
-20
-15
-10
-5
0
1514,091537,391561,41
4,3 THz 4,3 THz
Wellenlänge [nm]
1586,191611,771638,20
N
or
m
ie
rte
 L
ei
st
un
g 
[d
B]
Frequenz [THz]
 
 
Abbildung 41: Messung des Amplitudengangs eines optischen FIR-Filters zweiter Ordnung mit 
geringfügig unterschiedlichen Grundverzögerungen in den Filterpfaden 
In Abbildung 41 wird der gemessene Amplitudengang eines realisierten DLF in Abhängigkeit 
der Frequenz dargestellt. Die Längen der Verzögerungsleitungen wurden bei der Herstellung 
so gewählt, dass sich ein FSR von ≈ 100 GHz ergibt. Aufgrund der Herstellungstoleranzen 
sind die Längen der Verzögerungsleitungen dieses Filters nicht ganzzahlig vielfach 
zueinander. Aus diesem Grund kommt es zu der beschriebenen Schwebung im Spektrum. Die 
Periodizität der Schwebung beträgt ≈ 4,3 THz, was nach (5.3) auf eine zusätzliche 
Längendifferenz von ≈ 47 µm neben der für den FSR erforderlichen Längendifferenz 
schließen lässt. In welchem Filterpfad diese zusätzliche Längendifferenz auftritt, lässt sich aus 
der Messung nicht bestimmen. 
In der Messung sind die Maxima im Amplitudengang über einen Bereich von ≈ 130 nm 
annähernd gleich hoch. Dies lässt darauf schließen, dass sich das wellenlängenabhängige 
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Koppelverhältnis nicht signifikant auf diesen Parameter auswirkt. Der FSR bleibt über den 
gesamten Bereich ebenfalls annähernd konstant, die Wellenlängenabhängigkeit der effektiven 
Brechzahl scheint hierauf keinen Einfluss zu haben. Die Wellenlängenabhängigkeit des 
Koppelverhältnisses und der Brechzahl haben jedoch einen Einfluss auf die Modulation. Bei 
niedrigen Frequenzen ist die Modulation in Abbildung 41 deutlich stärker ausgeprägt als bei 
höheren Frequenzen.  
Schwebung wie im Spektrum aus Abbildung 41 lassen sich durch nachträgliches Abstimmen 
der Länge der Verzögerungsleitungen reduzieren. Dazu werden je eins der beschriebenen 
Phasen-Gewichtungselemente in den Pfand ohne und in den Pfad mit einer Grundverzögerung 
eingebracht. Durch die Kombination der Abstimmbereiche dieser beiden 
Gewichtungselemente kann die Periodizität der Schwebung vergrößert und somit konstante 
Übertragungseigenschaften über viele Perioden erzielt werden. Weiterhin ist es durch die PE 
möglich, das gesamte Spektrum im Frequenzbereich zu verschieben und im begrenzten Maß 
auch den FSR zu beeinflussen. Mit dem Gewichtungselement im mittleren Filterpfad kann 
zusätzlich die Dispersion des Filters beeinflusst werden (siehe Abbildung 28). 
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Abbildung 42: Messung des Amplitudengangs und des Gruppenlaufzeitverlaufs eines optischen 
FIR-Filters zweiter Ordnung mit einer Dispersion von +50 ps/nm über fünf 
benachbarte Perioden 
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Abbildung 43: Gemessener Gruppenlaufzeitverlauf und Amplitudengang eines optischen FIR 
zweiter Ordnung 
(a) Gruppenlaufzeitverlauf im unteren Frequenzbereich des C-Bands 
(b) Gruppenlaufzeitverlauf im mittleren Frequenzbereich des C-Bands 
(c) Gruppenlaufzeitverlauf im oberen Frequenzbereich des C-Bands 
(d) Amplitudengang über gesamtes C-Band 
In Abbildung 42 und Abbildung 43 sind die Amplitudengänge und die 
Gruppenlaufzeitverläufe eines solchen Filters mit abgestimmten Pfadlängen für fünf 
benachbarte 100 GHz-Kanäle bzw. über das gesamte C-Band dargestellt1). Die Phase des 
                                                 
1) Beide Messungen wurden mit dem in Anhang E beschriebenen interferometrischen Messverfahren 
aufgenommen, wobei eine Mittelwertbildung über je zehn Messungen erfolgte. Sie unterscheiden sich nur in 
dem betrachteten Messbereich (Span). Aufgrund der begrenzten Messgeschwindigkeit der verwendeten 
abstimmbaren Laserquelle erfordert die in Abbildung 42 dargestellte Messung eine geringere Messzeit als die in 
Abbildung 43 dargestellte. Bei geringeren Messzeiten reduziert sich der Einfluss der Drift der Mittenfrequenz 
des Filters (wenige Pikometer während der Messzeit), was das geringere Rauschen des Gruppenlaufzeitverlaufs 
in Abbildung 42 erklärt. 
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Phasen-Gewichtungselements im mittleren Filterpfad wurde so eingestellt, dass der Anstieg 
der Gruppenlaufzeit ≈ 50 ps/nm entspricht. Der FSR des Filters liegt bei ≈ 102 GHz. 
Für die fünf benachbarten Kanäle ist das Übertragungsverhalten annähernd identisch. Über 
das gesamte C-Band ändert sich der Verlauf der Gruppenlaufzeit ebenfalls nicht signifikant. 
Aufgrund der nicht-diskreten Grundverzögerungen ist in dem dargestellten Amplitudengang 
allerdings eine Schwebung zu erkennen. 
Die Periodizität der Schwebung lässt sich aus dem betrachteten Spektralbereich nicht 
ermitteln, aus diesem Grund sind so auch keine Rückschlüsse auf die Ungenauigkeiten der 
Pfadlängen möglich. Das zur Charakterisierung verwendete interferometrische Messverfahren 
ermöglicht allerdings die Bestimmung der Impulsantwort des Filters. In der aufgenommenen 
Impulsantwort (Abbildung 44) sind deutlich die drei Impulse zu erkennen, die den 
Filterkoeffizienten des digitalen Filters entsprechen. Wie aufgrund der Koppelverhältnisse der 
Koppler zu erwarten sind die äußeren Impulse ungefähr gleich groß und haben die halbe 
Amplitude des mittleren Impulses. 
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Abbildung 44: Gemessene Impulsantwort eines optischen DLF zweiter Ordnung 
Aus den zeitlichen Abständen zwischen den einzelnen Impulsen von 9,7 ps bzw. 9,8 ps kann 
auf den FSR zwischen dem Pfad ohne Grundverzögerung und einer Grundverzögerung und 
auf den FSR zwischen dem Pfad mit einer und mit zwei Grundverzögerungen geschlossen 
werden. Diese liegen bei ≈ 102,98 GHz und ≈ 101,93 GHz. Aus der Differenz zwischen den 
Abständen der Impulse von ≈ 0,1 fs kann die Periode der Schwebung bestimmt werden. Da 
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die zeitliche Auflösung des Messverfahrens ebenfalls im Bereich von 0,1 fs liegt, muss die 
Periodizität der Schwebung auf alle Fälle > 10 THz sein. 
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Abbildung 45: Simulation (links) und Messung (rechts) des Amplitudengangs und des 
Gruppenlaufzeitverlaufs eines optischen FIR-Filters zweiter Ordnung mit den 
zugehörigen Dispersionswerten als Parameter (Die Mittenwellenlänge liegt bei 
≈ 1551 nm.) 
In Abbildung 45 werden der Amplitudengang und der Gruppenlaufzeitverlauf des DLF für 
verschiedene Dispersionswerte dargestellt. Die unterschiedlichen Dispersionswerte lassen 
sich durch Einstellung des Phasen-Gewichtungselements im mittleren Filterzweig des DLF 
realisieren. Der Vergleich der simulierten Verläufe auf der linken Seite von Abbildung 45 mit 
den gemessenen Verläufen auf der rechten Seite zeigen deutliche Übereinstimmungen. Es ist 
zu erkennen, dass die Amplituden der gemessenen Verläufe weniger als 1 dB unterhalb der 
simulierten Verläufe liegen. Diese Verluste sind herstellungsbedingt und entstehen in den 
verwendeten Koppler, an den Spleißstellen und an den Faser-Stecker-Kopplungen. Die 
Verläufe der Gruppenlaufzeit unterscheiden sich in der Simulation und in der Messung an den 
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Extremwerten. Dieser Effekt ist auf das verwendete Modulation-Phase-Shift-Messverfahren 
zurück zu führen (siehe Anhang E). 
Die Angaben zur Dispersion in den Diagrammen beziehen sich auf eine lineare 
Approximation der Gruppenlaufzeitverläufe innerhalb eines Bereiches von ±25 GHz um die 
Mittenfrequenz der dargestellten Periode. Aus der Differenz zwischen den gemessenen 
Verläufen und den approximierten Verläufen ergibt sich der Gruppenlaufzeitripple, der in 
Abbildung 46 dargestellt wird. Innerhalb der betrachteten Bandbreite ist der 
Gruppenlaufzeitripple < ±1 ps. Dies stimmt sehr gut mit den simulierten Verlaufen aus 
Abbildung 30 überein. 
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Abbildung 46: Gemessene Ripple der Gruppenlaufzeit für die in Abbildung 45 dargestellten 
Gruppenlaufzeitverläufe 
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7 Adaptive Restdispersionskompensation mit einem DLF 
In den folgenden Abschnitten wird die Fähigkeit zur Restdispersionskompensation des in den 
Abschnitten 5.3.3 und 6.6 beschriebenen DLF in einem System mit einer Datenrate von 
42,5 Gbit/s untersucht. Dazu werden Experimente in einem Einkanal-Aufbau [58] mit 
verschiedenen Dispersionswerten sowie in einem Mehrkanal-Aufbau [59] durchgeführt. 
Für diese Messungen wird ein bei der Siemens AG, München vorhandener Systemaufbau 
verwendet. Er besteht aus mehreren Distributed-Feedback-Lasern (DFB), die bei 
unterschiedlichen Wellenlängen betrieben werden. Die Modulation der DFB erfolgt mit 
einem optischen Mach-Zehnder-Modulator, der über einen elektrischen Eingang angesteuert 
wird. Die zur Ansteuerung notwendige Pseudo-Zufallsfolge (PRBS) wird mit Hilfe eines 
elektrischen Bitfehlerratenmesssystems (BERT) erzeugt und im Non-Return-to-Zero-Format 
(NRZ) auf den optischen Träger moduliert. Das zugehörige Spektrum des modulierten 
optischen Trägers wird in Abbildung 47 dargestellt.  
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Abbildung 47: Modulation eines optischen Trägers im C-Band mit einem 42,5 Gbit/s-Signal im 
NRZ-Format (Messung mit optischem Spektrumanalysator, Auflösungsbandbreite 
10 pm) 
Der Empfänger besteht neben dem eigentlichen Photodetektor aus zwei optischen 
Bandpassfiltern und zwei Erbiumverstärkern, die in Reihe vor den Photodetektor geschaltet 
sind. Die Bandpassfilter und die Erbiumverstärker werden während der Messung auf die 
Gegebenheiten der Strecke angepasst. Um die Bitfehlerrate in Abhängigkeit der Leistung am 
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Empfänger aufnehmen zu können, ist vor dem Empfänger ein Leistungsdetektor mit 
integriertem variablem Dämpfungsglied eingefügt. 
Das gesamte Messsystem ist in einem Bereich von ±55 ps/nm dispersionstolerant. Das 
bedeutet, dass eine signifikante Bitfehlerrate erst erfasst werden kann, wenn in die 
Versuchsstrecke zwischen dem Ausgang des Mach-Zehnder-Modulators und dem Eingang 
des Empfängers ein dispersives Element mit einer Dispersion von mehr als +55 ps/nm bzw. 
weniger als -55 ps/nm eingefügt wird. 
Um die Restdispersion der Strecke zu emulieren, wird ein Dispersionsemulator (DE) 
verwendet, der durch das Zusammenschalten mehrerer Glasfasern mit unterschiedlichen 
Dispersionsprofilen Dispersion im Bereich von ±300 ps/nm erzeugen kann (Der prinzipielle 
Aufbau eines solchen Dispersionsemulators ist in [1] beschrieben worden.). 
7.1 Einkanal-Systemexperiment 
In dem Einkanal-Systemexperiment wird ein einzelner DFB-Laser mit einer Wellenlänge von 
1555,75 nm als Quelle verwendet. Der zugehörige Aufbau wird in der folgenden Abbildung 
dargestellt. 
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Abbildung 48: Prinzipieller Aufbau Einkanal-Systemexperiment 
Zunächst wird die Bitfehlerrate des Systems ohne DLF und ohne zusätzliche Dispersion des 
DE in Abhängigkeit der Leistung am Eingang des Empfängers untersucht. Diese Messung 
wird als Back-to-Back-Messung (B2B) bezeichnet und dient als Referenz für alle weiteren 
Messungen (Abbildung 48).  
In einer weiteren Messung wird der Einfluss des DLF auf das System untersucht. Dazu wird 
die Dispersion des DLF und die des DE auf Null gesetzt. Die Messung der Bitfehlerrate in 
Abhängigkeit der Leistung am Eingang des Empfängers (Abbildung 49) zeigt, dass hierdurch 
keine signifikante Verschlechterung des Übertragungsverhaltens erzeugt wird.  
103 
7 Adaptive Restdispersionskompensation mit einem DLF 
 
 
Die Fähigkeiten des DLF zur Dispersionskompensation wird anhand von zwei weiteren 
Messungen überprüft. Dazu wird der DE nacheinander auf Dispersionswerte von +105 ps/nm 
und -105 ps/nm gesetzt, so dass die emulierte Dispersion ±50 ps/nm außerhalb des 
dispersionstoleranten Bereichs des Empfängers liegt. Bei dieser Einstellung liegt die 
Bitfehlerrate in dem betrachteten Bereich bei > 10-3. Indem das DLF auf seine maximale 
Dispersion von +50 ps/nm bzw. -50 ps/nm gestellt wird, kann die Dispersion der 
Versuchsstrecke an die Grenzen des dispersionstoleranten Bereichs reduziert werden.  
In Abbildung 49 werden die Ergebnisse dieser Messungen in Abhängigkeit der Leistung am 
Eingang des Empfängers dargestellt. Man erkennt, dass zwischen der B2B-Messung und den 
beiden Messungen mit DE und DLF ein vertikaler Abstand bestehen bleibt, der als Reduktion 
der Empfängerempfindlichkeit oder als Penalty bezeichnet wird. Diese Penalty von 
maximal 1,2 dB über den betrachteten Bereich ist ein Maß für die Verschlechterung der 
Übertragungsqualität durch die dispersiven Medien [2]. 
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Abbildung 49: Bitfehlerrate in Abhängigkeit der Leistung am Empfänger für die Einkanal-
Systemmessung mit unterschiedlichen Konfigurationen des Messaufbaus 
In der folgenden Abbildung werden die gemessenen Augendiagramme für die durch 
Dispersion gestörten Übertragungen und für die kompensierten Übertragungen dargestellt. 
Deutlich ist zu erkennen, dass die Augendiagramme in den unkompensierten Fällen fast 
vollständig geschlossen sind. Durch die Kompensation der Dispersion wird eine signifikante 
Vergrößerung der Augenöffnung erzielt. 
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Während der Messungen konnte über mehre Stunden keine Veränderung des 
Übertragungsverhaltens beobachtet werden. Das DLF verursachte eine Einfügedämpfung von 
≈ 3 dB. 
 
Abbildung 50: Augendiagrammmesssungen 
(a) DE mit -105 ps/nm unkompensiert 
(b) DE mit +105 ps/nm unkompensiert 
(c) DE mit -105 ps/nm kompensiert mit +50 ps/nm 
(d) DE mit +105 ps/nm kompensiert mit -50 ps/nm 
7.2 Mehrkanal-Systemexperimente 
In dem Mehrkanal-Systemexperiment werden fünf DFB-Laserquellen mit unterschiedlichen 
Wellenlängen (1537,39 nm bis 1540,54 nm) über einen Wellenlängen-Multiplexer in eine 
einzelne Faser eingespeist. Die einzelnen Träger haben entsprechend des ITU-Grids einen 
Abstand von 100 GHz. In dem Mach-Zehnder-Modulator werden diese fünf Quellen mit 
derselben NRZ-Folge moduliert (Abbildung 51).  
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Abbildung 51: Prinzipieller Aufbau Mehrkanal-Systemexperiment 
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Die Untersuchung der Bitfehlerrate in Abhängigkeit der Leistung am Eingang des 
Empfängers wurde in Analogie zu den Messungen aus dem vorherigen Abschnitt 
durchgeführt. Allerdings wurde auf die Messungen ohne Filterdispersion und auf die Messung 
verschiedener Dispersionswerte verzichtet, da diese Einflüsse bereits in dem Einkanal-
Systemexperiment untersucht wurden. 
Die Dispersion des DE wurde für die Messung auf -105 ps/nm und die des DLF auf 
+50 ps/nm gesetzt. In Abbildung 42 ist zu erkennen, dass die Mitten der Filterperioden nur für 
Kanal 1 und für Kanal 2 in den Mitten der Kanäle liegen (Bezeichnung der Kanäle 
entsprechend Abbildung 42). Für die anderen drei Kanäle wandert die Mitte der Filterperiode 
aufgrund des FSR des Filters von ≈ 102 GHz immer weiter aus der Mitte des Kanals.  
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Abbildung 52: Bitfehlerrate in Abhängigkeit der Leistung am Empfänger für Systemmessungen 
mit fünf benachbarten Kanälen 
Die B2B-Messung wurde für Kanal 1 aufgenommen, da für diesen Kanal aufgrund der 
Übereinstimmung zwischen Periodenmitte und Kanalmitte die beste Kompensation zu 
erwarten ist. Dementsprechend ist die gemessene Bitfehlerrate in Abhängigkeit der Leistung 
am Empfänger für Kanal 1 am niedrigsten und steigt für alle weiteren Kanäle an (Abbildung 
52). Durch die Reduktion der Gesamtdispersion an den Rand des dispersionstoleranten 
Bereichs des Empfängers durch das DLF kann so eine maximale Penalty in dem betrachteten 
Bereich von ≈ 2 dB erzielt werden. 
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8 Zusammenfassung und Ausblick 
Delay-Line-Filter können zur Amplitudenfilterung und zur Gruppenlaufzeitentzerrung 
eingesetzt werden. Das Übertragungsverhalten dieser Filter wird durch ihre 
Filterkoeffizienten bestimmt. Bei geeigneter Wahl der Koeffizienten lassen sich Delay-Line-
Filter realisieren, die die Dispersionseffekte auf faseroptischen Übertragungsstrecken 
kompensieren können. 
Um die Strukturen rekursiver und nicht-rekursiver digitaler Delay-Line-Filter mit optischen 
Komponenten nachzubilden, sind optische Koppelelemente beliebiger Ordnung, 
Gewichtungselemente zum unabhängigen Gewichten der Amplituden und der Phasen der 
optischen Felder sowie beliebig kompakte Realisierungen dieser optischen Komponenten 
erforderlich. All diese Voraussetzungen können weder mit integriert-optischen oder volumen-
optischen noch mit faseroptischen Komponenten erfüllt werden. Diese Tatsache schränkt die 
Freiheitsgrade bei der Realisierung optischer Delay-Line-Filter ein.  
Während der Bearbeitungszeit dieser Dissertation wurden verschiedene Herangehensweisen 
zur Realisierung rekursiver und nicht-rekursiver optischer Delay-Line-Filter untersucht. 
Ansätze zur Erhöhung der Ordnung nicht-rekursiver Filter durch Verwendung von Kopplern 
mit bis zu sieben verschmolzenen Fasern scheiterten an der Reproduzierbarkeit der 
Kopplerherstellung und an der unzureichenden Abstimmbarkeit der Pfadlängen. Ebenso 
brachte der Aufbau nicht-rekursiver Filter mit reflektiven Elementen als Filterkoeffizienten 
nicht den gewünschten Erfolg. Grund hierfür waren die unzureichende 
Wellenlängenunabhängigkeit der verwendeten Faser-Bragg-Gitter und die schlechte 
Reproduzierbarkeit der Ankopplung der verwendeten aufgedampften Spiegelschichten an die 
Glasfasern. Versuche mit kaskadierten Faser-Bragg-Gittern zur Realisierung rekursiver 
Strukturen führten bei kleinen freien Spektralbereichen von einigen Gigahertz zwar zu 
verwertbaren Dispersionsverläufen, aufgrund der geometrischen Ausdehnung der einzelnen 
Gitter gelang es jedoch nicht, Filter mit größeren freien Spektralbereichen herzustellen. 
Aus diesen Untersuchungen wurde deutlich, dass sich faseroptische Delay-Line-Filter nur mit 
niedriger Filterordnung und mit einer geringen Anzahl von Gewichtungselementen realisieren 
lassen. Diese Bedingungen können nur erfüllt werden, wenn im Filterentwurf die Anzahl der 
Freiheitsgrade auf ein Minimum reduziert wird. 
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Der Filterentwurf für Delay-Line-Filter zur Dispersionskompensation wurde in der Literatur 
bisher nicht ausführlich diskutiert. Insbesondere wurde nicht auf die Abhängigkeit der 
Filterkoeffizienten von der Dispersion des Filters eingegangen. Durch die systematische 
Untersuchung des Verhaltens der Koeffizienten nicht rekursiver Filter konnte in dieser Arbeit 
erstmals gezeigt werden, dass sich durch das Einhalten einfacher Entwurfsregeln 
Übertragungsverhalten mit konstanter oder linearer Dispersion für nicht-rekursive Filter 
beliebiger Ordnung erzielen lassen. Im Vergleich mit dem aus der Literatur bekannten 
iterativen Entwurfsverfahren führt das hier vorgestellte Verfahren, unabhängig von der 
Filterordnung und der zur Dispersionskompensation genutzten Bandbreite, immer zu 
reproduzierbaren Ergebnissen. 
Durch die systematische Untersuchung des Filterentwurfs und durch die damit verbundene 
Reduktion der Anzahl der zur Abstimmung der Dispersion notwendigen 
Gewichtungselemente konnte erstmals ein auf Faserkopplern basierendes Delay-Line-Filter 
zur Dispersionskompensation realisiert werden. Diese neuartige Filterstruktur, deren 
Dispersion sich durch die Beeinflussung eines einzelnen Parameters abstimmen lässt, besteht 
aus zwei faseroptischen 3x3-Kopplern. Die Dispersion dieses Filters ist innerhalb einer 
Bandbreite von 50 GHz annähernd konstant und kann stufenlos in einem Bereich von 
±50 ps/nm geändert werden. Im Vergleich mit anderen realisierten Kompensatoren weist 
dieses Filter eine geringe Welligkeit der Gruppenlaufzeit auf und erzeugt aufgrund der 
faseroptischen Realisierung Einfügeverluste von lediglich ≈ 3 dB. 
In Übertragungsexperimenten mit Datenraten von 42,5 Gbit/s konnte gezeigt werden, dass das 
Filter unterschiedliche Werte der auftretenden Restdispersion kompensieren kann und dass es 
in der Lage ist, die Dispersionstoleranz des untersuchten Systems von ±55 ps/nm annähernd 
zu verdoppeln. Weiterhin konnte die Mehrkanal-Fähigkeit unter Beweis gestellt werden, 
indem mehrere benachbarte 42,5 Gbit/s-Kanäle simultan mit einem einzelnen Filter dieses 
Typs kompensiert wurden. 
Nicht untersucht wurde, inwieweit es möglich ist, den freien Spektralbereich des Filters zu 
reduzieren, ohne dass eine Verschlechterung des Übertragungsverhaltens auftritt. Durch die 
Verkleinerung des freien Spektralbereichs würde der erzielbare Abstimmbereich vergrößert 
werden, wodurch die Dispersionstoleranz des Systems weiter erhöht werden könnte. Ebenso 
wurde der Einsatz dieser Filterstruktur in Übertragungssystemen mit niedrigeren Datenraten 
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nicht untersucht. So ließe sich der Abstimmbereich für eine Datenrate von 10 Gbit/s auf 
±800 ps/nm erhöhen, indem der freie Spektralbereich des Filters auf 25 GHz reduziert wird.  
Der Dispersions-Abstimmbereich von Delay-Line-Filtern kann weiterhin durch die Erhöhung 
der Filterordnung z.B. durch Kaskadieren von mehr als zwei 3x3-Kopplern erzielt werden. 
Voraussetzung hierfür ist wiederum die systematische Untersuchung des Filterentwurfs für 
ein ideales Delay-Line-Filter entsprechender Ordnung. Dabei müssen Möglichkeiten zur 
Erzeugung eines konstanten Dispersionsverlaufs, der sich durch wenige 
Gewichtungselemente abstimmen lässt, gefunden werden. Weiterhin müssen Möglichkeiten 
zum permanenten Abstimmen von herstellungsbedingten Toleranzen untersucht werden, so 
dass die aktive Kompensation der Pfadlängen mit Phasen-Gewichtungselementen entfallen 
kann. 
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Anhang B   Berechnungen Nullstellenpaar  
> #---Maple Skript zur Berechnung des Betrags des Filterkoeffizienten und 
#---der Phase des Filterkoeffizienten eines Nullstellenpaars in  
#---Abhängigkeit der genutzten Bandbreite und der Mittendispersion 
> #---Maple Server neu starten 
restart; 
> #---komplexe Übertragungsfunktion eines Nullstellenpaars definieren 
HF:=1+B1*exp(I*beta1)*exp(-I*Omega)+exp(-I*2*Omega); 
> #---Annahmen für verwendeten Variablen treffen (alle reell) 
assume(B1,real); 
assume(beta1,real); 
assume(Omega,real); 
> #---Amplitudengang durch Betragsbildung bestimmen 
simplify(expand(abs(HF))); 
> #---Phasengang durch Argumentbildung bestimmmen 
phi:=arctan(Im(HF)/Re(HF)); 
> #---Maple Server neu starten 
restart; 
> #---Phasengang aus obigem Abschnitt übernommen 
phi := arctan((B1*(-cos(beta1)*sin(Omega)+sin(beta1)*cos(Omega))-
sin(2*Omega))/ 
(1+B1*(cos(beta1)*cos(Omega)+sin(beta1)*sin(Omega))+cos(2*Omega))); 
> #---Normierte Gruppenlaufzeit durch Ableitung des Phasengangs bestimmen 
tauN:=simplify(-diff(phi,Omega)); 
> #---Gruppenlaufzeit durch Zerlegung in Zähler- und Nennerterm 
#---vereinfachen 
NumtauN:=combine(simplify(numer(tauN))); 
DentauN:=combine(simplify(denom(tauN))); 
NumtauN:=collect(expand(NumtauN),cos(Omega)); 
DentauN:=collect(expand(DentauN),cos(Omega)); 
tauN:=simplify(NumtauN/DentauN); 
> #---Normierte Dispersion durch Ableitung der Gruppenlaufzeit bestimmen 
DN:=simplify(2*Pi*diff(tauN,Omega)); 
> #---Dispersion durch Zerlegung in Zähler- und Nennerterm vereinfachen 
NumDN:=combine(simplify(numer(DN))); 
DenDN:=combine(simplify(denom(DN))); 
NumDN:=collect(expand(NumDN),cos(Omega)); 
DenDN:=collect(expand(DenDN),cos(Omega)); 
DN:=simplify(NumDN/DenDN); 
> #---Maple Server neu starten 
restart; 
> #---Dispersion aus obigem Abschnitt (vereinfacht) übernommen 
DN:=4*Pi*B1*sin(beta1)*(4*cos(Omega)^3-(8+B1^2)*cos(Omega)-
4*B1*cos(beta1))/ 
(4*cos(Omega)^2+4*B1*cos(beta1)*cos(Omega)+B1^2)^2; 
> #---Normierte Kreisfrequenz durch normierte Frequenz substituieren 
Omega:=2*Pi*ny; 
> #---Lösung für den Nulldurchgang im Dispersionsverlauf 
#---im Interval 0<ny<1/2 
nySols:=solve(0=DN,ny); 
> #---Genutzte Bandbreite mit der 3. Lösungsfunktion für den 
#---Nulldurchgang berechnen 
#---(Die anderen beiden Lösungsfunktionen liefern komplexe Werte) 
RBWUSol:=solve((1-RBWU)/2=nySols[3],RBWU); 
> #---beta1 in Abhängigkeit des Betrags des Filterkoeffizienten und der 
Berechnungen Nullstellenpaar 
 
 
#---genutzten Bandbreite berechnen 
beta1:=solve(RBWU=combine(simplify(RBWUSol)),beta1); 
> #---Mittendispersion berechnen 
Eq:=DNc=simplify(combine(subs(ny=1/2,DN))); 
> #---Aus Gleichung für Mittendispersion B1 in Abhängigkeit der 
#---genutzten Bandbreite und der Mittendispersion bestimmen 
B1Sols:=solve(Eq,B1); 
> #---Für B1 als Funktion der genutzten Bandbreite und der Mittendispersion 
#---ergeben sich vier Lösungsfunktionen, wobei zwei negative Werte 
#---liefern und somit nicht relevant sind. Die anderen beiden Funktionen 
#---entsprechen den Lösungen "oberhalb" bzw. "unterhalb"des maximalen 
#---Betrags der Mittendispersion 
B1_oben:=B1Sols[1]; 
B1_unten:=B1Sols[3]; 
B1_oben := 2 sqrt⎛⎜
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B1_unten := 2 sqrt⎛⎜
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> #---Berechnung der zugehörigen Verläufe beta1 in Abhängigkeit der  
#--genutzten Bandbreite und der Mittendispersion 
beta1_oben := Pi-arccos(1/4*(4*cos(RBWU*Pi)^2-8-
B1_oben^2)*cos(RBWU*Pi)/B1_oben); 
beta1_unten := Pi-arccos(1/4*(4*cos(RBWU*Pi)^2-8-
B1_unten^2)*cos(RBWU*Pi)/B1_unten); 
beta1_oben := π - arccos
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beta1_unten := π - arccos
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>  
 
 
> #---Maple Skript zur Berechnung des Verlaufs des Betrags und  
#---der Phase des Filterkoeffizienten eines Nullstellenpaars 
#---bei maximaler Mittendispersion 
> #---Maple Server neu starten 
restart; 
> #---Zusammenhang für Mittendispersion in Abhängigkeit des Betrags 
#---des Filterkoeffizienten und der genutzten Bandbreite übernommen 
#---aus vorherigen Berechnungen 
DNc:= -B1*Pi*(-(-44*B1^2+2*B1^4*cos(2*RBWU*Pi)+2*B1^4-
4*B1^2*cos(4*RBWU*Pi)+16*B1^2*cos(2*RBWU*Pi)+30*cos(2*RBWU*Pi)+2*cos(6*RBWU
*Pi)-20*cos(4*RBWU*Pi)+52)/B1^2)^(1/2)*(-4-
B1^2+cos(RBWU*Pi)*B1^2+5*cos(RBWU*Pi)-
cos(3*RBWU*Pi))/(58+B1^4*cos(2*RBWU*Pi)+3*B1^4-
36*cos(RBWU*Pi)*B1^2+8*B1^2*cos(2*RBWU*Pi)-2*B1^2*cos(4*RBWU*Pi)-
4*cos(RBWU*Pi)*B1^4+26*B1^2+15*cos(2*RBWU*Pi)-
10*cos(4*RBWU*Pi)+4*cos(3*RBWU*Pi)*B1^2+cos(6*RBWU*Pi)-
80*cos(RBWU*Pi)+16*cos(3*RBWU*Pi)); 
> #---Berechnung von B1(max|DNc|) durch Ableiten von DNc nach B1 und 
anschliessendem Auflösen nach B1 
B1maxDNc:=simplify(solve(simplify(diff(DNc,B1)),B1)[1]); 
> #---B1(max|DNc|) von Hand vereinfachen 
B1maxDNc := 
2*(factor(4*cos(RBWU*Pi)^5+2*cos(RBWU*Pi)^2+cos(RBWU*Pi)^6+6*cos(RBWU*Pi)^4
+4*cos(RBWU*Pi)+4*cos(RBWU*Pi)^3+4)/(cos(RBWU*Pi)^2+2*cos(RBWU*Pi)+2)^2)^(1
/2); 
> #---Zusammenhang für beta1 in Abhängigkeit des Betrags des 
#---Filterkoeffizienten und der genutzten Bandbreite aus 
#---vorherigen Berechnungen übernommen 
beta1:=arccos(1/4*(B1^2-4*cos(RBWU*Pi)^2+8)*cos(RBWU*Pi)/B1); 
> #---beta1(max|DNc|) von Hand vereinfachen 
beta1maxDNc:=simplify(subs(B1=B1maxDNc,beta1)); 
> beta1maxDNc := 
arccos((3+2*cos(RBWU*Pi))*cos(RBWU*Pi)/(((cos(RBWU*Pi)^2+2*cos(RBWU*Pi)+2)^
2*(2*cos(RBWU*Pi)^3+2+cos(RBWU*Pi)^4)/(cos(RBWU*Pi)^2+2*cos(RBWU*Pi)+2))^(1
/2))); 
> #---max|DNc| bestimmen 
DNcmax:=simplify(expand(subs(B1=B1maxDNc,DNc))); 
> 
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Anhang C  Vergleiche der Entwurfsverfahren 
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Abbildung 53: Entwurf eines FIR-Filters sechster Ordnung mit 50% genutzter Bandbreite nach 
dem iterativen Entwurfsverfahren (links) und nach dem quasi-analytischen 
Entwurfsverfahren (rechts) 
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Abbildung 54: Entwurf eines FIR-Filters zehnter Ordnung mit 50% genutzter Bandbreite nach 
dem iterativen Entwurfsverfahren (links) und nach dem quasi-analytischen 
Entwurfsverfahren (rechts) 
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Anhang D  Parameter faseroptischer Koppler 
Die Leistungsverteilung auf die einzelnen Fasern eines Kopplers wird als Koppelverhältnis 
bezeichnet und bildet sich aus den Betragsquadraten der Koppelfaktoren |c0|2 / |c1|2 / … / |cN|2 
mit 
2 ,
,
aus n
n
aus k
k
P
c
P
=
∑
, (D.1) 
wobei Paus,n bzw. Paus,k die optische Leistung am dem Leistungsdetektor n bzw. k bezeichnet. 
In dem Koppelverhältnis sind keine Verluste berücksichtigt. Diese werden durch die 
Einfügeverluste EL (engl. excess loss) beschrieben und in Dezibel angegeben. 
,
10 log ein
aus k
k
PEL
P
⎛ ⎞
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⎝ ⎠
∑
⎟
⎟  (D.2) 
Sowohl das Koppelverhältnis als auch die Verluste sind in nicht-idealen Kopplern von dem 
Polarisationszustand (engl. state of polarization) in der gespeisten Faser abhängig, der mit 
SOP abgekürzt wird. Diese Abhängigkeit wird durch das polarisationsabhängige 
Koppelverhältnis PDCR (engl. polarization dependent coupling ratio) und durch die 
polarisationsabhängigen Verluste PDL (polarization dependent loss) ausgedrückt. 
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Anhang E   Messverfahren 
Die zu charakterisierenden Delay-Line-Filter weisen Bandbreiten von bis zu 100 GHz auf, 
daher müssen die Messungen mit entsprechend kleiner Auflösung im Frequenzbereich 
erfolgen. Des Weiteren ist es aufgrund der interferometrischen Funktionsweise der DLF 
erforderlich, dass die zur Charakterisierung verwendeten Quellen eine ausreichend große 
Kohärenzlänge aufweisen. Aus diesem Grund sind breitbandige Quellen wie 
Erbiumrauschquellen und Weißlichtquellen ungeeignet.  
Messung des Amplitudengangs 
Die Messung des Amplitudengangs einer optischen Komponente kann mit Hilfe einer 
abstimmbaren Laserquelle und eines Leistungsdetektors erfolgen (Abbildung 55). Die zu 
charakterisierende Komponente (DUT) wird dazu mit Quelle und Detektor verbunden. Bei 
Komponenten, die in Reflexion arbeiten ist zusätzlich ein Zirkulator erforderlich. 
Abstimmbare
Laserquelle DUT
Leistungs-
detektor
 
Abbildung 55: Messaufbau zur Bestimmung des Amplitudengangs einer optischen Komponente 
Aufgrund der geringen Bandbreite unmodulierter Laserquellen (In den Messungen wird eine 
abstimmbare Laserquelle vom Typ Agilent 81640A mit einer Linienbreite von 100 kHz 
verwendet.) kann der Amplitudengang ermittelt werden, indem die Laserquelle in der 
Wellenlänge durchgestimmt und zu jeder Wellenlänge der Leistungspegel am 
Leistungsdetektor aufgenommen wird. Dieses Messverfahren wird als Lambda-Sweep 
bezeichnet. 
Modulation-Phase-Shift-Messverfahren 
Die Modulation-Phase-Shift-Messverfahren wurde zur Charakterisierung des 
Amplitudengangs und der chromatischen Dispersion langer Faserstrecken entwickelt [60]. 
Das Messverfahren basiert auf der Messung des Amplituden- und Phasengangs eines auf 
einen optischen Träger modulierten elektrischen Signals. Der zugehörige Aufbau kann aus 
einer abstimmbaren Laserquelle, einem optischen Amplitudenmodulator, einem elektrischen, 
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vektoriellen Netzwerk-Analysator (VNA) und einem Photodetektor realisiert werden 
(Abbildung 56).  
DUT
Netzwerk-
Analysator
Leistungs-
detektor
Abstimmbare
Laserquelle
Synchronisation  
Abbildung 56: Schematischer Aufbau zur Messung des Amplitudengangs und der Gruppenlaufzeit 
nach der Modulation-Phase-Shift-Messverfahren 
Zur Charakterisierung der Komponente wird der VNA auf eine feste Modulationsfrequenz 
gestellt und die Wellenlänge der abstimmbaren Quelle über den gewählten Bereich 
durchgestimmt. Durch die Synchronisierung der Laserquelle und des VNA kann die 
Amplitude und die Phase des an dem Leistungsdetektor demodulierten elektrischen Signals 
im VNA in Abhängigkeit der Wellenlänge erfasst werden. Durch die Auswertung der 
Änderung der elektrischen Phase zwischen zwei Stützstellen im Wellenlängenbereich kann 
auf die optische Gruppenlaufzeit geschlossen werden. Mit dem Abstand zwischen zwei 
Stützstellen Δλ, der Modulationsfrequenz fm und der gemessenen Phase des elektrischen 
Signals ϕel ergibt sich für die Änderung der optischen Gruppenlaufzeit Δτ nach [60]
( )
( ) ( )2el el
mf
2
λ λϕ λ ϕ λ
τ λ
Δ Δ+ − −
Δ = − . (E.1)  
Durch die Ableitung zur Wellenlänge nach (2.3) lässt sich hieraus die Dispersion bestimmen. 
Die Modulationsfrequenz hat entscheidenden Einfluss auf die Qualität der Messung, da sich 
das Phasenrauschen des VNA bei kleinen Modulationsfrequenzen stärker auf die gemessene 
optische Gruppenlaufzeit auswirkt als bei großen Modulationsfrequenzen (E.1). Höhere 
Modulationsfrequenzen reduzieren zwar das Rauschen, limitieren jedoch gleichzeitig die 
Auflösung im Wellenlängenbereich. So können schmalbandige Komponenten wie DLF mit 
einem FSR im 100 GHz-Bereich nur eingeschränkt mit Modulationsfrequenzen im 
GHz-Bereich charakterisiert werden [61].  
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Interferometrische Methode 
Zur Charakterisierung von optischen Komponenten wurde ein interferometrisches 
Messverfahren entwickelt. In diesem Messverfahren wird das zu charakterisierende Bauteil in 
einen Pfad eines Mach-Zehnder-Interferometers eingefügt (Abbildung 57). Diese Anordnung 
wird von einem Eingangsport zu einem Ausgangsport des MZI nach der Lambda-Sweep-
Methode (s.o.) charakterisiert.  
3 dB-Koppler 3 dB-Koppler
DUT
 
Abbildung 57: Schematischer Aufbau des interferometrischen Messverfahrens 
Da am Ausgang des MZI die Leistung des Signals detektiert wird, ergibt sich für die gesamte 
Anordnung folgendes Übertragungsverhalten 
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2 2
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Ω
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= = ⋅ − + ⋅ })jΩ . (E.2) 
Der Amplitudengang der zu charakterisierenden Komponente hat dabei Einfluss auf die 
Modulation und der Phasengang hat Einfluss auf die Periodizität des gemessenen Spektrums. 
Aus der Leistung P am Ausgang des MZI kann daher durch eine Fourier-Transformation die 
Impulsantwort des Systems bestimmt werden [62]. Hieraus lassen sich wiederum die 
komplexe Übertragungsfunktion und somit der Amplitudengang, der Phasengang, die 
Gruppenlaufzeit und die Dispersion berechnen.  
In der Realisierung des Messverfahrens müssen geeignete Methoden vorgesehen werden, um 
z.B. Polarisationseinflüsse auf die Messung zu reduzieren. Durch Erweiterungen ist es auch 
möglich, die Polarisationsabhängigkeit der gemessenen Komponenten zu charakterisieren. 
Das Messverfahren ist prinzipbedingt nicht für lange Faserstrecken bzw. Komponenten mit 
langen Wellenleitern geeignet, da solche DUT zu sehr kleinen freien Spektralbereichen führen 
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würden, die nicht mehr erfasst werden können. Limitierende Größen für die Länge des DUT 
sind die Sweep-Geschwindigkeit der verwendeten abstimmbaren Laserquelle und die 
Abtastrate der Leistungsdetektoren. 
