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t r a c t
This paper presents a two phases flow model combined with a high order finite volume solver on unstructured mesh. The solver is highly conservative and preserves the sharpness of the interface without any reconstruction. Special care has been taken for boundedness preservation, as a high order scheme does not guaranty the boundedness of the volume fraction.
The efficiency of the method is demonstrated with two numerical experiments: the simple advection test and the interaction between the shock and a bubble. Although experiments have been carried out with fine mesh, it is also demonstrated that the method allows satisfactory results to be obtained with coarse mesh.
Introduction
Multiphase flows intervene in a wide range of industrial problems, including aerospace, atmospheric, biological, chemical, civil, mechanical, and nuclear systems. Currently, these type of flows are not mastered and form the topic of much challenging research.
We discuss in this study the methods of the resolved surface type for two immiscible fluids. This family of methods is able to capture coherent interfaces, in contrary to dispersed multi-phase flow methods. A widely used resolved surface approach is the volume of fluid (VOF) method [1] , where a marker is transported. This marker, defined as the volume fraction (between 0 and 1) represents each fluid's parts in the control volumes. For the VOF method, the conservation feature is not hard to obtain. However, the main weakness of this kind of method is the numerical diffusion and the interface smoothing, especially for low order schemes. To avoid these problems, several methods of interface reconstruction have been proposed. These algorithms are nevertheless usually implemented for cartesian or structured meshes (SLIC Noh and Woodward [2] , PLIC Youngs [3] ) and with a first order accuracy. Heavier and more sophisticated methods have been proposed with a second order accuracy [4] , still with cartesian meshes. Another possibility to avoid smoothing problems lies in the interface sharpening, for example by adding a compressive term as a source term in the fluid governing equations [5] . Finally, models avoiding explicit geometrical reconstruction have been proposed, as for example the CICSAM method [6] or the approach developed by Chen et al. [7] , where the numerical diffusion is reduced thanks to a combination of high order accurate schemes near the interface. Local mesh refinement could also handle low diffusion [8] .
Another type of resolved surface approaches are the front tracking methods, represented by the level set method [9] . The latter method is based on the transport of a distance function. Because of the smooth property of this function, the level set method is very slightly diffusive. On the other hand, the mass conservation is difficult to obtain with such a method for complex flows. To obtain the benefits of both types of resolved surface approach, coupled level set and VOF methods have already been developed, for structured meshes [10] , and for unstructured ones [11, 12] .
Different models are available in the literature for multiphase flow, for instance: the Baer-Nunziato model [13] , the Kapila model [14] and the Saurel-Abgrall model [15] . While, some of them have 7 equations [16] , other reduce to 6 [17] or even 5 equations [18] . In this paper, a two-phase Kapila model is proposed based on a high order finite volume solver using moving least square reconstruction (MLS) [19] . The MLS approach allows a high spatial order of accuracy to be obtained for the variables. In this case, the complex methods of interface reconstruction are no more necessary to reduce the diffusion of the step variables, like the volume fraction. However, when this marker is transported with high order schemes, the problem of boundedness appears. A wide analysis of the different solutions to circumvent this problem has been made by Waterson et al. [20] . The TVD (total variation diminishing) schemes are typically employed as boundedness criteria. Nevertheless, they tend to more or less smear the interface for interfacial flows [21] . Another frequently-used approach is the NVD (normalized variable diagram) non-linear approach, which is based on a switch between different differencing schemes for the Riemann problem, depending on the flow direction and velocity [22] . This solution has the drawback of being heavy to implement. In this study, a simple algorithm with the same global effect is used, reducing the spatial order if the variable is exceeding the bounds. Finally, the main advantage of the proposed MLS approach lies in its applicability to coarse and unstructured meshes.
In Section 2, the moving least squares approach for a finite volume solver (FV-MLS) is presented. The Kapila model introduced in Section 3 is used to solve the Euler equations for a compressible two-phase flow. Section 4 presents the algorithm used to preserve the boundedness. Our model is validated with two test cases, of which set-up and results are discussed in Section 5. Finally, Section 6 summarizes and concludes the current formulation.
Finite volume moving-least-squares method

Higher-order finite volume method
The main idea behind the higher-order formulation of the FVM is the use of reconstructed variables of a given order of accuracy, into the numerical flux, to achieve the desired order of the scheme. In other terms, the FVM solver will deal with average values of the field variables, and the solution is assumed constant within each control volume. So, the underlying spatial representation would be that of a piecewise constant flow field. High order schemes are constructed by substituting the constant representation by a piecewise continuous reconstruction of the flow variables inside each cell. The estimation of the numerical flux, regardless of their order without reconstruction, using the piecewise continuous reconstruction will ensure the sought order.
In order to improve the order of accuracy, we will compute the flux functional at the cell interfaces, rather than the use of centroid values, and we will use a higher-order reconstruction of U at the interfaces.
Higher-order reconstruction procedure
The Taylor expansion of U at the vicinity of (I), where (I) makes reference to the centroid cell, is given by:
N beeing the order of accuracy of the expansion. The main difficulty of evaluating UðxÞj I is the estimation of higher order derivatives. The FV-MLS method overcomes this difficulty by using Moving Least Squares Approximations. This approach is somewhat different that the usual approach of high-order finite volume schemes. The usual approach is pragmatic and bottom-up. Starting from an underlying piecewise constant representation, a discontinuous reconstruction of the field variables is performed at the cell level. The FV-MLS method starts from a high-order and highly regular representation of the solution, obtained by means of Moving Least-Squares approximation [23] , and well suited for general, unstructured grids. This approach is directly suitable for the discretization of elliptic/parabolic equations and high order spatial terms [24] . For equations with a predominantly hyperbolic character, the global representation is broken locally, at the cell level, into a piecewise polynomial reconstruction, which allows to use the powerful finite volume technology of Godunov-type schemes for hyperbolic problems (e.g. Riemann solvers, limiters) [24] .
Moving least squares reproducing kernel approximations
General formulation
The Moving Least Squares approximations [23] is a very usual technique in the meshless community. It is very well suited for the approximation of scattered data. In this section we introduce briefly this technique. We refer the reader to [23, 25, 26, 24] and references therein. Let us consider a function UðxÞ defined in a domain X, the basic idea of the MLS approach is to approximate UðxÞ, at a given point x, through a weighted least-squares fitting of UðxÞ in a neighborhood of x as
p T ðxÞ is an m-dimensional polynomial basis and aðzÞj z¼x is a set of parameters to be determined, such that they minimize the following error functional:
Wðz À y; hÞ
being Wðz À y; hÞj z¼x a kernel with compact support (denoted by X x ) centered at z ¼ x. The parameter h is the smoothing length, which is a measure of the size of the support X x . For example, a polynomial cubic basis is given by:
which provides cubic completeness. In the above expression, x; y ð Þ denotes the Cartesian coordinates of x. In order to improve the conditioning, the polynomial basis is locally defined and scaled: if the shape functions are going to be evaluated at x I , the polynomial basis is evaluated at ðx À x I Þ=h. Following [26, 24] , the interpolation structure can be identified as
where we define the moment matrix M as (see [24] ):
and the matrices P Xx and U Xx reads as follows:
We also define:
WðxÞ ¼ diagðW i ðxÞÞ ð9Þ
We remark that the approximation is written in terms of the MLS ''shape functions'' N T ðxÞ, that are depending on the grid. So, in fixed grids they will be computed only once. The variables and its derivatives are computed by using these shape functions. Thus, in the FV-MLS method, the MLS approximation will be used to compute the derivatives needed for the reconstruction of variables at quadrature points at cell interfaces. We remember that the reconstruction step is made by using a Taylor expansion until mth order as presented in the previous section. The resulting scheme is a ðm þ 1Þth order method [26, 24] .
Kernel functions
The kernel function plays a key role in the properties of the scheme. Many functions may be used as kernels, as splines, Gaussians, exponentials. We refer the reader to the book of Liu [27] for more details. In the present work the 1D exponential kernel function is used. This kernel function is very well suited for anisotropic node distribution:
; x I is the reference point (the point around which the stencil moves, in this case the centroid of each cell, I), and j is a shape parameter. A 2D kernel is obtained by multiplying two 1D kernels. j varies from 1 to 6 according to the applications. It is shown in [28, 19] that the dispersion and dissipation characteristics of the FV-MLS method are strongly related to the choice of the j parameter. For Euler and Navier-Stokes equations, a value of j between 4 and 6 seems to be a good choice. It guarantees the good conditioning of the momentum matrix M and an acceptable compromise of dispersion and dissipation.
Estimation of derivatives
Space derivatives
Moving Least-Squares Reproducing Kernel Approximations (MLS) presented in the previous section, is used to construct the high order continuous representation of UðxÞ and then its space derivatives.
It should be remembered that the general representation of UðxÞ, which is approximated or reconstructed, is sought for in the subspace spanned by a set of basis functions NðxÞ associated to the nodes, such that UðxÞ is a continuous function of the form:
Eq. (11) states that the approximation at a point x in the vicinity of I, is computed using n x surrounding nodes. In a triangular unstructured grid, if we consider I the centroid of the active cell, then j are the centroids of the n x surrounding cells. This leads to the construction of a stencil around I (see Fig. 1 ).
The number of cells in a stencil and there distribution around I will be discussed below.
Coming back to Eq. (1). Now all the derivatives can be computed using Eq. (11) as
With a ¼ 0 to m and b ¼ 0 to a; m being the derivative order.
It is important to notice that for a fixed grid (non-deforming grid), NðxÞ and its derivatives are calculated just once at the beginning of computation. We also note that NðxÞ is related to the grid topology.
Estimation of the shape function derivatives
According to Eq. (5) the shape function is given by, The first and the second derivatives of C are respectively,
and
The subscripts i and j take the values 1 and 2 corresponding to x and y directions respectively. More details about the procedure used in this paper can be found in [29, 19] .
Time-dependent term treatment
The system to be solved has the form
it can be solved using explicit time schemes. U I is considered as the mean value of the vector of variables U at the active cell such as R
V i
UdV % VU I . A sine qua non condition to enforce the conservation of the mean consists of replacing the continuous reconstruction in the time-dependent term by the discontinuous one U R . A manner to enforce the conservation of the mean is the use of zeromean polynomials in the expansion (1). In this case Eq. (1) reads, This reconstruction can be found in some mean-conservation restrictions used in other cell averaged finite volume method schemes, see [31, 32] for instance. In our case, the meanconservation correction appears a posteriori in the reconstruction contrary to the k-exact method for example, in which a priori mean-conservation restriction is imposed.
As described in [19] , the use of zeromean polynomials ensure at most a third space order of accuracy of the finite volume solver. The use of higher order MLS reconstruction (>3) will improve the accuracy but the overall space order of accuracy will always be limited to three. In what follows, when we will discuss about scheme accuracy aspects concerning the two phases model, the term ''order of MLS reconstruction'' will be used instead of ''space order of accuracy''. The use of a full mass matrix formulation will overcome this limitation [19] .
Two phases compressible flow
Conservation equations
The physical approach used in this study is based on the reduced five-equation model for two fluids, also named Kapila model [33] . As an important assumption, the pressure and the velocity vector at the two-phase interface are the same. In this context, there is a mass conservation equation for each phase. On the other hand, a unique conservation equation for the momentum and the energy is solved for both fluids. Furthermore, the volume fraction a is transported. This scalar defined between 0 and 1, is representing the amount of both fluids in the control volumes.
For a ¼ 0, the cells are only occupied by the first fluid, whereas for a ¼ 1 the cells are only occupied by the second fluid. Finally, the system is given below for 2D flows:
In the above system, q is the mixture density obtained from q ¼ ð1 À aÞq 1 þ aq 2 ; ðu; v) are the velocity components, p is the static pressure, E is the total energy and S is a source term including the external forces as well.
The transport of the volume fraction does not preserve the conservation for compressible flow. The advection equation can still be modified in a conservative form with an additional term as following [34] :
In this case, the volume fraction equation can be added to the left part of the system (22) , whereas the last term ar Á u is included in the source term, u ¼ ðu; vÞ being the velocity vector.
Equations of state
The system introduced in the previous section is closed with the relevant equation of states for both fluids. Thereby, the stiffened gas equations of state is used to compute the physical properties of the fluids, namely the pressure, the sound speed and the temperature. The model presented here is a one pressure model, and the latter fluid properties are thus the properties of the mixture.
The three equations are presented below, where e stands for the internal energy such as E ¼ e þ u 2 þv 2 þw 2 2
; c stands for the heat capacity ratio, and p is a pressure reference that approximates a relative pressure-independence, which is usually used for liquids.
In the case p ¼ 0, the stiffened gas equation is equivalent to the perfect gas law. Finally, C p stands for the heat capacity.
For the mixture cells where a is between 0 and 1, a mixture heat capacity ratioc and pressure referencep are calculated in function of the volume fraction [35, 34] . These formulations are given in Eqs. (27) and (28) , where the subscript k denotes both phases. The introduced modification avoid a jump of the latter parameters across the interface.
Boundedness preservation
From a physical point of view, the volume fraction has to be bounded between 0 and 1. However, the boundedness preservation of an advected scalar is not straightforward for high order schemes. The proposed method presented in this work is similar to the BQUICK scheme [36] . The proposed algorithm, described below, decreases locally the spatial order of accuracy to the first order which unconditionally ensures the boundedness. This modification is taken into account through the correction of the flux.
The algorithm is of a predictor-corrector type. An intermediary time step is performed initially in order to list the cells where the volume fraction is exceeding the bounds. Then, until convergence, the fluxes at each faces of these control volumes are re-computed without using the MLS reconstruction for the variable. Immediately afterward, a check is performed to get the new cells with an exceeding volume fraction. One considers that the convergence is reached when the list of the control volumes exceeding the bounds remain the same after a new flux computation. In the present algorithm, u j ða X;n i Þ stands for the flux at the jth face of the ith cell for a variable a reconstructed with an order X, while 
This algorithm may also be used for the preservation of positiveness, as it could be important for the partial densities in the Kapila model [33, 37] for instance. It is also important to note that the variables are exceeding their bounds only in some localized area, as illustrated by the computations in Fig. 2 (obtained for the test case in Section 5.2). Thereby, although the global space order of accuracy will be slightly reduced the overall error will remain low due to the high order MLS reconstruction.
Test cases
An explicit euler schemes is used for the time-discretization of our system of differential equation. The standard fluxes at cell faces are computed with the SLAU scheme, which stands for Simple Low-Dissipative AUSM (Advection Upstream Splitting Method) [38] . This Riemann solver has good properties for high speed non-uniform flows.
Scalar transport
The criterion of low diffusivity and boundedness of our two phases model are validated with the stretching of a circle in a vortex velocity field [39, 11] . This advection case allow to asses the capability of the high-order coupled two phases-MLS approach to correctly track the interface for strong deformations.
In this test case, only the volume fraction equation is solved. This variable is transported on a converged pressure and velocity field, without the source term introduced in Section 3.1 because of the relevant assumption of incompressibility for this test case.
The velocity field is described as following:
The computational domain is a 2D square of length 1 m centered in (0,0). The resolution is performed with an unstructured mesh of around 150 Â 150 triangle cells. Inside the domain, the scalar is initialized with a circle of radius 0.2 situated in (0,À0.25). Furthermore, the scalar concentration is defined by the following hyperbolic tangent function to ensure a relatively smooth interface:
In our case, the slope a has been chosen equal to 0.01.
The time step is fixed to Mt ¼ 0:001 s in order to respect at maximum a CFL of 0.25. After 2500 time iterations forward, the same number of time iterations is performed backward with the reversed velocity field. Thereby, the scalar should recover his initial position with an ideal transport model.
From a mathematical point of view, the interface location corresponds to the iso volume fraction of 0.5. The results concerning this interface position are visible in Fig. 3 , for a forward and a backward transport with the two phases-MLS approach, and for the backward transport using the QUICK approach of ANSYS Fluent. These results show the ability of the two phases-MLS method to correctly recover the true interface after a strong deformation, without any reconstruction method. The correspondence of the transported interface and the initial one is as good as for the QUICK method. Furthermore, a higher MLS schemes leads obviously to a lower diffusivity of the scalar. However, a non-smooth interface is obtained with schemes above the 3rd order, and the spatial fluctuations of the interface are increasing with the order of the MLS method.
In order to perform a deeper analysis, the Table 1 underlines the efficiency of the different approaches. The results proves that all these methods have a good conservation property. Regarding the boundedness, the algorithm introduced in Section 4 avoid too important excess of the bounds for the proposed two phases-MLS method. However, these excess are still two orders of magnitude larger with the 4th order reconstruction than with the QUICK approach. The general accuracy of the different methods are finally estimated with the error E, calculated as following:
In the previous equation, a 0 stands for the volume fraction at initial time, whereas a f stands for the volume fraction after the 5000 iterations forward and backward. It appears thus that despite the development of a non-smooth interface, high order MLS methods lead to a better accuracy in comparison to the QUICK method of Fluent.
2D interaction between shock and bubbles
The two following test cases aim to simulate the propagation of a shock respectively through a helium bubble, and a R22 bubble [34, 40, 41] ). The pressure waves generated by the impact between the shock and the bubbles are expected to strongly deform these ones, and mix the air with the secondary gas. These experiments were originally performed by Haas & Sturtevant [42] , inside a rectangular channel whose walls are reflecting the waves.
The computational domain is a 2D rectangular box of dimension 267 Â 89 mm 2 , as described in Fig. 4 . A bubble with a diameter of 50 mm is initially placed in the box. Furthermore, the air is present in two states at initial time, in a pre-shock state and in a post-shock state. The shock is going from the right to the left of the domain at 1.22 Mach velocity. The gas properties and initial conditions for the two test cases are listed in Table 2 . As stated in Section 3.2, the equation of state used to compute the thermodynamics properties of the gases is the perfect gas law (stiffened gas law with a zero pressure reference).
For these test cases, the boundedness of the volume fraction is preserved as well, according to the Algorithm 1. In addition, the positiveness of both density 1 À a ð Þq 1 and aq 2 are also ensured thanks to the algorithm.
The domain is meshed in 108,278 uniform triangular cells, with a base size of 0.7 mm. The results presented below are obtained with a 3rd MLS reconstruction approach. The grid is applied over the entire domain without using any symmetry condition. In this conditions, the symmetry of the density contour presented in Figs. 5 and 6 is not forced. It is a results of the computations.
Helium bubble
The numerical results are shown in Fig. 5 for the helium bubble, in parallel to the experimental results of Haas and Sturtevant [42] . The simulation results represent the contours of density, while the experimental results are shadow-photographs. The general physical behavior of the interaction between the shock and the helium bubble is well reproduced. A curved shaped reflected wave is already present at t ¼ 52 ls (Fig. 5a ), due to the initial impact between the shock and the bubble. The interaction between this reflected wave and the incoming shock induces high densities, localized at the right of the junction between the incoming shock and the bubble. Because of the difference of speeds of sound, the transmitted wave which is propagating inside the helium bubble is finally ahead of the shock wave at t ¼ 102 ls, as it is visible in Fig. 5b . Furthermore, once the transmitted wave has completely crossed the bubble, the latter starts to move with the flow. At time t ¼ 102 ls, one can also see that the first reflected wave is again reflected by the tube walls (top and bottom of the figure). These second reflections form a complex ripple-like structure, visible at t ¼ 245 ls in Fig. 5c . During the following times, a jet of air is piercing the bubble. Because of the difference of densities between air and helium, a Kelvin-Helmholtz instability is generated, and the jet is thus rolling up inside the bubble in a clockwise direction, as it is shown in Fig. 5d .
R22 bubble
The numerical results are shown in Fig. 6 for the R22 bubble, in parallel to the experimental results of Haas and Sturtevant [42] . In Fig. 6a the incoming shock starts to compress the bubble. Notice also the reflected pressure wave on the right hand side of the bubble. The propagation of the shock inside the bubble is slower than in the surrounding air due to lower speed of sound in R22. In Fig. 6b the incoming shock become curved as it exit the bubble. In Fig. 6c , the upper and lower pressure waves focus inside the bubble creating a small zone of high density. In Fig. 6d , the shock has passed the bubble which has been strongly deformed. Notice the pressure waves reflected from the side wall and the curling vortices at the interface due to a Richtmyer-Meshkov instability. For the 4 instants presented in Fig. 6 , the shapes of density contours are in very good agreement with the experimental shadow graphs.
Quantitative results
In order to show the accuracy of the proposed method, quantitative results of wave speed are presented for comparison in Table 3 for Helium bubble and in Table 4 for R22. The obtained results are in the same range of accuracy of both experiments of Haas and Sturtevant [42] in one hand and numerical simulations of Kreeft and Koren [33] and Quirk and Karni [43] in the other hand, although the mesh quality used in this paper is really lower. Indeed, Quirk and Karni [43] used a quadrangle meshes with two levels of local refinement, which is equivalent to 12,800,000 cells according to the authors, whereas Kreeft and Koren [33] used a uniform structured meshes of 320,000 cells with a symmetry condition. In this study, computation were carried out on two different meshes: fine mesh and coarse mesh. The fine mesh has 108,278 triangular cells, whereas the coarse one has only 13,664 triangular cells (base size of 2 mm). Results for both meshes are in good agrement with the literature.
From the results presented in Tables 3 and 4 , it appears clearly that the use of a coarse mesh with our method is sufficient to obtain satisfactory quantitative results.
Similarly, a high order FV-MLS approach is able to catch correctly the bubble deformation and compression along the time. With a sufficiently fine mesh, this method reproduces the small fluctuation of the left interface of the helium bubble, and calculates as well the vortices of the Kelvin-Helmholtz instability without any reconstruction method. This subject is illustrated by the Fig. 7 , where the contours of volume fraction are plotted for two meshes of different level of refinement. The volume fraction diffusion obtained with the coarse mesh remains reasonable. In addition, the interface position is very similar for both meshes.
These results underline the capability of the high order FV-MLS approach to correctly simulate two components flows, even on coarse meshes, similarly to the methods based on interface reconstruction.
Conclusion
A compressibe two-phase Kapila model using a high order finite volume solver has been presented in this paper. In the context of solving two-phase flow problems, the critical point is to combine mass conservation and high accuracy, with a boundedness preservation. While the mass conservation is inherent to the two-phase model, the high accuracy is provided here by a finite volume solver using moving least squares reconstruction developed for unstructured mesh. In order to compensate the unboundedness induced by high order accuracy schemes, a simple algorithm is proposed. The global approach is thus naturally anti-diffusive, without any artifices for interface reconstruction. The latter allows for the meshing stage of the problem to be simplified, by using more or less coarse and unstructured grid (sometimes essential for very complex geometries), and avoiding a significant loss of accuracy. Our method is firstly examined by its ability to analyze strong deformations of the interface. The present results showed a similar efficiency than commercial code with interface reconstruction. The second and third test cases demonstrated that the FV-MLS method can also handle complex compressible flows, with satisfactory results. In addition, the structure of this approach also makes it easily applicable to incompressible flows. 
