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Expansions through the 24th order at high-temperature and up to 11th order at low-temperature
are derived for the main observables of the Blume-Capel model on bipartite lattices (sq,sc and bcc)
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I. INTRODUCTION
The Ising system with spin S = 1, subject to a uniform “single-ion-splitting crystal-field” (also called “anisotropy
field”)1,2, in absence of magnetic field, is the simplest lattice spin-model exhibiting a tricritical3,4 point (TCP), namely
a point of the phase-boundary at which a smooth line of second-order phase-transitions undergoes a sudden change
into a line of first-order transitions. It was originally studied by M. Blume and H.W. Capel1,2 and thereby it is known
as the Blume-Capel (BC) model. Extensions of the model featuring interactions of higher spins5,6, in particular of
spin S = 3/2, were also considered in the literature.
The BC model has been explored in a variety of analytical approximations (mean field (MF), effective
field, Renormalization Group, etc.)1,2,5–20, by transfer-matrix methods21–23 and by MonteCarlo (MC) simulation
methods14,20,24–39, but only in a handful of papers40–45 extrapolations of series-expansions were employed, in spite of
the potential reliability and accuracy of this technique. The high-temperature (HT) and the low-temperature (LT)
expansions have been jointly used43 to map out the phase diagram, (the former being generally sufficient to locate
the second-order part of the phase-boundary and to determine its universal parameters, the latter being helpful for
the first-order part).
This work fills a gap in the literature by contributing exact HT expansions (based on the computations of Ref.
[46–48]), that reach the 24th order for the square (sq), simple cubic (sc) and body-centered cubic (bcc) lattices, in
presence of a magnetic field, in the two most representative cases of the BC model with spin S = 1 and S = 3/2. In
the spin S = 1 case, we have also computed exact LT expansions for the sq and the sc lattices through the 11th order,
while our LT results reach only the 10th order for the bcc lattice. In the spin S = 3/2 case, the LT expansions extend
through the 9th order. All series coefficients, both at HT and LT, are expressed in a closed form as explicit functions
of the crystal and magnetic fields. The analysis of these expansions leads to results directly comparable with those
of the modern simulation studies, generally carried out on the simple cubic lattices in 2d and 3d. Moreover this work
makes now possible to achieve high accuracy in the determination of the phase-boundaries, in the tests of universality
of the critical exponents as well as of appropriate combinations of critical amplitudes, and to describe the dependence
of the observables on the magnetic field, in regions of the model’s parameter-space that are wider than those covered
by other numerical approaches.
The longest series expansions so far available, that date back to long ago, were limited to systems with spin S = 1 on
the (close-packed) face-centered-cubic (fcc) lattice40,41,43, in absence of magnetic field. At best43, the HT expansions
extended only through the 12th order while the LT expansions reached the 7th. The results of their analysis are not
comparable with those of the modern MC studies for the non-universal features such as the phase-contours, but are
relevant only for the universal critical parameters. The fcc lattice was chosen because its non-bipartite nature entails
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2the absence of a nearby antiferromagnetic singularity in the complex plane of the inverse temperature and together
with its large coordination-number q = 12, ensures smooth expansion-coefficient sequences. It was therefore hoped
that reasonable series extrapolations might be performed in spite of the short order of the expansions.
Also for the bipartite lattices, at the time of Ref. [43], by employing essentially the same code, expansions might be
derived with the same extension as for the fcc lattice and with the same limitations, but they were not. Only shorter
expansions44 through the 8th order were obtained in 2d and 3d for these lattices, but were not analyzed. In Ref.[42],
HT expansions up to the 5th-order, valid for general spin on the sc and the bcc lattices, were briefly discussed, yielding
qualitative indications. In conclusion, the state of the expansions for the sq, the sc and the bcc lattices has been so
far inadequate, while substantial extensions and updates of the fcc lattice study remain desirable, but not as urgent.
The paper is organized as follows. Section II introduces the BC model with general spin S and sketches its main
features. The following subsections recall the established results of the MF approximation, and contain a few comments
on recent numerical studies to be later compared with ours. The following subsections describe some details of the
algebraic structure of the HT and LT expansion coefficients and state the expected singular asymptotic behaviors of
the thermodynamical quantities under scrutiny, to which reference is made in discussing the estimates of the critical
parameters. This Section is supplemented by the Appendices A and B, the first one being a very detailed pedagogical
reminder of the known methods and results of the MF approximation for each value of the spin considered in our
study while the second one recalls known arguments about the tricritical scaling.
Section III contains a few general remarks on the analysis of the expansions, valid independently of the structure
and dimension of the lattices considered, while the main properties of the numerical tools such as “modified ratio
approximants”(MRA), “Pade´ approximants”(PA) and “differential approximants”(DA) employed to estimate the
critical parameters of the model, are recalled in Appendix C.
In the Sections IV-VII, we discuss the results of our series analyses in dimension d = 2, and d = 3 for spin S = 1 and
S = 3/2 and compare them with the known closed-form expressions for the phase-boundaries in the MF approximation
and with numerical results obtained by transfer-matrix in 2d and/or by MC methods both in 2d and in 3d. In the
Section VIII, we summarize our work and draw some conclusions.
II. THE BC MODEL WITH SPIN S
An extensive discussion of tricriticality, covering a wide range of the physical situations in which it occurs and a
thorough account of the numerous experimental and theoretical investigations of the BC model before 1984 can be
found in the review paper[49], from which we have largely drawn throughout the paper.
The BC model is a simple representative49 of a class of pure or disordered spin models capable of describing the
phenomenology of a variety of physical systems, that includes liquid mixtures of 3He−4He, many-component classical
solutions3,4, antiferromagnets and metamagnets50, alloys of magnetic and non-magnetic materials51, ferroelectrics,
liquid crystals and several others.
The BC model with spin S is defined by the reduced Hamiltonian
1
kBT
HN [s] = −K
S2
∑
〈ij〉
sisj +
D
S2
∑
i
s2i −
h
S
∑
i
si (1)
The Hamiltonian HN [s] is evaluated in a finite lattice of volume N . The first sum on the right hand side, describing
the nearest-neighbor spin-pair interaction, runs over all ordered links, while the second and third extend to all sites.
If S = 1, the spin si at the site i can take the values si = ±1, 0. In the S = 3/2 case also discussed here, the spins
can take the values si = ±1/2,±3/2.
The natural variables appearing in Eq. (1) are defined as follows: K = J/kBT , with T the temperature, kB
the Boltzmann constant (set to 1 in what follows) and J > 0 the exchange-interaction energy, is an adimensional
quantity such that K/S2 can be taken as HT expansion parameter; the quantity h represents the reduced magnetic
field h = −KH/J with H the external uniform magnetic field, and finally D = K∆/J called “reduced crystal-field”
(also “reduced anisotropy field”), with ∆ the “crystal field” (also “anisotropy field”). A further generalization of
the BC model, called the BEG model7,52 includes an additional biquadratic exchange-coupling interaction between
nearest-neighbor spins.
The thermodynamics of the model is described in terms of three conjugate pairs of field-density variables: the
temperature and the specific entropy; the magnetic field H and the specific magnetization M (“order parameter”);
the crystal field ∆ and its conjugate density X called “concentration” (or “non-ordering parameter”). For systems
with spin S = 1, the concentration (of the spins with si = 0) is usually defined as X = 1 − 〈s20〉. In the case of spin
S = 3/2, the concentration (of the spins with si = ±1/2) defined as X = 1/2(9/4 − 〈s20〉), retains the same range
3[0, 1] of variation. The main thermodynamic observables of the model are the response functions, e.g. the specific-
heat, the derivative of X with respect to ∆, denoted by Y and called “concentration susceptibility” (or “quadrupolar
susceptibility”), and the derivatives of M with respect to H, for example the ordinary magnetic susceptibility, as well
as the other higher-order derivatives.
We can intuitively figure out what the critical behavior of the BC system will be in zero magnetic field, as follows.
For D = 0, the model reduces to the Ising model with spin S, that, in a vanishing magnetic field, displays a power-law
critical transition from a disordered HT phase to an ordered LT phase at a temperature Tc(0). When D is switched
on to a small enough positive (negative) value, it raises (lowers) slightly the energy of the spins with si = ±S above
(below) that of the spins with si < S. The field D does not break the symmetry of the disordered phase and the
exchange interaction remains dominant, so that a continuous transition still occurs, though at a slightly smaller
(higher) temperature Tc(D), since by increasing (decreasing) D, the onset of order is disfavored (favored). Thus,
over some range of nonzero values of D, a line of second-order transitions T = Tc(D) will be observed. Moreover the
universal features of the asymptotic critical behavior will not be affected by D and thus a single set of exponents with
the Ising values3,4 associated with D = 0, will characterize this line of critical points.
For large enough values of the ratio D/K, this picture might change drastically, as indicated by the emergence of
a first-order transition line rooted at T = 0, which is discussed below.
A. The main predictions of the MF approximation
A spin-dependent description of the essential features of the phase diagram of the BC model, in particular an answer
to the question whether and how the above mentioned line of continuous Ising-like critical points is connected with
the first-order line, can be obtained1,2,6,7 in the conventional MF approximation of the Hamiltonian of Eq. (1). In
what follows, we shall summarize the main indications that emerge, leaving a formalization of this approach to the
Appendix A that rephrases in greater detail the general solutions of Ref. [6] for the two values of the spin examined
in this paper. First, let us set
∆˜ = ∆/Jq and T˜ = T/Jq (2)
and sketch the main features of the BC models with integer spin in the MF approximation. For H = 0 and −∞ <
∆ ≤ ∆tr, a continuous transition line separates a ferromagnetically ordered LT phase from a paramagnetic HT phase.
In the case of spin S = 1, this line terminates with a TCP of coordinates (∆˜tr =
2
3 ln2, T˜tr =
1
3 ).
The ground-state specific energy for S = 1 can be computed exactly and it is observed that its behavior changes at
∆˜ = 1/2. All spins are in the same state si = S for ∆˜ < 1/2, and the point (∆˜ = 1/2, T = 0), at which the energy
becomes independent of the spin value, is the tip of a first-order transition line that joins the second-order line at the
TCP. For ∆˜ > 1/2, the BC system remains paramagnetic at all temperatures.
For all integer spins S > 1, the overall phase structure remains essentially the same: in the H = 0 plane, there is
a second order transition line that terminates with a TCP. Various first-order transition lines, all of them rooted at
(∆˜ = 1/2, T = 0), appear in the LT phase and only the rightmost first-order line joins the second-order line at the
TCP, while the others display a branched structure and terminate with double-critical endpoints31. The structure of
this phase diagram for spin S = 1 is schematized in Fig. 1.
If viewed in the extended space of the fields T,∆, H, the TCP in the case of spin S = 1 reveals a complex structure.
As indicated schematically in Fig. 1, at this point three distinct critical lines (only one of which lies in the H = 0
plane) and a line of first-order transitions meet together. It was this confluence that suggested3,4 the name “tricritical
point”. Thus we can as well say that the TCP is the end-point of a first-order line of three-phase coexistence (a line
of triple-points), at which these phases become simultaneously critical. The critical lines bound three surfaces of first-
order transitions, one of them in the H = 0 plane and two surfaces usually called “wings”, extending symmetrically
for H 6= 0.
On the other hand, the models with half-odd values of the spins S > 1, show the distinctive feature that the second-
order line does not terminate with a TCP and does not join there with a first-order line, but extends indefinitely for
−∞ ≤ ∆ ≤ ∞. As to the ground-state specific energy, one observes that all spins are in the same state si = S for
∆˜ < 1/2, while they are in the state si = 1/2 for ∆˜ > 1/2. For S > 3/2, several first-order transition lines occur
within the LT phase, all of them rooted at ( ∆˜ = 1/2, T˜ = 0). As the spin gets large, they display an increasingly
branched structure and terminate with double-critical endpoints.
In the spin S = 3/2 case, a single first-order line appears in the LT phase, but no TCP occurs on the phase-boundary
in the H = 0 plane and again two wings depart, as for spin S = 1, from the first-order surface. The structure of
this phase diagram is schematized31 in Fig. 2. In this case, one can also say that a line of four-phase coexistence
terminates at the double-critical endpoint at which these phases become simultaneously critical.
4It will be interesting to compare the qualitative indications obtained from the MF closed-form expressions6 with
the results of a numerical analysis of the series expansions.
Also for the TCP, there exists an upper tricritical lattice dimension d∗tr (the subscript tr will be henceforth attached
to the quantities associated to the TCP). For d ≤ d∗tr the critical fluctuations are sufficiently strong that the TCP
occurs with non-MF exponents. Thus, the MF approximation can only be a first guide to the critical behavior and its
predictions must be qualitatively validated and quantitatively refined. Determining the upper critical dimension of the
TCP is then a necessary step to get a complete understanding of the model. Both by renormalization-group53–55 (RG)
methods, as mentioned below, and by applying56 the Ginzburg criterion, it was argued that d∗tr = 2. At the borderline
dimension d = 3, the MF critical behaviors, possibly modified by logarithmic correction factors, are expected to set
in at the TCP, just as it is observed at d = 4 for the ordinary critical phenomena. For d > 3, the tricritical
exponents should retain d-independent values since the MF approximation becomes consistent and therefore also
quantitatively reliable. In d = 2 dimensions, the field theory defined by Eq. (A1) can be solved within the conformal
field-theory(CFT) approach57–59 yielding the exact tricritical values reported in Tab. II. The remaining exponents
can be calculated by the usual scaling relations. The 2d exponents are markedly different from the corresponding MF
values.
Also for d > 4, the MF values of the critical exponents should change discontinuously at the TCP, into the tricritical
ones indicated in Tabs. I and II.
TABLE I: The exponents of the Ising universality-class60 for lattices of dimension d = 2 and d = 3. We have also indicated the
values of these exponents in the MF approximation, valid for d > 3.
α β γ ν
d = 2 0 1/8 7/4 1
d = 3 0.11(1) 0.326(5) 1.2371(2) 0.6299(4)
MF 0 1/2 1 1/2
TABLE II: The exponents of the BC model at the TCP. They are distinguished from the exponents on the critical phase-contour
by the subscript tr. For lattices of dimension d = 3, MF values are expected, possibly modified by logarithmic correction factors.
αtr βtr γtr νtr φtr
d = 2 (CFT) 8/9 1/24 37/36 5/9 4/9
d = 3 (MF) 1/2 1/4 1 1/2 1/2
Along the second-order lines that border the wings, the BC model is expected to display exponents independent of
D, retaining by universality the Ising-like values taken at H = D = 0 and appropriate to the lattice dimension.
We shall return later on the emergence at the TCP, of the additional crossover exponent φ reported in Tab. II.
B. Further comments on the recent numerical studies
No exact results are known for the BC model (or even for the Ising models with spin S > 1/2) on lattices of
dimension d > 1. A number of analytic approximations of uncontrolled convergence rate were proposed to improve the
MF approximation19, but so far the transfer-matrix method and the MC simulations remain the only safe alternatives
to series methods.
Many MC simulations of accuracy increasing with the speed and memory of the available computers, were carried
out on the sq20,24,29,38,39, on the sc30,32,33, and the fcc lattices25 for the BC model with various values of the spin. In
particular a very recent multicanonical simulation39 for the sq lattice reaches a very high accuracy. In d = 2 dimensions,
for S = 1, one can take also advantage of the feasibility21–23 of very accurate transfer-matrix computations.
The qualitative indications of the MF approximation were supported by a transfer-matrix calculation14 also in the
case of the spin S = 3/2 BC model in 2d and by a MC simulation13 in 3d. For the sq lattice, an effective-field theory
with correlation was studied17 for all values of the spin. Additionally, we can cite a MC simulation of the BC model
on the sq lattice with quenched disorder36 in which accurate data, comparable with the results of this paper, are
reported also for the pure case.
So far no simulations have been carried out for the bcc lattice. An estimate for the location of the TCP came
however from a calculation15 in a self-consistent Ornstein-Zernike approximation.
5The estimates of the critical parameters obtained in some of the cited studies will be later confronted with those
from our analysis of the LT and HT expansions.
The Euclidean field theory with the potential V (φ) of Eq. (A1) can be used as a basis for the RG based approxi-
mations, if we assume that its tricritical behavior belongs to the same universality class as the BC model. RG ideas
applied3,4,53–55 in d = 3 suggested MF behavior with logarithmic correction factors at the TCP. The above mentioned
identification of the borderline-critical-dimension was thus supported. Quantitative results came also from studies of
the Landau-Ginzburg model of Eq. (A1) in d = 3 −  by forming − expansion approximations of the exponents at
the TCP and from position-space RG studies of the S = 1 BC model8,9 on the sq lattice.
In the case of spin S = 3/2, the first approximate RG computations11 failed to confirm the MF prediction concerning
the absence of a TCP, but these difficulties were overcome in a more recent18 approach.
C. Structure of the Series Expansions
For all values of the spin S, the HT expansion of the dimensionless free-energy per site of the BC model on a lattice
of N sites can be written in the thermodynamical limit as
−(K/J)fHT (K,D, h;S) = lim
N→∞
(1/N)lnZN (K,D, h;S) = V0(D,h;S) +
∞∑
n=1
gn(D,h;S)K
n (3)
with ZN (K,D, h;S) the partition function for the Hamiltonian of Eq. (1)
V0(D,h;S) = −D + h+ ln(
S∑
s=−S
xS
2−s2µS−s) (4)
and
µ = exp(−h
S
) x = exp(
D
S2
) (5)
Using the HT linked-cluster expansion46–48,61,62 method, the coefficients gn(D,h;S) of the expansion in powers of
K can be computed exactly in D/S2 and h/S as multivariate polynomials in appropriately defined “vertex functions”
Vi(D,h;S), with rational coefficients depending on the lattice structure and dimension.
If the dependence of the HT series on the magnetic field is analytically known, the LT expansions can be derived
by a transformation of variables and a direct graphical analysis is not necessary.
The structure of the LT expansion for the free-energy density is
−(K/J)fLT (u,D, h;S) = 1
2
qK + h−D +
∞∑
n=1
Ln(u, x;S)µ
n. (6)
Here u = exp(−K/S2), while µ plays a role of high-field expansion variable. For large magnetic fields, i.e. around
µ = 0, the quantity −KJ fLT −h is a convergent series in µ, with expansion coefficients Lk(u, x;S) that are polynomials
in u and x. Below the critical line, this expansion is convergent also for µ = 1, hence the name LT expansion.
From our series, either at HT or at LT, we can obtain all “mixed susceptibilities”, i.e. the derivatives of the
free-energy density with respect to the ordering field h and/or to the “non-ordering” field D.
χ(r;p)(K,D, h;S) = (−1)p+1K
J
Sr+2p
∂r+pf(K,D, h;S)
∂hr∂Dp
=
∑
i2,...,ir+p
〈s0si2 ...sirs2ir+1 ...s2ir+p〉c (7)
In particular for S = 1, the density X(K,D; 1) conjugated to the reduced crystal-field, namely the concentration,
is
X(K,D; 1) = 1− K
J
∂f(K,D; 1)
∂D
= 1− χ(0;1)(K,D; 1) = 1− 〈s20〉 (8)
The response function with respect to ∆, namely the concentration susceptibility, is the D-derivative of X(K,D; 1)
Y (K,D; 1) =
∂X(K,D; 1)
∂D
= −K
J
∂2f(K,D; 1)
∂D2
= χ(0;2)(K,D; 1) =
∑
i
〈s20s2i 〉c (9)
For H = 0, only the susceptibilities χ(r;p)(K,D, h;S) of even order r are non-trivial at HT, whereas all field-
derivatives are non-trivial at LT, in particular the specific magnetization M(K,D, h;S) = χ(1;0)(K,D, h;S). For
brevity, we shall often adopt the notations f(K,D;S) ≡ f(K,D, h;S)|h=0 and χ(r;p)(K,D;S) ≡ χ(r;p)(K,D, h;S)|h=0
(r = 1, 2, ...), simply dropping the h-dependence.
6D. The computation of the LT expansions
The MF approximation indicates that for spin S ≥ 1, [ 2S+12 ] ordered phases appear in the LT region. The phase in
which at T = 0 all spins take the value si = S, can be described by a LT expansion.
The HT and LT expansions of the free energy must match in the region in which h →∞ and K → 0, so that the
following equation is valid in a vicinity of µ = 0, u = 1
K
q
2
+
∑
k≥1
Lk(u, x;S)µ
k = ln(
S∑
s=−S
xS
2−s2µS−s) +
∑
i≥1
gi(h(µ), D(x))K(u)
i (10)
Considering K as a function of z = 1− u, from Eq. (10) it follows that, for n ≥ 1,
Ln(u, x;S) = [µ
n]
(
ln(
S∑
s=−S
xS
2−s2µS−s) +
∑
i≥1
gi(h(µ), D(x))K(z)
i|z=1−u
)
(11)
here [xn]v is defined as the coefficient of the xn term in the expansion of the function v(x) in powers of x.
Since K(z) = O(z) and Ln has order Sqn in u, only the HT coefficients gi with i ≤ Sqn contribute to Ln, in Eq.
(11) so that the polynomials Ln can be computed from the HT expansion through the order Sqn.
A few more Ln can be computed from the same HT expansion, using the fact that Ln has a zero of order bn in u.
For any integer exponent 0 ≤ b ≤ bn, u−bLn(u, x;S) is a polynomial in u, and hence in z, of degree Sqn− b, so that
u−bLn(u, x;S) = TSqn−b
{
(1− z)−b[µn]
(
ln(
S∑
s=−S
xS
2−s2µS−s) +
∑
i≥1
gi(h(µ), D(x))K(z)
i|z=1−u
)}
(12)
Here the series truncation operator is defined by TmF =
∑m
k=0 z
k dkF
dzk
|z=0 with F is a series in the variable z.
Choosing b = bn is the most efficient way to get Ln from Eq. (12). If bn is not known, the RHS of Eq. (12) has to
be computed for some b ≥ bn−1, using the heuristic observation that bn ≥ bn−1. Since the lowest power in u of u−bLn
must be bn − b, the presence of a multiple zero in u = 0 in the RHS of Eq. (12) indicates that the result is correct.
In the case of spin S = 1, the bn are known
63–65 for D = 0, namely for the Ising model with spin S = 1. Thus,
we can take b = bn and derive the Ln through n = 11 for the sq and sc lattices, and through n = 10 in the bcc case.
For spin S = 3/2, in the case of the sq, sc and bcc lattices, we can compare our results with the polynomials Ln
obtained in Ref. [66] through n = 7. For n = 8, 9, we have used in Eq. (12) values of b such that there are at least
zeros of multiplicity 4 in the above procedure, so that we are confident that the expressions obtained for L8 and L9
are correct.
The arrangement of the LT expansion as a series of powers of µ with coefficients polynomial in u and x, is called
“field grouping”. However the LT series can be as well thought of as an expansion in powers of u, with coefficients
that are polynomials in x and µ (“temperature grouping”). In numerical use at moderate orders, the approximations
obtained in the two cases may show some difference.
As an example of the results of this procedure, for any lattice and spin the two lowest-order LT polynomials
Ln(u, x;S) are
L1(u, x;S) = u
qSx2S−1 (13)
L2(u, x;S) = u
2qSx4S−4 + (
q
2
u2qS−1 − q + 1
2
u2qS)x4S−2 (14)
Some properties of the LT polynomials thus obtained provide a useful partial check of the computation. For example,
in the case of spin S = 1, the polynomials have the structure Ln(u, x; 1) = Σ
n
m=0Ln,m(u)x
m where the quantities
Ln,m(u) are nonvanishing only if n and m are both even or both odd
43. Moreover, as D → −∞ the polynomials
L2n+1(u, x; 1)→ 0, while the L2n(u, x; 1) reduce to the polynomials Ln of the Ising model with S = 1/2 on the same
lattice i.e. L2n(u, x; 1)→ Ln(u1/4; 1/2). Similar properties are valid in the case of spin S = 3/2.
In addition, in the S = 1 case, dividing out the highest power of xn in Ln(u, x; 1) and taking the D → ∞ limit,
a polynomial in u is obtained containing the powers u6n, u6n−1, u6n−2, ..., whose coefficients reproduce orderly the
coefficients of u3n, u3n−1 ... of the polynomials Ln(u; 1/2) of the Ising model with S = 1/2 on the same lattice. An
analogous property is observed for S = 3/2.
As an example of our results for the LT expansions for the BC model, in the Table VII we have reported the first
11 LT polynomials for the sc lattice in the case of spin S = 1.
7E. The computation of the HT expansions
The HT expansion coefficients gn(D,h;S) Eq. (3), are polynomials with rational coefficients
62 in the bare vertices
Vj(D,h;S) =
dj
dhj V0(D,h;S) (for j ≥ 1), that are the successive h-derivatives of the vertex generating-function
V0(D,h;S) defined by Eq. (4).
They are evidently independent of the lattice structure and dimensionality, but depend on the value S of the spin.
The coefficients gn can be computed directly by the “unrenormalized linked-cluster expansion”
62. More efficiently,
the quantities dgidh can be derived using the “renormalized linked-cluster expansion”. By integration with respect to h,
the polynomials gn in the bare vertices are recovered and it can be proved that the integration constant vanishes. The
bare vertices are regular series in µ and this implies that the same property is valid for the coefficients gn(h(µ), D(x)).
F. The vertex functions for spin S = 1
For spin S = 1, all vertex functions with n > 0 can also be expressed45 as polynomials in two auxiliary functions
A(D,h; 1) =
1− µ2
1 + xµ+ µ2
B(D,h; 1) =
1 + µ2
1 + xµ+ µ2
(15)
For g0(D,h; 1), we have
g0(D,h; 1) = V0(D,h; 1) = ln[1 + 2 exp(−D) cosh(h)] = −ln(1− B(D,h; 1)) (16)
The HT expansion coefficients of the free-energy density gn(D,h; 1) with n > 0 can be rewritten more simply
as bivariate polynomials (with rational coefficients) in A(D,h; 1) and B(D,h; 1). This property follows from the
equations
∂A(D,h; 1)
∂h
= B−A2 ∂B(D,h; 1)
∂h
= A−AB (17)
∂A(D,h; 1)
∂D
= AB−A ∂B(D,h; 1)
∂D
= B2 − B (18)
It is also useful to remember that
∂V0(D,h; 1)
∂h
= A(D,h; 1),
∂V0(D,h; 1)
∂D
= −B(D,h; 1) (19)
A similar remark applies to the expansion coefficients of the higher (mixed) susceptibilities χ(r;p)(K,D, h; 1).
From Eq. (16), it is clear that, for D = 0 (i.e. for x = 1) the coefficients gn(D,h; 1) reduce to those of an Ising
system with S = 1 in a magnetic field. On the other hand, in the limit D → −∞, the S = 0 state is suppressed
and we have B → 1, A → tanh(h), so that the expansion coefficients reduce essentially to those of an S = 1/2 Ising
system in a field. For h = 0, we have Tc(D → −∞; 1) = Tc(1/2), where Tc(1/2) denotes the critical temperature of
the spin S = 1/2 system.
For h = 0, the auxiliary function A(D, 0; 1) vanishes and the coefficients gn(D, 0; 1) reduce to polynomials in the
single variable43
τ ≡ B(D, 0; 1) = 1/(1 + x/2) (20)
that coincides with the variable τ defined in Refs.[40,41,43]. Notice finally that in the limit D →∞, the spin S = ±1
states are suppressed.
G. The vertex functions for spin S = 3/2
The field-derivatives of the vertex-generating function V0(D,h; 3/2) can be expressed as polynomials in the three
auxiliary functions
A(D,h; 3/2) =
1− µ3
1 + x2(µ+ µ2) + µ3
(21)
8B(D,h; 3/2) =
1 + x2(µ− µ2)− µ3
1 + x2(µ+ µ2) + µ3
(22)
C(D,h; 3/2) =
1 + µ3
1 + x2(µ+ µ2) + µ3
(23)
The expansion coefficients gn(D,h; 3/2) (with n > 0) are polynomials in A,B and C. For g0(D,h, 3/2), we have
g0(D,h; 3/2) = V0(D,h; 3/2) = ln2−D − h− ln
(
C(D,h; 3/2)−A(D,h; 3/2)
)
(24)
Similar remarks as for the spin S = 1 case are valid also for the derivatives of A, B and C with respect to D and h,
so that the expansions of the mixed susceptibilities are polynomials in these variables. This property follows from the
equations
∂A(D,h; 3/2)
∂h
=
2
3
(
3
2
C−A2 − AB
2
) (25)
∂B(D,h; 3/2)
∂h
=
2
3
(
1
2
+ C−AB− B
2
2
) (26)
∂C(D,h; 3/2)
∂h
=
2
3
(
3A
2
−AC− BC
2
) (27)
∂A(D,h; 3/2)
∂D
=
8
9
(−A + AC) (28)
∂B(D,h; 3/2)
∂D
=
8
9
(−A + BC) (29)
∂C(D,h; 3/2)
∂D
=
8
9
(−C + C2) (30)
and
∂V0(D,h; 3/2)
∂h
=
1
3
(2A + B)
∂V0(D,h; 3/2)
∂D
= −1
9
(1 + 8C) (31)
The polynomial in the variables A, B and C representing the nth coefficient of the expansion of χ(r;p)(K,D, h; 3/2)
in powers of K, has order 2n+ r + p, irrespectively of the lattice dimensionality and structure.
From Eqs. (21-23), it follows that in the limit D → −∞, the set of the auxiliary functions simplifies (A = B and
C → 1) and the s = ±1/2 states are suppressed. Analogously the s = ±3/2 states are suppressed in the D → +∞
limit. Thus in both limits, the series expansions essentially reduce to those of the spin S = 1/2 Ising model in a field.
For h = 0, we have Tc(D = −∞; 3/2) = Tc(1/2) = 9Tc(D = +∞; 3/2). For D = 0, the series reduce to those of an
Ising system with spin S = 3/2 in a field. For h = 0, the auxiliary functions A(D, 0; 3/2) and B(D, 0; 3/2) vanish and
the coefficients gn(D,h; 3/2) become polynomials in the single variable
τ˜ ≡ C(D, 0; 3/2) = 1/(1 + x2). (32)
Let us add that for higher spin values, the HT coefficients can be expressed polynomially in terms of larger sets
of auxiliary functions and simplifications analogous to those indicated above still occur in the same limits of D and
h. These properties can be used for a partial (but non-trivial) check of the correctness of the series derivation. In
particular, for all half-odd spin systems, the series expansions essentially reduce to those of the spin S = 1/2 Ising
model in a field, in both limits D → ±∞.
To give an idea of the structure of the HT expansions that we have computed, we have shown in Table IX the first
nine coefficients gn(D,h; 1) of the free-energy expansion for the sc lattice in the spin S = 1 case. When h 6= 0, the
9complexity of the polynomial structure of gn(D,h; 1) in A and B increases so rapidly with the order of expansion,
that the set of series coefficients becomes very cumbersome beyond the 9th order. The expression of the 10th-order
HT coefficient is as long as the whole set of the preceding ones shown in the table. Therefore an extensive tabulation
of our series data does not fit the format of this paper and requires a separate report67.
Our derivation46–48 of the HT expansions for any value of the spin, was made possible by an efficient coding of the
linked-cluster61–63 graphical computation algorithms and by an extensive use of the symbolic manipulation softwares
Sagemath68 and Python. At the order of expansion we have reached, the performance of the current personal
computers is still adequate to face the exponential growth of the computational complexity with the order of series
expansion.
No software for symbolic manipulation and multiprecision arithmetic was available at the time of the pioneering
series-study of Ref.[43], so that an exact calculation of the expansion coefficients (always rational numbers) as functions
of D and h was not easy. Thus in these studies, approximate numerical procedures giving rise to sizable rounding
errors, even at relatively low orders, were used43 to evaluate the series coefficients. On the contrary, in our work this
source of error is eliminated by an extensive use of the softwares for exact symbolic computation.
H. The critical behaviors of the main observables
If we define t(K,D;S) ≡ (Kc(D;S)/K − 1), the critical behaviors as K → Kc(D;S) at fixed D, of the mixed
susceptibilities in zero magnetic field, expected from the scaling laws, are
χ(r;p)(K,D;S) ≈ A(r;p)(D;S)|t(K,D;S)|−γ
(r;p)(D;S)
[
1 + a(r;p)(D;S)t
θ...
]
(33)
Here γ(r;p)(D;S) denotes the leading critical exponent of the mixed susceptibility of order (r; p), while θ is the exponent
of the leading correction-to-scaling. A priori, γ(r;p)(D;S) might depend on D and S, but to keep notation simpler
we shall often drop this dependence. The values of the critical amplitudes A(r;p)(D;S) and a(r;p)(D;S) obtained
approaching the critical line from the HT side will differ from those obtained on the LT side. We might distinguish
them by appropriate superscripts, which however we shall omit to avoid overloading the notation, whenever it is clear
from the context which is the relevant limit.
For d ≤ 4 (or d ≤ 3 in the case of the TCP), the hyperscaling relation is
γ(r;p) = p+ γ(2;0) + (r − 2)∆ˆ (34)
with ∆ˆ = β + γ(2;0).
The asymptotic form53,54,69,70 on the tricritical path, i.e. as T → Ttr at fixed D = Dtr, of the density X(K,D;S)
conjugated to the crystal field, is
X(K,D;S) ≈ Xc(Dtr;S) +AX(Dtr;S)|t(K,Dtr;S)|ω (35)
Eq. (B5) implies ω = 1−αtr. In the same limit, the concentration susceptibility, namely the derivative of X(K,D;S)
with respect to D, behaves53,54,69 as
Y (K,D;S) ≈ AY (Dtr;S)|t(K,Dtr;S)|−λ (36)
with λ = αtr.
The critical parameters defined by the asymptotic form Eq. (33)) are calculable by series extrapolations and depend
on the lattice dimension d and (as far as the amplitudes are concerned) on the lattice structure, although we have
not explicitly indicated this fact. The critical amplitudes A(r;p)(D;S) of the susceptibilities χ(r;p)(K,D;S) with
r = 1, 2, .., can be obtained by forming the expansions of the effective amplitudes biased with the estimated values of
Kc(D;S) and the expected values of γ
(r;p)
Aeff(r;p)(K,D;S) = |t(K,D;S)|γ
(r;p)
χ(r;p)(K,D;S) (37)
and extrapolating them to K = Kc(D;S) from the appropriate side of the critical line, namely A(r;p)(D;S) =
Aeff(r;p)(Kc;D;S).
The validity of the universality property along all the critical line for the main and the correction exponents, (while
the single amplitudes are non-universal), can be confirmed by simply checking that they keep the Ising model values
expected for the given lattice dimensionality.
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All over the critical line, we can also evaluate a few appropriate ratios of higher susceptibilities, expected to be
universal, such as the lowest order terms in the sequences I+2r+4(D;S) and J +2r+4(D;S) defined71 by
I+2r+4(D;S) = lim
K→K−c
χ(2;0)(K,D;S)
rχ(2r+4;0)(K,D;S)
χ(4;0)(K,D;S)r+1
=
A(2;0)(D;S)
rA(2r+4;0)(D;S)
A(4;0)(D;S)r+1
(38)
J +2r+4(D;S) = lim
K→K−c
χ(2r;0)(K,D;S)χ(2r+4;0)(K,D;S)
χ(2r+2;0)(K,D;S)2
=
A(2r;0)(D;S)A(2r+4;0)(D;S)
A(2r+2;0)(D;S)2
(39)
for r > 0. ( Observe that for r = 1, we have I+6 ≡ J +6 ). These amplitude ratios, along with additional ones involving
also the susceptibilities χ(r;0)(K;D;S) with odd indices, can also be studied for H = 0 on the LT side of the critical
point, i.e. in the limit K → Kc(D;S)+. Analogous ratios can be defined in terms of the susceptibilities with p > 0.
Of course, they do not reduce to known Ising quantities for D = 0.
III. NUMERICAL ANALYSIS OF THE EXPANSIONS
In the following subsections, we shall make a general discussion of our analyses of the HT and LT series, valid for
all lattices under study.
A. The variables
As already observed, in the H = 0 plane, the HT series analyses are performed in terms of the “natural” variables
τ (or equivalently D) and K, namely along lines of constant τ in the (τ, T˜ ) plane. When comparing our estimates
of the critical phase-boundaries with those from simulation methods, it should be remarked that the simulations are
carried out at fixed ∆ (or T ) so that the uncertainties (reported in Tabs. III, IV and V) affect only the corresponding
Tc (or ∆c), while our results are obtained at fixed D (or τ) so that uncertainties should affect both Tc and ∆c = DTc.
However, for convenience in the comparison with the estimates from other sources, we can give either results at fixed
∆ and shift the uncertainty in this variable into sufficiently enlarged error bars for Tc or results at fixed T . Analogous
remarks apply for the LT series.
For the systems under scrutiny, we shall map out the phase-diagrams in the (∆˜, T˜ ) plane (or in the (τ, T˜ ) plane)
and in most cases shall obtain the critical phase-contour from the HT expansion of the ordinary susceptibility. Then
we shall be able also to estimate the exponents and the critical amplitudes of a few other susceptibilities (including
those of higher (mixed) orders χ(2r;p)(K,D;S). Our unbiased HT series estimates for the sq, the sc and the bcc lattices
in the case of spin S = 1, produce the phase diagrams of Figs. 3, 10, and 23 respectively. For comparison, in all
these figures we have also drawn the phase-boundary in the MF approximation, which is independent of the lattice
dimension and structure, due to the choice of the plotting variables. Generally the MF approximation is qualitatively
correct but, for a given D, it leads to a phase-contour systematically higher in temperature than those from the series
or other approximation methods. The phase diagrams in the (τ, T˜ ) plane, are particularly suggestive, not only because
for spin S = 1, the MF critical phase-contour reduces exactly (see the Appendix A) to the straight line between the
points (1/3, 1/3) and (1, 1), but also because the critical boundaries computed by series remain nearly straight lines
although shifted to lower temperatures with respect to the MF approximation and with smaller slopes, except very
near the TCP. As an example, we shall show only Fig. 12 for the sc lattice. The phase-contours in the (τ, T˜ ) plane
obtained for the sq and the bcc lattices are completely similar and are not reported for brevity. For the spin S = 3/2
systems the MF critical boundary in the (τ˜ , T˜ ) plane is the straight line T˜ = 8τ˜ /9 + 1/9 with 0 ≤ τ˜ ≤ 1 and also the
phase-contours obtained from the series for the sq, sc and bcc lattices do not show a pronounced curvature except in
the range 0 ≤ τ˜ . 0.1 in which the infinite region ∆˜ & 0.4 is mapped. For brevity, we shall generally show only the
phase diagram in the (∆˜, T˜ ) plane (see Fig. 27).
For each value ofD, our unbiased estimates of the points of the critical boundaries are obtained fitting the asymptotic
form Eq. (C6) to the last few terms of the MRA estimator-sequences introduced in Appendix C and formed in most
cases with the HT expansions of the susceptibility. As a rule, we have extrapolated only the estimator-sequences that
appear to have settled down in their expected asymptotic forms (see the Appendix C), always after making sure that
the final estimates are consistent with those from unbiased second-order DAs.
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B. The LT expansions
In the analysis of the LT expansions, both simple ratio-methods and their extensions72,73, such as the MRAs
introduced in the Appendix C, are unfit to locate the critical points and estimate the exponents, because generally
the large-order behavior of the LT expansion coefficients is dominated by nonphysical complex singularities closer to
the origin than the critical singularity. For these analyses, only the PA and DA techniques are useful.
All methods described in the Appendix C fail to map the first-order lines which are associated with singularities
too weak to be detected by the MRAs, PAs or DAs. In the study of the spin S = 1 BC model on the fcc lattice,
the LT series have been employed43 jointly with the HT series to map the first-order part of the phase-boundary. It
is expected that the free-energy is continuous across the phase-boundary and that also its temperature- (or field-)
derivatives are continuous across the second-order line, while they are discontinuous across the first-order line. Thus,
at fixed D, the values of the free-energy computed by HT and LT expansions should intersect, if these expansions share
a common region of approximate numerical validity. This makes it possible to locate the first-order phase-boundary.
This intersection-method is controversial74,75 to some extent since the features of the singularity associated to the
first-order transition are not known in detail and anyway one is evaluating the two series near the borders of their
convergence regions. Using the intersection method, whenever we have observed that the curve of the LT free-energy
shows two nearby intersections with the HT curve, as a rule we have chosen the lowest temperature one.
We should finally add that in our case this procedure unfortunately does not lead to reliable results in some small
range of temperatures T . Ttr, but otherwise it appears to work reasonably well. The method can be applied also
for T > Ttr, by looking for tangency points, (since the free energy is continuous across the second-order line) instead
of intersections. The resulting critical phase-boundary generally lies at a temperature slightly smaller than that
determined by the MRAs of the HT susceptibility, as it was already observed43 in the fcc lattice analysis.
In Figs. 4, 13, 24, the phase diagram is shown at h = 0, in the concentration-temperature plane (X, T˜ ) for the
sq, the sc and the bcc lattices, in the case of spin S = 1. These critical phase-contours are obtained evaluating the
expansions of X(K,D;S) along the curves Tc = Tc(D;S) that represent the critical phase-boundary in the anisotropy-
temperature plane as obtained from the HT susceptibility expansions, while the first order branches are determined
using the intersections of the HT-LT free-energy expansions (and/or the simulation data when they exist, as in 2d).
C. Determination of the exponents along the critical boundaries
It is expected that by universality, along the second-order part of the phase-boundary the exponents of the ordinary
susceptibility χ(2;0)(K,D; 1), of the fourth-order susceptibility χ(4;0)(K,D; 1), of the correlation-length, etc. should
retain the known Ising values reported in Table I. As the TCP is reached, these exponents must change discontinuously
into the sharply different tricritical values of Table II. Series of finite length cannot possibly reproduce such a step-like
change of the exponents, but only approximate it by a smooth transition extending over some interval of values of
D < Dtr, whose width depends on the extension of the available series. From a numerical point of view, the smooth
exponent change and the crossover phenomenology, that occur in a left-hand neighborhood of Dtr may be related to
an increasingly complex pattern of corrections to scaling near the TCP. This makes the (unbiased) MRA estimates
of the exponents by Eq. (C4) a delicate issue, particularly so in the analysis of spin S = 1 on the sq lattice.
So far, the crossover behavior of the exponent approximations was not described systematically in the series context.
In a somewhat simplified RG model53,54, that made possible to study the competition between a tricritical and a
critical fixed point, the crossover was illustrated by forming “effective exponents”76, that measure the exponents as
they are “locally felt” by the singular observables at the point (D,K). These local quantities are studied as functions
of K for K < Kc(D), at fixed values of D close to Dtr. As K → Kc(D), they tend to the asymptotic critical
exponents. For example, for the ordinary susceptibility, an effective exponent can be defined by
γ
(2;0)
eff (K,D) = (Kc(D)−K)
dlnχ(2;0)(K,D;S)
dK
(40)
It is observed53,54 that , for small (Kc(D) − K) in the crossover region, the quantity γ(2;0)eff (K;D) initially appears
to tend to γ(2;0)(Dtr; 1) and then approaches γ
(2;0)(D;S) only as (Kc(D) − K) → 0. In other words, initially the
renormalized Hamiltonian is attracted by the tricritical fixed point and only eventually it feels the attraction of the
ordinary critical fixed point. A calculation of this kind can be repeated in the series context using PAs to resum the
HT expansions of the effective exponents. The procedure is biased, and might be sensitive to the accuracy of the
estimate of Kc(D).
Alternatively, the crossover can also be studied, for example by plotting vs 1/nθ the MRA estimator-sequences for
the exponent γ(2;0)(D; 1) formed with the HT coefficients of the susceptibility, at fixed values of D. This procedure
is not biased by Kc(D), unlike that for the calculation of the effective exponent.
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D. Accuracy problems near the TCP
The numerical accuracy of the MRAs and the PAs or DAs, formed with the ordinary susceptibilities to determine
either the critical contour in the anisotropy-temperature plane or the critical exponents, varies greatly along the
critical phase-boundary. A marked worsening of the accuracy is observed when entering in the crossover region. This
shortcoming of the series approach had been pointed out already in the pioneering analyses for the fcc lattice43, but
remained unexplained. We conjecture that it might be related to a clustering of unphysical singularities nearby the
border of the convergence disk of the series, accompanied by the vanishing of the strength of the physical singularities
as D → D−tr, that gradually enhances the relative strength of the unphysical singularities as the TCP is approached.
Then, the pattern of corrections to scaling, that rules the rate of convergence of all approximants, becomes increasingly
complex and makes the analysis of limited-order expansions problematic. Such a mechanism might explain why, in
these conditions, pronounced oscillations appear in the MRA estimator-sequences and at the same time both the PAs
and the DAs loose precision or even miss altogether the physical singularities. (The weakening of the amplitudes of
the physical singularities is prescribed by the tricritical-scaling property discussed in Appendix B and the behavior
of the amplitudes of χ(2,0)(K,D;S) and of −χ(4,0)(K,D;S) as D → Dtr is outlined in the Figs. 9, 19 and 25. The
clustering of the unphysical singularities is indicated by inspection of PA maps of the singularities in the complex K
plane.)
This effect, especially evident in the analysis of the sq lattice, is less important in 3d. A similar phenomenon
is observed also in the case of the BC system with spin S = 3/2, in a neighborhood of ∆˜ = 1/2, in spite of the
absence of a TCP, for reasons probably similar to those explained for the spin S = 1. We must add that by itself,
the weakening of the critical amplitudes does not hinder the efficiency of the MRAs and we cannot remedy to the
problem considering quantities that should be explicitly independent of these amplitudes, such as for example the
log-derivative of the susceptibilites, because the effect of the unphysical singularities clustering remains unmodified.
However, one can extend the range pf values of D in which the estimates of the parameters of the critical singularity
are still reasonably accurate, by analyzing the expansions of a D- or K-derivative of the susceptibilities instead of the
ordinary susceptibilities, because generally these quantities have different unphysical singularities and their critical
singularities are sharper. Sometimes, also smoothing out the oscillations of the MRA sequences, for example by
computing “weighted moving-averages” over several terms, might be helpful. Anyway, we have to conclude that in
some small left-hand vicinity of the TCP, our simple extrapolations of the HT (and LT) expansions, might be unable
to improve the precision of the best present MC simulations or transfer-matrix methods in the determination of the
critical boundary.
IV. THE BC MODEL WITH SPIN S = 1 ON THE sq LATTICE
The earliest MC and transfer-matrix calculations on the sq lattice determined20,21,24,29,35 the tricritical value of
the crystal field ∆˜tr between 0.4912 and 0.4915, with uncertainties of a few units in the last figure. The values
of the tricritical temperature T˜tr ranged between 0.1520 and 0.1525, with similar uncertainties. More recently, a
Wang-Landau simulation37 determined ∆˜tr = 0.49151(1) at T˜tr = 0.152 and a sparse transfer-matrix technique of
higher estimated accuracy22 yielded ∆˜tr = 0.49145373(6) with T˜tr = 0.15214439(1), (equivalently Dtr = 3.2301797(2)
and Ktr = 1.6431759(1)). In the same Ref. [22], the value Xtr = 0.4549506(2) was proposed for the tricritical
concentration. Except for the value of Xtr, we shall assume the validity of the cited estimates, whenever convenient.
For D . 0.3Dtr, the procedure of employing MRA estimator-sequences of the ordinary susceptibility to determine
the critical contour, yields results that agree well with and probably are more accurate than other determinations. It
was anticipated that as D gets closer to Dtr, the MRA sequences begin to show oscillations and at the same time
also the accuracy of the PAs and of the DAs deteriorates. However, forming MRA estimator-sequences of the mixed
susceptibility χ(2;2)(K,D; 1) (i.e. taking two D-derivatives of the ordinary susceptibility to modify the pattern of the
unphysical singularities) and in some cases, performing a “weighted moving-average” over six terms of the sequences,
smoother estimate sequences are obtained, so that the determination of the sq critical phase-boundary can be extended
up to D . 0.98Dtr, keeping within ≈ 0.01% the relative deviations from the best recent estimates23,37,39 obtained
by transfer matrix23 or MC simulations37,39. This is shown in Fig. 3. For D > 0.98Dtr, the sq critical boundary
obtained from the HT expansion and represented as a solid line in Fig. 3 is only slightly higher in temperature than
the cited recent estimates that for comparison are reported as full dots on the curve. For graphical clarity, this figure
blows up only a small vicinity of the TCP. A more extensive comparison of the data in the literature with the series
estimates obtained in our study, appears in the Tables III and IV. The MRA value of the critical temperature at
D = 0 ( i.e. for the Ising model with spin S = 1) to which we have attached a very generous uncertainty, also appears
in this Table to give an idea of the precision of the various simulations. Similarly for higher values of D, the spread
among the simulation data from the various sources suggests that, in some of the older studies, the uncertainties were
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underestimated. A set of very accurate recent estimates of points in the first-order part of the phase-boundary23,37,39
is also reported in Fig. 3. The series estimates of these points, indicated as small open circles in the figure, are
obtained by determining the intersections of the values of the free-energies computed from LT and HT expansions.
They are completely consistent with the cited results except perhaps just beneath the tricritical temperature, in
the range 0.14 . T˜ . 0.15, in which the intersection method produces less accurate results. For this calculation,
it is convenient to use the temperature-grouped sq lattice LT expansion of the free-energy, that extends to order
u20. Applying the intersection method of the LT and HT expansions of the free-energy for T > Ttr, but looking for
tangency points instead of crossings, yields a critical phase-contour slightly lower in temperature than that obtained
by the MRAs of the (mixed) susceptibility HT expansion, an effect which probably reflects only the need of longer
LT series as T increases. A similar defect was observed in the earliest series study43.
Fig. 4 shows the phase diagram in the concentration-temperature plane (X, T˜ ). The concentration is defined by
Eq. (8). The second-order part of this phase-contour is obtained forming the highest-order available PAs of the HT
expansion of X(K,D; 1) in powers of K, evaluating them on the critical contour in the (∆˜, T˜ ) plane, represented in
Fig. 3 and averaging these estimates. The same prescription can be directly used also starting with with the recent
simulation and transfer-matrix data23,37,39 for the critical phase-contour of the sq lattice in the (∆˜, T˜ ) plane, thus
obtaining the points indicated by black dots in the Fig. 4. The results agree with those from the series within less
than 0.1%. The prescription adopted for the PA resummation of the concentration series generally converges well
except for 0.35 . X . 0.45. In this interval, we might have to allow for uncertainties in T˜ of the order of 1%. It
must be stressed that the shape of this critical phase-contour, differs markedly from its MF counterpart, unlike what
is observed in the 3d analysis. We are finally led to the estimate Xtr = X(K(Dtr), Dtr; 1) = 0.779(1), so that the
value Xtr = 0.4549506(2) of the critical concentration proposed in Ref. [22] and represented by a star in the Fig.
4, or a similar value suggested by an earlier simulation24 should be corrected by nearly a factor 2. The right-hand
branch of the first-order phase-contour, is obtained evaluating the HT expansion of X(K,D; 1) on the upper rim of the
first-order phase-contour in the (∆˜, T˜ ) plane, shown in Fig. 3 (these points are thus approached from the right-hand
side of the T = T (D; 1) curve). The LT expansion of X should be evaluated at the same points, to represent the lower
rim of the first-order line in the (∆˜, T˜ ) plane and thus also the left-hand branch of the phase-boundary in the (X, T˜ )
plane is obtained. Unfortunately this branch fails to reach the value Xtr and therefore to corroborate our estimate of
this quantity. It is useful to add that for this last computation, a PA resummed “field grouped” LT expansion turns
out to be more convenient than a PA resummed “temperature grouped” expansion.
The fluctuation of the concentration, namely the concentration susceptibility Y (K,D; 1) defined by Eq. (9), is
expected from Eq. (36) to show only a mild specific-heat-like singularity along the critical phase-contour and to
diverge strongly at the TCP. However, our series analysis in 2d suggests in Fig. 5 that Y (K,D; 1) remains finite as T
approaches the critical phase-contour from above, for all fixed D < Dtr. No theoretical explanation of this behavior
is known69,77. The same figure shows that along the critical phase-contour, Y (K,D; 1) grows steeply as D → Dtr.
For several values of D  Dtr and a few values closer to Dtr, Fig. 6 shows the twelve highest-order terms (out of the
24 available) in the MRA estimator-sequences of the susceptibility exponent γ(2;0)(D; 1). The terms in the sequences
are formed with the expansions of the mixed susceptibility χ(2;2)(K,D; 1) and are plotted vs the power 1/n
θ of the
number n of HT coefficients used in the computation. Whenever possible, the behavior of last few (from two to five)
terms of each sequence is extrapolated to large n choosing θ = 2.5 in the Ansatz Eq. (C6). The extrapolations are
indicated by dashed lines. A solid line interpolates among the symbols, to profile clearly the trend of each sequence
and show when it appears to settle down in the asymptotic behavior predicted by Eq. (C5). The MRA sequences
computed for D . 0.7Dtr, tend to flatten for sufficiently large n and thus can be convincingly extrapolated. On
the contrary, for 0.7Dtr < D < Dtr, the MRA sequences develop pronounced oscillations so that a simple-minded
extrapolation by Eq. (C5) of their last few available terms, would lead to irregular fluctuations in the final exponent
estimates. Therefore in this range of D, no extrapolations are indicated in Fig. 6.
In Fig. 7 the results of the above procedure using the expansions of the ordinary (higher) susceptibilities or their
D-derivatives, are summarized by plotting vs ∆˜ the relative deviations rdv from the 2d Ising exponents, of the
extrapolated values of the MRA estimator-sequences for the exponents γ(2;0)(D; 1), and γ(4;0)(D; 1). These deviations
are defined as rdv = γ
(2r;0)(D;1)
γ(2r;0)(0;1)
−1 (with r = 1, 2), for D < Dtr and our estimates of them are quite small over a large
range of values of D since they exceed 1% only in the crossover region for D & 0.7Dtr. Also the exponent ν(D; 1)
can be simply obtained using the hyperscaling relation. The uncertainties of the exponent deviations are smaller than
the size of symbols. The figure does not include points from MRA sequences in the region in which simple-minded
extrapolations are not safe. These results corroborate the validity of universality over a large part of the critical
boundary.
The effects of the crossover at D & 0.4Dtr, show up also when studying the behavior of the first few terms I+6 ,
I+8 and J +8 of the sets of universal ratios of critical amplitudes defined by Eqs. (38) and (39). These quantities,
computed forming first-order DAs for the appropriate non-singular universal ratios of the higher susceptibilities, are
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TABLE III: BC model with S = 1 on the sq lattice in zero magnetic field. Phase-contour Tc = Tc(∆; 1) from MC simulations,
transfer-matrix and the analysis of the expansions of the ordinary susceptibility (or of its D-derivatives). Temperatures and
crystal fields are not normalized to the coordination number q, unlike elsewhere in the text.
∆/J T/J Trans.Ord.
This paper Ref.[23] Ref.[39] Ref.[37] Ref.[21] Ref.[34] Ref.[36] Ref.[22]
0. 1.69378(4) 1.695 1.714(2) 1.693(3) Second
0.5 1.5664(1) 1.567 1.584(4) 1.564(3) Second
1. 1.3986(1) 1.398 1.413(1) 1.398(2) Second
1.5 1.1467(1) 1.150 1.155(1) 1.151(1) Second
1.7027(1) 0.994(5) 1. 1. Second
1.75 0.950(1) 0.958(1) Second
1.80280(6) 0.80 Second
1.87 0.812(1) 0.800 0.800(3) Second
1.87879(3) 0.80 Second
1.9 0.766(1) 0.755(3) 0.769(1) Second
1.92 0.7289(2) 0.700 0.713(2) Second
1.9336(4) 0.70 Second
1.93296(2) 0.70 Second
1.9379(5) 0.69 Second
1.9421(5) 0.68 Second
1.9461(5) 0.67 Second
1.9501(2) 0.656(4) 0.66 0.66 0.650 0.651(2) 0.659(2) Second
1.95273(1) 0.65 Second
1.9533(1) 0.65 Second
1.9534(1) 0.65 Second
1.9565(1) 0.64 0.64 Second
1.9596(2) 0.63 Second
1.95980(5) 0.63 Second
1.96270(1) 0.62 Second
1.96539(1) 0.61 Second
1.96550(1) 0.61 0.61 Second
1.9658149(2) 0.60857756(4) TCP
1.96582(1) 0.60858(5) TCP
1.96604(1) 0.608 TCP
biased with the series estimates of the critical boundary Tc = Tc(D). In Fig. 8, we have plotted vs ∆˜ the relative
deviations rdv of these ratios from their D = 0 (i.e. pure Ising) values. They remain quite small over a wide range
of values of D up to D . 0.4Dtr. A good consistency with the universality predictions is observed, although as D
approaches Dtr, the convergence rate of the analysis methods deteriorates.
In the Fig. 9, we have plotted the critical amplitudes of χ(2;0)(K,D; 1) and χ(4;0)(K,D; 1) vs τ for the sq lattice,
showing that our estimates are consistent with the predictions of amplitude-scaling and with the location of the
TCP determined in Ref. [22], where they should vanish. These quantities are estimated forming DAs of the effective
amplitudes (see for example Eq. (37) for the the ordinary susceptibility) biased with the series estimates of the critical
temperatures Tc = Tc(D) and the Ising values of the exponents, so that this calculation must assume that exponent
universality is valid over all the critical boundary.
In conclusion, strong crossover effects are observed in the analysis of the sq lattice series. Therefore, we have not
indicated extrapolations in some figures, and expect that, in this range of D, significantly extended series and/or
improvements of the simple numerical methods of our analysis would be needed.
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TABLE IV: (Continued from the preceding Table) BC model with S = 1 on the sq lattice in zero magnetic field. Phase-contour
from MC simulations, transfer-matrix and the analysis of the expansions of the ordinary susceptibility (or of its D-derivatives).
Our estimates of the first-order part of the phase-contour are obtained by the LT-HT intersection method. Temperatures and
crystal fields are not normalized to the coordination number q, unlike elsewhere in the text.
∆/J T/J Trans.Ord.
This paper Ref.[23] Ref.[39] Ref.[37] Ref.[21]
1.968174(3) 0.60 First
1.96820(3) 0.60 First
1.96825(1) 0.60 First
1.97080(5) 0.59 First
1.97072(5) 0.59 First
1.97308(4) 0.581(2) 0.58 First
1.97323(1) 0.58 First
1.97528(4) 0.57 First
1.9777(1) 0.565 First
1.97744(3) 0.5602(4) 0.56 First
1.97766(1) 0.56 First
1.97950(3) 0.55 First
1.98142(2) 0.543(4) 0.54 First
1.98490(2) 0.519(2) 0.52 First
1.98786(1) 0.502(2) 0.50 First
1.99036(1) 0.481(2) 0.48 0.48 First
1.992479(1) 0.460(1) 0.46 0.46 First
1.994232(5) 0.440((1) 0.44 0.44 First
1.99681357 0.399(2) 0.40 0.40 0.40 0.40 First
1.99842103 0.36 0.36 0.36 First
1.99932488 0.32 0.32 0.32 First
1.968174(3) 0.60 First
1.96820(3) 0.60 First
1.96825(1) 0.60 First
1.97080(5) 0.59 First
1.97072(5) 0.59 First
1.97308(4) 0.581(2) 0.58 First
1.97323(1) 0.58 First
V. THE BC MODEL WITH SPIN S = 1 IN 3d
Generally, for the BC model with spin S = 1 at zero field on three-dimensional lattices, the HT analysis is
numerically simpler than in the sq case, because the series expansions show smoother behaviors.
For the sc lattice, Fig. 10 shows the phase diagram in the anisotropy-temperature plane. The position of the
TCP determined in the MC simulation of Ref.[30] is ∆˜tr = 0.474113(5) with T˜tr = 0.2363(1). A more recent (and
probably more accurate) MC estimate32, indicated in the figure by a big open crossed circle, is ∆˜tr = 0.474617(16)
with T˜tr = 0.23365(4), so that Dtr = 2.0313(4). The same simulation moreover indicated the value Xtr = 0.6485(2)
for the critical concentration.
A sample of the results from MRA extrapolations for the ordinary susceptibility χ(2;0)(K,D; 0) (to which generous
error bars are attached) is reported in Table V and compared with those of earlier MC studies. Our extrapolations
agree well with MC data30,33 over the range of values of ∆˜ in which both analyses are available, except very close
to the TCP. At ∆/J = 2.82, a visible difference appears between the estimate of Ref. [33] and that of the series.
However the latter are likely to be more accurate up to the TCP. From the Table V, an excellent agreement can
be observed between the series and the simulation results, in particular at the value27,28 D = 0.655 or equivalently
∆/J = 1.689..., in which the corrections to scaling are expected to be minimal, so that also the MC estimates can be
very accurate.
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A sequence of points in the first-order part of the phase-boundary is also shown in Fig. 10. As anticipated, it
is obtained locating the intersections of the LT and HT expansions of the free-energies in the region in which both
might be approximately valid. In this calculation, we have used the temperature-grouped sc lattice LT expansion
of the free-energy, that extends to order u42. Both the HT and the LT expansions are resummed by the highest
available PAs. Except very close to the TCP, the resulting estimates appear quite reasonable, but unfortunately no
independent estimates exist. The method based on the joint use of LT and HT expansions might be applied also
at temperatures above Ttr at which the transition is continuous, to reproduce also the critical phase-boundary. One
should then look for tangency points of the LT and HT free-energy curves. While such points do exist for T˜ > T˜tr,
they yield estimates falling systematically below (in temperature) those previously obtained from the analysis of the
susceptibility HT expansions. This fact is not surprising, at least because as the temperatures increase, longer LT
expansions would be needed. Also in the case of the fcc lattice expansions43, the second-order line computed in this
way suffered from the same shortcomings.
The Fig. 11, contains a bilogarithmic plot of the ordinary susceptibility evaluated along the path D = Dtr −
2.15(2)(1−K/Ktr) tangent to the phase-boundary at the TCP and suggesting the value γu = 2.00(5) of the critical
exponent. This implies φu = 2.00(5).
In Fig. 12, the phase-contour is drawn in the (τ, T˜ ) plane to show that it continues to be very nearly a straight line
down to τ ≈ 0.1.
The phase diagram in the concentration-temperature plane (X, T˜ ) for the sc lattice is shown in Fig. 13. The
phase-boundary is obtained averaging the highest possible PAs of the HT expansion of X(K,D; 1) evaluated along
the critical contour in the anisotropy-temperature plane shown in Fig. 10. At (D = Dtr,K = Ktr) , the estimate
Xtr = 0.666(3) is obtained for the critical concentration. Unlike what is observed for the fcc lattice
43, in this case
the LT expansions are sufficiently long to show that the left-hand branch of the first-order line reaches the TCP, with
good approximation.
The same considerations as for the sq lattice can be repeated here for the sc lattice. The behavior of Y (K,D; 1)
observed in our series analysis is illustrated in Fig. 14 that indicates an asymptotically finite behavior along the
critical phase-contour and a strong divergence as the TCP is approached from above at fixed D = Dtr. In 3d the
mild specific-heat-like divergence expected on the critical contour is not observed experimentally and no theoretical
explanation of this fact is known69,77. In the following Fig. 15, this behavior is contrasted with that of the ordinary
susceptibility that diverges over all the critical boundary, albeit showing a smaller exponent at the TCP.
When computing the MRA sequences for the critical exponents γ(2;0)(D; 1) from the expansion of the ordinary
susceptibility χ(2,0)(K,D; 1), crossover effects begin to appear only at values of D significantly closer to Dtr than in
the sq lattice analysis. Correspondingly our simple extrapolation procedure becomes less reliable and its results begin
to deviate from the Ising value of the exponent. This effect however might partly be due to some residual upward
concavity in the curves to be extrapolated, which we have not attempted to account for. The ensuing indication is
that the extrapolation of longer expansions is likely to lead to a closer agreement with the Ising values. The Fig. 16
shows the smoother MRA estimator-sequences of the exponent γ(2;0)(D; 1) computed from the mixed susceptibility
χ(2,1)(K,D; 1). The lowest curve shown in this figure shows the sequence evaluated at D ≈ Dtr = 2.8446. Its
extrapolated value is close to the expected MF tricritical exponent, γ(2;0)(Dtr; 1) = 1, within an uncertainty that
might be ascribed to the presence of logarithmic corrections (unaccounted for by this approach).
For several values of ∆˜ indicated on the curves, the Fig. 17 shows the behavior of high-order PAs of the effective
exponent γ(2;0)(D; 1) vs the deviation 1−K/Kc(∆) from the corresponding critical temperatures. This computation
uses the expansion of χ(2,0)(K,D; 1).
Finally, still for the sc lattice, the Fig. 18 summarizes all these results showing the relative deviations rdv from
the Ising values of the extrapolated estimator-sequences (defined as for the sq lattice) for the exponents γ(2;0)(D; 1)
and γ(4;0)(D; 1) determined over a large interval of values of D nearly reaching the TCP. The two exponents have
been evaluated by extrapolating the MRA estimator-sequences. Assuming the validity of the hyperscaling relation
γ(4;0)(D; 1) = 2γ(2;0)(D; 1) + dν(D; 1) also the universality of ν(D; 1) can be checked. It might be conventionally
assumed that the slowdown of convergence rate and thus the crossover region begins where the deviation of the
estimated exponents from the Ising values60 exceeds 0.5%, namely at the value D ≈ 0.9Dtr.
The Fig. 19 plots vs τ the critical amplitudes A(2,0) (full triangles) of χ(2;0)(K,D; 1) and −A(4,0) (full circles) of
χ(4;0)(K,D; 1) and shows that they vanish as the TCP is approached.
In Fig. 20 the solid lines are from a fit comparing the predictions of the amplitude-scaling property, with the
behaviors the critical amplitudes A(2,0) (full triangles) of χ(2;0)(K,D; 1) and −A(4,0) (full circles) of χ(4;0)(K,D; 1) vs
1−∆/∆tr under the assumption that φ = 2 and the position of the TCP is well determined in Ref. [32].
The LT expansions with H 6= 0 for the three-dimensional lattices are used to study the expansion of the magne-
tization in powers of µ = exp(−H). The (field-grouped) magnetization is resummed by a simple [5/6] PA that uses
all available coefficients. In particular, Fig. 21 shows the spontaneous magnetization vs u for several equally spaced
values of −1.44 ≤ D ≤ Dtr ≈ 2.0313. In Fig. 22 the same PA is used to represent the behavior of the magnetization
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TABLE V: The BC model with S = 1 on the sc lattice. Phase-contour Tc = Tc(∆; 1) from MC simulations and from the
analysis of the expansions of the ordinary susceptibility. The estimates of the first-order part of the phase-contour are obtained
by the LT-HT intersection method. To retain the conventions of most authors, the data for the temperatures and the crystal
fields, unlike those in the figures and in the text, are not normalized to the coordination number q.
∆/J T/J Trans.Ord.
This paper Ref.[33] Ref.[30] Ref.[32] Ref.[38] Ref.[28]
0. 3.19622(2) 3.20(1) Second
1. 2.877369(3)(1) 2.88(1) Second
1.43474(1) 2.7 Second
1.5 2.670434(1) Second
1.68933856... 2.57914(3) 2.5791695... Second
1.83970(1) 2.5 Second
2. 2.407314(1) 2.42(1) Second
2.16568(1) 2.3 Second
2.2 2.275495(1) 2.27(2) Second
2.4 2.118974(1) 2.11(2) Second
2.42144(1) 2.1 Second
2.523(6) 2. Second
2.52513(1) 2. Second
2.61361(1) 1.9 Second
2.68752(1) 1.8 Second
2.74738(1) 1.7 Second
2.79370(1) 1.6 Second
2.80 1.61(5) Second
2.82 1.59(4) Second
2.82693(1) 1.5 Second
2.83874(1) 1.45 Second
2.8446(3) 1.4182 TCP
2.8448(3) 1.421(3) 1.4182(55) TCP
2.8477(1) 1.403(2) 1.4019(3) TCP
2.8502 0.221(1) First
2.890 0.201(1) First
2.961 0.152(1) First
2.994 0.108(1) First
2.998 0.0835(2) First
vs h, at fixed D = Dtr ≈ 2.0313 and at a few other values of D such that 0 ≤ u(D) ≤ uc(Dtr). The asymptotic
behaviors of the curves shown in these figures are consistent with the expected values of the exponents βtr and δtr.
Longer LT expansions would be needed to obtain also reliable estimates of the uncertainties.
Generally, completely similar results are obtained from the analysis of the bcc lattice, so that for brevity most of
the corresponding figures are omitted. For this lattice (see the Table VI and the Fig. 23), the series analyses show a
faster convergence and a narrower crossover region than in the sc case. In spite of these more favorable features, we
have continued to attach quite generous error bars also to the estimates for this lattice.
A single estimate15 of the TCP position for the bcc lattice: ∆˜tr = 3.792, T˜tr = 2.024 (with undetermined uncertain-
ties) can be found in the literature. Its location is indicated by a star in the Fig. 23. The results of the series analysis
suggest that slightly smaller values for both coordinates might be preferred. We conjecture that 3.7785 ≤ ∆˜tr ≤ 3.795
and 2. ≥ T˜tr ≥ 1.90(3).
The first-order part of the phase-boundary for the bcc system, obtained as in the sc lattice analysis, is also shown in
this figure. We have used the temperature-grouped LT expansion of the free-energy that extends to order u56. Quite
reasonable estimates are obtained even very near the expected TCP. Also for the bcc lattice, as for the sc lattice, no
independent results for this region of the phase-boundary are available for comparison.
Results similar to those of the Fig. 18 are obtained also in the case of the bcc lattice. For D . .4Dtr, the estimated
limits of the MRA sequences for the exponents show relative deviations < 10−3 from the Ising values.
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TABLE VI: The BC model with S = 1 on the bcc lattice. Phase-contour Tc = Tc(∆; 1) the analysis of the expansions of the
ordinary susceptibility (or of its D-derivatives). Our estimates of the first-order part of the phase-contour are obtained by the
LT-HT intersection method. Temperatures and crystal fields are not normalized to the coordination number q, unlike elsewhere
in the text.No independent estimates exist.
∆/J T/J Trans.Ord.
0.0 4.4512(1) Second
1.36015(1) 4. Second
1.83802(1) 3.8 Second
2.25133(1) 3.6 Second
2.60624(1) 3.4 Second
2.76339(1) 3.3 Second
2.90771(1) 3.2 Second
3.15972(1) 3. Second
3.36555(1) 2.8 Second
3.52797(1) 2.6 Second
3.59367(1) 2.5 Second
3.64940(1) 2.4 Second
3.69547(1) 2.3 Second
3.73215(1) 2.2 Second
3.75975(1) 2.1 Second
3.778476(1) 2. Second
TCP
3.795 1.897(1) First
3.865 1.610(1) First
3.957 1.199(1) First
3.980 0.995(1) First
3.997 0.6892(1) First
Moreover, in the case of the bcc lattice, properties similar to those of the sc lattice are shown in Fig. 24 for the phase
diagram in the concentration-temperature plane. The series estimate Xtr = 0.69(1) of the critical concentration, is
obtained for the bcc lattice. For brevity, no figure is devoted to the concentration susceptibility Y (K,D; 1) because
its behavior is completely similar to that for the sc lattice.
The Fig. 25 shows the dependence on τ of the critical amplitudes A(2,0) (full triangles) of χ(2;0)(K,D; 1) and −A(4,0)
(full circles) of χ(4;0)(K,D; 1), for τ in a small vicinity of the TCP of the bcc lattice.
The estimates of the universal ratios of critical amplitudes I+6 , I+8 and J +8 , are shown in the Fig. 26, for both the
sc and the bcc lattices. For these ratios, it is convenient to plot vs ∆˜ the relative deviations rdv from the Ising values.
They are quite small up to ∆˜ . 0.4, whereas for larger values of ∆, it is the convergence rate of our methods that
slows down.
VI. THE BC MODEL WITH SPIN S = 3/2 ON THE sq LATTICE
The phase diagram in the (T˜ , ∆˜) plane for the spin S = 3/2 system on the sq lattice (together with those for the sc
and the bcc lattices) is shown in Fig. 27. The phase-boundary in the MF approximation, which is given by the curve
highest in temperature is also reported for comparison.
Also for this value of the spin, very accurate determinations of the phase-boundary and exponents up to ∆˜ . 0.45 and
for ∆˜ . 0.55 are obtained by forming MRAs of the HT expansion of χ(2;0)(K,D; 3/2). In the range 0.45 . ∆˜ . 0.55,
the MRA sequences oscillate and thus their extrapolations are not straightforward. In Sect. IV D, this fact was
related to the presence of nearby singularities accompanied by the weakening of the critical amplitudes for ∆˜ ≈ 1/2.
It is suggested by the MF approximation and subsequently confirmed by a MC simulation14, that a critical end-point
of the first-order transition in the LT region of the phase diagram lies very close to the sq critical border, at ∆˜ ≈ 0.492
with S2T˜ ≈ 0.09. It is then likely that the asymptotic behavior of the HT expansion coefficients of the susceptibility
is sensitive also to this nearby singularity and that in a vicinity of this value of ∆˜, it is more convenient to form the
MRAs of χ(2;1)(K,D; 3/2) instead of those of χ(2;0)(K,D; 3/2) to determine the phase-boundary.
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The numerical results for the phase-boundary can be used, together with the known Ising exponents, to bias the
determination of the critical amplitudes of χ(2;0)(K,D; 3/2) and −χ(4;0)(K,D; 3/2), that are plotted for graphical
convenience vs (1+exp(2d))−1 in Fig. 9, together with the analogous quantities for the spin S = 1 system to contrast
the respective behaviors. After decreasing to a very small minimum at ∆˜ ≈ 1/2, the amplitudes for S = 3/2 system
sharply rise. This behavior is not surprising because for large values of ∆˜, the spin S = 3/2 model reduces to a spin
S = 1/2 model, for which these amplitudes are sizable.
As shown in Fig. 28, only for values of ∆˜ ≈ 0.5, the estimates of the exponent γ(2;0)(D; 3/2) along the phase-
boundary, obtained extrapolating the MRA sequences with the Ansatz Eq. (C7), deviate up to a few percent from
the expected Ising value.
The fluctuations in a small interval around ∆˜ = 1/2, are not so strong as to indicate a violation of universality, but
only a slower convergence rate of our numerical procedures.
In Fig. 29, the relative deviations rdv from the Ising values for the universal ratios of critical amplitudes I+6 , I+8
and J +8 , are plotted vs ∆˜ in the interval −2. ≤ ∆˜ ≤ 2 to show that they remain Ising-like over a large interval of
values of ∆˜ and display no serious anomalies that might signal the presence of a TCP. At larger values of ∆˜, we
observe a slowdown of the convergence rate of the approximations rather than a failure the universality properties.
In conclusion, for this lattice, no indications appear of a TCP with its ensuing first-order line, so that the behavior
of the model is Ising-like over a large range of values of D and the qualitative predictions of the MF approximation
for the half-odd-spin BC models are fully confirmed.
VII. THE BC MODEL WITH SPIN S = 3/2 IN 3d
The phase-boundaries of the spin S = 3/2 systems for both the sc and the bcc lattices are drawn in the same Fig.
27. For the former system, a critical-end-point at16 (∆˜ ≈ 0.491, S2T˜ ≈ 0.095) or at12 (∆˜ ≈ 0.4922, S2T˜ ≈ 0.103, not
far from the phase-contour (but less close to it than in the sq case) is likely to influence the convergence of the simplest
MRAs formed with the expansions of the ordinary susceptibility χ(2;0)(K,D; 3/2). A similar problem might occur for
the bcc lattice. As observed for the sq lattice, in a neighborhood of ∆˜ = 1/2, a faster convergence in the determination
of the critical boundary can be achieved using the HT expansions of the D-derivative of the susceptibilities.
In Fig. 30, the sequences of MRA estimators of the critical exponent γ(2;0)(D; 3/2) are plotted vs 1/nθ with θ = 0.5,
for the sc lattice. The diagram obtained for the bcc lattice is completely similar and therefore it needs no separate
illustration. The MRA sequences are computed for several values of −1.5 . ∆˜ . 0.85, using Eq. (C4). As in
the analogous figures for the other BC systems considered so far, a solid line interpolates among the terms of each
sequence, while the last few points of the sequence are extrapolated to large expansion order by a fit of Eq. (C5). It is
clear that in a wide range of values of D, no significant anomalies are observed all along the phase-boundary and the
exponent estimates remain Ising-like within ≈ 10−3. The terms of the MRA sequences for ∆˜ ≈ 0.443 and ∆˜ ≈ 0.507,
are indicated by triangles.
For the bcc lattice, the next Fig. 31 is devoted to the effective exponent of the susceptibility. The curves are
computed for various values of D by forming the highest-order, defect-free, diagonal or near-diagonal PAs of the HT
expansions of the effective exponents and each one is plotted vs the corresponding deviation 1−K/Kc(D) from the
critical temperature. The curves show that the effective critical exponents are Ising-like in a vicinity of Kc(D) that
becomes very narrow as ∆˜ = 1/2 is approached from below, while it expands for smaller or larger values of ∆˜. The
figure obtained for the sc lattice, is completely similar and therefore is omitted.
It is also useless to include for the sc and the bcc lattices, figures summarizing the relative deviations rdv from the
Ising values of the extrapolated MRA estimator-sequences for the exponents γ(2;0)(D; 3/2) of χ(2;0)(K,D; 3/2), and
γ(4;0)(D; 3/2) of χ(4;0)(K,D; 3/2). over a large range of values of D. It is enough to remark that the BC system is
confirmed to remain Ising-like along the phase-boundary up to large values of D, and the few-percent fluctuations
of the exponent estimates, observed in a neighborhood of ∆˜ = 1/2 are certainly due only to a slowdown of the
convergence rate of the approximations and should not be taken as indications of anomalies.
Similarly the figures showing the relative deviations from the Ising values for the universal ratios of critical ampli-
tudes I+6 , I+8 and J +8 on the sc and the bcc lattices can be omitted. Again no such anomalies are observed in the
estimates that might suggest the presence of a TCP. As for the exponents, the small fluctuations in the estimates are
likely to be due only to a local slowdown of the approximations convergence rate.
In the Figs. 19 and 25, the critical amplitudes of χ(2;0)(K,D; 3/2) and χ(4;0)(K,D; 3/2) are plotted vs (1+exp(2d))
−1
for graphical convenience, for the sc and of the bcc lattices, to emphasize the qualitative difference of their behavior
from that of the spin S = 1 case. Just as observed for the sq lattice, after a fast decrease as ∆˜→ 1/2, the amplitudes
rise sharply with ∆˜ as they should since for large values of this field, the spin S = 3/2 BC model tends to a spin
S = 1/2 model.
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In conclusion, also in 3d the behavior of the spin S = 3/2 model appears qualitatively different from that of the spin
S = 1 model. As D varies, the exponent estimates remain Ising-like and thus consistent with the expected universality
properties and with a previous MC simulation13 confirming the absence of a TCP followed by a first-order line. The
validity of the structural prediction of the MF approximation, at least for the model with the lowest non-trivial
half-odd spin value is thereby confirmed.
VIII. SUMMARY AND CONCLUSIONS
We have derived an extensive body of HT and LT expansions for many thermodynamical observables of the BC
model with spin S = 1 and S = 3/2 on the sq, the sc and the bcc lattices in presence of a magnetic field. Our aim
was to understand the potential of an approach to this model by long series expansions and possibly to demonstrate
how it can be employed to map carefully a very wide region of the phase diagram, testing at the same time the
universality properties for the critical exponents and for appropriate ratios of the critical amplitudes. The expansions
of the moments of the correlation-function remain to be computed, so that only assuming the validity of hyperscaling,
we had access to the correlation-length exponents, but of course not to the corresponding critical amplitudes.
Our analyses succeed in mapping the phase diagrams both in the anisotropy-temperature and in the concentration-
temperature planes as well as in the verification, over large regions of the parameter space, of several expected
universality properties. Moreover, although presented here only for the particular cases of spin S = 1 and S = 3/2
(the latter not studied in detail so far by series methods), they confirm the validity of the general indication emerging
from the MF approximation, that a TCP can occur only in BC models with integer values of the spin.
Unlike what is observed for the 3d lattices, for the system with spin S = 1 on the sq lattice we have pointed out
that the crossover region is very wide and the shape of the critical phase-contour in the concentration-temperature
plane deviates markedly from the MF behavior. These remarks might be confirmed by simulations, that however have
not been reported so far. Moreover, as in 3d, the concentration susceptibility evaluated along the critical contour is
finite and rises very steeply as ∆→ ∆tr.
At HT, mostly in the case of the sq lattice with spin S = 1, the series-analysis approach meets with convergence
problems in the tricritical region. As a result, we have not been able to improve the accuracy of the present deter-
minations of the TCP parameters obtained by simulation or transfer-matrix methods, but we could only test their
consistency with our analysis. We have conjectured that this difficulty might reflect the clustering of unphysical
singularities nearby the series convergence border, accompanied by the vanishing of the critical amplitudes as the
TCP is approached, (as it is prescribed by amplitude-scaling). In spite of the absence of a TCP, a similar problem
arises also in the case of spin S = 3/2, in which a drastic increase of the complexity of the corrections to scaling takes
place when the phase-contour approaches the critical end-point of the first-order transition line in the ordered phase.
However, for both values of the spin, these convergence problems of our approximations can be alleviated by the
simple prescription of studying the D- or K-derivatives of the susceptibility instead of the susceptibility to determine
the phase-boundary, so that finally the range of validity of the standard single-variable methods of series analysis can
be extended up to a small distance from the point ∆˜ ≈ 1/2. Thus it seems that presently in this region both the
transfer-matrix and the simulation methods might be more promising than the simplest series methods, because they
do not need to keep a strict control of the leading singularities to determine the critical parameters.
For spin S = 1, at LT the only known method for mapping out the first-order part of the phase-boundary, based on
the intersection of the LT and HT approximations of the free-energy in their expected common region of approximate
validity, has given access to this part of the phase-contour also for the sc and the bcc lattices, so far not obtained by
other numerical methods. The procedure however may loose precision in a small vicinity of the TCP.
In the future, it might be appropriate to return on this subject, not only because the BC models with spin S ≥ 2
are still unexplored by series methods, but also because several features of the behavior of the systems considered here
need further illustration and moreover the simplest single-variable approximation methods employed in this study
might perhaps have missed part of the information content of the expansions. In spite of all the limitations of our
analysis, we are confident that the series data we have derived, might remain as a necessary tool for further extensions
and for alternative analyses.
Appendix A: Mean Field description of the phase structure
The simplest MF-like description10,51 of a typical tricritical behavior is obtained starting with a Landau-Ginzburg
Hamiltonian for a scalar field φ(x) of the form
HLG(φ) = 1
2
(∂kφ)
2 + V (φ) (A1)
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with potential
V (φ) = −Hφ+ A2
2
φ2 +
A4
4
φ4 +
A6
6
φ6 (A2)
The coefficients A2i are functions of the parameters that characterize the system, for example the temperature T etc.
In the H = 0 plane, a MF-like approximation is obtained restricting to x-independent configurations of the field φ
(i.e. neglecting its spatial fluctuations) and assuming A6 > 0 to ensure thermodynamical stability. One can then
conclude51 that a TCP occurs for values of the parameters such that A2 = A4 = 0. It separates a second-order line
described by the equation A2 = 0 (A4 > 0), from a first-order line described by the equation A2 = 3A
2
4/16A6, (with
A4 < 0).
A more realistic spin-dependent description of the essential features of the phase diagram of the BC model is
formulated1,2,7 turning to the standard MF approximation whereby the Hamiltonian of Eq. (1) with spin S is
replaced by the solvable trial Hamiltonian
H0(η,∆, T ; {si}) = − η
S
∑
i
si +
∆
S2
∑
i
s2i (A3)
of non-interacting spins in external fields η and ∆.
If <>0 indicates the ensemble average with respect to H0, the specific magnetization m(η,∆, T ) ≡< s0 >0 is
m(η,∆, T ) =
S
β
∂lnz0(η,∆, T )
∂η
(A4)
with
z0(η,∆, T ) =
S∑
s=−S
exp(βη
s
S
−D s
2
S2
) (A5)
and D = β∆.
The convexity inequality78,79
f(H,∆, T ) ≤ φ(H, η,∆, T ) ≡ − 1
β
ln(z0) +
1
N
< H−H0 >0 (A6)
is used to optimize the choice of the effective magnetic field η. We have
φ(H, η,∆, T ) = − 1
β
ln(z0)− 1
2
Jq
m2
S2
+ (η +H)
m
S
(A7)
with φ interpreted as MF free-energy. The extremality condition
∂φ
∂η
= 0 (A8)
is taken as equilibrium condition of the MF theory.
Since from Eq. (A7)
∂φ
∂η
= − 1
β
∂lnz0
∂η
+
m
S
+
∂m
∂η
(−qJ
S2
+
η +H
S
) (A9)
from Eqs.(A4) and (A8), it follows
η =
Jqm
S
−H (A10)
The dependence on η can be eliminated computing η(m,∆, T ) from Eq. (A4) and substituting this expression in φ
to form the MF Helmholtz free-energy f
f(H,∆, T ) ≡ φ(H, η(m,∆, T ),∆, T ) (A11)
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which does not depend on m, since
∂φ(H, η(m,∆, T ),∆, T )
∂m
=
∂φ(H, η,∆, T )
∂η
∂η(m,∆, T )
∂m
= 0 (A12)
due to Eq. (A8).
By Eq. (A7)
f(H,∆, T ) = G(m,∆, T ) +
m
S
H (A13)
and
G(m,∆, T ) = − 1
β
lnz0(η(m,∆, T ),∆, T )− 1
2
Jq
m2
S2
+
m
S
η(m,∆, T ) (A14)
denotes the Gibbs free-energy, the appropriate potential to study equilibrium at constant H. Eq. (A13) is the
Legendre transformation relating the potentials f(H,∆, T ) and G(m,∆, T ), that implies
∂G(m,∆, T )
∂m
= −H
S
(A15)
Eq. (A4) for η(m,∆, T ) cannot be solved exactly, but for small m, we are allowed to expand η(m,∆, T ) and G(m,∆, T )
in powers of m.
Defining6 αk =
∂kln(z0)
∂ηk
|η=0, and inverting Eq. (A4)
η(m,∆, T ) =
β
α2
m
S
− β
3α4
6α42
m3
S3
+ β5(
α24
12α72
− α6
120α62
)
m5
S5
+O(m7) (A16)
The expansion of the Gibbs free-energy for small m is
G = A0 +
∑
i=1
A2i
2i
(
m
S
)2i. (A17)
Using Eq. (A14), it follows
A0 = −α0
β
, A2 =
β
α2
− Jq, A4 = −β
3
6
α4
α42
, A6 =
β5
120α72
(10α24 − α2α6) (A18)
The critical phase-boundary is obtained for A2 = 0 with A4 > 0 and so is described by the equation
β
α2
= qJ (A19)
which is exact because along the critical line m = 0.
In the H = 0 plane, the first-order part of the phase-boundary can also be studied in this expansion, but only nearby
its end-point, where m is small. A first-order transition occurs where G(0,∆, T ) = G(m,∆, T ) with G′(m,∆, T ) = 0.
For small m with positive A6, the O(m
8) term can be neglected in Eq. (A17), so that the first-order transition is
obtained for
A2 ≈ 3
16
A24
A6
,
m2
S2
≈ −4A2
A4
(A20)
These equations are valid only for small m. As T is lowered from the end-point of the first-order line, m increases
and the approximation becomes invalid.
Let us now discuss the critical lines that border the wings. Inserting Eq. (A10) in Eq. (A7)
f(m,H,∆, T ) ≡ − 1
β
ln(z0(η =
Jqm
S
−H)) + 1
2S2
Jqm2 (A21)
For f ′ ≡ ∂f∂m = 0 this is the MF free-energy. The critical lines that separate two phases are characterized by the
vanishing of the first three derivatives of the free-energy with respect to m. Let us argue why it is so. At a minimum of
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the potential f ′ = 0, f ′′ ≥ 0. Assume now that there are two such minima mA and mB . Since
∫mB
mA
f ′′(m)dm = 0, f ′′
must take both positive and negative values. Then f ′′ > 0 for mA ≤ m < ma and f ′′ < 0 for mb ≤ m < mB , where ma
and mb are two points at which f
′′ = 0. This implies that there exists a point m∗ ∈ [ma,mb] at which f ′′′ = 0. If the
values mA and mB occur in two different phases and varying T they merge at the point mA = ma = m∗ = mb = mB ,
then f ′ = f ′′ = f ′′′ = 0.
This is the situation for the points on the critical lines of the wings that separate two phases. Solving the two
equations f ′′ = 0 and f ′′′ = 0 in the variables η = JqmS −H and K and then using f ′ = 0, we can write m and H in
terms of K. This can be done analytically for spin S = 1 and numerically for spin S = 3/2.
The previous remarks apply also to the whole critical phase-contour in the H = 0 plane. In this case the equations
f ′ = f ′′′ = 0 are trivially satisfied for m = H = 0 and the equation f ′′ = 0 must lead to the same result as using
A2 = 0 in the approach outlined above that uses the expansion of the Gibbs free-energy.
1. The spin S=1 model
For this value of the spin, Eq. (A5) takes the form
z0 = 1 + 2 exp(−D) cosh(βη) (A22)
so that expanding lnz0(η) = lnz0(0) + ln(1 +
1
δ (cosh(βη)− 1))
α2 =
β2
δ
, α4 = β
4(
1
δ
− 3
δ2
), α6 = β
6(
1
δ
− 15
δ2
+
30
δ3
) (A23)
with δ ≡ 1/τ = 1 + 12 exp(D).
Using7 Eqs.(A18) and (A23)
A2 =
δ
β
− Jq, A4 = δ
2
2β
(1− δ
3
), A6 =
δ3
2β
(1− 3
4
δ +
3
20
δ2). (A24)
Since A6 is strictly positive, the Landau-Ginzburg potential truncated at the sixth order is stable so that for small
m, G(m) can be approximated by
G(m) ≈ A0 + A2
2
m2 +
A4
4
m4 +
A6
6
m6 (A25)
The MF critical phase-contour is given by A2 = 0 with A4 > 0. In terms of the variable T˜ ≡ TJq and ∆˜ = ∆qJ , this line
is described by ∆˜ = T˜ ln[2(1/T˜ − 1)], with 13 < T˜ < 1 and terminates at a TCP of coordinates T˜ = 13 , ∆˜ = 23 ln(2), at
which A2 = A4 = 0. The critical boundary (dashed line) and the position of the TCP (big crossed circle) are shown in
Figs. 3, 10 and 23. Using Eq. (A20), the first-order line in a vicinity of the TCP is T˜ ≈ τ + 516 (1− 13τ )2 +O((τ − 13 )3),
while the critical phase-contour is given by T˜ = τ . Therefore at the TCP, the two lines share the same slope, but
show a different curvature.
Let us now set f˜ ≡ f/Jq and consider the other critical lines. From Eq. (A21)
f˜ = −T˜ ln(1 + 2e−D cosh(βJqm− βH)) + 1
2
m2 (A26)
we have
∂f˜
∂m
= m− 2 sinh(z)
eD + 2 cosh(z)
∂2f˜
∂m2
= 1−Kq 4 + 2e
D cosh(z)
(eD + 2 cosh(z))2
(A27)
∂3f˜
∂m3
= −2(βqJ)2 sinh(z)e
2D − 2eD cosh(z)− 8
(eD + 2 cosh(z))3
(A28)
here z = m/T˜ − βH.
We are now ready to discuss the pair of first-order phase-transition surfaces, the wings, that extend in the full
H,D, T space symmetrically with respect to the H = 0 plane. They separate three phases, defined by the minima
m0,m± of the potential, that correspond to the solutions of the Eq. f ′ = 0 with f ′′ > 0. In the H = 0 plane, the
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two wings join into a first-order transition line. As explained previously, for T > 0 the wings are bordered by critical
lines along which the first three derivatives of f vanish49, therefore for z 6= 0 we obtain
cosh(z) =
Kq − 2√
4−Kq , e
D =
4√
4−Kq , m
2
∗ =
Kq − 3
Kq
(A29)
It follows that7
∆˜ =
T˜
2
ln
( 4T˜
4T˜ − 1
) H
Jq
= ±
√
1− 3T˜ ∓ T˜ ln
(1− 2T˜ +√1− 3T˜√
T˜ (4T˜ − 1)
)
(A30)
for 14 ≤ T˜ ≤ 13 .
The corresponding value of the magnetization is
m∗ = ±
√
1− 3T˜ (A31)
These critical lines terminate at the tricritical point.
The critical phase-boundary in the H = 0 plane corresponds to m = 0, so that Eq. (A27) gives
∆ = T ln(
2
T˜
− 2) (A32)
as already obtained from the equation A2 = 0.
2. Critical exponents in MF
Let us now review the computation of the tricritical exponents in MF in the ordered phase49. Near the critical
phase boundary, m is small and we are allowed to expand the free-energy in powers of m, as in Eq.(A17). To account
for the tricritical point it is sufficient to truncate the expansion at the sixth-order in m
f = A0 +
A2
2
m2 +
A4
4
m4 +
A6
6
m6 (A33)
At equilibrium
H = −(A2 +A4m2 +A6m4)m (A34)
In the H = 0 plane, the minimum can be either m = 0 or
m2 =
−A4 + (A24 − 4A2A6)
1
2
2A6
(A35)
which is a solution of
A2 +A4m
2 +A6m
4 = 0 (A36)
In the tricritical region, the scaling fields are g = A2 and t = A4, while in the critical region, just beneath the critical
phase-border A2 = 0, A4 > 0, the scaling field is t˙ = A2.
At a minimum m 6= 0, using Eqs. (A33), (A35) and (A36)
f = A0 +
1
24A26
(
A34 − 6A2A4A6 − (A24 − 4A2A6)
3
2
)
(A37)
The magnetic susceptibility at H = 0 is computed from Eq. (A34)
χ = − 1
β
(
∂m
∂H
)|H=0 = 1
β
(A2 + 3A4m
2 + 5A6m
4)−1 (A38)
For m 6= 0, we use Eq.(A36) to get
χ = − 1
β
(4A2 + 2A4m
2)−1 =
−1
4A2β
(
1 +
A4√
A24 − 4A2A6
)
(A39)
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Two functions related to the concentration are
χ(0;g) =
∂f
∂g
=
1
4A6
(
−A4 + (A24 − 4A6A2)
1
2
)
(A40)
χ(0;gg) =
∂χ(0;g)
∂g
= −1
2
(A24 − 4A6A2)−
1
2 (A41)
Consider now the ordered (m 6= 0) region with A4 6= 0. In this region f −A0, m and χ can be written as a power of
|t| times a scaling function depending on the variable x = g|t|φu , with φu = 2.
From Eq.(A35)
|m| = |t|βuM(±)(x) with M(±)(x) = 1√
2A6
(
∓ 1 +
√
1− 4A6x
) 1
2
(A42)
so that βu =
1
2 . The ± superscript corresponds to the sign of A4 = t. From Eq.(A37)
f = A0 + |t|2−αuG(±)(x), with G(±)(x) = 1
24A26
[±(1− 6A6x)− (1− 4A6x) 32 ] (A43)
so that αu = −1. From Eq.(A39)
χ = |t|−γuX(±)(x), with X(±)(x) = −1
4βx
(
1± 1√
1− 4A6x
)
(A44)
so that γu = 2. From Eq.(A40)
χ(0;g) = |t|β2uX(±)(0;1)(x), with X(±)(0;g)(x) =
1
4A6
(∓1 + (1− 4A6x) 12 ) (A45)
so that β2u = 1. From Eq.(A41)
χ(0;gg) = |t|−γ(0,2)uX(±)(0;gg)(x), with X(±)(0;gg)(x) =
−1
2(1− 4A6x) 12
(A46)
so that γ(0,2)u = 1.
f − A0, m, ..., χ(0;gg) scale exactly under t → λt, g → λ2g. This reflects the fact that Eq.(A33) has degree six in
m. If in the expansion of Eq.(A17), higher powers of m were kept, corrections to the tricritical scaling would appear.
In MF < s20 > is given by
χ(0;1) = β
∂f
∂D
= β
∂g
∂D
∂f
∂g
+ β
∂t
∂D
∂f
∂t
(A47)
Near the tricritical point the first term behaves as |t|2−αu−φu , and the second term as |t|2−αu−1. Therefore using
Eq.(A24)
χ(0;1) ≈ (δ − 1)χ(0;g) (A48)
Similarly the tricritical behavior of χ(0;2) is the same as that of χ(0;gg).
Let us now consider the MF computation of the exponents along the critical phase-contour. The scaling functions
are A2 = g = t˙ → 0 and A4 = t constant. Set x = 1A24 t˙ → 0. Along this path the thermodynamical quantities differ
from the corresponding scaling functions by a multiplicative constant (a power of |A4|), so that the critical exponents
are determined directly using the scaling functions.
G(+)(x) = −x
2
4
− A6
6
x3 +O(x4) (A49)
At the leading order,
G(+)(x) = G˙t˙2−α, with G˙ = − 1
4A44
(A50)
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so that α = 0 is the critical exponent of the specific heat.
M(+)(x) = (−x) 12 (1 + A6
2
x+O(x2)) (A51)
At the leading order,
M(+)(x) = (−x) 12 = A−14 |t˙|β (A52)
so that β = 12 is the critical exponent of the magnetization.
X(+)(x) = − 1
2βx
(1 +A6x+O(x
2)) (A53)
and
X(+)(x) = X˙(t˙)|t˙|−γ , with X˙(t˙) = A
2
4
2β
(1 +
A6
A24
t˙+O(t˙2)) (A54)
so that γ = 1 is the critical exponent of the susceptibility.
There are corrections to the ordinary scaling t˙→ λt˙. The term in A6 is the first correction to the ordinary scaling,
that would be exact if A6 = 0.
X
(±)
(0;g)(x) and X
(±)
(0;gg)(x) are regular, so that the concentration and its susceptibility diverge only at the TCP.
Consider now the region A2 6= 0 and use the tricritical scaling fields g = A2 and t = A4 At m 6= 0,
f −A0 = |g|2−αtG(±)t (y), with G(±)t (y) =
1
24A26
(
y3 ∓ 6yA6 − (y2 ∓ 4A6) 32
)
(A55)
so that αt =
1
2 and y =
t
|g|φt , φt =
1
2 .
|m| = |g|βtM(±)t (y), with M(±)t (y) =
1√
2A6
(
− y + (y2 ∓ 4A6) 12
) 1
2
(A56)
so that βt =
1
4 .
χ = |g|−γtX(±)t (y), with X(±)t (y) = ∓
1
4β
(
1 +
y√
y2 ∓ 4A6
)
(A57)
so that γt = 1.
χ(0;g) = |g|β2tX(±)(0;g)t, with X(±)(0;g)t =
1
4A6
(
− y + (y2 ∓ 4A6) 12
)
(A58)
so that β2t =
1
2
χ(0;gg) = |g|−γ(0;2)tX(±)(0;gg)t, with X(±)(0;gg)t = −
1
2
(y2 ∓ 4A6)− 12 (A59)
so that γ(0;2)t =
1
2 .
To examine the critical behavior along the critical phase-boundary for A2 = g = t˙ → 0 with A4 = t > 0 constant,
we should expand at y →∞.
If t > 0 and g < 0 one has y → +∞, so X(−)t = 12β + O(y−2), and χ = |t˙|−γX(−)t with the susceptibility exponent
γ = 1, as already found using X(+)(x) and similarly for the other ordinary critical exponents.
While along a trajectory with y = t
|g| 12
constant the tricritical scaling is exact, along the trajectory with A4 > 0
constant, there is a crossover from the region with y small, in which the tricritical scaling is valid, to the region with
y large, in which ordinary scaling is valid. Consider for instance the magnetization scaling function in Eq.(A56). For
y small
M(−)t (y) ≈ A
−1
4
6 , with |m| ≈ |g|
1
4A
−1
4
6 (A60)
and the behavior is tricritical, with tricritical exponent βt = 1/4.
For y large,
M(−)t (y) ≈
|g| 14
A
1
2
4
, |m| ≈ |g| 12A− 124 = |t˙|
1
2A
− 12
4 (A61)
so that ordinary critical behavior appears, with critical exponent β = 1/2.
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3. The spin S=3/2 model
In this case Eq. (A5) is
z0 = 2e
−D9 (C1 + d1C3) (A62)
where we have defined d1 = exp(− 89D), Cn = cosh(nβ3 ( 23Jqm−H)), Sn = sinh(nβ3 ( 23Jqm−H)) and b = 49βJq. The
first Taylor coefficients of ln(z0(η)) are
α2 =
β2
9
9d1 + 1
1 + d1
α4 = −2β
4
81
81d21 − 14d1 + 1
(1 + d1)4
(A63)
From Eq. (A18), we can determine the first coefficients of the Landau-Ginzburg expansion of the potential
A2 =
9(d1 + 1)
β(9d1 + 1)
− qJ A4 = 27
β
(1 + d1)
2 81d
2
1 − 14d1 + 1
(9d1 + 1)4
(A64)
A4 is always positive. The MF critical phase-boundary is obtained from the Eq. A2 = 0:
∆˜ =
9T˜
8
ln
( 1− T˜
T˜ − 19
)
(A65)
Equivalently, in terms of τ˜ = C(D,h = 0; 3/2) = 1/(1 + exp(8D/9)) the phase-contour is
T˜ =
8
9
τ˜ +
1
9
(A66)
since the coefficient A4 is always positive, and no tricritical point
6 can exist.
Let us now consider the critical phase boundaries for generic H. From Eq. (A21)
f = − 1
β
ln(2e−
D
9 (C1 + d1C3)) + 2
9
Jqm2 (A67)
f ′ =
4Jq
9
(m− 1
2
S1 + 3d1S3
C1 + d1C3 ) f
′′ =
4Jq
9
(1− bξ
4(C1 + d1C3)2 ) (A68)
where ξ ≡ 1 + 9d21 + 6d1C2 + 4d1C1C3.
f ′′′ = − Jqb
2
18(C1 + d1C3)3 [(12d1S2 + 4d1S1C3 + 12d1C1S3)(C1 + d1C3)− 2ξ(S1 + 3d1S3)] (A69)
The critical points occur at f ′ = f ′′ = f ′′′ = 0.
For 23Jqm −H = 0 one has Si = 0 and Ci = 1, so that f ′′′ = 0 is trivially satisfied and f ′ gives m = 0 = H; the
equation f ′′ = 0 gives again Eq. (A65).
Use Eq. (A68) to eliminate ξ from Eq. (A69), obtaining an equation quadratic in d1. Eq. (A68) has the form
N2d
2
1 + N1d1 + N0 = 0 where N2 =
9
4b − C23 , N1 = 32bC2 + bC1C3 − 2C1C3, N0 = b4 − C21 . From these two quadratic
equations in d1
d1 =
N2S1C1 − 3N0C3S3
3N1S3C3 −N2(3S3C1 − 32bS2 − b2S1C3 − 32bC1S3 + S1C3)
(A70)
Thus we observe two first-order phase-transition surfaces. They are formed by two wings bordered by two critical
lines ( for H > 0 and for H < 0), along which the first three derivatives of the free energy vanish. For H = 0,
the critical lines terminate with a critical end-point at T˜cep = 0.12941913384882..., ∆˜cep = 0.4875062362287..., with
mcep = ±0.854170713633042, lying on the first-order transition surface with magnetization ±m, the minima of the
double well. At the critical end-point, these minima are flat, since ∂
2f˜
∂m2 = 0.
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Appendix B: Phenomenological Scaling
The scaling-laws approach to the crossover behavior, introduced in Ref.[53–55,70,80,81] in the context of the tran-
sition from weakly anisotropic to fully isotropic exchange-interactions in spin systems and illustrated in various other
contexts can also describe the transition from Ising-like to tricritical behavior of the BC model.
First we should replace the thermodynamic fields by scaling fields appropriate to the TCP. For this purpose let us
first define the reduced deviation from the tricritical temperature t = T/Ttr − 1, and observe that for small t > 0, the
equation of the critical line (see Fig. 1) can be approximated as
∆2(t) = ∆tr − at+ b2tψ2 + ... (B1)
with ψ2 > 1, while similarly for the first-order line (small t < 0), we have
∆1(t) = ∆tr − at+ b1|t|ψ1 + ... (B2)
with ψ1 > 1. The same finite (nonuniversal) slope of the critical line is generally assumed
a = −Ttr(d∆2(T )
dT
)|Ttr = −Ttr(
d∆1(T )
dT
)|Ttr (B3)
on both sides of the TCP (as in some physical systems and for models in the MF approximation). It is also assumed
that the exponents ψ1 and ψ2 that characterize the lowest order correction to the tangent approximation, are equal
ψ1 = ψ2 = φu.
The variable
g ≡ ∆−∆tr + at (B4)
will be used as a scaling field. Along the locus g = 0, the TCP is approached along the tangent to the phase-contour
as |t| → 0. If t = 0, the TCP is approached at an angle with respect to the tangent, as g → 0. The fields t, g and the
magnetic field h are usually adopted as tricritical scaling fields.
In terms of these fields, a “tricritical scaling” hypothesis for the singular part fs of the free-energy can now be
formulated as follows
fs(g, t, h) ≈ |t|2−αuW (±)u (g/|t|φu , h/|t|∆ˆu) (B5)
for t, g → 0, with arbitrary ratio g/t. (The phase-contour lies in the H = 0 plane.) Thus, if the TCP is approached
along the line g = 0, it is appropriate to refer to Eq. (B5) in which the singularity is described explicitly by a power
of t, for example fs ≈ |t|2−αuWu(0, 0). This is a natural parametrization of the TCP scaling property. The exponents
that characterize the TCP, are the specific-heat exponent αu, the tricritical gap exponent ∆ˆu = βu + γ
(2;0)
u , and φu
an additional “crossover exponent”. (Please notice also that we have changed into ∆ˆu the symbol usually denoting
the gap exponent to avoid confusion with the crystal field). In the MF approximation φu = 2. The scaling function
Wu(x, y) is assumed to be analytic at x = 0 and thus at g = 0 for fixed t 6= 0.
Defining Wtr(X,Y ) ≡ |X|2−αuW (±)u (|X|−φu , Y |X|−∆ˆu), Eq. (B5) can be written equivalently as
fs(g, t, h) ≈ |g|(2−αtr)Wtr(t/|g|φtr , h/|g|∆ˆtr ) (B6)
with the new set of exponents αtr, βtr, .., φtr defined by
2− αtr = 2− αu
φu
, βtr =
βu
φu
, γtr =
γu
φu
, ∆ˆtr =
∆ˆu
φu
, φtr =
1
φu
, (B7)
The expected values of these new exponents can be read in Table II. Also the scaling function Wtr(X,Y ) is assumed
to be analytic at X = 0.
If the TCP is approached along a line t = cg, crossing the critical line at a finite angle, so that we have t/|g|φtr → 0,
because φtr < 1, it is appropriate to refer to Eq. (B6) in which the singularity appears explicitly as a power of g, for
example fs ≈ |g|2−αtrWtr(0, 0).
These remarks suggest a simple method to estimate the crossover exponent: we should simply compare the usual
exponents computed along a path tangent to the phase-boundary at the TCP with those computed along a path
forming an angle with it (as are naturally obtained when studying series at fixed D = Dtr).
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The scaling function Wu of Eq. (B5), can describe also the Ising-like ordinary scaling behavior that is observed along
the critical line, provided that an appropriate singularity appears in this quantity. Let us set tc(g) ≡ Tc(g)/Ttr − 1,
so that t˙ ≡ t− tc(g) can be taken as a distance from the critical line. Since as t˙→ 0 the scaling variable x = g/tφu →
x˙ = g/tc(g)
φu , we have precisely to assume that at x = x˙ the scaling function W
(±)
u (x, y) has a singularity of the
form (1 − x/x˙)2−α˙, so that fs ≈ |t˙|2−α as t˙ → 0 with g 6= 0. This assumption is actually realized81 in the MF
approximation.
It can be observed that for fixed small g 6= 0, as T approaches the critical temperature Tc(g), the system will
first behave as if T → Ttr and only when T − Tc(g) is very small, past a “crossover temperature” T x(g), i.e. for
T x(g) > T > Tc(g), it will develop the full Ising-like critical behavior expected away from the TCP. This can be
observed also in MF, see the end of Appendix A.
For a (mixed) susceptibility, the critical scaling reads
χ(r;p)(K,D) ≈ A(r;p)(K,D)|t˙|−γ
(r;p)
(B8)
The tricritical scaling is
χ(r;p)(K,D) ≈ A(r;p)tr
( t
|g|φtr
)
|g|−γ(r;p)tr (B9)
Approaching the TCP along the scaling path g = x|t| 1φtr , with the constant x chosen small enough to be close to the
critical line, Eqs. (B8) and (B9) are both valid. Therefore in this region g ≈ t˙
A(r;p)(K;D) ≈ |x|γ
(r;p)−γ(r;p)tr A(±)(r;p)tr(|x|−φtr )|t|(γ
(r;p)−γ(r;p)tr )/φtr . (B10)
Thus, if the estimates of the amplitudes of observables like the susceptibilities, were sufficiently accurate, the study of
their g → 0 behavior might help to spot the TCP and to determine the crossover exponent. In particular, in the case
of the ordinary susceptibility, as t→ 0 along the line g = x|t| 1φtr , with |x| << 1, the critical amplitude will vanish as
A(2;0)(K,D) ≈ |t|(γ−γtr)/φtr . (B11)
Appendix C: Tools for the series analysis
To make the paper reasonably selfcontained, it is useful to sketch the standard numerical approximation techniques
of series analyses. More detailed discussions can be found in Refs.[46–48,60,72,73].
1. Coefficient-ratio based methods
To determine the location of the critical points and their critical exponents using the HT expansions, it is often con-
venient to resort to the unbiased modified-ratio-approximants(MRAs) (in the loose lattice version), which is a smoother
and faster converging improvement60,72,73 of the traditional methods72 of extrapolation of the series-coefficient ratio-
sequences.
To illustrate this prescription by an example, we can refer to the HT expansion of the magnetic susceptibility
χ(2;0)(K,D;S) =
∑
r cr(D;S)K
r. For each fixed D, a value of the inverse critical temperature can be obtained by
forming the sequence of estimators (Kc(D;S))n of Kc(D;S) defined
72,73 by
(Kc(D;S))n = (
cn−2cn−3
cncn−1
)1/4exp[
sn + sn−2
2sn(sn − sn−2) ] (C1)
with
sn =
(
ln(
c2n−2
cncn−4
)−1 + ln(
c2n−3
cn−1cn−5
)−1
)
/2. (C2)
cn ≡ cn(D;S) being an abridged notation for the nth expansion coefficient of the susceptibility. Provided that
the leading correction to scaling dominates over the subleading ones, this prescription Eq. (C1) has the important
advantage of providing at the same time information on Kc(D;S) and on the leading correction-to-scaling amplitude
a(2;0)(D;S), defined by Eq. (33). Otherwise, it yields some “effective value” for this amplitude. If the critical
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singularity is the nearest one to the origin of the complex K plane, the MRA estimator-sequence has the asymptotic
behavior60 for large order n
(Kc(D;S))n = Kc(D;S)
(
1− 1
2
C(γ(2;0))θ2(1− θ)a(2;0)(D;S)
n1+θ
+ o(1/n1+θ)
)
(C3)
where C(γ(2;0)) is a known60 positive function of the exponent γ(2;0) of χ(2;0), a(2;0) is defined in Eq. (33) and θ ≈ 0.52,
in the 3d Ising universality class, is the exponent of the leading correction to scaling.
A prescription60,72,73 of a similar kind provides a sequence of estimators (γ(2;0)(D;S))n for the critical exponent
(γ(2;0)(D;S))n = 1 +
2(sn + sn−2)
(sn − sn−2)2 (C4)
In this case, the asymptotic behavior of the sequence for large order n is
(γ(2;0)(D;S))n = γ
(2;0)(D;S)− C(γ
(2;0))θ(1− θ2)a(2;0)(D;S)
nθ
+O(1/n) (C5)
In general the set of the corrections to scaling rules the convergence properties of any extrapolation method in the
critical region and the MRA method of analysis can account explicitly for the leading terms. Thus, we expect that
if the HT series are sufficiently long and regular, the MRA estimator-sequences have settled into their asymptotic
regimes described by Eq. (C3), (C5), and only the leading correction-to-scaling have non-negligible amplitudes, then
it is reasonable to determine (Kc(D;S)) by fitting the simple extrapolation Ansatz
(Kc(D;S))n = b1(D;S)− b2(D;S)/n1+θ. (C6)
to the last few terms of the estimator-sequence (Kc(D;S))n. We can thus assume that Kc(D;S) ≈ b1(D;S). A
similar ansatz
(γ(2;0))n = b˜1(D;S)− b˜2(D;S/nθ (C7)
can be used with the MRA estimator-sequence for the exponent (γ(2;0)(D;S))n, concluding that γ
(2;0)(D;S) ≈
b˜1(D;S). An analogous prescription in which the HT expansion coefficients of χ(4;0) are employed, is adopted to
estimate γ(4;0)(D;S). These methods are unbiased, i.e. no assumption on the value of the exponent is used in Eq.
(C1) to compute the critical temperature and no assumption on the critical temperature in Eq. (C4) to compute
the exponent. Small multiples of the uncertainties inherent in these extrapolations can be taken as a measure of the
errors of the final estimates.
Using the formulas Eqs. (C6) and (C7), we can estimate also the coefficients b2(D;S) and b˜2(D;S), proportional to
the correction-to-scaling amplitudes, and thus get some hint of the uncertainties to be expected. Procedures of this
kind were suggested long ago in Ref. [73,82] and were later pursued by several authors27,28,60,73 to achieve optimal
determinations of the universal critical parameters by studying a model with minimal leading corrections to scaling,
singled out in a family of one-parameter-dependent models known to belong to the same universality class. In the
case of the BC model, the family parameter is D.
When the structure of the correction-to-scaling terms becomes more complex and oscillations are observed in the
highest-order terms of the MRA estimator-sequences, as it happens in the crossover regions, simple (but less accurate)
ratio-method estimators72 such as
(Kc(D;S))n =
n− 1 + γ(2;0)
nan/an−1
+ o(1/n) (C8)
that is biased with some accurate value of γ(2;0) and
(γ(2;0)(D;S))n = n+ 1− nan−1
anKc(D;S)
+ o(1/n) (C9)
that is biased with some accurate value of Kc(D;S), might sometimes be more robust than the MRA approach.
2. Pade` and differential approximant methods
In many cases the MRAs, if cautiously extrapolated to large orders of expansion, show an apparent accuracy
comparable or higher than that obtained by the differential approximants (DAs) method for which such extrapolations
are controversial.
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The DA method also used in the series analysis, is a generalization72 of the well known Pade´ approximant(PA)
method and can similarly be either biased or unbiased. Both methods can be employed to evaluate either the
expansions of the quantities that remain finite at the critical points or the parameters of the singularities for quantities
that diverge there. The DA method uses the solution, called differential approximant, of an initial value problem
for an ordinary linear inhomogeneous differential equation of the first or higher order in the expansion variable. The
coefficients of the equation are polynomials in that variable such that the series expansion of the solution of the equation
equals, up to some appropriate order, the series to be approximated. Truncating the series under investigation at
various lengths or using series of a fixed length and choosing different degrees for the polynomial coefficients, various
DAs (i.e. solutions of various differential equations) can be formed. Following this procedure, for each quantity under
study, a sample of estimates can be obtained from the highest-order approximants, namely those formed using all or
most available expansion coefficients, whose average and spread can be computed, after possibly discarding evident
outliers. If the sample average remain essentially stable as the order of truncation of the series increases and it can be
believed that stability indicates convergence, then this average can be taken as the best estimate of the parameter and
a (generous) multiple of the spread of the sample may be trusted to be a reasonable measure of uncertainty. It should
be stressed that the uncertainties associated with the analysis of a series either by the DAs and by the MRAs do not
have such a precise statistical meaning as for MC methods, but remain subjective to some extent. Our analyses, will
be corroborated by checking the consistency, within the numerical uncertainties, between the MRA and DA estimates
of the critical parameters, whenever both approaches are feasible. The critical amplitudes and their ratios have to be
determined by (biased) PAs and DAs.
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TABLE VIII: (Continued from the preceding Table) BC model with spin S = 1 on a simple-cubical lattice, subject to a magnetic
field H and a crystal field D. The coefficients Ln(u, x; 1) of the LT series expansion in powers of µ = exp(h) for the free-energy
density Eq. (6) are expressed in terms of the LT variable u = exp(−β) and of the crystal field variable x = exp(D).
L10 = −1540944687/10x10u60 + 1102444428x10u59 − 3449297064x10u58 + 6156900766x10u57
−6835882485x10u56 + 23965701903/5x10u55 − 2018275270x10u54 + 414942978x10u53
+2839656x10u52 − 12412763x10u51 − 614784x10u50 + 236808x10u49 + 67267x10u48 + 4131x10u47
+396x10u46 + 24x10u45 + 127579807x8u60 − 633365796x8u59 + 1136891808x8u58 − 633220552x8u57
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+1683855x6u50 − 1249242x6u49 − 181277x6u48 − 297030x6u47 − 28746x6u46 + 40770x6u45 + 20220x6u44
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+5447442x4u56 − 8416140x4u55 + 626182x4u54 − 2440008x4u53 − 945117x4u52 + 2950388x4u51
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+888x2u42 + 240x2u41 + 396x2u40 + 36x2u39 + 7031/5u60 − 4608u56 + 5532u52 − 2804u48 + 426u44 + 48u40
L11 = +18794572864/11x
11u66 − 13540389348x11u65 + 47569139712x11u64 − 97076564452x11u63
+126406988784x11u62 − 108143883564x11u61 + 59739201959x11u60 + 14304038720x9u60
−2477592492x9u59 − 19491928200x11u59 + 2620578876x11u58 + 306005260x11u57 − 86214999x11u56
−12635748x11u55 + 423644x11u54 + 602928x11u53 + 70275x11u52 + 6656x11u51 + 660x11u50 + 24x11u49
−1540944687x9u66 + 8819555424x9u65 − 19439069532x9u64 + 17599284188x9u63 + 2383226190x9u62
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+589317072x7u61 + 2069817648x7u60 − 946297212x7u59 − 162915150x7u58 + 9669012x7u57
+40864122x7u56 + 38590740x7u55 − 11288488x7u54 + 653808x7u53 − 2042730x7u52 − 981400x7u51
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FIG. 1: Schematic3 phase diagram in the ∆, T, h space for a BC model with spin S = 1. First-order transitions occur across
the surfaces A, B and B′. The long-dashed line is a first-order line in the h = 0 plane. The solid lines that meet at the TCP(full
circle) are critical lines bounding the surfaces. The surface A extends to ∆ = −∞, but in the figure is cut along the wavy line.
Also the surfaces B and B′, called “wings”, extend to large ∆ and |h|, but are cut along the wavy lines. The dot-dashed lines
are the wing intersections with the T = 0 plane. Phases with opposite values of 〈s〉 coexist in the A-plane while phases with
different values of 〈s2〉 coexist in the planes B′ and B, so that three phases coexist along the first-order line.
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FIG. 2: Schematic31 phase diagram in the ∆, T, h space for a BC model with spin S = 3/2. First-order transitions occur
across the surfaces A, B and B′. Phases with opposite values of 〈s〉 coexist in the A-plane and phases with different values
of 〈s2〉 coexist in the planes B′ and B. Four phases coexist on a first-order line in the h = 0 plane, that is the long-dashed
line terminating at a “double critical endpoint”(full circle). Solid lines bounding the surfaces B and B′ are critical transitions
that meet at the “double critical endpoint”. The surface A extends to ∆ = −∞, but is cut along the wavy line. Also the
surfaces B and B′, called “wings”, extend to large ∆ and |h|, but are cut along the wavy lines. Short dashed lines are the wing
intersections with the T = 0 plane.
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FIG. 3: BC model with spin S = 1 for h = 0 on the sq lattice. Phase diagram in the (∆/Jq, T/Jq) plane, in the MF
approximation and from series analysis. Big crossed open circles are TCPs. The short-dashed line is the MF critical phase-
contour. Full squares connected by a long-dashed line are the MF first-order line. The solid curve is the critical phase-contour
from series, ending with a TCP computed22 by transfer-matrix. Full dots on this line are from MC or transfer-matrix. Small
black triangles are MC points23,37,39 on the first-order line. The small open circles around the triangles are obtained by
intersecting the LT and HT expansions of the lattice free-energy.
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FIG. 4: BC model with spin S = 1 on the sq lattice for h = 0. Phase diagram in the concentration-temperature plane. The
dashed line is the MF approximation of the critical phase boundary. Sequences of open squares are the two branches of the
MF first-order contour. The solid line is the critical contour from series, the black dots on it and the full triangles are the
branches of the first-order contour from Refs. [23,37,39]. The small open circles surrounding the full triangles are obtained
by intersecting the LT and HT expansions of the free-energy. Big crossed circles are tricritical concentrations. The star is a
transfer-matrix estimate22 of Xtr.
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FIG. 5: BC model with spin S = 1 for h = 0 on the sq lattice. The HT expansion of the concentration susceptibility
Y (K,D; 1) evaluated along the critical phase-boundary (solid line) vs ∆/Jq. Open circles are obtained evaluating Y (K,D; 1)
on high-precision estimates of critical points23,37,39. The vertical dashed line is the value22 of ∆tr/Jq.
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FIG. 6: BC model with spin S = 1 on the sq lattice, for h = 0. The twelve highest-order terms of several MRA estimator-
sequences for the critical exponent γ(2;0)(D; 1), obtained from the mixed susceptibility χ(2;2)(K,D; 1), vs 1/n
θ, with n the
number of terms included in the series and θ = 2.5. The lowermost MRA sequence (stars) is computed for D ≈ Dtr, the
successive two (open circles) for D = 0.9Dtr and 0.8Dtr, the remaining ones (open triangles) for 0.7Dtr, D = 0.4Dtr, 0.25Dtr
, 0.15Dtr, etc. The symbols of the successive terms are connected by segments to profile the behavior of each sequence.
Extrapolations to large n, indicated only for D < 0.8Dtr, are dashed lines.
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FIG. 7: BC model with spin S = 1 on the sq lattice for h = 0. The relative deviations rdv from the Ising values for the
exponents γ(2;0)(D; 1) from χ(2;1)(K,D; 1) (open triangles), and γ
(4;0)(D; 1) from χ(4;0)(K,D; 1) (open squares) vs ∆/Jq. The
vertical dashed line indicates the tricritical value22 ∆tr/Jq of the crystal field.
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FIG. 8: BC model with spin S = 1 on the sq lattice for h = 0. The relative deviations rdv from the 2d Ising values for the
universal ratios of critical amplitudes I+6 (open circles), I+8 (open triangles) and J+8 (open squares) vs ∆/Jq. The vertical
dashed line indicates the tricritical value22 ∆tr/Jq of the crystal field.
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FIG. 9: BC model with spin S = 1 and S = 3/2 on the sq lattice, for h = 0. The critical amplitudes A(2,0) of χ(2;0)(K,D;S)
and −A(4,0) of χ(4;0)(K,D;S) vs ζ. The variable ζ is τ in the S = 1 case, while for graphical convenience ζ = (1 + exp(2d))−1
in the S = 3/2 case. For S = 1 the amplitudes are full triangles and full circles, respectively and for S = 3/2, they are the
analogous open symbols. A vertical arrow points to the expected location (star)22 of the TCP. The minima in the curves of
the S = 3/2 susceptibility amplitudes occur at ∆/Jq ≈ 1/2.
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FIG. 10: BC model with spin S = 1, in the h = 0 plane for the sc lattice. Phase diagram in the anisotropy-temperature plane,
by series and in the MF approximation. Big crossed open circles are TCPs. The upper short-dashed line is the MF critical
phase-contour and full squares connected by long-dashed line are the MF first-order contour. The solid curve is the critical
phase-boundary from series and the TCP is taken from a simulation32. The black dots nearby the solid curve are MC points33.
Open circles are points of the first-order (and the second-order) part of the phase-boundary from intersections of the LT and
HT expansions of the free energy.
48
FIG. 11: BC model with spin S = 1 for h = 0 on the sc lattice. The solid line is a bilog plot of the HT expansion of the
susceptibility χ(2;0)(K,D; 1) computed along the tangent to the phase-contour at D = Dtr. The dashed line is a simple power
behavior with exponent γtr = 2..
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FIG. 12: BC model with spin S = 1, on the sc lattice for h = 0. Phase diagram in the (τ , T/Jq) plane by series and in the
MF approximation. Big crossed open circles are the TCPs from MF and a simulation32. The upper short-dashed line is the
MF critical phase-contour and full squares connected by a long-dashed line are the MF first-order boundary. The solid curve
shows the critical phase-boundary from series. Open triangles are the first-order part of the phase-boundary from intersections
of the LT and HT expansions of the free energy.
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FIG. 13: BC model with spin S = 1 for h = 0 on the sc lattice. Phase diagram in the concentration-temperature plane.
The dashed line is the MF approximation of the critical phase-contour. Sequences of open squares are the two branches of
the phase-contour associated with the HT and the LT sides of the MF first-order line. The open circles are the corresponding
branches from the series. Big crossed circles are TCPs.
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FIG. 14: BC model with spin S = 1 for h = 0 on the sc lattice. The uppermost solid line is a bilog plot of the PA resummed
HT expansion of the concentration susceptibility Y (K,D; 1) along the path D = Dtr vs 1− T (Dtr)/T . The dashed line has a
simple power behavior with exponent λ = −0.5. The lower curves show the same quantity evaluated for D taking the sequence
of four values 0.74Dtr ,0.59Dtr ,0.44Dtr, 0.30Dtr and for each of them the abscissa is 1− Tc(D)/T .
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FIG. 15: BC model with spin S = 1 for h = 0 on the sc lattice. The lowermost solid line is a bilog plot of the resummed
HT expansion of the ordinary susceptibility χ(2;0)(K,D; 1) along the path D = Dtr vs 1 − T (Dtr)/T . The lowermost dashed
line has a simple power behavior with exponent γtr = 1. The upper curves show the same quantity evaluated for D taking the
sequence of three values 0.69Dtr ,0.4Dtr , 0.1Dtr and for each of them the abscissa is 1 − Tc(D)/T . The uppermost dashed
line has a simple power behavior with exponent γ = 1.237.
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FIG. 16: BC model with S = 1 on the sc lattice, for h = 0. MRA estimator-sequences for the exponent γ(2;0)(Dtr; 1) from the
mixed susceptibility χ(2;1)(K,D; 1), vs 1/n
θ with θ = 1.5, for several fixed values of D. The lowermost sequence (open circles)
computed for D ≈ Dtr, can be extrapolated to a value compatible with a (logarithmically corrected) MF approximation value
γ(2;0)(Dtr; 1) = 1. The other sequences (open triangles) are evaluated for values of D smaller by 10%, 20%, etc.
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FIG. 17: BC model with spin S = 1 on the sc lattice, for h = 0. The effective exponents of the susceptibility χ(2,0)(K,D; 1)
vs the deviation 1 −K/Kc(D) from the corresponding critical temperatures, for the values of ∆/Jq indicated on the curves.
The lowermost curve, computed for ∆t/Jq ≈ 0.4743, can be extrapolated to a value of γ(2)t (Dt; 1) ≈ 1.02 compatible with the
(logarithmically corrected) MF approximation value γ(2)(Dt; 1) = 1.
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FIG. 18: BC model with spin S = 1 on the sc lattice, for h = 0. The relative deviations rdv from the Ising values of the
extrapolated MRA estimator-sequences for the exponents γ(2;0)(D; 1)(open triangles) of χ(2,0)(K,D; 1), and γ
(4;0)(D; 1) (open
squares) of χ(4,0)(K,D; 1). The vertical dashed line is the tricritical value ∆tr/Jq of the crystal field.
56
FIG. 19: BC model with spin S = 1 and S = 3/2 on the sc lattice, for h = 0. The critical amplitudes A2,0 of χ(2;0)(K,D;S) and
−A4,0 of χ(4;0)(K,D;S) vs ζ. The variable ζ stands for τ in the S = 1 case, while for graphical convenience is (1 + exp(2d))−1
in the S = 3/2 case. For S = 1 these quantities are full triangles and full circles respectively, and for S = 3/2 are the analogous
open symbols. In the S = 1 case, a vertical arrow points to the expected location (star) of the tricritical point. The minima in
the curves of A2,0 and −A4,0 for S = 3/2 occur at ∆/Jq ≈ 1/2.
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FIG. 20: BC model with spin S = 1 on the sc lattice, for h = 0. The critical amplitudes A2,0 of χ(2;0)(K,D; 1) (full triangles),
and −A4,0 of χ(4;0)(K,D; 1) (full circles) vs 1 − ∆/∆tr. The solid curves are the behaviors of the amplitudes near the TCP
predicted by the amplitude-scaling property with φu = 2.
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FIG. 21: BC model with S = 1 on the sc lattice, for h = 0. A bilog plot of the spontaneous magnetization vs 1 − u/uc(D).
The uppermost curve is computed for D = Dtr ≈ 2.031, while the others for the values D = Dtr − 0.35, D = Dtr − 0.70, etc.
The various curves are obtained by a [5/6] PA of the LT expansion of the spontaneous magnetization. The uppermost dashed
line indicates an asymptotic value characterized by the exponent β = 0.25(1), as expected at the TCP. The lowermost dashed
line indicates pure power behavior with exponent β = 0.33(1), shared by the curves associated to the values of D << Dtr.
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FIG. 22: BC model with S = 1 on the sc lattice. A bilog plot of the magnetization at fixed u(D), vs h. The asymptotic
behavior of the lowermost curve characterized by an exponent δtr ≈ 5. is computed along the tricritical isotherm i.e. for
u = uc(Dtr). The other curves correspond to a sequence of decreasing values of u(D).
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FIG. 23: BC model with spin S = 1, on the bcc lattice for h = 0. Phase diagram in the (∆/Jq, T/Jq) plane, computed by series
and in the MF approximation. Big crossed open circles are TCPs, the star is taken from Ref. [15]. The upper short-dashed
line is the MF critical border. Full squares connected by a long-dashed line are the MF first-order contour. The solid curve is
the series result for the critical phase-contour. Open circles are points of the first-order part of the phase-contour.
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FIG. 24: BC model with spin S = 1 on the bcc lattice for h = 0. The phase diagram in the concentration-temperature plane,
computed by series and in the MF approximation. The dashed line is the MF approximation of the critical border, while
sequences of open squares are the HT and the LT branches of the first-order contour. The open circles are the two branches of
this line computed by series. Big crossed circles are TCPs.
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FIG. 25: BC model with spin S = 1 and S = 3/2 on the bcc lattice, for h = 0. The critical amplitudes A2,0 of χ(2;0)(K,D;S),
and −A(4,0) of χ(4;0)(K,D;S) plotted vs ζ that stands for τ in the S = 1 case, while for graphical convenience is (1+exp(2d))−1
in the S = 3/2 case. For S = 1 these quantities are full triangles and full circles, respectively. For S = 3/2, they are the
analogous open symbols. The minima in the curves of A2,0 and −A(4,0) for S = 3/2 occur at ∆/Jq ≈ 1/2.
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FIG. 26: BC model with spin S = 1 on the sc and the bcc lattices, for h = 0. The relative deviations rdv from the Ising values
for the estimates of the universal ratios of critical amplitudes I+6 , I+8 and J+8 vs ∆/Jq. These quantities are open circles, open
triangles and open squares respectively, in the case of the sc lattice. The analogous full symbols shoe the same ratios for the
bcc lattice.
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FIG. 27: BC model with spin S = 3/2 in the h = 0 plane. Phase diagrams in the anisotropy-temperature plane for the sq,sc
and bcc lattices. The MF critical border is the upper dashed-line. The MF first-order contour is a sequence of open squares
ending with a full square and not joining the critical border. The lowermost solid line is the critical phase-boundary for the
sq lattice, the intermediate one for the sc lattice and the uppermost one for the bcc lattice. There is no evidence of a TCP
for these lattices. A star is the end-point14 of a first-order line rooted at the point (∆˜ = 1/2, T˜ = 0) for the sq lattice, and
similarly a black triangle for the sc lattice16.
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FIG. 28: BC model with spin S = 3/2 on the sq lattice for h = 0. The relative deviation rdv of the extrapolated MRA estimator-
sequences from the Ising values for the exponents γ(2;0)(D; 3/2)(open triangles) of χ(2;0)(K,D; 3/2) and γ
(4;0)(D; 3/2)(open
squares) of χ(4;0)(K,D; 3/2) vs ∆/Jq.
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FIG. 29: BC model with spin S = 3/2 on the sq lattice for h = 0. The relative deviations rdv of the universal ratios of critical
amplitudes I+6 (open circles), I+8 (open triangles) and J+8 (open squares) from the corresponding 2d Ising values vs ∆/Jq in
the range −2 < ∆/Jq < 2.
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FIG. 30: BC model with spin S = 3/2 on the sc lattice, for h = 0. The MRA estimator-sequences for the exponent
γ(2;0)(D; 3/2) vs 1/nθ, with n the number of terms included in the series and θ = 0.5, for several values of −1.5 . ∆/Jq . 0.85.
The terms of the sequences are in general indicated by open circles, except those with 0.44 . ∆/Jq . 0.57 indicated by open
triangles. To profile the behavior of each sequence, the symbols of the successive terms are connected by segments. The dashed
lines are the sequence extrapolations to large n.
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FIG. 31: BC model with spin S = 3/2 on the bcc lattice, for h = 0. The effective exponents of the susceptibility χ(2,0)(K,D; 1),
for several fixed values of ∆/Jq, vs the deviation 1 − K/Kc(D) from the corresponding critical temperatures. The value of
∆c/Jq is indicated on each curve.
