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Abstract. Recently, generative adversarial networks (GANs), which learn
data distributions through adversarial training, have gained special at-
tention owing to their high image reproduction ability. However, one
limitation of standard GANs is that they recreate training images faith-
fully despite image degradation characteristics such as blur, noise, and
compression. To remedy this, we address the problem of blur, noise,
and compression robust image generation. Our objective is to learn a
non-degraded image generator directly from degraded images without
prior knowledge of image degradation. The recently proposed noise ro-
bust GAN (NR-GAN) already provides a solution to the problem of
noise degradation. Therefore, we first focus on blur and compression
degradations. We propose blur robust GAN (BR-GAN) and compres-
sion robust GAN (CR-GAN), which learn a kernel generator and quality
factor generator, respectively, with non-degraded image generators. Ow-
ing to the irreversible blur and compression characteristics, adjusting
their strengths is non-trivial. Therefore, we incorporate switching archi-
tectures that can adapt the strengths in a data-driven manner. Based
on BR-GAN, NR-GAN, and CR-GAN, we further propose blur, noise,
and compression robust GAN (BNCR-GAN), which unifies these three
models into a single model with additionally introduced adaptive con-
sistency losses that suppress the uncertainty caused by the combination.
We provide benchmark scores through large-scale comparative studies
on CIFAR-10 and a generality analysis on FFHQ dataset.
Keywords: Generative Adversarial Networks (GANs), Image Synthe-
sis, Degradation Robust Models.
1 Introduction
In computer vision and machine learning, constructing a generative model to
generate an image that is indistinguishable from a real image is a fundamental
problem. Recently, a significant advancement has been made with the emergence
of deep generative models to solve this problem. Among these models, genera-
tive adversarial networks (GANs) [23], which learn data distributions through
adversarial training, have garnered special attention owing to their high image
reproduction ability.
However, a persistent problem is that high-capacity GANs can replicate train-
ing images with high fidelity, even when the images are degraded. Indeed, as
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Fig. 1. Examples of blur, noise, and compression robust image generation.
Although recent GANs have shown remarkable results in image reproduction, one of
their limitations is that they can recreate training images faithfully (b), even when the
images are degraded by blur, noise, and compression (a). To address this limitation,
we propose blur, noise, and compression robust GAN (BNCR-GAN), which can learn
to generate non-degraded images (c), even when trained with degraded images (a).
shown in Fig. 1, when standard GAN is trained with images degraded by blur,
noise, and compression (i.e., JPEG) (Fig. 1(a)), it produces similarly degraded
images (Fig. 1(b)) because standard GAN is agnostic to such image degrada-
tion. This is particularly problematic when training images are collected in a
real-world scenario (e.g., web crawling), because knowing which image has un-
dergone image degradation is a troublesome process. To address this problem,
painstaking manual pre-screening is often conducted in practice.
One solution is, prior to the training of GANs, to restore images using an
image restoration model such as by applying a model-based image restoration
method [13, 24, 18, 55, 8, 54, 17, 52, 56, 19, 73, 43, 81, 66, 20]. However, images
restored by these methods tend to be over-restored or under-restored owing to
the gap between a pre-defined prior and a real prior. To overcome this drawback,
learning-based methods have been developed. However, most of them [80, 75, 72,
9, 62, 22, 46, 30, 57, 77, 85, 86, 10, 26, 16, 76, 21] rely on pairs of degraded and
non-degraded images for supervised training, which incurs an additional data
collection cost.1
As a different approach, AmbientGAN [4] was recently proposed. This pro-
vides a promising solution by simulating image degradation on generated images
and learning a discriminator that distinguishes a real degraded image from a
degraded generated image. This formulation allows learning of a non-degraded
image generator directly from degraded images without using any image restora-
tion models. However, it relies on a strong assumption that the details of image
degradation, e.g., types and strength of blur kernels, noise amount, and com-
pression quality factor, are known in advance.
1 More precisely, to reduce this cost, unpaired learning methods [53, 50] were devised.
These methods, however, still require separate collection of non-degraded and de-
graded images. As an alternative, self-supervised learning methods [45, 2, 48] were
also proposed; however, their application is limited to denoising.
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Motivated by these existing studies, we address the following problem: “How
can we learn a non-degraded image generator directly from degraded images with-
out knowing the details of image degradation?” Particularly, in this work, we fo-
cus on three representative types of image degradation, i.e., blur, noise, and com-
pression, and call this problem blur, noise, and compression robust image gen-
eration. As an example, we demonstrate a solution using our model in Fig. 1(c).
Although the same training images (Fig. 1(a)) are used between baseline GAN
(Fig. 1(b)) and proposed blur, noise, and compression robust GAN (BNCR-
GAN ) (Fig. 1(c)), BNCR-GAN succeeds in generating non-degraded images,
whereas baseline GAN fails to do so.
The recently proposed noise robust GAN (NR-GAN) [31] has shown promis-
ing results when its application is restricted to noise degradation. Hence, in this
work, we first focus on the remaining two kinds of degradation, i.e., blur and
compression, and handle all types of degradation as an advanced problem.
To obtain robustness in blur and compression degradations, we first propose
two variants of GANs called blur robust GAN (BR-GAN ), which can learn a
sharp image generator directly from blurred images, and compression robust
GAN (CR-GAN ), which can learn an uncompressed image generator directly
from compressed images. More precisely, to learn a blur kernel distribution and
compression parameter (or quality factor) distribution from given images, we
introduce a kernel generator and quality factor generator in BR-GAN and CR-
GAN, respectively, and learn them along with non-degraded image generators.
A notable challenge is that blur and compression are irreversible and adjusting
their strengths is not trivial. To mitigate this challenge, we propose switching
architectures that adapt the strengths in a data-driven manner.
Based on BR-GAN, NR-GAN, and CR-GAN, we further propose BNCR-
GAN, which can achieve blur, noise, and compression robust image generation
by unifying the three models into a single model. In particular, we introduce
adaptive consistency losses, which suppress the significant changes between the
components, to handle the uncertainty caused by the combination.
As the effects of blur, noise, and compression on GANs have not been suffi-
ciently examined, we first conduct large-scale comparative studies on CIFAR-
10 [44], where we compare diverse models under various degradation settings (in
which we test 120 conditions in total). Moreover, following the recent large-scale
studies on GANs [47] and NR-GAN [31], we also analyze the performance on a
more complex dataset, i.e., FFHQ [35].2 Through these experiments, we demon-
strate that BR-GAN, CR-GAN, and BNCR-GAN can learn a non-degraded im-
age generator based on datasets with diverse degradation of training images.
Our contributions are summarized as follows:
– We provide blur, noise, and compression robust image generation, the pur-
pose of which is to learn a non-degraded image generator directly from de-
graded images without prior knowledge of image degradation.
2 We excluded LSUN Bedroom [83], which was used in [47, 31], because its images
are compressed with JPEG and ground-truth non-degraded images are not available.
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– To address these problems, we first propose BR-GAN and CR-GAN, which
train a kernel generator and quality factor generator, respectively, along
with non-degraded image generators. In particular, we introduce switching
architectures to adjust the degradation strengths in a data-driven manner.
– To handle all types of image degradation, we further propose BNCR-GAN,
which combines BR-GAN, NR-GAN, and CR-GAN into a single model. Par-
ticularly, to handle the uncertainty caused by the combination, we introduce
adaptive consistency losses.
– We provide benchmark scores for these new problems through large-scale
comparative studies on CIFAR-10 (in which we test 120 conditions in total)
and a generality analysis on FFHQ dataset.
2 Related work
Deep generative models. In computer vision and machine learning, image
generation is a fundamental problem. Recently, deep generative models, such
as GANs [23], variational autoencoders [39, 70], autoregressive models [64], and
flow-based models [14, 15], have garnered attention with promising results. All
models have pros and cons. A commonly-known drawback of GANs is training
instability; however, it has been mitigated by recent progress [1, 58, 49, 3, 71,
25, 40, 60, 61, 34, 84, 6, 11, 35, 36]. In this work, we target GANs because their
design flexibility allows the incorporation of the core of our models, e.g., a kernel
generator and quality factor generator. Additionally, image reproducibility has
improved in other models [65, 69, 59, 38], and susceptibility to image degradation
could be problematic. Applying our ideas to them is a potential direction for
future work.
Image restoration. Image restoration, such as deblurring, denoising, and de-
blocking (or compression artifact removal), is also a fundamental problem and
a large body of work exists. Typical methods are categorized into two: model-
based methods [13, 24, 18, 55, 8, 54, 17, 52, 56, 19, 73, 43, 81, 66, 20] and
learning-based methods [80, 75, 72, 9, 62, 22, 46, 30, 57, 77, 85, 86, 10, 26, 16,
76, 21, 53, 50, 45, 2, 48]. Recently, learning-based methods have achieved better
performance; however, as discussed in Section 1, one of their limitations is that
most of them require pairs of non-degraded and degraded images for supervised
learning. Unpaired learning methods [53, 50] mitigate this requirement but still
require separate collection of non-degraded and degraded images. Self-supervised
learning methods [45, 2, 48] can be used in the same setting as ours (in which
it is unknown how degraded an individual image is) but the application of the
methods is limited to denoising.
In contrast, model-based methods can be used in the same settings as ours for
tasks including deblurring [19, 73, 43, 81, 66] and deblocking [20]. However, the
gap between a pre-defined prior and a real prior tends to cause over-restoration
or under-restoration and damage to image fidelity. We confirm this statement
through experiments in Section 7.
Image generation from uncertain data. Studies on image generation from
uncertain data have recently begun. There are two categories of studies; those
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that address the uncertainty in labels [33, 32, 78] and those that address the
uncertainty in images [4, 31]. Our study belongs to the latter category. As men-
tioned in Section 1, AmbientGAN [4] is a pioneer model in this category; how-
ever, it is restricted by the assumption that the details of image degradation are
known prior to the training. NR-GAN [31] remedies this drawback; however, its
application is limited to noise degradation. Therefore, we introduce BR-GAN,
CR-GAN, and BNCR-GAN as they do not have these drawbacks and limitations.
3 Notation and problem statement
We begin by defining notation and problem statement. Hereafter, we use super-
scripts r and g to denote the real distribution and generative distribution, re-
spectively. Let y be a degraded image and x be the corresponding non-degraded
image, where x,y ∈ RH×W×C and H, W , and C denote the height, width, and
channels of an image, respectively. Based on a previous study [80], we deal with
an image degradation model that includes several types of degradation, i.e., blur,
noise, and compression:
y = ψ((x ∗ k + n), q), (1)
where k is a blur kernel, n is an additive camera noise (i.e., read and shot
noise), and ψ is a JPEG compression operator with a quality factor q ∈ [0, 100].
Our objective is to learn a non-degraded image generator that can produce non-
degraded images, such that pg(x) = pr(x), from images, parts or all of which
are degraded.3
As discussed in Section 1, AmbientGAN [4] is one solution; however, it is
restricted by the need for prior knowledge of image degradation (i.e., k, n, and
q need to be pre-defined). NR-GAN [31] eliminates this restriction; however,
its application is limited to noise degradation where Equation 1 is simplified as
y = x+n. Considering these, we first plan to develop solutions for addressing the
remaining two kinds of degradation, namely, blur (where Equation 1 is rewritten
as y = x ∗k) and compression (where Equation 1 is replaced with y = ψ(x, q)).
Subsequently, we provide a solution for all types of image degradation defined
in Equation 1. We provide each solution in Sections 4, 5, and 6, respectively.
4 Blur robust GAN: BR-GAN
We first provide a solution to blur robust image generation, the purpose of
which is to learn a sharp image generator Gx from blurred images produced by
y = x ∗ k.
3 For simplicity of explanation, in Sections 4–6, we only explain the case when all
images are degraded, i.e., all images are sampled from pr(y). However, as verified in
Section 7, our models can be applied to images, parts of which are degraded (i.e.,
partial images are sampled from pr(y) while the remaining images are sampled from
pr(x)), without any model modification.
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Fig. 2. Comparison of AmbientGAN (baseline) and BR-GAN (proposed).
Because the discriminators are the same for both models, we only depict the gener-
ators. (a) AmbientGAN assumes that the blur simulation model is pre-defined. (b)
To eliminate this assumption, we introduce a kernel generator Gk and train it along
with a sharp image generator Gx. (c) To adjust the balance between blur and non-blur
in a data-driven manner, we introduce a switching architecture that selects a kernel
between the generated kernel kˆ (i.e., blur) and the identity kernel kI (i.e., non-blur)
based on a mask mk.
As discussed in Section 1, AmbientGAN [4] (Fig. 2(a)) can solve this prob-
lem by incorporating the blur simulation model. However, it requires that its
parameter, i.e., k, is accurately set up before training. To alleviate this, in BR-
GAN (Fig. 2(b)), we replace the blur simulation model with a kernel generator
k = Gk(zk) and train it along with Gx using the following objective function:
LBR-GAN = Eyr∼pr(y)[logDy(yr)]
+ Ezx∼p(zx),zk∼p(zk)[log(1−Dy(Gx(zx) ∗Gk(zk)))], (2)
where Dy is a discriminator that distinguishes a real blurred image y
r from a
blurred generated image yg = Gx(zx) ∗ Gk(zk). Gx and Gn are optimized by
minimizing LBR-GAN, whereas Dy is optimized by maximizing LBR-GAN.
A notable challenge is that adjusting the strength of the blur kernel k is not
trivial because blurring is irreversible and both over-blurring and under-blurring
satisfy the solution. To alleviate this challenge, we introduce a switching architec-
ture (Fig. 2(c)) that adapts the blurring strength using a mask, inspired by the
recent success of masks for adjusting generative components (e.g., foreground
and background [79] and retention and translation [68]). Concretely, the final
output of the kernel generator is calculated by
k = mk · kˆ + (1−mk) · kI , (3)
where Gk is decomposed into a blur kernel generator kˆ = G
kˆ
k(zk) and a mask
generator mk = G
mk
k (zk), and kI is the identity kernel that does not affect
any change. mk has a value within the range of [0, 1] and controls the balance
between kˆ (i.e., blur) and kI (i.e., non-blur). Note that both kˆ and mk are
trainable and their distributions are determined in a data-driven manner.
5 Compression robust GAN: CR-GAN
Next, we provide a solution to compression robust image generation, the pur-
pose of which is to learn an uncompressed image generator Gx from compressed
images that yield by y = ψ(x, q).
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Fig. 3. Comparison of AmbientGAN (baseline) and CR-GAN (proposed).
Because the discriminators are the same, we only present the generators. (a) Ambient-
GAN assumes that the compression simulation model is priorly defined. (b) To remove
this assumption, we introduce a quality factor generator Gq and train it along with an
uncompressed image generator Gx. (c) To adjust the compression strength in a data-
driven manner, we introduce a switching architecture that selects the output between
the compressed image yˆ and uncompressed image x based on a mask mq.
In analogy to blur robust image generation in Section 4, AmbientGAN [4]
(Fig. 3(a)) can solve this problem by incorporating the compression simulation
model; however, it requires that its parameter, i.e., q, is pre-defined. To mitigate
this, in CR-GAN (Fig. 3(b)), we introduce a quality factor generator q = Gq(zq)
and train it along with Gx using the following objective function:
LCR-GAN = Eyr∼pr(y)[logDy(yr)]
+ Ezx∼p(zx),zq∼p(zq)[log(1−Dy(ψg(Gx(zx), Gq(zq))))], (4)
where Dy is a discriminator that distinguishes a real compressed image y
r from a
compressed generated image yg = ψg(Gx(zx), Gq(zq)). Gx and Gq are optimized
by minimizing LCR-GAN, whereas Dy is optimized by maximizing LCR-GAN.
Here, we use a differentiable JPEG ψg [74, 41], which approximates the non-
differentiable rounding operation in JPEG by using a continuous function, to
construct a differentiable model.
In a typical setting, JPEG is lossy even at the best quality of 100 owing
to chroma subsampling in the the Y’CbCr domain and rounding in the DCT
domain. These irreversible characteristics allow Gx to produce extraordinary
textures within a range that lately-applied JPEG can eliminate. Additionally,
when ψg is applied to all generated images, yg cannot represent uncompressed
images even when such images are included in a dataset. To alleviate this prob-
lem, we introduce a switching architecture (Fig. 3(c)) that adjusts the balance
between compressed and uncompressed images while providing the bypass for
producing a lossless image. More precisely, the final output of the image gener-
ator is calculated by
y = mqx+ (1−mq)yˆ, (5)
where Gq is decomposed into a quality factor generator q = G
q
q(zq) and a mask
generator mq = G
mq
q (zq), x = Gx(zx) is an uncompressed image, and yˆ is a
compressed image produced by yˆ = ψg(x, q). mq has a value within the range
of [0, 1] and adjusts the balance between x (i.e., non-compression) and yˆ (i.e.,
compression). Note that not only q but also mq are generated from Gq and their
distributions are optimized through training.
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Fig. 4. Comparison of AmbientGAN (baseline) and BNCR-GAN (pro-
posed). We only depict the generators because the discriminators are the same for
both models. (a) AmbientGAN assumes that the blur, noise, and compression simu-
lation models are pre-defined. (b) To diminish this assumption, we introduce a kernel
generator Gk, noise generator Gn, and quality factor generator Gq, and train them
along with a non-degraded image generator Gx.
6 Blur, noise, and compression robust GAN: BNCR-GAN
Based on BR-GAN (Section 4), NR-GAN [31], and CR-GAN (Section 5), we
tackle blur, noise, and compression robust image generation, the objective of
which is to construct a non-degraded image generator from images that exhibit
all kinds of image degradation (Equation 1). In analogy to these three mod-
els, we replace the pre-defined degradation simulation models in AmbientGAN
(Fig. 4(a)) with trainable generators (i.e., a kernel generator Gk, noise generator
Gn, and quality factor generator Gq) in BNCR-GAN (Fig. 4(b)) and train them
with a non-degraded image generator Gx using the following objective function:
LBNCR-GAN = Eyr∼pr(y)[logDy(yr)]
+ Ezx∼p(zx),zk∼p(zk),zn∼p(zn),zq∼p(zq)
[log(1−Dy(ψg(Gx(zx) ∗Gk(zk) +Gn(zn), Gq(zq))))], (6)
where Gx, Gk, Gn, and Gq are optimized by minimizing LBNCR-GAN, whereas
Dy is optimized by maximizing LBNCR-GAN.
In this unified model, dealing with the uncertainty caused by combining mul-
tiple irreversible components is a challenge. To diminish this challenge, we devise
two adaptive consistency (AC) losses LAC = LblurAC +LcompAC that suppress the sig-
nificant changes between before and after blurring and compression, respectively:
LblurAC = Ezx∼p(zx),zk∼p(zk)[e−µkH(Gk(zk))‖Gx(zx)−Gx(zx) ∗Gk(zk)‖2], (7)
LcompAC = Ezx∼p(zx),zq∼p(zq)[e−µq
100−Gq(zq)
100 ‖Gx(zx)− ψg(Gx(zx), Gq(zq))‖2],
(8)
where H(Gk(zk)) is an entropy for the blur kernel, and µk and µq are scale
parameters. The weight term of LblurAC , i.e., e−µkH(Gk(zk)), becomes larger as the
generated kernel Gk(zk) becomes closer to the identity (or non-blur) kernel.
The weight term of LcompAC , i.e., e−µq
100−Gq(zq)
100 , becomes larger as the generated
quality factor Gq(zq) approaches 100. Namely, LAC weighs the consistency when
blurring and compression are weak. In implementation, LAC is minimized for Gx
and we do not propagate the gradients in Gk and Gq to make them concentrate
on the learning of blurring and compression, respectively.
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7 Experiments
7.1 Experimental settings in comparative studies
To advance the research on blur, noise, and compression robust image generation,
we first conducted large-scale comparative studies. In particular, we conducted
those studies on blur robust image generation (Section 7.2), compression robust
image generation (Section 7.3), and blur, noise, and compression robust image
generation (Section 7.4). In this section, we describe experimental settings that
are common in all experiments and provide the individual settings and results
in the next sections.
Dataset. In these studies, we selectedCIFAR-10 [44], which includes 60k 32×32
natural images, split into 50k training and 10k test images, because this dataset
is commonly used to examine the benchmark performance of generative models
(also in the studies of AmbientGAN [4] and NR-GAN [31]), and additionally
because the image size is reasonable for a large-scale comparative study. Note
that we also investigated the versatility on a more complex dataset in Section 7.6.
Evaluation metrics. Following the study of NR-GAN [31], we used the Fre´chet
inception distance (FID) [28] as an evaluation metric. Its validity has been shown
in large-scale studies on GANs [51, 47]. Furthermore, its sensitivity to image
degradation has also been demonstrated [28, 31]. The FID assesses the distance
between real and generative distributions and a smaller value is preferred.
Implementation. We implemented GANs following the study of NR-GAN [31].
Concretely, we used the ResNet architectures [27] for Gx and Dy and optimized
them using a non-saturating GAN loss [23] with a real gradient penalty regu-
larization [60]. We used similar architectures for Gx and Gn. With regards to
Gk and Gq, we used three-layer multilayer perceptrons. Inspired by the findings
in [31], we imposed diversity-sensitive regularization [82] on Gk, Gn, and Gq. As
our aim was to construct a generative model that is applicable to diverse degra-
dation settings without specific tuning, we examined the performance when the
hyper-parameters are fixed across all experiments. We provide the implementa-
tion details in Appendix C.1.
7.2 Evaluation on blur robust image generation
Degradation settings. We tested three full blur settings in which all images
were degraded by (B) out-of-focus blur with a disk kernel of radius r ∈ [0.5, 2],
(C) motion blur [5, 46] with a trajectory length of 5 and exposure time T ∈
{0.5, 0.1, 1}, and (D) either (B) or (C) with a selection rate of 0.5. Additionally,
we tested three partial blur settings in which one quarter (E), one half (F),
and three quarters (G) of images were blurred by the setting of (D) while the
remaining were clean images. As a reference, we also examined the performance
on clean images (A).
Compared models. To examine the performance of ourBR-GAN andBNCR-
GAN, we compared them with two baseline GANs: standard GAN, which is ag-
nostic to image degradation, and AmbientGAN, with the ground-truth image
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Table 1. Comparison of FID on CIFAR-10 under blur settings. A smaller value
is preferable. We report the median score across three random seeds. Bold and italic
fonts indicate the best and second-best scores, respectively. The symbol † indicates that
the models are trained in advantageous conditions (i.e., trained using the ground-truth
image degradation information5).
No. Model
(A) (B) (C) (D) (E) (F) (G)
Clean Focus Motion (B)/(C) 14 (D)
1
2 (D)
3
4 (D)
1 GAN 18.5 47.9 36.1 43.1 22.4 27.4 34.1
2 AmbientGAN† – 25.5 23.0 24.2 18.9 20.7 21.8
3 BR-GAN 17.6 24.8 22.9 23.4 18.4 20.2 21.7
4 BR-GAN w/o switch 21.9 27.6 25.4 26.6 22.5 22.9 24.0
5 BNCR-GAN 18.6 28.0 26.4 26.8 20.2 21.4 24.1
6 BNCR-GAN w/o LAC 20.5 28.6 27.2 27.3 23.4 22.1 24.2
7 Deblur+GAN† – 31.4 24.8 28.0 19.8 22.8 25.2
degradation. We also conducted ablation studies on two models: BR-GAN w/o
switch, which ablates a switching architecture, and BNCR-GAN w/o LAC,
which learns without adaptive consistency losses. In both models, we ablated the
key components of our proposals. Furthermore, we examined the performance
of the GAN that was trained with deblurred images (Deblur+GAN). As a de-
blurrer, we used a model-based method because typical learning-based methods
cannot be trained in our setting (in which the blurred image is unknown), as
discussed in Section 2. To investigate the upper bound performance of model-
based methods, we used a non-blind deblurring method [42], which deblurs an
image using the given ground truth kernel.
Results. Table 1 summarizes the results. Our main findings are the followings:
(i) Comparison with baseline GANs (Nos. 1, 2, 3, 5). As expected, AmbientGAN
shows a reasonable performance owing to the ground-truth blur information. We
found that BR-GAN, which needs to estimate such information through training,
achieves a competitive performance. BNCR-GAN, which needs to learn no noise
and non-compression in this task, is outperformed by these two models but
outperforms standard GAN under all blur settings (B–G).
(ii) Comparison with Deblur+GAN (Nos. 3, 5, 7). We found that BR-GAN
outperforms Deblur+GAN under all blur setting (B–G) and BNCR-GAN also
outperforms Deblur+GAN in majority cases (4/6).
(iii) Ablation study on BR-GAN (Nos. 3, 4). From the results, we confirmed
that the switching architecture is useful for boosting the performance under all
settings (A-G).
(iv) Ablation study on BNCR-GAN (Nos. 5, 6). We found that LAC is partic-
ularly effective when parts or all of images are clean (A), (E) and the negative
effect does not exist across all settings (A-G).
5 More precisely, the ground-truth information is linked to the individual image in
Deblur+GAN, while this link is absent in AmbientGAN.
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Table 2. Comparison of FID on CIFAR-10 under compression settings. The
smaller the value is, the better the performance is. We report the median score across
three random seeds. The notation is the same as that in Table 1.
No. Model
(A) (H) (I) (J) (K) (L) (M)
Clean 60–80 80–100 60–100 14 (J)
1
2 (J)
3
4 (J)
1 GAN 18.5 41.7 27.8 33.3 21.0 24.7 29.0
2 AmbientGAN† – 43.9 36.6 40.5 20.6 22.8 24.5
3 CR-GAN 18.8 34.0 25.4 26.3 20.1 22.7 24.5
4 CR-GAN w/o switch 34.6 41.0 35.9 38.6 33.9 31.1 34.2
5 BNCR-GAN 18.6 29.9 24.6 26.6 20.3 22.4 24.4
6 BNCR-GAN w/o LAC 20.5 36.1 30.6 33.4 22.4 24.1 30.6
7 Deblock+GAN – 39.9 28.1 33.3 21.4 25.4 28.5
7.3 Evaluation on compression robust image generation
Degradation settings. We tested three full compression settings in which all
images were compressed with a quality factor: within the ranges of [60, 80] (H),
[80, 100] (I), and [60, 100] (J). Additionally, we tested three partial compression
settings in which one quarter (K), one half (L), and three quarters (M) of images
were compressed by the setting of (J), while the remaining images were clean.
As a reference, we also examined the performance on clean images (A).
Compared models. Except for the models mentioned in Section 7.2, we tested
CR-GAN and CR-GAN w/o switch, which ablates a switching architecture.
We also evaluated the performance of the GAN that was trained with deblocked
images (Deblock+GAN). For a similar reason as discussed in Section 7.2, we
used a model-based method [20] as a deblocker.
Results. Table 2 lists the results. Our key findings are as follows:
(i) Comparison with baseline GANs (Nos. 1, 2, 3, 5). CR-GAN and BNCR-GAN
achieve the best or second-best scores under all compression settings (H–M).
AmbientGAN is comparable to these two models when compression is applied
to parts of images (K–M), while it underperforms them by a large margin (over
9.9) when compression is applied to all images (H–J). As discussed in Section 5,
we consider that this is because the irreversible characteristics of JPEG allow Gx
to create extraordinary textures when JPEG is applied to all generated images.
(ii) Comparison with Deblock+GAN (Nos. 3, 5, 7). We confirmed that CR-GAN
and BNCR-GAN outperform Deblock+GAN under all compression settings (H–
M).
(iii) Ablation study on CR-GAN (Nos. 3, 4). In all settings (A), (H–M), the
switching architecture results in a positive effect and improves the score.
(iv) Ablation study on BNCR-GAN (Nos. 5, 6). We found that LAC improves
the performance under all settings (A), (H–M).
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Table 3. Comparison of FID on CIFAR-10 under blur, noise, and compres-
sion settings. A smaller value is preferred. We report the median score across three
random seeds. The notation is the same as that in Table 1.
No. Model
(A) (N) (O) (P) (Q)
Clean All 14 (N)
1
2 (N)
3
4 (N)
1 GAN 18.5 58.0 24.6 34.3 45.5
2 AmbientGAN† – 46.8 22.1 25.6 37.3
3 BR-GAN 17.6 52.3 22.4 31.6 41.5
4 NR-GAN 20.0 58.1 26.1 34.6 44.3
5 CR-GAN 18.8 51.1 26.5 36.8 48.2
6 BNCR-GAN 18.6 34.1 22.0 25.7 29.4
7 BNCR-GAN w/o LAC 20.5 41.0 25.3 28.6 34.6
7.4 Evaluation on blur, noise, and compression robust image
generation
Degradation settings. We tested a full degradation setting (N), in which all
images were blurred by the setting of (D), noised by the setting of [7] (which
consisted of read and shot noise that simulated noise in a real noise dataset [67]),
and compressed by the setting of (J). We also analyzed three partial degradation
settings in which one quarter (O), one half (P), and three quarters (Q) of images
were independently blurred, noised, and compressed by the setting of (N). Here,
“independently” means that the target image of each procedure (i.e., one of
blurring, noising, or compression) is randomly selected independently of the
other procedures. As a reference, we also tested on clean images (A).
Compared models. Except for the above-mentioned models, we also examined
the performance of BR-GAN, NR-GAN, and CR-GAN to clarify the limitations
of single-degradation robust GANs.
Results. Table 3 summarizes the results. Our main findings are the followings:
(i) Comparison with baseline GANs (Nos. 1, 2, 6). BNCR-GAN achieves the
best or the most competitive scores in comparison to GAN and AmbientGAN.
In particular, we found that BNCR-GAN outperforms AmbientGAN by a large
margin (over 7.9) when the rate of degraded images is relatively high (N), (Q).
(ii) Comparison with single-degradation robust GANs (Nos. 3, 4, 5, 6). In all
degradation settings (N–Q), BNCR-GAN defeats BR-GAN, NR-GAN, and CR-
GAN. These results expose the limitations of the single-degradation robust
GANs in the datasets that contain several types of degradation.
(iii) Ablation study on BNCR-GAN (Nos. 6, 7). In this task, we also confirmed
that LAC contributes performance enhancement under all settings (A), (N–Q).
7.5 Summary of comparative studies
Through the three comparative studies (Sections 7.2–7.4, in which we tested
120 conditions in total), we found that our BR-GAN, CR-GAN, and BNCR-
GAN can achieve better or competitive performance relative to AmbientGAN
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Table 4. Comparison of FID on FFHQ. A smaller value is better. Because the
training is time consuming, experiments were conducted once. The notation is the same
as that in Table 1.
Model (D) Blur Model (J) Comp. Model (P) All
GAN 34.1 GAN 45.5 GAN 34.9
AmbientGAN† 27.7 AmbientGAN† 27.0 AmbientGAN† 24.5
BR-GAN 25.3 CR-GAN 25.7 BNCR-GAN 24.2
Deblur+GAN† 32.9 Deblock+GAN 50.0
in spite of disadvantageous training conditions. In particular, we confirmed that
the key components of our proposals, i.e., switching architectures and adaptive
consistency losses, contribute to obtain such high performance. In Section 7.4,
we also demonstrated the limitations of single-degradation robust models (i.e.,
BR-GAN, NR-GAN, and CR-GAN) in the datasets exhibiting several types of
image degradation, while BNCR-GAN resolves these limitations reasonably well.
Further analyses. For more clarification, we provide further analyses and ex-
amples of generated images in Appendices A.1 and B.1, respectively.
7.6 Evaluation on complex dataset
Experimental settings. Inspired by the findings in the recent large-scale stud-
ies on GANs [47] and NR-GAN [31], we also investigated the performance on a
more complex dataset, i.e., the 128× 128 version of FFHQ [35], which includes
70k face images, comprising of 60k training and 10k test images.6 To focus on
the discussion, we selected three representative settings in Sections 7.2–7.4 ((D),
(J), and (P))7 and compared the representative models. We provide the imple-
mentation details in Appendix C.2.
Results. Table 4 lists the results. We verified that there is a similar tendency
in this dataset: our BR-GAN, CR-GAN, and BNCR-GAN achieve better or
competitive performance compared with AmbientGAN, which is trained under
advantageous conditions, and outperform the other baseline models, i.e., GAN,
Deblur+GAN, and Deblock+GAN.8 We show examples of generated images for
the settings of (D) and (J) in Fig. 5 and those for the setting of (P) in Fig. 1.
Further analyses. For deeper understanding, we provide the other case results
and more examples of generated images in Appendices A.2 and B.2, respectively.
6 As mentioned in Section 1, we excluded LSUN Bedroom [83], which was used in
[47, 31], because its images are compressed with JPEG and unsuitable for evaluation
in our tasks. In contrast, all images in FFHQ are provided by the PNG format (i.e.,
no compression) and appropriate for evaluation in our tasks.
7 According to the change of image size, we enlarged blur size, i.e., we used out-of-
focus blur with a disk kernel of radius r ∈ [0.5, 4] and motion blur with a trajectory
length of 10 and exposure time T ∈ {0.5, 0.1, 1}.
8 We found that Deblock+GAN is outperformed by standard GAN in this case. A
commonly-known drawback of model-based deblockers is over-smoothing and we
suppose that this degraded the FID more than JPEG compression.
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Fig. 5. Examples of blur robust image generation and compression robust
image generation. The upper and bottom rows show examples for the settings of
(D) and (J), respectively. We provide examples of blur, noise, and compression robust
image generation (P) in Fig. 1. We also present more examples in Appendix B.2.
8 Conclusion
We presented new variants of GANs called BR-GAN, CR-GAN, and BNCR-
GAN to achieve blur, noise, and compression robust image generation without
prior knowledge of image degradation. BR-GAN and CR-GAN are models for
sub-problems of blur and compression. They learn a kernel generator and quality
factor generator, respectively, with non-degraded image generators. In particu-
lar, we incorporated switching architectures to adjust the strengths of blur and
compression in a data-driven manner. BNCR-GAN is a unified model of BR-
GAN, NR-GAN, and CR-GAN and was devised for images that have several
types of degradation. Specifically, we developed adaptive consistency losses to
mitigate the uncertainty caused by the combination. We examined the effective-
ness and limitations of the proposed models through comparative studies and a
generality analysis on two benchmark datasets. In the future, we hope that our
findings will facilitate the creation of generative models on real-world datasets
that possibly contain several types of image degradation.
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A Further analyses
A.1 Further analyses on CIFAR-10
A.1.1 Evaluation on noise robust image generation
In the main text, we omitted the evaluation of noise robust image generation
because it is not the main contribution of this paper but rather that of a previous
study [31]. However, an interesting question is how well BNCR-GAN performs
under this setting, in which BNCR-GAN needs to learn no blur and no com-
pression while modeling noise. To answer this question, we provide supplemental
results in this section.
Degradation settings. We tested the noise setting of [7] (R), which consisted
of read and shot noise that simulated noise in a real noise dataset [67]. This is the
same noise setting as that used in the evaluation on blur, noise, and compression
robust image generation (Section 7.4). As a reference, we also provide the results
under a clean image setting (A).
Compared models. To examine the performance of our BNCR-GAN, we
compared it with three baseline GANs: standard GAN, which is agnostic to
noise; AmbientGAN [4], with a ground-truth noise simulation model; and NR-
GAN [31], which trains a noise generator along with a clean image generator. We
also conducted an ablation study on BNCR-GAN. In particular, we examined
the performance of BNCR-GAN w/o LAC, which learns without adaptive
consistency losses. Furthermore, we investigated the performance of the GAN
that was trained with denoised images (Denoise+GAN). As a denoiser, we
used CBM3D [12], which is a commonly used model-based denoiser. To investi-
gate its upper bound performance, we used the ground-truth noise information
when applying CBM3D to noisy images.
Results. Table 5 summarizes the results. Our key findings are as follows:
(i) Comparison with baseline GANs (Nos. 1, 2, 3, 4). Similar to the observation
described in a previous study [31], we found that AmbientGAN achieves the
best performance owing to the advantageous training conditions under which
the ground-truth noise information was given, whereas NR-GAN, which needs
to estimate such information through training, shows a competitive performance
(with a difference of 0.3 between them). We also found that the performance of
BNCR-GAN, which further needs to estimate no blur and no compression, is
comparable to that of AmbientGAN (with a difference of 0.5), while outperform-
ing GAN by a large margin (with a difference of 26.9).
(ii) Comparison with Denoise+GAN (Nos. 3, 4, 6). Similar to the findings in the
previous study [31], NR-GAN outperforms Denoise+GAN. BNCR-GAN takes
over this feature and outperforms Denoise+GAN.
(iii) Ablation study on BNCR-GAN (Nos. 4, 5). We confirmed that LAC is ef-
fective at improving the performance for this task, as well as for other tasks
(i.e., blur robust image generation (Section 7.2), compression robust image gen-
eration (Section 7.3), and blur, noise, and compression robust image generation
(Section 7.4)).
20 T. Kaneko and T. Harada
Table 5. Comparison of FID on CIFAR-10 under noise settings. A smaller
value is preferable. We report the median score across three random seeds. Bold and
italic fonts indicate the best and second-best scores, respectively. The models with
the symbol † were trained using the ground-truth image degradation information. The
other models were trained without applying such information.
No. Model
(A) (R)
Clean Noise
1 GAN 18.5 47.4
2 AmbientGAN† – 20.0
3 NR-GAN 20.0 20.3
4 BNCR-GAN 18.6 20.5
5 BNCR-GAN w/o LAC 20.5 23.0
6 Denoise+GAN† – 21.4
A.1.2 Detailed ablation study on BNCR-GAN
In ablation studies on BNCR-GAN described in the main text (Sections 7.2–7.4),
we ablated the sum of adaptive consistency losses, i.e., LAC = LblurAC + LcompAC ,
at the same time. For further clarification, we examined the performance when
ablating the individual loss, i.e., either LblurAC or LcompAC . We call the corresponding
models BNCR-GAN w/o LblurAC and BNCR-GAN w/o LcompAC , respectively.
Furthermore, to investigate the effect of adaptiveness, we also tested BNCR-
GAN w/ LC, which was trained with non-adaptive consistency losses LC =
LblurC + LcompC . In this model, we used LblurC and LcompC as alternatives to LblurAC
and LcompAC , respectively. More precisely, in LblurC and LcompC , a weight term in
LblurAC , i.e., e−µkH(Gk(zk)), and that in LcompAC , i.e., e−µq
100−Gq(zq)
100 , were replaced
with a value of 1.
Degradation settings. We analyzed the performance under diverse settings
including blur robust image generation (D), noise robust image generation (R),
compression robust image generation (J), and blur, noise, and compression ro-
bust image generation (N), (P). As a reference, we also examined the perfor-
mance in a clean image setting (A).
Results. Table 6 lists the results. The main findings are twofold:
(i) Detailed ablation study on LAC (Nos. 1, 2, 3, 4). From these results, we found
that BNCR-GAN works reasonably well across all settings and achieves the best
or second-best scores. We also found that in the blur setting (D), BNCR-GAN
w/o LblurAC achieves the best performance. We consider this result to be due to
the fact that the suppression of blur using LblurAC is redundant in this case and
that the suppression of compression using LcompAC is necessary and sufficient.
(ii) Effect of adaptiveness (Nos. 1, 5). We confirmed that BNCR-GAN outper-
forms BNCR-GAN w/ LC in most cases (5/6). One exception is the setting of
(R), in which BNCR-GAN and BNCR-GAN w/ LC show the same performance.
We consider this to be due to LAC becoming close to LC in this particular case.
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Table 6. Detailed ablation study on BNCR-GAN. We report the median score
across three random seeds. Bold and italic fonts indicate the best and second-best
scores, respectively. The check mark Xdenotes that the corresponding loss was used.
No. Model LblurAC LcompAC
(A) (D) (R) (J) (N) (P)
Clean Blur Noise Comp. All All ( 12 )
1 BNCR-GAN X X 18.6 26.8 20.5 26.6 34.1 25.7
2 BNCR-GAN w/o LAC 20.5 27.3 23.0 33.4 41.0 28.6
3 BNCR-GAN w/o LcompAC X 18.6 27.3 21.5 29.7 38.1 25.7
4 BNCR-GAN w/o LblurAC X 20.0 25.7 21.3 30.7 38.1 26.4
5 BNCR-GAN w/ LC LblurC LcompC 19.3 31.1 20.5 27.9 41.2 27.7
More precisely, in the noise-only case, BNCR-GAN attempts to learn no blur and
no compression. When no blur and no compression are learned, the weight terms
e−µkH(Gk(zk)) and e−µq
100−Gq(zq)
100 become 1; as a result, LAC becomes equal to
LC.
A.1.3 Evaluation on compression robust image generation under se-
vere compression settings
In the evaluation on compression robust image generation in Section 7.3, we set
the JPEG quality factor to within the ranges of [60, 80] (I), [80, 100] (H), and
[60, 100] (J), while considering the fact that typical software uses a near value
as a default. A remaining question is how the performance degrades under more
severe compression settings. To answer this question, we provide supplemental
results.
Degradation settings. We examined the performance when training images
were compressed with a relatively small quality factor: within the ranges of
[20, 40] (S) and [40, 60] (T). As references, we also provide the results under the
compression settings of (I) and (H), as well as under a clean image setting (A).
Results. Table 7 summarizes the results. Our major findings are as follows:
(i) Comparison with baseline GANs (Nos. 1, 2, 3, 5). Similar to the findings
in Section 7.3, CR-GAN and BNCR-GAN also achieve the best or second-best
scores under severe compression settings (S), (T). AmbientGAN, which applies
JPEG compression to all generated images, is continuously outperformed by
these two models, demonstrating a non-monotonic tendency according to the
quality factor. We found that CR-GAN w/o switch, which also applies JPEG
compression to all generated images, shows a similar tendency. These results
indicate that a compatibility may occur among the quality factor, image compo-
nents, network architectures, and training dynamics. A detailed analysis remains
a potential direction of future study.
(ii) Comparison with Deblock+GAN (Nos. 3, 5, 7). We found that the superi-
ority of Deblock+GAN over standard GAN tends to be achieved as the quality
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Table 7. Comparison of FID on CIFAR-10 under severe compression set-
tings. A smaller value is preferred. We report the median score across three random
seeds. The notation is the same as that in Table 5.
No. Model
(S) (T) (I) (H) (A)
20–40 40–60 60–80 80–100 Clean
1 GAN 68.1 53.7 41.7 27.8 18.5
2 AmbientGAN† 40.9 35.2 43.9 36.6 –
3 CR-GAN 40.5 34.3 34.0 25.4 18.8
4 CR-GAN w/o switch 41.4 35.1 41.0 35.9 34.6
5 BNCR-GAN 38.6 34.7 29.9 24.6 18.6
6 BNCR-GAN w/o LAC 41.5 36.8 36.1 30.6 20.5
7 Deblock+GAN 59.9 49.2 39.9 28.1 –
factor decreases. In particular, Deblock+GAN outperforms standard GAN by a
large margin (with a difference of over 4.5) under severe compression settings
(S), (T). However, Deblock+GAN underperforms CR-GAN and BNCR-GAN by
a large margin (with a difference of over 10) even under these settings.
(iii) Ablation study on CR-GAN (Nos. 3, 4). We confirmed that the switching
architecture contributes to an improved performance under all settings including
severe compression settings (S), (T).
(iv) Ablation study on BNCR-GAN (Nos. 5, 6). Here, LAC also brings about a
positive effect under all settings including severe compression settings (S), (T).
Summary. Through these analyses, we confirmed that the statements in Sec-
tion 7.3 also hold under severe compression settings (S), (T).
A.2 Further analyses on FFHQ
In Section 7.6, we selected three representative settings ((D), (J), and (P)) and
compared the representative models. As references, we provide the other case
results in this section.
Results. Table 8 lists the results. We discuss the results according to the par-
ticular tasks.
(i) Evaluation on blur robust image generation (D). Similar to the results on
CIFAR-10 (Table 1), we found that BR-GAN, which needs to estimate the
blur parameters through training, achieves the best performance and outper-
forms AmbientGAN, which was trained under advantageous conditions in which
the ground-truth blur information was given. We also found that, with this
dataset, BNCR-GAN, which further needs to learn no noise and no compres-
sion as well as noise, outperforms AmbientGAN and obtains the second-best
score. Deblur+GAN is outperformed by BR-GAN and BNCR-GAN, similar to
the observation on CIFAR-10. As a reference, we provide examples of generated
images in Fig. 13.
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Table 8. Detailed comparison of FID on FFHQ. This is an extended version of
Table 4. The smaller the value is, the better the performance is. Because the training
is time consuming, experiments were conducted once. The notation is the same as that
in Table 5.
Model
(D)
Model
(R)
Model
(J)
Blur Noise Comp.
GAN 34.1 GAN 33.4 GAN 45.5
AmbientGAN† 27.7 AmbientGAN† 18.4 AmbientGAN† 27.0
BR-GAN 25.3 NR-GAN 19.8 CR-GAN 25.7
BNCR-GAN 26.8 BNCR-GAN 20.0 BNCR-GAN 26.2
Deblur+GAN† 32.9 Denoise+GAN† 22.8 Deblock+GAN 50.0
Model
(N) (P)
All All ( 12 )
GAN 70.2 34.9
AmbientGAN† 57.7 24.5
BNCR-GAN 51.6 24.2
Model
(A)
Clean
GAN 15.2
BR-GAN 16.3
NR-GAN 17.7
CR-GAN 15.4
BNCR-GAN 18.9
(ii) Evaluation on noise robust image generation (R). Similar to the tendency
on CIFAR-10 (Table 5), AmbientGAN, which was trained with the ground-truth
noise information, achieves the best performance. NR-GAN, which needs to esti-
mate such information through training, shows a competitive performance (with
a difference of 1.4), and the performance of BNCR-GAN, which further needs
to learn no blur and no compression, is also comparable to that of Ambient-
GAN (with a difference of 1.6). Denoise+GAN is outperformed by these three
models. This is also a similar tendency to that found in CIFAR-10. For further
clarification, we show examples of generated images in Fig. 14.
(iii) Evaluation on compression robust image generation (J). Similar to the re-
sults on CIFAR-10 (Table 2), CR-GAN and BNCR-GAN also achieve the best
and second-best scores for this dataset. Although AmbientGAN was trained un-
der advantageous conditions, it was slightly inferior to these two models. As
discussed in Section 7.6, Deblock+GAN achieves the worst score and underper-
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forms standard GAN. As a reference, we show examples of generated images in
Fig. 15.
(iv) Evaluation on blur, noise, and compression robust image generation (N)(P).
Similar to the findings on CIFAR-10 (Table 3), BNCR-GAN, which needs to es-
timate the blur, noise, and compression simultaneously in this case, outperforms
standard GAN in both settings (N), (P), is comparable to AmbientGAN when
the rate of degraded images is relatively low (P), and outperforms AmbientGAN
by a large margin (with a difference of 6.1) when the rate of degraded images is
relatively high (N). We provide examples of generated images in Fig. 16.
(v) Evaluation on standard image generation (A). As expected, standard GAN
achieves the best performance because Gk, Gn, or Gq is redundant in this case.
The other models underperform in comparison to standard GAN, but the dete-
rioration is relatively small for CR-GAN and BR-GAN (with differences of 0.2
and 1.1, respectively). BNCR-GAN, which needs to learn no blur, no noise, and
no compression at the same time, achieves the worst score. Although further im-
provement remains a possible direction of future studies, we would like to note
that the score is still better than those of BNCR-GAN in the other cases, i.e.,
(D), (R), (J), (N), (P). We show examples of generated images in Fig. 12.
Summary. Through this detailed comparative study, we did not find any re-
sults that significantly contradict the results for CIFAR-10, as mentioned in
Section 7.6.
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B Examples of generated images
B.1 Examples of generated images on CIFAR-10
– Fig. 6: Examples of standard image generation on CIFAR-10 with clean
image setting of (A)
– Fig. 7: Examples of blur robust image generation on CIFAR-10 with blur
setting of (D)
– Fig. 8: Examples of noise robust image generation on CIFAR-10 with noise
setting of (R)
– Fig. 9: Examples of compression robust image generation on CIFAR-10 with
compression setting of (J)
– Fig. 10 Examples of blur, noise, and compression robust image generation
on CIFAR-10 with degradation setting of (N)
– Fig. 11 Examples of blur, noise, and compression robust image generation
on CIFAR-10 with degradation setting of (P)
B.2 Examples of generated images on FFHQ
– Fig. 12: Examples of standard image generation on FFHQ with clean image
setting of (A)
– Fig. 13: Examples of blur robust image generation on FFHQ with blur
setting of (D)
– Fig. 14: Examples of noise robust image generation on FFHQ with noise
setting of (R)
– Fig. 15: Examples of compression robust image generation on FFHQ with
compression setting of (J)
– Fig. 16: Examples of blur, noise, and compression robust image generation
on FFHQ with degradation settings of (P) and (N)
– Fig. 17: Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with settings of (D) and (R)
– Fig. 18: Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with settings of (J) and (N)
– Fig. 19: Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with setting of (A)
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(a) Training images
(b) GAN (baseline) (d) BR-GAN (ours)
Real
Synthetic (FID: 18.5) Synthetic (FID: 17.6) Synthetic (FID: 21.9)
(e) BR-GAN w/o switch (ours)
(f) CR-GAN (ours) (h) BNCR-GAN (ours) (i) BNCR-GAN w/o L
AC
 (ours)
Synthetic (FID: 18.8) Synthetic (FID: 34.6) Synthetic (FID: 18.6) Synthetic (FID: 20.5)
(g) CR-GAN w/o switch (ours)
(c) NR-GAN (baseline)
Synthetic (FID: 20.0)
Fig. 6. Examples of standard image generation on CIFAR-10 with clean
image setting of (A).
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(a) Training images (b) GAN (baseline) (c) AmbientGAN† (baseline) (d) Deblur+GAN† (baseline)
(f) BR-GAN w/o switch (ours)(e) BR-GAN (ours) (g) BNCR-GAN (ours) (h) BNCR-GAN w/o L
AC
 (ours)
Real Synthetic (FID: 43.1) Synthetic (FID: 24.2) Synthetic (FID: 28.0)
Synthetic (FID: 23.4) Synthetic (FID: 26.6) Synthetic (FID: 26.8) Synthetic (FID: 27.3)
Fig. 7. Examples of blur robust image generation on CIFAR-10 with blur
setting of (D). AmbientGAN† and Deblur+GAN† were trained using the ground-
truth blur information. The other models were trained without using such information.
(a) Training images (b) GAN (baseline) (c) AmbientGAN† (baseline) (d) Denoise+GAN† (baseline)
Real Synthetic (FID: 47.4) Synthetic (FID: 20.0) Synthetic (FID: 21.4)
(e) NR-GAN (baseline) (f) BNCR-GAN (ours) (g) BNCR-GAN w/o L
AC
 (ours)
Synthetic (FID: 20.3) Synthetic (FID: 20.5) Synthetic (FID: 23.0)
Fig. 8. Examples of noise robust image generation on CIFAR-10 with noise
setting of (R). AmbientGAN† and Denoise+GAN† were trained using the ground-
truth noise information. The other models were trained without using such information.
28 T. Kaneko and T. Harada
(a) Training images (b) GAN (baseline) (c) AmbientGAN† (baseline) (d) Deblock+GAN (baseline)
(f) CR-GAN w/o switch (ours)(e) CR-GAN (ours) (g) BNCR-GAN (ours) (h) BNCR-GAN w/o L
AC
 (ours)
Real Synthetic (FID: 33.3) Synthetic (FID: 40.5) Synthetic (FID: 33.3)
Synthetic (FID: 26.3) Synthetic (FID: 38.6) Synthetic (FID: 26.6) Synthetic (FID: 33.4)
Fig. 9. Examples of compression robust image generation on CIFAR-10 with
compression setting of (J). AmbientGAN† was trained using the ground-truth com-
pression information. The other models were trained without using such information.
(a) Training images (b) GAN (baseline) (c) AmbientGAN† (baseline) (d) NR-GAN (baseline)
(f) CR-GAN (ours)(e) BR-GAN (ours) (g) BNCR-GAN (ours) (h) BNCR-GAN w/o L
AC
 (ours)
Real Synthetic (FID: 58.0) Synthetic (FID: 46.8) Synthetic (FID: 58.1)
Synthetic (FID: 52.3) Synthetic (FID: 51.1) Synthetic (FID: 34.1) Synthetic (FID: 41.0)
Fig. 10. Examples of blur, noise, and compression robust image generation
on CIFAR-10 with degradation setting of (N). AmbientGAN† was trained using
the ground-truth degradation information. The other models were trained without
using such information.
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(a) Training images (b) GAN (baseline) (c) AmbientGAN† (baseline) (d) NR-GAN (baseline)
(f) CR-GAN (ours)(e) BR-GAN (ours) (g) BNCR-GAN (ours) (h) BNCR-GAN w/o L
AC
 (ours)
Real Synthetic (FID: 34.3) Synthetic (FID: 25.6) Synthetic (FID: 34.6)
Synthetic (FID: 31.6) Synthetic (FID: 36.8) Synthetic (FID: 25.7) Synthetic (FID: 28.6)
Fig. 11. Examples of blur, noise, and compression robust image generation
on CIFAR-10 with degradation setting of (P). AmbientGAN† was trained using
the ground-truth degradation information. The other models were trained without
using such information.
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Real
(a) Training images
Synthetic (FID: 15.2)
(b) GAN (baseline) (c) NR-GAN (baseline)
Synthetic (FID: 17.7)
(d) BR-GAN (ours) (e) CR-GAN (ours) (f) BNCR-GAN (ours)
Synthetic (FID: 16.3) Synthetic (FID: 15.4) Synthetic (FID: 18.9)
Fig. 12. Examples of standard image generation on FFHQ with clean image
setting of (A).
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Real
(a) Training images
Synthetic (FID: 34.1)
(b) GAN (baseline) (c) AmbientGAN† (baseline)
Synthetic (FID: 27.7)
(d) Deblur+GAN† (baseline) (e) BR-GAN (ours) (f) BNCR-GAN (ours)
Synthetic (FID: 32.9) Synthetic (FID: 25.3) Synthetic (FID: 26.8)
Fig. 13. Examples of blur robust image generation on FFHQ with blur set-
ting of (D). This is an extended version of Fig. 5. AmbientGAN† and Deblur+GAN†
were trained using the ground-truth blur information. The other models were trained
without using such information.
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Real
(a) Training images
Synthetic (FID: 33.4)
(b) GAN (baseline) (c) AmbientGAN† (baseline)
Synthetic (FID: 18.4)
(d) Denoise+GAN† (baseline) (e) NR-GAN (baseline) (f) BNCR-GAN (ours)
Synthetic (FID: 22.8) Synthetic (FID: 19.8) Synthetic (FID: 20.0)
Fig. 14. Examples of noise robust image generation on FFHQ with noise
setting of (R). AmbientGAN† and Denoise+GAN† were trained using the ground-
truth noise information. The other models were trained without using such information.
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Real
(a) Training images
Synthetic (FID: 45.5)
(b) GAN (baseline) (c) AmbientGAN† (baseline)
Synthetic (FID: 27.0)
(d) Deblock+GAN (baseline) (e) CR-GAN (ours) (f) BNCR-GAN (ours)
Synthetic (FID: 50.0) Synthetic (FID: 25.7) Synthetic (FID: 26.2)
Fig. 15. Examples of compression robust image generation on FFHQ with
compression setting of (J). This is an extended version of Fig. 5. AmbientGAN†
was trained using the ground-truth compression information. The other models were
trained without using such information. In (a) and (b), compression artifacts tend to
appear around the edges.
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Real
(a) Training images
Synthetic (FID: 34.9)
(b) GAN (baseline) (c) AmbientGAN† (baseline)
Synthetic (FID: 24.5)
(f) GAN (baseline) (h) BNCR-GAN (ours)
Real Synthetic (FID: 70.2) Synthetic (FID: 51.6)
(d) BNCR-GAN (ours)
Synthetic (FID: 24.2)
(e) Training images (g) AmbientGAN† (baseline)
Synthetic (FID: 57.7)
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Fig. 16. Examples of blur, noise, and compression robust image generation
on FFHQ with degradation settings of (P) and (N). This is an extended ver-
sion of Table 1. The upper and bottom rows show examples for the settings of (P)
and (N), respectively. AmbientGAN† was trained using the ground-truth degradation
information. The other models were trained without using such information.
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(R) Noise only
(D) Blur only
Gx
Training imagesGx
Training imagesψg(Gx ∗Gk +Gn, Gq)Gx ∗Gk +GnGx ∗Gk
ψg(Gx ∗Gk +Gn, Gq)Gx ∗Gk +GnGx ∗Gk
+ Blur + No compressionImages
+ No blur + Noise + No compressionImages Noise
Blur
Fig. 17. Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with settings of (D) and (R). On the left-most
side, we show the images generated from Gx only. From the neighbor to the right, we
added Gk, Gn, and Gq in turn. The upper and bottom rows show examples for the
settings of (D) (among which the training images include blur only) and (R) (among
which the training images contain noise only), respectively. Generators Gx, Gk, Gn,
and Gq learn the image, blur kernel, noise, and quality factor, respectively, in a data-
driven manner according to the degradation settings. Concretely, in the blur setting of
(D),Gk learns blur, whereasGn andGq learn no noise and no compression, respectively
(with no large changes observed). In the noise setting of (R), Gn learns noise, whereas
Gk and Gq learn no blur and no compression, respectively (with no large changes
observed). We show the other case results in Figs. 18 and 19.
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(N) Blur + Noise + Compression
(J) Compression only
Gx
Training imagesGx
ψg(Gx ∗Gk +Gn, Gq)Gx ∗Gk +GnGx ∗Gk
ψg(Gx ∗Gk +Gn, Gq)Gx ∗Gk +GnGx ∗Gk
Training images
+ No noise + CompressionImages
+ Blur + Noise + CompressionImages
Compression
Blur, Noise, Comp.
Fig. 18. Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with settings of (J) and (N). In the extreme
left, we show the images generated from Gx only. From the neighbor to the right, we
added Gk, Gn, and Gq in turn. The upper and bottom rows show the examples for the
settings of (J) (among which the training images include compression only) and (N)
(among which the training images contain blur, noise, and compression), respectively.
Generators Gx, Gk, Gn, and Gq learn the image, blur kernel, noise, and quality factor,
respectively, in a data-driven manner according to the degradation settings. Concretely,
in the compression setting of (J), Gq learns compression (with compression artifacts
observed around the edges), whereas Gk and Gn learn no blur and no noise, respec-
tively (with no large changes observed). In the degradation setting of (N), Gk, Gn, and
Gq learn blur, noise, and compression, respectively. We show the other case results in
Figs. 17 and 19.
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(A) Clean
Gx Training images
+ No blur + No noise + No compressionImages
ψg(Gx ∗Gk +Gn, Gq)Gx ∗Gk +GnGx ∗Gk
Clean
Fig. 19. Transition of generated images when incorporating BNCR-GAN
generators in turn on FFHQ with setting of (A). On the most-left side, we
show the images generated from Gx only. From the neighbor to the right, we added
Gk, Gn, and Gq in turn. Here, we show the examples for the settings of (A) (among
which the training images do not contain any blur, noise, or compression). Generators
Gx, Gk, Gn, and Gq learn the image, blur kernel, noise, and quality factor, respectively,
in a data-driven manner according to the degradation settings. Concretely, Gk, Gn,
and Gq learn no blur, no noise, and no compression, respectively (with no large changes
observed). We show the other case results in Figs. 17 and 18.
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C Implementation details
Notation. We use the following notations in the description of the network
architectures.
– Linear: Linear layer
– Conv: Convolutional layer
– ReLU: Rectified unit [63]
– ResBlock: Residual block [27]
– Norm: Normalization by the sum
We use the following notations in the description of the training settings. We
used an Adam optimizer [37] for all training.
– α: Learning rate of Adam
– β1: The first-order momentum parameter of Adam
– β2: The second-order momentum parameter of Adam
C.1 Details on CIFAR-10 (Sections 7.1–7.5)
Network architectures. Table 9 provides the generator and discriminator net-
work architectures. Following the study of NR-GAN [31], we implemented Gx
and Dy using the ResNet architectures [27]. In particular, we multiplied the out-
put of the ResBlock with 0.1 and did not use any batch normalization [29] fol-
lowing a study on a real gradient penalty regularization (R1 regularization) [60],
which we used as a GAN regularization.
We implementedGk andGq using three-layer multilayer perceptrons (MLPs).
In Gk, the size of the blur kernel was set to 9×9. When calculating kˆ, we applied
sigmoid and then normalized based on the sum (denoted by Norm in Table 9)
because a typical blur kernel is non-negative with a sum of 1. When calculating
q in Gq, we applied sigmoid and then multiplied with 100 to make the generated
quality factor be within the range of [0, 100]. In Gk and Gq, we used switching
architectures, in which the final outputs were calculated using masks mk and
mq, respectively.
We basically used the same network architectures for Gx and Gn. As one
exception, in Gn, the output channels were doubled, among which the first half
were used for expressing the standard deviation of the read noise σread, and of
which the remaining half were used for representing the standard deviation of
the shot noise σshot. By using σread and σshot, the read and shot noise n is
calculated using n = σread · read +σshot · shot ·
√
x, where read ∼ N (0, I) and
shot ∼ N (0, I). Here, we used a reparameterization trick [39].
Training settings. Similar to the study on NR-GAN [31], as a GAN objective
function, we used a non-saturating GAN loss [23] with R1 regularization [60].
We set the weight parameter of R1 regularization to 10. Inspired by the findings
in [31], we imposed diversity-sensitive regularization [82] on Gk, Gn, and Gq
with weight parameters of 0.0004, 0.02, and 0.00001, respectively. In addition,
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Table 9. Generator and discriminator architectures for CIFAR-10.
Image generator Gx(zx) Discriminator Dy(y)
zx ∈ R128 y ∈ R32×32×3
Linear → 4× 4× 128 ResBlock down 128
ResBlock up 128 ResBlock down 128
ResBlock up 128 ResBlock 128
ResBlock up 128 ResBlock 128
ReLU, 3× 3 Conv 3 ReLU, Global average pooling
Tanh → x Linear → 1
Kernel generator Gk(zk) Quality factor generator Gq(zq)
zk ∈ R128 zq ∈ R128
Linear → 128, ReLU Linear → 128, ReLU
Linear → 128, ReLU Linear → 128, ReLU
Linear → 9× 9, Sigmoid, Norm → kˆ Linear → 1, Sigmoid, ×100 → q
Linear → 9× 9, Sigmoid → mk Linear → 1, Sigmoid → mq
k = mk · kˆ + (1−mk) · kI y = mqx+ (1−mq)ψg(x, q)
for BNCR-GAN, we added LAC with the a weight parameter of 0.1, a scale
parameter µk of 1, and a scale parameter µq of 10.
We trained the networks for 300k iterations using the Adam optimizer [37]
with α = 0.0002, β1 = 0, β2 = 0.99, and a batch size of 64. We updated the
generator and discriminator alternatively. Similar to previous studies [34, 60, 31],
we applied an exponential moving average with a decay of 0.999 over the weights
when creating the final generator.
Evaluation details. As discussed in Section 7.1, we used the Fre´chet inception
distance (FID) [28] as an evaluation metric because its validity has been shown
in large-scale studies on GANs [51, 47], and additionally because its sensitivity
to image degradation has also been demonstrated [28, 31]. The FID measures the
2-Wasserstein distance between a real distribution pr and generative distribution
pg by
F (pr, pg) = ‖mr −mg‖22 + Tr(Cr +Cg − 2(CrCg)
1
2 ), (9)
where {mr,Cr} and {mg,Cg} indicate the mean and covariance of the final fea-
ture vectors of the inception model computed over real and generated samples,
respectively. More precisely, we calculated the FID using 10k real test samples
and 10k generated samples, following the suggestion from prior large-scale stud-
ies on GANs [51, 47].
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C.2 Details on FFHQ (Section 7.6)
Network architectures. Table 10 shows the generator and discriminator net-
work architectures. We used similar network architectures as those used on
CIFAR-10 (Appendix C.1) except for the change according to the change in
image size. Concretely, we implemented Gx and Dy using the ResNet architec-
tures [27], in which we multiplied the output of the ResBlock with 0.1 and did
not apply any batch normalization [29].
We implemented Gk and Gq using three-layer MLPs. In Gk, the size of the
blur kernel was set to 15×15. When calculating kˆ, we applied sigmoid and then
normalized based on the sum (denoted by Norm in Table 10) to obtain a non-
negative kernel with a sum of 1. When calculating q in Gq, we applied sigmoid
and then multiplied with 100 to make the generated quality factor be within the
range of [0, 100]. In Gk and Gq, we used switching architectures, in which the
final outputs were computed using masks mk and mq, respectively.
We implementedGn using a similar network architecture as that ofGx except
that the output channels were doubled. As discussed in Appendix C.1, the read
and shot noise n is calculated by the following: n = σread · read + σshot · shot ·√
x, where σread indicates the first-half of the output channels of Gn, σread
indicates the latter-half of the output channels of Gn, read ∼ N (0, I), and
shot ∼ N (0, I). Here, a reparameterization trick [39] was used.
Training settings. Similar to the settings on CIFAR-10 (Appendix C.1), as
a GAN objective function, we used a non-saturating GAN loss [23] with R1
regularization [60], of which the weight parameter is set to 10. We imposed
diversity-sensitive regularization [82] on Gk, Gn, and Gq with weight parameters
of 0.0004, 0.2, and 0.00001, respectively. In addition, for BNCR-GAN, we added
LAC with a weight parameter of 0.1, a scale parameter µk of 1, and a scale
parameter µq of 10.
All networks except for those used in the setting of (N) were trained for 200k
iterations using the Adam optimizer with α = 0.0001, β1 = 0, β2 = 0.99, and a
batch size of 64. In the setting of (N), which is the most degraded setting, we
trained the networks for 300k iterations because the convergence is relatively
slow. We updated the generator and discriminator alternatively. Similar to prior
studies [34, 60, 31], to construct the final generator, we applied an exponential
moving average with a decay of 0.999 over the weights.
Evaluation details. For the same reason as that mentioned in Appendix C.1,
we used the FID as an evaluation metric. We calculated the FID using 10k real
test samples and 10k generated samples. This is the protocol recommended in
previous large-scale studies on GANs [51, 47].
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Table 10. Generator and discriminator architectures for FFHQ.
Image generator Gx(zx) Discriminator Dy(y)
zx ∈ R256 y ∈ R128×128×3
Linear → 4× 4× 1024 ResBlock down 64
ResBlock up 1024 ResBlock down 128
ResBlock up 512 ResBlock down 256
ResBlock up 256 ResBlock down 512
ResBlock up 128 ResBlock down 1024
ResBlock up 64 ResBlock 1024
ReLU, 3× 3 Conv 3 ReLU, Global average pooling
Tanh → x Linear → 1
Kernel generator Gk(zk) Quality factor generator Gq(zq)
zk ∈ R256 zq ∈ R256
Linear → 128, ReLU Linear → 128, ReLU
Linear → 128, ReLU Linear → 128, ReLU
Linear → 15× 15, Sigmoid, Norm → kˆ Linear → 1, Sigmoid, ×100 → q
Linear → 15× 15, Sigmoid → mk Linear → 1, Sigmoid → mq
k = mk · kˆ + (1−mk) · kI y = mqx+ (1−mq)ψg(x, q)
