Suppose the signal x ∈ R n is realized by driving a k-sparse signal z ∈ R n through an arbitrary unknown stable discrete-linear time invariant system H, namely,
INTRODUCTION
In this paper we focus on blind de-convolution problems for filtered sparse processes. These types of processes naturally arise in reflection seismology [1]. The LTI system H is commonly referred to as the wavelet, which can be unknown, and serves as the input signal. This input signal passes through the different layers of earth and the reflected signal z corresponds to the reflection coefficients from the different layers. The signal z is typically sparse. The reflected output, which is referred to as the seismic trace, is recorded by a geophone. Other applications of filtered sparse processes include nuclear radiation [2] , neuronal spike trains [3] and communications [4] .
Specifically, a sparse input z(t) is filtered by an unknown infinite impulse response (IIR) discrete time stable linear filter H and the resulting output
is measured in Gaussian noise, namely, y(t) = x(t)+n(t) for t = 0, 1, . . . , N. The goal is to detect z(t), and estimate the filter H. The main approach heretofore proposed for blind de-convolution involves heuristic iterative block decomposition schemes (first proposed in [5] ). Here the filter and sparse inputs are alternatively estimated by holding one of them constant. While these algorithms can work in some cases, no systematic performance guarantees currently exist. We explore a convex optimization framework for blind de-convolution.
In addition we consider the compressed sensing problem, namely, x(t) is compressed by means of a random Gaussian filter ensemble, as described in Figure 1 and the resulting output is measured This research was supported by NSF CAREER award ECS 0449194 noisily. Analogously, we can consider a random excitation model as in Figure 2 . Our task is to detect z(t) and estimate H. Our goal is to characterize the minimum number of random samples required for accurate detection and estimation. For brevity we primarily present results for the noiseless case in this paper and the noisy cases as well as other interesting extensions can be found in a technical report [6] .
Estimation of filtered sparse process: Random Excitation.
Comparison to Compressed Sensing
Note that this is significantly different from the standard Compressed sensing(CS) [7, 8] problem. In standard CS we have a signal or image, x ∈ R n , which is sparse in some transform domain. Specifically, there is a known orthonormal matrix H such that the transformed signal z = H T x is k-sparse, namely, has fewer than k non-zero components 1 . A matrix G ∈ R m×n then maps x to measurements y = Gx = GHz. For suitable choices of matrices G, such as those satisfying the so called Restricted Isometry Property (RIP), the k-sparse signal z can be recovered with O(k log(n)) measurements as a solution to a convex optimization problem: min z 1 subject to y = GHz
This result holds for all sparsity levels k ≤ αn, α < 1, for sufficiently small α. There has been significant effort in CS in recent years leading to various generalizations of this fundamental result. This includes the case when the signal x is approximately sparse (see [9, 10] ) and when the measurements are noisy, i.e., y = GHx + e (see [10] ).
This paper is a significant extension of CS to cases where H is not only not orthonormal but also arbitrary and unknown. Specifically, H, is a causal discrete linear time invariant system (LTI) with an unknown impulse response function h(·) as described above. A typical signal x is neither sparse nor approximately sparse as we will see in Section 4. Our Approach: Our CS problem (schematically shown in Figures 1 2) boils down to determining whether there is a sampling operator G with O(k log(n)) samples such that the signal x can be recovered uniquely from the samples y = Gx = GHz using a convex optimization algorithm. It turns out that this is indeed the case when H is drawn from the set of stable finite dimensional AR processes of a known order.
At first glance the problem as posed appears difficult. For one there is no reason GH satisfies isometry property when H is not orthonormal. To build intuition we describe a practically relevant problem. A specific example is when x is a one-dimensional piecewise constant signal. Such a signal is not sparse but does have a sparse derivative, namely, z(t) = x(t)−x(t−1) is sparse. Clearly, the signal x can represented as an output of an (integral) operator H acting on a sparse input z, namely, x = Hz. However, H is no longer orthonormal. To account for this scenario one usually minimizes the total variation (TV) of the signal. A compressed sensing perspective for this case has already been developed [11] .
We develop an alternative approach here. Suppose we now filter x through an LTI system G whose impulse response is g(t). Mathematically, we have,
Since, the composite system g * h is LTI we have that,
Now we are in the familiar situation of u = Gz of the standard CS problem, except that G is a Toeplitz matrix. Consequently, if the Toeplitz matrix G satisfies the RIP property we can recover z using standard tools in CS. Indeed RIP properties of Toeplitz matrices have been studied [12] . Note that this idea generalizes to arbitrary but known finite dimensional stable LTI systems, H. The main idea being used here is the commutative property of convolutions. Strictly speaking, for AR models commutativity is not necessary. Indeed, we could consider general random projections, but this comes at a cost of increasing the number of measurements as we will see later. Also, for the random excitation scenario we cannot use arbitrary random projections.
We are now in a position to pose a related 1 optimization problem where the parameters are the sparse signal z as well as the parameters governing the annihilating filter. Our proof techniques are based on duality theory and we refer to [6] for a detailed proof of our main theorem.
The paper is organized as follows. The mathematical formulation of the problem is presented in Section 2. We deal with the simple noiseless case here and when the unknown filter H is an AR model. The proof of our main theorem along with some generalizations to noisy cases appear in [6] . Section 3 proposes the new 1 minimization algorithm and the main result of this paper (Theorem 1) is stated in this section. Finally, simulation results are presented in Section 4.
PROBLEM SET-UP
Our objective is to reconstruct an autoregressive (AR) process x(t) from a number of linear and non-adaptive measurements. An autoregressive model is known as an "all-pole" model, and has the general form
where z(t) is a sparse driving process. We assume the vector z = [z0, · · · , zn−1] T is k-sparse, that is, there are only k nonzero components in z. The task of compressed sensing is to find the AR model coefficients a = [a1, · · · , ap] T and the driving process z = [z0, · · · , zn−1] T from the measurement y. In this paper, we assume that the AR process x(t) is stable, that is, the magnitude of all the poles of the system is strictly smaller than 1. In later discussion, we use x t or x(t) interchangeably for convenience of exposition.
Note that in standard CS setup, the signal x is assumed to be sparse in some known transform space. However, in our problem, the AR model is assumed to be unknown and the main contribution of this paper is to solve this new problem efficiently.
We consider two types of compressed sensing scenarios: Toeplitz Matrices: Here we realize m measurements by applying the sensing matrix G to signal
where each entry gi is independent Gaussian random variable N (0, 1) or independent Bernoulli ±1 entries. Here the Toeplitz matrix G preserves the shift-structure of the signal. Roughly speaking, assume z is a shifted version of z (disregarding the boundary effect), then Gz is also just a shifted version of Gz. This is particularly suitable for the random excitation model of Figure 2 . For notational purposes we denote by x [s] (or G [s] ) to denote the subvector of x (or submatrix of G) that is composed of the last s components (or s rows) of x (or G). By rearranging the above Equation 2 and using the shift-property of G, we have the following equation.
where a = [a 1, · · · , ap] T ∈ R p and z ∈ R n (k-sparse) need to be decoded from the model. Random Projections: Here we consider randomly projecting the raw measurements x(t), namely,
where, each entry g t,τ is an independent Gaussian random variable N (0, 1) or independent Bernoulli ±1 entry. The reason for choosing random projections over random filters is that IID random Gaussian/Bernoulli matrix ensembles have superior RIP constants. The optimal RIP constants for toeplitz constructions has not been fully answered. Nevertheless, note that to form the matrix Y with random projections requires significantly more projections. This is because we can no longer exploit the shift-invariant property of convolutions. For instance, consider again the matrix Y above: if random projections were employed y 1 on row 1 will not be equal to y 1 in the second row. This means that for a pth order model we will require m × p measurements.
1-MINIMIZATION ALGORITHM
Since the AR model is unknown (i.e., the transform matrix H is unknown), standard decoding algorithms (e.g., Basis Pursuit [9] ) can not be applied directly to this problem. In this section, we propose a novel decoding algorithm based on Equation 4. We propose the following 1 minimization algorithm min z∈R n ,a∈R p
More generally, when the measurement y is contaminated by noise, namely, y = Gx + w where w is IID Gaussian noise, we then resort to Lasso, i.e.,
where λ is a tuning parameter that adapts to the noise level.
In this case we can first solve for the coefficient, a, by taking the pseudo-inverse of Y ,
Then Equation 4 becomes
This leads to an alternative formulation:
where P denotes the projection matrix
After the optimalẑ is found, a can also be derived via equation 7 and the signal x(n) can be recovered through equation 1. Before stating the main result of this paper, we recall that for every integer S the restricted isometry constant [10, 13] , δS is defined to be the smallest quantity such that G
for all subsets T ⊂ {0, 1, · · · , n − 1} of cardinality at most S and all (x j )j∈T . We need the following assumptions before we state our main theorem. We assume that the impulse response of the AR model satisfies |h(i)| ≤ Mρ i for some constant M and ρ < 1. We assume that the p the order of the AR process is a known constant. We also assume that any two non-zero coefficients of the true driving process, z0(·) is well separated, namely, if z0(i), z0(i ) are non-zero with i = i then,
Theorem 1 Suppose integer S satisfies δ S 1−3δ S < 1 and the true driving process z0(·) is k-sparse, with k := |Supp(z0)| ≤ min{S/l, S/2}, and satisfies the separability condition above. Then z0 is the unique minimizer of min z∈R n ,a∈R p
The detailed proof is provided in our technical report [6] . Here we provide the main idea of the proof. According to duality theory, z * is the unique minimizer of equation 5 if and only if there exists a dual vector π with the following properties:
Constructing a π satisfying the first two conditions is standard in CS literature (see [13] ). The difficulty lies in the new condition π T Y = 0. To achieve this, we instead construct a sequence of π is such that for any desired sign pattern, there exists a π T i Y that attains this pattern. Now
Our assumption requires that the driving process z(n) to be sparse enough such that any two spikes (zj, z j ) are well separated. However, note that this does not severely limit the number of sparse components. Note that if in standard CS a sparsity upto S is allowable, we then require z to be k with k = S/l. Now, the RIP property for random Gaussian or Bernoulli ensembles requires that, S can be typically as large as αn for some constant α and large n. In comparison, l is a constant according to the theorem. Therefore, k, the number of spikes can be as large as α n, that is, scaling linearly with respect to n.
In the algorithm, p, the order of AR model is assumed to be known. When we do not know the exact order, we are limited to use some p > p and the algorithm will still work as long as the assumptions in the theorem are satisfied for p . The general question of the robustness to model order mismatch is a subject of future research.
NUMERICAL EXPERIMENTS
We present simulations for some interesting cases. Theorem 1 asserts that as long as RIP is satisfied, stability assumptions on H hold, and the spikes are well separated, our 1 -minimization algorithm reconstructs the AR process correctly. For general IID Gaussian or Bernoulli matrix ensemble (not Toeplitz), it is well known that [10] m ≥ O(S log(n/S)) ensures good RIP property. However, for our specific Toeplitz structured sensing matrix (Equation 2), this question (when RIP is satisfied) has not been fully answered.
We nevertheless experiment with Toeplitz constructions. First we simulate our algorithm for a third order process. The results are depicted in Figure 3 . We see that the reconstruction reproduces both the spike train as well as the filtered process accurately. For the purpose of depiction we added a small amount of noise. The spike train z(t)
Original AR process Decoding from CS(old) Fig. 3 . 1-minimization algorithm on the model y = Gx + w with G an 80 × 200 Toeplitz Gaussian matrix ensemble. The filtered process x(n) is obtained by filtering a 8 sparse spike train through a third-order AR process with poles α1 = 0.9, α2 = 0.5 and α3 = 0.2. The measurements were contaminated with zero mean Gaussian noise with variance 0.1. N (0, 1) 
First, we fix the size of sensing matrix (m = 50, n = 200) and choose the entries of sensing matrix G to be Gaussian. We also fix the order of the AR model (p = 2) and let the sparsity k vary from 1 to 20. For each fixed k, we run our 1-minimization algorithm 50 times to get the empirical success rate of our algorithm. The result is shown in Figure 4(a) . Similarly, we choose the sensing matrix G to be Bernoulli ±1 and repeat the experiment. The result is shown in Figure 4(b) . We can see that in this example Toeplitz Bernoulli matrix performs better than Toeplitz Gaussian matrix.
Next we test how the order of the AR process influences the performance of the algorithm. In this experiment, we fix the size of the sensing matrix as 80 × 200 and also fix the sparsity k = 10 (i.e., the # fraction of nonzero components in z is 5%). We let p (order of the AR process) vary from 1 to 15. Figure 5 (a) shows that empirical success rate for the Gaussian sensing matrix and Figure  5 (b) shows that success rate for the Bernoulli sensing matrix. We can see that again Bernoulli sensing matrix performs better than the Gaussian sensing matrix. 
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