In the note, we prove that additive Schwarz type preconditioner is applicable to the nested finite dimensional subspaces generated by Hermite cubic splines for the second order elliptic problem. It is shown that the preconditioned system is well conditioned.
Introduction
Due to its built in parallelism as well as simple implementation, additive Schwarz type preconditioner has been received more and more attention recently [BPX, GO, X, Z] . In this short note, we shall construct the additive Schwarz preconditioner for the Hermite cubic splines and prove that the preconditioned system has the uniformly bounded condition number. Hermite cubic splines are well known in the field of the approximation [DHJK, JL] , and their C 1 continuity and high order approximation property make them attractive in practice.
This note is divided into three parts. In section 2, we sketch the basic framework of the additive Schwarz preconditioner. Hermite cubic splines and their properties shall be introduced in section 3. Finally, we construct the nested finite element spaces with Hermite cubic splines, and show that the condition number of the preconditioned system by the additive Schwarz preconditioner for the Hermite cubic splines is uniformly bounded in section 4.
Abstract additive Schwarz preconditioner
In this section, we introduce the notation, and the basic concepts of the additive Schwarz precndtioner we may use later. We are following the setting introduced in [BS, GO] .
Let S 0 ⊂ S 1 ⊂ · · · ⊂ S n = S be a nested sequence of finite dimensional Hilbert spaces and
where n is a positive integer. Let a(·, ·) : S × S → R be a positive definite and symmetric bilinear form with the properties and a(v, v) 
where (·, ·) is the scalar product in S. Let each subspace S j , j = 1, ..., n, equipped with a positive definite and symmetric form b j (v, w) = (B j v, w), v, w ∈ S j with B j : S j → S j . Finally, we define the operator I j : S j → S to be the nature injection operator, and its transpose is denoted by I t j . The abstract additive Schwarz preconditioner can be written as
(1) Remark 1. In practice, a(·, ·) usually is the bilinear form introduced from the given second order elliptic problem, and A corresponds to the stiffness matrix. I j is refered to as the transformation matrix for the basis in S j and the basis in S. I t j is the transpose of I j . b j (·, ·) is closely related to the scalar product in S j , and B j usually can be represented as a diagonal matrix. Therefore, the additive Schwarz preconditioner (1) can be easily implemented.
Once we have a sequence of nested subspaces, we may estimate the maximum and minimum eigenvalues by the following theorem Theorem 1. The maximum and minimum eigenvalues of BA can be characterized by
, and
Proofs of the theorem can be found in several sources [BS,GO,O] . We may find that whether the additive Schwarz preconditioner works well or not is depending on the ratio (the condition number) of λ max to λ min in the Theorem 1.
Applications of the Hermite cubic splines in solving ODE numerically can be found in [JL] . On a mesh with 0 < x 0 < x 1 < · · · < x N = 1, we may scale and shift φ 1 , φ 2 to construct the basis functions for the finite dimensional space as follows
and
Now we introduce one lemma on the Hermite cubic splines.
where C 1 , C 2 , C 3 and C 4 are four constants independent of v, and L 2 norm on the interval Note that D 1 − 0.082D 2 is symmetric and with the eigenvalues nonnegative, where D 2 is a diagonal matrix with the diagonal entries (0, 0, 1, 1). Then (3) follows if we set C 3 = 0.082.
Last inequality (4) is true because
If we note that D 1 's maximum eigenvalue is bounded, then, by (2), (4) holds. This completes the proof.
Additive Schwarz preconditioner for the Hermite cubic splines
For the given second order elliptic model two points boundary value problem
with the boundary conditions
we may define the bilinear form a(·, ·) to be Here and in what follows, we use X Y to denote the equivalence of the two terms X and Y (X, Y can be bounded each other by multiply by some constants independent of the mesh.), and let C, C i (i = 1, 2...) denote the generic constants independent of the mesh.
For
where ( 
Now we construct the finite element space based on the Hermite cubic splines. For the convenience of statement, we focus on the uniform mesh, although quasi-uniform mesh also admits the additive Schwarz preconditioner for the Hermite cubic splines.
Let φ 
We may write the basis function in a vector by Φ j := {ϕ j,l }, where
The corresponding stiffness matrix is generated by A := (a(ϕ n,k1 , ϕ n,k2 )), and the transformation matrix I j can be obtained from the so called refinement equations 
For any element v j ∈ S j , we may write it as a linear combination of the basis functions, i.e.
Denote by v j the vector of the coefficients {v j,k } associated to v j ∈ S j . Then by Lemma 1, we have
, where v j 1 T w j 2 is the usual vector product and h j , known as the mesh size of S j , is 2 −j . Let's take a look at I j again. For a given v j ∈ S j , we associate it with its coefficient vector v j , and I j v j ∈ S n . Here I j is an injection mapping v j ∈ S j naturally into S n . With some ambiguity, we use the same notation I j in (7) as a transformation matrix mapping a vector in R 2 j+1 to R 2 n+1 . More precisely, if v n is the vector of coefficients of v j with the basis functions in S n (i.e., v j = Φ t n v n ), then
Thus, vectors v j , v n can be think of as two representations of the same function in S in terms of bases in S j , S n , respectively. I j , as a transformation matrix, connects such basis change. It's important in the numerical implementation.
Let the bilinear form
Then B is the dimension of the space S j . After we introduce the additive Schwarz preconditioner, we may estimate the maximum and the minimum eigenvalues of the product of the matrices B and A. By Theorem 1, we need to estimate the ratio of a (v, v) to min v=
For Hermite cubic splines, we have the following theorem, Theorem 2. For the finite dimensional space {S j } generated by the Hermite cubic splines, we have
Before we prove the theroem, we need three Lemmas. Let Q j : S n → S j , j ≥ 0 (Q −1 = 0) be the orthogonal projection operator, i.e.,
where v is an element in S n . Then for the sequence of subspaces {S j } , we have
As a result of norm equivalence, it's well known in the literature. It's proofs may be found in [DK, O] .
Proof. If we note that ||φ
, and ||(φ
, then (8,9) can be obtained directly by Lemma 1. (8) usually is referred to as the stability of the Hermite cubic splines in the sense of L 2 , and (9) is the inverse inequality.
The next Lemma is a Cauchy-Schwarz type inequality,
Proof. For the case k = j, by Cauchy-Schwarz inequality
where we use the inverse inequality in the last step. For the case j < k, we consider one sub-interval, say (m/2
Since by the Lemma 1 (after a scale), we have (a,b) ). If we add up the estimates on all intervals and apply the Cauchy-Schwarz inequality, then Lemma 4 follows. Thus completes the proof. Now we give the proof of Theorem 2.
Proof of Theorem 2.
Since the splitting of v is arbitrary, this implies that
Now let v j = (Q j − Q j−1 )v, j = 0, ..., n, then by Lemma 2, we have
Combing (10) with (11) yields that
Thus completes the proof.
Remark 3. For quasi-uniform mesh, note that h j 2 −j , j = 0, ..., n. Then we can obtain the same result on the additive Schwarz preconditioner for the Hermite cubic splines using the same proof in the note. 
