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Abstract
We introduce the Gaussian transform (GT), an optimal transport inspired itera-
tive method for denoising and enhancing latent structures in datasets. Under the
hood, GT generates a new distance function (GT distance) on a given dataset by
computing the `2-Wasserstein distance between certain Gaussian density estimates
obtained by localizing the dataset to individual points. Our contribution is twofold:
(1) theoretically, we establish firstly that GT is stable under perturbations and
secondly that in the continuous case, each point possesses an asymptotically el-
lipsoidal neighborhood with respect to the GT distance; (2) computationally, we
accelerate GT both by identifying a strategy for reducing the number of matrix
square root computations inherent to the `2-Wasserstein distance between Gaus-
sian measures, and by avoiding redundant computations of GT distances between
points via enhanced neighborhood mechanisms. We also observe that GT is both a
generalization and a strengthening of the mean shift (MS) method, and it is also
a computationally efficient specialization of the recently proposed Wasserstein
Transform (WT) method. We perform extensive experimentation comparing their
performance in different scenarios.
1 Introduction
Optimal Transport (OT) studies how to find an optimal strategy for transporting a source probability
measure to a target probability measure [Vil08]. Recently, OT has been widely applied in Machine
Learning [CFTR16, PC+19], Deep Neural Network [ACB17, GAA+17] and Natural Language
Processing (NLP) [AMJ18], etc.
In [MSW19], the authors introduced the Wasserstein transform (WT) as a method for enhancing and
denoising datasets. The WT alters the distance function on a dataset by computing the dissimilarity
between neighborhoods of data points via methods from OT. WT can be regarded as a generalization
and strengthening of mean shift (MS) [FH75, Che95]. Inspired by the construction of WT, in this
paper we propose the Gaussian transform (GT), a computationally efficient specialization of WT.
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GT takes as input a point cloud and iteratively alters its metric based on how different are the local
covariance matrices around points. This is done via the computation of the `2-Wasserstein distance
between certain Gaussian distributions associated to these neighborhoods. See Figure (1) for an
illustration. Due to the fact that there exists a closed form solution for the `2-Wasserstein distance
between Gaussian distributions , the computation of GT is substantially more efficient than that of
WT (which requires solving an OT problem for each pair of points thus having complexity which
scales cubically with the size of neighborhoods). We show ways of accelerating the computation of
GT which include a novel observation stemming from computational linear algebra techniques (see
Theorem 4.1) and some refinements about neighborhood mechanisms (see Section 4). We also prove
that GT is stable with respect to perturbations (cf. Theorem 3.1).
One important feature of GT is its sensitivity to anisotropy, an often desired feature in methods for
image denoising and image segmentation [PM90, WTXC04]; see Figure 8. GT contains an intrinsic
parameter λ providing flexibility in tuning the degree of sensitivity to anisotropy in data features. We
apply GT to clustering and denoising tasks, and verify that in these, by tuning the parameter λ, GT
has either comparable or superior performance over WT. We further apply GT to image segmentation,
a task in which GT outperforms MS [Dem19], and also in NLP tasks to boost word embeddings
performance. Our experiments indicate that GT is effective in enhancing and denoising datasets.
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Figure 1: Illustration of GT. We illustrate the idea of GT based on a point cloud inR2. Different points
in the point cloud have different neighborhood structures, which are captured by their local covariance
matrices. We generate a Gaussian distribution on each data point based on local covariance matrices.
In the figure, we represent these Gaussians by ellipses (iso-contours of Gaussian distributions at a
given height). Note that these localized Gaussian distributions reflect the neighborhood structures:
the Gaussian is round when the neighborhood is relatively isotropic (A and B); the Gaussian is flat
when the neighborhood is oblong (C, D, E and F); and the Gaussian is degenerate for an isolated
point (cf. G). In a nutshell, the Gaussian Transform produces a new distance function on the dataset
by computing the `2-Wasserstein distance between these localized Gaussian distributions.
2 Background
Optimal transport concepts. For p ∈ [1,∞], the `p-Wassertein distance dW,p [Vil08] measures
the dissimilarity between two probability measures α, β on a compact metric space X . For p <∞,
it is defined as : dW,p(α, β) :=
(
infpi∈Π(α,β)
∫∫
X×X d
p
X(x, x
′) dpi(x× x′)
) 1
p
, where Π(α, β) is
the set of all couplings pi (also named transport plans) between α and β, i.e., pi is a probability
measure on X × X with marginals α and β, respectively. See [Vil08] for a formula of dW,∞.
Solving the optimization problem for computing the Wasserstein distance is usually time consuming
[Cut13]. However, in the case of Gaussian measures, the distance enjoys a closed form formula
which allows for efficient computation. Given two Gaussian distributions γ1 = N (x1,Σ1) and
γ2 = N (x2,Σ2) on Rm, we have for p = 2 that d2W,2(γ1, γ2) = ‖x1 − x2‖2 + d2cov(Σ1,Σ2), where
dcov(Σ1,Σ2) :=
√
tr
(
Σ1 + Σ2 − 2
(
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
)
[GS+84]. Note that dcov is also known as the
Bures distance [Bur69] between positive semi-definite matrices. See the supplementary material for
further remarks on the Bures distance.
Mean shift. Mean shift [FH75, Che95] is a mode seeking algorithm used in data analysis which
operates by iteratively shifting each data point towards the mean of its neighborhood. To capture
neighborhood information, the MS algorithm requires a kernel function K : R+ → R+, such as the
2
Gaussian kernel e−t
2/2, or the truncation kernel (which equals 1 if t ∈ [0, 1] and is zero otherwise).
Given a point cloud X = {xi}ni=1 ⊂ Rm and a scale parameter ε > 0, one shifts each point xi
towards the weighted mean of its neighborhood (as defined by the choice of K and ε).
Wasserstein transform. We recall the definition of the Wasserstein transform from [MSW19].
Similarly to the case of MS a kernel function is used to capture neighborhood information, WT uses
the localization operator to reflect neighborhood information. A localization operator L is a map
which for any metric space (X, dX) and a probability measure α on X , assigns to every point x ∈ X
a probability measure mLα(x), which is referred to as the localized measure at x (based on α).
Definition 1 (The Wasserstein transform). Let (X, dX) be a metric space together with a probability
measure α. Given a localization operator L and p ≥ 1, the Wasserstein transform generates the
distance function dLα on X defined by d
L
α(x, x
′) := dW,p
(
mLα(x),m
L
α(x
′)
)
,∀x, x′ ∈ X.
Definition 1 is slightly different from the one in [MSW19] which only consider the case when p = 1.
In this paper, in order to compare WT with GT, we mainly focus on the case when p = 2.
3 The Gaussian transform
From now on, unless otherwise specified, we always assumeX to be a compact subset of Rm together
with a metric dX . In practice, dX usually coincides with the underlying Euclidean distance between
points. We allow general (non-Euclidean) dX for the convenience of later introducing an iterative
algorithm for GT.
Theoretical background. Denote by Pf (X) the set of all probability measures on X with full
support and let α ∈ Pf (X). Given a parameter ε > 0, we denote by BdXε (x) := {x′ ∈ X :
dX(x, x
′) ≤ ε} the closed ball with respect to dX centered at x ∈ X with radius ε. We assign
to x a probability measure m(ε)α,dX (x) :=
α|
B
dX
ε (x)
α
(
B
dX
ε (x)
) , which is the renormalized restriction of α
to BdXε (x). Denote by µ
(ε)
α,dX
(x) the mean of m(ε)α,dX (x), i.e., µ
(ε)
α,dX
(x) :=
∫
Rm ym
(ε)
α,dX
(x)(dy).
Then, we denote by Σ(ε)α,dX (x) the covariance matrix of m
(ε)
α,dX
(x), i.e., the matrix defined below:
Σ(ε)α,dX (x) :=
∫
Rm
(
y − µ(ε)α,dX (x)
)
⊗
(
y − µ(ε)α,dX (x)
)
m(ε)α,dX (x)(dy), where x⊗ y is the bilinear
form on Rm such that x⊗ y(u, v) = 〈x, u〉 · 〈y, v〉 for any u, v ∈ Rm. See also the supplementary
material for formulas corresponding to the discrete case.
Definition 2 (GT distance). Given parameters λ ≥ 0 and ε > 0, we define the GT distance
d(ε,λ)α,dX (x, x
′) between x, x′ ∈ X by the following quantity
d(ε,λ)α,dX (x, x
′) :=
(
‖x− x′‖2 + λ · d2cov(Σ(ε)α,dX (x),Σ
(ε)
α,dX
(x′))
) 1
2
. (1)
Definition 3 (The Gaussian transform). The Gaussian transform (GT) is the distance altering process
which takes (X, dX , α) into (X, d
(ε,λ)
α,dX
).
In the case when dX agrees with the underlying Euclidean distance, GT is stable with respect to
perturbations on the probability measure α under certain conditions. Let c,Λ > 0 be constants.
Denote by Pc,Λf (X) the set of all α ∈ Pf (X) such that
α
(
B
dX
r1
(x)
)
α
(
B
dX
r2
(x)
) ≤ ( r1r2)Λ for any x ∈ X and
r1 ≥ r2 > 0, and α(S) ≤ c · Lm(S) for all measurable set S ⊂ Rm, where Lm stands for the m
dimensional Lebesgue measure. Let D ≥ 0 be given such that diam(X) ≤ D. We have the stability
theorem below whose proof (and a remark on Pc,Λf (X)) we relegate to the supplementary material.
Theorem 3.1 (Stability of GT). Assume that dX agrees with the underlying Euclidean dis-
tance and α, β ∈ Pc,Λf (X). Then, there exists a positive constant A = A(ε,m,D) such that∥∥∥d(ε,λ)α,dX − d(ε,λ)β,dX∥∥∥∞ ≤ 2
√
mλΨc,AΛ,D,ε (dW,∞(α, β)), where Ψ
c,A
Λ,D,ε : [0,∞) → [0,∞) is an in-
creasing function such that Ψc,AΛ,D,ε(0) = 0. See the supplementary material for an explicit formula.
Theoretical comparison with WT and MS. The idea of GT originates from the Wasserstein trans-
form. We formulate GT as an instance of WT (cf. Definition 1) as follows. For given λ, ε ≥ 0,
3
define a localization operator L(ε,λ)GT that assigns to each point x ∈ X a Gaussian distribution
γ(ε,λ)α,dX (x) := N
(
x, λ · Σ(ε)α,dX (x)
)
. Then, GT is a version of WT arising from applying dW,2 to the
localization operator L(ε,λ)GT . In [MSW19], the authors focused on a particular type of localization
operator, local truncation, which assigns to each point the localized probability m(ε)α,dX (x). Though in
Definition 1 WT is a general scheme, from now on, WT only refers to the local truncation based WT.
Whenever necessary we use WT1 and WT2 to denote WT with respect to dW,1 and dW,2, respectively.
We view γ(ε,1)α,dX (·) as a (Gaussian) approximation of m
(ε)
α,dX
(·) and thus GT as an approximation of
WT2 when λ = 1. Next, we compare GT with both WT2 and MS in a special case.
Two lines. In applications such as crack detection in Civil Engineering [YH10, KGK+15], one may
often encounter data points concentrated on line segments or curves. For such a data set X as shown
in Figure (2a), suppose the closed balls BdXε (x) and B
dX
ε (x
′) are of the form of two non-intersecting
(approximate) line segments for x, x′ ∈ X , then it turns out that distances generated by GT and WT2
between x and x′ are very similar. In fact, in the following idealized case of two perfect line segments,
we show that the distances are the same. Moreover, we show that both distances are larger than the
distance generated by MS. Consider two non-intersecting line segments l1 and l2 in R2 with length s1
x
x’
(a) Non-intersecting line segments
0.0 0.5 1.0
0.0
0.5
1.0
(b) Original Data
0.0 0.5 1.0
0.0
0.5
1.0 points
B00.2(x0)
B100.2(x0)
B1000.2 (x0)
B10000.2 (x0)
x0
(c) Neighborhood Bλε (x0)
Figure 2: (a) Illustration of line segments. (b) The original data with 100× 100 grid points inside
[0, 1]× [0, 1] and 1001 uniformly distributed points on the line segment from (0.5, 0) to (0.5, 1). (c)
The ε-neighborhood of the point x0=(0.5, 0.5) with respect to d
(ε,λ)
α,dX
under various choice of λ, where
ε = 0.2, α is the normalized empirical measure, and we abbreviate Bλ,αε (x0) to B
λ
ε (x0).
and s2, respectively. Assume the angle between them is θ ∈ [0, pi2 ]. Let αi be the normalized length
measure on li for i = 1, 2. Suppose the mean of αi is xi (which happens to be the center of li) and
the covariance of αi is Σi for i = 1, 2. Then we show the following result; see the supplementary
material for the proof.
Proposition 3.2. For i = 1, 2 let γi be the Gaussian distribution N (xi,Σi). Then we have that
‖x1 − x2‖ ≤ dW,2(γ1, γ2) = dW,2(α1, α2).
Remark 3.3. Based on the proposition above, we know that although covariance constructions might
lose some information of the local neighborhoods, GT has the same performance as WT2 in the case
of non-intersecting line segments (see also Figure (4) for experimental validation). This, together
with the fact that the computation of GT is much more efficient than that of WT2, suggests that GT is
a sound alternative to WT2.
The anisotropy of GT-distance neighborhoods. Now we assume that X = Rm with dX being the
underlying Euclidean distance and that α ∈ Pf (X) has a smooth non-vanishing density function
f with respect to the Lebesgue measure Lm. We denote by Bλ,αε (x0) := B
d
(ε,λ)
α,dX
ε (x0) the ball with
respect to d(ε,λ)α,dX centered at x0 ∈ X with radius ε, which we will refer to as the GT-distance
neighborhood of x0. We study the asymptotic shape of Bλ,αε (x0) when λ tends to 0 with ε at a
precise rate:
Theorem 3.4. Let λ = ε−6, then Bλ,αε (x0) becomes an ellipsoid when ε approaches 0. More
precisely, the closure of lim supε→0
1
εB
λ,α
ε (x0) is an ellipsoid in Rm.
In the theorem above, 1εB
λ,α
ε (x0) :=
{
x0 +
1
ε (x − x0) : x ∈ Bλ,αε (x0)
}
. Though the norms of
the covariance matrices are of order O(ε2), d2cov between covariance matrices of points ε-close
to each other is of order O(ε8). This explains the choice of λ = ε−6 in Theorem 3.4: with this
4
choice the Euclidean term and the covariance term in Equation (1) are of the same order O(ε2). See
the supplementary material for a proof and Figure (2b) and (2c) for an illustration of the theorem.
Theorem 3.4 demonstrates that neighborhoods with respect to the GT distance (Equation (1)) are
anisotropic. This indicates that GT is sensitive to boundaries/edges in datasets and thus suggests
potential applications to edge detection and preservation tasks in image processing. See our image
segmentation experiment in Section 5. Anisotropy sensitive ideas, such as anisotropic diffusion
[PM90] or anisotropic mean shift [WTXC04], are prevalent in the literature and have been applied to
image denoising and image segmentation. See also [MMM13, MMM20] for applications to shape
analysis.
Algorithm for iterative GT. Note that, after applying GT to (X, dX) once, we obtain a new metric
d(ε,λ)α,dX that is sensitive to directions/edges in X and generates an anisotropic neighborhood for each
point x ∈ X as discussed above. We view this step as an initialization and then incorporate a point
updating process to iterate GT. In words, after obtaining d := d(ε,λ)α,dX on X , we generate a probability
measure m(ε)α,d(x) for x ∈ X by restricting α to the GT ball Bdε (x) (the ball with respect to d centered
at x with radius ε) and shift each data point x towards the mean of m(ε)α,d(x). Denote by X
′ the set of
points after shifting. Now, we have obtained a new point cloud X ′. Still denote by α the pushforward
of α itself under the shifting map. Then, we apply GT to (X ′, d, α) to obtain a new metric d′ := d(ε,λ)α,d
and iterate the process for (X ′, d′, α) as described above. See the algorithm structure of GT in
Figure (3c) and the supplementary material for a pseudocode of the iterative GT algorithm.
(𝑋, 𝛼 ) (𝑋′, 𝛼 )
𝑥′ ≔ 𝑚𝑒𝑎𝑛(𝑚𝛼
𝜖 (𝑥))
𝑚𝛼
𝜖 (⋅)
(a) MS
(𝑋,𝑑𝑋, 𝛼 ) (𝑋,𝑑𝑋
′ , 𝛼 )
𝑑𝑋
′ ≔ 𝑑𝑊,𝑝
𝑚𝛼,𝑑𝑋
𝜖 (⋅)
(b) WT
(𝑋,𝑑𝑋, 𝛼 ) 𝑚𝛼,𝑑
𝜖 (⋅)
(𝑋′,𝑑′, 𝛼 )
𝛾𝛼,𝑑
(𝜖,𝜆)
(⋅) 𝑑′ ≔ 𝑑𝑊,2
𝑥′ ≔ 𝑚𝑒𝑎𝑛(𝑚𝛼,𝑑
𝜖 (𝑥))(𝑋,𝑑, 𝛼 )
𝑖𝑛𝑖𝑡
(c) GT
Figure 3: Algorithmic structures. (a) MS algorithm structure; (b) WT algorithm structure; (c) GT
algorithm structure. X ′ is the set of updated points x′. d′ is the updated distance. m(ε)α (x) is the
abbreviation of m(ε)α,‖·‖, where ‖·‖ denotes the Euclidean distance.
Algorithmic similarities with MS and WT. The iterative GT algorithm draws inspiration from the
iterative MS and WT algorithms. Please see Figure 3 for an illustration. Note that the MS algorithm is
a point updating process whereas the WT algorithm is a distance updating process. The GT algorithm
is a hybrid between the MS and the WT algorithms in that it is composed of both a point updating and
a distance updating process. Thus, the GT algorithm inherently provides us with two features, a point
cloud and a distance matrix, which can be leveraged in different applications and thus provides an
advantage over WT. For example, the point updating process allows GT to adapt from MS [Dem19]
to the task of image segmentation in Section 5 whereas WT is not applicable.
Remark 3.5. Note that when λ = 0, the GT algorithm boils down to the MS algorithm.
4 Computational optimizations & complexity
Computation of dcov: a new formula. The main challenge in implementing GT is the computational
cost associated with dcov: that is, the computation of tr
(
Σ1 + Σ2 − 2
(
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
)
. The most
time consuming part is taking the square root of a matrix. We identified the following methods
to accelerate this computation. In the given formula for dcov, one has to carry out square root
computations twice: once for Σ
1
2
1 and another one for
(
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
. Since all we care about is the
trace, it turns out that, for each pair of Σ1 and Σ2 we only need to compute the eigenvalues of the
matrix Σ1Σ2 by the theorem below (whose proof is given in the supplementary material). For a
square matrix A, we denote by spec(A) the multiset of eigenvalues of A counted with multiplicities.
Theorem 4.1. Given two square positive semi-definite matrices A and B, we have that
tr
((
A
1
2BA
1
2
) 1
2
)
=
∑
λ∈spec(AB) λ
1
2 .
5
Computation of eigenvalues. Computing the eigenvalues of a (square) matrix becomes expensive
when the size of the matrix is large. However, it is relatively cheap to just compute the first few
largest eigenvalues (for example, via the so called “power method" [QSS10]). In our experiments,
tr
((
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
)
is always approximated as follows: fix an integer i0 ≤ dim(Σ1), compute the
first i0 largest eigenvalues of Σ1Σ2, take the square root of these eigenvalues and compute their sum.
Neighborhood mechanism: acceleration of point updating process. If we only require the GT
point updating process in some tasks, such as image segmentation and classification, the following
proposition allows us to restrict computations of GT distance to only pairs of points within small
Euclidean distance instead of computing all GT pairwise distances. See the supplementary material
for a detailed description and experimental verification.
Proposition 4.2. In each iteration, given a data point x, its GT-distance neighborhood is contained
in the corresponding Euclidean neighborhood.
Worst-case complexity comparison. We now carry out a comparison of the worst case computa-
tional complexity associated to GT and WT. Denote the point cloud size by n, its dimension by m
and the maximum neighborhood size of each point by N . The complexity of GT (distance updating
process) for one iteration is O(n2(Nm2 +m3)) and that of WT is O(n2(N3 logN)). Note that GT
is significantly faster than WT in the regime when m N . We also emphasize that as we described
earlier in this section, in practice one is able to use spectral methods for approximating the square
root matrix calculations intrinsic to GT. See the supplementary materials for the complexity of GT
using neighborhood mechanism and derivations of all reported time complexities.
5 Implementation, examples and applications
We now apply GT to various datasets. In all of our experiments, α is the normalized empirical
measure, and the radius adopted in each dataset, ε, varies across different experiment but, in a given
experiment, it remains fixed (by default) throughout iterations. In figures, we use τ to represent the
number of iterations. We compare the performance of GT with MS and WT if applicable. We only
present results of WT2 in the paper and see the supplementary material for results of WT1.
Clustering of a T-junction dataset. We compare the clustering results based on GT with those of
MS and WT2 on the T-junction dataset shown in Figure (4a), which is composed of a vertical line
with 200 uniformly arranged points spanning from (0, 1) to (0, 200) and a horizontal line with 201
uniformly arranged points spanning from (−100, 0) to (100, 0). We set ε=10. Figure (4b) illustrates
the updated point cloud using MS and 2D/3D MDS plots using GT with λ=1, GT with λ=5 and WT2
after 2 iterations. Figure (4c) shows the corresponding dendrograms, based on which we split the data
into 4 clusters. Note that 3D MDS plots of GT and WT2 have comparable structures, which indicates
similarity between their distance matrices. This agrees with our analysis of the two line dataset in
Section 3 and validates our claim that GT is an approximation of WT2. Although it is clear that both
the dendrogram and the MDS plot of GT-λ-1 are degraded compared with those of WT2, GT allows
us to fine-tune λ: when λ=5, the performance of GT is visually comparable to that of WT2.
Ameliorating the chaining effect. In this application, we consider a clustering task on a dataset
with two blobs connected by a chain. Each blob is composed of 300 uniform grid points in a circle
of radius 1 and the chain is composed 200 uniform grid points with length 2. We set ε = 0.2 in
this experiment. Standard single linkage hierarchical clustering fails to detect two such blobs – a
phenomenon known as the chaining effect. However, GT helps separate the two blobs and improve
the quality of dendrograms throughout iterations. See Figure (5a) for the results. We further apply
linear transformations T =
(
a1 0
0 a2
)
to the dataset to examine how the geometry of datasets influences
the clustering performance of MS, WT2 and GT. Define by e := a2/a1 the eccentricity of T . We
apply the methods on transformed datasets with differen eccentricities for 1 iteration. Partial results
are shown in Figure (5b) and (5c).We see from the dendrograms that MS, WT2 and GT-λ-1 have
similar performance in clustering. One noticeable observation is that under extreme condition of
e := 1/0.2, GT-λ-5 outperforms MS, WT2 and GT-λ-1 in separating two blobs from the chain, which
implies that λ plays an important role for GT in enhancing geometric structure. Please refer to the
supplementary material for more details and results.
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τ = 0
(a) Original Data
MS GT-λ-1 GT-λ-5 WT2
(b) 2D and 3D MDS at τ = 2
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(c) Dendrograms at τ = 2
Figure 4: T-junction clustering. (a): Original dataset. (b): The first column shows the updated point
cloud based on MS after 2 iterations; the next three columns shows the 2D and 3D MDS of distance
matrix based on GT with λ=1, GT with λ=5 and WT2 after 2 iterations, respectively (results after 1
iteration is given in the supplementary material). Different colors in (b) represent different clusters
of dataset, which are obtained by slicing the dendrograms illustrated in (c). (c): The four columns
demonstrate the clustering dendrograms using methods in (b).
τ = 0 τ = 1 τ = 2 τ = 3 τ = 4
(a) GT and chaining effect
e:1/1 e:1/0.6 e:1/0.2
(b) Dataset, MS, WT2
e:1/1 e:1/0.6 e:1/0.2
(c) Dataset, GT-λ-1, GT-λ-5
Figure 5: Chaining effect. (a): Top and middle rows show 2D and 3D MDS plots after each iteration
of applying GT, respectively. Bottom row present the corresponding dendrograms. (b): Top row
represents datasets after applying the linear transformation T with eccentricity e to the original dataset
(e = 1). Middle and bottom row show the dendrograms of MS and WT2, respectively. (c): Top row
is the same as (b). Middle and bottom row show the respective dendrograms of GT-λ-1 and GT-λ-5.
Noise removal. We now analyze two datasets: the first (Figure (6a)) is a spiral composed of 600
points lying in the square [−30, 30]2 together with 150 outliers (uniformly generated); the other
(Figure (6c)) is composed of two concentric circles with random perturbations on points by small
values. Each circle has 250 points lying in the square [−2, 2]2. We compare the performance of
MS, WT2 and GT after 2 iterations. Results are shown in Figure (6b) and Figure (6d). We see from
Figure (6b) that GT generates cleaner spiral than those of MS and WT2, and from Figure (6d) that GT
and WT2 both better absorb noisy points than MS. We again emphasize the superior performance of
GT compared with WT2 while being more computationally efficient. See the supplementary material
for more results and a more demanding denoising experiment on a noisy circle.
τ = 0
(a) Spiral
MS GT WT2
(b) Denoising of a spiral at τ = 2
τ = 0
(c) Circles
MS GT WT2
(d) Denoising of circles at τ = 2
Figure 6: Denoising of a spiral and concentric circles. (a): Original spiral with outliers. (b): Spiral
denoising results after applying MS, GT-λ-1 and WT2 with ε = 4. (c): Original perturbed concentric
circles. (d): Circles denoising results after applying MS, GT-λ-2.5 and WT2 with ε = 0.7.
Image segmentation. Image Segmentation is an important application domain in Computer Vi-
sion [Sze10] and MS [CM02, Dem19] is an effective method in this area. We first review the MS as
applied in Image Segmentation and then show how to comparatively apply GT. Note that WT2 is not
applicable in this experiment since the process of Image Segmentation involves updating features
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(a) Test
A
B
E
F
C
D
(b) MS (c) GT
Figure 7: Image segmentation.
KNN 1NN 3NN 5NN 7NN
dT 3.29% 3.20% 3.24% 3.44%
MS 3.54% 3.54% 3.72% 3.84%
GT 3.20% 3.12% 3.22% 3.37%
WT2 3.18% 3.14% 3.21% 3.39%
Table 1: Image classification.
whereas WT2 only updates/retains distance matrices. Given an image, each pixel x consists of two
types of features: spatial features and range features, denoted by xs and xr, respectively. xs is
represented by a point inR2, whereas xr is represented by a point inR3 using L*u*v* values [CM02],
in which the Euclidean distance approximates perceptual differences in color better than the RGB
space. To apply MS with given bandwidth parameters εs and εr, we define the (εs, εr)-neighborhood
of a pixel x to be the set of pixels y = (ys, yr) such that ‖ys − xs‖ ≤ εs and ‖yr − xr‖ ≤ εr. Then,
associate to each pixel x one cluster point T (x) ∈ R5 which is initialized to coincide with x. MS will
iteratively update T (x) to the mean of its (εs, εr)-neighborhood until convergence. To apply GT in
similar scenarios, we use spatial features to define the covariance because we only want to stretch the
spatial distance instead of the range distance. We compute the GT distance between spatial features
according to a variant of Equation (1) (see the supplementary material for a precise formula and an
explanation). Then, we update the associated cluster point T (x) similarly as in the case of MS. We
compare the performance of GT with MS on the grayscale cameraman image (resolution is 128×128)
in Figure (7a). We set εs = 6, εr = 6 and for GT, λ = 5. The labels marked on the test image
correspond to the major different segments that MS and GT recognize. We can see from Figure (7b)
and (7c) that GT generates a reasonably better segmentation than MS does. See the supplementary
material for more results.
Image classification. We perform KNN classification on MNIST images with MS, WT2 and GT as
preprocessing methods. We choose 10k images from the dataset given in [LBB+98]. We shuffle the
whole 10k dataset 5 times and each time we choose the first 5k images as the training data and the last
5k as the test data. We deskew the images and use the tangent distance dT described in [LBB+98] to
measure the dissimilarity between images. We compare the performance of MS, WT2, GT and the
baseline dT. Here, we run MS, WT2 and GT for 1 iteration based on dT. We compute the mean
classification error rate of the 5-time experiments. The results in Table 1 show that GT and WT2 have
similar performance and both exhibit lower classification error rates than both MS and dT.
Boosting word embeddings in NLP. Word embedding methods are an important family of tech-
niques in Natural Language Processing [MSC+13, VM14, MC18, PSM14, DCLT19]. A basic
instantiation of this idea is that one vectorizes each word in a given corpus by mapping it to a
feature vector in a context sensitive way. Such ideas are applied widely in many NLP tasks, such as
Machine Translation [ZSCM13], Word Analogy [AH19], and Name Entity Recognition [DGG17].
However, training a word embedding layer for a specific large corpus C can be computationally
intensive [AKS+19]. Instead of training such a layer from scratch, there are many freely available
embeddings which have been pre-computed on extensive and rich corpora such as wikipedia. These
embeddings could potentially be directly applied to a task on the corpus C. However, the pre-trained
embedding may not perform as well as an embedding layer specifically trained for C. We study the
possibility of applying GT to pre-trained embeddings in order to improve their performance. We
consider a given pre-trained embedding as a map Ω : Dict→ Rm where Dict is the universe of all
words under consideration. Given a certain corpus C, and a word w in C, we regard the set of words
in a suitably defined context cC(w) of w in C as the neighborhood of w (this is done by introducing
a window size parameter W ). Then, we compute the m ×m covariance matrix Σw associated to
the vectors {Ω(w′); w′ ∈ cC(w)} corresponding to context words in cC(w). This mechanism then
permits augmenting the information provided by Ω by incorporating ideas related to the GT distance
(Definition 2): instead of measuring dissimilarity between two words w1, w2 ∈ C via the Euclidean
distance ‖Ω(w1)− Ω(w2)‖, we implement (a suitable version of) equation (1). See Table 2 for our
experimental results which show that this way of “boosting" the embedding Ω via GT improves
the performance of the pre-trained GloVe embedding from [PSM14] on a specified corpus (text8).
Other procedures representing each word on a given corpus C by both a vector and a covariance
matrix can be found in the literature [VM14, MC18]. However, these methods perform training on
the corpus C from scratch whereas our method is computationally much less demanding since it relies
8
on the pre-trained embedding Ω and does not require any additional training. See the supplementary
material for details and more comparison results.
Table 2: Spearman rank correlation for word similarity datasets.
Dataset GloVe GloVe+GT Dataset GloVe GloVe+GT
MC-30 0.56 0.67 SIMLEX-999 0.26 0.27
MEN-TR-3k 0.65 0.65 SimVerb-3500 0.15 0.14
MTurk-287 0.61 0.62 VERB-143 0.25 0.24
MTurk-771 0.55 0.56 WS-353-ALL 0.49 0.51
RG-65 0.60 0.62 WS-353-REL 0.46 0.47
RW-STANFORD 0.34 0.38 WS-353-SIM 0.57 0.60
6 Discussion
The Gaussian transform is a method which takes as input a point cloud X with a probability measure,
and alters both the metric structure and point positions iteratively with the purpose of enhancing
latent features and/or denoising X . GT is in the same family of methods as WT and MS. GT is stable
with respect to perturbations on the probability measure (under certain conditions) and it is amenable
to many optimization strategies for accelerating its implementation. The intrinsic parameter λ of
GT provides flexibility in tuning the degree of magnification of the sensitivity of GT to anisotropic
data features which makes GT comparable/superior to MS and WT in several experiments related
to clustering, denoising, and classification. It seems interesting to generalize GT to non-Euclidean
datasets such as manifolds. In our formulation of GT, λ is a parameter which needs to be tuned for
each different dataset. Thus, it would be useful to identify adaptive ways to tune λ automatically.
Metric training ideas [XJRN03] are also eminently applicable to our setting.
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Supplementary Material
A GT details and algorithm
A.1 Remark on Bures metric
Remark A.1 (Lower and upper bounds on Euclidean spaces). Suppose α and β are probability
measures on Rm. Denote by µα, µβ the means of α, β, respectively, and by Σα,Σβ the covariance
matrices of α, β, respectively. Define two Gaussian distributions γα = N (µα,Σα) and γβ =
N (µβ ,Σβ). Then, we have the following relation: ‖µα − µβ‖ ≤ dW,2(γα, γβ) ≤ dW,2(α, β). The
leftmost inequality follows directly from the formula of dW,2 between two Gaussians mentioned
in Section 2. The rightmost one was proved in [Gel90]. In words, in Euclidean spaces, the `2-
Wasserstein distance between probability measures is bounded below by the `2-Wasserstein distance
between Gaussian distributions generated by the means and covariance matrices of the original
probability measures.
A.2 Discrete formulation of mean and covariance
In the case when X = {x1, · · · , xn} is a finite space and let αi := α(xi), explicitly for i = 1, · · · , n,
we have:
m(ε)α,dX (xi) =
1
Ai
∑
j∈I(ε)i
αj δxj , µ
(ε)
α,dX
(xi) =
1
Ai
∑
j∈I(ε)i
αj xj , (2)
Σ(ε)α,dX (xi) =
1
Ai
∑
j∈I(ε)i
αj(xj − µ(ε)α,dX (xi))(xj − µ
(ε)
α,dX
(xi))
T, (3)
where for each i = 1, 2, . . . , n, the index set I(ε)i := {j : dX(xj , xi) ≤ ε} and Ai :=
∑
j∈I(ε)i
αj .
Above δx denotes the Dirac delta at x.
A.3 Iterative GT algorithm
The iterative algorithm for GT is given in Algorithm 1. In line 4 of the algorithm,
the measure m(ε)
α,Dk
(xki ) =
∑
{j:Dk(xkj ,xki )≤ε} αjδxkj∑
{j:Dk(xkj ,xki )≤ε} αj
; in line 5, Σ(ε)
α,Dk
(xk+1i ) is the co-
variance matrix of
∑
{j:Dk(xkj ,xki )≤ε} αjδxk+1j∑
{j:Dk(xkj ,xki )≤ε} αj
; in line 6, d(ε,λ)
α,Dk
(xk+1i , x
k+1
j ) is computed via(∥∥xk+1i − xk+1j ∥∥2 + λ · d2cov (Σ(ε)α,Dk(xk+1i ),Σ(ε)α,Dk(xk+1j ))) 12 .
Algorithm 1 Iterative Gaussian transform
1: Input: Points X = {x1, x2, ..., xn} ∈ Rn×d, probability measure α = {α1, α2, ..., αn},
distance matrix D
2: Initialize: k = 0; xki = xi; Dk(xki , xkj ) = d
(ε,λ)
α,D (x
k
i , x
k
j );
3: while k < max_iter do
4: xk+1i = mean
(
m(ε)
α,Dk
(xki )
)
, for i ∈ [n]
5: Compute covariance matrices Σ(ε)
α,Dk
(xk+1i )
6: Let Dk+1(xk+1i , x
k+1
j ) = d
(ε,λ)
α,Dk
(xk+1i , x
k+1
j ).
7: k = k + 1
8: end while
9: Output: Xk =
{
xk1 , x
k
2 , ..., x
k
n
} ∈ Rn×d, α = {α1, α2, ..., αn}, Dk
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A.4 Neighborhood mechanism and other acceleration methods
In this section, we provide details about the neighborhood mechanism and introduce two more related
acceleration methods.
Neighborhood mechanism. The following proposition is a detailed restatement of Proposition.
4.2
Proposition A.2. In the kth iteration of the iterative GT algorithm (cf. Algorithm 1), we have for any
point xk+1i ∈ Xk+1: BD
k+1
ε (x
k+1
i ) ⊂ Bε(xk+1i ), where BD
k+1
ε (x
k+1
i ) is the ball with respect to
the distance matrix Dk+1 centered at xk+1i with radius ε whereas Bε(x
k+1
i ) is the usual Euclidean
ball.
Proof. This follows directly from
(
Dk+1(xk+1i , x
k+1
j )
)2
=
∥∥xk+1i − xk+1j ∥∥2 +
d2cov
(
Σ(ε)
α,Dk+1
(xk+1i ),Σ
(ε)
α,Dk+1
(xk+1j )
)
≥ ∥∥xk+1i − xk+1j ∥∥2.
Hence, in order to determine BD
k+1
ε (x) for updating points or computing the covariance matrices in
the next iteration, we only need to compute Dk+1(x, x′) for pairs (x, x′) such that ‖x− x′‖ ≤ ε by
Proposition A.2.
Neighborhood propagation. Once we determine that x′ ∈ BDkε (x), by symmetry of the GT
distance, x ∈ BDkε (x′). Hence, to determine BD
k
ε (xi) for i = 1, · · · , n, we only need to compute
the GT distance between pairs (xi, xj) with j > i, where pairs with j < i are already computed
for determining BD
k
ε (xj). This reduces the computation times of GT distance for determining
neighborhood and makes the GT algorithm more efficient for each iteration.
Merging collocated points. Empirically speaking, data points will usually converge to some modes
of the dataset after several successive applications of GT, i.e., the GT distances between some pairs
of points become 0. Equivalently, such pairs of points satisfy the following two conditions:
1. their coordinates are the same;
2. the neighborhood points w.r.t. GT distance coincide.
Then, we merge the collocated points into one new point. And the weight of the new point is the sum
of weights of all these collocated points. Then, the point set is updated by substituting the collocated
points with the new points. This process reduces the total number of data points through the iterations
and thus accelerates the GT algorithm.
We verify in Table 3 that the neighborhood mechanism and the other two methods indeed accelerate
our implementation of GT algorithm.
Table 3: Validation of acceleration methods. Let X =
{(
i
199 ,
j
199
)
: i, j = 0, · · · , 199} ⊂ R2 and
α be the normalized empirical measure. Set λ = 1 and ε = 0.1. τ denotes the current iteration
number. Entries below show the running time of the GT algorithm with different combinations of
neighborhood mechanisms in different iterations. The experiments are performed on a Unix Server
which has 48 cores of CPU. We use C++ with the openMP (Open Multi-Processing) to implement
GT with parallel computing. GT: full matrix computation of the GT distance; GT-v1: GT with the
neighborhood mechanism mentioned in Section 4; GT-v2: GT-v1 with neighborhood propagation;
GT-v3: GT-v1 with collocated points merged; GT-v4: GT-v2 with collocated points merged.
τ = 1 τ = 2 τ = 3 τ = 4 τ = 5
GT 48.7s - - - -
GT-v1 20.2s 11.3s 9s 7.1s 6.7s
GT-v2 14.8s 10s 7.4s 6.2s 6.3s
GT-v3 20.9s 9.4s 5.3s 2.8s 1.5s
GT-v4 14.7s 8.2s 4.1s 2.6s 1.4s
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A.5 Worst complexity analysis
We compare the computational complexity of MS, WT and GT for one iteration of each method.
We denote the point cloud size by n, dimension by m and assume the maximum ε-neighborhood
size of each point by N for some ε > 0. For all methods, they need O(n2) operations to select
ε-neighborhoods of points. This cost is not dominating (as we will see in the sequel) and we ignore it
in the following analysis.
For MS, we need to first compute the Euclidean distance between each pair of points which costs
O(n2m). The updating process for each point needs O(Nm) operations and thus the point updating
process for all points costs O(nNm) in total. So the complexity of MS for one iteration is O(n2m+
nNm).
As for WT, it computes the Wasserstein distance between all pairs of points’ neighborhoods. For
once distance computation, the complexity is O(N3 logN) [AMO93, p. 472, Th. 12.2], and there
are C2n =
n(n−1)
2 pairs of points, leading to O(n
2) times of such distance computation. Then in total,
the complexity of WT for one iteration is O(n2(N3 logN)).
Now, we derive the complexity of GT for one iteration. As in the case of WT, there are also
O(n2) times of GT distance computation. For once distance computation, the determined cost
lies in two parts: one is the computation of covariance matrices Σ1 and Σ2, whose complexity
is O(Nm2); the other is the computation of tr
((
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
)
. For matrix multiplication, the
complexity is at most O(m3). The computation of square root of covariance matrix is solved by
eigen-decomposition, whose complexity is O(m3) [PCZ+98, DDH07]. Then, the computational
cost of tr
((
Σ
1
2
1 Σ2Σ
1
2
1
) 1
2
)
is O(m3). In total, the complexity of GT-Metric for one iteration is
O(n2(Nm2 +m3)).
In the end, we analyze the time complexity of GT with neighborhood mechanism, abbreviated by
GT-Neighborhood. We need to first compute the Euclidean distance between each pair of points
whose complexity is O(n2m). Since each point has at most N Euclidean neighborhood points, there
will be N times of GT distance computation. From above we know once GT distance computation
complexity is O(Nm2 +m3). Then for all points, the total cost will be O(n2m+nN(Nm2 +m3)).
The summary of complexity comparison is listed in Table 4.
Table 4: Complexity comparison.
MS WT GT GT-Neighborhood
Cost O(n2(Nm2 +m3)) O(n2(N3logN)) O(n2m+ nNm) O(n2m+ nN(Nm2 +m3))
Note that from Table 4, when N > m, the complexity order of four methods is MS < GT-
Neighborhood < GT < WT.
B Additional theorems and their proofs
B.1 Stability theorems
In this section, we always assume that (X, dX) is a compact subspace ofRm, i.e., dX is the underlying
Euclidean distance between points. We also assume that diam(X) ≤ D.
Explanation of the set Pc,Λf (X). The set Pc,Λf (X) is actually the intersection of Pcf (X) and
PΛf (X), where the former is the set of all α ∈ Pf (X) such that α(S) ≤ c · Lm(S) for any
measurable S and the latter is the set of all α ∈ Pf (X) such that
α
(
B
dX
r1
(x)
)
α
(
B
dX
r2
(x)
) ≤ ( r1r2)Λ for any
x ∈ X and r1 ≥ r2 > 0. Pcf (X) was used for proving a stability theorem for one type of local
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covariance matrices in [MMM20] (cf. Lemma B.4) whereas PΛf (X) was used in [MSW19] for
establishing stability theorems for WT and MS (cf. Lemma B.6).
Remark B.1. One drawback of the stability theorem (Theorem 3.1) is that it does not apply to
empirical measures, i.e., Pc,Λf (X) does not contain empirical measures. This fact is due to the
discontinuity of the truncation kernel inherent in the definition of m(ε)α,dX (·). However, if we utilize
a smooth kernel for computing local covariance matrices, we obtain a more general theorem (cf.
Theorem B.10) which applies to empirical measures.
Proof of Theorem 3.1. The proof is based on the following series of lemmas.
Lemma B.2. For symmetric positive semi-definite matrices A,B, we have
tr
(
A+B − 2
(
A
1
2BA
1
2
) 1
2
)
≤
∥∥∥A 12 −B 12 ∥∥∥2
F
,
where ‖·‖F is the Frobenius norm of matrices.
Proof of Lemma B.2. Expand the right hand side of the inequality we obtain∥∥∥A 12 −B 12 ∥∥∥2
F
=tr
(
A+B −A 12B 12 −B 12A 12
)
=tr
(
A+B − 2B 12A 12
)
Hence it suffices to prove
tr
((
A
1
2BA
1
2
) 1
2
)
≥ tr
(
B
1
2A
1
2
)
.
Let X = B
1
2A
1
2 , then
(
A
1
2BA
1
2
) 1
2
=
(
XTX
) 1
2 . If we denote the singular values of X as
{σi}i=1,··· ,m and the eigenvalues of X as {λi}i=1,··· ,m, then
tr
((
A
1
2BA
1
2
) 1
2
)
= tr
((
XTX
) 1
2
)
=
m∑
i=1
σi ≥
m∑
i=1
|λi|
≥ tr (X) = tr
(
B
1
2A
1
2
)
.
The first inequality follows directly from Theorem 2.3.6 in [Bha13].
Lemma B.3. For symmetric positive semi-definite matrices A,B with dimension m, we have∥∥∥A 12 −B 12 ∥∥∥2
F
≤ m ‖A−B‖F .
Proof of Lemma B.3. It’s shown in page 290 of [Bha13] that by using the operator norm ‖·‖ of
matrices one has ∥∥∥A 12 −B 12 ∥∥∥2 ≤ ‖A−B‖ .
By using the following relation for any m-dimensional matrix M (see page 7 of [Bha13])
‖M‖ ≤ ‖M‖F ≤
√
m ‖M‖ ,
we obtain ∥∥∥A 12 −B 12 ∥∥∥2
F
≤ m ‖A−B‖F .
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Denote by Σ˜(ε)α,dX (x) the matrix defined as follows:
1
εm νm
∫
B
dX
ε (x)
(y − x)⊗ (y − x) α(dy), (4)
where νm is the volume of the unit ball in Rm.
Then, we have the following result:
Lemma B.4 (Theorem 3 in [MMM20]). Assume α, β ∈ Pcf (X). Then, there is a constant A =
A(ε,m,D) such that
sup
x∈Rm
∥∥∥Σ˜(ε)α,dX (x)− Σ˜(ε)β,dX (x)∥∥∥F ≤ cA · dW,∞(α, β).
Note that Σ˜(ε)α,dX (x) is different from the local covariance matrix Σ
(ε)
α,dX
(x) defined in Section 3 of
the paper. To make use of Lemma B.4, we define another matrix as follows to mediate between the
two different matrices:
Σˆ(ε)α,dX (x) :=
∫
Rd
(y − x)⊗ (y − x) m(ε)α,dX (x)(dy).
Note that Σˆ(ε)α,dX (x) =
εm νm
α(B
dX
ε (x))
Σ˜(ε)α,dX (x) and Σˆ
(ε)
α,dX
(x) = Σ(ε)α,dX (x) + (µ
(ε)
α,dX
(x) − x) ⊗
(µ(ε)α,dX (x)− x).
Denote by ψΛ,D(ε) := min
(
1,
(
ε
D
)Λ)
, ΦΛ,ε(t) :=
((
1 + tε
)Λ − 1) + t and Φc,AΛ,D,ε(t) :=
εm νm cA
ψΛ,D(ε)
t + ε
2
ψ2Λ,D(ε)
ΦΛ,ε
(√
t
)
for t ≥ 0. Note that both ΦΛ,ε and Φc,AΛ,D,ε are increasing func-
tions with value 0 when the argument is 0.
Lemma B.5. Under the same assumptions as in Lemma B.4, we have that
sup
x∈Rm
∥∥∥Σˆ(ε)α,dX (x)− Σˆ(ε)β,dX (x)∥∥∥F ≤ Φc,AΛ,D,ε(dW,∞(α, β)).
Proof of Lemma B.5. For simplicity of notation, we denote αx := α(BdXε (x)) and βx :=
β(BdXε (x)). ∥∥∥Σˆ(ε)α,dX (x)− Σˆ(ε)β,dX (x)∥∥∥F
=εm νm
∥∥∥∥∥ Σ˜
(ε)
α,dX
(x)
α(Bε(x))
− Σ˜
(ε)
β,dX
(x)
β(Bε(x))
∥∥∥∥∥
F
=
εm νm
αx βx
∥∥∥Σ˜(ε)α,dX (x)βx − Σ˜(ε)β,dX (x)αx∥∥∥F
≤ ε
m νm
αx
∥∥∥Σ˜(ε)α,dX (x)− Σ˜(ε)β,dX (x)∥∥∥F︸ ︷︷ ︸
T1
+
εm νm
αx βx
|αx − βx|
∥∥∥Σ˜(ε)β,dX (x)∥∥∥F︸ ︷︷ ︸
T2
By Remark 4.1 in [MSW19], we have that αx, βx ≥ ψΛ,D(ε). Hence, together with Lemma B.4, we
have
T1 ≤ ε
m νm cA
ψΛ,D(ε)
dW,∞(α, β).
To estimate |αx−βx|, we introduce the so-called Prokhorov distance dP [GS+84] between probability
measures, which is defined by
dP(α, β) := inf{η : α(A) ≤ β(Aη) + η}.
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Though seemingly asymmetric, dP is a symmetric metric on Pf (X) and as a consequence, the roles
of α and β in the definition are interchangeable.
Without loss of generality, we assume that βx ≥ αx. Let ξ := dP(α, β). Then,
β(BdXε (x))− α(BdXε (x))
≤α ((BdXε (x))ξ)+ ξ − α(BdXε (x))
≤α(BdXε (x))
α
(
BdXε+ξ(x)
)
α(BdXε (x))
− 1
+ ξ
≤
((
1 +
ξ
ε
)Λ
− 1
)
+ ξ = ΦΛ,ε(ξ)
≤ΦΛ,ε
(√
dW,1(α, β)
)
≤ ΦΛ,ε
(√
dW,∞(α, β)
)
.
Since ΦΛ,ε is increasing, the second to last inequality follows from the fact that (dP)2 ≤ dW,1
[GS02] and the last inequality follows from the fact that dW,p ≤ dW,q whenever 1 ≤ p ≤ q ≤ ∞
[GS+84].
Since y is constructed in BdXε (x) in Equation (4), we have ‖y − x‖ ≤ ε and thus
∥∥∥Σ˜(ε)β,dX (x)∥∥∥F ≤
ε2
εmνm
. Therefore,
T2 ≤ ε
2
ψ2Λ,D(ε)
ΦΛ,ε
(√
dW,∞(α, β)
)
.
Hence, T1 + T2 ≤ Φc,AΛ,D,ε(dW,∞(α, β))
In [MSW19], the authors provide a stability theorem for MS with respect to probability measures in
PΛf (X). Denote ΨΛ,D,ε(t) := tψΛ,D(ε) +
[(
1 + tε
)Λ − 1] for t ≥ 0.
Lemma B.6 (Theorem 4.6 in [MSW19]). Assume α, β ∈ PΛf (X). Then,
sup
x∈X
∥∥∥µ(ε)α,dX (x)− µ(ε)β,dX (x)∥∥∥
≤(1 + 2ε) ΦΛ,D,ε
(√
dW,1(α, β)
)
.
Now we are ready to establish a key lemma for proving Theorem 3.1. Denote by Ψc,AΛ,D,ε(t) :=
Φc,AΛ,D,ε(t) + 2ε(1 + 2ε)ΦΛ,D,ε
(√
t
)
for t ≥ 0. It is easy to see that Ψc,AΛ,D,ε is an increasing function
such that Ψc,AΛ,D,ε(0) = 0.
Lemma B.7. Assume α, β ∈ Pc,Λf (X). Then,
sup
x∈Rm
∥∥∥Σ(ε)α,dX (x)− Σ(ε)β,dX (x)∥∥∥F ≤ Ψc,AΛ,D,ε(dW,∞(α, β)).
Proof. For simplicity of notation, we let µα := µ
(ε)
α,dX
(x) and µβ := µ
(ε)
β,dX
(x).∥∥∥Σ(ε)α,dX (x)− Σ(ε)β,dX (x)∥∥∥F
≤
∥∥∥Σˆ(ε)α,dX (x)− Σˆ(ε)β,dX (x)∥∥∥F
+
∥∥∥(µα − x)⊗2 − (µβ − x)⊗2∥∥∥
F
≤Φc,AΛ,D,ε(dW,∞(α, β)) + ‖(µα − x)⊗ (µα − µβ)‖F
+ ‖(µα − µβ)⊗ (µβ − x)‖F
≤Φc,AΛ,D,ε(dW,∞(α, β)) + 2ε ‖µα − µβ‖ .
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By Lemma B.6, we obtain∥∥∥Σ(ε)α,dX (x)− Σ(ε)β,dX (x)∥∥∥F ≤ Φc,AΛ,D,ε(dW,∞(α, β))
+2ε(1 + 2ε)ΦΛ,D,ε
(√
dW,1(α, β)
)
≤Ψc,AΛ,D,ε(dW,∞(α, β)).
We use the fact that dW,1 ≤ dW,∞ again in the last inequality.
Proof of Theorem 3.1. For any x ∈ X , one has
dW,2
(
γ(ε,λ)α,dX (x), γ
(ε,λ)
β,dX
(x)
)
=
√
λ d2cov
(
Σ(ε)α,dX (x),Σ
(ε)
β,dX
(x)
)
≤
√
λ
∥∥∥∥(Σ(ε)α,dX (x)) 12 − (Σ(ε)β,dX (x)) 12 ∥∥∥∥
F
≤
√
mλ
∥∥∥Σ(ε)α,dX (x)− Σ(ε)β,dX (x)∥∥∥ 12F
≤
√
mλΨc,AΛ,D,ε(dW,∞(α, β)).
The first inequality follows from Lemma B.2. The second inequality follows from Lemma B.3. The
last inequality follows from Lemma B.7.
Now, for any x, x′ ∈ X , one has∣∣∣d(ε,λ)α,dX (x, x′)− d(ε,λ)β,dX (x, x′)∣∣∣
=
∣∣dW,2(γ(ε,λ)α,dX (x), γ(ε,λ)α,dX (x′))− dW,2(γ(ε,λ)α,dX (x), γ(ε,λ)β,dX (x′))
+dW,2(γ
(ε,λ)
α,dX
(x), γ(ε,λ)β,dX (x
′))− dW,2(γ(ε,λ)β,dX (x), γ
(ε,λ)
β,dX
(x′))
∣∣
≤dW,2(γ(ε,λ)α,dX (x′), γ
(ε,λ)
β,dX
(x)) + dW,2(γ
(ε,λ)
α,dX
(x), γ(ε,λ)β,dX (x))
≤2
√
mλΨc,AΛ,D,ε(dW,∞(α, β)).
Smooth kernels. As mentioned in Remark B.1, if we compute local covariance matrices via
a smooth kernel, we would obtain a more general stability theorem. The following definition
characterizes the requirements of a smooth kernel.
Definition 4. Let f : [0,∞)→ (0,∞) be a bounded and differentiable function such that:
1. Mm :=
∫∞
0
r
m
2 −1f(r) dr <∞.
2. There exists C > 0 such that rf(r) ≤ C, ∀r ∈ [0,∞).
3. There exists L > 0 such that |f ′(r)| ≤ L and r 32 |f ′(r)| ≤ L for r ∈ [0,∞).
Then, we define the multiscale smooth kernel K : Rm × Rm × (0,∞)→ R associated with f by
K(x, y, ε) :=
1
Cm(ε)
f
(
‖y − x‖2
ε2
)
,
where Cm(ε) := 12ε
mMmωm−1 and ωm−1 is the surface area of the unit sphere Sm−1.
Remark B.8. The definition is a combination of Definition 2, assumptions of Theorem 1 in [MMM20]
and assumptions of Remark 4.4 in [MSW19].
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Now we define the GT distance with respect to the smooth kernels and state our main result as
follows.
The mean of α at x ∈ X with respect to K is defined as follows:
µ(ε)α,K(x) :=
∫
Rm y K(x, y, ε)α(dy)∫
Rm K(x, y, ε)α(dy)
. (5)
The local covariance Σ(ε)α,K(x) of α generated through K is defined by the following matrix:∫
Rm
(
y − µ(ε)α,K(x)
)
⊗
(
y − µ(ε)α,K(x)
)
K(x, y, ε)α(dy)∫
Rm K(x, y, ε)α(dy)
.
Remark B.9. In all the integrals above, the domain of integration Rm can be replaced by X since α
is supported on X .
Then, with respect to a smooth kernel K we define the GT distance d(ε,λ)α,K (x, x
′) between x, x′ ∈ X
by the following quantity(
‖x− x′‖2 + λ · d2cov
(
Σ(ε)α,K(x),Σ
(ε)
α,K(x
′)
)) 1
2
. (6)
Theorem B.10 (Stability of GT for smooth kernels). There exists a positive constant Z > 0 such
that for α, β ∈ Pf (X), we have∥∥∥d(ε,λ)α,K − d(ε,λ)β,K ∥∥∥∞ ≤ 2
√
mλZ dW,1(α, β).
The proof of the theorem is based on the following series of lemmas.
Lemma B.11 (Remark 4.4 in [MSW19]). Fix any compact metric space Y (not necessarily Eu-
clidean) and C > 0. If g : [0,∞)→ (0,∞) is C-Lipschitz, then there exist positive constants U and
V depending only on g and Y such that
dW,1(m
g
α(y),m
g
β(y)) ≤
2C diam(Y ) + V
U
dW,1(α, β),
where y ∈ Y and the probability measures at the left hand side are defined by
mgα(y)(A) :=
∫
A
g(d(y, z))α(dz)∫
Y
g(d(y, z))α(dz)
,
for any measurable set A ⊂ Y .
Remark B.12. Notice that in the definition of mgα(·), we only used the restriction of g on
[0,diam(Y )]. So the result still holds true assuming g is a Lipschitz function from [0,diam(Y )] to
(0,∞).
Lemma B.13. Let C = C(ε, L,D) := 2LDε2 . There exist positive constants U and V depending only
on f and X such that ∥∥∥µ(ε)α,K(x)− µ(ε)β,K(x)∥∥∥ ≤ 2CD + VU dW,1(α, β).
Proof. Let g(t) := f
(
t2
ε2
)
and Y = X . Then, we have that µ(ε)α,K(x) = mean (m
g
α(x)). Since
g′(t) = 2tε2 f
′
(
t2
ε2
)
, we have that |g′(t)| ≤ 2LDε2 for all t ∈ [0, D], which implies that g is 2LDε2 -
Lipschitz on [0, D]. Then, by Lemma B.11 and Remark B.12, we have that
dW,1
(
mgα(x),m
g
β(x)
)
≤ 2CD + V
U
dW,1(α, β),
where U, V are positive constants depending on f and X . Then, by a standard result in Euclidean
space [RTG98], we have that∥∥∥µ(ε)α,K(x)− µ(ε)β,K(x)∥∥∥ ≤ dW,1 (mgα(x),mgβ(x))
≤ 2CD + V
U
dW,1(α, β).
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Denote by Σ˜(ε)α,K(x) the following matrix:∫
Rm
(y − x)⊗ (y − x)K(x, y, ε)α(dy). (7)
Lemma B.14 (Theorem 1 in [MMM20]). There exists a constant Af > 0 only depending on f such
that for any α, β ∈ Pf (X), we have∥∥∥Σ˜(ε)α,K(x)− Σ˜(ε)β,K(x)∥∥∥
F
≤ Af dW,1(α, β).
Lemma B.15. There exists a positive constant Z depending on f, ε,D and X such that for any
α, β ∈ Pf (X) ∥∥∥Σ(ε)α,K(x)− Σ(ε)β,K(x)∥∥∥
F
≤ Z dW,1(α, β).
Proof. To simplify our notations, denote Mα :=
∫
X
K(x, y, ε)α(dy), µα := µεα,K(x), Σα :=
Σ(ε)α,K(x) and Σ˜α := Σ˜
(ε)
α,K(x). Note that Σα =
Σ˜α
Mα
− (µα − x)⊗ (µα − x). Then,
‖Σα − Σβ‖F ≤
∥∥∥∥ 1Mα Σ˜α − 1Mβ Σ˜β
∥∥∥∥
F
+
∥∥∥(µα − x)⊗2 − (µβ − x)⊗2∥∥∥
≤ 1
Mα
∥∥∥Σ˜α − Σ˜β∥∥∥
F︸ ︷︷ ︸
T1
+
|Mα −Mβ |
MαMβ
∥∥∥Σ˜β∥∥∥
F︸ ︷︷ ︸
T2
+ ‖µα − µβ‖ (‖µα − x‖+ ‖µβ − x‖)︸ ︷︷ ︸
T3
Since f is continuous and positive by assumption, there exists W = W (ε,D) > 0 such that
for any t ∈
[
0, D
2
ε2
]
, f(t) ≥ W . Hence, Mα ≥ W . Then, by Lemma B.14, we have that
T1 ≤ AfW dW,1(α, β).
Since f is L-Lipschitz, we have that for a y1, y2 ∈ X ,
|K(x, y1, ε)−K(x, y2, ε)|
=
1
Cm(ε)
∣∣∣∣∣f
(
‖y1 − x‖2
ε2
)
− f
(
‖y2 − x‖2
ε2
)∣∣∣∣∣
≤ L
ε2 Cm(ε)
∣∣∣‖y1 − x‖2 − ‖y2 − x‖2∣∣∣
=
L
ε2 Cm(ε)
‖y1 − y2‖ ‖2x− y1 − y2‖
≤ 2LD
ε2 Cm(ε)
‖y1 − y2‖ .
So K(x, ·, ε) is a 2LDε2 Cm(ε) -Lipschitz function on X . Then, by the Kantorovich duality (see for
example Remark 6.5 in [Vil08]), we have
|Mα −Mβ | =
∣∣∣∣∫
X
K(x, y, ε)α(dy)−
∫
X
K(x, y, ε)β(dy)
∣∣∣∣
≤ 2LD
ε2 Cm(ε)
dW,1(α, β).
As for 1Mβ
∥∥∥Σ˜β∥∥∥
F
, we know from Equation (7) and Remark B.9 that∥∥∥Σ˜β∥∥∥
F
Mβ
≤
∫
X
∥∥∥(y − x)⊗2∥∥∥
F
K(x, y, ε)β(dy)∫
X
K(x, y, ε)β(dy)
≤ D2.
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Thus, T2 ≤ 2LD3ε2 Cm(ε)W dW,1(α, β).
As for T3, we first have by Lemma B.13 that
‖µα − µβ‖ ≤ 2CD + V
U
dW,1(α, β).
Then, by Equation (5) and Remark B.9, we have that
‖µα − x‖ =
∥∥∥∥
∫
X
(y − x)K(x, y, ε)α(dy)∫
X
K(x, y, ε)α(dy)
∥∥∥∥
≤
∫
X
‖y − x‖ K(x, y, ε)α(dy)∫
X
K(x, y, ε)α(dy)
≤ D.
Hence, T3 ≤ 2D(2CD+V )U dW,1(α, β).
By adding up the three inequalities regarding upper bounds of T1, T2 and T3, we conclude the
proof.
Then, based on Lemma B.15, with a similar proof as the one for Theorem 3.1, we obtain the stability
theorem (Theorem B.10)
B.2 Comparing WT and GT on line segments (proof of Proposition 3.2)
𝜃
𝑙2
𝑙1
𝑇
Figure 8: Illustration of the linear map T from l1 to l2.
Proof. Since xi is the mean of αi for i = 1, 2, the leftmost inequality in the statement of the
proposition follows directly from Remark A.1.
We now compute dW,2(γ1, γ2) explicitly. Without loss of generality, we assume l1 is parametrized
by l1(t) = (t · s1, 0) and l2 is parametrized by l2(t) = (a0 + t · s2 cos θ, b0 + t · s2 sin θ) for
t ∈ [0, 1]. Then, x1 =
(
s1
2 , 0
)
, x2 =
(
a0 +
s2 cos θ
2 , b0 +
s2 sin θ
2
)
, Σ1 =
(
s21
12 0
0 0
)
and Σ2 =(
s22
12 (cos θ)
2 s
2
2
12 sin θ cos θ
s22
12 sin θ cos θ
s22
12 (sin θ)
2
)
. Then, by definition of dcov in Section 2, it is easy to check that
d2cov(Σ1,Σ2) =
s21
12
+
s22
12
− s1s2
6
cos θ.
Therefore,
d2W,2(γ1, γ2) = ‖x1 − x2‖2 + d2cov(Σ1,Σ2)
=
s21
3
+
s22
3
− 2s1s2 cos θ
3
+a20 + b
2
0 + a0s2 cos θ + b0s2 sin θ − a0s1.
Next we compute dW,2(α1, α2). Consider a linear map T : l1 → l2 defined by taking l1(t) to l2(t).
See Figure 8 for an illustration. Then, it is easy to check that T#α1 = α2. This gives rise to a
22
transport plan pi = (Id× T )#α1 ∈ Π(α1, α2), where Id : l1 → l1 is the identity map on l1. Then,
d2W,2(α1, α2) ≤
∫
(x,x′)∈l1×l2
‖x− x′‖2 dpi(x× x′)
=
∫
x∈l1
‖x− T (x)‖2 dα1(x)
=
∫ 1
0
|a0 + ts2 cos θ − ts1|2 + |b0 + ts2 sin θ|2 dt
=
s21
3
+
s22
3
− 2s1s2 cos θ
3
+ a20 + b
2
0 + a0s2 cos θ + b0s2 sin θ − a0s1
= d2W,2(γ1, γ2).
By Remark A.1, we know dW,2(α1, α2) ≥ dW,2(γ1, γ2) and thus dW,2(α1, α2) = dW,2(γ1, γ2)
B.3 Anisotropic neighborhood (proof of Theorem 3.4)
Proof. When the dimension m = 1, we have
µ(ε)α,dX (x0) =
∫ ε
−ε(x0 + z)f(x0 + z)dz∫ ε
−ε f(x0 + z)dz
,
and
Σ(ε)α (x0) =
∫ ε
−ε
(
z + x0 − µ(ε)α,dX (x0)
)2
f(z + x0)dz∫ ε
−ε f(x0 + z)dz
.
By replacing f(x0 + z) with its Taylor expansion around x0, we obtain
Σ(ε)α (x0) =
1
3
ε2 +
−5(f ′(x0))2 + 2f(x0)f ′′(x0)
45f(x0)2
ε4 +O(ε6)
=
ε2
3
(1 + h(x0)ε
2 +O(ε4)),
where h(x0) =
−5(f ′(x0))2+2f(x0)f ′′(x0)
9f(x0)2
. Since d = 1, for any x1 ∈ Bε(x0), we have
d2cov(Σ
(ε)
α (x0),Σ
(ε)
α (x1)) =
∣∣∣∣√Σ(ε)α (x0)−√Σ(ε)α (x1)∣∣∣∣2 (8)
=
(
h(x0)− h(x1)
2
√
3
ε3 +O(ε5)
)2
(9)
=
(h′(x0))2
12
ε6 ‖x0 − x1‖2 +O(ε9), (10)
where the first equality holds since m = 1 and the last equality follows from the Taylor expansion of
h at x0 and ‖x0 − x1‖ ≤ ε.
So, if x1 ∈ Bλ,αε (x0), we have
ε2 ≥ ‖x0 − x1‖2 + ε−6d2cov(Σ(ε)α (x0),Σ(ε)α (x1)) (11)
=
(
1 +
(h′(x0))2
12
)
‖x0 − x1‖2 +O(ε3), (12)
Let x1 = x0 + aε, then we have |a| ≤
√
12
12+(h′(x0))2
=: a0 by discarding the higher order term.
This implies that Bλ,αε (x0) is approximately a Euclidean ball Ba0ε(x0). More precisely, consider any
decreasing sequence {εn}∞n=1 approaching 0 and a ∈ R such that |a| < a0. Define xn := x0 + aεn.
Then, when n is large enough, we have
|a|2 +O(εn) ≤ a20.
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This implies by inequality (12) that xn ∈ Bλ,αεn (x0) when n is large enough, which shows
x0 + a ∈ 1εnBλ,αεn (x0). Hence, (Ba0(x0))◦ ⊂ lim supn→∞ 1εnBλ,αεn (x0). Thus, Ba0(x0) ⊂
lim supn→∞
1
εn
Bλ,αεn (x0). Conversely, suppose x ∈ lim supn→∞ 1εnBλ,αεn (x0), then for n large
enough, there exists xn ∈ Bλ,αεn (x0) such that x = x0 + 1εn (xn − x0). By inequality (12), we have
that
∥∥∥ 1εn (xn − x0)∥∥∥2 +O(εn) ≤ a20. Therefore,
‖x− x0‖ =
∥∥∥∥ 1εn (xn − x0)
∥∥∥∥ = limn→∞
∥∥∥∥ 1εn (xn − x0)
∥∥∥∥ ≤ a0.
Thus, x ∈ Ba0(x0) and lim supn→∞ 1εnBλ,αεn (x0) ⊂ Ba0(x0). Thus lim supn→∞ 1εnB
λ,α
εn (x0) =
Ba0(x0). Since the sequence {εn}∞n=1 is arbitrary, we conclude that lim supε→0 1εBλ,αε (x0) =
Ba0(x0).
When m > 1, there is no formula analogous to Equation (8) that helps simplify the computation of
the Taylor expansion of dcov, yet through a direct and tedious calculation, we are able to compute
the Taylor expansion of dcov around x0 and show that there exists an m-dimensional PSD matrix
function H(x0) (which boils down to
(h′(x0))2
12 when m = 1) depending only on f such that for
x1 ∈ Bλ,αε (x0) we have
(x1 − x0)T(Im +H(x0))(x1 − x0) +O(ε3) ≤ ε2,
where Im is the m-dimensional identity matrix. Write again x1 = x0 + aε for some vector a ∈ Rm.
By discarding the higher order term, we have
aT(Im +H(x0))a ≤ 1.
A similar argument as in the 1-dimensional case indicates that lim supε→0
1
εB
λ,α
ε (x0) = {x0 + a :
aT(Im +H(x0))a ≤ 1}, which is an ellipsoid centered at x0.
B.4 A new trace formula (proof of Theorem 4.1)
Proof of Theorem 4.1. The main idea is to prove that AB and A
1
2BA
1
2 share the same spectrum. In
the course of proving the theorem, we found a discussion website [Mat] where user Ahmad Bazzi
proved the fact for another purpose. In the following, we present our original proof which is different
from the one by Ahmad Bazzi.
The case when one of the matrices is invertible is trivial and we found it mentioned in [BGJ19].
Without loss of generality assume A is invertible. Then, we have AB = A
1
2 ·A 12BA 12 ·A− 12 , which
implies that AB and A
1
2BA
1
2 are similar to each other and thus they share the same spectrum. Thus,
the sum of square root of eigenvalues ofAB counted with multiplicity is the same as the sum of square
root of eigenvalues of A
1
2BA
1
2 counted with multiplicity, which is exactly tr
((
A
1
2BA
1
2
) 1
2
)
.
Now suppose A is singular. If B is invertible, then similarly we have that B
1
2AB
1
2 and AB are
similar and everything else follows from the fact that tr
((
A
1
2BA
1
2
) 1
2
)
= tr
((
B
1
2AB
1
2
) 1
2
)
.
If B is also singular, let Bt = tI +B where t ≥ 0 and I is the n-dimensional identity matrix. Bt is
then positive definite and thus invertible when t > 0. Then, by previous analysis, A
1
2BtA
1
2 and ABt
share the same spectrum for all t > 0. Since A
1
2BtA
1
2 = tA+A
1
2BA
1
2 and ABt = tA+AB, by
continuity of eigenvalues, we conclude that A
1
2BA
1
2 and AB share the same spectrum by letting t
going to 0. Therefore, tr
((
A
1
2BA
1
2
) 1
2
)
= tr
(
(AB)
1
2
)
.
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C Details about implementations
C.1 T-junction clustering
In this experiment, we compare the clustering results for the first 2 iterations based on GT with those
of MS, WT2 and WT1 on the T-junction dataset. The results are shown in Figure (9).
MS GT-λ-1 GT-λ-5 WT2 WT1
(a) 2D and 3D MDS at τ = 1
MS GT-λ-1
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(b) Dendrograms at τ = 1
MS GT-λ-1 GT-λ-5 WT2 WT1
(c) 2D and 3D MDS at τ = 2
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(d) Dendrograms at τ = 2
Figure 9: T-junction clustering. (a): The first column shows the updated point cloud based on
MS after 1 iteration; the next four columns shows the 2D and 3D MDS plots of distance matrices
based on GT with λ=1, GT with λ=5, WT2 and WT1 after 1 iteration, respectively. Different colors
in (a) represent different clusters, which are obtained by slicing the dendrograms illustrated in (b).
(b): The five columns demonstrate the clustering dendrograms using methods in (a). (c): The first
column shows the updated point cloud based on MS after 2 iterations; the next four columns shows
the 2D and 3D MDS plots of distance matrices based on GT with λ=1, GT with λ=5, WT2 and WT1
after 2 iterations, respectively. Different colors in (c) represent different clusters, which are obtained
by slicing the dendrograms illustrated in (d). (d): The five columns demonstrate the clustering
dendrograms using methods in (c).
C.2 Ameliorating the chaining effect
In this experiment, we examine how data geometry influences the performance of GT, MS, WT2 and
WT1 on ameliorating the chaining effect. The results are shown in Figure (10). Note that GT with
λ = 5 generates clearly better clustering results when e = 1/0.2 than other methods.
C.3 Denoising of a spiral
In this example, we analyze a spiral composed of 600 points lying in the square [−30, 30]2 together
with 150 outliers (following the uniform distribution). We compare the performance of MS, GT, WT2
and WT1 in the course of 4 iterations. Results are shown in Figure 11. We see that GT both absorbs
outliers faster and resolves the spiral shape with better quality than MS, WT2 and WT1 do.
C.4 Denoising of concentric circles
In this example, we analyze a dataset composed of two concentric circles with random perturbations
on points by small values. Each circle has 250 points lying in the square [−2, 2]2. We compare the
performance of MS, GT, WT2 and WT1 in the course of 4 iterations. Results are shown in Figure 12.
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(e) WT1
Figure 10: Chaining effect: influence of geometry. For each subgraph, each (dumbbell-shape) point
cloud represents the result after applying the linear transformation T with eccentricity e to the original
dataset (e = 1). All the corresponding dendrograms have the same x-axis limit.
C.5 Denoising of a noisy circle
In this example, we analyze a noisy circle composed of 200 points uniformly spaced on the circle
lying in the square [−1, 1]2 together with 500 noisy points (following the uniform distribution). We
compare the performance of MS, GT, WT2 and WT1 in the course of 4 iterations. Results are shown
in Figure 13. We see that all methods clean the noisy points to some extent and WT2 has the best
performance that it absorbs all points within the circle after the fourth iteration. GT with λ = 1 has
similar performance as MS and WT. After the fourth iteration, GT with λ = 10 better absorbs noisy
points within the circle than GT with λ = 1.
26
τ = 0 τ = 1 τ = 2 τ = 3 τ = 4
(a) MS
(b) GT-λ-1
(c) WT2
(d) WT1
Figure 11: Denoising of a spiral with outliers.
τ = 0 τ = 1 τ = 2 τ = 3 τ = 4
(a) MS
(b) GT-λ-2.5
(c) WT2
(d) WT1
Figure 12: Denoising of concentric circles.
C.6 Details about implementation of GT for image segmentation
There are multiple variants of MS for image segmentation. We follow the implementation in [Dem19],
where in each iteration, the (εs, εr)-neighborhood of T (x) = (T s(x), T r(x)) is defined to be the set
of all pixels y = (ys, yr) such that ‖ys − xs‖ ≤ εs and ‖yr − T r(x)‖ ≤ εr (note that the εs-spatial
neighborhood of T (x) is always the same as the one of x through iterations because of the first
inequality). We adapt our GT algorithm according to this modified version of MS and use a variant
(cf. Equation (13)) below of Equation (1) to compute the GT distance such that when λ = 0, our GT
algorithm boils down to the MS based algorithm of [Dem19].
We implement GT for image segmentation through the following precise procedures:
1. Initialization:
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(a) MS
(b) GT-λ-1
(c) GT-λ-10
(d) WT2
(e) WT1
Figure 13: Denoising of a noisy circle. In each iteration, we use a fixed radius ε = 0.7. We apply GT
with λ = 10.
(a) transfer pixels into 5-dimensional feature points xi = (xsi , x
r
i );
(b) specify spatial and range bandwidth parameters εs and εr.
(c) compute the 2-dimensional covariance matrix Σ(xsi ) of the (εs, εr)-neighborhood of
xi using only spatial features.
2. Associate a cluster point T (xi) = (T s(xi), T r(xi)) to every pixel xi, and initialize it to be
(xsi , x
r
i ). Repeat the following steps for each i until T (xi) converges:
(a) for each xj within the (εs, εr)-neighborhood of T (xi) (i.e., ‖xsj − xsi‖ ≤ εs and
‖xrj − T r(xi)‖ ≤ εr), we compute via the following formula a variant of GT distance
between the spatial features of xj and T (xi), denoted by d
(ε,λ)
α,ds
(xsj , T
s(xi)) where ds
refers to the Euclidean distance on spatial features:(∥∥xsi − xsj∥∥2 + λ · d2cov (Σ(xsj),Σ(T s(xi)))) 12 . (13)
This is slightly different from Equation (1) that we use fixed xsi for the Euclidean part
and T s(xi) for the dcov part in the iteration to be comparable with MS, i.e., when
λ = 0, it reduces to the MS implementation.
(b) determine the (εs, εr)-GT-neighborhood of T (xi), which consists of all pixels xj
satisfying d(ε,λ)α,ds(x
s
j , T
s(xi)) ≤ εs and ‖T r(xi)− xrj‖ ≤ εr;
(c) update T (xi) with the mean of the neighborhood and compute the 2-dimensional
covariance matrix Σ(T s(xi)) of the (εs, εr)-GT-neighborhood of T (xi) using spatial
features.
3. Identify clusters of convergence points T (xi): we construct a graph taking all conver-
gence points as vertices. We connect T (xi) with T (xj) with an edge if and only if
‖T s(xi)− T s(xj)‖ ≤ εs and ‖T r(xi)− T r(xj)‖ ≤ εr. Then, each connected com-
ponent of the graph forms a cluster of the set of convergence points. Finally, we cluster
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the set of all pixels such that xi and xj belong to the same cluster if and only if T (xi) and
T (xj) belong to the same cluster.
We apply GT and MS to image segmentation task on cameraman images with different resolutions.
The results are shown in Figure (14). When the image is of high resolution (Figure (14a)), GT
performs as well as MS. When the image is of low resolution (Figure (14d)), we see that GT generates
a reasonably better segmentation than MS does.
A
B
C
D
(a) Test image1 (b) MS (c) GT
A
B
E
F
C
D
(d) Test image2 (e) MS (f) GT
Figure 14: Image segmentation. (a) Test image1 (cameraman 256 × 256 grayscale). (b) MS
segmentation with εs = 8 and εr = 8. (c) GT segmentation with εs = 8, εr = 8, λ = 4.8. (d) Test
image2 (cameraman 128 × 128 grayscale). (e) MS segmentation with εs = 6 and εr = 6. (f) GT
segmentation with εs = 6, εr = 6, λ = 5. Check differences between GT and MS results at the
labeled areas in test images.
C.7 Details about word embeddings
In this section, we provide details about our implementation of GT for word embeddings. We do
not compare our results with MS because we consider that MS is not applicable. In NLP, one
compares words by comparing their contexts. We found that the Euclidean mean associated to context
neighborhood of a word does not well represent the word itself. Indeed, we observe in practice that
the Euclidean means of most neighborhoods selected from corpus contexts are concentrated around
a point, and it also deteriorates the performance of the original word embedding. We also do not
compare WT with GT in this experiment since WT is not commensurable with GT: in our following
implementation, we modify our GT construction by replacing the original covariance matrix (cf.
Equation (3)) with the covariation around each given word vector (cf. Equation (14)).
C.7.1 Open-source pre-trained word embeddings
There are many open-source embeddings 1 2 which have been pre-trained on very large and rich
corpora (such as wikipedia) and could potentially be directly applied to a given task. In this
experiment, we use the GloVe embeddings pre-trained on Wikipedia2014 and Gigaword 5.
C.7.2 GT for word embeddings
As mentioned in Section 5 of the main text, we regard cC(w) as the neighborhood of a given word w,
where cC(w) is the collection of all words in the corpus C that are found in the context of w with a
given window size W . To apply GT, we compute the covariance for each cC(w) as follows according
to the empirical covariance3 in [VM14]:
Σw =
1
|cC(w)|
∑
i∈cC(w)
(cC(w)i − w)(cC(w)i − w)T, (14)
where cC(w)i denotes the ith context word for w in cC(w). If there are no context words for w, we
set Σw = 0. Then the GT distance between any pair of words w1, w2 ∈ C is computed as follows:
d(W,λ)‖·‖ (w1, w2) =
√
‖w1 − w2‖2 + λ d2cov(Σw1 ,Σw2). (15)
1https://nlp.stanford.edu/projects/glove/
2https://gluon-nlp.mxnet.io/model_zoo/bert
3Strictly speaking, Σw is not the covariance matrix of cC(w) but instead the covariation of points in cC(w)
around w.
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In practice, we only compute the GT distance between pairs occurring in the evaluation datasets
mentioned in Section C.7.3 below. We use −d(W,λ)‖·‖ (w1, w2) as the similarity between two words w1
and w2 (note the minus sign).
C.7.3 Experiment details
We use the pre-computed GloVe embeddings Ω : Dict→ Rm and for each word w ∈ Dict, we abuse
notation and also use w to represent the embedding Ω(w). We normalize the data set such that each
word w ∈ Dict has magnitude ‖w‖ = 1. We choose corpus text8 4 to be C to retrieve context words
for a given word. We preprocess the corpus text8 in two steps: (1) we drop those rare words whose
occurrence frequencies are fewer than 5; (2) we drop frequent words with a probability following
the strategy proposed in [MSC+13] that the more frequently that a word appears in the corpus, the
higher probability that the word will be discarded. We then apply GT and train GloVe Embeddings
(GloVe*text8) [PSM14] and Word2Vec (W2V*text8) [MSC+13] on the preprocessed corpus text8.
We evaluate the embeddings on 13 different standard word similarity benchmarks: MC-30 [MC91],
MEN-TR-3k [BTB14], MTurk-287 [RAGM11], MTurk-771 [HDGK12], RG-65 [RG65], RW-
STANFORD [LSM13], SIMPLEX-999 [HRK15], SimVerb-3500 [GVH+16], VERB-143 [BRK14],
WS-353 [FGM+01], WS-YP-130 [YP06].
In these benchmarks, similarity scores between certain pairs of words are provided. We refer to them
as human similarity scores. Then, we calculate the Spearman rank correlation coefficient [Spe61]
between the human similarity scores and the similarity scores on the word pairs for all embeddings
described above.
In table 5, for each evaluation dataset, we compare the Spearman rank correlation coefficients
corresponding to GloVe+GT, GloVe, GloVe*text8 and W2V*text8. We observe the following:
GloVe+GT outperforms GloVe in most of the evaluation datasets, and has comparable performance
on the remaining datasets. Moreover, GloVe+GT outperforms models GloVe*text8 and W2V*text8
trained specifically on text8 in most evaluation datasets.
We also compare the similarity scores of GloVe+GT with the ones given by Elliptical Embeddings
(Ell) [MC18] and Diagonal Gaussian Embeddings (W2G) [VM14] trained on larger corpora ukWaC
and WaCkypedia. Ell and W2G models require training high dimensional parameters and might not
be suitable for small corpora such as text8. Note that, the performance of GloVe+GT based on a small
corpus text8 is comparable with the performance of Ell and W2G trained on a much larger corpus.
Our experiments show the effectiveness of applying GT to improve the performance of pre-trained
embeddings.
4http://mattmahoney.net/dc/text8.zip
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Table 5: Spearman correlation for word similarity datasets. Column “GloVe" and column
“GloVe+GT" are the same as the corresponding columns in Table 2 of the main paper. “GloVe*text8"
represents the embeddings trained on text8 using the GloVe model, “W2V*text8" represents the
embeddings trained on text8 using the Word2Vec model, “Ell" represents the embeddings trained on
ukWaC and WaCkypedia using the Elliptical Embeddings model (result is directly from [MC18]),
“W2G" represents the embeddings trained on ukWaC and WaCkypedia using the Diagonal Gaussian
Embeddings model (result is directly from [MC18]).
Dataset GloVe GloVe*text8 W2V*text8 GloVe+GT Ell W2G
MC-30 0.56 0.34 0.57 0.67 0.65 0.59
MEN-TR-3k 0.65 0.37 0.59 0.65 0.65 0.65
MTurk-287 0.61 0.49 0.61 0.62 0.59 0.61
MTurk-771 0.55 0.36 0.50 0.56 0.56 0.57
RG-65 0.60 0.33 0.56 0.62 0.65 0.69
RW-STANFORD 0.34 0.20 0.25 0.38 0.29 0.40
SIMLEX-999 0.26 0.13 0.22 0.27 0.24 0.25
SimVerb-3500 0.15 0.07 0.08 0.14 - -
VERB-143 0.25 0.28 0.32 0.24 - -
WS-353-ALL 0.49 0.43 0.62 0.51 0.66 0.53
WS-353-REL 0.46 0.41 0.59 0.47 0.71 0.61
WS-353-SIM 0.57 0.51 0.66 0.60 0.60 0.48
WS-YP-130 0.37 0.19 0.23 0.37 0.25 0.37
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