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Introduction 
In 1956, E.H. Brown Jr. proved the following theorem: Let X be a connected, 
simply connected, locally finite, simplicial complex. Then n,X is effectively com- 
putable for n > 1. In this paper we generalize this theorem to the case where X is a 
nilpotent complex. (See the end of Section 1 for some examples.) 
We rely on the fact that the Postnikov system of a nilpotent complex has a princi- 
ple refinement. As in the simply connected case, this system is recursively com- 
putable. However, the nilpotent case differs from the simply connected case in that 
the homotopy groups of X cannot be read directly from the Postnikov system. This 
requires the construction, for each n > 0, of an n-connected cover of X. Because this 
construction is less well controlled with respect to the computability of homology 
than the Postnikov system, the homotopy groups of X are recursively computable. 
That is, we give a procedure which generates a recursively enumerable abelian group 
presentation of n, X, whereas if n,X is a finite nilpotent group it is possible to ob- 
tain a finite presentation of Z, X, for n > 1. 
In Section 1 we are concerned with preliminaries, including the definitions of a 
recursive function, and a recursively enumerable (r.e.) presentation. 
In Section 2 the description is given of an inductive construction of the Postnikov 
system of a locally finite nilpotent connected complex. In this construction we adapt 
the method of Brown [l], with only the minor alterations necessary to obtain the 
refined Postnikov system appropriate for a nilpotent complex. 
Section 3 introduces the applications of some notions, borrowed from recursion 
theory, to simplicial topology. In particular, we define recursive simplicial sets and 
maps. We then show that such objects behave nicely with respect to such topological 
constructions as pullbacks and pathspaces. In addition we show that K(G; n) is a 
recursive complex when G is nicely presented. Our primary motivation for the adop- 
tion of these ideas is that the homology groups of a recursive complex are recursively 
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enumerably presented, that is, they are countably generated and the set of relators 
is a recursively enumerable (r.e.) subset of the free abelian group on the generators. 
Using these concepts, in Section 4 we prove that the Postnikov system of a nil- 
potent connected locally finite complex is a system of recursive complexes and 
maps. The proof relies heavily on Brown’s method in the following way. Using 
Brown’s techniques we can show that the successive quotients of the lower central 
series of the action of 7t,X on n,X are effectively finitely presentable. Because the 
word and isomorphism problems are solvable for finitely generated abelian groups, 
the effectiveness of this construction is essential in establishing the recursiveness of 
the Postnikov system. If X is simply connected these groups are precisely the higher 
homotopy groups of X, and this fact proves Brown’s theorem. However it is the 
language of recursion theory that permits the generalization. The details of these 
constructions, being fairly technical in flavor, are presented in Section 5. 
In Section 6 we obtain the rewards of the application of logic. For a nilpotent 
complex, the Postnikov tower does not directly yield a presentation of x,X. But by 
passing to the (n - I)-connected cover of X, via the Postnikov construction, we are 
able to obtain a recursive complex with the same homotopy groups as X in dimen- 
sions greater than or equal to n. Call this complex T, . Then H,,+ , T1 is recursively 
computable and, as is easily seen, isomorphic to 71, + ,X. 
The author would like, at this time, to thank Professor Eldon Dyer for his 
guidance during the course of this research. 
1. Preliminaries 
We will work entirely in the category of pointed simplicial sets. 
Definition 1.1. A simplicial set X is a graded set indexed on the nonnegative integers 
together with face operators 
di:X”+X”-‘, Osirn 
and degeneracy operators 
Si 1 Xn+Xni', Oliln 
which satisfy certain well-known commutativity relationships. 
A simplicial map f : X-+ Y is a map of graded sets which commutes with face and 
degeneracy operators. 
We will use the words ‘simplicial set’ and ‘complex’ interchangeably throughout 
this paper. 
d [q] will denote the standard simplicial q-simplex, and LI, its single nondegene- 
rate q-simplex, (0, 1,2, . . . ,q). 
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Definition 1.2. A simplicial set X is called locally finite if the set of n-simplices X” 
is finite for all n 2 0. 
Let Y be a Kan complex and let Hom,(l, Y) be the simplicial path complex. Let 
t : Hom,(l, Y)-+ Y be the map defined by t(u) = u((l),n,,). Recall that t is a fibra- 
tion having as fiber the complex consisting of the loops in Y based at the basepoint 
*yof Y. 
Let f : X-t Y be a simplicial map in which the target complex Y is a Kan complex. 
The mapping fiber T-“of fis the pullback Tf=Xsxl Hom*(I, Y). Note that in the 
simplicial category, if both X and Y are locally finite, then TJ‘ is also locally finite. 
Since we will be working with nilpotent complexes, we recall the relevant defini- 
tions: 
Definition 1.3. Let r, 71, X = 71, X. Let c+, 71, X be the subgroup generated by the 
set {ag-gIaEn,X, gEcn,X}. TC,X is said to act nilpotently on n,,X if there 
exists an integer j> 1 such that qn, X= 0. 
If c is the least integer such that rc+, n X = 0, then c is called the nilpotency class I7 
of the action of n, X on n,X. 
Definition 1.4.. A complex X is called nilpotent if Z, X is a nilpotent group and acts 
nilpotently on n,X for all n > 1. 
The class of nilpotent spaces is much larger than might be supposed. It includes 
all simple spaces, and in particular, all E-I-spaces. 
Hilton, Mislin and Roitberg [4] give some constructions by which new nilpotent 
spaces can be manufactured, which we state without proof. 
Proposition 1.5. Let f : E-t B be a fibration of connected C W complexes. Then if 
the total space E is nilpotent, so is the fiber. 0 
Proposition 1.6. Let W be a finite CW complex, and X a connected CW complex. 
Let X w be the pointed function space of pointed maps, and (X “, g) the component 
of the base point g. If X is nilpotent, then (X w,g> is also nilpotent. 17 
In the simplicial category the analogous statements hold. 
In view of the fact that the language of recursive function theory permeates the 
text of this paper, we would like to recall some of the terminology which is common- 
ly used. Rather than provide a technical definition, we invite the reader to rely, as 
we do, on the widely accepted Church’s thesis for a characterization of recursive 
functions. Church’s thesis holds that any total effectively computable function 
f: In] k-+ N, where N denotes the set of natural numbers, is a recursive function. 
Although ‘effectively computable’ is not precisely defined, that the thesis is a 
reasonable one is suggested by the following theorem: 
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Theorem 1.7. A function f: N k-+ b.J is a total recursive function if and only if there 
exists a Turing machine T which, when given initial tape inscription (x1, x2, . . . , xk >, 
will halt on f(x,,x2, . . . ,x1;). Cl 
Definition 1.8. Let SC th. Then we call S a recursive set if the characteristic function 
of S is a recursive function. 
S is termed recursively enumerable (r.e.) if there is a recursive function f: N -+ N 
whose image is S. 
Definition 1.9. Let (X; R),, be an abelian group presentation of an abelian group 
G. The presentation (X; R) is said to be an r.e. presentation of G if the set X is 
countable and R is an r.e. subset of the free abelian group on X. 
The reader who desires a more detailed account of these notions will find a very 
readable account in [8]. 
We are now ready to begin the Postnikov construction. 
2. Construction of the Postnikov System of X 
We will now give a description of a process based entirely on X, where Xis a con- 
nected nilpotent complex, by which we can inductively construct the Postnikov 
system of X. Throughout this section we will assume that X is both connected and 
nilpotent. 
For n > 1, let c(n) denote the nilpotency class of 71,X with respect to the nl X ac- 
tion, and let c(1) signify the nilpotency class of the nilpotent group nix. For each 
pair of integers n, i with n > 0 and 05 i_c c(n) + 1, we will construct a group G, i, a 
complex Y,,i, and a map fn,i : X-+ Yn,i. We will identify n, c(n) + 1 with n + 1,l. 
An important property of the maps f,,; is that they will be n-connected, and the 
homotopy groups of Yn,; will be 
:I 
0, j_>n, 
71j y~~, i = n,X/T;.n,7X, j=n, 
71jx, jrn. 
Thus 7117 G,c(n)+ I = n,X, and the changing-of the subindices at this point signals the 
beginning of the construction of the next stage of the Postnikov tower. 
Let G1, l be the trivial group, Yi,l the trivial complex, and fr, , the obvious map. 
For the induction step assume that G,,;, Yn,i, and fn,i have been defined. If 
H,+ Ifn,i = 0 we set n, i= n + 1, 1, and then, by the identification of the subindices, 
Gfz,i+1=Gr7+l,2- In this case let G,, 1,2 = H,+ Jn + r, 1, where by f,+ 1,1 we mean fn,i 
under the prescribed identification. If H,, + rfn,i is not the zero group, let G,,,i+ I = 
Hr7-t Ifn,i- 
Now choose any extension of the quotient map 
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G+ 1.&i+ Gz,i+ 1 to a cocycle E,,i+ r ~.Z?+‘(fn,~; G,,i+ r). 
We will later make this choice explicit and show that when X is locally finite it can 
be made effective. 
We now derive maps 
An,i+ 1 : Xn,i+K(G,,i+ 1; II + 1) and B,,i+ r : X+E(G,i+ 1; n) 
from the cocycle En,i+ 1 by first defining a cocycle A,,, ;+ 1 E Zn+ ‘(f,, i; G,,i+ 1) and a 
cochain B,, ; + 1 E C”(f,,i; G,,i+ 1) as follows: Let 
A,,;+~(Y)=E,,~+,(O,Y) and B,j+l(x)=E,,i+,(x,O). 
For ease of notation let us temporarily call these A and B. A and B induce explicit 
maps which make the following diagram commute: 
B 
X- E(Gn,i+ 1; n) 
’ A -KG,i+,; n+ 1) 
Although we are in a slightly more general setting, namely that of nilpotent com- 
plexes, the details of the construction of the two maps from the cocycle and cochain, 
together with the proof that the diagram 
found in Brown’s paper [l] and we will 
Now, since diagram (1) commutes, if 
commutes, are formally the same as those 
omit the proof. 
we let Y,, i+l be the pullback 
Y,,,i+ 1 - E(Gn,i+ 1; n) 
(2) 
C,i 7 JW,,;, 1; n+ 1) 
then fn,i and B induce a map (fn,j; B,,;+,) :X-+ Yn,i+l. Let this map 
&ii- 1 - 
This completes the construction of the Postnikov system. 
Properties of the Postnikov construction 
Proposition 2.1. nj Y,7,i = 0, j> n. 
Proof. Since Yn,j is the pullback of Kan complexes, it is itself a Kan 
suffices therefore to show the following: Given any two q-simplices 
Y,,i, such that diy=diy’ for all O~irn that if q>n, theny=y’. 
be the map 
complex. It 
y and y’ of 
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It is easily seen that for any group G, E(G, rz - 1) has this property. Then an easy 
induction argument establishes the property for Yn,;. The details will be left to the 
reader. Cl 
Theorem 2.2. The map fn,i is n-connected for all pairs n, i with n 2 0 and 0 I is 
c(n) + 1. 
Since f,,i is constructed by induction we will need the following lemma for the 
induction step: 
Lemma 2.3. If fn,i is n-connected, then 
(fn,i+lT 1)*:71n+1fn,i-‘nn+IP 
is onto with the same kernel as the Hurewicz homomorphism. 
Proof. Let ho denote the Hurewicz homomorphism and h the relative Hurewicz 
homomorphism. We can show by standard techniques that (3) is a commutative 
diagram in which (A”,,i+ r,A,,i+ 1) is an isomorphism. The result then follows im- 
mediately. 
n,+lK(G,,i+l; n+l) El 
Proof of Theorem 2.2. We prove the theorem by induction on n, i. Because of the 
convention that n, c(n) + 1 = n + 1,l the induction is in two parts: 
(i) If fn,i is n-connected, then fn,i+ 1 is n-connected. 
(ii) If fn, ctnj is n-connected, then fn+ 1, l is n + l-connected. 
The proof of (i) is routine. To see (ii) use an induction argument to establish that 
if fn,i is n-connected, then n n + 1 f,, i S 4 n, X. Then in particular n, + 1 f,, ctnj + 1 = 0; 
and njfn,,(,,+,=O forjsn+ 1 by (i). 0 
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Corollary 2.4. 
‘: 7&$ 4<n, 7TgYn,jG 7TnX/ri7TnX, q=n, Olilc(n)+ 1, 0, q>n. cl 
The proof follows immediately. 
3. Recursive simplicial sets 
We begin with an easy consequence of Brown’s theorem, which we hope will 
motivate what follows. 
Theorem 3.1. Let X be a connected, locally finite simplicial set. Additionally assume 
that x,X is a finite nilpotent group. Then z,X is effectively computable, n 12. 
Proof. One needs only to observe that G1,i is effectively finitely generated for all 
0 5 is c(1). This and the fact that Y1,i is a locally finite complex for all OS is c( 1) 
are easy to see by induction. It follows that the mapping fiber of fi,C(lI :X--+ Yl,c(l, 
is a locally finite simply connected complex and that we can apply Brown’s theorem 
to it. 0 
In general the groups G,, j will not be finite groups, nor the complexes Yn, j locally 
finite. Indeed, since Yn,i is a Kan complex, it must have at least as many n-simplices 
as elements of its nth homotopy group. Thus a complex Yn,i could only be locally 
finite if the homotopy groups njX were finite groups for j< n + 1. 
Although in general we cannot expect YH,i to be locally finite, a degree of control 
is maintained in the sense that the complexes in the Postnikov system of X turn out 
to be recursive simplicial sets. 
Definition 3.2. A simplicial set Y is called recursive if the following conditions are 
met: 
(i) There is a recursive enumeration, possibly with repetitions, of the set Y” of 
n-simplices for all n LO. 
(ii) The operators di and Si are recursive. 
(iii) Given n-simplices yj and yj, there is an effective procedure for deciding 
whether _Y; =Yj. 
Definition 3.3. A simplicial map f : X+ Y of recursive simplicial sets is called recur- 
sive if as a map of sets f: X”-+ Y” is recursive for n 2 0. 
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Examples of recursive simplicial sets 
Let K be a countable simplicial complex and K’ the simplicial set derived from 
it in the usual manner. Then K’ is recursive. 
Proposition 3.4. Let Y be a pointed recursive simplicial set. Then Horn& Y) is 
recursive, as is the map t : Horn&, Y)-t Y. 
The proof uses the following lemma: 
Lemma 3.5. The simplices of IX A [n] which are nondegenerate are precisely the 
elements of the union of the sets A and B defined below: 
A={((0,4-..,0),A.),((1,1,...,1),An))~(~~A[nl)”, 
B=((aj,sj_,A,)IO<j<n+ l)c(ZxA[n])““, 
where aj=(O,O,O ,.,., 0, l,l,..., l)~I”+l. 
U+ 
j n+2-j 
Observe that aj can also be written 
_ 
aj=S,S,_, “’ Sj_* --- so(0, 1). 
Proof. Details will be left to the reader. n 
Proof of Proposition 3.4. Recall that Hom.(Z, Y)” is the set of pointed simplicial 
maps u : IX A [n] -+ Y. Observe that u is determined by its value on the simplices of 
Ix A [n] which are neither degenerate nor the faces of a nondegenerate simplex and 
that u is pointed if and only if ~((0, . . . , 0), An) = ey. Therefore u may be uniquely 
described as an ordered n + 2-tuple: 
=(*y,Y,,, -*- ,y())EYnxYn+lx...XYn+lXYn 
where 
yo=u@o,A& Y” and yj=U(aj,Sj_IAn)E Y”‘, 1 s&n. 
Since Y is enumerable in each dimension, the set of all such n + 2-tuples is also 
enumerable. However the condition that an n-simplex u : IX A [n] --+ Y be a simplicial 
map places restrictions on which n + 2-tuples in fact represent n-simplices. We 
claim that the set Hom.(l, Y)n is a recursive subset of the set of all n + 2-tuples 
“yx yn+l x . . . x yn+1 x Y”. For, given any n + 2-tuple, it is possible to determine, 
using the recursive face and degeneracy operators of IX A [n] and Y, whether the 
given n + 2-tuple describes a simplicial map. Hence, we conclude that Hom.(l, Y)N 
is enumerable, for all n LO. Furthermore it is also obvious that it is possible to 
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decide when two n-simplices of Horn&, Y) are equal. 
We now show that di is recursive. 
Observe first that 
8isjAn_l=di+lsjA, for i>j+ 1 
while 
GiSjAn_l=diSj+IAn for i<j+ 1. 
Let Yj=U(aj,Sj_ 10,) E Yn+‘, 15 jrn + 1. We must compute diu in terms of its 
values on (aj, Sj_ lA,_J E (IX A[n - 11)” which we want to give in terms of the faces 
of the various yj. 
A simple computation shows that diu(aj,Sj_ IA,._ 1) E Yn is given by diYj+ 1 for 
i<j, while for i>j, diu(aj,sj_lAn_,)E Yn is given by di+,_vj. 
The last coordinate of the n-tuple diu is diu(ao, A[n - 11) E Y”- ‘. It is easy to see 
that this coordinate is equal to diyo. Clearly d; is recursive. The details for si are 
similar. 
Finally note that the map t is, in terms of the above description of u, just projec- 
tion onto the last factor, which is certainly effective. El 
Proposition 3.6. Let G be a group with an r.e. abelian group presentation with 
solvable word problem. Then E(G, n) is recursive for n ~0. 
Proof. E(G, n)4= C,(A[q]; G). If q<n, then since we assume that all cochains are 
normalized, E(G, n)4 = 0. 
For 4~ n we use the same approach as in the proof that the path complex over 
a recursive complex is recursive. We identify a q-simplex u with a (zz !)-tuple of 
elements of G. Here (q-t’ n+ i) gives the number of nondegenerate n-simplices of [q]. 
Because of our assumptions on G, conditions (i) and (iii) of the definition of a recur- 
sive complex are immediately satisfied. 
That the face and degeneracy operators are recursive follows immediately from 
their respective definitions. 0 
Corollary 3.7. Let G be as above. Then for n 20, K(G; n) is a recursive complex 
and 6: E(G; n)+K(G; n + 1) is a recursive map. 
Proof. 6u = u o cir;l(- l)‘di, where d; is recursive. Hence 6 is recursive, and 
K(G, n + 1) must be a recursive subset of E(G, n + 1) since G has solvable word pro- 
blem. The rest is obvious. ??
Proposition 3.8. The pullback of a diagram of recursive complexes and maps is 
recursive. 
Proof. The details can easily be supplied by the reader. Cl 
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4. The computability of the Postnikov system 
This section is devoted to the proof of the following theorem: 
Theorem 4.1. Let X be a nilpotent, connected, locally finite complex. Then the 
Postnikov system of X is effectively computable in the following sense: 
For each pair n, i : (i) Yn,i is a recursive complex; (ii) G,,, i has an r.e. abelian 
group presentation with solvable word problem; and (iii) f,?, i is recursive. 
We will need the following lemmas: 
Lemma 4.2. Let X and Y be recursive simplicial sets and let f : X-+ Y be a recursive 
map. Let p : Zn (X) -+I!?, (X) be the natural quotient map. Then an extension of p 
to a cocycle E E Z’l (f; I-r,, f) can be effectively constructed. 
Proof. Observe first that the chain groups CJ can be effectively freely pre- 
sented on a countable set of generators, each with a recursive boundary operator. 
This allows us to effectively split the short exact sequence Z,J>-, C,,f +B,_ ]f. 
For, if cl, c2, c3, . . . , ci, . . . is an enumeration of the generators of Cnf, then 
(dcl,dc2 ,... /i=l,2 ,... } generates B,_ ,f. Define a map s : B,_ If--+ CJ recursively 
by s(dc,) = ~1; S(dCi) = cj where j is the least integer such that dci = dcj. Clearly s 
splits the exact sequence. Then writing c = z + sdc, we can define E by E(c) = [z]. Cl 
From this point on we will assume that our choice of cocycle 
Er7,i+1 EZn+ '(&ii H,7+ Ifn,i) 
in the Postnikov construction is this one. 
Observe that Lemma 4.2 implies that the maps A,,i+ 1 and II,,, ;+ 1 in the construc- 
tion are recursive maps. 
The lemma which we now state is the key to the proof of Theorem 4.1. The proof 
is technical and for this reason we will wait to give the proof until Sectioa 5, where 
it will be the main topic. 
Lemma 4.3. Let X be a connected, nilpotent, locally finite, simplicial set. Suppose 
Theorem 4.1 holds for all pairs p, q < n, i ; i.e. for p < n and 1 s q 5 c(n) or p = n and 
1 sq < is c(n). Then there is an effective procedure for modifying the given r.e. 
presentation of G,i to obtain a finite presentation of G,i as abelian group. In par- 
ticular our presentation has a solvable word problem. 
Proof of Theorem 4.1. The proof is by induction on n, i. It is obvious in the case 
where n,i= 1,l. 
Suppose Yn, i_ I is recursive, S,, i_ I : X-+ Yn. i_ I is a recursive map and that G,, i- 1 
has an r.e. abelian group presentation with solvable word problem. The inductive 
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hypotheses assert that C*f,,i_l is recursive and hence that H,,+ If,,i_ 1 has an r.e. 
abelian group presentation. This group is the group G,,i, and by Lemma 4.3 it 
must in fact have solvable word problem. The cocycle E,,i, and hence the maps 
A,i : Yn, ;_ 1 +K(G,i; n + 1) and B,,i : X-+ E(G, i; n) are all recursively definable. 
This implies that Yn, i and f,?, i must be recursive also. 
To complete the proof, recall that in the induction process, when we determined 
that H,+,f,,,i=O we identified Yn,; with. Y,l+l,l, f,,i with f,+r,, and computed 
G n+l,2 by computing &+2fn+ I, 1. Lemma 4.3 establishes the decidability of 
“I$,+ rf&= O?” and this completes the proof. El 
Corollary 4.4. Let X be a connected, nilpotent, locally finite complex. Then 71,X 
is a finitely generated abelian group for n 12. 
Proof. Since G,, i = q 7t, X/c+ I n, X is finitely generated for all n, i, the proof is 
elementary. 0 
5. A locally finite subtower 
The object of this section is to show that the groups G,l,i, defined in the con- 
struction of the Postnikov system, have a solvable word problem. This will complete 
the proof of Theorem 4.1. 
The method of the proof is to give an effective procedure for extracting a finite 
presentation from the given r.e. presentation of G,i. Thus the set of generators of 
the new presentation will be a finite subset of the original generating set. 
To do this we show that for each complex Ye,i in the Postnikov tower of X, and 
for each integer q L 1, there exists a subcomplex Yfl,,,C Y&, which is locally finite 
and for which 
The subcomplex Y,,, i,q is called a q-deformation retract of the complex Yfl, i. The 
definition is due to Brown [l], and the proofs of the properties of q-deformation 
retracts which we now state will be found in his paper. This approach to effective 
computability was the method of Brown’s original paper, and it is adapted here for 
the nilpotent case. 
Definition 5.1. Let G be an abelian group, and S a subset of G. Let E(G, S; n) denote 
the subcomplex of G whose q-simplices are the cochains u : Cn (A [q]) --+ G which 
take all generators of C,(n[q]) to elements of the set S. 
Observe that if S is a finite set, then E(G,S; n) must be locally finite. 
Definition 5.2. Let A4 be a subcomplex of a complex N. M is called a q-deformation 
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retract of N if and only if 
(i) N’C@; 
(ii) Given a simplicial pair (K, L) such that dim Kr q and dim L <q, and a simpli- 
cial map f : (K, L) --+ (N, M), there exists a pair (K’, L’) and a map f’ : (K’, L’) -+ (N, M) 
exending f, such that dim K’s q + 1 and dim L <q + 1, and the pairs (K’, L’) and 
(K’, K) are acyclic. 
We abreviate q-deformation retract by qDR. 
Property 5.3 (Transitivity). Let P be a qDR of M, and M a qDR of N. Then P is 
a qDR of N. 
Property 5.4. Let M be a qDR of N; let i : M-+ N be the inclusion map. Let N(q) 
be the subcomplex of N generated by the nondegenerate simplices of dimension less 
than or equal to q. There exists a chain map a : C,(N(q)) -+ C,(N) such that for 
pIq, ai # : c,(M) + c,(M) is the identity map, and i: C,(N)-+C,(N) is chain 
homotopic to the identity. Hence H,Mz H,N, p 5 q. 
Property 5.5. Let M be a qDR of N. Let A : N--+K(G; n). Then the pullback 
Mi#A~a E(G; n - 1) is a qDR of the pullback N,xb E(G; n - 1). 
Definition 5.6. Let G be a f.g. abelian group, say G-Oj= 1 2’0 T, where 2, is in- 
finite cyclic and T is a finite group. For j = 1, . . . , r, let pj : G--+Z be projection onto 
the jth factor, followed by an isomorphism of Zj with Z. Then P= (pj> is called 
a projective decomposition of the infinite part of G. 
Definition 5.7. Let u E C” (X, Z). Let /u/ = max{ 1 V(x)l /x EX} or cr, if no maximum 
exists. 
Let A : Y-+ K(G, n), where G is a f.g. abelian group with projective decomposition 
P= (pj>I= 1 of the infinite part of G. For each 15 jrr choose an integer ajz 
(q+l)IpjA/+l. Let A=(al,..., a,>. Let S=S(P,A)=(gEG[lpjgl<aj, lsjcr). 
We are now in the position to state the most important property concerning 
qDRs. 
Property 5.8. Let S = S(P, A) be the set defined above. Let ds be the map 6 restricted 
to the subcomplex E(G, S; n - 1). Then for n 12, the pullback YA x6s E(G, S; n - 1) 
is a qDR of the pullback YA ~6 E(G; n - 1). 
q-Subtowers 
For each positive integer q we now construct, by induction on n, i, a tower of sub- 
complexes Yn, i, 4. Each complex Yn,r,q will be a subcomplex of Y,,i, and for q> n, 
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a q-deformation retract of Yn,j. The virtue of the complexes Yn,;,q is that they are 
locally finite, and hence have computable homology. 
Since the method will be formally similar to the Postnikov construction, for each 
triple n, i, q we will also construct maps fn,i,q : X+ Yn,i,4, and groups G,,, as 
before. 
Let X be a connected nilpotent locally finite complex. Let 
Y 1,1,q= &,I =*, G1,1,,= G,,, =O, and fi,l,q=fl,I- 
Now assume that we have defined Yn, i, q, fn, j, 4, and G,, j, q in such a way that Yn,j,q 
is locally finite; and for suitably large q, Yn,i4 is a q-deformation retract of Y,, j; 
and furthermore, 
if i: Yn,i,q* Y,,j is the inclusion map, then iof,,i,,=f,,,i_ 
If H,+ Ifu,i,q = 0, we identify n, i, q with n + 1, 1, q. The last group defined was 
G,,q, now called G,+l,l,q- Let G,+1,2,q=H,,+lf,,+i,,,q. If H,+lfoiq is not the 7 1 
zero grow, let G,,i+ I,q=Hn+ Ifn,i,q* 
Observe that the local finiteness conditions on X, and on Yn,j,q in the induction 
hypothesis, imply that for all k> 0, H,Jn,i,q is effectively computable as a finitely 
generated abelian group. Thus no decision problems are posed by the need to deter- 
mine whether H, + Ifn, j,q is the zero group. 
Lemma 5.9. Let q 1 n + 1. H, + 1 f,, i, q = H,, + 1 f,, j, via the isomorphism (1, i)# , which 
is the identity map and is effective. 
Proof. Using the fact that the inclusion of a q-deformation retract into a larger com- 
plex is a homology isomorphism in dimensions less than or equal to q, a simple exer- 
cise in the five lemma establishes that the two groups are isomorphic. Since (1, i)# 
is the inclusion map on Z,, 1 fn,j,, 9 it is clearly the identity map on passing to 
homology. 
Obviously, any word z = (x, y) E Z,, 1 fn,j,, is equal to zero if and only if 
(l&‘(z)=0 in Hn+lfn,i,qr the finite presentation of G,i. Observe that (1, i)# ’ 
may be described as the map that takes a generator 
(4 Y) - 
i 
(x,Y) if yE Y,1,,,7 
(x, 0) if y is not a simplex of Yn, i,q. 
Since Y7,ig is finite in each dimension, Y[i,q is a recursive subset of Y[j, for all 
k L 0. Therefore we have given an effective procedure yielding a finite presentation 
of the abelian group G,, j+ 1. 
We now continue the construction. Since in our induction hypothesis we assumed 
that Yn,j is recursive, recall that we have an effective construction of the cocycle 
En,j+l EZ’7+*(fn,j; G,,i+l) from which the maps A,,j+r : Yn,j+K(G,,j+l; n+ 1) and 
Bn,i+ 1 : X-+E(G,,i+ 1; n) are defined. 
An application of the cochain map (1, i), to the cocycle En,;+, E Z’+‘(fn,i; G,,i+ ,) 
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defines a cocyle E,,;+,,q~Z~“(fn,;,~; G,,;+,) from which we may define maps 
Ar7,i+ 1,q : yn,i,q -+K(Gn,j+ 1; n + 1) and Bn,j+ l,q : X-+&G, ;+ i; n) as before. 
Let Q be the pullback of the following diagram: 
I.. Id 
Yn, i 4 
n,1+ Lq 
-WG,,i+ 1; n + 1) 
Since Y,,, i,q is a q-deformation retract of Y,,i, Q is a q-deformation retract of 
m,i+ 1; but as Q is not locally finite we need one more step. 
Since G,, i+ 1 has been given effectively as a finitely generated abelian group, we 
may choose a projective decomposition {pi >I=, of the infinite part of G,,;+ 1. 
Observe that since Yn, j,q is finite in each dimension, that jpjAn, ;+ I,q I< 00 for all 
1 cjsr. 
Let aj=(4+ l)lpj&,i+~,~ I+2, and let A=(a,llsjsr}. 
Letting S be the set S(P, A), we define Yn, ;+ I,q to be the pullback of the diagram 
shown below. 
yn,i+ I,q -E(G,j+ 1, S; n) 
I I 
I I 4 
T7, i, q 
A,7 i+ l,f/ 
(K(G,j+,; n+l> 
%,i+ 1,q is a q-deformation of Q and hence, by transitivity, of Yfl,;+ 1; and since 
S is a finite set, Yn, ;+ I,q is locally finite. 
It remains to define the map fn, ;+ l,4. But S has been chosen large enough to 
ensure that B,,i+ I,q. * X--+E(G,, i+ i, S; n) and therefore we may let fn,;+ I,~ = 
(fn,i,q; Br7,i+ I,g 3 ) the map induced by pulling back to X. We now have constructed 
the following commuting cube, which illustrates the completed construction. 
Yn,j+l,q ‘E(G n,j+lyS; n) 
y 
n, I + 1 
I 
’ E(Grz,i+ 
___ -K(G,;+,; n+l) 1 
Al&i+ l,q 
i \ identity 
1; f-0 
cl 
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6, Computability of n,,X 
We have now established the computability of the Postnikov tower of a connected 
nilpotent locally finite complex X. However we still need a presentation of X,X, 
n> 1. 
Theorem 6.1. Let X be a connected nilpotent locally finite simplicial set. Then there 
is an r.e. abelian group presentation of n,X, n > 1. 
Proof. &I,1 :x+ Yn_lJ is an (n - 1)-connected recursive map with recursive 
source and target. Let T,_ , denote the mapping fiber of fn _ r, 1. Then T7_ 1 is recur- 
sive and must therefore have recursively computable homology. In particular 
H,T, _ , has an r.e. abelian group presentation. Since T,_ , is (n - 1)-connected, 
H,, T, _ 1 z n,X, and this completes the proof. c! 
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