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 Transportation planning and operation requires determining the state of the 
transportation system under different network supply and demand conditions.  The most 
fundamental determinant of the state of a transportation system is time-varying traffic 
flow pattern on its roadway segments.  It forms a basis for numerous engineering 
analyses which are used in operational- and planning-level decision-making process.  
Dynamic traffic assignment (DTA) models are the leading modeling tools employed to 
determine time-varying traffic flow pattern under changing network conditions.  DTA 
models have matured over the past three decades, and are now being adopted by 
transportation planning agencies and traffic management centers.  However, DTA models 
for large-scale regional networks require excessive computational resources.  The 
problem becomes further compounded for other applications such as congestion pricing, 
capacity calibration, and network design for which DTA needs to be solved repeatedly as 
a sub-problem.  This dissertation aims to improve the efficiency of the DTA models, and 
increase their viability for various planning and operational applications. 
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 To this end, a suite of computational methods based on the combinatorial 
approach for dynamic traffic assignment was developed in this dissertation.  At first, a 
new polynomial run time combinatorial algorithm for DTA was developed.  The 
combinatorial DTA (CDTA) model complements and aids simulation-based DTA models 
rather than replace them.  This is because various policy measures and active traffic 
control strategies are best modeled using the simulation-based DTA models.  Solution 
obtained from the CDTA model was provided as an initial feasible solution to a 
simulation-based DTA model to improve its efficiency – this process is called “warm 
starting” the simulation-based DTA model.  To further improve the efficiency of the 
simulation-based DTA model, the warm start process is made more efficient through 
parallel computing.  Parallel computing was applied to the CDTA model and the traffic 
simulator used for warm starting.  Finally, another warm start method based on the static 
traffic assignment model was tested on the simulation-based DTA model.   
 The computational methods developed in this dissertation were tested on the 
Anaheim, CA and Winnipeg, Canada networks.  Models warm-started using the CDTA 
solution performed better than the purely simulation-based DTA models in terms of 
equilibrium convergence metrics and run time.  Warm start methods using solutions from 
the static traffic assignment models showed similar improvements.  Parallel computing 
was applied to the CDTA model, and it resulted in faster execution time by employing 
multiple computer processors. Parallel version of the traffic simulator can also be 
embedded into the simulation-assignment framework of the simulation-based DTA 
models and improve their efficiency.  
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Chapter 1: Introduction 
Transportation planning and operation requires determining the state of the 
transportation system under different network supply and demand conditions.  The most 
fundamental determinant of the state of a transportation system is time-varying traffic 
flow pattern on its roadway segments.  It forms a basis for numerous engineering 
analyses which are used in operational- and planning-level decision-making process.  
Dynamic traffic assignment (DTA) models are the leading modeling tools employed to 
determine time-varying traffic flow pattern under changing network conditions.  DTA 
models have matured over the past three decades, and are now being adopted by 
transportation planning agencies and traffic management centers.  However, DTA models 
for large-scale regional networks require excessive computational resources.  The 
problem becomes further compounded for planning applications for which DTA needs to 
be solved repeatedly as a sub-problem.  Deployment of DTA models for real-time 
applications also faces challenge because of the high computational burden associated 
with such models.  This dissertation is aimed toward developing a suite of computational 
methods to enhance the role of DTA models as decision-making tools in the hands of 
transportation planners and traffic engineers.   
   
1.1 MOTIVATION 
DTA models can be broadly classified into two categories: analytical models and 
simulation-based models. Simulation-based DTA models have emerged as the 
frontrunner for dynamic modeling of real-world transportation networks.  This is 
primarily due to their more realistic representation of traffic flow when compared to the 
analytical DTA models.  However, simulation-based approaches for dynamic modeling 
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of large-scale transportation networks require significant computational resources.  This 
presents a challenge for implementing DTA models for various planning and operational 
applications.  Planning-level applications such as network design, capacity calibration, 
pricing, and project selection require DTA models to be run many times before a decision 
is made.  Similarly, operational applications such as adaptive route guidance and 
supporting Intelligent Transportation Systems (ITS) require fast execution of DTA 
models to provide real-time decision-making capability.  This dissertation aims to 
improve the efficiency of simulation-based DTA models and increase their viability for 
deployment on real-world transportation networks. 
To this end, a suite of computational methods based on the combinatorial 
approach for dynamic traffic assignment is developed in this dissertation.  At first, a new 
polynomial run time combinatorial algorithm for DTA is developed.  The combinatorial 
DTA (CDTA) model is meant to complement simulation-based DTA models, rather than 
replace them.  This is because various policy measures and active traffic control 
strategies are best modeled using the simulation-based DTA models.  Solution obtained 
from the CDTA model is provided as an initial feasible solution to the simulation-based 
DTA models to improve their efficiency – this process is called “warm starting” the 
simulation-based DTA models.  To further improve the efficiency of the simulation-
based DTA models, the warm start process is made more efficient through parallel 
computing.  Parallel computing was applied to the CDTA model and the traffic simulator 
used for warm starting.  Parallel version of the traffic simulator can also be embedded 
into the simulation-assignment framework of the simulation-based DTA models and 
make them faster.  Finally, another warm start method based on the static traffic 
assignment model was tested on the simulation-based DTA models.  The suite of 
` 
computational methods developed to achieve computational efficiency for simulation-
based DTA models are described in detail in the following section. 
 
1.2 DISSERTATION CONTRIBUTIONS 
The main contributions of this dissertation toward the goal of improving the 
efficiency of simulation-based DTA models are divided into three components: the 
development of a combinatorial DTA model; application of parallel computing to the 
connectivity label subroutine of the CDTA model (refer Sections 1.2.2 and 3.3) and the 
warm start process; and the development of several warm start methods for simulation-
based DTA models.  The primary objective was to improve the efficiency of simulation-
based DTA models using a host of computational methods.  Parallel traffic simulator can 
be applied to improve the efficiency of the warm start process as well as the simulation-
based DTA model itself.  The relationship among the three components developed in this 










Figure 1.1: Schematic diagram of dissertation contributions. 


















1.2.1 Combinatorial Dynamic Traffic Assignment Model 
A new combinatorial dynamic traffic assignment (CDTA) algorithm for solving 
the dynamic user optimal problem on multi-destination transportation networks was 
developed.  This algorithm utilized the basic principles of the combinatorial approach for 
single-destination networks developed by Waller and Ziliaskopoulos (2006), and 
developed heuristic to address first-in first-out (FIFO) issue in multi-destination 
networks.  It uses the cell transmission model (CTM) to propagate traffic on the network.  
CTM ensures that traffic dynamics such as queue evolution, link spillover, and 
shockwave propagation are realistically captured by the CDTA model, unlike the 
traditional analytical models which use link exit functions for traffic propagation.   
The CDTA algorithm is stated on a time-expanded CTM network.  The algorithm 
computes connectivity labels between origin-destination pairs in the time-expanded CTM 
network, and uses this information to construct dynamic user optimal assignment paths 
for the vehicles.  Efficiency improvements in the original labeling approach introduced 
for the single-destination model were made.  The combinatorial algorithm solves for all 
the destinations simultaneously, and hence finds connectivity labels to all the destinations 
simultaneously.  This feature of the algorithm makes it amenable to parallel processing, 
which is also examined in this dissertation.   
The CDTA model has two distinct advantages over the traditional analytical DTA 
models.  The CTM network provides a combinatorial structure to the DTA problem, and 
this feature is utilized to develop efficient polynomial time algorithm for dynamic traffic 
assignment.  In contrast, even the simplest analytical models for multiple-destination 
networks are non-linear in nature.  The use of CTM also ensures that the CDTA model 
provides high degree of traffic realism.  Analytical models have traditionally struggled to 
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provide traffic realism, which lead to widespread use of simulation-based DTA models 
for real-world transportation networks. 
The CDTA model was tested on the Anaheim and Winnipeg networks for 
different demand levels.  Performance of the CDTA algorithm was measured using 
various equilibrium convergence metrics, and the results were compared with a 
simulation-based DTA model in Chapter 4. 
 
1.2.2 Application of Parallel Computing 
The second component of the dissertation examined the opportunities for 
computational efficiency through parallel computing in the combinatorial approach for 
dynamic traffic assignment.  Two subroutines involved with the combinatorial approach 
were selected for parallelization:  the connectivity label subroutine of the CDTA model, 
and the cell transmission model traffic simulator.  The connectivity label subroutine of 
the CDTA algorithm is the most computationally intensive component.  Finding 
connectivity labels from different origins is independent of each other; this feature was 
exploited by applying parallel computing to make the labeling subroutine faster.   
Once the output of the CDTA algorithm is obtained, the resultant vehicular 
trajectories are simulated in a CTM traffic simulator to ensure that the final solution 
obeys FIFO rule in multi-destination networks.  The cell transmission model has order-
free property, which implies that during a given time interval cell occupancies can be 
updated in an arbitrary order.  Again, this feature of the CTM traffic simulator was 
subjected to parallel computing to gain efficiency.  
Parallel program for these two subroutines were developed using OpenMP 
shared-memory parallelization library.  Most of the past implementations of parallel 
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traffic simulator used distributed-memory systems, and performed either microscopic or 
macroscopic simulation.  Distributed systems, while more scalable, present the challenge 
of finding optimal network partitioning, and minimizing the communication cost and load 
imbalance across processors.  Network partitioning is an NP-complete problem.  
Communication cost is a major bottleneck in distributed-memory systems.  Since 
powerful shared-memory machines with over sixteen processors and 50 GB of memory 
are available in the market, the shared-memory approach is not considered restrictive for 
modeling real-world transportation networks.  The shared-memory parallel 
implementation of the traffic simulator presented in this dissertation avoids network 
partitioning, and the subsequent problems of minimizing the communication cost and 
load imbalance.  Shared-memory programs also provide better efficiency by significantly 
minimizing the communication cost, and are more portable than distributed-memory 
programs.  The CTM traffic simulator has mesoscopic traffic resolution.  Since most of 
the simulation-based DTA models deployed on real networks use mesoscopic simulator, 
the parallel implementation of the traffic simulator developed here is ideal for integration 
with the dynamic network loading (DNL) module of the simulation-based DTA models.   
Parallel implementations of the two subroutines identified above were tested for 
the Anaheim and Winnipeg networks using one, two, four, and eight processors.   
 
1.2.3 Warm Start Methods for Simulation-based DTA Models 
Warm starting a simulation-based DTA model is defined as the process of 
providing the DTA model with an initial feasible solution.  Providing the DTA algorithm 
with an initial solution is a promising approach which can improve its efficiency by 
reducing the time required to achieve equilibrium and/or by providing better convergence 
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at algorithm termination.  Warm start methods based on the combinatorial DTA and static 
traffic assignment models were tested on the Anaheim and Winnipeg networks.  For the 
static warm start approach, four different methods for obtaining the initial feasible 
solution were tested.  Results for the warm started models were compared with the non-
warm started models using several metrics. 
 
1.3 DISSERTATION STRUCTURE 
The combinatorial approach for dynamic traffic assignment is presented in 
Chapter 2.  This chapter also discusses numerical testing results for the Anaheim and 
Winnipeg networks.  Chapter 3 presents parallel implementation of the CDTA algorithm 
and the CTM traffic simulator.  Parallel implementation was tested on the two networks 
for different number of processors.  The warm start methods for simulation-based DTA 
models are discussed in Chapter 4.  This chapter presents the results of the warm start 
methods based on the combinatorial DTA and static traffic assignment models.  Final 





Chapter 2:  Combinatorial Dynamic Traffic Assignment Model  
This chapter introduces a polynomial time combinatorial dynamic traffic 
assignment (CDTA) algorithm for solving the dynamic user optimal (DUO) problem on 
multi-destination transportation networks.  The CDTA algorithm for multi-destination 
networks is built upon the principles of the combinatorial approach for single-destination 
networks developed by Waller and Ziliaskopoulos (2006).  It uses the cell transmission 
model (CTM) to propagate traffic on the network (Daganzo, 1994, 1995).  CTM ensures 
that traffic dynamics such as queue evolution, link spillover, and shockwave propagation 
are realistically captured by the CDTA model, unlike the traditional analytical models 
which use link exit functions for traffic propagation.  Links of the network are divided 
into cells according to the rules of CTM, and vehicular movements between the cells 
follow a discretized version of the hydrodynamic theory of traffic flow (Lighthill and 
Whitham, 1955a, 1995b; Richards, 1956). 
The CDTA algorithm is stated on a time-expanded CTM network.  In the time-
expanded network, finding time-dependent shortest paths (TDSP) between origin-
destination pairs reduces to finding connectivity labels from origins to destinations.  The 
algorithm identifies the connectivity labels and predecessor indices corresponding to the 
earliest time a destination is labeled by a given origin; this information is used to 
construct dynamic user optimal assignment paths for vehicles traveling between the 
origin-destination pair.  The details of the combinatorial approaches for dynamic user 
optimal assignment are discussed in Section 2.3.  The proposed algorithm differs from 
another extension of the combinatorial approach for multi-destination networks 
developed by Golani and Waller (2004) and Golani (2003).  They solved multi-
destination networks by repeated applications of the single-destination algorithm, solving 
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for one destination at a time and iterating over all the destinations until acceptable 
convergence criteria are met.  The algorithm proposed here solves for all the destinations 
simultaneously, and hence finds connectivity labels to all the destinations simultaneously.  
This feature of the algorithm makes it amenable to parallel processing, which is examined 
in Chapter 3. 
 
2.1 DYNAMIC TRAFFIC ASSIGNMENT MODELS 
Dynamic traffic assignment (DTA) models predict time-varying network traffic 
condition given travel demand and network supply data.  The objective of a DTA model 
is typically one of the following two or some variations of them: minimize total system 
travel cost – such models are called system optimum (SO) DTA models; achieve traffic 
equilibrium when individual users minimize their travel cost – such models are called 
user equilibrium (UE) DTA models.  SO DTA models represent the perspective of the 
traffic management agencies, while UE DTA models represent the behavior of users 
when they act in an independent and non-cooperative manner.  DTA models can be 
broadly classified into two categories based on their formulations and solution 
procedures: analytical models and simulation-based models.  These two kinds of models 
differ in the way they achieve the objective of the model and represent traffic dynamics, 
such as flow propagation, queue buildup, congestion, and spillovers.  Different kinds of 
DTA models are covered next. 
 
2.1.1 Analytical DTA Models 
Analytical models can be further divided into three sub-categories: mathematical 
programming, optimal control, and variational inequality models.  
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Mathematical programming (MP) has long been used to formulate traffic 
assignment problems due to its simple and intuitive representation of the problem.  
Beckmann et al. (1956) were the first to use MP to formulate the static traffic assignment 
problem.  The first formulation of the dynamic traffic assignment problem was also 
mathematical programming-based (Merchant and Nemhauser, 1978a).  Merchant and 
Nemhauser (1978a) developed a discrete-time system-optimal DTA model for single-
destination networks.  This model uses a link performance function to calculate link 
travel cost as a function of link volume.  Link exit functions are used to propagate traffic 
across links.  They also derived optimality conditions for the model, and showed that 
these conditions are generalizations of the optimality conditions for the static traffic 
assignment model (Merchant and Nemhauser, 1978b).  It was show that a global 
optimum can be obtained by solving a piecewise linear version of the model.  Ho (1980) 
showed that such a global optimum solution can be obtained by solving at most N+1 
linear program, where N is the number of time periods.  Carey (1986) proved that the 
DTA model of Merchant and Nemhauser (1978a) satisfies the Kuhn-Tucker conditions at 
an optimal solution.  Carey (1987) reformulated the link exit-flow constraints of the M-N 
model to make the constraint space convex.  This convex mathematical program can be 
solved using well-known optimization algorithms, and Kuhn-Tucker conditions are both 
necessary and sufficient to determine an optimal solution. 
One of the important requirements of the traffic assignment models is to provide 
traffic realism.  In real-life traffic networks, vehicles entering a link, on average, exit the 
link before the vehicles entering the link at later times.  This is also known as first-in 
first-out (FIFO) condition.  FIFO condition needs to be explicitly incorporated in problem 
formulations for networks with multiple destinations to prevent unrealistic traffic 
movements.  Carey (1992) showed that the inclusion of FIFO constraints results in a non-
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convex constraint set for both the SO and UE DTA models.  This makes the multiple-
destination mathematical programming DTA models much more difficult to solve.   
Later developments in the area of mathematical programming-based DTA models 
focused on user equilibrium (UE) behavior among the users and stochastic origin-
destination (O-D) demands.  Janson (1991a) and Janson (1991b) proposed one of the 
earliest UE DTA model.  Their mathematical program was a non-linear mixed-integer 
program and uses static link performance functions to determine travel cost.  
Ziliaskopoulos (2000) and Carey and Subrahmanian (2000) developed linear 
mathematical programs for single-destination SO DTA problem.  Ziliaskopoulos (2000) 
used the cell transmission model (CTM) developed by (Daganzo, 1994, 1995) for 
traffic propagation.  CTM is a discrete space and time traffic flow model and has a rich 
representation of traffic dynamics.  It is consistent with the hydrodynamic model of 
traffic flow (Lighthill and Whitham, 1955a, 1995b; Richards, 1956).  Carey and 
Subrahmanian (2000) used a mathematical program to study the implications of FIFO 
and holding–back issues.  Holding-back issues appear in the case of system-optimal DTA 
models where traffic flows on certain links are held back in favor of some other traffic 
stream to minimize total system travel cost.  Such a traffic control strategy may be not be 
realistic and socially acceptable in real life.   
Birge and Ho (1993) developed a stochastic extension of the Merchant and 
Nemhauser’s model where O-D demands are realizations of random variables, and may 
depend on O-D demand realizations in the past time periods.  Nie (2010) developed a 
modified version of the Merchant-Nemhauser’s DTA model using the cell transmission 
model and has a richer representation of traffic dynamics. 
Unlike the mathematical programming DTA models which have discrete-time 
formulations, optimal control models formulate the problem in a continuous-time setting.  
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In optimal control models, O-D trip and link flow rates are continuous functions of time.  
The flow conservation constraints are continuous-time analogous of the mathematical 
programming models.  Optimal control DTA models equilibrate traffic using 
instantaneous travel times, rather than experienced travel times.  Friesz et al. (1989) 
presented single-destination optimal control DTA models for both the SO and UE 
objective functions.  Similar to Merchant and Nemhauser’s mathematical programming 
DTA model, they use link performance and exit functions to propagate traffic.  In fact, 
discrete-time version of Friesz et al. (1989)’s SO model is equivalent to the Merchant and 
Nemhauser model.  They did not present an efficient solution algorithm for their model.   
Ran and Shimazaki (1989a) and Ran and Shimazaki (1989b) presented a multiple 
origins and destinations SO and UE DTA models, respectively.  They used linear exit 
functions to facilitate working with time-expanded version of the network.  However, this 
model can solve only small instances of problems, and again no efficient algorithms are 
provided.  In addition, FIFO issues are not explicitly considered even though the model is 
for multiple destination cases.   
Ran et al. (1993) developed a convex model using optimal control theory for the 
UE DTA problem.  To account for traffic congestions and queuing in dynamic traffic 
models, they split the link cost into moving and queuing components.  These cost 
functions are assumed to have “nice” functional properties, which may not be the case for 
real-life traffic.  Boyce et al. (1995) developed a methodology to solve a discrete-time 
version of the above model.  However, neither the original optimal control model of Ran 
et al. (1993) nor its discrete version model was implemented on a network. 
Apart from the inability to account for experienced travel time, optimal control 
models have other limitations related to traffic realism.  There are no FIFO constraints to 
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realistically account for such issues in multiple destination cases.  Continuous time cost 
functions used in these models are not very realistic either.     
 
2.1.2 Simulation-based DTA Models 
Simulation-based DTA models belong to a class of DTA models which uses 
traffic simulation as the solution methodology.  The underlying problem formulation of 
these models remains analytical in nature, which minimizes certain objective function 
subject to the constraints describing traffic flow propagation and spatio-temporal 
vehicular interactions (Peeta and Ziliaskopoulos, 2001).  Analytical formulations 
describing traffic flow propagation, inter-vehicular interactions, and first-in first-out 
(FIFO) conditions in multi-destination networks either lack realism or are mathematically 
intractable.  This has led to the use to traffic simulators to satisfy these critical 
requirements for dynamic modeling of congested networks.  While simulation-based 
DTA models provide a richer representation of traffic flow in the network, analytical 
properties of the DTA model which help in gaining theoretical insights into the model 
and its solutions are lost.  Peeta and Ziliaskopoulos (2001) contend that this is a 
beneficial trade-off, arguing that the inherently ill-behaved nature of the DTA problem 
makes the notions of convergence and uniqueness of a DTA solution meaningless from a 
practical standpoint.  What is gained in return is the ability to model networks with high 
degree of traffic realism, which has resulted in wider acceptance of the simulation-based 
DTA models for real-world deployment (Mahmassani et al., 1998; Ben-Akiva et al., 
1998, Ziliaskopoulos et al., 2004).   
DTA models require significant computational resources in order to characterize 
traffic evolution over the network at fine spatial and temporal resolutions.  The degree of 
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granularity provided by the traffic simulator has significant bearing on the size of the 
network that can be modeled within a given time and computational resources.  
Simulation-based DTA models can be further classified into three categories based on the 
degree of granularity provided by the underlying traffic simulator: macroscopic, 
mesoscopic, and microscopic.  Macroscopic traffic simulators use traffic flow 
relationships between averaged speed, density, and flow measures for a link to propagate 
traffic.  Such models require the least computational resources of the three models.  
Mesoscopic traffic simulators use macroscopic traffic flow relations to propagate traffic, 
but they describe traffic flow in terms of individual vehicles or packets of vehicles, and 
record their spatio-temporal trajectories during the analysis period.  Microscopic traffic 
simulators use models describing inter-vehicular interactions, such as car-following, lane-
changing, and gap-acceptance models, to propagate traffic over the network.  
Microscopic simulation-based DTA models provide the highest degree of traffic realism 
and require the most computational resources of the three models.  This also limits their 
ability to model large-scale networks.  Mesoscopic DTA models, due to their balance 
between traffic realism and computational requirements, have emerged as the frontrunner 
for deploying advanced traveler information systems (ATIS) on real-world networks 
(Mahmassani et al., 1998; Ben-Akiva et al., 1998; Ziliaskopoulos et al., 2004). 
A brief description of some of the commercially used models is provided next.  
DYNASMART (DYnamic Network Assignment-Simulation Model for Advanced 
Telematics) employs a simulation-assignment iterative framework to achieve SO and UE 
objectives using an all-or-nothing assignment approach (Mahmassani, 2001).  The 
underlying traffic simulator is mesoscopic in nature, which uses a modified Greenshield 
speed-density relationship for macroscopic flow calculations.  DYNASMART has 
evolved over more than a decade to extend the first model to include multiple user 
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classes, and various models of information provision and drivers responses to the 
information provided (Mahmassani and Peeta, 1992, 1993, 1995; Mahmassani et al., 
1993; Jayakrishnan et al., 1994; Peeta and Mahmassani, 1995). 
DynaMIT (Dynamic Network Assignment for the Management of Information to 
Travelers) employs discrete choice utility model framework to model the evolution of 
networks under congestion (Ben-Akiva et al., 2001).  It uses demand and supply 
simulators to generate real-time user route guidance using a mix of historical and real-
time traffic data.  DynaMIT employs a mesoscopic traffic simulator which uses 
macroscopic speed-density relationship and deterministic queueing at bottlenecks to 
calculate flow movements.   
Dynameq is another DTA model which uses a simulation-assignment framework 
to model equilibrium behavior (Florian et al., 2008).  Its traffic simulator models discrete 
events in the network with the help of microscopic traffic flow relationship parameters.  
Once a sufficiently large path set is generated, the model employs the method of 
successive averages (MSA) to achieve equilibrium using this path set, without generating 
additional new paths.  Ramadurai and Ukkusuri (2011) have provided a more detailed 
description of the above three commercially available and widely acceptable simulation-
based DTA models.   
VISTA (Visual Interactive System for Transportation Algorithms) is an internet-
based GIS system that integrates data and various transportation models (Ziliaskopoulos 
and Waller, 2000).  It uses a mesoscopic traffic simulator based on the cell transmission 
model (Daganzo, 1994, 1995).  It can model traffic signals, ramp metering, and incidents 
using time-dependent cell capacities and saturation flow rates (Lee, 1996).   
Ghali and Smith (1992a, 1992b, 1992c, 1994) developed a single user class UE 
and SO models which determines optimal paths using link marginal travel costs.  
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Congestion is modeled using deterministic queues at specified bottleneck locations in the 
network.  Their models were implemented using the CONTRAM transportation modeling 
software (Leonard et al., 1989; Taylor, 2003).     
 
2.2 CELL TRANSMISSION MODEL (CTM) 
2.2.1 Basic Cell Transmission Network 
The cell transmission model (CTM) is a simple representation of the highway in 
discrete time and space consistent with the hydrodynamic model of traffic flow 
(Daganzo, 1994, 1995).  Highway traffic flow is modeled using a set of difference 
equations representing the Lighthill-Whitham-Richards (LWR) model (Lighthill and 
Whitham, 1955a, 1995b; Richards 1956).  CTM discretizes the time period of analysis in 
small intervals.  Links of the networks are divided into small homogenous cells of equal 
length.  The length of each cell is equal to the distance traveled by a vehicle moving at 
free-flow speed in one time interval.  If traffic conditions permit, a vehicle moves to a 
downstream cell in one time interval, otherwise it stays in its current cell.  In other words, 
a vehicle cannot skip the downstream cell and move more than one cells from one clock 
tick to the next.  The condition of the network at any time is represented by the number of 
vehicles present in the network cells.  Network conditions are updated at each time 
interval. 
Each cell is characterized by four parameters which govern the flow of vehicles 
into and out of the cell in accordance with the LWR model of traffic flow: free-flow 
speed (v), jam density (kj), saturation flow rate (q), and backward wave speed (w).  Cells 
inherit these traffic-governing parameters from their parent link, and these parameters can 
be used to create the fundamental diagram of traffic flow for each cell.  Newell (1993a, 
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1993b, 1993c) identified these parameters as the most important determinant of traffic 
flow.  Any additional parameters, while beneficial for providing improved realism, is 
unlikely to be calibrated in real life.  Figure 2.1 illustrates how these parameters are used 
to create fundamental traffic flow diagram for the cells.  Although the cell transmission 
model assumes a piecewise linear relationship between traffic density and flow at the cell 
level, it captures the non-linearities between travel time and density reasonably well at 
link level (Ziliaskopoulos, 2000).  Under certain conditions the fundamental diagram 
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Figure 2.1: Fundament diagram of traffic flow at cell level. 
The flow of vehicles from a cell to its downstream cell is determined by the state 
of traffic flow of the two cells in the fundamental diagram.  Under free-flow condition, 
the state of traffic lies on the positive slope (+v) of the diagram and vehicles are 
transferred to the downstream cell at free flow speed.  Under such conditions, the flow is 
governed by conditions of the upstream cell.  The number of vehicles transferred is 






(negative slope –w), the flow is governed by conditions downstream.  The number of 
vehicles transferred is determined by the number of available space in the downstream 
cell.  During other conditions, traffic flow is also governed by the saturation flow of the 
two cells.  These conditions are formally presented by Daganzo (1994, 1995).  Once a 
time step (∆ ) is chosen for the CTM model, the length and traffic flow parameters of the 
cells can be calculated as follows:  
Cell length  ∆ ∆  
Maximum vehicle occupancy in the cell, ∆  
Maximum vehicle flow in or out of the cell, ∆  
 Time-varying maximum occupancy and saturation flow parameters of cell i at 
time t are denoted by N  and Q , respectively.  The set of cells downstream of cell i in the 
network is denoted by Γ i ;  the set of upstream cells is denoted by Γ i .  Cells of a 
CTM network are classified into five categories: ordinary cells, diverge cells, merge 
cells, origin cells, and destination cells.  The five categories of cells are depicted in 
Figure 2.2. 
                
 






Figure 2.2: Five categories of CTM cells. 
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 Ordinary cells have only one downstream and one upstream cell |Γ i | 1,
|Γ i | 1 .  Diverge cells have more than one downstream cells and one upstream 
cell |Γ i | 1, |Γ i | 1 .  Merge cells have one downstream cell and more than 
one upstream cells |Γ i | 1, |Γ i | 1 .  Origin cells have one downstream cell 
and no upstream cells |Γ i | 1, |Γ i | 0 .  Destination cells have no downstream 
cell and one upstream cells |Γ i | 0, |Γ i | 1 .   
Cells are connected to each other by cell connectors, which are depicted by 
directed arrows in Figure 2.2.  These connectors are used to transfer flows between the 
cells and do not exist in the physical traffic network.  Cell connectors cannot store any 
traffic, and must transfer traffic from its upstream cell to its downstream cell according to 
the equations of traffic flow in a CTM network.  Cells and cell connectors for a simple 
highway segment are show in Figure 2.3.   represents the number of vehicles moving 








Figure 2.3: Cells and cell connectors for a simple highway segment. 
The evolution of traffic flow in a CTM network is governed by two sets of 
equations.  The first equation calculates the vehicular transfer between the cells subject to 
the following constraints: number of vehicles present in the upstream cell, available space 
in the downstream cell, and the saturation flow of the two cells.  The second equation 
    1     3     4     2 
  
    1     2     3     4 
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transfers flow between the cells and updates their densities.  These two equations for 
ordinary cell type are shown below.  The number of vehicles present in cell i at time t is 
denoted by . 
 
 m ,  (1) y min n ,  in Q Q  ,   N n  
n n y y   ,   Γ ,   Γ    (2) 
   
The above equations assume that the backward wave speed is equal to free-flow 
speed.  When these two speeds differ, the last quantity in equation (1) is multiplied by the 
ratio of free-flow speed to the backward wave speed.  The traffic flow equations for 
different cell types are described in detail in Daganzo (1994, 1995) and Ziliaskopoulous 
(2000). 
  
2.2.2 Time-expanded Cell Transmission Network 
Finding connectivity labels between origin-destination pairs is the principle 
subroutine of the combinatorial DTA (CDTA) algorithms presented in Section 2.3.  The 
labeling subroutine is run on a time-expanded version of the CTM network.  This section 
presents the details of a time-expanded CTM network to aid the understanding of the 
CDTA algorithm.  Figure 2.4 shows the time-expanded version of the CTM network 
presented in Figure 2.3.  Copies of the cells in horizontal rows denote network conditions 
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Figure 2.4: Example of a time-expanded CTM network. 
Values inside the cells denote vehicular occupancy for that particular cell-time 
pair.  Values on cell connectors joining two different cells denote the maximum possible 
flow between the cell-time pairs.  Since all the vehicles present in a cell can stay in their 
current cell for the next time interval, values on cell connectors between temporal copies 
of the same cell are infinity.  In a time-expanded CTM network, a vehicle always 
“moves” to a new cell-time pair.  The vehicle will move to a downstream cell for the next 
time interval if permitted by the prevailing traffic conditions.  Otherwise, the vehicle 
moves to the same cell for the next time interval (i.e., it remains in its current physical 
cell for one more time interval).  Flows on cell connectors are calculated using equations 
similar to that of a basic CTM network.  1 implies that a vehicle departing from 
cell i at time t can reach cell j in one time interval – thus, cell-time pairs (i, t) and (j, t + 1) 
are connected.  Finding connectivity labels from an origin at time t entails finding all the 
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cell-time pairs that can be reached by a vehicle departing from the said origin at departure 
time t. 
The CDTA algorithm finds connectivity labels in the time-expanded CTM 
network using the breadth first search (BFS) rule.  Since the cell connector flows are non-
negative, the labeling subroutine will find the minimum hop path (i.e., shortest path) from 
the origin cell-time pair to all other cell-time pairs which are connected from the origin.  
The earliest time interval at which a physical cell is labeled by the origin cell denotes the 
time-dependent shortest path (TDSP) travel time from the origin to this cell.  Predecessor 
indices is used to trace TDSP from the origin to this cell at the given departure time.  
Thus, the CDTA algorithm uses the labeling technique to find TDSPs from origins to 
destinations in order to perform dynamic user optimal assignment.   
 
2.3 COMBINATORIAL DTA ALGORITHMS 
2.3.1 Single-destination Combinatorial Algorithm 
A brief overview of the combinatorial algorithm developed by Waller and 
Ziliaskopoulos (2006) for solving the dynamic user optimal (DUO) problem on single-
destination networks is presented here.  The algorithm uses a time-expanded CTM 
network to find user optimal assignment paths for the vehicles.  The algorithm makes 
four primary assumptions regarding the network and traffic flow model.  These 
assumptions lead to certain facts that are used to find the DUO solution. 
 
Assumption 1: The link travel time experienced by a vehicle is independent of the events 




Assumption 2: There is a single destination in the network. 
 
Assumption 3: No two vehicles reach the destination at exactly the same time interval.  
This assumption is used to illustrate the core concepts of the combinatorial algorithm.  It 
is relaxed later on, and all destination arrival time ties can be arbitrarily broken without 
affecting the validity of the algorithm. 
 
Assumption 4: The traffic flow model maintains first-in first-out (FIFO) order within a 
link.  In other words, link travel times of vehicles are FIFO in nature. 
 
The above assumptions lead to three facts which are described below. 
 
Fact 1: Given any two arbitrary vehicles, if both take the shortest path to the destination, 
then whichever arrives at the destination first will arrive at each common node and link 
along their paths first.  This implies that there exists a strict ordering among vehicles 
destined to the destination. 
 
 This fact can be established by contradiction.  Suppose vehicle A leads vehicle B 
first at a spatial point P1 in the network.  Let P2 be the first spatial point where B leads A.  
Since A reached earlier at P1, but later at P2 – it implies at that either the travel times on 
the link containing P1 are non-FIFO or that the paths followed by the vehicles between 
P1 and P2 are not shortest paths.  Both of these conditions violate the assumptions made 




Fact 2: Under user optimal DTA flow pattern, routing decision of a vehicle arriving at the 
destination at time T is not affected by vehicles arriving at the destination at or after time 
T.   
  
 For a vehicle to make an impact on the routing decision of another vehicle, it must 
lead that vehicle at some point in time (Assumption 1).  But if that is the case, then the 
vehicle being lead (i.e., vehicle whose routing decision got affected) cannot arrive at the 
destination before the leading vehicle (Fact 1).   
 
Fact 3: For a user optimal DTA solution, if the order of arrival of vehicles at the 
destination is known, then user optimal path assignments can be found by incrementally 
assigning the vehicles in this order along their shortest paths in the network.   
 
If this were not true, it would imply that routing decision of a vehicle arriving at 
the destination at time T is affected by the vehicles arriving at the destination after T, 
which violates Fact 2.   
 
Fact 3 is used to reduce the dynamic user optimal problem to one of ordering in 
single-destination networks.  Under free-flow travel conditions, time-dependents shortest 
paths from all the origins to the destination are calculated.  The origin with the earliest 
arrival time (EAT) at the destination is selected.  Due to Fact 2, the user optimal path of 
the vehicle departing from this origin is not affected by any other vehicles in the network.  
Therefore, this vehicle is sent to the destination along its shortest path, and roadway 
capacities along its path are consumed.  Once this vehicle has been assigned to its optimal 
path, time-dependent shortest paths from all the origins to the destination are recalculated 
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for the updated network conditions.  Again, the earliest arrival demand at the destination 
is identified, and the subsequent steps are followed.  This process is repeated until there is 
no demand left to be assigned. 
Steps of the algorithm for the single-destination multi-origin dynamic user 
optimal problem can be stated as follows (Waller and Ziliaskopoulos, 2006): 
 
Step 1: Find all time-dependent shortest paths (TDSP) to the destination. 
Step 2: Choose the TDSP from the origin with the earliest arrival time at the destination. 
Step 3: Assign a vehicle from this origin to the TDSP. 
Step 4: Reduce capacities along this TDSP. 
Step 5: If there is still demand to assign, go to Step 1; otherwise terminate. 
 
The algorithm can be easily implemented using the cell transmission model since 
it conforms to the assumptions made regarding the traffic flow model used (Assumptions 
1 and 4).  The time-expanded CTM structure also provides a combinatorial structure to 
the problem, leading to polynomial worst-case complexity in network size and demand as 
explained below. 
 
Worst-case Complexity Analysis 
Let us assume that O is the set of origins, T is the set of time intervals, E is the set 
of cell connectors in the static CTM network, and D is total demand ( ∑ ∑ , 
where  is demand from origin o at time t).  For each demand unit, connectivity label 
subroutine is run from each origin on the time-expanded CTM network using the breadth 
first search rule.  The labeling subroutine searches through the links in the time-expanded 
network in | || |) run time.  Assigning demand on a TDSP has worst-case complexity 
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equal to the total number of cells in the time-expanded CTM network, which is bounded 
by | || |) from above.  Therefore, overall run time for the single-destination 
combinatorial DUO algorithm is | || || |).   
 
2.3.2 Multi-destination Combinatorial Algorithm 
A new combinatorial dynamic traffic assignment (CDTA) algorithm for the 
dynamic user optimal problem on multi-destination networks is developed.  This 
algorithm utilizes the basic principles of the combinatorial approach for single-
destination networks mentioned in the previous section.  This algorithm, due partly to its 
polynomial time complexity, has the potential to provide faster solutions for large-scale 
networks compared to many existing analytical approaches.  The CDTA algorithm is 
meant to complement simulation-based DTA models and help them achieve better results 
faster (see Chapter 4).  The results obtained by applying the combinatorial DTA 
algorithm can be used as an initial warm start solution to simulation-based DTA models.  
Various active traffic control strategies and toll policies are best evaluated using 
simulation-based DTA models.   
The CDTA algorithm determines connectivity between O-D pairs in the time-
expanded CTM representation of the network, and labels the cells with predecessor 
indices.  The earliest arrival time (EAT) demands at the destinations are found.  In the 
single-destination combinatorial approach, the path of the vehicle with the earliest arrival 
time at the destination is guaranteed to be optimal and uninfluenced by the path of any 
other vehicle (Fact 2).  EAT vehicle has the highest priority over all the cell spaces in its 
path, and hence it can be loaded onto its TDSP.  In multi-destination networks, TDSP of 
EAT vehicle at a destination may be influenced by the TDSP of EAT vehicles at other 
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destinations.  While loading vehicles along TDSPs to different destinations, the 
trajectories of vehicles competing for cell spaces may run into multi-way priority ties, 
and it may not be possible to establish a clear first-in first-out (FIFO) priority among 
vehicles.  FIFO issue in analytical DTA approaches for multi-destination networks is a 
well known problem (Peeta and Ziliaskopoulos, 2001).  A heuristic rule is used to break 
such ties, and establish priority of a vehicle over all other competing vehicles (mentioned 
below in Step 5 of the CDTA algorithm).  Once a “dominant” origin-destination pair is 
determined using the current set of vehicular trajectories with the help of the heuristic 
rule, a feasible flow is sent over the network for this origin-destination pair.  The 
connectivity labels are recomputed using the updated flows and the algorithm repeats 
itself until all demand is sent over the network.  The steps of the proposed combinatorial 
DTA algorithm are presented below: 
 
Step 1: Find the earliest unassigned demand for all the origins. 
Step 2: Find connectivity labels from origins in the time-expanded CTM network at the 
current time t. 
Step 3: Find the earliest arrival time (EAT) at the destination D for each origin O. 
Step 4: Starting at D, trace the trajectory back to O and label the cells with predecessor 
indices. 
Step 5: Pick an origin O, and attempt to send demand between O-D pair at time t.  Check 
for other origins’ priority over cells in O-D’s path, and break multi-way priority tie by 
checking EAT of an origin R on cell C using the heuristic rule: 




Else, proceed to the next cell on O-D’s path and check EAT’s. 
Step 6: Load demand from the ‘winner’ origin in Step 5.  Advance the clock. 
Step 7: If there is still demand to be assigned, go to Step 1; else terminate. 
 
At termination, the algorithm provides space-time trajectories which are 
“optimal” since travel time for individual vehicles for each O-D pair is minimized.  
However, these trajectories could potentially violate FIFO condition in a multi-
destination network (thereby yielding an optimal though infeasible solution).  FIFO 
conditions can be achieved through standard traffic simulation yielding a feasible 
solution but with the introduction of a sub-optimal equilibrium gap.  However, it is 
proposed that the resulting gap is sufficiently small for numerous practical applications 
such as system-wide calibration. 
The ability to state the DTA problem as a combinatorial network algorithm makes 
it possible to obtain optimal results in polynomial time with guaranteed convergence for 
single-destination cases (Waller and Ziliaskopolous, 2006).  The proposed multi-
destination algorithm is applicable to large-scale networks (those having thousands of 
nodes and links) based on the principle of origin priority over cell arrivals on the space-
time expanded network.  The proposed work differs from the heuristic algorithm 
developed by Golani and Waller (2004), which applies the single destination algorithm 
repeatedly, and is suitable for faster processing through parallel computing due to its 
structure. 
 
Worst-case Complexity Analysis 
For each demand unit, connectivity label subroutine is run from each origin on the 
time-expanded CTM network using the breadth first search rule.  The labeling subroutine 
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searches through the links in the time-expanded network in | || |) run time.  Total run 
time for all the calls to connectivity label subroutine is | || || |).   
In the worst-case, loading a unit of demand may involve trying TDSPs from all 
the origins before a “winner” origin is identified in Step 5.  Attempting to load a unit of 
demand from an origin has worst-case complexity equal to the total number of cells in the 
time-expanded CTM network, which is bounded by | || |) from above.  Total run 
time complexity of loading all the demand is | || || |).  Therefore, overall run time 
for the multi-destination combinatorial DUO algorithm is | || || |).   
 
2.3.3 Efficiency Improvements in the CDTA Algorithm 
Finding connectivity labels in the time-expanded CTM network (Step 2) is the 
most computationally intensive step of the CDTA algorithm.  Based on the numerical 
testing on networks of various sizes, it took between 40% to 70% of the CPU run time.  
Once a demand unit is loaded along its TDSP (Step 6), and it consumes cell and cell 
connector capacities along its path, the algorithm identifies TDSPs from all other origins 
which were “disturbed” because of the latest demand assignment.  In other words, if 
TDSPs from other origins share a common cell with the TDSP being currently loaded, 
then their connectivity labels may become invalid because of updated cell occupancies.  
And therefore, connectivity labels from all such affected origins are recomputed before 
an attempt to load a new demand unit is made. 
Improvements were made in the above mentioned basic form of the CDTA 
algorithm to minimize calls to the connectivity label subroutine.  If TDSP from an origin 
shares a common cell with the recently loaded TDSP (Step 6), then the connectivity 
labels from the said origin may potentially become invalid under two cases.  These two 
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cases are discussed below, and are subsequently used to reduce the number of calls made 
to the labeling subroutine. 
 
Case 1: Insufficient cell capacity 
 Let us assume that there are two time-dependent shortest paths, T1 and T2, which 
share a cell and label it at the same time interval.  After a vehicle is loaded onto, say T1, 
the residual capacity of the common cell at that time interval will reduce by one.  
However, this cell-time pair will remain connected on T2 as long as the residual capacity 
of the cell at that time is greater than one unit.  Therefore, just because several TDSPs 
share a common cell does not mean that loading a vehicle along one of the TDSPs will 
make the connectivity labels from other origins invalid.  This fact is used to reduce the 
number of connectivity label calls made from origins by checking the residual capacities 
of the cells along the TDSP being currently loaded. 
 
Case 2: Insufficient cell connector saturation flow 
 If two TDSPs T1 and T2 share two or more consecutive cell-time pairs along their 
paths, then they also share cell connectors between such cells.  In this case, the 
connectivity labels may be broken if the residual saturation flow on a cell connector 
reduces to less than one unit.  Therefore, after a vehicle is loaded onto, say T1, residual 
saturation flow of the shared cell connectors is checked before marking the origin of T2 
for relabeling.   
  
 Since saturation flow and capacities of the cells in real networks is much higher 
than one unit, the above two efficiency improvements resulted in order of magnitude 
savings in run time. 
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2.4 NUMERICAL EXPERIMENTS 
For the purpose of implementing the proposed combinatorial dynamic traffic 
assignment algorithm, and for testing various computational methods proposed in this 
dissertation, it was assumed that the network supply and demand data are known a priori.  
The network supply data includes network topology, and supply parameters of the 
networks links, such as saturation flow, jam density, free-flow speed along with the 
length and number of lanes for each link.  Time-dependent origin-destination (O-D) 
travel demand data were also assumed to be known.  Collecting disaggregate time-
dependent demand data for dynamic modeling of transportation networks has 
traditionally been a challenge.  In contrast, a vast repository of transportation network 
and travel demand data from various transportation planning models is available for static 
traffic assignment.  The static data can be processed to prepare data for testing dynamic 
traffic assignment models.  This approach is not restrictive since the algorithm can 
always be tested on data collected specifically for dynamic modeling of transportation 
networks.  The process of generating data for DTA modeling from static traffic 
assignment data, and associated challenges are presented in the next section. 
 
2.4.1 Data Preparation and Related Issues 
Static transportation network data were obtained from the Transportation Network 
Test Problems (TNTP) website (Bar-Gera, 2010a).  For each transportation network, data 
is provided in two files: network data file and O-D demand data file.  Network data file 
has link data in forward star notation, and contains link properties such as its incidence 
nodes, length, saturation flow, free-flow travel time, and the parameters of the Bureau of 
Public Roads (BPR) link performance function (BPR, 1964).  Static traffic assignment 
` 
 32
models traditionally use the BPR function to obtain link travel times for a given link 
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Capacity values in the BPR function do not represent “hard capacities” measured 
in the field.  Since there is no time dimension in the static model, and all the vehicles use 
roadway capacities at the same time, the capacities values used in the BPR function 
represent average network conditions over the analysis period.  Therefore it is possible to 
have volume-to-capacity ratios greater than one in the equilibrium solutions of static 
models.  Dynamic models assign vehicles to roadways during different intervals, and 
therefore a fixed capacity value is used for each time interval in DTA models.  Since the 
analysis period for the network data obtained from the TNTP website was not clear, it 
was not possible to determine the hourly capacity values and O-D demand with certainty 
using the static network data.  Some common sense rules were adopted to generate data 
for DTA modeling.  For example, link capacity values for the Anaheim network were 
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multiples of 1800.  Since 1800 veh/hr/ln is a typical saturation flow value for arterials, 
corresponding to saturation headway of two seconds, it was assumed that the network 
data were given for one hour analysis period.  However, because of the uncertainly 
involved in generating DTA data, instead of using a single total O-D demand value 
obtained from the static data, different O-D demand values were used to test the 
performance of the algorithm for different traffic levels.  Time-dependent O-D travel 
demand data was obtained by profiling the static O-D demand data using a bell-curve 
distribution over the analysis period.   
Some of the network data files had capacity values normalized to 1.  For such 
networks, modified values of the  parameter of the BPR function, which incorporated 
the true values , , and , were provided instead.  In such cases, true capacity 
values for the links were calculated by assuming the value of  to be 0.15.  These 
capacity values were used in the DTA models.  Capacity values for the Winnipeg 
network were obtained in this manner.   
Units of link length and free-flow travel times were not always clear.  Whenever 
one or more of these information were missing, a reasonable assumption based on the 
values of the parameters was made.  Link data does not contain information about the 
number of lanes, and the capacities are provided per analysis period.  It was assumed that 
the link capacities represent the total capacities for all the lanes, and is provide per 
analysis period rather than per hour.  Some of the networks did not contain information 




2.4.2 Test Networks 
The CDTA algorithm was tested on two real transportation networks: Anaheim, 
CA and Winnipeg, Canada.  The algorithm was tested for four different total O-D 
demand levels: 5,000 vehicles, 10,000 vehicles, 25,000 vehicles, and 50,000 vehicles.  
Demand was profiled over one hour assignment period.  Three different time steps for 
creating the time-expanded CTM network and dynamic user optimal assignment were 
tested: 15 seconds, 20 seconds, and 30 seconds.  Long time steps lead to large cell sizes.  
CTM is very robust and produces results consistent with the hydrodynamic theory of 
traffic flow, even for long time steps and large cells sizes (Daganzo, 1994).  Errors in 
travel time are comparable to the time step, and errors in location are comparable to the 
cell size.  Daganzo (1994) suggest that for any practical application, the longest time step 
consistent with study’s objectives should be chosen.  In the present work, different 
demand levels and time steps are selected to study the performance of the CDTA 
algorithm under different conditions.  Practitioners should choose appropriate parameters 
consistent with their objective. 
The algorithm was coded in C/C++ programming language, and tested on Intel® 
Xeon® X5680, 3.33 GHz processor.  CentOS 5.5 operating system in Linux environment 
was used for testing.  The performance of the dynamic user optimal assignment for the 
two networks was measured by three metrics: run time, equilibrium gap, and size of the 
path set used at equilibrium.   
The CDTA algorithm produces spatio-temporal trajectories of the vehicles as its 
final result.  As discussed in Section 2.3.2, some of the vehicular trajectories may violate 
FIFO condition.  Therefore, the trajectories obtained from the CDTA algorithm were 
simulated in a cell transmission model-based traffic simulator to ensure that the resulting 
vehicular flows are FIFO in nature.  Then, the FIFO flows were used to calculate relative 
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equilibrium gap.  The one hour assignment period was divided into twelve assignment 
intervals of five minutes each for the purpose of calculating relative gap.  Relative gap is 
defined below (Chiu et al., 2010). 
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Where,  
t is the index for the set of assignment intervals 
OD is the index for the set of origin-destination pairs 
p is the index for the set of paths 
KO
 is the flow on path p during assignment interval t 
D is the set of used paths between origin-destination pair OD 
 is the experienced travel time on path p during assignment interval t 
is the experienced travel time on path p during assignment interval t  
 is the total flow between origin-destination pair OD during assignment 
erval t int
 is the shortest path travel time between origin-destination pair OD during 
assignment interval t 
2.4.2.1 Anaheim Network 
The Anaheim network has 38 origin-destination zones, 426 nodes, and 914 links.  
The total length of the network is 466 lane-miles.  Different O-D demand levels were 
obtained by proportionally scaling all the O-D pair demands obtained from the static 
demand file. 
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Run times for the CDTA algorithm on the Anaheim network for different demand 
levels are shown in Figure 2.4 and Table 2.1.  As expected, the run times increased for 
higher demand levels and smaller time steps.  For all the time steps, the run times 






























Run time (seconds) 
time step=15 sec time step=20 sec time step=30 sec
5,000 23 15 10 
10,000 48 32 20 
25,000 128 86 54 
50,000 347 228 144 
Table 2.1: CDTA run times for the Anaheim network. 
 Relative gaps and the number of paths used at equilibrium are shown in Tables 
2.2 and 2.3, respectively.  The solution used relatively small number of paths for 
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equilibration, and produced very good relative gap measures for a DTA model given the 
run times and the size of the path set used at equilibrium.  The smallest size of the path 
set used by the simulation-based DTA model was at least twice as large as that produced 
by the CDTA model, and produced larger gap measures.  Detailed comparison of gap 
measures and the size of the path set used at equilibrium between the CDTA solution and 




Relative gap (%) 
time step=15 sec time step=20 sec time step=30 sec
5,000 0.00 0.0 0.0 
10,000 0.00 0.0 2.5 
25,000 0.70 1.9 12.1 
50,000 6.24 10.0 6.3 




Number of paths 
time step=15 sec time step=20 sec time step=30 sec
5,000 924 924 924 
10,000 1058 1058 1061 
25,000 1218 1218 1260 
50,000 1601 1601 1623 
Table 2.3: CDTA path size for the Anaheim network. 
 
2.4.2.1 Winnipeg Network 
The Winnipeg network has 154 origin-destination zones, 1067 nodes, and 2975 
links.  The total length of the network is 2123 lane-miles.   
Run times for the CDTA algorithm on the Winnipeg network for different 
demand levels are shown in Figure 2.5 and Table 2.4.  As expected, the run times 
` 
increased for higher demand levels and smaller time steps.  Again, the run times 






























Run time (seconds) 
time step=15 sec time step=20 sec time step=30 sec
5,000 59 39 27 
10,000 125 83 60 
25,000 380 243 171 
50,000 878 582 400 
Table 2.4: CDTA run times for the Winnipeg network. 
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Relative gaps and the number of paths used at equilibrium are shown in Tables 
2.5 and 2.6, respectively.  Compared to the Anaheim network, the Winnipeg network has 
about four times as many O-D pairs, twice the number of nodes, and thrice the number of 
links.  On average, the number of paths used at equilibrium for the Winnipeg network 
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was four times the number of paths used for the Anaheim network.  Gap measures for 
most of the scenarios were very small, with the maximum gap being less than 11%.  
Again, relative comparison of gap measures and the path size used at equilibrium 





Relative gap (%) 
time step=15 sec time step=20 sec time step=30 sec
5,000 0.00 0.0 0.0 
10,000 0.01 9.2 0.0 
25,000 0.87 1.3 2.6 
50,000 8.67 10.1 10.7 




Number of paths 
time step=15 sec time step=20 sec time step=30 sec
5,000 3118 3118 3118 
10,000 4076 4075 4075 
25,000 4569 4618 4576 
50,000 6958 7474 8020 
Table 2.6: CDTA path size for the Winnipeg network. 
2.5 SUMMARY 
A new combinatorial dynamic traffic assignment (CDTA) algorithm for solving 
the dynamic user optimal problem on multi-destination transportation networks was 
developed.  This approach utilized the basic principles of the combinatorial approach for 
single-destination networks developed by Waller and Ziliaskopoulos (2006), and adapted 
it for addressing FIFO issue in multi-destination networks.  Efficiency improvements in 
the labeling approach introduced by Waller and Ziliaskopoulos (2006) were made, and 
this led to significant improvement in run times.  The CDTA model was tested on the 
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Anaheim and Winnipeg networks for different demand levels and time steps.  
Performance of the CDTA algorithm was measured using three metrics: run time, 
equilibrium relative gap, and the number of paths used at equilibrium.  The algorithm 
produced small relative gap measures quickly using a relatively small path set compared 
to a simulation-based DTA model.  A detailed comparison between the CDTA model and 
the simulation-based DTA model is presented in detail in Chapter 4.   
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Chapter 3:  Parallel Computing for DTA Models 
This chapter identifies the opportunities for computational efficiency through 
parallel computing in the combinatorial approach for dynamic traffic assignment models.  
In particular, two subroutines involved with the combinatorial approach for DTA models 
are selected for parallelization:  connectivity label subroutine of the CDTA model, and 
cell transmission model (CTM) traffic simulator.  As mentioned in Chapter 2, the 
connectivity label subroutine of the CDTA algorithm is the most computationally 
intensive component.  Once the output of the CDTA algorithm is obtained, the resultant 
vehicular trajectories are simulated in a CTM traffic simulator to ensure that the final 
solution obeys FIFO rule in multi-destination networks, and that the resultant relative gap 
measure is valid.  Finding connectivity labels in the combinatorial algorithm from 
different origins is independent of each other, and therefore this subroutine can be run for 
different origins simultaneously.  The cell transmission model has order-free property, 
which implies that during a given time interval, cell occupancies can be updated in any 
order.  In other words, occupancies of a cell and its upstream and downstream cells can 
be updated simultaneously without affecting the validity of the underlying traffic flow 
model.  The parallel implementation of traffic simulator presented in this chapter avoids 
explicit network partitioning, and avoids the problem of minimizing the communication 
cost and load imbalance.  This is made possible by adopting a shared-memory 
parallelization approach.  Since powerful shared-memory machines with up to sixteen 
processors and over 50 GB memory are available in the market, the shared-memory 
approach is not considered restrictive for modeling real-world transportation networks.  
Shared-memory programs also provide better efficiency by significantly minimizing the 
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communication cost.  Communication cost is often a bottleneck for distributed-memory 
systems. 
These two subroutines present opportunities for parallel processing, which are 
explored and numerically tested in this chapter.  An overview of different parallel 
computer architecture and related performance issues is presented in Section 3.1.  Section 
3.2 reviews past applications of parallel computing to traffic modeling.  The rest of the 
chapter provides the implementation details of parallel application used in this 
dissertation, followed by numerical testing for the Anaheim and Winnipeg networks.   
 
3.1 OVERVIEW OF PARALLEL COMPUTING 
3.1.1 Parallel Computing Architecture 
Parallel computing is the use of multiple processors or computers to solve a 
problem together.  The need for parallel computing arises out of the limitations of single 
central processing unit (CPU) in terms of processor speed, memory, and input-output 
(I/O) capability.  Parallel computing is used to solve problems which cannot be solved on 
a single CPU in a reasonable time, or whose memory and I/O requirements are beyond 
the capabilities of a single CPU.   Such problems are divided into smaller sub-problems, 
and each sub-problem is solved on a single processor.  Whenever a task is divided across 
multiple processors, the issues of concurrency, data dependency, and synchronization 
across the processors must be addressed to ensure the correctness of the solution.  Thus, 
multiple processors are employed to solve large problems faster. 
In principle, there are two types of parallelism: data parallelism and task 
parallelism.  In data parallelism, each processor carries out the same instructions on 
different data.  In task parallelism, each processor performs a different function.  Most 
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practical applications of parallel computing contain a mix of both data and task 
parallelisms.  One of the first and most popular classifications of parallel computers 
based on the above two dimensions of parallelism was provided by Flynn (1966): single-
instruction single-data (SISD), single-instruction multiple-data (SIMD), multiple-
instruction single-data (MISD), and multiple-instruction multiple-data (MIMD).  This 
classification of parallel computers is also known as Flynn’s taxonomy.   
Most modern computers have multiple instruction streams and multiple data 
streams, where a collection of autonomous processors operate on their own data streams 
(Pacheco, 1997).  Since the MIMD architecture emerged as the winner, modern parallel 
computers are now divided into two types based on their memory model: shared-memory 
systems and distributed-memory systems.  Schematic diagrams of shared and distributed 
memory systems are shown in Figure 3.1 below (Koesterke and Milfeld, 2010). 
In shared-memory systems, there is a single global address space and each 
processor can access all memory.  Processors access memory through a bus or crossbar.  
In distributed-memory systems, each processor has its own local memory.  The 
processors are part of a cluster, and are connected to each other through network 
communication wires.  Communication between processor is done by explicitly passing 
messages through the network.  Several standard libraries for parallel programming are 
available.  OpenMP and Messaging Passing Interface (MPI) are popular and widely used 
parallelization libraries (Pacheco, 1997; Chandra et al., 2001).  OpenMP is used to 
develop parallel programs for shared-memory systems, while MPI is used for both shared 
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3.1.2 Performance Measures for Parallel Programs 
While parallel computers can theoretically use more and more processors to 
further reduce the time to solve a problem, the actual performance is limited by several 
practical concerns.  Communication and load balancing across processors are two major 
factors governing the performance of a parallel application.  Communication between 
processors, particularly in distributed-memory systems, is very costly and should be 
minimized to the extent possible in the design of a parallel program.  Less frequent 
communication and synchronization can be traded off with limited inaccuracy in the 
solution.  Since run time is governed by the slowest processor, workload should be 
balanced equally among the processors.  Amdahl’s Law provides upper limit on the 






    
    
    
 
Only a small fraction of serial program can significantly degrade the parallel 
performance as shown in Figure 3.2 (Koesterke and Milfeld, 2010).  In reality, the 
performance is further degraded due to communication, load imbalance, I/O operations, 






















Figure 3.2: Speed-up for different serial fractions of the program. 
Amdahl’s law assumes fixed problem size.  It assumes that serial fraction of the 
program does not change with respect to machine size, and that parallel fraction is 
equally distributed over the processors.  Gustafson (1988) argued that users will 
reformulate their problem, and solve a larger problem while keeping the run time more or 
less constant.  Although more computation is performed for the large problem, the 
fraction of time spent in executing the serial fraction of the program decreases, which 
leads to improved efficiency.  Instead of defining speed-up measures using run times, 
Karp and Flatt (1990) defined a new metric to measure the performance of parallel 
programs.  Their metric denotes the experimentally determined serial fraction of the 





3.2 REVIEW OF TRAFFIC SIMULATION USING PARALLEL COMPUTING 
Several studies have performed parallel traffic simulation by decomposing the 
network into sub-networks, and using a dedicated processor for each sub-network.  
Optimal partitioning of the network is achieved when sub-networks have equal workload, 
and the number of boundary links (i.e., communication cost) between the sub-networks is 
minimized.  Optimal partitioning of a network is an NP-complete problem, which means 
that no efficient algorithm is available for network partitioning.  Most studies used some 
heuristic algorithm for partitioning the network.  Very few studies have implemented 
parallel version of mesoscopic traffic simulators which are widely used in simulation-
based DTA models for modeling large-scale networks.   
Wang and Niedringhaus (1993) developed a polynomial time heuristic for 
network partitioning, which guarantees that workload of sub-networks would be within a 
certain fraction of the average workload.  More recently, METIS graph partitioning 
library has been popularly used for network partitioning.  METIS coarsens the network 
by collapsing nodes and links, partitions the condensed network, and then uncoarsens the 
network (Karypis and Kumar, 1998).  Tibaut (1997) introduced an adaptive load 
balancing algorithm for parallel traffic simulation.  Their algorithm moves roadway 
intersections from one partition to another in order to achieve load balancing.  Rickert 
and Nagel (2001) and Nagel and Rickert (2001) implemented parallel traffic 
microsimulation for TRANSIMS using the cellular automata technique.  METIS was 
used to partition the network.  Gourgoulis et al. (2004) developed a parallel 
implementation of a traffic simulator on a grid network.  Load balancing is not performed 
explicitly for the grid network, which can limit this model’s applicability on irregular 
real-world networks.  Chabini et al. (2003) and Jiang (2004) developed a parallel 
implementation of a macroscopic dynamic network loading model.  Two loading 
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algorithms were tested by decomposing the network by topology and time.  Nokel and 
Schmidt (2002) parallelized DYNEMO traffic simulator.  The network was partitioned 
using a two-step approach, and load balancing was explicitly taken care of.  Cameron and 
Duncan (1996) parallelized PARAMICS microsimulation model and used estimated link 
flows to balance workload across sub-networks.  Liu et al. (2004) developed an API to 
perform microsimulation using PARAMICS in a distributed-memory environment.  
Klefstad et al. (2005) developed another distributed-memory parallelization of 
PARAMICS.   O’Cearbhaill and O’Mahony (2005) parallelized SATURN using the 
single-program multiple-data paradigm.  They achieved an overall speed-up of five while 
using sixteen processors.  Wen (2008) presented an adaptive network partitioning 
framework for traffic simulation in DynaMIT.  The parallelization is implemented for a 
distributed-memory environment. 
 
3.3 PARALLEL COMPUTING FOR CONNECTIVITY LABEL SUBROUTINE  
The combinatorial algorithms for both single- and multi-destination networks 
ensure that the connectivity labels, and hence the time-dependent shortest paths (TDSP), 
from all the origins are valid before a new demand unit is assigned to its dynamic user 
optimal path.  Therefore, after each unit of demand is assigned over the network, the 
algorithm re-computes connectivity labels from a subset of origins for the updated 
network conditions.  Only those origins whose connectivity labels are affected by the 
path of the last demand unit assigned over the network are selected for re-computation.  
Details of the combinatorial algorithms and the method for determining the “affected” 
origins can be found in Section 2.3. 
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Once a subset of origins for re-computation of the connectivity labels is 
identified, the connectivity label subroutine is run for all such origins in a sequential 
manner.  However, finding connectivity labels from different origins is completely 
independent of each other, and all such computations can be performed in parallel.  
OpenMP shared-memory programming library is used to perform this computation in 
parallel.  In the serial version of the program, a ‘for’ loop is used to make calls to the 
connectivity label subroutine from different origins sequentially.  OpenMP was used to 
create multiple threads in the program, and the master thread assigned multiple 
connectivity label calls to different threads simultaneously.  To achieve best performance, 
the number of threads created was equal to the number of processors used for testing.  If 
multiple threads are run on a single processor, the performance is degraded due to time-
sharing among the threads.  The performance of the parallel version of the program was 
tested using different number of processors, and is presented in Section 3.5. 
 
3.4 PARALLEL COMPUTING FOR CTM TRAFFIC SIMULATOR 
Simulation based dynamic traffic assignment (DTA) models have two main 
components: a module to find time-dependent shortest paths (TDSP) and a dynamic 
network loading (DNL) module.  The framework of simulation-based DTA models is an 
iterative process, also known as the simulation-assignment approach.  For each 
assignment interval, the following cyclical process is iterated until acceptable equilibrium 
convergence criteria are met: 
 
1. Path generation: Find time-dependent shortest paths (TDSP) between all 
origin-destination pairs for prevailing traffic condition. 
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2. Assignment update:  Shift O-D demand among existing paths using some 
assignment rule (e.g., method of successive averages) to reduce equilibrium 
gap, and compute updated path flows. 
3. Network loading:  Send the new path flows over the network, and compute 
resulting dynamic network conditions, such as time-dependent link flows, link 
travel times, and path travel times. 
 
This process of achieving a DTA solution is initialized by assuming free-flow 
traffic condition.  The “Path generation” step in the first iteration finds shortest paths 
using free-flow link travel times, and assigns O-D demand to these paths.  The “Network 
loading” step sends flow along the paths and calculates updated network conditions, 
which are subsequently used by the “Path generation” step to find TDSPs in the next 
iteration.  Steps 1 and 3 are the most computationally intensive steps, and use significant 
portion of CPU time.  Making these steps faster is essential for developing a faster DTA 
model which can be efficiently run on large-scale networks.  One approach to speed-up 
the two steps is to exploit the opportunity of parallelism in the two steps.  Both of these 
steps have some elements which can be processed in parallel using multiple processors.  
Path generation step finds out a time-dependent shortest path tree rooted at each origin.  
Finding TDSP tree from an origin is completely independent of finding TDSPs from 
other origins.  Ziliaskopoulos and Kotzinos (2001) and Ziliaskopoulos et al. (1997) have 
developed parallel implementation of TDSP algorithms.   
The other critical step is Dynamic Network Loading which takes up significant 
run time.  Depending upon the traffic flow model used to model the movements of 
vehicles on network links, the DNL step can be parallelized.  As part of this dissertation 
research, a parallel implementation of the DNL module is developed.  One of the most 
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widely used traffic flow models used to represent dynamic network condition is the cell 
transmission model (CTM) (Daganzo, 1994, 1995).  The CTM model represents traffic in 
a discrete-space discrete-time setting, and is consistent with the popular LWR 
hydrodynamic model of traffic flow (Lighthill and Whitham, 1995a, 1995b; Richards, 
1956).  Details of the CTM network are provided in Section 2.2. 
A parallel DNL module using a CTM traffic simulator was developed.  The 
movement of vehicles along their path, which is represented by updating the vehicular 
densities of cells, in a given time step depends upon the traffic condition of the cells in 
the previous time step.  In other words, traffic condition c inside cell i at time t can be 
written as: 
 
, 1 , , , , , ; Γ , Γ  
 
Where Γ  and Γ  are the set of upstream and downstream cells for a given 
cell i, respectively.  I is the set of CTM cells, and the cell are consecutively numbered for 
1 to |I|.  Finding the network conditions at time step (t + 1) can be represented as updating 
the cell occupancies using a for loop: 
 
 1  | | 
, 1 , , , , , ; Γ , Γ    
 
 
For a given time step, the right hand side of the updating step is known and 
constant.  Therefore, the order of updating cell densities is immaterial and does not affect 
the correctness of the cell densities in the next time step.  This means that the density of a 
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downstream cell (cell i+1) can be updated before the upstream cell (cell i).  This in effect 
presents an opportunity for parallelism, where multiple processors can update cell 
densities for a given time step in arbitrary order and result in faster processing time.  This 
property of the CTM network distinguishes the current work from the previous parallel 
implementations of traffic simulation.  Past parallel implementations of traffic simulation 
performed explicit network partition, and had to minimize communication cost and load 
imbalance.  Network partitioning is an NP-complete problem.  Since OpenMP shared-
memory parallelization library is used to develop a parallel DNL module, there is no need 
for communication between processors by explicitly sending messages.  Once cell 
occupancies are updated by a processor, the updated information can be accessed by 
other processors using the global address space. 
Since updating cell densities involves a fixed number basic arithmetic operations 
(addition, subtraction, and finding minimum of two numbers), the work performed to 
update the occupancies of regular cells is same for different cells.  The work performed 
will be slightly more for diverge and merge cells.  But since this work is only marginally 
more than that for regular cells, and in real networks the number of diverge and merge 
cells would be considerably less than the number of regular cells, the problem of 
updating cells occupancies is a balanced problem.  Work is divided across multiple 
processors using OpenMP directives.  If there are a total of p processors available, then 
the workload assigned to kth processor is: 
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Mesoscopic simulation of traffic is performed by tracking spatio-temporal 
trajectories of vehicles throughout the simulation.   Initially, vehicles are stored in FIFO 
queues at origin cells; the order of vehicles in queue is determined by their departure 
time.  FIFO queues are also created for each cell to store the incoming vehicles in their 
arrival order.  Once the CTM traffic simulation starts, flow transfers between cells are 
calculated.  Vehicular movement between the cells is performed by removing the top 
vehicle from the upstream FIFO queue and adding it to the downstream FIFO queue.  
Actual density updates are based on the unit of vehicles moved between the two cells.  
The parallel implementation of mesoscopic CTM traffic simulator developed in this 
dissertation is based on the earlier work of Lin and Daganzo (1994) and Lee (1996).  
Details of a serial implementation of mesoscopic simulation using the cell transmission 
model can be found in their work.  
 
3.5 NUMERICAL EXPERIMENTS 
Parallelization of the two subroutines identified earlier was tested in a combined 
experiment.  One complete cycle of connectivity label calls from all the origins was 
parallelized.  In addition, the final vehicle trajectories output of the CDTA model was 
parallel simulated in the CTM traffic simulator once.  The parallel implementation was 
tested for the Anaheim and Winnipeg networks for total O-D demand of 50,000 vehicles.  
Three different scenarios corresponding to different time steps were tested.  Traffic 
simulations for the three scenarios were performed for a fixed number of clock intervals 
to directly compare the run times.  Parallel computing was performed using one, two, 




3.5.1 Anaheim Network 
Run times for the Anaheim network for different time steps and number of 
processors are presented in Table 3.1.  Speed-up values calculated using these run times 
are listed in Table 3.2. 
 
  Run time (milliseconds)  
# Processors time step=15 sec time step=20 sec time step=30 sec 
1 605.11 606.03 534.78 
2 423.79 420.99 392.69 
4 264.50 248.75 235.17 
8 144.42 141.71 126.67 
Table 3.1: Run times vs. processors for the Anaheim network. 
 
  Speed-up 
# Processors time step=15 sec time step=20 sec time step=30 sec 
1 1.00 1.00 1.00 
2 1.43 1.44 1.36 
4 2.29 2.44 2.27 
8 4.19 4.28 4.22 
Table 3.2: Speed-up vs. processors for the Anaheim network. 
Figure 3.3 shows a plot of speed-up versus the number of processors used for all 
the three time steps.  The performance of parallel program scaled up nicely for higher 
number of processors.  Parallel program showed identical performance for the three time 

















Figure 3.3: Speed-up vs. processors for the Anaheim network. 
 
3.5.2 Winnipeg Network 
Run times for the Winnipeg network for different time steps and number of 
processors are presented in Table 3.3.  Speed-up values calculated using these run times 
are listed in Table 3.4. 
 
  Run time (milliseconds) 
# Processors time step=15 sec time step=20 sec time step=30 sec 
1 1468.69 1475.54 1470.06 
2 978.95 976.62 970.44 
4 540.88 575.75 533.11 
8 313.46 340.11 341.66 





  Speed-up  
# Processors time step=15 sec time step=20 sec time step=30 sec 
1 1.00 1.00 1.00 
2 1.50 1.51 1.51 
4 2.72 2.56 2.76 
8 4.69 4.34 4.30 
Table 3.4: Speed-up vs. processors for the Winnipeg network. 
Figure 3.4 shows a plot of speed-up versus the number of processors used for the 
three time steps.  Speed-up values for the Winnipeg network are identical to those 
obtained for the Anaheim network.  Again, the performance of parallel program scaled up 
nicely for higher number of processors, and showed identical performance for the three 





















This chapter evaluated the performance of parallel computing applied to the 
connectivity label and CTM traffic simulator subroutines of the combinatorial approach 
for dynamic traffic assignment.  Parallel program for the two subroutines were developed 
using OpenMP shared-memory parallelization library.  Numerical experiments were 
conducted for the Anaheim and Winnipeg network for a total O-D demand of 50,000 
vehicles, and tested using three different time steps for the CTM network: 15 seconds, 20 
seconds, and 30 seconds.  Parallel program was tested using one, two, four, and eight 
processors.  Results for both the networks are encouraging and the performance scaled up 
nicely for higher number of processors.  Speed-up values for different time steps were 
identical.  In real networks, these two subroutines are called a very large number of times 
before equilibrium convergence criteria are met.  The parallel implementations of the two 
subroutines when integrated into the larger framework of the combinatorial DTA model 
and the simulation-assignment approach of the simulation-based DTA models will result 
in significant savings in run time.   
Most of the past implementations of parallel traffic simulator use distributed-
memory systems for scalability, and performed either microscopic or macroscopic 
simulation.  Distributed systems, while more scalable, present the challenge of finding 
optimal network partitioning, and minimizing communication cost and load balancing.  
Communication cost is a major bottleneck in distributed-memory systems.  Since 
powerful shared-memory machines with up to sixteen processors and over 50 GB 
memory are available in the market, the shared-memory approach is not considered 
restrictive for modeling real-world transportation networks.  The parallel implementation 
of traffic simulator presented in this chapter avoids network partitioning, and avoids the 
problem of minimizing the communication cost and load imbalance.  Shared-memory 
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programs also provide better efficiency by significantly minimizing the communication 
cost, and are much more portable than the distributed-memory programs.  The 
parallelized traffic simulator uses the cell transmission model and has mesoscopic 
resolution.  Since most of the simulation-based DTA models deployed on real networks 
use mesoscopic simulator, the parallel implementation of the traffic simulator developed 






Chapter 4:  Warm Starting Dynamic Traffic Assignment Model 
Warm starting a traffic assignment model is defined as the process of providing 
the traffic assignment model with an initial set of paths and path flows.  Typically, both 
the static and dynamic traffic models use solution procedures which start with free-flow 
traffic conditions and an empty path set.  Starting with the free-flow traffic condition, the 
employed traffic assignment algorithm iteratively generates paths, and sends and 
redistributes flows among multiple paths connecting origin-destination pairs until all 
demand is loaded onto the network and equilibrium condition is achieved.  Providing the 
assignment algorithm with an initial set of paths and path flows representing total 
demand for the network (i.e., warm starting the traffic assignment model) is a promising 
approach which has the potential to reduce the time required to achieve equilibrium 
and/or provide a better convergence at algorithm termination.  Warm starting approach 
has been found to improve convergence time for the static traffic assignment model (Dial, 
2006).  This work tested the efficacy of warm starting methods for a simulation-based 
dynamic traffic assignment (DTA) model.  Two specific motivations for using the warm 
start methods are presented below. 
 
4.1 MOTIVATION FOR WARM STARTING A DTA MODEL 
4.1.1 Enforcing FIFO Condition to CDTA solution 
The combinatorial dynamic traffic assignment (CDTA) model presented in 
Chapter 2 provides space-time trajectories of vehicles as its final solution.  In the case of 
single-destination user-equilibrium dynamic traffic assignment (UE-DTA) problems, 
these space-time trajectories represent optimal time-dependent shortest path taken by the 
vehicles.  For the single destination UE-DTA case, first-in first-out (FIFO) conditions are 
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automatically satisfied and there is no need to explicitly enforce FIFO rule at the link 
level (Waller and Ziliaskopoulos, 2006).  However, for the multiple-destination UE-DTA 
problems, the CDTA algorithm may run into cases where it cannot establish priority of 
one vehicle over another at one or more of the common nodes (and links) along their 
paths.  Such FIFO issues in multiple-destination UE-DTA problems are well known since 
the very first analytical DTA models were developed in the late 1970s.  Enforcing FIFO 
condition using constraints results in a non-convex constraint set for mathematical 
programming-based analytical DTA models (Carey, 1992), and makes them much more 
difficult to solve.  Simulation-based solution methods for DTA problems resolve this 
issue by using a traffic flow model consistent with the hydrodynamic model of traffic 
flow to propagate traffic.  Use of a realistic traffic flow model, as opposed to link exit 
functions used by the analytical DTA models, to propagate traffic ensures that FIFO 
conditions are satisfied at the link level and that the model can adequately capture shock-
wave propagation, congestion build-up, and queue spillover across nodes, which are 
essential to the dynamic modeling of transportation networks. 
The CDTA algorithm handles the FIFO issue by using a heuristic rule to establish 
priority among competing vehicles.  Once a vehicle with the highest priority is identified 
using the heuristic rule, this vehicle is loaded along the current time-dependent shortest 
path from its origin to destination.  After this vehicle reaches its destination, all the 
origins whose labels to their destination are affected by the recently loaded vehicle’s path 
are identified.  The labeling subroutine is run for the affected origins, and new labels 
representing current time-dependent shortest path from these origins under updated 
network conditions are obtained.  At the termination of the CDTA algorithm, the final 
space-time paths of the vehicles represent optimal dynamic traffic assignment, albeit with 
some violation of the FIFO rule.  The amount of FIFO violation introduced in the final 
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solution is proportional to the number of times the heuristic rule is employed to break ties 
among competing vehicles.   
The warm start procedure is used to remove FIFO violation from the CDTA 
solution by simulating its vehicle trajectories output in a traffic simulator.  Since it’s the 
arrival time of a vehicle at network nodes that determines its FIFO precedence over other 
vehicles arriving at the same node at a later time, it’s the time dimension of the space-
time trajectories of the vehicles that represents FIFO violation, if any.  The space-time 
vehicular trajectories obtained from the CDTA algorithm is reduced to spatial paths, and 
the CDTA path flows are simulated in a traffic simulator which ensures that FIFO rules 
are obeyed in the final solution.  Vehicles are loaded along these spatial paths starting at 
their original departure times.   Results obtained by warm starting the simulation-based 
DTA model using the solution of the CDTA algorithm are presented in section 4.3. 
 
4.1.2 Providing Initial Path Set for Improved Convergence 
The second application of warm starting method is focused toward improving the 
efficiency of simulation-based DTA models.  Simulation-based DTA models have 
emerged as frontrunners for applications on medium to large size real transportation 
networks, and for evaluation of various advanced traffic management systems (ATMS) 
and advanced traveler information systems (ATIS) (Mahmassani et al., 1994; Ben-Akiva 
et al., 1998; Ziliaskopoulos and Waller 2000; Florian et al., 2008).  This is due to their 
superior representation of traffic flow propagation and computational tractability.   
Simulation-based DTA models consist of two main components: a method to 
determine time-dependent path flows and a network loading method (Cascetta, 2001; 
Florian et al., 2001; Florian et al., 2008).  The network loading component sends the 
` 
time-dependent path flows along the network and determines time-dependent link flows, 
link travel times, and path travel times.  After each network loading step, new time-
dependent shortest paths (TDSP) between origin-destination (O-D) pairs under current 
network conditions are calculated.  A portion of the current path flows are shifted to the 
newly found TDSPs, similar to the method of successive averages (MSA) approach for 
the static traffic assignment problem (Beckmann et al., 1956; Sheffi, 1984; Bell and Iida, 
1997).  These two components are dependent on each other and are performed iteratively 
until convergence criteria for the DTA model are met.  This simulation-assignment 
procedure is at the core of simulation-based DTA models, and its conceptual framework 




















Figure 4.1: Conceptual framework of the simulation-assignment procedure. 






During the initial iterations, new time-dependent shortest paths are generated 
rapidly after the network loading steps.  When the path set grows sufficiently large, the 
shortest path algorithm finds fewer new TDSPs.  Therefore it is computationally more 
efficient to stop the path generation step after some time.  At this stage, the DTA model 
equilibrates the O-D demand by distributing it among the existing paths in the path set.  If 
required, additional paths can be generated at a later stage.  The need for additional paths 
is indicated by a lack of improvement in the convergence criteria.   
Generating paths and determining path flows in a dynamic transportation network 
are two of the main computationally intensive modules of any simulation-based DTA 
model.  Ziliaskopoulos and Kotzinos (2001) reported that path computations for the 
DYNASMART model (Mahmassani et al., 1994) took more than 70 percent of the 
overall CPU time.  Therefore, providing the DTA model with a rapidly generated good 
quality initial path flows is a promising approach which has the potential to reduce the 
computational time significantly and/or improve convergence at algorithm termination.  
Since static traffic assignment model can be solved much faster than the similarly sized 
dynamic network model, it has the potential to provide a meaningful warm start method 
for the DTA models.  Different methods of warm starting a DTA model using the static 
traffic assignment model are discussed in section 4.4. 
 
4.2 WARM STARTING DTA USING THE CDTA SOLUTION 
A simulation-based DTA model of the Visual Interactive System for 
Transportation Algorithms (VISTA) modeling framework developed by Ziliaskopoulos 
and Waller (2000) was warm started using the combinatorial DTA (CDTA) model’s 
solution.  To ensure consistency in network supply and demand data used by the CDTA 
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model and VISTA’s simulation-based DTA model, a network model initially created in 
VISTA is used a reference point for all subsequent data transformations and modeling.  
Network supply and demand data used by the VISTA model are exported to the CDTA 
model for traffic assignment modeling.  The original link and node id’s used by the 
VISTA model are stored separately to establish correspondence between the two models 
in order to correctly warm start VISTA’s DTA model later.  The solution produced by the 
CDTA model is converted into paths and path flows (Path and Vehicle Assignment files 
of VISTA, respectively) and imported into VISTA to warm start its DTA model.  The 
details of the data files used by the two models, and the necessary data transformations 
used by the warm start method is provided in the sections below. 
 
4.2.1 Network Supply and Demand Data Files of VISTA 
As mentioned above, a VISTA model of the network is created as a starting point 
for the warm start method.  Creating a network model in VISTA requires five basic data 
files containing network supply and demand data required for dynamic traffic assignment 
modeling.  These basic data files of VISTA are processed to produce two files containing 
all the required supply and demand data to run the combinatorial DTA algorithm.  
Descriptions of these input data files used by the VISTA and the CDTA model are 
provided below and in the next section, respectively. 
 
Nodes data file:  
Nodes file contains data about id, type, and geographical co-ordinates of the 
nodes.  Node id’s are used to define links of the networks by specifying a head and a tail 
node for each link.  Therefore, Nodes file is a basic building block of a VISTA network, 
` 
as opposed to link-based representations in other models where link id’s and adjacency 
list of the links are directly defined for the network.  Node type takes two different 
values: 1 for a regular through node in the network, and 100 for centroid zones which do 
not allow through movements of traffic.  Geographical co-ordinates of the nodes are 
primarily used to draw the network topology using a geographical information system 
(GIS) interface.  This co-ordinates data do not affect the network modeling process.  
Snapshot of a sample VISTA Nodes file is presented in Figure 4.2. 
 
 
Figure 4.2: A sample Nodes date file in VISTA. 
Linkdetails data file:   
Linkdetails data file contains the primary network supply data used for network 
modeling.  Besides the topological data, such as the tail and head nodes for each link, the 
Linkdetails file defines the type (1 or 100), length (in feet), free-flow speed (in miles per 
minute), capacity (in vehicles per hour per lane), and number of lanes for each link.  Type 
1 is used for regular links the network.  Links connecting centroid zones to regular nodes 
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are labeled type 100, and the supply data for centroid connector links do not directly 
affect the modeling process.  If a regular link downstream of the centroid connector link 
can receive demand originating from the corresponding origin centroid, this demand is 
immediately loaded onto the network.  Otherwise, this demand is stored at the 
corresponding centroid node, which has infinite storage capacity, to be sent over the 
network at the earliest possible time after its original departure time.  Snapshot of a 
sample VISTA Linkdetails file is presented in Figure 4.3. 
 
 
Figure 4.3: A sample Linkdetails date file in VISTA. 
Links data file:   
Links data file contains the coordinates of the tail and head nodes for each link, 
and this data is only used for drawing the network using a GIS interface, and does not 
affect the network modeling process.  Snapshot of a sample VISTA Links file is 




Figure 4.4: A sample Links date file in VISTA. 
Static OD data file:   
Static OD data file contains the primary network demand data used for modeling.  
This file represents the total demand between origin-destination (O-D) pairs for the entire 
duration of the analysis period.  Snapshot of a sample VISTA Static OD file is presented 
in Figure 4.5. 
 
 
Figure 4.5: A sample Static OD date file in VISTA. 
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Static OD file is used in conjunction with the Demand Profile data file to generate 
time-dependent O-D demand data for dynamic traffic assignment modeling.  If time-
dependent O-D demand is directly available for modeling, then Dynamic OD data file is 
used instead.  In that case, there is no need for Static OD and Demand Profile data files. 
Demand Profile data file:   
Demand Profile data file divides the analysis period into several assignment 
intervals, and defines the fraction of the total O-D demand to be released during each 
interval.  These fractions are applied uniformly across different O-D pairs.  Different 
demand profile distribution can be used by altering the weights for the intervals.  All the 
modeling results presented in the current work used a normal distribution profile to 
generate time-dependent O-D demand.  Simulation intervals are typically 5 to 15 minutes 
long, and the dynamic traffic assignment model achieves equilibrium for each interval 
separately.  Snapshot of a sample VISTA Demand Profile file is presented in Figure 4.6. 
 
 




4.2.2 Input and Output Data Formats for the CDTA model 
The basic data files of a VISTA network model are processed to produce Cell 
Network and Demand files, which are used by the CDTA model.  The Cell Network file 
contains the cell transmission model (CTM) representation of the network links.  Besides 
containing the network supply data for the cells (i.e., saturation flow rate and jam 
density), the Cell Network file also maps the cells to their parent link and upstream and 
downstream cells.  The Demand file contains time-dependent O-D demand in the form of 
vehicle id’s, their origin and destinations cells, and departure time.  The Cell Network file 
is used to create a time-expanded CTM representation of the network.  The time-
expanded CTM network and individual vehicle’s demand data are the two primary inputs 
to the combinatorial DTA model. 
Once the CDTA algorithm terminates, it produces a single output file containing 
the space-time trajectories of the vehicles.  Each row of the output file contains the 
optimal time-dependent paths assigned to a vehicle by the CDTA model in the following 
format: vehicle id, departure time, size of the path (in number of cells unit), and sequence 
of the cells in the path.  The path of a vehicle may repeat cells.  Repetition of a cell in the 
path indicates that the vehicle stayed at that particular cell for more than clock ticks.  In 
the time-expanded CTM network, a vehicle always “moves” to a new cell-time pair with 
each tick of the clock (refer Section 2.2.2).  A movement to the same cell for the next 
clock tick implies that the vehicle was unable to advance to the next physical cell in the 
network, and had to stay at the current cell for an additional time interval.  Therefore, the 
size of the path in the CDTA output file represents the travel time experienced by the 
vehicle in clock ticks unit.  To warm start the simulation-based DTA model of VISTA 
using the CDTA model solution, the space-time vehicular trajectories produced by the 
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CDTA model are converted into Path and Vehicle Assignment files of VISTA.  This 
framework of data transformation and flow is described in the next section. 
 
4.2.3 Framework of Data Flow for Warm Starting 
To create a Path file compatible with the VISTA format, the sequence of cells 
representing the space-time trajectory of a vehicle is converted into a spatial path.  This is 
done by removing the repetition of the cells in the path, and retaining only one instance 
of the repetitive cells.  Since an optimal path assigned by the CDTA model does not 
contain cycles, all the repetitions of a cell occur consecutively in the path.  This makes it 
easy to identify the repetitions, and convert the space-time paths into just spatial paths.  
Next, each cell in the sequence of unique cells is replaced by its parent link.  When a 
vehicle traverses a link, it would travel on all the cells that constitute the link.  Therefore, 
the resultant sequence of links would contain multiple instances of a link corresponding 
to each cell belonging to that link.  However, again, all the repetitions of a link are 
consecutive and therefore they can be easily identified and converted into a sequence of 
unique links.  The resultant sequence of unique links forms the actual spatial path taken 
by the vehicle in VISTA format.  The spatial paths taken by the vehicles are written into 
the Path file of VISTA, and the corresponding path id is recorded.  Since more than one 
vehicle may be assigned to the same spatial path, a hash function is used to identify 
unique spatial paths.  The vehicle id, its spatial path id, and its departure time are written 
into the Vehicle Assignment file of VISTA.  Path and Vehicle Assignment files constitute 
the initial path set and path flows, respectively, that are used to warm start the simulation-
based DTA model of VISTA.  These two files are fed to the traffic simulator module of 
VISTA, which creates initial warm start network condition.  Path file contains two binary 
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files, “Route Index” and “Route Data”, to store all the path information.  Assignment file 
contains multiple “Vehicles.n” files storing vehicular assignment information for the nth 
assignment interval.  The framework of warm starting the simulation-based DTA model 
of VISTA is provided in Figure 4.7. 
 











Figure 4.7: Framework of data flow for warm starting. 
The results for warm starting using the CDTA model for Anaheim and Winnipeg 
networks are presented below. 
 
4.3 CDTA WARM START RESULTS  
4.3.1 Interpreting the Warm Start Results 
Once the warm start files are fed to the traffic simulator of VISTA, the 
simulation-assignment procedure is followed to further improve equilibrium 




























case.  However, it is difficult to make a direct comparison between the two cases because 
of several reasons.  In simulation-based DTA models, gap measures (both, percent and 
absolute values) are calculated with respect to the path set available at equilibrium.  For 
each assignment interval, experienced travel times of vehicles between an O-D pair are 
compared with travel time on the shortest time-dependent path for that O-D pair for gap 
calculation.  Unless two solutions of the DTA model contain exact same path set, a mere 
comparison of percent gap does not provide the complete set of information to judge the 
superiority of a solution over another.  For example, a DTA solution containing a very 
small path set may nicely equilibrate the vehicles among the existing paths, resulting in a 
very small percent gap, but the vehicles may be traveling at higher cost paths.  Expanding 
the path set will provide the vehicles with more options, and it will lead to smaller travel 
times for the vehicles.  Percent gap calculated with respect to the expanded path set will 
depend upon the extent to which vehicles are equilibrated among the paths.  A direct 
comparison of percent gap for two different path sets is not very helpful in determining 
the quality of the user equilibrium conditions.  If the two path sets have equal percent 
gap, the solution with lower average travel times for vehicles is a better solution.  In 
general, smaller average travel times are indicative of a better converged user-equilibrium 
solution.  Therefore the results presented below use both the gap measures (percent and 
absolute values) and average travel time of vehicles at equilibrium solution. 
To make the comparisons between the warm start and non-warm start cases more 
meaningful, one additional measure was taken.  To the extent possible, the equilibrium 
convergence metrics (gap and average travel time) for the two cases were compared for 
the same size of the path set for the two cases.  However, it is not possible to control the 
size of the path set generated from the simulation-assignment approach completely.  The 
simulation-assignment framework used by VISTA runs two modules to perform dynamic 
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traffic assignment: path generation (PG) module and dynamic user equilibrium (DUE) 
module.  A call to the PG module generates new time-dependent shortest paths (TDSP) 
and adds them to the existing path set.  The DUE module distributes path flow among the 
existing paths to achieve equilibrium.  Multiple calls to the PG module can be made to 
generate a large path set, which would be later used by the DUE module for equilibration.  
When the PG module is run several times in a row, at the end of each PG call, the module 
shifts a fixed percentage of path flows from the existing paths to the newly found TDSPs 
before finding new TDSPs in the next iteration.  This is required in order to generate new 
paths from the second iteration onwards.  If the number of newly found TDSPs is below a 
certain specified fraction of the existing paths, the PG module stops.  Running the PG and 
DUE modules constitute one cycle.  The number of times the PG and DUE modules are 
called within a cycle is at the discretion of the user.  Depending upon the current network 
conditions, the user may decide to run the DUE modules several times to achieve better 
equilibrium using the current set of paths.  However, in the beginning it may be advisable 
to run the PG module several times in order to generate adequate paths to be used by the 
DUE module.  This subjectivity in the process of achieving equilibrium makes it even 
more difficult to compare the convergence results obtained from the warm start case to 
the non-warm start case.  Therefore, the PG module is run in such a way that both the 
cases have about equal path size, and then DUE modules are run before comparing the 
equilibrium metrics.   
 
4.3.2 Results for the Anaheim Network 
This section presents the equilibrium results for the warm start and non-warm 
start cases for the Anaheim network for a total O-D demand of 50,000 vehicles.  The 
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results are presented for three different time steps: 15 seconds, 20 seconds, and 30 
seconds.  Three different equilibrium convergence metrics were used to compare the 
results: percent gap, absolute gap (sec/veh), and average travel time (min/veh).  The 
warm start results in the tables and plots are suffixed with “WS”.  For the non-warm start 
cases, initially the PG module is run once, followed by several DUE module runs to 
achieve equilibrium.  The DUE runs were stopped when there were no significant 
improvement in the equilibrium metrics.  The initial size of the path set produced by the 
CDTA model (i.e., the warm start case) was usually smaller than the initial path set of the 
non-warm start case.  So, the PG module was run for the CDTA results to make its path 
set size about the same as the initial path set size of the corresponding non-warm start 
case.  When there were no significant improvements in the equilibrium metrics for the 
current path set, additional paths were generated for both the cases followed by running 
the DUE module.  Then a new comparison of the two cases was made using the results 
obtained from the updated path set.  Results for the three scenarios with different time 
steps are presented below. 
 
Scenario 1:  Demand = 50,000 vehicles, Time step = 15 seconds 
Tables 4.1 and 4.2 present the results for the warm start and non-warm start case, 
respectively.  All the three equilibrium metrics showed improvement with larger number 
of paths.  Percent gap and average travel time for the two cases are plotted in Figure 4.8.  
The vertical axis on the left side is used for plotting percent gap measures.  Average 
travel times are plotted on the right vertical axis.  Absolute gap measures per vehicle are 
plotted in Figure 4.9.  Total run time for obtaining the different path sets and equilibrium 
measures reported for the two cases were: 17.8 minutes for the warm start case; 16.2 
minutes for the non-warms start case. 
` 
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh)
4524 14.56 235 26.85 
4910 12.07 185 25.54 
4911 12.38 190 25.60 
4943 14.09 218 25.77 
5539 9.71 146 25.03 
Table 4.1: DTA results with warmstart - Anaheim, t=15 sec. 
 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
4559 19.42 321 27.56 
4791 17.28 270 26.02 
4810 16.64 256 25.67 
4927 15.69 236 25.08 
5303 13.95 214 25.61 
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Figure 4.9: Gap per vehicle comparison - Anaheim, t=15 sec. 
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Figures 4.8 and 4.9 show that the warm start case had smaller gap measures for 
different sizes of the path set.  The average travel time measures for the two cases were 
about the same, which implies that the warm start case had superior performance.  
Although the warm start case took about 1.6 minutes more run time, it was able to 
achieve better gap measures than the non-warm start case.  For a given path set size, even 
if the DUE module for the non-warm start case were run longer, it could not achieve the 
same level of gap measures as the warm start case.  It should be noted that the run times 
provided are the total run times used by different path set solutions for the two cases.  If 
an analyst wishes to obtain a DTA solution containing a smaller path set, the difference in 
the run times would be even smaller.  A smaller path set solution may be desirable in the 
case of providing real-time route guidance to travelers: it will take smaller run time, is 
more manageable, and would result in a small number of alternative routes suggestions 
that a traveler can mentally process and choose from.  As would be seen repeatedly from 
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the results presented below, the warm start cases performed especially better with smaller 
number of paths and provided more stable equilibrium measures.   
 
Scenario 2:  Demand = 50,000 vehicles, Time step = 20 seconds 
In this scenario, the warm start case achieved its best equilibrium convergence at 
intermediate number of paths (path set size = 4,829, Table 4.3).  On the other hand, even 
after adding about thousand more paths, the non-warm start solution had higher gap 
measures, and slightly higher average travel time (Table 4.4).  Total run times for the 
warm start and non-warm start cases were 25.3 minutes and 17 minutes, respectively.  
However, the best warm start result was obtained in a total of 15.2 minutes. 
 
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh)
3342 8.50 167 32.75 
4829 9.23 160 28.79 
5592 12.47 224 29.98 
6110 10.47 183 29.16 
Table 4.3: DTA results with warmstart - Anaheim, t=20 sec. 
 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
3273 10.98 220 33.45 
3897 25.84 498 32.13 
4551 15.07 276 30.48 
5976 12.10 210 28.86 
Table 4.4: DTA results without warmstart - Anaheim, t=20 sec. 
Figures 4.10 and 4.11 show that the warm-started DTA model performed better 
than the non-warm started model when the number of paths was 5,000 or fewer.  For 
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The equilibrium gap measures for the warm start cases showed more stability, whereas 
the non-warm start model showed a sudden increase in gap measures for the path set size 
of 3897. 
 
Scenario 3:  Demand = 50,000 vehicles, Time step = 30 seconds 
Again the warm start case showed a general trend of improvement in equilibrium 
measures with higher number of paths.  The non-warm start case, like the previous 
scenario, showed a temporary increase in gap and travel time measures before improving 
it using a higher number of paths.  Total run times for the warm start and non-warm start 
cases were 13.0 minutes and 9.2 minutes, respectively. 
 
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh)
3911 11.61 330 47.37 
5482 11.68 318 45.38 
6156 8.21 196 39.09 
Table 4.5: DTA results with warmstart - Anaheim, t=30 sec. 
 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
3500 11.57 295 42.43 
5281 15.91 413 43.25 
5992 13.33 351 41.19 
Table 4.6: DTA results without warmstart - Anaheim, t=30 sec. 
Comparative results in Figures 4.12 and 4.13 display that the warm start case had 
better gap measures, whereas the non-warm case had better travel time measures.  
Therefore, there is no clear superiority of one solution over the other up until the path set 
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The warm-started DTA solution performed better than the non-warm case when 
number of paths increased to more than 6,000.  Although the warm started solution took a 
longer run time, it was able to produce better equilibrium measures at the end.  Figure 
4.13 shows a faster decline in gap measure for the warm start case for higher number of 
paths.  
 
4.3.3 Results for the Winnipeg Network 
This section presents the equilibrium results for the warm start and non-warm 
start cases for the Winnipeg network for a total O-D demand of 50,000 vehicles.  Again, 
the results are presented for the same time steps and equilibrium metrics as the Anaheim 
network. 
 
Scenario 1:  Demand = 50,000 vehicles, Time step = 15 seconds 
From Tables 4.7 and 4.8, it can be seen that the initial result for the warm start 
case had a smaller gap measures, associated with a higher average travel time.  After 
running the path generation module, average travel time decreased significantly with a 
small increase in the gap measures.  The non-warm start model started with a zero gap at 
equilibrium, but had a much higher value of average travel time.  This indicates a need to 
generate more paths for the non-warm start model in order to achieve better equilibrium 
measures and reduce the travel times significantly to match those obtained from the 
warm-started model.   
Comparative results presented in Figures 4.14 and 4.15 demonstrate that the warm 
start case performed better than the non-warm start case for different sizes of path set.  In 
particular, the warm start case had better gap measures and travel time values for smaller 
` 
path set sizes.  It also had stable gap measures, whereas the non-warm start case showed 
high volatility in gap measures.   
 
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh) 
5638 4.03 82 33.72 
12596 8.30 104 20.91 
15604 12.23 154 20.97 
Table 4.7: DTA results with warmstart - Winnipeg, t=15 sec. 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
4344 0.00 0 90.54 
11201 28.60 460 26.81 
15583 16.12 216 22.29 
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Figure 4.15: Gap per vehicle comparison - Winnipeg, t=15 sec. 
Total run times for the warm start and non-warm start cases were 27.8 minutes 
and 16.7 minutes, respectively.  However, the warm start case took 11.1 minutes for the 
path set sizes of 5,638 and 12,596 which resulted in its best solution.   
 
Scenario 2:  Demand = 50,000 vehicles, Time step = 20 seconds 
 The results of this scenario are similar to that of Scenario 1.   Additional path 
generation for the warm start case resulted in significant decrease in average travel time, 
trading off with the gap measure which saw some increase.  The non-warm start case had 
initially zero gap, but about three times the average travel time compared to the initial 
warm start results.  The warm start case maintained superiority over the non-warm start 
case with lower gap and travel time measures (see Figures 4.16 and 4.17).  As the path 
size grew, the two cases performed identically.  Total run times for the warm start and 
non-warm start cases were 29.8 minutes and 19.6 minutes, respectively.  However, the 
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first two path sizes for both the cases, which resulted in lower percent and absolute gap 
measures with only a small trade-off in travel time compared to the third path sets (see 
Tables 4.9 and 4.10), took equal run time of 14.3 minutes.   
 
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh) 
6903 5.25 135 43.02 
12923 9.34 157 27.93 
16245 14.95 238 26.59 
Table 4.9: DTA results with warmstart - Winnipeg, t=20 sec. 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
4344 0.00 0 123.51 
10816 7.95 137 28.71 
15895 16.06 257 26.66 
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Figure 4.17: Gap per vehicle comparison - Winnipeg, t=20 sec. 
 
Scenario 3:  Demand = 50,000 vehicles, Time step = 30 seconds 
In this scenario, the warm start case performed far better than the non-warm start 
case for the smallest path set results presented (see Tables and Figures below).  For 
higher path sizes, overall the two cases performed identically.   
Number of Paths Gap - WS (%) Gap - WS (sec/veh) Travel Time - WS (min/veh) 
7288 6.25 21 57.64 
13900 11.82 277 39.07 
17903 18.13 401 36.84 
Table 4.11: DTA results with warmstart - Winnipeg, t=30 sec. 
Number of Paths Gap (%) Gap (sec/veh) Travel Time (min/veh) 
4344 0 0 194.52 
11389 9.52 246 43.11 
17069 18.43 410 37.06 
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The warm start case performed better in terms of total run time for this scenario 
using a run time of 22.8 minutes compared to 30.7 minutes for the non-warm start case. 
 
4.4 WARM STARTING DTA USING STATIC TRAFFIC ASSIGNMENT 
Warm starting a simulation-based DTA model using the solution of a static traffic 
assignment refers to the process of obtaining feasible path set and path flows from the 
static traffic assignment solution, and initializing the DTA model with this path solution.  
Yperman (2007) employed a similar approach for solving the stochastic dynamic user 
equilibrium problem by using a predefined path set and path flow solution obtained from 
the static traffic assignment performed by the INDY DTA model (Bliemer, 2007).  The 
work presented here is built upon the initial work done by Levin et al. (2011) to test the 
convergence of simulation-based DTA models by providing an initial feasible solution.  
Since static traffic assignment solution only guarantees unique link flows, there are many 
different ways in which path flows could be obtained for warm starting the DTA model.  
Therefore, warm starting a DTA model using static traffic assignment solution leads to 
non-unique warm starts, unlike the warm start using the combinatorial DTA model, and 
presents some challenges related to finding equivalence between the static and dynamic 
models.  Some of these issues are discussed in the subsections below. 
 
4.4.1 Issue of Equivalence between Dynamic and Static Models 
Before evaluating the effectiveness of a static model in warm starting a DTA 
model, it is important to answer the following question: for a DTA network model, what 
is the corresponding static network model that can be expected to provide a good warm 
start?  Unfortunately, finding equivalence between the static and dynamic model is an ill 
` 
 88
defined problem.  Even if the static and dynamic models have same network supply data, 
there would be infinitely many different time-dependent O-D demand patterns for the 
dynamic version of the model, all of which having the same total O-D pairs demand as 
the static model.  Because of the many-to-one relationship between the two models, the 
static model cannot be expected to adequately warm start all of the “equivalent” DTA 
models.  A host of data correspondence issues between the two models, as discussed in 
Section 2.4.1, along with different notions of link capacities in the two models, further 
complicate the issue of warm starting in this context.  Since there is no concept of time 
dimension in the static model, it cannot be expected to warm start a dynamic model 
adequately under any circumstances.  Therefore, the motivation of warm starting here is 
not so much about initializing the DTA model with an approximate equilibrium solution, 
but to quickly generate time-dependent path flows from static solution to reduce run time 
for the DTA model.  Different methods of generating such path flows are discussed next, 
and these methods were tested on the Anaheim network.   
 
4.4.2 Warm Start Approaches for the Static Model 
An overview of different algorithms for solving the static traffic assignment 
problem is presented in Section 4.5.  These algorithms can be broadly classified into two 
categories based on their solution: algorithms which produce equilibrium path flows, and 
algorithms which only produce equilibrium link flows.  In the present work, the latter 
approach is used to warm start the DTA model since such algorithms can be easily 
implemented.  As discussed in the previous section, finding a very good quality static 
equilibrium solution is not necessarily helpful in warm starting the DTA model; the 
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purpose is to quickly find time-dependent path flows from the static model that can be 
used as an initial solution to the DTA model.   
A total of four different heuristic methods for obtaining initial path flows for the 
DTA model were tested on the Anaheim network.  These methods correspond to two 
different ways of obtaining the paths, and two different ways of distributing the O-D 
demand among the paths.  Two different ways for generating paths are: find all shortest 
paths used at equilibrium in the static model; use the set of all-or-nothing (AON) shortest 
paths generated in different iterations of the Frank-Wolfe algorithm (refer Section 4.5).  
Two different ways of obtaining the path flows are: distribute O-D pair demand equally 
among the paths between the O-D pair; distribute O-D pair demand proportional to the 
highest link density (volume-to-capacity ratio) of the paths.   
The warm started Anaheim DTA models were compared with the non-warm 
started models for different sizes of path sets.  The models were compared for a total O-D 
demand of 50,000 vehicles.  The simulation-based DTA model corresponding to the time 
step of 15 seconds presented in Section 4.3.2 was used as the non-warm start model for 
comparisons.  
 
4.5 STATIC TRAFFIC ASSIGNMENT ALGORITHMS 
The static traffic assignment (STA) problem determines traffic flow on roadway 
links when travel demand rates between origin-destination (O-D) pairs are time-invariant, 
and the resulting traffic on roadways is uncongested.  Inputs to the STA are origin-
destination (O-D) pairs travel demand matrix and transportation network characteristics.  
User-equilibrium (UE) STA problem assumes that travelers minimize their travel cost to 
destinations, and this traveler behavior leads to an equilibrium traffic flow pattern 
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(Wardrop, 1952).  In contrast, system-optimum (SO) STA determines a traffic flow 
pattern which minimizes total system travel cost.  At user equilibrium solution, no 
traveler can improve her travel cost by unilaterally switching to a different route.  All 
used routes between a given O-D pair have equal and minimum travel cost at 
equilibrium.  Travel costs on unused routes are not less than the equilibrium travel costs. 
The user-equilibrium traffic assignment problem has an equivalent mathematical 
programming formulation (Beckmann et al., 1956; Sheffi, 1984; Bell and Iida, 1997).  
This formulation is a non-linear convex program and can be solved to optimality using 
standard optimization techniques. 
 
Static user-equili ium mathematical programbr  
Solve for : 
min    
  Subject to:  Traffic flow conservation 
Where, 
       
   ,    
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The above link function is also known as the Bureau of Public Roads (BPR) 
function (BPR, 1964).  
There are several algorithms proposed by researchers to solve the UE-STA 
problem.  Reviews of these algorithms are presented in Patriksson (1994) and Florian and 
Hearn (1995).  The algorithms to solve the UE-STA problem can be divided into three 
categories based their algorithmic structure and decision variables: link-based, route-
based, and origin-based algorithms.  Bar-Gera (2002) presented a review of the 
algorithms in the three categories, which are summarized below. 
The most common and simple algorithms to solve the static assignment problem 
are link-based.  A common approach among the link-based algorithms is to find a descent 
direction by iteratively solving sub-problems with linearized objective function until 
convergence criteria are met.  For the mathematical programming formulation of the UE-
STA problem presented above, solving this sub-problem is equivalent to finding a 
shortest path between each O-D pair, and sending the total demand between the O-D pair 
along this shortest path.  Then an average of the sub-problem solution and the current 
solution is taken.  A simple averaging using the iteration number is known as the method 
of successive averages (MSA).  A computationally more efficient and popular approach 
uses the Frank-Wolfe algorithm for solving quadratic nonlinear programs (Frank and 
Wolfe, 1956; LeBlanc et al., 1975).  The Frank-Wolfe algorithm uses a line search to find 
a convex combination of the current solution and the sub-problem solution such that it 
minimizes the objective function.  The Frank-Wolfe method converges faster than the 
MSA method.  Other link-based algorithms also follow the same general structure 
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presented above, but differ in the way the averaging is performed between the solutions 
obtained at different iteration numbers and the current sub-problem solution.  Hearn et al. 
(1987) presented the restricted simplicial decomposition method which finds a convex 
combination of all previous solutions of the linearized sub-problem to find the best 
current solution.  Larsson et al. (1997) used a similar approach, but they solve a non-
linear sub-problem at each iteration.  Florian and Spiess (1983), Fukushima (1984), 
LeBlanc et al. (1985) and Lupi (1986) also developed similar link-based algorithms for 
the static traffic assignment problem. 
Link-based algorithms provide unique link volumes at user equilibrium solution, 
but they do not provide route flows on the routes between a given O-D pair.  Route flows 
can be determined from the equilibrium link flows, but in general they are non-unique.  
Since travelers primarily choose a route while making travel decisions based on route 
costs, and many ATIS /ATMS strategies are designed to provide route guidance and 
influence route choice, determining route flow splits at equilibrium is of practical concern 
to researchers and traffic managers.  This has led to increased focus on route-based 
algorithms for the UE-STA problem.  Route-based algorithms assume that all used routes 
and the flow on each route are known during intermediate iterations of the solution 
procedure.  Flows are shifted from routes having higher travel costs to those having lower 
costs to achieve equilibrium.  Dafermos (1968) and Dafermos and Sparrow (1969) 
developed a route-based algorithm in which, for each O-D pair, flow from the maximum 
cost route is shifted to the minimum cost route until both routes have the same cost.  
Gibert (1968) and Bothner and Lutter (1982) implemented such algorithms to find the 
user equilibrium solution for the STA problem.  Jayakrishnan et al. (1994) developed a 
route-based algorithm in which flow shifts from higher cost routes to the lower cost 
routes were based on a gradient projection method.  A variant of the gradient projection 
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method is developed by Florian et al. (2009).  Larsson and Patriksson (1992) developed 
the disaggregate simplicial decomposition method which considers all O-D pairs 
simultaneously while shifting flows, and finds a solution which minimizes the objective 
function.  Sun et al. (1996) and Chen et al. (2002) compared performance of various path-
based algorithms.  Route-based algorithms provide higher accuracy for equilibrium 
solutions compared to the link-based algorithms.  
Origin-based algorithms for the STA problem are gaining popularity due to their 
faster convergence rate and even greater accuracy.  Earliest attempts to develop origin-
based algorithms were frustrated by the presence of cycles (Gibert, 1968).  Bar-Gera 
(2002) successfully developed an efficient origin-based algorithm for the STA problem 
by avoiding cycles.  There have been recent advances in similar algorithms, which utilize 
a bush structure rooted at origins, to develop faster and more precise algorithms for the 
static traffic assignment problem (Dial, 2006; Gentile and Noekel, 2009; Bar-Gera, 
2010b; Nie, 2010).   Zhang et al. (2010) presented a comparative study of some of the 
origin-based algorithms. 
Due to their fast convergence rate and the ability to generate paths rapidly, static 
traffic algorithms have been utilized for warm starting DTA models.  Frank-Wolfe 
method, although less accurate than the path-based and origin-based approaches, is very 
easy to implement and provides sufficiently converged solutions in reasonable time.   
Frank-Wolfe method is used to quickly find user equilibrium solutions for the purpose of 
warm starting DTA models.  Several approaches to construct paths and path flows from 




4.6 STATIC WARM START RESULTS 
This section presents equilibrium results for the static warm start models of the 
Anaheim network for a total O-D demand of 50,000 vehicles.  The static assignment 
model used for warm starting was solved to relative gap of 1%.  Four different methods 
of generating initial path flow solution for the DTA model were tested.  For all the 
methods, it took about 5 seconds to solve the static assignment and import initial path 
flows into the simulation-based DTA model of VISTA.  Comparison between the warm 
start and non-warm models were made in a manner similar to that of the CDTA warm 
start analysis (Section 4.3).  The simulation-based DTA model with time step of 15 
seconds was used for comparison.  The results for different methods of warm starting are 
presented next. 
4.6.1 Method 1: Shortest Paths, Equal Demand Distribution 
Table 4.13 presents the three equilibrium metrics for the warm start Anaheim 
network for different sizes of path set.  Comparisons with non-warm start simulation-
based DTA model are presented in Figures 4.20 and 4.21.  Total run time for the warm 




Gap - WS 
(%) 
Gap - WS 
(sec/veh) 
Travel Time - WS 
(min/veh) 
4732 11.23 198 29.40 
5253 14.80 233 26.26 
5440 10.28 150 24.30 
Table 4.13: DTA warm start results – Anaheim, Method 1 
The warm start model had smaller gap and higher travel time compared to the 
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Figure 4.21: Gap per vehicle comparison – Anaheim, Method 1. 
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better equilibrated with respect to its path set, and resulted in smaller absolute gap 
measure.  The two models performed identically for about 5,300 paths.   
 
4.6.2 Method 2: Shortest Paths, Density Proportional Demand Distribution 
The warm start results using Method 2 are presented in Table 4.14.  Comparative 




Gap - WS 
(%) 
Gap - WS 
(sec/veh) 
Travel Time - WS 
(min/veh) 
4591 10.82 188 28.94 
5076 10.84 158 24.24 
5256 14.26 224 26.21 
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Figure 4.23: Gap per vehicle comparison – Anaheim, Method 2. 
Total run time for the warm start model was 11.9 minutes, while the non-warm 
start model took 16.2 minutes.  The warm start model had better percent gap measures, 
and slightly higher average travel times.  Due to better convergence at equilibrium, the 
warm start model had better absolute gap measures despite having slightly higher average 
travel times.  It also achieved its results faster than the non-warm start model. 
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4.6.3 Method 3: All-or-nothing Paths, Equal Demand Distribution 
Table 4.15 presents the three equilibrium metrics for the warm start Anaheim 
network using Method 3.  Comparisons with non-warm start DTA model are presented in 
Figures 4.24 and 4.25.  Total run time for the warm start model was 10.2 minutes, 






Gap - WS 
(%) 
Gap - WS 
(sec/veh) 
Travel Time - WS 
(min/veh) 
4705 10.77 178 27.47 
4987 10.26 160 26.03 
5253 9.02 130 23.93 
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Figure 4.24: Percent gap and travel time comparison – Anaheim, Method 3. 
The results for this method are similar to those of the previous method – it had 
superior gap convergence measures at the expense of a small increase in average travel 
























Figure 4.25: Gap per vehicle comparison – Anaheim, Method 3. 
 
4.6.4 Method 4: All-or-nothing Paths, Density Proportional Demand Distribution 
Equilibrium metrics for Method 4 are presented in Table 4.16.  Comparative 
analyses between the warm start and non-warm start models are presented in Figures 4.26 
and 4.27.  Total run time for the warm start model was 11 minutes compared to 16.2 




Gap - WS 
(%) 
Gap - WS 
(sec/veh) 
Travel Time - WS 
(min/veh) 
4536 12.50 208 27.73 
5016 11.71 179 25.46 
5193 8.01 112 23.32 
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Method 4 resulted in better gap measures and about same average travel times 
compared to the non-warm start model.  This method outperformed the non-warm start 




This chapter evaluated the effectiveness of warm starting a simulation-based DTA 
model by providing it with an initial feasible solution.  The warm start methods were 
tested on the Anaheim and Winnipeg networks for a total O-D demand of 50,000 
vehicles.  Two different traffic assignments models were used for generating initial 
feasible solutions for warm starting the simulation-based DTA model: the combinatorial 
DTA (CDTA) model presented in Chapter 2, and the Frank-Wolfe method for the static 
assignment. 
The warm start method using the CDTA model was tested on the two networks 
for three different time steps: 15 seconds, 20 seconds, and 30 seconds.  Results for the 
warm start and non-warm models were compared against the size of the path set used at 
equilibrium using three metrics: percent gap, absolute gap per vehicle, and average travel 
time.  In general, the warm start models outperformed the other in terms of percent gap 
and absolute gap measures.  For some scenarios, the warm started model had higher 
average travel time.  But overall its assignment flows were better equilibrated with 
respect to the path set used, and therefore resulted in lower absolute gap measures 
compared to the non-warm start case.  The warm start models were able to achieve better 
equilibrium using smaller path sets.  For the Winnipeg network, the non-warm start 
models showed volatility in gap measures for intermediate size of path sets, whereas the 
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warm start models provided very stable measures.  In most cases, the best equilibrium 
results for the warm start case were achieved in less time than the non-warm start model. 
The warm start method using the static traffic assignment was tested on the 
Anaheim network using four different methods of generating initial feasible solutions.  
These methods correspond to two different ways of generating paths, and two different 
ways of assigning flow to these paths.  Warm start path set was generated using two 
different methods: the set of all shortest paths used at equilibrium; the set of all all-or-
nothing (AON) paths generated during the iterations of the Frank-Wolfe algorithm.  
Warm start path flows were generated using two different methods of distributing O-D 
demand among the paths: distribute demand equally among all the paths between a given 
O-D pair; distribute demand proportional to the highest link density of the paths between 
a given O-D pair.  In general, the warm start models had lower percent gap measures, 
associated with a slightly higher average travel times with respect to the non-warm start 
models.  However, the warm-started models, due to their better equilibration among the 
paths used at equilibrium, also had smaller absolute gap measures.  Similar to the CDTA-
warm-started models, the models warm started using the static assignment were able to 
achieve better equilibrium using smaller path sets.  All the static warm start models took 







Chapter 5:  Conclusion and Future Extensions  
Simulation-based DTA models, due to their high degree of traffic realism, are the 
most popular and widely used DTA models deployed on real-world transportation 
networks.  However, simulation-based DTA models present significant computational 
challenges for various planning and operational applications.  Planning-level applications 
such as network design, capacity calibration, pricing, and project selection require DTA 
models to be run many times before a decision is made.  Similarly, operational 
applications such as online route guidance and supporting Intelligent Transportation 
Systems (ITS) require fast execution of DTA models to provide real-time decision-
making capability.  This dissertation presented a suite of computational methods 
developed to improve the efficiency of simulation-based DTA models as decision-
making tools.  Research contributions made in this dissertation are reviewed in the next 
section, followed by some directions for future extensions of the work. 
 
5.1 RESEARCH CONTRIBUTIONS 
The research contributions made by this dissertation toward the goal of improving 
the efficiency of simulation-based DTA models can be divided into three components: 
the development of a polynomial run time combinatorial DTA (CDTA) model, 
application of parallel computing to reduce execution time of DTA models, and the 
development of warm start methods for simulation-based DTA models.  The primary 
objective was to improve the efficiency of simulation-based DTA models.  The 
combinatorial DTA model is developed to complement and aid the simulation-based 
DTA models.  This is because various policy measures and active traffic control 
strategies are best modeled using the simulation-based DTA models.  Solution obtained 
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from the CDTA model was used to warm start the simulation-based DTA models to 
improve their efficiency.  To further improve the efficiency of the simulation-based DTA 
models, the warm start process was made more efficient using parallel computing.  
Parallel computing was applied to the CDTA model and to the traffic simulator used for 
warm starting.  Parallel implementation of the traffic simulator can also be embedded into 
the simulation-assignment framework of the simulation-based DTA models and make 
them faster.  Finally, another warm start method using the static traffic assignment was 
also tested on the simulation-based DTA models.  A detailed overview of the research 
contributions is presented next. 
 
5.1.1 Development of Combinatorial DTA Model 
A polynomial run time combinatorial DTA model for multi-destination 
transportation networks was developed.  It uses the cell transmission model (CTM) to 
propagate traffic on the network.  The CDTA model has two distinct advantages over the 
traditional analytical models.  The CTM network provides a combinatorial structure to 
the DTA problem, and this feature is utilized to develop an efficient polynomial time 
algorithm.  In contrast, mathematical programming-based analytical DTA models for 
multi-destination networks are non-linear and non-convex problems.  The use of CTM 
also ensures that the CDTA model has high degree of traffic realism.  Traditionally, 
analytical models have struggled to provide traffic realism. 
The CDTA algorithm is stated on a time-expanded CTM network.  The algorithm 
uses connectivity labels in the time-expanded CTM network to determine optimal 
assignment paths for the vehicles.  Efficiency improvements in the original labeling 
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approach introduced for the single-destination model were made, and this led to 
significant improvement in run times.   
The CDTA model was tested on the Anaheim and Winnipeg networks for 
different demand levels and time steps.  Performance of the CDTA algorithm was 
measured using three metrics: run time, equilibrium relative gap, and the number of paths 
used at equilibrium.  The CDTA algorithm produced small relative gap measures quickly 
using a relatively small path set compared to the simulation-based DTA model. 
 
5.1.2 Application of Parallel Computing  
Parallel computing was applied to the connectivity label subroutine of the CDTA 
model and the cell transmission model traffic simulator.  Parallel implementations of 
these two components were developed using OpenMP shared-memory parallelization 
library.  The parallel implementation of the traffic simulator presented in this chapter 
avoids network partitioning, and the subsequent problems of minimizing the 
communication cost and load imbalance across processors.  Shared-memory programs 
also provide better efficiency by significantly minimizing the communication cost, and 
are more portable than the distributed-memory programs.  Since powerful shared-
memory machines with over sixteen processors and 50 GB memory are available in the 
market, the shared-memory approach is not considered restrictive for modeling real-
world transportation networks.  The parallel traffic simulator uses the cell transmission 
model and has mesoscopic traffic resolution.  Since most of the simulation-based DTA 
models deployed on real networks use mesoscopic simulator, the parallel implementation 
of the traffic simulator developed here is ideal for integration with the dynamic network 
loading (DNL) module of the simulation-based DTA models.   
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Numerical experiments were conducted for the Anaheim and Winnipeg network 
for a total O-D demand of 50,000 vehicles, and tested using three different time steps for 
the CTM network: 15 seconds, 20 seconds, and 30 seconds.  Parallel program was tested 
using one, two, four, and eight processors.  Results for both the networks are encouraging 
and the performance scaled up nicely for higher number of processors.  Speed-up values 
for different time steps were identical.  In real networks, these two subroutines are called 
a very large number of times before equilibrium convergence criteria are met.  The 
parallel implementations of the two subroutines when integrated into the larger 
framework of the combinatorial DTA model and the simulation-assignment approach of 
the simulation-based DTA models will result in significant savings in run time.   
 
5.1.3 Development of Warm Start Methods 
Several warm start methods based on the combinatorial DTA and static traffic 
assignment models were tested on the Anaheim and Winnipeg networks.  Results from 
the warm start models were compared with the non-warm models using three metrics: 
percent gap, absolute gap per vehicle, and average travel time.  In general, the CDTA 
warm start models outperformed the non-warm start models in terms of percent gap and 
absolute gap measures.  The warm start models were able to achieve better equilibrium 
using smaller path sets and were more stable.  In most cases, the best equilibrium results 
for the warm start models were achieved in less time than the corresponding non-warm 
start model.  Similar to the CDTA warm start models, the models warm started using the 
static traffic assignment were able to achieve better equilibrium using smaller path sets.  




5.2 FUTURE EXTENSIONS 
Several extensions of the current work are suggested for future research.  These 
future extensions should be pursued before the benefits of the computational methods 
developed in this dissertation can be fully realized for practical applications on real-world 
networks.  
• The parallel implementations of the two subroutines presented in this 
dissertation should be fully integrated into the larger frameworks of the 
combinatorial and simulation-based DTA models.  This integration will 
increase the overall efficiency of the warm started simulation-based DTA 
models, which can be then deployed for various planning and operational 
applications. 
• Apply the warm started simulation-based DTA model for practical 
applications such as network design, capacity calibration, pricing, and project 
selection for which the DTA model needs to be solved repeatedly as a sub-
problem.  This exercise will provide insights into the full benefits that can be 
gained by using the computational methods presented in this dissertation. 
• Test the performance of the combinatorial DTA model for different levels of 
demand aggregation.  Currently, CDTA model assigns one vehicle at a time 
over the network.  Depending upon the transportation application being 
supported by the DTA model, a packet of multiple vehicles can be assigned 
over the network in each iteration of the algorithm.  This can potentially lead 
to further efficiency gains by trading-off some level of granularity in traffic 
representation.  
• Test the efficacy of path-based and origin-based static traffic assignment 
algorithms for warm starting the simulation-based DTA models.  These static 
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algorithms provide equilibrium path flow solutions which can be directly used 
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