The conventional independence assumption made for the evolving speech spectra is replaced by a srrong correlation assumption, which then leads to a new stochastic model. This model implements a nonlinear interpolation between the lower and upper bounds of the joint probability distributions. The advantage of the new model over other correlation-based modelling approaches is that it has a low parameter complexity, the same as that in models based on the independenceassumption. Experiments on a speaker-independent E-set database show the effectiveness of this new modelling approach.
INTRODUCTION
Given a time series of instantaneous speech spectra X = ( . q , --, v ) , the problem of speech recognition can be fonnulated as an estimation of the joint probability pA(x>. based on some probabilistic model of X with parameter set A =(Al. --.AT). For the estimation of this joint probability. it is hown that t=l Therefore, there are at least two ways to obtaining an approximate of PA(X). The first is to use the lower bound, where XI. --, XT are assumed to be independent or weakly correlated; and the second is to use the upper bound, which is valid if there is a strong correlation between x, 's. It would be ideal to calculate PA(X) directly. However, the large parameter sizes, and the lack of an adequate joint probabilistic model, usually make this calculation impractical, if not impossible [I- In spite of the differences, most of these approaches perform the modelling of a segment of speech frames by directly calculating some type of conditional or joint probability dismbutions, and therefore are inevitably challenged by the increasing parameter sizes with the increase in the length of the segments being modelled. In this paper we study the modelling of the correlation in a speech spectral sequence from a different point of view, from the upper bound of the joint probability distributions (i.e. the right-hand side of inequality (I)). This study is built upon the well-known fact that there is strong correlation between the evolving speech spectra. An obvious advantage of this new approach, in comparison to all other existing approaches, is the promising low parameter complexity: the same as that in the independence-assumption based models.
A CORRELATION MODEL
For the estimation of the parameter set, a continuous and differentiable probability function of A , which has as its limits both the lower and upper bounds of inquality (I), is defined as where it is assumed that 0 I PA, (x,)Sl, i.e. PAI (xr) is a probability measure. It can be shown that (2) reduces to the lower bound of inequality (1) when j 3 = 1 and to the upper bound when fl+ 0 0 . It can also be shown that different values of the parameter fl between unity and infiity approximate to various degrees of assumed correlation within the specpal sequence, from the zero correlation when B = 1 to the maximum possible correlation when 8 + m . In the following we discuss some variants of (2) in dealing with the actual speech spectral sequences. (4) and (5) rather than (3) with diagonal covariance matrices has been found to be beneficial in the training process. Since in (4) and (5) we work with the scalar space, it becomes easier to obtain convergent estimates of the model parameten.
Accommodation of Sequences of Variable

Lengths
To accommodate the variable length of the observed spectral sequences, following the traditional HMM method, it can be assumed that each sequence is segmented into M se,gnents, where M is a prechosen index, and that the instantaneous spectra in each segment are subject to an identical dismbution, of the segment-based parameter set. Thus, (2) can be rewritten as
TRAWING OF THE MODEL
In the training stage, the model parameter set A = (Al(n), ---, A M (~) ) , , =~J is estimated based on (4) and (5) by using the classic gradient descent algorithm, given the segmentation of the training sequences and the parameter p .
I (3)
Assuming multiple independent training sequences (Xk), it can be shown that the derivative of yys) 
n-1 k
The segmentation of the sequences can be performed based on the conventional Viterbi algorithm, or based on the linear with respect to each Ai(n) , IS i I M , 1 I R I N , is given by
Representation of the Independence between Spectral Vector Components
For certain type of spectral parameter vectors such as the cepstral coefficients, it can be reasonably assumed that the individual components within each vector are independent. This results in the diagonal-covariance observation structure in the conventional HMM's. The same assumption can be made for the model defined in (3). However, instead of using (3) In our experiments we assume that each individual P& ("$4") is a scalar Gaussian function, therefore it is easy to obtain the last part of U), i.e. the derivatives of the Gaussian function with respect to the mean and variance components, respectively. To ensure that PA,(~)(X~) is a probability, a minimum variance floor can be set such that 0 I PA; (X;) I 1 holds for all x: .
Another altemative is to define the individual probabilities as PAj(n,(+n)W"' where Ax" is a small positive constant, such that PA,(,)(+~)LW' approximates to the probability measure Prob(-l/2Axn 5 x : Il/2Axn). Both methods were tested and they were shown to give similar results. Particularly, with cepstral lifting, which results in approximately normalized, yet increased, variances over all the cepstral coefficients, a constant and A(n)=(A,(n), --, AM@)) is the parameter set corresponding to the R 'th spectral component sequence. Using Ax" =1 can be chosen without numerical .difficulties in the calculation.
In the experiments, the initial values of the parameters are set to those of the corresponding models assuming observation independence. It is observed in the experiments that the above training algorithm achieves convergence within 30-50 iterations.
EXPERIMENTS AND DISCUSSION
Experiments are performed based on a speaker-independent Eset (b, c, d, e, g, p, t, v) testing. About 155 utterances are available for training a model for each word and, for the E-set part, a total of 1219 utterances are available for testing. The speech is divided into frames, each of a span 25.6 ms, on which the instantaneous spectra are calculated. We chose the 12thsrder mel-frequency cepstral coefficients (MFCC's) as the spectral parameters for each frame.
. 1 . Experiments Using Static Spectra
Fmtly, we examine the new model using the static spectral parameters, MFCC's, alone. In this experiment, the parameters of the comlation model are initialised by a left-to-right HMM, and accordingly, the segmentation of the observation sequences in both training and recognition is performed with the HMM using the Viterbi algorithm. The state-rransition probabilities of the HMM are found to be insignificant for the HMM (about &I 96 differences in the performance) and therefore arc ignored, which thus makes the comparison of the two models be focused on their respective observation struccwe~, independence of correlation. Figure 1 shows the recognition results of the correlation model (CM) compared to that of the HMM for some typical values of the parameter p . Different numbers of segments (states) are examined.
. 2 . Incorporation of Delta Spectra
We then examine the correlation model by incorporating the delta spectral parameters, ~C ' S , calculated over frames. Denoting by AX the delta spectral sequence, it is assumed in the correlation model that P(X, ax) = P(X)P(ax), where P(lyc) is the joint probability distribution of A X , which is defined to be of a similar fonn to that in (4) and (5). The parameters of p(AX) then can be estimated separately using the same algorithms as described in Section 3. The experimental results for the 15 segmenustate w e *ke shown in Figure 2 , where /3(X) and /3(AX) represent the parameters /3 's used in f i x ) and P(AX), respectively. 
Discussions
Both Figure 1 and Figure 2 have shown improvements of the new model over the independence-assumption based models. As indicated in Section 1, the strong correlation assumption leads to the association of the joint probability of a time series with its individual observation probabilities of smaller values. The recognition based on the strong correlation assumption thus depends mainly on the small probability events occurring in a sequence of observations for a given model. Since the 'small probability events always occur between an observation and an assumed model in their most different parts, the system implements an automatic discriminative selection and weighting of the parts of the signal during recogition. This discriminative analysis is made to be effective by the training process, which essentially performs a mini-max process, i.e. maximizing the probabilities of Occurrence of those acoustic events with smaller likelihoods for the same class of signals. As an example, we plot in Figure 3 the error rate against the number of gmhent descent iterations used for training the models. The result is obtained for the 15 segment case, using MFCC's alone. 
CONCLUSIONS
This paper described a new stochastic modelling approach for capturing the statistical correlation in a time series. The new model is drawn from the upper bound of the joint probability distributions, corresponding to a strong correlation assumption, and is adjusted to represent various degrees of Correlation by using a nonlinear interpolation between the lower and upper bounds of the joint probability distributions, where the lower bound corresponds to the statistical independence assumption.
When there exists a correlation in a time series, a joint probabilistic model starting from the upper bound of the joint probability disaibutions may reach a closer solution to the correct answer than assuming independence over time.
Recognition then may benefit from a more accurate characterization of the dynamic information. This has been confirmed, preliminarily, by the experiments above based on a specific application of this principle to isolated word speech recognition. 
