Abstract. We consider certain Dirichlet series of Selberg type, constructed from periods of automorphic forms. We study analytic properties of these Dirichlet series and show that they have analytic continuation to the whole complex plane.
1. Introduction 1.1. Introduction. Let k be a fixed natural number, Γ be a co-finite torsion-free discrete subgroup of SL(2, R). In this article, we consider certain Dirichlet series constructed from periods of automorphic forms for Γ of weight 4k.
Let us recall the definition of periods of automorphic forms. For a hyperbolic element
Definition 1.1 (Periods of automorphic forms). Let g be a weight 4k holomorphic cusp form for Γ and γ be a hyperbolic element in Γ. The period integral of g over the closed geodesic associated to γ is defined by
This integral does not depend on the choice on the point z 0 ∈ H and the path from z 0 and γz 0 .
It is known that these periods {α 2k (γ, g) | γ ∈ Γ:hyperbolic} determine automorphic form g uniquely, and can be expressed by the Petersson scalar product with relative Poincaré series associated to hyperbolic elements. (Cf. Katok [6] ) The relative Poincaré series have been studied by several authors in connection with the problem of construction of cusp forms and choosing spanning sets for the space of cusp forms S 4k (Γ).
Let Prim(Γ) be the set of primitive hyperbolic conjugacy classes of Γ. For a hyperbolic element γ ∈ Γ, put ℓ(γ) be the length of the closed geodesic associated to γ and N (γ) = exp(ℓ(γ)). β 2k (γ, g) = α 2k (γ, g) 2 6k−3 sinh 2k−1 (ℓ(γ)/2) .
This series is absolutely convergent for Re s > 1.
In this article, we investigate analytic properties of Ξ Γ (s; g). Our main result is the following theorem. (Theorem 5.6) Theorem 1.3. Let Γ be a co-compact torsion-free discrete subgroup of SL(2, R) and g ∈ S 4k (Γ). The function Ξ Γ (s; g), defined for Re s > 1, has the analytic continuation as a meromorphic function on the whole complex plane. Ξ Γ (s; g) has at most simple poles located at:
(i) s = 1 2 − j ± ir n (j ∈ {0, 1}, n ≥ 1) when k = 1, with the residue −4(−1) j (±2ir n − j)(±2ir n − j + 1) ϕ
n ϕ (1) n , g , There are no poles other than described as above. Here, {1/4 + r 2 n } ∞ n=0 are eigenvalues of the Laplacian −y 2 (
∂y 2 ) acting on L 2 (Γ\H), and {ϕ n } ∞ n=0 is the orthonormal basis of L 2 (Γ\H) such that −y 2 (
∂y 2 )ϕ n = (1/4 + r 2 n )ϕ n . Besides, we put ∂ 2j = y −2j ∂ ∂z y 2j and define
To study the Dirichlet series Ξ Γ (s; g), we define certain functions Ψ Γ (s; g) also by using the periods of automorphic forms. We remark that if k = 1, Ψ Γ (s; g) is identified with the first variation of the Selberg zeta function for Γ in the Teichmüller space of the Riemann surface Γ\H. (See [3] ) Here, H is the upper half plane. ) (j ∈ Z) (1.5)
The higher Selberg zeta function of rank j (j ∈ Z), defined by the following absolutely convergent Euler product (for Re s > 1)
is introduced and studied by Kurokawa, Wakayama and Hashimoto [7, 5] . For j ∈ Z, this zeta function Z
Γ (s) also has a meromorphic continuation to the whole complex plane. We show that analytic properties of Ξ Γ (s; g) is reduced to that of Ψ Γ (s; g). (Propositions 5.1 and 5.4) Thus we investigate analytic properties of Ψ Γ (s; g). We state the result on analytic properties of Ψ Γ (s; g). Theorem 1.5. Let Γ be a co-compact torsion-free discrete subgroup of SL(2, R) and g ∈ S 4k (Γ). The function Ψ Γ (s; g), defined for Re s > 1, has the analytic continuation as a meromorphic function on the whole complex plane. Ψ Γ (s; g) has at most simple poles located at:
There are no poles other than described as above. Ψ Γ (s; g) satisfies the functional equation
This theorem is proved by the resolvent type trace formulas. (Theorem 4.5)
Preliminaries
In this section we introduce basic objects and fix notations.
2.1. The resolvent of the Laplacian. For an element γ = a b c d ∈ SL(2, R) and a point z ∈ H, put
Let X be a Riemann surface of type (g, n) with 2g + n > 2 and Γ be a co-finite torsion-free discrete subgroup of SL(2, R) such that X ∼ = Γ\H. Here, H = {z ∈ C | Im z > 0} is the upper half plane with the Poincaré metric y −2 (dx 2 +dy 2 ). The group Γ is generated by 2g hyperbolic elements A 1 , B 1 , . . . , A g , B g and n parabolic elements S 1 , . . . , S n satisfying the single relation
g S 1 · · · S n = e. Let k, ℓ be two integers. A smooth complex valued function f on H is called an automorphic form of weight (2k, 2ℓ) with respect to the group Γ if for any z ∈ H and γ ∈ Γ,
An automorphic form of weight 2k is meant for that of weight (2k, 0). We remark that automorphic forms of weight (2k, 2ℓ) correspond to tensors of type (k, ℓ) on the Riemann surface X ∼ = Γ\H. We denote by H k,ℓ the Hilbert space of automorphic forms of weight (2k, 2ℓ) with the scalar product
For each integer k we consider the Laplacian
∂y is consider as an operator from H k to H k,1 , and∂ * k = −y 2−2k ∂ ∂z y 2k is the adjoint operator to∂ k in the scalar product (2.1), acting from H k,1 to H k , where
∂y . The operator △ k is self-adjoint and non-negative in H k . We denote by Ω k (X) = S 2k (Γ) the subspace ker △ k = ker∂ k in H k , consisting of holomorphic cusp forms of weight 2k.
Let us denote by Q (k)
is smooth for z = z ′ and is holomorphic in s on the whole complex plane. The kernel
s is given by the explicit formula
where 2 F 1 (a, b; c; z) is the hypergeometric function. We denote by G s is given by the absolute convergent series
which admits term-by-term differentiation with respect to the variables z and z ′ . The kernel G
s (z, z ′ ) is smooth for z = γz ′ , γ ∈ Γ, admits a meromorphic continuation in s on the whole complex plane.
s (z). Let Γ be as in the previous section. We introduce a certain Poincaré series F 
on H is defined for Re s > 1 by Since G s (z, z ′ ) admits term-by-term differentiation with respect to the variables z and z ′ , we have
From the assumption on Γ, we have Γ \ {e} = Γ hyp ∪ Γ par . Here, Γ hyp and Γ par are the set of hyperbolic elements of Γ and the set of parabolic elements of Γ respectively. We also define two functions H 
s (z) can be written as
Proof. We show that for F 
We prove the formula (3.6) by induction on k. For a smooth
, we can easily check that
Then we have only to show that
We observe that
Therefore, we have
We require a lemma for further calculation.
Proof. To simplify the notation, we write
We use the following contiguous relation (Cf. (9.2.4) in [8, p.242] 
Let G(r) be the left hand side of this lemma to prove. By using the formula (3.17) for a = s + k − 1, b = s + k, c = 2s, we have
By using the formula (3.17) for a = s + k, b = s + k, c = 2s, we have
By using the formula (3.17) for a = s + k, b = s + k + 1, c = 2s, we have
It completes the proof of the lemma.
Let us complete the proof of Proposition 3.2 (i). By the above lemma and (3.15), we have
At last we have
By the assumption of the induction, (3.6) is proved. Finally, since ∂ ∂z (γz) = j(γ, z) −2 , we have
(ii) It is clear from the expression (3.5) for F (k) s by using the following lemma.
Then the polynomial Q γ (z) satisfies the following formula for σ ∈ Γ.
So we have the desired formula.
3.2. Inner product formula. We study the scalar product F (k) s , g in detail. We firstly write down this scalar product as the sum over the hyperbolic conjugacy classes of Γ. Next we investigate the local term appearing in the sum, more concretely.
Using an explicit formula of Poincaré series F (k) s in Proposition 3.2, we have the following formula for F (k) s , g . Lemma 3.5. Let H(Γ) be the set of the Γ-conjugacy classes in Γ hyp , the hyperbolic elements of Γ. We denote P 0 be the primitive hyperbolic element for a given hyperbolic element P . Put
Here, we write F (k)
with r = r(z, γz
Proof. Set F = Γ\H the fundamental domain for Γ and Z(P ) be the centralizer of P in Γ.
Since j(σ, z) −1 j(σ, z) −1 y = Im (σz), the above expression equals
Here, we set F P = σ∈Z(P )\Γ σ(F). For a hyperbolic element P , there is a τ ∈ SL(2, R)
There is a primitive element P 0 such that P = P n 0 with n ∈ N for P . Thus we can replace τ (F P ) by F 0 = {z ∈ H | 1 ≤ |z| < N (P 0 )} the fundamental domain for the group generated by τ P 0 τ −1 = D P 0 . Note that j(τ, z) = j(τ −1 , τ z) −1 , then the proof is finished.
Let us investigate the local integral corresponding to a hyperbolic conjugacy class appearing in the sum (3.25) in Lemma 3.5. Definition 3.6. For P ∈ H(Γ) and g ∈ S 4k (Γ), we define
Here, f
is defined in Lemma 3.5 and
So we have a paraphrase of Lemma 3.5, i.e.
We claim that the local term I (k) s (P ; g) is the multiple of the periods of automorphic forms over the simple closed geodesic associated to P 0 . Proposition 3.7. For P ∈ H(Γ), let P 0 be the primitive element such that P n 0 = P with n ∈ N. Then we have
Here, α 2k (P 0 , g) = P 0 z 0 z 0 g(z)Q P 0 (z) 2k−1 dz is the period integral of g over the closed geodesic associated to P 0 , which does not depend on the choice of the point z 0 and the path from z 0 and P 0 z 0 . The polynomial Q P 0 is given by Q P 0 (z) = (z − P 0 z) j(P 0 , z).
Proof. By using the polar coordinate for z = Re iθ ∈ F 0 = {z ∈ H | 1 ≤ |z| < N (P 0 )},
Let us consider the complex conjugate of the integral in the square bracket of the last formula. Put z 0 = e iθ and use the fact that (z − N (P 0 )z) j(D P 0 , z) = (1 − N (P 0 ))N (P 0 ) −1/2 z, then it equals
(1 − N (P 0 )) 2k−1
Recall that
By using Lemma 3.4 on Q P 0 and fact that g ∈ S 4k (Γ), the differential form satisfies that
So we have
with z 1 = τ −1 z 0 . The rest of the proof follows from the fact that the differential form Q P 0 (z) 2k−1 g(z) dz is holomorphic on H and P 0 -invariant. Thus the period α 2k (P 0 , g) is well-defined and the proof is finished.
Let us calculate the definite integral on θ in (3.30) in Proposition 3.7. Then we have an explicit formula for I (k) s (P ; g) by the following proposition.
Then we have
Proof. By definition,
Substituting cot θ = N (P ) + 1 N (P ) − 1 t, then we have r = r(t) = 4N (P ) (N (P ) + 1) 2
Thus we have
Using the power series expansion of the hypergeometric function, we carry out the integral term by term: this is permissible by dominated convergence theorem.
Hence,
In the above calculation, we used the well-known formula:
We require a lemma on the hypergeometric series:
Lemma 3.9.
Proof. We use the following formula on quadratic transformations of the hypergeometric function (Cf. [8, (9.6.5), p.251]): This completes the proof. We evaluate the hypergeometric series in the above formula.
Lemma 3.10.
2 F 1 2s + 2k − 1, 2k; 2s; N (P )
Proof. Set x = N (P ) −1 . We have Let us complete the proof of Proposition 3.8.
Note that Γ(2s + 2k
2 )Γ(s + k) by the duplication formula of the Gamma function. By the above two lemmas, we have
So we get the desired formula. By Proposition 3.7 and Proposition 3.8, we obtain an explicit formula for I (k)
Theorem 3.11. For g ∈ S 4k (Γ) and a fixed point s ∈ C with Re s > 1, we have
The series (3.46 ) is absolutely convergent.
We can rewrite the above theorem by using local higher Selberg zeta functions of rank j (1 ≤ j ≤ 2k). Then, we find that the function Ψ Γ (s; g) in Definition 1.4 equals that the inner product in the above theorem, i.e.
Theorem 3.12. For g ∈ S 4k (Γ) and a fixed point s ∈ C with Re s > 1, we have
Here, ℓ(γ) = log N (γ), Z (j) γ (s), the local higher Selberg zeta function of rank j, and the polynomial p j (s) ∈ Z[2s] are given by
The series (3.50 ) is absolutely convergent.
Proof. By (3.46) and (3.48) in Theorem 3.11, we have
Here, we put p j (s) = Γ(2s − 1)
for |x| < 1 and the definition of Z P 0 (s) imply
Next, differentiating (3.54) with respect to s, we find that
We can easily check that
Substituting (3.55) and (3.56) into (3.53), we have the desired formula. The proof of convergence is assured by the following corollary. Corollary 3.13. For g ∈ S 4k (Γ) and s ∈ C with Re s > 1, we have the following estimate.
Here, Z
Γ (s) (j = 1, 2, . . . , 2k) are the higher Selberg zeta function of rank j for Γ, defined by the following absolutely convergent Euler products for Re s > 1,
) .
Proof. Firstly we estimate α 2k (γ, g) for γ ∈ Prim(Γ) and g ∈ S 4k (Γ). Let τ ∈ SL(2, R) such that τ γτ −1 = diag(N (γ) 1/2 , N (γ) −1/2 ). Take the point z 0 ∈ H such that τ −1 (z 0 ) = i. Since the geodesic connecting i and iN (γ) is the imaginary axis, we have
Secondly in (3.53), for s = σ + it ∈ C with σ > 1 and a hyperbolic element P ,
From (3.60) and (3.61), we complete the proof.
Analytic continuation of Ψ Γ (s; g)
Hereafter, we assume that Γ is co-compact torsion-free, i.e. X is a compact Riemann surface of genus g ≥ 2 .
4.1. A variant of the resolvent trace formula. Since we assume that Γ is co-compact, the Laplacian △ 0 has no continuous spectrum on L 2 (Γ\H). The eigenvalues of
forms a countable subset of non-negative real numbers enumerated as
so that each eigenvalues occurs in this sequences with its multiplicity.
Let {ϕ n } n≥0 be the orthonormal basis of L 2 (Γ\H) such that ϕ n ∈ C ∞ (Γ\H) and 4 △ 0 ϕ n = λ n ϕ n . Put λ n = 1/4 + r 2 n for each n. Recall that G 
Here the right hand side of this identity converges uniformly in
By differentiating (4.2) with respect to s, we have formally
The series 
Proof. Operate the differential operators on the both sides of (4.1), we have the desired formula (4.5) formally. The series 
s (z, z ′ ). By using (3.6) in the proof of Proposition 3.2,
with r(z, z
and the formula (it can be derived from (9.7.5) and (9.7.6) in [8, p.257]):
Here, (α) n = Γ(α + n)/Γ(α) and ψ(z) = Γ ′ (z)/Γ(z). Therefore, we have
then we have (after some calculation, see also Proposition 3.1.3 in [2] )
We find that
So we have (4.14)
Therefore, if m ≥ 2k + 1 then we have (4.15) lim
Here we used the fact (4.16) lim
This completes the proof. 
If m ≥ 2k + 1 and Re s > 1, then we have 
There are no poles other than described as above. Ψ Γ (s; g) satisfy the functional equation
Proof. By using Theorem 4.5, the left hand side of (4.19) is a meromorphic function of s ∈ C and its poles are located at the points s = 1/2 ± r n with order m + 1. Hence, Ψ Γ (s; g) is a meromorphic function with at simple poles only at s = 1/2 ± r n . This completes the proof.
Dirichlet series Ξ Γ (s; g)
We study analytic properties of the Dirichlet series Ξ Γ (s; g). We show that Ξ Γ (s; g) are related to Ψ Γ (s; g) and find the relations between them. As a result, analytic properties of Ξ Γ (s; g) are derived from that of Ψ Γ (s; g).
5.1.
The difference of Ψ Γ (s; g). We consider the difference of Ψ Γ (s; g).
(Γ) and a fixed point s ∈ C with Re s > 1, Put
Then, we have
Proof. We prove by induction on l. It is clear for l = 0. Let
γ (s). Firstly we note that
× (2s − 2k + 2l + 1)(2s − 2k + 2l) − (2s + l − j + 1)(2s + l − j)
Secondly by using the fact:
Let a j (s) be the coefficient function of f j−l−1 (s) in the last formula. Then we have
(2s + 2 + l − i) (j − 1)! 2k − 1 − l j − 1 2k + j − 2 − l j − 1 (2s + 2l − j + 1)
× −2(2s + l) + (2k − 2 + j − l) . Γ (s; g) has at most simple poles located at:
and its residue at s = 1/2 − j ± ir n is given by There are no poles other than described as above. Ψ 
