Abstract. This paper examines a class of random dynamical systems related to the classical von Neumann and Gale models of economic dynamics. Such systems are defined in terms of multivalued operators in spaces of random vectors, possessing certain properties of convexity and homogeneity. We establish a general existence theorem for equilibrium, which holds under conditions analogous to the standard deterministic ones. Our results answer questions that remained open for more than three decades.
Introduction
Von Neumann-Gale dynamical systems are defined in terms of multivalued operators that possess certain properties of convexity and homogeneity. These operators assign to each element of a given cone a convex subset of the cone describing possible one-step transitions from one state of the system to another. The classical, deterministic theory of such dynamics was originally aimed at the modeling of economic growth (von Neumann [29] , Gale [14] ). First attempts to build a stochastic generalization of this theory were undertaken in the 1970s by Dynkin [6, 7, 8] , Radner [23, 24] and others. However, the initial attack on the problem left many questions unanswered. Substantial progress was made only in the 1990s; see the survey in [11] .
It has recently been observed [4] that stochastic analogues of von NeumannGale systems provide a natural and convenient framework for financial modeling (asset pricing and hedging under transaction costs). This observation gave a new momentum to studies in the field and posed new interesting questions. It also revived interest in old unsolved problems.
In spite of the current progress achieved, a substantial gap remained. The theory lacked quite satisfactory results on the existence of equilibrium in stochastic von Neumann-Gale systems. The results available established the existence of equilibrium under certain conditions which also guaranteed its stability. These conditions seemed to be too restrictive in the context of economic models and did not cover a number of new examples arising in financial applications. Furthermore, the conditions were substantially distinct from those conventionally imposed in the deterministic case. In this paper, we fill this gap by establishing the existence of equilibrium under assumptions fully analogous to the standard deterministic ones.
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The problem of obtaining a result of this kind was posed by E.B. Dynkin in the early 1970s. We are happy to provide (alas, only after three decades!) a solution to the problem. The result obtained is applicable to both old models-those related to economics-and new ones, coming from finance.
We analyze a stochastic version of a von Neumann-Gale dynamical system defined in terms of a stationary random process s t , t = 0, ±1, ..., with values in a measurable space S and a closed convex cone C(.. almost surely (a.s.). We put Z t (x):={y : (x, y) ∈ Z t }. The operators Z 1 (·), Z 2 (·), ... define the multivalued dynamical system we study. For each t ≥ 1, the multivalued mapping x → Z t (x) describes the set of those random states y(s t ) of the system which can be reached at time t from the random state x(s t−1 ) at time t − 1. The main characteristic feature of such dynamics is that the graphs Z t of the operators Z t (·) are convex cones. It will be convenient to deal with the graphs Z t , rather than with the operators Z t (·) themselves (although these ways of presentation are of course equivalent).
A sequence of functions x 0 (s 0 ), x 1 (s 1 ), ... is called a path (trajectory) in the dynamical system under consideration if (1.1) (x t−1 , x t ) ∈ Z t for all t ≥ 1. The fact that x t (s t ) is a function of s t means that a random state of the system may depend on the past and the present of the underlying process (s t ) but cannot depend on its future. We will be mainly interested in those trajectories that grow in a sense faster than others-we will call them "rapid". To define them, we will need an important auxiliary notion of a dual path. Put 
We have
and Consider for the moment the deterministic case, i.e. assume that S consists of a single point, and suppose that
where H is a positive matrix (all inequalities between vectors are understood coordinatewise). Then (x, p, λ) is a von Neumann equilibrium if and only if λ is the Perron-Frobenius eigenvalue of H, and x and p are the Perron-Frobenius eigenvectors of H and of the conjugate to H, respectively. In random systems defined in terms of positive matrices, x, p and λ are stochastic analogues of such eigenvectors and eigenvalues; see Evstigneev [9] , Arnold, Demetrius and Gundlach [3] , and Kifer [18] .
Let us formulate the assumptions we impose on the dynamical system at hand. For each s t , the cone C(s t ) is supposed to satisfy the following conditions:
Clearly, it is sufficient to define C(s t ) and impose conditions (C.1) -(C.3) for some particular t, say t = 0. Then C(s t ) will be defined and will satisfy conditions (C.1)-(C.3) for all integers t. The conditions imposed are quite standard in the theory under consideration (in the economic applications, property (C.2) is referred to as a "free disposal hypothesis").
We will also assume that the following requirement is fulfilled. (C.4) There exist a constant γ > 0 and an integer l ≥ 1 such that for every i = 1, ..., n one can find measurable vector functions
We write e for the vector (1, ..., 1) ∈ R n , and we denote by e i the vector in R n whose coordinates are all equal to zero except the ith coordinate which is equal to 1. According to (C.4), one can reach the strictly positive vector γe in l steps starting from any of e i , i = 1, 2, ..., n. It is known [16, 17] that even in the deterministic case an equilibrium might fail to exist if condition (C.4) does not hold. One might wish to make the constants M and γ in (C.3) and (C.4) random (satisfying proper assumptions of integrability). Our methods, however, do not allow for that. Conditions (C.3) and (C.4), as they are stated above, guarantee the possibility of working within the framework of the duality pair L ∞ ,L 1 : paths are in L ∞ and dual paths are in L 1 . A change in this fundamental assumption would require a different approach. The main result of this paper is the following theorem.
Theorem 1. Under assumptions (C.1) -(C.4), a von Neumann equilibrium exists.
Previous results of this kind (see [13] and references therein) were obtained under certain assumptions of strict convexity of the cones C(s t ). Under these assumptions, an equilibrium not only exists, but is also in a sense stable. Conditions (C.1) -(C.4), which are fully analogous to those used in the deterministic case (see, e.g., [21, 22, 27] ), do no guarantee stability. The question of whether they are sufficient for the existence of equilibrium in the stochastic case was left open. Theorem 1 gives a positive answer to this question.
The strategy of the proof of Theorem 1 which we follow is classical and goes back to Dvoretzky, Wald and Wolfowitz [5] . It is based on the idea of "elimination of randomization". We first construct an appropriate extension, σ t = (s t , s t ), t = 0, ±1, ... , of the given stochastic process ..., s 0 , s 1 , ... such that the new dynamical system defined in terms of ..., σ 0 , σ 1 , ... possesses an equilibrium. The auxiliary process ..., s 0 , s 1 , ... serves as an additional source of randomness. Then, using some subtle properties of convexity, we eliminate randomization and establish the existence of equilibrium in the original system. The paper is organized as follows. In Section 2 we discuss links between the notions of a dual path and equilibrium introduced above and somewhat different but closely related notions considered in the literature-this is needed in order to make use of some results of previous work. In Section 3, we state the results of previous studies we employ and outline the plan of the proof of the main theorem. Section 4 contains some auxiliary propositions. In Section 5 we establish a key result needed for proving Theorem 1. The proof is completed in Section 6. Section 7 discusses the question of uniqueness of an equilibrium growth factor. The Appendix contains statements of some general facts used in this work.
Dynkin's and Radner's approaches to duality
In the definition of a dual path given in Section 1, we essentially follow the approach of Dynkin [6, 7] . Another version of this concept was introduced by Radner (see, e.g., [25, 26] ). Dynkin and Radner both dealt with somewhat different models, and when referring to their work, we adjust their considerations for the present context. According to Radner's approach (as applied in our context), a dual path is defined as a sequence of non-negative measurable vector functions
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for all (u, v) ∈ Z t . We will refer to such sequences as R-dual paths. Since C(s t ) is a cone, the set Z t contains with each pair of vectors (u, v) all pairs (λu, λv), where λ(s t−1 ) ≥ 0 is any bounded measurable scalar function. This implies that condition (2.1) is equivalent to
An R-dual path is balanced if there are measurable vector and scalar functions
and E|q(s 0 )| < ∞. These definitions lead to the following version of the concept of a von Neumann equilibrium. Let us say that a triplet of measurable functions
By virtue of condition (2.5), the sequence (2.3) is an R-dual balanced path, and in view of (2.4) it supports the balanced path (1.5) in the sense that q t x t = 1 (a.s.) for all t ≥ 0.
Radner's approach appears to be more natural in the economic applications: R-dual paths admit a clear interpretation as price systems supporting optimal trajectories of economic dynamics. In this connection, most of the studies on stochastic von Neumann-Gale dynamical systems have dealt with what we call here R-dual paths and R-equilibria. However, it has been recently shown [4] that Dynkin's approach is preferable in the applications related to finance. In the present work, this approach serves as a powerful mathematical tool, playing a key role in the proof of the main existence theorem. Dealing with the notion of equilibrium defined in accordance with Dynkin's concept of duality, we employ a number of known results about R-equilibria and the following fact.
Theorem 2. An equilibrium exists if and only if an R-equilibrium exists.
Thus, the two notions of equilibrium are essentially equivalent. However, there is an asymmetry between the "if" and "only if" assertions in the above theorem. Given an equilibrium, one can immediately construct an R-equilibrium by taking some conditional expectations. To construct the former from the latter, one needs a more sophisticated argument using Lagrangian duality for convex variational problems in spaces of measurable functions (see Proposition 1 below).
Proof of Theorem 2. Let x(s
> 0 be a triplet of measurable functions forming an equilibrium, i.e. satisfying (1.6), (1.7), (1.9), (1.10), and (1.11). Define q(s
By taking the conditional expectation E(·|s 0 ) of both sides of the last inequality and using the fact that
, we obtain (2.5). Condition (2.4) holds as a consequence of (1.11), and so 
By virtue of Proposition 1 we prove below, this implies the existence of a measurable vector function g(
). We will denote the class of such functions (u(
is an equilibrium. To prove this, from (2.7) we obtain 
(see Proposition A.5 in the Appendix). We can drop the constraint |a| ≤ 1 in (2.9) because C(s 1 ) is a cone. Since
. Thus, with probability one,
which yields (1.10). By setting a = x(s 0 ) and .4)). On the other hand, 
In the course of the proof of Theorem 2, we used the following fact. Inequality (2.10) says that the maximum of the functional F (u, v) on the set of (u, v) ∈ W satisfying the "non-anticipativity constraint" u(s 1 ) = E 0 u(s 1 ) (a.s.) is zero. The function g(s 1 ) plays the role of a Lagrange multiplier relaxing this constraint. Lagrange multipliers of this kind were first considered by Rockafellar and Wets [28] . In the proof below, we use techniques outlined in [10] .
Proof of Proposition
. We can characterize W 0 as the set of those w ∈ W for which Bw = 0. According to (2.10), the functionw := 0 is a solution to the problem of maximization of the linear functional F (z) on the convex set W subject to the linear constraint Bw = 0. To analyze this problem we will use a version of the KuhnTucker theorem formulated in the Appendix as Proposition A.6. We will apply this result to the Banach spaces D 1 := L 
The functions χ k are the indicators of the sets Γ k described in Proposition A.7 (G being the σ-algebra generated by s 0 ). Fix any w = (u, v) ∈ W and define w := (u , v ) := (E 0 u, 0),
.).
We have w , w k ∈ W , and so (2.11)
Since the functions w k are uniformly bounded and converge to w in L 1 , we have
Thus, by passing to the limit in (2.11), we obtain (2.12)
Plan of the proof of the main result
In the proof of Theorem 1, we will use several results of previous work, first of all, Theorem 3 below. Recall that throughout the paper we always assume that conditions (C.1) -(C.4) hold.
Theorem 3. If a von Neumann path exists, then an equilibrium exists.
The existence of an R-equilibrium in a system possessing a von Neumann path is proved in [ Given a stationary non-anticipative process σ t = (s t , s t ), t = 0, ±1, ±2, ..., define
Consider the system D specified in terms of the stochastic process σ t = (s t , s t ), t = 0, ±1, ±2, ..., and the random cone (3.3). This dynamical system will be called the extension of D corresponding to the stationary non-anticipative process (σ t ). Note that, in the extended system, the random cone C(σ t ) = C(s t ) does not depend on the process (s t ). However, the class of paths in D is of course larger than in D: these paths might depend not only on (s t ), but also on (s t ). 
Here and in what follows we often omit "a.s." when this does not lead to ambiguity. Consider the functions y 1,i , ..., y l,i described in (C. 
To show that λ(s 1 ) is uniformly bounded away from zero define 
where
. By applying to ξ := p(s 2 )x (s 1 ) and f (x) := ln x Jensen's inequality (see Proposition A.2, part (a), in the Appendix), we obtain that the right-hand side of (4.2) 
by virtue of the stationarity of the process (s t ).
Consider a good path (w t ). It follows from (4.3) that |w t | > 0 (a.s.). For each
t = 1, 2, ..., define (4.5) µ t (s t ) = |w t (s t )| |w t−1 (s t−1 )| , µ t (s 1 ) = T −(t−1) µ t (s t ).
Proposition 4. The following inequalities are valid:
Proof. The first inequality follows from (C.3). To prove the second and the third, it is sufficient to prove the analogous inequalities for the random variables µ t (see (4.4)). We have ln µ t = ln |w t | − ln |w t−1 |, where ln |w t | ≤ t ln M + ln |w 0 | by virtue of (C.3). From (4.3) it follows that E ln |w t | > −∞ and E ln |w t−1 | > −∞, which implies that ln |w t | and ln |w t−1 | are in L 1 , and so ln µ t is in L 1 . Further, we have
which shows that D can be defined as d + E| ln |w 0 ||.
An approximation theorem
Consider a von Neumann equilibrium (x, p, λ), a good path w 0 , w 1 , ... and the functions µ t (s 1 ) defined by (4.5). Denote by L the convex hull of the set of functions
Theorem 5. There exists a sequence of measurable functions
ξ m (s 1 ) in L (m = 1, 2, ... ) and a measurable function φ(s 0 ) > 0 such that (5.1) ξ m (s 1 ) → ln λ(s 1 ) + ln φ(s 0 ) − ln φ(s 1 ) (L 1 ) and (5.2) κ ≤ φ(s 0 ) ≤ K(s 1 ) (a.
s.).
This result will be applied in Section 6 to an extension D of the original dynamical system D in which an equilibrium exists. The essence of Theorem 5 lies in the following. According to this theorem, there exists a function, ξ(s 
This inequality implies
where κ > 0 and EK(s 1 ) < ∞. From (5.3) we obtain that the random variables ν t (s
and from (4.6) we get
To complete the proof of the theorem, it is sufficient to prove the following proposition. 
Proof. From (5.5) we obtain
and so
. The random variables ε N converge to zero a.s. and in
By using the concavity of the operator ξ → [− ln(E 1 e ξ )] (see Proposition A.3 in the Appendix), we get
. This inequality, combined with (5.7), yields
Note that the random variables γ t , β t , Tβ t , e 
, where EΨ < ∞, this convergence will also be in L 1 . From (5.8), we get
where 
and so (5.14)
From (5.13) and (5.14), we find 0 
(see (5.7) and (5.11)).
It remains to show that there exists a measurable function φ(s 0 ) > 0 for which θ(s 1 ) = φ(s 0 ) (a.s.). To this end observe that E ln E 0 θ = E ln E 1 (T θ) = E ln θ = EE 0 ln θ by virtue of (5.14). On the other hand, Jensen's inequality (see Proposition A.2, part (a)) gives ln E 0 θ− E 0 ln θ ≥ 0. Both random variables ln E 0 θ and
. Consequently, ln E 0 θ = E 0 ln θ, which in view of part (b) of Proposition A.2 implies the equality E 0 θ = θ (a.s.). Thus we can define φ(s 0 ) as E 0 θ. Inequality (5.2) follows from the analogous inequality for θ.
Existence of a von Neumann path
By virtue of Theorem 4, there exists a stationary non-anticipative extension σ t = (s t , s t ), t = 0, ±1, ..., of the process (s t ), such that the extended dynamical system D defined in terms of the process (σ t ) possesses an equilibrium 
In this chain of relations, we have E|x t | < ∞ and E| ln |x t || < ∞ because |x t | is essentially bounded and | ln |x t || = | ln λ(σ 1 ) + ... + ln λ(σ t )|, where κ ≤ λ(σ t ) ≤ M by virtue of Proposition 2. Consequently, we can use Jensen's inequality (Proposition A.2 in the Appendix), which yields the inequality in (6.2). From (6.2), we conclude that E ln |w t | − tE ln λ ≥ 0, and so the path w 0 , w 1 , ... is good.
From Theorem 5 and Proposition 6, we deduce the following result.
Theorem 6. There exist measurable functions µ(s
and Remark. In the above argument we used the following fact. Let (Ω, F, P ) be a probability space and G a sub-σ-algebra of F. 
By using the fact that C(s 1 ) is a cone, we obtain 7. On the uniqueness of an equilibrium growth factor
Although our assumptions do not guarantee the uniqueness of an equilibrium, it can be shown that an equilibrium growth factor is unique up to homological equivalence. (v, p, λ) and (w, q, µ) is a "Lagrange multiplier" associated with the constraint Bw = 0. Proposition A.6 is a consequence of Proposition 1 in [10] . Let L ∞ = L ∞ (Ω, F, P, R n ) be the Banach space of essentially bounded random vectors with values in R n with the norm || · || ∞ , and let L
Theorem 8. Let

