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Abstract:   The motivation of the study stems from the results reported in the Excellence in Research 
for Australia (ERA) 2010 report. The report showed that only 12 universities performed 
research at or above international standards, of which, the Group of Eight (G8) universities 
filled the top eight spots. While performance of universities was based on number of 
research outputs, total amount of research income and other quantitative indicators, the 
measure of efficiency or productivity was not considered. The objectives of this paper 
are twofold. First, to provide a review of the research performance of 37 Australian 
universities using the data envelopment analysis (DEA) bootstrap approach of Simar 
and Wilson (2007). Second, to determine sources of productivity drivers by regressing 
the efficiency scores against a set of environmental variables.
I. InTRoDucTIon
In this paper we analyse the technical efficiency of research performance of Australian 
universities for the period 2006-2009 using Simar and Wilson’s (2007) data envelopment 
analysis (DEA) bootstrap procedure. In the first stage, bootstrapped DEA-variable returns 
to scale (VRS) model is employed to estimate the technical efficiency of research output in 
Australian universities. In the second stage, the bootstrap DEA scores are regressed against a 
set of environmental variables using a truncated regression analysis. 
The motivation for the study stems from the results of the Excellence in Research for 
Australia (ERA) 2010. The ERA 2010 survey period of 2003-2008 on research output showed 
that the Group of Eight (G8) universities filled the top eight spots. The results also showed 
that only 12 universities performed research at or above international standards. Performance 
of universities in the ERA 2010 was based on number of research outputs and total amount of 
research income. However universities vary in size, are located in different regions (ie. country 
versus cosmopolitan cities) and do differ in research cluster, all of which can influence the level EfficiEncy of rEsEArch PErformAncE of AustrAliAn uniVErsitiEs: A rEAPPrAisAl using A 
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of research output and research income. When considering performance measurement, inputs 
should be taken into consideration which suggests that output as a performance measure only 
tells one-side of a story. A total-factor productivity analysis is required for such an exercise 
in order to accurately measure the performance of universities. It is for these reasons that the 
current study aims to provide a review on the research performance of Australian universities.
The current study contributes to the extant literature in Australian higher education by 
estimating the efficiency drivers with the novel approach proposed by Simar and Wilson 
(2007). Previous efficiency studies on Australian universities that employ the DEA-type study 
include Avkiran (2001), Abbott and Doucouliagos (2003), carrington, coelli and Rao (2005) 
and Worthington and Lee (2008). However, DEA-type analysis has long been been criticised 
for lacking in statistical power and being deterministic. This limitation was addressed by 
carrington, coelli and Rao (2005) which employed a two-stage DEA approach and based 
their regression analysis on the Tobit model. However, Simar and Wilson (2007) argued that 
the Tobit model does not describe the efficiency scores adequately. DEA is also known to be 
sensitive when outliers exist (olson and Vu, 2009). This problem becomes accentuated when 
sample sizes are small. Hence, the bootstrapping approach of Simar and Wilson (2007) is 
employed to address these limitations. 
The paper itself comprises five main sections. Section II presents the empirical methodology 
employed. Section III describes the data specification of inputs and outputs employed and the 
limitations of the chosen analysis. Section IV discusses the technical, scale efficiency scores 
and the regression analysis. The paper ends with some brief concluding remarks.
II. METHoDoLoGy
Data envelopment analysis (DEA) is a nonparametric technique that measures the efficiency 
of decision making units (DMus). First introduced by Farrell in 1957, the frontier efficiency 
concept was later developed by charnes, cooper, and Rhodes (ccR) in 1978 and further 
modified by Banker, charnes and cooper (Bcc) in 1984. DEA does not require the specification 
of a specific functional form relating inputs to outputs or the setting of weights for the various 
factors. Hence DEA thus optimises for each observation an efficient frontier—the maximum 
output empirically obtainable for any DMu in the observed population given its level of inputs. 
coelli et al. (2005) provides a general overview of the DEA model.
However, DEA lacks any explanatory power in determining drivers of technical efficiency. 
Furthermore, DEA assumes that decision making units (DMus) have full control over inputs, 
suggesting that such variables are discretionary. This is however a weak assumption since 
non-discretionary inputs are present in virtually all industrial and commercial sectors which 
must be incorporated into production models so as to correctly measure efficiency (ouellette 
and Vierstraete 2004). A number of studies have handled the issue of non-discretionary 
environmental variables, such as Banker and Morey (1986), Ray (1991), Ruggiero (1996 
and 1998), Muñiz (2002), nemoto and Goto (2003), Bilodeau et al. (2004), ouellette and 
Vierstraete (2004), and Essid, ouellette and Vigeant (2010). 
Banker and Morey (1986) and Ruggiero (1996), among others, directly incorporates 
environmental variables in the DEA program. Ray (1991) and Muñiz (2002) and Simar and boon l. lEE
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Wilson (2007), omits the environmental variables in the initial DEA analysis and then introduces 
them in non-DEA sequential stages. Simar and Wilson (2007) noted that many studies adopt 
a two-stage approach whereby DEA scores in the first stage are regressed on covariates (i.e. 
environmental variables) in the second stage to handle environmental variables. The key 
problem in regressing DEA estimates on covariates is that the DEA efficiency estimates are, by 
construction, serially correlated. Simar and Wilson (2007) proposed an alternative estimation and 
statistical inference procedure based on a bootstrap approach in which the bootstrap estimators 
are substituted from the estimators in the regression stage using a maximum likelihood approach 
to derive standard error of the estimates. This approach allows us to solve the dependency 
problem whilst producing valid estimates for the parameters in the second-stage regression. 
The two-stage bootstrap approach is employed in our analysis.
In stage one, the input-oriented variable returns-to-scale (VRS) model is used to derive 
efficiency scores. VRS is assumed to be the relevant model for analysis it is difficult to change 
one’s scale of operation in the short run especially for a university (carrington, coelli and 
Rao, 2005). The assumption of VRS also appears appropriate given that the study includes 
universities of varying sizes. It is also reasonable to assume an input-oriented model since this 
is consistent with university research operation which is to increase outputs given existing 
inputs. The input VRS DEA model is expressed as: 
  (1)
where yi is a vector of outputs, xi is a vector of inputs, and λ is a I x 1 vector of constants. 
The value obtained for θi is the technical efficiency score for the ith university. A measure of 
θi = 1 indicates that the university is technically efficient, whereas it is inefficient if θi < 1. This 
linear programming problem must be solved n times, once for each university in the sample. 
As DEA is sometimes criticised for the potential bias in efficiency estimates and the omission 
of random error, we employ Simar and Wilson’s (2007) bootstrap approach to generate a set 
of bias-corrected estimates of DEA efficiency scores (denoted θi) and confidence intervals 
which help resolve this problem. The bias-corrected efficiency scores are preferred over the 
original DEA scores since bias-corrected efficiency scores are within the lower and upper 
bounds of the DEA bootstrap confidence intervals whereas the original DEA scores do not 
indicate biasness in the original estimates.
once bias-corrected efficiency scores are derived from the bootstrap algorithm, they are 
then regressed on a set of hypothesised environmental factors using the following regression 
model:
θi = a + Ziδ + εi  (2)
where εi∼N(0, σ Éε
2 ) with left-truncation at 1-Ziδ;  a is a constant term and Zi is a vector of specific 
variables for university i that is expected to affect the efficiency of university performance. 
A step-by-step bootstrapping truncated regression is described in studies such as Alfonso and EfficiEncy of rEsEArch PErformAncE of AustrAliAn uniVErsitiEs: A rEAPPrAisAl using A 
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Aubyn (2006), Barros and Assaf (2009), and Barros and Barrio (2011) and hence we omit 
details here.
III. DATA SPEcIFIcATIon
The data consists of 37 Australian universities over the period 2007-2009. These are drawn from 
various Selected Higher Education Statistics and Higher Education Reports of the Department 
of Education, Employment and Workplace Relations (DEEWR). Similar to previous studies, 
such as Abbott and Doucouliagos (2003), Valadkhani and Worthington (2006), Worthington 
and Lee (2008) and Worthington and Higgs (2011), the input-output framework follow a 
production approach to modelling university behaviour; that is, universities combine labour 
and non-labour factors of production and produce outputs in the form of research output, 
research income and research students.
The inputs identified are full-time equivalent (FTE) staff which comprise of aggregation 
of ‘research only’ and ‘teaching and research’ and expenditure on ‘buildings, library and 
other property, plant and equipment’ (in dollars). outputs are ‘national competitive grants’ 
(in dollars), ‘industry grants’ (in dollars), ‘other public sector grants’ (in dollars), ‘research 
publications’ (weighted points) and number of ‘Master’s’ and ‘Doctorate’ students (in student 
load) by research. All dollar values are deflated into real values (2007=100) using consumer 
price index (education) drawn from the Australian Bureau of Statistics. We maintained the 
DEA convention that the minimum number of DMus is greater than three times the number 
of inputs plus outputs [37 > 3 (2 + 6)].
There are however limitations to the data used. Research income, depending on the 
production process framework may be considered as an input since grants are expenditures 
into research process. This is problematic as pointed out by Johnes and Johnes (1993) and 
Flegg and Allen (2007). By the same token, grants could be argued as the dollar value of 
research income which reflects the market value of university research output (cave, Hanney 
and Kogan 1991, Tomkins and Green 1988, and Worthington and Lee 2008). It is thus crucial 
to define the framework of production model which in the case of the paper is based on the 
ability of university academic staff in utilising fixed assets to generate research outputs. 
Another limitation is the quality of research publications. Data on weighted publications 
drawn from the Department of Innovation, Industry, Science and Research are based on a 
point system. Books are allocated five points whereas refereed journal articles are allocated 
one point regardless of where the paper is published which suggest that quality difference 
across journals are not captured. nonetheless, we can assume that the funding amount of a 
grant is an indicator exhibiting the quality of research output and to some extent, an implicit 
measure of the quality of research applicants. 
The data used in the second stage regression analysis comprise environmental variables 
which are primarily non-discretionary and expected to have some influence on the efficiency 
of universities. Four environmental variables are considered: actual student load, location 
of universities (as a dummy variable), proportion of Associate Professors and above, and 
institutional grants scheme (IGS). boon l. lEE
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IV. EMPIRIcAL RESuLTS
Table 1 presents the technical efficiency scores for the 37 universities from 2006 to 2009 and 
the mean score for the period. 
universities with a technical efficiency score of unity are operating efficiently and lie on 
the production frontier. under VRS, twenty universities are technically efficient and of these 
twenty, only fourteen are scale efficient which indicates that these universities are operating at 
their ideal scale of operations. Although the study focuses on VRS which measures only pure 
technical efficiency, scale efficiency can be derived from the cRS index which is composed of 
a non-additive combination of pure technical efficiency and scale efficiency. As explained by 
Färe, Grosskopf and Lovell (1994) that the VRS hypothesis decomposes technical efficiency 
into pure technical efficiency and scale efficiency. Hence scale efficiency is calculated from 
the ratio of efficiency scores of cRS/VRS.
one notable outcome from the mean score is that two of the eight G8 universities are not 
technically efficient – Australian national university (0.983) and university of Queensland 
(0.952). It is important to note that these scores are derived using a geometric mean of the 
data from 2006 to 2009 suggesting that scores are likely to be influenced by choice of years 
within the dataset. Since their scores are relatively close to unity it would suggest that the G8 
universities are on average technically efficient. From a scale efficient point, the G8 universities 
are more or less operating at their optimal size. under scale efficiency, we note that poor 
performing universities include university of Sunshine coast (0.585), central Queensland 
university (0.663), university of Ballarat (0.684) and university of Southern Queensland 
(0.748). The results suggest that there is scope for these universities to expand and achieve 
economies of scale as indicated by their returns-to-scale (ie. irs). 
To analyse drivers of efficiency, we follow the two-step approach as suggested by coelli, 
et al. (2005) by regressing the efficiency scores against a set of environmental variables of a 
non-discretionary nature. It is well documented in the DEA literature that the efficiency scores 
obtained in the first stage are correlated with the explanatory variables used in the second 
stage, which makes the second-stage estimates inconsistent and biased. Hence, the use of Simar 
and Wilson’s (2007) truncated regression analysis to overcome this problem. The estimated 
specification for the regression is expressed as:
θi = ß0 + ß1Loadi + ß2Locationi + ß2Proportioni + ß4IGSi + εi  (3)
where θi  is the bootstrapped bias-corrected efficiency score, Load refers to actual student load 
factor, Location refers to whether the university is city based or non-city based, Proportion 
is the proportion of Associate Professors and Professors to total academic staff and IGS is the 
Institutional Grants Scheme. 
Given that the analysis is input-oriented with efficiency score θ ranging from 0 to 1, 
universities with scores of 1 are efficient and scores of less than 1 are relatively inefficient. 
Thus, variables with an estimated positive (negative) coefficient have a positive (negative) 
impact on efficiency.
using the second-stage regression analysis, the results from Table 2 suggest that environ-
mental variables have a positive impact on the technical efficiency of universities, namely EfficiEncy of rEsEArch PErformAncE of AustrAliAn uniVErsitiEs: A rEAPPrAisAl using A 
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Charles Sturt University 0.729 0.779 0.714 0.642 0.669 0.741 0.903 irs
Macquarie University 0.994 1.000 1.000 1.000 1.000 1.000 1.000 crs
Southern Cross University 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of New England 1.000 1.000 1.000 1.000 0.968 1.000 0.968 irs
University of New South Wales 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Newcastle 0.997 0.954 0.873 0.953 0.885 0.946 0.936 irs
University of Sydney 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Technology, 
Sydney 0.914 0.883 0.821 0.763 0.822 0.831 0.989 irs
University of Western Sydney 0.886 0.730 0.852 1.000 0.874 0.906 0.965 irs
University of Wollongong 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
Deakin University 0.711 0.652 0.754 0.758 0.712 0.734 0.970 irs
La Trobe University 0.678 0.695 0.735 0.815 0.715 0.719 0.994 drs
Monash University 0.982 1.000 1.000 1.000 0.929 1.000 0.929 drs
RMIT 1.000 1.000 1.000 0.945 1.000 1.000 1.000 crs
Swinburne University of 
Technology 0.864 0.901 0.985 1.000 0.917 0.917 1.000 drs
University of Melbourne 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Ballarat 1.000 1.000 1.000 1.000 0.684 1.000 0.684 irs
Victoria University 0.754 0.796 0.855 1.000 0.778 0.860 0.904 irs
Central Queensland University 0.874 0.832 0.850 0.913 0.572 0.862 0.663 irs
Griffith University 0.717 0.713 0.704 0.719 0.689 0.696 0.990 irs
James Cook University 0.662 0.753 0.799 0.842 0.709 0.758 0.935 irs
Queensland University of 
Technology 0.979 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Queensland 1.000 0.984 0.929 1.000 0.906 0.952 0.952 drs
University of Southern 
Queensland 0.654 0.707 0.703 0.791 0.534 0.715 0.748 irs
University of the Sunshine Coast 1.000 1.000 1.000 1.000 0.585 1.000 0.585 irs
Curtin University of Technology 0.928 1.000 1.000 1.000 0.990 1.000 0.990 irs
Edith Cowan University 0.743 0.854 0.898 0.912 0.771 0.867 0.889 irs
Murdoch University 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Western Australia 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
Flinders University of South 
Australia 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of Adelaide 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
University of South Australia 0.850 0.752 0.762 0.838 0.747 0.797 0.938 irs
University of Tasmania 1.000 1.000 1.000 0.978 1.000 1.000 1.000 crs
Charles Darwin University 1.000 1.000 1.000 1.000 1.000 1.000 1.000 crs
Australian National University 0.946 0.962 1.000 0.967 0.978 0.983 0.995 irs
University of Canberra 0.846 0.847 0.984 0.851 0.736 0.901 0.816 irs
Australian Catholic University 1.000 1.000 1.000 1.000 0.925 1.000 0.925 irs
Table 1: Australian universities Efficiency Scores, 2006-2009 (VRS)boon l. lEE
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location of university, proportion of Associate Professors and Professors to total academic staff, 
and the amount of IGS awarded. Location of a university contributing positively to efficiency 
would suggest that universities located in metropolitan cities have more and better opportunities 
in research collaboration and having more appeal when offering research/academic positions 
due to location. The positive impact on the proportion of Associate Professors and Professors to 
total academic staff suggests that universities having more academics in these levels contribute 
more in research outputs. The amount of IGS based on previous years’ research performance 
contributes positively to efficiency suggesting that more funding awards perpetuate more 
research outcomes. Actual student load however contributes negatively to efficiency. The 
hypothesis is that more student numbers indicates less time on research activities thus reducing 
research performance, which the results concur. 
Variable Coefficient Confidence Interval
Lower bound Upper bound
Constant 1.6679* (2.9533) -4.1210 7.4560
Load -0.6159* (0.2931) -1.1837 -0.0349
Location 0.3958* (0.2359) -0.0669 0.8577
Proportion 0.9989* (0.8326) -0.6227 2.6411
IGS 0.1832* (0.1606) -0.1382 0.4913
Table 2: Truncated Regression
* Significant at 5% confidence interval; standard errors are shown in parenthesis; total number of 
iterations = 2000.
V. concLuSIon
In this paper, a DEA bootstrapping model proposed by Simar and Wilson (2007) was employed 
to measure technical efficiency of Australian universities research performance for the period 
2006-2009. Bootstrap DEA scores derived in the first-stage analysis are regressed against a set 
of environmental variables using the maximum likelihood method to explain efficiency drivers.
 The technical and scale efficiency results derived in the first stage show that the G8 
universities are generally performing at their optimal level while the smaller and relatively 
newer universities have the potential to raise their scale of operations to achieve economies of 
scale. In the second stage analysis, efficiency drivers namely location of university, proportion 
of Associate Professors and Professors to total academic staff, and the amount of IGS awarded 
contributed positively to research efficiency while higher actual student load had a negative 
impact on research performance.
The current study contributes to the extant literature in Australian higher education by 
estimating the efficiency drivers using a bootstrap truncated regression approach proposed by 
Simar and Wilson (2007). The approach allows for better explanation of drivers of efficiency 
while simultaneously producing standard errors and confidence intervals for these scores. While 
efficiency scores derived for the period 2006-09 are recent findings on research performance 
of Australian university, it is still important to note that more work can be done by improving EfficiEncy of rEsEArch PErformAncE of AustrAliAn uniVErsitiEs: A rEAPPrAisAl using A 
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on the study by introducing qualitative data. one such area is to consider the rankings of 
journals and average number of citations per journal in order to capture the qualitative aspect 
of journal publications which would then truly measure the performance of research in 
Australian universities.
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