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Abstract 
 
THE ELECTRICAL IMPEDANCE RESPONSES OF PROTECTIVE OXIDE SCALES 
ON STAINLESS STEELS THAT ARE IMMERSED IN MOLTEN LEAD-BISMUTH-
EUTECTIC ALLOY AT TEMPERATURES UP TO 600°C 
Alan Michael Bolind 
Nuclear, Plasma, and Radiological Engineering Department 
University of Illinois at Urbana-Champaign, 2009 
James F. Stubbins, Advisor 
This research explored the electrical impedance responses of oxide scales on stainless 
steel, when the steel was immersed in molten lead-bismuth-eutectic alloy (LBE) at high 
temperatures (up to 600°C).  LBE is a candidate coolant for future fast-neutron-spectrum 
nuclear reactors and for accelerator-driven nuclear systems, in which the LBE can also 
act as the spallation target.  Stainless steels, out of which such systems are usually 
fabricated, oxidize in the molten LBE.  This research used small-amplitude AC signals to 
measure the electrical impedances of these oxide layers, as a function of time, 
temperature, oxygen content of the LBE, and applied DC bias.  DC voltages that were 
apparently generated by the oxide layers themselves were also observed.  The resistances 
were one or more orders of magnitude greater than the published resistances of pressed, 
sintered pellets of similar oxide material, but they showed a similar Arrhenius 
dependence on temperature.  The resistances declined significantly with reducing levels 
of oxygen and with applied DC bias, also exhibiting rectifying properties.  The 
capacitance was much less variable.  The cumulative result of the research has laid a 
foundation for the technique of making impedance measurements in LBE and other liquid 
metals; the technique could be used in the future for further scientific investigations of 
oxidation in LBE and for engineering applications of in situ monitoring of the oxidation. 
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1. Why to Research This Topic:  Overarching Motivations for 
This Research 
1.1. LBE for Nuclear Fast Reactors and Accelerator-Driven Systems 
Molten lead-bismuth eutectic alloy (LBE) has been used successfully as a target in a 
particle accelerator, for the production of spallation neutrons. [1]  A main advantage of 
using liquid LBE is that it can be pumped out of the target area to a heat exchanger, 
cooled there, and then pumped back into the target area.  In this way, the LBE doubles 
both as the source for spallation neutrons and as its own coolant for the heat generated by 
the particle beam and the spallation reactions.  Also, LBE can be used as a coolant in 
nuclear fast reactors, instead of sodium.  LBE has the advantages over sodium of being 
less chemically reactive and of having a higher boiling point (1670°C). [2] 
One drawback of using LBE in these applications is that it can significantly corrode the 
surfaces of the steel vessel and pipe containing the LBE.  LBE has a relatively high 
solubility for iron, chromium, and especially nickel.  When employed as a coolant, the 
LBE must cycle thermally between hot and cold temperatures.  Since solubility is a 
function of temperature, the LBE tends to dissolve the steel in the hot sections of the 
system and precipitate it in the cold sections of the system, plugging the piping. 
A popular method to mitigate this corrosion is to form protective oxide layers on the steel 
surfaces.  These protective oxide layers cut down the dissolution rate of the steel into the 
LBE, since the steel’s elements must first pass through the oxide layers.  However, these 
oxide layers must be actively maintained, and it is impossible while the accelerator or 
reactor system is operating to inspect visually the steel surfaces to verify that the oxide is 
present and protecting the steel.  The use of the technique of impedance spectroscopy (IS) 
to measure the electrical impedance response of any oxide layers that may be present may 
be a solution to this monitoring problem.  If negligible impedance is measured, then 
oxide may not be present; but if significant impedance is measured, then the oxide is 
almost sure to be present and protecting the steel surfaces from corrosion.  Some work to 
characterize the impedance responses of such protective oxide layers has already been 
conducted, but more work was needed—and still needs—to be done in this area. 
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1.2. The Choice of SS410, as a Surrogate for HT-9, for These Impedance 
Studies 
Because stainless steels that contain significant amounts of nickel—austenitic steels—
tend to swell significantly in radiation environments, ferritic-martensitic steels with less 
or no nickel in them are preferred in these environments.  One type of ferritic-martensitic 
steel that is a candidate material for fast reactors is HT-9. [2]  This steel is also suitable 
for impedance measurements because it has significant chromium—12%—which helps it 
to form a good iron-chromium spinel oxide layer of observable thickness.  Since the 
primary goal of this research is to measure the impedance of oxide layers, it is helpful to 
experiment on a steel that forms a homogenous, adherent oxide layer that is also not so 
good at protection that it remains too thin to observe with scanning electron microscopy 
and other microanalysis.  HT-9 fulfils these requirements.  However, HT-9 is a difficult 
material to obtain commercially.  Therefore, SS410 was used as a surrogate for HT-9 in 
the experiments of this research, since it has similar amounts of chromium and nickel.  
As the rest of this dissertation will show, this choice of SS410 has lead to good oxide 
formations and good impedance measurement results. 
Another reason to choose a ferritic-martensitic stainless steel, such as SS410, is that some 
work on the impedance responses of an austenitic stainless steel—namely, SS316—has 
already been done, both by Lillard et al. and by this author. [3, 4]  These works will 
periodically be referred to in this dissertation. 
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2. What to Measure:  Descriptions of the Oxide Layers 
The natures of the oxide layers on steels—both ferritic-martensitic steels and austenitic 
steels—have been studied by several researchers worldwide in recent years.  Two good 
overviews of LBE technology—including corrosion—are the Handbook on Lead-bismuth 
Eutectic Alloy and Lead Properties, Materials Compatibility, Thermal-hydraulics and 
Technologies, published in 2007 by the OECD/NEA Nuclear Science Committee, and 
Zhang and Li’s “Review of the studies on fundamental issues in LBE corrosion,” 
published in the Journal of Nuclear Materials in 2008. [2, 5] For the oxidation 
mechanism, in particular, one of the most thorough investigations has been conducted by 
L. Martinelli et al. as reported in 2008 in their three papers in Volume 50 of Corrosion 
Science.  [6-8]  Most of their results and conclusions have been independently 
corroborated by Peter Hosemann and his colleagues.  [9-13]  In order to give the reader 
an understanding of the type of oxide layers that are formed in LBE and which would be 
analyzed with impedance spectroscopy, the following sections will present some 
representative results from these and other researchers, including some of their 
microanalysis results on the oxide layers.  Subsequent chapters will use the foundational 
results from this chapter to help to interpret the results of the research of this dissertation. 
As mentioned in the previous chapter, only SS410 (as a surrogate for HT-9) has been 
studied in this dissertation research.  However, more microanalysis work has been done 
by other researchers on D9 and T91, and the author has done previous IS work on SS316.  
Therefore, the literature data for all four steels—SS316 and D9 (austenitic steels) and 
HT-9 and T91 (ferritic-martensitic steels)—will be presented in this chapter.  While HT-9 
and T91 oxidize similarly, D9 and SS316 do not.  In fact, D9 represents a sort of middle 
case between the oxidation of HT-9 and the oxidation of SS316.  Therefore, the two 
ferritic-martensitic steels will be discussed first, followed by the middle case of D9; and 
then lastly SS316 will be discussed.  This progression will elucidate the key features of 
the oxidation processes involved, which will be helpful when interpreting the impedance 
response data.  Compositions of these five steels are presented in Table 1. 
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Table 1:  Composition of steels discussed in this dissertation, in weight percentage. 
Element T91 HT-9 SS410 D9 SS316L 
   (Typical) (This research)   
C 0.1–0.11 0.22 0.067 0.1 0.04 0.012–0.02 
Cr 8.26–8.63 12 12.21 11.78 13.6 16–18 
Ni 0.13–0.23 0.59 0.12  13.6 10–17.392 
Mo 0.91–0.95 1.11 0.02  1.67 2–2.75 
W <0.01 0.5     
Mn 0.43–0.78 0.58 0.80 0.34 2.1 0.2–2 
Si 0.31–0.43 0.30 0.31 0.38 0.85 0.1–1 
P 0.01–0.02   0.022  0.024–0.19 
S 0.003–0.006   0.0006  0.0005–0.03 
Cu 0.05      
Al <0.01  0.002    
Nb 0.07–0.09      
Co 0.02     0.06–0.14 
V 0.20–0.23  0.07    
Ti 0.003  <0.01  0.30  
N 0.04  0.013 0.0640  0.02–0.1 
B <0.0005      
Reference: [2] [2]  [2, 14] Böhler-Bleche, 
the supplier 
[2] [2] 
2.1. Thermodynamics of Oxide Formation 
Steels oxidize when they are immersed in molten LBE which contains sufficient oxygen.  
The amount of oxygen which is needed is determined by the temperature and the 
corresponding free energy of formation of the oxide.  Shown in Figure 1 is the Ellingham 
diagram (also known as a Richardson-Jeffes diagram; see Reference [15]), which is a plot 
of the free energies of formation of various oxides, plotted against temperature and with a 
nomograph to calculate the corresponding partial pressures of oxygen for various points 
on the plot.  On this plot, if the state of the LBE (corresponding to temperature and 
oxygen content) is above the line for a particular oxide, then that oxide is 
thermodynamically stable and can form, given the proper chemical kinetics.  If the state 
of the LBE is below the line, on the other hand, then that oxide cannot form (regardless 
of kinetics).  Therefore, according to this diagram, the oxygen content of the LBE can be 
set—for a given temperature—to be below the PbO line such that neither the lead nor the 
bismuth in the LBE can oxidize; yet the LBE can still have enough dissolved oxygen to 
oxidize the iron, chromium, nickel, and other constituent elements of steels, since the 
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lines for these elements are below the lines for lead and bismuth.  This reality is the basis 
for protecting steels from dissolution in LBE by providing enough oxygen so that the 
steel surfaces form a protective coating of oxide. 
 
Figure 1:  Ellingham-Richardson diagram as published by Müller et al. in Reference [16].    
 
Figure 2:  “Range between the solubility limit cO,s and the oxygen concentration at which 
decomposition of iron oxides takes place. The area between the curves indicate the 
concentrations for which stable conditions are expected in a loop with the [LBE] melt.” 
[16]    
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Figure 3:  “The regime of thermodynamic activity of oxygen in LBE for proper oxygen 
control to prevent corrosion and contamination.” [17]    
Rather than plotting free energy and using a nomograph, the oxygen concentration itself 
can be directly plotted, as shown in Figure 2.  Such a figure is more useful than the 
Ellingham (Richardson-Jeffes) diagram when trying to determine what oxygen content is 
needed for protective oxides at a given temperature.  The appropriate regimes of 
operation are shaded in this figure.  Notice that an oxygen concentration of 10-6 wt% is a 
good, general value for forming protective oxides at typical operating temperatures 
(400°C to 600°C) for LBE-cooled systems.  From an even more scientific perspective, 
the oxygen activity rather than the concentration is what is important; this activity in LBE 
is plotted in Figure 3.  Although this calculated activity makes some assumptions about 
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the activity of Pb in LBE, it can still be useful in some situations, such as the use of the 
Nernst equation to determine the signal voltage of a YSZ oxygen sensor in LBE. 
2.2. Description of the Composition and Structure of the Oxide Layers 
Formed on Austenitic and Ferritic-Martensitic Steels in LBE 
For the purposes of evaluating oxidation in LBE, there are three categories of steels:  (1) 
those with negligible amounts of chromium, aluminum, silicon, and/or other strongly 
oxide-forming elements, (2) those with significant amounts of one or more of these 
elements but with less than critical amounts, (3) those with more than critical amounts of 
one or more of these elements.  Steels in the first category oxidize excessively; see the 
result for pure iron in the paper by Kurata et al. [14]  For steels in the second category, 
two main oxide layers typically form, regardless of whether the steel is austenitic or 
ferritic-martensitic.  This condition is the case for HT-9, T91, and D9 steels.  Closest to 
the substrate steel, an iron-chromium spinel forms, with a magnetite structure.  If the steel 
is austenitic, this spinel also contains some or all of the nickel.  On top of this first layer, 
a second layer forms, consisting of pure magnetite (no chromium). [2, 5-8]  Martinelli et 
al. (hereafter referred to simply as “Martinelli”) claimed that the oxidation is similar to 
oxidation in other media, such as air and steam; and, while the oxidation products are 
indisputably similar, the claims of similar oxidation mechanism and rate require careful 
consideration and will be discussed further, below. [8] 
Steels which contain more than the critical amounts of chromium—approximately 16 
wt%—and of other strongly oxide-forming elements form a very thin oxide layer, usually 
less than 1 µm thick; this condition is the case for SS316. [2, 5, 14, 18-20]  Because of 
the oxide’s thinness, the composition is difficult to determine.  Depending on the 
particular alloying elements, the oxide may be chromia (Cr2O3), silica (SiO2), or alumina 
(Al2O3), all of which are known to be excellent diffusion barriers and thus are self-
limiting in their growth.  
All of these oxide layers form only below a critical temperature, somewhere between 
500°C and 600°C and depending on other variables such as the particular steel 
composition, flow conditions, oxidation conditions, and the like. [2, 5, 14]  Above this 
temperature, dissolution—not oxidation—occurs; if oxides are found, they are non-
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protective; and LBE is found beneath them.  Future materials science research in LBE 
corrosion needs to focus on understanding the cause of the transition, from the point of 
view of the oxidation mechanism, and subsequently on the development of new alloys 
and/or surface treatments which have increasingly higher critical temperatures. [2, 5, 14]  
The focus of this dissertation, however, is on conditions that are less than this critical 
temperature, since the point is to measure the electrical properties of the oxide layers. 
The composition and structure of the oxide layers formed on the ferritic-martensitic steels 
HT-9 and T91 will be discussed in the next two sections, while the same topics will be 
discussed for the austenitic steels D9 and SS316 in the third and fourth sections. 
2.2.1. The Composition and Structure of the Oxide Layers Formed on 
HT-9 in LBE 
In this section, the oxidation products of HT-9 are described.  Figure 4a shows a back-
scattered SEM image of the oxide layers on HT-9 after it had been exposed to LBE at 
550°C for 3000 hours.  The exposure took place in the loop at IPPE, in which the flow 
velocity was 2 m/s and the oxygen content was 10-6 wt%.  The HT-9 was mounted in 
epoxy, cross sectioned, and polished; thus Figure 4 is a cross section through the oxide 
layers.  The steel, the inner Fe-Cr spinel oxide, the outer magnetite oxide, the mounting 
epoxy, and the flecks of LBE can all be clearly seen, in the order from bottom to top.  
Parts b through e of Figure 4 are EDX mappings of this same area.  The oxygen content 
is seen to be constant throughout the oxide layers, in keeping with the theory that both the 
magnetite and the Fe-Cr spinel have a similar crystal structure—namely, M3O4, where M 
is the metal cation.  The iron and chromium contents differ between the two layers, with 
practically no chromium seen in the outer layer but with a corresponding iron enrichment 
in the outer layer, corresponding to the belief that the outer layer is pure magnetite.  The 
silicon content—a minor element in HT-9—is seen to be fairly constant throughout the 
steel and the oxide, possibly dropping only in the outer layer.  Near the interface between 
the Fe-Cr spinel and the steel, the oxide is enriched in chromium, and internal oxidation 
is observed in the steel; this observation is made from Figure 4 and from other data not 
included here. [9, 11].   
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Figure 4:  “Back-scattered SEM image (a) and EDX mapping (b-e) of the same location 
on HT-9 exposed to 550 °C LBE for 3000 [hours in the] IPPE loop.” [9, 13] 
 
 
 
Figure 5:  “AFM topography image [top left] and corresponding MFM image [top right] 
of HT-9 after 3000 [hours] in LBE,” at 500°C.  The bottom picture is a high-
magnification AFM topography image, not of the same area. [13]  
10 µm 
b) Fe c) O 
d) Si e) Cr a) 
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Figure 6:  “(a) SEM image, (b) WDX and (c) nano-indentation test results of HT-9. Each 
data point in the nano-indentation graph represents an average of 10 indents. The 
standard deviation of the hardness values is 0.9 GPa and the standard deviation of the E-
modulus values is 20 GPa.” [12] 
Also seen in Figure 4 is the presence of pores, in both oxide layers and along the interface 
between the steel and the Fe-Cr spinel.  The pores in the outer layer are often filled with 
LBE, which shows up as bright spots in the backscattered image, due to the high atomic 
numbers of lead and bismuth.  The pores in the inner layer and along the spinel-steel 
interface remained empty, in contrast, and show up as dark spots in the backscattered 
image.  These pores can be seen better in the higher-resolution AFM images in Figure 5.  
It is these pores that are the likely cause of the relatively low hardness of the oxide layers, 
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as shown from nano-indentation measurements; Figure 6 presents some of the data from 
nano-indentation measurements conducted on HT-9.  The hardness values of the oxides 
should be in the range of 18 to 33 GPa according to the literature [12], but the hardness 
values in Figure 6 are less than 10 GPa.  The pores can also be seen in the Conductivity-
AFM plot of Figure 7.  These pores also are likely fast-diffusion paths for both anions 
and cations; this theory will be discussed below in the section on oxidation mechanisms. 
Lastly, Figure 8 presents two optical micrographs of SS410 after it had been oxidized in 
oxygen-saturated, static LBE for 3000 hours at 450°C and 550°C. [14]  Kurata et al. 
reported that the oxide layer was thin and that grain-boundary corrosion was observed.  
Unfortunately, detailed microanalysis of the SS410 samples was not published.  It should 
be noted that the oxide thicknesses on SS410 were smaller than the thicknesses on HT-9.  
Two reasons for the difference could be (1) differences in experimental setup, such as 
flowing versus static LBE, or (2) differences in material preparation, such as cold 
working. 
 
Figure 7:  “C-AFM image of all oxide layers. The color scale is shown to the right. Bright 
colors represent high current while dark colors show low current.” [9, 13] 
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Figure 8:  Optical micrographs of SS410 after immersion in oxygen saturated LBE at the 
two temperatures indicated and for 3000 hours. The outer layer is copper that was plated 
onto the sample after immersion in LBE, to protect it during polishing. [14] 
2.2.2. The Composition and Structure of the Oxide Layers Formed on 
T91 in LBE 
In this section, the oxidation products of T91 are described.  Cross sections of samples of 
T91 that were oxidized in LBE under various conditions and by various researchers are 
presented in Figures 9, 10, 12, and 13 and in part a of Figure 18.  Various imaging 
techniques—backscattered SEM, secondary-electron SEM, optical microscopy—and 
both polished surfaces and fractured surfaces were used to create these pictures, yet they 
all show similar results.  In each of these pictures except one, the main outer oxide layer 
is pure magnetite while the main inner oxide layer is an Fe-Cr spinel, as evidenced in part 
by the compositional profiles presented in Figure 11, Figures 14 through 17, and part b of 
Figure 18.  (These compositional profiles follow their corresponding pictures from each 
research team.)  The exception is Figure 18, in which the outer layer has significant 
chromium in it; the authors of that research (Hosemann et al.) speculated that the 
magnetite layer had washed off due to flowing LBE and that the double layer observed 
was due to segregation of alloying elements for unknown reasons.  In addition to the 
microprobe data shown in Figure 14, Martinelli collected other, quantitative microprobe 
data that demonstrate that the exact composition of the bulk of the Fe-Cr spinel is 
Fe2.4Cr0.6O4.  This composition is also seen with oxidation in carbon dioxide. [7]  At the 
interface between the Fe-Cr spinel and the steel, Martinelli et al. and Schroer et al. 
observed chromium enrichment and internal oxidation of the steel. [7, 21]  Martinelli 
measured that this chromium enrichment pushes the local spinel composition at this 
interface to between FeCr2O4 and Fe2CrO4, varying with the tangential location along the 
interface and with an approximate mean value of Fe1.6Cr1.4O4. 
450°C 550°C 
Post-LBE  
Cu Layer 
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Figure 9:  “Vertical cross-section of T91 after exposure for 1200 h at 550°C in LBE. The 
oxygen activity in the LBE was well above the threshold for Fe3O4 stability for most of 
the exposure time.  Light-optical micrograph.” [21] 
 
Figure 10:  “SEM micrographs of the T91 steel tested at 743 K for: (a) 1000 h; (b) 2000 
h; (c) 3000 h.” [22] 
 
Figure 11:  “Concentration profiles obtained [by EDX] on T91 steel at 743 K for 3000 h.” 
[22] 
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Figure 12:  “SEM-FEG SE picture of fractured cross section of T91 sample immersed 
3700 h in oxygen saturated Pb–Bi alloy at 470°C.”  [7] 
 
Figure 13:  “SEM-FEG BSE picture of polished cross section of T91 sample immersed 
3700 h in oxygen saturated Pb–Bi alloy at 470°C.” [7] 
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Figure 14:  “Microprobe profile of polished cross section of T91 sample oxidized 3700 h 
in oxygen saturated Pb–Bi alloy at 470°C.” [8] 
 
Figure 15:  “SIMS profile of T91 sample immersed 50 h in oxygen saturated Pb–Bi alloy 
at 470°C.” [8] 
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Figure 16:  “GD-OES profile of T91 sample immersed 25 h in oxygen saturated pure 
bismuth at 470°C.” [8]   
 
Figure 17:  “SIMS analysis of T91 sample which has been firstly oxidized in a 18O-16O-
mixture-saturated Pb–Bi alloy for 25 h and secondly in 16O-saturated Pb–Bi alloy for 
50 h.  T = 470°C.” [8]   
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As with the HT-9 oxide layers, the T91 oxide layers exhibit porosity.  The pores in the 
outer, magnetite layer sometimes contain LBE inclusions; the pores in the inner, Fe-Cr 
spinel layer are empty; and there are pores along the interface between the Fe-Cr spinel 
and the steel.  This spinel-steel interface also features chromium enrichment and internal 
oxidation of the steel. 
Martinelli found that the ratio of the magnetite thickness to the spinel thickness on T91 
was always about 1.2 and was constant over time (Figures 12 through 17). [8]  It is 
important to note, however, that their work was conducted in static LBE, not flowing 
LBE, such that there could be no erosion of the oxide layers.  This finding will be 
discussed further, in section 2.4. 
Lastly, Martinelli claimed that compositional analysis presented in Figures 14 through 17 
demonstrate that lead—in the case of oxidation in LBE—or bismuth—in the case of 
oxidation in pure, molten bismuth—penetrates into the inner, Fe-Cr spinel oxide layers.  
This observation became part of the basis for their theory that nano-channels exist in the 
oxide layers, that these nano-channels are filled with liquid metal (Pb for LBE; Bi for 
pure Bi) , and that the nano-channels are the fast diffusion path to bring oxygen from the 
bulk liquid metal to the spinel-steel interface, where the Fe-Cr spinel is formed.  
(Oxidation mechanisms will be discussed in a following section.)  Other researchers, 
however, have not discovered the presence of Pb in the inner spinel layer.  It should be 
pointed out that the intensities of the Pb and Bi signals in Figures 14 through 16 are at 
least one order of magnitude smaller than the signals of the other elements in these 
figures, leading to the possibility that the Pb and Bi signals are false signals.  Another 
possibility is that LBE that was retained on the sample surface may have been smeared 
across the cross section of the sample during polishing, possibly causing the Pb signal 
seen in Figure 14.  The SIMS and GD-OES signals in Figures 15 through 17 cannot be 
explained away by such smearing, however, since these methods involve sputtering away 
the sample surface over time and, therefore, do not require any cross sectioning of the 
sample.  One benefit of the development of impedance spectroscopy for analyzing oxide 
layers is that it might be able to confirm or deny the presence of liquid-metal-filled nano-
channels in the Fe-Cr spinel, since the electrical conductivity of metal-filled nano-
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channels must be much greater than the electrical conductivity of Fe-Cr spinel without 
nano-channels.  Therefore, the measurement of large impedances and small 
conductivities would be strong evidence that such metal-filled nano-channels do not 
exist. 
 
Figure 18:  “SEM (a), WDX (b) and nano-indentation (c) results of the material T91. 
Each data point in the nano-indentation graph represents an average of 10 indents. The 
maximum standard deviation of the hardness values is 1.1 GPa and the maximum 
standard deviation of the E-modulus values is 29 GPa.” [12]   
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2.2.3. The Composition and Structure of the Oxide Layers Formed on 
D9 in LBE 
In this section, the oxidation products of D9 steel are discussed.  Martinelli’s research 
focused only on T91 steel; therefore, the work by Hosemann et al. forms the basis of this 
section. [9-11] 
According to Hosemann, although D9 appears to form the typical duplex oxide structure 
consisting of a magnetite outer layer and a spinel inner layer, closer examination reveals 
that it actually forms four distinct oxide layers.  Figures 19 through 21 present the main 
results of his research.  The overall duplex nature of the oxide scale can be seen in the 
first two of these three figures, but the AFM and MFM images of Figure 21 reveal the 
fine detail that the outer layer and inner layer each consist of two sublayers.  Hosemann 
describes these layers as follows: [10] 
Outer layer 1 [is] a fine (sub micron size) grained Fe3O4 layer.  No 
distinguished grain orientation [is] observed.  This layer has a strong 
magnetic polarization.  Outer layer 2 [is] a larger (micron size) grained 
Fe3O4 layer.  The grains are elongated in the growing direction.  This layer 
has the strongest magnetic polarization.  Inner layer 3 (only visible in the 
MFM measurements) has no magnetic polarization.  The WDS data reveal 
a slight Cr enrichment at the very same location of the oxide layer, which 
indicates a higher Cr content phase.  Inner layer 4 shows the same grain 
structure as the bulk steel.  The grain boundaries are weak and cracked and 
show some precipitates.  The magnetic structure is relatively weak.  The 
WDS line scan [Figure 22] across these grain boundaries show Cr and O 
enrichment which leads to the possibility that the particles found there 
might be a Cr rich phase. 
Hosemann elaborates further that the chromium and oxygen enrichments at the grain 
boundaries of the inner oxide layer are an indication that the oxygen reacts preferentially 
with the chromium and pins it upon contact at the grain boundaries.  Thus, it would seem 
that the grain boundaries are the fast diffusion paths for the oxygen.  A further 
observation is that the inner layer 3, which is very thin (less than 1 µm) and is enriched in 
chromium but depleted in nickel, is likely the original steel surface; when the oxygenated 
LBE  first contacted this surface, it oxidized the chromium but leached the nickel, in 
accordance with the very negative free energy of formation of chromium oxide and with 
the much higher solubility of nickel in LBE than that of iron or chromium.  Lastly, pores 
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abound in all the layers, a fact which Hosemann speculates is the cause of (1) reduced 
hardness and Young’s modulus of the oxides, (2) fast diffusion of oxygen and iron 
throughout the oxide layers, and (3) the unexpected lack of cracks due to the larger 
volume of the oxides as compared to the steel (i.e., due to the Pilling-Bedworth ratio 
being greater than one). 
In his doctoral thesis, Hosemann also reported some TEM results. [9]  One set of 
interesting pictures is presented in Figure 23.  Here is can be seen that the inner layer 
consists of a mottled mixture of a chromium-rich phase and a nickel-iron-rich phase.  The 
interpretation of these results is that the chromium-rich phase forms first due to its greater 
thermodynamic stability, and, in so doing, it pushes the nickel out of the way until the 
nickel concentration becomes so great that the nickel-iron-rich phase forms.  In this way, 
the nickel is incorporated into the overall iron-chromium spinel inner oxide layer. 
 
Figure 19:  “WDS line scans through oxide layers of steel D9 exposed to LBE at 550°C 
after (a) 1000 h, (b) 2000 h, and (c) 3000 h.” [9, 10]   
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(a) (b) 
            10µm    10µm 
 
Figure 20:  “Back scattered SEM image of the D9 after (a) 1000 hours and (b) 3000 hours 
exposure to LBE.” [9, 10]   
 
Figure 21:  “AFM topography image (a) and magnetic force image (b) of D9 after 3000 h 
in LBE. The array of nano indents is marked as well as the identified oxide layers.” [9, 
10]   
 
Figure 22:  “WDS linescan across an inner oxide grain boundary.” [10]   
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Figure 23:  (a) TEM image of inner oxide layer 2; (b) higher magnification TEM image 
of the two-phase structure; (c) highest magnification of the two-phase structure, with 
indication of the location of the EDS line scan; (d) results of this EDS line scan. [9]   
2.2.4. The Composition and Structure of the Oxide Layers Formed on 
SS316 in LBE 
Many experiments have been conducted on SS316, but most of the results have tended to 
fall into either one of two relatively uninteresting cases. [2, 5, 14]  If the temperature is 
below about 550°C, a very thin and protective oxide layer forms on the SS316—so thin 
that it is difficult to study, especially in cross-section.  (See part a of Figure 24 and the 
420°C specimen of Figure 25.)  If the temperature is above about 550°C, then usually no 
protective oxide layer forms, and the SS316 is dissolved significantly into the LBE, 
beginning first with the nickel and chromium (the minor and more highly soluble 
elements) and following with the iron.  This situation is shown in Figure 26, where the 
nickel has dissolved to the point that the remaining steel material has converted from 
austenite to ferrite. 
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Figure 24:  “Cross-section of 316 (tube) after exposed to flowing LBE for 2000. (a) T = 
460°C; (b) T = 550°C.” [23]   
 
 
Figure 25:  “SEM cross-section of AISI 316L specimens A1 after 2000 h of exposure.” 
[24]   
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Figure 26:  Optical micrograph of a cross-section of SS316 sample that had been exposed 
to LBE at 550°C for 3000 hours. [14]   
It is true that, within the critical temperature range, some researchers have been able to 
cause SS316 to form a typical duplex oxide.  Zhang et al. conducted an experiment at 
550°C in which some SS316 samples produced such a duplex oxide layer, which 
protected against severe corrosion (see part b of Figure 24); however, other SS316 
samples in the same experiment experienced dissolution. [23]  Müller et al. were able to 
obtain both single and duplex layers on the same steel surface; see Figure 25.  In this 
figure, the 420°C specimen shows the thin, single layer oxide; the 550°C specimen shows 
both a thin, single layer oxide and a thick, duplex layer oxide, in different regions; and 
the 600°C specimen shows significant dissolution and no oxide.  It is evident, though, 
that the formation of one type of oxide over another cannot yet be controlled, and this 
critical temperature range around 550°C must be viewed as an unstable, transition region 
for oxide formation. 
When the temperature is below the critical temperature range, the thin oxide layer on 
SS316 is still interesting to study with impedance spectroscopy, even if it is difficult to 
study with microanalysis, since it is only the total resistivity of the oxide layer—not the 
total thickness—is of importance to this technique.  The oxides of the strongly oxide-
forming elements—such as chromia, alumina, and silica—also tend to have high 
electrical resistivity.  Therefore, the protective oxide on SS316—which is either chromia 
or a high-chromium-content iron-chromium spinel—can be expected to have high 
electrical resistivity despite its thinness. 
 
Post-exposure electroplated 
copper for protection of the 
surface during polishing 
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2.3. Wagner’s Theory of Oxidation by Lattice Diffusion 
Before discussing the oxidation mechanisms for particular steels in LBE, it is helpful to 
review the standard theory of oxidation by lattice diffusion, developed by Carl Wagner, 
as a basis for understanding and comparison.  Wagner’s theory was presented in the 
1930s and has been used ever since by researchers, particularly with regard to gaseous 
corrosion. [25, 26]  Researchers into LBE corrosion have also referenced and applied 
Wagener’s theory. [5, 7, 27] 
Wagner’s theory begins by assuming that an oxide layer already exists on a metal that is 
exposed to an oxidizing environment, and that this oxide layer is uniform, homogeneous, 
in plane with the steel surface, and adherent.  As a corollary, it is also assumed that the 
steel can continue to oxidize and the oxide layer can continue to grow only by diffusion 
of metal cations and/or oxygen anions through the crystal lattice of oxide layer, and that 
no fast diffusion paths exist (e.g., no grain-boundary diffusion).  Because the ions carry 
charge as they move, and because it is assumed that local equilibrium and charge 
neutrality exist everywhere in the oxide, the various equations that represent the diffusion 
of the various ions are not independent of each other but instead can be solved 
simultaneously to yield one equation that expresses the rate of oxidation in terms of the 
oxygen partial pressure of the oxidizing environment. 
Following are the various equations used in solving for Wagner’s equation, taken from 
the treatment by Kofstad. [26]  Where subscript i is used, it stands for species i, which 
can be either the cations (subscript c), the anions (subscript a), the electrons (subscript e), 
or the holes (subscript h).  Thus, each equation with subscript i actually stands for four 
equations. 
• 
dx
d
Tk
D
cj i
B
i
ii
η
−= .  This equation, which is Fick’s first law for diffusing species 
i, is usually expressed as 
dx
dc
Dj iii −= , but this usual form is a derivation from 
the more general form presented here and assumes that the chemical potential can 
be replaced by the concentration and that there are no electrical effects present.  
Because new oxide is forming (a chemical reaction) and because the diffusing 
species are cations, anions, electrons, and holes, the more general form of Fick’s 
law must be retained. 
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• eVziii += µη  and, therefore, dx
dV
ez
dx
d
dx
d
i
ii +=
µη
.  This first equation is the 
definition of the electrochemical potential, that is, the sum of the chemical 
potential and the electrical potential energy of a charge zie sitting at electrical 
potential V. 
• 22ezc
Tk
D
ii
Bi
i
σ
= .  This equation is a form of the Nernst-Einstein equation. 
• iii ejzI = .  The electric current due to species i is the particle flux of species i 
multiplied by the charge on species i. 
• ( ) ( ) 0=+++=+= acheioneltotal IIIIIII .  The sum of all the currents, due to 
the four charged species, at any position in the oxide must be zero, because charge 
neutrality has been assumed and because charge is conserved. 
• ezMM c
zc += + .  This chemical equation is for the ionization of a metal atom 
and leads to the following differential equation in terms of chemical potentials:  
eccM dzdd µµµ += . 
• ezOO a
za
−=
−
.  This chemical equation is for the ionization of an oxygen 
atom and leads to the following differential equation in terms of chemical 
potentials:  eaaO dzdd µµµ −= . 
• 
⋅+= heNil ' .  This chemical equation is for the annihilation of an electron and a 
hole and leads to the following differential equation in terms of chemical 
potentials:  he dd µµ −= . 
• 
dx
d
z
z
dx
d
z
z
dx
d O
a
cO
a
cM µµµ
=−= .  This equation is the Gibbs-Duhem relation for 
small deviations from stoichiometry. 
Combination of all of these equations leads to the following equation for the ionic 
current: 
dx
d
tt
ez
I Oelion
a
ion
µσ
=  Equation 1 
Here, σ is the total electrical conductivity, and tion and tel are the ionic and electronic 
transport numbers, respectively ( σσ ii t= ).  Notice in Equation 1 that the electric 
potential, V, is missing.  It has been cancelled out in the combination of the equations, 
 27 
because Wagner’s theory assumes that there is charge neutrality everywhere, so there 
cannot be any electrical potential gradient in the oxide.  Therefore, the electrical potential 
cannot be a factor in the transport of ions—either anions or cations—through the oxide 
layer, in the case of this basic form of Wagner’s theory.  Nevertheless, the total 
conductivity, σ, appears in Equation 1, which means that measurement of the electrical 
conductivity (with low voltage, low amperage electricity so as not to disturb the corrosion 
process) can provide information about the corrosion rate, if Wagner’s model applies. 
Let the stoichiometry of the oxide layer be represented chemically as MαOβ, the basic unit 
or molecule of oxide.  The number of units (or molecules) of oxide formed per unit time 
(dn/dt) is related to the flux of ions, since these ions move only because of the 
concentration gradients caused by the consumption of the ions to form oxide.  However, 
the ionic flux in Equation 1 is a one-dimensional point function of position x within the 
oxide layer, whereas the number of oxide units formed, n, is not a function of position but 
only of the entire thickness of the oxide layer.  Therefore, the ionic flux of Equation 1 
must be averaged over the entire oxide layer.  (Notice that this averaging means that 
Wagner’s theory makes no assumption about the location of oxide formation, whether at 
either or both of the interfaces or within the bulk of the oxide.)  Mathematically, the ionic 
flux is equal to the ionic current after accounting for the charge carried by each ion.  
Also, because of the charge neutrality of the oxide, the following equation must hold:  
ac zz βα = .  These concepts are expressed as follows: 
∫
∫
==+=+=
oxide
oxide ion
aa
avgion
a
avga
a
avgc
a
avga
c
avgc
dx
dxI
ezez
I
ez
I
ez
I
ez
I
ez
I
dt
dn
βββββα
1,,,,,
, 
or  



















= ∫ h
dtt
ezdt
dn IIO
I
O
Oelion
a
11
22
µ
µ µσβ
, 
where h is the oxide thickness and Roman numerals I and II refer to the 
metal-oxide and oxide-environment interfaces, respectively. 
Equation 2 
Equation 2 has the proper final structure of Wagner’s equation, but it can be put into 
forms that are more easily used.  Since the anion under consideration is known to be 
oxygen, za can be set equal to -2.  Also, the chemical potential can be determined from 
the activity, as follows: 
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iBii aTk ln
0 += µµ  Equation 3 
With these considerations, Equation 2 becomes 
( )
h
adtt
e
Tk
dt
dn IIO
I
O
a
a Oelion
B 1ln
4 2 







= ∫ σβ  Equation 4 
If the density of the oxide is known, then Equation 4 can be rewritten solely in terms of 
oxide thickness rather than using units of oxide, n: 
( )
h
adtt
e
Tk
N
M
dt
dh IIO
I
O
a
a Oelion
B
av
OM 1ln
4 2 























= ∫ σβρ
βα
,  
where βα OMM is the molecular weight (kg/mol) of the oxide, Nav is 
Avogadro’s number, and ρ is the oxide density. 
Equation 5 
The coefficient in brackets in Equation 5 is the parabolic constant, kp.  The constant is 
called “parabolic” because integrating Equation 5 leads to a parabolic equation: 
h
k
dt
dh
p
1
=   leads to  tkh p22 =   or  ( )212 tkh p=  Equation 6 
The parabolic constant, kp, can also be defined to incorporate the factor of 2 in Equation 
6. 
Further refinements can be made to Equation 5 based upon how the oxygen activity is 
determined in any particular experimental case.  In the case of corrosion in a gaseous 
environment, oxygen contents are usually expressed in terms of diatomic oxygen, so the 
monatomic oxygen activity can be replaced with the diatomic oxygen activity:  
aO = ½ aO2.  Also, the oxygen activity for gaseous corrosion is often calculated 
approximately by reference to an oxygen partial pressure of one atmosphere, so that the 
activity is replaced by the partial pressure in atmospheres.  (Many authors neglect to 
mention the approximation involved in using partial pressure instead of fugacity, and the 
units of this partial pressure.  Standard pressure is often taken to be one atmosphere, and 
the natural logarithm of one is conveniently zero.)    Thus, Equation 5 adapted for 
gaseous corrosion becomes 
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( )
h
pdtt
e
kT
N
M
dt
dh IIO
I
O
p
p Oelion
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OM 1ln
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


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= ∫ σβρ
βα
 Equation 7 
In the case of corrosion in LBE, on the other hand, the activity of oxygen is often 
calculated as the product of the activity coefficient and the ratio of the concentration of 
monatomic oxygen to the reference concentration at saturation.  (A reference 
concentration of infinite dilution could also be used instead, but saturation is more 
popular in LBE research, as it is easy to see experimentally when PbO precipitates to free 
surfaces.)  Thus, Equation 5 adapted for LBE corrosion is 
( )
h
cdtt
e
kT
N
M
dt
dh
refc
II
Oc
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I
Oc
Oelion
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OM 1ln
4 2
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γ
γ
γσβρ
βα
 Equation 8 
Note that the natural logarithm of the reference concentration is eliminated in the 
integral’s differential since that logarithm is a constant. 
Zhang and Li and Martinelli have preferred to use another form of Equation 7 to calculate 
the parabolic constant; Kofstad also derives this form in his book.  [5, 6, 23, 26, 28]  
( )
h
pdf
OD
f
MD
dt
dn IIO
I
O
p
p OOM
1ln)()(2
2
2
**




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









+= ∫ α
β
 Equation 9 
This form uses the trace self-diffusion coefficients, D*(M) and D*(O), along with their 
respective correlation factors, fM and fO, to calculate kp.  However, these variables must be 
obtained from the literature, whereas the electrical conductivity in the previous forms of 
the equation can be measured using impedance spectroscopy.  Therefore, the previous 
forms, particularly Equation 8, are most appropriate for this dissertation. 
In summary, Wagner’s theory of oxidation is applicable when oxidation occurs by lattice 
diffusion, regardless of the mechanism of diffusion (e.g., vacancies or interstitials) or the 
location that the oxide is formed (e.g., at interfaces or within the bulk).  It predicts that 
the oxide thickness increases with the square root of the exposure time.  Although it is 
not directly applicable in the case of a DC bias, it does relate the electrical conductivity to 
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the parabolic constant, both of which can be measured experimentally.  Ideally, such 
experiments could yield information about the unknowns in Equation 5, such as the ionic 
and electronic transport numbers.  In practice, other factors—particularly fast diffusion 
paths, such as grain boundaries, cause many real corroding systems not to behave 
according to Wagner’s theory.  Nevertheless, a typical research approach is to expect 
initially that corroding systems should follow Wagner’s parabolic law and then 
subsequently work from that starting point to explain any deviations. 
2.4. The Dependence of the Oxide Layers upon Immersion Time in the 
LBE 
As mentioned in the above section on Wagner’s theory, the initial expectation is that the 
oxide layers on steel in oxygenated LBE should grow with the square root of the duration 
of immersion, with other variables—such as temperature and oxygen content—held 
constant.  This expectation is certainly the case with T91 steel about 470°C in static LBE, 
as shown by Martinelli in Figure 27.  The parabolic constants for oxidation in both LBE 
and pure bismuth are indicated on this figure.   
As mentioned previously in the section on T91, Martinelli also found that the ratio of the 
magnetite layer thickness to the spinel layer thickness is about 1.0 to 1.2 and is constant 
over time, unless magnetite removal is taken into consideration, either through 
dissolution or through erosion. [7]  As just mentioned, Martinelli’s work was conducted 
in static LBE, so there was no erosion and there was probable local saturation of the steel 
constituent elements in the LBE, if not even bulk saturation, such that dissolution was 
minimal.  Zhang and Li have done much work on accounting for the removal rate of the 
oxide in flowing LBE, focusing primarily on the magnetite, since it is the outer layer. [5, 
23, 28, 32, 33]  They based their analysis on Tedmon’s model for high-temperature 
gaseous oxidation of chromium, in which the product chromia can be oxidized to CrO3, 
which is volatile and can thereby leave the surface. [34]  Hosemann has also considered 
material removal. [9]  Martinelli used this fact of constant thickness ratio as part of their 
mass balancing, which will be discussed in the section below on oxidation mechanisms. 
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Oxide scale thickness, [T91], experimental points, 
[8] 
 Parabolic fit, Kp= 1.7x10-22 cm2s-1 
Oxygen saturated, pure bismuth medium, 
470°C 
 
Oxide scale thickness, [T91], experimental points, 
[8] 
 Parabolic fit, Kp= 3x10-13 cm2s-1 
 Oxide scale thickness, T91, [29] 
Oxygen saturated Pb-Bi medium, 470°C 
 Oxide scale thickness, Manet II, [30] Oxygen saturated Pb-Bi medium, 476°C 
 Oxide scale thickness, T91, [31] Oxygen saturated Pb-Bi medium, 450°C 
Figure 27:  “Growth rate of oxide scale obtained by oxidation of T91 at 470°C in oxygen 
saturated Pb–Bi alloy and oxygen saturated pure bismuth.” [8]   
Figure 28 has been taken from Zhang and Li’s paper, in which they, in turn, took the 
figure from Gorynin et al. and added the “n” values to it. [5, 35]  The figure shows 
exponential oxidation but not exactly parabolic oxidation.  The “n” values on the figure 
are the exponent on the time variable, as in Equation 6; specifically, the equation is 
nkth = , where k is a coefficient similar to the parabolic constant. Equation 10 
In Figure 28, then, the parabolic exponent would be n equal to 0.5.  By choosing n as well 
as k, the deviation from parabolic oxidation (n = 0.5) is quantified.  Since the times of 
immersion in Figure 28 are very long in comparison to the data from other researchers, 
perhaps longer-term factors, such as spallation of oxide layers (in the case of n > 0.5) or 
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multi-stage oxidation with different chemistry for each stage  (in the case of n < 0.5), 
became dominant phenomena. 
 
Figure 28:  “Oxidation kinetics of the martensitic steels tested at 470°C in flowing lead.” 
[5, 35]   
Table 2 and Figure 29, on the other hand, present data from Zhang and Li’s own 
experimental and modeling work. [23]  The parabolic constants listed in Table 2 are 
calculated using the form of Wagner’s equation presented in Equation 9, which uses trace 
self-diffusion coefficients and correlation factors.  In other words, these parabolic 
constants are not fitted constants but are calculated constants.  These constants were used 
in the following equation to obtain the “Calculated Results” oxide thicknesses listed for 
the various times in Table 2: 
The factor 1.91 comes from two facts: First, the parabolic constants were calculated for 
pure magnetite, and therefore the equation without the prefactor would represent the 
thickness of the magnetite layer only.  Second, Zhang and Li assumed that the magnetite 
layer is about 1.1 times as thick as the spinel layer (their text has a typo at this point), by 
considering that the Fe, Cr, and other steel constituents have a much greater density in 
steel than in magnetite. [23]  (Zhang and Li also assume here that the rate of removal of 
magnetite is negligible for the first thousand hours.)  This consideration is basically a 
tkh p91.1=   Equation 11 
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mass balance, so it is not surprising that the result—1.1—is close to that found 
experimentally by Martinelli for corrosion in static LBE.  The total thickness of the 
combined magnetite and spinel layers would then be 1.91 times the thickness of the 
magnetite layer alone (i.e., 1 + 1/1.1). 
Both the experimental data (averaged) from Table 2 and the fitted lines calculated via 
Equation 11 have been plotted in Figure 29.  The lines do not seem to fit the data well.  In 
a subsequent paper, Zhang and Li used their modified Tedmon’s model that accounted 
for removal of oxide via dissolution and erosion: 
tktkh rp 3
2
−=  Equation 12 
 
The parabolic and removal constants from this later paper are presented in Table 3, and  
Figure 30 is a schematic that compares oxidation in gas and in LBE and incorporates the 
removal of oxides in the LBE environment.  The data (apparently the same as the data 
from their earlier paper, given in Table 2 and plotted in Figure 29) and the newly fitted 
curves for HT-9 and D9 only are presented in Figure 31.  It should be noted that Zhang 
and Li obtained the values of these new constants neither from Wagner’s equation nor 
from fitting the oxidation thickness data of Figure 31 but rather from fits of weight-
change data.  (See their paper for this weight-change data. [28])  They then used these 
constants in Equation 12 to plot the fitted curves of Figure 31.  As the authors themselves 
admit, these new curves do not fit the data well either; however, the model—by 
accounting for oxide removal—is more theoretically satisfying and useful.  It can, 
therefore, serve as a basis for explaining oxidation data taken in flowing LBE, whereas 
Martinelli’s models may be applicable only to static LBE. 
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Table 2:  Data on SS316, D9, and HT-9 from Zhang and Li. [23]    See the text for more 
information on the parabolic constants listed here. 
Calculated Results
Steel Temperature 
(°C)
PIO2 (atm) cO 
(ppm)
PIIO2 
(atm)
kp (m2/s) Time (h)
Oxide Thickness 
(µm)
Oxide Thickness 
Minimum (µm)
Oxide Thickness 
Maximum (µm)
Error (%)
SS316 550 1.70E-27 0.03 6.64E-22 2.29E-17 1000 17.3 4 10 147
2000 24.5 16 20 36
3000 30.0 10 32 43
D-9 550 1.63E-27 0.03 6.64E-22 2.35E-17 1000 17.6 5 20 41
2000 24.9 20 36 11
3000 30.4 12 40 17
HT-9 550 1.24E-27 0.03 6.64E-22 2.82E-17 1000 19.3 20 20 3.1
2000 27.2 32 36 20
3000 33.4 12 38 34
HT-9 460 5.94E-32 0.03 5.08E-24 3.91E-19 1000 2.27 1 8 48
2000 3.21 12 14 75
3000 3.93 14 16 73
Experimental Results
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Figure 29:  Plotted data from Table 2. 
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Figure 30:  Steel corrosion and oxidation processes in liquid metals:  
(a) kp,LBE > kp,gas , (b) kp,LBE = kp,gas , and (c) kp,LBE < kp,gas . [5]   
Table 3:  Parabolic and removal constants used to create the fitted lines in Figure 31. 
Steel kp (m2/s) kr (m/s) 
HT-9 1.480 × 10−16 1.005 × 10-12 
D9 6.872 ×10−17 7.004 × 10-13 
 
 
Figure 31:  Revised fitting of the data from Table 2, using Equation 12 and the constants 
from Table 3. [28]   
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2.5. The Dependence of the Oxide Layers upon the Temperature and 
Oxygen Content of the LBE 
Although LBE corrosion work has been conducted at many temperatures, even into the 
critical temperature range, no one has yet assembled a comprehensive graph of how the 
corrosion depends upon changing temperature, probably because other variables and 
factors have taken prominence. [2]  Similarly, the effects of oxygen content have not 
been studied systematically.  Rather, with both temperature and oxygen content, the 
research emphasis has been on conducting experiments at likely maximum operating 
temperatures and oxygen conditions, say, between 450°C and 550°C and between 
saturated oxygen content (because it is easy to achieve) and 10-6 wt% monatomic oxygen 
content.  If anything has been varied systematically, it has been the material:  Many 
different kinds of materials—with a variety of oxygen-forming alloying elements, with 
various coatings, and with various corrosion inhibitors dissolved in the LBE—have been 
tested in an effort to discover the ideal material that withstands all operating conditions.  
Testing of so many materials over a wide variety of temperatures, oxygen contents, and 
durations of immersions would cost much time and money, and so it has not been 
conducted systematically. 
Nevertheless, some information about the effects of temperature and oxygen content do 
exist.  The first source is—as always—the OECD/NEA handbook on LBE corrosion. [2]  
Plots of the data of various researchers and experiments have been made with respect to 
temperature and oxygen content; these are repeated in Figures 32 and 33.  In these 
figures, the general result of the experiments is given:  Dissolution corrosion is plotted as 
open circles, and oxidation corrosion is plotted as filled circles.  The lines of formation of 
magnetite (Fe3O4) and lead oxide (PbO) are also plotted on these figures; above each of 
these lines, the relevant oxide forms thermodynamically, whereas below the lines, the 
relevant oxide disintegrates, if present.  As expected, the experiments conducted closer to 
the line of formation of magnetite (Fe3O4) were more likely to yield dissolution corrosion 
that the experiments conducted in LBE with more oxygen.  Also, since it is relatively 
easy to setup an experiment with LBE in a crucible that is open to air, there have been 
many such experiments, a fact which has lead to the many data points on the PbO line of 
the “a” parts of the two figures. 
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Figure 32:  Fe-Cr steels in (a) stagnant LBE and (b) flowing LBE.  From reference [2], 
pages 240-241.   
What are missing from these figures, of course, are any details about the oxidation—such 
as thickness, type, and quality—and any information about other important variables—
such as duration of immersion, variations in temperature and oxygen content over time, 
material type, material configuration (e.g., pipe cross sections or rectangular coupons), 
LBE flowrate, stirring (if any), method of oxygen control, loop maximum and minimum 
temperatures, LBE solute content, and the like.  By and large, most published 
experimental results have failed to report all these variables, and when they have been 
(a) 
(b) 
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reported, it has not been done in a standard way.  Therefore, to account for the influences 
of all these other variables and to express their effects comprehensively would require an 
enormous effort in literature review, plus a multiplicity of additional experiments that 
would be needed to plug the large number of gaps in the data.  These reasons are why a 
more comprehensive reporting was not made for the OECD/NEA LBE handbook, as the 
author of the handbook’s chapter on corrosion freely admits. [2] 
 
 
Figure 33:  Fe-Cr-Ni steels in (a) stagnant LBE and (b) flowing LBE.  From Reference 
[2], pages 240-241.   
(a) 
(b) 
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For the effects of temperature and oxygen content, the lack of experimental information 
can be mitigated by an appreciation of the principles involved in LBE corrosion.  First, 
the solubility of the each of the steel’s constituent elements—Fe, Cr, and Ni—in liquid 
LBE increases with temperature, as shown by Table 4 and Figure 34.  This increase in 
solubility increases the likelihood of dissolution corrosion.  Second, the solubility and 
diffusion of oxygen in LBE are also improved with temperature, as shown by Figures 35 
and 36, respectively; thus, the rate of oxidation should also increase.  Third, the diffusion 
of cations and anions through the oxide layers also increases with increasing temperature, 
since the diffusion coefficient has an Arrhenius dependence upon temperature: [26] 






−
=
RT
Q
eDD 0 , where Q is an activation energy. 
Equation 13 
 
Table 4:  “Solubility data of Ni, Fe and Cr in LBE, Bi and Pb.” [5] 
log10 cs (wppm) = Ac – Bc/T 
Metal Liquid Ac Bc Temperature (K) Reference 
Fe Pb 4.34 3450 673–873 [36, 37] 
 Bi 5.69 3490  [36, 37] 
 LBE 6.01 4380 823–1053 [38] 
Cr Pb 7.88 6948 600–1517 [39] 
 Bi 5.47 3580  [36, 37] 
 LBE 3.98 2280 673–1173 [38] 
Ni Pb 5.3 1381 600–1517 [39] 
 Bi 5.66 1400  [36, 37] 
 LBE 5.53 843 673–1173 [38] 
 
One point of subtlety regarding LBE oxidation kinetics is the apparent similarity in 
oxidation rate with that of gaseous oxidation.  In Martinelli’s first paper, it was pointed 
out that, at temperatures between 450°C and 500°C, the oxidation rate of 9Cr-1Mo steels 
is about 10-13 cm2/sec for oxidation in steam, water, and LBE, and about 10-12 cm2/sec for 
oxidation in pure bismuth. [8]  This similarity led them to hypothesize that the oxidation 
mechanism is the same in all these oxidizing environments.  However, the trouble with 
this hypothesis is that the oxygen content of most gases, steam, and high-temperature 
water is much, much greater than the greatest possible oxygen content of molten LBE or 
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bismuth, which is fixed by the formation of PbO or Bi2O3, respectively.  The resolution 
of this issue will be discussed in the next section, on oxidation mechanisms. 
 
Figure 34:  “Solubility curves or Fe, Cr, and Ni in liquid lead and LBE.”  These curves 
were plotted from the data in Table 4. [5] 
 
Figure 35:  “Oxygen solubility in LBE, pure lead and pure bismuth.” [5] 
In summary, increased temperature and oxygen content of the LBE should increase the 
oxidation rate of the steels, unless a competing process—such as dissolution—increases 
more dramatically with temperature and overwhelms the oxidation process.  Such a 
competition likely is what occurs beyond the critical temperature, when dissolution can 
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overwhelm even oxides of strongly-oxidizing elements such as chromium, aluminum, 
and silicon; but a detailed investigation of this transition still remains to be conducted. 
 
Figure 36:  “Oxygen diffusion coefficient in LBE, lead and bismuth. (a) Dependence of 
diffusion coefficient on concentration difference for different LBE masses (ratio 
surface/volume) at 430°C, with CO0 = initial concentration and CO1 = final concentration 
[40]. (b) Oxygen diffusion coefficient in LBE, liquid lead and liquid bismuth with 
temperature.” [5] 
2.6. The Theory of the Oxidation Mechanisms for T91, HT-9, and D9 
Steels 
2.6.1. Introduction 
In this section, the theories of the oxidation mechanisms for the ferritic-martensitic steels 
T91 and HT-9 and for the austenitic steel D9 are based primarily upon the works of 
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Martinelli et al. and of Hosemann et al. although other researchers, such as Zhang and Li, 
have also come to similar conclusions. [6-8] [9, 10, 13] [5, 23, 28, 42]  The oxidation 
mechanisms and products for the three steels are essentially the same, with the one major 
difference for D9 being that some of the nickel in the austenitic steels gets trapped in the 
iron-chromium spinel layer, as discussed above in previous sections.  (As for SS316, its 
oxide layer is so thin and immediately protective that its oxidation mechanism will not be 
discussed here.)  This section will focus on the oxidation mechanisms for oxides grown 
in LBE at temperatures below the critical temperature (which is usually between 500°C 
and 600°C), since above this temperature the oxides either do not form at all or are non-
protective, as discussed previously. 
2.6.2. Initial Observations 
The first and most obvious conclusion about the oxidation mechanism of T91, HT-9, and 
D9 is that the oxidation rate is limited by a diffusion process, specifically ionic diffusion 
through the oxide layers, since the oxide growth rate is parabolic with time, in agreement 
with Wagner’s theory of oxidation.  The question, then, is which ionic species—iron, 
chromium, or oxygen—is responsible for limiting the rate of oxide growth?  
Additionally, what happens to the nickel in austenitic steels? 
Before considering these questions, two important experimental observations must be 
presented.  The first observation is that the inner, Fe-Cr spinel layer grows only within 
the volume of the consumed steel, a fact which has been verified by two, independent 
methods.  Firstly, Hosemann has demonstrated by microanalysis that the grain boundaries 
in the Fe-Cr spinel are simply continuations of the same grain boundaries that are in the 
steel; Figure 4 partly shows this fact; and other micrographs in his work provide 
additional evidence.  Secondly, Martinelli performed a mass-balance calculation and 
demonstrated that the inner, Fe-Cr spinel oxide can grow only within the consumed steel 
volume. [7]  (See the section below, “The Transport of Oxygen to the Steel-Spinel 
Interface,” for the mechanism of how the Fe-Cr spinel replaces the consumed steel 
volume.) 
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The second important experimental observation is the locations of the growth of the two 
oxides.  The inner, Fe-Cr spinel layer grows only at the interface between the steel and 
this spinel layer.  The outer, pure magnetite layer grows only at the interface between the 
magnetite and the liquid LBE.  While other researchers have postulated these locations of 
growth, Martinelli has experimentally and conclusively observed them by conducting 
both oxygen radiotracer experiments and sequential oxidation experiments in LBE and 
pure bismuth. [8]  These growth locations also imply that the interface between the spinel 
and the magnetite corresponds to the original surface of the steel prior to oxidation.   
These two important experimental observations begin to shed light on the question of 
which ionic species is rate-limiting in its diffusion.  Clearly, the inner, Fe-Cr spinel layer 
can grow only if oxygen diffuses from the LBE, through both of the oxide layers, to the 
spinel-steel interface.  Likewise, the outer, magnetite layer can grow only if iron diffuses 
from the steel, through both of the oxide layers, to the magnetite-LBE interface.  
Therefore, these two species must be mobile, and the fact that the ratio of the magnetite 
thickness to the spinel thickness is always a constant indicates that their diffusion rates 
are tied together somehow.  Further discussion of these facts is below. 
2.6.3. The Fates of the Chromium and Nickel 
The fates of the chromium and nickel are fairly simple to discover.  From microanalysis 
of the oxide layers, it is clear that the diffusion of chromium in the oxide layers is 
negligible:  The absolute amount of chromium in the inner, Fe-Cr spinel layer is 
approximately the same as the amount of chromium in the steel, despite some analyses 
showing some chromium enrichment in the spinel layer.  Thus, since the spinel layer 
simply takes over the space of the consumed steel, it can be concluded that the chromium 
is globally fixed. [7]  This observation is not too surprising, for two reasons.  Firstly, 
chromium forms a more thermodynamically stable oxide than does iron.  (Refer to Figure 
1.)  Therefore, as the oxygen reacts at the steel-spinel interface, it should react 
preferentially with the chromium, thus helping to pin it while the iron diffuses away.  
Secondly and perhaps more importantly, the interface between the magnetite and the 
spinel probably acts as a barrier to chromium diffusion.  Hosemann has discovered that, 
near the interface with the magnetite layer, there is a chromium enrichment in the Fe-Cr 
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spinel layer.  This chromium enrichment is present in both D9 (austenitic) and HT-9 
(ferritic-martensitic) oxides. [10, 13]  The lack of chromium in the magnetite just across 
this interface implies that this interface probably has some barrier properties, although 
exactly how it acts as a barrier is unclear.  In any case, if the chromium cannot diffuse 
beyond that interface, then there is also no expectation that it will diffuse within the Fe-
Cr spinel layer, since, as has already been established, the chromium content is 
homogeneous within both the steel and the spinel, leading to a zero concentration 
gradient. 
The nickel is a minor player in the formation of the oxides.  Since Martinelli was focused 
on T91 steel, she did not include nickel in her mass balance.  However, from Hosemann’s 
microanalysis, it can be stated that much of the nickel remains trapped in the Fe-Cr spinel 
layer, as is shown in Figure 23.  Any nickel that does diffuse out of the oxide must 
remain in solution in the LBE, since nickel is not found in the magnetite.  Only when the 
LBE temperature is above the critical temperature for oxide formation and stability does 
the nickel have an impact on corrosion, since its high solubility causes it to leach out first 
and thereby transform the remaining steel from austenite to ferrite; see, for example, 
Figure 26. 
2.6.4. The Transport of Oxygen to the Steel-Spinel Interface 
Returning to the issue of iron and oxygen diffusion through the duplex oxide scale, the 
question remains as to how exactly this diffusion occurs.  As has been mentioned, 
Martinelli has pointed out that oxidation in LBE is similar to oxidation in other media, 
such as air, steam, and carbon dioxide.  [8]  The nature of the duplex scale is the same, 
and the rate of oxidation is the same.  This similarity led Zhang and Li and Martinelli to 
postulate that the same basic mechanism is responsible in all these cases—namely, 
connected pores or nano-channels (Martinelli’s term). [8, 28]  Another consideration 
regarding the growth of the inner, Fe-Cr spinel layer, in particular, is that mere diffusion 
of oxygen anions through the lattice would be too slow to account for the observed rate of 
growth of the Fe-Cr spinel. [8, 43, 44]  Therefore, another, faster mechanism, like 
transport via pores or nano-channels, is needed to provide enough oxygen to the steel to 
account for the observed growth rate. 
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Zhang and Li and Hosemann have assumed that the pores are basically empty—they are 
nothing more than a type of void. [9, 28]  Martinelli, on the other hand, noticed that, in 
the case of gaseous and aqueous oxidation, the nano-channels are filled with the 
oxidizing environment (e.g., water or carbon dioxide), which transports the oxygen 
directly through the oxide layers to the steel-spinel interface. [8]  Therefore, in the case of 
oxidation in LBE, Martinelli began to hunt for corresponding evidence of lead and 
bismuth within the inner, Fe-Cr spinel layer, that is, nano-channels filled with lead and/or 
bismuth that conduct oxygen from the bulk liquid to the spinel-steel interface. 
Martinelli’s subsequent and detailed Castaing microprobe, SIMS (secondary ion mass 
spectrometry), and GD-OES (glow-discharge—optical emission spectrometry) analyses 
then revealed the presence of small amounts of lead within the Fe-Cr spinel layer after 
oxidation in LBE, providing evidence of such nano-channels, despite the inability to see 
directly the nano-channels due to their small size.  (See the previous section entitled, 
“The Composition and Structure of the Oxide Layers Formed on T91 in LBE.”) 
Martinelli then conducted alternate oxidations in LBE and pure bismuth, which revealed 
that only lead enters the nano-channels when both LBE and bismuth are present but that 
bismuth enters the nano-channels when oxidation is conducted in pure bismuth.  The 
proposed reason is the wetting of a liquid metal improves in the presences of oxygen; and 
since, by thermodynamic considerations, lead reacts with oxygen preferentially over 
bismuth, the lead more easily penetrates the nano-channels in the oxide.  These observed 
changes—in the relative quantity, type, and location of the liquid metal penetrations—
and their correspondence to intentional changes of the liquid metal environment lend 
strong evidential weight to the hypothesis of liquid-metal-filled nano-channels in the Fe-
Cr spinel, as opposed to accounting for the apparent lead and bismuth presences as 
merely experimental errors or artifacts. 
As mentioned previously, other researchers have not published evidence of liquid-metal-
filled nano-channels, however. [2, 5, 9-11, 13, 28, 33]  Instead, they consider that the 
nano-channels are present but are not filled with liquid metal; in their empty condition, 
they act simply as fast diffusion paths.  (See Figure 37 for Hosemann’s schematic sketch 
of such diffusion along grain boundaries.)  Indeed, even Martinelli has suggested that 
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empty, fast diffusion paths could possibly account for the observed oxidation rate. [8]  
However, Atkinson and Taylor’s studies of the oxidation of nickel have led Atkinson to 
conclude that grain-boundary diffusion of oxygen through a duplex oxide to the metal 
surface is too slow to account for the observed oxidation rate. [45]  Therefore, in the 
presence of Martinelli’s observations of lead or bismuth in the Fe-Cr spinel layer and in 
the absence of experimental evidence for the adequacy of empty fast diffusion paths, the 
best oxidation model appears to be Martinelli’s liquid-metal-filled nano-channels for 
accounting for the delivery of oxygen to the spinel-steel interface.  Nevertheless, the 
presence of liquid-metal-filled nano-channels does not in any way preclude the 
possibility, even likelihood, of grain-boundary and other kinds of fast diffusion of oxygen 
from the spinel-steel interface into the steel grains or transversely along the interface, 
which would account for Hosemann’s observations of such behavior. [10, 13] 
 
Figure 37:  “Schematic drawing presenting the oxide-layer growth mechanism proposed 
here.” [9, 10] 
As mentioned previously, the impedance spectroscopy research of this dissertation can 
shed some light on Martinelli’s hypothesis, at least in the contradictory case, because the 
electrical resistance of an oxide layer that is compromised with metal-filled nano-
channels should be much less than the resistance of a oxide layer that is free of liquid 
metal.  Therefore, if high resistance is measured on oxides formed in LBE, then 
Martinelli’s hypothesis is likely wrong.  If low resistance is measured, on the other hand, 
then it lends some weight to Martinelli’s hypothesis, but the possibility of types of 
electrical short-circuits other than liquid-metal-filled nano-channels means that such an 
observation by itself is inconclusive. 
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Two further questions regarding the nano-channel theory are why the nano-channels form 
in the first place and why they do not oxidize shut.  Martinelli’s answer is lengthy and 
involved and so will not be repeated here in detail.  The short answer is that the 
dissociative-perforative process opens and closes the nano-channels.  The channels are 
nucleated when vacancies coalesce to form nano-sized voids at the steel-spinel interface, 
vacancies which were formed due to the outward diffusion of iron.  (See the following 
paragraphs.)  The lower oxygen activity in the void causes a nano-channel to form above 
it through the oxide scale.  When it is open, the oxidizing environment (the Pb in LBE in 
this case) brings oxygen into the void and oxidizes the metal to form spinel, filling the 
void with spinel (which has a lower density than the steel).  The nano-channel then closes 
since the oxygen activity has been equilibrated.  Figure 38 is a picture of Martinelli’s 
version of this theory. 
 
Figure 38:  Martinelli’s version of the dissociative-perforative process for the continuous 
creation and destruction of nano-channels in the oxides. [6] 
2.6.5. The Transport of Iron to the Magnetite-LBE Interface 
The need for nano-channels is related to the need for an adequate supply of oxygen to the 
spinel-steel interface to account for the observed growth rate of the inner, Fe-Cr spinel.  
The mechanism for the growth of the magnetite layer has not yet been addressed, 
however.  An important point to note is that, if the oxygen supply by such nano-channels 
was rate-limiting for the overall growth of both layers of the duplex oxide, then there 
would be no cause for the observed parabolic growth rate, since this type of growth rate 
is explained by Wagner’s theory of ionic lattice diffusion and not by atomic transport 
through nano-channels.  Indeed, Martinelli has calculated that the amount of oxygen 
supplied by nano-channels to the spinel-steel interface is significantly in excess of that 
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required to account for the observed growth rate. [8]  Also, note that, in this discussion 
about nano-channels, no connection has yet been made as to why the ratio of the 
thicknesses of the outer and inner layers is always a constant—i.e., why they seem to 
grow in tandem.  Therefore, it is reasonable to suggest, even on the basis of these 
thoughts alone, that the transport of iron through both layers to form the magnetite, outer 
layer (as explained above) is done by lattice diffusion and is rate-limiting for the growth 
of both oxide layers, despite the inner, Fe-Cr spinel layer growing by oxygen, not iron, 
transport. 
The diffusion of iron through the duplex scale has been modeled by Martinelli. [6]  First, 
Martinelli extrapolated two relations for the diffusion coefficient of iron from high 
temperatures to lower temperatures, one relation for iron diffusion in magnetite and 
another relation for iron diffusion in Fe-Cr spinel.  These equations are as follows: 
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Here, Dv is the iron vacancy diffusion coefficient, Di is the iron interstitial diffusion 
coefficient, Kv is equilibrium constant for the formation of iron vacancies, Ki is 
equilibrium constant for the formation of iron interstitials, and 
2O
a  and 
2Op  are the 
activity and partial pressure of oxygen, respectively.  These last two equations, for the 
diffusion coefficients of iron in magnetite and in Fe-Cr spinel, have been plotted by 
Martinelli in Figure 39 for a temperature of 470°C. 
The governing equation for the thickness of the magnetite layer as a function of time, 
plus the numerical values to use in the equation for a temperature of 470°C, are 
reproduced here as follows: 
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Dv = 9.9·10-9 cm2s-1  Di = 7.8·10-13 cm2s-1  
Kv = 1.5·109 (unitless) Ki = 1.2·10-22 (unitless) 
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 = 1.35·10-20 atm BiPbmagOa
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= 3.3·10-20 atm 
Here, hmag is the thickness of the magnetite layer, spTOa
/91
2
 is the oxygen activity at the 
T91-spinel interface, magspOa
/
2
 is the oxygen activity at the spinel-magnetite interface, 
and BiPbmagOa
−/
2
 is the oxygen activity at the magnetite-LBE interface.  Two of the 
activity values come from published literature, but the value for magspOa
/
2
  has been 
calculated by solving this equation and a similar one simultaneously.  (See Martinelli’s 
paper.)  The thickness of the Fe-Cr spinel layer is linked to the thickness of the magnetite 
layer, as has been mentioned previously: [6] 
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Here, [ ]FeC   is the volumetric molar concentration (mol·cm-3) of iron in the T91 steel 
(0.067), the Fe-Cr spinel (Fe2.3Cr0.7O4 ; 0.13), or the magnetite (0.052), as indicated by 
the corresponding superscript.  These values of these concentrations lead to the numerical 
coefficient of 1/1.16 or 0.862. 
 
Figure 39:  The dependence of the diffusion coefficient of iron defects in magnetite and 
in iron-chromium spinel (Fe2.3Cr0.7O4) upon the local oxygen activity in the respective 
oxide. [6] 
The results of the simulation match fairly well with experimental data; Figure 40 overlays 
the simulation results on top of Martinelli’s experimental data points.  (Note that Figure 
27 plots data points from all researchers and that it plots the total thickness of the duplex 
scale, whereas Figure 40 plots only Martinelli’s data and separates out the thicknesses of 
the Fe-Cr spinel layer and the magnetite layer.  Both plots are taken from Martinelli’s 
papers. [6, 8])  Thus it is seen that the iron flux due to lattice diffusion through both of 
the oxide layers is both sufficiently large to account for the observed growth rate and 
sufficiently small to limit the growth to the observed growth rate. 
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Figure 40:  “Experimental points and simulation of the oxide layers growth during 
oxidation in liquid Pb–Bi alloy and liquid pure bismuth.” [6] 
It should be pointed out that this model/simulation for the growth of the oxide layers by 
iron diffusion does not directly connect with the dissociative-perforative process for 
oxygen transport via nano-channels.  In other words, no properties of nano-channels—
such as their number, size, lifetime, etc.—come into this model as variables.  This 
absence makes sense, because the lattice diffusion of iron is the rate-limiting process and 
the presence of nano-channels is assumed not to affect this process.  (In a two-
dimensional analysis, Martinelli calculated that one nano-channel with a width of 1 nm 
could supply enough oxygen to oxidize 1.5 µm of Fe-Cr spinel width. [8]  Therefore, 
most of the oxide is free from the presence of nano-channels at any given time.)  The 
connection between the transport of oxygen via nano-channels and the transport of iron 
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via lattice diffusion comes about through the rate of void formation at the steel-spinel 
interface.  As was mentioned previously in the discussion of the dissociative-perforative 
process for nano-channels, the nano-channels cannot form until voids are formed at this 
interface.  However, these void do not form until iron vacancies form and coalesce.  
Finally, these iron vacancies do not form except by the iron moving away from this 
interface via lattice diffusion through the oxide layers.  Thus, the lattice diffusion of iron 
limits the creation of nano-channels, which limits the transport of oxygen to the steel-
spinel interface, which thus limits the growth rate of the Fe-Cr spinel.  More directly, the 
growth of the magnetite layer is limited by the flux of iron, via lattice diffusion, to the 
magnetite-LBE interface.  Therefore, the growth rates of both oxide layers—the Fe-Cr 
spinel and the magnetite—are limited by the lattice diffusion of iron, which is why the 
ratio of their thicknesses is governed only by the relative densities of the two materials 
and is, therefore, a constant (assuming no removal by erosion or dissolution). 
2.6.6. Further Considerations 
One troublesome aspect of the similarity of oxidation rates in various environments is 
that the oxygen content of most gases, steam, and high-temperature water is much, much 
greater than the greatest possible oxygen content of molten LBE or bismuth, which is 
fixed by the formation of PbO or Bi2O3, respectively.  For example, a typical minimum 
pressure that can be achieved with ultra-high vacuum systems is about 10-7 torr, which is 
1.3·10-10 atm—six orders of magnitude greater than the typical maximum oxygen content 
in LBE, which is about 10-16 atm at 600°C.  (See Figure 1.  This partial pressure in LBE 
corresponds to about 7·10-4 wt% and 9·10-3 at% in LBE.)  Likewise, in the absence of an 
oxygen-reacting gas such as hydrogen, the oxygen content of a gas must be much greater 
than this value.  Therefore, it seems as though the oxidation rate in gas should be much 
faster than the oxidation rate in LBE or bismuth, by consideration of the law of mass 
action; but, in fact, the rates are similar. 
Martinelli’s third paper in the trilogy has addressed and explained this apparent 
discrepancy. [6]  It turns out that, during oxidation in gases, a thin hematite layer (Fe2O3) 
always forms on top of the magnetite layer whenever there is sufficient oxygen content to 
form hematite (which is usually the case; again, see Figure 1).  This hematite layer then 
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fixes the oxygen partial pressure that the magnetite experiences.  In other words, the 
oxygen content at the magnetite-environment interface is not the oxygen content of the 
environment but rather the oxygen content of the dissociation of hematite, since the 
magnetite-environment interface is actually a magnetite-hematite interface.  Thus, the 
maximum oxygen content seen by the oxides in gaseous environments is pinned for a 
given temperature.  From Reference [15] and from Martinelli’s third paper, the oxygen 
content provided by the dissociation of hematite is between 10-20 and 10-14 atm over the 
range of 400°C to 600°C. [6]  Such an oxygen content is of the same order of magnitude 
as the oxygen content in LBE.  Thus, it is reasonable to expect and observe that the 
oxidation rates of steels should be similar in both LBE and gas.  Finally, the reason why 
the hematite does not build up over time but remains as a thin, surface layer is that it is 
continually being reduced by the iron diffusion flux from underneath, to form more 
magnetite. 
Another subtle but important aspect of the effect of the oxygen concentration of the 
oxidizing environment is the mechanism by which a change in oxygen concentration 
affects the oxidation rate.  As has been discussed above, the corrosion rate for both the 
magnetite and spinel layers is limited not by the availability and transport of oxygen to 
and through the oxide layers but by the lattice diffusion of iron through the layers.  
Therefore, it is reasonable initially to wonder why a change in the oxygen concentration 
of the environment should have any effect whatsoever on the oxidation rate, despite 
general considerations of the law of mass action; the law of mass action is useful only 
when considering the rate limiting step.  Thus, why is it necessary to resort to using a 
hematite layer to explain the similar rates of oxidation in various environments, if iron 
lattice diffusion is the limiting process? 
The answer is twofold.  First, there is evidence that a change in oxygen concentration 
does, in fact, affect the oxidation rate.  Figure 27 is part of this evidence: the oxidation 
rate in pure bismuth is greater than that in LBE, all or partly due to the greater oxygen 
solubility in pure bismuth because of the more positive Gibbs free energy of formation of 
Bi2O3 over PbO.  (See Figure 1.)  Second, the oxygen content of the environment directly 
affects the iron flux through the oxides—not by the presence of nano-channels but by 
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changing the oxygen activity gradient throughout the oxide layers, which, in turn, 
changes the diffusion coefficient for iron diffusion.  Figure 39 presents this dependence 
of the iron diffusion coefficient upon local oxygen activity.  Martinelli has created a 
graph of the oxygen activity throughout the oxide layers as calculated from the model; 
this graph is copied in Figure 41.  Clearly, by changing the boundary condition of the 
oxygen activity at the magnetite-LBE interface, the local oxygen activity throughout both 
oxide scales is changed.  Therefore, the oxygen content of the environment does affect 
the oxidation rate, not directly through the law of mass action, but indirectly through 
changing the rate of iron diffusion through the oxide layers. 
 
Figure 41:  “Oxygen activity gradient inside the magnetite and the Fe–Cr spinel layers,” 
as based upon Martinelli’s model for iron-diffusion-limited oxide growth. [6] 
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3. What to Expect:  Preparing for the Results 
3.1. A Review of Basic Electromagnetism 
3.1.1. Introduction to Maxwell’s Equations 
One place to begin a theoretical consideration of impedance response is with 
electromagnetic continuum theory, as encapsulated by the set of seven equations 
consisting of Maxwell’s four equations plus Lorentz’s force equation, the continuity 
equation for the conservation of charge, and the point form of Ohm’s law.  These seven 
equations are presented in Table 5 and Table 6 for easy reference.  Table 5 contains the 
more general equations with arbitrary time dependence, whereas Table 6 simplifies these 
equations with phasor notation for the case of sinusoidal, harmonic time dependence.  
Unless otherwise specified, the phasor notation is with reference to a cosine time 
dependence, and the phase angle of the electric field is taken to be zero: 
( ) { }tjezyxtzyx ωω ),,(Recos),,( 00 EEE ==  Equation 17 
( ) ( ){ }φωφω +=+= tjetzyxttzyxtzyx ),,,(Recos),,,(),,,( 00 JJJ  Equation 18 
Additionally, there are two constitutive relations for a linear and isotropic medium.  First, 
the magnetic flux density, B, equals the product of the magnetic permeability, µ, and the 
magnetic field intensity, H (B=µH).  Similarly, the electric flux density, D, equals the 
product of the electric permittivity, ε, and the electric field intensity, E (D=εE). 
The seven equations of electromagnetic continuum theory can be used to describe any 
macroscopic, non-relativistic electromagnetic phenomenon, such as light waves, 
electrostatic charge, and electrical circuit theory.  It is with this last example—electrical 
circuit theory—that the concept of impedance is introduced, however.  Therefore, the 
next section will develop electrical circuit theory further. 
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Table 5:  Maxwell’s Equations, the Continuity Equation for the Conservation of Charge, 
Lorentz’s Force Equation, and the Point Form of Ohm’s Law—All for Fields with 
Arbitrary Time Variations 
Differential Form Integral Form Significance 
t∂
∂
−=×∇ BE  ∫ ∫∫ ⋅∂
∂
−=⋅
C
S
d
t
d sBlE  Faraday’s Law 
t∂
∂
+=×∇ DJH  ∫ ∫∫ ⋅





∂
∂
+=⋅
C
S
d
t
d sDJlH  Ampère’s Circuital Law 
ρ=⋅∇ D  ∫∫∫∫∫ =⋅
VS
dvd  ρsD  Gauss’ Law 
0=⋅∇ B  0=⋅∫∫
S
dsB  Isolated magnetic charges (i.e., 
magnetic monopoles) do not exist. 
t∂
∂
−=⋅∇ ρJ  ∫∫∫∫∫ −=⋅
VS
dv
dt
dd  ρsJ  Continuity Equation for the Conservation of Charge 
( )BuEF ×+= q  Lorentz’s Force Equation 
),,,(),,(),,,( tzyxzyxtzyx EσJ ⋅=  (in a linear but anisotropic medium) 
or ),,,(),,,( tzyxσtzyx EJ =  (in a linear, isotropic medium) 
Ohm’s Law in 
Point Form 
 
Table 6:  Maxwell’s Equations, the Continuity Equation for the Conservation of Charge, 
and Lorentz’s Force Equation—All in Phasor Form (Cosine Reference) and for Fields 
with Sinusoidal, Harmonic Time Variations 
Differential Form Integral Form Significance 
BE ωj−=×∇  ∫ ∫∫ ⋅−=⋅C
S
djd sBlE ω  Faraday’s Law 
DJH ωj+=×∇  ( )∫ ∫∫ ⋅+=⋅C
S
djd sDJlH ω  Ampère’s Circuital Law 
ρ=⋅∇ D  ∫∫∫∫∫ =⋅
VS
dvd  ρsD  Gauss’ Law 
0=⋅∇ B  0=⋅∫∫
S
dsB  Isolated magnetic charges (i.e., 
magnetic monopoles) do not exist. 
ωρj−=⋅∇ J  ∫∫∫∫∫ −=⋅
VS
dvjd  ρωsJ  Continuity Equation for the 
Conservation of Charge, Assuming 
a Harmonic Variation of Charge 
but Not of Volume 
( )BuEF ×+= q  Lorentz’s Force Equation 
),,(),,(),,( zyxzyxzyx EσJ ⋅=  (in a linear but anisotropic medium) 
or ),,(),,( zyxσzyx EJ =  (in a linear, isotropic medium) 
Ohm’s Law in 
Point Form 
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3.1.2. Derivation of Resistance, Inductance, and Capacitance from 
Maxwell’s Equations 
Many developments of the concepts of resistance, inductance, capacitance, reactance, and 
impedance begin with experimental observations of electrical circuits.  In such 
treatments, these concepts are connected with the lumped-parameter components of the 
circuit and are necessarily one dimensional.  In this section, in contrast, these concepts 
will be derived from Maxwell’s equations, so as to help the reader to connect the lumped-
parameter concepts of circuit theory with the three-dimensional, point-function concepts 
of electromagnetic theory.  Such an understanding is useful when trying to explain the 
electrical behavior of a particular device or material—such as protective oxides in LBE—
rather than the behavior of an entire circuit. 
Pure resistance is the most straightforward concept in both circuit and point viewpoints.  
The point form of Ohm’s Law has been given in Tables 5 and 6 and is repeated here: 
),,,(),,,( tzyxσtzyx EJ =  (in a linear, isotropic medium) Equation 19 
If skin effects can be ignored (as with direct current and with low-frequency alternating 
current) and if the conductor of the electricity has a constant cross section (say, A), then 
the electric field will have direction (along the length of the conductor) but will not 
depend upon position within the cross-sectional surface.  Then, the point form of Ohm’s 
Law can be integrated over this cross section, as follows, where l is the position along the 
length of the conductor: 
)()(),,(),,( lAEdslEdzyxdzyxI
SSS
σσσ ==⋅=⋅= ∫∫∫∫∫∫ sEsJ  Equation 20 
If this equation is further integrated along a certain length of the conductor, say, between 
points l1 and l2, then the familiar form of Ohm’s Law from circuit theory is obtained, in 
which V1,2 is the voltage difference between points l1 and l2:  
( ) 2,112
2
1
2
1
2
1
)( AVdllEAllIdlIdlI
l
l
l
l
l
l
σσ ==−== ∫∫∫  
2,1
2,1
2,1 R
V
V
l
AI =
∆
=
σ
   or   2,12,1 IRV =  
Equation 21 
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Impedance is defined as the proportionality factor between the current and the voltage.  
For pure resistance, the impedance equals the resistance: 
IZV =    so   RZ =resistor  Equation 22 
 
The concept of capacitance can be derived either from the derivative form of Ampère’s 
Circuital Law or from the continuity equation for the conservation of charge, since it is 
the continuity equation that forces the inclusion of the displacement-current term in 
Ampère’s Circuital Law.  In particular, the divergence of Ampère’s Circuital Law yields 
the continuity equation, since the divergence of the curl of a vector field is identically 
zero. 
( ) ( )DJDJDJH ⋅∇
∂
∂
+⋅∇=





∂
∂
⋅∇+⋅∇=





∂
∂
+⋅∇=≡×∇⋅∇
ttt
0  
 
( ) ρ
tt ∂
∂
−=⋅∇
∂
∂
−=⋅∇ DJ   by application of Gauss’ Law Equation 23 
The time-dependent, integral form of the continuity equation from Table 5 is repeated 
here: 
∫∫∫∫∫ −=⋅
VS
dv
dt
dd  ρsJ  Equation 24 
While this equation is true for any control volume, the concept of capacitance comes 
from applying it to a control volume around one plate of a parallel-plate capacitor, as is 
pictured in Figure 42.  In this figure, a specific direction has been denoted for positive 
current—namely, positive charging of the front plate—in order to keep the signs of 
various terms clear.  Furthermore, the signs of various terms are also determined by two 
conventions: (1) The outward normal unit vector from a closed surface is positive, and 
(2) the positive normal unit vector for an open surface is the one that is on the side from 
which the tracing of the bounding curve appears to be counterclockwise.  This second 
convention is known as the “right-hand rule.” 
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Figure 42:  An ideal plate capacitor 
With this picture and these conventions in mind, the left-hand integral in Equation 24 
reduces to an integral over the front surface only, since this is the only surface over which 
actual charge flows.  The result is the negative of the current, since it flows into the 
control volume: 
( ) IdsJd
frontS
−=−=⋅ ∫∫∫∫ sJ  Equation 25 
On the right-hand side of Equation 24, the integral is simply the total charge (albeit time-
dependent) in the control volume.  Equation 24 then becomes 
Q
dt
dI −=−    or   Q
dt
dI =  Equation 26 
The capacitance is defined as the ratio of the charge stored in a capacitor to the voltage 
difference between the plates.  Only the positive charge on the positive plate is 
considered, and the voltage difference goes from the positive plate to the negative plate.  
In symbols, this statement is 
12V
QC +=   (farads) Equation 27 
Substitution into Equation 26 yields 
1 
2 
I 
Control Volume 
Front 
Surface 
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( ) 1212 Vdt
dCCV
dt
dI ==  Equation 28 
For sinusoidal voltage and current, Equation 28 simplifies with phasors: 
( ) tjtjtj eVCjeV
dt
dCIe ωωω ω 1212 ==
  
or 
12CVjI ω=    or   ICjCj
IV 





−==
ωω
1
12  
Equation 29 
Thus, for sinusoidal electricity, the impedance of a capacitor is taken to be as follows: 






−=
C
jZ
ω
1
capacitor   (ohms) Equation 30 
Lastly, it can be shown through Equation 27 that, for a parallel-plate capacitor of area A 
and separation distance l, such as in Figure 42, the capacitance is given by the following 
ratio: 
l
AC ε=  Equation 31 
 
 
Figure 43:  An ideal inductor 
1 
2 
I 
Bounding Curve 
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I 
I 
âz 
 61 
The concept of inductance can be derived from the integral form of Faraday’s Law (Table 
5): 
∫∫∫ ⋅∂
∂
−=⋅
S
C
d
t
d sBlE  Equation 32 
This equation should be applied to the control surface pictured in Figure 43.  Although 
only one loop is shown, it can be assumed that many loops, say, N loops, exist so as to 
form a solenoid.  In this case, the bounding curve C is correspondingly lengthened N 
times, and the surface area A is also multiplied N times.  The magnetic field for a very 
long solenoid—such that fringe effects of the magnetic field can be neglected—can be 
shown to be spatially constant within the solenoid, as follows: 
( )znI aB ˆ−= µ   (tesla) Equation 33 
In this relation, n is the number of turns per unit length down the central axis of the 
solenoid, and the direction is negative relative to the direction of the unit vector in the 
figure.  Similarly, the direction of the differential surface area is also –âz, so that the 
right-hand integral of Equation 32, after moving the differentiation outside, becomes 
( )( ) ( ) nIANdsnIadsanId
SS
zz
S
µµµ −=−=−⋅−−=⋅− ∫∫∫∫∫∫ ˆˆsB  Equation 34 
Note the presence of the factor N, the number of loops, since the area A is the area of only 
one loop.  Also note that the evaluation of this integral does not depend on the choice of 
direction for âz nor upon the choice of direction of the winding of the loops, because the 
vectors B and ds always point in the same direction, whichever way that might be. 
The left-hand side of the integral is the definition of the voltage between points 1 and 2: 
12VdC =⋅∫ lE  Equation 35 
Equation 32 can now be written as follows: 
( )nANI
t
V µ
∂
∂
−=12   (volts) Equation 36 
The inductance per unit length (L') of a very long solenoid can be shown to equal the 
following product: 
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AnL 2' µ=   (henries/meter) Equation 37 
Here the area A has the same definition as above.  The definition can be rearranged: 
n
L
nA '=µ  Equation 38 
It can now be substituted into Equation 36: 






∂
∂
−= NI
n
L
t
V '12  Equation 39 
Analysis of the units of the coefficient of the current here leads to a simplification: 
LN
n
L =

















=





1
 turnsofnumber 
 turnsofnumber 
lengthunit 
lengthunit 
inductance1
'  Equation 40 
Since inductance is not a function of time, the equation finally becomes 
I
t
LV
∂
∂
−=12   (response electromotive force) Equation 41 
 
This equation, while correct and in agreement with Lenz’ Law, nevertheless can be 
confusing because it indicates that the voltage across the inductor is backwards from the 
direction of the current flow.  The resolution to this potential paradox is to realize that, 
during the establishment of Equation 33,  the current was fixed to be in the forward 
direction, completely without regard to the voltage that would be needed to drive that 
current.  The voltage in Equation 41, on the other hand, is the electromotive force caused 
by the changing magnetic field in the solenoid, which was itself caused by the specified 
current.  In other words, it is the response of the solenoid to the driving current.  The 
conventional argument can now be made that the original, current-causing voltage must 
be changed to be equal and opposite to this response voltage in order to continue driving 
the current.  In other words, the driving voltage must be the negative of the voltage in 
Equation 41: 
I
t
LV
∂
∂
+=12   (driving voltage) Equation 42 
This equation is the one that is often presented in textbooks as the electrical response of 
an ideal inductor.  For sinusoidal electricity, the use of phasors simplifies this equation: 
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( ) tjtjtj LIejIe
t
LeV ωωω ω=
∂
∂
=12    or 
LIjV ω=12   (driving voltage) 
Equation 43 
The definition of the impedance of an inductor is with regard to this driving voltage and 
is therefore given as follows: 
LjZinductor ω=  Equation 44 
 
With Equations 22, 30, and 44 in mind, the total impedance of any given circuit 
component can be formulated as the sum of the resistance R and reactance X of the 
component: 
jXR
C
LjR
C
jLjRZ +=





−+=−+=
ω
ω
ω
ω
11
 Equation 45 
Note that the impedance of an inductor is positive (Equation 44) whereas the impedance 
of a capacitor is negative (Equation 30).  Since protective oxides in LBE behave more 
like inductors than like capacitors, their reactance is usually negative.  Therefore, the 
negative of reactance is usually plotted in complex-plane plots of oxide impedance, or 
else the reactive axis (usually the ordinate) is simply inverted; doing so puts the plot into 
the first quadrant for easier viewing. 
In summary, then, the concept of impedance comes from the concept of resistance in the 
case of direct current and as expressed in Ohm’s Law.  It extends the concept of 
resistance to the case of sinusoidal alternating current by treating capacitance and 
inductance as also being “resistances” in some sense the flow of current.  Through the use 
of phasors, the proportional form of Ohm’s Law from the case of direct current is 
preserved to the case of sinusoidal current, and thus the simplicity of impedance is also 
preserved. 
3.1.3. Description of the Origin of Complex Permittivity 
Another way to view the relationship between sinusoidal current and voltage is to take 
capacitive reactance as the foundational quantity—rather than resistance—and to treat 
resistance as merely an extension of capacitance.  The origins of this alternative 
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viewpoint lie in Maxwell’s equations (Table 6).  According to the phasor form of 
Ampère’s Circuital Law, which is repeated below, the magnetic field is generated by two 
quantities:  (1) the flow of free charge (i.e., the current density, J) and (2) the apparent 
flow of both bound charge and the electric field itself (i.e., the displacement current, 
jωD).  The impedance-based viewpoint focuses on the first of these quantities—the 
current density—whereas the capacitance-based viewpoint focuses on the second 
quantity—the displacement current. 
DJH ωj+=×∇  Ampère’s Circuital Law from Table 6 
To flesh out this alternative viewpoint, first the right hand side of Ampère’s Circuital 
Law is expanded by using Ohm’s Law and the constitutive relation for electric flux 
density: 
EEDJ ωεσω jj +=+  Equation 46 
Then, the electric field intensity, the frequency, and the imaginary constant are factored 
out: 
( ) EEEEDJ cjjjjjjjj ωεεεωω
σ
εω
ω
σ
εωω =−=





−=





+=+ "'  Equation 47 
In this equation, a new complex variable, the complex permittivity εc, is introduced, 
consisting of a real part (ε') and imaginary part (ε").  The relationships between the parts 
are clarified here: 
"' εεε jc −=    and   εε ='    and   ω
σ
ε ="  Equation 48 
The use of the complex permittivity, in conjunction with a source-free medium (ρ=0), 
allows Maxwell’s equations to be combined to form homogeneous vector Helmholtz’s 
wave equations for the electric and magnetic field intensities (E and H).  Also, note that 
the imaginary part (ε") of the complex permittivity—while always positive because 
conductivity and frequency are always positive—is always subtracted from the real part, 
in contrast with the typical mathematical convention of adding the imaginary part.  The 
reason for breaking with this convention is simply because of the genesis of complex 
permittivity from Ampère’s Circuital Law, as demonstrated in Equation 47. 
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3.1.4. Harmonization of Complex Permittivity with Impedance and 
Admittance 
The definition of complex permittivity in Equation 48 is compatible with the definition of 
impedance in Equation 45.  To make this connection, it is first important to note that the 
definition of complex permittivity comes from the addition of charge current density, J, 
and displacement current, ∂D/∂t, whereas impedance is defined by the addition of 
resistance, R, and reactance, X.  From the point of view of circuit theory, currents must 
always be added in parallel; it makes no sense to talk about adding currents in series.  In 
contrast, when resistances and reactances are directly added together, they must be in 
series; combining them in parallel requires the addition of their reciprocals, in keeping 
with Kirchhoff’s circuit laws.  Therefore, the first step in translating complex permittivity 
into impedance must be to translate complex permittivity into admittance, Y, the 
reciprocal of impedance.  Admittance adds conductance, G (the reciprocal of resistance), 
and susceptance, B (the reciprocal of reactance),  and thus represents a parallel circuit, as 
does complex permittivity.  Therefore, once the admittance has been determined from the 
complex permittivity, the impedance can be found by taking the reciprocal of the 
admittance and separating out the real and imaginary components. 
The second important point to note in the connection between complex permittivity and 
impedance is that permittivity is a material property and a point function, whereas 
impedance is a property of a finitely sized circuit component.  This component nature of 
impedance is due to the need to define control surfaces and volumes in the development 
of the concepts of resistance, capacitance, and inductance (Equations 20, 24, and 32, 
respectively).  Therefore, some sort of physical geometry must be specified or assumed 
before the material property (permittivity) can be related to the component property 
(impedance).  Since complex permittivity is most often used when describing a circuit or 
component with capacitive reactance rather than one with inductive reactance, it is most 
often assumed that the geometry is that of a plate capacitor with area A and filled with a 
semi-conductive dielectric of conductivity σ, permittivity ε, and thickness l.   
With these two points in mind, the translation process begins by multiplying the complex 
permittivity by the ratio of the area of the component to the length, as follows: 
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Equation 21 can be applied to the first term, and Equation 31 can be applied to the second 
term, to yield the following relation: 
( ) YjjBGjRCjjRjCl
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or, after rearranging,   cl
AjY εω=  
Equation 50 
Impedance is obtained by inverting the admittance: 
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AjAj
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===
11
 
Equation 51 
 
Oftentimes, authors prefer to use relative complex permittivity rather than absolute 
complex permittivity; the relationship between these two is as follows: 
( )"'00, rrrcc jεεεεεε −==  Equation 52 
Here, the subscript r refers to relative permittivities, and ε0 is the permittivity of free 
space (vacuum).  Note that relative permittivities are unitless and are normalized to the 
permittivity of free space.  If Equation 52 is substituted into Equation 51, then Equation 
51 can be rewritten: 
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rcrc
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l
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
=  
Equation 53 
Here, C0 is the capacitance of the same geometry but with the permittivity of free space 
rather than the permittivity of the dielectric; therefore, some authors call it the 
capacitance of the empty cell.  Equation 53 is the relationship between impedance and 
complex permittivity that is most often quoted in the literature, but most authors neglect 
to clarify that the complex permittivity used in this relationship is relative rather than 
absolute. 
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The impedance in Equation 51 can be broken up into resistance and reactance by using 
the complex conjugate of the denominator, as follows: 
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Note that the reactance is negative, which is in keeping with the assumption of a 
capacitive geometry for the translation of complex permittivity into impedance. 
The results of Equation 54 can be rearranged to express the real and imaginary parts of 
the complex permittivity in terms of the resistance and reactance.  The results—again in 
terms of absolute, not relative, permittivity—are given as follows: 
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Since Equation 55 expresses absolute permittivities, it is possible to analyze the units to 
verify the expressions, as follows: 
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3.1.5. Description of Two Electromagnetic Potential Functions 
Two important potential functions in basic electromagnetic continuum theory are the 
scalar electric potential, V, and the vector magnetic potential, A.  Each of these potentials 
is derived from one of two vector null identities, namely 
( ) 0=∇×∇ V  Equation 57 
( ) 0=×∇⋅∇ A  Equation 58 
The first of these equations states that the curl of the gradient of any scalar field is 
identically zero, and the second states that the divergence of the curl of any vector field is 
identically zero.  Faraday’s Law (Table 5) states that, when there is no time change of 
magnetic field, then the curl of the electric field intensity, E, is zero; and the non-
existence of isolated magnetic charges (also in Table 5) states that the divergence of the 
magnetic flux density, B, is always zero.  Therefore, by the two vector null identities, the 
electric field intensity can be represented as the gradient of a scalar electric potential 
function, V; and the magnetic flux density can be represented as the curl of a vector 
magnetic potential function, A: 
V−∇=E    (for static magnetic fields only) Equation 59 
 AB ×∇=    (always) Equation 60 
Note that application of the negative sign in Equation 59—included so that potential 
energy increases when a positive test charge goes against the electric field intensity—has 
no bearing on the validity of Equation 57.  Also, Helmholtz’s Theorem states that “a 
vector field (vector point function) is determined to within an additive constant if both its 
divergence and its curl are specified everywhere.” [Cheng, 1983]  Therefore, although the 
curl of the vector magnetic potential, A, is fixed by Equation 60, the divergence must also 
be specified.  Fortunately, the choice of this divergence is a degree of freedom, and, for 
static magnetic fields, equating it to zero leads to the simplest expression of Ampère’s 
Circuital Law (Table 5): 
0=⋅∇ A    (for static magnetic fields only) Equation 61 
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When a changing magnetic field is present, the determination of these two potential 
functions necessarily becomes more complicated.  The first step is to plug Equation 60 
into Faraday’s Law (Table 5): 
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Application of the first vector null identity (Equation 57) to this result leads to the general 
form of Equation 59: 
V
t
−∇=
∂
∂
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AE    or   
t
V
∂
∂
−−∇= AE    (always) Equation 63 
Here it is seen that, in the general case, the electric field intensity is determined not only 
by the gradient of the voltage but also by the time rate of change of the vector magnetic 
potential.   
The most convenient choice of the vector magnetic potential, A, also changes for the 
general case.  Equations 60 and 63 should be substituted into Ampère’s Circuital Law 
(Table 5): 
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Another vector identity states that—for Cartesian vectors only— 
( ) ( ) AAA 2∇−⋅∇∇=×∇×∇  Equation 65 
Therefore, Equation 64 becomes 
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Thus, Equation 66 is simplified most by choosing the divergence of the vector magnetic 
potential to make the second term on the right-hand side to be zero, as follows: 
 70 
t
V
∂
∂
−=⋅∇ µεA    (always) Equation 67 
In the case of a static magnetic field, the electric field and hence the voltage must also be 
independent of time.  Then, the time derivative of the voltage must necessarily be zero, in 
which case Equation 67 simplifies to Equation 61.  Equation 67 is known as the Lorentz 
condition for potentials.  [Cheng, 1983]  With this choice of the divergence of A, 
Equation 66 becomes the inhomogeneous wave equation for the vector magnetic 
potential: 
JAA µµε −=
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−∇ 2
2
2
t
 Equation 68 
A similar wave equation for the scalar electric potential can be found by substitution of 
Equation 63 into Gauss’ Law (Table 5): 
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Further substitution of Equation 67 into this equation yields the final form: 
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3.1.6. Description of Time Retardation and Its Inapplicability to 
Impedance-Spectroscopy Experiments in LBE 
Now that the inhomogeneous wave equations for the electric and magnetic potentials 
have been derived, the finite time delay inherent in the propagation of an electromagnetic 
wave (that is, time retardation) can be demonstrated.  First, these two wave equations are 
repeated here: 
ε
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VV  Equation 70 
JAA µµε −=
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∂
−∇ 2
2
2
t
 Equation 68 
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Note that the vector equation of Equation 68 can be broken into three scalar equations 
(one for each of the three vector components) each of which is identical in form to the 
scalar wave equation of Equation 70.  Therefore, solution of the scalar wave equation for 
electric potential will also reveal the form of solution for the vector wave equation for 
magnetic potential. 
Equation 70 is a second-order, partial differential equation.  Its solution (see Reference 
[Cheng 1983]) has, therefore, two parts; but only one of them is physically meaningful, 
namely 
∫
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where ( )
u
Rt −ρ  means the charge density as a function of (t-R/u), 
R is the distance from the source point to the field point (i.e., PP'−=R ), 
and u is the velocity of propagation (i.e., 
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Equation 71 
Similar manipulation of the differential equation for the vector magnetic potential yields 
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Equation 72 
These equations show that the potentials at the field point at time t depend upon the 
charge and current densities at the source point at an earlier time, t-R/u.  In other words, 
the effects of the source are not instantaneously felt at the field point but are retarded by 
the amount of time it takes for the electromagnetic wave to propagate from the source 
point to the field point at velocity u.  This concept is what is meant by time retardation.  
Its applicability to impedance spectroscopy measurements will be shown below. 
For a sinusoidally time-dependent electromagnetic field, phasors can be used, the 
function for the charge density can be explicitly found, and the solution of the wave 
equation for the electric potential becomes 
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Equation 73 
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where λ
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u
f
u
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and 
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Similarly, the solution of the wave equation for the magnetic potential is found to be 
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Equation 74 
The exponential function jkRe−  can be expanded as a Taylor series as follows: 
( )
K+
−
+−=−
2
1
2kRjkRe jkR   Equation 75 
Therefore, if kR is much, much smaller than unity, this exponential function can be 
approximated by unity.  This case occurs when the distance from the source point to the 
field point, distance R, is much, much less than the wavelength, λ, as follows: 
12 <<= RkR λ
pi
 Equation 76 
In this case, then, Equations 73 and 74 reduce to the following equations: 
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Equations 77 and 78 are, in fact, the solutions of Equations 70 and 68, respectively, when 
the time-derivative terms in these equations are equal to zero—that is, when the electric 
and magnetic fields are static.  Therefore, this situation—the application of a long-
wavelength, sinusoidally time-dependent electromagnetic wave to a much smaller spatial 
volume of interest—is described as being quasi-static.  It is not that the electromagnetic 
fields are actually static (not time dependent), since both charge density and current 
density in Equations 77 and 78 can be sinusoidally dependent on time.  It is simply that 
the distances between the source points and field points are so small in comparison to the 
wavelength that the effects of changes at the source point are practically instantaneously 
felt at the field points, without any time retardation. 
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In the case of impedance spectroscopy measurements on protective oxide layers, the 
quasi-static approximation applies.  For instance, the maximum measurement frequency 
in the experiments described in this paper was 13 MHz.  Approximating the permittivity 
and permeability of the oxide layers with the values for free space, this frequency 
translates into a wavelength of 23.1 meters: 
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In comparison, the thickness of the oxide layers is approximately 100 µm, at most—that 
is, 1·10-4 m—which is five orders of magnitude smaller.  Therefore, the quantity kR in 
Equation 76 is, for this case, is shown to be as follows: 
( )
( ) 1102.72m 1.23
m10122 54 <<⋅=⋅== −
−pi
λ
pi RkR  Equation 80 
Therefore, the quasi-static approximation applies to the case of impedance spectroscopy 
measurements on protective oxide layers. 
3.2. Some Useful Physics and Chemistry 
When two different materials come into contact with each other, the constituents of the 
materials try to reach chemical equilibrium across the interface.  The constituents include 
not only all the elements of the two materials but also the electrons, whether in the form 
of conduction electrons or of holes.  It is this equilibration of constituents that is the key 
to understanding oxidation and the impedance response, not only in the liquid metal 
environment but also in aqueous, gaseous, and solid-state semiconductor systems.  By 
making conceptual analogies between the parts and processes involved in these different  
environments, the theories of oxidation and impedance response that have been 
developed for these different environments can be compared and contrasted beneficially.  
First, however, the concepts of chemical, electric, and electrochemical potentials must be 
explained, including the Nernst-Planck equation, which ties these potentials to the net 
flux of constituent species and their corresponding charges. 
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3.2.1. Chemical Potential:  Its Definition, Derivation, and Logarithmic 
Form 
The chemical potential of a substance (such as an element or molecular compound) is 
defined from a thermodynamic consideration of entropy.  From the second law of 
thermodynamics for an open system (one which can exchange matter with its 
surroundings), the following differential relation can be derived: [46] 
∑
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m
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iidNPdVTdSdE
1
µ  Equation 81 
Here, E is energy, T is absolute temperature, S is entropy, P is absolute pressure, µi is the 
chemical potential of species i, and Ni is the number of particles (e.g., atoms or 
molecules) of species i.  By putting all but one of the independent variables in Equation 
81 as constant, the chemical potential can be derived in terms of a partial differential of 
the non-constant variable.  However, rather than using these variables, it is often more 
appropriate to incorporate the Helmholtz free energy (A = E-TS) and Gibbs free energy 
(G = H-TS = E + PV -TS).  In these cases, Equation 81 can be rewritten as follows: 
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Equation 82 
From Equations 81 and 82, the following definitions for chemical potential can be 
derived: 
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The definition of chemical potential in Equation 83 is sufficient for electrochemistry.  
However, when considering the chemical potential for electrons in a solid-state situation, 
it can be helpful to see how the chemical potential is tied into a statistical distribution of 
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electrons, such as a Maxwell-Boltzmann distribution or a Fermi-Dirac distribution.  
These distributions involve the canonical partition function, Z, or functions derived from 
it.  Thus, by showing that the chemical potential is related to Z, it is shown that the 
chemical potential is related to these distribution functions. 
The Helmholtz free energy is related to the canonical partition function, Z, as follows: 
[46] 
( )ZTkA B ln−=  Equation 84 
To proceed further, it is assumed that the system under discussion is a mixture of ideal 
gases.  This assumption will be addressed further below.  Proceeding, then, the natural 
logarithm of the total partition function of the system can be expressed as a sum of the 
natural logarithms of the individual constituent types: 
( ) ( )∑=
i
iZZ lnln  Equation 85 
Next, the partition function for a particular species i can be expressed as a partition 
function (ζi) for each molecule of species i, as follows: 
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=  Equation 86 
At this point, the Helmholtz free energy is expressed by 
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The chemical potential for species i is found by following Equation 83—i.e., taking the 
derivative of Equation 87 with respect to Ni.  Note that all terms in the sum except the 
one belonging to species i necessarily vanish upon the taking of this derivative. 
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If the number of molecules present, N, is very large (as it usually is), then the following 
approximations can be made: 
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( ) ( ) NNNN −≈ ln!ln  (Stirling’s formula) 
and, therefore, ( ) ( )N
N
N ln!ln ≈
∂
∂
 
Equation 89 
With these approximations, the chemical potential becomes 
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Notice that ζi does not depend upon Ni and that Ni, being the number of molecules of 
species i, is related to the partial pressure and/or the concentration of species i. 
Equation 3 has presented the variation of chemical potential with temperature and 
chemical activity: 
iBii aTk ln
0 += µµ  Equation 3 
Equation 3 is practically identical to the IUPAC definition of chemical activity (the only 
difference being algebra and the use of the Boltzmann constant in place of the universal 
gas constant, which differs only by Avogadro’s number). [47]  By comparing Equation 3 
with Equation 90, the differences are seen to be a renormalization of the chemical 
potential in Equation 3 by the standard state µi0 and a replacement of the ratio in the 
logarithm of Equation 90 with the chemical activity in Equation 3. 
In summary, the derivations of chemical potential from the macroscopic view (Equation 
3) and from the statistical, microscopic view (Equation 90) are of the same form, 
differing only by a renormalization and/or a multiplicative factor.  Specifically, the 
dependence of the chemical potential of a species depends upon the activity, partial 
pressure, and concentration in a logarithmic fashion, and this logarithmic dependence is 
not merely empirically observed but is also a direct result of statistical thermodynamics 
and the kinetic theory.  Thus, the solid-state, statistical point of view of electrons is 
harmonious with the electrochemical, macroscopic view of molecular and ionic 
chemistry. 
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3.2.2. Fluxes of Mass and Charge Due to Gradients of Chemical 
Potential and Electric Potential 
An important aspect of chemical potential can be seen by approximating the chemical 
activity in Equation 3 with the ratio of actual concentration to a standard concentration, in 
keeping with the physics represented by Ni in Equation 90: 
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This approximation of chemical activity by chemical concentration is especially useful 
for analyzing situations in which the chief chemical processes are those of diffusion of 
the chemical species rather than the reaction of the chemical species with other species to 
form of chemical compounds.  In simple words, Equation 91 means that species i has 
large chemical potential when it is in high concentration and correspondingly small 
chemical potential when it is in low concentration.  This concept corresponds to 
diffusion, as represented by Fick’s First Law: 
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Equation 92 
In this equation, the designation of mass is to distinguish this flux of particles from a flux 
of charge.  If the particles are charged, the corresponding charge flux is given by 
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Equation 93 
Here, the variable zi is the charge on species i (for example, zi for oxygen anions is -2), 
and e is the elementary charge (1.602×10-19 C).  Differentiating Equation 91 yields 
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Therefore, Fick’s First Law for charged species (Equation 93) can be rewritten in terms 
of a gradient in chemical potential: 
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diffusion charge, µ
 Equation 95 
Then, if the Nernst-Einstein relation is employed, this equation can be simplified in terms 
of the electrical conductivity of species i: 
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Nernst-Einstein Relation:  ( ) i
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 Equation 97 
Two notes about Equations 96 and 97 are in order.  First, the reader should not become 
confused by the use of the Greek letter µ to represent chemical potential here.  This letter 
is also used to represent particle mobility in the original form of the Einstein relation, but 
here the Nernst-Einstein form is used.  Secondly, it is somewhat improper to use the 
Nernst-Einstein relation to connect Fick’s First Law with electrical conductivity in this 
way, because other physical phenomena, especially interactions between particles, are not 
taken into account.  One way to account for such interactions is to use the Haven ratio; a 
description of such details is given by Helmut Mehrer. [48]  For the rest of this 
dissertation, however, these inaccuracies will not be taken into account, and the Nernst-
Einstein relation will be used in unmodified form (Equation 96). 
This foregoing pedantic explanation of chemical potential is necessary to make clear the 
situation of the chemical potential of electrons.  The equivalent of the chemical potential 
for electrons is the Fermi level, also given the symbol µ, which represents a sort of 
probabilistic average of the energy levels of the electrons in a material as given by Fermi-
Dirac statistics. [49]  The Fermi level is not to be confused with the Fermi energy, which 
is the topmost filled energy level at absolute zero temperature, when all the electrons are 
at their lowest possible energy states while still obeying the Pauli exclusion principle.  At 
absolute zero, the Fermi level is equal to the Fermi energy, but, at higher temperatures, 
the Fermi level is greater than the Fermi energy.  Just as a chemical species will diffuse 
and/or otherwise react from high chemical potential to low chemical potential whenever 
there is a chemical potential difference, electrons will diffuse from high Fermi level to 
low Fermi level when two materials containing electrons at differing Fermi levels come 
into electrical contact. [50, 51] 
 79 
The confusion begins when considering the effects of an electrical field on charged 
species, whether ions or electrons (or holes).  Conduction of any charged species within a 
material is usually governed by Ohm’s Law: 
),,,(),,,( tzyxσtzyx EJ =  Equation 19 
If magnetic effects can be ignored, then Equation 59 applies and can be substituted into 
Equation 19. 
),,,(),,,( tzyxVσtzyx ∇−=J  Equation 98 
Within this chapter, only one dimension is considered, but the conductivity can vary with 
position and time.  Also, it will be necessary to make a distinction between voltage 
(measured macroscopically with a voltmeter) and electric potential (derived from electric 
field, as in Equation 59, and which can be present microscopically even if not 
measurable).  Therefore, the Greek letter φ, instead of V, will be used for electric 
potential, and Equation 98 is now rewritten for this chapter as follows: 
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electric charge, φσ  Equation 99 
The formal similarity between Equations 97 and 99 is obvious:  both calculate a flux of 
charge due to a potential gradient.  If it can be supposed that the flux due to the chemical 
potential gradient can be added, by superposition, to the flux due to the electric potential 
gradient, then one can obtain a total, net flux: 
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Equation 100 
This equation is known as the Nernst-Planck equation and as the diffusion-drift equation 
(drift referring to movement due to the electric field).  The two flux terms can be 
combined to simplify the form of the equation: 
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The quantity in brackets in Equation 101 can be combined into a single quantity, the 
electrochemical potential: 
( ) ( ) ( )txeztxtx iii ,,,~ φµµ +=  Equation 102 
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All up to this point is well and good, until one realizes that Equation 102 is used only by 
the electrochemical community, whereas the solid-state physics community defines 
Equation 102 in a contradictory manner for electrons.  For electrons, the electrochemical 
community reads Equation 102 as follows, realizing that zi for electrons equals -1: [52] 
( ) ( ) ( )txetxtx ii ,,,~ φµµ −=  
(for electrons, as defined in the electrochemical community) Equation 103 
The solid-state community, in contrast, defines the electrochemical potential as follows: 
[53] 
( ) ( ) ( )txetxtx ii ,,,~ φµµ +=  
(for electrons, as defined in the solid-state community) Equation 104 
In this dissertation, the form from the electrochemical community will be used (Equation 
103), because of the following justification:  The electric potential (φ) generated by an 
electron, relative to zero potential at infinite distance from the electron, is negative.  In 
Equation 103, the negative potential cancels the negative sign of the second term, causing 
the electrical potential to be added to the chemical potential to create a larger 
electrochemical potential.  In Equation 104, the negative potential would cause the 
electric potential to be subtracted from the chemical potential, leading to a smaller 
electrochemical potential.  Another way to look at the problem is to realize that a positive 
chemical potential for electrons comes about when there is a high concentration of 
electrons, and the electrons diffuse away from this region of high concentration.  
Simultaneously, the electrons all have negative charge, and, since like charges repel each 
other, the electrons move away from each other also due to their combined, generated, 
negative electric potential.  Thus, the potentials due to the high concentration and to the 
highly negative electric field add together to create a larger electrochemical potential for 
driving away the electrons from this region of high concentration.  If the solid-state 
community’s definition in Equation 104 is used instead, the electric potential acts to keep 
electrons in regions of high concentration, which is intuitively contradictory.  Thus, the 
electrochemical community’s definition will be used hereafter in this dissertation. 
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3.2.3. A Comparison of Material Interfaces in Five Different 
Environments 
Now that the concepts of chemical potential and electrical potential and the relationship 
between them have been explained, a comparison can be made between the 
electrochemistry of oxidation in liquid metal (e.g., LBE) and the chemistry, electronics, 
or electrochemistry in four other environments that have similarities to liquid-metal 
corrosion but have been much more heavily researched.  These four environments are 
bulk oxide electrochemistry, gaseous corrosion, aqueous corrosion, and metal-
semiconductor contacts, specifically Schottky barriers.  The two goals of the comparison 
are (1) to find analogs between the various parts of the five environments and (2) to find 
commonalities in the physics and chemistry of the equilibration and flux processes 
involved in the five environments.  Figure 44 begins to make this comparison 
schematically:  It organizes the various parts of the environments by function and in 
columns; it shows the direction and extent of the four major fluxes in each environment; 
and it highlights in orange the flux or fluxes that are associated with the primary 
equilibration process or processes.  (The fluxes in black are those that are associated with 
secondary equilibration processes, such as the conservation of charge.)  By finding these 
analogues and commonalities, the physics and chemistry of oxidation in liquid metal can 
be better understood, and models and assumptions from the other four environments can 
be applied to the liquid metal environment or can be discarded as not applicable, based 
upon sound scientific reasoning.   
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Figure 44:  Schematic comparison of the parts and processes involved in gaseous, 
aqueous, and liquid-metal oxidations.  The fluxes of the primary equilibration process 
(i.e., fluxes which drive the system) are colored orange.  See the text for further details. 
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3.2.3.1. A Description of Bulk Oxide Electrochemistry 
The bulk oxide electrochemistry under consideration here is that of a sintered pellet of 
oxide powder, pressed between two inert metal electrodes or with the inert metal 
electrodes painted onto the faces of the pellet.  Additionally, the electrodes could be 
porous, allowing gaseous oxygen to freely diffuse through the electrodes and react with 
the bulk oxide and providing catalysis for the gas-solid reactions (but not providing any 
metal cations).  In this case, the oxide pellet could be put in between two gas chambers, 
each with a different oxygen content, thus establishing an oxygen gradient across the 
oxide pellet.  In addition to this oxygen chemical potential difference, an electrical 
potential difference, both AC and DC, can be applied to the electrodes.  This 
experimental configuration is the one used by Lai and Haile for their study of ceria oxide; 
their electrochemical impedance model may have eventual application to impedance 
studies on oxides in LBE. [54-56] 
The key distinguishing features of bulk oxide electrochemistry, as it compares to the 
LBE-oxide system, are the lack of a source of metal cations and the relatively large 
thickness of the bulk oxide (at least one millimeter thick).  In contrast, the oxides of the 
other environments are tens of micrometers or less in thickness and are grown on metal 
substrates.  Because of the lack of a source of metal cations, the bulk oxide cannot grow 
in thickness at constant density.  It could, however, swell or shrink or even migrate by 
diffusion under the influence of an oxygen gradient, if the diffusion of cations within the 
bulk oxide is sufficiently large.  This migration would be similar to the way an interface 
between two metals can move by the Kirkendall effect.  Such swelling, shrinking, or 
migration will not be considered in this dissertation; rather, the metal cations will be 
presumed to be immobile.  Because the bulk oxide does not have any chemical or 
electrical potential gradients except those that are intentionally introduced, it is also 
possible to evaluate the true equilibrium condition of the oxide at all temperatures, 
whereas with other corrosion systems (metal-semiconductor contacts excluded) only a 
quasi-equilibrium is possible at low temperatures at which the diffusion and chemical 
reaction kinetics are too slow to effect any practical change.  (Nevertheless, kinetics in 
other corroding systems may still be sufficiently slow at temperatures up to 600°C that 
quasi-equilibrium conditions may exist over a period of minutes or even hours.)  Lastly, 
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the larger thickness of bulk oxides causes the bulk properties to play a more significant 
role in the electrical impedance response, relative to the role of the external interfaces, 
than the bulk properties do in the other environments.  Specifically, the bulk resistance 
and permittivity become increasingly important as the thickness increases (see Equations 
21 and 31), whereas the contact resistance and the geometrical arrangement of the metal 
electrodes (for capacitance) become less important. 
3.2.3.2. A Description of Gaseous Corrosion 
In the gaseous corrosion of stainless steels, the chief equilibration processes are chemical 
in nature.  First is the equilibration of the chemical potential of the metal atoms in the 
steel with the chemical potential of metal atoms in the oxide.  Second is the equilibration 
of the chemical potential of the oxygen atoms in the gas with the chemical potential of 
the oxygen atoms in the oxide.  In both cases, the Gibbs free energy of the formation of 
the oxide fixes one end of each of the chemical potential gradients.  The other end is 
fixed by the concentration of the metal in the steel (in the case of the metal atoms) or by 
the partial pressure of oxygen in the gas (in the gas of the oxygen atoms).  As has been 
described previously in the chapter, “What to Measure:  Descriptions of the Oxide 
Layers,” the ionic fluxes through the oxide are similar to the ionic fluxes in LBE 
corrosion; namely, the iron diffuses to the oxide-gas interface to form magnetite, and the 
oxygen diffuses to the steel-oxide interface to form iron-chromium spinel.  (Here it is 
assumed that insufficient chromium and other strongly oxidizing elements are present in 
the steel to create a sealing oxide layer.)  These ionic fluxes are driven by the chemical 
potential gradients, and any electric potential gradient that may exist in the oxide layers is 
secondary and due to these diffusion fluxes.  For this reason, the flux arrows for the metal 
cations and oxygen anions are colored orange in Figure 44, to indicate that these fluxes 
drive the system. 
Three features of gaseous corrosion are particularly important to point out and are 
incorporated into Figure 44.  First, the gas itself cannot support any ionic or electronic 
flux.  Moreover, it cannot support any mass flux except that of neutral oxygen atoms in 
the form of diatomic oxygen gas.  For this reason, the electron, hole, and metal cation 
flux arrows terminate at the oxide-gas interface.  This physics implies that any electric 
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potential difference which builds up across the oxide due to the chemical fluxes cannot be 
dissipated except by ionic and electronic fluxes through the oxide—there is no external 
circuit to equilibrate the electric potentials.  In the extreme case of a purely ionic 
conductor such as yttria-stabilized zirconia (YSZ), the electric potential is, in fact, not 
appreciably dissipated, but rather builds up to such a level that the flux due to the electric 
potential gradient balances the flux due to the chemical potential gradient, leading to no 
net flux, as can be seen by considering the Nernst-Planck equation (Equation 100).  It is 
for this reason that YSZ can be used for sensing oxygen levels, since the voltage 
developed across the YSZ is directly related to the chemical gradient across the YSZ. 
Second, there is no interfacial layer.  The oxide itself is the ionic conductor, and, apart 
from the initial period of oxidation, it is thick enough to be governed and modeled with 
the physics and chemistry of bulk oxide material (albeit changing in composition with 
spatial position and with time).  This reason is why Wagner’s theory of oxidation can be 
employed to model gaseous oxidation. [26]  Between the oxide and substrate steel, there 
is typically no third chemical substance; there is just the oxide, the interface, and then the 
steel.  If a significantly different and sufficiently thin chemical substance or phase is 
present, it could be treated as an interfacial layer; but the main point to be made here is 
that the main oxide layers should be treated not as interfacial layers between the steel and 
the gas but as a macroscopically significant, bulk ionic conductor that just happens to be 
supplied with oxygen on one side, by the gas. 
Third, the electronic holes are able to exist and move only within the oxide, while the 
electrons are able to go everywhere except into the gas.  These electronic properties are in 
keeping with the conducting nature of the metal and the semi-conducting nature of the 
oxide.  The ratio of electrons to holes within the oxide layers will depend on whether the 
oxide layers are n-type or p-type.  In fact, the type of semiconduction might even change 
within the oxide layers as the compositions of the oxide layers vary throughout their 
thicknesses. 
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3.2.3.3. A Description of Aqueous Corrosion 
In the aqueous corrosion of stainless steels, the chief equilibration process is the 
equilibration of the chemical potential of the metal in an electrode with the chemical 
potential of that metal dissolved in the electrolyte.  For the sake of argument, the 
electrode considered here is taken to be the anode, where the metal is oxidized (i.e., 
ionized and dissolved in the electrolyte); at a cathode, the chemical reactions and 
corresponding electronic processes would be reversed.  An additional reason to focus on 
anodes rather than cathodes is that anodes can form (anodic) passive films, which play an 
important role in the impedance response of anodes and which must be compared and 
distinguished from oxide films in non-aqueous environments.  The electric potential 
which develops at the anode is a secondary process and exists only because the metal 
must ionize to be able to dissolve into the ionic electrolyte.  (If the metal did not need to 
ionize, it would simply diffuse as neutral atoms into the electrolyte, as in liquid or solid 
diffusion.)   
As in gaseous corrosion, copious amounts of oxygen are present in aqueous corrosion, 
primarily in the form of the water of the electrolyte but also in the forms of hydroxide 
ions and dissolved diatomic oxygen.  The chemical reaction of metal dissolving into the 
electrolyte is partly a reaction of the metal with the oxygen in the sense that the metal 
cations have a positive valence charge while the hydroxide ions have a negative valence 
charge; these hydroxide ions help to solvate the metal cations and maintain overall 
electric charge neutrality.  Of course, other dissolved negative ions may also have a part 
in solvation and charge balance.  It can be said then that, unlike in gaseous corrosion, the 
metal does not react directly with the oxygen, but rather the reaction is an equilibration of 
the metal’s chemical potential in solid form with the metal’s chemical potential in 
ionized, dissolved form, with this latter potential depending upon the composition of the 
electrolyte.  A contrasting case of a metal that does react directly with oxygen in an 
aqueous electrolyte is an alkali metal, such as sodium.  The sodium reacts directly with 
the hydroxide ions and the water molecules in the electrolyte, without yielding electrons 
to the anode and external circuit; instead, hydrogen gas is evolved to maintain the charge 
balance.  For the purposes of this dissertation, the term aqueous corrosion will refer to 
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the case of an electrochemical dissolution of transition metals, such as are in steels, rather 
than to the case of the direct chemical reaction of alkali metals. 
Another important role of oxygen in aqueous corrosion is in the formation of anodic 
passive films, both oxide and hydroxide films.  When these films form, the metal atoms 
still ionize, as usual; but, rather than dissolving into the electrolyte solution, they react 
with the hydroxide ions and/or water molecules to form the film, which covers the 
surface of the anode.  The positive electric potential is a necessary condition for forming 
this film, however, and this fact keeps the film very thin, on the order of a few to tens of 
nanometers, since the electric potential declines with distance (i.e., is inversely 
proportional to distance). [52, 57]  Note that, if the electric potential were not an 
important part of the reaction, the reaction would continue spontaneously, as in the 
reaction of alkali metals with water.  For many passive films, the continued presence of 
the positive electric potential is not necessary for maintaining the film once it has been 
created. [57]  For example, aluminum can anodize in a typical electrolyte, but aluminum 
oxide does not dissolve in such an electrolyte.  Perhaps the electric potential lowers 
activation energy barriers for the formation of the oxide.  In that sense, the electric 
potential is a catalyst for the film-formation reaction—more of a kinetic enabler than a 
thermodynamic requirement. [57]  Similarly, the passive film itself affects the kinetics 
but not the thermodynamics of the dissolution of the metal into the electrolyte, which is 
evidenced by the maintenance of an open circuit voltage and the continuous—albeit 
much slower—dissolution of anodes with passive films. [57] 
The electric potential is key to aqueous corrosion, in general, not just to the formation of 
anodic passive films.  Firstly taking the case of an anode with no passive film, for 
simplicity, the positive electric potential of the anode attracts negative ions in the 
electrolyte to itself and also polarizes nearby polar molecules, such as the water 
molecules.  This layer of negative ions and strongly polarized molecules is called the 
electric double layer and has a thickness of about 10 Å. [52]  It is within this layer that 
the electrochemical reactions—such as the dissolution of the metal—take place. [52]  The 
drop in electric potential across this double layer is relatively large, which fact, combined 
with the thinness of the double layer, leads to a very large electric field in the layer, on 
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the order of 108 V/m (106 V/cm). [52]  Practically, the electric double layer acts as a 
capacitor, with a capacitance on the order of 0.1 F/m2 (10 µF/cm2). [52]  In the event that 
the electric field within the double layer is large enough to cause the formation of an 
anodic passive film, this film will form and push the double layer away from the surface 
of the anode, thus reducing the electric field below that necessary to continue film 
formation.  If electric current is flowing, then the anodic passive film also reduces the 
electric field in the double layer via ohmic resistance within the film. 
According to the Stern model, which corresponds decently well with experiment, the 
electric double layer can be considered to be comprised of two parts. [52]  First is the 
Helmholtz layer, named after Hermann von Helmholtz who first proposed it, which is a 
single layer of oppositely charged ions that are adsorbed to the electrode (i.e., negative 
ions in the case of an anode).  Second is the Gouy-Chapman layer, which is a one-
dimensional, planar version of a Debye-Hückel screening layer.  In the Gouy-Chapman 
layer for an anode, negative ions still congregate as in the Helmholtz layer but are 
increasingly balanced electrically by more and more positive ions as the distance from 
the anode increases and the electric potential drops.  The excess concentration of negative 
ions is exponentially dependent upon the electric potential and is given as follows: [52] 
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Note that this Debye-Hückel screening in the Gouy-Chapman layer causes the positive 
electrical potential to fall off more slowly with distance than if only negative ions were 
present primarily, as in the Helmholtz layer.  This two-part model of the screening within 
the electrolyte of the positive electric field from the anode is very similar to the two-part 
model of the screening within an n-type semiconductor of the negative electric field from 
the metal in a Schottky barrier.  This similarity will be discussed again in the following 
section. 
Regarding passive films, Figure 44 categorizes them as interfacial layers.  The reason is 
twofold.  First, anodic passive films tend to be very thin, less than 10 nm. [52]  With such 
thicknesses, it becomes questionable whether or not such films can be treated with bulk 
properties.  For example, when developing their transport equations for anodic passive 
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films, Fromhold and Cook incorporated activation energies for ions making the jump 
from one lattice site to another, in consideration that the crystal lattice of the passive film 
is only a few unit-cells thick. [58]  Second and connected is the fact that, at such thinness, 
the passive film supports an enormous electric field, in comparison to the electric field 
that exists between the anode and cathode, across the entire electrolyte.  The electric field 
across the passive film is on the order of megavolts per centimeter, not because the 
potential difference is so large between the anode and the electrolyte but just because the 
passive film is so thin.  The combination of the large electric field and the thinness of the 
film leads electrochemists to make the “high-field approximation,” which means that the 
electric field is taken to be constant across the passive film.  Indeed, any deviation from a 
constant electric field would have to be due to a presence of excess charge within the 
passive film, in accordance with Gauss’ Law, and it is difficult to envision where such 
charge could be stored in a film that is so thin.  In contrast, thick, bulk oxide is known to 
store energy in “chemical capacitance,” causing the electric field to vary throughout the 
oxide. [54]  This view of the anodic passive film as an interfacial layer is almost identical 
to the view of the thin oxide layer that exists between the metal and semiconductor in a 
Schottky barrier; the similarities will be developed when Schottky barriers are described 
below.  In summary, the thinness of the anodic passive film and the correspondingly large 
electric field across it mean that the anodic passive film should be treated as an interfacial 
layer, and the electrolyte should be treated as the main ionic conductor. 
A last point about aqueous corrosion is that, while charge-transfer resistance occurs at an 
electrode-electrolyte interface, it does not occur in a liquid-metal environment.  The 
charge-transfer process has a slow time-constant, such that it cannot be observed in an 
aqueous system unless the AC signal frequency is very low, below 1 Hz.  For this reason, 
most impedance-spectroscopy (IS) measurement systems for aqueous corrosion 
emphasize the ability to make such low-frequency measurements.  In contrast, an oxide-
LBE interface does not have charge-transfer resistance since (1) no ionic processes are 
occurring at the interface and (2) the LBE is a very good electronic conductor and can 
provide all the charge needed for any chemical process at the interface.  Thus, for 
impedance measurements on oxides in LBE, a frequency of 5 Hz is low enough to 
approximate the actual DC resistance.   
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3.2.3.4. A Description of a Metal-Semiconductor Interface (Schottky Barrier) 
Metal-semiconductor interfaces, including Schottky barriers, have been extensively 
researched for decades, in connection with the electronics and semiconductor industries. 
[50, 51]  Therefore, they will not be extensively discussed here, except to point out the 
similarities between Schottky barriers and the LBE-oxide interfaces in this work. 
Essentially, a Schottky barrier is a type of contact resistance that occurs when a metal and 
a semiconductor (such as doped silicon) are brought into contact.  The electrical 
resistance across this barrier can be much greater than what would be expected from 
consideration of the bulk resistivities of the metal and semiconductor and of the 
resistivity of an interfacial oxide that might be contaminating the interface.  Also, a 
Schottky barrier can partly or fully rectify alternating-current, because the resistance of 
the barrier in one direction of current flow is greater than the resistance of the barrier in 
the other direction. 
These chief two observable features of Schottky barriers—(1) higher-than-expected 
contact resistance and (2) rectification of AC electricity—are both caused by the 
permanent electric-potential gradient caused by charge separation due to equilibration of 
the electron Fermi levels of the metal and semiconductor.  This charge separation is a sort 
of diffusion process and actually creates the local potential difference between the metal 
and the semiconductor.  For an n-type semiconductor, the electrons flow out of the 
semiconductor’s surface and accumulate on the surface of the metal, until the Fermi 
levels near to the interface are equal.  (P-type semiconductor processes are similar but 
reversed.)  Because the semiconductor, by nature, has a limited number of charge carriers 
(electrons in the conduction band, for n-type semiconductors), a significant thickness of 
the semiconductor near the interface becomes depleted in electrons, leaving a net positive 
charge (due to donor ions).  This depletion region is somewhat similar to the Helmholtz 
layer at an electrode surface in an electrolyte.  Also, just as Debye-Hückel (Gouy-
Chapman) screening with ions comes into play after the Helmholtz layer (the Stern 
model), Debye-Hückel screening with electrons comes into play near the edge of the 
depletion region. 
 91 
For a Schottky barrier with an n-type semiconductor, AC rectification occurs because 
putting negative charge into the semiconductor helps to neutralize the excess positive 
charge there caused by the equilibration of Fermi levels; and, thus, current in this 
direction (positive metal / negative semiconductor) flows relatively easily.  This case is 
the “forward” direction for an n-type semiconductor Schottky barrier.  On the other hand, 
putting positive charge into the semiconductor merely exacerbates the charge separation 
already in place; current in this direction (negative metal / positive semiconductor) is 
significantly impeded.  This direction is the “reverse” direction for n-type semiconductor 
Schottky barriers.  It is this difference in resistances between the forward and reverse 
directions that leads to the rectification of AC electricity. 
That Schottky-barrier physics might come into play in impedance measurements in LBE 
is fairly obvious:  There is a semiconducting oxide that is sandwiched between two 
metals—LBE on one side and steel on the other.  Indeed, it will be shown in the chapter 
on the experimental results that the application of a DC bias significantly lowers the 
measured resistance of the oxide layers.  Furthermore, the lowering of the resistance is 
not equal between positive and negative biases, but rather the positive bias is more 
effective at lowering the resistance.  In other words, the oxide appears to have rectifying 
capabilities.  Both of these observed phenomena are in keeping with the general 
characteristics of Schottky barriers. 
One further comparison between Schottky barriers and oxides in LBE is particularly 
helpful.  When electrochemists approach impedance measurements on oxides in LBE, 
they initially assume that the interfacial electrochemical processes at electrodes—with 
which they are familiar—are still in play somehow in the interfaces between oxide-
covered steels and LBE.  From a practical sense, they are completely wrong in this 
assumption, as has been discussed briefly in the section on aqueous environments.  From 
a theoretical and conceptual standpoint, they are correct, however.  It is just that the ionic 
processes of the equilibration of chemical potentials, that are present with an electrode in 
an ionic aqueous environment, are replaced by electronic processes of the equilibration of 
Fermi levels, that are present in electronically conducting media.  The exact processes 
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involved are quite different between the two cases, but essentially one can think of 
Schottky-barrier physics as being the interfacial “chemistry” of the LBE-oxide system. 
3.2.3.5. A Description of Liquid-Metal Corrosion 
The key features of the liquid-metal corrosion environment—specifically the LBE-oxide 
system—have been mentioned in the discussions of the other environments, but they will 
be summarized here.  First, the chemical processes of oxide formation in LBE mimic the 
processes in gaseous corrosion best.  The thinness of the oxide and the cation gradients in 
gaseous corrosion, however, can complicate the development of mixed ionic-electronic 
transport models; and, in this sense, the experimentation on bulk oxides can sometimes 
be more useful precisely because it is oversimplified.  One chief difference between LBE 
corrosion and gaseous corrosion, however, is the inability of electrons and cations to 
leave the oxide surface and go into the gas; cations, anions, and electrons can all go into 
and come out of the LBE relative to the oxide.  Second, the LBE-oxide system compares 
the worst with the aqueous system, which is useful primarily because of the wealth of 
impedance-measurement techniques and models that are developed by the 
electrochemical community.  Unlike passive films in aqueous systems, oxide films in 
LBE are not interfacial layers but are thick and are significant ionic conductors.  The 
oxide films correspond more to the electrolyte than to the passive film.  Like the LBE-
oxide system, however, anions and cations can move between the electrode and the 
electrolyte.  Third, the Schottky-barrier system most accurately describes the likely 
interfacial processes occurring between the LBE and the oxide.  Unlike aqueous 
corrosion, these processes are primarily electronic, not ionic.  As with Schottky barriers, 
electrons can move into and out of the LBE from the semiconducting oxide.  One 
difference between the typical Schottky barrier and the case of oxides in LBE is that the 
typical Schottky barrier scenario involves only one semiconductor and one metal.  In the 
case of oxides in LBE, in contrast, there are always two metals—the LBE and the steel—
and one could conceivably divide up the oxide layers into two or more semiconductors 
with varying compositions.  Thus, the LBE case involves at least two Schottky barriers, 
back to back.  The relative thinness of the oxide layers on steels in LBE also presents the 
possibility that the depletion layer from the LBE-oxide interface may overlap the 
depletion layer from the steel-oxide interface, leading to more complicated behavior. 
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4. How to Measure:  A Description of the Experimental Setup 
4.1. Overall Experimental Setup 
The experimental setup at Los Alamos National Laboratory consisted of a container of 
LBE and associated components and equipment.  The container was fabricated from 2.5-
inch diameter pipe, nominal pipe size (NPS), in a U shape.  (See Figure 45.)  The length 
from the centerline of one prong of the U to the other prong was approximately 16 
inches; and each prong was about 10 inches long from the centerline of the base of the U 
to the top of the prong.   Each prong terminated in a flange, so that the container could be 
capped off with a corresponding mating flange.  The container was filled with LBE to 
117 mm (4.6 in) from the top of the U. 
         
Figure 45:  Pictures of the experimental setup 
The container was suspended above a steel tray that extended the whole length (long 
dimension) and width (short dimension) of the container.  This tray was a safety measure 
to contain any liquid LBE that might leak out.  The bottom of the tray itself was welded 
to an axle in the middle of the tray and that ran the width of the tray.  The axle was set 
into holders on a base plate, such that the tray could rock back and forth, end to end.  One 
end of the tray was set onto an off-centered cam, turned by a DC electric motor.  The cam 
would turn and would lift the end of the tray up and down, thereby automatically rocking 
the tray and the container back and forth.  In this way, the LBE in the container could be 
mixed by sloshing back and forth as the container rocked.  This movement of the LBE 
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helped to homogenize the LBE, adding convection to diffusion as a means of mass 
transport. 
LBE
Thermo-
couples
Oxygen 
Sensors
Gas In Gas Out
Cam
IS Probe for 
Disk Samples
Coaxial Cables 
Connect to Here
 
Figure 46:  Schematic of the LBE pot (not to scale) 
In the middle portion of the U, two vertical ports were installed.  An oxygen sensor was 
put into each port.  These oxygen sensors used yttria-stabilized zirconia (YSZ) as the 
sensing medium, with a Bi-Bi2O3 mix as the reference.  A molybdenum wire made the 
electrical connection from the bismuth reference to the top of the oxygen sensor, where a 
BNC connection could be made to a coaxial cable.  Molybdenum was used because it 
does not form an intermetallic compound with bismuth and because it does not oxidize 
too rapidly, as does tantalum.  Each sensor was connected by a coaxial cable to a high-
impedance electrometer.  A Keithley model 617 elect
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oxygen sensor, and a Keithley model 6517A electrometer was used for the right sensor.  
The oxygen sensors were used to indicate the oxidation regime of the LBE at all times—
whether the LBE was reducing or oxidizing with reference to the steel. 
Gas ports were installed on both the left and the right prongs of the U-shaped container.  
Gas could be put into the container through the left port and could be removed through 
the right port.  The gas would intimately contact the LBE as the gas moved through the 
container from end to end.  The rocking of the container facilitated this gas flow. 
For making impedance measurements, three different instruments were used.  The 
HP4192A, manufactured by Hewlett-Packard, was an impedance analyzer.  It applied an 
AC signal, measured the resulting AC current, and calculated the impedance.  The range 
of AC voltage on the HP4192A was 5 mV to 1100 mV, and the frequency range was 
from 5 Hz to 13 MHz.  The best feature of the HP4192A for this research was that it was 
capable of making measurements on electrically grounded devices, a feature which many 
other instruments lack.  This feature was necessary in order to make continuous 
measurements, because the LBE pot had to be electrically grounded for safety reasons, 
since the electric tape heaters on the pot could fail and energize the pot.  The second 
instrument was an Agilent 4263B LCR meter.  This meter could output an AC signal up 
to 2 V, but it could make measurements only at 100, 120, 1000, 10000, and 100000 Hz.  
It also could make only floating measurements, which was facilitated by unplugging the 
tape heaters from the LBE pot and otherwise isolating the pot from ground.  The third 
instrument was an Agilent 4284A LCR meter.  Like the 4263B, it could make only 
floating measurements, but it had a wider selection of frequencies, between 20 Hz and 1 
MHz; it could output an AC signal of up to 2 V and 20 mA.  The chief instrument for this 
research was the HP4192A, because of its ability to make grounded measurements, but 
the other instruments were used occasionally to verify the data coming from the 
HP4192A.  All three instruments used the four-terminal-pair wiring configuration; see 
Figure 47. 
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Figure 47:  Wiring schematic of the standard four-terminal-pair configuration  
4.2. Description of the Rod Style of Impedance Probe 
The rod style of impedance-measuring probe consisted of a rod made out of 410 stainless 
steel.  The diameter was 3/16 inch, and the length was 18 inches.  Seventeen inches of the 
rod was coated with 1/32-inch of alumina, with one inch at one end being left bare, in 
order to make electrical connections to it.  Thus, the total diameter of the coated length 
was about 0.25 inch.  The cross-sectional tip of the coated end of the rod was left 
uncoated to expose the steel, and this tip was polished to a 1 µm-finish to make the steel 
and the alumina coating to be flush with each other.  This tip was the active area of the 
probe, the area that was oxidized and exposed to the LBE.  The uncoated end of the probe 
was soldered to a female BNC fitting.  See Figure 48 for a picture of the rod style of 
impedance probe. 
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Figure 48:  A picture of used disk-style (left) and rod-style (right) impedance probes 
To make an experiment with a rod-style probe, first the polished tip of the rod was 
oxidized in hot air in a tube furnace, if a pre-formed oxide layer was desired prior to 
immersion in LBE; if it was not desired, the tip was left clean and polished.  Then, this 
end of the rod was inserted into the LBE container through a port on the lid of the 
container, and the rod was secured and sealed into the port with a compressive fitting 
using a flexible O-ring.  The rod was pushed far enough into the container to ensure that 
the tip of the rod, which was the active area, was below the liquid level of the LBE.  The 
other end of the rod, with the BNC fitting, remained outside the container.  A BNC tee 
fitting was connected to this fitting, so that the two high-side coaxial cables (High-
Potential and High-Current) could be connected to the rod.  To make the low-side 
electrical connections, a male BNC tip was welded to the side of the port tube that stuck 
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up from the LBE-container lid (and through the inside of which the rod passed).  Onto 
this BNC tip, a female end of a BNC tee fitting was placed, and then the two low-side 
coaxial cables were attached to the other two ends of this tee fitting.  In this way, the 
electrical signal from the impedance analyzer flowed through the high-side cables into 
the rod, down through the tip of the rod (the active area) into the LBE, through the LBE 
into the steel container, up through the container into the wall of the port tube, through 
the male BNC tip into the fitting, and then into the low-side cables.  The electrical signal 
was forced to flow through the tip of the rod because the alumina coating prevented the 
signal from exiting the rod through the circumference.  Lastly, the connection between 
the low-side coaxial shield and the high-side coaxial shield—which is an essential part of 
the four-terminal-pair configuration—was made by soldering a wire between the outside 
of the high-side tee fitting and the outside of the low-side tee fitting.  See Figure 49 for a 
picture of how the rod-style probe was inserted into the container. 
 
Figure 49:  A picture of a rod-style impedance probe inserted into the LBE container 
Two tests of this rod style of probe were made.  In both cases, the polished steel tip was 
pre-oxidized by being placed inside a tube furnace at 800˚C for about 70 hours.  When 
each rod was put into the LBE, however, no significant impedance was measured; the 
circuit was a short-circuit. 
4.3. Description of the Disk Style of Impedance Probe 
The disk style of impedance-measuring probe consisted of a disk sample made out of 410 
stainless steel.  The diameter of the disk was 1.75 inches; the thickness was 0.25 inches.  
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Two semi-circles, of 0.437 inch diameter, were cut out of opposite sides of the disk to 
make clearance for the low-side electrical connections when the disk was mounted inside 
the probe housing, as will be explained below.  One face of the disk was polished to a 
1-µm finish.  The other face had two, stainless-steel rods welded perpendicular to the 
face and in a line perpendicular to the centerline of the semi-circles, with each rod at 
0.6875 inch from the center of the disk.  Each of these rods had a diameter of 1/16 inch 
and a length of about 11.4 inches, with the free end machined into the shape of a male 
BNC tip.  These rods served as the center conductors of the high-side electrical 
connections.  The disk itself was coated with alumina on both faces and on the 
circumference, with the exception of a 1/4-inch circle in the center of the polished face 
and a 1/8-inch circle around the weld site of each rod on the back face.  (In actuality, the 
rods were welded onto the back face after the alumina coating was applied.)  The 1/4-
inch-diameter circle on the polished face served as the active area for impedance 
measurements:  it was oxidized and exposed to LBE.  See Figure 48 and the figures in 
Appendix A for pictures of coated disks with their rods attached. 
To use the disk-style impedance probe, it was necessary to install the disk into stainless-
steel housing and then insert the housing into the LBE container.  (See Figure 50.)  The 
steel housing consisted of a 2-inch NPS pipe, 10 inches long, with one end capped by 
welding a circular plate to it.  The other end was welded to an inverted flange that would 
mate with either flange on the open ends of the U-shaped LBE container; that is, the 
mating face of the flange faced back down the length of the pipe, toward the capped end.  
In this way, the capped end of the housing could be inserted into the LBE container, and 
the housing itself could be secured to the container using the flange.  The flange also 
sealed off the annulus between the housing and the LBE container from communication 
with the atmosphere.  The internal cavity of the housing, in contrast, was open to air. 
A 3/8-inch-diameter hole was drilled into the center of the capping plate at the one end of 
the housing.  The disk sample was inserted into the other, open end of the housing so that 
the 1/4-inch-diameter active area would face and line up with this 3/8-inch hole.  A 
circular graphite gasket was placed between the disk sample and the capping plate, and 
the disk was pushed down against the gasket and the capping plate to seal off the 3/8-inch 
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hole from communication with the internal cavity of the housing.  (The inner diameter of 
the gasket obviously had to be larger than 3/8 inch, and, therefore, the gasket was located 
on the portion of the disk sample that was coated with alumina.)  In this way, when the 
housing was inserted into the LBE, the liquid LBE would come into contact with the 1/4-
inch active area of the disk through the 3/8-inch hole, but it would not enter the housing 
because the graphite gasket prevented it from doing so.  The force on the gasket to 
maintain the seal was provided by a stainless-steel plunger that pushed on the back face 
of the disk sample (on the area between the two high-side conducting rods).  The top of 
the plunger was forced down by a bolt that threaded through a top plate that was bolted to 
the top of the housing.  In summary, to load the disk sample into the housing, the graphite 
gasket was placed into the housing, the disk sample was placed on top of that, the plunger 
was placed onto the disk sample, the top plate was secured over the plunger and onto the 
housing, and then finally the bolt in the top plate was screwed down to 50 in-lbs to push 
the plunger down to make the seal on the bottom, capping plate.  (See Figure 50.) 
Regarding electrical connections, the BNC cables from the impedance analyzer could not 
enter the housing, which, when inserted into the molten LBE, was too hot for the plastic 
insulation on the cables to tolerate.  Therefore, within the housing, the electrical 
connections were made with solid, stainless-steel rods.  The high-side rods were welded 
to the back side of the disk sample, as mentioned before.  Similar low-side rods were 
welded to the bottom, capping plate of the housing and were positioned such that they 
passed through the semi-circular clearance notches in the disk sample.  The coaxial 
nature of the BNC configuration was maintained all the way down to the sample by 
means of concentric tubes of mullite and stainless steel of progressively increasing 
diameter.  Around each of the four stainless-steel rods, a mullite tube was slipped.  
Around this mullite tube, a stainless-steel tube was slipped, and finally a second mullite 
tube was slipped over this stainless-steel tube.  In this way, each rod acted as the center 
conductor, and each steel tube acted as the shield, forming a rigid coaxial “cable.”  Each 
shield tube was welded at the top to the exterior of a BNC male fitting, with the top of 
each rod protruding into the fitting and acting as the center pin of the connection; each 
rod’s tip was machined to standard, BNC, male-pin dimensions.  The bases of the four 
shield tubes were electrically connected, according to the four-terminal-pair 
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configuration, by welding them to small lengths of stainless-steel rod, in a square pattern 
and in the following order:  high current, low potential, high potential, and low current.  
Engineers at Agilent Technologies confirmed that this swapping of the order of the high-
potential and low-potential shield connections (as compared to the standard four-
terminal-pair configuration) would not influence the measurement quality significantly.  
The connection between the high-current shield tube and the low-current one was left 
undone, of course, in accordance with the four-terminal-pair configuration.  (See Figure 
47 for the wiring schematic of the standard four-terminal-pair configuration and Figure 
50 for pictures of the assembled probe.) 
    
Figure 50:  Pictures of the housing of the disk style of impedance probe, with a disk 
sample mounted inside it 
4.4. Description of the Problem of Short Circuiting 
When strip-style experiments are conducted, the oxidized strip samples must be only 
partially immersed in molten LBE, because the electrical connection at the top of each 
sample is not insulated but is exposed to the environment. [4]  If the sample is completely 
immersed, then the LBE contacts the exposed metal at the electrical connection and 
causes a short circuit; the electrical signal does not pass through the oxide.  Preventing 
such a short circuit for a fully immersed sample, in contrast, is not a trivial task.  Doing 
so is essential, however, for creating a practical impedance-measuring probe to be 
installed in a piping system.  Such systems are usually fully filled with liquid and have 
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free surfaces only in tanks, and so there are few places in such systems to install partially 
immersed probes.  Using fully immersed samples is also essential for making reliable and 
repeatable measurements, since the impedance response is sensitive to changes in 
immersed area. [4]  By fully immersing the sample in liquid LBE, the active area can 
remain constant.  Therefore, solving the short-circuit problem for fully immersed samples 
is critical for expanding the technique of impedance measurement. 
Possible solutions for preventing short-circuiting in fully immersed samples can be 
divided into two categories:  macroscopic seals and microscopic seals.  The term seal 
here refers to the joining of the oxidized active area with electrically insulating and non-
reactive material.  This insulating material effectively defines the active area and forces 
the electrical measurement signal to pass through the active area on the sample and 
nowhere else.  The joint between the insulation and the active area must be sealed in 
some way to prevent liquid LBE from penetrating between the oxide and the insulation 
and thereby contacting the underlying steel and causing an electrical short circuit. A 
macroscopic seal, then, is a mechanical seal between macroscopically sized parts; a 
microscopic seal is a seal made by some sort of chemical or thermally induced bonding. 
Both macroscopic and microscopic seals focus on the goal of establishing a robust 
electrical circuit by sealing against short circuits, but an additional requirement for any 
experimental setup is a physical seal that prevents molten LBE from leaking out of a 
container or piping system.  This leak-preventing seal may or may not be identical with 
the electrical seal.  If it is not identical with the electrical seal, then it should be made 
between the electrically insulating material and the container material, lest it become the 
de facto, albeit ineffective, electrical seal. 
4.5. Description and Discussion of Macroscopic Electrical Seals 
In 2003, R. Scott Lillard and Michael Paciotti did some preliminary investigation and 
designs of macroscopic seals. [59]  These probes with their seals were never actually 
tested in LBE, but the authors demonstrated thoroughness in their thinking about the 
problem.  Their designs relied on a tight mechanical seal between the metal surface to be 
oxidized (the active area) and an insulating ceramic body.   Because the electrical seal 
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was to be a mechanical seal between macroscopically sized parts, these seals were 
macroscopic seals.  The LBE-leak seal would be made separately between the ceramic 
and either a steel housing or the pipe wall directly.   
Among their several designs, sometimes the macroscopic, electrical seal was directly 
between the steel and the ceramic, and other times the seal required an intermediate 
tantalum gasket.  In all cases, the electrical seal was to become effective only after the 
steel (and the tantalum, if present) oxidized in the tube furnace (for pre-oxidation) or in 
the LBE.  Presumably, the oxide of the metal would grow to close any remaining gap 
between the bare steel and the ceramic body. 
As mentioned, Lillard and Paciotti’s designs were never actually tested.  Presumably, 
they might work; but research for this dissertation, subsequent to their paper, indicates 
that such macroscopic seals are unlikely to work reliably, for three reasons. [4]  Firstly, 
the sealing surfaces themselves are not likely to be so smooth as to achieve a gap-free 
seal.  Experiments by the author have shown that defects with dimensions smaller than 
micrometers must be governing the impedance response; therefore, a “gap-free” seal 
means one with gaps on the order of hundreds of nanometers or less. [4]  Such seals 
cannot be reasonably achieved solely by compressing flat surfaces.  Perhaps a sufficiently 
good mechanical seal could be made with a knife-edge design such as with ConFlat® 
flanges, but the knife edges would have to be made out of the ceramic material—which 
would be difficult if not impossible to do—otherwise the gasket itself would become the 
short circuit.  Also, in contrast with standard knife-edge flanges that act by deforming 
relatively soft copper gaskets, the deforming material in this case would be the relatively 
hard stainless steel, which might not deform enough to make a good seal.  Secondly, the 
designs rely upon the oxide growing laterally over the edge of the steel to close the gaps 
between the steel surface and the ceramic.  While some lateral growth of the oxide is to 
be expected, it seems unwise to rely upon such growth to form a seal since the gap might 
be relatively large at places.  Third, there is likely to be significant thermal stresses put 
upon the seal, since it is at the interface between relatively large pieces of different 
materials with widely different coefficients of thermal expansion and since the seal must 
cycle many times between room temperature and operating temperature (at least as high 
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as 500°C).  Such stresses would probably rupture the fragile oxide that makes the actual 
electrical seal. 
4.6. Description and Discussion of Microscopic Electrical Seals 
As mentioned in the section, “Description of the Problem of Short Circuiting,” a 
microscopic seal involves chemically or thermally bonding the electrically insulating 
material to the steel of the active area.  Unfortunately, there are not many electrically 
insulating materials that can bond to steel and yet remain non-reactive (or even stable at 
all) at the high temperatures of a LBE system.  For example, most plastics that are 
commonly used for electrical insulation would degrade and fail in LBE above 200°C.  On 
the other hand, ceramic materials—which can easily tolerate high temperatures while also 
maintaining their electrically insulating properties—do not chemically bond to steel 
under normal circumstances. 
Thankfully, at least one solution exists:  flame spraying ceramic material onto the steel, 
while masking the active area so that it remains uncoated.  In flame spraying, a coating 
material is heated up to very high temperatures and sprayed onto the substrate surface; 
the coating and substrate bond together because of reactions at the high temperature and 
because the coating material impinges upon the steel surface at velocities high enough to 
cause local deformation and, therefore, local, microscopic mechanical bonding.  Plasma 
spraying is a form of flame spraying in which the coating material is melted in a plasma 
torch at temperatures on the order of ten thousand kelvins and then is ejected as a plasma 
jet from the torch, at high velocity, and onto the steel surface.  Because of the extremely 
high temperatures involved with the plasma type of flame spraying, even ceramic 
materials can melt and be plasma sprayed onto substrates.  The ceramic material can be 
fed into the torch in solid rod form or in powder form; the powder form leads to more 
dense coatings with finer microstructures.  The fine microstructure of a plasma-sprayed 
ceramic coating leads to a very good joint between the coated and uncoated (active area) 
portions of the steel, and the ceramic maintains high electrical resistivity at all LBE 
system temperatures, as the results from this dissertation shows.  (See the SEM and EDX 
results in Appendix A.)  In this dissertation work, alumina powder (METCO 105SFP, 
99.5% purity) was flame-sprayed onto the disk-style samples to form the ceramic coating, 
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since alumina is chemically inert, is practically an electrical insulator (resistivity > 1014 
Ω-cm), and is of a different elemental composition than the composition of the steel or 
the LBE, so that it can be distinguished from other features in EDX analysis.  The rod-
style samples had an additional Rokide A alumina coating placed on top of the METCO 
105SFP coating, to increase the overall coating thickness. 
4.7. Reason for Choosing the Disk Style of Impedance Probe over the Rod 
Style 
During testing of the rod-style and disk-style probes, it was found that the rod-style 
probes did not develop or maintain significant impedance upon increasing the LBE 
temperature.  Instead, its electrical response was a short circuit, even after hundreds of 
hours of immersion.  The reason is most likely that the thermal expansion of the rods, 
being different from that of the alumina coating, destroyed any microscopic seal between 
the steel and the alumina at the perimeter of the tip.  In other words, the steel protruded 
from the coating at it expanded.  This geometric problem is similar to the likely flaw in 
the strip-type samples used by Lillard et al. and by the author, in which the sharp edges 
and corners of the strip were susceptible to stress concentrations and cracks during 
thermal cycling. [3, 4]  The disk style of impedance probe, in contrast, avoids such 
geometric problems by keeping the insulating ceramic coating in the same plane as the 
surface of the steel, with its protective oxide being formed.  Thus, as the steel expands 
thermally, the coating and the protective oxides move with it and do not experience such 
stress concentrations.  This reason is why the disk style of impedance probe is the first 
type to yield significant and repeatable impedance results at temperatures above 300°C. 
 106 
5. What Was Measured:  The Results of the Experiments, and 
Specific Discussions about Them1 
Well over 60,000 scans, each measuring impedance at 31 or more frequencies, have been 
collected in this research, making it impossible to present all of the original data here.  
Therefore, key parameters and representative data have been extracted and plotted against 
important variables, particularly time and temperature.  These figures are presented in 
Appendix A, since they are still too numerous to incorporate with the text.  They have 
been collected in an orderly fashion, however:  all the figures pertaining to a particular 
sample have been collected together, and the collections go in numerical order of the 
sample number.  The collection of figures for each sample begins with a presentation of 
the SEM, EDX, and digital photograph results for that sample, then proceeds to 
presentations of the time history of key parameters, then finishes with other types of data.  
At the very start of the appendix, a table is presented that shows the experimental 
preparation and history of all the samples. 
5.1. The Fitting of the Data with an Equivalent Circuit 
Before discussing the results of the experiments, it is useful to explain the format of the 
data and the manner in which the data are fitted with an equivalent circuit.  Two typical 
formats for presenting impedance data are presented in Figures 51 through 53.  The first 
form, Figures 51 and 52, is the complex-plane plot, in which the abscissa (x-axis) is the 
real impedance (Z', resistance) and the ordinate (y-axis) is the imaginary impedance (Z", 
reactance).  Since the reactance is negative for capacitive systems, the complex-plane 
plots for these systems are plotted with the ordinate inverted—that is, with negative 
reactance pointing “up”—as is done in Figures 51 and 52.  The second format for 
presenting impedance data is the Bode plot, which plots the impedance magnitude and 
phase angle against the logarithm of the frequency.  This format is shown in Figure 53.  
The benefit of the Bode plot over the complex-plane plot is that the dependence of the 
data upon frequency is explicitly shown, whereas the benefit of the complex-plane plot is 
                                                 
1
 This chapter contains some material that was previously published by the author in Reference [4].  It is 
used by permission of the publisher. 
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the combination of the impedance magnitude and phase angle into only one curve instead 
of two. 
In the experiments of this dissertation, the typical data set consisted of measurements of 
the impedance at 31 frequencies that were spaced logarithmically between 13 MHz and 5 
Hz, which were the respective maximum and minimum frequencies at which the 
HP4192A impedance analyzer could make measurements.  The end frequencies of 13 
MHz and 5 Hz were also included in this set of 31 frequencies.  Also typically, the 
sweeping through the frequencies was done from high frequency to low frequency.  Each 
sweep through the frequencies was considered as one data set, or “scan,” and each scan 
was saved to a computer file along with other information, such as the date and time of 
the scan, the temperature of the LBE, and the voltages from the two oxygen sensors in the 
LBE.  After collection, each scan could then be imported into ZView© software (from 
Scribner Associates, Inc.) for graphical display of the data and for fitting with an 
equivalent circuit, as discussed below.  In fact, Figures 51 through 53 were generated 
from ZView. 
Fitting an impedance scan with an equivalent circuit involves adjusting the values of the 
ideal components of an electrical circuit that is chosen to represent the physics of the 
experiment.  The values are adjusted until the simulated impedance response of the 
electrical circuit is as close as possible to the impedance response of the experiment.  The 
final values can then be correlated to the physical features and phenomena of the 
experiment.  The ZView software performs this fitting automatically using a weighted 
least-squares process that normalizes the weight of each data point by its magnitude, so 
as not to overemphasize the data points with large magnitudes (the “Calc-Modulus” 
process).  The equivalent circuit used for the fittings in this dissertation was a resistor and 
a constant phase element in parallel, as shown in Figure 54.  Such a circuit is appropriate 
for describing lossy capacitors, that is, capacitors with non-zero conductance.  It was 
assumed that the impedance response of the oxide layers would mimic such capacitors, at 
least to first order.  Such a circuit when combined in series with a second resistor is also 
used to model electrode responses in aqueous electrolyte systems; that circuit is 
commonly known as a Randles circuit.  It was determined not to use the Randles circuit 
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because the series resistor corresponds to the ohmic resistance of the electrolyte in the 
aqueous case, whereas the series resistor would correspond to the ohmic resistance of the 
LBE in the LBE case, a resistance which is negligibly small.  More importantly, the 
experimental data did not warrant the series resistor, since the high-frequency intercept of 
the abscissa of the complex-plane plot by the semi-circular arc was always very close to 
zero. 
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Figure 51:  Complex-plane plot of selected impedance scans of sample D11.  The plot 
illustrates the growth of the impedance over time, particularly the jump at 77.39 hours 
after immersion. 
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Figure 52:  Complex-plane plot of selected impedance scans of D11.  The plot illustrates 
the growth of the impedance over time, particularly the period soon after immersion. 
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Figure 53:  Bode magnitude and phase plots for selected impedance scans of D11.  These 
plots correspond to those in Figures 51 and 52. 
Element Freedom Value Error Error %
R_oxide Free(+) 503.6 4.9243 0.97782
CPE_oxide-T Free(+) 5.2719E-10 1.0952E-10 20.774
CPE_oxide-P Free(+) 0.91 0.012147 1.3348
Chi-Squared: 0.010533
Weighted Sum of Squares: 0.28439
Mode: Run Fitting / Freq. Range (8062.25 - 7945320)
Maximum Iterations: 100
Optimization Iterations: 0
Type of Fitting: Complex
Type of Weighting: Calc-Modulus
R_oxide
CPE_oxide
 
Figure 54:  Equivalent circuit used to fit the scan at 77.48 hr of D11.  The numerical 
results are shown here; the graphical results are shown in Figure 55. 
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An example of the fitting done by ZView is given in Figures 54 and 55, for the scan done 
on sample D11 at 77.48 hours after immersion, which was also plotted in Figures 51 and 
53.  The final, best-fit numerical values for the resistor and the constant-phase element 
(CPE, to be described more below) are shown in Figure 54, along with measures of the 
errors and the goodness of the fit.  Figure 55 superimposes the simulated impedance 
response of this R+CPE equivalent circuit onto the complex-plane and Bode plots of the 
original data, so as to provide a graphical impression of the goodness of the fit.  It should 
be pointed out that not all of the original data points were used to perform this fit.  In 
practically every scan with every sample, the data point at 13 MHz was spurious.  The 
reason is still not known with certainty, but it might possibly be due to an internal 
problem with the HP4192A or with transmission errors of this high-frequency signal 
through the cabling and the impedance probe.  Therefore, the 13MHz data point was 
always neglected from the fitting process.  Problems also often arose with the impedance 
data from the low frequencies.  The two usual problems were (1) resistance magnitudes 
that were too large for the HP4192A to handle properly and (2) other physics phenomena 
that were not captured by the overall R+CPE circuit.  The latter problem was the case 
with the 77.48-hour scan of D11, as seen in Figure 51; it will be discussed in a later 
section.  For these reasons, most fittings were done only on data from the middle 
frequencies, typically from 7.95 MHz (the next frequency after 13 MHz) to 8062 Hz 
(usually just high enough to avoid the low-frequency phenomena; see Figure 51). 
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Figure 55:  Equivalent-circuit fitting of the scan at 77.48 hr of D11 
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5.2. The Parallel Resistor-and-CPE Equivalent Circuit 
The use of a resistor and constant-phase element (CPE) in parallel (R+CPE circuit) to 
model the data needs further explanation in order to properly interpret the experimental 
results.  The impedance of a CPE is similar to the impedance of a capacitor; the equations 
for each are given below: 
( )jωC=Zcapacitor
1
   and   ( )pCPE jωT=Z
1
 Equation 106 
Note that C is the capacitance for the capacitor, that T is the analogue of capacitance for 
the CPE, and that a capacitor is equivalent to a CPE with the exponent, p, equal to one.  
When these impedances are rationalized into separate real and imaginary components, the 
equations become 
ωC
j=Zcapacitor
1
−    and Equation 30 
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Equation 107 
Thus, a capacitor has only an imaginary component to its impedance, whereas a CPE has 
both real and imaginary impedance components.  Generally, the real component is very 
small, however, since the exponent p is usually close to one, making the cosine term 
close to zero. 
The impedance of a resistor and capacitor in parallel (R+C circuit) can be found by the 
usual summing of the reciprocals (see the review of basic electromagnetism): 
CRCR ZZZ
111
+=
+
, leading to 
( ) ( )ωω jRCRC
RZ CR −
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=+ 1
12
   
Equation 108 
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The impedance of a R+CPE circuit can be found similarly: 
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 Equation 109 
Examples of complex-plane and Bode plots of a R+C circuit and a R+CPE circuit are 
shown in Figure 56.  Note that the complex-plane plot of the R+C circuit is a semi-circle, 
with the high-frequency end pinned at zero impedance and the low-frequency end pinned 
on the real-impedance axis at the value equal to the resistance of the resistor.  The point 
on the circle that corresponds to the maximum value of negative imaginary impedance 
(i.e., maximum |-Z"|) is related to the time constant, τ, of the R+C circuit and can be used 
to calculate the magnitude of the capacitance, as indicated on Figure 56. 
The effect of using a CPE instead of a capacitor is that the semi-circle is depressed 
vertically on the complex plane.  Rather than bisecting the circle through its center, the 
abscissa (real axis) now cuts through only the top portion of the circle.  Another way to 
look at the effect is to consider that the CPE stretches out the impedance response along 
the abscissa, while flattening out the response.  The maximum negative imaginary 
impedance for a R+C circuit is completely fixed by the value of the resistance; the value 
of the capacitance just rotates the frequencies along the circle.  In contrast, the exponent p 
of the CPE can be adjusted to raise or lower the imaginary impedance somewhat 
independently of the value of the resistance.  The exponent p does also rotate the 
frequencies somewhat, as shown in the equation on Figure 56.  If the magnitude of the 
CPE is correspondingly adjusted with the exponent p, however, the rotation can be 
minimized while the semi-circle is still flattened.  This effect will be considered in more 
detail in the section on further discussion of the results.  For more information about 
CPEs, please see MacDonald’s book on impedance spectroscopy. [60] 
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Figure 56:  Complex-plane and Bode plots of R+C and R+CPE circuits, with R = 1000 Ω, 
C = T = 1·10-10 F, and p = 0.9 (for the CPE) 
 115 
5.3. Description of the Experimental Program 
In the main suite of experiments, eleven disk-style impedance samples were tested in a 
sealed container (or “pot”) of molten LBE.  (See the section on the experimental setup for 
more detailed descriptions of the samples, the impedance probe, and the configuration of 
the LBE pot.)  Three rod-style impedance samples were also tested in this pot, but, since 
they did not yield significant and interpretable impedance results (see the section on 
impedance-probe designs), they will not be discussed further, in this section.  The disk-
style samples were tested one-at-a-time, since they each had to be mounted inside the 
impedance probe housing, which had space for only one sample.  Also, the impedance 
analyzer could take measurements on only one sample at a time. 
The history of the experimentation with the eleven disk-style samples is summarized in 
Table A-1.  Each disk was designated with a number—D01 through D11—which loosely 
reflected the order in which they were tested.  More importantly, for naming purposes, 
than the order of testing was the batch in which the disks were flame-sprayed with the 
alumina coating.  Disks D01 and D02 were sprayed together; disks D03 through D07 
formed the second batch to be sprayed; and disks D08 through D11 (along with a few 
more, untested disks) were in the third batch.  Thus, D06 was so-named despite being 
tested after D07 (the gold-coated one) and D08 and D09 (from the third batch).  Another 
variation in the testing sequence is that disk D04 was tested twice—firstly after D03 and 
secondly after D06 and before D10.  The purpose of this second immersion of D04 was 
to use a disk with known significant impedance as a platform for targeted experiments in 
the effects of hydrogen gas on impedance response.  The three immersions of D03, on the 
other hand, were all immediately after one another and were caused by the need to adjust 
the level of LBE in the pot and then to repair a failed weld in the impedance probe. 
The next variation to discuss is that of pre-oxidation.  Most samples were oxidized in hot 
air (800°C) in a tube furnace, prior to being immersed in the LBE.  In this way, an oxide 
layer could be formed quickly on the steel surface of the active area, without relying upon 
the LBE to oxidize the steel.  Prior to the testing of D11, no bare (not pre-oxidized) steel 
sample had ever developed significant impedance while being immersed in LBE, 
possibly excepting an Fe-Al alloy sample that Mr. Xiang Chen has tested recently for 
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over 3400 hours, at the University of Illinois.  Since the first purpose of the experimental 
program was to validate the technique of measuring the impedance of oxide layers in 
LBE—however they were formed—in a reasonable time frame, the practice of pre-
oxidizing the samples ensured the presence of oxide layers to be tested.  Additionally, the 
published experimental results by R. Scott Lillard and by the author were all from pre-
oxidized samples, so pre-oxidation of these disks provided a further aspect of continuity 
with those experiments. [3, 4] 
As Table A-1 indicates, D07 was not put into LBE.  Instead, it was pre-oxidized as usual 
and then coated firstly with 10 nanometers of titanium (as a bonding layer) and secondly 
with 250 nm of gold, using a sputtering deposition process.  After this coating, 
electrically conducting, silver epoxy was used to affix the bare ends of two wires to the 
active area and of two more wires to the electrical connections on the back side of the 
disk, to form the typical four-terminal-pair configuration for impedance measurements.  
The wires were also strain-relieved using refractory cement, as shown in the digital 
photographs of D07 in Figure A-103.  Finally, the disk was set onto a ceramic boat, for 
protection of the wires and for electrical isolation, and put back into the tube furnace at 
temperatures up to 550°C.  The impedance of D07 was then measured over time, using 
the same instrument (the HP4192A impedance analyzer) as was used for the other disks 
that were tested in LBE.  The whole purpose of this experiment was to replicate the 
essential features of the electrical circuit of a disk in LBE but using gold as the contact on 
the oxide layer instead of molten LBE.  Unfortunately, the impedance response of D07 
never grew beyond that of a short circuit.  The reasons are not known, but it is speculated 
that the disk may have been handled too roughly and so been damaged in some way, 
following pre-oxidation.  Future experiments of this sort may be more successful and so 
elucidate features of impedance responses in LBE by comparison with impedance 
responses in similar environments. 
Disk D08 was also not pre-oxidized because it did not have any uncoated, active area.  
The entire disk was completely flame-sprayed with the alumina coating, excepting, of 
course, the two electrical connections on the back side of the disk.  The purpose of 
making and testing D08 was to demonstrate experimentally and conclusively that the 
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impedance response of the alumina coating was not a significant factor in the impedance 
response of the normal disk samples.  As Figures A-62 and A-107 show, the DC 
resistance (DC conductivity) of D08 at all temperatures was at least (at most) half an 
order of magnitude greater (smaller) than the DC resistance of D04, and it was one or 
more orders of magnitude different from that of the other normal disks.  As for the 
capacitive properties of D08, the CPE magnitude and exponent values were similar to the 
values of the other disks (between 10-10 and 10-9 F and between 0.8 and 1.0, respectively).  
As will be discussed later, the capacitive response of the disks indicate that the 
capacitance is due primarily to geometric considerations and does not vary much with 
experimental changes, in comparison with the variance of the resistance.  Apparently, the 
hundreds of micrometers of alumina on D08 did not lessen the capacitance by a 
corresponding order of magnitude as compared to the at-most tens of micrometers of Fe-
Cr spinel on normal disks.  In summary, the experimental results from D08 show that the 
alumina coating is effectively inert with regard to the impedance response of the disk 
samples. 
5.4. Discussion of the SEM and EDX Results 
Before proceeding to discuss the impedance results, it is helpful to know exactly what 
oxide layers were being measured—more specifically, whether or not the oxide layers on 
the samples used in this research were at all close to the descriptions published in the 
literature.  Happily, the SEM (scanning electron microscope) and EDX (energy-
dispersive X-ray) results for the majority of the samples were very similar to the 
published results.  (See the SEM, EDX, and optical photographs for each sample in 
Appendix A.)  Of the nine normal disks (i.e., excepting D07 and D08), six disks showed 
the expected duplex oxide layer for SS410:  a Fe-Cr spinel inner layer, a porous and 
LBE-containing outer magnetite layer, and a fairly flat and continuous interface between 
the layers.  D03, which was mechanically scraped with a razor blade in mid-experiment, 
showed regions with the duplex layer and regions with a much thinner, almost non-
existent layer, as would be expected. 
Three normal disks did not have the expected duplex oxide layer results:  D01, D06, and 
D10.  D01 and D10 in most places did not have appreciable oxide at all.  With D10, 
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however, places were found where ribbons of spinel and magnetite of approximately the 
correct thicknesses were found “floating” in the epoxy near the steel surface, 
demonstrating that what happened was that the oxide layers had somehow become 
detached from the steel surface during preparation of the sample for microanalysis.  (This 
place is the one shown in the SEM/EDX results for D10 in Appendix A.)  Presumably a 
similar fate befell the oxides on D01, too. 
D06 was the only disk that had truly abnormal oxide layers.  Rather than the thick duplex 
structure of Fe-Cr spinel and magnetite, the oxide scale on D06 was a much thinner 
duplex oxide (1 µm or less) with chromium oxide underneath and aluminum oxide on 
top.  No iron was found in the oxide layers.  That such a chromia-alumina oxide would 
produce the significant impedance responses that were observed with D06 is not 
surprising, since SS316 produces similarly thin, chromium-rich oxides in LBE that have 
significant impedance (see previous chapters).  The most likely explanation for the 
development of this kind of oxide on D06 is that a small amount of alumina was spattered 
onto the active area during the flame-spraying process.  Indeed, slight amounts of such 
spattering was visually observed on some of the disks after flame-spraying.  Perhaps 
enough spattering occurred with D06 to seal off the surface of the disk with a thin 
alumina coating.  If the outward diffusion of the iron could thereby be curtailed, then 
whatever minimal ingress of oxygen into the steel that did occur would form the 
underlying chromia layer.  Indeed, the oxide layers on D06 lend evidence to the theory of 
sealing oxide layers of the M2O3 structure, as discussed in the earlier chapter on oxide 
layers. 
The optical, digital photographs of the samples, post-immersion, show that some orange 
lead oxide built up around the active areas of the samples during testing. [61]  Indeed, 
during the long exposures of D09 and D10, significant clods of this orange oxide were 
found on these samples.  Most likely, these oxides were formed by oxygen, from the air 
inside the impedance probe, slipping past the graphite gasket and reacting with the LBE.  
That this case is the likely one is shown by the very fine, thin orange oxide that was 
always present in the annulus between the inside radius of the graphite gasket and the 
smaller radius of the opening in the steel probe housing.  Such a consistently fine oxide 
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layer would probably not form if the orange oxides were globs of oxide that somehow 
migrated from the LBE free surface in the pot. 
The presence of these oxides does introduce some uncertainty to the interpretation of the 
impedance results from these experiments.  This uncertainty is minimized, however, by 
consideration of two facts.  First, the SEM micrographs clearly show the presence of 
metallic LBE against (and within) the magnetite outer layer.  Second, previous work by 
the author on oxidized SS316 in LBE demonstrated similar impedances on surfaces that 
were clearly not covered with lead oxide. [4]  Nevertheless, future designs of the 
impedance probe should try to incorporate the ability to hold either a vacuum or an inert 
gas inside the impedance probe housing to minimize this oxidation.  Also, testing of the 
impedance probe inside a flowing LBE loop—which would continuously wash away any 
buildup of loose oxides on the surface of the active area—would help to verify the 
impedance results from this research. 
Lastly, the SEM results demonstrate—as do the micrographs in the literature—that 
intimate contact exists between the oxide layers on the steel and the liquid LBE.  Any 
discussion about the wettability of LBE must be limited to questions of whether metallic 
LBE can penetrate microchannels, but the ability of the LBE to engage in a chemically 
and electrically reactive surface with the steel oxides is not in doubt. 
5.5. The Absolute Values of the Resistance and Capacitance 
The resistance and capacitance of the disks changed with the changing of the 
experimental conditions, such as temperature and DC bias.  A short circuit generally had 
one ohm or less of impedance.  Depending on the temperature, the resistance of a disk 
that was not shorted out could fall between 1 ohm and several gigaohms (109 ohms).  The 
maximum impedance that the HP4192A could measure was about 1 MΩ, however, and 
so any resistances greater than this value were calculated by fitting and extrapolation 
from high-frequency data, which had smaller impedances.  Even well before this 1 MΩ 
limit was reached, however, the low-frequency data tended to be erratic.  The reason is 
unclear, but using larger AC signal magnitudes from the HP4192A often improved the 
stability of the data.  (See Figures 57 and 58, for an example.  The effect of AC signal 
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magnitude on the impedance response will be discussed further in a following section.)  It 
seems that at high resistances, the AC signal current was too small for the HP4192A to 
make accurate resistance measurements.  AC signal rectification by the disks might also 
have occurred and caused the low-frequency data to become unstable; this possibility will 
be discussed further in the section on DC bias effects.  Moreover, some problems from 
electrical grounding might have occurred, since the data tended to be most erratic around 
60 Hz; see Figure 58.  For these reasons, any resistances greater than 1 GΩ were not 
considered to have been measured accurately, which is why the figures in Appendix A 
have been limited to showing resistances only up to 1 GΩ. 
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Figure 57:  Complex-plane plot of impedance scans from sample D04, showing that using 
an AC signal of 1000 mV extended the range of good data to lower frequencies than 
when using an AC signal of only 100 mV 
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The active area of each disk was a 0.25-inch-diameter circle (6.35-mm-diameter), which 
corresponds to 0.049 in2 (31.7 mm2).  For a resistance of 1 Ω and thickness of 1 µm, the 
corresponding conductivity would be 3.2·10-4 (Ω-cm)-1, while the conductivity of 1 GΩ 
would be 3.2·10-13 (Ω-cm)-1.  Therefore, the conductivities of the disks tended to fall 
between these two values, so the conductivity plots in Appendix A were drawn to cover 
this range while ignoring the very lowest conductivities, which were erratic because of 
the poor quality of those data. 
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Figure 58:  Bode plot of impedance scans from sample D04, showing that using an AC 
signal of 1000 mV extended the range of good data to lower frequencies than when using 
an AC signal of only 100 mV.  The possibility of interference with facility electricity at 
60 Hz is also pointed out. 
In contrast with the resistance, the capacitance (or, more precisely, its CPE analogue) 
tended to remain within the same order of magnitude, between 10-10 and 10-9 F (between 
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100 pF and 1 nF).  The ratio of an oxide thickness of 1 µm and an active area of 31.7 
mm
2
 is 0.032 m-1.  With these approximate values, the DC permittivity of the oxide layers 
can be calculated using Equation 31, and it comes out to be 3.2·10-12 F/m for a 100 pF 
capacitance and 3.2·10-11 F/m for a 1 nF capacitance.  For reference, the permittivity of 
free space is 8.9·10-12 F/m.  Thus, the DC relative permittivity of the oxide layers is 0.36 
(100 pF capacitance) to 3.5 (1 nF capacitance).  Of course, an increase in the oxide 
thickness to 10 µm would multiply these values by 10.  Thus, it is seen that the 
experimentally-determined DC permittivities of the oxide layers are reasonable, since the 
relative permittivity of mica is about 6, of glass is between 4 and 10, and of most other 
materials is also of the order between 100 and 102. 
Even though the CPE magnitude did change over several orders of magnitude, the CPE 
exponent always inversely mirrored it, which kept the product Tωp more or less stable.  It 
is this product, rather than just the magnitude T alone, which reflects the reactance of the 
CPE, as seen in Equation 109.  This complexity, combined with the fact that at low 
resistances the shape of the data scan tended to be very much different from the 
semicircular shape of the equivalent circuit (see Figure 52 for an example), meant that it 
was difficult to evaluate the source of the measured capacitance, whether it was due 
entirely to the sample disk or whether it might also have been partly due to stray 
capacitance in the impedance probe or cables.  However, the similarity of the data taken 
with the HP4192A and the data taken with the Agilent 4284 and 4236B shows that the 
capacitance was not an artifact of the instrument. 
One important problem with the results is the order of magnitude of the measured 
impedance responses.  According to Samsonov's The Oxide Handbook [62], magnetite 
(Fe3O4), chromium oxide (Cr2O3), and nickel oxide (NiO) have specific electrical 
resistivity (ρ) values of 4.74·101 Ω-m (at 125°C), 1.3·101 Ω-m (at 350°C), and 6.70·101 
Ω-m (at 590°C),  respectively.  Therefore, a rough estimate of the electrical specific 
resistivity of the oxides on the steel samples can be taken as 102 Ω-m at 200°C.  Using 
also 2 µm as an average value of the oxide thickness, the resistance can be estimated: 
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This value of 6.3 Ω is several orders of magnitude smaller than the resistance values 
measured by Lillard et al. [3] by Pan et al. [63] and by this present investigation (i.e., 
over the range of 1 to 109 Ω).  An initial and superficial explanation might be that actually 
lead oxide (PbO)—which has a specific resistivity of 107 Ω-m at 120°C—is present in 
significant quantities on the sample surfaces and causes the large impedance magnitudes 
that have been observed.  However, this situation cannot be the case, since previous work 
has shown that steel’s oxide layers are not significantly covered by PbO. [4]  
Additionally, the experiments by Pan et al. were gaseous corrosion experiments in which 
no LBE was used at all, yet they gave impedance results of similar magnitudes.  
Therefore, the measured impedance values cannot be caused by lead oxide; they must be 
caused by the (steel) oxide itself.  Interestingly, the results given by Song and Xiao [64] 
seem to be closer to the order of magnitude estimated from the bulk oxides.  These 
researchers used an 8mm x 8mm platinum foil for their electrical interface with the oxide, 
rather than an aqueous solution as used by Pan et al. [63]  (Comparison with Song and 
Xiao’s results is tentative because they did not area-normalize their data, but one can use 
the area of the platinum foil for an estimate.)  This fact indicates that experimental setup 
is an important factor, as has been discussed in Section 3.2.3. 
5.6. The Effect of Temperature upon the Resistance 
From the figures of the resistance and CPE parameters in Appendix A, it is clear that the 
resistance is very much dependent upon the LBE temperature and that the CPE 
parameters also change to adapt.  It appears that the resistance dependence is 
exponentially dependent upon temperature, i.e., it has an Arrhenius dependence.  Rather 
than plot the absolute magnitude of the resistance against temperature, it is more useful to 
translate the resistance into conductivity, so as to normalize the data by the active area 
and the oxide thickness.  The conductivities of the disks have been plotted against inverse 
absolute temperature in Figures A-12, 22, 27, 43, 62, 81, 98, 107, 116, 138, and 158 in 
Appendix A.   (Note that only the data during temperature changes have been plotted in 
these figures, so as not to clutter the plots with conductivity changes due to other factors 
while at constant temperature.) 
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As mentioned before, the resistance measured from the sample disks is probably due 
mostly to the resistance of the Fe-Cr spinel layer.  Therefore, the conductivity data from 
these experiments can be compared with conductivity data for Fe-Cr spinel from the 
literature.  B. Gillot et al. have conducted conductivity experiments on pressed pellets of 
γ-phase, defective, chromium-substituted magnetites: [65]   
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Figure 1 from their paper is reproduced in Figure 59.  The curve for “x = 2” on this figure 
corresponds to an Fe-Cr spinel composition of Fe0.9Cr1.8□0.3O4 (“□” represents lattice 
vacancies), which is the composition that is closest to the Fe2.4Cr0.6O4 composition 
determined by Martinelli et al. for LBE oxidation of T91 steel.  (See the section entitled, 
“The Composition and Structure of the Oxide Layers Formed on T91 in LBE.”)  The 
overall trendline for this curve has been superimposed upon the conductivity plot for D10 
and presented as Figure 60. 
From this figure, it can be seen that the conductivity values determined by Gillot are 
between one-and-a-half to four orders of magnitude greater than the values measured on 
D10.  This variance is in keeping with the differences in the resistances observed between 
IS measurements in LBE and other conductivity measurements, as discussed in the 
previous section.  The other, particularly striking feature about this figure is that the 
overall slopes of the data are similar to each other and to the data from Gillot et al.  Gillot 
and coworkers assumed that the electrical conductivity generally follows an Arrhenius 
dependence on temperature due to electron hopping, and their data bore out this 
assumption.  This model is widely known and accepted for many oxides.  (See, for 
example, the book, High Temperature Corrosion, by Per Kofstad. [26])  The Arrhenius 
dependence for conductivity can be expressed as follows: 
kT
Ea
e
−
= 0σσ    or   01010 log
1434.0log σσ +





−=
Tk
E
B
a
 
Equation 110 
Here, Ea is the activation energy, kB is the Boltzmann constant, and T is the absolute 
temperature, while σ0 is a magnitude coefficient.  Table 7 presents the activation energies 
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derived from this equation for conductivity data from the sample disks and compares 
them to the Gillot’s activation energy and to the energy gap of silicon at room 
temperature. [61]  It is clear from Figure 60 graphically and from Table 7 numerically 
that the activation energies for the conductivities of the disks are about the same as the 
activation energy from Gillot et al. and that these activation energies are of a similar 
order of magnitude as those for semiconductors such as silicon. 
 
Figure 59:  “Behaviour of electrical conductivity with temperature during the 
transformation of defective chromium-substituted magnetites, 
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Figure 60:  Calculated DC Conductivity of Sample D10 During Temperature Changes 
(Final Undamaged Spinel Thickness ≈ 12 µm), Including a Curve Representing Gillot’s 
Data for “x = 2” from Figure 59 
Table 7:  Activation energies for conductivity 
Disk Activation Energy (eV) 
D01 0.5 to 1.4 
D02 0.4 to 1.6 
D03 1.7 
D04-1 0.8 to 1.0 
D04-2 0.9 
D05 0.4 to 1.9 
D06 0.9 to 1.1 
D09 No suitable curve 
D10 0.9 to 1.1 
D11 0.9 to 1.0 
D08 (all alumina) 0.7 to 1.3 
Gillot 0.9 
Energy gap of 
silicon at 300 K [61] 
1.1 
 
In several of the conductivity plots for the various disks, the conductivity (actually its 
logarithm) does not always follow a straight line with inverse temperature, though it 
almost always increases with increasing temperature (decreasing inverse temperature).  
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This variation is not surprising when the effects of thermal expansion and increased 
chemical kinetics are considered.  Thermal expansion of the oxide and the underlying 
steel would tend to cause mechanical defects, such as micro-cracks, to form in the oxide.  
These defects would probably increase the conductivity (reduce the resistance) of the 
oxide.  The increased chemical kinetics, on the other hand, would probably act to 
decrease the oxide’s conductivity by allowing reactions with oxygen to proceed faster 
and, thus, heal defects in the oxide.  Figure 60 provides examples from D10 of both 
exceptional increase and exceptional decrease in conductivity during temperature 
changes. 
5.7. The Effect of Time upon the Resistance 
As discussed in the previous chapter on oxide layers, the published literature tends to 
focus on the growth of the oxide layers over time.  The extraction of parabolic constants 
from the data, in accordance with Wagner-style theories, is one of the chief means of 
characterizing the oxidation processes.  Indeed, Martinelli and others have used this tactic 
to great success by comparing the parabolic constants of oxidation in different 
environments, as has been previously described at length. 
In a similar vein, Lillard et al. have attempted to fit impedance data from LBE oxidation 
to Wagner’s theory. [3]  Measuring the oxide thickness before and after immersion in 
LBE (possible because the samples were strip-type samples, immersed only partway, 
always pre-oxidized, and tested to only 200°C), they essentially did a one-to-one 
correlation of the initial and final impedance with these two thicknesses, and then 
plugged the intermediate impedance data (in the form of conductivity) into Wagner’s 
theory to create an estimation of how the thickness of the oxide varied with time.  Of 
course, the thickness could not be independently measured and verified during 
immersion, so no one knows whether or not this correlation of impedance with thickness 
was accurate or valid. 
The results from this dissertation research (and from the previous publication by the 
author [4]) have shown that this direct application of Wagner’s theory to impedance 
results may occasionally be applicable but is not generally so.  The problem is that 
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variables other than time dominate the impedance response.  Indeed, the impedance 
response is extremely sensitive to small mechanical defects, hydrogen, DC bias, and 
temperature.  In particular, during the initial period of time after immersion at about 
200°C, the impedance often takes discontinuous jumps until it reaches a more stable, high 
value.  This phenomenon was described at length in the author’s previous publication [4] 
and can be observed several times in the data from this research.  For example, the 
resistance of D02 dropped almost an order of magnitude at about 378 hours, for no 
apparent reason.  The resistance of D06, on the other hand, jumped more than two orders 
of magnitude at about 205 hours, without any changes to the experiment.  A very good 
example of this initial instability is given by D10, the impedance of which several times 
grew slowly to a significant level and then suddenly lost almost all of the gains in a 
precipitous drop.  It was not until the temperature was increased from 200°C, at about 
168 hours, that the unknown cause of the instability was eliminated.  During this increase 
in temperature, at about 274°C, the resistance jumped from 420 Ω to 65.1 kΩ in less than 
3 minutes (i.e., between only two scans).  D11, which was not pre-oxidized but grew its 
oxide while immersed in the LBE, also showed an exponential increase in resistance from 
its initial short-circuit value, until a final jump at about 78 hours put it into a stable 
region.  This process can be seen in the impedance plots from this period, in Figures 51 
through 53. 
In contrast to these exponential or instantaneous increases in impedance during initial 
periods, the impedance during stable times tends to remain relatively constant.  It is 
during these periods that Wagner’s theory might be able to be successfully applied.  In 
summary, then, Wagner-style theories generally cannot be directly applied to impedance 
data from oxidation in LBE.   
5.8. The Effects of DC Bias upon the Resistance 
One of the most surprising discoveries of this research is that DC bias does have an effect 
on the impedance response of the oxide layers.  Beginning with D04, six disks were 
examined for DC bias effects, skipping only D07 and D09 because of their short-circuit 
behavior.  The HP4192A and the Agilent 4263B were able to superimpose a DC bias 
upon the AC signal that they used for measuring the impedance.  The HP4192A could 
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output up to 20 mA of DC current (5 mA reliably for grounded devices under test), 
between -35 V and +35 V in 5 mV increments.  The Agilent 4263B could output only  
+1.5 V and +2.0 V.  Nevertheless, the Agilent 4263B (which could only make floating 
measurements) often gave very close results to those from the HP4192A, demonstrating 
that the DC bias effects were real and not due to grounding loops or instrument artifacts. 
The results from experimenting with DC biases are presented in figures in Appendix A, 
along with the other figures for each disk.  Neither a comprehensive explanation of all 
these data nor a full understanding of the causes of the DC bias effects is available at this 
time.  Nevertheless, some very important general observations about the effects of DC 
bias can be made from examining these plots of resistance vs. DC bias: 
• The DC bias lowers the resistance significantly, excepting when the resistance 
peak is shifted; see the next bullet.  The maximum drop in resistance is anywhere 
from 25% to over 99.9%, depending on the original magnitude of the resistance. 
• The maximum resistance is usually at zero bias, but sometimes it shifts slightly, 
positively or negatively. 
• Hysteresis is often observed when sweeping the DC bias circularly about zero 
volts.  This hysteresis often also causes the resistance not to return to its initial 
value after completion of the sweep, and it can even cause two resistance peaks to 
appear instead of just one. 
• Some DC bias sweeps are relatively symmetrical about their peaks, while others 
are sharp on one side and plateaued on the other side. 
• The positive side of the DC bias peak is almost always more sharply sloped than 
the negative side of the peak.  This graphical feature translates into the physical 
phenomenon of rectification of AC signals:  it is easier for current to flow when 
the oxide layers are positively biased in the “high” to “low” direction (from the 
steel, through the oxide, to the LBE) than in the opposite direction.  This direction 
of the so-called “forward” bias is the same as the forward bias direction for 
Schottky barriers on p-type semiconductors—positively biased from 
semiconductor to metal.  However, Kofstad indicates that magnetite is an n-type 
semiconductor; so if the Fe-Cr spinel is similar to magnetite in this regard, then 
the observed forward bias direction is opposite to that expected from a n-type 
Schottky barrier. [26]  This comparison is assuming that the Schottky barrier for 
protective oxide layers in LBE is between the oxide and the LBE; one could also 
consider the oxide-steel interface to be a Schottky barrier, which would have 
opposite directions from the oxide-LBE barrier.  See the section on Schottky 
barriers for further discussion. 
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• A DC bias effect was observed on D08 at 600°C; D08 was the all-alumina disk. 
• The DC bias effects are present at all temperatures between 200°C and 550°C for 
normal disks. 
• The DC bias effects are present regardless of the initial resistance, whether from 
tens of ohms all the way up to megaohms. 
The fact that a DC bias can so drastically reduce the impedance magnitude calls into 
question exactly what physics of the oxide is being measured in impedance 
measurements in LBE.  As has already been discussed, the magnitude of the resistances 
of oxides in LBE are one or more orders of magnitude greater than the resistances of 
similar oxide material in the form of millimeter-thick, pressed and sintered pellets.  It 
may be, then, that what is primarily being measured in the LBE environment is a contact 
resistance, whether governed by Schottky barrier physics or by some other physics.  That 
the all-alumina disk (D08) also showed some DC bias effect lends support to this idea.  
Nevertheless, Schottky barrier physics have been developed primarily on doped 
semiconductors under well-controlled conditions with negligible ionic conduction, 
whereas the protective oxide layers in LBE are continuously being formed by ionic 
conduction, under relatively uncontrolled conditions, with a spatially varying 
composition, and with significant microscopic and macroscopic variations in the plane of 
the surface.  Therefore, the chemistry of oxides in LBE certainly must be a significant 
factor in the impedance response of the oxides, whether directly through bulk resistance 
or indirectly through setting up the Schottky barrier or other contact resistance. 
5.9. The Effects of AC Signal Amplitude upon the Resistance 
For the most part, the magnitude (amplitude) of the AC signal voltage applied by the 
analyzers to measure the resistance did not have a very significant effect on the low-
frequency intercept of the real impedance axis of the complex-plane plot by the R+CPE 
semi-circle.  In other words, the change in the “DC” resistance—as indicated by the semi-
circle of higher frequencies—was about 5% or less when the AC signal voltage 
amplitude was changed between 100 mV and 1000 mV.  This effect is separate and in 
addition to the improvement in data quality at high resistances and low frequencies as 
mentioned in a previous section. 
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However, the AC signal voltage amplitude was related to a low-frequency tail on the 
complex plane plot—a decline in total impedance magnitude with little change in phase 
angle.  Detailed experiments were conducted on two disks—D04 and D11—to 
characterize this effect.  The data are presented in Appendix A in Figures A-51 through 
A-55 for D04 and in Figures A-161 and A-162 for D11.  The experiments on D04 first 
demonstrated conclusively the existence and growth of the tail, since it was observed by 
both the HP4192A and the Agilent 4263B and with the LBE pot electrically grounded 
and floating, respectively.  The data also show that change in the overall impedance 
magnitude of the whole semi-circle does not change very much, even between different 
instruments and when grounding or floating the pot, as mentioned above.  Further, more 
detailed experiments were conducted on D11, and similar results were observed, even 
with the overall magnitude of the impedance of D11 being about twice that of the D04 
experiments.  Another test was done with the D11 disk in which the direction of the scan 
was changed from the usual direction, of high to low frequency, to the inverse direction, 
of low to high frequency.  This change did have a noticeable effect on the tail.  The 
inverse direction created slightly longer tails and also created a bump, or overshoot, at the 
knee of the plot, as the tail transitioned into the higher-frequency semi-circle.  The 
existence of this low-frequency tail is another reason—in addition to the sometimes poor 
data quality at low frequencies and high resistances—for using only mid-range 
frequencies, above about 8000 Hz, for fitting the data with a R+CPE equivalent circuit. 
The phenomenon of the low-frequency tail can be explained by the DC-bias effect that 
was discussed in the previous section.  At low frequencies (10 kHz at most), the same 
physics that causes the impedance to decline with DC bias also begins to cause the 
impedance to decline with increasing AC signal amplitude.  In other words, the change in 
the electric fields at low AC frequencies is slow enough to have an appreciable “bias” 
effect and thereby drop the impedance.  As the AC signal amplitude increases, the drop in 
impedance becomes more pronounced, just as is observed when increasing the DC bias 
magnitude (whether positive or negative).  When scanning from high to low frequencies, 
the bias effect from the previous measurement (at higher frequency) is less than the bias 
effect from the next measurement (at lower frequency), and so the bias effect does not 
carry over or accumulate much from measurement to measurement in the scan.  When 
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scanning from low to high frequencies, the opposite case is true; the bias effect from the 
previous measurement does affect the next measurement, which explains why there is an 
overshoot or bump at the knee of the plot when scanning from low to high frequency.  It 
also explains why the tails are longer when scanning in this inverse direction than when 
scanning from high to low frequency:  One or more initial measurements are made by the 
HP4192A at the first frequency prior to making the actual measurement, allowing the 
bias effect to occur on the 5 Hz measurement when scanning from low frequency to high 
frequency. 
One exception to the rule that AC signal amplitude does not dramatically alter the overall 
impedance magnitude was observed with sample D06; the case in point is presented in 
Appendix A, Figure A-102.  In this case, the DC resistance dropped from about 36 kΩ, 
with an AC signal amplitude of 20 mV, to about 23 kΩ, with an AC signal amplitude of 
1000 mV.  The resistance returned to 36 kΩ when the AC signal amplitude was returned 
to 20 mV.  It is also clear from Figure A-102, however, that the impedance response of 
D06 was generally unstable at this time.  When making measurements with the 1000 mV 
AC signal around 1840 Hz, the impedance consistently jumped about 7 kΩ, from an 
“inner,” lower-resistance semi-circle (about 13 kΩ calculated DC resistance) to an 
“outer,” higher-resistance semi-circle (the 23 kΩ value).  Perhaps also the unusual nature 
of the oxide layers on D06 had a role in this unusual response; see the earlier section on 
the SEM and EDX results.  This interesting observation is yet another example of the 
sensitivity of these impedance measurements. 
5.10. The Effect of Hydrogen and Oxygen upon the Resistance 
Another variable that was explored in this dissertation research was the immediate and 
pronounced effect of hydrogen gas upon the impedance responses of samples.  Up to 
now, it has been assumed (see R. Scott Lillard’s work, for example [3]) that observed 
steady increases in the impedance of a sample over time have been due to continued 
oxidation of the sample while it is immersed in oxygenated LBE.  The effect of this 
oxidation might be to increase the overall thickness of the oxide layers, or it might be just 
to close off local low-impedance paths within the oxide layers.  Regardless of the exact 
mechanism, any increase in impedance over time has been attributed to oxidation. 
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Rather than rely only on slow increases in impedance over time, the converse hypothesis 
was also tested:  that deoxygenating the LBE, by passing hydrogen gas through the pot, 
should lead to decreases in the impedance responses of samples over time.  The gas used 
was 6% H2, balance Ar, and the flowrate was approximately 100 sccm.  The oxygen level 
of the LBE was monitored by the two oxygen sensors that are installed in the pot.  
Hydrogen was used sporadically with D01 and D02, but its effects were not clear because 
with D01 the temperature was too low (too slow kinetics) and because with D02 the LBE 
temperature was changed simultaneously.  Three later disk samples—D04 (second 
immersion), D10, and D11—were exposed to hydrogen at 500°C in a consistent and 
controlled manner to elucidate its effects. 
The general results of the hydrogen can be seen in the plots of the resistance and CPE 
parameters vs. time in Appendix A and for each disk, but more detailed plots against time 
are presented for D10 in Figures A-147 through A-149.  The results of all three disks 
were similar.  The effect of hydrogen on these samples was striking and confirmed the 
hypothesis:  a reducing environment dramatically reduces the impedance response of a 
sample.  In fact, the effect was almost too good:  it was observed within mere minutes of 
introducing the gas, and it is difficult to imagine that appreciable deoxygenation of the 
LBE could happen within that time span, even at the relatively high temperature of 
500°C.  Certainly the effect on the impedance was seen well before the oxygen sensors 
registered the deoxygenation of the LBE.  However, tests were done with 100 sccm of 
6% O2, balance Ar, to see if the effect was due to thermal effects of the gas flow through 
the pot, and the effect was seen only with the hydrogen gas.  The only remaining 
alternative explanation for the effect is that hydrogen gas bubbles came into direct 
contact with the active steel areas of the disks and, therefore, reacted directly with the 
oxide layers rather than indirectly through deoxygenation of the LBE.  Even if this 
alternative explanation is the true one, the fact remains that hydrogen gas—whether 
indirectly or directly—does dramatically affect the impedance response of protective 
oxide layers.  This result is encouraging in that it confirms the assumption that the 
chemistry of the environment is an important variable for the impedance response. 
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5.11. Description of the Open Circuit Voltage 
On the last two disks that were tested, D10 and D11, the voltage coming from the disks 
was measured with two electrometers (Keithley Models 617 and 6517A) and with a 
handheld, battery-powered multimeter.  The results of the measurements on D10 are 
summarized in Figures A-150 through A-152.  The voltages were DC voltages and were 
generally between +20 and +80 mV as measured from the high connections to the low 
connections (i.e., steel substrate to LBE).  The voltages were present whether the LBE 
pot was electrically grounded or floating, and the use of a handheld and battery-powered 
multimeter and similar digital thermometer verified that the instruments also were not 
causing the voltages.  Increased temperature seemed to usually increase the voltage, but 
also erratic fluctuations that often seemed tied to the time derivative of the temperature 
were observed, especially at the highest temperatures; see Figure A-151. 
At low temperatures (less than about 300°C), the voltages were very sensitive to external 
static charge; a plastic brush, rubbed on cardboard to accumulate static charge, would 
wildly affect the disk voltage.  Another example of this sensitivity is the oscillations seen 
in Figure A-150, which were at a frequency of 7 rpm, the same frequency as the rocking 
of the LBE pot.  The rocking of the pot moved the cables and, of course, the impedance 
probe itself relative to the rest of laboratory, allowing external static charges to affect the 
voltages.  At higher temperatures, the generated voltages were not affected by static 
charge.  This phenomenon is to be expected:  At low temperatures, the high resistance of 
the oxide layers prevents the disk from easily equilibrating the electric fields on it which 
have been introduced by the external static charge.  Conversely at high temperatures, the 
low resistance of the oxide allows the electric fields introduced by the external static 
charge to equilibrate by the transfer of charge to and from the disk, leaving only the 
voltage generated by the disk itself to be measured. 
Another, expected observation is that the application of a DC bias immediately prior to 
making the voltage measurement changed the voltage on the disk, in the direction of the 
sign of the bias.  This effect occurred not only at low temperatures and high resistances, 
when it would be expected that it would be difficult for the oxide layers to dissipate any 
remaining bias charge, similar to the case of static electricity.  It also occurred at high 
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temperatures.  It is not surprising, however, because the DC bias effects of lowering the 
resistance persist well after the removal of the bias.  Therefore, if the DC bias effects and 
the self-generated voltages are related to the same physical or chemical phenomenon (see 
below), then it should be expected that the application of the DC bias should affect the 
self-generated voltages. 
Consistent measurements were not made on D11, but three general results were observed.  
First, negligible voltage was measured at temperatures lower than 400°C.  Second, 
significant voltages were measured at 500°C and above, up to 27 mV.  Third, low or 
negligible voltages were measured at these higher temperatures whenever the resistance 
was small (< 10 Ω) for whatever reason, including a recent temperature increase, the use 
of hydrogen, or the application of a DC bias prior to measurement of the voltage.  These 
observations seem generally consistent with the observations on D10. 
The cause of these self-generated voltages is not known at this time.  Many more 
measurements, performed consistently and with care, would probably need to be 
performed in order to properly characterize these voltages.  At this time, it could be 
speculated that the voltages are either (1) generated by ionic conduction through the 
steel’s oxide layers, in a manner similar to what occurs when yttria-stabilized zirconia is 
used in oxygen sensors, or (2) generated by ionic conduction through built-up lead oxide 
and other oxides on the active steel surface.  One problem with the first speculation is 
that the steel’s oxide layers are not only ionic conductors; electronic conduction through 
the oxide layers should lead to overall electrical neutrality.  A problem with the second 
speculation is that D11 seemed to not be completely covered in excess lead oxide and 
other oxides.  All that can be said with certainty is that (1) the voltages are real and do 
exist and (2) they cannot directly cause any rectification of AC electricity.  This second 
point is obvious from the principle of superposition of electrical voltages and currents; a 
DC bias can be superimposed upon an AC signal without affecting the AC signal at all.  
On the other hand, the chemical and physical processes that generate the voltages could 
also be involved with the rectification that has been observed, and thus the voltages could 
be indirectly tied to the rectification.  It seems likely that this last situation is the case. 
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6. What Does It Imply:  Further Discussion of the Results 
6.1. The Oxide Layers as Lossy Capacitors or as Capacitive Resistors? 
In consideration of all the data collected and in light of all the various influences and 
effects on the impedance responses of oxide layers in LBE, a fundamental question about 
such impedance measurements can now be addressed:  Should impedance measurements 
on these disks be looked at primarily as measurements on resistors or as measurements on 
capacitors?  In other words, are they non-ideal, lossy capacitors; or are they non-ideal 
resistors with stray capacitance?  The question is important because the answer 
determines into which academic camp this new sort of research should fall, as implied by 
the foregoing section that compares material interfaces in different environments.  If 
oxide layers in LBE are basically lossy capacitors, then dielectric theory is the proper tool 
for interpreting the results.  On the other hand, if they are capacitive resistors, then the 
theories of electrochemistry and of bulk oxide conductance become the more useful tools. 
In the opinion of this author, oxide layers on steels in LBE should be viewed primarily as 
non-ideal, capacitive resistors for the purposes of impedance measurements.  Four 
arguments support this conclusion.  First, the resistance of the oxide layers is not infinite 
but finite, especially above 400°C, at which LBE systems are likely to operate. [2]  The 
tests of the effects of external static electricity on open-circuit, self-generated voltages 
amply demonstrate that, above 400°C (or even some lower threshold), the resistance of 
the oxide layers is low enough that enough current can flow in a short enough time to 
balance out any impedance measurement signal.  Secondly, the resistance changes 
exponentially over orders of magnitude with changes in temperature, whereas the 
capacitance tends to remain more constant, after accounting for the mirroring and 
compensating trends of the CPE magnitude and exponent parameters.  Thirdly, the 
impedance drops dramatically with application of a DC bias.  Ideal capacitors should 
appear as stable, open circuits to direct current, yet oxide layers in LBE actually exhibit 
greater conductance as the frequency declines and as the AC signal magnitude is 
increased.  Fourthly, capacitors do not generate their own DC voltages.  Batteries do 
generate their own voltages, by definition; and in standard electrical-engineering circuit 
theory, batteries are usually represented as an ideal voltage source in series with an 
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internal resistance.  For oxide layers in LBE, the resistor value is probably much more 
important than the EMF value, but nevertheless the battery model seems to make the 
most sense.  For these reasons at minimum, the typical impedance response of oxide 
layers on stainless steels in molten LBE is most like a capacitive resistor. 
This resistor model does not mean that the researcher can ignore AC measurements and 
just do DC measurements of the conductivity.  Indeed, it has been exactly the distinction 
between the smaller AC signal used to measure the impedance and the larger DC voltage 
bias that has enabled this research to observe many of the properties here—particularly 
AC rectification and open-circuit voltage—which would have been obfuscated by DC 
measurements.  In particular, at the higher resistances of the oxides at lower 
temperatures, it is difficult to measure the DC resistance without using large signal 
voltages, as this research has shown.  In contrast, using AC signals to measure the 
impedance at high frequencies and then extrapolating it to low frequencies through the 
R+CPE equivalent circuit enables measurements of the “DC” resistance without actually 
inducing the DC bias effect.  Therefore, the full impedance spectrum should be used for 
impedance measurements in LBE so as to obtain the most amount of information 
possible. 
6.2. The Need for a New Circuit Element 
Once the transition is made to looking at the oxide layers in LBE as a resistor, possible 
improvements in the data analysis start to become apparent.  One of the first changes that 
need to be made to the data analysis is to create a resistor element that is dependent upon 
frequency.  As things currently stand, the resistor element is independent of frequency, 
and so the constant-phase element (CPE) must absorb all of the frequency dependence in 
the data, including any “fattening” or “flattening” of the complex-plane semi-circle.  This 
constraint is the cause of the inverse mirroring of the CPE magnitude and parameters 
with each other.  A particularly instructive case of the failure of the CPE to capture the 
data is the introduction of the DC-bias effect on the resistance at lower frequencies.  The 
CPE is unable to compensate well for this resistive change, but it does its best by 
tweaking the CPE magnitude and exponent to unreal values in order to add or subtract 
real impedance through the RTωpcos(πp/2) term in Equation 109 without substantially 
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changing the product Tωp, which represents the imaginary impedance.  (The sine term is 
close to one since p is close to one.)  Rather than force the CPE into gyrations to deal 
with a fundamentally resistive phenomenon, it seems better to create a resistive term that 
depends upon frequency, since that is what is actually going on.  More investigation into 
the nature of the DC bias effect on resistance and into the impedance response in general 
is probably necessary before such a resistive term could be developed that would be 
based upon the physics and chemistry involved. 
6.3. The Presence of Lead-Filled Nano-Channels in the Fe-Cr Spinel 
Oxide 
As mentioned in sections 2.2.2, “The Composition and Structure of the Oxide Layers 
Formed on T91 in LBE,” and 2.6.4, “The Transport of Oxygen to the Steel-Spinel 
Interface,” Martinelli et al. have postulated the presence of lead-filled nano-channels 
within the Fe-Cr spinel oxide layer and have found some evidence of them. [8]  These 
lead-filled nano-channels are presumed to be the fast-diffusion paths that bring oxygen 
from the LBE to the steel-spinel interface, to form the Fe-Cr spinel.  The trouble with this 
hypothesis is that other researchers have not yet found experimental evidence for these 
nano-channels. [2, 5, 9-11, 13, 28, 33]   
This dissertation provides experimental evidence that the lead-filled nano-channels do not 
exist, at least not in the form postulated by Martinelli et al.  As described previously, the 
electrical resistance of an oxide layer that is compromised with metal-filled nano-
channels should be much less than the resistance of a oxide layer that is free of liquid 
metal, since the electrical conductivity of metallic lead is much greater than the electrical 
conductivity of oxide.  The calculation to demonstrate this comparison is easiest when 
considering conductances instead of resistances and proceeds as follows: 
l
A
R
G σ== 1  Equation 111 
Conductance of 2-µm-thick Fe-Cr spinel on 31.7 mm2 active area, using a conductivity of 
1·10-5 (Ω·cm)-1 (see Figure 60): 
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Conductance of a 1-nm-diameter nano-channel, 2 µm long, and filled with metallic lead 
with a conductivity of 2.6·104 (Ω·cm)-1 at 500 K (227°C) [61]: 
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Conservatively small estimate of the number of nano-channels in the active area of 31.7 
mm
2
, assuming that there is one nano-channel for each 1.5 µm of oxide width in two 
dimensions, per Martinelli: [8]  
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Conductance of 1.42·107 nano-channels in electrical parallel: 
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Total conductance and resistance of Fe-Cr spinel that has been compromised with nano-
channels: 
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Equation 116 
This calculation shows that, while only one Pb-filled nano-channel would not appreciably 
affect the oxide resistance, the combined effect of all the Pb-filled nano-channels that are 
postulated would completely dominate the oxide resistance, leading to an effective short 
circuit. 
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Because Martinelli’s postulate of Pb-filled nano-channels would effectively have 
negligible resistance, the measurement of significant resistance in the experiments of this 
dissertation contradicts this postulate.  The experiments on D11 are especially meaningful 
in this regard, since the oxide on D11 grew in situ in the LBE, obviating the criticism that 
the typical measured resistance is due only to a pre-oxidized layer that does not contain 
Pb-filled nano-channels.  Another possible criticism is that, if the measured resistances 
are due primarily to interfacial effects (such as Schottky barriers), then the presence of 
Pb-filled nano-channels would have no effect on the resistance; the resistance of the 
compromised oxide would be in series with a very large interfacial resistance.  At this 
point, however, it seems that the measured resistance is, in fact, due to the resistance of 
the Fe-Cr spinel oxide, since even a Schottky barrier depends upon the presence of a 
semi-conducting (i.e., high-resistance) oxide.  In short, this dissertation’s experiments 
have indicated that Pb-filled nano-channels—with the lead in the metallic state—likely 
do not exist in the Fe-Cr spinel oxide.  It may be, however, that nano-channels exist that 
are filled with lead oxide (e.g., PbO), which has a specific resistivity of 2.67·103 Ω-m at 
472°C. [62]  Such PbO-filled nano-channels would have sufficient resistance as to not 
short out the Fe-Cr spinel. 
 141 
7. Impedance Measurements in LBE:  A Meaningful Technique 
This dissertation research has demonstrated conclusively that impedance spectroscopy 
measurements can be made reliably and repeatedly on typical oxide layers on stainless 
steels in molten LBE at temperatures up to 600°C.  Unexpected variables have been 
discovered in the process, namely, reduction of impedance due to DC bias, AC signal 
rectification, and open-circuit, self-generated voltage; and the variable of hydrogen gas 
was found to be more powerful than anticipated.  Simultaneously, ways have been found 
to better control other variables that have plagued previous research, namely, oxide 
failures due to thermal expansion, and a variable area of immersion.  Baseline values for 
the resistance and capacitance of the oxide layers have been established that are 
reasonable and are mostly consistent with related values in the literature, especially with 
other published experimental results on impedance measurements in the LBE 
environment.  Lastly, general areas of further investigation have been illuminated, such 
as metal-oxide Schottky-type barriers, numerical and diffusion-based ionic-electronic 
conduction models, and experiments in flowing LBE systems.  The foundation provided 
by the experimental data of this dissertation has advanced the possibility of using 
impedance spectroscopy as a scientific research tool and as an engineering corrosion 
monitoring device in LBE systems. 
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9. Appendix A:  Microanalysis and Impedance Results for 
Impedance Disks D01 through D11 
This appendix summarizes the relevant data from the eleven disk-type impedance 
samples, denoted D01 through D11.  First, Table A-1 presents the record of the 
experimentation done with each sample.  Then, the figures for each disk are grouped 
together, and the groups are ordered sequentially (i.e., figures for D01 are presented, then 
figures for D02, etc.).   Within each group, first the microanalysis for the disk is given; 
then the history of the resistance and CPE values are given, five days at a time; then the 
plot of conductivity versus inverse absolute temperature; then special DC bias results, if 
any; and lastly any other experimental results.  The scales of the axes on the various 
graphs have been chosen to cover the range within which the data can be reasonably 
expected to be meaningful, rather than the customary choice to cover all the available 
data.  Thus, for example, the maximum resistance that is plotted on the history plots is 
1 GΩ, despite some data indicating larger resistances.  (See the main text for more 
discussion of this particular choice.)  
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Table A-1:  Record of Experimentation with Disk-Type Impedance Samples 
Sample Name Batch Number 
for 
Flamespraying
Preoxidation 
Duration (hours)
Preoxidation 
Temperature 
(°C)
Fate Duration of 
Immersion 
(hours)
Maximum 
Temperature 
(°C)
Final, Average 
Spinel Oxide 
Thickness (µm)
D01 1 Not recorded 800 In LBE 650.0 600 1
D02 1 Not recorded 800 In LBE 479.5 550 10
D03 first immersion 19.6 200
D03 second immersion 46.4 380
D03 third immersion 261.5 550
D03 totals 327.5 1, scraped areas
D04 first immersion 745.8 550
D04 second immersion 280.6 500
D04 totals 1026.4 8
D05 2 72.3 800 In LBE 933.3 500 2
D06 2 72.3 800 In LBE 433.3 500 1
D07 2 60.0 800 Au-coated, in 
tube furnace 190.4 550 1
D08 3 Coated with Al2O3 NA In LBE 93.2 600 200
D09 3 Not preoxidized NA In LBE 1177.3 500 8
D10 3 97.5 800 In LBE 1105.5 600 12
D11 3 Not preoxidized NA In LBE 144.7 600 5
2 71.5
71.52
800 In LBE
800 In LBE
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Figure A-1:  SEM, EDX, and Optical Pictures of Sample D01 
 148 
1.0E-01
1.0E+00
1.0E+01
1.0E+02
1.0E+03
1.0E+04
1.0E+05
1.0E+06
1.0E+07
1.0E+08
1.0E+09
0 24 48 72 96 120
Duration of Immersion (hours)
Ca
lc
u
la
te
d 
D
C 
R
es
ist
an
ce
 (o
hm
s)
150
200
250
300
350
400
450
500
550
600
650
LB
E 
Te
m
pe
ra
tu
re
 
(de
gr
ee
s 
C)
DC Resistance LBE Temperature
After this point, data 
collection did not resume 
until 284.77 hours after 
immersion.
H2 Gas 
On
 
Figure A-2:  The Calculated DC Resistance of Sample D01 During The First Five Days 
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Figure A-3:  The Calculated CPE Magnitude and Exponent of Sample D01 During The 
First Five Days 
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Figure A-4:  The Calculated DC Resistance of Sample D01 During The Third Five Days 
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Figure A-5:  The Calculated CPE Magnitude and Exponent of Sample D01 During The 
Third Five Days 
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Figure A-6:  The Calculated DC Resistance of Sample D01 During The Fourth Five Days 
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Figure A-7:  The Calculated CPE Magnitude and Exponent of Sample D01 During The 
Fourth Five Days 
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Figure A-8:  The Calculated DC Resistance of Sample D01 During The Fifth Five Days 
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Figure A-9:  The Calculated CPE Magnitude and Exponent of Sample D01 During The 
Fifth Five Days 
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Figure A-10:  The Calculated DC Resistance of Sample D01 During The Sixth Five Days 
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Figure A-11:  The Calculated CPE Magnitude and Exponent of Sample D01 During The 
Sixth Five Days 
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Figure A-12:  Calculated DC Conductivity of Sample D01 During Temperature Changes 
(Final Spinel Thickness Assumed ≈ 1 µm) 
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Figure A-13:  SEM, EDX, and Optical Pictures of Sample D02 
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Figure A-14:  The Calculated DC Resistance of Sample D02 During The First Five Days 
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Figure A-15:  The Calculated CPE Magnitude and Exponent of Sample D02 During The 
First Five Days 
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Figure A-16:  The Calculated DC Resistance of Sample D02 During The Second Five 
Days 
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Figure A-17:  The Calculated CPE Magnitude and Exponent of Sample D02 During The 
Second Five Days 
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Figure A-18:  The Calculated DC Resistance of Sample D02 During The Third Five Days 
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Figure A-19:  The Calculated CPE Magnitude and Exponent of Sample D02 During The 
Third Five Days 
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Figure A-20:  The Calculated DC Resistance of Sample D02 During The Fourth Five 
Days 
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Figure A-21:  The Calculated CPE Magnitude and Exponent of Sample D02 During The 
Fourth Five Days 
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Figure A-22:  Calculated DC Conductivity of Sample D02 During Temperature Changes 
(Final Spinel Thickness ≈ 10 µm) 
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Figure A-23:  SEM and EDX Pictures of an Undamaged Portion of Sample D03, with Optical Pictures of the Entire Sample 
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Figure A-24:  SEM and EDX Pictures of Damaged Portion of Sample D03 
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Figure A-25:  The Calculated DC Resistance of Sample D03 During The First Five Days 
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Figure A-26:  The Calculated CPE Magnitude and Exponent of Sample D03 During The 
First Five Days 
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Figure A-27:  Calculated DC Conductivity of Sample D03 During Temperature Changes 
(Assuming Damaged Spinel Thickness ≈ 1 µm) 
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Figure A-28:  SEM, EDX, and Optical Pictures of Sample D04 (After Both Immersions)
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Figure A-29:  The Calculated DC Resistance of Sample D04 During The First Five Days 
of Its First Immersion 
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Figure A-30:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
First Five Days of Its First Immersion 
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Figure A-31:  The Calculated DC Resistance of Sample D04 During The Second Five 
Days of Its First Immersion 
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Figure A-32:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Second Five Days of Its First Immersion 
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Figure A-33:  The Calculated DC Resistance of Sample D04 During The Third Five Days 
of Its First Immersion 
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Figure A-34:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Third Five Days 
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Figure A-35:  The Calculated DC Resistance of Sample D04 During The Fourth Five 
Days of Its First Immersion 
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Figure A-36:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Fourth Five Days of Its First Immersion 
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Figure A-37:  The Calculated DC Resistance of Sample D04 During The Fifth Five Days 
of Its First Immersion 
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Figure A-38:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Fifth Five Days of Its First Immersion 
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Data were taken at only two frequencies per scan. 
(Fitting requires more frequencies.)  DC bias 
sweeps were conducted during this period.  
 
Figure A-39:  The Calculated DC Resistance of Sample D04 During The Sixth Five Days 
of Its First Immersion 
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Data were taken at only two frequencies per scan. 
(Fitting requires more frequencies.)  DC bias sweeps 
were conducted during this period.  
 
Figure A-40:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Sixth Five Days of Its First Immersion 
 
 171 
1.0E-01
1.0E+00
1.0E+01
1.0E+02
1.0E+03
1.0E+04
1.0E+05
1.0E+06
1.0E+07
1.0E+08
1.0E+09
720 744 768 792 816 840
Duration of Immersion (hours)
Ca
lc
u
la
te
d 
D
C 
R
es
ist
an
ce
 (o
hm
s)
150
200
250
300
350
400
450
500
550
600
650
LB
E 
Te
m
pe
ra
tu
re
 (°
C)
DC Resistance LBE Temperature
DC Bias Applied; 
Multi-frequency Scans
Data were taken at only two frequencies 
per scan. (Fitting requires more 
frequencies.)  DC bias sweeps were 
conducted during this period.  
 
Figure A-41:  The Calculated DC Resistance of Sample D04 During The  Seventh Five 
Days of Its First Immersion 
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Figure A-42:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Seventh Five Days of Its First Immersion 
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Figure A-43:  Calculated DC Conductivity of Sample D04 During Temperature Changes 
During Its First Immersion (Final Spinel Thickness After 2nd Immersion ≈ 8 µm) 
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Figure A-44:  Calculated DC Resistance (with Data from the Agilent 4263B) of Sample 
D04 (First Immersion) During Sweeping of Superimposed DC Bias, at 450°C, with 
Various AC Signal Magnitudes, and about 316 Hours after Immersion 
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Figure A-45:  Calculated DC Resistance of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 450°C, with Various AC Signal Magnitudes; 
about 318 Hours after Immersion. (Data were taken using the HP4192A with the LBE pot 
electrically grounded.) 
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Figure A-46:  Calculated DC Resistance of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 450°C, with Various AC Signal Magnitudes, and 
about 318 Hours after Immersion.  (Data were taken using the HP4192A and with the 
LBE pot electrically floating.) 
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Figure A-47:  Calculated DC Resistance of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 550°C, with AC Signal Magnitude of 100 mV 
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Figure A-48:  Real Impedance at 5 Hz of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 550°C, with AC Signal Magnitude of 100 mV, 
and with Scans at 5 Hz and 60 kHz Only 
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Figure A-49:  Real Impedance at 5 Hz of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 300°C, with Various AC Signal Magnitudes, and 
with Scans at 5 Hz and 60 kHz Only 
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Figure A-50:  Calculated DC Resistance of Sample D04 (First Immersion) During 
Sweeping of Superimposed DC Bias, at 300°C, with AC Signal Magnitude of 1000 mV, 
with Scans at Thirteen Frequencies, and about 742 Hours after Immersion 
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Figure A-51:  The effect of increasing the AC signal amplitude on the low-frequency end 
of the complex-plane plot of the impedance of D04 (first immersion).  The impedance 
scans were made from high frequency to low frequency, with the HP4192A, at 450°C 
and about 314 hours after initial immersion. 
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Figure A-52:  The effect of decreasing the AC signal amplitude on the low-frequency end 
of the complex-plane plot of the impedance of D04 (first immersion).  The impedance 
scans were made from high frequency to low frequency, with the HP4192A, at 450°C 
and about 314 hours after initial immersion. 
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Figure A-53:  The effect of changing the AC signal amplitude on the low-frequency end 
of the complex-plane plot of the impedance of D04 (first immersion).  The impedance 
scans were made from high frequency to low frequency, with both the HP4192A and the 
Agilent 4263B, at 450°C and about 314 hours after initial immersion. 
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Figure A-54:  The calculated DC resistances of the curves in Figures A-51 through A-53, 
plotted as a function of the AC signal magnitude, in volts 
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Figure A-55:  The full complex-plane and Bode plots for D04 (first immersion) for 
Figures A-51 through A-53 
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Figure A-56:  The Calculated DC Resistance of Sample D04 During The First Five Days 
of Its Second Immersion 
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Figure A-57:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
First Five Days of Its Second Immersion 
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Figure A-58:  The Calculated DC Resistance of Sample D04 During The Second Five 
Days of Its Second Immersion 
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Figure A-59:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Second Five Days of Its Second Immersion 
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Figure A-60:  The Calculated DC Resistance of Sample D04 During The Third Five Days 
of Its Second Immersion 
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Figure A-61:  The Calculated CPE Magnitude and Exponent of Sample D04 During The 
Third Five Days of Its Second Immersion 
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Figure A-62:  Calculated DC Conductivity of Sample D04 During Temperature Changes 
of Its Second Immersion (Final Spinel Thickness after 2nd Immersion ≈ 8 µm) 
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Figure A-63:  Calculated DC Resistance of Sample D04 (Second Immersion) During 
Sweeping of Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 1000 mV, 
and about 204 Hours after Immersion 
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Figure A-64:  SEM, EDX, and Optical Pictures of Sample D05 
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Figure A-65:  The Calculated DC Resistance of Sample D05 During The First Five Days 
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Figure A-66:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
First Five Days 
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Figure A-67:  The Calculated DC Resistance of Sample D05 During The Second Five 
Days 
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Figure A-68:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Second Five Days 
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Figure A-69:  The Calculated DC Resistance of Sample D05 During The Third Five Days 
 
1.0E-15
1.0E-14
1.0E-13
1.0E-12
1.0E-11
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
1.0E+00
240 264 288 312 336 360
Duration of Immersion (hours)
CP
E 
M
ag
n
itu
de
 ((
F/s
)*(
s/r
ad
ia
n
)^p
)
0.000
0.200
0.400
0.600
0.800
1.000
1.200
1.400
1.600
1.800
2.000
CP
E 
Ex
po
n
en
t p
 
(un
itl
es
s)
CPE Magnitude CPE Exponent p
DC Bias 
Applied
 
Figure A-70:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Third Five Days 
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Figure A-71:  The Calculated DC Resistance of Sample D05 During The Fourth Five 
Days 
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Figure A-72:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Fourth Five Days 
 
 190 
1.0E-01
1.0E+00
1.0E+01
1.0E+02
1.0E+03
1.0E+04
1.0E+05
1.0E+06
1.0E+07
1.0E+08
1.0E+09
480 504 528 552 576 600
Duration of Immersion (hours)
Ca
lc
u
la
te
d 
D
C 
R
es
ist
an
ce
 (o
hm
s)
150
200
250
300
350
400
450
500
550
600
650
LB
E 
Te
m
pe
ra
tu
re
 (°
C)
DC Resistance LBE Temperature
 
Figure A-73:  The Calculated DC Resistance of Sample D05 During The Fifth Five Days 
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Figure A-74:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Fifth Five Days 
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Figure A-75:  The Calculated DC Resistance of Sample D05 During The Sixth Five Days 
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Figure A-76:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Sixth Five Days 
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Figure A-77:  The Calculated DC Resistance of Sample D05 During The Seventh Five 
Days 
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Figure A-78:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Seventh Five Days 
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Figure A-79:  The Calculated DC Resistance of Sample D05 During The Eighth Five 
Days 
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Figure A-80:  The Calculated CPE Magnitude and Exponent of Sample D05 During The 
Eighth Five Days 
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Figure A-81:  Calculated DC Conductivity of Sample D05 During Temperature Changes 
(Final Spinel Thickness ≈ 2 µm) 
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Figure A-82:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 400°C, with AC Signal Magnitude of 100 mV, and Starting 
about 237 Hours after Immersion 
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Figure A-83:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 100 mV, and Starting 
about 261 Hours after Immersion 
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Figure A-84:  Comparison of the Calculated DC Resistance and the Real Impedance at 5 
Hz of Sample D05 During Sweeping of Superimposed DC Bias, at 300°C, with AC 
Signal Magnitude of 1000 mV, and about 741 Hours after Immersion 
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Figure A-85:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 350°C, with AC Signal Magnitude of 1000 mV, and Taken 
between 758 and 766 Hours after Immersion 
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Figure A-86:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 400°C, with AC Signal Magnitude of 1000 mV, and Taken 
between 783 and 789 Hours after Immersion 
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Figure A-87:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 450°C, with Various AC Signal Magnitudes, and Data Taken 
between 804 and 931 Hours after Immersion, using the HP4192A 
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Figure A-88:  Calculated DC Resistance of Sample D05 During Sweeping of 
Superimposed DC Bias, at 450°C, with Various AC Signal Magnitudes, and Data Taken 
at 828 and at 931 Hours after Immersion, Respective
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Figure A-89:  SEM, EDX, and Optical Pictures of Sample D06 
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Figure A-90:  The Calculated DC Resistance of Sample D06 During The First Five Days 
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Figure A-91:  The Calculated CPE Magnitude and Exponent of Sample D06 During The 
First Five Days 
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Figure A-92:  The Calculated DC Resistance of Sample D06 During The Second Five 
Days 
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Figure A-93:  The Calculated CPE Magnitude and Exponent of Sample D06 During The 
Second Five Days 
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Figure A-94:  The Calculated DC Resistance of Sample D06 During The Third Five Days 
 
1.0E-15
1.0E-14
1.0E-13
1.0E-12
1.0E-11
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
1.0E+00
240 264 288 312 336 360
Duration of Immersion (hours)
CP
E 
M
ag
n
itu
de
 ((
F/s
)*(
s/r
ad
ia
n
)^p
)
0.000
0.200
0.400
0.600
0.800
1.000
1.200
1.400
1.600
1.800
2.000
CP
E 
Ex
po
n
en
t p
 
(un
itl
es
s)
CPE Magnitude CPE Exponent p
DC Bias 
Applied
 
Figure A-95:  The Calculated CPE Magnitude and Exponent of Sample D06 During The 
Third Five Days 
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Figure A-96:  The Calculated DC Resistance of Sample D06 During The Fourth Five 
Days 
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Figure A-97:  The Calculated CPE Magnitude and Exponent of Sample D06 During The 
Fourth Five Days 
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Figure A-98:  Calculated DC Conductivity of Sample D06 During Temperature Changes 
(Final Chromia/Alumina Thickness ≈ 1 µm) 
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Figure A-99:  Calculated DC Resistance of Sample D06 During Sweeping of 
Superimposed DC Bias, at 200°C, with AC Signal Magnitude of 1000 mV, and Promptly 
after Immersion 
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Figure A-100:  Calculated DC Resistance of Sample D06 During Sweeping of 
Superimposed DC Bias, at 200°C, with AC Signal Magnitude of 20 mV, and about 261 
Hours after Immersion 
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Figure A-101:  Calculated DC Resistance of Sample D06 During Sweeping of 
Superimposed DC Bias, at 200°C, with AC Signal Magnitude of 20 mV, and about 432 
Hours after Immersion 
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Figure A-102:  The effect of changing the AC signal amplitude on the complex-plane plot 
of the impedance of D06.  The impedance scans were made from high frequency to low 
frequency, between 259.8 and 260.3 hours after initial immersion.  Eleven scans (only 
three shown here) were made at 1100 mV, and all showed similar results. 
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Figure A-103:  SEM, EDX, and Optical Pictures of Sample D07 
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No microanalys is (e.g. , SEM or EDX) was performed on D08, since it  
was completely covered with flame-sprayed alumina coating.
 
Figure A-104:  Optical Pictures of Sample D08 
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Figure A-105:  The Calculated DC Resistance of Sample D08 During The First Five 
Days 
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Figure A-106:  The Calculated CPE Magnitude and Exponent of Sample D08 During The 
First Five Days 
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Figure A-107:  Calculated DC Conductivity of Sample D08 During Temperature 
Changes (Alumina Coating Thickness ≈ 200 µm) 
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Figure A-108:  Calculated DC Resistance of Sample D08 During Sweeping of 
Superimposed DC Bias, at 600°C, with AC Signal Magnitude of 1100 mV, and about 66 
Hours after Immersion 
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Figure A-109:  Calculated DC Resistance of Sample D08 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 1100 mV, and about 71 
Hours after Immersion 
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Figure A-110:  Calculated DC Resistance of Sample D08 During Sweeping of 
Superimposed DC Bias, at 400°C, with AC Signal Magnitude of 1100 mV, and about 89 
Hours after Immersion 
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Figure A-111:  SEM, EDX, and Optical Pictures of Sample D09 
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Figure A-112:  The Calculated DC Resistance of Sample D09 During The First Day, for 
which It Was Calculated 
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Figure A-113:  The Calculated CPE Magnitude and Exponent of Sample D09 During The 
First Day, for which It Was Calculated 
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Figure A-114:  The Real Impedance at 5 Hz of Sample D09 During The First Five Days 
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Figure A-115:  The Real Impedance at 5 Hz of Sample D09 After the First Five Days 
 
 214 
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
0.0010 0.0012 0.0014 0.0016 0.0018 0.0020 0.0022
Inverse Temperature (K-1)
Ca
lc
u
la
te
d 
D
C 
Co
n
du
ct
iv
ity
 
(oh
m
s-
cm
)-1
727°C 182°C227°C283°C352°C441°C560°C
 
Figure A-116:  Calculated DC Conductivity (from 5 Hz Real Impedance) of Sample D09 
During Temperature Changes (Final Undamaged Spinel Thickness ≈ 8 µm) 
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Figure A-117:  SEM, EDX, and Optical Pictures of Sample D10 
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Figure A-118:  The Calculated DC Resistance of Sample D10 During The First Five 
Days 
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Figure A-119:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
First Five Days 
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Figure A-120:  The Calculated DC Resistance of Sample D10 During The Second Five 
Days 
 
1.0E-15
1.0E-14
1.0E-13
1.0E-12
1.0E-11
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
1.0E+00
120 144 168 192 216 240
Duration of Immersion (hours)
CP
E 
M
ag
n
itu
de
 
((F
/s)
*
(s/
ra
di
an
)^p
)
0.000
0.200
0.400
0.600
0.800
1.000
1.200
1.400
1.600
1.800
2.000
CP
E 
Ex
po
n
en
t p
 
(un
itl
es
s)
CPE Magnitude CPE Exponent p
DC Bias 
Applied
Random Instability
 
Figure A-121:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Second Five Days 
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Figure A-122:  The Calculated DC Resistance of Sample D10 During The Third Five 
Days 
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Figure A-123:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Third Five Days 
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Figure A-124:  The Calculated DC Resistance of Sample D10 During The Fourth Five 
Days 
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Figure A-125:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Fourth Five Days 
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Figure A-126:  The Calculated DC Resistance of Sample D10 During The Fifth Five 
Days 
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Figure A-127:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Fifth Five Days 
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Figure A-128:  The Calculated DC Resistance of Sample D10 During The Sixth Five 
Days 
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Figure A-129:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Sixth Five Days 
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Figure A-130:  The Calculated DC Resistance of Sample D10 During The Seventh Five 
Days 
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Figure A-131:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Seventh Five Days 
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Figure A-132:  The Calculated DC Resistance of Sample D10 During The Eighth Five 
Days 
 
1.0E-15
1.0E-14
1.0E-13
1.0E-12
1.0E-11
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
1.0E+00
840 864 888 912 936 960
Duration of Immersion (hours)
CP
E 
M
ag
n
itu
de
 ((
F/s
)*(
s/r
ad
ia
n
)^p
)
0.000
0.200
0.400
0.600
0.800
1.000
1.200
1.400
1.600
1.800
2.000
CP
E 
Ex
po
n
en
t p
 
(un
itl
es
s)
CPE Magnitude CPE Exponent p
Measured Voltage 
from D10
TLBE Reached 
Freezing for 7.5 
min
 
Figure A-133:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Eighth Five Days 
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Figure A-134:  The Calculated DC Resistance of Sample D10 During The Ninth Five 
Days 
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Figure A-135:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Ninth Five Days 
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Figure A-136:  The Calculated DC Resistance of Sample D10 During The Tenth Five 
Days 
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Figure A-137:  The Calculated CPE Magnitude and Exponent of Sample D10 During The 
Tenth Five Days 
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Figure A-138:  Calculated DC Conductivity of Sample D10 During Temperature 
Changes (Final Undamaged Spinel Thickness ≈ 12 µm) 
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Figure A-139:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 200°C, with AC Signal Magnitude of 20 mV, and about 73 
Hours after Immersion 
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Figure A-140:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 200°C, with AC Signal Magnitude of 20 mV, and about 114 
Hours after Immersion 
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Figure A-141:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 300°C, with AC Signal Magnitude of 20 mV, and about 236 
Hours after Immersion 
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Figure A-142:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 400°C, with AC Signal Magnitude of 20 mV, and about 217 
Hours after Immersion 
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Figure A-143:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 20 mV, and about 198 
Hours after Immersion 
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Figure A-144:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 20 mV, and about 271 
Hours after Immersion 
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Figure A-145:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 20 mV, and about 385 
Hours after Immersion 
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Figure A-146:  Calculated DC Resistance of Sample D10 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 1000 mV, and about 455 
Hours after Immersion 
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Figure A-147:  The Effect of Hydrogen Gas on the Calculated DC Resistance of Sample 
D10, at 500°C 
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Figure A-148:  The Effect of Hydrogen Gas on the Calculated CPE Magnitude of Sample 
D10, at 500°C 
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Figure A-149:  The Effect of Hydrogen Gas on the Calculated CPE Exponent of Sample 
D10, at 500°C 
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Figure A-150:  Voltage Generated by D10, as Measured by the Two Keithley 
Electrometers (Models 617 & 6517A) and a Handheld Multimeter (620 to 680 hours) 
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Figure A-151:  Voltage Generated by D10, as Measured by the Two Keithley 
Electrometers (Models 617 & 6517A) (810 to 850 hours) 
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Figure A-152:  Voltage Generated by D10, as Measured by the Two Keithley 
Electrometers (Models 617 & 6517A) (910 to 990 hours) 
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Figure A-153:  SEM, EDX, and Optical Pictures of Sample D11 
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Figure A-154:  The Calculated DC Resistance of Sample D11 During The First Five 
Days 
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Figure A-155:  The Calculated CPE Magnitude and Exponent of Sample D11 During The 
First Five Days 
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Figure A-156:  The Calculated DC Resistance of Sample D11 During The Second Five 
Days 
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Figure A-157:  The Calculated CPE Magnitude and Exponent of Sample D11 During The 
Second Five Days 
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Figure A-158:  Calculated DC Conductivity of Sample D11 During Temperature 
Changes (Final Average Spinel Thickness ≈ 5 µm) 
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Figure A-159:  Calculated DC Resistance of Sample D11 During Sweeping of 
Superimposed DC Bias, at 400°C, with AC Signal Magnitude of 100 mV, and about 97 
Hours after Immersion 
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Figure A-160:  Calculated DC Resistance of Sample D11 During Sweeping of 
Superimposed DC Bias, at 500°C, with AC Signal Magnitude of 100 mV, and about 113 
Hours after Immersion 
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Figure A-161:  The effect of increasing the AC signal amplitude on the complex-plane 
plot of the impedance of D11.  The impedance scans were made from low frequency to 
high frequency (inverse from the usual scan direction).  The tail length of each scan is 
measured from the knee of the scan to the tip of the tail. 
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Figure A-162:  The effect of increasing the AC signal amplitude on the complex-plane 
plot of the impedance of D11.  The impedance scans were made from high frequency to 
low frequency (the usual scan direction).  The tail length of each scan is measured from 
the knee of the scan to the tip of the tail. 
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