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Abstract
Urban wastewater sector is being pushed to optimize processes in order to reduce energy
consumption without compromising its quality standards. Energy costs can represent a
significant share of the global operational costs (between 50% and 60%) in an intensive
energy consumer. Pumping is the largest consumer of electrical energy in a wastewater
treatment plant. Thus, the optimal control of pump units can help the utilities to
decrease operational costs. This work describes an innovative predictive control policy
for wastewater variable-frequency pumps that minimize electrical energy consumption,
considering uncertainty forecasts for wastewater intake rate and information collected by
sensors accessible through the Supervisory Control and Data Acquisition system. The
proposed control method combines statistical learning (regression and predictive models)
and deep reinforcement learning (Proximal Policy Optimization). The following main
original contributions are produced: i) model-free and data-driven predictive control;
ii) control philosophy focused on operating the tank with a variable wastewater set-
point level; iii) use of supervised learning to generate synthetic data for pre-training the
reinforcement learning policy, without the need to physically interact with the system.
The results for a real case-study during 90 days show a 16.7% decrease in electrical energy
consumption while still achieving a 97% reduction in the number of alarms (tank level
above 7.2 meters) when compared with the current operating scenario (operating with
a fixed set-point level). The numerical analysis showed that the proposed data-driven
method is able to explore the trade-off between number of alarms and consumption
minimization, offering different options to decision-makers.
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1. Introduction
1.1. Motivation
Drivers such as climate change, population, urbanization, aging infrastructures and
electricity costs are all expected to impose significant strains on urban water cycle systems
management. The urban water and wastewater sector is confronted by the challenge of
optimizing processes in order to reduce energy consumption and reduce the emission of
greenhouse gases arising from water and wastewater transport and treatment without
compromising water quality standards to which they are subjected [1]. It is important to
highlight that energy costs represent a relevant component of water utilities operational
costs and the water sector is an energy intensive consumer. For instance, the urban water
sector represents 1.4% of the total electrical consumption in Portugal, including all water
and wastewater infrastructures (36% in wastewater infrastructures). In terms of total
operational costs, energy consumption corresponds to around 57% (without considering
human resources).
Additionally, the operational efficiency of wastewater services is generally lower, when
compared to the best practices in other industries [2], and it is expected that future
quality standards will become more restrictive and it will be necessary to improve ex-
isting treatments with the adoption of new technologies that may be intensive energy
consumers. Recent advancements in smart water networks and internet-of-things are
helping water and wastewater utilities to move in this direction, boosting efficiency and
becoming more proactive in the wastewater treatment [3].
Most of the processes that occur in a wastewater treatment plant (WWTP) require
electrical energy for their operation and are intensive consumers. Pumping is the largest
consumer of electrical energy in WWTP [4]. Therefore, the control of pump units in
WWTP can help utilities to decrease operational costs (e.g., electricity costs) provid-
ing increased energy savings and environmental performance. The predictive control of
pumping systems is the main objective of the present work.
∗Corresponding author
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1.2. Related Work and Contributions
Kalaiselvan et al. conducted a literature review of energy efficiency actions for pump-
ing systems, grouped by component design, selection and dimensioning, control and ad-
justment of variable-frequency pump units [5]. The category “control and adjustment”
was divided in the following sub-categories: (a) variable-frequency drive control; (b) load
shifting; (c) process optimization.
Load shifting has been an active area of research, mainly focused on the improvement
of the mathematical tractability and performance of mixed integer-nonlinear program-
ming for scheduling the operation of pumping stations in water distribution systems,
over a future period (e.g., day-ahead), in order to minimize electrical energy costs sub-
ject to constraints that account for the distribution system hydraulics modelled with
the hydraulic simulation code KYPIPE [6]. For the same problem, Menke et al. pro-
posed linearized (approximated) optimization models solved using a branch and bound
method that generate optimized pump schedules with bounded optimality gaps. [7]. An-
other example is the model predictive control (MPC) with binary integer programming
optimization for load shifting in a water pumping system [8].
Alternative approaches to the classical mathematical programming are meta-heuristics,
such as: multi-objective evolutionary algorithm that minimizes the cost of pumping and
maximizes the minimum stop time [9]; genetic algorithms (GA) for optimizing the pump-
ing schedules of water supply systems, combined with EPANET hydraulic solver to assess
the feasibility of potential solutions [10]; [11] compared GA, simulated annealing and par-
ticle swarm optimization (PSO) for dynamically managing the pump activation heights
that minimize energy costs over a given time horizon, considering a physical modelling
of the system that includes cavitation and overflow features.
This problem is gaining new attention with demand-side management programs and
opportunities created by the synergy between smart electric and water distribution net-
works [12]. This new paradigm requires tractable convex mixed-integer non-linear pro-
gramming (MINLP) problems, robust to highly dynamic electricity tariffs [13], or the use
of different variants of dynamic programming for solving the optimization problem [14].
Furthermore, opportunities like the participation in ancillary services (i.e., short term
operational reserve, firm frequency response, frequency control by demand management)
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will emerge for flexible pumping systems [15].
All the aforementioned works share the following characteristics: i) are focused on
operational scheduling of water distribution systems; ii) do not cover real-time control of
pumping units (i.e., continuous optimization) and are designed for fixed-speed motored
pumps (i.e., integer variables); iii) the formulations rely on approximations of the hy-
draulic model. Moreover, in WWTP, “long-term” flexibility (i.e., load shifting) is lower
in comparison to water distribution. Therefore, most of the potential energy savings are
a result of “short-term” flexibility, i.e., energy optimization close to real-time of variable-
frequency pumps. For instance, the MPC, proposed by van Staden et al. in [8], can only
be applicable in practice under certain conditions: i) constant or known water inflow
rate; ii) large water reservoirs that allow pump scheduling in a 24 hours window (e.g.,
considering different electricity tariffs); iii) binary (on/off) control of pumps.
The present paper fits in the “process optimization” category and proposes an inno-
vative data-driven energy optimization strategy of WWTP variable-frequency pumps. It
combines statistical learning (regression and predictive models) and artificial intelligence
(AI) techniques. The main objective is to design predictive pump control policies that
minimize electrical energy consumption, considering uncertainty forecasts for wastewater
intake and information collected by sensors that are typically installed in WWTP and
accessible through the SCADA system. Constraints related to the desired output (i.e.,
wastewater output flow/head) are also included. Furthermore, this control approach
does not require an explicit (or mathematical) model of the process, since the system
dynamics are learned from the data.
Modelling the physical system with supervised learning has been explored by other
authors in the MPC framework and for other problems. Afram et al. proposed the
use of artificial neural networks for modelling Heating, Ventilating and Air Conditioning
(HVAC) systems, which are integrated in an optimization problem solved with different
approaches, such as GA, PSO, interior-point method, branch and bound [16]. Jain et
al. propose the use of online Gaussian processes for real-time closed-loop finite horizon
receding horizon control, which takes advantage from optimal experiment design when
limited data are available for training [17]. This method was applied to energy manage-
ment during building load curtailment for economic demand response. Linear models
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were also explored by other authors, such as regression trees (i.e., dataset partition until
having leaves where linear parametric models can be applied) and random forests for
receding horizon control applied to building energy management [18]. The same authors
proposed in [19] a state-space switched affine dynamical model that outperforms static
models constructed with regression trees or random forests. In contrast to these mod-
elling methods for MPC, the data-driven modelling methodology proposed in the present
paper is oriented to the RL paradigm, which does not require a close-form expression
like MPC, and is developed specifically for wastewater pumping stations.
For this problem, the industry’s state-of-the-art is to turn on/off pumps or adjust
operating point of variable-frequency pumps according to a fixed level-based control
system. For instance, this patent [20] describes a method for operating a pumping system
of a WWTP where the pump starts operating if a level of a wastewater in a tank exceeds
a first level, and the pump stops pumping if the level of the wastewater in the tank
drops below a second level. However, control algorithms based on soft computing are
earning attention and being explored for WWTP and water distribution systems, mainly
in cases were the physical (or mathematical) model is not available or is too complex
to be integrated in a classical controller. It is important to underline that data-driven
techniques, such as fuzzy logic, clustering, neural networks, support vector machines,
have been applied to the wastewater sector for many years and one of the driving forces
was to increase the performance of processes and optimize the usage of resources [21].
Moreover, these techniques can also be used to derive user-friendly performance index
for pump energy efficiency and identify potential failures at an early stage [22].
Fiter et al. described a fuzzy logic controller to regulate the aeration in the bioreactor
of a WTTP [23]. The controller integrated information from two signals, dissolved oxygen
and oxidation-reduction potential values, to minimize the electrical energy consumption.
Reinforcement learning (RL) was also applied to optimize different processes in WWTP.
Syafiie et al. proposed a model-free control approach for advanced oxidation processes
(or Fenton process), since according to the authors it is extremely difficult do develop
a precise mathematical model and the system is subject to several uncertainties and
time-evolving characteristics [24]. As an alternative to proportional–integral–derivative
(PID) controllers, Hernández-del-Olmo et al. explored RL for oxygen control in the N-
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ammonia removal process, whose main objective was to minimize WTTP operational
costs (including energy costs) [25]. Asadi et al. optimized water quality and energy
consumption of the aeration process by combining boosting trees for feature selection and
different machine learning algorithms (e.g., artificial neural networks, random forests) for
modeling the relationship between input, controllable and output variables [26]. Han et
al. proposed a multi-objective control strategy that satisfies the effluent quality and
reduces the energy consumption of the wastewater treatment process [27]. The control
method combines multi-objective PSO and uses a fuzzy neural network controller to trace
the obtained set-points for dissolved oxygen and nitrate (fully detailed in [28]).
More related with the work of the present paper, Kebir et al. described a rule-based
method to control WWTP pumps according to the measured wastewater tank level and
minimize electrical energy consumption by using a fuzzy logic controller that works as
follows: on rainy days, pumps react faster and frequency is increased quickly to avoid
flooding; on dry days, pumps can react more slowly and frequency is decreased softly to
prevent the draining of the tank [4].
Data mining algorithms were also explored to optimize the pump operation, including
the modeling of input and output variables. Wei and Kusiak applied static multi-layer
perceptron and dynamic neural networks to forecast the influent flow in WWTP [29].
Zhang and Kusiak tested seven data mining algorithms based in 5-min and 30-min data
to construct a pump energy consumption model and a water flow rate (after the pumps)
model of the preliminary treatment process of a WWTP [30]. These two data-driven mod-
els were incorporated in different formulations of an optimization problem to generate
optimal pump schedules: (a) MINLP problem to reduce energy consumption solved with
PSO [31] or with greedy electromagnetism-like algorithm [32]; (b) bi-objective optimiza-
tion solved with artificial immune network algorithm to minimize the energy consumption
and maximize the pumped wastewater flow rate [33]. These optimization models can be
enhanced with a discrete-state Markov process for modeling the maintenance decisions
[34].
Considering the revised literature, the present paper produces the following original
contributions. Applies a model-free and data-driven control approach based in RL, in
contrast to the use of meta-heuristics [31, 32, 33] or fuzzy logic control [4]. The con-
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trol philosophy is focused on operating the tank with a variable set-point wastewater
level, instead of controlling the frequency increase/decrease rate like in [4]. A real-world
implementation of the RL control method is made possible by applying data-mining
algorithms to construct models from data and generate synthetic data for pre-training
the RL algorithm, without the need to physically interact with the system. This also
represents an original contribution compared to other control problems like [25, 24]. In
order to address this problem and in a different context for building heating systems, an
interesting and different approach is proposed by Costanzo et al. [35], and inspired by
the work in [36], which consists in using a neural network to create virtual data that are
used together with experimental data to approximate the Q-function (state-action value
function) of fitted Q-learning and reduce the amount of system interaction required to
learn a “good” policy.
Moreover, in contrast to [29], where forecasts are explicitly included in the optimiza-
tion model, the vector of system states from RL is modified to include probabilistic
forecasts of wastewater intake and implement a predictive control of the pumping sys-
tem. A similar approach can be found in [35] for fitted Q-iteration RL algorithm where
exogenous variables (e.g., ambient temperature, irradiance) are replaced by forecasted
values.
Finally, the proposed method is applied to a real case-study and avoids the use of
simplifications or simulation models for the physical system.
1.3. Structure of the Paper
The remaining of the paper is organized as follows: section 2 describes the wastewater
treatment process and a real-world pumping station; section 3.1 presents the data-driven
control framework and its different modules; section 4 presents the environment emula-
tion method and predictive control method; the numerical results are discussed in section
5 and the main conclusions are provided in section 6.
2. Wastewater Treatment Process Overview
A wastewater treatment system is composed by a drainage system, a WWTP and the
discharge infrastructure. Traditionally, a WWTP is divided into mechanical, physical,
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chemical and biological treatments, which has been utilized with many different combina-
tions and organized in different treatment phases [37]: pre-treatment, primary treatment,
secondary treatment (biological), tertiary treatment, disinfection, sludge treatment and
odor control.
This work is focused on the control of wastewater pumping stations in a WWTP,
Fábrica da Água de Alcântara, Portugal. The case-study corresponds to the interme-
diate wastewater pumping station (WWPS) between primary and secondary treatment,
which is depicted in Figure 1. The primary treatment involves the separation of sus-
pended solid matter from the wastewater using lamellar primary clarifiers with chemical
addition. This solid matter named primary sludge is pumped out of the tanks for further
treatment and the remaining water is conducted to the feed channels of the biological
treatment, located at the top of the biofiltration cells, by the intermediate pumping
station. Secondary treatment is applied to degrade the remain dissolved organic and in-
organic matter by biological aerobic filter. The WWPS is equipped with five submersible
electric pump groups controlled by variable frequency drivers and the frequency and ac-
tive power measurements are collected for each pump. The primary treatment effluent
flow (wastewater intake flow) is measured in 5 electromagnetic located in the primary
treatment pipes. An electromagnetic flow meter installed in the compression pipeline
measures the total inflow to the biological treatment (WWPS effluent flow). The flow
variation can range from 500 l/s to 4000 l/s.
The WWPS dataset (pump active power, frequency, tank level, wastewater intake
and outflow rate) comprises 470,962 observations in the period between September 2013
and June 2017 with non-constant sampling frequency. About 68.9% of the observations
are sampled with 2 minutes interval, followed by 3 minutes sampling with 16.1%, and
8.5% of observations above 5 minutes.
The current pump control policy of the WWPS consists in operating with a reduced
variation level of ±10% around 6 meters, considering: i) a bottom limit of 2.5 meters
for pump safety; ii) a first alarm at 7.2 meters that initiates a preventive action that re-
directs a share of the incoming wastewater directly to the output of the facility, skipping
some treatment phases; iii) a second alarm occurs at 8 meters when the tank reaches its
maximum capacity and overflow occurs. For this purpose, a level probe, which measures
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Figure 1: Intermediate wastewater pumping station with five variable-frequency pumping units of 110
kW.
the tank level in meters, is installed.
Presently, the automatic pump operation is carried out according to the respective
level measurement, level set-point value (i.e., 6 meters) and pump sequence selection.
Due to the deviation between the value of the measured level and the level set-point, a
frequency control signal is sent to the pump(s).
If the level goes above 6 meters:
1. The first pump of the sequence is started and its operating frequency is set according
to the set-point level entered.
2. If the first pump reaches the rated frequency (50 Hz), a second pump is started.
Both pumps will operate at the same frequency.
3. If the first two pumps have reached rated speed, a third pump is started. The
pump that started first will run at 50 Hz, and the other two (2nd and 3rd) will
adjust their frequency according to the set-point level entered.
4. If the first three pumps start running at 50 Hz, the fourth pump will start. In this
situation, the first two will work at a fixed speed of 50 Hz.
5. The start-up sequence will be carried out by the criterion of the pump being stopped
for the longest time.
6. The fifth pump associated with the soft starter and therefore working at fixed
speed, will only start operating when three or four pumps are required to operate.
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If the level drops below 6 meters:
1. The stop sequence respects the start sequence.
2. The last two pumps to start operating with frequency driver will slow down their
speed. If the minimum operating frequency is reached, a stop command is given to
the pump that started in the first place.
3. When the last two pumps with frequency drivers reach the minimum speed, the
pump running longer stops.
Finally, it is important to stress that this case-study consists of a single pumping
station, but the wastewater treatment system has a total of 13 analogous processes,
and the company a total of 292 stations. Therefore, in order to replicate the proposed
control policy, it is only necessary to have variable-frequency pump units and the variable
collected by the SCADA system (see next section).
3. Data-driven Predictive Control Framework
The proposed data-driven control framework aims at optimizing the energy consump-
tion of WWPS by optimally defining the operating set-point for each variable-frequency
pump unit. Given the layout of the WWPS, described in section 2, electrical energy
gains can be achieved by operating with a higher wastewater level, in order to reduce
the relative height between the wastewater tank level and the secondary treatment tank.
However, operating with a higher level also increases the risk of wastewater overflow,
due to the uncontrollable and volatile rate of the wastewater intake from the primary
treatment.
Presently, wastewater pumping stations are operated with fixed-level control rules.
This sub-optimal solution has the same buffer (difference between the maximum height
of the tank and the 7.2 meters alarm), independently of the season. In dry seasons there
is a lower wastewater intake rate (WWIR), therefore the station could be operated with
a higher level without impacting the safety of the operation. On the other hand, during
wet seasons, which have a much higher and volatile WWIR, it could dynamically reduce
the wastewater level to accommodate extreme WWIR.
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The proposed predictive control has the ability to anticipate the incoming WWIR
and to adjust the reservoir buffer accordingly. For this, the algorithm relies on two main
functions: i) WWIR forecasting described in section 3.2, and ii) AI control based on RL,
described in sections 4.1-3.4 and 4. Probabilistic forecasts of the WWIR are generated
and used as one of the inputs of the RL control algorithm, in order to provide the control
strategy with information about WWIR forecast uncertainty.
3.1. General Description of the Methodology
Figure 2 depicts the overall scheme of the predictive control methodology for WWPS.
The building blocks of the control philosophy are the WWIR forecasting model, RL
algorithm and environment emulation model.
Historical Data 
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Environment 
Emulation Model 
[Section 4.1]
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Episodic Training
Transfer Trained Policy
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Figure 2: Overall scheme of the predictive control methodology for wastewater pumping stations.
The AI control relies on RL concepts. RL is a machine learning method which
contrasts heavily with more traditional AI classes, such as supervised learning (SL). In
SL, the fitting of a model is made through instructive feedback, so there is a tangible path
to improve the model (loss function). In RL, the learning process is made by evaluative
feedback, which translates in knowing how well you have achieved your goal (reward).
For each learning instant, the RL algorithm uses as input a set of variables that are
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able to provide a snapshot of the environment and these values are used to sample an
action. This action will result in a state transition that will produce a reward. Through
several interactions with an environment, the control policy will learn the optimal action
or course of actions that maximize the expected reward.
Figure 3 illustrates the learning process adapted for the WWPS (i.e., environment).
From the environment, a state vector is constructed using data (e.g. tank or reservoir
level, WWIR forecasts, pumps online and current operational set-point, etc.) acquired
by a set of sensors and is fed to the predictive control strategy. With this information,
the algorithm is able to select actions (power set-point for each pump unit), which are
applied in the environment. The reward that provides feedback and allows the algorithm
to learn, is a reflection of the pumps’ electrical energy consumption.
Wastewater Pump Set-points
[actions]
Pump Energy Consumption
[reward]
Wastewater Pumping Station Characterization
[state]
Predictive Control 
Strategy
Environment
Figure 3: Reinforcement learning framework applied to control wastewater pumping station.
RL requires thousands of interactions with the environment, exploring different ac-
tions until developing an efficient control strategy. When dealing with physical systems
composed by expensive mechanical components and in continuous operation, it is impos-
sible to directly implement a control algorithm that relies on thousands of interactions
with the system to learn the optimal control policy.
Therefore, as depicted in Figure 2, a two-stage framework is proposed: 1) the model
is trained on an emulated environment, constructed with SL, i.e. initial learning stage;
2) the trained policy is transferred to an operational setup and applied to the physical
wastewater pumping station, i.e. operational stage.
In the initial learning stage, using historical records acquired by the SCADA sys-
tem, two statistical learning models, together, are able to translate pumping power into
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wastewater outflow rate and, consequently, estimate the variation of the wastewater tank
level. The emulated system can sustain every possible action of the RL methodology,
hence allowing the algorithm to explore every possible range of actions without adding
stress to the physical system.
During the operational stage, the RL model is applied to the physical system and
is able to fine tune the pre-trained model by continuous learning, in order to mitigate
mismatches between the emulated and physical systems.
These building blocks are described in the following sections.
3.2. Forecasting Wastewater Intake Rate
Statistical learning methods and feature engineering (i.e., the creation of additional
features from the raw dataset) are used to generate point (i.e., expected value) and
probabilistic multi-step ahead forecasts for the WWIR.
3.2.1. Data Pre-processing and Feature Engineering
As mentioned in section 2, an important characteristic of the time series, and which
have impact in the feature creation, is that measurements are collected with irregular
sampling frequency. This is particularly challenging for including lagged variables (i.e.,
past values of the time series) in the forecasting model, according to an autoregressive
framework. To overcome this limitation and enable the inclusion of lagged variables, a
re-sampling is performed over a uniform time interval. In this case, it was re-sampled to
the most common observed time frequency, which was 2 minutes.
The autocorrelation analysis provides the correlation as a function of the lags when
comparing the original series with the lagged version of itself and showed a daily season-
ality. Based on this information, lagged features were added to the model,Wt−1, ...,Wt−l
where l is equal to 8 as determined in Appendix A, as well as the WWIR from the same
timestamp of the previous day, denoted as 24HWt.
The average WWIR strongly depends on the period of the year and period of the
day. Higher variability was observed in the morning period. For the monthly analysis,
higher values are observed for winter months, e.g. in 2014, January and February showed
an average 9816 m3/h and 10832 m3/h intake, respectively. The monthly variation is
mainly due to higher precipitation levels. This analysis suggests that calendar variables,
like the hour of the day, month and weekday, should be included in the forecasting model.
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In addition to the classical lagged and calendar variables, from the raw variables
dataset it is possible to derive additional features. Considering the WWIR time series
represented by W = {W1, ...,Wn} and its timestamp represented by {t1, ..., tn}, the
following new features were calculated as follows:
• Change over Time (CoT):
cm = (Wm−1 −Wm)/(tm−1 − tm) (1)
• Growth or Decay (GoD):
(Wm−1 −Wm)/Wm (2)
The features considered for the forecasting model are (a detailed analysis of the
variable importance can be found in Appendix A): i) calendar variables such as hour,
weekday and month; ii) lagged variables close to launch time t –Wt−1, ...,Wt−l –and 24
hour lag –24HWt, iii) difference series translating change –CoTt−1 –and slope growth
or decay –GoDt−1. Note that except for the calendar variables, all features are built
backward-looking, in the sense that each point of the time series only depend on past
values.
3.2.2. Forecasting Model
The objective of the forecasting model is to obtain a model that approximates an
unknown regression function W = f(x), where x is the set of features described in the
previous section. In order to produce multi-step ahead forecasts, a model is fitted for
each lead-time t+ k as follows:
qˆt+1 = f1(Wt−1, ...,Wt−l, hour, wday,month,CoTt−1, GoDt−1, 24HWt+1)
qˆt+2 = f1(Wt−1, ...,Wt−l, hour, wday,month,CoTt−1, GoDt−1, 24HWt+2)
...
qˆt+k = fk(Wt−1, ...,Wt−l, hour, wday,month,CoTt−1, GoDt−1, 24HWt+k)
(3)
where l is the number of lags, t+ k is the lead-time horizon and qˆt+k ≡ qˆ(αi)t+k denotes the
forecast for the quantile with nominal proportion αi issued at time t for forecast time
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t+k. In order to produce these forecasts, f is fitted for each step ahead with information
available at time t for the k horizons.
In this work, two different statistical learning algorithms were considered for modeling
function f :
• Linear Quantile Regression (LQR) [38], which is a linear model analogous to multi-
linear regression but with the possibility to adjust a specific model to generate
a conditional quantile estimation. This model is available in the statsmodels
library[39].
• Gradient Boosting Trees (GBT) [40], which is an ensemble of regression trees as
base learners and presents a high flexibility in accepting different types of loss
functions. In this work, the quantile loss function is used to generate probabilistic
forecasts. The model is available in the scikit-learn library [41].
The numerical results of the forecasting skill are presented in Appendix A. Since the
GBT model presents the best performance in all metrics, the probabilistic forecasts gen-
erated from this model are used in predictive control strategy described in the following
sections.
3.3. Initial Learning Stage
This first stage is responsible for conducting an initial learning of the control policy.
Historical data is collected from the SCADA system of the WWPS, containing informa-
tion about the pumps (active power and frequency) and the wastewater tank (reservoir
level, WWIR and outflow rate). This data is used in three modules: WWIR forecasting,
episodes creation and environment emulation, as depicted in Figure 4.
• The forecasting module uses the historical time series of WWIR in order to produce
probabilistic forecasts (see section 3.2).
• The WWPS operation is continuous. However, in order to maximize the historical
information used to train the control algorithm, the complete time series was di-
vided into a set of episodes with unequal length. Each step represents a 2-minute
discrete interval of the WWPS and has the following information: pumps online,
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current pump set-point, WWIR, original wastewater level and WWIR forecast for
20 steps ahead (40 minutes). At the start of each episode, the initial wastewater
level is randomized in order to increase the diversity of the learning dataset. These
episodes are then sampled randomly and used in the learning process of the RL
control.
• The environment emulation module applies statistical learning algorithms to the
historical data in order to emulate the physical processes: i) relation between pump-
ing power and outflow rate and ii) modeling of the reservoir level deviation as a
function of the WWIR and outflow rates. Both methods are detailed in section 4.1.
Physical 
System
SCADA
Historical values:
• Reservoir level
• Pump power
• Pump frequency
• Intake / outflow 
Wastewater rate
Loop:
• Select Episode
• Pick action
• Environment 
interaction
• Store: state, action, 
reward, new state
• Policy update
WWIR 
Forecasting
Episodes 
Creation
Environment 
Emulation
Framework
Control Strategy Learning
Figure 4: Initial learning stage of the data-driven control method where SCADA historical data is used
to: generate wastewater intake rate forecasts; construct data-driven models that emulate the physical
environment; create episodes combining historical data and forecasts.
To summarize, from the historical data collected via SCADA system, the following
information is created: i) WWIR probabilistic forecasts; ii) data-driven models that
emulate the physical environment; iii) episodes combining historical data and forecasts.
The learning process uses this information in the following way:
1. Select an episode
2. Randomize the initial wastewater level
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3. For each step of the episode:
(a) Collect the state characterization
(b) Sample an action from the control policy
(c) Apply the action to the emulated environment
(d) Observe the state transition
(e) Collect the reward
(f) Store the vector [state, action, reward, new state]
4. Update the control policy (according to section 4.2)
After thousands of episodes, the control policy will learn which action (or set of
actions), for a given state, results in the highest expected reward in the long term.
3.4. Operational Stage
After the initial learning stage, the control policy is optimized and ready to be inte-
grated with the physical system. However, due to inconsistencies between the emulated
and physical system, some interactions with the real environment are necessary to cali-
brate the policy.
During the operational stage, the overall process, as depicted in Figure 5, is the
following:
1. Collect the state characterization from the SCADA
2. Generate the WWIR probabilistic forecasts
3. Sample an action from the control policy
4. Apply the action to the physical environment
5. Observe the state transition
6. Measure the power consumption (reward)
7. Store the vector [state, action, reward, new state]
8. Update the control policy (according to Section 4.2)
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Individual power set 
points for each pump
• Reservoir level
• Pumps online
• Current pumps set point
• Current Waste Water 
Intake Rate
SCADA
WWIR 
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Figure 5: Operational stage of the data-driven control framework where wastewater intake rate forecasts
are generated and the reinforcement learning control policy is applied to the physical environment.
4. Process Modeling and Predictive Control
4.1. Environment Emulation Model
As mentioned before, the RL methods require thousands of interactions with the
environment in order to find the action, or course of actions, that maximize the ex-
pected reward. Since it is impractical, from an implementation point of view, to learn
and interact from scratch directly with the physical system, it is necessary to emulate
the environment. This emulation relies on the two modules described in sections 4.1.1
(wastewater outflow rate) and 4.1.2 (wastewater level of the tank).
Figure 6 depicts the interaction, for each episode, between the control policy and the
emulated environment.
At the start of the episode, the initial level of the wastewater tank is randomly
initialized, while for the remaining steps of the episode the wastewater level is a direct
result of the pump operation, i.e. higher pumping power results in a lower level, while
reducing the pumping operation leads to an increase in the tank level. The pumping
operation (i.e., power set-points) are defined by the RL control policy, represented by
a neural network that uses the state vector as the network input. The selected action
is applied to the emulated environment: the first model translates pumping power into
wastewater outflow rate, while the second one combines the wastewater outflow rate with
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the WWIR to emulate the change in the tank level. This updated value is then used at
the start of the next step and the cycle is repeated.
RL samples an 
action
Pump Power
↓
Wastewater Outflow
Wastewater 
(Intake - Outflow)
↓
Tank Wastewater level
Tank 
wastewater 
level
Historical dataset
of WWIR
Environment Emulation
Pump setpoint
Wastewater intake
New wastewater level
1
2
loop until the end of the episode
Randomize initial 
tank wastewater 
level
Figure 6: Episodic training of the control policy: interaction, for each episode, between the control policy
(reinforcement learning) and the emulated environment with supervised learning.
The following sections present the details of the two models used to emulate the
physical system, which are based in statistical learning algorithms.
4.1.1. Modeling Wastewater Outflow Rate
Knowing the operational set-point of each individual pump (selected by the control
policy) and the current level of wastewater of the tank, it is possible to estimate the
amount of wastewater that will be pumped from the tank. The statistical learning
algorithm GBT was used to model this relationship between pump power and wastewater
outflow. For this model, the following input features were used:
• Individual pump power set-point [float - kW]
• Active pumps [binary]
• Number of pumps active [integer]
• Total power consumption [float - kW]
• Tank water level [float - meters]
The data-driven approach allows us to model the pumping station environment, sim-
ply by using historical data. However, this particular dataset contained some inconsis-
tencies due to noisy readings and also due to a safety mechanism implemented in the
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pumping station. When the water level is above 7.2 meters, a portion of the wastewater
is routed to the output of the wastewater, skipping some treatment stages. However,
the SCADA system continues to collect data during these instants, leading to incorrect
records. The first issue was minimized by applying a re-sampling technique which de-
creases the time resolution of the dataset from an average of 2 minutes for each reading
to 4 minutes, reducing the number of samples but smoothing the records. For the sec-
ond issue, all records registered when the wastewater level was above 7.2 meters were
excluded from the learning dataset of this model.
Trying to optimize every hyper-parameter of the GBT model would allow us to im-
prove the model’s performance in the learning dataset, which typically is a good approach
for a regression problem (note that we are not generating forecasts). However, in a dataset
with noise and incoherent readings, it would result in a model that does not accurately
represent the actual physical system. Furthermore, as illustrated by Figure 7, if the
RL algorithm discovers an operational range like the ones shaded, it will exploit this
zone over and over, leading to a different performance when moving from the simulation
environment to the operational deployment.
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Figure 7: Functional relation between wastewater outflow and pumping power. The reinforcement learn-
ing algorithm may present low generalization if it exploits only the shaded zones, leading to performance
differences between environment simulation and operational deployment.
The analysis of typical wastewater pumping curves allowed us to conclude that the
relationship between power, outflow and tank level is represented, typically, by a mono-
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tonic increasing curve, in contrast with the curve displayed in Figure 7, which shows
neither of these characteristics. The integration of this domain knowledge into the data-
driven approach has the potential to achieve a better modeling of the pumping station,
and it can be achieved by tweaking the hyper-parameters of the GBT training process.
Decreasing the maximum depth of the individual regression estimators and limiting the
number of nodes in the gradient boost tree, forces the model to generalize better and
avoids the excessive overfitting to the training dataset. Despite achieving a lower error
metric when applied to the historical dataset, the model is able to better represent the
physical system and, therefore, it is easier to be moved from simulation to physical appli-
cation (requiring just a few interactions with the physical environment to calibrate the
RL agent).
Figure 8 depicts, in four different operating scenarios, the results of the fitted model
in which it is possible to observe the amount of wastewater outflow as a function of the
total power consumption and the current level of the tank. One can verify the impact
of the tank level in the efficiency of the pumps, i.e. the higher the level, the lower is
the required power consumption. It is also possible to observe that the new GBT model
outputs pumping curves with monotonic and increasing behavior.
The GBT model showed a MAE of 350 m3/h (2.43% of NMAE1) and a root mean
squared error (RMSE) of 478 m3/h (3.31% of NRMSE2) in an out-of-sample dataset.
1Normalized MAE: MAE / max WWIR value
2Normalized RMSE: RMSE / max WWIR value
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Figure 8: Wastewater outflow as a function of the total power consumption and the current level of the
tank, extracted from the fitted gradient boosting tree model in four different operating scenarios.
4.1.2. Modeling Reservoir Wastewater Level
With the information about the amount of WWIR entering the tank (by acquiring
sensor data from the SCADA system) and knowing the amount of wastewater being
pumped as a result of the pumps operation (from the previous model - section 4.1.1), it
is possible to model the change in the tank level.
Given the physical characteristics of the tank, this relationship can be modeled using a
multi-linear regression model. The features used as input were: current wastewater tank
level, WWIR, wastewater outflow rate and the difference between intake and outflow.
Using the linear regression method from the Python scikit-learn library [41], the model
achieved a MAE of 4.32 centimeters (0.54% of NMAE3) and a RMSE of 6.74 centimeters
(0.84% of NRMSE4).
4.2. Control Policies
The control policy relies on RL to optimize the operation of the WWPS. A standard
RL setup consists in an agent interacting with an environment in discrete timesteps. At
3Normalized NMAE: MAE / max tank level value
4Normalized RMSE: RMSE / max tank level value
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each timestep, the agent receives an observation st (characterization of the state), takes
an action at and receives a scalar reward rt(st, at).
The agent behavior is defined by a policy piθ(a|st) which samples an action given the
current state and the policy parameters θ. The aim of the agent is to maximize the sum
of expected future rewards discounted by γ: Epi[Rt] = E
[∑∞
i≥0 γ
ir(st+i, at+i)
]
.
4.2.1. Agent
The RL algorithm used to train the control policy is the Proximal Policy Optimization
(PPO) [42]. PPO is a policy gradient method, which alternates between sampling data
through interaction with the environment and optimizing a surrogate objective function
using stochastic gradient ascent.
The above-mentioned PPO algorithm typically uses an advantage estimator, based
on the Generalized Advantage Estimation (GAE) [43], as described in Equation 4, where
V (st) is the estimated value at the state s and instant t, and γ is the discount factor.
To calculate this advantage, it is necessary to collect experiences for T time steps and
calculate the discounted advantage for all these time steps, so with T = 200 the advantage
at the first-time step will be composed by all the discounted rewards until the last-time
step. This can lead to volatile results due to the credit assignment problem. In this
work, we used a truncated GAE, so only a small part of all the experiences received the
discounted advantage, in order to better account the characteristics of the state vector.
Since the WWIR forecasts used have a lead time of 20 steps ahead, it makes sense to
limit the discounted advantage to the same interval, i.e. T = 20.
Aˆt = −V (st) + rt + γrt+1 + · · ·+ γT−t+1rT−1 + γT−1V (sT ) (4)
The policy trained by PPO is represented by a neural network (NN) with two layers
of 64 neurons and using the rectified linear unit as the activation function. The NN
receives, as input, the state vector and outputs the parameters of a probability density
function. Since the actions selected by the RL agent are within 0 and 1, corresponding
to the set-point of each pump unit, a multivariate Beta distribution was used. Therefore,
the NN output will be a pair of parameters from the Beta distribution (α and β) for each
action. For this stochastic beta policy, only the cases where α, β > 1 were considered,
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since solely in this domain the distribution is concave and unimodal.
During the training stage, actions are sampled from the probability density function
(PDF)(Eq. 5) in order to provide exploration, while during evaluation the stochasticity
is removed and actions are selected as the mean of the PDF (Eq. 8).
BetaPDF =
xα−1(1− x)β−1
B(α, β) (5)
B(α, β) = Γ(α)Γ(β)Γ(α+ β) (6)
Γ(z) =
∫ ∞
0
xz−1e−x dx (7)
Betamean =
α
α+ β (8)
The complete configuration of the PPO agent is provided in Appendix B.
4.2.2. Environment
The environment of the pumping station is described in section 4.1.
4.2.3. State
The state representation is a combination of the current snapshot of the environment
and the WWIR forecasts presented in section 3.2, namely:
• Current tank level
• Pumps online (excluding units in maintenance or offline), which is a binary vector
with the pump status
• Current WWIR
• Current set-point for each individual pump
• Probabilistic forecasts of WWIR: 25%, 50% and 75% quantiles for 20 steps ahead
4.2.4. Actions
The actions sampled from the control policy are the power set-points for each indi-
vidual pump.
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4.2.5. Reward
The reward function quantifies the performance of the control policy, acting as the
only feedback that allows the control policy to learn the correct action for a given state.
Equation 9 defines the reward function used in this problem. As observed, the reward
is divided into two terms: i) tank level and ii) power consumption. c1 and c2 are constants
which give relative weight to each one of the terms, and are ordered according to the
objective of the problem. Since it is more important to avoid the overflow of the tank
than to decrease the energy consumption: c1 > c2. The following sub-sections detail
both parcels of the reward function.
rt = c1 · rWWlevelt + c2 · rpowert (9)
It is important to stress that the values c1 and c2 should be defined by the end-user
according to its requirements. A sensitive analysis of these parameters is provided in
section 5.3.
Wastewater Reservoir Level, rWWlevelt
The first term rewards the policy for operating with the tank level within the admis-
sible limits. If the level is between 3m and 7.2m, a reward of R+ is given, otherwise
a reward of R− is issued. An empirical analysis showed good results with R+ = 3
and R− = −600. It is relevant to stress that it is important to have a much severe
penalty than a reward, since the first objective is to operate within the tank limits.
Mathematically, it is translated into:
rWWlevel,t =
R
+, h ∈ [3.0, 7.2]
R−, h ∈ [0, 3.0[ ∨ h ∈]7.2, 8.0]
(10)
Power Consumption, rpowert
Since the control strategy aims to decrease the power consumption of the WWPS, for
each timestep t, a penalty proportional to the total installed capacity of the pumping
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station is applied as follows:
rpowert =
∑
i Pi,t
Pinst
(11)
where Pi,t is the power consumption of the i-th pump for timestep t and Pinst the
total capacity of the WWPS.
4.2.6. RL Agent Learning Process
The training process consists in performing a set of actions for several iterations,
using the simulated environment and two sets of episodes: one for training and the other
to continuously assess the performance of the control policy.
The policy NN is initialized by assigning random values to its weights and bias. Then
an iterative learning process takes place until the predefined number of iterations is
reached. Each iteration is divided into two phases: training and test.
The training process randomly selects an episode, which enables the RL agent to
interact with the simulated environment for T timesteps. In this stage, both the policy
and the environment are stochastic in order to provide exploration. Since the policy
is represented by a beta distribution, the actions are obtained taking samples from the
PDF. In the environment, the stochasticity is provided by randomizing the wastewater
level in the tank at the start of each episode. In each interaction (step), the control policy
receives as input the state of system (as described in Section 4.2.3) and chooses an action
representing the operational set-point for each one of the pumps. The action is applied to
the environment which leads the system to a new state and to the emission of a reward.
For each step, the state transition vector (observation, action, reward) is collected, and
this episodic roll-out ends at the terminal stage of an episode (either by reaching the
maximum number of steps or by getting an alarm). Afterwards, the collected vector
is used to train the RL agent using the PPO algorithm, altering the policy parameters
(weights and bias of the neural network).
The recently updated policy is then used in the second stage and is used to assess
its performance in a small subset of the available testing episodes. In this stage, the
stochasticity is removed to allow reproducibility between iterations, thus leading to a
fairer comparison and analysis. The statistics collected during this stage (average reward,
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number of alarms and energy consumption) are used to evaluate the learning process.
This concludes an iteration of the learning process and the policy restarts the collection
of the transitions vector.
5. Numerical Results
The energy optimization strategy was applied to the WWPS described in section 2.
Using the historical records collected by the station’s SCADA system, a set of episodes
were created for evaluating the control performance, i.e. 80% were chosen to train the RL
agent, while the remaining 20% were used as the test set. Due to some missing values in
the original dataset, the episodes have variable lengths in order to maximize the amount
of continuous steps.
A minimum of 200 timesteps was enforced per episode, while the maximum was left
uncapped, leading to some episodes with more than 3000 timesteps. Each episode con-
tains information about the number of online pumping units (excluding the ones in main-
tenance or unavailable), current and forecasted WWIR. This information is discretized
in 2-minute steps.
The numerical results presented below were obtained by applying the RL agent to all
episodes in the testing set (i.e., 65 episodes), encompassing more than 64,000 steps for a
total of 90 days of data.
Four scenarios were considered to measure the performance of the data-driven opti-
mization strategy:
• Current operating rules
• Strategy without WWIR forecasts
• Strategy with WWIR forecasts
• Strategy with perfect WWIR forecasts (i.e. observed values)
The first scenario is used as the benchmark model, since it corresponds to the his-
torical records of the current operation of the WWPS. The other three scenarios aim to
assess the improvement of the RL agent, in comparison with current control operation
and also to compare the predictive aspect of RL agent by evaluating an agent with access
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to WWIR forecasts. The perfect forecast scenario establishes an upper bound for the
electrical energy saving gains.
The following sections show a set of numerical analysis considering these four scenar-
ios. It is important to underline that the RL learning process has an inherent instability.
As mentioned before, for each learning iteration, the control policy is applied to the
test set and the relevant performance indicators are collected. Furthermore, instead of
considering the best iteration of all the learning process, it is considered the last 5000
iterations to smooth the variability. The results are presented as a set of quantiles (25%,
50% and 75%) to better illustrate the variability in performance from one iteration to
the other.
5.1. Improvement in the Number of Alarms
The WWPS has preventive measures to avoid spillage of wastewater during periods of
extreme WWIR. This section studies the number of alarms triggered in the four scenarios
under evaluation. Results are depicted in Figure 9 and Table 1.
Figure 9 shows the number of alarms registered when operating the WWPS using the
RL control for the past 5000 iterations of the training process. The top plot shows the
control results without WWIR forecasts in the state vector, the middle plot shows the
predictive control with probabilistic WWIR forecasts, and the bottom one indicates the
alarm performance considering perfect information of WWIR. Without WWIR forecasts,
the number of alarms ranges from 4 to 11, while, with the predictive control, the number
of alarms is kept between 4 and 6 and, as depicted in the plot, with much less variability.
With perfect forecast for the WWIR, the predictive control maintains an alarm number of
4. As it will be discussed later, 4 alarms are the minimum possible number, since these
alarms occurred at the start of the episode, therefore unavoidable for the RL control
strategy.
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Figure 9: Number of alarms (wastewater level above 7.2m) using the reinforcement learning method
with and without wastewater intake rate forecasts. The depicted dots represent the number of alarms
while the shaded area indicates the 25% and 75% quantiles of the same record.
Table 1 shows a comparison between the RL control strategy and the current opera-
tional procedure. Considering the episodes under evaluation, a total of 1671 occurrences
were originally registered for a wastewater level above the first alarm trigger (7.2 me-
ters). Despite the previous numbers, the second alarm (at 8 meters) was never triggered,
registering a maximum level of 7.98 meters.
The RL approach was able to significantly reduce the number of alarms triggered,
for both the predictive and non-predictive strategies. Without WWIR forecasts, the RL
strategy registered an average of 7 alarms and, by including the probabilistic forecasts,
this number decreased to 4.55 alarms in average, for the last 5000 training iterations.
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Table 1: Number of reservoir level alarms triggered by the RL control strategy and the current operational
procedure. Two critical alarm levels are considered: a first one at 7.2 meters (initiates a preventive action)
and the other at 8 meters when overflow occurs.
Alarms 7.2m Alarms 8m
q25% q50% q75% n. occur
Current operating rules 1671 0
RL without WWIR forecasts 6.47 7.05 7.54 0
RL with WWIR forecasts 4.36 4.55 4.68 0
RL with perfect WWIR forecasts 4.0 4.0 4.0 0
Providing a set of probabilistic forecasts to the RL agent adds the possibility to an-
ticipate changes in the WWIR and adjust the pumping operation accordingly. Figure 10
illustrates this capability. The control strategy operates at a tank level close to the first
alarm trigger in order to optimize the electrical energy consumption, but when the fore-
casts show an expected increasing rate of WWIR, the pumping activity is increased to
provide a sufficient buffer to accommodate the expected increase of the tank level. The
control strategy with the current operating rules is not quick enough to adapt to the
changing rates and the first alarm is triggered during a time period.
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Figure 10: Illustrative example showing that the predictive control is capable of anticipating an increase
in the wastewater intake rate and of adjusting the pumping operation accordingly. The top plot depicts
the tank level for predictive control and current operating rules. The bottom plot shows the observed
wastewater intake rate.
Despite the significant improvement in performance of the RL control strategy, in
comparison with the benchmark operation, it still registers a few alarms. However, some
of these alarms occurred in unavoidable situations. After dividing the historical dataset
into segments, some of the episodes started with the tank level already above the first
alarm. In fact, four of the registered alarms occurred in the first and second steps of
an episode, which are unavoidable for the control strategy (even with perfect WWIR
forecasts). Figure 11 depicts one of those situations, where the initial tank level was
already above the alarm trigger and, therefore, unavoidable. However, the RL control
strategy was able to significantly reduce the amount of timesteps with tank above 7.2
meters.
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Figure 11: Operating situation where the initial tank level was already above the maximum level trigger
and it was not possible to avoid the alarm.
5.2. Improvement in Electrical Energy Consumption
This section studies the ability of the proposed control strategy to reduce the electrical
energy consumption of the WWPS process. Following the methodology presented in
the previous section, Figure 12 depicts the comparison between the predictive and non-
predictive RL control, while Table 13 shows the results for the absolute values of electrical
energy consumption for the four scenarios under evaluation, plus the improvement of the
RL control in comparison with the current operating rules.
The results in Figure 12 show that the non-predictive control registered a cumulative
energy consumption ranging between 459 MWh and 469 MWh, while the predictive
control was able to operate with significantly less electrical energy needs, obtaining values
between 362 MWh and 379 MWh. The scenario with WWIR perfect forecasts showed
an electrical energy consumption between 340 MWh and 348 MWh.
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Figure 12: Electrical energy consumption obtained with the reinforcement learning control for three
levels of information: 1) without wastewater intake rate forecasts; 2) with probabilistic forecasts; 3)
using perfect forecasts.
From Table 2, it is possible to observe that the current operating rules required
a cumulative electrical energy consumption of 379.8 MWh. In comparison, the non-
predictive strategy required more 22% than the current operation, while using WWIR
probabilistic forecasts as input resulted in an added value, since the electrical energy
needs were reduced by almost 3%. It is important to underline that with perfect WWIR
forecasts, the control strategy was able to achieve an improvement of 9.95%.
Table 2: Total electrical energy consumption in the three scenarios: current operating rules, with and
without WWIR forecasts.
Energy Consumption [MWh] Improvement
q25% q50% q75% q50%
Current operating rules 379.8 –
RL without WWIR forecasts 463.7 464.0 464.3 -22.19%
RL with WWIR forecasts 369.0 369.7 370.5 2.66%
RL with perfect WWIR forecasts 342.0 342.32 342.57 9.95%
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The amount of energy consumption required to operate the WWPS has a direct
relation with the average wastewater tank level, i.e. a higher level requires less power to
pump the same amount of wastewater. Table 3 shows the average and standard deviation
of wastewater tank level for the four scenarios under evaluation. As expected, with the
WWIR forecast for 20 steps ahead, the control strategy is able to operate the facility
at almost 30 cm higher than the current operating rules, which explains the electrical
energy savings. Furthermore, the scenario with perfect WWIR forecasts obtained an
average tank level of 6.58 m.
Table 3: Wastewater tank level (mean and standard deviation) in the three scenarios: current operating
rules, with and without WWIR forecasts.
Wastewater level
mean [m] std [m]
Current operating rules 6.05 0.39
RL without WWIR forecasts 6.06 0.35
RL with WWIR forecasts 6.36 0.21
RL with perfect WWIR forecasts 6.58 0.15
Figure 13 depicts an episode where it is possible to observe the lower electrical energy
consumption of the RL strategy in comparison to the current operating rules. In the
current operation scenario, the pumps are operated in order to keep the tank level around
6 meters, while the RL strategies are free to choose the optimal operation point. As a
result, the strategy which uses WWIR forecasts is able to operate very close to the
first alarm trigger in order to reduce the electrical energy use. The inclusion of WWIR
forecasts provides the RL strategy with a snapshot of the following instants and allows
an operation close to the alarm threshold while maintaining the risk under control.
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Figure 13: Wastewater level and energy consumption for one episode under three different test scenarios:
current operating rules, with and without wastewater intake rate forecasts. The top plot shows the tank
level while the bottom plot depicts the cumulative electrical energy consumption.
5.3. Trade-off Between Alarms and Electrical Energy Consumption
As discussed in Section 4.2.5, in the reward function the coefficients c1 and c2 repre-
sent the weight assigned to both objectives of the control strategy: alarms and electrical
energy consumption reduction, respectively. In this section, the impact of changing these
values is analyzed.
Two scenarios were considered:
• Scenarioalarms: prioritizes the reduction on the number of alarms (c1 = 1; c2 =
0.5) and
• Scenarioenergy: emphasizes the electrical energy consumption reduction (c1 = 0.5;
c2 = 1)
Figure 14 presents a comparison between the two scenarios. In Scenarioalarms, the
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number of alarms is low, ranging between 4 and 7, while the other scenario reaches
numbers between 29 and 48. By analyzing the electrical energy consumption, it is possible
to detect a considerable difference between both scenarios, i.e. Scenarioalarms has an
energy consumption ranging from 366 MWh to 377 MWh, while in Scenarioenergy ranges
between 315 MWh and 318 MWh.
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Figure 14: Number of alarms versus electrical energy consumption in two different scenarios:1)
Scenarioalarms that prioritizes the reduction on the number of alarms; 2) Scenarioenergy that em-
phasizes the electrical energy consumption reduction. The top plot depicts the number of alarms and
the energy consumption is presented in the bottom plot.
Table 4 details the average values for alarms and electrical energy consumption for
both scenarios and the current operating control rules, plus the improvement obtained
with the RL control. As seen in Figure 14, Scenarioenergy obtains a lower energy con-
sumption at the cost of more alarms. Putting this increase into perspective, even with
the record of more than 38 alarms, the Scenarioenergy leads to a decrease of almost 98%
in the number of alarms when compared with the current operation. On the other hand,
energy consumption decreases almost 17% when compared with the current operating
rules, while with the Scenarioalarms the decrease was only 2.66%. Therefore, these results
show that, with the proposed methodology, significant reduction in electrical energy con-
sumption can be obtained with a minor increase in the number of alarms. In all cases,
the improvement in both criteria was obtained compared to the current operating rules.
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Table 4: Comparison between the current operating rules and the two scenarios under evaluation:
Scenarioalarms and Scenarioenergy.
Energy [MWh] Alarms
Improvement
Energy Alarms
Scenarioalarms 369.7 4.55 2.66% 99.73%
Scenarioenergy 316.5 38.7 16.67% 97.68%
Current operating rules 379.8 1671 – –
6. Conclusions
The present work proposes a data-driven optimization framework for the operation
of a wastewater pumping station. This work explores machine learning techniques that
produce probabilistic forecasts for the wastewater intake rate and construct a data-driven
proxy for the physical system. By feeding a reinforcement learning algorithm with these
forecasts and proxy models, a predictive control algorithm is implemented to optimize
(i.e. minimize electrical energy consumption and alarms for tank level above limit) the
operation of wastewater pumps by actuating in its active power set-points.
The proposed method showed the following advantages: i) it mitigates several short-
comings that occur when using physics-based models, such as the need to have a good
knowledge of the process (e.g., pump operating curves, parameters), the time required to
build a physical model, and the limited availability of sensors - these features facilitate
replication in similar systems and in other wastewater installations; ii) it enables contin-
uous learning and self-adaption of pumps (e.g., different levels of wear and tear) due to
learning capabilities that provided reinforcement learning when interacting with the real
environment (system); iii) the predictive approach automatically anticipates the periods
of high wastewater intake rate and avoids alarms (tank level above 7.2 meters).
Operating the wastewater pumping station optimally depends on the trade-off be-
tween the number of alarms and the electrical energy consumption of the facility. The
results in a real-world wastewater pumping station for 90 non-consecutive days showed
a higher performance both in terms of energy efficiency and alarms. If priority is given
to the operation within the wastewater tank limits, the proposed control strategy is able
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to nearly mitigate them, as only 4 alarms were obtained, which occurred in unavoidable
situations (99% less than the current operating rules). Furthermore, a decrease of almost
3% of the overall electrical energy needs of the pumping station was also verified. On
the other hand, when more weight was given to the electrical energy component, the
control strategy registered 39 alarms (still meaning a 97% decrease in comparison with
the current procedures) while improving the energy efficiency in 17%.
Finally, it is important to mention that around 20% of the operational costs in the
company’s wastewater treatment plants were associated to the wastewater pumping sta-
tions. Therefore, the benefits of the proposed method could be translated into a signifi-
cant reduction of the global energy consumption.
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Appendix A. Forecasting Results for Wastewater Intake Rate
Forecasting Skill Metrics
The forecasting skill of the wastewater inflow was evaluated for both point and proba-
bilistic forecast. The quality of the probabilistic forecast was accessed with the following
metrics: calibration, sharpness and continuous rank probability score (CRPS). A com-
pleted description of these metrics is given in [44], and the following paragraphs present
a general description of these metrics.
Calibration measures the deviation between empirical probabilities (or long-run quan-
tile proportions) and nominal probabilities, and is usually calculated for each quantile
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nominal proportion (τ). Sharpness quantifies the degree of uncertainty in probabilistic
forecasts, which numerically corresponds to computing the average interval size between
two symmetric quantiles (e.g., 10% and 90% with coverage rate γ equal to 20 %).
CRPS is a unique skill score that provides the entire amount of information about a
given method performance and encompasses information about calibration and sharpness
of probabilistic forecasts. The CRPS metric was adapted to evaluate quantile forecasts,
as described in [45]).
Point forecasts, i.e. 50% quantile in this work, were evaluated with the classical Mean
Absolute Error (MAE).
Benchmark Models
Typically used in the literature, the persistence model assumes that the forecast for
t + 1 is equal to the value observed in the previous time step t. Due to the strong
correlation between time instants t and t − 1, a naive algorithm such as this one can
be very hard to beat in terms of forecasting performance, especially for very short-term
time horizons and in dry periods with low variability.
In addition to persistence, LQR model conditioned to the period of the day (i.e.,
hour) is also considered as a second benchmarking model. With this benchmark method,
we allow the distribution to change for each period of the day. This method will be
denoted CondbyHour.
Variables Importance
This subsection evaluates whether or not the input features improve the forecasting
skill, measured with the MAE and CRPS. This evaluation is performed only for the first
lead time (t+ 1) using the LQR. The choice of the number lags was made by calculating
the MAE of different models having a different number of lags as explanatory variables
(parameter l), using an out-of-sample period. Figure A.15 depicts the MAE as a function
of the number of lags and it is possible to see that MAE stops decreasing after l = 8.
Therefore, variables Wt−1, ...,Wt−8 are included in the final model.
Additionally, the improvement obtained by including variables CoT , GoD, and 24HW
was quantified. Table A.5 summarizes the feature selection results. Each row is a model
and each cell in the row is filled if the corresponding column (variable) is included in
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Figure A.15: Mean absolute error (MAE) as a function of the number of lags.
the model. The last two columns are the forecast performance obtained with the corre-
sponding model. The performance metrics are negatively oriented, meaning small values
are better.
Table A.5: Forecasting skill for different combination of features.
Model
Calendar
Lags 24HW5,t CoT GorD
Error Metrics (m3/h)
hour wday month MAE CRPS
M1 x 1428 1382
M2 x 1077 1096
M3 x 487 640
M4 x x x 1153 1109
M5 x x x x 1118 1087
M6 x x x x 1117 1086
M7 x x x x x 472 621
M8 x x x x x x 356 538
M9 x x x x x x 361 542
M10 x x x x x x x 353 535
The model conditioned to the hour of the day (M1) shows the worst performance
with 1428 m3/h of MAE. Adding other calendar variables (M4), the error is improved
with respect to M1 but, when considering only the combination of calendar variables
(M4) and CoT or GorD variable (M5 and M6), these models do not offer competitive
performance in comparison with the inclusion of lagged information (M2 and M3).
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The combination of lags (t−1 . . . t−8) and measurement from the previous day, results
in a minor decrease of both metrics (model M7). Having CoT or GorD with lagged
variables (M8 and M9) show similar errors CRPS = 356m3/h and CRPS = 361m3/h,
respectively. However, when both are added in M10, a further error reduction is attained
with CPRS = 353m3/h. The best model is achieved with all the features (M10).
Performance Evaluation
The forecasting skill was evaluated by splitting the intake dataset into an in-sample
period, used for the initial parameter estimation and model selection, and an out-of-
sample period, used to evaluate forecasting performance.
The hyperparameters optimization was performed using Bayesian optimization [46]
with 3-fold as cross validation on the in-sample period. Results are obtained for the
out-of-sample period.
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Figure A.16: Forecasting skill results for point and probabilistic forecasting. The best performance is
obtained with the gradient boosting trees model.
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The forecasting skill results are presented in Figure A.16 for all metrics. The left-top
plot depicts the difference from the “perfect calibration” (i.e., perfect match between
nominal and empirical probabilities represented by the red line), averaged across all time
horizons. The CondByHour model showed the worst calibration of the three models, un-
derestimating the forecast (negative deviation from perfect calibration). The remaining
quantile models (GBT and LQR) underestimate quantiles below 50% and overestimate
quantiles up to 50%. In terms of calibration, GBT presents the best performance, being
the deviation from the ideal (red line), smaller along all nominal quantile probabilities.
Nevertheless, in all cases the deviation is within the interval -3% and 3%.
Concerning sharpness (left bottom plot), the goal is to have small amplitude of fore-
cast intervals for all coverage rates. Again, CondByHour showed forecast intervals with
wider amplitude, average interval size varying from 327 to 6075 m3/h to increase nom-
inal coverage. LQR and GBT for the same nominal coverages showed much sharper
intervals (almost half of the amplitude). Also, in Figure A.16, the MAE and CRPS
results are given for each step ahead and with the same units of the wastewater inflow
m3/h. We can see that CondbyHour has the worst performance, with constant errors
MAE= 1240m3/h and CRPS= 1185m3 spread across the forecast horizon. Persistence
results are only present for this metric, since it corresponds to point forecasts. As ob-
served, persistence offers a very competitive forecasting skill. The GBT model (in green)
presents the best performance in both metrics, following LQR in second place.
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Appendix B. PPO Configuration
Table B.6: Proximal policy optimization configuration
variable value
Num iterations 15k
Policy layers [64, 64]
Value Function layers [64, 64]
Activation function ReLU
Timesteps per update 750
Batch size 250
Learning rate 1.5e-4 (decaying exponentially)
Entropy loss 0.0
Clip param. 0.2
γ 0.99
δ 0.95
Reward scale 600
Reward: R+ 3
Reward: R− -600
Reward: c1 1
Reward: c2 0.4
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