We investigate the following nonlinear Neumann boundary-value problem with associated p(x)-Laplace-type operator
Introduction
The interest in variational problems with p(x)-growth conditions is founded on their prevalence throughout various areas of mathematical physics such as elastic mechanics, electro-rheological fluid dynamics and image processing, etc.; we refer the reader to [10, 29, 33] and references therein. , Ω is a bounded domain in R N for N 3 with Lipschitz boundary ∂Ω, ∂u/∂n denotes the outer normal derivative of u with respect to ∂Ω, and both f : Ω × R → R and g : ∂Ω × R → R satisfy a Carathéodory condition. The p(x)-Laplace-type operator div(ϕ(x, ∇u)), which is the natural generalization of the p(x)-Laplace operator div(|∇u| p(x)−2 ∇u), has been widely studied by many researchers; see [6, 18, [23] [24] [25] 29, 32] and references therein. Concerning elliptic equations with nonlinear boundary conditions, we refer the reader to [6, 8, 28, 38, 40, 41] . Superlinear problems have been studied extensively by many authors; see, for instance, [6, 15, 23, 28, 38, 40, 41] . In particular, Yao [40] showed the existence of nontrivial solutions for the inhomogeneous and nonlinear Neumann boundary-value problem involving the p(x)-Laplacian; see [6] for the p(x)-Laplace type. A common feature of these results is the following Ambrosetti and Rabinowitz (AR) condition, which was introduced by Ambrosetti and Rabinowitz [1] for the case in which p(x) ≡ 2.
(AR) There exist positive constants M and θ such that θ > p + and 0 < θF (x, t) f (x, t)t for x ∈ Ω and |t| M, where p + = sup x∈Ω p(x) and F (x, t) = t 0 f (x, s) ds.
This condition guarantees the boundedness of the Palais-Smale (PS) sequence of the Euler-Lagrange functional, which plays a crucial role in the applications of critical-point theory. However, the AR condition is quite restrictive because there are many superlinear functions that do not satisfy it. In this direction, Miyagaki and Souto [30] have tried to drop the AR condition for the p(x) ≡ 2 case in order to get existence of a non-trivial solution for a superlinear eigenvalue Dirichlet problem by assuming the following condition.
(f 1) There exists t 0 > 0 such that f (x, t) t p+−1 is increasing in t t 0 and decreasing in t −t 0 for all x ∈ Ω, where Ω is a bounded domain in R N .
This paper is organized as follows. In § 2 we recall some basic results for the variable exponent Lebesgue-Sobolev spaces. In § 3, under certain conditions on ϕ, f and g, we establish the existence result of infinitely many weak solutions for problem (P) (theorem 3.11) by employing as the main tool the variational principle. In § 4 we prove the existence of infinitely many weak solutions (theorem 4.7) for the boundary-value problem of nonlinear type based on the global variational formulations-type method and the modified functional method.
Preliminaries
In this section we recall some definitions and basic properties of the variable exponent Lebesgue spaces L p(·) (Ω) and the variable exponent Lebesgue-Sobolev spaces W 1,p(·) (Ω) that will be treated in the next sections. For a deeper treatment on these spaces, we refer the reader to [10, 11, 16, 23] .
Set
For any h ∈ C + (Ω), we define
h(x) and h − = inf x∈Ω h(x).
For any p ∈ C + (Ω), we introduce the variable exponent Lebesgue space
endowed with the Luxemburg norm
where the norm is
Next, we recall elementary inequalities below.
Lemma 2.1 (Fan and Zhao [16] 
Infinitely many solutions for equations of p(x)-Laplace type
Lemma 2.2 (Fan and Zhao [16] ). Define
.
Similarly, we deduce the following lemma.
Lemma 2.3. If we define
Lemma 2.4 (Fan and Zhao [16] ). Let Ω ⊂ R N be an open, bounded set with Lipschitz boundary and let p ∈ C + (Ω) with
for all x ∈ Ω, then we have
and the embedding is compact if inf x∈Ω (p
, be a bounded domain with smooth boundary. Suppose that p ∈ C + (Ω) and r ∈ C(∂Ω) satisfy the condition
for all x ∈ ∂Ω. Then the embedding
is compact and continuous.
Throughout this paper, we write X := W 1,p(·) (Ω) and X
Existence of infinitely many weak solutions
In this section we show the existence of infinitely many solutions for problem (P) by applying the Fountain theorem under the Cerami condition.
Definition 3.1. We say that u ∈ X is a weak solution of problem (P) if
. We assume that ϕ and Φ 0 satisfy the following assumptions.
(J1) The equality Φ 0 (x, 0) = 0 holds for almost all x ∈ Ω.
(J2) There is a function a ∈ L p (·) (Ω) and a non-negative constant b such that
(J4) There exists a positive constant d such that
for all x ∈ Ω and v ∈ R N .
(J5) There exists a positive constant µ 1 such that
Let us define the functional Φ : X → R by
Under assumptions (J1), (J2) and (J4), it follows from [23, 29] that the functional Φ is well defined on X, Φ ∈ C 1 (X, R) and its Fréchet derivative is given by
, and so assumption (J5) holds for any positive constant µ 1 .
Example 3.3. Let us consider 
It follows that H(x, st) < H(x, t) + µ 1 for all t ∈ R and s ∈ [0, 1], that is, condition (J5) holds.
Example 3.4. Let us consider
for any v ∈ R N . It is easy to show that
Thus, condition (J5) holds for µ 1 > 1. The following assertion can be found in [24] . 
Next we need the following assumptions for f and g. Defining
we then assume that the following hold.
(F1) f : Ω × R → R satisfies the Carathéodory condition in the sense that f (·, t) is measurable for all t ∈ R and f (x, ·) is continuous for almost all x ∈ Ω. 
for all x ∈ Ω and for all t ∈ R, where α ∈ C + (Ω) and
(F4) There exists a positive constant µ 2 such that
for any x ∈ Ω, 0 < t < s or s < t < 0, where 
for all x ∈ ∂Ω and for all t ∈ R, where β ∈ C + (∂Ω) and
(G3) There exists a positive constant µ 3 such that
for any x ∈ ∂Ω, 0 < t < s or s < t < 0, where Define the functionals Ψ, J : X → R by
Then it is easy to check that Ψ, J ∈ C 1 (X, R) and their Fréchet derivatives are
for any u, v ∈ X. Define the functional I : X → R by
Then it follows that the functional I ∈ C 1 (X, R) and its Fréchet derivative is
Lemma 3.
Assume that (F1), (F2) and (G1) hold. Then Ψ and J are weaklystrongly continuous on X and their derivative operators are compact.
Proof. Proceeding with an argument analogous to that of [6, proposition 3] , it follows that functionals Ψ and J are weakly-strongly continuous on X; see also [40] .
For c ∈ R, we say that the energy functional I satisfies the Cerami condition ((C) c -condition for short) if any sequence {u n } ⊂ X such that I(u n ) → c and I (u n ) X * (1 + u n X ) → 0 as n → ∞ has a convergent subsequence; such a sequence is then called a Cerami sequence, or a (C) c -sequence for short. We next show that the energy functional I satisfies the (C) c -condition, which plays a key role in obtaining our main result in this section.
Remark 3.7. One of the key assumptions for proving that the functional I satisfies the (C) c -condition (or the (PS)-condition) for c ∈ R is that
see, for instance, [4, 8, 22, 27, 30, 38, 40] . However, we prove the following result without assumptions (3.3) and (3.4).
Lemma 3.8. Assume that (J1)-(J5), (F1)-(F4) and (G1)-(G3) hold. Then the energy functional I satisfies the (C) c -condition.
Proof. Given c ∈ R, let {u n } ⊂ X be a (C) c -sequence of the functional I, that is,
which shows that
where o(1) → 0 as n → ∞. Note that Ψ and J are mappings of type (S + ) by lemma 3.6. Since I is a mapping of type (S + ) and X is reflexive by lemmas 3.5 and 2.1, respectively, it suffices to show the boundedness of the sequence {u n } in X. If {u n } is unbounded in X, then we can assume that u n X > 1 and u n X → ∞ as n → ∞. Define a sequence {w n } in X with w n = u n / u n X . Then w n X = 1 for all n ∈ N. Therefore, by passing to a subsequence, still denoted by {w n }, we have that {w n } converges weakly to w ∈ X and
where 'a.e.' indicates 'almost everywhere', using lemmas 2.4 and 2.5.
It follows from (3.5), (J4) and lemma 2.3 that
for some constant C 1 , and thus
Also, by assumption (J2) and lemmas 2.1 and 2.3, we get
for n large enough. In addition, condition (F3) implies that there exists t 0 > 1 such that F (x, t) > |t| p+ for all x ∈ Ω and |t| > t 0 . Since F (x, t) is continuous on
. Therefore, we can choose C 3 ∈ R such that F (x, t) C 3 for all (x, t) ∈ Ω × R, and thus
for all x ∈ Ω and for all n ∈ N. Similarly, using assumption (G2), we see that there exists
for all x ∈ ∂Ω and for all n ∈ N. Observe that assumptions (F3) and (G2) imply that
Now, we claim that |Ω 0 | = 0, where |Ω| denotes the Lebesque measure of Ω. If |Ω 0 | = 0, then by (3.8)-(3.13) and Fatou's lemma we have 
which is a contradiction. Therefore, |Ω 0 | = 0, and we have w(x) = 0 almost everywhere in Ω.
Let { k } be a sequence of real numbers such that k > 1 for any k and
Since u n X → ∞ as n → ∞, we obtain that u n X > k and so 0 < k / u n X < 1 for n large enough. It follows from (J4), (3.15), (3.16) and lemma 2.3 that For any n large enough, it is obvious that I(t n u n ) > 0 = I(0) = I(0u n ), and thus
. Hence, we always know that
for sufficiently large n. On the other hand, for all n large enough, we deduce from assumptions (J5), (F4), (G3), (3.5) and (3.19) that
→ c + C 6 as n → ∞ for some positive constant C 6 . Due to (3.18), we have a contradiction, and thus the sequence {u n } is bounded in X. Therefore, the functional I satisfies the (C) c -condition for any c ∈ R.
It is well known that since X is a reflexive and separable Banach space, there are {e n } ⊆ X and {f * n } ⊆ X * such that
and
In order to establish the existence and multiplicity results, we use the following Fountain theorem. 
hold, then the functional I has an unbounded sequence of critical values, i.e. there exists a sequence {u n } ⊂ X such that I (u n ) = 0 and I(u n ) → +∞ as n → +∞.
The following result is useful to prove our main theorem.
Lemma 3.10 (Fan [12] ). Define
where α(x) and β(x) were given in (F2) and (G1), respectively. Then lim k→∞ θ k = 0 and lim k→∞ η k = 0.
Theorem 3.11. Assume that (J1)-(J5), (F1)-(F5) and (G1)-(G4) hold. Then if
Proof. Obviously, I is an even functional and satisfies the (C) c -condition for any c > 0. It is enough to show that there exist ρ k > δ k > 0 such that
First of all, we prove condition (1) . Assume that u X > 1. It follows from (J4), (F2), (G1) and lemmas 2.2 and 2.3 that
}.
Then we have
. It is clear that δ k → ∞ as k → ∞ because p − < α + and θ k → 0 as k → ∞ by lemma 3.10. Therefore, if u ∈ Z k and u X = δ k , we have
I(u)
min{d, 1} 2
Like the previous argument, I(u) → ∞ as k → ∞ in the other three cases since
Next we prove condition (2) . Let u ∈ Y k and u X > 1. By assumptions (F3) and (G2), we see that for any M > 0 there exist two positive constants, both denoted by C(M ), which depend on M and satisfy
For k > 1, it follows from (J2), (3.20) , (3.21) and lemmas 2.1 and 2.3 that
then we obtain I(u) → −∞ as u X → ∞, and thus we can choose
ρ k > δ k > 0.
Existence of infinitely many weak solutions converging to zero
In this section we prove the existence of infinitely many weak solutions for the nonlinear Neumann boundary-value problem (P) using the argument in [34, 36] (theorem 4.7 below). For this, we employ the regularity lemma (lemma 4.3) and the cut-off method (lemma 4.6). First of all, we need the following additional assumptions on ϕ, Φ 0 , f and g.
(F6) There exists a constant s 0 > 0 such that p − F (x, t) − f (x, t)t > 0 for all x ∈ Ω and for 0 < |t| s 0 .
(F7) lim |t|→0 (f (x, t)/|t| p−−2 t) = +∞ uniformly for all x ∈ Ω.
(G5) There exists a constant s 1 > 0 such that p − G(x, t)−g(x, t)t > 0 for all x ∈ ∂Ω and for 0 < |t| s 1 .
(G6) lim |t|→0 (g(x, t)/|t| p−−2 t) = +∞ uniformly for all x ∈ ∂Ω.
Let us introduce the following lemma, which will be useful in the proof of a result about regularity for a weak solution of problem (P). Define u + = max{u, 0} and u − = − min{u, 0}.
To apply De Giorgi's technique, we need the following crucial lemma. The proof is given in [21, 
for any n n 0 , where n 0 is the smallest n ∈ N∪{0} satisfying Z n 1. In particular, Z n → 0 as n → ∞.
Next, from an analogous argument to that in [20, theorem 4 .2], we prove proposition 4.3, which is a regularity-type lemma, via De Giorgi's technique and the localization method. We point out that proposition 4.3 is reproved in the present circumstances because the lemma 4.2 above is slightly different from [39, lemma 2.1], even though their method was applied to the Neumann problem with a nonlinear boundary condition.
Proposition 4.3. Assume that (J1), (J2), (J4), (F1), (F2) and (G1) hold. Then there exist positive constants η, ρ such that if u is a weak solution of problem (P), then
as a test function in (P) and integrating over Ω, we have
Equivalently,
Hence, since u u − k > 0 and u k 1 on A k , by (F2) and (G1),
. . , with k * 1 specified later, and
Recalling the definition of k n , we have
Thus, 
For the Lebesgue measure of A kn+1 , we estimate
The compactness of Ω implies that for any R > 0, there exists a finite open cover
for all x ∈ ∂Ω, and p ∈ C(Ω), α ∈ C + (Ω), β ∈ C + (∂Ω), we may take a sufficiently small R > 0 such that for all i ∈ {1, . . . , m} we have
* is obvious. For the case in which p(x) < N, we can modify the proof in [20] to get α
* . For the convenience of the reader, we prove it. Assume that there exists x ∈ Ω such that p(x) < N. Then we have
is uniformly continuous on Ω, for a sufficiently small R > 0 we have
where
, we consider the following three cases. The first, the p(x i ) N case, is obvious. For the second, that in which
For the final case, in which p(
Therefore, we get
is uniformly continuous on ∂Ω, for a sufficiently small R > 0 we have
By way of cases 1 and 2, we show inequality (4.6). Next, to obtain the relation between Z n and Z n+1 , we choose a partition of unity
, that is, we have
Observe that
Therefore, it follows from the above inequality, (4.4) and (4.5) that we obtain
where e 2 := (
Using the partition of unity and Jensen's inequality, we get 
For each i ∈ {1, . . . , m}, definẽ
∂ , and so we deduce following continuous embedding:
Let i ∈ {1, . . . , m} be fixed and suppose that γ 1 ∈ {α
Using the Hölder inequality and the claim about the embedding, we get 
where C i and D i are the embedding constants. In addition, we have 9) and from (4.3) and (4.7) we estimate
where L is a positive constant satisfying
m).
Using (4.10), relation (4.9) becomes
for R ∈ {γ 1 , γ 2 } and using (4.5), we have (4.13) where η := max 1 i m {α
It follows from (4.11)-(4.13) that
γ1/p 
We deduce from (4.8) and (4.14) that Arguing the cases Z n 1 and Z n < 1, and noting that the smallest and the largest exponents are 2 − η and 1 + max{α + /p − , β + /p − }, respectively, we get In other words, Observe that Consequently, (u − 2k * ) + = 0 a.e. in Ω and this means that ess sup Ω u 2k * . The boundedness from below of u can be shown analogously by replacing u with −u, A k withÃ k , and using (4.2) instead of (4.1). This completes the proof.
The following lemma is quoted from [19] . Proof. Let us define a cut-off function κ 1 ∈ C 1 (R, R) satisfying κ 1 (t) = 1 for |t| t 0 , κ 1 (t) = 0 for |t| 2t 0 , |κ 1 (t)| 2/t 0 and κ 1 (t)t 0. So, we definẽ F (x, t) = κ 1 (t)F (x, t) + (1 − κ 1 (t))γ 1 |t| p− andf (x, t) = ∂ ∂tF (x, t), (4.23) where γ 1 > 0 is a constant. It is straightforward to see that p −F (x, t) −f (x, t)t = κ 1 (t)F(x, t) − κ 1 (t)tF (x, t) + κ 1 (t)tγ 1 |t| p− ,
