Abstract. We give a direct analytic proof of the classical Boundary Harnack inequality for solutions to linear uniformly elliptic equations in either divergence or non-divergence form.
Introduction
In this note we give a short proof of the classical Boundary Harnack inequality for solutions to linear uniformly elliptic equations, which is based only on the Harnack inequality and Weak Harnack inequality. Our proof provides a unified approach for both divergence and non-divergence linear equations. The strategy applies to several other extensions of the Boundary Harnack inequality which we mention in the last section.
We recall the setting of the classical Boundary Harnack inequality in Lipschitz domains. As usual, we write x = (x , x n ) ∈ R n and B 1 denotes the unit ball in R n−1 , centered at 0. Given a Lipschitz function g, with g : B 1 ⊂ R n−1 → R, g ∈ C 0,1 , g C 0,1 ≤ L, g(0) = 0, we denote by Γ := {x n = g(x )}, h Γ (x) := x n − g(x ). We define the cylindrical region of radius r and height ρ above the graph Γ as C(r, ρ) := {(x , x n ) : |x | < r, 0 < h Γ < ρ}; if r = ρ we write simply C r := C(r, r). Let Lu be either Lu := div(A(x)∇u), or Lu := tr(A(x)D 2 u) with A uniformly elliptic, that is λI ≤ A ≤ ΛI, 0 < λ ≤ Λ < +∞.
Boundary Harnack Inequality states the following.
Theorem 1.1. Let u, v > 0 satisfy Lu = Lv = 0 in C 1 and vanish continuously on Γ. Assume u, v are normalized so that u (e n /2) = v(e n /2) = 1, then
with C depending on n, λ, Λ, and L.
The classical case when L = ∆ appears in [A, D, K, W] . Operators in divergence form were first considered in [CFMS] while the case of operator in non-divergence form was treated in [FGMS] . The same result for operators in divergence form was extended also to so-called NTA domains in [JK] . The case of Hölder domains and L in divergence form was addressed with probabilistic techniques in [BB1, BBB] , and an analytic proof was then provided in [F] . For Hölder domains and operators L in non-divergence form, it is necessary that the domain is C 0,α with α > 1/2 (or that it satisfies a uniform density property), and the proof again is based on a probabilistic approach [BB2] .
The purpose of this short note is to provide a unified analytic proof of Theorem 1.1 that does not make use of the Green's function and which holds for both operators in non-divergence and in divergence form. The idea is to find an "almost positivity property" of a solution, which can be iterated from scale 1 to all smaller scales. The same strategy also applies to other similar situations like that of Hölder domains, NTA domains and to the case of "slit" domains (see Section 3, for the precise definition of NTA and slit domain.)
The key property of uniformly elliptic equations needed in our proof is the following Weak Harnack Inequality for subsolutions, which holds for both divergence [DG] and non-divergence [KS] equations.
with 0 < c(η) < 1 depending on η and n, λ, Λ.
A consequence of Theorem 1.2 based on scaling and covering arguments implies the following version of the Weak Harnack inequality (see for example Lemma 4.4 in [CC] and Theorem 8.17 in [GT] .)
with C(p) > 0 depending on p and n, λ, Λ.
The paper is organized as follows. In Section 2 we provide the proof of Theorem 1.1. In Section 3 we provide several extensions, precisely we discuss the case of Hölder domains, NTA domains, and slit domains.
Proof of Theorem 1.1
We divide the proof of Theorem 1.1 in three steps. In what follows, constants depending only on n, L, λ, Λ are called universal. Recall that,
and if r = ρ we write simply C r . We also set, for δ > 0 small to be made precise later,
The idea is to show that a solution which is large in A r and not too negative in C r will remain positive in all smaller subdomains A 2 −k r , with k ≥ 1.
Step 1. There exist M > 0 large and δ > 0 small universal, such that if w is a solution to Lw = 0 in C 1 (possibly changing sign) which vanishes on Γ, and
for some small a > 0.
Notice that after a dilation we can apply the conclusion again to w/a. By rescaling and iterating, we conclude that
for a sequence of positive numbers a k , hence w > 0 on the line segment {te n , 0 < t < 1}.
To prove our claim we first establish a lower bound for w on A 1
2
. Pick x 0 in this set. The Lipschitz continuity of g implies that the cone of vertex at (x 0 , g(x 0 )) and slope L is included in C 1 near its vertex. We apply the interior Harnack inequality to w + 1 ≥ 0 in a sequence of overlapping balls included in this cone which connect x 0 with x 0 + δe n ∈ A 1 , and notice that the number of balls needed depends only on L. We conclude that
and then M large, universal, such that the right-hand-side in (2.3) is larger than M a. Thus (2.1) is established. Next we show that (2.2) holds. Let x 0 ∈ C(1 − δ, δ), and let Q δ (x 0 ) be a cylinder of height 2δ and radius δ around x 0 . Assume w is extended to zero in {h Γ < 0}. Notice that on each vertical segment of Q δ (x 0 ), w − = 0 on at least half of its length (the parts which fall in A 1 or below the graph of g). By Weak Harnack inequality applied to w − in Q δ (x 0 ), and recalling that by hypothesis w − ≤ 1 in C 1 , we conclude that
Now we can choose δ > 0 small, universal, so that
and
Step 1 is proved.
Step 2. In this step we show that
with C > 0 universal. Step 1
We extend u = 0 in {h Γ < 0}, and we still denote the resulting function by u. Then Lu ≥ 0 say in B 1 × {−1 < h Γ < 1} and by Theorem 1.3, for any p > 0,
On the other hand, since g is Lipschitz, an iterated application of the interior Harnack inequality gives that
for some large universal K. Thus, u p is integrable by choosing p = 1/2K, and our conclusion follows from (2.6).
Step 3. We show that for a large constant C * > 0 universal,
By
Step 2 we know that v ≤ C 0 in C 3/4 . Moreover, given δ > 0 universal from Step 1, since u(e n /2) = 1, we conclude by interior Harnack that
Thus, we can choose C * large so that
with M the constant in Step 1. Moreover,
We conclude by
Step 1 that w ≥ 0 on the line {te n , 0 < t < 5/8}. By repeating the same argument at all points on Γ ∩ C 1/2 , our claim follows.
Further extensions
In this section we extend Theorem 1.1 to other similar situations. The main point is to choose the domains C r and A r accordingly in each case, so that a quantified positivity statement as in Step 1 in Section 2 can be iterated.
3.1. The case of Hölder domains. Assume that g ∈ C 0,α with α > 1 2 . We prove here that the statement of Theorem 1.1 remains valid. We mention that our proof shows that the constant C does not depend on v L ∞ , which is assumed in [BB2] for the case of operators in non-divergence form.
The proof follows the same steps as in the Lipschitz case. We sketch below only Steps 1 and 2, as Step 3 is basically unchanged. Constants depending on n, α, λ, Λ and g C 0,α are now called universal. Here,
for β > 1 to be made precise later.
Step 1. We show that, there exist C 0 , β > 1 universal, such that if w is a solution to Lw = 0 in C r (possibly changing sign) which vanishes on Γ and w ≥ f (r) on A r , and w ≥ −1 on C r , where
for some small a = a(r) > 0, as long as r ≤ r 0 universal. The conclusion can be iterated and we obtain as before that if the hypotheses are satisfied in C r0 then w > 0 on the line segment {te n , 0 < t < r 0 }.
We argue as in the case of Lipschitz domains, however, since g is Hölder continuous, when applying interior Harnack inequality to w + 1, we need
to connect a point in A r/2 with a point in A r . We conclude that
for some C 1 universal. We obtain for r small, , hence in view of (3.4), our claim
is satisfied for r small, as long as we can pick β such that
This is possible for α > 1/2.
Figure 2.
Step 1
Step 2. We show that, u, v ≤ C 2 in C 1/2 , with C 2 universal. Here we apply an iterative argument similar to the one in Step 1 above, as (2.7) no longer holds and our claim cannot be deduced by a direct application of Theorem 1.3. Since u(e n /2) = 1, the interior Harnack inequality gives that
with C 1 universal. With the same notation as Step 1, we wish to prove that if r is smaller than a universal r 0 and
for some y ∈ C 1/2 , then we can find
Since |z − y| ≤ Cr β , we see that for r small enough, we can build a convergent sequence of points y k ∈ C 3/4 with u(y k ) ≥ f (2 −k r) → ∞, a contradiction. To show the existence of the point z we let
Then, in view of (3.5),
and w = 0 on Γ by hypothesis. Moreover, if our claim is not satisfied then, by applying Weak Harnack inequality repeatedly as in (2.4) (and Step 1 above) we obtain w ≤ f ( r 2 ) e
−c0r
1−β in C r/2 (y , g(y )).
1−β , and we reach a contradiction.
Remark 3.1. We remark that in Step 2 of Theorem 1.1 when Γ is Lipschitz we could have argued also as above, by constructing a sequence of points y k with u(y k ) → ∞. This is precisely the strategy that appears in [CFMS] for obtaining an upper bound on u.
3.2. NTA domains. In [JK] , the authors extended Theorem 1.1 to a class of domains called "NonTangentially Accessible" (NTA), in the case of operators in divergence form. The case of operators in non-divergence form is treated with probabilistic techniques in [BB1] . We recall the definition of NTA domains which preserve the key properties of Lipschitz domains.
(ii) (Density estimate of the complement.) ∀x ∈ ∂D, r < r 0 ,
there exists a sequence of M k overlapping balls included in D, of radius /M such that, the first one is centered at x 1 and last one at x 2 , and such that the centers of two consecutive balls are at most /(2M ) apart.
Our strategy applies to NTA domains with very small modifications. We briefly mention how to define the sets C r and A r in this setting.
Let D ⊂ R n be NTA with constants M, r 0 . Say, 0 ∈ ∂D. We define
Here constants depending on n, λ, Λ, M, r 0 are called universal.
The proof of Step 1 follows exactly as in the Lipschitz case. In the proof of (2.2), the cylinder Q 2δ (x 0 ) is replaced by the ball B 2δ (x 0 ). Then weak Harnack inequality can be applied in view of (ii) the density property of NTA domains. After the iteration, the conclusion is that w > 0 in the set {δ|x| < d Γ (x)}, and this statement can be used in Step 3 to obtain the desired claim.
The proof of Step 2 can also be obtained as in the Lipschitz case, by observing that d −c Γ for c > 0 small universal, is integrable in view of the corkscrew condition (via a covering argument.) Alternatively, we can also argue as in Remark 3.1.
3.3. Slit domains. We discuss a version of Boundary Harnack in slit domains which is relevant in non-local problems via the Caffarelli-Silvestre extension [CS] . A "slit domain" is domain of the type B 1 \ P with P a closed subset of Γ, where Γ is a Lipschitz graph as in Section 2 (or Hölder domain as in Subsection 3.1). The proof of the previous section leads to the following result.
Theorem 3.3. Let u, v ≥ 0 vanish continuously on P and assume that (3.6) Lu = Lv = 0 in B 1 \ P.
Suppose further that u( 1 2 e n ) = u(− 1 2 e n ) = 1. Then
with C = C(n, λ, λ, L) independent of P.
Indeed, in this case the cylinders C r and the sets A r are defined as C r = {|x | < r, |h Γ | < r}, A r := {|x | < r, δr < |h Γ | < r}, and the proof remains identical. The conditions on u and v at the point −e n /2 can be removed from the statement of the theorem when there is a chain of overlapping balls of radius µ connecting the points ±e n /2, provided the constant C depends on µ as well.
Another situation when this happens, which as mentioned above appears in nonlocal problems, is when Γ = {x n = 0} and u, v are symmetric with respect to Γ. We have the following corollary.
Corollary 3.4. Assume that u, v ≥ 0 are even in the x n variable and vanish continuously on a closed subset P ⊂ {x n = 0}. Assume that u, v satisfy (3.6) and are normalized such that u = v = 1 at e n /2. Then
with C = C(n, λ, λ). Moreover, u v is uniformly Hölder continuous in B 1/2 \ P.
