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We study SIS epidemic spreading processes unfolding on a recent generalisation of the activity-
driven modelling framework. In this model of time-varying networks each node is described by two
variables: activity and attractiveness. The first, describes the propensity to form connections. The
second, defines the propensity to attract them. We derive analytically the epidemic threshold consid-
ering the timescale driving the evolution of contacts and the contagion as comparable. The solutions
are general and hold for any joint distribution of activity and attractiveness. The theoretical picture
is confirmed via large-scale numerical simulations performed considering heterogeneous distributions
and different correlations between the two variables. We find that heterogeneous distributions of
attractiveness alter the contagion process. In particular, in case of uncorrelated and positive cor-
relations between the two variables, heterogeneous attractiveness facilitates the spreading. On the
contrary, negative correlations between activity and attractiveness hamper the spreading. The re-
sults presented contribute to the understanding of the dynamical properties of time-varying networks
and their effects on contagion phenomena unfolding on their fabric.
PACS numbers: 89.75.-k, 64.60.aq, 87.23.Ge
Many social, natural and technological systems can
be modelled as networks. The structure of such sys-
tems is often not fixed and exhibits complex temporal
dynamics [1–4]. However, the large majority of stud-
ies revolve around representations that neglect the role
of time [5–7]. In particular, connections are typically
approximated as either static or annealed [8, 9]. Since
networks are often used as an environment for the study
of dynamical processes, the choice concerning which ap-
proximation to adopt is a matter of time scales: when
the process is faster than the network evolution, the net-
work structure can be assumed static; in the opposite
conditions, networks can be effectively described by an-
nealed representations. When, however, the time scale of
the process studied is comparable to the one characteris-
ing the network evolution, static or annealed approxima-
tions are not viable and can lead to incorrect conclusions
such as misrepresenting i) the spreading potential of a
disease [10–29], ii) the exploring capabilities of random
walkers [30–35], iii) the features of social interactions [36–
49], or the processes of iv) information spreading [50–54],
v) synchronisation [55], vi) percolation [56], vii) consen-
sus [57], viii) competition [58], ix) social contagion [59],
and x) innovation [60].
Thanks to the unprecedented availability of large and
longitudinal datasets, in recent years a great effort has
been put into the development of temporal network rep-
resentations and models. See References [1–3] for de-
tailed reviews on the subject.
∗ n.perra@greenwich.ac.uk
One proposal for an analytical model of temporal net-
work comes from the activity-driven model [19], which
relates the temporal structure of the connections to one
fundamental quantity, the activity. This feature repre-
sents the propensity of a node to establish connections
per unit time. In the model, each node i is equipped
with an activity ai extracted from a distribution F (a).
At any time step t, nodes are active and thus willing
to establish connections with probability proportional to
their activity. One praise of this simple mechanism is
that it relates the contact dynamics to the structure of
the time-integrated network: the resulting degree distri-
bution P (k) depends on the form of F (a), and in particu-
lar a power-law distributed activity produces a power-law
degree distribution [19]. This fact is particularly signif-
icant in relation with social networks, which are known
to exhibit distributions of this kind both for the degree
[5, 61] and for the activity [19, 48, 62–64].
In its original form, the activity-driven model is ex-
tremely simple, thus relatively lightweight for perform-
ing calculations. Nonetheless it gives rise to a non-trivial
temporal structure having an impact on the unfolding of
dynamical processes [19, 62, 65, 66]. Precisely because of
its simplicity, and in particular of its reliance on only one
node property (the activity), the original activity-driven
is not able to reproduce other widespread properties of
social networks, namely finite clustering, assortative mix-
ing, a bursty contact sequence and memory effects [67–
69]. For this reasons, and also thanks to its flexibility,
modifications to the original model have been introduced
and investigated [27, 48, 49, 63, 70, 71].
Here, we consider a recent extension of the model [72]
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2in which beyond the activity distribution, the network is
characterised by an attractiveness distribution [72].This
feature accounts for the fact that some nodes may be a
preferential target of interactions (i.e. be more popular),
in the same way activity accounts for the fact that some
nodes are more inclined to be their initiators. The at-
tractiveness bi of a node i is a measure of its propensity
to attract contacts. Therefore it is to some extent the
reciprocal of the activity, and a natural complement to
it within the model. Heterogeneous attractiveness distri-
butions have been observed in different networks such as
online communities [72–74], face-to-face interactions [75],
and animal hierarchies [76].
In Ref. [72], besides the introduction of the model, the
authors studied the effects of the attractiveness and of its
interplay with the activity on the fundamental dynamical
processes: the random walk. Here, we keep investigating
how attractiveness and activity affect spreading processes
on temporal networks focusing on contagion phenomena.
In particular, we consider SIS epidemic models in the case
of a generic joint activity-attractiveness distribution de-
riving an analytic expression for the epidemic threshold.
We give a detailed treatment of three scenarios. First, we
examine the case of uncorrelated activity and attractive-
ness. Second, inspired by observations on real data [72],
we study the case of positive correlation between the two
variables. Finally, we complete our analysis considering
the case of negative correlation. In all cases we use nu-
merical simulations to validate our results.
The shape of the activity distribution, and its sec-
ond moment in particular, has been shown to influence
the unfolding of different kinds of processes unfolding on
activity-driven networks [19, 27, 65, 66, 77, 78]. In case
of spreading phenomena, the more heterogeneous the ac-
tivity distribution (i.e. the larger its variance), the easier
it is for a disease to reach a finite portion of the network
[19, 27, 66, 77]. Here, we found how the presence of a het-
erogeneous attractiveness has an analogous impact. The
presence of positive correlations between activity and at-
tractiveness further facilitates the contagion, while the
presence of negative correlations, conversely, hinders it.
The paper is structured as follows: in Section I we
present the model and we discuss the attractiveness and
its correlation with the activity; in Section II we study
the epidemic threshold for an SIS process in the case of
absence of activity-attractiveness correlation (II A), and
in the case of deterministic correlation (II B), treating all
cases both analytically and with simulations; Section III
contains the conclusions and an address of possible future
works.
I. THE MODEL
In the original activity-driven model (AD), a network
of N nodes is characterised by an activity distribution
F (a) from which the activity, ai, of each node i is ex-
tracted. The model uses a discrete time framework,
with time steps of duration ∆t. At the beginning of
each time step, a node i may activate; the activation
happens with probability ai∆t; if a node activates, it
will form a fixed number m of connections towards ran-
domly selected nodes (multiple connections, as well as
self-connections, are forbidden, and in general m  N);
the connections remain active for the duration of the time
step, at the end of which they are all reset, and the pro-
cess starts again.
The above depicted is the original version of the model,
as proposed in [19]. There, when a node activates, it
will choose the targets of its connections among all other
members of the network with equal probability. In the
version of the model we consider here, which we will call
activity-driven with attractiveness (ADA), the network is
also characterised by an attractiveness distribution [72].
In general, the two values of activity ai and attractive-
ness bi for the same node i are not necessarily uncorre-
lated, and are sampled from a joint probability distribu-
tion H(a, b). Interestingly, recent observations on online
social networks have shown both variables to behave ac-
cording to a power-law with similar exponents and an
approximately linear correlation [72].
The ADA works like the AD, except that when a node
i activates it will choose another node j as a target of
one of its m connections with probability proportional to
the second node’s attractiveness, bj . As the probability
of choosing any node must be equal to one, the correct
normalisation for the probability is bj/〈b〉N , where 〈b〉 is
the mean value of the attractiveness:
〈b〉 =
∫
da dbH(a, b) b. (1)
The model thus behaves similarly to a linear preferential
attachment, as the overall number of contacts received
by a node during any time-window is linearly propor-
tional to its attractiveness; the total number of contacts
(received and initiated), on the other hand, depends on
both activity and attractiveness.
By time-integrating the connections obtained at dif-
ferent time steps we can study the emergent topologi-
cal properties of the network. In particular, the time-
integrated network over T time steps is defined as the
union of the instantaneous networks obtained at T dif-
ferent time steps, i.e. two nodes figure as connected in
the integrated network if they are connected in at least
one of the T instantaneous networks. A weight, equal to
the number of instantaneous networks in which the edge
appears, can also be associated to each edge. For the
AD, the degree distribution of the integrated network is
connected to the activity distribution through the rela-
tion P (k) ∼ F (k/Tm), as long as it holds k  T  N
[19]. The study of the time-integrated properties of ADA
networks will be instead matter of future work.
FIG. 1 illustrates the degree distribution P (k) and the
edge weight distribution P (w) obtained for two ADA and
an AD networks of size N = 105 after a time-integration
of T = 103 time steps. We used an activity distribu-
3FIG. 1. Degree and edge weight distribution for time-
integrated ADA and AD. Both distributions show long tails.
We used an activity distribution F (a) ∝ a−2.4 for all the three
networks. For the uncorrelated ADA, the attractiveness dis-
tribution is also G(b) ∝ b−2.4. For the correlated case, we set
bi ∝ ai for each node i. We run our simulations on networks
of 105 nodes with m = 5, integrated over 103 time steps and
averaged over 100 runs.
tion F (a) ∝ a−2.4. In the AD model all nodes have
equal attractiveness; in the uncorrelated ADA we used
an attractiveness distribution independent on, but iden-
tical to, the activity distribution: G(b) ∝ a−2.4; for the
correlated ADA we set the attractiveness of every node
to be proportional to its activity: bi ∝ ai, i = 1, . . . , N .
The exponents are chosen to be representative of typi-
cal values encountered in social networks [6, 68]. The
plot of the degree distribution shows that the presence of
heterogeneous attractiveness in ADA networks does not
induce dramatic changes. However, the inspection of the
weight distribution highlights the difference between the
two models. The presence of heterogeneous attractive-
ness induces heterogeneity in the partner selection that
reverberate in the weight distribution. As we will see
later, such heterogeneity favours the contagion process.
The ADA model differs from recent generalisations of
AD networks introduced in [63] and further expanded in
[48, 49, 70]. In fact, in these extensions local reinforce-
ment mechanisms have been used as a way to model the
emergence and evolution of strong/weak ties [67]. How-
ever, local mechanisms alone cannot explain the dynam-
ics of ties especially in the current social media landscape
where people can easily be in contact with celebrities or
access information provided by popular accounts. The
attractiveness describes scenarios of global popularity, as
opposed to cases of local reinforcement where the per-
ceived attractiveness of a node may change between its
peers, so that the contact probability is encoded in pairs
rather than in the single nodes; also, we model the at-
tractiveness as constant in time, not being strengthened
nor weakened by the occurrence of contacts - or its lack.
II. EPIDEMIC THRESHOLD
As we discussed above, the presence of a heterogenous
attractiveness affects the temporal structure of contacts.
We want to quantify this phenomenon by studying its im-
pact on a dynamical process; namely, we choose to eval-
uate the epidemic threshold for an SIS process. The fact
that the analytical value of such threshold has already
been calculated and tested for the original activity-driven
in [19] allows us to straightforwardly draw a comparison
between the AD and the ADA.
The SIS is an example of a compartmental epidemic
model [5, 79, 80]; in this framework, every node belongs
to a certain class with respect to the disease status: sus-
ceptible (S), or infected (I). When a susceptible node con-
tacts (or is contacted by) an infected one, it may become
itself infected, with probability λ. Meanwhile, infected
nodes can undergo spontaneous recovery with rate µ and
become susceptible again.
In general contagion processes are characterised by a
threshold which determines whether the disease is able
to spread in the system affecting a macroscopic fraction
of nodes [5, 26, 79–81]. In the limit of static networks the
epidemic threshold of a SIS processes is determined by
the spectral properties of the adjacency matrix [82]. In
the limit of annealed networks and uncorrelated topolo-
gies the threshold is defined by the moments of the de-
gree distribution [83]. Interestingly, a closed expression
for the threshold of a SIS process unfolding on a general
time-varying networks has been obtained [12, 13]. This
can be expressed in terms of the spectral properties of the
system-matrix which is defined as S =
∏
t[(1−µ)At +λ]
(where At is the adjacency matrix at time t). Despite its
generality, this expression hides the physics of the process
behind the computation of eigenvalues which is typically
done numerically.
The AD framework allows an explicit mathematical
derivation [19]. In particular, the threshold, for SIS mod-
els, depends on the moments of the activity distribution:
λ
µ
〈k〉 > 2〈a〉〈a〉+√〈a2〉 ≡ TAD, (2)
at the first order in N−1 and activity [19]. We have
introduced TAD, that denotes the value of the epidemic
threshold for the activity-driven model and depends on
the properties the network, which in turn are determined
by the moments of the activity distribution.
It is important to stress how in the expression of the
threshold the time integrated properties of the network
4(as the degree distribution) do not appear. The dynam-
ical properties are defined only by the activity distribu-
tion.
Here, we extend the literature providing an explicit an-
alytical expression for the epidemic threshold for an SIS
process in the ADA model for any form of the probabil-
ity distribution H(a, b). To do so, we assume nodes to
be characterised by their activity and attractiveness val-
ues alone, and accordingly group them in classes; nodes
within each class are considered statistically equivalent
(mean-field assumption). We also assume that the two
variables are discretely distributed, but the derivation
would apply as well to the case of continuous variables.
We denote with Na,b the number of nodes of activity a
and attractiveness b, with the condition
∑
a,bNa,b = N .
The number of susceptible and infected nodes of activity
a and attractiveness b at time t is indicated as Sa,b(t) and
Ia,b respectively. A master equation for the temporal evo-
lution of the number of infected nodes in each class can
be written, again, in the limit of large size N  1, where
the probability of having repeated contacts between the
same two nodes can be neglected. Without lack of gen-
erality in the following we will set ∆t = 1. The master
equation reads:
Ia,b(t+ 1) = (1− µ)Ia,b(t)+
λm
N〈b〉Sa,b(t)
[
a
∑
a′,b′
b′Ia′,b′(t) + b
∑
a′,b′
a′Ia′,b′(t)
]
. (3)
The first term on the right side accounts for the infected
inherited from the previous time step, minus the cases of
spontaneous recovery. The two terms in bracket repre-
sent, the first, the probability for a susceptible node in
the class (a, b) to activate and contact an infected node in
any other class, and the second term represents the prob-
ability for an infected node in any other class to activate
and contact a susceptible node in the class (a, b); the dif-
ference with the AD model is that now the probability
for a node in the class (a, b) to be contacted depends
on b, and the probability for it to contact a node in the
class (a′, b′) depends on b′. We can define two auxiliary
functions to simplify what follows:
θ(t) ≡
∑
a,b
aIa,b(t), (4)
φ(t) ≡
∑
a,b
bIa,b(t). (5)
In considering the initial phase of the spreading, when
Ia,b(t)  Na,b, we can take Sa,b(t) ' Na,b; the master
equation becomes:
Ia,b(t+1) ' (1−µ)Ia,b(t)+ λm
N〈b〉Na,b[aφ(t)+bθ(t)]. (6)
From the last one, we can obtain three more equations:
one by summing aver all classes,and two more by first
multiplying by a and b respectively, and then summing.
Switching to a continuous time regime, we obtain a
system of three linear differential equations:
∂I(t)
∂t
' −µI(t) + λm〈b〉 [〈a〉φ(t) + 〈b〉θ(t)], (7)
∂θ(t)
∂t
' −µθ(t) + λm〈b〉 [〈a
2〉φ(t) + 〈ab〉θ(t)], (8)
∂φ(t)
∂t
' −µφ(t) + λm〈b〉 [〈ab〉φ(t) + 〈b
2〉θ(t)], (9)
of eigenvalues:
κ0 = −µ, κ± = λm〈b〉
(
〈ab〉 ±
√
〈a2〉〈b2〉
)
− µ. (10)
The outbreak prevails when at least one eigenvalue is
positive. The κ± recover the eigenvalues of the AD if
we use a constant attractiveness; κ0 is not a candidate
for being the largest eigenvalue, unless κ0 = κ+; so the
epidemic threshold is determined by the positivity of κ+,
leading to:
β
µ
>
2〈a〉〈b〉
〈ab〉+√〈a2〉〈b2〉 ≡ TADA, (11)
where we have used 〈k〉 = 2m〈a〉 [19], and introduced
β ≡ λ〈k〉 as the per capita spreading rate. As for the AD
(above), we use TADA to denote the value of the epidemic
threshold encoded in the features of nodes activity and
attractiveness.
Eq. 11 is valid for any form of H(a, b); in particular, the
expression recovers the value from Eq. 2 if a constant at-
tractiveness is used, so that 〈b2〉 = 〈b〉2 and 〈ab〉 = 〈a〉〈b〉.
In the reminder of this section we focus on two scenarios:
first, when activity and attractiveness are uncorrelated;
second, when they are instead deterministically corre-
lated - either positively on negatively.
To provide a precise estimation of the threshold value
when simulating an SIS process, we use the lifetime-based
method introduced in [9] and also used in [27] for the
same purpose. The lifetime L is defined as the amount of
time elapsed before the disease either dies out or spreads
to a finite fraction C of the network. The rationale be-
hind this definition is the following: when the system is
below threshold, the disease is not able to spread and dies
out in a short time; above threshold, the lifetime is also
short, as the disease can quickly reach a finite fraction
of nodes. Only for values of β/µ close to the threshold
we expect to observe a longer lifetime, as the contrasting
effects of contagion and spontaneous recovery are almost
equally strong and they struggle to prevail on each other;
we can thus take the value of β/µ corresponding to the
maximum in L as an estimation of TADA. Indeed, the
life time, obtained by averaging over many realisations,
is equivalent to the susceptibility in standard percolation
theory [9], thus it provides a precise method to detect
the threshold numerically.
The peak in the lifetime is more pronounced for larger
values of N as, for power-law activity and attractiveness
5distributions, the heterogeneity effects lowering the epi-
demic threshold are constrained by the finite size of the
system [84]. For such reason, we run our simulations on
networks of increasing size and expect to observe the peak
increase and occur at lower values of β/µ, converging to
the theoretical value as N → ∞. In particular, here we
chose to use N equal to 104, 105 and 106; we also set
C = 0.25 as the target value for the network coverage
(fraction of infected nodes).
A. Uncorrelated distributions
In the absence of correlations, H(a, b) can be written as
a product H(a, b) = F (a)G(b), where F (a) is the activity
distribution and G(b) the attractiveness distribution. In
Eq. 11, the mean value of the product can be factorised
to obtain:
TADA =
2
1 +
√
〈a2〉〈b2〉
〈a〉2〈b〉2
. (12)
We can see that, once fixed the average values, the
threshold can be made arbitrarily small by increasing ei-
ther or both the second moments, i.e. introducing het-
erogeneity. As the threshold depends on the moments
of the two distributions in the same way, the case with
constant attractiveness and generic F (a) (the AD) can
be mapped to the one with constant activity and attrac-
tiveness distribution F (b).
As 〈b2〉 ≥ 〈b〉2 always holds, the threshold can only
be lower than or equal to the one found in the AD; this
means that the introduction of any amount of heterogene-
ity in the attractiveness helps the epidemic spreading.
As an example of uncorrelated distributions, let us con-
sider two power-laws: F (a) = Ca−γa and G(b) = Db−γb ;
in both cases a and b are bounded inside the interval
[, 1], to avoid divergences.
FIG. 2 illustrates the behaviour of the epidemic thresh-
old obtained from Eq. 12; we report the values of T−1ADA
- so that the plot shows a maximum when the spread-
ing potential is maximum (the threshold shows a mini-
mum) - as a function of the two exponents γa and γb.
The threshold exhibits the same dependence on each of
the two exponents, as the analytic expression also shows,
with local maxima for γa = 2 (and γb = 2) and a global
maximum in γa = γb = 2. The function is symmetric
around such value.
In FIG. 3 we show an analytical comparison between
the ADA and the AD, by plotting TAD/TADA - the ratio
between the epidemic threshold in the original model and
the epidemic threshold with attractiveness computed fol-
lowing the analytical solution - as a function of the two
power-law exponents. As expected from the equations
we find that, for values of γb either very large or close
to zero, the ratio tends to one, as 〈b2〉 → 〈b〉2 and con-
sequently TADA → TAD. Otherwise, the attractiveness
always lowers the threshold thus facilitating the spread-
ing of the epidemic phenomenon.
FIG. 2. Value of 1/TADA for the case of uncorrelated distri-
butions: H(a, b) = F (a)G(b), where both variables are dis-
tributed according to a power-law with values in the range
[10−3, 1]: F (a) ∝ a−γa and G(b) ∝ b−γb . The threshold de-
pends on the exponents γa and γb via the moments of the two
distributions. We plot the reciprocal of the epidemic thresh-
old, so that the larger is the value plotted the easier is for
the disease to spread. TADA has the same dependence on the
two exponents and it is symmetric around its maximum in
γa = γb = 2.
We tested the validity of our findings by simulating an
SIS process with two different choices of the exponents:
one with γa = 1.8 and γb = 2.1, the other with same
γa and γb = 2.8; in both cases we set m = 2 and took
the median value over a number realisations of the pro-
cess varying between 500 and 5000 (depending on the
size). The results are shown in FIG. 4, where we plotted
the lifetime of the process for different values of β/µ. In
particular, we let λ vary while we keep fixed µ = 0.01
and 〈k〉 also does not change, being determined by the
relation 〈k〉 = 2m〈a〉. The lifetime exhibits a peak con-
verging towards the theoretical prediction (dotted line)
for increasing values of N . Also, the comparison with
the AD (dashed line) shows that the epidemic threshold
is appreciably lower in the ADA setting, as the hetero-
geneity due to the attractiveness distribution facilitates
the spreading.
B. Deterministic correlation
As a second example, we study the case of a determin-
istic activity-attractiveness correlation, where the value
of one variable uniquely determines the value of the other
one for any given node. The joint distribution can be ex-
pressed in the form:
H(a, b) = F (a)δ(b− q(a)), (13)
where δ(x) is the Dirac delta and q(a) is the function that
determines the attractiveness of a node given its activity:
bi = q(ai), ∀i. Using the relation G(b) = F (a)|da/db| we
6FIG. 3. Plot of TAD/TADA, the ratio of the epidemic
threshold in the original model and the epidemic threshold
with attractiveness, for the case of uncorrelated distributions:
H(a, b) ∝ a−γab−γb on the ADA. The activity on the AD
in distributed according to the same law as on the ADA:
F (a) ∝ a−γa . The ratio is a function of the two exponents
(TAD depends on γa only). When γb diverges or tends to
zero, the attractiveness distribution loses heterogeneity and
the ADA converges to the AD. The difference is maximal for
γb = 2.
can obtain an expression for G(b) (provided q(a) has an
inverse):
G(b) = F (q−1(b))
∣∣∣∣dq−1(b)db
∣∣∣∣ . (14)
A case of interest is q(a) ∝ aγc , γc > 0, so that if one
the variables is power-law distributed, the other is too,
with different exponent: if for example F (a) ∝ a−γa ,
then the attractiveness will be distributed as G(b) ∝
b−1+
1−γa
γc . This also includes the case of identical cor-
relation, for γc = 1. A generic moment of the joint dis-
tribution can be expressed as:
〈anbm〉 = 〈an+γcm〉, (15)
and Eq. 11 becomes:
TADA =
2〈a〉〈aγc〉
〈a1+γc〉+√〈a2〉〈a2γc〉 . (16)
FIG. 5 shows the behaviour of the threshold as a func-
tion of the exponents γa, governing the activity distribu-
tion, and γc, which determines the activity-attractiveness
relation as depicted above. We report the values of the
logarithm of T−1ADA: as in previous plots, we choose to
show the reciprocal of the epidemic threshold. In this
case we also choose to take the logarithm, as the value
of T−1ADA changes considerably in the range studied. For
γc = 0, which is equivalent to the AD as G(b) is constant,
the threshold shows a maximum for γa = 2 as expected;
as γc increases, the maximum increases very quickly as
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FIG. 4. Lifetime of SIS processes on an ADA uncorrelated
networks with power-law distributed activity (γa = 1.8) and
attractiveness (top: γb = 2.1, bottom: γb = 2.8), plotted for
different values of β/µ. We let λ vary while we keep fixed
µ = 0.01 and 〈k〉 is determined by the relation 〈k〉 = 2m〈a〉.
The theoretical epidemic threshold (dotted line) is apprecia-
bly lower than the threshold for the AD (dashed line), and is
in accordance with the simulations. We usedm = 2,  = 10−3.
In the upper plot, we used: for N = 104, 3000 simulations
(red); for N = 105, 1000 simulations (blue); for N = 106, 500
simulations (green). In the lower plot, we used: for N = 104,
5000 simulations (red); for N = 105, 500 simulations (blue);
for N = 106, 500 simulations (green). Solid lines with markers
and shaded areas represent mean and 95% confidence interval
separately.
the most active nodes become more and more popular,
greatly facilitating the spreading of the disease.
We validated the case of identical correlation with com-
puter simulations, by studying an SIS process. In FIG. 6
we plotted the lifetime for different values of β/µ. For
increasing values of N , the lifetime exhibits a peak that
converges towards the predicted threshold (solid line) -
which is significantly lower than the one obtained in the
AD (dashed line), and also lower than the threshold for
uncorrelated distributions (dotted line) - thus confirming
our analytical predictions. We let λ vary while keeping
fixed µ = 0.01, γa = 2.8, m = 2, taking the median over
a number of realisations ranging between 500 and 3000,
depending on the size of the network.
As a second instance of the deterministically correlated
case, we consider q(a) ∝ a−1. This form of the function
accounts for a case of negative activity-attractiveness cor-
relation, where the most active nodes are the least attrac-
tive and vice versa. The same formulae hold as for the
7FIG. 5. For the case of deterministic activity-attractiveness
correlation of the form b ∝ aγc , with activity distribution
F (a) ∝ a−γa , the plot shows the logarithm of T−1ADA as a
function of the two exponents γa and γc. Higher values in the
plot correspond to a lower epidemic threshold, thus to an eas-
ier spreading. In particular, when γc = 0 - which corresponds
to the AD case as the attractiveness is constant, the spread-
ing is maximal for γa = 2 as expected. When γc increases,
the threshold value decreases very rapidly, as the most active
nodes also become the most popular ones.
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FIG. 6. Lifetime of an SIS process on an ADA network with
identical activity-attractiveness correlation (b ∝ a), plotted
for different values of β/µ and different network sizes; we
used a power-law distributed activity with γa = 2.8 and let
λ vary while keeping fixed µ = 0.01 and 〈k〉 = 2m〈a〉. The
theoretical epidemic threshold (solid line) is lower than the
threshold for the AD (dashed line). The case of identical
but uncorrelated distributions (γa = γb = 2.8, dotted line) is
also significantly different from the correlated case. We used
m = 2,  = 10−3, and run: for N = 104, 3000 simulations
(red); for N = 105, 800 simulations (blue); for N = 106,
500 simulations (green). Solid lines with markers and shaded
areas represent mean and 95% confidence interval separately.
case of positive γc above, leading to the expressions:
〈anbm〉 = 〈an−m〉, (17)
for a generic moment, and:
TADA =
2
1 +
√
〈a2〉〈a−2〉
〈a〉2〈a−1〉2
, (18)
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FIG. 7. Lifetime of an SIS process on an ADA network
with negative deterministic activity-attractiveness correlation
of the type b ∝ a−1, plotted for different values of β/µ and
different network sizes; we used a power-law distributed activ-
ity with exponent γa = 2.8 and let λ vary while keeping fixed
µ = 0.01 and 〈k〉 = 2m〈a〉. We set m = 2,  = 10−3, and run:
for N = 104, 3000 simulations (red); for N = 105, 2000 sim-
ulations (blue); for N = 106, 2500 simulations (green). Solid
lines with markers and shaded areas represent mean and 95%
confidence interval separately. The results match the theo-
retical prediction for the epidemic threshold (solid line). The
comparison with the case of identical correlation shows how
the two scenarios produce contrasting effects, with a negative
correlation hindering the spreading phenomenon.
for the threshold. In this scenario, opposite to the case
of positive correlation considered above, we expect the
correlations to work against the epidemic, as the most
active potential spreaders are also the least attractive
and hence the least likely to be infected in the first place.
Our expectation is corroborated by the experiments
described in FIG. 7, where we study the lifetime of a SIS
process on an ADA network characterised by an activity-
attractiveness correlation of the form b ∝ a−1 for all
nodes, the activity being distributed as a power-law with
exponent γa = 2.8. We used m = 2,  = 10
−3 and
a number of realisations ranging from 2000 to 3000 for
different sizes. The outcome of the simulations matches
well the theoretical threshold (solid line), and the com-
parison with the case of identical correlation (i.e. same
activity distribution with γa = 2.8, and attractiveness
b ∝ a; dotted line) shows a stark difference between the
two cases, highlighting the contrasting effects of the two
phenomena. The threshold for an analogous AD net-
work (with activity distribution of power γa = 2.8 and
constant attractiveness; dashed line) is close to the neg-
atively correlated case.
III. CONCLUSIONS
We studied a recent generalisation (labelled ADA for
simplicity) of the activity-driven model where a second
node’s property, called attractiveness, is added. This
variable accounts for the fact that not all nodes are as
likely to be the target of interactions initiated by others.
The original activity-driven model (labelled AD for sim-
8plicity) would only account for heterogeneity in nodes’
behaviour by distinguishing between more and less active
ones, while implicitly assuming constant attractiveness.
Observations in different types of real networks show this
is not always the case.
We studied the unfolding of epidemic processes on
ADA networks. In particular, we derived analytically
an expression for the epidemic threshold of SIS mod-
els. The analytical and numerical comparison between
spreading dynamics unfolding on ADA and AD networks
shows how the introduction of a new grade of heterogene-
ity due to a non-constant attractiveness can significantly
alter the spreading of a disease. To precisely quantify
the interplay between the activity and attractiveness we
considered three cases. In the first case we used two
power-law uncorrelated distributions. The results in this
setting show that the introduction of heterogeneity in
the attractiveness of nodes facilitates the spreading. In
the second instead, we considered a scenario capturing
observations in real networks [72] in which the two quan-
tities follow heterogeneous and correlated distributions.
In this case we found that correlations between the two
variables facilitate the spreading process even further. Fi-
nally, we completed our analysis by considering a case of
negative correlations; opposite to the previous case, we
found that this type of correlations hinders the spreading
phenomenon.
Many of the limits of the AD model are still present
in the ADA, i.e. absence of high-order correlations, or
the absence of burstiness. These properties will be the
subject of future extensions of the model. An investiga-
tion of the topology of the time-integrated network could
also provide some interesting insight, particularly by de-
termining whether the introduction of the attractiveness,
and of an appropriate activity-attractiveness correlation,
can lead to the emergence of the desired properties that
characterise most real social systems (assortativity and
clustering).
Overall, our results contribute to the recent discussion
around the effects of temporal connectivity patterns on
dynamical processes unfolding on their fabrics.
[1] P. Holme, The European Physical Journal B 88, 1 (2015).
[2] P. ”Holme and J. Sarama¨ki, Physics Reports 519(3), 97
(2012).
[3] N. Masuda and R. Lambiotte, A guide to temporal net-
works (World Scientific, 2016).
[4] M. A. Porter and J. P. Gleeson, in Dynamical Systems
on Networks (Springer, 2016) pp. 49–51.
[5] A. Barrat, M. Barthlemy, and A. Vespignani, Dynamical
Processes on Complex Networks (Cambridge University
Press, 2008).
[6] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and
D.-U. Hwang, Physics Reports 424, 175 (2006).
[7] M. Newman, Networks: an introduction (OUP Oxford,
2010).
[8] A. Vespignani, Nature Physics 8, 32 (2012).
[9] M. Bogun˜a´, C. Castellano, and R. Pastor-Satorras, Phys-
ical review letters 111, 068701 (2013).
[10] M. Morris, Nature 365, 437 (1993).
[11] M. Morris, Sexually Transmitted Diseases, K.K. Holmes,
et al. Eds. (McGraw-Hill, 2007).
[12] E. Valdano, L. Ferreri, C. Poletto, and V. Colizza, Phys-
ical Review X 5, 021005 (2015).
[13] B. Prakash, H. Tong, N. Valler, M. Faloutsos, and
C. Faloutsos, in Joint European Conference on Ma-
chine Learning and Knowledge Discovery in Databases
(Springer, 2010) pp. 99–114.
[14] A. Vespignani, Nature Physics 8, 32 (2012).
[15] L. E. C. Rocha, F. Liljeros, and P. Holme, PLoS Comput
Biol 7, e1001109 (2011).
[16] P. Bajardi, A. Barrat, F. Natale, L. Savini, and V. Col-
izza, PLoS ONE 6, e19869 (2011).
[17] P. Vanhems, A. Barrat, C. Cattuto, J.-F. Pinton,
N. Khanafer, C. Re´gis, B.-a. Kim, B. Comte, and
N. Voirin, PloS one 8, e73970 (2013).
[18] J. Stehle´, N. Voirin, A. Barrat, C. Cattuto, V. Colizza,
L. Isella, C. Re´gis, J.-F. Pinton, N. Khanafer, W. Van den
Broeck, and P. Vanhems, BMC Medicine 9 (2011).
[19] N. Perra, B. Gonalves, R. Pastor-Satorras, and
A. Vespignani, Scientific Reports 2 (2012).
[20] T. Takaguchi, N. Masuda, and P. Holme, PloS one 8,
e68629 (2013).
[21] P. Holme and F. Liljeros, Scientific reports 4 (2014).
[22] M. Karsai, M. Kivela¨, R. K. Pan, K. Kaski, J. Kerte´sz,
A.-L. Baraba´si, and J. Sarama¨ki, Phys. Rev. E 83,
025102 (2011).
[23] Z. Toroczkai and H. Guclu, Physica A 378, 68 (2007).
[24] S. Liu, A. Baronchelli, and N. Perra, Phy. Rev. E 87
(2013).
[25] P. Holme and N. Masuda, PloS one 10, e0120567 (2015).
[26] Z. Wang, C. T. Bauch, S. Bhattacharyya, A. dOnofrio,
P. Manfredi, M. Perc, N. Perra, M. Salathe´, and D. Zhao,
Physics Reports (2016).
[27] K. Sun, A. Baronchelli, and N. Perra, European Physical
Journal B 88: 326 (2015).
[28] D. Han, M. Sun, and D. Li, Physica A: Statistical Me-
chanics and its Applications 432, 354 (2015).
[29] A. Rizzo, B. Pedalino, and M. Porfiri, Journal of theo-
retical biology 394, 212 (2016).
[30] M. Starnini, A. Baronchelli, A. Barrat, and R. Pastor-
Satorras, Phys. Rev. E 85, 056115 (2012).
[31] M. Starnini, A. Baronchelli, A. Barrat, and R. Pastor-
Satorras, Phys. Rev. E 85, 056115 (2012).
[32] B. Ribeiro, N. Perra, and A. Baronchelli, Scientific Re-
ports 3, 3006 (2013).
[33] N. Perra, A. Baronchelli, D. Mocanu, B. Gonc¸alves,
R. Pastor-Satorras, and A. Vespignani, Phys. Rev. Lett.
109, 238701 (2012).
[34] T. Hoffmann, M. Porter, and R. Lambiotte, Phys. Rev.
E 86, 046102 (2012).
[35] N. Masuda, M. A. Porter, and R. Lambiotte, arXiv
preprint arXiv:1612.03281 (2016).
[36] M. Karsai, N. Perra, and A. Vespignani, Scientific Re-
ports 4, 4001 (2014).
[37] A. Clauset and N. Eagle, in DIMACS Workshop on Com-
9putational Methods for Dynamic Interaction Networks
(2007) pp. 1–5.
[38] L. Isella, J. Stehle´, A. Barrat, C. Cattuto, J.-F. Pinton,
and W. V. den Broeck, J. Theor. Biol 271, 166 (2011).
[39] R. Pfitzner, I. Scholtes, A. Garas, C. Tessone, and
F. Schweitzer, Phys. Rev. Lett. 110, 19 (2013).
[40] M. Starnini and R. Pastor-Satorras, Phys. Rev. E 87,
062807 (2013).
[41] T. Takaguchi, N. Sato, K. Yano, and N. Masuda, New
J. Phys. 14, 093003 (2012).
[42] B. Gonc¸alves and N. Perra, Social phenomena: From
data analysis to models (Springer, 2015).
[43] J. Fournet and A. Barrat, PloS one 9, e107878 (2014).
[44] A. Barrat and C. Cattuto, in Social Phenomena
(Springer International Publishing, 2015) pp. 37–57.
[45] V. Sekara, A. Stopczynski, and S. Lehmann, Proceedings
of the National Academy of Sciences of the United States
of America 113, 9977 (2016).
[46] P. Holme, Europhysics Letters 64, 427 (2003).
[47] H.-H. Jo, M. Karsai, J. Kerte´sz, and K. Kaski, New. J.
Phys 14, 013055 (2012).
[48] E. Ubaldi, N. Perra, M. Karsai, A. Vezzani, R. Burioni,
and A. Vespignani, Scientific Reports 6, 35724 (2016).
[49] E. Ubaldi, A. Vezzani, M. Karsai, N. Perra, and R. Bu-
rioni, Scientific Reports 7 (2017).
[50] G. Miritello, E. Moro, and R. Lara, Phys. Rev. E 83,
045102 (2011).
[51] M. Kivela, R. Kumar Pan, K. Kaski, J. Kertesz,
J. Saramaki, and M. Karsai, “Multiscale analysis of
spreading in a large communication network,” (2011),
arXiv:1112.4312v1.
[52] A. Panisson, A. Barrat, C. Cattuto, W. V. den Broeck,
G. Ruffo, and R. Schifanella, Ad Hoc Networks 10
(2011).
[53] L. Weng, J. Ratkiewicz, N. Perra, B. Gonc¸alves,
C. Castillo, F. Bonchi, R. Schifanella, F. Menczer, and
A. Flammini, in Proceedings of the 19th ACM SIGKDD
international conference on Knowledge discovery and
data mining (ACM, 2013) pp. 356–364.
[54] J. P. Gleeson, K. P. OSullivan, R. A. Ban˜os, and
Y. Moreno, Physical Review X 6, 021019 (2016).
[55] N. Fujiwara, J. Kurths, and A. Dı´az-Guilera, Phys. Rev.
E 83, 025101 (2011).
[56] R. Parshani, M. Dickison, R. Cohen, H. E. Stanley, and
S. Havlin, EPL (Europhysics Letters) 90, 38004 (2010).
[57] A. Baronchelli and A. Dı´az-Guilera, Phys. Rev. E 85,
016113 (2012).
[58] O. Artime, J. J. Ramasco, and M. San Miguel, Scientific
Reports 7 (2017).
[59] M.-X. Liu, W. Wang, Y. Liu, M. Tang, S.-M. Cai, and
H.-F. Zhang, Phys. Rev. E 95, 052306 (2017).
[60] A. Rizzo and M. Porfiri, The European Physical Journal
B 89, 1 (2016).
[61] A.-L. Baraba´si, “Network science,” (2016).
[62] B. Ribeiro, N. Perra, and A. Baronchelli, Scientific Re-
ports 3, 3006 (2013).
[63] M. Karsai, N. Perra, and A. Vespignani, Scientific Re-
ports 4, 4001 (2014).
[64] M. Tomasello, N. Perra, C. Tessone, M. Karsai, and
F. Schweitzer, Scientific reports 4 (2014).
[65] N. Perra, A. Baronchelli, D. Mocanu, B. Gonalves,
R. Pastor-Satorras, and A. Vespignani, Physical Review
Letters 109, 238701 (2012).
[66] S. Liu, N. Perra, M. Karsai, and A. Vespignani, Physical
Review Letters 112, 118702 (2014).
[67] M. S. Granovetter, American Journal of Sociology 78,
1360 (1973).
[68] M. E. J. Newman, SIAM Review 45, 167 (2003).
[69] A.-L. Barabsi, Nature 435, 207 (2005).
[70] G. Laurent, J. Sarama¨ki, and M. Karsai, European Phys-
ical Journal B 88, 301 (2015).
[71] A. Moinet, M. Starnini, and R. Pastor-Satorras, Physical
Review Letters 114, 108701 (2015).
[72] L. Alessandretti, K. Sun, A. Baronchelli, and N. Perra,
Phys. Rev. E 95, 052318 (2017).
[73] G. Ghoshal and P. Holme, Physica A 364, 603 (2006).
[74] S. Valverde and R. V. Sol, Phys. Rev. E 76, 046118
(2007).
[75] M. Starnini, A. Baronchelli, and R. Pastor-Satorras,
Physical Review Letters 110, 168701 (2013).
[76] R. M. Sapolsky, Science 308, 648 (2005).
[77] M. Starnini and R. Pastor-Satorras, Phys. Rev. E 89,
032807 (2014).
[78] M. Starnini and R. Pastor-Satorras, Phys. Rev. E 87,
062807 (2013).
[79] W. O. Kermack and A. G. McKendrick, Proc. R. Soc. A
115, 700 (1927).
[80] M. Keeling and P. Rohani, Modeling Infectious Disease in
Humans and Animals (Princeton University Press, 2008).
[81] R. Pastor-Satorras, C. Castellano, P. Van Mieghem, and
A. Vespignani, Reviews of Modern Physics 87, 9259
(2015).
[82] Y. Wang, D. Chakrabarti, G. Wang, and C. Faloutsos,
In Proc 22nd International Symposium on Reliable Dis-
tributed Systems , 25 (2003).
[83] R. Pastor-Satorras and A. Vespignani, Phys. Rev. E 63,
066117 (2001).
[84] R. Pastor-Satorras and A. Vespignani, Phys. Rev. E 65,
035108 (2002).
