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Abstract
We quantize a relativistic massive complex spin-0 field and a relativistic mas-
sive spin- 12 field on a space-time hyperboloid. We call this procedure point-form
canonical quantization. Lorentz invariance of the hyperboloid implies that the 4
generators for translations become dynamic and interaction dependent, whereas
the 6 generators for Lorentz transformations remain kinematic and interaction
free. We expand the fields in terms of usual plane waves and prove the equiv-
alence to equal-time quantization by representing the Poincare´ generators in a
momentum basis. We formulate a generalized scattering theory for interact-
ing fields by considering evolution of the system generated by the interaction
dependent four-momentum operator. Finally we expand our generalized scat-
tering operator in powers of the interaction and show its equivalence to the
Dyson expansion of usual time-ordered perturbation theory.
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Chapter 1
Introduction and Overview
With his theory of relativity Einstein replaced the absolute character of space
and time in Newtonian mechanics by giving them a relative meaning. In New-
tonian physics the three-dimensional physical space and the one-dimensional
time are represented separately by the three-dimensional Euclidean space
and the real numbers, respectively. In special relativity space and time are
treated equally, forming the combined notion of space-time represented by the
four-dimensional Minkowski space. On the other hand, classical mechanics was
replaced by the quantum theory of Schro¨dinger and Heisenberg, treating the
space observable as operator and leaving time as a c-number parameter.
In order to make quantum theory consistent with the theory of special relativity
Dirac and others initiated what is known as relativistic quantum mechanics.
In his famous paper Forms of Relativistic Dynamics [1] Dirac found a way
to make the Poincare´ group applicable to quantum theory. Furthermore,
he pointed out the possibility of formulating Poincare´ invariant relativistic
dynamics in different ways, depending on the foliation of Minkowski space. He
found three forms: the instant, front and point form. Each form corresponds
to a different choice of a spacelike hypersurface defining an instant in the
time parameter. This hypersurface is invariant under the action of certain
Poincare´ generators (kinematic generators) which span the, so called, stability
group. The others, the dynamic generators, generate evolution of the system
and contain interactions (if present) whereas the kinematic generators stay
interaction free. Therefore each form describes a different way of including
interactions into the free theory.
Inconsistencies of relativistic quantum mechanics with the existence of anti-
particles and relativistic causality can be resolved by going from a finite
number of degrees of freedom to infinitely many degrees of freedom. This
corresponds to setting up a local quantum field theory. The arbitrariness
of choosing a time parameter will still be present in a quantum field theory
and is reflected in the arbitrariness of the choice of hypersurface on which
canonical (anti)commutation relations are imposed. This issue was taken
up by Tomonaga [2] and Schwinger [3] by formulating generalized canonical
(anti)commutation relations on arbitrary spacelike hypersurfaces.
Field quantization on the Lorentz-invariant forward hyperboloid xλ x
λ = τ2,
with τ arbitrary but fixed, provides a simple example of field quantization on
a curved hypersurface. Following Dirac’s nomenclature [1] we speak in this
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context of point-form quantum field theory. Due to the curvilinear nature of
the hyperboloid field quantization is not straightforward. Therefore only a
few papers exist about point-form quantum field theory [4–8] and they mainly
don’t go beyond free fields. Most of these attempts to quantize field theories
on the hyperboloid made use of hyperbolic coordinates. The “Hamiltonian” in
these coordinates is identified with the generator for dilatation transformations,
which is explicitly “hyperbolic-time” dependent and does not belong to the
Poincare´ group. Furthermore, it is first only defined in the forward light cone.
This restriction can be overcome by analytical continuation, although it does
not seem very convenient to consider development in hyperbolic time, especially
if one wants to describe scattering. The field equations in these coordinates are
solved in terms of Hankel functions. The associated field quanta are charac-
terized by the eigenvalues of the generators for Lorentz boosts, which become
diagonal in the corresponding Fock representation (Lorentz basis). However,
the definition of the translation generator as a self-adjoint operator acting
on square integrable functions of these boost eigenvalues is not completely
straightforward [9]. Altogether, these approaches do not seem to be very useful
for massive theories and lead to difficulties in describing scattering.
In this thesis we argue that it is more convenient to work with the usual
Cartesian coordinates and to expand the fields in terms of usual plane
waves. The associated field quanta are characterized by the eigenvalues of the
three-momentum operator and a spin number. The four-momentum operator
represented in this Wigner basis becomes diagonal. Moreover, a Lorentz-
invariant formulation of scattering can be easily achieved by considering
evolution generated by the four-momentum operator.
In point-form quantum mechanics, many ideas for the construction of in-
teraction potentials and current operators are motivated by quantum field
theoretical considerations. This emphasizes the necessity of formulating
an interacting point-form quantum field theory. Furthermore, point-form
quantum field theory can be viewed as a special case of field quantization in
curved space-time, that is, with a classical gravitational background [10, 11].
Altogether, this should provide enough motivation for setting up a point-form
quantum field theory.
In Chapter 2 some basics of quantum field theory and an overview of its
symmetries are given, which will be frequently used and referred to in the
following chapters. The topic of Chapter 3 is the problem of time parameteriza-
tion. Invariance under reparameterization is a typical feature of parameterized
Hamiltonian systems. This is first discussed for the classical free relativistic
particle and then Dirac’s forms of relativistic dynamics are introduced. In
Chapter 4 a free complex massive scalar field and a free massive spinor field are
quantized on the hyperboloid by means of Lorentz-invariant (anti)commutation
relations. Furthermore, the equivalence between instant- and point-form
quantization of free fields is proved by using the Wigner representation of
the Poincare´ group. Finally, in Chapter 5, a manifest covariant formulation
of scattering is presented. This leads to the same series expansion of a
corresponding scattering operator as usual time-ordered perturbation theory
does. All the longer calculations are put into five Appendices A, B, C, D and E.
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Chapter 2
Fundamentals of Quantum
Field Theory
In this chapter we give an overview of the basic theorems and definitions of
quantum field theory, which will be frequently used and referred to throughout
the thesis.
2.1 Poincare´ Group
In his paper [12] Wigner realized that the fundamental symmetry group of a
relativistic quantum theory is the Poincare´ group P of special relativity. It is the
group of all transformations of Minkowski space-time1 that leave the distance
between 2 points invariant. It can be written as the semi-direct product of R4
with the Lorentz group L. We will restrict ourselves to the restricted Poincare´
group P↑+ being the group of space-time translations together with rotations
and boosts. Its elements, denoted by a pair (a,Λ) with a ∈ R4 and Λ ∈ L↑+,
form a ten-dimensional Lie group2. Its parameters are the four-vector aµ and
the skew-symmetric, real ωµν .3 An operator representation of infinitesimal P↑+
transformations which act on scalar functions of Minkowski space-time is given
by [14]
Ω (a,Λ) = 1+ iaλ Pλ − i
2
ωλσMλσ +O
(
a2, ω2
)
, (2.1)
where Mµν = −Mνµ. The operators Pµ and Mµν are then given by
Pµ = i
∂
∂xµ
, (2.2)
Mµν = xµP ν − xνPµ, with x ∈ R4. (2.3)
1Minkowski space-time is the R4 together with a flat Lorentz metric g of signature
(+,−,−,−).
2An n-dimensional Lie group is a continuous group which has the properties of an n-
dimensional manifold [13].
3Minkowski-vector indices are denoted by ρ, µ, ν, λ, σ = 0, . . . 3, three-vector indices by
i, j, k = 1, . . . 3. The Dirac spin indices are also denoted by ρ, λ, σ = ± 1
2
, but it should be
clear from the context which ones are meant.
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They satisfy the following commutation relations of the Lie algebra of P :
[Pµ, P ν ] = 0, (2.4)
[Mµν , P ρ] = i (gνρPµ − gµρP ν) , (2.5)[
Mµν ,Mλσ
]
= −i (gµλMνσ − gνλMµσ + gνσMµλ − gµσMνλ) . (2.6)
Only these commutation relations are essential for the definition of the Lie
algebra, they are satisfied for any arbitrary representation of P↑+. Pµ and
Mµν are called generators of P↑+, they generate space-time translations and
Lorentz transformations parameterized by a and ω, respectively. Since the
proper Lorentz group has covering group SL (2,C), we shall call the covering
group of the P↑+ inhomogeneous SL (2,C).
2.2 Fields
All relativistic theories should be invariant under P↑+. For relativistic quantum
theories there is a physical Hilbert space H in which a unitary representation
Uˆ (a,Λ) of the inhomogeneous SL (2,C) acts4, giving the relativistic transfor-
mation law of the states. Uˆ (a,1) can be written as Uˆ (a,1) = eiaλ Pˆ
λ
with
Pˆλ unbounded and hermitian. The operator Pˆλ Pˆ
λ = Mˆ2 is interpreted as the
square of the mass and the eigenvalues of Pˆµ lie in or on the forward light cone5.
2.2.1 Transformation Laws
Let us consider classical fields6 χα (x) that transform under a Poincare´ trans-
formation (a,Λ) as
χα (x)→ χ′α (x′) = S (Λ) βα χβ (x) , x′ = Λx+ a. (2.7)
After quantization the classical fields χα (x) are replaced by field operators
χˆα (x) that act on a Hilbert space H. Quantum states |Φ〉, which are elements
of H, behave under Poincare´ transformations like
H ∋ |Φ〉 → |Φ′〉 = Uˆ (a,Λ) |Φ〉 ∈ H, (2.8)
with Uˆ (a,Λ) being a unitary operator. The classical fields χα (x) corre-
spond to expectation values of the field operators χˆα (x) 〈Φ|χˆα (x) |Φ〉 and
the transformed fields χ′α (x
′) correspond to a transformed matrix element
〈Φ′ |χˆα (x′)|Φ′〉. From (2.7) and (2.8) we find
S (Λ) βα 〈Φ|χˆβ (x) |Φ〉 = 〈Φ| Uˆ (a,Λ)−1 χˆα (x′) Uˆ (a,Λ) |Φ〉. (2.9)
This equation is valid for arbitrary states, therefore a field operator transforms
under Uˆ (a,Λ) as
Uˆ (a,Λ) χˆα (x) Uˆ (a,Λ)
−1
= S
(
Λ−1
) β
α
χˆβ (Λx+ a) . (2.10)
4Operators acting on a Hilbert space are denoted by “̂”.
5The light cone is the region of all timelike and lightlike four-vectors v (vλ v
λ ≥ 0) of
Minkowski space.
6We label the fields by greek letters α, β, γ, δ . . ., which have not to be confused with
Lorentz indices.
8
FUNDAMENTALS OF QUANTUM FIELD THEORY
For a spin-0 field operator φˆ (Lorentz scalar) we have then
Uˆ (a,Λ) φˆ (x) Uˆ (a,Λ)
−1
= φˆ (Λx+ a) . (2.11)
For a spin- 12 field operator ψˆ (Lorentz four-spinor) we have for the components
ψˆα, α = 1, . . . 4
Uˆ (a,Λ) ψˆα (x) Uˆ (a,Λ)
−1 = S
(
Λ−1
) β
α
ψˆβ (Λx+ a) , (2.12)
where S
(
Λ−1
)
is a 4× 4-matrix representation of the SL (2,C) [15].
2.2.2 Noether Theorem
A symmetry of a theory is equivalent with the invariance of the action under a
certain transformation. According to Neother’s theorem, every symmetry of the
action corresponds to an integral of motion of the theory. The classical action
is given by
S [χ] :=
∫
R4
d4xL (χα (x) , ∂µχα (x)) , (2.13)
with the Lagrangian density L (χα (x) , ∂µχα (x)) being a function of the fields
and their first derivatives.7 The Hamiltonian principle of making the action
stationary gives the Euler-Lagrange equations as
δS
δχα (x)
=
∂L
∂χα (x)
− ∂µ
(
∂L
∂ (∂µχα (x))
)
!
= 0, (2.14)
where δδχ(x) denotes the functional differentiation.
Let us now consider an infinitesimal symmetry transformation of the form
χα (x)→ χ′α (x) = χα (x) + ǫTα (χ1 (x) , χ2 (x) , . . .) . (2.15)
Remarkably, the integral of motion G, associated with this symmetry transfor-
mation, is its infinitesimal generator in the sense that
Tα (χ1 (x) , χ2 (x) , . . .) = {χα (x) , G}P , (2.16)
where {. . .}P denotes the Poisson bracket. For field operators χˆα the Poisson
bracket is replaced by the commutator
Tα (χˆ1 (x) , χˆ2 (x) , . . .) =
[
iGˆ, χˆα (x)
]
. (2.17)
Global Gauge Transformations
We assume that the action and even the Lagrangian density of a complex field
is invariant under a global U (1) phase transformation, i.e.
δL (x) := L (χ′ (x) , ∂µχ′ (x))− L (χ (x) , ∂µχ (x)) != 0, (2.18)
if χ′ (x) = e−iǫχ (x) and χ′∗ (x) = eiǫχ∗ (x) , ǫ = const. . (2.19)
7In order to simplify notation, we will write in the following L (x) instead of
L (χα (x) , ∂µχα (x)).
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With the help of δ (∂µχ) = ∂µ (δχ) and (2.14) we find for infinitesimal transfor-
mations that
δL (x) = ∂µ
[
∂L (x)
∂ (∂µχ (x))
δχ (x)
]
+ ∂µ
[
∂L (x)
∂ (∂µχ∗ (x))
δχ∗ (x)
]
= 0, (2.20)
where
δχ (x) := χ′ (x)− χ (x) ≈ −iǫχ (x) and δχ∗ (x) ≈ iǫχ∗ (x) (2.21)
are the variations of χ (x) and χ∗ (x) at point x. Then the quantity in the square
brackets in (2.20) is a conserved symmetry current
∂µ J µ (x) = 0, with J µ (x) := i ∂L (x)
∂ (∂µχ (x))
χ (x)− i ∂L (x)
∂ (∂µχ∗ (x))
χ∗ (x) .
(2.22)
This current integrated over a spacelike hypersurface8 gives a conserved charge
Q =
∫
Σ
dΣµ (x)Jµ (x) , (2.23)
with dΣµ (x) denoting the oriented hypersurface element. In a quantum field
theory, Q becomes an operator Qˆ generating global gauge transformations
(2.21) in the sense that
χˆ (x) =
[
χˆ (x) , Qˆ
]
, χˆ† (x) = −
[
χˆ† (x) , Qˆ
]
. (2.24)
Translations
Let the Lagrangian density L (x) be form invariant, i.e. L′ (x′) = L (x), under
a translation x′ = x+ a that transforms the fields as
χα (x)→ χ′α (x′) = χα (x) . (2.25)
Again it is sufficient to consider infinitesimal displacements. The variation of
the fields and their derivatives at the point x is then
δχα (x) := χ
′
α (x)− χα (x) = aν∂νχα (x) , (2.26)
δ∂µχα (x) = ∂µδχα (x) . (2.27)
Expansion in the small parameters aν gives for the change in the Lagrangian
density (at point x)
δL (x) = aν∂νL (x) . (2.28)
On the other hand we get from (2.18) with the help of (2.26), (2.27) and (2.14)
δL (x) = ∂µ
(
∂L (x)
∂ (∂µχα (x))
aν∂νχα (x)
)
. (2.29)
8A hypersurface is a three-dimensional submanifold embedded in a four-dimensional mani-
fold. A hypersurface is spacelike, if its normal vector nµ (x) is timelike, i.e. nλ (x) n
λ (x) > 0.
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Since a is arbitrary, we get from comparison of (2.28) and (2.29)
∂µ
[
∂L (x)
∂ (∂µχα (x))
∂νχα (x)− gµνL (x)
]
= 0. (2.30)
The quantity in the square brackets is a conserved Noether current called energy-
momentum tensor
T µν (x) :=
∂L (x)
∂ (∂µχα (x))
∂νχα (x) − gµνL (x) . (2.31)
At this point it is important to note for later purposes, that this expression is
valid for both interacting theories and free theories. If the interaction terms in
L do not contain derivatives of the fields, all interaction terms are included in
the second part only.
Integration of (2.31) over a spacelike hypersurface gives the four-momentum
Pµ =
∫
Σ
dΣν (x) T µν (x) . (2.32)
In a quantum field theory Pµ becomes an operator Pˆµ generating space-time
translations of the field operator in the sense that
∂µχˆ (x) = i
[
Pˆµ, χˆ (x)
]
. (2.33)
Lorentz Transformations
We consider an infinitesimal Lorentz transformation
Λµν = δ
µ
ν + ω
µ
ν , (2.34)
with a corresponding matrix representation of the SL (2,C) (cf. (2.10))
S (Λ)
α
β = δ
α
β −
i
2
ωµν (S
µν)
α
β . (2.35)
The fields transform according to (2.7) as
χ′α (x′) = S (Λ)
α
β χ
β (x) . (2.36)
A Taylor expansion of the left hand side yields
χ′α (x′) =
[
1 +
1
2
ωλσ (xλ∂σ − xσ∂λ)
]
χ′α (x) +O (ω2) . (2.37)
The difference δχ′α (x) = χ′α (x)− χα (x) is then
δχα (x) = − i
2
ωλσ
[
[Sλσ]
α
β + Lλσδ
α
β
]
χβ (x) , (2.38)
where Lλσ := i (xλ∂σ − xσ∂λ). Similarly, we can write the variation of the
derivative of the field as
δ∂µχ
α (x) = − i
2
ωλσ
[
[Sλσ]
α
β + Lλσδ
α
β
]
∂µχ
β (x)− ω σµ ∂σχβ (x) . (2.39)
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We assume L to be form invariant under the Lorentz transformations (2.38)
and (2.39). On using (2.14), (2.31) and integration by parts we get
i∂µ
[
∂L
∂ (∂µχα)
[Sλσ]
α
β χ
β
]
− Tλσ + Tσλ = 0. (2.40)
Since the conservation law (2.30) does not define the current in a unique way,
we can always add a divergence of a total antisymmetric tensor Aλµν satisfying
the same conservation law.9 For symmetric T µν we may construct the angular-
momentum density as [16]
Mµνσ (x) := xνT µσ (x)− xσT µν (x) , (2.43)
conserved in the sense that
∂µMµνσ (x) = 0. (2.44)
Then the corresponding conserved charge is the integral over a spacelike hyper-
surface
Mµν =
∫
Σ
dΣλ (x)Mλµν (x) . (2.45)
The antisymmetric tensor Mµν becomes an operator Mˆµν in a quantum field
theory generating Lorentz transformations of the field operator, i.e. Lorentz
boosts and spatial rotations in the sense that[
(xµ∂ν − xν∂µ) δαβ − i [Sµν ]αβ
]
χˆβ (x) = −i
[
Lµνδαβ + [S
µν ]
α
β
]
χˆβ (x)
= i
[
χˆα (x) , Mˆµν
]
. (2.46)
2.2.3 Microscopic Causality
Next we want to mention what is known as microscopic causality. Two operators
that describe integer spin fields should commute, if they are spacelike separated,
i.e. [
φˆα (x) , φˆβ (y)
]
= 0, ∀ (x− y)λ (x− y)λ < 0. (2.47)
Similarly two operators that describe half-integer spin fields should anticom-
mute, if they are spacelike separated, i.e.{
ψˆα (x) , ψˆβ (y)
}
= 0, ∀ (x− y)λ (x− y)λ < 0. (2.48)
9This suggests to construct a new, symmetric energy-momentum tensor T˜ , known as Be-
linfante tensor [16],
T˜ µν = T µν + ∂λA
λµν . (2.41)
It can be shown that
∂µT˜
µν (x) = 0, Pµ =
∫
Σ
dΣν (x) T˜ µν (x) . (2.42)
From now on we will leave the tilde away and assume that T µν is symmetric, T µν = T νµ.
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2.2.4 Fock Space
In all free field theories the total number of particles N is a constant in time.
The Hilbert space of states can be written as a direct infinite sum over all N of
tensor products of N single-particle Hilbert spaces
F =
∞⊕
N=0
(H1)⊗N = C⊕H1 ⊕ (H1 ⊗H1)⊕ (H1 ⊗H1 ⊗H1)⊕ . . . (2.49)
where the single-particle space H1 is a representation space for a unitary ir-
reducible representation of the P↑+ [17]. The linear Hilbert space F is called
Fock space. On F we can define a complete set of (anti)commuting self-adjoint
operators that create or annihilate field quanta. Thus every multi-particle state
can be constructed by the action of these creation operators on the vacuum.
A complete set of these multi-particle states form a basis that span F . The
most common choice of a basis is the, so called, Wigner basis, which consists of
simultaneous eigenstates of the three-momentum operator Pˆ i and an additional
operator describing the spin orientation σ. Therefore, a general field operator
representing particles with a certain mass and spin can be written as an expan-
sion of these creation and annihilation operators. Furthermore, the generators
for space-time translations Pˆµ expanded in the Wigner basis become diagonal.
This Fock-space representation of the P↑+ is called Wigner representation.
Another representation is the, so called, Lorentz representation. In the Lorentz
basis, the Casimir operator of L↑+, ∝ Mˆµν Mˆµν together with the square of
the operator for total angular momentum Jˆ i = ǫijkMˆ
jk and one of its compo-
nents become diagonal [6]. A problem of the Lorentz basis is the definition of
the four-momentum operator Pˆµ as self-adjoint operator acting on the Hilbert
space of square-integrable functions [9]. Therefore we will rather use the Wigner
representation in the following.
2.2.5 Scattering Operator
The asymptotic incoming (outgoing) multi-particle states labelled as |Φin〉
(|Φout〉) span the Hilbert space Fin (Fout) with a Fock-space structure as (2.49).
If asymptotic completeness holds, namely that Fin = Fout = F where F is the
Fock space of the full interacting theory, then a unitary operator Sˆ : Fout → Fin
can be defined. Sˆ maps |Φout〉 of given momenta and spins to |Φin〉 of the same
momenta and spins [17],
Sˆ : |Φout〉 7→ Sˆ|Φout〉 = |Φin〉. (2.50)
This operator is called scattering operator (S operator). The S-matrix between
the two states, |Φ〉 and |Ψ〉, is then given by [17]
〈Φout|Ψin〉 = 〈Φout|SˆΨout〉 = 〈Φin|SˆΨin〉. (2.51)
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Chapter 3
Time Parameterization
Hamiltonian mechanics is the usual starting point for canonical quantization of
a non-relativistic theory. For a relativistic theory the Hamiltonian formalism
has to be adapted in such a way that it is consistent with the requirements of
relativity, namely treating space and time equally. This generalization results
in a freedom of time choice, due to the fact that we have to deal with a singular
system. To illustrate this, it is sufficient to consider a free classical relativistic
particle [18–21].
3.1 Free Relativistic Particle
3.1.1 Singular System
The state of motion of a free particle is characterized by the relativistic energy-
momentum vector lying on the mass shell,
pλ p
λ = m2. (3.1)
Since we have free relativistic motion and a flat space-time, the solutions of
Hamiltonian’s variational principle will be straight lines joining two points y1
and y2. This results in the Lorentz-invariant ansatz for the action as integral
over the path between the timelike separated points y1 and y2
S = −m
∫ s2
s1
ds, (y1 − y2)λ (y1 − y2)λ > 0. (3.2)
On choosing an arbitrary parameterization, τ 7→ xµ (τ), the invariant infinites-
imal distance becomes
ds =
√
gµνdxµdxν =
√
dxµ
dτ
dxµ
dτ
dτ =
√
η (τ)dτ. (3.3)
Here we have introduced the word-line metric η (τ) = x˙µ x˙
µ = (ds/dτ)2 with
the four-velocity dx
µ
dτ =: x˙
µ. η (τ) can be viewed as an auxiliary parameter.1
1We see that for η (τ) = 1 the infinitesimal distance (since we have chosen the velocity of
light c = 1 this coincides with the proper time) provides a natural parameterization [22].
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Inserting (3.3) into (3.2), we introduce the Lagrangian as
S = −m
∫ τ2
τ1
dτ
√
dxµ
dτ
dxµ
dτ
=
∫ τ2
τ1
dτL (τ) . (3.4)
We see that the four velocity x˙µ is a timelike (or lightlike) vector as long as
the world-line metric is positive (or zero) in order to preserve relativity. The
Euler-Lagrange equations corresponding to (3.4), resulting from Hamiltonian’s
variational principle, namely that the action of the chosen path becomes sta-
tionary, are
∂L
∂xµ
− d
dτ
∂L
∂x˙µ
= 0 ⇒ d
dτ
mx˙µ√
η (τ)
= 0. (3.5)
The momentum canonically conjugate to x is
πµx := −
∂L
∂x˙µ
= m
x˙µ√
η (τ)
=
m√
η (τ)
dxµ
ds
ds
dτ
= m
dxµ
ds
≡ pµ. (3.6)
From now on we will use p for the momentum conjugate to x.2 We see that
the canonical momenta are independent of η (τ) and thus independent of the
chosen parameterization since squaring gives the mass shell constraint (3.1).
Unlike for the momenta (3.1) the length scale η (τ) for the velocities is not fixed
in general. The canonical Hamiltonian is given by the Legendre transformation
of the Lagrangian
Hc =
∂L
∂x˙λ
x˙λ − L = 0. (3.7)
The canonical Hamiltonian vanishes and it seems that there is no generator for
time evolution. This is due to the fact that this description of motion contains
a redundant degree of freedom, namely x˙0. Thus the dynamics of the system
is hidden in the constraint (3.1). In fact, the Legendre transformation (3.7)
from L to Hc cannot be performed.
3 Such a classical system is called singular.
If it is not uniquely soluble for the x˙µ, then the momenta are not completely
independent from each other, but they have to satisfy constraints. These are
called primary constraints [23] and their number is the number of equations (3.6)
minus the rank of the determinant of the Hessian Aµν [15]. Thus we have one
primary constraint given by (3.1).
2Note that dxµ/ds =: vµ is the invariant velocity by choosing the natural parameterization
s, i.e. vµ vµ = 1. We see that for the choice of the natural parameterization s the length scale
is fixed.
3 The Legendre transformation (3.7) cannot be performed since the condition
det
(
∂2L
∂x˙µ∂x˙ν
)
6= 0
is not satisfied. Indeed, we calculate
∂2L
∂x˙µ∂x˙ν
= −
m(
x˙λ x˙λ
) 3
2
(x˙σ x˙
σgµν − x˙µ x˙ν) = −
m(
x˙λ x˙λ
) 3
2
Aµν .
The determinant of the Hessian matrix Aµν vanishes as follows.
The linear, homogeneous system
Aµνu
ν = 0
has a non-trivial solution, if and only if detA = 0. Such a non-trivial solution may be given
by uν = cx˙ν with c = const. .
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3.1.2 Reparameterization Invariance
To proceed we consider a reparameterization of the world line,
τ 7→ τ ′, xµ (τ) 7→ xµ (τ ′ (τ)) , (3.8)
where the mapping τ 7→ τ ′ is injective and dτ ′/dτ > 0 to conserve the orienta-
tion. Since the Lagrangian is homogeneous of first degree in x˙µ,
L (cx˙µ) = cL (x˙µ) , (3.9)
it changes under reparameterization to
L (dxµ/dτ) = L ((dxµ/dτ ′) (dτ ′/dτ)) =
dτ ′
dτ
L (dxµ/dτ ′) . (3.10)
This makes the action invariant under reparameterization, i.e.
S =
∫ τ2
τ1
dτL (dxµ/dτ) =
∫ τ ′2
τ ′1
dτ ′
dτ
dτ ′
dτ ′
dτ
L (dxµ/dτ ′) = S′, (3.11)
leaving the endpoint fixed, τ1,2 = τ
′
1,2. Thus the choice of the time parameter is
arbitrary and there is no absolute time. Therefore (3.4) really characterizes the
world line of the particle independent of a particular choice of coordinates [22].
According to Euler’s theorem for homogeneous functions we have
L =
∂L
∂x˙µ
x˙µ = −pµ x˙µ, (3.12)
which is equivalent to the vanishing canonical Hamiltonian (3.7). Clearly, in
this case, the momenta are homogeneous of degree zero. Thus reparameteri-
zation invariance of the action implies that the Lagrangian is homogeneous of
degree one in velocities.
The primary constraint
Θ (p) := pλ p
λ −m2 = 0 (3.13)
has zero Poisson bracket with itself. Any dynamical variable that has vanishing
Poisson bracket with the primary constraint is called first class [23]. Therefore
Θ is called first class. It is important to note that we must not use the con-
straint (3.13) before working out a Poisson bracket, therefore (3.13) is called a
weak equation. That this first class primary constraint generates the reparam-
eterization invariance can be seen with the help of (2.16).
On using the Poisson bracket {xµ, pν}P = −gµν and (3.6) we calculate the
change of coordinates induced by an infinitesimal reparameterization τ 7→ τ ′ =
τ + δτ ,
δxµ := xµ (τ + δτ)− xµ (τ) = {xµ,Θ(p) δǫ}P = −2pµδǫ
= −2m x˙
µ√
η (τ)
δǫ ≡ x˙µδτ, (3.14)
where we have identified δτ = −2m δǫ√
η(τ)
to account for the different dimen-
sionalities. Thus reparameterization of the world line is indeed generated by
17
TIME PARAMETERIZATION
the constraint (3.13).
Invariance under reparameterization can be viewed as a redundancy symmetry.
There is a freedom of time choice similar to a freedom of choice of gauge. A
single world line (trajectory) can be described by an infinite number of different
parameterizations. We are free to parameterize a world line by any parameter
which can be expressed by a monotonic increasing function of the particle’s
proper time s. The trajectories are therefore equivalence classes obtained by
identifying all reparameterizations. The choice of a particular time τ corre-
sponds to the choice of a particular foliation of Minkowski space-time in space
and time. An instant in the chosen time is described by a three-dimensional
hypersurface of equal τ . Then time development is a continuous evolution from
one hypersurface Στ0 : τ = τ0 to another Στ1 : τ = τ1 > τ0. Consequently,
Minkowski space is decomposed into hypersurfaces of equal time τ .
3.1.3 Space-Time Foliation
To find a particular foliation of Minkowski space, we introduce a general coor-
dinate transformation from the Cartesian chart to a new chart
xµ 7→ ξµ (x) = ∂ξ
µ (x)
∂xλ
xλ, (3.15)
where the new coordinates ξµ (x) may be curvilinear. General relativity de-
mands invariance of the infinitesimal line element in Riemann space4 under
arbitrary coordinate transformations. Thus, we have
ds2 = gµνdx
µdxν = gµν
∂xν
∂ξσ
∂xµ
∂ξλ
dξλdξσ = ηλσ (ξ) dξ
λdξσ, (3.16)
where ηλσ (ξ) = gµν
∂xν
∂ξσ
∂xµ
∂ξλ denotes the coordinate dependent metric defined in
the new, non-inertial reference system. If we now choose ξ0 (x) to represent our
time variable, i.e.
τ ≡ ξ0 (x) = ∂ξ
0 (x)
∂xλ
xλ, (3.17)
then the remaining spatial coordinates ξi (x) , i = 1, . . . 3 parameterize the three-
dimensional hypersurface Στ (x), which is curved in general. The normal vector
n (x) on Στ is defined by
nµ (x) =
∂ξ0 (x)
∂xµ
∣∣∣∣
Στ
. (3.18)
The vector in ξ0-direction, i.e. the new velocity is
∂xµ (ξ)
∂ξ0
≡ x˙µ. (3.19)
The relation between n and x˙ is
nλ x˙
λ =
∂ξ0
∂xλ
∂xλ
∂ξ0
= 1. (3.20)
4Riemann space-time is a four-dimensional, connected, smooth manifoldM together with
a Lorentz metric η (ξ) with signature (+,−,−,−) defined on M.
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From (3.3) we find for the world-line metric
ds2 = η (τ) dτ2 = ηλσ (ξ) dξ
λdξσ
⇒ η (τ) = ηλσ (ξ) ξ˙λξ˙σ ≡ x˙ν x˙ν , (3.21)
with the velocities dξ
µ
dτ = ξ˙
µ. Accordingly, the world-line metric provides an
arbitrary scale for velocities in all coordinate systems. The Lagrangian in the
new coordinates becomes
L (τ) = −m
√
η (τ) = −m
√
ηλσ (ξ) ξ˙λξ˙σ. (3.22)
The momentum canonically conjugate to ξ is defined by
πµ = − ∂L
∂ξ˙µ
=
m√
η (τ)
ηµλ (ξ) ξ˙
λ =
m√
η (τ)
∂xσ
∂ξµ
x˙σ =
∂xσ
∂ξµ
pσ, (3.23)
on using (3.6). This is just the coordinate transform of the momentum. They
have to satisfy {ξµ, πν}P = −ηµν (ξ). The canonical Hamiltonian as Legendre
transform of the Lagrangian becomes
Hc =
∂L
∂ξ˙λ
ξ˙λ − L = −πλξ˙λ − L = −
√
η (τ)
m
(
ηλσ (ξ)πλπσ −m2
)
. (3.24)
This vanishes on using (3.23) and (3.13),
Θ(π) = ηλσ (ξ) πλπσ −m2 = ηλσ (ξ) ∂x
µ
∂ξλ
∂xν
∂ξσ
pµpν −m2
= gµνpµpν −m2 = 0. (3.25)
Thus, the canonical Hamiltonian vanishes in any coordinate system.
A possible way to proceed is to make use of the Dirac-Bargmann algorithm by
introducing the primary constraint (3.1) into the Hamiltonian by means of a
Lagrangian multiplier λ,
H = Hc + λΘ(p) , Θ(p) := pλ p
λ −m2. (3.26)
The Hamiltonian equations of motion become, using (3.6) and {xµ, pν}P =
−gµν ,
x˙µ = {xµ, H}P = −2λpµ, (3.27)
p˙µ = {pµ, H}P = 0. (3.28)
We see that (3.27) contains the unknown Lagrange multiplier λ which makes
the whole dynamics of the system undetermined. Comparing (3.27) with (3.6)
we obtain
λ = −
√
η (τ)
2m
. (3.29)
To determine λ or η, we have to fix a time. This is achieved by imposing an
auxiliary condition of the form
Ξ (x; τ) = 0. (3.30)
19
TIME PARAMETERIZATION
Consistency with (3.27) and (3.28) requires conservation in time, leading to the
stability condition
Ξ˙ =
∂Ξ
∂τ
+ {Ξ, H}P =
∂Ξ
∂τ
+ λ {Ξ,Θ}P =
∂Ξ
∂τ
− 2λpµ ∂Ξ
∂xµ
!
= 0. (3.31)
Solving for λ gives5
λ = − 1{Ξ,Θ}P
∂Ξ
∂τ
=
1
2pµ ∂µΞ
∂Ξ
∂τ
. (3.32)
We see that Ξ must depend explicitly on the time parameter τ and at least one of
the xµ in order to get a finite λ. This is equivalent with a non-vanishing Poisson
bracket {Ξ,Θ}P . Thus, (3.30) requires τ to be a function of xµ. Altogether,
this suggests Ξ to have the form
Ξ (x; τ) = τ − ξ0 (x) . (3.33)
We see from (3.18), that pµ ∂µΞ = −pµ ∂µξ0 is just the projection of pµ onto
the normal vector nµ (x) of the hypersurface Στ . Inserting for λ in (3.27) gives
x˙µ =
pµ
pλ nλ (x)
. (3.34)
Squaring gives the world-line metric as
η (τ) =
m2
(pλ nλ (x))
2 . (3.35)
We know from (3.23) how x˙µ and pµ transform under coordinate transforma-
tions. Thus we can immediately give the dynamics of the ξµ using (3.34)
ξ˙µ =
∂ξµ
∂xλ
x˙λ =
∂ξµ
∂xλ
pλ
pσ nσ (x)
=
πµ
pσ nσ (x)
. (3.36)
Then, the Hamiltonian Hτ , i.e. the variable canonically conjugate to τ gener-
ating τ -evolution, is explicitly given by
Hτ ≡ π0 = pσ nσ (x) . (3.37)
3.2 Forms of Relativistic Dynamics
The Poincare´ group P is the symmetry group of any relativistic system. Con-
sequently, the system described above should be Poincare´ invariant. Therefore,
the representations (2.2) and (2.3) should take into account the constraint (3.13),
which guarantees relativistic causality as it generates the dynamics. Proceed-
ing as before, choosing a time parameter τ leads to a particular foliation of
space-time into hypersurfaces Σ. A necessary condition for causality is that
the hypersurfaces should intersect all possible world lines once and only once
and therefore be spacelike. For an arbitrary spacelike hypersurface Στ given by
5 If (3.31) does not determine λ, then we call it secondary constraint which has to be posed
in additional to the primary constraint (3.13).
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τ = ξ0 (x) = const., with τ arbitrary but fixed, we can analyze its transforma-
tion properties under the action of the Poincare´ generators (2.2) and (2.3). If
a generator maps Στ onto itself for all τ , i.e. if it leaves the hypersurfaces Σ
invariant, we call the generator kinematic. Otherwise we call it dynamic. All
kinematic generators span a subgroup of P , the so called stability group PΣ,
whereas the dynamic generators are often referred as Hamiltonians. The latter
map Στ onto another hypersurface and thus involve evolution of the system.
When including interactions into the system (usually via an interaction term
in the Lagrangian), only the dynamic generators will be affected whereas the
kinematic generators stay interaction independent.
The higher the symmetry of the hypersurface, the larger will be PΣ. There is
a further requirement, namely that any two points on Σ can be connected by
a transformation generated by the stability group [19]. In his paper Forms of
Relativistic Dynamics [1], Dirac found three different hypersurfaces with large
stability groups of dimensions 6, 6 and 7 and called them instant, point and
front form, respectively.6
Transformations generated by an element of the stability group must leave the
hypersurface Στ : τ = ξ
0 (x) invariant. Consequently, we have for a kinematic
component Pµ of the four-vector P , using (2.1) for infinitesimal a, the condition
Ω (a,1) ξ0 (x) = ξ0 (x) + iaλ P
λξ0 (x)
!
= ξ0 (x) (3.38)
⇒ Pµξ0 (x) = i∂µξ0 (x) = 0. (3.39)
Similarly, we have for a kinematic component Mµν of the tensor M and in-
finitesimal ω
Mµνξ0 (x) = i (xµ∂ν − xν∂µ) ξ0 (x) = 0. (3.40)
In terms of components of xµ and nµ (x) of the vector normal on Στ (3.18) these
equations read
nµ (x) = 0, xµnν (x)− xνnµ (x) = 0. (3.41)
If ξ0 (x) has a non-trivial stability group, (3.41) is satisfied for at least one ν
and/or µ [19].
3.2.1 Instant Form
The most common choice for τ is the Minkowskian time ξ0 (x) = x0 = t.
The hypersurfaces Σt are planes isomorphic to R
3 with the normal vector
n = (1,0)
T
parallel to the Minkowskian time coordinate, as shown in Figure 3.1.
From (3.39) and (3.40) we find
P ix0 = 0, M ijx0 = −M jix0 = 0, (3.42)
P 0x0 6= 0, M i0x0 = −M0ix0 6= 0 ∀ i, j = 1, . . . 3. (3.43)
Thus the generators for space translations P i and space rotations J i = ǫijkM
jk
are kinematic. The generator for Minkowskian time evolution Ht = P
0 and
6Two others were found later, but they have smaller stability groups of dimension 4 [24].
In the following only the first three found by Dirac are discussed.
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Figure 3.1: A hypersurface in instant form is a hyperplane defining an instant
in Minkowski time, here for x0 = t = 0.
Figure 3.2: Time development in instant form generated by P 0.
the generators for Lorentz boosts Bi = M i0 become dynamic. Hence, time
evolution from Σt to Σt+∆t will be generated by P
0 (cf. Figures 3.2 and 3.3).
Furthermore, Σt will be invariant under space translations and rotations, but
not boost invariant, which is an expected result since boost mix space and time.
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Figure 3.3: Time development in instant form generated by P 0 corresponds to
evolution from one hyperplane Σt : x
0 = t to another Σt+∆t : x
0 = t+ ∆t (for
t,∆t = const.), here illustrated for t0 = 0 < t1 < t2.
3.2.2 Front Form
The choice τ = x0+x3 =: x+ corresponds to a hypersurface Σx+ representing a
hyperplane tangent to the light cone, the, so called, null plane (cf. Figure 3.4).
In front form it is useful to introduce light-cone coordinates with a metric tensor
containing off-diagonal elements. Furthermore, nµ from (3.18) does not coincide
with x˙µ from (3.19), but nµx˙
µ = 1 still holds. At this point we won’t go into
details, but just to mention the important feature of the front form having the
largest stability group with dimension 7.
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Figure 3.4: The hypersurface in front form is the null plane defining an instant
in x−.
3.2.3 Point Form
The choice ξ0 (x) = τ =
√
xλ xλ of time corresponds to a curved equal-τ hy-
persurface Στ : xλ x
λ = τ2 describing a hyperboloid in space-time (Figure 3.5).
The curvilinear coordinates parameterizing these hyperboloids are introduced
by the coordinate transformation
xµ (α, β, ϑ, ϕ) = eα

coshβ
sinhβ sinϑ cosϕ
sinhβ sinϑ sinϕ
sinhβ cosϑ

µ
, (3.44)
with eα = τ . The metric is given by
ηµν (τ, β, ϑ, ϕ) =

1 0 0 0
0 −τ2 0 0
0 0 −τ2sinh2β 0
0 0 0 −τ2sinh2β sin2ϑ

µν
. (3.45)
This leads together with (3.21) to the world-line metric
η (τ) = 1− τ2
(
dβ
dτ
)2
− τ2sinh2β
(
dϑ
dτ
)2
− τ2sinh2β sin2ϑ
(
dϕ
dτ
)2
. (3.46)
From (3.18) we find for the normal vector on the hyperboloid Στ , n
µ (x) = x
µ
τ .
This is in that case identical with the velocity dx
µ
dτ (3.19) and can be interpreted
as a four-dimensional radial vector. The Hamiltonian, i.e. the generator for
τ -evolution from Στ to Στ+∆τ is given by (3.37) as
Hτ ≡ D = nλ Pλ = xλ P
λ
τ
, τ 6= 0. (3.47)
Hτ is identified as the generator for dilatation transformations denoted by D,
which does not belong to the Poincare´ group but to the bigger conformal group.
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Figure 3.5: A hypersurface in point form is a hyperboloid defining an instant in
τ .
Figure 3.6: τ -development generated by D.
From (3.47) we note the explicit τ -dependence. Furthermore, D is only defined
for τ > 0, thus τ -evolution is restricted to the forward light cone (cf. Figures 3.6
and 3.7). It becomes rather difficult to describe τ -evolution from the backward
light cone to the forward light cone, which is necessary when formulating a
scattering theory within this approach (cf. Chapter 5).
From (3.39) and (3.40) we find that
Pµ
√
xλ xλ 6= 0, Mµν
√
xλ xλ = 0. (3.48)
This shows that in point form the generators for space-time translations become
dynamic, whereas the generators for Lorentz transformations are kinematic.
This manifest Lorentz covariance is the typical feature of the point form.
25
TIME PARAMETERIZATION
PSfrag replacements
Στ3
Στ2
Στ1
Στ0
0
x0
x
Figure 3.7: τ -development generated by the dilatation generator D corresponds
to evolution from one hyperboloid, Στ : xλ x
λ = τ2 to another Στ+∆τ : xλ x
λ =
(τ +∆τ)
2
(for τ,∆τ = const.), here illustrated for τ0 = 0 < τ1 < τ2 < τ3. Note
that Στ=0 represents the light cone.
3.3 General Evolution
From (2.32) and (2.45) we are able to derive a general formula for a Hamiltonian
of a system with a given foliation τ = ξ0 (x) that generates displacements of a
hypersurface Στ . We define the operator Gζ by means of the energy-momentum
tensor (2.31) as
Gζ =
∫
Σ
dΣντ (x) ζµ (x) T µν (x) , (3.49)
where
dΣµτ (x) = d
4x
∂ξ0 (x)
∂xµ
δ
(
ξ0 (x)− τ) = d4xnµ (x) δ (ξ0 (x)− τ)
= nµ (x) dΣτ (x) . (3.50)
The quantity Gζ generates the infinitesimal transformation
xµ 7→ x′µ = xµ + ζµ (x) , χ′ (x) = χ (x) + ζµ (x) ∂µχ (x) , (3.51)
where ζµ (x) is a function of x. If we choose a particular space-time foliation, we
find two classes of operators from (3.49), depending on the form of ζµ (x). The
operators of the first class are called kinematic, if the hypersurface Στ : τ =
ξ0 (x) is invariant under transformations (3.51), i.e.
δξ0 (x) := ξ0 (x′)− ξ0 (x) = ζµ (x) ∂µξ0 (x) = ζµ (x)nµ (x) = 0. (3.52)
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Otherwise, i.e. if
δξ0 (x) = ζµ (x)nµ (x) 6= 0, (3.53)
then Gζ belongs to the second class and is called dynamic.
When including interactions into the energy-momentum tensor via an interac-
tion Lagrangian Lint (x)
T µν (x)→ T µν (x)− gµνLint (x) , (3.54)
we find that the kinematic operators are independent of Lint. The interaction
part of Gζ is
−
∫
R4
d4x δ
(
ξ0 (x)− τ) nµ (x) ζµ (x)Lint (x) = 0, (3.55)
if (3.52) holds. We note the important result, that when including interactions
into the theory, the dynamic operators become interaction dependent, whereas
the kinematic operators stay interaction free.
Furthermore, for particular choices of ζµ (x) we recover the generators of the
Poincare´ group: Pµ corresponds to ζµν (x) = gµν (cf. (2.32)) and Mµν to the
choice ζµνρ (x) = xµgνρ − xνgµρ (cf. (2.45)) [4, 25].7
7 For completeness we note that the dilatation generator D (3.47) corresponds to the
choice ζµ (x) = xµ, the choice ζµν (x) = 2xµxν − gµνxλ x
λ corresponds to the generator
for special conformal transformations Kµ. Together with the Poincare´ generators they obey
commutation relations, the so called conformal algebra of the 15 parameter conformal group.
With Kµ and Pµ we find another kinematic operator xλ x
λPµ−Kµ leaving the hyperboloid
invariant [4].
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Chapter 4
Covariant Canonical
Quantization of Free Fields
The common procedure of canonical quantization consists of posing canonical
(anti)commutation relations on the field operators at equal Minkowski times
x0 = y0 = t. This corresponds to quantization on the hyperplane Σt. Adopting
Dirac’s nomenclature [1] we shall call it therefore instant-form field quantization.
In Chapter 3 we have found the freedom in choosing a space-time foliation of
Minkowski space as a characteristic feature of relativistic parameterized systems.
Generalizing these ideas to a field theory leads to canonical (anti)commutation
relations imposed on an arbitrary spacelike hypersurface. This corresponds to
a particular choice of space-time foliation. In his paper Schwinger [3] proposes
this way of generalized canonical field quantization without making a particular
choice of time. In the following chapter we shall apply this idea to the point form
and quantize field theories on the Lorentz-invariant hyperboloid Στ by imposing
Lorentz-invariant canonical (anti)commutation relations. Therefore we shall
speak of point-form quantum field theory. As we have seen, the particular choice
of space-time foliation should not play a role for the dynamics of a relativistic
theory. This is expressed by the reparameterization invariance of the action
(cf. Section 3.1.2). The Lie algebra (2.4) demanding Poincare´ invariance of the
theory should hold for any form of dynamics. In particular for a free theory,
the Poincare´ generators should be essentially the same, which can be explicitly
shown using a common Fock basis. To see this equivalence, we will make use
of the, so called, Wigner basis which consists of simultaneous eigenstates of the
three-momentum and spin.
4.1 Complex Klein-Gordon Fields
We consider a free classical complex scalar field theory in (3 + 1)-dimensional
Minkowski space-time, with φ (x) , φ∗ (x) describing fields with electric charge.
Starting with a free Klein-Gordon Lagrangian density
LKG (x) = ∂µφ∗ (x) ∂µφ (x)−m2φ∗ (x)φ (x) , (4.1)
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the classical action functional is defined by (2.13)
SKG [φ, φ
∗] :=
∫
R4
d4xLKG (x) . (4.2)
The least action principle (2.14) of varying the action functional with respect
to φ (x) , φ∗ (x) gives
δSKG [φ, φ
∗]
δφ (x)
!
= 0,
δSKG [φ, φ
∗]
δφ∗ (x)
!
= 0. (4.3)
This is equivalent to the Euler-Lagrange equations
∂LKG (x)
∂φ (x)
= ∂µ
∂LKG (x)
∂ (∂µφ (x))
,
∂LKG (x)
∂φ∗ (x)
= ∂µ
∂LKG (x)
∂ (∂µφ∗ (x))
. (4.4)
For the Lagrangian density (4.1) these equations of motion are the Klein-Gordon
equations (
+m2
)
φ (x) = 0,
(
+m2
)
φ∗ (x) = 0. (4.5)
4.1.1 Invariant Scalar Product
Let φ, χ be arbitrary solutions of the Klein-Gordon equation (4.5). Their inner
product can be defined by
(φ, χ)Σ := i
∫
Σ
dΣµ (x) [φ∗ (x) (∂µχ (x))− (∂µφ∗ (x))χ (x)]
≡ i
∫
Σ
dΣµ (x)φ∗ (x)
←→
∂µχ (x) , (4.6)
with Σ denoting a spacelike hypersurface of Minkowski space. It can be shown
that the inner product (4.6) does not depend on the particular choice of Σ [26].
◦ We make use of Gauss’ theorem∫
∂U
dΣµζ
µ =
∫
U
d4x∂µ ζ
µ, (4.7)
with U being a compact four-dimensional submanifold of Minkowski space and
ζ a vector field. Let Σ1,Σ2 be two different, spacelike hypersurfaces and let U
be bounded by Σ1,Σ2 and by suitable timelike hypersurfaces where φ = χ = 0.
Then we can write
(φ, χ)Σ1 − (φ, χ)Σ2 = i
∫
∂U
dΣµ [φ∗ (x) (∂µχ (x))− (∂µφ∗ (x))χ (x)]
= i
∫
U
d4x∂µ [φ∗ (x) (∂µχ (x))− (∂µφ∗ (x))χ (x)]
= i
∫
U
d4x [φ∗ (x) (χ (x))− (φ∗ (x))χ (x)]
= i
∫
U
d4x
[
m2 −m2]φ∗ (x)χ (x) = 0, (4.8)
where we have used in the last step that φ, χ solve the Klein-Gordon equa-
tion (4.5) [26]. •
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We see that it is essential for the inner product to be independent of the hyper-
surface, that φ and χ are solutions of the Klein-Gordon equation. From (3.50)
we can write the hypersurface element as
dΣµ (x) = nµ (x) dΣ (x) . (4.9)
For a hypersurface Σt with fixed Minkowski time x
0 = t = const. (cf. Sec-
tion 3.2.1), we have dx0 = 0. Therefore, we have for the hypersurface element
dΣµt (x) =

dx1dx2dx3
0
0
0

µ
=

1
0
0
0

µ
d3x = g0µd3x. (4.10)
This inserted into (4.6) yields the well known scalar product
(φ, χ)Σt := i
∫
R3
d3xφ∗ (x)
←→
∂0 χ (x)|x0=t , (4.11)
which is independent of t. We shall call (4.11) instant-form scalar product.
Every solution of the Klein-Gordon equation (4.5) can be expanded in terms of
plane waves. This means that the functions
φp (x) =
1
(2π)
3
2
e−ipλ x
λ
and φ∗p (x) =
1
(2π)
3
2
eipλ x
λ
, (4.12)
with pλ p
λ = m2 provide a complete set. Since the constraint (3.1) holds
for (4.12), the solutions of (4.5) can be given a particle interpretation. The
modes φp (x) are said to be positive energy and φ
∗
p (x) negative energy solu-
tions. The scalar product between these modes is
(φp, φq)Σt = 2p
0δ3 (p− q) , (φ∗p, φ∗q)Σt = −2p0δ3 (p− q) , (4.13)(
φ∗p, φq
)
Σt
=
(
φp, φ
∗
q
)
Σt
= 0. (4.14)
For the hypersurface Στ of Section 3.2.3 with fixed xλ x
λ = τ2 = const., we
have for the hypersurface element
dΣµτ (x) = 2 d
4xδ
(
xλ x
λ − τ2) θ (x0)xµ. (4.15)
This is explicitly shown in Appendix A. The inner product over the hyperboloid
is given by
(φ, χ)Στ := i
∫
R4
2 d4x δ
(
xλ x
λ − τ2) θ (x0)xµ
×φ∗ (x)←→∂µχ (x) . (4.16)
We have to show that the statement (4.8) is true. This means that this scalar
product is independent of the chosen hyperboloid characterized by τ . Again
using plane waves (4.12) for φ, χ the scalar product reads
(φp, φq)Στ =
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ (p+ q)µ eixν(p−q)ν
=: W (p+ q, p− q) . (4.17)
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This Lorentz-invariant distribution is calculated in Appendix (B.1). Its value is
W (p+ q, p− q) = 2p0δ3 (p− q). Similarly, we have(
φ∗p, φ
∗
q
)
Στ
= −W (p+ q, q − p) = −2p0δ3 (p− q) . (4.18)
For the orthogonal plane waves we have(
φp, φ
∗
q
)
Στ
=
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ (p− q)µ eixν(p+q)ν
= W (p− q, p+ q) = 0 (4.19)
as calculated in the Appendix (B.1). Similarly we have(
φ∗p, φq
)
Στ
= −W (p− q,−p− q) = 0. (4.20)
Comparing these equations with (4.13) and (4.14) we see, that the inner
product is indeed independent of the chosen spacelike hypersurface.
4.1.2 Covariant Canonical Commutation Relations
Now we want to perform the canonical quantization of our fields. For this
purpose, we replace the classical scalar fields φ, φ∗ by field operators φˆ, φˆ†. In
order to impose quantization conditions on these field operators, Schwinger [3]
proposes covariant canonical commutator relations on an arbitrary spacelike
hypersurface∫
Σ
dΣ (x)
[
φˆ (y) , πˆ (x)
]
x,y∈Σ
=
∫
Σ
dΣ (x)
[
φˆ† (y) , πˆ† (x)
]
x,y∈Σ
= i,
(4.21)[
φˆ (x) , φˆ (y)
]
=
[
φˆ† (x) , φˆ† (y)
]
= [πˆ (x) , πˆ (y)] =
[
πˆ† (x) , πˆ† (y)
]
=
[
φˆ (x) , πˆ† (y)
]
=
[
φˆ† (x) , πˆ (y)
]
= 0, x, y ∈ Σ. (4.22)
A generalization of these commutation relations to arbitrary x and y is given
by [
φˆ (x) , φˆ† (y)
]
= i∆(x− y) , (4.23)[
πˆ (x) , πˆ† (y)
]
= i nµ (x)nν (y)
∂
∂xµ
∂
∂yν
∆(x− y) , (4.24)
where ∆ (x− y) is the, so called, Pauli-Jordan function. The field operator πˆ
canonically conjugate to φˆ is given by
πˆ (x) = nµ (x)
∂LˆKG (x)
∂
(
∂µφˆ (x)
) = nµ (x) ∂µφˆ† (x) = ∂
∂ξ0
φˆ† (ξ) .
(4.25)
In the last step we have used the transformation properties of ∂µ. Thus πˆ is just
the derivative of φˆ† with respect to some timelike direction nµ (x) depending on
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the choice of space-time foliation. The real distribution ∆ (x− y) in (4.23) and
its second derivative with respect to a chosen time parameter in (4.24) vanish
for spacelike (x− y). They are given by1
∆(x− y) = 1
i
∫
R4
d4p
(2π)
3 δ
(
pλ p
λ −m2) e−ipµ(x−y)µ
× (θ (p0)− θ (−p0)) (4.26)
and
nµ (x)nν (y)
∂
∂xµ
∂
∂yν
∆(x− y)
=
1
i
∫
R4
d4p
(2π)
3 δ
(
pλ p
λ −m2) nµ (x) pµ nν (y) pν e−ipρ(x−y)ρ (θ (p0)− θ (−p0)) .
(4.27)
Since p is timelike and (4.26) and (4.27) are Lorentz invariant, we can immedi-
ately conclude, that for spacelike (x− y) it follows that
∆ (x− y) = nµ (x)nν (y) ∂
∂xµ
∂
∂yν
∆(x− y) = 0. (4.28)
This is a consequence of locality and causality and explicitly proved in Ap-
pendix C.1.
Choosing in (4.21) the instant-t plane Σt (4.10) we have∫
R3
d3x
[
φˆ (y) , ∂0φˆ
† (x)
]
x0=y0=t
= i. (4.29)
This relation is satisfied, if the commutator is equal[
φˆ (y) , ∂0φˆ
† (x)
]
x0=y0=t
= iδ3 (x− y) (4.30)
and we recover the equal-t canonical commutation relations.
If we choose in (4.21) the hyperboloid Στ (4.15), we have∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ [φˆ (y) , ∂µφˆ† (x)]
x2=y2=τ2
= i, (4.31)
which yields
xµ
[
φˆ (y) , ∂µφˆ
† (x)
]
x2=y2=τ2
= ix0δ3 (x− y) . (4.32)
These are the Lorentz-invariant canonical commutation relations when quantiz-
ing on a hyperboloid. The Lorentz invariance is explicitly seen by noting that
the right hand side of (4.32) is the W distribution (cf. Appendix B.1),
x0δ3 (x− y) = 1
2
W (x+ y, x− y) , (4.33)
1This explicit form of ∆ (x− y) will be clear after Fourier expanding the fields and imposing
canonical commutation relations in momentum space (cf. Section 4.1.3).
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which is Lorentz invariant by definition.
The commutation relations are covariant in the sense that no particular choice
of a Minkowski time parameter has been made.
This result agrees with those of [6] as shown in Appendix C.2. Furthermore we
note that differentiation of (4.23) with respect to Minkowski time x0 gives [27]
∂
∂y0
∆(x− y) |x0=y0=t = δ3 (x− y) . (4.34)
This is nothing but the instant-form canonical commutation relation (4.30).
The point-form analogue can be formulated as differentiation of (4.23) with
respect to ξ0 (x) = τ using τ ∂∂τ = y
λ ∂
∂yλ
, i.e.
yλ
∂
∂yλ
∆(x− y) |x2=y2=τ2 = x0δ3 (x− y) . (4.35)
This is exactly the Lorentz-invariant commutation relation (4.32) we expected.2
4.1.3 Commutation Relations in Momentum Space
The general solutions φ and φ† of the Klein-Gordon equations (4.5) can be
written as an expansion in terms of a complete set of solutions. As shown
before, usual plane waves (4.12) are orthogonal with respect to the invariant
scalar product (4.6). Thus they provide an appropriate basis. Expansion in
terms of plane waves is equivalent with a Fourier expansion. Therefore canonical
quantization is done by considering the Fourier coefficients as field operators
acting on a momentum Fock space (cf. Section 2.2.4). Then the field operators
can be written as
φˆ (x) =
∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0) (φp aˆ (p) + φ∗p bˆ† (p))
=
1
(2π)
3
2
∫
R3
d3p
2p0
(
e−ipµx
µ
aˆ (p) + eipµx
µ
bˆ† (p)
)
, (4.36)
φˆ† (x) =
∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0) (φ∗p aˆ† (p) + φp bˆ (p))
=
1
(2π)
3
2
∫
R3
d3p
2p0
(
eipµx
µ
aˆ† (p) + e−ipµx
µ
bˆ (p)
)
. (4.37)
The phase space measure for massive particles
d4p δ
(
pλ p
λ −m2) θ (p0) = d3p
2p0
(4.38)
2In the calculation we have used the properties of Wµ (X,Y ) (cf. Appendix B.2). After
using W (Y, Y ) = −W (Y,−Y ) (cf. (B.36)), (4.35) follows immediately.
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is clearly Lorentz invariant with p0 =
√
p2 +m2 > 0. The Fourier coefficients
a, b being operators after canonical quantization are given by3
aˆ (p) =
(
φp, φˆ
)
Σ
, aˆ† (p) =
(
φˆ, φp
)
Σ
, (4.39)
bˆ (p) = −
(
φˆ, φ∗p
)
Σ
, bˆ† (p) = −
(
φ∗p, φˆ
)
Σ
. (4.40)
These relations together with the canonical commutation relations (4.21)
and (4.22) imply the harmonic-oscillator commutation relations[
aˆ (p) , aˆ† (q)
]
=
[
bˆ (p) , bˆ† (q)
]
= 2p0δ3 (p− q) , (4.41)
[aˆ (p) , aˆ (q)] =
[
bˆ (p) , bˆ (q)
]
=
[
aˆ (p) , bˆ (q)
]
=
[
aˆ (p) , bˆ† (q)
]
= 0. (4.42)
In Appendix (C.3) this is explicitly shown in point form. These commutation
relations in momentum space are the Fourier transforms of (4.21) and (4.22).
Since the operators aˆ (p) , bˆ (p) , aˆ† (p) and bˆ† (p) satisfy the commutation re-
lations (4.41) and (4.42), they may be interpreted as annihilation or creation
operators. By acting on a Fock space constructed out of one-particle Hilbert
spaces (cf. Section 2.2.4), they annihilate or create field quanta characterized
by the continuous three-momentum vector p. The mass-shell constraint (3.1)
holds, of course. These basis elements of the, so called, Wigner basis are eigen-
states of the three-momentum operator Pˆ .
We shall note that the field expansions (4.36) and (4.37) together with the com-
mutation relations (4.41) and (4.42) imply the explicit form of the Pauli-Jordan
function ∆ (x− y) in (4.26).
4.1.4 Generators in Wigner Representation
In order to show the equivalence between equal-t and equal-τ field quantization,
we represent the generators of global gauge transformations and the Poincare´
generators in the Wigner basis. For free fields they are expected to be the same
in instant and point form [25].
Global Gauge Transformations
In Section 2.2.2 we have seen that the invariance of the Lagrangian density
under a global U (1) phase transformation of the fields implies a conserved
current (2.22). Inserting the Lagrangian density for free scalar fields (4.1) yields
after canonical quantization the current operator
Jˆ µKG (x) = i : φˆ† (x)
←→
∂µ φˆ (x) :, with ∂µ Jˆ µKG (x) = 0. (4.43)
3These relations are obvious since, e.g., for aˆ we have
aˆ (p) =
(
φp, φˆ
)
Σ
=
∫
R3
d3q
2q0

(φp, φq)Σ aˆ (q) + (φp, φ∗q)Σ︸ ︷︷ ︸
=0
bˆ† (q)


=
∫
R3
d3q
2q0
2q0δ3 (p− q) aˆ (q) ,
where we have used the orthogonality relations between plane waves (4.13), (4.14).
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”:...:” denotes the usual normal ordering, i.e. commuting all creation operators
to the left of the annihilation operators and dropping the commutators in order
to avoid infinite ground state energies. Integration of the current operator as
in (2.23) gives a conserved charge or symmetry operator
QˆKG =
∫
Σ
dΣµ (x) Jˆ µKG (x)
= i
∫
Σ
dΣµ (x) : φˆ
† (x)
←→
∂µ φˆ (x) : . (4.44)
Inserting the field expansions (4.36) and (4.37) and choosing the equal-t hy-
perplane Σt one ends up with the well known form for the charge operator in
Wigner representation
QˆKG =
∫
R3
d3x Jˆ 0KG (x) =
∫
R3
d3p
2p0
(
aˆ† (p) aˆ (p)− bˆ† (p) bˆ (p)
)
. (4.45)
This result suggests to consider aˆ† (p) and aˆ (p) as creation and annihilation
operators of particles with charge +1 and bˆ† (p) and bˆ (p) as creation and anni-
hilation operators of antiparticles with charge −1, respectively.
If we choose the equal-τ hyperboloid Στ as the spacelike hypersurface, we have
QˆKG = 2i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : φˆ† (x)←→∂µ φˆ (x) :
=
∫
R3
d3p
2p0
(
aˆ† (p) aˆ (p)− bˆ† (p) bˆ (p)
)
, (4.46)
as calculated in Appendix C.4.1. Comparing (4.45) with (4.46) we see that the
charge operator integrated over the hyperboloid has the usual form in Wigner
representation.
This result confirms (2.24) on using the canonical commutation relations (4.41)
and (4.42), i.e.
φˆ (x) =
[
φˆ (x) , QˆKG
]
. (4.47)
Translations
We have seen in Section 2.2.2 that a conserved current, the energy-momentum
tensor (2.31), follows from the invariance of the action under displacements. In-
serting for the Lagrangian density (4.1), the energy-momentum tensor becomes
after canonical quantization
Tˆ µνKG (x) = : ∂µφˆ† (x) ∂ν φˆ (x) + ∂ν φˆ† (x) ∂µφˆ (x)
−gµν
(
∂λφˆ
† (x) ∂λφˆ (x)−m2φˆ† (x) φˆ (x)
)
:,
(4.48)
with ∂µ Tˆ µνKG (x) = 0. (4.49)
From equation (3.49) we have obtained the four-momentum operator (2.32) as
integral over a spacelike hypersurface. Applying this to (4.48) we have
PˆµKG =
∫
Σ
dΣν (x) Tˆ µνKG (x) . (4.50)
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Inserting the field expansions (4.36), (4.37) and taking the equal-t hyperplane
Σt, we obtain the usual result for the translation generator in Wigner represen-
tation
PˆµKG =
∫
R3
d3x Tˆ µ0KG (x) =
∫
R3
d3p
2p0
pµ
(
aˆ† (p) aˆ (p) + bˆ† (p) bˆ (p)
)
. (4.51)
Integration over the hyperboloid Στ gives, after some calculation (cf. Ap-
pendix C.4.2), the same result as in instant form
PˆµKG =
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xν Tˆ µνKG (x)
=
∫
R3
d3p
2p0
pµ
(
aˆ† (p) aˆ (p) + bˆ† (p) bˆ (p)
)
. (4.52)
We easily convince ourselves that PˆµKG still transforms as a four-vector under
Lorentz transformations:
Uˆ (Λ) PˆµKGUˆ (Λ)
−1
=
∫
R3
d3p
2p0
pµ
(
aˆ† (Λp) aˆ (Λp) + bˆ† (Λp) bˆ (Λp)
)
=
∫
R3
d3p
2p0
(
Λ−1p
)µ (
aˆ† (p) aˆ (p) + bˆ† (p) bˆ (p)
)
=
(
Λ−1
)µ
ν
Pˆ νKG, (4.53)
where Λp means the spatial component of Λp. We have used Lorentz invariance
of the integration measure and the Lorentz-transformation properties of single-
particle states [28]
Uˆ (Λ) aˆ† (p) Uˆ−1 (Λ) = aˆ† (Λp) . (4.54)
This Fock space representation of PˆµKG together with the harmonic-oscillator
commutation relations leads to the conclusion, that the field quanta created
by aˆ† (p) and bˆ† (p) are eigenstates of the free four-momentum operator with
eigenvalues pµ.
Finally by using the canonical commutation relations (4.41) and (4.42) we con-
firm (2.33), namely that
∂µφˆ (x) = i
[
PˆµKG, φˆ (x)
]
. (4.55)
Lorentz Transformations
In Section 2.2.2 we have seen from the invariance of the action under Lorentz
transformations, that a conserved current follows, the so called angular-
momentum density (2.43). With the energy-momentum tensor (4.48) this gives
an operator
MˆµνσKG (x) := xν Tˆ µσKG (x)− xσ Tˆ µνKG (x) , with ∂µ MˆµνσKG (x) = 0. (4.56)
From (3.49) we find the associated conserved charges, the generators for Lorentz
transformations as
MˆµνKG =
∫
Σ
dΣλ (x)MˆλµνKG (x) =
∫
Σ
dΣλ (x)
[
xµTˆ λνKG (x) − xν Tˆ λµKG (x)
]
. (4.57)
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Inserting for the energy-momentum tensor (4.48) and the field expan-
sions (4.36), (4.37) and integrating over the equal-t hyperplane Σt gives the
generators for boosts and rotations in the Wigner representation [15]
MˆµνKG =
∫
R3
d3p
2p0
(
aˆ† (p) lµν (p) aˆ (p) + bˆ† (p)mµν (p) bˆ (p)
)
. (4.58)
For µ, ν = 0, i we have the boost generators BˆiKG = Mˆ
0i
KG = −Mˆ i0KG, where
l0i = i ∂∂pi p
0 and m0i = ip0 ∂∂pi , with
∂
∂pi
acting to the right. For µ, ν = j, k we
have the generators for spatial rotations Jˆ iKG = ǫijkMˆ
jk
KG, where l
ij = mij =
i
(
pi ∂∂pj − pj ∂∂pi
)
.
The similar calculation by integrating over the hyperboloid Στ is more compli-
cated but leads to the same result as (4.58).
Finally, we calculate (2.46) using the canonical commutation relations (4.41)
and (4.42) as
(xµ∂ν − xν∂µ) φˆ (x) = i
[
φˆ (x) , MˆµνKG
]
. (4.59)
4.2 Dirac Fields
Considering a free classical spin- 12 field theory in (3+1)-dimensional Minkowski
space-time, we can proceed in an analogous way as for scalar fields. We start
with a Lagrangian density for the four-component spinor fields ψ (x) , ψ¯ (x),
LD (x) = ψ¯ (x)
(
iγλ ∂λ −m
)
ψ (x) , with ψ¯ = ψ†γ0, (4.60)
where γµ are the 4×4 Dirac matrices4 . The classical action functional is defined
by (2.13) as
SD
[
ψ, ψ¯
]
:=
∫
R4
d4xLD (x) . (4.64)
The least action principle (2.14) of varying the action functional with respect
to ψ (x) , ψ¯ (x) gives
δSD
[
ψ, ψ¯
]
δψ (x)
!
= 0,
δSD
[
ψ, ψ¯
]
δψ¯ (x)
!
= 0. (4.65)
These equations are equivalent to the Euler-Lagrange equations
∂LD (x)
∂ψ (x)
= ∂µ
∂LD (x)
∂ (∂µψ (x))
,
∂LD (x)
∂ψ¯ (x)
= ∂µ
∂LD (x)
∂
(
∂µψ¯ (x)
) . (4.66)
4The four matrices γµ obey the following relations:
{γµ, γν} = 2gµν ; (4.61)(
γ0
)†
= γ0,
(
γi
)†
= −γi, γ0
(
γi
)†
γ0 = γi; (4.62)
aµ γ
µbν γ
ν = aλ b
λ − iσµνaµ bν , with σ
µν =
i
2
[γµ, γν ] . (4.63)
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For the Lagrangian density (4.60), these equations of motion are the Dirac
equations (
iγλ
−→
∂ λ −m
)
ψ (x) = 0 (4.67)
ψ¯ (x)
(
iγλ
←−
∂ λ +m
)
= 0, (4.68)
with ψ¯
←−
∂ λ γ
λ ≡ (∂λ ψ¯) γλ.
4.2.1 Invariant Scalar Product
Let ψ, χ be arbitrary solutions of the Dirac equation (4.67). Then their inner
product on a spacelike hypersurface Σ can be defined by
(ψ, χ)Σ :=
∫
Σ
dΣµ (x) ψ¯ (x) γµχ (x) . (4.69)
Similarly as in Section 4.1.1, (4.69) does not depend on Σ [26]. Proceeding in
the same way as in Section 4.1.1 this is proved as follows:
◦ (ψ, χ)Σ1 − (φ, χ)Σ2 =
∫
∂U
dΣµ (x) ψ¯ (x) γµχ (x)
=
∫
U
d4x∂µ
(
ψ¯ (x) γµχ (x)
)
=
∫
U
d4x
[(
∂µψ¯ (x)
)
γµχ (x) + ψ¯ (x) γµ (∂
µχ (x))
]
= i
∫
U
d4x [m−m] ψ¯ (x)χ (x) = 0, (4.70)
where we have used in the last step that ψ¯, χ solve the Dirac equations (4.67)
and (4.68), respectively. •
The equal-t hyperplane Σt yields the usual instant-form scalar product
(ψ, χ)Σt =
∫
R3
d3x ψ¯ (x) γ0 χ (x) =
∫
R3
d3xψ† (x)χ (x) . (4.71)
Every solution of the Dirac equations (4.67) and (4.68) can be written as an
expansion of a set of orthogonal solutions. A complete set is given by the
normalized four-spinors
ψρ,p (x) = φpuρ (p) and χρ,p (x) = φ
∗
pvρ (p) , (4.72)
with φp (x) given by (4.12) and ρ = ± 12 being the spin-projection quantum
number. The spinor modes ψρ,p (x) are said to be positive energy and χρ,p (x)
negative energy solutions.
In the following we want to show that these solutions are orthogonal with respect
to their scalar product (4.69) and that this scalar product is independent of the
chosen hypersurface.
Since ψρ,p (x) and χρ,p (x) solve the Dirac equation
5, the four-spinors uρ (p)
5Clearly, each component of the solutions also satisfies the Klein-Gordon equation (4.5),
expressing the mass-shell constraint (3.1).
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and vρ (p) have to satisfy the momentum-space Dirac equations
(γµpµ −m)uρ (p) = 0, (4.73)
(γµpµ +m) vρ (p) = 0. (4.74)
The adjoint four-spinors u¯ρ (p) and v¯ρ (p) satisfy the adjoint equations
u¯ρ (p) (γ
µpµ −m) = 0, (4.75)
v¯ρ (p) (γ
µpµ +m) = 0. (4.76)
They can be written in terms of orthogonal two-component spinors ςρ, εςρ as
uρ (p) =
√
p0 +m
(
ςρ
σ·p
p0+m ςρ
)
, (4.77)
vρ (p) = −
√
p0 +m
( σ·p
p0+mεςρ
εςρ
)
, (4.78)
with
ςρ =
(
1
2 + ρ
1
2 − ρ
)
, ε =
(
0 1
−1 0
)
(4.79)
and σ being the Pauli matrices6. Since ς†ρςσ = δρσ with ρ, σ = ± 12 and ς†ρεςρ =
0, we have, using (4.83)
u¯ρ (p)uσ (p) = −v¯ρ (p) vσ (p) = 2mδρσ, (4.84)
u¯ρ (p) vσ (p) = v¯ρ (p)uσ (p) = 0, (4.85)
u†ρ (p) vσ (−p) = v†ρ (p) uσ (−p) = 0.
(4.86)
To proceed we use7
u¯ρ (p) γ
µuσ (p) = v¯ρ (p) γ
µvσ (p) = 2p
µδρσ. (4.87)
6The Pauli spin matrices generate the 2-dimensional representation of the SU (2) by the
following Lie algebra:
[σi, σj ] = 2iǫijkσk . (4.80)
Furthermore, they have the following properties
trσi = 0; σi = σ
†
i ; det σi = −1; (4.81)
{σi, σj} = 2δij12, (4.82)
from which we obtain the useful relation
(σ · a) (σ · b) = a · b+ iσ · (a× b) . (4.83)
7 With (4.73) and (4.75) we can write
u¯ρ (p) γ
µuσ (p) =
1
2m
u¯ρ (p) (pν γ
ν γµ + γµ γν pν)uσ (p)
=
1
m
u¯ρ (p) pν g
µνuσ (p) =
pµ
m
u¯ρ (p)uσ (p)︸ ︷︷ ︸
=2mδρσ , (4.84)
,
where we have used (4.61).
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The instant-form scalar product between the solutions ψρ,p (x) and χρ,p (x) can
now be calculated as
(ψρ,p, ψσ,q)Σt = 2p
0δρσδ
3 (p− q) , (χρ,p, χσ,q)Σt = 2p0δρσδ3 (p− q) , (4.88)
(ψρ,p, χσ,q)Σt = (χρ,p, ψσ,q)Σt = 0. (4.89)
The modes are orthogonal and the scalar product independent of t. Thus,
the scalar product between the modes should always give the results of (4.88)
and (4.89), independent of the chosen spacelike hypersurface Σ. The scalar
product over the hyperboloid Στ with fixed xλ x
λ = τ2 = const. reads
(ψ, χ)Στ :=
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµψ¯ (x) γµχ (x) . (4.90)
Indeed we obtain the same result as above, namely
(ψρ,p, ψσ,q)Στ = 2p
0δρσδ
3 (p− q) , (χρ,p, χσ,q)Στ = 2p0δρσδ3 (p− q) , (4.91)
(ψρ,p, χσ,q)Στ = (χρ,p, ψσ,q)Στ = 0,(4.92)
as shown in Appendix D.1. Thus the inner product is independent of the
chosen spacelike hypersurface and (4.70) holds.
4.2.2 Covariant Canonical Anticommutation Relations
Canonical quantization is equivalent to considering the classical fields ψ, ψ¯ as
field operators ψˆ, ˆ¯ψ. As in the scalar case (cf. Section 4.1.2), we can formulate co-
variant canonical anticommutation relations over a spacelike hypersurface given
by [3]∫
Σ
dΣ (x)
{
ψˆα (y) , ˆ̟ β (x)
}
x,y∈Σ
=
∫
Σ
dΣ (x)
{
ˆ¯ψα (y) , ˆ̟¯ β (x)
}
x,y∈Σ
= iδαβ,
(4.93){
ψˆα (x) , ψˆβ (y)
}
= { ˆ̟α (x) , ˆ̟ β (y)}
=
{
ψˆα (x) , ˆ̟¯ β (y)
}
=
{
ˆ¯ψα (x) , ˆ̟ β (y)
}
= 0, x, y ∈ Σ. (4.94)
For arbitrary x and y we may again use the Pauli-Jordan function (cf. Sec-
tion 4.1.2){
ψˆα (x) ,
ˆ¯ψβ (y)
}
= i
(
iγµ
∂
∂xµ
+m
)
αβ
∆(x− y) , (4.95)
{
ˆ̟α (x) , ˆ̟¯ β (y)
}
= i
[
nλ (x) γλ
] γ
β
[nν (y) γν ]
δ
α
(
iγµ
∂
∂xµ
+m
)
γδ
∆(x− y) ,
(4.96)
with α, β, γ, δ = 1, . . . 4 being the Dirac-spinor indices and nλ (x) the time-
like vector depending on the chosen space-time foliation. The field operator ˆ̟
canonically conjugate to ψˆ is given by
ˆ̟ (x) = nµ (x)
∂LˆD (x)
∂
(
∂µψˆ (x)
) = inµ (x) ˆ¯ψγµ (x) (4.97)
and ˆ̟¯ = γ0 ˆ̟ †. (4.98)
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Choosing the instant-t plane Σt in (4.93), we have∫
R3
d3x
{
ψˆα (y) , i
[
ˆ¯ψ (x) γ0
]
β
}
x0=y0=t
= iδαβ. (4.99)
Hence, we can immediately conclude that the equal-t canonical anticommutation
relations are{
ψˆα (y) ,
[
ˆ¯ψ (x) γ0
]
β
}
x0=y0=t
=
{
ψˆα (y) , ψˆ†β (x)
}
x0=y0=t
= δαβδ
3 (x− y) .
(4.100)
If we chose the hyperboloid Στ we have
2i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ{ψˆα (y) , [ ˆ¯ψ (x) γµ]
β
}
x2=y2=τ2
= iδαβ
(4.101)
and we can conclude that
xµ
{
ψˆα (y) ,
[
ˆ¯ψ (x) γµ
]
β
}
x2=y2=τ2
= x0δαβδ
3 (x− y) . (4.102)
Contracting with [xν γν ]βγ and using (4.63) gives{
ψˆα (y) ,
ˆ¯ψγ (x)
}
x2=y2=τ2
= [xµ γµ]αγ
x0
xλ xλ
δ3 (x− y) . (4.103)
These are the Lorentz-invariant canonical anticommutation relations when
quantizing on a hyperboloid. This result agrees with [6] as shown in Ap-
pendix D.2.
For spacelike (x− y) the Pauli-Jordan function ∆ (x− y) vanishes (cf. (4.28)),
thus, when quantizing on a spacelike hypersurface, only the derivative terms
remain in (4.95) and (4.96).
For equal Minkowski times x0 = y0 = t we recover (4.95) as the usual anticom-
mutation relations [27, 29]{
ψˆα (x) ,
ˆ¯ψβ (y)
}
x0=y0=t
= −γ0αβ ∂0∆(x− y)
∣∣
x0=y0=t = γ
0
αβδ
3 (x− y) .
(4.104)
When taking the hyperboloid xλ x
λ = yλ y
λ = τ2, we obtain for (4.95){
ψˆα (x) ,
ˆ¯ψβ (y)
}
x2=y2=τ2
= − [γµ ∂µ]αβ∆(x− y)
∣∣
x2=y2=τ2
= [γµ]αβ
∫
R4
d4p
(2π)
3 δ
(
pλ p
λ −m2) θ (p0) pµ (e−ipν(x−y)ν + eipν(x−y)ν) ∣∣x2=y2=τ2
=
[γµXµ]αβ
XλXλ
W (X,Y )
∣∣
x2=y2=τ2 = [γ
µ xµ]αβ
x0
xλ xλ
δ3 (x− y) , (4.105)
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where we have used the properties of the W distribution (cf. Appendix B.1).
For the other anticommutator (4.96) we obtain{
ˆ̟α (x) , ˆ̟¯ β (y)
}
x2=y2=τ2
= [nρ (x) γ
ρ]
γ
β [nν (y) (γ
ν)]
δ
α [γ
µ xµ]γδ
x0
xλ xλ
δ3 (x− y) ∣∣x2=y2=τ2
= [γν xν ]αβ
x0
xλ xλ
δ3 (x− y) , (4.106)
where we have used the unit vector orthogonal on the hyperboloid being
nµ (x) = x
µ√
xλ xλ
(cf. Section 3.2.3). We see that (4.105) and (4.106) are in
agreement with (4.103), as was expected.
4.2.3 Anticommutation Relations in Momentum Space
The general solutions ψ and ψ¯ of the Dirac equations (4.67) and (4.68) can
be written as expansions in terms of a complete set of modes. ψρ,p and χρ,p
of (4.72) provide an appropriate set, being orthogonal and normalized with
respect to the scalar product (4.69). After canonical quantization we have for
the field operators
ψˆ (x) =
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
ψρ,p (x) cˆρ (p) + χρ,p (x) dˆ
†
ρ (p)
)
=
1
(2π)
3
2
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
e−ipλ x
λ
uρ (p) cˆρ (p) + e
ipλ x
λ
vρ (p) dˆ
†
ρ (p)
)
,
(4.107)
ˆ¯ψ (x) =
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
ψ¯ρ,p (x) cˆ
†
ρ (p) + χ¯ρ,p (x) dˆρ (p)
)
=
1
(2π)
3
2
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
eipλ x
λ
u¯ρ (p) cˆ
†
ρ (p) + e
−ipλ x
λ
v¯ρ (p) dˆρ (p)
)
.
(4.108)
The operators cˆ, cˆ†, dˆ and dˆ† are given by the invariant scalar product (4.69) as8
cˆρ (p) =
(
ψρ,p, ψˆ
)
Σ
, cˆ†ρ (p) =
(
ψˆ, ψρ,p
)
Σ
, (4.109)
dˆρ (p) =
(
ψˆ, χρ,p
)
Σ
, dˆ†ρ (p) =
(
χρ,p, ψˆ
)
Σ
. (4.110)
8For cˆρ, e.g., we have
cˆρ (p) =
(
ψρ,p, ψˆ
)
Σ
=
∑
σ=± 1
2
∫
R3
d3q
2q0

(ψρ,p, ψσ,q)Σ cˆσ (q) + (ψρ,p, χσ,q)Σ︸ ︷︷ ︸
=0, (4.92)
dˆ†σ (q)


=
∑
σ=± 1
2
∫
R3
d3q
2q0
2q0δσρ δ
3 (p− q) cˆσ (q) ,
where we have used the orthogonality relations between plane wave spinors (4.91).
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These relations, together with the canonical anticommutation relations (4.93)
and (4.94), imply the harmonic-oscillator anticommutation relations in momen-
tum space{
cˆρ (p) , cˆ
†
σ (q)
}
=
{
dˆρ (p) , dˆ
†
σ (q)
}
= 2p0δρσδ
3 (p− q) , (4.111)
{cˆρ (p) , cˆσ (q)} =
{
cˆ†ρ (p) , cˆ
†
σ (q)
}
=
{
dˆρ (p) , dˆσ (q)
}
=
{
dˆ†ρ (p) , dˆ
†
σ (q)
}
=
{
cˆρ (p) , dˆ
†
σ (q)
}
=
{
dˆρ (p) , cˆ
†
σ (q)
}
= 0. (4.112)
In Appendix D.3 this statement is explicitly shown in point form.
Due to these anticommutation relations one may interpret these operators as
annihilation or creation operators on a Fock space (2.2.4) annihilating or creat-
ing field quanta characterized by the continuous three-momentum vector p and
the discrete spin-projection quantum number ρ. Therefore the basis consists of
simultaneous eigenstates of Pˆ and a spin operator with eigenvalue ρ.
Finally, we shall note that the field expansions (4.107) and (4.108) together
with the anticommutation relations in momentum space (4.111) and (4.112)
imply the anticommutation relation (4.95) and (4.96) and the explicit form
of the Pauli-Jordan function in (4.26). The anticommutator (4.95), using the
field expansions (4.107) and (4.108) and the anticommutation relations (4.111)
and (4.112), is explicitly calculated as{
ψˆα (x) ,
ˆ¯ψβ (y)
}
=
∫
R3
d3p
2p0 (2π)3
∑
ρ=± 1
2
×
(
e−ipλ(x−y)
λ
[uρ]α (p) [u¯ρ]β (p) + e
ipλ(x−y)
λ
[vρ]α (p) [v¯ρ]β (p)
)
= i
(
iγµ
∂
∂xµ
+m
)
αβ
∆(x− y) , (4.113)
where we have used the projectors (D.8) and (D.9).
4.2.4 Generators in Wigner Representation
As in the scalar case (cf. Section 4.1.4) we want to show the equivalence of
instant- and point-form quantization by representing the generators of our the-
ory in the Wigner basis (cf. Section 4.2.3). For free fields they can be shown to
have the same form.
Global Gauge Transformations
As we have seen in Section 2.2.2, the existence of a conserved symmetry cur-
rent (2.22) follows from the invariance of the Lagrangian density LD (4.60) under
the action of global U (1)-symmetry group. After canonical quantization and
normal ordering this current reads
Jˆ µD (x) = : ˆ¯ψ (x) γµψˆ (x) :, with ∂µ Jˆ µD (x) = 0. (4.114)
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This current integrated over a spacelike hypersurface gives a conserved charge
or symmetry operator
QˆD =
∫
Σ
dΣµ (x) Jˆ µD (x) =
∫
Σ
dΣµ (x) :
ˆ¯ψ (x) γµψˆ (x) : . (4.115)
Inserting the field expansions (4.107) and (4.108) and choosing the equal-t hy-
perplane Σt the resulting charge operator in Wigner representation reads
QˆD =
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
cˆ†ρ (p) cˆρ (p)− dˆ†ρ (p) dˆρ (p)
)
. (4.116)
As in the scalar case this suggests to consider cˆ†ρ (p) and cˆρ (p) as creation
and annihilation operators of particles with charge +1 and dˆ†ρ (p) and dˆρ (p) as
creation and annihilation operators of antiparticles with charge−1, respectively.
If we choose the equal-τ hyperboloid Στ as the spacelike hypersurface we obtain
the same result as above, namely
QˆD =
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : ˆ¯ψ (x) γµψˆ (x) :
=
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
cˆ†ρ (p) cˆρ (p)− dˆ†ρ (p) dˆρ (p)
)
. (4.117)
This is calculated in Appendix D.4.1.
Finally we confirm (2.24) by using the canonical anticommutation rela-
tions (4.111) and (4.112),
ψˆ (x) =
[
ψˆ (x) , QˆD
]
. (4.118)
Translations
In Section 2.2.2 we have seen, that the energy-momentum tensor (2.31) follows
from the invariance of the action under displacements. Inserting (4.60) for the
Lagrangian density LD, the energy-momentum tensor operator for Dirac fields
becomes after canonical quantization
Tˆ µνD (x) =
i
2
:
[
ˆ¯ψ (x) γµ
(
∂νψˆ (x)
)
−
(
∂ν ˆ¯ψ (x)
)
γµψˆ (x)
]
:, (4.119)
with ∂µ Tˆ µνD (x) = 0. (4.120)
From equation (3.49) we obtain the four-momentum operator
PˆµD =
∫
Σ
dΣν (x) Tˆ µνD (x) . (4.121)
Inserting the field expansions (4.107), (4.108) and taking the equal-t hyperplane
Σt we obtain the usual result for the translation generator in Wigner represen-
tation,
PˆµD =
∑
ρ=± 1
2
∫
R3
d3p
2p0
pµ
(
cˆ†ρ (p) cˆρ (p) + dˆ
†
ρ (p) dˆρ (p)
)
. (4.122)
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As shown in Appendix (D.4.2), integration over the hyperboloid Στ gives the
same result,
PˆµD =
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xν Tˆ µνD (x)
=
∑
ρ=± 1
2
∫
R3
d3p
2p0
pµ
(
cˆ†ρ (p) cˆρ (p) + dˆ
†
ρ (p) dˆρ (p)
)
. (4.123)
PˆµD, represented in this basis, still transforms as a four-vector under Lorentz
transformations,
Uˆ (Λ) PˆµDUˆ (Λ)
−1
=
∑
ρ,σ,λ=± 1
2
∫
R3
d3p
2p0
pµ
(
cˆ†σ (Λp) cˆλ (Λp)D
1
2
σρ (R (p,Λ))D
1
2
∗
λρ (R (p,Λ))
+ dˆ†σ (Λp) dˆλ (Λp)D
1
2
σρ (R (p,Λ))D
1
2
∗
λρ (R (p,Λ))
)
=
∑
ρ,σ,λ=± 1
2
∫
R3
d3p
2p0
(
Λ−1p
)µ
×
(
cˆ†σ (p) cˆλ (p)D
1
2
σρ
(
R
(
Λ−1p,Λ
))
D
1
2
ρλ
(
R−1
(
Λ−1p,Λ
))
+ dˆ†σ (p) dˆλ (p)D
1
2
σρ
(
R
(
Λ−1p,Λ
))
D
1
2
ρλ
(
R−1
(
Λ−1p,Λ
)))
=
(
Λ−1
)µ
ν
Pˆ νD. (4.124)
Here, we have used Lorentz invariance of the integration measure and the
Lorentz-transformation properties of single-particle states [28]
Uˆ (Λ) cˆ†ρ (p) Uˆ (Λ)
−1
=
∑
σ± 1
2
cˆ†σ (Λp)D
1
2
σρ (R (p,Λ)) . (4.125)
The D
1
2
σρ are the matrix elements of the Wigner D-functions9. R denotes a
Wigner rotation given by
R (p,Λ) = Λ (Λ (ω) v)
−1
Λ (ω) Λ (v) , (4.126)
with Λ (ω) being a general Lorentz transformation and Λ
(
v = pm
)
a Lorentz
boost.
This Fock-space representation of PˆµD together with the harmonic-oscillator an-
ticommutation relations (4.111), (4.112) leads to the conclusion, that the field
quanta created by cˆ†ρ (p) and dˆ
†
ρ (p) are eigenstates of the free four-momentum
operator with eigenvalues pµ.
Finally, on using the canonical commutation relations (4.111) and (4.112), we
confirm that
∂µψˆ (x) = i
[
PˆµD, ψˆ (x)
]
. (4.127)
9Note that D
1
2
∗
λρ
(R (p,Λ)) = D
1
2
ρλ
(
R−1 (p,Λ)
)
.
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Lorentz Transformations
From Neother’s theorem in Section 2.2.2, we have found a conserved current
under the assumption of the invariance of the action under Lorentz transforma-
tions. This current is the, so called, angular-momentum density (2.43). After
canonical quantization it is given by
MˆµνσD (x) := xν Tˆ µσD (x)− xσTˆ µνD (x) , with ∂µ MˆµνσD (x) = 0. (4.128)
Then, the associated conserved charge operator reads
MˆµνD =
∫
Σ
dΣλ (x)MˆλµνD (x) =
∫
Σ
dΣλ (x)
[
xµTˆ λνD (x)− xν Tˆ λµD (x)
]
. (4.129)
Inserting for the energy-momentum tensor (4.119), the field expan-
sions (4.107), (4.108) and integrating over the equal-t hyperplane Σt gives [15]
MˆµνD =
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
{
cˆ†ρ (p)u
†
ρ (p)
[
lµν (p) +
1
2
σµν
]
uσ (p) cˆσ (p)
+ dˆ†ρ (p) v
T
ρ (p)
[
mµν (p)− 1
2
(
σT
)µν]
v∗σ (p) dˆσ (p)
}
, (4.130)
with lµν and mµν given in Section 4.1.4. The similar calculation by integrat-
ing over the hyperboloid Στ is more complicated but leads to the same result
as (4.130).
Finally we find, using the canonical anticommutation relations (4.111)
and (4.112), that[
(xµ∂ν − xν∂µ) δαβ −
i
2
[σµν ]αβ
]
ψˆβ (x) = i
[
ψˆα (x) , MˆµνD
]
. (4.131)
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Chapter 5
Covariant Scattering
Theory for Interacting
Fields
As we have already mentioned, a necessary condition for the formulation of a
scattering theory is a time development that covers the whole Minkowski space.
We assume that the interaction is local and decreases fast enough at infinity.
This ensures that we can define asymptotic states and a S operator that maps
between these states of non-interacting particles (cf. Section 2.2.5). Therefore
the Hamiltonian (3.47) that generates τ -development from one hyperboloid to
another does not seem to be very useful, since it only covers the forward light
cone.
Looking for an evolution that covers the whole Minkowski space we make the
choice as in [25]. That is, we keep τ fixed and shift the hyperboloid along a
timelike path. The generators for this evolution are the components of the four-
momentum operator. It should, however, be noted that this kind of evolution
is clearly not perpendicular to the quantization surface. But as we will see, this
fact does not play a significant role for the formulation of a scattering theory.
5.1 Poincare´ Generators
When including interactions into a free theory, the kinematic generators
stay interaction free, whereas the dynamic generators will contain interaction
terms (cf. Section 3.3).
In order to include interactions, we add an interaction term to the free La-
grangian density,
Lˆ (x) = Lˆfree (x) + Lˆint (x) . (5.1)
In (2.31) we saw that, as long as Lint does not contain derivatives of the fields,
we can write the interaction part of the energy-momentum tensor as
Tˆ µνint (x) = −gµν : Lˆint (x) : . (5.2)
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Therefore we have from (2.32) for the interacting part of the four-momentum
operator
Pˆµint =
∫
Σ
dΣν (x) Tˆ νµint (x) = −
∫
Σ
dΣν (x) g
νµ : Lˆint (x) : . (5.3)
Choosing the equal-t hyperplane Σt we see immediately, that Lˆint does not enter
the three-components of the four-momentum operator, i.e.
Pˆµint =
∫
R3
d3x g0νg
νµ : Lˆint (x) :=
∫
R3
d3x g0µ : Lˆint (x) :=
(
Pˆ 0int
0
)µ
. (5.4)
On the other hand, if we take the interacting part of the Lorentz generator Mˆµν
and integrate over Σt we have
Mˆµνint =
∫
R3
d3x g0σ (x
µgσν − xνgσµ) : Lˆint (x) :
=
∫
R3
d3x
(
xµg0ν − xνg0µ) : Lˆint (x) : . (5.5)
This expression does not vanish, if either µ = k ∧ ν = 0 or ν = k ∧ µ = 0
for k = 1, . . . 3, i.e. for boost generators Bˆk = Mˆ0k = −Mˆk0. Hence, we
see explicitly that the boost generators together with Pˆ 0 become interaction
dependent in instant form, which is exactly the statement in Section 3.3.
In point form we have the equal-τ hyperboloid Στ giving
Pˆµint =
∫
R4
2 d4x δ
(
xλ x
λ − τ2) θ (x0)xν Tˆ νµint (x)
= −
∫
R4
2 d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : Lˆint (x) : . (5.6)
We see explicitly that all components of the four-momentum operator become
interaction dependent. On the other hand, the antisymmetric tensor Mˆµν stays
interaction free, i.e. the interaction dependent part of this tensor vanishes
Mˆµνint = 2
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xσ (xµTˆ σνint (x)− xν Tˆ σµint (x))
= −2
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xσ (xµgσν − xνgσµ) : Lˆint (x) :
= 0. (5.7)
Again we observe that the statement in Section 3.3 holds.
Finally, it should be noted that quantization on the hyperboloid provides a
representation of the Poincare´ algebra (2.4) expressed by the, so called, point-
form equations [28, 31] [
Pˆµ, Pˆ ν
]
= 0, (5.8)
Uˆ (Λ) PˆµUˆ (Λ)−1 =
(
Λ−1
)µ
ν
Pˆ ν , (5.9)
where Pˆµ is the total four-momentum operator (including all interactions).1
1If we have Pˆµ = Pˆµfree + Pˆ
µ
int, then
[
Pˆµint, Pˆ
ν
int
]
= 0 follows from microscopic causal-
ity (cf. Section 2.2.3).
[
Pˆµint, Pˆ
ν
free
]
+
[
Pˆµfree, Pˆ
ν
int
]
= 0 and (5.9) follow from the transformation
properties of Lˆint (x) under translations and Lorentz transformations, respectively [28].
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5.2 Covariant Interaction Picture
As we have seen, the effect of quantization on the hyperboloid xλ x
λ = τ2 is that
interactions described by the Lˆint enter all components of the four-momentum
operator. Thus, we can write the total four-momentum operator as the sum of
a free and an interacting part
Pˆµ = Pˆµfree + Pˆ
µ
int. (5.10)
Since all 4 components of the translation generator are interaction dependent,
we can adapt a covariant interaction picture. It is covariant in the sense that it
describes evolution into arbitrary timelike space-time directions. In a covariant
interaction picture both, operators and states, are x-dependent. The operators
have an evolution generated by the free four-momentum operator Pˆfree, whereas
the states have an x-dependence generated by the interaction four-momentum
Pˆint [30]. Let Oˆ be an operator and |Φ〉 be a state specified on the quantization
surface xλ x
λ = τ2. Then we have
Oˆ (x) = eiPˆ
λ
free xλ Oˆ e−iPˆ
ν
free xν , with Oˆ (x = 0) = Oˆ (5.11)
and
|Φ (x)〉 = eiPˆµfree xµe−iPˆν xν |Φ 〉, with |Φ (x = 0)〉 = |Φ 〉. (5.12)
Then the equations of motions describing evolution of the system into the x-
direction are given by
i∂µOˆ (x) =
[
Oˆ (x) , Pˆµfree
]
(5.13)
and
i∂µ |Φ (x)〉 = Pˆµint (x) |Φ (x)〉, (5.14)
with
Pˆµint (x) = e
iPˆλfree xλ Pˆµinte
−iPˆνfree xν . (5.15)
Evolution of the state from y to x is described by an evolution operator Uˆ (x, y),
such that
Uˆ (x, y) |Φ (y)〉 = |Φ (x)〉, (5.16)
with the boundary condition Uˆ (x, x) = 1ˆ.
Then the asymptotic states |Φin 〉 and |Φout 〉 are given by
|Φin 〉 = lim
x2→∞
Uˆ (x, y) |Φ (y)〉, x0 < 0 (5.17)
and
|Φout 〉 = lim
x2→∞
Uˆ (x, y) |Φ (y)〉, x0 > 0. (5.18)
The limits are taken in such a way, that x is timelike, lying in the forward or
backward light cone for x0 > 0 or x0 < 0, respectively. At x2 →∞, we assume
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Lˆint (x) and therefore Pˆµint (x) to be negligible. Then we see from (5.14) that
|Φin 〉 and |Φout 〉 are constant and eigenstates of Pˆµfree. Thus |Φin 〉 and |Φout 〉
describe non-interacting particles with (physical masses and) definite momenta.
Inserting (5.16) into the equation of motion (5.14) leads to the differential equa-
tion for Uˆ (x, y),
i∂µUˆ (x, y) = Pˆµint (x) Uˆ (x, y) . (5.19)
This equation can be integrated along an arbitrary smooth path C (x, y) joining
x and y. C (x, y) can be parameterized in the following way:
wµ (s) = yµ + s (x− y)µ , 0 ≤ s ≤ 1, (5.20)
with
dwµ = (x− y)µ ds and
∂
∂wµ
=
(x− y)µ
(x− y)2
∂
∂s
. (5.21)
Integrating the equation of motion (5.19) using this parameterization gives the
integral equation
i
∫
C(x,y)
dwµ
∂
∂wµ
Uˆ (w, y) = i
∫ 1
0
ds
∂
∂s
Uˆ (y + s (x− y) , y) = iUˆ (y + s (x− y) , y)
∣∣∣1
0
= iUˆ (x, y)− iUˆ (y, y) =
∫
C(x,y)
dwµPˆ
µ
int (w) Uˆ (w, y) .
(5.22)
Then the solution of this integral equation with the boundary condition can be
written as
Uˆ (x, y) = 1ˆ− i
∫
C(x,y)
dwµ Pˆ
µ
int (w) Uˆ (w, y)
= 1ˆ− i
∫
C(x,y)
dw1µPˆ
µ
int (w1)
+ (i)
2
∫
C(x,y)
dw1µ
∫
C(w1,y)
dw2ν Pˆ
µ
int (w1) Pˆ
ν
int (w2) + . . . .
(5.23)
Thus the formal solution of the integral equation (5.22) can be written as path-
ordered exponential
Uˆ (x, y) = P exp
(
−i
∫
C(x,y)
dwµPˆ
µ
int (w)
)
, (5.24)
where P denotes the path ordering.
5.3 Lorentz-Invariant Scattering Operator
Covariant scattering may be described as evolution from |Φin 〉 to |Φout 〉. That
is, one starts with non-interacting particles at x2 → ∞, x0 < 0 described by
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Figure 5.1: s-development into arbitrary timelike directions.
|Φin 〉, then these particles approach each other, scatter and finally one ends up
with non-interacting particles at x2 → ∞, x0 > 0 described by |Φout 〉. From
the definition of the scattering operator (2.50) together with (5.17) and (5.18)
we find
|Φout 〉 = lim
x2→∞
|Φ (x)〉 = lim
x2→∞
lim
y2→∞
Uˆ (x, y) |Φ (y)〉
= lim
x2→∞
lim
y2→∞
Uˆ (x, y) |Φin 〉 such that x0 > 0, y0 < 0. (5.25)
Consequently, the scattering operator can be written as
Sˆ = lim
x2→∞
lim
y2→∞
Uˆ (x, y) . (5.26)
As we have mentioned before, the path C (x, y) of the scattering process can be
chosen arbitrarily. For simplicity, we take a straight line joining x and y. Then,
the path may be parameterized as
wµ (s) = aµ + s kµ. (5.27)
a is a constant arbitrary four-vector in Minkowski space and k denotes a timelike
four-vector normalized to unity describing the direction of the scattering process,
k := lim
x2→∞
lim
y2→∞
x− y√
(x− y)2
, with kλ k
λ = 1. (5.28)
This is illustrated in Figures 5.1 and 5.2. With this parameterization the S
operator (5.26) becomes a simple s-ordered exponential
Sˆ = S exp
(
−i
∫ ∞
−∞
ds kµPˆ
µ
int (w (s))
)
. (5.29)
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PSfrag replacements
Στ (s3)
Στ (s2)
Στ (s1)
w (s)
0
x0
x
Figure 5.2: The scattering process described by w (s) of (5.27) corresponds to
shifting a hyperboloid with fixed but arbitrary τ into an arbitrary timelike space-
time direction. This is illustrated for s1 < s2 < s3. Note that the development
in s is, unlike τ -development, not perpendicular to the hyperboloid.
The S in front of the exponential denotes the s-ordering.
Expanding the exponential in powers of the interaction we obtain
Sˆ = 1ˆ− i
∫ ∞
−∞
ds kµPˆ
µ
int (w (s))
+
(i)
2
2
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν S
[
Pˆµint (w (s1)) Pˆ
ν
int (w (s2))
]
+ . . . .
(5.30)
It follows from (5.6) and (5.15) that the evolution of Pˆµint in the interaction
picture is
Pˆµint (w) = −2
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeiPˆµfree wµ : Lˆint (x) : e−iPˆνfree wν
= −2
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : Lˆint (x+ w) : . (5.31)
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Inserting (5.31) into (5.29) yields
Sˆ = S exp
(
2i
∫ ∞
−∞
ds kµ
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : Lˆint (x+ s k + a) :)
= 1ˆ + 2i
∫ ∞
−∞
ds kµ
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : Lˆint (x+ s k + a) :
+
(2i)2
2
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν
∫
R4
d4x1 δ
(
x1λ x
λ
1 − τ2
)
θ
(
x01
)
xµ1
×
∫
R4
d4x2 δ
(
x2ρ x
ρ
2 − τ2
)
θ
(
x02
)
xν2
×S
[
: Lˆint (x1 + s1 k + a) :: Lˆint (x2 + s2 k + a) :
]
+ . . . .
(5.32)
This expansion of the S operator in orders of the Lagrangian density can be
shown to be equivalent to the usual instant-form expansion
Sˆ = S exp
(
i
∫ ∞
−∞
ds
∫
R3
d3x : Lˆint (s,x) :
)
= 1ˆ + i
∫ ∞
−∞
ds
∫
R3
d3x : Lˆint (s,x) :
+
(i)2
2
∫ ∞
−∞
ds1
∫ ∞
−∞
ds2
∫
R3
d3x1
∫
R3
d3x2 S
[
: Lˆint (s1,x1) :: Lˆint (s2,x2) :
]
+ . . . .
(5.33)
The latter corresponds to scattering theory in the (s = x0)-direction, i.e.
k = (1, 0, 0, 0)
T
. This equivalence is explicitly shown in Appendix E. There-
fore, this manifest covariant formulation of scattering theory and the resulting
series expansion of the S operator (5.32) leads to the usual perturbative results.
Hence, the consequences like overall four-momentum conservation at the vertex
is guaranteed, although three-momentum conservation at the vertex does, in
general, not hold in point-form quantum field theory.
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Chapter 6
Summary and Outlook
Canonical field quantization is usually formulated at equal times. In addition,
also quantization on the light front has been investigated extensively. These
quantization procedures can be found in common text books about quantum
field theory. Only a few papers exist about quantization on the space-time
hyperboloid xλ x
λ = τ2, although this, so called, point-form quantum field
theory has some attractive features. In point form the dynamic generators
of the Poincare´ group, generating evolution of the system away from the
quantization surface, can be combined to a four-vector Pµ. On the other hand,
the generators for Lorentz transformations Bi and J i, i = 1, . . . 3, are purely
kinematic and can be combined to a second-order tensor Mµν . This makes
it possible to formulate canonical field quantization in a manifestly Lorentz
covariant way, without making reference to a particular time parameter.
In the earlier papers about point-form quantum field theory evolution in τ ,
generated by the dilatation operator, has been studied and a Fock basis related
to the generators of the Lorentz group, the Lorentz basis, has been used.
However, τ -evolution together with the Lorentz basis lead to a number of
conceptual difficulties.
In this diploma thesis we have developed a formalism for quantization
on the forward hyperboloid which makes use of the usual momentum-state
basis. Our main objective was then to study evolution of the system generated
by Pµ.
For free massive spin-0 and free massive spin- 12 quantum fields we have shown
that the Fock-space representation of the Poincare´ generators in the momentum
basis is identical with their Fock-space representation when quantizing at equal
times. Furthermore, (anti)commutation relations on the hyperboloid have
been found which are Lorentz invariant. These field (anti)commutators are
in agreement with the general Schwinger-Tomonaga quantization conditions,
which apply to arbitrary (spacelike) quantization surfaces. All necessary
integrations over the hyperboloid have been performed in Cartesian coordinates
by means of an appropriately defined distribution1.
For interacting theories a generalized interaction picture has been suggested
which makes no preference of a particular space-time direction. Within this co-
1The idea how to calculate this distribution goes back to F. Coester.
SUMMARY AND OUTLOOK
variant interaction picture it is possible to define a Lorentz-invariant scattering
operator and to formulate a covariant scattering theory. The expansion of the
generalized scattering operator in powers of the interaction was shown to be
equivalent to the usual time-ordered perturbation theory.
As a next step the consequences of these results and their applications
to point-form quantum mechanical models with a finite number of degrees
of freedom should be further investigated. In this context one can think of
deriving effective interactions and (conserved) current operators for application
in relativistic few-body systems. Another field of application of point-form
quantum field theory are gauge theories. Due to the manifest Lorentz
covariance, gauge transformations and gauge invariance can be naturally
incorporated into the theory. Therefore, by viewing quantum chromodynamics
as a point-form quantum field theory may lead to new insights into the nature
of gauge fixing and other properties of non-Abelian gauge theories.
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Hypersurface Element
We have to show that
dΣµτ (x) = n
µ (x) dΣτ (x) = 2 d
4x δ
(
xλ x
λ − τ2) θ (x0)xµ, (A.1)
where nµ is the timelike unit vector orthogonal on the spacelike hyperboloid
Στ : xλ x
λ = τ2. We will use hyperbolic coordinates (τ, ξ ≡ coshβ, ϑ, ϕ) defined
by the coordinate transformation (3.44).
◦ For the volume element we have
d4x =
∣∣∣∣∣∂
(
x0, x1, x2, x3
)
∂ (τ, ξ, ϑ, ϕ)
∣∣∣∣∣ dτ dξ dϑ dϕ = τ3√ξ2 − 1 sinϑ dτ dξ dϑ dϕ. (A.2)
Since xλ x
λ = τ2, we can write
δ
(
xλ x
λ − τ20
)
= δ
(
τ2 − τ20
)
=
δ (τ − τ0) + δ (τ + τ0)
2τ
. (A.3)
Since ξ = coshβ > 0, ∀β ∈ R, we can write
θ
(
x0
)
= θ (τξ) = θ (τ) . (A.4)
Therefore, we can write
δ (τ0 − τ) = 2τ δ
(
xλ x
λ − τ20
)
θ
(
x0
)
(A.5)
and we have for the hypersurface element
dΣτ = 2d
4x δ
(
xλ x
λ − τ2) θ (x0)√xλ xλ = δ (τ0 − τ) τ30√ξ2 − 1 sinϑ dτ0 dξ dϑ dϕ
= τ3
√
ξ2 − 1 sinϑ dξ dϑ dϕ. (A.6)
The oriented hypersurface element can be written in Cartesian coordinates as
dΣµ (x) =

dx1 dx2 dx3
dx0 dx2 dx3
dx0 dx1 dx3
dx0 dx1 dx2

µ
. (A.7)
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A short calculation yields
dx1 dx2 dx3 =
∣∣∣∣∣∂
(
x1, x2, x3
)
∂ (ξ, ϑ, ϕ)
∣∣∣∣∣ dξ dϑ dϕ = τ3ξ√ξ2 − 1 sinϑ dξ dϑ dϕ;
dx0 dx2 dx3 =
∣∣∣∣∣∂
(
x0, x2, x3
)
∂ (ξ, ϑ, ϕ)
∣∣∣∣∣ dξ dϑ dϕ = τ3 (ξ2 − 1) sin2ϑ cosϕdξ dϑ dϕ;
dx0 dx1 dx3 =
∣∣∣∣∣∂
(
x0, x1, x3
)
∂ (ξ, ϑ, ϕ)
∣∣∣∣∣ dξ dϑ dϕ = τ3 (ξ2 − 1) sin2ϑ sinϕdξ dϑ dϕ;
dx0 dx1 dx2 =
∣∣∣∣∣∂
(
x0, x1, x2
)
∂ (ξ, ϑ, ϕ)
∣∣∣∣∣ dξ dϑ dϕ = τ3 (ξ2 − 1) sinϑ cosϑ dξ dϑ dϕ.
Thus, we finally obtain
dΣµτ =

τξ
τ
√
ξ2 − 1 sinϑ cosϕ
τ
√
ξ2 − 1 sinϑ sinϕ
τ
√
ξ2 − 1 cosϑ

µ
τ2
√
ξ2 − 1 sinϑ dξ dϑ dϕ
= 2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ = nµ dΣτ , (A.8)
where
xµ√
xλ xλ
= nµ (x) , (A.9)
which is in agreement with (3.18) and (3.50). •
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W and Wµ Distribution
Integrations over the space-time hyperboloid xλ x
λ = τ2 are easily performed
in Cartesian coordinates on using the distributions W and Wµ.
B.1 W Distribution
For W we have to show that
W (p+ q, p− q) = 2p0δ3 (p− q) (B.1)
and
W (p− q, p+ q) = 0, (B.2)
for pλ p
λ = qλ q
λ = m2.
◦ The W distribution is defined as
W (p+ q, p− q) =W (P,Q)
:=
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµPµ eixνQν , (B.3)
where we have introduced new variables
P := p+ q and Q := p− q. (B.4)
We see that the constraint
PλQ
λ = 0 (B.5)
is equivalent to the mass-shell constraint (3.1),
pλ p
λ = qλ q
λ = m2. (B.6)
Thus, the timelike four-vector P is orthogonal to the spacelike Q. Since P is
timelike, it can be written as a boost transform of a vector P˜ that has a time
component only, namely
P = Λ (v) P˜ = Λ (v)
(
P˜ 0
0
)
, with Pλ P
λ = P˜0 P˜
0 =M2. (B.7)
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Λ (v) is a rotationless canonical boost with a four-velocity v = PM and is explic-
itly given by [32]
Λ (v) =
(
v0 vT
v 1+ v
0−1
v2
vvT
)
=
(
P 0
M
P T
M
P
M 1+
P 0/M−1
P 2
PP T
)
. (B.8)
Since Q is orthogonal to P , it can be written as a boost transform of a vector
Q˜, that has only spatial components, i.e.
Q = Λ (v) Q˜ = Λ (v)
(
0
Q˜
)
, QλQ
λ = −Q˜2, (B.9)
such that
P˜λ Q˜
λ = 0 (B.10)
holds. Inverting (B.9) gives
Q˜ = Λ−1 (P/M)Q =
(
P 0
M −P
T
M
− PM 1+ P
0/M−1
P 2
PP T
)(
Q0
Q
)
. (B.11)
From PλQ
λ = 0, we can express Q0 as Q0 =
P ·Q
P 0 . Using this relation together
with (B.11) we calculate
Q˜ = − P
M
Q0 +
(
1+
P 0/M − 1
P 2
PP T
)
Q
= − P
M
P ·Q
P 0
+
(
1+
P 0/M − 1
P 2
PP T
)
Q
=
[
1−
(
1
MP 0
− P
0 −M
MP 2
)
PP T
]
Q
=
(
1− PP
T
P 0 (P 0 +M)
)
Q = NQ. (B.12)
N denotes a 3× 3 matrix with determinant
detN = det
(
1− PP
T
P 0 (P 0 +M)
)
= 1− P
2
P 0 (P 0 +M)
=
M
P 0
. (B.13)
Since W (P,Q) is Lorentz invariant by definition, we have
W (P,Q) = W
(
P˜ , Q˜
)
=
2
(2π)
3
∫
R4
d4x˜ δ
(
x˜λ x˜
λ − τ2) θ (x˜0) x˜0P˜0 e−ix˜·Q˜
=
1
(2π)
3
∫
R4
d4x˜
δ
(
x˜0 −
√
x˜2 + τ2
)
x˜0
x˜0M e−ix˜·Q˜
=
1
(2π)
3
∫
R3
d3x˜Me−ix˜·Q˜ =M δ3
(
Q˜
)
. (B.14)
In the original frame this has finally the form
W (P,Q) =Mδ3
(
Q˜
)
=Mδ3 (NQ) =
M
detN
δ3 (Q) = P 0δ3 (Q) . • (B.15)
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If P and Q are interchanged W (Q,P ) becomes zero:
◦ Similarly as above we have
W (Q,P ) = W
(
Q˜, P˜
)
= − 2
(2π)
3
∫
R4
d4x˜ δ
(
x˜λ x˜
λ − τ2) θ (x˜0) x˜ · Q˜ eix˜0P˜0
= − 1
(2π)
3
∫
R3
d3x˜
x˜ · Q˜√
x˜2 + τ2
ei
√
x˜2+τ2M = 0, (B.16)
since the integrand is odd in x˜. •
B.2 W µ Distribution
We define the Lorentz vector Wµ as
Wµ (P,Q) :=
Pµ
Pλ Pλ
W (P,Q) +
Qµ
QλQλ
W (Q,Q) . (B.17)
We want to show that Wµ (P,Q) is identical with
Wµτ (Q) =
2
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeixσ Qσ (B.18)
This can be proved as follows:
◦ We have 8 variables, Pµ and Qµ and the constraint PλQλ = 0, therefore
7 independent variables. If Pµ is timelike, this constraint is equivalent to Qµ
spacelike. For timelike Pµ we have Pλ P
λ = M2. In the following calculation
we take Qµ and P as independent and M =
√
(P 0)
2 − P 2. Differentiation of
the Lorentz-invariantW distribution (B.3) with respect to the timelike variable
Pµ gives
∂
∂Pµ
W (P,Q) =
∂
∂Pµ
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xσ P σ eixν Qν
=
∂
∂Pµ
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) [Λ (v = P/M) x˜]σ P σ eixν Qν
=
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ eixν Qν
+
2
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) [ ∂
∂Pµ
Λ (v) x˜
]
σ
P σ eixν Q
ν
,
(B.19)
with
x˜µ = [Λ (−v)x]µ =
 P
0√
Pλ Pλ
− P T√
Pλ Pλ
− P√
Pλ Pλ
1+
P 0/
√
Pλ Pλ−1
P 2
PP T

ν
µ
xν . (B.20)
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On using ∂∂Pµ
1
M = −
Pµ
M3 a short calculation yields[
∂
∂Pµ
Λ (v) x˜
]
σ
P σ =
 − P ·x˜√Pλ Pλ
x˜+
P 0/
√
Pλ Pλ−1
P 2
PP · x˜

µ
= Λ (−v) νµ
(
0
x˜
)
ν
. (B.21)
The second integral in (B.19) then becomes
Λ (−v) νµ
2
(2π)
3
∫
R4
d4x˜ δ
(
x˜λ x˜
λ − τ2) θ (x˜0)( 0
x˜
)
ν
e−ix˜·Q˜. (B.22)
To evaluate this integral we perform the following spatial rotation:
Λ (ϕ)
ν
µ
(
0
Q˜
)
ν
=

0
0
0
Q˜′

µ
, Λ (ϕ)
ν
µ
(
0
x˜
)
ν
=
(
0
x˜′
)
µ
. (B.23)
Then the integral becomes
Λ (−v) νµ Λ (−ϕ) σν
2
(2π)
3
∫
R4
d4x˜′ δ
(
x˜′λ x˜
′λ − τ2) θ (x˜′0)( 0
x˜′
)
σ
e−ix˜
′
3Q˜
′
= Λ (−v) νµ Λ (−ϕ) σν

0
0
0
1

σ
2
(2π)
3
∫
R4
d4x˜′ δ
(
x˜′λ x˜
′λ − τ2) θ (x˜′0) x˜′3 e−ix˜′3Q˜′
= Λ (−v) νµ
1√
Q˜
2
(
0
Q˜
)
ν
2
(2π)
3
∫
R4
d4x˜ δ
(
x˜λ x˜
λ − τ2) θ (x˜0) Q˜ · x˜√
Q˜
2
e−iQ˜·x˜
=
Qµ√
QσQσ
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) −xρQρ√
QσQσ
eixν Q
ν
= − Qµ
QσQσ
W (Q,Q) , (B.24)
where we have used in the second step that∫
R3
d3x√
x2 + τ2
x = 0. (B.25)
On the other hand, differentiation of (B.1) gives
∂
∂Pµ
W (P,Q) =
∂
∂Pµ
P 0 δ3 (Q) =
∂
∂Pµ
M δ3
(
Q˜
)
. (B.26)
We have 8 variables, M, Q˜ and vµ with the constraint (B.5)
PλQ
λ = Λ (v0,−v) σλ
(
M
0
)
σ
Λ (v0,−v)λν
(
0
Q˜
)ν
= 0. (B.27)
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If we take v,M, Q˜ as independent and v0 =
√
1 + v2, then we have
∂
∂P 0
Mδ3 (q) =
(
∂M
∂P 0
∂
∂M
+
∂Q˜i
∂P 0
∂
∂Q˜i
+
∂vi
∂P 0
∂
∂vi
)
Mδ3
(
Q˜
)
, i = 1, . . . 3.
(B.28)
Since P 0 = Mv0 = M
√
1 + v2 we have ∂q
i
∂P 0 = 0 and therefore the second term
vanishes. Since the v,M, Q˜ are independent we have ∂∂viMδ
3
(
Q˜
)
= 0 and the
third term vanishes also. Only the first term survives giving
∂M
∂P 0
δ3
(
Q˜
)
=
∂
√
(P 0)
2 − P 2
∂P 0
δ3
(
Q˜
)
=
P 0
M
δ3
(
Q˜
)
=
(
P 0
)2
M2
δ3 (Q) . (B.29)
For the spatial components we have
∂
∂P i
Mδ3
(
Q˜
)
=
(
∂M
∂P i
∂
∂M
+
∂Q˜j
∂P i
∂
∂Q˜j
+
∂vj
∂P i
∂
∂vj
)
Mδ3
(
Q˜
)
. (B.30)
Since P =Mv again only the first term survives giving
∂M
∂P i
δ3
(
Q˜
)
=
∂
√
(P 0)
2 − P 2
∂P i
δ3
(
Q˜
)
= −P
i
M
δ3
(
Q˜
)
=
Pi
M2
P 0 δ3 (Q) .
(B.31)
Thus, we can write (B.29) and (B.31) as components of a four-vector
∂
∂Pµ
P0 δ
3 (Q) =
Pµ
M2
P0 δ
3 (Q) =
Pµ
Pλ Pλ
W (P,Q) . (B.32)
Therefore, we have shown that Wµ (P,Q) ≡ Wµτ (Q) and the proof is com-
pleted. •
This can be seen also as follows:
◦ We introduce 2 additional spacelike four-vectors R and S, such that they
form together with P and Q an orthogonal basis of Minkowski space. Repre-
senting x in terms of this basis, we can write (B.18) as
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeixν Qν
=
Pµ
Pλ Pλ
W (P,Q) +
Qµ
QλQλ
W (Q,Q) +
Rµ
RλRλ
W (R,Q) +
Sµ
Sλ Sλ
W (S,Q) .
(B.33)
For the calculation of W (R,Q) and W (S,Q) we can, using Lorentz invariance,
perform a spatial rotation of our coordinate system for the integration variables,
so that the new spatial coordinate axes for x′1, x′2 and x′3 coincide with Q, R
and S, respectively. For this choice of coordinates the integrands of W (R,Q)
and W (S,Q) are odd in x′2 and x′3, respectively. Thus we can conclude that
W (R,Q) =W (S,Q) = 0, which proves (B.17). •
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If we interchange P and Q in Wµ (P,Q), we immediately obtain
Wµ (Q,P ) =
Pµ
Pλ Pλ
W (P, P ) +
Qµ
QλQλ
W (Q,P )
=
Pµ
Pλ Pλ
W (P, P ) , (B.34)
with the corresponding integral representation
Wµτ (P ) =
2
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeixν Pν . (B.35)
◦ As in (B.33), we expand x in terms of P, Q, R and S. Then we perform a
boost Λ (v) (B.7) in order to find W (Q,P ) =W (R,P ) =W (S, P ) = 0. •
In addition, we note that
W (P,−Q) =W (P,Q) , W (Q,−Q) = −W (Q,Q) . (B.36)
◦ The first relation follows immediately from (B.1). The second can be shown
as follows:
W (Q,−Q) = W
(
Q˜,−Q˜
)
= − 1
(2π)
3
∫
R3
d3x˜
x˜0
Q˜ · x˜ eiQ˜·x˜
=
1
(2π)
3
∫
R3
d3x˜
x˜0
Q˜ · x˜ e−iQ˜·x˜ = −W
(
Q˜, Q˜
)
= −W (Q,Q) . • (B.37)
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Appendix C
Complex Klein-Gordon
Fields
C.1 Pauli-Jordan Function
For spacelike (x− y), ∆ (x− y) and its second derivative with respect to some
timelike directions vanish.
◦ In a similar way as before we can write the spacelike vector Y := x − y as
a boost transform of a vector which has spatial components only, i.e.
Y = Λ (v) Y˜ = Λ (v)
(
0
Y˜
)
with Yλ Y
λ = −Y˜ 2 (C.1)
and vλ Y
λ = 0. (C.2)
Inverting this equation and making use of Lorentz invariance yields
∆ (Y ) =
1
i
∫
R4
d4p˜
(2π)
3 δ
(
p˜λ p˜
λ −m2) θ (p˜0) (eip˜·Y˜ − e−ip˜·Y˜ )
=
1
(2π)3
∫
R3
d3p˜
sin
(
p˜ · Y˜
)
√
p˜2 +m2
= 0, ∀Yλ Y λ < 0, (C.3)
since the integrand is odd in p˜.
For the second derivative of ∆ we have in addition the scalar products
nλ (x) p
λ nσ (y) p
σ in the integrand. If we choose x, y to be on the hyperboloid
x2 = y2 = τ2 =
(
ξ0 (x)
)2
=
(
ξ0 (y)
)2
, we have then from (3.18) nµ (x) = x
µ
τ and
nµ (y) = y
µ
τ . Then a timelike X is given by X = x+ y and with v
µ = X
µ√
XλXλ
,
XλY
λ = 0 holds. In these new variables X,Y we have n (x) = X+Y2τ and
n (y) = X−Y2τ and thus
nλ (x) p
λ nσ (y) p
σ =
1
4τ2
[(
Xλ p
λ
)2 − (Yλ pλ)2] . (C.4)
In the boosted frame this has the form(
Xλ p
λ
)2 − (Yλ pλ)2 = (X˜0 p˜0)2 − (Y˜ · p˜)2 . (C.5)
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Proceeding in a similar way as above we obtain
nλ (x)nσ (y)
∂
∂xλ
∂
∂yσ
∆(x− y)
=
1
4τ2 (2π)3
∫
R3
d3p˜
[(
X˜0
√
p˜2 +m2
)2
−
(
Y˜ · p˜
)2]
sin
(
p˜ · Y˜
)
√
p˜2 +m2
= 0,
∀YλY λ < 0, (C.6)
since the integrand is odd in p˜. •
This result can be generalized to arbitrary spacelike hypersurfaces.
C.2 Covariant Canonical Commutation Rela-
tions
We make use of the hyperbolic coordinates (τ, ξ ≡ coshβ, ϑ, ϕ) defined by the
coordinate transformation (3.44) with the hypersurface element (A.6).
◦ The Lagrangian operator for free complex scalar fields in hyperbolic coor-
dinates reads
LˆKG =
∫
Στ
τ3
√
ξ2 − 1 dξ dcosϑ dϕ
{
∂φˆ†
∂τ
∂φˆ
∂τ
− ξ
2 − 1
τ2
∂φˆ†
∂ξ
∂φˆ
∂ξ
− 1
τ2 (ξ2 − 1)
∂φˆ†
∂ϑ
∂φˆ
∂ϑ
− 1
τ2 (ξ2 − 1) sin2ϑ
∂φˆ†
∂ϕ
∂φˆ
∂ϕ
−m2φˆ†φˆ
}
=
∫
Στ
dΣτ LˆKG (τ, ξ, ϑ, ϕ) , (C.7)
where LˆKG (τ, ξ, ϑ, ϕ) denotes the Lagrangian density in hyperbolic coordinates.
The equal-τ canonical commutators for the field operators φˆ, φˆ† are given by [6][
φˆ (y) ,
∂
∂τ
φˆ† (x)
]
τ(x)=τ(y)=τ
= i
1
τ3
√
(ξ (x))
2 − 1
δ (ξ (x)− ξ (y)) δ (cosϑ (x)− cosϑ (y)) δ (ϕ (x)− ϕ (y)) . (C.8)
This is in agreement with (4.25), if we transform
∂
∂xµ
=
∂ξ0
∂xµ
∂
∂ξ0
= nµ (x)
∂
∂τ
, (C.9)
with τ ≡ ξ0 and nλ (x) nλ (x) = 1.1
From (3.50) and
∂
∂τ
= nµ (x)
∂
∂xµ
=
xµ√
xλ xλ
∂
∂xµ
(C.10)
1The notation for hyperbolic coordinates ξµ = (τ, ξ, ϑ, ϕ)µ should be clear from the context.
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we see that the covariant commutation relation (4.21) is fulfilled,∫
Σ
dΣµ (x)
[
φˆ (y) ,
∂
∂xµ
φˆ† (x)
]
x,y∈Σ
=
∫
Στ
τ3
√
(ξ (x))
2 − 1 dξ (x) dcosϑ (x) dϕ (x)
[
φˆ (y) ,
∂
∂τ
φˆ† (x)
]
x2=y2=τ2
= i. •
(C.11)
From
xµ
[
φˆ (y) ,
∂
∂xµ
φˆ† (x)
]
x2=y2=τ2
= τ
[
φˆ (y) ,
∂
∂τ
φˆ† (x)
]
τ(x)=τ(y)=τ
(C.12)
we obtain the useful relation
x0δ3 (x− y)
=
1
τ2
√
(ξ (x))
2 − 1
δ (ξ (x)− ξ (y)) δ (cosϑ (x)− cosϑ (y)) δ (ϕ (x)− ϕ (y)) .
(C.13)
C.3 Commutation Relations in Momentum
Space
We want to show that the commutation relations in momentum space, (4.41)
and (4.42), follow from (4.22) and (4.32). We will do this by quantizing on the
hyperboloid using (4.32).
◦ For the first commutator (4.41) we have, using (4.39) and (4.16),[
aˆ (p) , aˆ† (q)
]
=
4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yνe−iqσ yσ
×

[
∂
∂xµ
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)
−ipµ
[
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2
+ iqν
[
∂
∂xµ
φˆ (x) , φˆ† (y)
]
x2=y2
+ pµqν
[
φˆ (x) , φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)

=
4i
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) eipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) e−iqσ yσ
×

qσ y
σ xµ
[
∂
∂xµ
φˆ (x) , φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=−ix0δ3(x−y), (4.32)
−pρ xρ yν
[
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2

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=
4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) eipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) e−iqσ yσ
×x0δ3 (x− y) (qσ yσ + pρ xρ)
= 2p0δ3 (p− q) . (C.14)
[
bˆ (p) , bˆ† (q)
]
= 2p0δ3 (p− q) is calculated similarly.
For the other commutator (4.42) we have
[
aˆ (p) , bˆ (q)
]
= − 4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yνeiqσ yσ
×

[
∂
∂xµ
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)
−ipµ
[
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2
− iqν
[
∂
∂xµ
φˆ (x) , φˆ† (y)
]
x2=y2
+ pµqν
[
φˆ (x) , φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)

=
4i
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) eipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) eiqσ yσ
×

qσ y
σ xµ
[
∂
∂xµ
φˆ (x) , φˆ† (y)
]
x2=y2︸ ︷︷ ︸
=−ix0δ3(x−y), (4.32)
+pρ x
ρ yν
[
φˆ (x) ,
∂
∂yν
φˆ† (y)
]
x2=y2

= − 4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) eipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) eiqσ yσ
×x0δ3 (x− y) (pρ xρ − qσ yσ)
= 0. (C.15)
[
bˆ† (p) , aˆ† (q)
]
= 0 can be shown in an similar way.
For the last commutator in (4.42) we have
[
aˆ (p) , bˆ† (q)
]
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=
4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeipρ xρ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yνe−iqσ yσ
×

[
∂
∂xµ
φˆ (x) ,
∂
∂yν
φˆ (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)
−ipµ
[
φˆ (x) ,
∂
∂yν
φˆ (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)
+ iqν
[
∂
∂xµ
φˆ (x) , φˆ (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)
+pµqν
[
φˆ (x) , φˆ (y)
]
x2=y2︸ ︷︷ ︸
=0, (4.22)

= 0. (C.16)
[
bˆ† (p) , aˆ (q)
]
= 0 can be shown in an similar way. •
That the harmonic-oscillator commutation relations, (4.41) and (4.42),
also imply the covariant canonical commutation relations, (4.21) and (4.22),
can be seen as follows. Again this is shown in point form:
◦ In point form the covariant commutation relation (4.21) reads (cf: (4.31))
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ [φˆ (y) , ∂µφˆ† (x)]
x2=y2=τ2
=
i
(2π)3
∫
R3
d3p
2p0
∫
R3
d3q
2q0
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xλ pλ
×
{
eipλ x
λ
e−iqλ y
λ [
aˆ (q) , aˆ† (p)
]− e−ipλ xλe−iqλ yλ [aˆ (q) , bˆ (p)]
+eipλ x
λ
eiqλ y
λ
[
bˆ† (q) , aˆ† (p)
]
− e−ipλ xλeiqλ yλ
[
bˆ† (q) , bˆ (p)
]}
=
i
(2π)
3
∫
R3
d3p
2p0
∫
R3
d3q
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xλ pλδ3 (p− q)
×
(
eipλ x
λ
e−iqλ y
λ
+ e−ipλ x
λ
eiqλ y
λ
)
=
i
(2π)
3
∫
R3
d3p
2p0
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xλ pλ
×
(
eipλ(x−y)
λ
+ e−ipλ(x−y)
λ
)
=
2i
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0) pµ
×
(
eipλ(x−y)
λ
+ e−ipλ(x−y)
λ
)
= i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ (Wµ (X,Y ) +Wµ (X,−Y ))
= i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ( 2Xµ
XλXλ
W (X,Y )
+
Y µ
Yλ Y λ
W (Y, Y )− Y
µ
Yλ Y λ
W (Y, Y )
)
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= 4i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) xµ (x+ y)µ
(x+ y)λ (x+ y)
λ
x0δ3 (x− y) = i,
(C.17)
where we have inserted the harmonic-oscillator commutation relations (4.41)
and (4.42). In the last step we have used the properties of Wµ (cf. Ap-
pendix B.2).
The other field commutators vanish, since they involve either only vanishing
harmonic-oscillator commutators (4.42) or the Pauli-Jordan functions (4.26)
vanish for spacelike (x− y) (cf. Appendix C.1). This is, of course, the case for
x, y lying on the hyperboloid x2 = y2 = τ2. •
C.4 Generators in Wigner Representation
C.4.1 Generator for Global Gauge Transformations
We want to show that the charge operator has the same Wigner representation
in instant and point form:
◦ From (4.46) we have
QˆKG = 2i
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : [φˆ† (x)(∂µφˆ (x))− (∂µφˆ† (x)) φˆ (x)] :
=
∫
R3
d3p
2p0
∫
R3
d3q
2q0
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ
:
[
(p+ q)µ
(
ei(p−q)λ x
λ
aˆ† (p) aˆ (q)− e−i(p−q)λ xλ bˆ (p) bˆ† (q)
)
+ (p− q)µ
(
e−i(p+q)λ x
λ
bˆ (p) aˆ (q)− ei(p+q)λ xλ aˆ† (p) bˆ† (q)
)]
:
=
∫
R3
d3p
2p0
∫
R3
d3q
2q0
:
[
W (P,Q) aˆ† (p) aˆ (q)−W (P,−Q) bˆ (p) bˆ† (q)
+W (Q,−P ) bˆ (p) aˆ (q)−W (Q,P ) aˆ† (p) bˆ† (q)
]
:
=
∫
R3
d3p
2p0
(
aˆ† (p) aˆ (p)− bˆ† (p) bˆ (p)
)
, (C.18)
where we have used the properties of the W distribution (cf. Appendix B.1). •
C.4.2 Translation Generator
We want to show that the four-momentum operator is the same in instant and
point form.
◦ From (4.52) we have
PˆµKG =
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xν Tˆ µνKG (x)
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=
2
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) ∫
R3
d3p
2p0
∫
R3
d3q
2q0
×{[pµ xλ qλ + pλ xλ qµ − xµ (qλ pλ −m2)]
×
(
ei(p−q)λ x
λ
aˆ† (p) aˆ (q) + e−i(p−q)λ x
λ
bˆ† (q) bˆ (p)
)
− [pµ xλ qλ + pλ xλ qµ − xµ (qλ pλ +m2)]
×
(
ei(p+q)λ x
λ
aˆ† (p) bˆ† (q) + e−i(p+q)λ x
λ
bˆ (p) aˆ (q)
)}
.
(C.19)
Rewriting the square brackets in terms of P = p+ q and Q = p− q gives
pµ xλ q
λ + pλ x
λ qµ − xµ (qλ pλ −m2) = 1
2
[
Pµ xλ P
λ −Qµ xλQλ + xµQλQλ
]
,
(C.20)
pµ xλ q
λ + pλ x
λ qµ − xµ (qλ pλ +m2) = 1
2
[
Pµ xλ P
λ −Qµ xλQλ − xµ Pλ Pλ
]
.
(C.21)
Interchanging position and momentum integrations yields
1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)
×
{[
Pµ xλ P
λ −Qµ xλQλ + xµQλQλ
] (
eiQλ x
λ
aˆ† (p) aˆ (q) + e−iQλ x
λ
bˆ† (q) bˆ (p)
)
−
− [Pµ xλ Pλ −Qµ xλQλ − xµ Pλ Pλ] (e−iPλ xλ aˆ† (p) bˆ† (q) + eiPλ xλ bˆ (p) aˆ (q))}
=
1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
×{[PµW (P,Q)−QµQλWλ (P,Q) +QλQλWµ (P,Q)] aˆ† (p) aˆ (q)
+
[
PµW (P,−Q)−QµQλWλ (P,−Q) +QλQλWµ (P,−Q)
]
bˆ† (q) bˆ (p)
− [Pµ PλWλ (Q,−P )−QµW (Q,−P )− Pλ PλWµ (Q,−P )] aˆ† (p) bˆ† (q)
− [Pµ PλWλ (Q,P )−QµW (Q,P )− Pλ PλWµ (Q,P )] bˆ (p) aˆ (q)} , (C.22)
where we have expressed the x-integrals by the integral representation of the
W -distribution (B.3) and its derivative (B.18). It can be easily seen that
PµW (P,Q) aˆ† (p) aˆ (q) and PµW (P,−Q) bˆ† (q) bˆ (p) are the only surviving
terms. For the aˆ†aˆ-contribution we have
PµW (P,Q)−QµQλWλ (P,Q) +QλQλWµ (P,Q)
= PµW (P,Q)−QµQλ Pλ
Pσ P σ
W (P,Q)−QµQλ Qλ
QσQσ
W (Q,Q)
+QλQ
λ P
µ
Pσ P σ
W (P,Q) +QλQ
λ Q
µ
QσQσ
W (Q,Q)
= PµW (P,Q) , (C.23)
since PλQ
λ = 0 and QλQ
λW (P,Q) = −Q˜2 P˜ 0 δ3
(
Q˜
)
= 0.
The bˆ†bˆ-contribution is calculated similarly.
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For the aˆ†bˆ†-contribution we have
Pµ PλWλ (Q,−P )−QµW (Q,−P )− Pλ PλWµ (Q,−P )
= Pµ Pλ
Pλ
Pσ P σ
W (P,−P )− Pλ Pλ P
µ
Pσ P σ
W (P,−P )
= 0, (C.24)
since W (Q,−P ) = 0.
The bˆ aˆ-contribution vanishes similarly.
Therefore, we finally have
PˆµKG =
1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
Pµ
[
W (P,Q) aˆ† (p) aˆ (q) +W (P,−Q) bˆ† (p) bˆ (q)
]
=
1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
PµP 0δ3 (Q)
[
aˆ† (p) aˆ (q) + bˆ† (p) bˆ (q)
]
=
∫
R3
d3p
2p0
pµ
(
aˆ† (p) aˆ (p) + bˆ† (p) bˆ (p)
)
. • (C.25)
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Appendix D
Dirac Fields
D.1 Invariant Scalar Product
For the scalar product between positive frequency modes (4.91) we have
(ψρ,p, ψσ,q)Στ =
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeixλ(p−q)λ u¯ρ (p) γµuσ (q)
= Wµ (P,Q) u¯ρ (p) γµuσ (q)
=
W (P,Q)
Pλ Pλ
u¯ρ (p) γµ (p+ q)
µ
uσ (q) +
W (Q,Q)
QλQλ
u¯ρ (p) γµ (p− q)µ uσ (q)︸ ︷︷ ︸
=(m−m)u¯ρ(p)uσ(q)=0
=
2p0δ3 (p− q)
4pλ pλ
2mu¯ρ (p)uσ (p) = 2p
0δρσδ
3 (p− q) , (D.1)
where we have used the Dirac equations for u¯ρ (p) (4.75) and uσ (q) (4.73). The
scalar product between negative frequency modes gives the same result. For the
mixed scalar product (4.92) we have
(ψρ,p, χσ,q)Στ =
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµeixλ(p+q)λ u¯ρ (p) γµvσ (q)
= Wµ (Q,P ) u¯ρ (p) γµvσ (q) =
W (P, P )
Pλ Pλ
u¯ρ (p) γµ (p+ q)
µ vσ (q)
=
W (P, P )
Pλ Pλ
(m−m) u¯ρ (p) vσ (q) = 0, (D.2)
where we have used the Dirac equations for u¯ρ (p) (4.75) and vσ (q) (4.74). The
other mixed scalar product vanishes in a similar way.
D.2 Covariant Canonical Anticommutation Re-
lations
We use hyperbolic coordinates (τ, ξ ≡ coshβ, ϑ, ϕ) (3.44) with the hypersurface
element (A.6).
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◦ The Lagrangian operator for free Dirac fields in hyperbolic coordinates reads
LˆD =
∫
Στ
τ3
√
ξ2 − 1dξ dcosϑ dϕ
{
i ˆ¯ψ
γλ xλ
τ
[
∂
∂τ
− σ
µνMˆµν
2τ
]
ψˆ −m ˆ¯ψψˆ
}
=
∫
Στ
dΣτ LˆD (τ, ξ, ϑ, ϕ) . (D.3)
The equal-τ canonical anticommutation relations are given by [6]{
ψˆα (y) ,
ˆ¯ψβ (x)
}
τ(x)=τ(y)=τ
=
[
γλ xλ
]
αβ
τ4
√
(ξ (x))
2 − 1
δ (ξ (x)− ξ (y)) δ (cosϑ (x) − cosϑ (y)) δ (ϕ (x)− ϕ (y)) ,
(D.4)
such that the covariant anticommutator relation (4.93) is satisfied,
i
∫
Σ
dΣµ (x) [γµ]
β
γ
{
ψˆα (y) ,
ˆ¯ψβ (x)
}
x,y∈Σ
= i
∫
Στ
τ2
√
(ξ (x))
2 − 1 dξ (x) dcosϑ (x) dϕ (x) [γµ xµ] βγ
{
ψˆα (y) ,
ˆ¯ψβ (x)
}
τ(x)=τ(y)=τ
= iδγα. (D.5)
With relation (C.13) we see, that the anticommutators (D.4) and (4.103) are
essentially the same. •
D.3 Anticommutation Relations in Momentum
Space
We want to show explicitly in point form, that the covariant canonical anticom-
mutation relation, (4.94) and (4.103), imply the anticommutation relations in
momentum space, (4.111) and (4.112).
◦ For the anticommutators (4.111) on the hyperboloid we have
{
cˆρ (p) , cˆ
†
σ (q)
}
= 4
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yν
×
{[
ψ¯ρ,p (x) γµ
]α [
ψˆ (x)
]
α
,
[
ˆ¯ψ (y) γν
]β
[ψσ,q (y)]β
}
=
4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0)
×eipρ xρe−iqλ yλ [u¯ρ (p) γµ]α [uσ (q)]β yν
{
ψˆα (x) ,
[
ˆ¯ψ (y)γν
]β}
︸ ︷︷ ︸
=x0δβαδ3(x−y), (4.103)
=
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµei(p−q)λ xλ u¯ρ (p) γµuσ (q)
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= Wµ (P,Q) u¯ρ (p) γµuσ (q) =
2 (p+ q)
µ
pµ
(p+ q)λ (p+ q)
λ
(p+ q)
0
δρσδ
3 (p− q)
+
1
QλQλ
u¯ρ (p) γµ (p− q)µ uσ (q)︸ ︷︷ ︸
=0, (4.73), (4.75)
W (Q,Q)
= 2p0δρσδ
3 (p− q) , (D.6)
where we have used the properties ofWµ (cf. Appendix B.2).
{
dˆρ (p) , dˆ
†
σ (q)
}
=
2p0δρσδ
3 (p− q) is calculated similarly.
For the anticommutators (4.112) we have{
cˆρ (p) , dˆσ (q)
}
= 4
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yν
×
{[
ψ¯ρ,p (x) γµ
]α [
ψˆ (x)
]
α
,
[
ˆ¯ψ (y) γν
]β
[χσ,q (y)]β
}
=
4
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0)
×eipρ xρeiqλ yλ [u¯ρ (p) γµ]α [vσ]β (q) yν
{
ψˆα (x) ,
[
ˆ¯ψ (y) γν
]β}
︸ ︷︷ ︸
=x0δβαδ3(x−y), (4.103)
=
2
(2π)
3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµei(p+q)λ xλ u¯ρ (p) γµvσ (q)
= Wµ (Q,P ) u¯ρ (p) γµuσ (q)
=
1
Pλ Pλ
u¯ρ (p) γµ (p
µ + qµ) vσ (q)W (P, P )
=
1
Pλ Pλ
(m−m) u¯ρ (p) vσ (q)W (P, P ) = 0, (D.7)
where we have used (4.75) and (4.74).
{
dˆ†ρ (p) , cˆ
†
σ (q)
}
can be shown to vanish
in a similar way.
For the last anticommutators in (4.112) we have{
cˆρ (p) , dˆ
†
σ (q)
}
= 4
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yν
×
{[
ψ¯ρ,p (x) γµ
]
α
[
ψˆ (x)
]
α
, [χ¯σ,q (y) γν ]β
[
ψˆ (y)
]
β
}
=
4
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∫
R4
d4y δ
(
yλ y
λ − τ2) θ (y0) yν
×eipρ xρe−iqλ yλ [u¯ρ (p) γµ]α [v¯σ (q) γν ]β
{
ψˆα (x) , ψˆβ (y)
}
︸ ︷︷ ︸
=0, (4.94)
= 0.
Similarly,
{
dˆ†ρ (p) , cˆσ (q)
}
can be shown to vanish. •
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That the harmonic-oscillator anticommutation relations, (4.111) and (4.112),
imply the covariant canonical anticommutation relations, (4.93) and (4.94),
can be seen as follows. Before that, we introduce the projector for positive
frequencies being
∑
ρ=± 1
2
[uρ]α (p) [u¯ρ]β (p) = [γ
µ pµ +m]αβ , (D.8)
and the projector for negative frequencies as
−
∑
ρ=± 1
2
[vρ]α (p) [v¯ρ]β (p) = [−γµ pµ +m]αβ . (D.9)
◦ In point form the covariant anticommutation relations are
i
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ{ψˆα (y) , [ ˆ¯ψ (x) γµ]
β
}
x2=y2=τ2
= i
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ ∑
ρ,σ=± 1
2
1
(2π)
3
∫
R3
d3p
2p0
∫
R3
d3q
2q0
×
[
e−iqρ y
ρ
eipν x
ν
[uσ (q)]α [u¯ρ (p) γµ]β
{
cˆσ (q) , cˆ
†
ρ (p)
}
+ eiqρ y
ρ
e−ipν x
ν
[vσ (q)]α [v¯ρ (p) γµ]β
{
dˆ†σ (q) , dˆρ (p)
}
+ e−iqρ y
ρ
e−ipν x
ν
[uσ (q)]α [v¯ρ (p) γµ]β
{
cˆσ (q) , dˆρ (p)
}
+ eiqρ y
ρ
eipν x
ν
[vσ (q)]α [u¯ρ (p) γµ]β
{
dˆ†σ (q) , cˆ
†
ρ (p)
}]
= i
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ 1
(2π)3
∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0)
×
[
eipλ(x−y)
λ
[uρ (p)]α [u¯ρ (p) γµ]β + e
−ipλ(x−y)
λ
[vρ (p)]α [v¯ρ (p) γµ]β
]
= i
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0) 1
(2π)
3
∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0)
×
eipλ(x−y)λ [uρ (p)]α [u¯ρ (p)]γ︸ ︷︷ ︸
=[pν γν ]αγ+mδαγ , (D.8)
[xµ γ
µ]
γ
β
+ e−ipλ(x−y)
λ
[vρ (p)]α [v¯ρ (p)]γ︸ ︷︷ ︸
=[pν γν ]αγ−mδαγ , (D.9)
[xµ γ
µ]
γ
β

= i
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0) 1
(2π)3
∫
R4
d4p δ
(
pλ p
λ −m2) θ (p0)
×
[
pν x
νδαβ
(
eipλ(x−y)
λ
+ e−ipλ(x−y)
λ
)
+m [xµ γ
µ]αβ
(
eipλ(x−y)
λ − e−ipλ(x−y)λ
)]
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=
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)
×
iδαβ xν [ Wν (X,Y ) +Wν (X,−Y )] + 2m [xµ γµ]αβ ∆(x− y)
∣∣
x2=y2=τ2︸ ︷︷ ︸
=0, (4.28)

= iδαβ
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0) 2xν (x+ y)ν
(x+ y)λ (x+ y)
λ
(x+ y)
0
δ3 (x− y)
= iδαβ , (D.10)
where we have used (4.63) for c-numbers p, x, i.e. pµ γ
µ xν γ
ν = pµ x
µ.
D.4 Generators in Wigner Representation
D.4.1 Generator for Global Gauge Transformations
We want to find the Wigner representation of QˆD calculated in point form:
◦ From (4.117) we have
QˆD =
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : ˆ¯ψ (x) γµψˆ (x) :
=
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
2
(2π)3
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ
× :
(
ei(p−q)ν x
ν
u¯ρ (p) γµuσ (q) cˆ
†
ρ (p) cˆσ (q)
+ e−i(p−q)ν x
ν
v¯ρ (p) γµvσ (q) dˆρ (p) dˆ
†
σ (q)
+ ei(p+q)ν x
ν
u¯ρ (p) γµvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q)
+ e−i(p+q)ν x
ν
v¯ρ (p) γµuσ (q) dˆρ (p) cˆσ (q)
)
:
=
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
× :
[
Wµ (P,Q)
(
u¯ρ (p) γµuσ (q) cˆ
†
ρ (p) cˆσ (q) + v¯ρ (p) γµvσ (q) dˆρ (p) dˆ
†
σ (q)
)
+Wµ (Q,P )
(
u¯ρ (p) γµvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q) + v¯ρ (p) γµuσ (q) dˆρ (p) cˆσ (q)
)]
:
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=
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
× :
[
(p+ q)
µ
(p+ q)
0
(p+ q)λ (p+ q)
λ
δ3 (p− q)
×
(
u¯ρ (p) γµuσ (q) cˆ
†
ρ (p) cˆσ (q) + v¯ρ (p) γµvσ (q) dˆρ (p) dˆ
†
σ (q)
)
+
(p− q)µ
QλQλ
W (Q,Q)
×
(
u¯ρ (p) γµuσ (q) cˆ
†
ρ (p) cˆσ (q) + v¯ρ (p) γµvσ (q) dˆρ (p) dˆ
†
σ (q)
)
+
(p− q)µ
Pλ Pλ
W (P, P )
×
(
u¯ρ (p) γµvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q) + v¯ρ (p) γµuσ (q) dˆρ (p) cˆσ (q)
)]
:
=
∑
ρ=± 1
2
∫
R3
d3p
2p0
(
cˆ†ρ (p) cˆρ (p)− dˆ†ρ (p) dˆρ (p)
)
, (D.11)
where we have used the Dirac equations of the spinors, (4.73), (4.74), (4.75)
and (4.76). •
D.4.2 Translation Generator
We want to calculate PˆµD in Wigner basis:
◦ From (4.123) we have
PˆµD =
i
2
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xν
× :
[
ˆ¯ψ (x) γν
(
∂µψˆ (x)
)
−
(
∂µ ˆ¯ψ (x)
)
γν ψˆ (x)
]
:
=
1
2 (2π)3
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
∫
R4
2d4x δ
(
xλ x
λ − τ2) θ (x0)xν
× :
[
(p+ q)
µ
(
e+ixλ(p−q)
λ
u¯ρ (p) γνuσ (q) cˆ
†
ρ (p) cˆσ (q)
− e−ixλ (p−q)λ v¯ρ (p) γνvσ (q) dˆρ (p) dˆ†σ (q)
)
+(p− q)µ
(
eixλ (p+q)
λ
u¯ρ (p) γνvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q)
− e−ixλ(p+q)λ v¯ρ (p) γνuσ (q) dˆρ (p) cˆσ (q)
)]
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=
1
2
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
× : [Pµ (W ν (P,Q) u¯ρ (p) γνuσ (q) cˆ†ρ (p) cˆσ (q)
− W ν (P,−Q) v¯ρ (p) γνvσ (q) dˆρ (p) dˆ†σ (q)
)
+Qµ
(
W ν (Q,P ) u¯ρ (p) γνvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q)
− W ν (Q,−P ) v¯ρ (p) γνuσ (q) dˆρ (p) cˆσ (q)
)]
:
=
1
2
∑
ρ,σ=± 1
2
∫
R3
d3p
2p0
∫
R3
d3q
2q0
× :
[
Pµ
(
(p+ q)
ν
(p+ q)
0
(p+ q)λ (p+ q)
λ
δ3 (p− q) u¯ρ (p) γνuσ (q) cˆ†ρ (p) cˆσ (q)
+
(p− q)ν
QλQλ
W (Q,Q) u¯ρ (p) γνuσ (q) cˆ
†
ρ (p) cˆσ (q)
− (p+ q)
ν
(p+ q)
0
(p+ q)λ (p+ q)
λ
δ3 (p− q) v¯ρ (p) γνvσ (q) dˆρ (p) dˆ†σ (q)
− (p− q)
ν
QλQλ
W (Q,−Q) v¯ρ (p) γνvσ (q) dˆρ (p) dˆ†σ (q)
)
+Qµ
(
(p+ q)
ν
Pλ Pλ
W (P, P ) u¯ρ (p) γνvσ (q) cˆ
†
ρ (p) dˆ
†
σ (q)
− (p+ q)
ν
Pλ Pλ
W (P,−P ) v¯ρ (p) γνuσ (q) dˆρ (p) cˆσ (q)
)]
:
=
∑
ρ=± 1
2
∫
R3
d3p
2p0
pµ
(
cˆ†ρ (p) cˆρ (p) + dˆ
†
ρ (p) dˆρ (p)
)
, (D.12)
where we have used (4.87) and the Dirac equations in momentum space for the
spinors, (4.73), (4.74), (4.75) and (4.76). •
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Appendix E
Dyson Expansion
The objective of this appendix is to show order by order that the Dyson expan-
sions for the S operator in the usual instant-form (5.33) and in the generalized
point-form formulation (5.32) are equivalent.
E.1 First Order
We initially show that the second term of (5.32) is equivalent to the second term
of (5.33).
◦ Since k is a timelike vector, it can be written as a Lorentz-boosted unit
vector in x0-direction,
k = Λ (v) k˜, with k˜ =

1
0
0
0
 . (E.1)
with “˜” denoting “boosted with Λ−1 (v)”. To simplify notation in the follow-
ing, we will write Λ (v) as Λ. The second term of (5.32) is
2
∫ ∞
−∞
ds kµ
∫
R4
d4x δ
(
xλ x
λ − τ2) θ (x0)xµ : Lˆint (x+ s k + a) :
=
∫ ∞
−∞
ds
∫
R4
d4x˜ δ
(
x˜λ x˜
λ − τ2) θ (x˜0) x˜0 : Lˆint (Λ(x˜+ s k˜ + a˜)) :
=
∫ ∞
−∞
ds
∫
R3
d3x˜ : Lˆint
(
Λ
(
x˜+ s k˜ + a˜
))
:, (E.2)
where we have used Lorentz invariance of the hypersurface element. We define
now a new variable z as
z :=
( √
x˜2 + τ2 + s+ a˜0
x˜+ a˜
)
. (E.3)
The invariant volume element transforms as
d4z =
∣∣∣∣∣∂
(
z0, z
)
∂ (s, x˜)
∣∣∣∣∣ds d3x˜, (E.4)
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with the Jacobian determinant being
∂
(
z0, z
)
∂ (s, x˜)
=
∣∣∣∣∣∣∣∣∣
1 x˜
1√
x˜2+τ2
x˜2√
x˜2+τ2
x˜3√
x˜2+τ2
0 1 0 0
0 0 1 0
0 0 0 1
∣∣∣∣∣∣∣∣∣
= 1. (E.5)
Thus, we obtain∫ ∞
−∞
ds
∫
R3
d3x˜ : Lˆint
(
Λ
(
x˜+ s k˜ + a˜
))
:=
∫
R4
d4z : Lˆint (Λ z) :=
∫
R4
d4z : Lˆint (z) : .
(E.6)
Here, we have again used Lorentz invariance of the volume element and that
Lˆint transforms like a Lorentz scalar (2.11). This result is equivalent to the first
order instant-form Dyson expansion of the S operator (5.33). •
E.2 Second Order
◦ For higher orders we have to take s-ordering into account. The second order
contribution to the S operator (5.32) reads
22
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν
∫
R4
d4x1 δ
(
x1λ x
λ
1 − τ2
)
θ
(
x01
)
xµ1
×
∫
R4
d4x2 δ
(
x2λ x
λ
2 − τ2
)
θ
(
x02
)
xν2 S
[
: Lˆint (x1 + s1 k + a) :: Lˆint (x2 + s2 k + a) :
]
= 22
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν
×
∫
R4
d4x1 δ
(
x1λ x
λ
1 − τ2
)
θ
(
x01
)
xµ1
∫
R4
d4x2 δ
(
x2λ x
λ
2 − τ2
)
θ
(
x02
)
xν2
×
[
θ (s1 − s2) : Lˆint (x1 + s1 k + a) :: Lˆint (x2 + s2 k + a) :
+ θ (s2 − s1) : Lˆint (x2 + s2 k + a) :: Lˆint (x1 + s1 k + a) :
]
=
∫ ∞
−∞
ds1
∫ ∞
−∞
ds2
∫
R3
d3x˜1
∫
R3
d3x˜2
×
[
θ (s1 − s2) : Lˆint
(
Λ
(
x˜1 + s1 k˜ + a˜
))
:: Lˆint
(
Λ
(
x˜2 + s2 k˜ + a˜
))
:
+ θ (s2 − s1) : Lˆint
(
Λ
(
x˜2 + s2 k˜ + a˜
))
:: Lˆint
(
Λ
(
x˜1 + s1 k˜ + a˜
))
:
]
(E.7)
where we have used Lorentz invariance as before. Introducing again new vari-
ables z1, z2 given by the transformation (E.3) with (si,xi) −→ zi, i = 1, 2 and
with the abbreviation d (z1, z2) :=
√
(z1 − a˜)2 + τ2 −
√
(z2 − a˜)2 + τ2 we ob-
tain for (E.7)∫
R4
d4z1
∫
R4
d4z2
[
θ
(
z01 − z02 − d (z1, z2)
)
: Lˆint (Λ z1) :: Lˆint (Λ z2) :
+ θ
(
z02 − z01 + d (z1, z2)
)
: Lˆint (Λ z2) :: Lˆint (Λ z1) :
]
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=
∫
R4
d4z1
∫
R3
d3z2
[∫ z01−d(z1,z2)
−∞
dz02 : Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ ∞
z01−d(z1,z2)
dz02 : Lˆint (Λ z2) :: Lˆint (Λ z1) :
]
=
∫
R4
d4z1
∫
R3
d3z2
[∫ z01
−∞
dz02 : Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ ∞
z01
dz02 : Lˆint (Λ z2) :: Lˆint (Λ z1) : +
∫ z01−d(z1,z2)
z01
dz02 : Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ z01
z01−d(z1,z2)
dz02 : Lˆint (Λ z2) :: Lˆint (Λ z1) :
]
.
(E.8)
The last 2 terms cancel out as follows: At the integration limit z02 = z
0
1 of the
z02-integration we see that z1 and z2 are spacelike separated,
(z1 − z2)λ (z1 − z2)λ
∣∣∣z02=z01 = − (z1 − z2)2 < 0. (E.9)
This holds as well for the other integration limit z02 = z
0
1 − d (z1, z2), which can
be seen as follows: We have to show that
(z1 − z2)2
∣∣∣z02=z01−d(z1,z2) < 0;
d2 (z1, z2)− (z1 − z2)2 =
2τ2 − 2
√
(z1 − a˜)2 + τ2
√
(z2 − a˜)2 + τ2 + 2 (z1 − a˜) · (z2 − a˜) < 0.
(E.10)
By bringing the square root on the other side we have on both sides positive
values, thus squaring gives
τ4 + 2τ2 (z1 − a˜) · (z2 − a˜) + (z1 − a˜)2 (z2 − a˜)2 cos2 (z1, z2)
< (z1 − a˜)2 (z2 − a˜)2 + τ4 + τ2
[
(z1 − a˜)2 + (z2 − a˜)2
]
=⇒ (z1 − a˜)2 (z2 − a˜)2
(
cos2 (z1, z2)− 1
)
< τ2 (z1 − z2)2 . (E.11)
This is always satisfied. What is left to show is that z1 and z2 are spacelike
separated also between these integration limits. The function
f
(
z02
)
= (z1 − z2)λ (z1 − z2)λ =
(
z01 − z02
)2 − (z1 − z2)2 (E.12)
with fixed z01 , z1, z2 has only one minimum at z
0
2 = z
0
1 . Since
f
(
z01
)
< 0 ∧ f (z01 − d (z1, z2)) < 0 (E.13)
⇒ f (z02) < 0, ∀ z02 ∈ [z01 , z01 − d (z1, z2)] , (E.14)
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we have shown that z1 and z2 have spacelike separation over the whole integra-
tion interval. This is obvious, since f
(
z02
)
becomes zero at z02 = z
0
1 ± |z1 − z2|,
which is outside the integration interval. In addition we find the following:
|z1 − z2| > |d (z1, z2)| ;√
(z1 − a˜)2 + τ2
√
(z2 − a˜)2 + τ2 > τ2 + (z1 − a˜) · (z2 − a˜)
⇒ (z1 − a˜)2 (z2 − a˜)2
(
1− cos2 (z1, z2)
)
> −τ2 (z1 − z2)2 . (E.15)
In the considered integration interval, where z1 and z2 are always separated by
a spacelike distance, it follows from (2.47) and (2.11) that
Lˆint (Λ z2) Lˆint (Λ z1) = Uˆ (Λ) Lˆint (z2) Lˆint (z1) Uˆ (Λ)−1
= Uˆ (Λ) Lˆint (z1) Lˆint (z2) Uˆ (Λ)−1 . (E.16)
Therefore, the last 2 integrals in (E.8) cancel each other.
Thus, for the remaining terms in (E.8) we find the usual second order contribu-
tion as ∫
R4
d4z1
∫
R3
d3z2
[∫ z01
−∞
dz02 : Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ ∞
z01
dz02 : Lˆint (Λ z2) :: Lˆint (Λ z1)
]
=
∫
R4
d4z1
∫
R4
d4z2
[
θ
(
z01 − z02
)
: Lˆint (Λ z1) :: Lˆint (Λ z2) :
+ θ
(
z02 − z01
)
: Lˆint (Λ z2) :: Lˆint (Λ z1) :
]
=
∫
R4
d4z1
∫
R4
d4z2
[
θ
(
z01 − z02
)
: Lˆint (z1) :: Lˆint (z2) :
+ θ
(
z02 − z01
)
: Lˆint (z2) :: Lˆint (z1) :
]
, (E.17)
where we have used that θ
(
z0
)
= θ
(
Λ (v)
0
λ z
λ
)
is Lorentz invariant. A timelike
component of a four-vector does not change the sign under a continuous Lorentz
transformation of L↑+. •
E.3 Third Order
◦ For the third order contribution to the S operator in (4.67) we have
23
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν
∫ ∞
−∞
ds3 kλ
×
∫
R4
d4x1 δ
(
x1λ x
λ
1 − τ2
)
θ
(
x01
)
xµ1
∫
R4
d4x2 δ
(
x2λ x
λ
2 − τ2
)
θ
(
x02
)
xν2
×
∫
R4
d4x3 δ
(
x3λ x
λ
3 − τ2
)
θ
(
x03
)
xλ3
×S
[
: Lˆint (x1 + s1 k) :: Lˆint (x2 + s2 k) :: Lˆint (x3 + s3 k) :
]
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= 23
∫ ∞
−∞
ds1 kµ
∫ ∞
−∞
ds2 kν
∫ ∞
−∞
ds3 kλ
×
∫
R4
d4x1 δ
(
x1λ x
λ
1 − τ2
)
θ
(
x01
)
xµ1
∫
R4
d4x2 δ
(
x2λ x
λ
2 − τ2
)
θ
(
x02
)
xν2
×
∫
R4
d4x3 δ
(
x3λ x
λ
3 − τ2
)
θ
(
x03
)
xλ3
× [θ (s1 − s2) θ (s2 − s3)
× : Lˆint (x1 + s1 k + a) :: Lˆint (x2 + s2 k + a) :: Lˆint (x3 + s3 k + a) :
+ θ (s1 − s3) θ (s3 − s2)
× : Lˆint (x1 + s1 k + a) :: Lˆint (x3 + s3 k + a) :: Lˆint (x2 + s2 k + a) :
+ θ (s1 − s2) θ (s3 − s1)
× : Lˆint (x3 + s3 k + a) :: Lˆint (x1 + s1 k + a) :: Lˆint (x2 + s2 k + a) :
+ θ (s2 − s1) θ (s1 − s3)
× : Lˆint (x2 + s2 k + a) :: Lˆint (x1 + s1 k + a) :: Lˆint (x3 + s3 k + a) :
+ θ (s2 − s3) θ (s3 − s1)
× : Lˆint (x2 + s2 k + a) :: Lˆint (x3 + s3 k + a) :: Lˆint (x1 + s1 k + a) :
+ θ (s2 − s1) θ (s3 − s2)
× : Lˆint (x3 + s3 k + a) :: Lˆint (x2 + s2 k + a) :: Lˆint (x1 + s1 k + a) :
]
.
(E.18)
Again making use of Lorentz invariance and introducing new variables z1, z2, z3
as before in (E.3), we have (ignoring the z-integrations)
∫ ∞
−∞
dz01
{∫ ∞
−∞
dz02 θ
(
z01 − z02 − d (z1, z2)
)
×
[∫ ∞
−∞
dz03
(
θ
(
z02 − z03 − d (z2, z3)
)
: Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (Λ z3) :
+ θ
(
z01 − z03 − d (z1, z3)
)
θ
(
z03 − z02 + d (z2, z3)
)
: Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+ θ
(
z03 − z01 + d (z1, z3)
)
: Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) :
)]
+
∫ ∞
−∞
dz02 θ
(
z02 − z01 + d (z1, z2)
)
×
[∫ ∞
−∞
dz03
(
θ
(
z01 − z03 − d (z1, z3)
)
: Lˆint (z2) :: Lˆint (Λ z1) :: Lˆint (Λ z3) :
+ θ
(
z02 − z03 − d (z2, z3)
)
θ
(
z03 − z01 + d (z1, z3)
)
: Lˆint (Λ z2) :: Lˆint (Λ z3) :: Lˆint (Λ z1) :
+ θ
(
z03 − z02 + d (z2, z3)
)
: Lˆint (Λ z3) :: Lˆint (Λ z2) :: Lˆint (Λ z1) :
)]}
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=
∫ ∞
−∞
dz01
{∫ z01−d(z1,z2)
−∞
dz02
[∫ z02−d(z2,z3)
−∞
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (Λ z3) :
+
∫ z01−d(z1,z3)
z0
2
−d(z2,z3)
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+
∫ ∞
z01−d(z1,z3)
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) :
]
+
∫ ∞
z01−d(z1,z2)
dz02
[∫ z01−d(z1,z3)
−∞
dz03 : Lˆint (Λ z2) :: Lˆint (Λ z1) :: Lˆint (Λ z3) :
+
∫ z02−d(z2,z3)
z01−d(z1,z3)
dz03 : Lˆint (Λ z2) :: Lˆint (Λ z3) :: Lˆint (Λ z1) :
+
∫ ∞
z02−d(z2,z3)
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z2) :: Lˆint (Λ z1) :
]}
.
(E.19)
The first expression in the square brackets can be written as∫ z02
−∞
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (Λ z3) :
+
∫ z01
z02
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+
∫ ∞
z01
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ z02−d(z2,z3)
z02
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (Λ z3) :
+
∫ z02
z02−d(z2,z3)
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+
∫ z01−d(z1,z3)
z01
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+
∫ z01
z01−d(z1,z3)
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) : .
(E.20)
The last 4 terms cancel with the same argument as in (E.9)–(E.16). The same
holds for the second square bracket in (E.19). The z02-integrals of (E.19) can
again be split into 2 terms∫ z01−d(z1,z2)
−∞
dz02 =
∫ z01
−∞
dz02 +
∫ z01−d(z1,z2)
z01
dz02 . (E.21)
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The first terms give the usual instant-form contributions since
∫
R4
d4z θ
(
z0
)
is Lorentz invariant. The second terms are integrations over intervals, where
z1, z2 are spacelike separated, thus the corresponding Lagrangian densities com-
mute (cf. Section 2.2.3). These terms are (leaving the z1 and z2-integrations
away) ∫ z02
−∞
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (z3) :
+
∫ z01
z02
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+
∫ ∞
z01
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ −∞
z01
dz03 : Lˆint (Λ z2) :: Lˆint (Λ z1) :: Lˆint (Λ z3) :
+
∫ z01
z02
dz03 : Lˆint (Λ z2) :: Lˆint (Λ z3) :: Lˆint (Λ z1) :
+
∫ z02
∞
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z2) :: Lˆint (Λ z1) :
=
∫ z02
z01
dz03 : Lˆint (Λ z1) :: Lˆint (Λ z2) :: Lˆint (Λ z3) :
+
∫ z02
z0
1
dz03 : Lˆint (Λ z3) :: Lˆint (Λ z1) :: Lˆint (Λ z2) :
+
∫ z01
z02
dz03
[
: Lˆint (Λ z1) :: Lˆint (Λ z3) :: Lˆint (Λ z2) :
+ : Lˆint (Λ z2) :: Lˆint (Λ z3) :: Lˆint (z1) :
]
.
(E.22)
z1 and z2 are spacelike separated and the integration limits of the z
0
3-integration
are z01 and z
0
2 . Therefore z3 is spacelike separated with either z1 or z2 (or both
z1 and z2). In either case, the last contributions cancel out by performing the
appropriate commutations. Then the 3 remaining terms are just the usual time
ordering as in instant form. Thus, the third order perturbation theory is the
same as in instant-form quantum field theory. Consequently, we have shown
that also the third order contributions for the S operator are equivalent to the
usual time-ordered perturbation theory. •
Similarly, it can be shown by complete induction that this is true for all orders
of the perturbation series.
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