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La lunghezza dei rami può rappresentare 
semplicemente un rapporto di discendenza tra due 
nodi o tra un nodo ed una OTU (cladogramma); 
può essere proporzionale al numero di cambiamenti 
intercorsi lungo quella discendenza (filogramma); 
può essere proporzionale al tempo trascorso tra i 
due estremi (cronogramma). 
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La lunghezza dei rami può rappresentare 
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nodi o tra un nodo ed una OTU (cladogramma); 
può essere proporzionale al numero di cambiamenti 
intercorsi lungo quella discendenza (filogramma); 
può essere proporzionale al tempo trascorso tra i 
due estremi (cronogramma). 
Ogni nodo rappresenta un antenato e si 
riferisce perciò ad un organismo 
realmente esistito, seppur ipotetico. Può 
corrispondere anche ad uno stato 
ancestrale, cioè l’insieme di 
caratteristiche che la ricostruzione 
filogenetica suppone per quell’antenato. 
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La radice è un nodo particolare: 
l’antenato comune di tutte le 
OTU considerate nell’albero. 
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OTU considerate nell’albero. 
Le foglie possono essere 
individui e taxa di qualsiasi 
livello, da geni a singoli 
organismi a gruppi più vasti. 
Possono essere anche estinti. 
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Clade 
Un clade è un 
gruppo di OTU di 
qualunque tipo 
Le parole degli alberi filogenetici 
Nodi terminali 
Nodi profondi 
Le parole degli alberi filogenetici 
In questo albero, gli 
eterobranchi sono un 
gruppo monofiletico: 
comprendono tutti e 
soli i discendenti di 
un antenato comune. 
Le parole degli alberi filogenetici 
In questo albero, gli 
eterobranchi sono un 
gruppo monofiletico: 
comprendono tutti e 
soli i discendenti di 
un antenato comune. 
Un taxon dovrebbe 
essere considerato 
valido solo se 
monofiletico! 
Le parole degli alberi filogenetici 
In questo albero, i bivalvi 
sono invece un gruppo 
polifiletico: comprendono 
alcuni, ma non tutti, 
discendenti di un antenato 
comune. 
Le parole degli alberi filogenetici 
Un gruppo parafiletico, o grade, 
è un caso particolare di gruppo 
polifiletico che esclude soltanto 
una di due OTU che discendono 
da un nodo terminale. 
Le parole degli alberi filogenetici 
Dicotomia: un nodo che 
si divide in due rami. 
Le parole degli alberi filogenetici 
Dicotomia: un nodo che 
si divide in due rami. 
Due cladi uniti da un 
nodo dicotomico si 
dicono sister group. 
Le parole degli alberi filogenetici 
Dicotomia: un nodo che 
si divide in due rami. 
Politomia: un nodo che si 
divide in più di due rami. 
Due cladi uniti da un 
nodo dicotomico si 
dicono sister group. 
Per fare un albero... 
Per fare un albero... 
Alcune assunzioni di base 
Per fare un albero... 
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Il criterio fondamentale è quello 
delle somiglianze omologhe: sono 
più imparentati due individui che 
mostrino più caratteri omologhi 
nello stesso stato omologo. 
Per fare un albero... 
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delle somiglianze omologhe: sono 
più imparentati due individui che 
mostrino più caratteri omologhi 
nello stesso stato omologo. 
In altre parole, dobbiamo confrontare caratteri omologhi e dobbiamo chiederci 
se siano nello stesso stato per eredità dall’antenato comune o per convergenza. 
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In altre parole, dobbiamo confrontare caratteri omologhi e dobbiamo chiederci 
se siano nello stesso stato per eredità dall’antenato comune o per convergenza. 
I caratteri sono indipendenti 
gli uni dagli altri. 
Per fare un albero... 
Alcune assunzioni di base 
Il criterio fondamentale è quello 
delle somiglianze omologhe: sono 
più imparentati due individui che 
mostrino più caratteri omologhi 
nello stesso stato omologo. 
Gli alberi nascono dicotomici. 
Gli alberi nascono non radicati. 
In altre parole, dobbiamo confrontare caratteri omologhi e dobbiamo chiederci 
se siano nello stesso stato per eredità dall’antenato comune o per convergenza. 
I caratteri sono indipendenti 
gli uni dagli altri. 
Caratteri morfologici 
Per caratteri morfologici, è necessario confrontare caratteri omologhi. 
Shoshani, J., et al. (1996), 
Mol Phylogenet Evol 5:102-154. 
Caratteri morfologici 
Per ogni carattere, si elencano i 
possibili stati nei quali esso può 
presentarsi e (nel caso, ormai 
imprescindibile, di un’analisi 
informatica) si codificano con 
altrettanti codici (tipicamente, 
numeri naturali). 
Caratteri morfologici 
Otteniamo così una matrice di caratteri morfologici. 
Caratteri molecolari 
La questione è più spinosa per i caratteri 
molecolari: dobbiamo chiederci quali posizioni 
sono da confrontare con quali altre (omologia del 
carattere od omologia di posizione/posizionale). 
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Esaustivi 
Caratteri molecolari 
La questione è più spinosa per i caratteri 
molecolari: dobbiamo chiederci quali posizioni 
sono da confrontare con quali altre (omologia del 
carattere od omologia di posizione/posizionale). 




La strategia di base è sempre quella di 
cercare di ottenere più colonne (siti) 
possibili di stati (nucleotidi od aminoacidi) 
uguali od uguali per la maggior parte. 
Caratteri molecolari 
Tutti gli algoritmi di allineamento ottimizzano i 
livelli di identità di ogni sito attraverso l’inserimento 
di gap, il che corrisponde ad ipotizzare un evento di 
inserzione o delezione (indel). 
Caratteri molecolari 
Un buon allineamento, in buona sostanza, 
individua blocchi di siti conservati con un 
alto grado di affidabilità. 
Caratteri molecolari 
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Blocco conservato 
Caratteri molecolari 
Un cattivo allineamento costituisce una 
soluzione euristica fondamentalmente 
aritmetica: non è informativo e, peggio, 
inserisce rumore di fondo nell’analisi. 
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soluzione euristica fondamentalmente 
aritmetica: non è informativo e, peggio, 
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Siti allineati in modo 
sostanzialmente casuale 
Costruzione dell’albero 
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Algoritmi basati sul 
processo generatore 
Costruzione dell’albero 
Algoritmi basati sulle 
distanze incrementali 
Una volta ottenuta una matrice che 
indichi le omologie dei caratteri o 
di posizione, ci sono due strategie 
per calcolare l’albero. 
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Non ricostruiscono gli 
stati ancestrali, ma si 
limitano a descrivere i 
rapporti di somiglianza 
tra le OTU. 
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fino ad unire con un nodo 
l’ultima coppia di taxa. 
4. Calcolo tutte le 
distanze tra il nuovo 
nodo e gli altri taxa. 
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siti totali. 
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Metodi basati sulla storia 
1. Maximum Parsimony (MP) 
2. Maximum Likelihood (ML) 
3. Bayesian Inference (BI) 
Metodi basati sulla storia 
1. Maximum Parsimony (MP) 
2. Maximum Likelihood (ML) 
3. Bayesian Inference (BI) 
Il concetto di likelihood 
Probabilità 
Conosco le condizioni 
(il processo generatore) 
Voglio conoscere la probabilità 
che avvenga un certo evento 
Esempio: ho una scatola 
con 50 palline bianche e 
50 palline arancioni. 
Qual è la probabilità di 
estrarre una pallina arancione? 
Il concetto di likelihood 
Likelihood (verosimiglianza) 
Voglio conoscere le 
condizioni (il processo 
generatore) 
So che è avvenuto 
un certo evento. 
Esempio: ho estratto 
una pallina arancione. 
Come era fatta la scatola? 






Il concetto di likelihood 
Likelihood (verosimiglianza) 
Devo considerare tutte 
le possibili scatole. 
Il concetto di likelihood 
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Likelihood (verosimiglianza) 
Devo considerare tutte 
le possibili scatole. 
Con quale probabilità ogni 
scatola mi dà l’evento 
osservato (estrazione di 
una pallina arancione?) 
Il concetto di likelihood 
Likelihood (verosimiglianza) 
Devo considerare tutte 
le possibili scatole. 
Con quale probabilità ogni 
scatola mi dà l’evento 
osservato (estrazione di 
una pallina arancione?) 
La scatola che mi dà l’evento 
osservato con la probabilità 
più alta è il processo 
generatore più verosimile. 
Il concetto di likelihood 
Likelihood (verosimiglianza) 
Esempio: ho estratto (con reimbussolamento) 3 palline bianche e 7 arancioni. 
90 bianche e 10 arancioni p = 0.0000000729 
70 bianche e 30 arancioni 
50 bianche e 50 arancioni 
30 bianche e 70 arancioni 
10 bianche e 90 arancioni 
p = 0.0000750141 
p = 0.0009765625 
p = 0.0022235661 
p = 0.0004782969 
Il concetto di likelihood 
Likelihood (verosimiglianza) 
Esempio: ho estratto (con reimbussolamento) 3 palline bianche e 7 arancioni. 
90 bianche e 10 arancioni p = 0.0000000729 
70 bianche e 30 arancioni 
50 bianche e 50 arancioni 
30 bianche e 70 arancioni 
10 bianche e 90 arancioni 
p = 0.0000750141 
p = 0.0009765625 
p = 0.0022235661 
p = 0.0004782969 
Maximum 
Likelihood 
Il concetto di likelihood 
Likelihood (verosimiglianza) 
Esempio: ho estratto (con reimbussolamento) 3 palline bianche e 7 arancioni. 
90 bianche e 10 arancioni p = 0.0000000729 
70 bianche e 30 arancioni 
50 bianche e 50 arancioni 
30 bianche e 70 arancioni 
10 bianche e 90 arancioni 
p = 0.0000750141 
p = 0.0009765625 
p = 0.0022235661 
p = 0.0004782969 
Maximum 
Likelihood 
LnL = −6.1086 





Matrice di caratteri omologhi Storia evolutiva delle OTU 
Torniamo agli alberi 
Si tratta allora di considerare tutti i possibili 
alberi, prevedere i vari stati ancestrali e 
calcolare con che probabilità può aver avuto 
luogo il processo descritto da ciascuno. 
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Si tratta allora di considerare tutti i possibili 
alberi, prevedere i vari stati ancestrali e 
calcolare con che probabilità può aver avuto 
luogo il processo descritto da ciascuno. 
Immaginiamo di sapere che 
la condizione ancestrale 
(plesiomorfia) è quella di B. 
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luogo il processo descritto da ciascuno. 
Plesiomorfia1 
Immaginiamo di sapere che 
la condizione ancestrale 
(plesiomorfia) è quella di B. 
1 Non è questo il caso, ma se la 
plesiomorfia fosse condivisa da più di 
un taxon, sarebbe una simplesiomorfia. 
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Autoapomorfia di A 
Sinapomorfia di C e D 
Plesiomorfia1 
Immaginiamo di sapere che 
la condizione ancestrale 
(plesiomorfia) è quella di B. 
1 Non è questo il caso, ma se la 
plesiomorfia fosse condivisa da più di 
un taxon, sarebbe una simplesiomorfia. 
Torniamo agli alberi 
Si tratta allora di considerare tutti i possibili 
alberi, prevedere i vari stati ancestrali e 
calcolare con che probabilità può aver avuto 
luogo il processo descritto da ciascuno. 
Autoapomorfia di A 
Sinapomorfia di C e D 
Plesiomorfia1 
Immaginiamo di sapere che 
la condizione ancestrale 
(plesiomorfia) è quella di B. 
1 Non è questo il caso, ma se la 
plesiomorfia fosse condivisa da più di 
un taxon, sarebbe una simplesiomorfia. 
Apomorfie 
Torniamo agli alberi 
Si tratta allora di considerare tutti i possibili 
alberi, prevedere i vari stati ancestrali e 
calcolare con che probabilità può aver avuto 
luogo il processo descritto da ciascuno. 
Ma come stimare la probabilità associata 
ai vari eventi di mutazione, necessaria per 
calcolare i valori che ci servono? 
Autoapomorfia di A 
Sinapomorfia di C e D 
Plesiomorfia1 
Immaginiamo di sapere che 
la condizione ancestrale 
(plesiomorfia) è quella di B. 
1 Non è questo il caso, ma se la 
plesiomorfia fosse condivisa da più di 
un taxon, sarebbe una simplesiomorfia. 
Apomorfie 
Modelli di evoluzione 
Un modello di evoluzione (morfologica 
o molecolare) assegna le probabilità 
alle varie sostituzioni. 
Huelsenbeck, J.P., et al. (2004), 
Mol Biol Evol 21:1123-1133. 
Probabilità della sostituzione del 
nucleotide i con il nucleotide j 
Esempio: probabilità della sostituzione 
G-T. È data dalla probabilità di avere 
una G in un certo punto del genoma 
(πG) moltiplicata per la probabilità che 
una G venga sostituita con una T. 
(Fattore di 
normalizzazione) 
Moltiplicando tra loro i valori di probabilità (legge 
degli eventi indipendenti) dei singoli eventi, 
otteniamo la probabilità con cui un particolare 
albero produce l’allineamento osservato. 
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moltiplicata anche per la probabilità che 
un certo sito non sia invariabile (1 − pinv). 
Eterogeneità dei tassi di sostituzione: le 
sostituzioni non avvengono con la stessa 
frequenza lungo le sequenze, per cui si può tenere 
conto del fatto che un sito sia, per esempio, poco 
variabile od estremamente variabile. 
Non indipendenza dei siti: si può inserire il fatto 
che i siti non realmente indipendenti tra loro, per 
esempio nelle regioni con una struttura secondaria 
(doublet model), o considerando direttamente i 
codoni e non i singoli nucleotidi. 
Modelli di evoluzione 
Non potendo valutare tutti gli alberi 
possibili, si usano algoritmi euristici che 
partono da uno o più alberi casuali o scelti 
ad hoc e si ottimizzano quelli: si spostano 
dei rami, si cambiano le lunghezze,... 
Tree Pruning and 
Regrafting (TPR) 
Una volta ottenuto l’albero migliore (ossia il più verosimile, il 
Maximum Likelihood Tree) è possibile radicarlo, specificando 
un outgroup che sia noto per essere il sister group di tutte le altre 
OTU. In certi casi, si può usare la tecnica del mid-point rooting. 
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Outgroup 
L’operazione di rooting 
inserisce una direzione 
nel processo evolutivo 
(e quindi in tutte le 
sostituzioni inferite). 
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lunghe quanto quella originale, costituite per ciascun sito 
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L’operazione di bootstrap costruisce delle matrici simulate, 
lunghe quanto quella originale, costituite per ciascun sito 
da un sito a caso scelto dalla matrice originale. 
Per ciascun replicato, si individua 
l’albero di Maximum Likelihood. 
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Alto valore di bootstrap: 
qualunque sito analizzi, 
il risultato cambia poco. 
Basso valore di bootstrap: 
a seconda dei siti analizzati 
il nodo può comparire o no, 
per cui significa che c’è 
poco segnale per questa 
dicotomia. 
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Hard polytomy: sebbene 
ottenuta per collasso di 
un nodo con basso valore 
di supporto, corrisponde 
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Soft polytomy: dovuta ai dati 
utilizzati, che non sono sufficienti 
a risolvere un nodo. 
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L’outgroup non è “meno evoluto” 
degli altri: è il sister group degli altri. 
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dei nodi (bootstrap) 
I poliplacofori sono in posizione 
basale rispetto agli altri molluschi. 
I poliplacofori sono sister 
group degli altri molluschi. 
