The retina plays an important role in animal vision -namely preprocessing visual information before sending it to the brain through the optic nerve. Understanding how the retina does this is of particular relevance for development and design of neuromorphic sensors, especially those focused towards image processing. Our research focuses on examining mechanisms of motion processing in the retina. We are specifically interested in detection of moving targets under challenging conditions, specifically small or low-contrast (dim) targets amidst high quantities of clutter or distractor signals. In this paper we compare a classic motion-sensitive cell model, the Hassenstein-Reichardt model, to a model of the OMS (object motion-sensitive) cell, that relies primarily on change-detection, and describe scenarios for which each model is better suited. We also examine mechanisms, inspired by features of retinal circuitry, by which performance may be enhanced. For example, lateral inhibition (mediated by amacrine cells) conveys selectivity for small targets to the W3 ganglion cell -we demonstrate that a similar mechanism can be combined with the previously mentioned motion-processing cell models to select small moving targets for further processing.
INTRODUCTION
Retinal circuitry, at first glance, appears simple compared to higherlevel areas of the brain, for example cortex. Nevertheless, as the sensor for biological vision, the retina plays a crucial role in processing sensory information. Because the bandwidth of the optic nerve (through which retinal outputs are transmitted to the brain for further processing) is limited, it is widely assumed that the retina compresses visual information, discarding irrelevant or redundant information in favor of visual features that are relevant for visual processing by the brain [1] [3] .
ACM acknowledges that this contribution was authored or co-authored by an employee, contractor, or affiliate of the United States government. As such, the United States government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for government purposes only. The retina contains a surprising diversity of retinal ganglion types that perform an equally wide range of computations to "preprocess" visual input before transmission through the optic nerve [5] . Because it is likely that this diversity exists to increase the efficiency [8] [9] with which the retina encodes and transmits relevant visual information to the brain, understanding the roles of individual types of retinal ganglion cells in visual processing is of significant interest, not only to vision scientists, but also to members of the neuromorphic community interested in image processing, in particular those dedicated to developing novel imaging sensors.
Our research focuses on motion processing by the retina, specifically detection of moving targets under challenging conditions. We focus on the detection of moving targets that are both small, and relatively low-contrast (dim), and examine how different retinal ganglion cell types perform in the presence of various types of visual clutter, ranging from white noise to salient (large) distractors. This paper examines the performance of models of two retinal ganglion cell types associated with motion processing, the Hassenstein-Reichardt detector [6] and the OMS (object motion sensitive) cell [2] [7] .
EXPERIMENTAL AND COMPUTATIONAL DETAILS 2.1 Retinal Model -Overview
Our focus is to evaluate the potential impact of drawing inspiration from two retinal ganglion cell types with putative roles in motion processing. This paper presents results from a simplified model of the retina, focusing on the computations contained within the inner plexiform layer. We do not seek to capture the functions of the photoreceptors, horizontal cells, and bipolar cells beyond the transformation of light into segregated ON-and OFF-pathways (note: for this paper, only input from the ON-pathway is considered). Other transformations, for example the much-studied dynamic adaptation of photoreceptors to light, or the impact of horizontal cells on integration of photoreceptor inputs, are beyond the scope of this paper.
The model retina is driven by frame-based time-varying greyscale visual stimuli (see Figure 1 ). Targets are presented against a random background (the value of each pixel is randomly selected from specified range of luminances), such that the luminance at pixel (x, y) is the target luminance plus the luminance of the background at that location. In this paper we consider three forms of visual clutter: a random background as described above, white noise (in which the luminance of background pixels is randomly chosen in each frame), and distractor targets. Our research has also examined motion detection in the presence of jitter (in which the entire field of view shifts, as would result from sensor movement), but those findings are not presented here. As previously noted, we have greatly simplified processing by the photoreceptors, horizontal cells and bipolar cells. Instead, the visual stimulus directly drives responses from ON-bipolar cell responses. We assume that the receptive field of a bipolar cell j is the stimulus pixel centered at (x j , y j ). The bipolar cell response, b j , at time t ∈ (t i−1 , t i ] is:
where ⌊⌋ + denotes rectification. Here s(x j , y j , t i ) denotes the luminance of the stimulus at location (x j , y j ) during frame t i . The responses of individual ganglion cells (denoted by r ) are described in the following subsections. A detection is defined as a location and time for which a ganglion cell response exceeds a detection threshold (zero unless otherwise noted) and is analagous to an action potential being sent to the brain.
Hassenstein-Reichardt Detector
Because this study focuses on detecting moving targets, we implement a classic model of direction-selective ganglion cell responses developed by Hassenstein and Reichardt [6] (also referred to as the Reichardt detector). Here each Reichardt-detector ganglion cell integrates input from two bipolar cells (b k and b l ) with spatially-offset receptive fields. The input from one of these subunits is delayed by an interval of time, such that the response of the Reichardt detector is:
For the results presented in this paper, the paired bipolar cell inputs to each Reichardt-detector are offset from each other by one pixel and τ is the interval of time between frames. The Reichardtdetector will then be selective for motion (optimal target speed is one pixel/frame) in the direction for which the target enters the receptive field of the delayed bipolar cell (b k in the equation above) first.
The above description applies detection of a single direction (e.g. left-to-right), but is easily extended to multiple directions ( Figure   1 illustrates responses from two Reichardt-detector subtypes, selective for leftward and rightward motion) by varying the relative positions of the bipolar inputs.
Object Motion Sensitive (OMS) Cell
We also implement a model of the object-motion sensitive (OMS) cell model based upon previous work by Baccus et al [2] (also see [7] ). The responses of OMS cells, known for their selectivity for differential motion (motion of a target against a moving background), are thought to arise through the interaction of excitatory input from bipolar cells and inhibitory input mediated by amacrine cells.
Here the model OMS cell receives excitatory input from a single bipolar cell (simulating the high spatial resolution of the fovea) and inhibitiory input, mediated by a network of amacrine cells connected by gap junctions and driven by synchronous changes across a broader region of the visual field. We capture the inhibitory input with a single global amacrine cell that integrates input from all bipolar cells in the model. Thus the response of a single OMS cell (denoted by j) is
Where д e and д s are parameters describing the relative weights of the excitatory bipolar and inhibitory amacrine cell input.
Lateral Interactions
We implement target-size-tuning by including lateral inhibition between nearby retinal ganglion cells. This form of lateral inhibition is a simplification of the amacrine-cell mediated inhibition that is thought to underlie the size-tuning of the W3 ganglion cell [11] . If r j is the response of a ganglion cell with a receptive field centered at (x j , y j ) the total inhibition to that cell, u j (t), mediated by lateral interactions is determined by summing the responses of all ganglion cells centered between two and four pixels away (note that this does not include summing responses of adjacent cells). The response of the ganglion cell with lateral inhibition is then
where д u determines the relative weight of the lateral inhibition.
Here r can refer to any type of retinal ganglion cell, although we specifically implement lateral inhibition between Reichardt detectors selective for a particular direction in Figure 5 .
Detection Performance Metrics: ROC Curves
We use ROC (receiver operating characteristic) curves (see Figures  2-4 to evaluate the performance of the retinal ganglion cell models in different scenarios, all involving small (one-pixel) moving targets. A detection occurs when the response of a ganglion cell (Reichardt detector or OMS cell) increases above the detection threshold. A true positive is defined as a detection at the location of the target, while a false positive is a detection when the target is not currently located at that pixel. Curves are generated by varying detection threshold. 
RESULTS AND DISCUSSION 3.1 Detection with White Noise Clutter
We now compare performance of Reichardt detector and OMS cell models detecting small (one-pixel) moving targets. Both models achieve ideal performance (where area under the ROC curve equals one) for moving targets (one pixel/frame) presented against a randomly-generated but static background, provided the target luminance is high enough to drive a bipolar cell response. The impact of target luminance is different when targets are presented against white noise clutter. The different curves in Figure  2 indicate performance of the Reichardt detector (left) and the OMS cell (right) models for three different target intensities. For both panels, open diamonds are responses for target luminance equal to 0.6, brighter than the maximum background luminance of 0.4. Filled circles and open circles are for target luminances of 0.4 and 0.2, respectively. Targets were relatively small (one pixel) and moving at a speed of one pixel per frame. It should be noted that both of the latter cases are challenging for humans while performance is quite good for both models, suggesting potential applications for either model in devices designed to augment human detection. Figure 3 directly compares the performance of the Reichardt detector to performance of the OMS model for the two lower luminance cases of Figure 2 . In the left panel, target luminance was equal to the maximum luminance of the white noise clutter. In the right panel, target luminance was less than the maximum of the white noise.
In the OMS model, amacrine cell inhibition acts to suppress responses under high levels of clutter, for example as might be generated by eye movements. This suggests that the OMS model is best suited for scenarios in which clutter signals are clustered in time and it is beneficial for a system to adopt a strategy where transmission is paused or slowed during periods of high clutter (e.g. during eye movements). Instead, the white noise clutter in Figures  2 and 3 is continuous and contains luminance changes equal to or exceeding the target signal. Under these conditions, the performance of the OMS cell will suffer. Our results suggest detectors based upon the Reichardt model (or similar retinal ganglion cell types) will be more appropriate in scenarios in which clutter is both salient (relative to target) and continuous.
One vulnerability of Reichardt models is that their motion-sensitivity is strongly dependent on target speed. The ROC curves presented in Figure 4 were generated under the same conditions as in Figure 3 , with the exception that the target speed was doubled (two pixels per frame). While performance of the OMS model is not significantly affected, performance of the Reichardt detector is reduced nearly to chance.
It is likely that incorporation of anticipatory or predictive mechanisms, as has been described in both vertebrate [4] and invertebrate [10] systems will decrease the sensitivity of Reichardt-like models to target speed. We are currently in the process of evaluating such mechanisms incorporated into the retinal model described here.
Lateral Inhibition and Target-size tuning
We also consider a scenario in which irrelevant but salient distractors (for example brighter or larger objects) co-present with the target. It may be advantageous to filter responses to these distractors at the sensor level to free up resources for processing the smaller, The right panels of Figure 5 are frames drawn from the same sequence as those depicted in Figure 1 (frames have been cropped so that target detections are more visible). Incorporating lateral inhibition abolishes responses to the larger object (the detections labeled in red in Figure 1 are no longer present) but a robust detection (indicated in green) of the single-pixel moving target remains, even when the target overlaps the clutter.
