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Abstract
The six classes of graphs resulting from the changing or unchanging of the domination number
of a graph when a vertex is deleted, or an edge is deleted or added are considered. Each of
these classes has been studied individually in the literature. We consider relationships among the
classes, which are illustrated in a Venn diagram. We show that no subset of the Venn diagram is
empty for arbitrary graphs, and prove that some of the subsets are empty for connected graphs.
Our main result is a characterization of trees in each subset of the Venn diagram.
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1. Introduction
Let graph G = (V; E) be a graph of order n. A set S ⊆ V is a dominating set if
every vertex in V − S is adjacent to at least one vertex in S. The domination number
(G) is the minimum cardinality of a dominating set of G, and we call a dominating
set of cardinality (G) a (G)-set, or just a -set when the graph G is clear from the
context. The private neighbor set of a vertex v with respect to a set S, denoted by
pn[v; S] is N [v] − N [S − {v}] and each u∈ pn[v; S] is called a private neighbor of v
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with respect to S. For a survey of domination and its variations, see the books by
Haynes et al. [10,11].
For notation and graph theory terminology we in general follow [10]. In particular,
a corona H ◦K1 is the graph obtained from H where for each v∈V (H), a new vertex
v′ and the pendant edge vv′ are added; and a galaxy is the union of stars.
We examine the eFects on the domination number when the graph is modi"ed by
deleting a vertex or deleting or adding an edge. Note that removing a vertex can
increase the domination number by more than one (e.g., the center of a star), but can
decrease it by at most one (e.g., an endvertex of a corona). However, removing an
edge from any graph either leaves the domination number unchanged (e.g., a corona),
or increases it by exactly one (e.g., a star). Adding an edge to a graph cannot increase
the domination number (e.g., a star), and can decrease it by at most one (e.g., adding
an edge between an endvertex and a vertex of degree at least 2 in a corona).
Chapter 5 of [10] surveys the results of studies attempting to characterize the graphs
G in the following six classes. Let G−v (respectively, G−e) denote the graph formed
by removing vertex v (respectively, edge e) from G. We use acronyms to denote the
following classes of graphs (C represents changing; U : unchanging; V : vertex; E: edge;
R: removal; A: addition).
(CVR) (G − v) = (G) for all v∈V;
(CER) (G − e) = (G) for all e∈E;
(CEA) (G + e) = (G) for all e∈E( HG);
(UVR) (G − v) = (G) for all v∈V;
(UER) (G − e) = (G) for all e∈E;
(UEA) (G + e) = (G) for all e∈E( HG):
These six classes have been studied individually in the literature. If (G−v) = (G)
for all v∈V , then (G − v) = (G) − 1 for all v∈V , and so the graphs in CVR are
precisely the vertex critical graphs introduced by Brigham et al. [3] and studied in
e.g. [3,8]. The graphs in CEA are precisely the edge critical graphs introduced by
Sumner and Blitch [16] and studied in e.g. [1,6,7,12,15–18,20]. Both the classes CEA
graphs with (G)¿ 3 and CVR graphs have yet to be characterized. The three classes
of graphs with unchanging domination number were investigated in [4,5,19] among
others, but no constructive characterizations of the classes UVR and UEA have been
given. On the other hand, the graphs in UER were independently characterized by
Bauer et al. [2] and Walikar and Acharya [19].
Theorem 1 (Bauer et al. [2], Walikar and Acharya [19]). A graph G ∈CER if and
only if G is a galaxy.
In Section 2, we establish relationships among these six classes and show they
are related as in the Venn diagram of Fig. 1. For ease of discussion, we relabel the
Venn diagram of Fig. 1 in 14 regions R1–R14 as shown in Fig. 2, and we show that





















Fig. 2. Regions of Venn diagram.
no region is empty. In Section 3 we show that some of the regions are empty for
connected graphs and give a revised version of the diagram. A characterization of the
trees belonging to each subset of the Venn diagram is obtained in Section 4.
68 T.W. Haynes, M.A. Henning /Discrete Mathematics 272 (2003) 65–79
2. Relationships among the classes
To establish the Venn diagram of Fig. 1, we exclude empty graphs and complete
graphs. We write V (G) = V 0(G)∪ V+(G)∪ V−(G) as the disjoint union of three sets
according to how their removal aFects (G), where
V 0(G) = {v∈V : (G − v) = (G)};
V+(G) = {v∈V : (G − v)¿(G)};
V−(G) = {v∈V : (G − v)¡(G)}:
When the graph under consideration is clear from the context, we simply write
V 0, V+, and V−. It is possible for a graph to have each of the sets V 0, V−, and
V+ nonempty (e.g., a nontrivial star with one edge subdivided). We begin with two
observations.
Observation 2. (a) [4] A graph G ∈UEA if and only if V− = ∅.
(b) [16] If a graph G ∈CEA, then V = V 0 ∪ V−. (By (a), V− = ∅.)
(c) [14] A vertex v∈V− if and only if there exists a (G)-set S where pn[v; S]={v}.
Observation 3. (a) If a graph G ∈UVR, then G ∈UEA.
(b) If a graph G ∈CVR, then G ∈UER.
Proof. By Observation 2(a), a graph is in UEA if and only if V− = ∅. Since V = V 0
for a graph G in UVR, it follows that G ∈UEA.
For (b), let G ∈CVR. By Observation 2(c), for each v∈V there exists a -set S
where v∈ S and pn[v; S]= {v}, that is, (G)− 1 vertices dominate G− v for all v∈V .
Removing an edge incident to any vertex v cannot increase the domination number
because a set of (G)− 1 vertices dominates G − v, so G ∈UER.
Our next observation shows that no region in the Venn diagram of Fig. 2 is empty.
Observation 4. First note that not all graphs are in one of the six classes; i.e., R7
is non-empty since a nontrivial star with one edge subdivided belongs to R7. The
graph obtained from a complete graph Kn, n¿ 3, by adding one or more endvertices
adjacent to a speci=ed vertex of the Kn is in R1. The graph G obtained from K2; n,
n¿ 3, by adding a pendant edge to each vertex of degree 2 is in R2.
The graph G obtained from K4 by adding a new vertex v, joining it to three vertices
of the K4, and then subdividing each of the edges incident to v is in R3. The cycles
Cn for n ≡ 0; 2 (mod 3) are in R4. The graph mK2 ∈R5. A galaxy with no isolated
vertex and at least one star having two or more endvertices is in R6. The graph G
obtained from the graph K4 minus an edge by adding a pendant edge to a vertex of
degree two is in R8. A galaxy with at least one isolated vertex and at least two edges
is in R9. The cycles Cn for n ≡ 1 (mod 3), n¿ 7, are in R10. The cycle C4 ∈R11.
The corona Kp ◦ K1, p¿ 3, is in R12. The graph C4 ∪ K2 ∈R13. A graph on n¿ 3
vertices and having exactly one edge is in R14.
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3. Connected graphs
By Observation 4, no subset of the Venn diagram in Fig. 1 is empty. Our aim in
this section is to show that certain subsets of the Venn diagram in Fig. 1 are empty
for connected graphs.
Our next two results show that R5 ∪ R9 ∪ R13 is empty for connected graphs.
Observation 5. Let G be a connected graph of order n¿ 3. Then
(a) G ∈CER if and only if G is a star;
(b) G ∈R6 if and only if G is a star.
Proof. Condition (a) is a corollary to Theorem 1. Since all stars are in UEA, if G is
a star, then G ∈R5 ∪ R6. Removing the center of a star of order at least 3 increases
the domination number, and so G ∈ R5. Thus, (b) follows readily from (a).
Theorem 6. For connected graphs of order n¿ 3, the subset R13 is empty.
Proof. Suppose that G is in CEA but not UER. Let C∗={e∈E(G) | (G−e)¿(G)}.
Then since G is not in UER, C∗ = ∅. Note that for any e= xy∈C∗, every -set of G
contains exactly one of x and y.
Case 1: There exists e = xy∈C∗ such that N [x] = N [y]. Then, let v be a vertex
that is adjacent to exactly one of x and y; say, v is not adjacent to y. Since G is in
CEA, there is a -set S that contains both v and y. But then S would dominate G−xy,
which is impossible.
Case 2: For every edge e= xy∈C∗, N [x]=N [y]. Fix any e= xy∈C∗, and let S be
any -set of G. Suppose, without loss of generality, that x belongs to S and y does not.
Let u be a vertex in N (x) − {y} (such a vertex exists because G is connected on at
least 3 vertices). Then S dominates G−uy and so uy∈C∗. Hence, N [u]=N [y]=N [x].
But u was arbitrary in N (x)− {y}, and so it follows that G must be complete, which
is impossible.
The Venn diagram for connected graphs of order n¿ 3 is shown in Fig. 3. Obser-
vation 4 shows that no subset of this Venn diagram is empty.
4. Trees
Our main aim is to determine where trees of order n¿ 3 "t into the subsets of the
Venn diagram. For this purpose, we introduce some additional notation. An endvertex
is called a leaf and its neighbor is called a support vertex. A strong support vertex
is adjacent to two or more leaves. For a vertex u in a rooted tree T , let Tu denote the
subtree consisting of u and all its descendants in T , and let T − Tu denote the tree
remaining after removing the subtree Tu from T , that is, T − Tu = T − V (Tu).
We begin by placing paths in the appropriate subsets.










Fig. 3. Venn diagram for connected graphs of order n¿ 3.
Proposition 7. The path P3 is in R6 and for n¿ 4,
if n ≡ 0 (mod 3), then Pn ∈R1;
if n ≡ 1 (mod 3), then Pn ∈R8;
if n ≡ 2 (mod 3), then Pn ∈R2.
Bauer et al. [2] showed that V 0 is never empty for a nontrivial tree, hence, no tree
with n¿ 2 is in CVR, and we have the following proposition.
Proposition 8. For non-trivial trees, the subsets R10 and R11 are empty.
From Observation 5 and Theorem 6, we know that the subsets R5, R9, R13, and
R14 are empty for trees of order n¿ 3. Also Observation 5(b) shows that a tree T is
in R6 if and only if T = K1; k for k¿ 2. Henceforth we need only consider trees of
order n¿ 3 that are not stars.
Lemma 9. If a tree T is in UER and u is a leaf of T , then u∈V−.
Proof. Let u be a leaf of T ∈UER, and let v be its support vertex. Then (T )=
(T − vu) = (T − u) + 1 implying that (T − u) = (T )− 1.
Proposition 10. For non-trivial trees, subsets R3 and R4 are empty.
Proof. From Observation 2, we know that if G ∈UEA, then V−= ∅. But then Lemma
9 implies that R3 and R4 are empty.
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Fig. 4. The tree Fm.
Hartnell and Rall [9] characterized the trees in UER as follows. Let Fm be the
tree shown in Fig. 4. De"ne a family F of trees to consist of all trees T where
T ∈{K1; P4; Fm; m¿ 2} or T can be obtained from a sequence T1, T2; : : : ; Tj (j¿ 1)
of trees such that T1 is the path P4, T = Tj, and, if j¿ 2, Ti+1 can be obtained
recursively from Ti by one of the following operations: (Note that we will always use
the subscripts i and j to denote the iteration in a sequence to avoid confusion with the
notation Tu for the subtree rooted at vertex u.)
Operation F1. Add a P2 and the edge wy where y∈V 0(Ti), y belongs to at least
one (Ti)-set, and w is an endvertex of the P2.
Operation F2. Add a P3 and the edge wy where y∈V−(Ti) and w is an endvertex
of the P3.
Operation F3. Add the tree F1 and the edge wy where y belongs to at least one
(Ti)-set.
Operation F4. Add the tree Fm for m¿ 2 and the edge wy where y∈V (Ti).
Theorem 11 (Hartnell and Rall [9]). A tree T ∈UER if and only if T ∈F.
We can now show that the trees in R8 are precisely the UER trees characterized
by Hartnell and Rall. All we need to show is that R12 is empty. We will use the
following result from [6].
Theorem 12 (Favaron et al. [6]). If a connected graph G ∈CEA, then the subgraph
induced by V 0 is complete.
Proposition 13. For a tree of order n¿ 3, the subset R12 = ∅.
Proof. Let T ∈R12. Observation 2 implies that V = V− ∪ V 0. Since T ∈ CVR, it
follows that V 0 = ∅. Theorem 12 implies that V 0 induces a complete subgraph. Since
T is a tree, it follows that 16 |V 0|6 2. Since no support vertex is in V−, we deduce
that T has at most two support vertices. Furthermore, since T ∈CEA, each support
vertex is adjacent to exactly one leaf. Hence, T = P4. But P4 ∈ CEA since adding an
edge between the endvertices does not change the domination number.
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Corollary 14. A tree T is in R8 if and only if T ∈F.
4.1. The region R1
In this section, we characterize the trees in region R1. As a special consequence of
a result of Mynhardt [13], we have the following result.
Lemma 15 (Mynhardt [13]). Let T be a rooted tree and v∈V (T ). If v∈V+(Tv), then
v∈V+(T ).
In order to characterize the trees in region R1, we de"ne the family H of trees T
that can be obtained recursively from a sequence T1, T2; : : : ; Tj (j¿ 1) of trees such
that T1 is the star K1; k , k¿ 2, T = Tj, and, if j¿ 2, Ti+1 can be obtained recursively
from Ti by one of the following operations:
OperationH1. Add a star Tw of order at least 3 with center vertex w and the edge
wy where y∈V+(Ti).
OperationH2. Add a non-trivial rooted tree Tw with root w in which every leaf of
Tw, except possibly w, is at distance 2 from w and add the edge wy where y∈V (Ti).
Our "rst aim is to show that each tree in H belongs to region R1. For this purpose,
we prove the following lemma. Let T = Tj ∈H. Then T was formed from T ′ = Tj−1
using one of H1 and H2 to add a tree Tw as determined by the operation and edge
wy. If T is rooted at vertex y, then note that T ′ = T − Tw.
Lemma 16. Let T be a tree obtained from T ′ ∈H using operation H1 or H2 by
adding Tw and edge wy where y∈V (T ′). Then if T is rooted at y, (T )=(T ′)+(Tw).
Furthermore, if V−(T ′) = ∅, then V−(T ) = ∅.
Proof. Let T ∈H rooted at vertex y as described and let Dy (respectively, Dw) be
a (T ′)-set (respectively, (Tw)-set). Then, Dy ∪ Dw is a dominating set of T , and so
(T )6 (T ′)+ (Tw). On the other hand, let S be any (T )-set, and let Sy=S ∩V (T ′)
and Sw = S ∩ V (Tw).
If y∈V+(T ′), then it follows from Lemma 15 that y∈ S. Thus, Sy dominates T ′,
and so (T ′)6 |Sy|. If T is obtained from T ′ using Operation H1, then Sw = {w}
and |Sw|= (Tw). Otherwise, Sw dominates Tw − w, and so |Sw|¿ (Tw − w) = (Tw).
Hence, (T ) = |S|= |Sy|+ |Sw|¿ (T ′) + (Tw). Consequently, (T ) = (T ′) + (Tw).
If y∈V 0(T ′), then T is obtained from T ′ using Operation H2. Hence, |Sw|¿
degTw(w) = (Tw). If Sy is not a dominating set of T
′, then Sy dominates T ′ − y, and
so |Sy|¿ (T ′ − y) = (T ′ − y) since y∈V 0(T ′ − y). Obviously, if Sy dominates T ′,
then |Sy|¿ (T ′). In any event, (T ) = |S| = |Sy| + |Sw|¿ (T ′) + (Tw). Again we
have that (T ) = (T ′) + (Tw).
Suppose next that V−(T ′) = ∅. We show that V−(T ) = ∅. Suppose, to the contrary,
that V−(T ) = ∅. Then for some vertex v∈V (T ), (T − v)¡(T ).
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We show that v∈V (T ′). If T was obtained using Operation H1, then since w is a
strong support vertex of T , w∈V+(T ). It follows that v ∈ V (Tw). Suppose that T was
obtained using Operation H2, and that w is in some (T )-set X . Let Xy = X ∩ V (T ′)
and Xw = X ∩ V (Tw). Since Xw is a dominating set of Tw, and since w belongs to
no (Tw)-set, |Xw|¿ (Tw)+1. Furthermore, it follows that {y}∈ pn[w; X ]. Hence, Xy
dominates T ′−y, and so |Xy|¿ (T ′−y)=(T ′) since y∈V 0(T ′). Thus, (T )= |S|=
|Sy|+ |Sw|¿ (T ′)+ (Tw)+1= (T )+1, a contradiction. Hence, w is in no (T )-set.
It now follows that v ∈ V (Tw). Hence, v∈V (T ′).
Let D be a (T − v)-set, and let Dy = D ∩ V (T ′) and Dw = D ∩ V (Tw). Hence,
|Dy| + |Dw| = (T − v) = (T ) − 1. As shown earlier, (T ) = (T ′) + (Tw). Thus,
|Dy| + |Dw| = (T ′) + (Tw) − 1. We may assume that D contains no leaf of T − v,
for otherwise we replace such a leaf with the support vertex adjacent to it. Thus, since
v∈V (T ′), Dw is a (Tw)-set, and so |Dw|= (Tw). Hence, |Dy|= (T ′)− 1. Thus, Dy
is not a dominating set of T ′.
Now if w∈Dw, then T was obtained using Operation H1, and so y∈Dy and Dy
is a dominating set of T ′ − v. If w ∈ Dw, then, clearly, Dy is a dominating set of
T ′ − v. In any event, D∗ =Dy ∪ {v} is a (T ′)-set in which pn[v; D∗] = {v}. Thus, by
Observation 2(c), v∈V−(T ′). This contradicts the hypothesis that V−(T ′)= ∅. Hence,
V−(T ) = ∅.
Lemma 16 shows that if T ∈H, then V (T )=V 0∪V+ and V+ = ∅. Hence, T ∈UEA−
UVR. Since no tree is in R3, T ∈ UER, and since T is not a star, T ∈ CER. Hence, T
is in R1. Therefore as an immediate consequence of Lemma 16, we have the following
result.
Corollary 17. If T ∈H, then T ∈R1.
Lemma 18. A tree T of order at least 3 with diam(T )6 3 is in R1 if and only if T
is a double star with two strong support vertices.
Proof. It is straightforward to check that a double star with two strong support ver-
tices is in R1. Conversely, suppose that T is a tree in R1 of order at least 3 with
diam(T )6 3. If diam(T ) = 2, then T ∈R6, so diam(T ) = 3. Hence, T is a double star
with support vertices u and v, say. If u is not a strong support vertex, then u is adjacent
to only one leaf u′. But then v dominates T + u′v, and so (T + u′v) = 1¡ 2 = (T ),
contradicting the fact that T ∈UEA. Hence, u is a strong support vertex. Similarly, v is
a strong support vertex. Thus, T is a double star with two strong support vertices.
Since a double star with two strong support vertices can be obtained from a star of
order at least three by Operation H1, an immediate consequence of Lemma 18 now
follows.
Corollary 19. Let T be a tree of order at least 3 with diam(T )6 3. Then T ∈R1 if
and only if T ∈H.
We are now in a position to characterize the trees in region R1.
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Theorem 20. A tree T of order n¿ 3 is in R1 if and only if T ∈H.
Proof. The suKciency follows from Corollary 17. For the necessity, we proceed by
induction on the order n of a tree T ∈R1. The smallest order of a tree T in R1 is 6, in
which case T is a double star with two strong support vertices or the path P6. Hence,
if n6 6, then T ∈H by Corollary 19. Assume that for all trees T ′ ∈R1 with fewer
than n vertices, where n¿ 7, that T ′ ∈H. Let T = (V; E) be a tree in R1 of order n.
If diam(T )6 3, then T ∈H by Corollary 19. If T = Pn, then from Proposition 7
we know that Pn ∈R1 if and only if n ≡ 0 (mod 3) and n¿ 6. Since the path Pn with
n ≡ 0 (mod 3) and n¿ 6 can be obtained from P3 = K1;2 by repeated applications of
Operation H2, where w is the endvertex of a P3, T ∈H. Hence, we may assume that
diam(T )¿ 4 and T has a vertex of degree at least 3, for otherwise T ∈H.
Since T ∈UEA − UVR, V = V 0 ∪ V+ and V+ = ∅. Let r ∈V+ and root T at the
vertex r. Let x be a support vertex at maximum distance from r. Let u be the parent
of x and let v be the parent of u.
Suppose that u∈V+(T ). If x is adjacent to exactly one leaf, say x′, then (T +
ux′)¡(T ), a contradiction. Hence, x is a strong support vertex. Let T ′ = T − Tx.
Then it is evident that u∈V+(T ′). Since diam(T )¿ 4, T ′ is not a star and hence
T ′ ∈ R6. If T ′ has a vertex z ∈V−(T ′), then (T ′ − z)¡(T ′). But then (T +
xz)6 |{x}|+ (T ′− z)¡ 1+ (T ′)= (T ), contradicting the fact that T ∈UEA. Hence,
V−(T ′) = ∅ implying that T ′ ∈R1. Applying the inductive hypothesis to T ′, T ′ ∈H.
Since u∈V+(T ′), T can be obtained from T ′ by OperationH1, and so T ∈H. Hence,
if u∈V+(T ), then T ∈H.
Hence we may assume that u∈V 0(T ). Therefore, u is adjacent to at most one leaf. If
u is adjacent to a leaf u′, then, since u∈V 0(T ), (T−u)=(T ). Let S be a (T−u)-set.
Since either x or its adjacent leaf vertex if (deg(x) = 2) is in every (T )-set, we may
assume that x∈ S. Since u′ is isolated in T−u, it follows that u′ ∈ S. But then S−{u′}
is a dominating set of T + xu′, and so (T + xu′)6 |S| − 1= (T )− 1, a contradiction.
Hence, u is adjacent to no leaf in T . Thus, Tu is a tree in which every leaf, except
possibly u, is at distance 2 from u, and u is in no (Tu)-set.
Let T ∗=T −Tu. If T ∗ is a star, then since r ∈V (T ∗) and r ∈V+(T ), it follows that
|V (T ∗)|¿ 3. Thus, T is obtained from a star by OperationH2, and so T ∈H. Suppose
T ∗ is not a star. If T ∗ has a vertex z ∈V−(T ∗), then (T ∗ − z)¡(T ∗). But then
(T+xz)=(Tu)+(T ∗−z)¡(Tu)+(T ∗)=(T ), a contradiction. Hence, V−(T ∗)=∅.
We need to show that V+(T ∗) = ∅. If r ∈ V+(T ∗), then (T ∗− r)=(T ∗). Let R be a
(T ∗−r)-set, and let S be the set of support vertices of Tw. Then R∪S dominates T−r
implying that (T − r)6 (T ∗ − r) + (Tw) = (T ∗) + (Tw) = (T ), contradicting the
fact that r ∈V+(T ). Thus, it follows that T ∗ ∈R1. Applying the inductive hypothesis to
T ∗, T ∗ ∈H. Thus, T can be obtained from T ∗ by Operation H2, and so T ∈H.
4.2. The region R2
To characterize the trees in region R2, we begin with some lemmas. Since a graph
in R2 has V = V 0 and every strong support vertex is in V+, we make the following
observations.
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Lemma 21. If a tree T is in R2, then every support vertex of T is adjacent to exactly
one endvertex.
Lemma 22. If a tree T of order n¿ 3 is in R2, then no support vertex is in every
(T )-set. Furthermore, for each endvertex u in T, there exists a (T )-set including u.
Lemma 23. If a tree T of order n¿ 3 is in R2, then no two support vertices of T
are adjacent.
Proof. Suppose that v1 and v2 are adjacent support vertices of T . From Lemma 21,
we know that each of v1 and v2 is adjacent to exactly one endvertex, say u1 and u2,
respectively. From Lemma 22 we may assume that S is a -set containing u1. Now
every (T )-set includes one of vi and ui for i∈{1; 2}. Since v2 dominates at least as
much as u2 does, we may further assume that v2 ∈ S. Hence, pn[u1; S]={u1} and from
Observation 2(c), u1 ∈V−, contradicting the fact that T ∈UVR.
We are now ready to provide a constructive characterization of the trees T in R2.
A subdivided star, denoted K∗1; k , is the star K1; k with each edge subdivided exactly
once. We de"ne the family T of trees T that can be obtained from a sequence T1,
T2; : : : ; Tj (j¿ 1) of trees such that T1 is the subdivided star K∗1; k for k¿ 2, and
T =Tj, and, if j¿ 2, Ti+1 can be obtained recursively from Ti by one of the following
operations. Let W1 be the center of T1, and let S1 =V (T1)−W1. (For this construction,
Wi will be the set of vertices of Ti that are in no (Ti)-set and Si = V (Ti)−Wi is the
set of vertices that are in some (Ti)-set.) Now we obtain Ti+1 from Ti by:
Operation T1. Adding a K∗1; k and the edge wy where w is the center of the subdivided
star and y is an arbitrary vertex in Ti. Let Wi+1 =Wi ∪ {w}.
Operation T2. Adding a path P3 and the edge wy where w is an endvertex of the
path P3 and y∈ Si. Let Wi+1 =Wi ∪ {w}.
Note that if T = Tj is rooted at vertex y, then T ′ = Tj−1 = T − Tw.
Lemma 24. A tree T of order n¿ 3 with diam(T )6 5 is in R2 if and only if T is a
subdivided star or a tree of the form shown in Fig. 5, that is, T ∈T.
Proof. It is simple to see that the subdivided stars T ′=K∗1; k for k¿ 2 and the graphs
T formed from T ′ by exactly one application of Operation T1 where y is the center
of T ′ (see Fig. 5) are in R2. Moreover, these are the only graphs having diameter at
most 5 that can be constructed using Operations T1 and T2.
Conversely, let T be a tree with diameter at most 5 and assume that T ∈R2. If
diam(T )6 2, then T is a star and hence, T ∈R6, a contradiction. Therefore, diam(T )¿
3. If diam(T )=3, Lemma 21 implies that T =P4, contradicting Lemma 23. Therefore,
diam(T )¿ 4. Let u0; u1; : : : ; uh be a longest path of T . Then necessarily u0 and uh are
endvertices of T . Furthermore, Lemma 21 implies that deg(u1) = deg(uh−1) = 2. Since
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Fig. 5. Tree T with diam(T ) = 5.
Lemma 23 states that no two support vertices are adjacent, if diam(T ) = 4, it follows
that T = K∗1; k for k¿ 2 as desired. If diam(T ) = 5, then since P6 ∈ R2, at least one
of u2 and u3 has degree 3 or more. It follows from Lemma 23 that every endvertex is
at distance 3 from either u2 or u3. If exactly one, say u2, has degree at least 3, then
(T − u4)¿(T ), a contradiction. Hence, deg(u2)¿ 3 and deg(u3)¿ 3. Root T at u0
and let T ′ = T − Tu3 . Then T can be obtained from T ′ ∪ Tu3 by adding the edge u2u3
(Operation T1). Hence, T ∈T.
Lemma 25. If T = Tj ∈T rooted at vertex of Tj−1, then (T ) = (Tj−1) + (Tw) and
every vertex in Sj is in some (T )-set.
Proof. Let Dy be a (Tj−1)-set and S be the set of support vertices of Tw. Then
Dy ∪ S is a dominating set of T . Hence, (T )6 |Dy| + |S| = (Tj−1) + (Tw). Let D
be a (T )-set, and let Dy=D∩V (Tj−1) and Dw=D∩V (Tw). Since each endvertex or
its support must be in every (T )-set, it follows that |Dw|¿ |S|. If Dy is a dominating
set of Tj−1, then (Tj−1)6 |Dy| = (T ) − |Dw|6 (T ) − |S|. On the other hand, if
Dy is not a dominating set of Tj−1, then w∈D and y∈ pn[w;D] (since w can be
dominated by a support vertex in Dw). Then Dy∪{y} is a dominating set of Tj−1, and
so (Tj−1)6 |Dy|+1= (T )− |Dw|+16 (T )− |S|. In both cases, (T )¿ (Tj−1)+
|S|= (Tj−1) + (Tw). Since every endvertex or its support vertex is in every -set of
a tree, it follows that the vertices in S1 =V (T1)−W1 are in some (T1)-set. Moreover,
since (T ) = (Tj−1) + (Tw), it follows that every (Tj−1)-set can be extended to a
(T )-set. Hence, every vertex in Sj = Sj−1 ∪ S is in some (T )-set.
Theorem 26. A tree T of order n¿ 3 is in R2 if and only if T ∈T.
Proof. Lemma 24 establishes the theorem if diam(T )6 5. Furthermore, from Propo-
sition 7 we know that Pn ∈R2 if and only if n ≡ 2 (mod 3). Since the paths Pn for
n ≡ 2 (mod 3) can be obtained from P5 = K∗1;2 by repeated applications of Operation
T2, the theorem holds for paths. Assume that for all trees T ′ with fewer than n vertices
T ′ ∈R2 if and only if T ′ ∈T.
Suppose that tree T of order n is in T. If diam(T )6 5 or T is a path, then
the result holds. Hence we may assume that diam(T )¿ 6 and M(T )¿ 3. Then T =
Tj is constructed from a subdivided star T1 = K∗1; k for k¿ 2 by a "nite sequence
T1; T2; : : : ; Tj (j¿ 2) using Operations T1 and T2. We consider two possibilities
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depending on whether Tj is obtained from Tj−1 using Operation T1 or
Operation T2.
If T is obtained from Tj−1 using Operation T1, then T = Tj−1 ∪ K∗1; k ∪ {yw}
where k¿ 2, w is the center of K∗1; k , and y is a vertex of Tj−1. Root T at vertex y.
Since Tw is a subdivided star, Tw ∈R2. By construction, Tj−1 ∈T. We may apply our
inductive hypothesis on Tj−1 to show that Tj−1 ∈R2. Hence, removing any vertex of
Tj−1 (respectively, Tw) does not change the domination number of Tj−1 (respectively,
Tw). From Lemma 25 we know that (T ) = (Tj−1) + (Tw). Thus, V (T ) = V 0. Since
Tw is a subdivided star, it follows that (T − wu) = (T ) where u is a support vertex
of Tw, and (T − uv)¿(T ) where v is the leaf adjacent to u. Therefore, T ∈UVR
and T ∈ CER ∪ UER, so T ∈R2.
If T is obtained from Tj−1 using Operation T2, then T is obtained from Tj−1 ∪
P3 ∪ {wy} where w is an endvertex of the P3 and y∈V (Tj−1). Root T at vertex y.
Using our inductive hypothesis, Tj−1 ∈R2. By our construction w is not adjacent to any
vertex in Wj−1. Hence, y in Sj−1 and Lemma 25 implies that y is in some (T )-set.
Thus, y can dominate w in T − u where u is the support vertex adjacent to w. Then
in T , the vertices of Tw are in V 0. Using a similar argument as before, it follows that
T ∈R2.
To prove the converse, we again apply induction on the order n of a tree T ∈R2.
We root the tree at an endvertex r of a longest path in T . Let w be a vertex at
distance diam(T ) − 2 from r on a longest path beginning at r. Lemma 23 implies
that w has no endvertex as a neighbor. Hence, every leaf of Tw, except possibly w
itself is at a distance 2 from w. Let y denote the parent of w in T . Let Dy be a
(T −Tw)-set, and let S be the set of support vertices in Tw. Then Dy ∪S is a (T )-set
(if not, then fewer vertices must dominate T − Tw and a dominating set of cardinality
less than (T ) would dominate T ). Since diam(T )¿ 6, it follows that T − Tw has
order at least 4. If T ′ = T − Tw ∈ R2, then at least one of the following must be the
case:
(a) there exists a vertex v of T ′ such that v∈V− ∪ V+,
(b) there exists an edge e∈E( HT ′) such that (T ′ + e)¡(T ′),
(c) T ′ ∈UEA ∩ UER, or
(d) T ′ ∈UEA ∩ CER.
If either (a) or (b) occurs, then (T ) can be changed by removing a vertex or adding
an edge, contradicting the fact that T ∈R2. Hence, (a) and (b) cannot occur, and if
(c) or (d) hold, then T ′ ∈R3∪ R4∪ R5∪ R6. Observation 5 and Proposition 10 imply
that T ′ ∈R6 and that T ′ is a star K1; k for k¿ 2. But then the distance from r to w is
at most 3 implying that diam(T )6 5, a contradiction. Hence, T ′ ∈R2. We can apply
our inductive hypothesis to assume that T ′ ∈T. If Tw=K∗1; k for k¿ 2, then T can be
constructed from T ′ ∪ Tw using Operation T1, so T ∈T. If Tw = P3, then consider
T − u where u is the support vertex adjacent to w. Since T ∈R2, (T − u) = (T )
implying that some set of (T )− 1 vertices dominates T ′ ∪ {w} ∪ {wy}. Hence there
exists a (T ′)-set containing y. Therefore, T can be constructed from T ′∪Tw by adding
edge wy using Operation T2, and hence T ∈T.






Fig. 6. Venn diagram for trees.
4.3. Concluding remarks
We have shown that for trees of order n¿ 3, the regions of the Venn diagram can
be reduced to the "ve shown in Fig. 6.
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