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Abstract
In this paper, we deal with a domain optimization problem governed by a boundary-value problem
of Laplace equation. We prove the existence of the optimal domain for the given cost functional
with a boundary penalty. At the same time, we also point out that there is no optimal domain in the
absence of the boundary penalty. At last, necessary condition of the optimal domain is given.
 2004 Published by Elsevier Inc.
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1. Introduction
We consider the following domain optimization problem: Suppose
Π = {Ω ⊂ R2 | Ω = G \ B¯1, B1 ⊂ G ⊂ BL, ∂G= Γ is regular, |Ω | = 1}, (1.1)
where B1 is the unit ball in R2 and
BL =
{
x = (x1, x2) | ‖x‖ =
√
x21 + x22 <L
}
, L > 5.
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|Ω | := measΩ , and Γ is called regular if for any z0 ∈ Γ , z0 is an end point of simple arc
which lies in the outside of Ω (see Fig. 1). From [7], we know that for any Ω ∈ Π , the
problem{
∆y = 0, x ∈Ω ∈Π,
y|Γ1 = 1, y|Γ = 0,
(1.2)
has one and only one classical solution y(x;Ω), in which, Γ1 = ∂B1. We define a cost
functional on Π ,
J (Ω)=
∫
Ω
f
(
x,∇y(x;Ω),y(x;Ω))dx + ∫
Γ
h(x) ds, (1.3)
where f (x,P, y) and h(x) are given functions.
If there is a domain Ω˜ ∈ Π , such that
J (Ω˜) = inf{J (Ω) | Ω ∈Π},
then we call Ω˜ is the optimal domain of problem (1.1)–(1.3).
We are much interested in following problems.
Problem A. Is there an optimal domain for problem (1.1)–(1.3)?
Problem B. If Ω˜ is the optimal domain for problem (1.1)–(1.3), then what conditions
should it satisfy?
In this paper, we will answer the two problems mentioned above. The contents of this
paper is organized as follows. In Section 2, we consider the case of h(x) = 0, we indicate
that there is no optimal domain for problem (1.1)–(1.3). In Section 3, we prove the exis-
tence theorem of optimal domain with cost functional (1.3) under certain conditions for f
and h. In Section 4, we give the necessary condition for optimal domain.
2. The case of h(x)= 0
In recent years, some authors have discussed the domain optimization problem for cost
functionals as follows [1,2,4–6,8,9]:
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∫
Ω
f
(
x,∇y(x;Ω),y(x;Ω))dx. (2.1)
In this section, we discuss the existence of the optimal domain when the cost functional is
a special case of (2.1).
Theorem 2.1. There exists no optimal domain when the cost functional is as follows:
J2(Ω)=
∫
Ω
y(x;Ω)dx. (2.2)
Proof. Assume that there exists a domain Ω˜ ∈ Π , such that
J2(Ω˜) = inf
{
J2(Ω) | Ω ∈Π
} (2.3)
holds. According to the maximum principle, we have 0 y˜(x) 1, where y˜ is the solution
of (1.2) as Ω = Ω˜ .
From continuity, we can find a point x0 ∈ Ω˜ satisfying y˜(x0) > 1/2. We can choose a
domain Ωˆ ⊂ Π (see Fig. 2), where Ω˜ = A∪ B , Ωˆ = A ∪C, x0 ∈ B, |B| = |C|. Let yˆ(x)
be the solution of (1.2) as Ω = Ωˆ , and w(x) = y˜(x)− yˆ(x), then{
∆w(x) = 0, x ∈ A,
w(x)|∂A = φ(x),
where, if x ∈ l1 = ∂A ∩ Ω˜ , then φ(x) > 0. If x ∈ l2 = ∂Ω˜ ∩ Ωˆ , then φ(x) < 0 and if
x ∈ l3 = ∂A∩ ∂Ω˜ , then φ(x) = 0.
We choose Ωˆ such that |l2| is small enough, then we have∫
A
w(x) dx > 0,
∫
B
y˜(x) dx >
∫
C
yˆ(x) dx.
Fig. 2.
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Ω˜
y˜(x) dx −
∫
Ωˆ
yˆ(x) dx =
∫
A
[
y˜(x)− yˆ(x)]dx + ∫
B
y˜(x) dx −
∫
C
yˆ(x) dx > 0.
This is contradict with the assumption. Theorem 2.1 is proved. 
Theorem 2.2. There exists no optimal domain when the cost functional is as follows:
J3(Ω)=
∫
Ω
∣∣Dy(x;Ω)∣∣α dx, 0 < α < 1, (2.4)
where |Dy| = (∣∣ ∂y
∂x1
∣∣2 + ∣∣ ∂y
∂x2
∣∣2)1/2
.
Proof. We choose {Ωn(An)} ⊂ Π as follows (see Fig. 3):
Ωn(An) = Ω1n ∪Ω2n,
where Ω1n = {x | 1 < ‖x‖ <Rn}, |Ω1n|+ |Ω2n| = 1. It is easy to see that for a given Rn > 1,
there exists a domain Ωn(An), such that the solution of problem (1.2), yn = y(x,Ωn(An)),
satisfies y|Γ 3n < Rn − 1. Let
vn(x) = 1 − ln ‖x‖lnRn ,
then vn satisfies{
∆vn = 0, x ∈ Ω1n,
vn|Γ1 = 1, vn|∂Ω1n\Γ1 = 0,
(2.5)
and |Dvn(x)| = 1lnRn · 1‖x‖ . Since 0 < α < 1, we have∫
Ω1n
∣∣Dvn(x)∣∣α dx = 2π2 − α · R
2−α
n − 1
(lnRn)α
. (2.6)
Fig. 3.
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Ωn(An). We can obtain{
∆wn = 0, x ∈ Ω1n,
wn|Γ1∪Γ 1n = 0, 0wn|Γ 3n Rn − 1.
Applying the maximum principle, we have 0 wn(x) Rn − 1 in Ω1n . By the derivative
interior estimation (see [6]), we have
∣∣Dwn(x)∣∣ 2
dx
sup
x∈Ω1n
∣∣wn(x)∣∣ 2
dx
(Rn − 1),
where dx := dis(x, ∂Ω1n). Therefore, we have
∫
Ω1n
∣∣Dwn(x)∣∣dx  2α(Rn − 1)α
Rn∫
1
2π∫
0
(
1
dx
)α
r dr dθ
 2α(Rn − 1)α2πRn
[ (Rn+1)/2∫
1
(
1
r − 1
)α
dr
+
Rn∫
(Rn+1)/2
(
1
Rn − r
)α
dr
]
 C1(Rn − 1). (2.7)
Here C1 = 4πL1−α is independent of Ωn.
By the same argument as above, we can also have that there exists another positive
constant C2 independent of Ωn, such that∫
Ω2n
∣∣Dyn(x)∣∣α dx  C2(Rn − 1). (2.8)
It is easy to prove that if 0 < α < 1, and a > 0 and b > 0, the inequality (a + b)α 
aα + bα holds. From (2.6)–(2.8), we have∫
Ωn
∣∣Dyn(x)∣∣α dx 
∫
Ω1n
(∣∣Dwn(x)∣∣α + ∣∣Dvn(x)∣∣α)dx +
∫
Ω2n
∣∣Dyn(x)∣∣α dx
 (C1 +C2)(R1 − 1)+ 2π2 − α ·
R2−αn − 1
(lnRn)α
,
and thus we obtain
lim
Rn→1
∫ ∣∣Dyn(x)∣∣α dx = 0. (2.9)
Ωn
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J3(Ω˜) > 0. But from (2.9), we have
J3(Ω˜) = min
{
J3(Ω) | Ω ∈Π
}= 0,
which is a contradiction. This ends the proof of Theorem 2.2. 
3. The existence of the optimal domain
At first, we make the following assumption:
(P1) For any Ω ∈ Π , d(Γ,Γ1) > d0, in which
d(A,B) = inf{d(x, x ′) = ‖x − x ′‖ | x ∈A, x ′ ∈B}.
In addition, we introduce the following Hausdorff distance for sets A and B:
H(A,B) = 1
2
{
sup
a∈A
d(a,B)+ sup
b∈B
d(A,b)
}
.
Lemma 3.1. There is a constant C1 > 0, for any Ω ∈Π and d(Γ,Γ1) > d0, we have∥∥y( · ;Ω)∥∥2+α,Ω  C1.
Proof. For any Ω ∈Π , we can find Ωˆ ∈ Π , and with smooth enough boundary ∂Ωˆ , such
that ∥∥y( · ;Ω)− y( · ; Ωˆ)∥∥2+α,Ω  1
and H(Γ, Γˆ ) < δ, where δ is a small positive number. So, we have d(Γ1, Γˆ ) > d0. Let
ϕ(x) =


1, x ∈Br0 \B1,
v(x), x ∈B1+d0 \Br0 ,
0, x ∈ Ωˆ \B1+d0 ,
where
v(x) = 1
ln((1 + d0)/r0) ln
1 + d0
‖x‖
and r0 is a constant 1 < r0 < 1 + d0. Let Jε is a mollifier, 0 < ε < r0 − 1, and let
ϕε(x) =
∫
Ωˆ
ϕ(y)Jε(x − y) dy.
Then ϕε ∈C∞(Ωˆ), and ϕε|Γ1 = 1, ϕε|Γˆ = 0, such that
‖ϕε‖ ˆ  ‖v‖2+α,B1+d \Br  C.2+α,Ω 0 0
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∆yˆ = 0, x ∈ Ωˆ,
yˆ|Γ1 = 1, yˆ|Γˆ = 0,
from [3, p. 335], we have∥∥yˆ( · ; Ωˆ)∥∥2+α,Ωˆ  C(‖yˆ‖0,Ωˆ + ‖ϕε‖2+α,Ωˆ)= C∗1 .
Lemma 3.1 is proved. 
In addition, we suppose
(P2) f :BL × R2 × R → R satisfies f ∈ C2(BL × R2 × R), and there is a constant C2,
such that∣∣D2f (x,P, y)∣∣ C2, ∀x ∈ BL, ‖P‖C1, y ∈ [0,1].
(P3) h ∈C1(BL), h(x) α > 0.
Set AB = (A \B)∪ (B \A). Now we have the following lemma.
Lemma 3.2. Suppose conditions (P1)–(P3) hold, and {Ωk} be the minimizing sequences of
problem (1.1)–(1.3). Then there exists Ω˜ ∈Π , and Ωki which is the subsequences of {Ωk},
such that |Ωki  Ωˆ| → 0 as ki → ∞.
Proof. Let uk(x) = χΩk (x), then
∫
BL
u2k(x) dx = 1. So, there exists a function u˜ ∈
L2(BL), and a subsequence of {uki } of {uk}, such that
uki → u˜, weakly in L2(BL).
From Mazur lemma, we know that there exist αij  0 satisfying
∑∞
j=1 αij = 1, such that
∞∑
j=1
αij uj → u˜, strongly in L2(BL).
Since uj (x) ∈ {0,1}, so u˜(x) ∈ [0,1]. Next, we prove u˜(x) ∈ {0,1}.
We use the reduction to absurdity. Suppose there exists a measurable set E ⊂ BL,
|E|> 0, such that u˜(x) ∈ (0,1) as x ∈E.
Since {Ωki } is a minimizing sequence, so, there is a constant , such that the lengths
of Γki is less than . Choosing δ0 > 0, such that for any Ωki , we have∣∣Nδ0(Γki )∣∣< |E|, (3.1)
where Nδ0(Γki ) denote the δ0-neighborhood of Γki .
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E =
m⋃
i=1
Ei, Ei ∩Ej = ∅,
d(Ei) < δ0, |Ei | > 0, i = 1, . . . ,m,
where d(S) = diameter of S. We point out: There exists K , for k > K , there exists no
subsequence {unk (x)} of {uk(x)}, such that unk (x) = cnk on Ei . In fact, if it is not true,
then there exists a subsequence {unk (x)}, such that
unk (x) = 1
(
or unk (x) = 0
)
, x ∈Ei0 , (3.2)
we take function ϕ(x) = χEi0 (x), then∫
BL
[
unk (x)− u˜(x)
]
χEi0
(x) dx =
∫
Ei0
[
1 − u˜(x)]dx = α > 0,
this contradicts with uki → u˜ weakly in L2(BL). It shows that there exists a number K ,
such that for any k >K , we have
uk(x) = c on Ei, i = 1, . . . ,m. (3.3)
On the other hand, for any k >K , there exists Eik , such that
Eik ⊂ Ωk or Eik ⊂ Ωck . (3.4)
If it is not true, then Ei ⊂ Nδ0(∂Ωk), i = 1, . . . ,m, thus E =
⋃m
i=1 Ei ⊂ Nδ0(∂Ωk).
From (3.1), we have |E| |Nδ0(∂Ωk)| < |E|. So, (3.4) holds. From (3.4), we have
unk (x) = 1 or unk (x) = 0, x ∈ Eik .
This is in contradiction with (3.3). Thus, u˜(x) ∈ {0,1}. Set Ω˜ = {{x | u˜(x) = 1}}◦, Here A¯
denotes the closed hull of A and A◦ denotes the interior of A. Obviously, ∂Ω˜ is regular.
Let Gi = {x |∑∞j=1 αij uj (x) > 0}, it easy to see |Gi | 1, so, |Ω˜| 1. On the other hand,
|Ω˜| =
∫
BL
u˜2(x) dx  lim
k→∞
∫
BL
u2k(x) dx = 1.
Then |Ω˜| = 1 and ∫
BL
u˜2(x) dx = 1, hence, we have limki→∞
∫
BL
[uki (x)− u˜(x)]2 dx = 0,
i.e., |Ωki  Ω˜| → 0. 
Lemma 3.3. Let conditions (P1)–(P3) hold and α > (+ 2 + C1)C2, then H(Γk, Γ˜ ) → 0
as k → ∞.
Proof. Suppose this conclusion is not true. Then there is a number β > 0, and a sequence
Ωki , such that H(Γki , Γ˜ )  β , that is, there is an arc lki ∈ Ω˜ \ Ωki , |lki |  β . The end
points of lki are x0 and x1 (see Fig. 4). Now, we do the following calculation:ki ki
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J (Ωki )− J (Ω˜) =
∫
Ωki
f
(
x,∇yki (x), yki (x)
)
dx −
∫
Ω˜
f
(
x,∇y˜(x), y˜(x))dx
+
∫
Γki
h(x) ds −
∫
Γ˜
h(x) ds
=
∫
Ωki∩Ω˜
[
f
(
x,∇yki (x), yki (x)
)− f (x,∇y˜(x), yki (x))]dx
+
∫
Ωki ∩Ω˜
[
f
(
x,∇y˜(x), yki (x)
)− f (x,∇y˜(x), y˜(x))]dx
+
[ ∫
Ωki \Ω˜
f
(
x,∇yki (x), yki (x)
)
dx
−
∫
Ω˜\Ωki
f
(
x,∇y˜(x), y˜(x))dx
]
+
[ ∫
Γki
h(x) ds −
∫
Γ˜
h(x) ds
]
= I1 + I2 + I3 + I4. (3.5)
First, we make the estimate of I2,
I2 =
∫
Ωki ∩Ω˜
[
f
(
x,∇y˜(x), yki (x)
)− f (x,∇y˜(x), y˜(x))]dx
=
∫
Ωki ∩Ω˜
1∫
0
fy
(
x,∇y˜(x), y˜(x)+ τ (yki (x)− y˜(x)))dτ (yki (x)− y˜(x))dx
 C2‖yki − y˜‖0,Ω ∩Ω˜ .ki
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‖yki − y˜‖0,Ωki ∩Ω˜ = maxx∈∂(Ωki∩Ω˜)
∣∣yki (x)− y˜(x)∣∣= ∣∣y˜(x1ki )− y˜(x0ki )∣∣ C1β,
that is, I2  C1C2β .
Next, we make the estimate of I1,
I1 =
∫
Ωki ∩Ω˜
[
f
(
x,∇yki (x), yki (x)
)− f (x,∇y˜(x), yki (x))]dx
=
∫
Ωki ∩Ω˜
1∫
0
fP
(
x,∇y˜(x)+ τ (∇yki (x)− ∇y˜(x)), yki (x))dτ
× (∇yki (x)− ∇y˜(x))dx
=
∫
∂(Ωki∩Ω˜)
n ·
1∫
0
fP
(
x,∇y˜(x)+ τ (∇yki (x)− ∇y˜(x)), yki (x))dτ
× (yki (x)− y˜(x))ds
−
∫
Ωki ∩Ω˜
2∑
i=1
∂
∂xi
1∫
0
fpi
(
x,∇y˜(x)+ τ (∇yki (x)− ∇y˜(x)), yki (x))dτ
× (yki (x)− y˜(x))dx,
where n is the outward normal of the boundary.
Similar as the estimate of I2, we have
|I1| (C2 + 2C2)β.
From Lemma 3.2, we obtain
lim
ki→∞
[ ∫
Ωki \Ω˜
f
(
x,∇yki (x), yki (x)
)
dx −
∫
Ω˜\Ωki
f
(
x,∇y˜(x), y˜(x))dx
]
= 0,
so, for any η > 0, these exists K , such that ki > K , we have |I3| < η.
Finally, for ki big enough, we have
I4 =
∫
Γki
h(x) ds −
∫
Γ˜
h(x) ds  α(β − η).
From (3.5), we have
J (Ωki )− J (Ω˜)
(
α − (+ 2 +C1)C2
)
β − (α + 1)η.
Since α > (+ 2 +C1)C2 and η is small enough, we have
J (Ωki )− J (Ω˜) γ > 0.
This contradicts with the fact that Ωki is the minimum sequence. 
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exists a domain Ω˜ ∈ Π , which satisfies
J (Ω˜) = lim
k→∞J (Ωk) = inf
{
J (Ω) | Ω ∈ Π}.
That is, Ω˜ is the optimal domain.
Proof. Suppose Ωk is the minimize sequence. Owing to Lemma 3.2, we know there exists
Ω˜ ∈Π . It is well known that
J (Ω˜) inf
{
J (Ω) | Ω ∈Π}.
On the other hand,
∣∣J (Ω˜)− J (Ωk)∣∣
∣∣∣∣∣
∫
Ω˜
f
(
x,∇y˜(x), y˜(x))dx − ∫
Ωk
f
(
x,∇yk(x), yk(x)
)
dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
Γ˜
h(x) ds −
∫
Γk
h(x) ds
∣∣∣∣∣,
where y˜ and yk are the solution of (1.2) as Ω = Ω˜ and Ω = Ωk , respectively. According
to Lemma 3.3, we are easy to know |J (Ω˜)− J (Ωk)| → 0 as k → ∞, so we have
J (Ω˜) J (Ωk) +
∣∣J (Ω˜)− J (Ωk)∣∣→ inf{J (Ω) | Ω ∈Π}, k → ∞.
Theorem 3.4 is proved. 
4. Necessary condition of optimal domain
In this section, we discuss the necessary condition of the optimal domain.
Suppose that Ω˜ ∈ Π is the optimal domain and Ω ∈Π is an arbitrary domain. Further-
more, we suppose that ∂Ω˜ = Γ˜ ∪ Γ1 and ∂Ω = Γ ∪ Γ1 are smooth enough.
Let us define on Γ˜ a continuous function ρ(s) of arc length s as follows: For a given
point s on Γ˜ , we draw a line  normal to Γ˜ at s. Suppose  intersects Γ at s1, we define a
function ρ(s) to be the distance between s and s1, i.e.,∣∣ρ(s)∣∣= ‖s − s1‖
and ρ(s) to be positive if the normal is outward from Ω˜ , i.e., vector ss1 is pointing away
from Ω˜ , and ρ(s) is negative if the vector ss1 is inward to Ω˜ , as shown in Fig. 5. It is easy
to see
∫
Γ˜
ρ(s) ds = 0. Now, for any ε > 0, we define Γε ,
Γε(s) = Γ˜ (s) + ερ(s), (4.1)
and let ∂Ωε = Γε ∪ Γ1. We have |Ωε| = 1. So, Ωε ∈ Π .
Suppose y˜(x) and yε(x) are the solutions of problem (1.2) corresponding to domain Ω˜
and Ωε , respectively. We have the following lemma.
Y. Li, H. Gao / J. Math. Anal. Appl. 301 (2005) 170–186 181Fig. 5.
Lemma 4.1. Suppose conditions (P1) and (P2) hold. Then
(i) yε(·) → y˜(·) uniformly on Ω˜ ∩Ωε as ε → 0;
(ii) ∇yε(x) → ∇y˜(x) uniformly on Ω˜ ∩Ωε as ε → 0.
Proof. Now, we set γε = ∂(Ωε ∩ Ω˜) \ Γ1. According to the maximum principle, we have
max
x∈Ωε∩Ω˜
∣∣yε(x)− y˜(x)∣∣max
x∈γε
∣∣yε(x)− y˜(x)∣∣
= max
s∈Γ˜
{∣∣yε(s)− yε(s + ερ(s))∣∣, ∣∣y˜(s + ερ(s))− y˜(s)∣∣} C1ε.
Thus, (i) of Lemma 4.1 has been proved.
To prove (ii), according to ∆(yε(x)− y˜(x)) = 0 in Ωε ∩ Ω˜ , so we have∫
Ωε∩Ω˜
∣∣D(yε(x)− y˜(x))∣∣2 dx =
∫
∂(Ωε∩Ω˜)
∂
∂n
(
yε(x)− y˜(x)
) · (yε(x)− y˜(x))ds.
From Lemma 3.1, we know that ∂
∂n
(yε(x)− y˜(x)) 2C1, so, for ε, which is small enough,
we have∫
Ωε∩Ω˜
∣∣D(yε(x)− y˜(x))∣∣2 dx  2C1(|Γ˜ | + 1)max
x∈γε
∣∣yε(x)− y˜(x)∣∣
 2C1
(|Γ˜ | + 1)C1ε.
Since Dyε(x) and Dy˜(x) are Lipschitz continuous, thus, ∇yε(x) → ∇y˜(x) uniformly on
Ω˜ ∩Ωε as ε → 0. 
Lemma 4.2. There is a function ϕ(·) satisfying{
∆ϕ(x)= 0, x ∈ Ω˜,
ϕ|Γ = 0, ϕ| = ∂ y˜ρ, (4.2)1 Γ˜ ∂n
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yε(x) = y˜(x)+ εϕ(x)+ rε(x), x ∈ Ωε ∩ Ω˜, (4.3)
and
‖rε‖0,Ωε∩Ω˜ = o(ε), (4.4)
where ∂
∂n
y˜ denote the outward normal derivatives.
Proof. Set ϕε(x)= 1ε (yε(x)− y˜(x)), then we have{
∆ϕε = 0, x ∈ Ω˜ ∩Ωε,
ϕε|Γ1 = 0, ϕε|γε = 1ε (yε(x)− y˜(x)).
(4.5)
If γε ⊂ Γ˜ , then
ϕε|γε =
1
ε
(
yε(x)− y˜(x)
)= 1
ε
(
yε(s)− yε
(
s + ερ(s)))
= ∂
∂n
yε
(
s + θ1ερ(s)
)
ρ(s), 0 < θ1 < 1.
If γε ⊂ Γε , then
ϕε|γε =
1
ε
(
yε(x)− y˜(x)
)= 1
ε
(
y˜(s)− y˜(s + ερ(s)))
= ∂
∂n
y˜
(
s + θ2ερ(s)
)
ρ(s), 0 < θ2 < 1.
From (4.2) and (4.5), and let rε(x)= ε(ϕε(x)− ϕ(x)), we have{
∆rε(x)= 0, x ∈Ωε ∩ Ω˜,
rε|Γ1 = 0, rε|γε = εϕε|γε − εϕ|γε .
(4.6)
From Lemma 4.1, we know for any s ∈ γε , ϕε(s) → ϕ(s) as ε → 0. Furthermore, by
maximum principle, we have that
max
x∈Ωε∩Ω˜
∣∣rε(x)∣∣max
γε
ε
∣∣ϕε(x)− ϕ(x)∣∣.
Thus, we have proved that ‖rε‖0,Ωε∩Ω˜ = o(ε). 
Finally, we give the main results of this section.
Theorem 4.3. If Ω˜ is the optimal domain of problem (1.1)–(1.3) which has smooth bound-
ary ∂Ω˜ (Γ˜ = ∂Ω˜ \ Γ1). Then there is a function ψ satisfying{
∆ψ = ∂
∂y
f (x,∇y˜(x), y˜(x))−∑2i=1 ∂∂xi fpi (x,∇y˜(x), y˜(x)), x ∈ Ω˜,
ψ|∂Ω˜ = 0,
(4.7)
such that
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∂n
ψ(x)
∂
∂n
y˜(x)+ n · fP
(
x,∇y˜(x),0) ∂
∂n
y˜(x)+ f (x,∇y˜(x),0)+ ∂
∂n
h(x) = 0,
x ∈ Γ˜ . (4.8)
Proof. We make the following calculation:
J (Ωε)− J (Ω˜) =
∫
Ωε
f
(
x,∇yε(x), yε(x)
)
dx −
∫
Ω0
f
(
x,∇y˜(x), y˜(x))dx
+
∫
Γε
h(x) ds −
∫
Γ˜
h(x) ds
=
∫
Ωε∩Ω˜
[
f
(
x,∇yε(x), yε(x)
)− f (x,∇y˜(x), yε(x))]dx
+
∫
Ωε∩Ω˜
[
f
(
x,∇y˜(x), yε(x)
)− f (x,∇y˜(x), y˜(x))]dx
+
[ ∫
Ωε\Ω˜
f
(
x,∇yε(x), yε(x)
)
dx −
∫
Ω˜\Ωε
f
(
x,∇y˜(x), y˜(x))dx
]
+
[ ∫
Γε
h(x) ds −
∫
Γ˜
h(x) ds
]
= I1 + I2 + I3 + I4. (4.9)
Furthermore, using Lemmas 4.1 and 4.2, we have
I1 =
∫
Ωε∩Ω˜
[
f
(
x,∇yε(x), yε(x)
)− f (x,∇y˜(x), yε(x))]dx
=
∫
Ωε∩Ω˜
1∫
0
2∑
i=1
fpi
(
x,∇y˜(x)+ τ (∇yε(x)− ∇y˜(x)), yε(x))dτ
× ∂
∂xi
(
yε(x)− y˜(x)
)
dx
=
∫
∂(Ωε∩Ω˜)
n ·
1∫
0
fP
(
x,∇y˜(x)+ τ (∇yε(x)− ∇y˜(x)), yε(x))dτ
× (yε(x)− y˜(x))ds
−
∫
Ωε∩Ω˜
1∫
0
2∑
i=1
∂
∂xi
fpi
(
x,∇y˜(x)+ τ (∇yε(x)− ∇y˜(x)), yε(x))dτ
× (yε(x)− y˜(x))dx
184 Y. Li, H. Gao / J. Math. Anal. Appl. 301 (2005) 170–186= ε
∫
Γ˜
n · fP
(
x,∇y˜(x), y˜(x))ϕ(x) ds
− ε
∫
Ω˜
2∑
i=1
∂
∂xi
fpi
(
x,∇y˜(x), y˜(x))ϕ(x) dx + o(ε). (4.10)
Similar, we have
I2 =
∫
Ωε∩Ω˜
[
f
(
x,∇y˜(x), yε(x)
)− f (x,∇y˜(x), y˜(x))]dx
= ε
∫
Ω˜
fy
(
x,∇y˜(x), y˜(x))ϕ(x) dx + o(ε), (4.11)
I3 =
[ ∫
Ωε\Ω˜
f
(
x,∇yε(x), yε(x)
)
dx −
∫
Ω˜\Ωε
f
(
x,∇y˜(x), y˜(x))dx
]
= ε
∫
Γ˜
f
(
x,∇y˜(x),0)ρ(s) ds + o(ε), (4.12)
I4 =
∫
Γ˜
[
h
(
s + ερ(s))− h(s)]ds = ε ∫
Γ˜
∂
∂n
h(s)ρ(s) ds + o(ε). (4.13)
From (4.9)–(4.13), we have
J (Ωε)− J (Ω˜) = ε
∫
Ω˜
[
fy
(
x,∇y˜(x), y˜(x))− 2∑
i=1
∂
∂xi
fpi
(
x,∇y˜(x), y˜(x))
]
ϕ(x) dx
+ ε
∫
Γ˜
n · fP
(
x,∇y˜(x),0)ϕ(x) ds
+ ε
∫
Γ˜
f
(
x,∇y˜(x),0)ρ(s) ds + ε ∫
Γ˜
∂
∂n
h(s)ρ(s) ds + o(ε).
Dividing this equality by ε and letting ε → 0, we obtain that
0
∫
Ω˜
[
fy
(
x,∇y˜(x), y˜(x))− 2∑
i=1
∂
∂xi
fpi
(
x,∇y˜(x), y˜(x))
]
ϕ(x) dx
+
∫
Γ˜
n · fP
(
x,∇y˜(x),0)ϕ(x) ds
+
∫
f
(
x,∇y˜(x),0)ρ(s) ds + ∫ ∂
∂n
h(s)ρ(s) ds. (4.14)Γ˜ Γ˜
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∫
Ω˜
[
fy
(
x,∇y˜(x), y˜(x))− 2∑
i=1
∂
∂xi
fpi
(
x,∇y˜(x), y˜(x))
]
ϕ(x) dx
=
∫
Ω˜
∆ψ(x) · ϕ(x) dx
=
∫
Γ˜
∂
∂n
ψ(x) · ϕ(x) ds −
∫
Ω˜
∇ψ(x) · ∇ϕ(x) dx
=
∫
Γ˜
∂
∂n
ψ(x)
∂
∂n
y˜(s)ρ(s) ds −
∫
∂Ω˜
∂
∂n
ϕ ·ψ ds +
∫
Ω˜
∆ϕ ·ψ dx
=
∫
Γ˜
∂
∂n
ψ(x)
∂
∂n
y˜(s)ρ(s) ds. (4.15)
From (4.14)–(4.15), we have
0
∫
Γ˜
[
∂
∂n
ψ(x)
∂
∂n
y˜(x)+ n · fP
(
x,∇y˜(x),0) ∂
∂n
y˜(s)
+ f (x,∇y˜(x),0)+ ∂
∂n
h(x)
]
ρ(s) ds. (4.16)
Since ρ(·) is an arbitrary continuous function, from (4.16), we may obtain (4.8). Theo-
rem 4.3 is proved. 
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