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Germanium is the base element in many phase-change materials, i.e. systems that can undergo
reversible transformations between their crystalline and amorphous phases. They are widely used
in current digital electronics and hold great promise for the next generation of non-volatile mem-
ory devices. However, the ultra fast phase transformations required for these applications can be
exceedingly complex even for single component systems, and a full physical understanding of these
phenomena is still lacking. In this paper we study nucleation and growth of crystalline Ge from
amorphous thin films at high temperature using phase field models informed by atomistic calcula-
tions of fundamental material properties. The atomistic calculations capture the full anisotropy of
the Ge crystal lattice, which results in orientation dependences for interfacial energies and mobilities.
These orientation relations are then exactly recovered by the phase field model at finite thickness
via a novel parametrization strategy based on invariance solutions of the Allen-Cahn equations. By
means of this multiscale approach, we study the interplay between nucleation and growth and find
that the relation between the mean radius of the crystallized Ge grains and the nucleation rate
follows simple Avrami-type scaling laws. We argue that these can be used to cover a wide region of
the nucleation rate space, hence facilitating comparison with experiments.
PACS numbers: 46.35.+z
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I. INTRODUCTION
The last two decades have seen an increas-
ing interest in phase-changing materials (PCM),
such as Ge-Sb-Te (GST), as promising candi-
dates for next-generation nonvolatile memory
devices1. These materials display ultrafast and
reversible phase transitions between their crys-
talline and amorphous states at high temper-
ature, while displaying remarkable stability at
low temperatures. Their potential originates
from the striking differences in electrical and op-
tical properties exhibited by each phase, which
can reach several orders of magnitude in some
instances2. These two properties of GST ma-
terials —reversible kinetics and high contrast
in phase properties— makes them ideal can-
didates for memory applications. Generally, a
phase transformation is induced by some con-
trolled external heat source that drives the sys-
tem above the transition threshold.
However, a complete understanding of these
fast phase transformations at ultra high heat-
ing rates and their remarkable properties is still
lacking. Even for single component systems
such as Ge, the crystalline structures induced by
laser-heating of amorphous thin films are very
complex and depend on many factors such as
the deposition history and morphology of the
amorphous structure, the intensity and dura-
tion of the heating pulse, and the substrate
structure, among others3–5. The interplay be-
tween all these processes governs the kinetic and
thermodynamic evolution of PCM, which must
be understood in terms of the microscopic prop-
erties of each phase. Modeling and simulation
can provide physical insight into the governing
phenomena, as well as a path to understanding
the physical evolution of PCM under the condi-
tions just discussed.
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2The goal of this paper is two-fold: (i) to
present a novel multiscale model for phase
transformations in a heat bath at constant tem-
perature; and (ii) to obtain scaling laws for Ge-
crystal mean radius evolution as a function of
the nucleation rate during the recrystallization
process. Our approach consists of a thermody-
namically consistent phase field model (TCPF)
that reproduces exactly the interface energetics
and kinetics of atomistically computed crystal-
lization fronts. As an additional feature, the
interface thickness may be chosen arbitrarily
large while preserving this exact atomistic-to-
continuum coupling, thus delivering a highly ef-
ficient multiscale computational model.
The paper is organized as follows. We begin
in Section II by discussing the physical processes
captured by the model (nucleation, growth, role
of anisotropy, etc.) and the boundary condi-
tions employed. In Section III we describe the
mathematical formulation of the TCPF model,
and prove that the energetics and kinetics of
planar fronts at constant temperature obey uni-
versal relations when expressed in appropriate
non-dimensional units. These relations lead
to a direct correspondence between the phase
field parameters and physical quantities that
can be measured via atomistic simulations, and
thus provide with an accurate coupling strat-
egy between the two scales. Additionally, in
the same section, we present detailed informa-
tion on the evaluation of continuum data from
atomistic calculations, namely, the free energies
for each of the faces, the interface velocities and
the transformation pathway between the amor-
phous and crystalline phase. Next, in Section
IV we show the results of the atomistic calcu-
lations as a function of temperature and inter-
face orientation, compute the invariance solu-
tions of the Allen-Cahn equations and obtain
the related phase field parameters. Following
these results, we use the developed multiscale
model to analyze, in Section V, the interplay
between nucleation and growth during crystal-
lization kinetics under isotropic and anisotropic
growth conditions. We conclude the paper in
Section VI, with a summary of the results.
II. PHYSICAL MODEL
When an amorphous Ge thin film is heated
above the glass transition temperature (Tg) but
below the melting temperature (Tm), it sponta-
neously crystallizes. The difference in free en-
ergies between the two phases constitutes the
driving force for crystallization, which decreases
with temperature. At the same time, the mobil-
ities and nucleation rates rapidly increase as the
temperature rises. For most PCMs, there is an
intermediate temperature at which an optimal
compromise is achieved, and the crystallization
rate is maximized. For Ge, such temperature
is around 1100 K, cf. Sec. IV A, which can be
achieved, for instance, by high-intensity pulsed
laser heating6. Under those conditions, crys-
tals nucleate and grow until full impingement is
achieved. Complete crystallization occurs over
tens of nanoseconds, and the resulting crystals
have a mean radius of tens of nanometers6.
Experiments suggest that nucleation occurs
homogeneously in space throughout the thin
film with no preferential texture, which typi-
cally indicates heterogeneous nucleation at uni-
formly distributed imperfections and/or irregu-
larities in the amorphous microstructure. From
a theoretical point of view, nucleation is ill-
defined despite substantial efforts7–9, and here
the nucleation rate is simply taken taken as a
parameter of the model, which can be changed
to understand its effect on the overall crystal-
lization process.
Once crystals have nucleated, they grow by
front propagation in the surrounding amor-
phous material, or, if in contact with another
crystal, by grain boundary motion. In this pa-
per, we focus solely on the former, and leave
the study of coarsening of the recrystallized
nanograined material for future studies.
The mesoscopic time and length scales in-
volved in the crystallization process (microns
and tens of nanoseconds) are prohibitive for
fully atomistic simulations. Hence, in this pa-
per we adopt a computational approach based
on the phase field equations parameterized with
atomistic data. The details of the method are
described in the following section. In the re-
3mainder of the paper it will be assumed that
the film is thin enough for critical nuclei to
span the full thickness and for the problem to
be treated as two-dimensional. Furthermore
we will consider that the amorphous thin film
is free-standing and capable of fully releasing
stresses via bending.
III. METHODS
A. The phase field model
The phase-field method is a computa-
tional approach widely used in modeling
morphological and microstructural evolu-
tion in materials10, including solidification11,
fracture12, dislocation dynamics13, crystal
nucleation14 and growth15, and diffusion
processes16, among others. The method uses a
so-called phase-field variable, φ, to distinguish
among the different material phases and im-
plicitly track interface motion. For example,
in this work we take φ = 1 to represent the
crystalline phase, and φ = 0 for the amorphous
region. The interface between the two phases
is then described as a smooth transition of the
variable φ through a small thickness.
In phase field models, the equilibrium con-
figuration of a material point in homogeneous
state is assumed to be characterized by a Gibbs
free energy g(φ, T, p, . . .) that depends on the
phase field variable and a set of thermodynamic
state variables such as temperature and pres-
sure. The total free energy of the system is
then described via a Landau-Ginzburg free en-
ergy functional of the form17
G =
∫
Ω
[
g(φ, T, p, . . .)+
m2(θ, T, p, . . .)
2
(∇φ)2
]
dΩ,
(1)
where the second term accounts for the ad-
ditional contribution due to the presence of
the interface, which is characterized by a non-
vanishing value of ∇φ. The variable m in Eq. 1
sets the interfacial energy and it is a function
of the state variables and the misorientation θ,
defined as the relative angle between the crystal
lattice θC and the normal to the interface, i.e.
θ = θC − arccos( ∇φ|∇φ| ). The existence of a total
free energy of the form just described is a stan-
dard postulate in transport processes in contin-
uum mechanics18. For the system of interest in
this paper, we will assume in the following that
the only thermodynamic variable dependence is
with the temperature, which is assumed to be
controlled by thermostatting to a heat bath.
The system’s time evolution is then modeled
using Allen-Cahn’s equation10,19
∂φ
∂t
= −M(T, θ)δG
δφ
= M(T, θ)
[
m2(T, θ)∇2φ−
(
∂g
∂φ
)
T
]
,
(2)
where M > 0 is the mobility20. This simple
form of the kinetic relation at constant temper-
ature guarantees a decrease of total free energy
of the system G[T, φ] along the solution path, in
accordance to the second law of thermodynam-
ics.
We further assume that the local free energy
for intermediate values of φ can be computed
from the amorphous free energy gA(T ) and the
crystalline one gC(T ) as
g(T, φ) = gA(T )− q(φ)∆g(T ) +B(T )gdw(T, φ),
(3)
with
q(φ) = φ3(10− 15φ+ 6φ2),
gdw(T, φ) = 16φ
2(1− φ)2,
∆g(T ) = gA(T )− gC(T ).
(4)
∆g(T ) > 0 is the driving force for the
transformation and B(T ) represents the en-
ergy barrier along the transformation path(
B(T ) = g (T, φ = 1/2)− gA(T )+gC(T )2
)
. This
functional form guarantees that the free energy
has two local minima at all temperatures at
φ = 0 and φ = 1, which correspond respectively
to the pure amorphous and crystalline phases.
4The kinetic equation (2) can then be written as
1
M(T, θ)
∂φ
∂t
= m2(T, θ)∇2φ−B(T )g′dw(φ)
+ ∆g(T )q′(φ),
(5)
or equivalently, as
α(T, θ)2(T, θ)
∂φ
∂t
= 2(T, θ)∇2φ− g′dw(φ)
+ ∆g¯(T )q′(φ),
(6)
where
2(T, θ) :=
m2(T, θ)
B(T )
, (7)
α(T, θ) :=
1
M(T, θ)m2(T, θ)
, (8)
∆g¯(T ) :=
∆g(T )
B(T )
, (9)
and  has units of length, α has units of an
inverse diffusivity, and ∆g¯ is non-dimensional.
Equation (6) determines the growth of existing
nuclei. Nucleation, for its part, is treated explic-
itly in this work by introducing cylindrical crit-
ical nuclei in the simulation with random orien-
tation and with a probability that is consistent
with a certain nucleation rate. It is assumed
that the nuclei span the entire thickness of the
film, so that their critical radius Rc(T ) in 2D
can be estimated via classical nucleation theory
as
Rc(T ) =
2gint(T, θ)
∆g(T )
, (10)
where gint is the interfacial free energy.
B. Invariance relations of the phase field
equation
1. Steady state velocity
The evolution of a flat crystalline-amorphous
interface at constant temperature obeys an in-
variance relation that we proceed to character-
ize. To that end, consider a set of parameters 
and α and the corresponding ones of a reference
problem (0, α0). The solutions characterizing
the motion of the front for both sets of param-
eters are denoted by φ and φ0 respectively, and
are given by Eq. (6)
α2
∂φ
∂t
= 2∇2φ− g′dw(φ) +∇g¯ q′(φ),
α0
2
0
∂φ0
∂t
= 20∇2φ0 − g′dw(φ0) +∇g¯ q′(φ0).
(11)
These equations lead to a planar front mov-
ing at constant velocity in steady state, that we
call v and v0 respectively. With the change of
variables
φ(x, t) = φ(x− vt) = φ∗(x∗),
φ0(x, t) = φ0(x− v0t) = φ∗0(x∗),
(12)
Eqs. (11) transform into the following ordinary
differential equations
−α2v∇∗φ∗ = 2∇∗2φ∗ − g′dw(φ∗) +∇g¯ q′(φ∗),
−α020v0∇∗φ∗0 = 20∇∗2φ∗0 − g′dw(φ∗0) +∇g¯ q′(φ∗0),
(13)
where ∇∗ represents the gradient with respect
to coordinates x∗. If we now define
y∗ =
0

x∗ (14)
and denote φ∗(x∗) = φ∗
(

0
y∗
)
= φ∗∗(y∗), then
the two equations become
−α0v∇∗∗φ∗∗ = 20∇∗∗2φ∗∗ − g′dw(φ∗∗)
+∇g¯ q′(φ∗∗)
−α020v0∇∗φ∗0 = 20∇∗2φ∗0 − g′dw(φ∗0)
+∇g¯ q′(φ∗0),
(15)
which are identical for α00v0 = αv. In other
words, the non-dimensional steady state veloc-
ity (αv) satisfies an invariance relation of the
form
α(T, θ)(T, θ)v(T, θ) = Iv (∆g¯(T, θ)) (16)
52. Interfacial energy
Similarly, the non-dimensional interface en-
ergy
(
gint(T,θ)
B(T )(T,θ)
)
can be shown to satisfy
gint(T, θ)
B(T, θ)(T, θ)
= Ig(∆g¯(T, θ)). (17)
This relation can be obtained by defining the
interface energy as the difference between the
sum of energies of the bulk systems and the en-
ergy of the two-phase configuration separated
by a sharp interface. Choosing a reference frame
that moves with the interface steady state ve-
locity, the surface energy reads
gint(T, θ) =
∫
`
[m2(T, θ)
2
(∇∗φ∗)2 +B(T )gdw(φ∗)
−∆g(T )q(φ∗) + gA(T )
]
dx∗
− h`
2
(gA(T ) + gC(T )),
(18)
where ` is the range of the coordinate orthogo-
nal to the interface and h` = |`| represents the
system length in such direction. Without loss of
generality, we consider that the interface is at
the center of the domain under consideration.
Then, at constant temperature,
gint(T, θ) = m
2(T, θ)
[∫
`
(∇∗φ∗)2
2
dx∗
]
+B(T )
[∫
`
gdw(φ
∗)dx∗
]
+ ∆g(T )
[
h`
2
−
∫
`
q(φ∗)dx∗
]
.
(19)
By recourse to the changes of variable
expressed by Eq. (14) and the equivalence
φ∗∗(y∗) = φ∗0(x
∗), this equation can be rewrit-
ten as
gint(T, θ)
B(T )(T, θ)
= 0
[∫
`0
(∇∗φ∗0)2
2
dx∗0
]
+
1
0
[∫
`0
gdw(φ
∗
0)dx
∗
0
]
+
∆g¯(T, θ)
0
[
h`0
2
−
∫
`0
q(φ∗0)dx
∗
0
]
= Ig(∆g¯(T, θ))
(20)
and the sought-after result is obtained.
C. Coupling strategy
The phase field model at constant tempera-
ture described by Eq. (6) requires that the fol-
lowing magnitudes be defined: g(T, φ), M(T, θ),
m(T, θ) and B(T ). In light of the invariance re-
lations previously derived, these parameters can
be obtained directly via atomistic simulations of
the following kind:
(a) Free energy calculations using thermo-
dynamic integration of bulk crystalline
and amorphous phases at zero pressure
and constant temperatures. These yield
gC(T ) and gA(T ).
(b) Transition energy barrier between the
amorphous and crystalline states at zero
pressure and constant temperature. To
obtain B(T ) we equate the transition path
to an activated process described by a
general configurational nonlinear many-
body reaction coordinate21.
(c) Free energy calculations at zero pres-
sure and constant temperature to com-
pute gint(T, θ). As well, molecular dy-
namics simulations of moving fronts in
steady state to extract interface velocities
v(T, θ).
Equations (16) and (17) allow to explicitly
relate the atomistic data with the phase field
6parameters M(T, θ) and m(T, θ) as
m(T, θ) =
gint(T, θ)√
B(T )Ig(∆g¯)
, (21)
τ(T, θ) =
1
M(T, θ)
=
gint(T, θ)
v(T, θ)
Iv(∆g¯)
Ig(∆g¯)
. (22)
The details of such computations for the differ-
ent subsystems are described in the following
section.
D. Free energy calculations from atomistic
simulations
To compute the free energies of bulk phases
we use thermodynamic integration. The
Helmholtz free energy22 is defined as
F = E − TS,
where E and S are the internal energy and the
entropy. The approach employed here to com-
pute F for solid systems23 involves two steps.
First, a free energy F0 is obtained at a tem-
perature T0 in each case. Second, the internal
energy is computed for the desired range of tem-
peratures as
E = 〈V +K〉,
where V and K are the potential and kinetic
energies, and, under the usual assumption of
ergodicity, 〈·〉 denotes time average. The free
energy at a given temperature T can then be
obtained by solving the Gibbs-Helmholtz inte-
gral
F
T
=
F0
T0
−
∫ T
0
E(τ)
τ2
dτ, (23)
where E(T ) is made to be a smooth integrable
function that expresses the temperature depen-
dence of the internal energy.
To obtain F0, we employ the λ-integration
technique. The use of this technique is well doc-
umented in the literature24,25 and here we only
provide a brief overview. It is assumed that the
system at T0 is represented by the following en-
ergy function
U˜(λ) = (1− λ)kU ′ + λkU, (24)
where k ≥ 0 is a constant, and U(r) and U ′(r)
are, respectively, the potential energy functions
of the system under study and a reference sys-
tem whose free energy is known. For practical
reasons, U ′ is typically taken to be the potential
energy function of an analytical or a numerical
system of coupled harmonic oscillators. From
here, F0 is straightforwardly obtained by inte-
grating along a λ trajectory between 0 and 1
F0(U) = F0(U
′) +
+
∫ 1
0
k
[
λk−1〈U〉 − (1− λ)k−1〈U ′〉] dλ.
(25)
In this work, the calculation hypotheses war-
ranted the use of linear thermodynamic inte-
gration (k = 1). The numerical behavior of Eq.
(25) under other choices of k has been reviewed
in the literarure26, and we refer the reader to
those works for more details.
When internal transport processes derived
from the existence of viscous flow, e.g. as in liq-
uids, are important, Eq. (25) can no longer be
used in conjunction with a reference harmonic
crystal to compute F0. In such cases, the free
energy is obtained as27,28
F0 = Fg(ρ0, T0)+
+
∫ ρ0
0
dρ
[
p(T0, ρ)− ρkBT0
ρ2
]
,
(26)
where p is the pressure, ρ0 is the system’s den-
sity at a temperature T0 above the supercritical
temperature (here we have taken T0 = 1500 K)
and Fg(ρ, T ) is the free energy of an ideal gas at
density and temperature ρ and T 29. The inte-
grand in the second term of the r.h.s. of Eq. (26)
represents an isothermal expansion from ρ0 to
zero density (i.e. infinite volume), where the
system effectively behaves as an ideal gas. This
expansion should be reversible, which means
that no first-order transition —e.g. liquid-gas—
should be traversed. For its part, the equation
7of state p(T0, ρ) is obtained from a set of canon-
ical ensemble calculations of liquid Ge at T0.
This is shown in Fig. 1. The resulting data
are fitted to a 3rd degree polynomial and the
integral in Eq. (26) is solved to yield the free
energies.
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FIG. 2. Self-diffusivity of amorphous Ge as a func-
tion of temperature.
To establish the limits of applicability of
Eqs. (25) and (26), we compute the self-
diffusivity of amorphous Ge as a function of
temperature. Results are shown in Figure 2.
Our calculations clearly demonstrate that in-
ternal transport is important only above 900 K,
at which point Eq. (26) is the pertinent one for
computing free energies.
E. Calculations of interfacial free energies
For ideal (perfectly-flat, stress-free) inter-
faces, the interfacial free energy γ can be defined
as the change in free energy due to an increase
in interface surface area A
γ =
(
∂F
∂A
)
N,p,T
.
From a practical standpoint, interfacial free en-
ergies are computed using the Dupre´ equation
γij = γi + γj −Wij , (27)
where γi is the surface free energy of solid i in
a vacuum and Wij > 0 is the so-called work
of adhesion. The above formula results from
a two-step construction in which (i) slabs with
exposed area A are created in a vacuum from
bulk systems i and j, and (ii) these new surfaces
are brought into contact, releasing an amount
of work Wij . Using the bulk free energy densi-
ties, fi, computed in Section III D by thermo-
dynamic integration, we can express Eq. (27)
as
γij =
Fij(Ωij)− (fiΩi + fjΩj)
2A
,
where Fij is the free energy of a system with
total volume Ωij = Ωi + Ωj of a simulation
cell containing a volume Ωi of phase i and a
volume Ωj of phase j separated by the inter-
face. As for the bulk phases, Fij is computed
using λ-integration. The calculation is simpli-
fied due to the fact that both phases correspond
to monoatomic solid systems and thus the same
reference thermodynamic system can be used
for both. Because cohesion in crystalline solids
is anisotropic –while in amorphous solids or liq-
uids is isotropic–, we have repeated this proce-
dure for a number of different surface orienta-
tions to assess the orientation dependence of the
interfacial free energy.
As a final point, we note that, in real-
ity, atomistic interfaces are intrinsically rough
and accurate methods for computing interfacial
free energies that account for such atomic-scale
roughness have been developed30.
8F. Molecular dynamics calculations of
interface mobility
To calculate interface mobilities, large-scale
MD simulation of crystal-amorphous mixing are
performed. For this, a bicrystal with the desired
interface orientation is constructed and the sys-
tem is left to evolve at a given temperature.
The temperature must be kept constant on the
boundaries of this box using some suitable the-
mostat. It is important to ensure that no tem-
perature control is applied in the interface re-
gion, as this could result in thermodynamic ar-
tifacts. Following Hoyt and Song31 we measure
the rate of change in potential energy as the
front advances, dU/dt, and obtain the velocity
as
v = − 1
2AΩhl
dU
dt
,
where A is again the interface surface area, Ω
is the volume per atom in the crystalline phase
at the temperature of interest, and hl is the la-
tent heat, which in this case is simply equal to
the internal energy difference between the two
phases. As above, the factor of two in the above
expression reflects the use of periodic boundary
conditions, which introduces two interfaces in
the simulation volume.
G. Interatomic potential and boundary
conditions
Next, we discuss the most salient features of
the potential energy function U(r) employed
here. We use a Stillinger-Weber potential pa-
rameterized by Posselt and Gabriel for Ge32.
The potential builds on the parameterization by
Ding and Anderson33, which yields the correct
values for the cohesive energy and lattice con-
stant. The elastic constants, melting point, as
well as the formation and migration energies of
point defects for diamond-structure Ge are re-
produced within certain limits. The energetics
of other crystalline phases and the structure of
the liquid are described reasonably well.
All the simulations were run in the isobaric-
isothermal ensamble NpT –where N is the num-
ber of particles, p is the pressure,and T the
abolute temperature– using periodic boundary
conditions in three dimensions. The pressure
and temperature were controlled using a Nose´-
Hoover thermostat with a damping constant of
0.1 ps in both cases.
IV. ATOMISTIC RESULTS AND
PARAMETRIZATION OF THE PHASE
FIELD MODEL
A. Molecular dynamic results
First, we calculate the free energy of the crys-
talline and amorphous phases as a function of
temperature. Figure 3(a) shows the results for
each case, with the crystalline phase being the
more stable one up to a temperature of 1350
K. This value can be considered as the melt-
ing point for the numerical force field U(r) em-
ployed here, about 10% larger than the experi-
mental value of 1210 K34. Figure 3(b) shows the
variation of the atomic density ρa and the ther-
mal expansion coefficient αt with of tempera-
ture. As the figure shows, the amorphous struc-
ture is always approximately 10% denser than
the crystalline phase, and is seen to undergo
a smooth transition at ≈800 K. This tempera-
ture correlates well with the point at which the
self diffusivity is markedly nonzero (cf. Fig. 2),
and can be assigned to the reversible liquid-glass
transition. The temperature at which we have
recorded this transition is in excellent agree-
ment with experimental measurements of the
glass transition temperature for Ge, Tg ≈ 810
K35. This glass-liquid transition manifests itself
as a marked dip in the value of αt. The glass
transition is not itself a phase transition, but
a laboratory phenomenon, and depends on the
cooling rate and the boundary conditions. Our
calculations were obtained for systems contain-
ing 13824 atoms at a cooling rate of 10 K per
ps from the liquid melt with 100 ps annealings
every 100 K.
Next, we construct a bilayer system consist-
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FIG. 3. Results of single phase atomistic simu-
lations at zero pressure: (a) free energy and (b)
atomic density as a function of temperature.
ing of crystalline and amorphous half crystals to
measure interface properties. We calculate in-
terfacial free energies and interface velocities as
a function of temperature. To ascertain the ori-
entation dependence of the crystal-amorphous
interface, three different crystallographic direc-
tions have been considered, namely [100], [110]
and the [111]. Figure 4(a) reveals the temper-
ature evolution of the interfacial free energy,
which is self-consistent in that it vanishes at
the melting point. The [100] orientation is the
most stable one at low temperatures, followed
by the [111] and the [110] directions. At the
glass transition temperature, however, all in-
terfacial free energies converge, likely due to a
‘wetting’ effect of the crystalline surface in con-
tact with a liquid-like system. For their part,
the interface velocities also display a behavior
qualitatively similar to the self-diffusion coeffi-
cient for intermediate temperatures (cf. Fig. 2).
This amounts to practically zero mobility below
Tg and a monotonic increase above it. For very
large temperatures though, the driving force de-
creases till vanishing at the melting tempera-
ture, and induces a decrease in the velocity. The
compromise between driving force and mobility
leads to a peak in the interface velocity around
1100 K.
The last parameter to be computed from
atomistic simulations is the energy barrier along
the crystal-amorphous transformation path,
B(T ), introduced in Section III A. This calcu-
lation involves defining a suitable reaction co-
ordinate between the initial –amorphous– and
final –crystalline– states. A natural choice of
initial and final states is to start from a crys-
talline specimen and melt it to the liquid state,
followed by a sensible cooling into the amor-
phous structure. However, in most constrained
minimization techniques used for this purpose
–e.g. nudged elastic band or drag methods–,
the reaction coordinate vector is constructed
as a linear interpolation of all degrees of free-
dom within each end state. Due to the sizable
amount of mixing and thermal transport oc-
curring during the melting and cooling phases,
however, we have seen that this construction
leads to large variations in the reaction coordi-
nate that make convergence difficult (and the
physical meaning of the procedure question-
able). Instead, we proceed to use the bilayer
geometry described above and let the inter-
face propagate spontaneously turning the amor-
phous half system into a crystalline one. Once
the conversion is complete, we extract a volu-
metric sample from within the converted region
and use it as one of the end states, while us-
ing the corresponding atoms contained within
that volume in the amorphous region as the sec-
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FIG. 4. Calculations of a planar interface at zero
pressure: (a) surface free energy and (b) front ve-
locity as a function of temperature for three surface
normals.
ond end state. Replicas for constrained mini-
mization are generated by linear interpolation
between both end states. This procedure es-
tablishes a direct link between both structures
while minimizing the amount of internal trans-
port, providing a more physical transition path-
way.
Figure IV A shows the relaxed minimum en-
ergy path at 0 K for a system containing 13824
atoms and 16 replicas. The static energy bar-
rier is approximately B(0) ≈ 0.49 eV per
atom. Finding the temperature dependence in-
trinsic in B(T ) is not trivial and requires us-
ing elaborate thermodynamic integration tech-
niques (e.g. refs.21,36). Here, for lack of a better
estimate, we assume that B(T ) = B(0).
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FIG. 5. Minimum energy path at zero tempera-
ture and pressure for conversion of an amorphous
system into an ordered crystal. A barrier of 0.49
eV per atom is seen to separate both phases, while
the energy difference between the stable amorphous
and crystalline is 0.14 eV per atom, consistent with
Fig. 3(a) at 0 K. The roughness in the energy path
is a consequence of the multidimensional nature of
the transition, with many atoms undergoing trans-
formations at once.
B. Numerical analyses of the phase field
model
The evolution equation for the phase field
variable, c.f. Eq. (6), is numerically solved in
this work by means of a semi-implicit, backward
Euler discretization scheme in time
α2
φj+1 − φj
∆t
= 2 ∇2φj+1−g′dw(φj)+∆g q′(φj),
(28)
where ∆t is the time step. The resulting or-
dinary differential equation is then solved in
space via a first order finite difference scheme
followed by a discrete Fourier transform (fftw
package37). The grid size is denoted by h.
In this section we illustrate the convergence of
the numerical scheme to known analytical solu-
tions and demonstrate good agreement with the
11
theoretical spatial and temporal convergence
rates.
1. Static one-dimensional solution at constant
temperature
We first consider a planar front separating
a two phase region at constant temperature
with an energy landscape described by a perfect
double-well potential, i.e. with ∆g = 0. The
equilibrium solution of this system is character-
ized by Eq. (6), that is,
α2
∂φ
∂t
= 2∇2φ− 32φ(1− φ)(1− 2φ). (29)
This equation is analytically soluble and gives
a static interface with the following profile
φ(x) =
1
2
− 1
2
tanh
(x

√
8
)
, (30)
where the x axis is centered at the interface and
orthogonal to it. For this solution,  exactly cor-
responds to the interface thickness, measured as
the support of 0.056 < φ < 0.944.
Figure 6 shows the error with respect to the
analytic solution with the following energy mea-
sure
Error =
Energyanalytic − EnergyPhaseField
Energyanalytic
100
Energyanalytic =
∫ x:φ=0.05
x:φ=0.95
16φ2(1− φ)2 dx.
(31)
We observe a quadratic convergence of the
energy as it is expected from the first order finite
difference scheme used in these simulations.
2. Steady state one-dimensional solution at
constant temperature
A difference in free energy between the two
phases (∆g > 0) will induce a planar interface
to move until a constant velocity is reached, as
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FIG. 6. Energy error as a function of the normalized
mesh size. Parameters of the simulation:  = 0.2
and 0.3, α = 1, ∆t = 0.001.
discussed in Sec. III. Figure 7 shows the value of
the numerical steady state velocity as a function
of the time step for a constant (small) mesh size.
As expected from a first order time scheme,
the average velocity converges linearly with the
time step. However, if the mesh size used for
the spacial discretization is too large, the nu-
merical solution does not lead to a steady state
velocity. Rather, the underlying mesh acts as
a periodic potential inducing oscillations in the
steady state numerical solution, c.f. Fig. 8(a).
Additionally, the mean velocity decreases with
the mesh size for a given constant time step,
and can even vanish for very large mesh sizes,
c.f. Fig. 8(b). This behavior, previously re-
ported by other authors38, is characteristic of
the scheme used for solving the ordinary differ-
ential equation at a given constant time step.
Equivalent simulations using finite elements in-
dicate that the average steady state velocity
may increase with the mesh size for sufficiently
large driving forces.
C. Parameters of the phase field model
The functions Iv(∆g¯) and Ig(∆g¯) described
in Eqs. (16) and (17), can now be computed
with a controlled numerical error lower than 1%.
In Figures 9(a) and 9(b) we plot each invariant
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ters. For small values of ∆g¯, Iv(∆g¯) and Ig(∆g¯)
can be approximated by
αv ' ∆g
B
, (32)
gint ' B. (33)
The linear dependence given in Eq. (32) be-
tween the interface velocity and the free energy
difference is often assumed in the literature31.
For its part, Eq. (33) is the result of the equipar-
tition of the interface energy at zero velocity, as
shown in Appendix A.
Equations (21) and (22) provide a direct
recipe for computing m(T, θ) and M(T, θ) from
the functions Iv(∆g¯) and Ig(∆g¯). These are
shown in Figs. 10 and 11 for different values
of B. Equivalently, the values of (T, θ) and
α(T, θ), defined in Eqs. (7) and (8), are shown
in Figs. 12 and 13 respectively. As the figures
and equations show, the phase field parameters
can be adjusted to deliver the appropriate in-
terface energy and front velocity at constant
temperature for an arbitrary value of the free
energy barrier B(T ). In view of this obser-
vation, and the computational cost associated
with the computation of B(T ), the value ob-
tained in Sec. IV A is used. Other strategies for
selecting B based solely on computational cost,
i.e. fixing the interface thickness, may also be
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(a)Average velocity of the steady state numerical
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FIG. 8. Numerical behavior of a planar amorphous-
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∆g¯ = 2.
used. In such case, the velocity and free energy
of the interface would be exactly captured by
the phase field model with a finite and poten-
tially thick interface.
V. SIMULATIONS OF
GE-NANOCRYSTALLIZATION
Next, the multiscale model developed in the
previous sections is used to examine the inter-
play between the nucleation and growth mech-
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solution of a planar crystalline-amorphous inter-
face: (a) non-dimensional interface velocity and (b)
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Parameters of the simulations: ∆t = 5 × 10−5,
h = 0.005.
anisms in the crystallization process. For verifi-
cation purposes, first we examine the ideal case
of isotropic growth and demonstrate its consis-
tency with the Avrami relations. To that end,
we consider a temperature of 1100 K, nucleation
rates that span several orders of magnitude, and
growth conditions dictated by the phase field
parameters previously computed for the three
surface orientations. In these isotropic calcula-
tions, the parameter θ is simply a differentiating
property for each growth condition.
We begin by rendering Eq. (6) dimension-
less with the following characteristic length and
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FIG. 10. Phase field parameter m as a function
of temperature for several values of the free energy
barrier B: (a) (111) surface, (b) (110) surface and
(c) (100) surface.
timescale
lc = Rc,
tc = αR
2
c ,
(34)
where Rc is the radius of the critical nuclei,
given by Eq. (10). This specific choice of length
and time scales has the property of delivering
non-dimensional parameters  and α that are
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independent of θ. In particular, using Eq. (21),
¯ :=

Rc
=
m(T, θ)∆g(T )√
B2gint(T, θ)
=
∆g¯(T )
2Ig(∆g¯(T ))
,
α¯ :=
αR2c
tc
= 1.
(35)
Consequently, the resulting non-dimensional
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phase field equation
¯2
∂φ¯
∂t¯
= ¯2∇¯φ¯− g′dw(φ¯)−∆g¯ q′(φ¯) (36)
allows to examine all growth conditions with
a single equation, which we proceed to couple
with an explicit nucleation strategy, with non-
dimensional nucleation rates ranging between
10−5 and 10−3. The numerical results atten-
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FIG. 13. Phase field parameter α as a function of
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barrier B: (a) (111) surface, (b) (110) surface and
(c) (100) surface
dant to this coupled nucleation and growth pro-
cess are shown in Fig. 14(a), where the time evo-
lution of the mean radius during the nanocrys-
tallization process is represented. These curves
may be normalized with the time and mean ra-
dius at 95% crystallization, delivering a univer-
sal crystallizatian curve, as shown in Fig. 14(b).
For their part, the time required to complete
95% of the crystallization, and the mean ra-
dius at that stage of crystallization, satisfy very
simple relations with the nucleation rate as de-
picted in Figs. 15(a) and 15(b). The slope of the
fit to the numerical points in both curves coin-
cide with the exponents of Avrami’s relations,
as detailed in Appendix B.
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FIG. 14. Mean radius evolution with time for sev-
eral nucleation rates. Isotropic growth conditions
and spatially homogenous nucleation. (a) Data
non-dimensionalized using lc = Rc and tc = αR
2
c as
length and time scale respectively, (b) Mean radius
and time normalized with the corresponding value
at 95% crystallization. Simulation box: 400 × 400.
Parameters of the simulation: ¯ = 0.1807, α¯ = 1,
h = 0.04, ∆t = 0.001.
Next, we proceed to examine the case of
anisotropic growth at T = 1100 K using the sur-
face orientation dependent data for the phase
field parameters. In particular, we use a linear
interpolation scheme between the [111], [100]
and [110] data previously computed, to define
α(θ) and (θ) for an arbitrary value of the mis-
orientation angle θ ∈ [0, 2pi), c.f. Fig. 16. The
specific spacing between the three data points
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FIG. 15. Scaling laws between the nucleation
rate and the time and mean radius to achieve
95% crystallization. Spatially homogeneous nucle-
ation and isotropic growth conditions. Data non-
dimensionalized with lc = Rc and tc = αR
2
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length and time scale respectively.
has been chosen proportional to the number of
distinct 〈111〉, 〈100〉 and 〈110〉 orientations in a
diamond cell structure (4, 3 and 6 respectively).
The resulting curves for the mean radius evo-
lution as a function of time for different non-
dimensional nucleation rates follow in a very
similar manner to the isotropic case, c.f. Fig. 17.
Despite the strong growth anisotropy exhibited
by Ge, c.f. Sec. IV A, the time for crystalliza-
tion and the mean radius of the final microstruc-
ture also follow fairly closely Avrami’s relations,
c.f. Fig. 18(a) and 18(b). The physical rea-
soning behind this result lies on the fact that
the final microstructure does not exhibit grains
with a large aspect ratio, c.f. Fig. 19.. The ho-
mogenous nucleation creates constraints to the
growth of preexisting nuclei that are, on aver-
age, equi-spaced, leading to anisotropic ratios
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FIG. 16. The values of  and α for a given misorien-
tation θ ∈ [0, 2pi) will be obtained by linear interpo-
lation of the values for orientations [111], [100] and
[110] spaced as shown in the figure.
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of the final microstructure similar to the sim-
ulations of isotropic growth, c.f. Fig. 21. The
measure of anisotropy used in these calculations
is
AR =
√
λ2
λ1
, (37)
where λ2 > λ1 are the eigenvalues of the gyra-
tion tensor of each grain, see Fig. 20 for several
example of AR.
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VI. SUMMARY AND CONCLUDING
REMARKS
The results shown in this paper indicate that
the Ge nanocrystalline structure resulting from
highly anisotropic growth and homogenous nu-
cleation is fairly isotropic in the range of nu-
cleation rates examined. As a result, the rela-
tions between the crystallization time, final av-
erage mean radius and nucleation rate follow
fairly closely Avrami’s relations. These rela-
tions could be potentially used to extract nu-
cleation rates from experimental measurements
of time-to-crystallization and grain size or vice
versa. However, it must be kept in mind that
the nucleation rates used here for numerical
convenience may differ from those found in lab-
oratory experiments depending on the experi-
mental conditions6,39, and any exercise of ex-
trapolation for the anisotropic curves is not
backed by our model.
The numerical strategy chosen to obtain
these results consists on phase field simulations
that exactly deliver the interface kinetics and
energetics obtained via atomistic calculations.
This exact mapping between the atomistic and
continuum solutions is based on two invariance
relations of the Allen-Cahn equations at con-
stant temperature. More precisely, we show
in this paper that the non-dimensional steady
state velocity and interfacial free energy of pla-
nar crystallization fronts satisfy universal rela-
tions with the non-dimensional free energy dif-
ference between the crystalline and amorphous
phase. These two relations allow for an ex-
plicit parametrization of the phase field equa-
tions with the atomistic data calculated from
molecular dynamic simulations in suitably con-
structed subsystems using state-of-the-art inter-
atomic potentials.
Appendix A: Free energy of planar still
interface
Consider a flat crystalline-amorphous inter-
face with an energy landscape described by a
perfect double-well potential, i.e. with ∆g = 0.
The equilibrium solution consists of a static in-
terface that satisfies
0 = m2∇2φ−B g′dw(φ). (A1)
For this specific case, the interface profile is
also the minimizer of the interface free energy
functional, c.f. Eq. (18),
gint = m
2
[∫
`
(∇φ)2
2
dx
]
+B
[∫
`
gdw(φ)dx
]
,
(A2)
where x to be the coordinate orthogonal to the
interface. Then, the integrand of this functional
can be seen as a Lagrangian, that exclusively
depends on φ and dφdx and does not depend ex-
plicitly on the variable x,
L
(
φ,
dφ
dx
)
=
m2
2
(∇φ)2 +B gdw(φ). (A3)
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As a result, by Noether’s theorems, the cor-
responding Hamiltonian (Legendre transform of
the Lagrangian) is independent of the variable
x. More precisely,
L− ∂L
∂(dφ/dx)
dφ
dx
= constant, (A4)
or equivalently,
− m
2
2
(∇φ)2 +B gdw(φ) = constant. (A5)
The constant may be evaluated far away from
the interface, where φ is either 0 or 1, delivering
a zero value. As a result, the interface energy
is partitioned equally between the two terms in
Eq. (A2),
gint
2
= m2
[∫
`
(∇φ)2
2
dx
]
= B
[∫
`
gdw(φ)dx
]
.
(A6)
The value of either of these two integrals may
be evaluated for the equilibrium solution, c.f.
Eq. (30), giving
gint =
√
8
3
B ' B. (A7)
We further remark that the value of the in-
tegrals in Eq. (A6) are not very sensitive to
the specific interface profile. A simple piece-
wise linear profile with interface thickness , i.e.
φ(x) = x for 0 < x < , would deliver
gint =
16
15
B ' B. (A8)
Appendix B: Crystallization time and mean
radius at crystallization as a function of the
nucleation rate
Avrami’s equation40 describes the kinetics of
crystallization under the assumption of homoge-
neous nucleation, constant nucleation rate and
constant growth rate for the radius of each nu-
clei independently of its size. For a two dimen-
sional system, it reads
log (− log(1− fC)) = log
(
piR˙2
3
J
)
+ 3 log t,
(B1)
where fC is the volume fraction of the crys-
talline phase and R˙ is the growth rate. This
equation immediatly delivers the relation be-
tween the time required to acheive 95% crys-
tallization (fC = 0.95) and the nucleation rate.
Namely, it is of the form
t0.95 = CJ
−1/3, (B2)
where C =
(
piR˙2
3
)−1/3
(− log 0.05)1/3.
On its side, the mean radius at 95% crystal-
lization (R¯0.95) satisfies
0.95V
N0.95
= piR¯20.95, (B3)
where V is the total volume and N0.95 is the
number of nuclei composing the nanocrystalline
structure. The later, can be computed as
N0.95 =
∫ t0.95
0
N˙ dt =
∫ t0.95
0
JV (1− fC(t)) dt
= JV
∫ CJ−1/3
0
exp
(
−piR˙
2
3
t3J
)
dt.
(B4)
By use of the change of variables τ = tJ1/3,
Eq. B4 simplifies to
N0.95 = J
2/3V
∫ C
0
exp
(
−piR˙
2
3
τ3
)
dτ = C2J
2/3,
(B5)
with C2 solely dependent on R˙. Then, the mean
radius at crystallization can be expressed as
R¯0.95 =
(
0.95V
piC2
)1/2
J−1/3 (B6)
or
R¯0.95 =
(
0.95V
piC2C2
)1/2
t0.95. (B7)
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(a)
(b)
(c)
FIG. 19. Final nano-crystalline structure in-
duced by spatially homogeneous nucleation and
anisotropic growth conditions: (a) J = 9 × 1021,
(b) J = 90× 1021 and (c) J = 900× 1021 s−1 m−2.
Each color corresponds to a given crystallographic
orientation, which is randomly assigned at nucle-
ation.
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FIG. 20. Anisotropy ratio (AR) for several illustra-
tive shapes.
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FIG. 21. Time evolution of the average anisotropy
ratio for the cases of: (a) isotropic growth and (b)
anisotropic growth.
