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Abstract
Devices exhibiting the integer quantum Hall effect can be modeled by one-
electron Schro¨dinger operators describing the planar motion of an electron in
a perpendicular, constant magnetic field, and under the influence of an elec-
trostatic potential. The electron motion is confined to unbounded subsets of
the plane by confining potential barriers. The edges of the confining potential
barrier create edge currents. In this, the first of two papers, we prove explicit
lower bounds on the edge currents associated with one-edge, unbounded ge-
ometries formed by various confining potentials. This work extends some
known results that we review. The edge currents are carried by states with
energy localized between any two Landau levels. These one-edge geometries
describe the electron confined to certain unbounded regions in the plane ob-
tained by deforming half-plane regions. We prove that the currents are stable
under various potential perturbations, provided the perturbations are suit-
ably small relative to the magnetic field strength, including perturbations by
random potentials. For these cases of one-edge geometries, the existence of,
and the estimates on, the edge currents imply that the corresponding Hamil-
tonian has intervals of absolutely continuous spectrum. In the second paper
of this series, we consider the edge currents associated with two-edge geome-
tries describing bounded, cylinder-like regions, and unbounded, strip-like,
regions.
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1 Introduction and Main Results
The integer quantum Hall effect (IQHE) refers to the quantization of the Hall
conductivity in integer multiples of 2pie2/h. The IQHE is observed in planar
quantum devices at zero temperature and can be described by a Fermi gas
of noninteracting electrons. This simplification reduces the study of the dy-
namics to the one-electron approximation. Typically, experimental devices
consist of finitely-extended, planar samples subject to a constant perpendic-
ular magnetic field B. An applied electric field in the x-direction induces a
current in the y-direction, the Hall current, and the Hall conductivity σxy
is observed to be quantized. Furthermore, the Hall conductivity is a func-
tion of the electron Fermi energy, or, equivalently, the electron filling factor,
and plateaus of the Hall conductivity are observed as the filling factor is in-
creased. It is now accepted that the occurrence of the plateaus is due to the
existence of localized states near the Landau levels that are created by the
random distribution of impurities in the sample, cf. [2].
Another new phenomenon that arises in the study of these devices ex-
hibiting the IQHE is the occurrence of edge currents associated with the
boundaries of quantum devices. These edge currents are the subject of this
work. In order to explain their origin, we recall the theory of an electron in
R2 subject to a constant, transverse magnetic field. The Landau Hamilto-
nian HL(B) describes a charged particle constrained to R
2, and moving in a
constant, transverse magnetic field with strength B ≥ 0. Let px = −i∂x and
py = −i∂y be the two momentum operators. The operator HL(B) is defined
on the dense domain C∞0 (R
2) ⊂ L2(R2) by
HL(B) = (−i∇−A)2 = p2x + (py − Bx)2, (1.1)
in the Landau gauge for which the vector potential is A(x, y) = B(0, x). The
map (1.1) extends to a self-adjoint operator with point spectrum given by
{En(B) = (2n + 1)B | n = 0, 1, 2, . . .}, called the Landau levels, and each
eigenvalue is infinitely degenerate. The perturbation of HL(B) by random
Anderson-type potentials Vω in the weak disorder regime for which ‖Vω‖ <
C0B has been extensively studied, cf. [7, 12, 22, 37]. It is proved that outside
a small interval of size B/ logB about the Landau levels, there are intervals
of pure point spectrum with exponentially decaying eigenfunctions. The
nature of the spectrum at the Landau levels is unclear. It is now known that
there is nontrivial transport near the Landau levels for models on L2(R2)
[23]. For a point interaction model on the lattice Z2, studied in [13], the
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authors considered the first N Landau levels and proved that there exists an
BN > 0 so that if B > BN , then the spectrum of Hω below the N
th Landau
level is pure point almost surely and that each Landau level below the N th
is infinitely degenerate.
The quantum devices studied with regard to the IQHE may be infinitely
extended or finite, but are distinguished by the fact that there is at least
one edge, that can be considered infinitely extended, like in the case of the
half-plane, or periodic, as in case of an annulus or cylinder. In all cases,
the unperturbed Hamiltonian is a nonnegative, self-adjoint operator on the
Hilbert space L2(R2) and having the form
H0 = HL(B) + V0, (1.2)
where V0 denotes the confining potential forming the edge (we also consider
Dirichlet boundary conditions). The existence of an edge profoundly changes
the transport and spectral properties of the quantum system. We consider
states ψ ∈ L2(R2) with energy concentration between two successive Landau
levels En(B) and En+1(B). We say that such a state ψ carries an edge current
if the expectation of the y-component of the velocity operator Vy ≡ (py−Bx)
in the state ψ is nonvanishing. In these two papers, we prove the existence of
edge currents carried by these states and provide an explicit lower bound on
the strength of the current. This lower bound shows that the edge current
persists for all time in that the expectation of the Heisenberg time-dependent
current operator Vy(t) ≡ eitHVye−itH in the state ψ satisfies the same lower
bound for all time. We will also prove that the states that carry edge-currents
are well-localized in a neighborhood of the boundary of the region.
Our main results, presented in this paper and its sequel, concern the
following geometries and confining potentials.
1. One-Edge Geometries: We study the half-plane case for which the elec-
tron is constrained to the right half-plane x > 0 by a confining potential
V0 that has either of the two forms:
(a) Hard Confining Potentials, such as the Sharp Confining Potential:
V0(x) = V0χ{x<0}(x), where V0 > 0 is a constant, or Dirichlet
boundary conditions along the edge x = 0.
(b) Soft Confining Potentials, such as the Parabolic Confining Poten-
tial: V0(x) = V0x2χ{x<0}(x), and other rapidly increasing confin-
ing potentials.
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2. Two-Edge Geometries: We study models for which the electron is con-
fined to the strip BL = [−L/2, L/2] × R by hard or soft confining
potentials, such as
(a) Sharp Confining Potential: V0(x) = V0χ{|x|>L/2}(x).
(b) Polynomial Confining Potential: V0(x) = V0(|x|−L/2)pχ{|x|>L/2}(x),
for p > 1.
3. Bounded, Two-Edge Geometries: We study models that are topologi-
cally a cylinder R×S1 with confining potentials along the x-direction.
The present paper deals with the first topic of one-edge geometries, and
the sequel [27] deals with the second and third topics concerning two-edge
geometries.
In addition to these results for straight edge geometries, we show that the
results are stable under certain perturbations of the straight edge boundaries.
Concerning the hard confining potentials, we note that the lower bounds for
the Sharp Confining Potential are uniform with respect to the strength of
the confining potential V0. This means that we can take the limit as the size
of the confining potential becomes infinite. As a result, our results extend to
the case of Dirichlet boundary conditions along the edges. The various soft
confining potentials are discussed in section 6.
Our strategy in the one-edge case is to analyze the unperturbed operator
via the partial Fourier transform in the y-variable. We write fˆ(x, k) for
this partial Fourier transform. This decomposition reduces the problem to a
study of the fibered operators of the form
h0(k) = p
2
x + (k − Bx)2 + V0(x), (1.3)
acting on L2(R). Since the effective, nonnegative, potential V (x; k) = (k −
Bx)2 + V0(x) is unbounded as |x| → ∞, the resolvent of h0(k) is compact
and the spectrum is discrete. We denote the eigenvalues of h0(k) by ωj(k),
with corresponding normalized eigenfunctions ϕj(x; k), so that
h0(k)ϕj(x; k) = ωj(k)ϕj(x; k), ‖ϕj(·; k)‖ = 1. (1.4)
The properties of the eigenvalue maps k ∈ R → ωj(k) play an impor-
tant role in the proofs. These maps are called the dispersion curves for the
unperturbed Hamiltonian (1.2). The importance of the properties of the dis-
persion curves comes from an application of the Feynman-Hellmann formula.
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To illustrate this, let us consider the one-edge geometry of a half-plane with
a sharp confining potential that is treated in this paper. It is clear from the
form of the effective potential V (x; k) that the dispersion curves are mono-
tone decreasing functions of k, and that limk→+∞ ωn(k) = En(B), and that
limk→−∞ ωn(k) = En(B)+V0. For simplicity, we consider in this introduction
a closed interval ∆0 ⊂ (B, 3B) and a normalized wave function ψ satisfying
ψ = E0(∆0)ψ. Such a function admits a decomposition of the form
ψ(x, y) =
1√
2pi
∫
ω−1
0
(∆0)
eikyβ0(k)ϕ0(x; k) dk, (1.5)
where the coefficient β0(k) is defined by
β0(k) ≡ 〈ψˆ(·, k), ϕ0(·; k)〉, (1.6)
with ψˆ denoting the partial Fourier transform given by
ψˆ(x, k) ≡ 1√
2pi
∫
R
e−ikyψ(x, y) dy. (1.7)
The matrix element of the current operator Vy in such a state is
〈ψ, Vyψ〉 =
∫
R
dx
∫
ω−1
0
(∆0)
dk|β0(k)|2(k − Bx)|ϕ0(x; k)|2. (1.8)
From (1.4) and the Feynman-Hellmann Theorem, we find that
ω′0(k) = 2
∫
ω−1
0
(∆0)
dx (k −Bx) |ϕ0(x; k)|2, (1.9)
so that we get
〈ψ, Vyψ〉 = 1
2
∫
ω−1
0
(∆)
|β0(k)|2 ω′0(k) dk. (1.10)
It follows from (1.10) that in order to obtain a lower bound on the expectation
of the current operator in the state ψ we need to bound the derivative ω′0(k)
from below for k ∈ ω−10 (∆0). The next step of the proof involves relating the
derivative ω′0(k) to the trace of the eigenfunction ϕ0(x; k) on the boundary
x = 0. For this, we use the formal commutator expression
Vˆy(k) ≡ (k − Bx) = −i
2B
[px, h0(k)] +
1
2B
V ′0(x). (1.11)
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Inserting this into the identity (1.9), we find
ω′0(k) = 2〈ϕ0(·; k), (k −Bx)ϕ0(·; k)〉
=
−i
2B
〈ϕ0(·; k), [px, h0(k)]ϕ0(·; k)〉+ −V0
B
ϕ0(0; k)
2
=
−V0
B
ϕ0(0; k)
2, (1.12)
since the commutator term vanishes by the Virial Theorem. Consequently,
we are left with the task of estimating the trace of the eigenfunction along the
boundary. Much of our technical work is devoted to obtaining lower bounds
on quantities of the form V0ϕn(0; k)2, for n = 0, 1, 2, . . .. The situation for
the two-edge geometries is more complicated since there is an edge current
associated with each edge. This analysis of two-edge geometries is the subject
of [27].
Let H = HL(B) + V0 + V1 be a perturbation of the one-edge Hamil-
tonian with spectral family E(·). We consider an energy interval ∆n ⊂
(En(B), En+1(B)), and |∆n| small. Roughly speaking, the main result of
this paper is a uniform lower bound on the expectation of edge currents in
all states with energy localized in the interval ∆n. We prove that for each
n ∈ N, there exists a finite constant Cn > 0 (given precisely below), so
that if ψ ∈ E(∆n)L2(R2), and the perturbation V1 is such that ‖V1‖∞/B is
sufficiently small, then
|〈ψ, Vyψ〉| ≥ CnB1/2‖ψ‖2. (1.13)
We note that the order B1/2 in (1.13) is optimal as for the unperturbed
model, we prove that
CnB
1/2‖ψ‖2 ≤ |〈ψ, Vyψ〉| ≤ (1/Cn)B1/2‖ψ‖2. (1.14)
We make two remarks about this result, one concerning the time-dependent
theory, and the second concerning the IQHE. First, we remark that the time-
independent estimate (1.13) implies that the current persists with at least
the same strength for all times provided that the bulk Hamiltonian Hbulk =
HL(B) + V1 has a gap in its spectrum between the Landau levels. That
is, the estimate (1.13) remains the same if we replace ψ with ψt = e
−iHtψ,
or, equivalently, if we replace the current operator Vy with the Heisenberg
current operator Vy(t) = e
−iHtVyeiHt. The edge current also remains localized
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in a neighborhood of size O(B−1/2) near the boundary for all time. Secondly,
it has recently been proved that the conductivity corresponding to the edge
current, called the edge conductivity σe, is quantized, and, in fact, equal to the
bulk conductivity, σb. The edge currents studied in this paper correspond to
the edge conductivity and we refer to the papers [5, 6, 14, 15, 29, 30, 28, 36].
For the importance of edge currents in the IQHE, we refer to the papers
[24, 25, 28].
1.1 Related Papers
There are several papers on the subject of edge currents for unbounded, one-
edge geometries. Macris, Martin, and Pule´ [33] studied the half-plane case of
one straight edge with soft confining potentials. We extend this work proving
the existence of edge currents for a large family of soft confining potentials
in section 6. Furthermore, we show that we can interpolate between soft
and hard confining potentials. DeBie`vre and Pule´ [11] considered the case
of a hard confining potential, that is, Dirichlet boundary conditions (DBC).
We treat this case in sections 3 and 5 and show that show that one can
interpolate between soft and hard confining potentials. The case of DBC
was also treated by Fro¨hlich, Graf, and Walcher [21] who studied non-straight
edges. We consider non-straight edges in section 4. As explained in section
5, these papers [11, 21, 33] linked the spectral properties of the one-edge
Hamiltonians to the existence of edge currents through the use of the Mourre
commutator method. We discuss this thoroughly in section 5. The main
interest in spectral properties is due to the fact that these authors prove
that under weak perturbations (relative to B) there is absolutely continuous
spectrum in the intervals ∆n. It was pointed out by Exner, Joye, and Kovarˇ´ık
[17] that absolutely continuous spectrum and edge currents can appear when
the edge is simply an infinite array of point interactions. These authors
studied the Hamiltonian (1.2) for which V0(x) =
∑
j∈Z αδ(x− j), and proved
that there are bands of absolutely continuous spectra between the Landau
levels and that the Landau levels remain infinitely degenerate. More recently,
Buchendorfer and Graf [3] developed a scattering theory for edge states in
one-edge geometries. These authors show that edge states acquire a phase
due to a bend in the boundary relative to a state propagating along a straight
boundary. This work has some similarities with the material in section 4.
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1.2 Contents
The content of this paper is as follows. Section 2 is devoted the proofs of
the edge current estimates for the case of a Sharp Confining Potential and a
straight edge. In section 3, we extend these results to the case of Dirichlet
boundary conditions along the straight edge. Section 4 is devoted to consid-
ering more general boundaries. We introduce the notion of asymptotic edge
currents and use scattering theory to prove the stability of these currents.
Spectral properties of the Hamiltonians associated with one-edge geometries
are studied in section 5 using the Mourre commutator method. In section
6, we extend the results to soft confining potentials. The paper concludes
with three appendices. The first appendix in section 7 presents results on the
dispersion curves needed in the proofs. The second appendix in section 8,
of independent interest, provides explicit pointwise upper and lower bounds
on solutions to a certain form of second-order ODEs. In appendix 3, sec-
tion 9, we apply these results to obtain eigenfunction bounds for our specific
operators.
1.3 Acknowledgments
We thank J.-M. Combes for many discussions on edge currents and their role
in the IQHE. We also thank F. Germinet, G.-M. Graf, E. Mourre, and H.
Schulz-Baldes for fruitful discussions. Some of this work was done when ES
was visiting the Mathematics Department at the University of Kentucky and
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2 The Straight Edge and a Sharp Confining
Potential
In this section, we prove an explicit lower-bound on the edge current formed
by a sharp confining potential V0(x) = V0χ{x<0}(x) along the straight edge
x = 0. The nonperturbed, one-edge geometry HamiltonianH0 = HL(B)+V0,
is a nonnegative, self-adjoint operator on D(HL(B)). We write E0(·) for the
spectral family of H0. If a classical electron has energy below V0, then the
corresponding classical Hamiltonian describes the dynamics of the particle
in the half-plane x > 0, the classically allowed region. The complementary
region is the classically forbidden region for an electron with energy less
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than V0. The edge x = 0 reflects the cyclotron orbits of these electrons
and causes a net drift of the electron along the edge. This is the origin of
the edge current. We will later treat a general family of perturbations V1,
and prove the persistence of edge currents, provided ‖V1‖∞ is small enough
relative to B (and without assuming that V1 is differentiable as required by
some commutator methods). As discussed in section 5, similar results for
more restrictive potentials V1 can be derived from commutator estimates, as
obtained by DeBie`vre and Pule´ [11], and by Fro¨hlich, Graf, and Walcher [21].
2.1 The Main Results for the Unperturbed Case
Our main result is an explicit lower-bound on the size of the edge current for
half-plane in certain states for the unperturbed Hamiltonian H0. In order
to formulate the main theorem, we need to describe these states. Because
the edge is straight, we can use the Fourier transform with respect to the
y-variable to reduce the problem to a one-dimensional one. The unperturbed
operator H0 admits a partial Fourier decomposition with respect to the y-
variable, and the Hilbert space L2(R2) can be expressed as a constant fiber
direct integral over R with fibers L2(R). For H0, we write
H0 =
∫ ⊕
R
h0(k) dk, (2.1)
where
h0(k) = p
2
x + (k − Bx)2 + V0(x), on L2(R). (2.2)
As in section 1, we write ϕj(x; k) and ωj(k) for the normalized eigenfunctions
and the corresponding eigenvalues. The eigenvalues are nondegenerate (cf.
section 7) and, consequently, we choose the eigenfunctions ϕj to be real.
These eigenfunctions form an orthonormal basis of L2(R), for any k ∈ R.
Because the map k → h0(k) is operator analytic, the simple eigenvalues
ωj(k) are analytic functions of k. We are interested in states that are energy
localized in intervals ∆n lying between two consecutive Landau levels, that
is ∆n ⊂ (En(B), En+1(B)). Consider a state ψ having the property that
ψ = E0(∆n)ψ. For such a state ψ, we can take the Fourier transform of ψ
with respect to y and, using an eigenfunction expansion, write
ψ(x, y) =
1√
2pi
n∑
j=0
∫
R
eiky χω−1j (∆n)(k)βj(k)ϕj(x; k) dk, (2.3)
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where the coefficients βj(k) are defined by
βj(k) ≡ 〈ψˆ(·, k), ϕj(·; k)〉, (2.4)
where the partial Fourier transform is defined in (1.7). The normalization is
such
‖ψ‖2L2(R2) =
n∑
j=0
∫
ω−1j (∆n)
|βj(k)|2 dk. (2.5)
Throughout the paper, we will take the interval ∆n ⊂ (En(B), En+1(B)) to
be given by
∆n = [(2n+ a)B, (2n+ c)B], for 1 < a < c < 3. (2.6)
We can now state the main theorem for the unperturbed, single straight edge
Hamiltonian H0 with a sharp confining potential.
Theorem 2.1 For n ≥ 0, let ∆n be as in (2.6), and suppose that V0 >
(2n+3)B. Let E0(∆n) be the spectral projection for H0 and the interval ∆n.
Let ψ ∈ L2(R2) be a state satisfying ψ = E0(∆n)ψ with an expansion as in
(2.3)–(2.5). Then, for c−a > 0 sufficiently small, if n ≥ 1, so that condition
(2.15) is satisfied, we have,
− 〈ψ, Vyψ〉 ≥ 1
24(n+ 1)2[H(n)]2
( pi
B7
)1/2 n∑
j=0
∫
ω−1j (∆n)
|βj(k)|2
×
(
1− ωj(k)V0
)
(ωj(k)−En(B))2(En+1(B))− ωj(k))2 dk,
(2.7)
where the constant H(n) is defined in (2.44).
Let us note a simplification of the above expression under reasonable condi-
tions. For k ∈ ω−1j (∆n), j = 0, . . . , n, we have
En(B) < (2n + a)B ≤ ωj(k) ≤ (2n+ 3)B < En+1(B), (2.8)
we have
(ωj(k)− En(B))2 = B2(a− 1)2, (En+1(B)− ωj(k))2 = B2(3− c)2. (2.9)
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Corollary 2.1 Let us suppose that V0 > (2n + 3)B, for n ≥ 0, is such that
for k ∈ ω−1j (∆n), we have (
1− ωj(k)V0
)
>
1
2
. (2.10)
Then, under this condition, the hypotheses of Theorem 2.1, and recalling
(2.9), the edge current satisfies the bound
− 〈ψ, Vyψ〉 ≥ pi
1/2(a− 1)2(3− c)2
25(n+ 1)2[H(n)]2 B
1/2‖ψ‖2. (2.11)
Note that for n = 0, the constant H(0) = 1.
This result shows that any state with energy between En(B) and En+1(B)
carries an edge current. However, as the energy approaches a Landau level,
the state may delocalize away from the edge.
2.2 Proof of Theorem 2.1.
In order to prove Theorem 2.1, we note that from the representation (2.3),
the matrix element of the edge current can be written as
〈ψ, Vyψ〉
=
n∑
j,l=0
∫
R
χω−1l (∆n)
(k) χω−1j (∆n)
(k)βl(k)βj(k)〈ϕl(·; k), (k −Bx)ϕj(·; k)〉 dk
= Mn(ψ) + En(ψ), (2.12)
where the main term Mn(ψ) is given by
Mn(ψ) ≡
n∑
j=0
∫
R
χω−1j (∆n)
(k)|βj(k)|2〈ϕj(·; k), (k −Bx)ϕj(·; k)〉 dk. (2.13)
The term En(ψ) is the error term involving the cross-terms between different
Landau levels. It is given by
En(ψ) ≡
n∑
j 6=l;j,l=0
∫
R
χω−1l (∆n)
(k) χω−1j (∆n)
(k)βl(k)βj(k)〈ϕl(·; k), (k−Bx)ϕj(·; k)〉 dk.
(2.14)
Concerning this term, we have the following result.
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Lemma 2.1 Suppose ∆n ⊂ (En(B), En+1(B)) has the form given in (2.6).
Under the conditions described above, if c − a is sufficiently small so that
condition (2.15) is satisfied, then the error term (2.14) for the unperturbed
problem with any 0 ≤ V0 <∞ is zero: En(ψ) = 0.
Proof. The vanishing of En(ψ) follows from the fact that σjl ≡ ω−1l (∆n) ∩
ω−1j (∆n) = ∅, for j 6= l and for |∆n| sufficiently small. Each dispersion
curve ωj(k) is strictly monotone decreasing as follows from the representation
(1.12), together with the formula in Proposition 2.1 and the bound in Lemma
2.3. Furthermore, the dispersion curves never intersect. For suppose that
there exists a k0 so that ωj(k0) = ωl(k0), for some j 6= l. This means that
h0(k0) has a doubly-degenerate eigenvalue, a contradiction to the simplicity
of the spectrum of h0(k) (cf. Proposition 7.2). Let us suppose that ωj(k) <
ωl(k), and let k
c
l be the unique point satisfying ωl(k) = (2n + c)B. Now, it
is easy to check that the condition that guarantees that σjl = ∅ is that
((2n+ c)B − ωj(kcl )) > (c− a)B. (2.15)
Since the right side of (2.15) can be made small be taking a close to c, whereas
the left side is independent of a, this proves the result. ✷
We note that even when the sets σjl are nonempty, the eigenfunctions of
the reduced Hamiltonians h0(k) are spatially localized so that the error term
En(ψ) is exponentially small.
We therefore have to estimate the main term in (2.12). It is clear that we
need to control the matrix element of Vˆy = (k − Bx) in the states ϕj(x; k).
The following formal commutator expression plays an important role in the
calculation of the current in these eigenstates:
Vˆy = (k −Bx) ≡ −i
2B
[px, h0(k)] +
1
2B
V ′0 , (2.16)
where V ′0 is interpreted in the distributional sense. As a first step, we note
the following basic result that follows from analyticity, the Virial Theorem,
the existence of ϕj(0; k) as proved in Proposition 7.1, and the expression
(2.16).
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Proposition 2.1 Let ϕj(x; k) be an eigenfunction of h0(k), with eigenvalue
ωj(k). We have
〈ϕj(·; k), Vˆyϕj(·; k)〉 = − V0
2B
ϕj(0; k)
2. (2.17)
Recall that the matrix element in (2.17) is equal to (1/2)ω′j(k). So the
problem is to estimate the slope ω′j(k) of the dispersion curves from below
for k ∈ ω−1j (∆n), for j = 1, . . . , n. In light of this estimate, the main term of
the edge current in (2.12) can be written as
Mn(ψ) ≡ − 1
2B
n∑
j=0
∫
ω−1j (∆n)
|βj(k)|2 (V0ϕj(0; k)2) dk. (2.18)
Our next step is to obtain a lower bound on the trace of the eigenfunction
on the edge, so as to be able to estimate V0ϕj(0; k)2 from below. This will
require several steps.
STEP 1: Eigenfunction Estimate
For the normalized real eigenfunction ϕj(x; k), we define, for any δ ≥ 0,
ηj(δ) ≡ ϕj(−δ; k)2. (2.19)
We now obtain exponential decay results on ηj(δ) as δ → ∞. An ODE
method allows one to obtain a precise form of the prefactor.
Theorem 2.2 Let ϕj(x; k) be the normalized real eigenfunction of h0(k),
defined above, with corresponding eigenvalue ωj(k). Then, for any δ > 0,
and for all k ∈ R so that 0 ≤ ωj(k) < V0, we have
ηj(δ) ≤ ηj(0)e−
√
2(V0−ωj(k))δ. (2.20)
Proof.
1. The idea of the proof is to obtain a good lower bound on η′′j(δ) and to
integrate the result. We refer the reader to appendix 1, Proposition 7.1, on
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the differentiability of ϕj(x; k). The first derivative of ηj(δ) with respect to
δ is easily computed:
η′j(δ) = −2∂xϕ(−δ; k) ϕ(−δ; k)
= −2
[∫ −δ
−∞
(∂2t ϕ)(t; k) ϕ(t; k)dt
+
∫ −δ
−∞
(∂tϕ)(t; k)
2dt
]
. (2.21)
We use the eigenvalue equation h0(k)ϕj = ωj(k)ϕj to re-express ∂
2
t ϕj for
t < 0 as
∂2t ϕj(t; k) = (k − Bt)2ϕj(t; k) + (V0 − ωj(k))ϕj(t; k). (2.22)
Substituting this into (2.21), we obtain,
− 1
2
η′j(δ) = (V0 − ωj(k))
∫ −δ
−∞
ϕj(t; k)
2dt
+
∫ −δ
−∞
(∂tϕj)(t; k)
2dt+
∫ −δ
−∞
(k − Bt)2ϕj(t; k)2 dt.(2.23)
2. We now take the derivative with respect to δ of the terms in (2.23). This
gives
1
2
η′′j (δ) = (V0 − ωj(k))η(δ)
+(∂xϕj)(−δ; k)2 + (k +Bδ)2ϕj(−δ; k)2. (2.24)
Since the last two terms on the right of (2.24) are nonnegative, we have
proved the lower bound
η′′j (δ) ≥ 2(V0 − ωj(k))ηj(δ). (2.25)
As η′j obviously converges to zero at infinity, it follows from (2.25) that
η′j(δ) ≤ 0 for any δ ∈ R+. So multiplying (2.25) by η′j(δ) and integrating
along [t,+∞) for any t ≥ 0 also gives :
η′j
2
(t) ≥ 2(V0 − ωj(k))η2j (t).
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By integrating along [0, δ], for any δ ≥ 0, one finally obtains
ηj(δ) ≤ ηj(0)e−
√
2(V0−ωj(k))δ, (2.26)
proving the result. ✷
STEP 2: Harmonic Oscillator Eigenfunction Comparison
It is useful to compare the eigenfunctions of h0(k) to those of the harmonic
oscillator Hamiltonian with no confining potential. The harmonic oscillator
Hamiltonian hB(k) on L
2(R) is defined as
hB(k) ≡ p2x + (k −Bx)2. (2.27)
The eigenvalues of this operator are precisely the Landau energies Em(B) and
are nondegenerate and independent of k. We will denote the real normalized
eigenfunctions by ψm(x; k). These are given by
ψm(x; k) =
1√
2mm!
(
B
pi
)1/4
e−
B
2
(x−k/B)2Hm(x
√
B − (k/
√
B)), (2.28)
where Hm(u) is the normalized Hermite polynomial with H0(u) = 1. We
expand the eigenfunctions ϕj(x; k) in terms of these eigenfunctions
ϕj(x; k) =
∞∑
m=0
α(j)m (k)ψm(x; k), (2.29)
where the coefficients are given by
α(j)m (k) = 〈ϕj(·; k), ψm(·; k)〉, (2.30)
and satisfy
‖ϕj(·; k)‖2 =
∞∑
m=0
|α(j)m (k)|2 = 1. (2.31)
We occasionally suppress the variable k in the notation and write α
(j)
m for
these coefficients.
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Lemma 2.2 Let Pn(k) be the projection on the eigenspace spanned by the
first n eigenfunctions ψm of the harmonic oscillator Hamiltonian hB(k) (2.27).
Let α
(j)
m be the expansion coefficients defined in (2.30). For all k ∈ ω−1j (∆n),
with ∆n as in (2.6), and for all 0 ≤ j ≤ n, we have
n∑
m=0
|α(j)m (k)|2 ≥
1
2B(n+ 1)
(En+1(B)− ωj(k)) > 0, (2.32)
and
|〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉| ≥ 1
2B(n+ 1)
(ωj(k)−En(B))(En+1(B)−ωj(k)) > 0.
(2.33)
Proof.
1. We compute the matrix element 〈ϕj, V0ϕj〉 using the expansion (2.29),
〈ϕj, V0ϕj〉 = 〈ϕj, (h0(k)− hB(k))ϕj〉
=
∑
m≥0
(ωj(k)− Em(B))|α(j)m (k)|2, (2.34)
using the normalization (2.31). Rearranging the terms in (2.34), we find∑
m≤n
(ωj(k)−Em(B))|α(j)m (k)|2 = 〈ϕj, V0ϕj〉
+
∑
m≥n+1
(Em(B)− ωj(k))|α(j)m (k)|2
≥ (En+1(B)− ωj(k))
(
1−
∑
m≤n
|α(j)m (k)|2
)
.
(2.35)
We now assume that k ∈ ω−1j (∆n) and j ≤ n. In this case, the coefficient
En+1(B)− ωj(k) > 0. Moving the second term on the right of (2.35) to the
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left, we obtain
(En+1(B)− ωj(k)) ≤
∑
m≤n
(ωj(k)− Em(B) + En+1(B)− ωj(k))|α(j)m (k)|2
=
∑
m≤n
(En+1(B)− Em(B))|α(j)m (k)|2
≤ 2(n+ 1)B
(∑
m≤n
|α(j)m (k)|2
)
. (2.36)
The result (2.32) follows from (2.36).
2. The calculation of 〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉, for k ∈ ω−1j (∆n), is similar.
We write
〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉 = 〈ϕj(·; k), (h0(k)− hB(k))Pn(k)ϕj(·; k)〉
=
∑
m≤n
(ωj(k)−Em(B))|α(j)m (k)|2
≥ (ωj(k)− En(B))
∑
m≤n
|α(j)m (k)|2
≥ 1
2B(n+ 1)
(ωj(k)− En(B))(En+1(B)− ωj(k)),
(2.37)
where we used (2.32). ✷
STEP 3: Lower Bound on the Trace
We now use the eigenfunction estimate of Step 1 and the lower bound
of Step 2 in order to express the matrix element 〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉 in
terms of the trace of ϕj on the edge. We recall that Pn(k) is the projection
onto the eigenspace spanned by the first n eigenfunctions of the harmonic
oscillator Hamiltonian hB(k).
Lemma 2.3 Let ϕj(x; k) be an eigenfunction of h0(k), as above, for 0 ≤ j ≤
n. Then, for all k ∈ ω−1j (∆n), we have
V20ϕj(0; k)2
≥
( pi
B
)1/2 [V0 − ωj(k)]
8B2(n+ 1)2[H(n)]2 (ωj(k)−En(B))
2(En+1(B)− ωj(k))2,
(2.38)
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where H(n) is defined in (2.44).
Proof. We use the expansion of ϕj in the eigenfunctions ψm and obtain
〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉 = V0
∫ 0
−∞
ϕj(x; k)Pn(k)ϕj(x; k) dx
=
∑
m≤n
V0α(j)m (k)
∫ 0
−∞
ϕj(x; k)ψm(x; k) dx.
(2.39)
To estimate the integral, we use the exponential decay of the eigenfunctions
ϕj as given in Theorem 2.2. For x < 0, the main eigenfunction decay estimate
(2.20) gives
ϕj(x; k)
2 ≤ ϕj(0; k)2e−
√
2(V0−ωj(k))|x|. (2.40)
We recall that ψm(x; k) is given in (2.28), and define coefficients Cm(B) and
Hm by
Cm(B) ≡
(
B
pi
)1/4
(2mm!)−1/2, and Hm ≡ supHm(u)e−u2/2. (2.41)
In terms of these coefficients, the integral can be bounded above by∣∣∣∣
∫ 0
−∞
ϕj(·; k)ψm(x; k) dx
∣∣∣∣ ≤ Cm(B)|ϕj(0; k)|Hm
∫ ∞
0
e−
√
2−1(V0−ωj(k))x dx
≤ 2
1/2Cm(B)|ϕj(0; k)|Hm√
(V0 − ωj(k))
. (2.42)
From (2.39) and (2.42), we get
|〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉| ≤
(
B
pi
)1/4
21/2V0|ϕj(0; k)|√
(V0 − ωj(k))
(∑
m≤n
1√
2mm!
Hm|α(j)m (k)|
)
.
(2.43)
We define a constant H(n) by
H(n) ≡
(∑
m≤n
1
2mm!
H2m
)1/2
, where Hm ≡ sup
u∈R
Hm(u)e
−u2/2. (2.44)
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Applying the Cauchy-Schwarz inequality to the sum in (2.43), and recalling
the normalization (2.31), we find that
|〈ϕj(·; k), V0Pn(k)ϕj(·; k)〉| ≤
(
B
pi
)1/4
21/2V0|ϕj(0; k)|H(n)
[V0 − ωj(k)]1/2 . (2.45)
We square expression (2.45), and use the bound (2.33) in Lemma 2.4, to
obtain the result (2.38). ✷
The proof of Theorem 2.1 now follows directly from the expression for
the main term Mn(ψ) in (2.18) and the lower bound for the expression
V0ϕj(0; k)2 given in Lemma 2.3. Corollary 2.1 follows directly from the lower
bound on the main term.
2.3 Perturbation Theory for the Straight Edge
We now consider the perturbation of H0 by a bounded potential V1(x, y).
We prove that the lower bound on the edge current is stable with respect to
these perturbations provided ‖V1‖∞ is not too large compared with B. As
above, let ∆n ⊂ (En(B), En+1(B)) be a closed, bounded interval as in (2.6)
determined by the constants 1 < a < c < 3. We consider a larger interval
∆˜n, containing ∆n, with the same midpoint En = (2n + (a + c)/2)B ∈ ∆n,
and of the form
∆˜n = [(2n+ a˜)B, (2n+ c˜)B], for 1 < a˜ < a < c < c˜ < 3. (2.46)
In this perturbation argument, we calculate the velocity Vy in states ψ ∈
E(∆n)L
2(R2) that are close to states in E0(∆˜n)L
2(R2). This closeness is
measured by the constant κ > 0 that we now define. First, we choose the
constants a˜ and c˜ in (2.46) so that c˜− a˜ is small enough for Theorem 2.1 to
hold for states in E0(∆˜n)L
2(R2). Next, we choose a constant Bn > 0 large
enough and the constants a and c, with c − a small enough, so that for all
B > Bn, the constant κ defined by
κ2 ≡
(
1−
(
2
c˜− a˜
)2(
c− a
2
+
‖V1‖∞
B
)2)
, (2.47)
satisfies 0 < κ ≤ 1.
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Theorem 2.3 Let V1(x, y) be a bounded potential and let E(∆n) be the
spectral projection for H = H0 + V1 and the interval ∆n as in (2.6). Let
ψ ∈ L2(R2) be a state satisfying ψ = E(∆n)ψ. Let φ ≡ E0(∆˜n)ψ and ξ ≡
E0(∆˜
c
n)ψ, so that ψ = φ + ξ. Under the conditions given above on a, c, a˜, c˜,
and for B > Bn, the constant κ, defined in (2.47), satisfies 0 < κ ≤ 1 and
we have
‖φ‖ ≥ κ‖ψ‖. (2.48)
Furthermore, we have the lower bound
− 〈ψ, Vyψ〉 ≥ B1/2κ2 (Cn(3− c˜)2(a˜− 1)2 − F (n, ‖V1‖/B)) ‖ψ‖2, (2.49)
where the constants are defined by
Cn =
pi1/2
25(n+ 1)2[H(n)]2 , (2.50)
and
F (n, ‖V1‖∞/B) = (1− κ2)1/4
(
2n + c+
‖V1‖∞
B
)1/2 (
2 +
√
1− κ2
)
+Cn(1− κ2)(3− c˜)2(a˜− 1)2. (2.51)
If we suppose that ‖V1‖∞ < µ0B, then for a fixed level n, if c− a and µ0 are
sufficiently small (depending on a˜, c˜, and n), there is a constant Dn > 0 so
that for all B, we have
− 〈ψ, Vyψ〉 ≥ Dnκ2B1/2‖ψ‖2. (2.52)
Proof. With reference to the definitions (2.6) and (2.46), we write the
function ψ as
ψ = E0(∆˜n)ψ + E0(∆˜
c
n)ψ ≡ φ+ ξ. (2.53)
We then have
〈ψ, Vyψ〉 = 〈φ, Vyφ〉+ 2Re〈φ, Vyξ〉+ 〈ξ, Vyξ〉. (2.54)
The result follows from Theorem 2.1 provided we have a good bound on ‖ξ‖
and on ‖Vyξ‖. Let En = (2n + (a + c)/2)B ∈ ∆n be the midpoint of the
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intervals ∆n and ∆˜n. We first note that
‖ξ‖ ≤ ‖E0(∆˜cn)(H0 − En)−1(H − En)ψ‖+ ‖E0(∆˜cn)(H0 −En)−1V1ψ‖
≤ 1
d(En, ∆˜cn)
( |∆n|
2
+ ‖V1‖
)
‖ψ‖
≤
(
2
c˜− a˜
) (
(c− a)
2
+
‖V1‖
B
)
‖ψ‖. (2.55)
The bound (2.48) follows from (2.55) and the orthogonality of φ and ξ. Sim-
ilarly, we find that
‖Vyξ‖2 ≤ 〈ξ,H0ξ〉
≤ |〈ψ,Hξ〉|+ ‖V1‖ ‖ξ‖ ‖ψ‖
≤ ((2n+ c)B + ‖V1‖) ‖ξ‖ ‖ψ‖. (2.56)
Combining (2.55) and (2.56), we obtain
|〈ξ, Vyξ〉| ≤
(
2
c˜− a˜
)3/2
B1/2
(
(c− a)
2
+
‖V1‖
B
)3/2(
2n+ c+
‖V1‖
B
)1/2
‖ψ‖2,
(2.57)
and
|〈φ, Vyξ〉| ≤
(
2
c˜− a˜
)1/2
B1/2
(
(c− a)
2
+
‖V1‖
B
)1/2(
2n+ c +
‖V1‖
B
)1/2
‖ψ‖2.
(2.58)
The lower bound on the main term in (2.54) follows from (2.11) of Corollary
2.1, and (2.46),
− 〈φ, Vyφ〉 ≥
(
pi1/2(a˜− 1)2(c˜− 3)2
25(n+ 1)2[H(n)]2
)
B1/2
(
n∑
j=0
∫
ω−1j (∆˜n)
|βj(k)|2 dk
)
=
(
pi1/2(a˜− 1)2(c˜− 3)2
25(n+ 1)2[H(n)]2
)
B1/2(‖ψ‖2 − ‖ξ‖2). (2.59)
Combining this lower bound (2.59), with the estimate on ‖ξ‖ in (2.55), and
the bounds (2.56)–(2.58), we find (2.49) with the constants (2.50) and (2.51).
This completes the proof. ✷
We remark that if the state ψ ∈ E(∆n)L2(R2) has the property that the
corresponding φ = 0, then the right side of (2.59) is zero. It follows from
(2.48), however, that if the interval ∆n is small enough, and if the magnetic
field is large enough, then this cannot happen.
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2.4 Localization of the Edge Current
It follows from the calculations done above that the edge current carried
by states ψ of the unperturbed Hamiltonian H0 satisfying ψ = E0(∆n)ψ
are localized within a region of size O(B−1/2) near the edge x = 0. This
corresponds to the classical cyclotron radius. This is made precise in the
following theorem.
Theorem 2.4 Let ψ be a normalized edge-current carrying state, i.e. ψ =
E0(∆n)ψ, with ‖ψ‖ = 1. We assume that the interval ∆n as in (2.6) satisfies
|∆n|/B small, and that V0 > (2n + 3)B, as in Theorem 2.3. Then, for
any level n, any real number α > −1/2, and for any β > 0, there exist
constants Bn,α,β > 0, Cn,α,β > 0, and Kn,α,β > 0, independent of B, so that
for B > Bn,α,β, we have∫
R
dy
∫ Bα
−B−β
dx |ψ(x, y)|2 ≥ (1− Cn,α,βe−Kn,α,βB2α+1), (2.60)
provided V0 ≥ (2n+ c)B +B2(2α+β+1).
Proof. Let Iα,β be the interval [−B−β , Bα]. To prove (2.60), we need to
show that ∫
R
dy
∫
R\Iα,β
dx |ψ(x, y)|2 ≤ Cn,α,βe−Kn,α,βB2α+1 . (2.61)
In light of the expansion (2.3)–(2.5), and the normalization ‖ψ‖ = 1, the
integral on the left of (2.61) has the form
∫
R
dy
∫
R\Iα,β
dx |ψ(x, y)|2 =
n∑
j=1
∫
ω−1j (∆n)
dk|βj(k)|2
∫
R\Iα,β
dx|ϕj(x; k)|2.
(2.62)
Hence, it suffices to prove that the following integrals∫ −B−β
−∞
ϕj(x; k)
2 dx, for k ∈ ω−1j (∆n), (2.63)
and ∫ +∞
Bα
ϕj(x; k)
2 dx, for k ∈ ω−1j (∆n), (2.64)
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are bounded above as in (2.61).
Step 1. We start by proving that given δ > 1/2, there is B˜n,δ > 0 such that:
∀B > B˜n,δ, ∀j = 0, 1, . . . , n, ω−1j (∆n) ⊂ (−∞, Bδ). (2.65)
To see this, we consider a C2(R) function J satisfying J(x) = 0 for x ≤ 0,
and J(x) = 1 for x ≥ 1/√B. Furthermore, we assume that ‖J ′‖∞ ≤ C1
√
B,
and ‖J ′′‖∞ ≤ C2B, for two finite constants C1, C2 > 0. Let ψn(x; k) be the
harmonic oscillator eigenfunction given in (2.28). The function Jψn(.; k),
k ∈ R, obviously belongs to the domain of h0(k). An easy computation gives
(h0(k)− (2n+ 1)B)J(x)ψn(x; k) = [h0(k), J ]ψn(x; k)
= −2iJ ′(x)ψ′n(x; k)− J ′′(x)ψn(x; k).
As the support of J ′ is contained in [0, 1/
√
B], we have the following estimate
‖(h0(k)− (2n+ 1)B)Jψn(.; k)‖
≤ 2C1
√
B‖χBψ′n(.; k)‖+ C2B‖χBψn(.; k)‖, (2.66)
where χB is the characteristic function of [0, 1/
√
B]. Now, any given k ≥ Bδ,
the explicit expression (2.28) of ψn(.; k) assures us there exist three constants
B′n,δ > 0, C
′
n,δ > 0 and K
′
n,δ > 0 such that
‖χBψn(.; k)‖+ ‖χBψ′n(.; k)‖ ≤ C ′n,δe−K
′
n,δB
2δ−1
,
for any B > B′n,δ. Inserting this estimate in (2.66), we immediately see that
|ωn(k) − (2n + 1)B|, can be made smaller than (a− 1)B by taking B suffi-
ciently large. This proves (2.65).
Step 2. Any given γ > −1/2, j = 0, 1, . . . , n and k ∈ ω−1j (∆n), we com-
pute now a pointwise Gaussian upper bound for ϕj(.; k) in [B
γ ,+∞). The
eigenfunction ϕj(.; k) being normalized, we necessarily have∫ Bγ/2
1/
√
B
ϕ2j(x; k)dx ≤ 1,
so there is some x+ ∈ (B−1/2, Bγ/2) such that
ϕj(x+; k) ≤
(
Bγ
2
− B−1/2
)−1/2
≤ 2B1/4. (2.67)
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Next, we pick δ in (1/2, γ+1) such that Bδ−1 < x+/2 holds for B sufficiently
large. Hence, taking account of (2.65), we can find some B′′n,γ > 0 such that,
x∗ =
k +
√
(2n+ 3)B
B
< x+,
for B > B′′n,γ. We consequently have
Wj(x; k) = (Bx− k)2 − ωj(k)
≥ (Bx− k)2 − (2n+ 3)B
≥ B2(x− x∗)((x+ x∗)− 2k/B)
≥ B2(x− x+)2 > 0,
and W ′j(x; k) = 2B
2(x − k/B) > 0, for any x > x+, so Proposition 8.3 in
Appendix 2 implies
ϕj(x; k) ≤ ϕj(x+; k)e−B/2(x−x+)2 , ∀x ≥ x+, (2.68)
since ϕj(.; k) is solution of the Schro¨dinger equation ϕ
′′
j (x; k) = Wj(x; k)ϕj(x; k)
in (0,+∞). This, together with (2.67) and the basic inequality x+ < Bγ im-
ply
∀x ≥ Bγ, ϕj(x; k) ≤ 2B1/4e−B/2(x−Bγ )2 , (2.69)
provided B > B′′n,γ.
Step 3. Now, for any α > 1/2, we set γ = (α + 1/2)/2 and insert (2.69) in
the integral (2.64): For B > B′′n,γ, we have∫ +∞
Bα
ϕj(x; k)
2dx ≤ Pn,α(B)e−B/2(Bα−Bγ)2 ,
where Pn,α(B) is a polynomial function of B. There are also three constants
Bn,α > 0, Cn,α > 0 and Kn,α ∈ (0, 1) and such that∫ +∞
Bα
ϕj(x; k)
2dx ≤ Cn,αe−Kn,αB2α+1 , (2.70)
provided B > Bn,α.
Step 4. Any given j = 0, 1, . . . , n and k ∈ ω−1j (∆n), we turn now to esti-
mating (2.63) for some fixed β > 0. First, the basic inequality∫ 0
−B−β/2
ϕj(x; k)
2dx ≤ 1,
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assures us there is x− ∈ (−B−β/2, 0) such that
ϕj(x−; k) ≤
√
2Bβ/2. (2.71)
Then, we choose V0 > (2n+ c)B so
Wj(x; k) = (Bx− k)2 + V0(x)− ωj(k) ≥ V0 − (2n+ c)B > 0,
for any k ∈ ω−1j (∆n) and x < 0. Hence, ϕj(.; k) being solution of the
Schro¨dinger equation ϕ′′j (x; k) = Wj(x; k)ϕj(x; k), Proposition 8.3 in Ap-
pendix 2 implies,
∀x ≤ x−, ϕj(x; k) ≤ ϕj(x−; k)e
√
V0−(2n+c)B(x−x−).
Since x− ≥ −B−β/2, the previous inequality together with (2.71) lead to
ϕj(x; k) ≤
√
2Bβ/2e
√
V0−(2n+c)B(x+B−β/2),
for all x ≤ −B−β, so we immediately get:∫ −B−β
−∞
ϕj(x; k)
2dx ≤ B
β√V0 − (2n+ c)B e−
√
V0−(2n+c)BB−β .
Hence, for any α > −1/2 and B ≥ 1, we have∫ −B−β
−∞
ϕj(x; k)
2dx ≤ e−B2α+1 , (2.72)
provided V0 > (2n+ c)B+B2(2α+β+1). Recalling now that the constant Kn,α
in (2.70) is smaller than 1, the result obviously follows from (2.70) and (2.72).
✷
We now extend this result to the perturbed case. We assume that the con-
ditions guaranteeing the existence of edge current-carrying states for the
perturbed Hamiltonian are satisfied. In particular, this means that the per-
turbation V1 satisfies a bound ‖V1‖∞ < ν0B, and that c˜−a˜ is small enough so
that ∆˜n lies in the spectral gap of the bulk Hamiltonian Hbulk = HL(B)+Vω
in the interval (En(B), En+1(B)). We refer the reader to [7, 22] for a dis-
cussion of the properties of Hbulk. Under these conditions, the edge current
for the perturbed Hamiltonian remains close to the wall for all time in a
strip of width B−α, for any α < 1/2, essentially the cyclotron radius. For
any 0 < L0 < ∞, we define a spatial truncation function 0 ≤ J0 ≤ 1 to be
J0(x) = 0, for x < L0 and J0(x) = 1 for x > L0 + 1.
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Theorem 2.5 Consider the perturbed operator H = H0 + V1 with ‖V1‖∞ <
ν0B, for some constant 0 < ν0 < ∞. Let ∆n ⊂ ∆˜n = [(2n + a˜)B, (2n +
c˜)B] lie in the spectral gap of the bulk Hamiltonian Hbulk = HL(B) + V1 in
(En(B), En+1(B)). Let ψ = E(∆n)ψ ∈ L2(R2) be an edge current carrying
state so that the results of Theorem 2.3 hold true. In particular, we assume
that ν0 and that c˜ − a˜ are small enough so that the lower bound (2.52) is
valid. Then, for any level n, and for any 0 < α < 1/2, there exist constants
0 < Cn, Kn < ∞, independent of B, so that for a strip of width L0 = B−α,
we have
‖J0ψ‖ ≤ Cne−KnB1/2−α . (2.73)
Proof. The method of proof is similar to that given in [8]. The resolvent
formula for Hbulk and H gives
R(z) = Rbulk(z)− Rbulk(z)V0R(z). (2.74)
Let 0 ≤ f ≤ 1 be a smooth, nonnegative function with f |∆n = 1 and
supp f ⊂ ∆˜n. Then, we can write ψ = f(H)ψ. We use the Helffer-Sjo¨strand
formula for the operator f(H), cf. [9] or [8]. Let f˜ be an almost analytic
extension of f into a small complex neighborhood of ∆˜n that vanishes of
order two as ℑz → 0. The Helffer-Sjo¨strand formula for f(H) is
f(H) =
−1
pi
∫
C
∂z f˜(z)(H − z)−1 dx dy. (2.75)
Note that since the support of f lies in the spectral gap of Hbulk, formula
(2.75) shows that f(Hbulk) = 0. Then, by the resolvent formula (2.74), and
the Helffer-Sjo¨strand formula (2.75), we can write
J0ψ = J0f(H)ψ
=
−1
pi
∫
C
∂zf˜(z)J0Rbulk(z)V0R(z) dx dy. (2.76)
The distance between the supports of the confining potential V0 and the
localization function J0 is 0 < L0 < ∞. An application of the Combes-
Thomas method to Landau Hamiltonians as presented, for example, in [7],
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results in the following bound for the operator J0Rbulk(z)V0 for z in the
resolvent set of Hbulk. There are constants 0 < C1, C2 <∞ so that
‖J0Rbulk(z)V0‖ ≤ C1
d(σ(Hbulk), z)
e−C2B
1/2L0 . (2.77)
The distance d(σ(Hbulk), z) is given by the minimum of the distance from the
larger interval ∆˜n to the band edges of the spectrum of Hbulk at En(B) +
‖V1‖∞ and En+1(B) − ‖V1‖∞. Consequently, if L0 = B−α, for α < 1/2, we
obtain the result. ✷
3 The Straight Edge and Dirichlet Boundary
Conditions
We note that the lower bounds on the edge currents in Theorems 2.1 and
2.3 are independent of the size of the confining potential barrier V0, provided
V0 >> En+1(B). This indicates that these lower bounds should remain valid
in the limit V0 →∞. This limit formally corresponds to Dirichlet boundary
conditions along the edge at x = 0. In this section, we use the results of
section 2.1 and 2.3 to prove lower bounds on the edge current with Dirich-
let boundary conditions (DBC) along x = 0. DeBie`vre and Pule´ [11] and
Fro¨hlich, Graf, and Walcher [21] both considered the Landau Hamiltonian
with Dirichlet boundary conditions along the edge x = 0 in their articles.
Both groups proved the existence of edge currents using the commutator
method described in section 5. We provide an alternate proof of this here.
DeBie`vre and Pule´ [11] avoid the minor technical difficulty encountered by
Fro¨hlich, Graf, and Walcher [21] due to the nonselfadjointness of px on a half
line by using y as a conjugate operator. We provide an alternate proof of the
existence of edge currents in the hard boundary case here.
We denote the Landau Hamiltonian HL(B) on the space L
2([0,∞)× R)
with Dirichlet boundary conditions along x = 0 byHD0 . This unperturbed op-
erator admits a direct integral decomposition with respect to the y-variable.
We denote by hD0 (k) the corresponding fibered operator with eigenvalues
ωDj (k) and eigenfunctions ϕ
D
j (x; k). These eigenfunctions provide an eigen-
function expansion of any state, as in (2.3), and we denote the coefficients
of this expansion by βDj (k). The eigenfunctions of h
D
0 (k) are given explicitly
by Whittaker functions. Many properties of the dispersion curves ωDj (k) are
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derived from the properties and estimates on Whittaker functions, cf. [11].
The perturbed operator is denoted by HD ≡ HD0 + V1, on the same Hilbert
space. We let ED0 (·) and ED(·) denote the corresponding spectral families.
As in section 2, the interval ∆n = [(2n+a)B, (2n+c)B], with 1 < a < c < 3.
Theorem 3.1 Consider the operators HD0 and HD = H
D
0 + V1, on H ≡
L2([0,∞) × R), with Dirichlet boundary conditions along x = 0. Any state
ψ ∈ ED(∆n)H carries an edge current satisfying the lower bounds (2.49),
with the same constants (2.50)–(2.51), provided (c − a) and ‖V1‖∞/B are
sufficiently small as stated there.
We prove this theorem through a perturbation argument comparing HD0
with H0 = HL(B) + V0 in the large V0 regime. We begin with an estimate
on the trace of the eigenfunctions ϕj(x; k) of h0(k) on the line x = 0.
Lemma 3.1 Let ϕj(x; k) be a normalized eigenfunction of h0(k) as in section
2. For any 0 ≤ j ≤ n, and for all k ∈ ω−1j (∆n), we have
0 ≤ ϕj(0; k) ≤
(
2B
V0
)1/2
[(2n+ 3)B]1/4. (3.1)
In general, for any eigenfunction ϕl(x; k), and for any k ∈ R, we have
0 ≤ ϕl(0; k) ≤
(
2B
V0
)1/2
ωl(k)
1/4 ≤
(
2B
V0
)1/2
[(2l + 3)B + V0]1/4. (3.2)
Proof. One can choose ϕj(x; k) ≥ 0, for x < 0, as discussed in Appendix 1,
Proposition 8.1. From Proposition 2.1, and the consequence of the Feynman-
Hellmann Theorem (1.9)–(1.10), we have
ϕj(0; k)
2 = −2BV0 〈ϕj(·; k), Vˆy(k)ϕj(·; k)〉
= −BV0ω
′
j(k) ≥ 0, (3.3)
as we recall that ω′j(k) ≤ 0. A simple calculation now gives
|ω′j(k)| = |〈ϕj(·; k), h′0(k)ϕj(·; k)〉|
= 2|〈ϕj(·; k), (k − Bx)ϕj(·; k)〉|
≤ 2|〈ϕj(·; k), (k − Bx)2ϕj(·; k)〉|1/2
≤ 2ωj(k)1/2 ≤ 2[(2n+ 3)B]1/2, (3.4)
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by positivity of the operator h0(k), and the fact that k ∈ ω−1j (∆n). Combin-
ing this with (3.3), we obtain the bound (3.1). The bound (3.2) follows from
(3.4) and the structure of the dispersion curves. ✷
We next show how Lemma 3.1 implies the convergence of the dispersion
curves ωj(k) to ω
D
j (k) as V0 → ∞. We use an estimate on the eigenvalues
ωDj (k) of the Dirichlet problem that follows from an estimate in Lemma 2.1
of De Bie`vre and Pule´ [11]. The explicit properties of the eigenfunctions
ϕj(x; k) allow one to prove that if j 6= l, then there is finite a constant
Cjl > 0 so that
|ωDj (k)− ωDl (k)| ≥ CjlB, ∀k ∈ R. (3.5)
Lemma 3.2 The dispersion curves ωj(k) are monotonic increasing functions
of V0. For V0 >> En+1(B), and for j = 0, . . . , n, and for k ∈ ω−1j (∆n), we
have
0 ≤ ωDj (k)− ωj(k) ≤
C0(n,B)
V1/20
. (3.6)
Proof. The Hamiltonians h0(k) are analytic operators in the parameter V0.
We use the Feynman-Hellmann Theorem to compute the variation of the
eigenvalues ωj(k) with respect to V0. This gives
∂ωj
∂V0 (k) =
∫
R−
ϕj(x; k)
2 dx ≥ 0, (3.7)
so that the dispersion curves are monotone increasing with respect to V0.
Furthermore, the rate of increase in (3.7) slows as V0 → ∞. This follows
from the pointwise upper bound on ϕj(x, k) restricted to x ≤ 0. In particular,
from (2.40) and the trace estimate (3.1), we have
0 ≤ ∂ωj
∂V0 (k) ≤ ϕj(0; k)
2
∫ 0
−∞
e−2
√
(V0−ωj(k))|x| dx
≤ (2n+ 3)
1/2√
(V0 − ωj(k))
(
B3/2
V0
)
. (3.8)
This shows that the dispersion curve ωDj (k) is an upper bound on the dis-
persion curves ωj(k). To prove the rate of convergence (3.6), we use the
eigenvalue equation
− ϕ′′j + (k − Bx)2ϕj = ωjϕj , (3.9)
29
and take the inner product with the Dirichlet eigenfunction ϕDl . After inte-
gration by parts, and an application of the eigenvalue equation for ϕDl , one
obtains,
(ωDl (k)− ωj(k))〈ϕDl (·; k), ϕj(·; k)〉 = (ϕDl )′(0; k)ϕj(0; k). (3.10)
The estimate in Lemma 3.1 implies that the left side of (3.10) vanishes as
V0 →∞, that is
|ωDl (k)− ωj(k)| |〈ϕDl (·; k), ϕj(·; k)〉| ≤ |(ϕDl )′(0; k)|
(
2B
V0
)1/2
[(2n+ 3)B]1/2.
(3.11)
We next show that |〈ϕDj (·; k), ϕj(·; k)〉| is uniformly bounded from below as
V0 → ∞, proving the convergence of the eigenvalues. To show this, let χ±
denote the characteristic functions onto the left and right half lines (−∞, 0]
and [0,∞), respectively. We first note that
‖ϕj(·; k)‖2 = 1 = ‖χ−ϕj(·; k)‖2 + ‖χ+ϕj(·; k)‖2, (3.12)
and the upper bound on the eigenfunction ϕj on the negative half-axis (2.40),
together with (3.1), imply that
‖χ−ϕj(·; k)‖ ≤ CjV−3/40 , (3.13)
so that
‖χ+ϕj(·; k)‖ ≥ 1−O(V−3/40 ), (3.14)
as V0 → ∞ and k ∈ ω−1j (∆n). Now, for l 6= j, it follows from (3.5) and the
monotonicity of the dispersion curves in V0 that
|ωDl (k)− ωj(k)| ≥ |ωDl (k)− ωDj (k)| ≥ CljB. (3.15)
So it follows from this (3.15) and from (3.11) that for l 6= j
〈ϕDl (·; k), ϕj(·; k)〉 → 0, as V0 →∞. (3.16)
If, in addition, the matrix element 〈ϕDj (·; k), ϕj(·; k)〉 also vanished as V0 →
∞, this would contradict (3.14) as the family {ϕDl (·; k)} is an orthonormal
basis. It follows that this matrix element must be bounded from below uni-
formly in V0 as V0 →∞. Consequently, the dispersion curves must converge
30
as V0 →∞ with the specified rate. ✷
The local convergence of the dispersion curves to those for the Dirichlet
problem is a key ingredient in proving the convergence of the projection
Pj(k), for the eigenvalue ωj(k) of h0(k), to the projector P
D
0 (k), for the
eigenvalue ωDj (k) of h
D
0 (k), when V0 tends to infinity (with B fixed). The
proof relies on the comparison of the resolvents R0(z; k) = (h0(k)− z)−1 and
RD0 (z; k) = (h
D
0 (k) − z)−1, as V0 → ∞, for z ∈ Γj(V0), a contour of radius
1/V3/80 about ωDj (k), for 0 ≤ j ≤ n and k ∈ Σn. The comparison of the
resolvents relies on a formula derived from Green’s theorem and various trace
estimates. This is rather standard; we refer, for example, to the discussion
in [26]. This is the content of the next lemma.
Lemma 3.3 Let Pj(k), respectively P
D
j (k), for j = 0, . . . , n, be the projec-
tion onto the one-dimensional subspace of h0(k), respectively h
D
0 (k), corre-
sponding to the eigenvalue ωj(k), respectively ω
D
j (k). Then, there exists a
finite constant C1(n,B) > 0, such that for all V0 sufficiently large, and uni-
formly for k ∈ (ωDj )−1(∆n) ∪ ω−1j (∆n), we have
‖Pj(k)− PDj (k)‖ ≤
C1(n,B)
V1/40
. (3.17)
Proof.
1. Let us recall that the interval ∆n ⊂ (En(B), En+1(B)) is fixed. We are
concerned with the first n + 1-eigenvalues ωj(k) of h0(k), for j = 0, . . . , n.
We fix 0 ≤ j ≤ n, and let Γj(V0) be the circle of radius 1/V3/80 about ωDj (k).
By Lemma 3.2, there is an amplitude V∗0 >> 1 so that |ωDj (k) − ωj(k)| <
CnV−1/80 , and dist (z, ωj(k)) ≥ V−1/40 , for V0 > V∗0 . We will always assume
this condition. Moreover, there exists an index N(V0) >> n, such that
if l > N(V0), we have dist (ωl(k),Γj(V0)) > V0. The index N(V0) can be
chosen to be proportional to V0 since ωl(k) is bounded above by (2l+3)B+V0.
In order to estimate the difference of the projectors on the left in (3.17), we
use the contour representation of the projections in terms of the resolvents
so that the difference of the projectors is written as
PDj (k)− Pj(k) =
1
2pii
∫
Γj(V0)
(R0(z; k)− RD0 (z; k)) dz. (3.18)
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The resolvent formula for the difference of the two resolvents in (3.18) fol-
lowing from Green’s theorem is
R0(z; k)− RD0 (z; k) = R0(z; k)T ∗0B0RD0 (z; k), (3.19)
where T0 is the trace map (T0u)(x) = u(0), and (B0u)(x) = u
′(0). The
trace map is a bounded map from H1(R)→ C. Due to the simplicity of the
eigenvalues, the resolvent R0(z; k) has the expression
R0(z; k) =
∞∑
j=0
Pj(k)
ωj(k)− z , (3.20)
where Pj(k) projects onto the one-dimensional subspace spanned by ϕj(x; k).
Substituting (3.19) into the right side of (3.18), we obtain
PDj (k)− Pj(k) =
1
2pii
∫
Γj(V0)
R0(z; k)T
∗
0B0R
D
0 (z; k) dz. (3.21)
2. We now estimate the integral of (3.21) for z ∈ Γj(V0) and k ∈ ω−1j (∆n).
We decompose any φ ∈ L2(R) into a piece φL supported on (−∞, 0], and
its complement: φ = φL + φR. With this decomposition applied to any
φ, ψ ∈ L2(R), we write the inner product of the difference of the resolvents
as
〈φ, (R0(z; k)− RD0 (z; k))ψ〉 = 〈φR, (R0(z; k)− RD0 (z; k))ψR〉+ ELR(z; k).
(3.22)
The mixed error term ELR has the form
ELR(z; k) = 〈φL, R0(z; k)ψR〉+ 〈φ,R0(z; k)ψL〉. (3.23)
For the first term of (3.22), we have,
|〈φR, (R0(z; k)−RD0 (z; k))ψR〉| = |〈T0R0(z; k)φR, B0RD0 (z; k)ψR〉|
≤ |T0R0(z; k)φR|‖ψR‖‖T0‖H1,C‖pxRD0 (z; k)‖L2,H1 .
(3.24)
The trace is evaluated using the expansion (3.20) and the estimate (3.1).
Using the Cauchy-Schwarz inequality, we obtain
|T0R0(z; k)φR| ≤
∑
l≥0
∣∣∣∣ ϕl(0; k)ωl(k)− z
∣∣∣∣ · |〈ϕl(·; k), φR〉|
≤
(∑
l≥0
|ϕl(0; k)|2
|ωl(k)− z|2
)1/2
‖φ‖. (3.25)
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We split the sum into two parts: l = 0, . . . , n, and l > n, where n is indepen-
dent of B and V0. With z ∈ Γj(V0), and the estimate on the trace ϕj(0; k)
given in (3.1), we obtain an estimate for the first sum
(
2B
V0
)1/2( n∑
j=0
[(2n+ 3)B]1/2
|ωj(k)− z|2
)1/2
≤ C2(n,B)
V1/40
, z ∈ Γj(V0). (3.26)
For the second sum, we need to use the second estimate (3.2) for the trace.
We again split the sum into two parts: n < l ≤ N(V0), and l > N(V0).
The first sum is finite and easily seen to be bounded by C2(n,B)V−1/40 . The
second sum is bounded as
(
2B
V0
)1/2 ∑
l>N(V0)
[(2l + 1)B + V0]1/2
|ωl(k)− z|2


1/2
≤ C3(n,B)
V3/40
. (3.27)
Hence, the sum in (3.25) is at worse order of V−1/40 . Returning to the estimate
in (3.24), it is simple to check that
‖pxRD0 (z; k)‖L2,H1 ≤ C4V3/80 , z ∈ Γj(V0). (3.28)
Combining estimates (3.26)–(3.28), and recalling that the length of the con-
tour Γj(V0) is V−3/80 , we find that∣∣∣∣∣
∫
Γj(V0)
〈φR, (R0(z; k)−RD0 (z; k))ψR〉 dz
∣∣∣∣∣ ≤
(
C5(n,B)
V1/40
)
‖φ‖ ‖ψ‖. (3.29)
3. The error term ELR in (3.23) is evaluated by substituting the expansion
(3.20) into each inner product of ELR. We then separate each sum into
three sets of indices. For the first two sets of indices, 0 ≤ j ≤ n, and
n < j ≤ N(V0), the half-line x < 0 is in the classically forbidden region for
the eigenfunctions ϕj(x; k), with k ∈ ω−1j (∆n). For the third set of indices,
we have dist (z, ωl(k)) >> C0V0. For the first two sets of indices, that is
for 0 ≤ l ≤ N(V0), it follows from section 8 that the eigenfunctions ϕl(x; k)
satisfy the bound
ϕl(x; k) ≤ ϕl(0; k)e−
√
V0−ωl(k)|x|, for x ≤ 0. (3.30)
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We begin with the matrix element
M1 ≡ |〈φL, R0(z; k)ψR〉|
=
∣∣∣∣∣
∞∑
l=0
〈φL, ϕl(·; k)〉〈ϕl(·; k), ψR〉
ωl(k)− z
∣∣∣∣∣
≤ M1,1 +M1,2 +M1,3, (3.31)
where M1,n, for n = 1, 2, 3, denote the sum over the indices in each of the
three sets indicated above. For the first sum M1,1, we use the exponential
decay (3.30) and the Cauchy-Schwarz inequality to obtain an upper bound
on the matrix element
|〈φL, ϕl(·; k)〉| ≤ |ϕl(0; k)|
[4(V0 − ωl(k))]1/4‖φ‖. (3.32)
Using the estimate (3.1) for the trace, and the fact that z ∈ Γj(V0), the term
M1,1 is bounded as
M1,1 =
∣∣∣∣∣
n∑
j=0
〈φL, ϕj(·; k)〉 〈ϕj(·; k), ψR〉
ωj(k)− z
∣∣∣∣∣
≤
(
n∑
j=0
|ϕj(0; k)|2
2(V0 − ωl(k))1/2
1
|ωj(k)− z|2
)1/2
‖φ‖ ‖ψ‖
≤ C6(n,B)
V1/20
‖φ‖ ‖ψ‖. (3.33)
For the second term M1,2, we use estimate (3.2) for the trace. The relevant
sum is
N(V0)∑
l=n+1
(
2B
V0
)
[(2l + 3)B + V0]1/2
2(V0 − ωl(k))1/2
1
|ωl(k)− z|2 ≤
C7(n,B)
V0
1/2
. (3.34)
Finally, for M1,3, we use the fact that the term in the denominator of (3.31)
satisfies |ωl(k)− z| ≥ C0V0. Hence, the estimates (3.23)–(3.34) are bounded
by order V−1/40 . By the same methods, the second matrix element M2 in
(3.23) appearing in ELR is easily seen to be order of V−1/40 . Returning to the
contour integral of the error term ELR, we see that∣∣∣∣∣
∫
Γj(V0)
ELR(z; k) dz
∣∣∣∣∣ ≤ C8(n,B)V5/80 ‖φ‖ ‖ψ‖. (3.35)
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This estimate, and the estimate (3.29) of the main term prove the result
(3.17). ✷
Proof of Theorem 3.1. We begin with the unperturbed case. Let ψ ∈
L2(R+×R) satisfy ψ = ED0 (∆n)ψ. We assume that the hypotheses of Lemma
2.1 hold so that there are no cross-terms in the matrix element 〈ψ, Vyψ〉. We
will use the results of Lemma 3.2 that tell us that ωj(k) → ωDj (k), locally,
and that the matrix element 〈ϕDj (·; k), ϕ(·; k)〉 ≥ D0, as V0 →∞. We write
− 〈ψ, Vyψ〉 = −
n∑
j=0
∫
(ωDj )
−1(∆n)
dk|βDj (k)|2〈ϕDj (·; k), PDj (k)Vˆy(k)PDj (k)ϕDj (·; k)〉
≥ −
n∑
j=0
∫
(ωDj )
−1(∆n)
dk|βDj (k)|2|〈ϕDj (·; k), ϕj(·; k)〉|2
×〈ϕj(·; k), Pj(k)Vˆy(k)Pj(k)ϕj(·; k)〉 − R(ψ)
≥ −D0
n∑
j=0
∫
(ωDj )
−1(∆n)
dk|βDj (k)|2〈ϕj(·; k), Pj(k)Vˆy(k)Pj(k)ϕj(·; k)〉
−R(ψ). (3.36)
The remainder R(ψ) is bounded by
R(ψ) ≤ 2
n∑
j=0
∫
(ωDj )
−1(∆n)
dk|βDj (k)|2
{
|〈ϕDj (·; k), (PDj (k)− Pj(k))Vˆy(k)PDj (k)ϕDj (·; k)〉|
}
.
(3.37)
The main term in (3.36) is bounded from below as in Theorem 2.1. Estimates
on the difference of the spectral projectors given in Lemma 3.3 establish the
appropriate bounds on the remainder R(ψ). This proves the theorem for the
unperturbed case. The perturbation theory of section 2.2 now applies in the
same manner as in that section. ✷
4 One-Edge Geometries with More General
Boundaries
The previous results were based on the exact calculations for the unper-
turbed case due to the possibility of taking the partial Fourier transform.
35
Fro¨hlich, Graf, and Walcher [21] considered more general one-edge geome-
tries for which the boundary satisfies some mild regularity conditions. We
first review these results, and then present some new results based on the
notion of the asymptotic velocity of edge currents coming from scattering
theory. These results apply to a very general class of perturbations of the
half-plane geometry.
Fro¨hlich, Graf, and Walcher [21] studied one-edge, simply connected, un-
bounded regions Ω ⊂ R2, with a piecewise C3-boundary. The boundary
must satisfy some additional geometric conditions so that the edge does not
asymptotically become parallel to itself so that the region resembles a two-
edge geometry near infinity. If this occurs, the interaction of the classical
trajectories in different directions may cancel each other. The authors con-
sider the unperturbed Hamiltonian HD0 which is the Landau Hamiltonian on
Ω with Dirichlet boundary conditions on ∂Ω. The main theorem of [21] is
the following.
Theorem 4.1 Assume that the region Ω satisfies the geometric conditions
discussed above and that the perturbation V1 ∈ L∞(R2). Let E/B /∈ 2N + 1
and suppose that B is taken sufficiently large so that ‖V1‖∞/B is sufficiently
small. Then, the spectrum of HDΩ = H
D
0 + V1 is absolutely continuous near
E.
As in the work of DeBie`vre and Pule´ [11], and as we discuss in section 5,
Fro¨hlich, Graf, and Walcher construct a conjugate operator for the Hamilto-
nian HDΩ on the region Ω. They prove that the commutator, when spectrally
localized to a small interval of energies around E, has a strictly positive lower
bound. Mourre theory [4] then implies the existence of absolutely continuous
spectrum near E. The Dirichlet boundary conditions on ∂Ω cause some tech-
nical complications as px is not self-adjoint on any domain. The conjugate
operator is a quantization of a linearization of the classical guiding center
trajectory for the classical electron orbit.
We introduce another notion to the study of geometrically perturbed
regions and use it to prove the persistence of edge currents. The asymptotic
velocity is defined for any pair of self-adjoint Schro¨dinger operators (H0, H)
for which the wave operators exist. The (global) wave operators Ω± for the
pair (H0, H) are defined by
Ω± ≡ s− lim
t→±∞
eitHe−itH0Eac(H0), (4.1)
36
where Eac(H0) is the projection onto the absolutely continuous spectral sub-
space for H0. When the wave operators exist, the range is contained in
the absolutely continuous spectral subspace of H , and the wave operators
are partial isometries between these spectral subspaces. We will use the lo-
cal wave operators Ω±(∆) obtained by replacing Eac(H0) by the projector
E0(∆) for H0 and an interval ∆ in the absolutely continuous subspace of
H0. The asymptotic velocity is defined for any component of the velocity
observable. We are interested in velocity asymptotically in the y-direction
and for states with energy in an interval ∆. We define this to be
V ±y (∆) ≡ Ω±(∆)VyΩ∗±(∆). (4.2)
We note that when H0 commutes with Vy, and the local wave operators exist,
the local asymptotic velocity is obtained by the limit
V ±y (∆) ≡ s− lim
t→±∞
eitHE0(∆)VyE0(∆)e
−itH . (4.3)
In the context of potential scattering, we refer to the book of Derezinski and
Ge´rard [10] for a complete discussion of the asymptotic velocity.
We consider the geometric perturbation of the straight, one-edge geom-
etry obtained by perturbing the boundary confining potential V0. We recall
that a sharp confining potential V0 is a constant multiple V0 >> 0 of the
characteristic function χΩ for a region Ω. In section 2, we treated the case
Ω = Ω0 ≡ (−∞, 0] × R, the half-plane. Here, we consider more general Ω
obtained by perturbing the half-plane Ω0.
Condition C. The sharp confining potential VΩ is supported in a region Ω
so that Ω\Ω0 lies in the strip |y| ≤ R <∞, for some 0 < R <∞.
We first consider the pair of Hamiltonians (H0, HΩ), where H0 = HL(B)+
V0 is the straight-edge Hamiltonian with sharp confining potential, and HΩ =
HL(B)+VΩ, describes the geometric perturbation of the straight-edge bound-
ary satisfying Condition C. We prove that the local wave operators exist for
this pair and that the asymptotic velocity observable is bounded from be-
low by B1/2. This observable corresponds to the edge current at y = ±∞.
Furthermore, the spectrum of the perturbed operator HΩ still has absolutely
continuous spectrum between the Landau levels. We then show that this
lower bound on the asymptotic velocity observable is stable under a pertur-
bation V1 that is small compared to the field strength B.
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Theorem 4.2 Let H ≡ HL(B) + VΩ+ V1 be the perturbed Hamiltonian with
sharp confining potential VΩ and a bounded perturbation V1 ∈ L∞(R2). Sup-
pose the region Ω\Ω0 satisfies Condition C. Let ∆n be an energy interval
between Landau levels as in (2.6). Let V ±y (∆n) be the asymptotic velocity for
the pair (H0, HΩ). Suppose that (c− a) and ‖V1‖∞/B are sufficiently small
as in Theorem 2.3. For any state ψ = E(∆n)ψ, the asymptotic edge-current
velocity V ±y (∆n) satisfies
〈ψ, V ±y (∆n)ψ〉 ≥ CnB1/2‖ψ‖2. (4.4)
We remark that is is not required that the new region Ω be connected nor
that it be bounded in the x-direction. The basic situation that we have in
mind, however, is the one for which the new region Ω represents a distortion
of the boundary of the half-plane Ω0. It is interesting to note that the edge
current persists for some states even if the boundary extends to +∞ along
the x-axis. For example, the right half-plane may actually be disconnected
if the perturbation is supported in a cone-type region with vertex at y = 0
and x = +∞.
Before we prove Theorem 4.2, we consider the effect of the boundary
perturbation with V1 = 0. We define H0 = HL(B) + V0 and HΩ = HL(B) +
VΩ, and we denote the corresponding spectral families by E0(·) and EΩ(·),
respectively. We first prove the existence of the local wave operators for the
pair (H0, HΩ) by the method of stationary phase. This proves the existence
of absolutely continuous spectrum in intervals between Landau levels. We
then use these local wave operators to prove the persistence of edge currents.
We consider the perturbation of the confining potential V0(x) given by
VΩ(x, y) = V0(χ(−∞,0](x) + χΩ\Ω0(x, y)) = V0(x) + V0χΩ\Ω0(x, y), (4.5)
and we will write δV ≡ VΩ − V0, so that δV = V0χΩ\Ω0(x, y). This per-
turbation of the confining potential is interpreted as a perturbation of the
boundary of the region where the electron can propagate.
Proposition 4.1 Let ∆n be as in (2.6) with (c−a) sufficiently small. Then,
the local wave operators Ω±(∆n) for the pair (H0, HΩ) exist. As a conse-
quence, operator HΩ has absolutely continuous spectrum in ∆n.
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Proof. We use Cook’s method and study the local operators defined by
Ω(t; ∆n)− E0(∆n) = eitHΩe−iH0tE0(∆n)− E0(∆n)
= i
∫ t
0
eisHΩδV e−iH0sE0(∆n) ds. (4.6)
Hence, it suffices to prove that for any smooth vector ψ,
lim
t1,t2→∞
∫ t2
t1
δV e−isH0E0(∆n)ψ ds = 0. (4.7)
In order to prove (4.7), we use the method of stationary phase. Using the
partial Fourier transform in (4.7), we have
(δV e−isH0E0(∆n)ψ)(x, y)
=
n∑
j=0
δV (x, y)
∫
R
e−iωj(k)s+ikyχω−1j (∆n)(k)ψˆ(x, k) dk. (4.8)
We define the phase as Φ(k, y, s) ≡ ky−ωj(k)s, and note that the derivative
is ∂kΦ(k, y, s) = y − ω′j(k)s. Let χR(y) be the characteristic function on the
interval [−R,R]. We have the following lower bound
|∂kΦ(k, y, s)χω−1j (∆n)(k)χR(y)| ≥ |ω
′
j(k)s− y|χω−1j (∆n)(k)χR(y). (4.9)
In section 2.2, we proved that
− ω′j(k)χω−1j (∆n)(k) ≥
V0
2B
ϕj(0; k)
2χω−1j (∆n)(k)
≥ (V0 − ωj(k))
2B3V0Cn (ωj(K)− En(B))
2(En+1(B)− ωj(k))2χω−1j (∆n)(k)
≥ Cn,jBχω−1j (∆n)(k). (4.10)
Using this lower bound (4.10) in the lower bound (4.9), we obtain
|∂kΦ(k, y, s)χω−1j (∆n)(k)χR(y)| ≥ (Cn,jBs−R)χω−1j (∆n)(k)χR(y). (4.11)
As a consequence, we can differentiate the phase factor in (4.7) and bound
the integral there by
n∑
j=0
1
〈s〉N
∣∣∣∣∣
∫
ω−1j (∆n)
(∂Nk e
iΦ(k,y,s))ψˆ(x, k) dk
∣∣∣∣∣ , (4.12)
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where 〈s〉 ≡ (1 + |s|2)1/2. The convergence of the integral in (4.7) follows
from this decay and integration by parts using the smoothness of ψ. ✷
Proposition 4.2 Assume the hypotheses of Proposition 4.1. For any ψ ∈
EΩ(∆n)L
2(R2), we have
〈ψ, V ±y (∆n)ψ〉 ≥ CnB1/2‖ψ‖2, (4.13)
where the constant Cn is as in Theorem 2.1. That is, the asymptotic veloc-
ity V ±y (∆n) of the edge current carried by the state ψ = EΩ(∆n)ψ, for the
perturbed region, is bounded from below by B1/2.
Proof. As a consequence of the existence of the wave operators, we have the
local intertwining relation
Ω±(∆n)∗EΩ(∆n)ψ = E0(∆n)Ω±(∆n)∗ψ. (4.14)
This intertwining property (4.14) and the definition (4.2) show that
〈ψ, V ±y (∆n)ψ〉 = 〈ψ,Ω±(∆n)E0(∆n)VyE0(∆n)Ω∗±(∆n)ψ〉
= 〈E0(∆n)Ω±(∆n)ψ, VyE0(∆n)Ω±(∆n)ψ〉. (4.15)
The lower bound for the right side of (4.15) follows from Theorem 2.1,
〈E0(∆n)Ω±(∆n)ψ, VyE0(∆n)Ω±(∆n)ψ ≥ CnB1/2‖E0(∆n)Ω±(∆n)ψ‖2
≥ CnB1/2‖Ω∗±(∆n)ψ‖2. (4.16)
Since the wave operators are partial isometries, we have the normalization
‖ψ‖ = ‖Ω∗±(∆n)ψ‖, (4.17)
which, together with (4.16), proves the lower bound in (4.13). ✷
We now prove the stability of the edge current with respect to a small per-
turbation V1 ∈ L∞(R2). Although we do not necessarily know the spectral
type of the perturbed Hamiltonian in intervals between the Landau levels,
the edge current is stable.
Proof of Theorem 4.2. The proof of Theorem 4.2 follows the same lines
of the proof of Theorem 2.3. Given ψ as in the theorem, we decompose it
40
according to the spectral projectors for H and a slightly larger interval ∆˜n
containing ∆n. As in (2.53), we write
ψ = EΩ(∆˜n)ψ + EΩ(∆˜
c
n)ψ ≡ φ+ ξ. (4.18)
We then have the decomposition as in (2.54). We bound ‖ξ‖ as in (2.55),
and in order to bound ‖V ±y (∆n)ξ‖, we note that the asymptotic velocity is
bounded by definition
‖V ±y (∆n)‖ ≤ [(2n+ c)B]1/2, (4.19)
as follows from (4.3). Finally, we note that the matrix element for φ satisfies
〈φ, V ±y (∆n)φ〉 ≥ C˜nB1/2‖φ‖2, (4.20)
by Proposition 4.2. A simple calculation as in the proof of Theorem 2.3
allows us to obtain the lower bound
‖φ‖2 ≥
[
1−
(
c− a
c˜− a˜ +
2‖V1‖
B(c˜− a˜)
)]
‖ψ‖2, (4.21)
so by taking c− a and ‖V1‖/B sufficiently small, we obtain the result (4.4).
✷
5 One-Edge Geometries and the Spectral Prop-
erties of H = H0 + V1
The unperturbed operator H0 = HL(B) + V0 has purely absolutely spec-
trum and σ(H0) = [B,∞). In the paper [11], DeBie`vre and Pule´ proved
that perturbations V1, as in Theorem 2.3, preserve the absolutely continuous
spectrum in an interval ∆n, provided |∆n| = c − a is sufficiently small. We
mention this result here for completeness, and for comparison with the situ-
ation for two-edge geometries where we will use commutator methods. For a
review of commutator methods, we refer the reader to [1, 4, 34]. The proof
in [11] relies on the commutator identity
i[H0, y] = 2Vy. (5.1)
This commutator shows that an estimate on the edge current is equivalent
to an estimate on the positivity of the commutator. This, in turn, provides
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an estimate on the spectral type of H0. As we will see, this equivalence, that
an estimate on the edge current implies a commutator estimate, no longer
holds for two-edge and other, more complicated geometries. This is one of
the reasons we presented a different approach to the one-edge geometries in
the previous sections.
Continuing with the perturbation theory of H0, the commutator on the
left in (5.1) is invariant under any perturbation of H0 by a real-valued poten-
tial provided V1 and y have a common, dense domain. It follows immediately
from the commutator
i[H0 + V1, y] = 2Vy, (5.2)
and the techniques of Theorem 2.3, that if c−a is small enough, there exists
a finite constant Kn > 0 such that
E(∆n)(i[H, y])E(∆n) ≥ KnE(∆n). (5.3)
Since the double commutator is [[H, y], y] = −2i, the following theorem now
follows from standard Mourre theory (cf. [4]).
Theorem 5.1 Let V1 satisfy the conditions of Theorem 2.3. If c − a and
‖V1‖∞/B satisfy the smallness conditions of Theorem 2.3 with respect to
n and B, then the operator H = H0 + V1 has only absolutely continuous
spectrum on ∆n.
Thus, in the half-plane case, the existence of edge currents for each
ψ ∈ E(∆n)L2(R2) is equivalent to the existence of absolutely continuous
spectrum. This is need not be the case, however, for more complicated
edge geometries. For those situations, there may be edge currents car-
ried by states ψ but the spectrum need not be absolutely continuous (cf.
[27, 16, 18, 19, 20]).
6 One-Edge Geometries and General Confin-
ing Potentials
We prove that the analysis used in section 2 can be extended to the case of
more general confining potentials with a straight edge. These potentials are
described as soft potentials, as opposed to the hard potentials such as the
Sharp Confining Potential or Dirichlet boundary conditions. In general, the
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soft confining potential V0, supported on x ≤ 0, should be rapidly increasing
for x < 0. There are two classes of soft confining potentials that we can
treat: 1) convex-concave potentials that are initially convex and then become
asymptotically flat, such as V0 tanhB|x|, for x ≤ 0, and 2) globally convex
potentials, such as monomials |x|p, for x ≤ 0 and p ≥ 1. These two classes
of soft confining potentials require slightly different hypotheses in order to
obtain upper and lower pointwise exponential bounds on the eigenfunctions
of h0(k).
We make the following assumption on V0 ∈ H1loc((−∞, xε)), where the
point xǫ is defined in (6.21). Assumption (H1) is common for both classes of
soft confining potentials and describes the behavior near the turning point.
(H1) There is xε satisfying (6.21) for some ε ∈ (0, 1], such that,
0 ≤ V0(t) ≤ (2n+ c+ 2/ε)B ≤ V0(x), for all x ≤ xε ≤ t.
Moreover, we impose on V0 one of the two following conditions. For soft
confining potentials of type 1 (convex-concave), we require
(H2) |V ′0(t)| ≤ 5B3/2/
√
2ε for a.e. t < xε.
For soft confining potentials of type 2 (monomial), we require
(H2’) For any k ∈ Σn, there is Ck > 0 such that the double inequality,
−Ck
√
(Bt− k)2 + V0(t)− (2n+ c)B ≤ V ′0(t) + 2B(Bt− k) ≤ 0,
holds for a.e. t < xε.
Roughly speaking, condition (H2’) means that the confining potential V0 lies
in between two parabolas in (−∞, xε). We note that the size of the potential
depends on the energy level one is studying. The constant C > 0 in (H2),
for example, depends on the Landau level n.
Concerning soft confining potentials of type 1, we note that many exam-
ples can be constructed satisfying hypotheses (H1) and (H2). The proto-type
soft confining potential of type 1 is a deformation of the Sharp Confining Po-
tential. Indeed, we show that the Sharp Confining Potential, given by
V0(x) = V0χ(−∞,xε)(x), (6.1)
with V0 ≥ (2n + c + 2/ε)B, and treated in section 2 with ε = 0 by other
methods, satisfies conditions (H1) and (H2). Among soft confining poten-
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tials obtained as deformations of the Sharp Confining Potential, we note the
exponential potential
V0(x) = V0χ(−∞,0)(x)(eα/B1/2 |x| − 1), (6.2)
for V0 ∼ O(B) sufficiently large, depending on n, and a constant α > 0.
Other examples can be constructed from the hyperbolic tangent V0 tanhB1/2|x|,
for x ≤ 0, and the inverse tangent V0 tan−1B1/2|x|, for x ≤ 0.
Our primary example of a soft confining potential V0 of type 2 is the
Parabolic Confining Potential given by
V0(x) = V0χ(−∞,0)(x)x2, (6.3)
with V0 ≥ (2n+c+2/ε)B/
√
(−xε). We will verify in Lemma 9.1 of Appendix
3 that this Parabolic Confining Potential (6.3) satisfies (H1) and (H2’).
We can also treat soft confining potentials given by decreasing monomials
of the form
V0(x) = V0χ(−∞,0)(x)(−x)p, (6.4)
for p > 1 and V0 sufficiently large. The method required for these confining
potentials is slightly different. Moreover, these confining potentials are of
interest in the two-edge geometries treated in paper 2 [27]. For these reasons,
the proofs are given there.
For the unperturbed model H0 = HL + V0, we have the following result.
Theorem 6.1 Let V0 be a confining potential on the half-plane satisfying
(H1) together with (H2) (resp. (H2’)). Then, for any ψ = E0(∆n)ψ having
an expansion as in (2.3) with coefficients βj(k), there is a constant Cn,ε > 0
so that for all |∆n|/B small enough, we have
−〈ψ, Vyψ〉 ≥ Cn,ε(a−1)2(3− c)2
(
n∑
j=0
∫
ω−1j (∆n)
dk|βj(k)|2
(
V˜j(k)
Vj(k)2
))
B1/2,
(6.5)
where V˜j,ε(k) is defined by (6.24) (resp. by (6.31)) and Vj,ε(k) by (6.27) (resp.
by (6.32)).
Proof. We prove the statement for V0 satisfying (H1) and (H2). We also
assume that the conditions of Lemma 2.1 are satisfied so that the cross-terms
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vanish. We begin with the formula for the matrix element 〈ψ, Vyψ〉 in (6.5)
following from the partial Fourier transform,
− 〈ψ, Vyψ〉 = −1
2B
n∑
j=0
∫ 0
−∞
dx
∫
ω−1j (∆n)
dk|βj(k)|2ϕj(x; k)2V ′0(x)
≥ −1
2B
n∑
j=0
∫ xε
−∞
dx
∫
ω−1j (∆n)
dk|βj(k)|2ϕj(x; k)2V ′0(x).(6.6)
The strategy is to use the lower bound of Proposition 9.1 for |ϕj(x; k)| and to
obtain a lower bound for |ϕj(xε; k)|. We first turn to estimating |ϕj(xε; k)|.
We use the results of Lemma 2.2. We expand the eigenfunctions ϕj(x; k) in
terms of the harmonic oscillator eigenfunctions ψm(x; k) given in (2.28), as
in (2.29). We find that
n∑
m=0
|α(j)m (k)|2 ≥
1
2B(n+ 1)
(En+1(B)− ωj(k)), (6.7)
and, with Pn denoting the projector onto the subspace of L
2(R) spanned by
the first n harmonic oscillator eigenfunctions,
|〈ϕj(·, k), V0Pnϕj(·, k)〉| ≥ 1
2B(n+ 1)
(ωj(k)− En(B))(En+1(B)− ωj(k)).
(6.8)
We also need an upper bound on this matrix element (6.8). From the defini-
tion of Pn, we obtain
|〈ϕj(·, k), V0Pnϕj(·, k)〉| ≤
n∑
m=0
|α(j)m (k)|{Ij,m(xε; k) + IIj,m(xε; k)} (6.9)
where the integrals Ij,m and IIj,m are given by
Ij,m(xε; k) ≡
∫ xε
−∞
V0(x) |ϕj(x; k)| |ψm(x; k)| dx, (6.10)
and
IIj,m(xε; k) ≡
∫ 0
xε
V0(x) |ϕj(x; k)| |ψm(x; k)| dx. (6.11)
We estimate (6.11) using hypothesis (H1),
0 ≤ V0(x) ≤ (2/ε+ 2n+ c)B, for xε < x ≤ 0, (6.12)
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and the form of the harmonic oscillator wavefunction (2.28), giving
IIj,m(xε; k) ≤ (2/ε+ 2n+ c)B
5/4
pi1/4
1√
2mm!
Hm,ε(k) |xε|1/2, (6.13)
where the constant Hm,ε is defined by
Hm,ε(k) ≡ sup
xε≤x≤0
|Hm(x
√
B − k/
√
B)|e−B/2(x−k/B)2 . (6.14)
The first integral Ij,m is estimated as
Ij,m(xε; k) ≤
(
B
pi
)1/4 H˜m,ε(k)√
2mm!
∫ xε
−∞
V0(x)|ϕj(x; k)| dx (6.15)
where the constant H˜m,ε(k) is defined by
H˜m,ε(k) ≡ sup
x≤xε
|Hm(x
√
B − k/
√
B)|e−B/2(x−k/B)2 . (6.16)
We return to (6.9). In light of the lower bound on the matrix element given
in (6.8) and the upper bounds on the integrals given in (6.13) and (6.15),
we solve for the integral in (6.15). First, note that an application of the
Cauchy-Schwarz inequality to the sums over m in (6.13)–(6.15) yields
n∑
m=0
|α(j)m (k)|
Hm,ε(k)√
2mm!
≤ H(j)n,ε(k), (6.17)
and, similarly,
n∑
m=0
|α(j)m (k)|
H˜m,ε(k)√
2mm!
≤ H˜(j)n,ε(k). (6.18)
We obtain the lower bound∫ xε
−∞
V0(x)|ϕj(x; k)| dx (6.19)
≥ 1
2H˜(j)n,ε(k)
(
(ωj(k)−En(B))(En+1(B)− ωj(k))
2B(n+ 1)
)( pi
B
)1/4
, (6.20)
provided the turning point xε satisfies the bound
− xε <
(
(a− 1)(c− 3)
4(n+ 1)Hn,ε(2/ε+ 2n+ c)
)2 ( pi
B
)1/2
, (6.21)
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where
Hn,ε = max
j=0,...,n
sup{H(j)n,ε(k), k ∈ ω−1j (∆n)} (6.22)
Note that the right side of the bound in (6.21) is O(B−1/2). We can now
estimate |ϕj(xε; k)| using this bound and the pointwise upper bound on ϕj
in the classically forbidden region and proved in Proposition 9.1 of Appendix
3,
|ϕj(x; k)| ≤ |ϕj(xε; k)|e−
√
2/εB(xε−x), ∀x ≤ xε, (6.23)
since the potential Wj(t; k) ≡ (Bt − k)2 + V0(t) − ωj(k) ≥ 2/εB for any
k ∈ ω−1j (∆n). In light of this upper bound, we define a function Vj,ε(k) by
Vj,ε(k) ≡
∫ xε
−∞
V0(x)e
−
√
2/εB(xε−x)dx ≥ 0. (6.24)
We insert (6.23) into the integral in (6.19), rearrange, and obtain
|ϕj(xε; k)| (6.25)
≥ 1
Vj,ε(k)
(
1
2H˜(j)n,ε(k)
(ωj(k)−En(B))(En+1(B)− ωj(k))
2B(n+ 1)
( pi
B
)1/4)
.
We return to the expression for the matrix element of the edge current (6.6).
We use the lower bound on the eigenfunction ϕj(x; k) derived in Proposition
9.1 of Appendix 3 :
|ϕj(x; k)| ≥ |ϕj(xε; k)|e−(1+ε)
R xε
x
√
Wj(t;k)dt, ∀x ≤ xε. (6.26)
We substitute this expression (6.26) into the right side of (6.6). It will be
convenient to introduce another constant V˜j,ε(k) defined by
V˜j,ε(k) ≡ −
∫ xε
−∞
V ′0(x)e
−2(1+ε) R xεx
√
Wj(t;k)dt dx ≥ 0. (6.27)
Notice that (H2) implies that both integrals Vj,ε(k) and V˜j,ε(k) converge.
Next, using the estimate (6.25), we obtain
−〈ψ, Vyψ〉 ≥ Cn,ε(a−1)2(3−c)2
(
n∑
j=0
∫
ω−1j (∆n)
dk|βj(k)|2
(
V˜j,ε(k)
Vj,ε(k)2
))
B1/2,
(6.28)
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where
Cn,ε =
pi1/2
25(n + 1)2H˜2n,ε
, (6.29)
and
H˜n,ε = max
j=0...n
sup{H˜(j)n,ε(k), k ∈ ω−1j (∆n)}. (6.30)
Now, in the case where V0 satisfies (H2’) instead of (H2), it suffices to notice
that the method remains valid if we substitute
Vj,ε(k) =
∫ xε
−∞
V0(x)e
− R xε
x
√
Wj(t;k)dtdx, (6.31)
for (6.24), and
V˜j,ε(k) = −
∫ xε
−∞
V ′0(x)e
−2(1+Ck/Bε)
R xε
x
√
Wj(t;k)dt dx, (6.32)
for (6.27). ✷
We now consider the perturbation of H0 by a bounded potential V1(x, y).
As in Section 2.3, we consider a larger interval
∆˜n = [(2n+ a˜)B, (2n+ c˜)B], for 1 < a˜ < a < c < c˜ < 3,
containing ∆n, and with the same midpoint (2n + (a + c)/2)B ∈ ∆n, and
prove that the edge current survives if ‖V1‖∞ is sufficiently small relative to
B.
Theorem 6.2 Let V0 satisfy assumptions (H1) and (H2) (resp. (H2’)). Let
V1(x, y) denote a bounded potential and E(∆n) be the spectral projection for
H = H0 + V1 and the interval ∆n. Let ψ ∈ L2(R2) be a state satisfying ψ =
E(∆n)ψ, and the following condition. Let φ ≡ E0(∆˜n)ψ have an expansion
as in (2.3) with coefficients βj(k) satisfying
n∑
j=0
∫
ω−1j (∆n)
|βj(k)|2
(
V˜j,ε(k)
V 2j,ε(k)
)
dk ≥ (1/2)‖φ‖2, (6.33)
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where Vj,ε(k) and V˜j,ε(k) are defined by (6.24)-(6.27) (resp. by (6.31)-(6.32)).
Then, we have,
− 〈ψ, Vyψ〉 ≥ B1/2 ((Cn,ε/2)(3− c˜)2(a˜− 1)2 − Fε(n, ‖V1‖/B)) ‖ψ‖2, (6.34)
where Cn,ε is defined in (6.29) and
Fε(n, ‖V1‖/B) =
(
2
(c˜− a˜)
)1/2(
(c− a)
2
+
‖V1‖
B
)1/2(
2n+ c+
‖V1‖
B
)1/2
×
[
2 +
(
2
(c˜− a˜)
)(
(c− a)
2
+
‖V1‖
B
)]
+
Cn,ε
2
(
2
(c˜− a˜)
)2(
(c− a)
2
+
‖V1‖
B
)2
(3− c˜)2(a˜− 1)2.
Proof. As in the Proof of Theorem 2.1, we first decompose the function ψ
as
ψ = E0(∆˜n)ψ + E0(∆˜
c
n)ψ ≡ φ+ ξ, (6.35)
and obtain immediately,
〈ψ, Vyψ〉 = 〈φ, Vyφ〉+ 2Re〈φ, Vyξ〉+ 〈ξ, Vyξ〉. (6.36)
Next, we use (2.57) and (2.58) to bound |2Re〈φ, Vyξ〉|+ 〈ξ, Vyξ〉|, and deduce
from Theorem 6.1 and (6.33) :
−〈φ, Vyφ〉 ≥ Cn,ε(a− 1)2(3− c)2
(
n∑
j=0
∫
ω−1j (∆n)
dk|βj(k)|2
(
V˜j,ε(k)
Vj,ε(k)2
))
B1/2
≥ (Cn,ε/2)(a− 1)2(3− c)2B1/2‖φ‖2.
Now, inserting (2.55) in the identity
‖φ‖2 = ‖ψ‖2 − ‖ξ‖2, (6.37)
we get
‖φ‖2 ≥
(
1−
(
2
(c˜− a˜)
)2(
(c− a)
2
+
‖V1‖
B
)2)
‖ψ‖2, (6.38)
so the result follows by elementary computations. ✷
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7 Appendix 1: Basic Properties of Eigenfunc-
tions and Eigenvalues of h0(k)
After reducing the operator H0 = −∆ + V0 to the operator h0(k) on L2(R)
due to the y-translational invariance, we are concerned with studying the
properties of h0(k) defined by
h0(k) = p
2
x + (Bx− k)2 + V0(x) = p2x + V (x; k), (7.1)
where p2x = −d2/dx2, and the nonnegative potential V0(x) ∈ L2loc(R). The
resolvent of the operator h0(k) = p
2
x + V (x; k) is compact since the effective
potential V (x; k) = (Bx − k)2 + V0(x) is unbounded as |x| → ∞, so the
spectrum is discrete with only ∞ as an accumulation point. We denote the
eigenvalues of h0(k) in increasing order and denote them by ωj(k), j ≥ 0.
The normalized eigenfunction associated to ωj(k) is ϕj(x; k). The variational
method shows that the domain of h0(k) is
dom(h0(k)) = {ψ ∈ H1(R) ∩ L2(R;w(x; k)dx), (p2x + V (.; k))ψ ∈ L2(R)},
(7.2)
with w(x; k) = (1 + V (x; k))1/2. It is a subset of H2loc(R) since the effective
potential V (.; k) ∈ L2loc(R). We first discuss the regularity properties of
the eigenfunctions. The Sobolev embedding theorem states that H2loc(R) ⊂
C1(R), and we have the following property of the eigenfunctions.
Proposition 7.1 The eigenfunctions of h0(k), given by ϕj(.; k), are con-
tinuously differentiable in R for any j ∈ N and k ∈ R. Furthermore, an
eigenfunction ϕj(.; k) ∈ Cn+2(I) for any open subinterval I of R such that
V0 ∈ Cn(I), n ≥ 0.
Proof. The proof of this proposition follows from the Sobolev Embedding
Theorem which gives H2loc(R) ⊂ C1(R), and the fact that the Schro¨dinger
equation
ϕ′′j (x; k) = (V (x; k)− ωj(k))ϕj(x; k),
shows that ϕ′′j (x; k) ∈ L2loc(R). ✷
In the particular case of the Sharp Confining Potential V0(x) = V0χ(−∞,0)(x),
Proposition 7.1 shows that ϕj(.; k) ∈ C1(R) ∩ C∞(R\{0}). Notice that
ϕj(.; k) is continuously differentiable at the origin although V0 is discontinu-
ous at this point. For the Parabolic Confining Potential V0(x) = V0x2χ(−∞,0)(x),
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we have ϕj(.; k) ∈ C3(R) ∩C∞(R∗) since V0 is only C1 in any neighborhood
of the origin.
We next turn to a proof of the simplicity of the eigenvalues of h0(k). We
state Lemma 7.1 without proof. It is a simple consequence of the Unique
Continuation Theorem for Schro¨dinger Operators (Theorem XIII.63 of [35]).
We will use this lemma in the proof of Propositions 7.2 and 8.1.
Lemma 7.1 Let I be an open (not necessarily bounded) subinterval of R,
W ∈ L2loc(I) and ψ ∈ H2loc(I) satisfy
ψ′′(x) =W (x)ψ(x), a.e. x ∈ I.
Then, if ψ vanishes in the neighborhood of a single point x0 ∈ I, ψ is iden-
tically zero in I.
Proposition 7.2 The eigenvalues ωj(k) of the operator h0(k) are simple for
all k ∈ R.
Proof. We consider two L2-eigenfunctions ϕ and ψ of h0(k) with same
energy E. As follows from Proposition 7.1, they are both H2loc(R)-solutions
of the Schro¨dinger equation
u′′(x) = (V (x, k)−E)u(x), a.e. x ∈ R. (7.3)
By substituting ϕ (resp. ψ) for u in (7.3), multiplying by ψ (resp. ϕ), and
taking the difference of the two equalities, we get
ϕ′′(x)ψ(x)− ϕ(x)ψ′′(x) = (ϕ′ψ − ϕψ′)′(x) = 0, a.e. x ∈ R.
Consequently, the function (ϕ′ψ−ϕψ′) is a constant for a.e. x in R, and this
constant is zero since the function is in L2(R) as follows from Proposition
7.1,
(ϕ′ψ − ϕψ′)(x) = 0, ∀x ∈ R. (7.4)
Now we notice there is always a real number a such that the potential
V (x; k)−E > 0 for a.e. x > a (since V (x; k)→∞ as x→∞) and ψ(a) 6= 0
(ψ would be identically zero in R by Lemma 7.1 otherwise) so ψ(x) 6= 0 for
any x > a by part 1 of Proposition 8.1. Hence (7.4) implies
(ϕ/ψ)′ (x) = 0, ∀x > a,
so we have ϕ = λψ on (a,+∞) for some constant λ ∈ R. The function
ϕ− λψ is also an H2loc(R)-solution to (7.3) which vanishes in (a,+∞). It is
also identically zero in R by Lemma 7.1 hence {ϕ, ψ} is a one dimensional
manifold of L2(R). ✷
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8 Appendix 2: Pointwise Upper and Lower
Exponential Bounds on Solutions to Cer-
tain ODEs
We obtain pointwise, exponential, upper and lower bounds on solutions to the
ordinary differential equation ψ′′ = Wψ, withW > 0. We apply these results
in the next section to the eigenfunctions ϕj(.; k) of h0(k) in the classically
forbidden region where Wj(x; k) ≡ V (x; k) − ωj(k) > 0. We consider the
following general situation. We let ψ denote a real H1((−∞, a))-solution to
the system {
ψ′′(x) = W (x)ψ(x), a.e. x < a
lim
x→a−
ψ(x) = ψ(a) > 0, (8.1)
for some a ∈ R, where W ∈ L2loc((−∞, a)) is such that :
W (x) > 0, a.e. x < a. (8.2)
Standard arguments already used in the proof of Proposition 7.1, assure us
that the solution ψ ∈ H2loc((−∞, a)) so ψ ∈ C1((−∞, a)). Moreover ψ is left
continuous at a, according to (8.1).
8.1 Basic Properties of ψ
We prove the following basic result that characterizes the behavior of the
solution ψ in the classically forbidden region where W (x) > 0.
Proposition 8.1 Any real H1((−∞, a))-solution ψ to (8.1) satisfies :
1. ψ(x) > 0 and ψ′(x) > 0, for any x < a;
2. lim
x→−∞
W (x)ψ2(x) = 0.
We prove the first part of Proposition 8.1 in two elementary lemmas.
Lemma 8.1 Under the hypotheses of Proposition 8.1, suppose that ψ(x0)ψ
′(x0) <
0, for some x0 < a. If ψ(x0) > 0, we have ψ(x) > ψ(x0), for any x < x0,
and if ψ(x0) < 0, we have ψ(x0) > ψ(x), for any x < x0. Consequently, we
have ψ(x)ψ′(x) ≥ 0, for any x < a.
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Proof. We assume that ψ(x0) > 0 so that the hypothesis implies that
ψ′(x0) < 0. The case ψ(x0) < 0, implying ψ′(x0) > 0, is treated in the same
manner. Notice that E = {δ > 0 | ψ(x) > ψ(x0), for x ∈ (x0 − δ, x0)} 6= ∅,
since ψ′(x0) < 0, so
δ0 = sup E > 0.
If δ0 <∞, then x1 = x0 − δ0 satisfies{
ψ(x) > ψ(x0) ∀x ∈ (x1, x0)
ψ(x1) = ψ(x0).
Thus for a.e. x ∈ [x1, x0), we have ψ′′(x) = W (x)ψ(x) ≥ W (x)ψ(x0) > 0
hence ψ′(x) < ψ′(x0) < 0 for all x ∈ [x1, x0), so we finally get
ψ(x1) > ψ(x0).
Actually ψ(x1) = ψ(x0), hence δ0 = +∞ and the first result follows. Finally,
if there is some x0 < a such that ψ(x0)ψ
′(x0) < 0, then the first result
implies that |ψ(x)| ≥ |ψ(x0)| > 0, for any x ≤ x0. This is impossible since
ψ ∈ L2((−∞, a)). ✷
We next consider the possibility that the wave function has zeros in the
classically forbidden region.
Lemma 8.2 Under the hypotheses of Proposition 8.1, we have ψ(x) > 0 for
any x < a.
Proof.
1. We first show that ψ(x)ψ′(x) > 0, for any x < a such that ψ(x) 6= 0. We
assume that ψ(x) > 0 (the case ψ(x) < 0 being treated in the same way) so
ψ(t) > 0 for any t ∈ (x− δ, x) for some δ > 0 and ψ′′(t) = W (t)ψ(t) > 0 for
a.e. t in (x − δ, x). If ψ′(x) = 0 we have ψ′(t) < 0 and also ψ(t)ψ′(t) < 0
for each t ∈ (x − δ, x). This is impossible according to Lemma 8.1. Hence
ψ′(x) > 0 since ψ′(x) ≥ 0 by Lemma 8.1.
2. Next we show that if ψ(x0) = 0, for some x0 < a, then ψ
′(x0) = 0. We
assume that ψ(x0) = 0 and ψ
′(x0) > 0 (the case ψ′(x0) < 0 being treated in
the same manner). In this case we can find some δ > 0 such that ψ(x) < 0
and ψ′(x) > 0, for any x ∈ (x0 − δ, x0), which is impossible according to
Lemma 8.1.
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3. To complete the proof, we assume that there is a real number x0 < a such
that ψ(x0) = 0. We also have ψ
′(x0) = 0 by part 2 and
sup{x < x0 | ψ(x) 6= 0} = x0,
since ψ would be zero on (−∞, a) otherwise by Lemma 7.1. Thus, we can
find some δ > 0 such that ±ψ(x) > 0, for all x ∈ (x0 − δ, x0), so ±ψ′′(x) =
W (x)(±ψ(x)) > 0 a.e. in (x0 − δ, x0). This implies that ±ψ′(x) < 0, and,
consequently, that ψ(x)ψ′(x) < 0, for any x ∈ (x0−δ, x0). This is impossible
according to Lemma 8.1. ✷
To justify the second part of Proposition 8.1, we multiply (8.1) by ψ, and
integrate over [x, x0], for some x0 < a and x < x0. We obtain∫ x0
x
ψ′′(u)ψ(u)du =
∫ x0
x
W (u)ψ2(u)du. (8.3)
Integrating by parts in the left side of (8.3), we get
ψ(x0)ψ
′(x0)− ψ(x)ψ′(x)−
∫ x0
x
ψ′2(u)du =
∫ x0
x
W (u)ψ2(u)du, (8.4)
so by taking the limit x→ −∞ in (8.4), we obtain the inequality :
0 ≤
∫ x0
−∞
W (u)ψ2(u)du ≤ ψ(x0)ψ′(x0)−
∫ x0
−∞
ψ′2(u)du <∞.
Hence, the function Wψ2 ∈ L1((−∞, x0)), and the result follows.
8.2 Pointwise Bounds
We examine now the behavior of an H1((−∞, a))-solution to (8.1) for a
potential
W ∈ H1loc((−∞, a)). (8.5)
We multiply (8.1) by ψ′(x) and integrate over [u, t], for u < t < a :∫ t
u
ψ′(x)ψ′′(x)dx =
ψ′2(t)− ψ′2(u)
2
=
∫ t
u
W (x)ψ(x)ψ′(x)dx.
Next, integrating by parts, the right side of this equality gives
ψ′2(t)− ψ′2(u) =W (t)ψ2(t)−W (u)ψ2(u)−
∫ t
u
W ′(x)ψ2(x)dx,
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the above integral being well defined since W ′ ∈ L2loc((−∞, a)) and ψ is
bounded in [u, t]. Now taking the limit as u→ −∞ in the previous equality
leads to
ψ′2(t) = W (t)ψ2(t)−
∫ t
−∞
W ′(u)ψ2(u)du, ∀t < a, (8.6)
according to part 2 of Proposition 8.1. The main result on L2-solutions of
the equation (8.1) is the following theorem.
Proposition 8.2 Let W satisfy conditions (8.2) and (8.5), and be such that
W ′(x) ≤ 0, a.e. x < a. (8.7)
Then any real H1((−∞, a))-solution ψ to (8.1) satisfies
ψ(x0)e
− R x0
x
√
S(t)dt ≤ ψ(x) ≤ ψ(x0)e−
R x0
x
√
W (t)dt, ∀x ≤ x0 ≤ a,
where the well-defined function S(t), for t ≤ a, is given by
S(t) = W (t)−
∫ t
−∞
W ′(u)e−2
R t
u
√
W (v)dvdu.
Proof.
1. Upper Bound. Equality (8.6) combined with (8.7) provide ψ′2(t) ≥
W (t)ψ2(t), so we have ψ′(t) ≥ √W (t)ψ(t) for any t < a, by part 1 of
Proposition 8.1. Next, integrating over [x, x0] for x ≤ x0 < a, leads to :
ψ(x) ≤ ψ(x0)e−
R x0
x
√
W (t)dt. (8.8)
Now, the left continuity of ψ at a allows us to extend this equality at x0 = a
by taking the limit in (8.8) as x0 goes to a.
2. Lower Bound. Taking account of (8.7), it follows readily from (8.6),
together with (8.8), that
∫ t
−∞W
′(u)e−2
R t
u
√
W (v)dvdu < +∞ for any t < a.
Then, inserting (8.8) written for u < t < a
ψ(u) ≤ ψ(t)e−
R t
u
√
W (v)dv,
in (8.6), provides
ψ′2(t) ≤ S(t)ψ2(t),
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for any t < a. Thus ψ′(t) ≤√S(t)ψ(t) for all t < a, by part 1 of Proposition
8.1, so we get
ψ(x) ≥ ψ(x0)e−
R x0
x
√
S(t)dt, ∀x ≤ x0 < a, (8.9)
by integrating over [x, x0]. Taking account of the left continuity of ψ at a we
extend this result at x0 = a by taking the limit in (8.9) as x0 → a. ✷
Assumptions (8.2), (8.5), and (8.7) are essential for the existence of the
upper bound (and also for the lower bound) in Proposition 8.2. Nevertheless,
the following statement establishes that ψ remains exponentially increasing
in (−∞, a) for a bounded from below but non necessarily differentiable or
increasing potential W.
Proposition 8.3 If W ∈ L2loc((−∞, a)) is bounded from below,
W (x) ≥Winf > 0, a.e. x < a, (8.10)
then any real H1((−∞, a))-solution of (8.1) satisfies :
ψ(x) ≤ ψ(x0)e−W
1/2
inf (x0−x), ∀x ≤ x0 ≤ a.
Proof. We multiply (8.1) by ψ′(u) so we get
ψ′′(u)ψ′(u) =W (u)ψ(u)ψ′(u) ≥Winfψ(u)ψ′(u), a.e. u < a,
according to (8.10) and Part 1 of Proposition 8.1. Next we integrate this
inequality over [x, t] for x < t < a,
ψ′2(t)− ψ′2(x) ≥ Winf(ψ2(t)− ψ2(x)),
and take the limit as x→ −∞ :
ψ′2(t) ≥Winfψ2(t), ∀t < a.
This leads to ψ′(t) ≥ W 1/2inf ψ(t) for any t < a, by part 1 of Proposition 8.1.
By integrating over [x, x0], x ≤ x0 < a, we finally obtain
ψ(x) ≤ ψ(x0)e−W
1/2
inf (x0−x).
This result continues to hold for x0 = a since ψ is left continuous at a. ✷
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9 Appendix 3: Pointwise Bounds for the Eigen-
functions of h0(k)
We now apply the results of Appendices 1 and 2 to the eigenfunctions ϕj(.; k)
of the operator h0(k). In appendix 1, we proved each eigenfunction ϕj(.; k),
j ∈ N, of h0(k), k ∈ R, is a real H1(R)-solution to the Schro¨dinger equation
− ϕ′′j (x; k) + V (x; k)ϕj(x; k) = ωj(k)ϕj(x; k), (9.1)
that is continuously differentiable in R. We now prove pointwise exponential
upper and lower bounds on ϕj(.; k) in the classically forbidden region where
Wj(x; k) ≡ V (x; k) − ωj(k) > 0, based on the general results obtained in
Appendix 2. We prove these bounds under the hypotheses in section 6 on
the soft confining potentials V0 ∈ H1loc((−∞, xε)), condition (H1), and either
(H2) or (H2’), which we recall here:
(H1) There is xε satisfying (6.21) for some ε ∈ (0, 1], such that,
0 ≤ V0(t) ≤ (2n+ c + 2/ε)B ≤ V0(x), for all x ≤ xε ≤ t.
(H2) |V ′0(t)| ≤ 5B3/2/
√
2ε for a.e. t < xε.
(H2’) For any k ∈ Σn, there is Ck > 0 such that the double inequality,
−Ck
√
(Bt− k)2 + V0(t)− (2n+ c)B ≤ V ′0(t) + 2B(Bt− k) ≤ 0,
holds for a.e. t < xε.
Let the constant E satisfy E ≤ (2n + c)B, 1 < c < 3, for some n ∈ N.
We study the behavior of a real H1((−∞, xε))-solution ψ to (8.1) associated
to the perturbed quadratic potential
W (x; k) ≡ (Bx− k)2 + V0(x)−E = V (x; k)− E,
for some given k ∈ R. In the applications, we have E = ωj(k), with k ∈
ω−1j ((−∞, (2n+ c)B]).
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9.1 Convex-Concave Soft Confining Potentials
of Type 1
We study the soft confining potentials of type 1. These are distortions of the
Sharp Confining Potential given by
V0(x) = V0χ(−∞,xε)(x). (9.2)
These confining potentials smooth out the discontinuity at x = 0 and remain
bounded as x → −∞. The soft confining potentials V0 ∈ H1loc((−∞, xε))
are assumed to satisfy conditions (H1)–(H2) of section 6 and restated above.
With V0 >> (2n+3)B, these conditions are obviously satisfied by the Sharp
Confining Potential (9.2), since V ′0 is identically zero in (−∞, xε) for this
model.
We now turn to the general case and derive the following statement from
(H1) and (H2).
Proposition 9.1 Let V0 satisfy (H1) and (H2). Then, for any k ∈ R and
any ε ∈ (0, 1], we have
ψ(x0)e
−(1+ε) R x0
x
√
W (t;k)dt ≤ ψ(x) ≤ ψ(x0)e−
√
2B/ε(x0−x), ∀x ≤ x0 ≤ xε.
Proof. We fix k in R.
Step 1. The assumption (H1) guarantees that the effective potentialW (.; k)
is bounded from below by 2B/ε > 0 in (−∞, xε), so
ψ(x) ≤ ψ(x0)e−
√
2B/ε(x0−x), ∀x ≤ x0 ≤ xε, (9.3)
by Proposition 8.3
Step 2. We now prove that the following inequality
ψ′2(t) ≤ U(t; k)ψ2(t), (9.4)
where U(t; k) =W (t; k)+εB/4−(εB/2)1/2(Bt−k)−+5B/4 and (Bt−k)− =
min(0, Bt − k), holds for any t < xε. Indeed, by inserting (9.3) written for
u ≤ t ≤ xε,
ψ(u) ≤ ψ(t)e−
√
2B/ε(t−u), (9.5)
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in the obvious inequality∫ t
−∞
(Bu− k)ψ2(u)du ≥
∫ αk(t)
−∞
(Bu− k)ψ2(u)du,
where αk(t) = min(k/B, t), we get :∫ t
−∞
(Bu− k)ψ2(u)du ≥
(
Bαk(t)− k
2
√
2B/ε
− ε
8
)
e−2
√
2B/ε(t−αk(t))ψ2(t).
Thus, we deduce from the two following elementary inequalities Bαk(t)−k =
(Bt− k)− and e−2
√
2B/ε(t−αk(t)) ≤ 1 where t < xε, that
−
∫ t
−∞
(Bu− k)ψ2(u)du ≤ −
(
(Bt− k)−
2
√
2B/ε
− ε
8
)
ψ2(t). (9.6)
Since W (.; k) ∈ H1loc((−∞, xε)), we have
ψ′2(t) = W (t; k)ψ2(t)−
∫ t
−∞
(2B(Bu− k) + V ′0(u))ψ2(u)du, a.e. t < xε,
by substituting W (.; k) for W (and also 2B(Bu − k) + V ′0(u) for W ′(u)) in
(8.6), so (9.4) follows from this, (9.6) together with (H2) and (9.5).
Step 3. It remains to show that U(.; k) can be made arbitrarily close from
W (.; k) in (−∞, xε), by choosing ε small enough. To see this we fix ε ∈ (0, 1],
t < xε, and deduce from the basic inequality −(Bt− k)− ≤ |Bt− k| that
U(t; k)−W (t; k) = (ε+ 5)B/4− (εB/2)1/2(Bt− k)− ≤ R(t; k),
where
R(t; k) =
{
(ε+ 5)B/4 + ε(Bt− k)2 if (2εB)1/2 |t− k/B| ≥ 1
(ε+ 7)B/4 if (2εB)1/2 |t− k/B| < 1.
The condition 0 < ε ≤ 1 assures us that (ε + 7)B/4 ≤ 2B so R(t; k) ≤
εW (t; k), and
U(t; k) ≤ (1 + ε)W (t; k), ∀t < xε.
Therefore, it follows from this, (9.4) and Part 1 of Proposition 8.1 that
ψ(x) ≥ ψ(x0)e−(1+ε)
R x0
x
√
W (t;k)dt, ∀x ≤ x0 < xε.
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Moreover, this estimate remains valid at x0 = xε since ψ is left continuous
at xε. ✷
Remark: Notice that Proposition 9.1 remains valid if we replace hypothesis
(H2) by the weaker hypothesis
(H2′′)
∫ t
−∞
|V ′0(u)|e2
√
2B/εudu ≤ 5B
4
e2
√
2B/εt, ∀t < xε.
9.2 Parabolic Confining Potential and Soft Confining
Potentials of Type 2
We first derive the following general statement from (H1) and (H2’).
Proposition 9.2 Suppose the soft confining potential satisfies (H1) and (H2’).
Any given ε > 0, we have
ψ(x0)e
−(1+Ckε/B)
R x0
x
√
W (u;k)du ≤ ψ(x) ≤ ψ(x0)e−
R x0
x
√
W (u;k)du, ∀x ≤ x0 ≤ xε.
Proof.
1. Upper bound. The right inequality is a straightforward consequence of
Proposition 8.2 since W ′(x; k) ≤ 0 for any x < xε, according to (H2′).
2. Lower bound. For any x < t < xε, we deduce from (H2
′) that∫ t
x
W ′(u; k)e−2
R t
u
√
W (v;k)dvdu ≥ −Ck
∫ t
x
√
W (u; k)e−2
R t
u
√
W (v;k)dvdu
≥ −Ck(1− e−2
R t
x
√
W (v;k)dv)/2,
so taking the limit as x→ −∞ involves∫ t
−∞
W ′(u; k)e−2
R t
u
√
W (v;k)dvdu ≥ −Ck/2,
since W (x; k) is unbounded as x→ −∞. Hence, for any t < xε we have
S(t; k) = W (t; k)−
∫ t
−∞
W ′(u)e−2
R t
u
√
W (v)dvdu
≤ W (t; k) + Ck/2
≤ (1 + Ckε/B)W (t; k),
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since W (t; k) ≥ B/ε. This shows that S(.; k) ∈ L2loc((−∞, xε)) (since W (.; k)
is locally square integrable on (−∞, xε)) so the result follows immediately
from Proposition 8.2. ✷
Hypothesis (H2’) implies that the soft confining potential V0 is, roughly
speaking, bounded by two parabolas. As an example, we show now that the
Parabolic Confining Potential,
V0(x) = V0x2χ(−∞,0)(x), (9.7)
fulfills (H1) and (H2’) uniformly for k ∈ Σn = ∪nj=0ω−1j (∆n), where we recall
that ωj(k)’s are the eigenvalues of h0(k) = p
2
x + V (x; k).
Any given ε ∈ (0, 1] and V0 > 0, we first impose xε < 0 satisfies
V0x2ε = (2n+ c+ 2/ε)B, (9.8)
so (H1) is true. We state next with the coming lemma states that V0 defined
by (9.7) fulfills (H2’) for any k ∈ Σn.
Lemma 9.1 For any k ∈ Σn, we have
−Λn(ε)
√
W (x; k) ≤ W ′(x; k) ≤ 0, ∀x ≤ xε,
with Λn(ε) ≡ 2BV0
√
1 + (2n+ c)ε and BV0 ≡
√
B2 + V0.
Proof.
1. Let k be negative. Then we have V (x; k) ≥ B2
B2
V0
V˜ (x; k) for any x ∈ R,
where V˜ (x; k) ≡ (Bx− k)2+V0x2 is obtained by substituting V0x2 for V0(x)
in V (x; k). Indeed the previous inequality is obvious when x < 0 (since
V (.; k) = V˜ (.; k) in R∗−) and elementary computations give
B2V0
B2
V (x; k) =
B2V0
B2
(Bx− k)2V˜ (x; k) + V0/B2(k2 − 2Bkx) ≥ V˜ (x; k), (9.9)
for x ≥ 0. Hence, we have h0(k) ≥ h˜0(k) ≡ p2x + B
2
B2
V0
V˜ (.; k) in the operator
sense, so
ωj(k) ≥ (2j + 1)B + V0B
2
B4V0
k2, ∀j ∈ N, ∀k ≥ 0, (9.10)
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by noticing that
h˜0(k) = p
2
x + (Bx−B2/B2V0k)2 + V0B2/B4V0k2
is a Landau Hamiltonian with spectrum {(2j + 1)B + V0B2/B4V0k2, j ≥ 0}.
Therefore, any k ≤ 0 such that ωj(k) ≤ (2n + c)B, 0 ≤ j ≤ n, satisfies
(2j + 1)B +
V0B2
B4V0
k2 ≤ (2n+ c)B,
according to (9.10), so
inf (Σn ∩ R−) ≥ −
B2V0√V0B
√
(2n + c)B, (9.11)
by recalling that Σn = ∪nj=0ω−1j (∆n).
2. Armed with this result we can show now that
W ′(x; k) ≤ 0, ∀x ≤ xε, ∀k ∈ Σn. (9.12)
Indeed, any given x ≤ xε < 0, the derivative W ′(x; k) = 2BV0(BV0x − kB/
BV0) is obviously negative for k ≥ 0 and we have in addition
W ′(x; k) ≤ 2BV0(BV0xε − kB/BV0)
≤ −2BV0(BV0
√
(2n+ c+ 2/ε)B/
√
V0 + kB/BV0),
according to (9.8), so
W ′(x; k) ≤ −2B
2
V0√V0
(√
(2n+ c+ 2/ε)B −
√
(2n+ c)B
)
< 0,
by (9.11), for any k < 0 belonging to Σn.
3. Let’s build now some real number λ > 0, such that
W ′(x; k) ≥ (−λ)
√
W (x; k), ∀x ≤ xε, ∀k ∈ Σn.
From (9.12) this is equivalent to finding λ > 0 such that W ′(x; k)2 ≤
λ2W (x; k), which leads to
λ2(E − k2V0/B2V0) ≤ (λ2 − 4B2V0)(BV0x− kB/BV0)2, ∀k ∈ Σn,
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by noticing that W (x; k) = (BV0x − B/BV0k)2 + V0/B2V0k2 − E for x ≤ xε.
Next, taking account of inequality
(BV0x−B/BV0k)2 = V (x; k)− V0/B2V0k2 ≥ (2n+ c+ 2/ε)B − V0/B2V0k2,
it suffices to find λ such that,
λ2(E − V0/B2V0k2) ≤ (λ2 − 4B2V0)
(
(2n+ c+ 2/ε)B − V0/B2V0k2
)
,
or equivalently
4B2V0
(
(2n+ c+ 2/ε)B − V0/B2V0k2
) ≤ λ2 ((2n+ c+ 2/ε)B −E) ,
for any k ∈ Σn. Thus any λ ≥ Λn(ε) is admissible and the result follows. ✷
Having verified conditions (H1)–(H2’) for the Parabolic Confining Poten-
tial (9.7), we summarize the pointwise decay estimates on the corresponding
eigenfunctions following from Proposition 9.2.
Corollary 9.1 For any k in Σn and for any ε > 0, the eigenfunctions of
h0(k) with the Parabolic Confining Potential (9.7) satisfy the estimates
ψ(x0)e
−(1+Mn(ε)ε)
R x0
x
√
W (u;k)du ≤ ψ(x) ≤ ψ(x0)e−
R x0
x
√
W (u;k)du, ∀x ≤ x0 ≤ xε,
where Mn(ε) = 2BV0/B
√
1 + (2n+ c)ε and BV0 ≡
√
B2 + V0.
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