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Abstract 
Large scale measuring systems, i.e. measuring systems characterized by a measurement volume from some meters up to some 
hundreds of meters, are gaining importance in industry to check large parts or track the position of automated vehicles. In contrast 
with classical monolithic measuring systems, modern large scale measuring systems are constituted by constellations of sensors 
able to track the position of objects by triangulation or trilateration. This new design allows a greater system flexibility, scalability, 
and portability, together with a general reduction of costs. The MScMS-II is a large scale measuring system based on infrared 
triangulation. It has been designed to guarantee the maximum flexibility and reconfigurability, so every set-up procedure has been 
reduced as much as possible, so that its deployment and calibration requires a short time. However, its accuracy could benefit of a 
more complete volumetric calibration through the definition of a model of the volumetric error to be compensated. In this paper a 
self-calibration procedure based on a simple one-dimensional uncalibrated artifact is proposed to define a volumetric error model of 
the MScMS-II. Self-calibration can be performed in short time and can improve system performance by reducing systematic errors. 
Experimental results complete the work. 
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1. Introductiona 
Large Scale Dimensional  Metrology [1, 2] deals with 
all those 3D measurement tasks which involve a large 
measurement volume (from some meters up to some 
hundreds of meters). Application of these systems are 
more and more often found in industry, e.g. for the 
geometric control of large products (aerospace industry, 
large machine tool manufacturing), and to locate and 
track the position of robots or automated vehicles within 
large environments. 
Traditional Large Scale Measuring Systems are 
simply larger version of classical coordinate measuring 
systems, e.g. large Coordinate Measuring Machines. 
However, the improvements in optics and laser systems 
have given rise to a new generation of Large Scale 
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Measuring Systems, which instead of being monolithic 
measuring machines are constituted by smaller devices, 
able to locate the objects within the measurement 
volume usually by means of triangulation or trilateration.  
Several instruments of this kind are already available 
(laser trackers, laser radars, digital photogrammetry 
systems, indoor GPS). These instruments are usually 
cheaper than traditional measuring systems of 
comparable size, and often more portable, flexible and 
scalable. 
The Mobile Spatial coordinate Measuring Machine 
System – II (MScMS-II) [3] is a large scale measuring 
system based on (at present six) infrared cameras which 
take images of one or more infrared targets. The position 
of the target(s) within the measurement volume can then 
be identified by means of triangulation. A mobile 
measuring probe has been developed which can measure 
points on the surface of any object by contact. Compared 
to other large scale measuring systems, the MScMS-II 
shows advantages in portability, flexibility, handiness, 
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scalability, and cost. The MScMS-II has in fact been 
developed to guarantee a system which can be easily 
relocated and set-up with a simple and lean procedure. 
MScMS-II main drawback is its accuracy, which can 
be evaluated in the order of 1 mm in a measurement 
volume equal to 2 X 2 X 2 m [3]. This performance is 
influenced by both random errors, which cannot be 
corrected, and systematic errors, which are due to an 
imperfect determination of the system calibration 
parameters and to other not corrected aberrations, like 
camera lens distortion, and can be compensated if 
known. Therefore, the knowledge of a model of the 
systematic (volumetric) error can lead to an 
improvement of the system performance. 
The definition of the volumetric error of a machine is 
a well-known problem, both for measuring machines and 
machine tools [4, 5]. The evaluation is usually based on 
the measurement of calibrated artifacts, or the adoption 
of an high accuracy auxiliary measuring system, like a 
laser interferometer or, in recent years, a laser tracker. 
However, classical volumetric error models are designed 
for measuring systems structured like Cartesian or 
anthropomorphic robots. Large scale measuring systems 
are completely different, so the model needs to be 
redesigned. Moreover, managing a calibrated artifact 
system can be difficult for a measuring system which 
can be frequently reconfigured and is not usually located 
in a metrology laboratory, but instead at shop-floor level. 
Therefore, self-calibration methodologies should be 
considered instead. 
Classical self-calibration methodologies [4, 6] 
involve artifacts constituted by grids of n subartifacts 
(e.g. ballplates), measured in v locations (views) of the 
measuring volume. The assumption on which these 
methodologies are based is that the geometry of the 
artifact is perfectly stiff. Raugh [7] basing on this has 
studied which constraints must be satisfied in the artifact 
placements in order to allow a complete evaluation of 
the volumetric error and has proposed a methodology 
that, given a generic form for a model of the volumetric 
error, is able to evaluate the parameters of the model 
itself. Moreover, perfect stiffness involves that the 
distance between couples of subartifacts is constant. 
Kruth et al. [8] considered this property to develop a 
similar methodology. These methodologies consider the 
problem of evaluating the volumetric error as the 
generation of an analytic function which can forecast the 
volumetric error at each location of the machine working 
volume, that is, a global model for the volumetric error. 
Other authors concentrated on the evaluation of a local 
model for the volumetric error by means of reversal 
techniques, that is, the evaluation of the volumetric error 
at discrete locations, possibly minimizing the number of 
required views (i.e. the measurement effort). Ye et al. [9] 
have then proposed a methodology which allows the 
evaluation of the 2D volumetric error on a grid of points 
with only three views of the uncalibrated artifact. A 
similar methodology has been proposed by Zhang and 
Fu [10], but this methodology requires a partially 
calibrated artifact. Finally, basing on Ye et al. work 
Dang et al. [11] proposed a full 3D self-calibration 
methodology. 
Regardless of the chosen methodology, a limitation of 
self-calibration methodologies is that they define the 
volumetric error up to a scale factor. The scale factor can 
usually be evaluated by means of the measurement of 
some (simple, like a gauge block) calibrated artifact. 
Anyway, the need for a complex artifact like a grid of 
subartifacts still contrasts with the ease of use needed by 
a system like the MScMS-II. A differing kind of artifact 
has to be considered. 
In this work a methodology for simultaneously 
refining the calibration parameters and defining a model 
of the volumetric error of the MScMS-II is proposed. 
The methodology will be a “self-calibration” one, as it 
will be based on the adoption of an uncalibrated but rigid 
artifact. The chosen artifact is a simple bar with two 
targets located at its edges which will be moved and 
measured with continuity in the measurement volume, so 
data collection will require short time, in accordance 
with the MScMS-II philosophy. Based on measurement 
results and the rigid body assumption cameras 
calibration parameters will be optimized and the 
volumetric error model will be assessed. As initial result, 
experimental comparison of the system performance 
with or without systematic error compensation will be 
proposed on a reduced measurement volume. 
2. The MScMS-II 
MScMS-II is an indoor coordinate measuring system 
designed for large-scale dimensional metrology [12]. 
The system, in its prototype version, is made of three 
basic units (Fig. 1):  
 a network of wireless devices, suitably distributed 
within the measurement volume in order to guarantee 
the best compromise between coverage and accuracy; 
 a data processing unit connected via Bluetooth to 
each network device; 
 a portable wireless and armless probe to “touch” the 
measurement points. 
The distributed network consists of a number of wireless 
optical devices, each one able to establish a visual link 
with the optical markers that are visible in its “field-of-
view” (FOV). In detail, each network device is an 
electronic device provided with a low-cost IR camera, 
characterized by an interpolated resolution of 
1024×768 pixels (native resolution is 128×96 pixels), a 
maximum sample rate of 100 Hz, and an angular FOV of 
approximately 45°×30°. In addition, each camera is 
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Fig. 1: Schematization of MScMS-II architecture.  
coupled with a near-IR light source (Fig. 2), consisting 
of a 160-chip LED array with a peak wavelength of 
940 nm and a viewing half-angle of approximately 80°. 
The overall sensor set (camera and LED array) is 
13×13×15 cm in size and weighs about 500 g. Being 
provided with a processor implementing a real time 
tracking engine, each camera is able to determine and 
track the 2D-position of round objects (or targets) in its 
view plane whether they are IR light emitting sources 
(active tracking) as well as retro-reflective markers 
(passive tracking). 
The portable probe (Fig. 3) is a rod, equipped with 
two reflective markers at the extremes and a stick at one 
end to physically “touch” the measurement points. The 
two reflective markers were obtained by wrapping a 
retro-reflective tape around polystyrene spheres. 
Reflecting the IR light emitted by the IR LED arrays, the 
markers on the probe can be seen at a distance up to 
about 4 meters from each network device. 
The system is calibrated through a rapid and effective 
procedure proposed by Svoboda et al. in 2005 [13]. By 
randomly moving a single reflective marker in front of 
each camera of the system, the procedure allows the 
assessment of position and orientation (external  
 
Fig. 2: Main components of the IR-based sensor network: an IR 
camera is coupled with an IR LED array to locate passive retro-
reflective targets [3]. 
 
Fig. 3: Portable measuring probe [3]. 
parameters) of each device as well as the evaluation 
other important technical parameters (such as focal 
length, image center, and lens distortion model 
parameters). Then, camera alignment and scaling to a 
user-defined coordinate reference system is performed 
using a calibrated artifact. Fig. 4 provides a virtual 
reconstruction of the network layout found resulting 
from a calibration. Note that, in its current configuration, 
the system consists of six network devices, arranged in a 
5.0×6.0×3.0 m working environment. This layout results 
in an actual working volume of about 2.0×2.0×2.0 m by 
using 40 mm diameter markers.  
Knowing the positions, orientations and the technical 
parameters of the camera of each network device, the 
system is able to localize the probe in a 3D space 
combining the tracking information deriving from each 
network device [12]. This is done by means of the well-
known working principle of close-range 
photogrammetry [14]. 
 
Fig. 4 Virtual reconstruction of the working layout. In this 
configuration, the network consists of six IR cameras (C1,…,C6). The 
black wireframe represents the camera “field-of-view”, whereas the 
light grey wireframe represents the working volume (interpreted as the 
volume of intersection of at least two fields-of-sensing) [3]. 
IR camera 
IR LED array 
Ø 40 mm
lR = 200 mm lS = 84 mm
A B 
V
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3. MScMS-II self-calibration 
The problem of calibration can be considered as the 
problem of correctly turning the sensor outputs into the 
measurement results. If calibration is perfect, then no 
volumetric error model is required. However, because 
the model for calibration usually assume sensors are 
perfect, usually some residual volumetric is present, a 
correction is required. Therefore, to completely 
understand the MScMS-II self-calibration, some hint on 
the conversion of the camera output into the Cartesian 
coordinates of the point is required. 
3.1. MScMS volumetric error model 
The mathematics which turns the cameras output into 
the corrected coordinates of the sampled points is 
composed by two steps. The first step is the so called 
“localization algorithm”. The localization algorithm is 
well defined in the literature concerning 
photogrammetry [12, 14]. Its complete description goes 
beyond the aims of the present work; here it is sufficient 
to remember that to apply the localization algorithm a 
series of parameters, summarized for every camera by 
the projection 3 x 4 real matrices Pi, have to be defined. 
The application of the localization algorithm turns the 
camera output into the Cartesian coordinates of the point 
x= T, ,x y z . An incorrect definition of these parameters 
leads to a distortion in this conversion, i.e. a volumetric 
error. Then the definition of the camera projection 
matrices can be considered as a “first order error model”, 
which can then take into account part of the volumetric 
error. In practice, every error which would be generated 
by an incorrectly calibrated but optically perfect camera 
is considered by this first error model. 
However, usually the localization algorithm does not 
take into account optics aberrations and other similar 
errors which go beyond a perfect system. To describe the 
volumetric error generated by these defects, a “second 
order error model” is required. In general, the output of 
the first order error model is a vector of Cartesian 
coordinates. Any function fx x  can be in principle 
considered as a possible “second order volumetric error 
model”, which can correct the residual volumetric error 
after the first order model has been correctly evaluated 
and the localization algorithm applied. The choice of the 
correct model can be suggested by the actual kind of 
sensors and optics adopted, but probably it would be 
easier to empirically choose the model among generic 
(polynomial, linear, spline) models, which are easier to 
manage. 
3.2. Model parameters estimate 
When a calibration procedure is adopted, turning the 
measurement results of the calibrated artifact into the 
parameters of the volumetric error model is most often 
straightforward. Ordinary Least Squares or similar 
techniques may be applied. This is possible because 
“supervised learning” is adopted. In self-calibration one 
deals with “unsupervised learning” instead, thus 
requiring more complex approaches. 
Kruth et al. [8] supposes that the artifact is perfectly 
rigid. The perfect rigidity of the artifact implies that the 
distances between couples of points are constant. The 
application of this concept is particularly simple in the 
considered case: for the MScMS-II a ball-bar, is adopted 
(in this experience, it is simply the portable measuring 
probe shown in Fig. 3); therefore it should be sufficient 
to verify that the length of the artifact is constant in 
every view. The general principles for this self-
calibration are then the following: 
1. Measure the artifact in several views, ensuring the 
artifact is measured in different orientations, and the 
whole measuring volume of the machine is spanned; 
2. Define a volumetric error model which, applied to 
measurement results, guarantees the length of the 
artifact is as constant as possible in every view. 
However, this is not sufficient to guarantee 
traceability of the measurement. In fact, a simple 
degenerate solution could satisfy this criterion: x 0 . 
With this solution, the artifact length is perfectly 
constant, but this is not, of course, an acceptable 
solution. Therefore, Kruth et al. introduced the need of a 
reference measurement performed of an artifact of 
known length. The original objective function 
introduced by Kruth et al. was then 
1 22
1
1 1
min
m r
j j
m R
j j
j j
d d d da a a a  (1) 
where m  is the number of views, r  is the number of 
measurement of the reference artifact, a  is a vector of 
parameters on which the first and second order error 
model depend, jd a  is the measured length of the 
uncalibrated artifact in the jth view, mjd a  is the j
th  
measurement result of  the calibrated artifact, Rjd is the 
reference length of the calibrated artifact, and r is the 
number of measurements of the calibrated artifact. As 
apparent, due to the compensation of the measurement, 
every measured length depends on a . 
It is worth noting that this formulation of Kruth et al. 
criterion gives greater importance to the part of the 
objective function related to measurement of the 
uncalibrated artifact, which can be measured thousands 
of times, than to the part dealing with the reference 
measurements, which is usually measured only once or 
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twice thus exposing the solution to degeneracy. The 
choice of comparing lengths two at a time looks 
inefficient, too. Therefore, a modification can be 
proposed. Let 
1
m
j
j
d
d
m
a
a  be the average distance 
measured, then the new function could be 
2 2
1
1 1
min
1
m R
jr
j j
jm j
m
d d d d
ra
a a
 (2) 
This is the objective function adopted in this work for 
the definition of the correct value of a . The problem is 
essentially a non-linear least squares problem, which can 
be solved with classical least squares numerical 
algorithms. 
3.3. Design of the experiment 
§3.1 and §3.2 described how to model the MScMS-II, 
together with bibliographic references [12, 14], and how 
to obtain an evaluation of the parameters of the model. 
The last information we need is on how to obtain data to 
feed Eq. (2). 
When choosing how to sample the ball-bar to yield an 
accurate evaluation of the model, some general 
recommendations can be suggested: 
1. The whole measuring volume of the MScMS-II 
should be covered; 
2. Several different positions and orientations of the 
artifact should be considered in order to guarantee 
reversal [6]. 
MScMS-II makes these requirements easy to fulfill. 
In fact, the MScMS-II is a very fast measuring system 
able to track the position of the artifact with a 50 Hz 
sampling rate. Therefore, the operator just needs to move 
the artifact in the measurement volume at a not too fast 
speed, so that the system is allowed to take a large 
number of measurements. The operator will also take 
care of randomly rotating the artifact while moving it, so 
that reversal in ensured. To cover the whole 
measurement volume, an adequate size of the 
uncalibrated artifact should be chosen. The artifact 
which has been adopted in this preliminary study is 
probably too short, and would require a very long time 
to span the whole measurement volume. Anyway, 
uncalibrated artifact measurement should not require 
more than few minutes. 
4. Methodology application and first results 
To test the effectiveness of the model, an 
experimental campaign has been undertaken. This 
campaign consisted in taking two series of data. The two 
series of data have been acquired after the system has 
been calibrated as described in §2. 
The first dataset consists in a series of 6552 
samplings of the artifact shown in Fig. 3, covering a 
measurement volume of about 1 x 1 x 1 m. Taking this 
measurements required about a couple of minutes. 
Beside this, as reference measurement the two sides of a 
calibrated square have been measured. This “initial” data 
will serve to feed a non-linear least square optimization 
algorithm [15] which will solve problem in Eq. (2). 
The second dataset is similar, consisting of 6201 
measurement of the artifact, and the relative reference 
measurements. This “check” data will serve to check 
that the model evaluated based on the initial data is good 
to compensate any measurement, and not adapted to the 
initial data. 
As mentioned in §3.1, the easiest way to define a 
second order volumetric error model is to choose it 
among general purpose fitting models. In the following, 
three structures for the second order error model will be 
considered: a polynomial model, a piecewise linear 
model, and piecewise spline model. 
4.1. Polynomial model 
The polynomial model consists in a simple 
polynomial correction of the coordinate at which the 
point is measured, so the model can be written as 
, , ,
, , ,
, ,
0
0
0
,
i i i
ix x ix y ix z
i i
g
i
i
iy x iy y iy z
i i i
iz x iz y
g
g
i
z
i
iz
x
x
y x
z
x y z
y y z
z x y z
 (3) 
where the various are optimization parameters and 
g is the polynomial degree (in this experience 4g ). In 
this case, the parameter vector a in Eq. (2) is constituted 
by 12 9cn g  parameters, where cn  is the number of 
cameras constituting the MScMS-II. 
4.2. Piecewise linear and spline model 
In piecewise models a cubic grid of np x np x np points 
covering the measurement volume is defined (in this 
experience np = 5). For each point, a value of the 
volumetric correction which has to be applied at that 
coordinate is defined for x, y, z, so that there are 
33 pn values of the correction.  To obtain the correction 
value at any coordinate, the 3pn  corrections at the 
defined points are interpolated either linearly (piecewise 
linear model) or by mean of a cubic spline (piecewise 
spline model). In this case, the parameter vector a in Eq. 
(2) is constituted by 312 3c pn n  optimization parameters.  
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4.3. Volumetric error compensation results 
Table 1 reports the values of the Objective Function 
(OF) described by Eq. (2) for the three volumetric error 
models, and for both the initial and check data. Compare 
the values of the OF evaluated on the initial data when 
no volumetric error correction is applied, and after the 
optimal parameters of the first and second order 
volumetric error models have been defined, so that the 
volumetric error compensation can be applied: it is 
shown that, regardless of the second order error model 
adopted, a reduction of about five order of magnitude of 
the OF value can be obtained. However, this good result 
could have been obtained, in particular for the linear and 
spline models, by means of an excessive adaptation of 
the parameters to the initial data. Therefore, the check 
data have to be considered to evaluate the actual model 
effectiveness of the MScMS-II in “real” measurement. 
The comparison of the results on the check data with or 
without volumetric error correction shows that the OF 
values reduces to about one third, with a slightly better 
performance of the linear and spline models, which are 
probably more flexible than the polynomial model. This 
could be considered a good performance of the 
volumetric error compensation. However, a closer look 
to the results shows that the volumetric error correction 
is not so good. Eq. (2), shows that the OF value is the 
sum of two parts, one depending the measurement of the 
uncalibrated artifact, and the other depending on 
reference measurements. Table 1 shows these two parts 
for the check data (similar results could be drawn from 
the initial data). It is apparent that the part depending on 
the reference measurement is predominant, even when 
no volumetric error correction is applied. This suggests 
that most of the volumetric error is due to a lack of 
traceability, which is probably related to the 
inadequateness of the calibrated artifact adopted in the 
initial calibration procedure. The proposed approach 
compensates, at least in part, this inadequateness. 
However, this preponderance of the traceability part 
tends to hide any improvement the second order model 
can bring. Therefore, before evaluating the real overall 
performance of the proposed methodology traceability 
issues in calibration have to be solved, and this could be 
done with a new design of the calibrated artifact. 
Table 1: Effectiveness of the volumetric error compensation (every value in [mm2]) 
2nd order model Polynomial Linear Spline 
OF value for the initial data, no volumetric error correction 3.64013 3.64013 3.64013 
OF value for the initial data, with volumetric error correction 0.00050 0.00010 0.00010 
OF value for the check data, no volumetric error correction 6.43974 6.43974 6.43974 
OF value for the check data, with volumetric error correction 1.74344 1.34449 1.36427 
Contribution to the OF due to uncalibrated artifact 
measurement, no volumetric error correction (check data) 0.00016 0.00016 0.00016 
Contribution to the OF due to reference measurement, no 
volumetric error correction (check data) 6.43958 6.43958 6.43958 
Contribution to the OF due to uncalibrated artifact 
measurement, with volumetric error correction (check data) 0.00033 0.00013 0.00013 
Contribution to the OF due to reference measurement, with 
volumetric error correction (check data) 1.74311 1.34436 1.36414 
 
  
5. Conclusions and future aims 
In this work, a self-calibration technique has been 
proposed for the MScMS-II. The definition of this 
methodology required the definition of a model for the 
volumetric error of the system. This model is constituted 
by a first and a second order model, and in principle 
should be able to compensate the systematic volumetric 
error of the machine. To evaluate the model parameters, 
a self-calibration methodology, based on the 
measurement of an uncalibrated artifact, has been 
proposed. However, the experimental results have shown 
that the main issue in the system performance seems to 
be related to the traceability of the measurement results. 
This means that, to improve system performance, a 
preferable way is to improve the calibration artifact 
adopted in the initial calibration of the system, instead of 
trying to correct it by means of a volumetric error 
correction, whose effectiveness could be better shown 
after traceability issues have been solved. 
Therefore, future aims include a redesign of this 
artifact, and the definition of a methodology for system 
performance assessment and verification, which may 
reliably evaluate whether the system is conforming to its 
expected metrological performance or not. 
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