Simulations of the 2004 North American Monsoon: NAMAP2 by Gutzler, D. S. et al.
Simulations of the 2004 North American Monsoon: NAMAP2
D. S. GUTZLER,a L. N. LONG,b J. SCHEMM,c S. BAIDYA ROY,d M. BOSILOVICH,e
J. C. COLLIER,f M. KANAMITSU,f P. KELLY,g D. LAWRENCE,h M.-I. LEE,i
R. LOBATO SA´NCHEZ,j B. MAPES,g K. MO,c A. NUNES,f E. A. RITCHIE,k
J. ROADS,f S. SCHUBERT,e H. WEI,l AND G. J. ZHANGf
a University of New Mexico, Albuquerque, New Mexico
b Wyle Information Systems, McLean, Virginia
c NOAA/Climate Prediction Center, Camp Springs, Maryland
d University of Illinois at Urbana–Champaign, Urbana, Illinois
e NASA Goddard Space Flight Center, Greenbelt, Maryland
f Scripps Institution of Oceanography, La Jolla, California
g University of Miami, Coral Gables, Florida
h National Center for Atmospheric Research, Boulder, Colorado
i NASA Goddard Space Flight Center, Greenbelt, and University of Maryland,
Baltimore County, Baltimore, Maryland
j Instituto Mexicano de Tecnologı´a del Agua, Jiutepec, Mexico
k The University of Arizona, Tucson, Arizona
l NOAA/Environmental Modeling Center, Camp Springs, Maryland
(Manuscript received 16 March 2009, in final form 29 July 2009)
ABSTRACT
The second phase of the North American Monsoon Experiment (NAME) Model Assessment Project
(NAMAP2) was carried out to provide a coordinated set of simulations from global and regional models of the
2004 warm season across the North American monsoon domain. This project follows an earlier assessment,
called NAMAP, that preceded the 2004 field season of the North American Monsoon Experiment. Six global
and four regional models are all forced with prescribed, time-varying ocean surface temperatures. Metrics for
model simulation of warm season precipitation processes developed in NAMAP are examined that pertain to
the seasonal progression and diurnal cycle of precipitation, monsoon onset, surface turbulent fluxes, and
simulation of the low-level jet circulation over the Gulf of California. Assessment of the metrics is shown to be
limited by continuing uncertainties in spatially averaged observations, demonstrating that modeling and
observational analysis capabilities need to be developed concurrently. Simulations of the core subregion
(CORE) of monsoonal precipitation in global models have improved since NAMAP, despite the lack of a
proper low-level jet circulation in these simulations. Some regional models run at higher resolution still exhibit
the tendency observed in NAMAP to overestimate precipitation in the CORE subregion; this is shown to
involve both convective and resolved components of the total precipitation. The variability of precipitation in
the Arizona/New Mexico (AZNM) subregion is simulated much better by the regional models compared with
the global models, illustrating the importance of transient circulation anomalies (prescribed as lateral boundary
conditions) for simulating precipitation in the northern part of the monsoon domain. This suggests that seasonal
predictability derivable from lower boundary conditions may be limited in the AZNM subregion.
1. Introduction
The North American Monsoon Experiment (NAME)
(n.b., a table of acronyms is included as an appendix)
was organized as an international effort to improve ob-
servations, modeling, and prediction of the warm season
circulation regime across southwestern North America
(NAME Science Working Group 2004). NAME ac-
tivities centered on an intensive field observation cam-
paign in summer 2004. In support of this field-oriented
process study, a suite of modeling activities has taken
place before, during, and after the 2004 summer field
campaign.
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The modeling component of NAME is motivated
by the need to develop improved dynamical simulations
of the North American monsoon circulation, which
has been an area of active research for many years. The
ultimate goal of NAME is improvement in seasonal
prediction across North America during the warm sea-
son, and the North American monsoon is viewed as an
integral driver of the continental circulation in the
summer. Furthermore, NAME is predicated on the hy-
pothesis that improvements in monitoring and simula-
tion of weather-scale phenomena associated with warm
season precipitation, including the diurnal cycle, are a
prerequisite to achieving skillful coupled dynamical pre-
dictions of the large-scale seasonal circulation. Hence,
‘‘improvements in the ability of models to simulate the
various components and time scales that make up the
weather and climate of the North American Monsoon
System (NAMS)’’ (NAME Science Working Group 2004)
were considered central goals of NAME.
The challenges of characterizing warm season pre-
cipitation in this region of complex terrain are amply
illustrated in the literature. Coarse horizontal resolution
can provide a primary limitation on monsoon simula-
tions (Yang et al. 2001), although some global models
seem to capture the gross features of the summer pre-
cipitation maximum despite not resolving the details of
topography (Arritt et al. 2000), and more recent (gen-
erally higher resolution) global atmospheric models
demonstrate an improved ability to simulate the sea-
sonal cycle of NAMS precipitation (Lin et al. 2008).
Vertical resolution, especially near the surface, plays an
important role in the low-level jet circulation in the Gulf
of California and the simulation of orographic pre-
cipitation, as described further in section 3e. Sensitivity
studies regarding monsoonal precipitation and resolu-
tion in global models are still being carried out (e.g., Lee
et al. 2007a; Collier and Zhang 2007).
Simulations of monsoonal precipitation in higher-
resolution regional models have been shown to be quite
sensitive to the choice of convective parameterization
(Gochis et al. 2002, 2003) and land surface treatments
(Kanamitsu and Mo 2003). Model deficiencies in sim-
ulating the diurnal cycle of precipitation have been
investigated by Lee et al. (2007b) in which detailed
comparisons were made between convective parame-
terization schemes used in the atmospheric general cir-
culation models (AGCMs) from the NOAA and NASA
centers and by Collier and Zhang (2006) using an
AGCM developed at the National Center for atmo-
spheric Research (NCAR). Further investigation by Lee
et al. (2008) with a set of sensitivity experiments, using
the NOAA/National Centers for Environmental Pre-
diction (NCEP) AGCM, highlighted the importance of
the convection trigger mechanism and how it was im-
plemented in the parameterization scheme for correct
simulation of the diurnal cycle of precipitation over
North America during the warm season.
These uncertainties in climatological simulations have
hampered efforts to examine the sensitivity of regional
models to changing boundary conditions (Small 2001;
Xu and Small 2002; Fawcett et al. 2002). In turn, the
inconsistent quality of model control simulations pres-
ents an obstacle to producing skillful dynamical seasonal
predictions of the large-scale NAMS circulation, which
as mentioned above is a primary motivation for the
entire NAME project (NAME Science Working Group
2004; Higgins et al. 2006).
Motivated by the modeling challenges outlined above,
a coordinated set of retrospective simulations of the
1990 summer season, called the NAME Model As-
sessment Project (NAMAP), was carried out prior to
the NAME field campaign (Gutzler et al. 2004, 2005).
Both global and regional models were represented in
the NAMAP assessment. Much of the NAMAP anal-
ysis was focused on monthly means and on the spatial
domain defined as ‘‘Tier 1’’ (Fig. 1a) in the NAME
Science Plan (NAME Science Working Group 2004).
Smaller subregions within Tier 1, denoted AZNM and
CORE, were also defined for spatial averaging pur-
poses.
One of the products of the NAMAP set of simulations
was a set of goals for model simulation improvement,
based on several important features of the seasonal
evolution of the NAMS that seemed problematic. These
goals were formulated in terms of metrics for subsequent
simulations (Gutzler et al. 2004, 2005). The metrics in-
cluded
d determination of observed monsoon onset within
1 week,
d correct simulation of monthly averaged precipitation
rates to within 20% throughout the diurnal cycle,
d simulation of the magnitude of the observed afternoon
peak of latent and sensible heat fluxes to within 20%
on a monthly averaged basis, and
d correct simulation of the position of the Gulf of Cal-
ifornia low-level jet with respect to the gulf and the
high topography to the east.
This article describes results from a postfield phase
modeling assessment, denoted NAMAP2, which has
been designed to extend the temporal and spatial limi-
tations of NAMAP to consider other NAME-related
regions and consider submonthly variability. Daily tem-
poral resolution is clearly needed to address the NAMAP
metric concerning monsoon onset, as well as many other
diagnostic quantities of interest.
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To some degree, success in achieving each of the
NAMAP simulation metrics is inescapably limited by
our ability to validate them. It is quite likely, for exam-
ple, that surface fluxes are not known to within 20%
across the NAME domain. Likewise, large-scale fields of
observed precipitation do not properly constrain the
diurnal cycle; for this metric the challenge in validating
models involves comparison of pointwise rain gauge
observations (Gochis et al. 2007) with model-generated
gridcell values. The value of NAMAP2, therefore, is not
so much in demonstrating that models are perfect or
which particular model performs best for one summer
season. Instead, this model assessment exercise should
be considered a step in an ongoing process of simulta-
neously improving both modeling capabilities and ob-
servational analyses pertaining to the summer climate of
southwestern North America. Progress on both fronts
will be necessary to achieve NAME’s ultimate goal of
improving seasonal prediction skill.
2. NAMAP2 models and protocols
The NAMAP2 simulation period extends across
the boreal warm season of 2004 when the NAME En-
hanced Observation Period took place. NAMAP2 in-
cludes modeling groups that participated in the first
round of NAMAP simulations as well as several addi-
tional groups running other models. Participants helped
to design the modeling strategy and the common bound-
ary conditions used in the simulation (Table 1).
Time-varying SST was the principal prescribed sur-
face boundary condition for NAMAP2 simulations.
Experience from the initial NAMAP exercise indicated
that existing operational SST products tend to be con-
siderably too cold in the Gulf of California. Some ob-
servational evidence (e.g., Mitchell et al. 2002) suggested
that proper simulation of surface temperature in the gulf
might be critical for properly simulating sufficiently strong
atmospheric moisture transport up the gulf, although re-
gional models do not consistently reproduce such sensi-
tivity (Mo and Juang 2003). The need for better temporal
and spatial SST resolution over the Gulf of California
for NAMAP2 gave impetus for a new SST analysis at
NOAA/Climate Prediction Center (CPC) that merges in
situ observations with multiplatform satellite retrievals
(MPM) (Wang and Xie 2007). Most of the NAMAP2
simulations used the MPM analysis; one modeling group
ran their seasonal simulation twice: once with MPM as
the ocean surface temperature boundary conditions and
another with an operational SST analysis.
FIG. 1. Three observed estimates of total precipitation during the 4-month NAME Enhanced Observing period, June–September 2004.
CORE, AZNM, and Tier 1.5 analysis subregions are shown (see text for details). The specified computational domain for regional models
is slightly larger than the area plotted here. The NAME Tier 1 region encompasses AZNM and CORE, and some additional surrounding
area, in a single averaging box. (a) URD, a gauge-based analysis defined only over land areas; (b) RMORPH, a blend of gauge and satellite
infrared measurements; and (c) TRMM, a satellite radar-based product.
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No standard was set for land surface models, and each
modeling group picked its own land surface component.
Model initial spinup times also varied considerably
among the different groups, which can affect surface
hydrology considerably. To some extent, the use of the
NCEP/Department of Energy Global Reanalysis 2 for
land surface initial conditions by most (but not all) of the
modeling groups mitigates soil moisture spinup issues.
NAMAP2 simulations were carried out by six global
modeling groups and four regional modeling groups
(summarized in Table 2; more complete information on
the different models can be obtained online at http://
www.eol.ucar.edu/projects/name/namap2). Three differ-
ent simulations with CAM3 are included: CAM3a and
CAM3c differ in their prescribed SST treatment, while
CAM3b was run with a different (finite volume) dynami-
cal core and a revised land surface model (Lawrence et al.
2007). Note that a rather wide range of horizontal reso-
lutions is utilized by the various models, including two
global models (FVM and GEOS-5) run at resolutions
considerably less than 18, comparable to all the regional
models except the highest-resolution MM5 simulation
(run at 15 km).
A key difference between the global and regional
model protocols is the constraint provided by prescribed
time-varying lateral boundary conditions for the re-
gional models. These boundary values were provided
by the Atmospheric Model Intercomparison Project
(AMIP)-II reanalysis product (Kanamitsu et al. 2002).
Global models generate their own large-scale circula-
tions, driven in part by prescribed ocean temperatures.
Thus, comparing the global and regional model simu-
lations provides a suggestion of the importance of the
correct simulation of the large-scale circulation sur-
rounding the monsoon domain, and how well the global
models succeed in creating that circulation.
Participating modelers were requested to submit an
agreed-upon list of variables with 3-hourly resolution for
archiving and analysis at the NOAA/Climate Prediction
Center. Output was submitted over an analysis domain
TABLE 1. Table of boundary conditions used in the NAMAP2 simulations.
Simulation period 15 May–30 Sep 2004
Computational domain 158–458N, 1258–758W
Lateral boundary conditions (for regional models) NOAA Command and Data Acquisition Station (CDAS) 2
Surface boundary conditions (ocean) MPM analysis (Wang and Xie 2007)
Surface boundary conditions (land) Chosen by each modeling group
TABLE 2. Models participating in NAMAP2 and their key characteristics. The six global (four regional) models are indicated in regular
roman (italic) font.
Model
Affiliation,
contact Reference
Horizontal
resolution
Vertical
levels
Ensemble
size
SST
prescription
CFS
(operational)
NOAA/CPC, Schemm Saha et al. (2006) T126 (;18) 64 5 MPM
GFS NOAA/CPC, Mo and Wei Campana et al. (2005) T126 64 4 MPM
CAM3a University of California
San Diego (UCSD) Scripps
Institution of Oceanography
(SIO), Collier and Zhang
Collins et al. (2006) T42 (;2.88) 26 1 40-yr European Centre for
Medium-Range Weather
Forecasts (ECMWF)
Re-Analysis (ERA-40)
CAM3b NCAR, Lawrence Collins et al. (2006) 1.08 3 1.258 26 1 Hadley
CAM3c UCSD SIO, Collier
and Zhang
Collins et al. (2006) T42 (;2.88) 26 3 MPM
Finite volume NASA Goddard Space
Flight Center, Bosilovich
Lin (2004) 0.258 3 0.368 32 2 MPM
GEOS-5 NASA GSFC,
Lee and Schubert
Rienecker
et al. (2008)
0.58 3 0.678 72 5 MPM
RAMS Duke University, Roy Pielke et al. (1992) 64 km 30 1 NOAA OI
RSM UCSD SIO,
Nunes and Roads
Juang and
Kanamitsu (1994)
30 km 28 1 MPM
MM5a Instituto Mexicano
de Tecnologı´a del Agua
(IMTA), Lobato
Anthes et al. (1987) 30 km 23 3 MPM
MM5b University of New
Mexico, Ritchie
Anthes et al. (1987) 15 km 33 1 MPM
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that corresponded to the Tier 2 region defined in the
NAME Science and Implementation Plan, which ex-
tends across southwestern North America from 108 to
408N latitude, and 908 to 1208W longitude (thus slightly
larger than the area plotted in Fig. 1). Spatial averages
within the smaller NAME Tier 1 region are emphasized
here, in particular the NAME CORE subregion in the
heart of the NAMS domain and the AZNM subregion
near the northernmost extent of the monsoonal regime
(Fig. 1). These subregions have been used in many
previous NAME-related diagnostic studies, including
NAMAP. One new region, tier 1.5, was defined for this
analysis because NAMAP indicated that a common
modeling flaw involved generating precipitation too far
to the east relative to observations. Tier 1.5, with an area
intermediate between NAME Tiers 1 and 2 (Fig. 1), was
designed to capture such shifts in precipitation.
An online atlas of NAMAP2 results (hosted at the
University of Miami at URL http://www.rsmas.miami.
edu/personal/pkelly/NAMAP2.html; see also http://www.
cpc.ncep.noaa.gov/products/outreach/atlas.shtml) con-
tains many more images of NAMAP2 results than are
presented here. Additional results and analysis from the
NAMAP2 simulations, emphasizing land surface fluxes,
have been carried out by Kelly and Mapes (2009, man-
uscript submitted to J. Climate).
The metrics proposed in NAMAP are used to orga-
nize this overview of the NAMAP2 simulations, begin-
ning with a description of the total warm season
precipitation and the seasonal progression of the 2004
monsoon season. A more detailed discussion of mon-
soon onset follows the description of the seasonal cycle.
The diurnal cycle of precipitation, surface fluxes, and
regional low-level jet circulations are then examined,
along with a brief discussion of precipitation frequency.
3. NAMAP2 simulations of the 2004 North
American monsoon
a. Seasonal progression of observed precipitation
Improvements in the observation, simulation, and pre-
diction of warm season precipitation are a special focus of
NAME research. As an indication of the uncertainty
in NAME era estimates of precipitation and plots of the
total warm season rainfall (June–September 2004) from
three observational products, none of which incorporates
special NAME observations, are shown in Fig. 1. The
URD product (Fig. 1a) is a 18 3 18 analysis based only on
gauge data (Higgins et al. 2000); RMORPH (Fig. 1b) is
a blend of gauge data and satellite observations of long-
wave radiation (Janowiak et al. 2007); TRMM (Fig. 1c) is
a radar-based satellite product (Huffman et al. 2007).
The general patterns of time-averaged continental
precipitation are similar between URD and RMORPH,
as indeed they should be, considering that essentially
the same rain gauge data are used for both analyses, but
URD tends to estimate higher values of precipitation.
The difference between URD and RMORPH for this
period is generally on the order of 10% across much of
the area depicted, but in some subregions the differ-
ence between these two observational products ap-
proaches 20%, which is the NAMAP-specified metric
for successful model simulation. The spatial pattern of
precipitation in the TRMM data is broadly similar to
both the URD and RMORPH analyses, but TRMM
estimates are systematically drier (as shown by Gochis
et al. 2009a), producing additional spread among the
observations.
Time series of the same three observed estimates of
total monthly observed precipitation shown in Fig. 1
from May to September 2004, averaged over the CORE
subregion (Fig. 2a, black lines), show the pronounced
increase between June and July typical of the North
American monsoon. In 2004 precipitation decreased in
August relative to July. These results can be compared
with precipitation derived from a network of rain gauges
implemented during the 2004 NAME field season in
several transects within the CORE subregion, as part of
the NAME Event-based Raingauge Network (NERN)
(Gochis et al. 2007). The 86 rain gauges in the NERN
dataset all fall into a region that corresponds closely to
the CORE subregion, providing a spatial sample in this
subregion that is considerably denser than for the URD
dataset. All rain gauges available during this period
were weighted equally to create daily and monthly av-
erages, as shown by the line labeled ‘‘NERN’’ in Fig. 2a.
The NERN-derived monthly values are systematically
higher than any of the other observational estimates,
consistent with previous analyses (Gochis et al. 2009a)
that have demonstrated the low bias of existing op-
erational precipitation products that underestimate
orographic precipitation in data-sparse high elevation
regions. Adding the NERN data here emphasizes the
spread in existing estimates of precipitation, and re-
inforces the notion that model validation in the data-
sparse core region of the North American monsoon
domain is still limited by the quality and comprehen-
siveness of the observed data record.
b. Seasonal progression of simulated precipitation
All of the simulations (both global and regional) except
CAM3a reproduce an increase in total precipitation in the
CORE subregion from June to July. This represents a
marked improvement over the NAMAP simulations for
which the global models systematically delayed monsoon
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onset and thereby misrepresented the seasonal progres-
sion. The improvement in simulation results is consistent
with the assessment of global atmospheric models pre-
sented by Lin et al. (2008). Among the global models,
CAM3a and CAM3c stand out as drier in July compared
to the other models and observations. These two simula-
tions initiate precipitation too far to the east; the seasonal
progression of precipitation in these two simulations is
closer to observations when rainfall is averaged across the
larger Tier 1.5 region (Fig. 2c, as discussed below). The
spread of CORE-averaged precipitation among global
models increased in August with four models continuing
to increase precipitation from July to August, one model
(CAM3a) initiating precipitation in August instead of
July, and two models following the observed progression
of a July peak followed by an August decrease.
FIG. 2. Time series of total monthly precipitation, May–September 2004. URD, RMORPH, and
TRMM observational estimates are shown (black lines): (left) Global model simulations (colored
lines) and (right) regional model simulations (colored lines) in the (a) CORE subregion, (b) AZNM
subregion, and (c) Tier 1.5 subregion. In (a), a fourth observational estimate (NERN) is shown, de-
rived from rain gauge data collected within the CORE subregion during the NAME field campaign
(see text for details).
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All of the regional models also simulate a large increase
in CORE precipitation from June to July, and all models,
except MM5b, then correctly exhibit a decrease in pre-
cipitation from July to August. As was the case in
NAMAP, the MM5 simulations (red and light blue
lines in Fig. 2a) tend to oversimulate precipitation in the
CORE subregion. The reasons for the excess rainfall will
be discussed below in conjunction with the diurnal cycle.
The seasonal progression in the more northern AZNM
subregion is different in that precipitation continues to
increase from July to August in each of the observed
estimates after the initial large increase in July associated
with monsoon onset (Fig. 2b). This seasonal progression
is not uncommon in AZNM, where onset typically occurs
later in the season than in the CORE region to the south
(Higgins et al. 1997). Neither the global nor the regional
models consistently capture the July–August precipita-
tion increase.
The seasonal progression in Tier 1.5 is flatter from
June through September compared with the seasonal
cycle in CORE or AZNM (Fig. 2c). This is because
observed precipitation in the eastern half of the Tier 1.5
box decreases as the western (monsoonal) part increases,
as shown further below.
Overall, Fig. 2 shows that the models tend to exhibit
nearly the same rank order (more to less precipitation)
in each of the subregions shown. This suggests that the
differences in precipitation amounts generated by the
various models have more to do with model physical
parameterization techniques (which could change the
propensity for precipitation across the model domain)
than with shifts in large-scale circulation patterns that
would shift maxima and minima in precipitation from
one simulation to another.
Maps of total monthly precipitation in Fig. 3 show that
the increase in precipitation from June to July in the
CORE and AZNM subregions was accompanied by
a decrease in precipitation in Texas and northeast-
ern Mexico, east of the 1008 meridian (Fig. 3a shows
RMORPH observations). This opposition in seasonal
progressions between the monsoon domain and the U.S.
Midwest is a well-known feature of North American
precipitation (Higgins et al. 1997). Regional models
tend to successfully simulate this opposition, as exem-
plified by the MM5a results in Fig. 3b, but global models
are generally less successful in this regard, for example,
CFS results in Fig. 3c.
The presence of prescribed lateral boundary condi-
tions for the regional model simulations is the probable
cause of the improvement of this feature in the regional
model simulations. Monthly mean wind observations at
850 hPa [from the North American Regional Reanalysis
(NARR), Mesinger et al. (2006), superimposed on pre-
cipitation, show a pronounced decrease from June to
July in the magnitude of onshore flow from the Gulf of
Mexico in conjunction with the precipitation decrease
across the southern U.S. plains (Fig. 4a). A similar
monthly progression is simulated by MM5 with much
smaller June–July monthly changes in both precipitation
and winds simulated by CFS along the coast of the Gulf
of Mexico.
Farther west in the CORE subregion, the pronounced
increase in precipitation seen in Fig. 4 from June to July in
the NARR analysis and both model simulations is diffi-
cult to correlate with any obvious changes in the monthly
mean low-level wind field. We shall return to this point in
section 3e in the context of low-level jet circulations.
Daily time series of precipitation for observations and
simulations, averaged over the CORE subregion, are
shown in Fig. 5. Observed estimates are reproduced as
black, gray, and brown lines in each panel and each
model is represented by a different color. It is readily
apparent that over the CORE region the URD and
RMORPH observed estimates exhibit qualitatively
similar daily fluctuations, with URD showing system-
atically higher amounts. The TRMM estimates are
considerably different on many days. The pronounced
monthly increase in July precipitation compared to
June, discussed previously, is easily evident in most of
these time series plots, suggesting that the models are
capturing the gross first-order feature of the seasonal
progression. Not surprisingly, however, the global mod-
els driven only by prescribed SST exhibit little day-to-
day correspondence between model simulations and
observations. Regional models, also forced by pre-
scribed lateral circulation, do capture some of the major
transient events (e.g., major peaks in CORE rainfall
around 12 and 20 July), but also generate other rainfall
maxima that do not exist in the data. The RSM provides
the best fit to the data.
Observed monsoon onset in the CORE subregion
occurs on 5 June, following the definition of Higgins
et al. (1997) of three consecutive days of significant
(1.5 mm day21) area-averaged rainfall (Table 3). As
Fig. 5 shows, this onset date was associated with a tran-
sient rainfall event followed by dry conditions that per-
sisted for several weeks. Nevertheless, several models
(both global and regional) matched this onset date rather
closely; whether this indicates outstanding simulation
skill or is just fortuitous is difficult to say. Overall, how-
ever, these results are highly encouraging with regard to
the ability of global models to simulate monsoon onset
with some fidelity in the CORE subregion.
Analogous time series for the AZNM subregion (Fig. 6)
lead to similar conclusions, although model fidelity to
observations is worse. Observations indicate extremely
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dry conditions until late June, whereas most models
simulate at least one significant transient rainfall event
during that period. The observed onset date for AZNM
(based on a 0.5 mm day21 threshold) is 11 July (Table 3),
but all simulations except GFS and RAMS generate an
earlier onset date in June.
Tropical Storm Blas passed the mouth of the Gulf of
California on 12 July 2004 as it propagated northward
along the west coast of Mexico. Monsoon onset in AZNM
has been attributed to the moisture surge associated
with Blas (Johnson et al. 2007). Most of the NAMAP2
simulations—those with a horizontal resolution finer than
18—seemed to generate a tropical storm in the eastern
Pacific at about this time (results not shown), although
a detailed assessment of tropical storm dynamics in these
simulations is beyond the scope of this paper. Precipitation
FIG. 3. Maps of total monthly precipitation (cm) for June through September 2004: (a) RMORPH observations,
(b) MM5a simulations (three-member ensemble average), and (c) CFS simulations (five-member ensemble average).
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over both the CORE and AZNM regions generally in-
creased in the model simulations following the observed
dates when Blas affected the NAM region (Figs. 5 and 6).
However, most models had already predicted an onset in
early June, so the presence of Blas did not affect the cal-
culation of the onset date in the simulations. It is en-
couraging however that the models successfully simulate
tropical storms and their associated moisture surges. Many
models also simulate moisture surges in the Gulf of Cal-
ifornia not associated with tropical storms.
FIG. 4. Maps of total monthly precipitation and monthly mean wind vectors at 850 hPa for June through September
2004 (cm): (a) NARR-assimilated observations, (b) MM5a simulations (three-member ensemble average), and
(c) CFS simulations (five-member ensemble average).
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Throughout July and August, global models system-
atically underestimate day-to-day variability in AZNM-
averaged precipitation, producing less intense precipitation
day after day. Regional models, in contrast, were much
more realistic in simulating the transient character of
AZNM precipitation (e.g., RSM and RAMS simula-
tions). Each of the regional models depicted heavy
rainfall days in July and August, separated by days with
no precipitation. These results seem to confirm the im-
portance of large-scale weather for dynamic enhance-
ment or suppression of summer precipitation in the
continental interior. Given the correct (prescribed) ob-
served large-scale circulation around the periphery of
the monsoon domain, regional models provide a much
FIG. 5. Daily precipitation (cm) in the CORE subregion for (left) global models and (right) regional models from 1 Jun to 19 Sep 2004.
Observations from URD (black), RMORPH (gray), and TRMM (brown) are repeated in each panel. Arrows indicate date of onset for
each model. Observed onset date is represented by the black arrows.
TABLE 3. Onset dates for each observation product and model for the AZNM and CORE subregions.
NAMAP2 2004 monsoon onset dates
Observational products Rainfall threshold
URD RMORPH TRMM Three consecutive days over
CORE 5 Jun 4 Jun 6 Jun CORE 1.5 mm day21
AZNM 11 Jul 11 Jul 26 Jun AZNM 0.5 mm day21
Global models
CAM3a CAM3b CAM3c CFS FVM GEOS5 GFS
CORE 10 Aug 1 Jun 14 Jun 5 Jun 1 Jun 9 Jun 29 Jun
AZNM 4 Jun 1 Jun 3 Jun 9 Jun 7 Jun 13 Jun 9 Jul
Regional models
MM5a MM5b RAMS RSM
CORE 2 Jun 3 Jun 11 Jul 5 Jun
AZNM 3 Jun 3 Jun 13 Jul 22 Jun
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more faithful reproduction of intramonthly precipitation
events compared to global models that do not contain
regional-scale circulation constraints.
c. Diurnal cycle of precipitation
The diurnal cycle of precipitation, averaged on a
monthly basis over the CORE subregion, is shown for the
months of June–August 2004 in Fig. 7. Collectively the
global models (top panel) simulate the diurnal cycle of
total precipitation in the CORE subregion reasonably
well when compared to RMORPH or TRMM estimates.1
In general the global models tend to underestimate
the magnitude of the diurnal peak. All models except
one capture the pronounced increase in precipitation
from June to July and simulate a sharp diurnal peak in
precipitation near 0000 UTC (1800 LT). Most models,
however, show a sharper diurnal peak than the obser-
vations indicate; that is, the average diurnal cycle drops
off more sharply between 0300 and 0900 UTC in the
simulations than in the observations. Among the re-
gional models (Fig. 7, bottom), the RSM provides a very
close simulation of the observations, while the two MM5
simulations overestimate considerably the observed rain-
fall rates throughout the diurnal cycle.2
Total precipitation in the CORE subregion is split
into convective and resolved components in Fig. 8. Deep
convection and stratiform rain are both important and
significant across the CORE subregion (Williams et al.
2007). The diurnal cycle of CORE convective precipi-
tation (Fig. 8, left panels) reaches a peak near 0000 UTC
in all models. The amplitude of convective precipitation
varies considerably among the global models but is re-
markably consistent among the regional models. The
rate of resolved precipitation, that is, rain from strati-
form clouds simulated in the models via grid satura-
tion or fractional cloudiness schemes, is much smaller
in the global models (note that the ordinate in Fig. 8b
FIG. 6. As in Fig. 5 but for the AZNM subregion.
1 URD does not resolve the diurnal cycle in Mexico and is
therefore not included here. The minor peaks at 0000, 0600, 1200,
and 1800 UTC in the RMORPH data are artifacts of its prototype
gauge–satellite blending algorithm. An ambiguity arises when the
hourly rain gauge input for a particular grid cell is nonzero but the
corresponding satellite input is zero. To account for this ‘‘extra’’
daily rainfall, the gauge data are divided into fourths and added to
the following four main synoptic time periods: 0000, 0600, 1200,
and 1800 UTC. Therefore, when looking at the hourly diurnal cycle
of precipitation rate, these four times may have artificial ‘‘bumps.’’
2 The RAMS was excluded from the diurnal cycle analysis be-
cause of evident problems with its high-frequency output dataset,
but this does not impact the monthly averaged data derived from
RAMS.
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is greatly expanded relative to the other panels). In
contrast, resolved precipitation in the regional models
(Fig. 8d) is generally of equivalent amplitude to con-
vective precipitation but varies greatly from one model
to another. The large amount of resolved precipitation
in the MM5 simulations accounts for much of the over-
estimate of total precipitation by these models noted
previously in Figs. 2 and 7.
Models with higher spatial resolution should naturally
represent a higher fraction of total precipitation as
‘‘resolved,’’ so it is not surprising that the fraction of
precipitation delivered via subgrid-scale processes de-
creases as model resolution increases. However, Fig. 8
suggests that the transition from subgrid-scale thunder-
storms to resolved precipitation is not just a simple
trade-off and seems to pose problems for the MM5
simulations.
The diurnal cycle of total precipitation in the AZNM
subregion (Fig. 9) is generally poorly represented com-
pared to the CORE subregion. Observations indicate
almost no precipitation in June, increasing sharply in
July with a diurnal peak at 0000 UTC that continues in
FIG. 7. Monthly average diurnal time series of total precipitation rate (mm h21) in the CORE
subregion, calculated separately for the months of June, July, and August 2004: RMORPH (dashed
lines) and TRMM (solid lines) observational estimates are shown in each panel. (top) Global model
results and (bottom) regional model results are shown. Time is labeled along the x axis as UTC.
15 DECEMBER 2009 G U T Z L E R E T A L . 6727
August. There is a factor of 2 difference in the estimates
of the diurnal peak between the RMORPH and TRMM
products. The models present a huge spread of results,
ranging from severe underestimates of July and August
precipitation to simulations that tremendously over-
estimate the observed estimates, often with simulated
diurnal peaks several hours later in the evening than in
the observations.
This wide range of simulated results is highlighted in
the decomposition into convective versus resolved rain-
fall in AZNM (Fig. 10). As was the case for CORE
precipitation, nearly all of the rainfall in the global
models is convective (Fig. 10a), whereas the regional
models (especially the MM5 simulations) present a
somewhat more even partitioning into convective and
resolved components. Unlike the CORE subregion, the
diurnal cycles in the different simulations exhibit a very
large spread in terms of both magnitude and phase of
convective precipitation. The AZNM subregion pres-
ents a less uniform geographical constraint on the de-
velopment of convective thunderstorms compared to
the CORE subregion, and the results in Fig. 10 demon-
strate that convective precipitation still presents a huge
challenge for models in AZNM.
d. Surface energy fluxes and temperature
Large-scale fields of surface energy fluxes are poorly
constrained by available observations, and this general
statement is particularly true in the data-sparse NAMS
region. Watts et al. (2007) carried out an assessment of
land surface variability during the 2004 NAME field
season across a transect of sites extending from the
northern part of the CORE subregion northward to
near the southern boundary of AZNM in Arizona.
They documented large site-to-site differences associ-
ated with elevation and vegetation type that are not
resolved by any of the NAMAP2 models. Here we com-
pare spatial averages of surface fluxes, soil moisture, and
FIG. 8. Monthly average diurnal time series of precipitation rate (mm h21) in the CORE subregion as in Fig. 7 but with total simulated
precipitation split into (left) convective and (right) resolved precipitation; note expanded axis in (b), the resolved precipitation simulated
by global models.
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temperature from the model simulations with monthly
values obtained from the NARR, which in the absence
of surface observations is largely a model-generated
product.
Soil moisture and surface temperature and fluxes in
NARR should be strongly constrained by observed
precipitation, which is assimilated in the analysis. Lim-
itations and possible deficiencies in NARR surface
values in the NAME region have been documented by
Vivoni et al. (2008), however. Two of the NAMAP2
model systems—the GFS and RSM—use the same
land surface model (Noah) employed in the NARR, so
those models should be expected to reproduce NARR-
generated surface variables rather closely.
The NARR values of sensible heat flux (SH) for the
CORE subregion show a sharp month-to-month de-
crease from June to August (Fig. 11, black line in top two
panels), and the latent heat flux (LH) increases over the
same time span (middle panels), as would be expected
during the transition from the spring dry season to the
monsoon season. The sum of these fluxes SH 1 LH
varies by a relatively small amount while the Bowen
ratio (SH/LH, bottom panels) decreases substantially as
the monsoon season progresses.
All of the global models, and the RSM also, show
a pronounced decrease (increase) in SH (LH) from June
to August (Fig. 11). This general result does not agree
with Watts et al.’s (2007) two observed flux sites in the
FIG. 9. Diurnal cycle of total precipitation, as in Fig. 7, but for the AZNM subregion.
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northern part of the CORE subregion, which exhibit
a decrease in evapotranspiration from July to August
associated with a submonthly dry spell at those sites.
Furthermore, the spread of model-generated monthly
averages of sensible flux (Fig. 11, top) and latent flux
(Fig. 11, middle), averaged over the CORE subdomain,
corresponds to the spread in precipitation shown in
previous figures. Simulations exhibiting relatively low
sensible flux (e.g., global GEOS-5 and regional MM5b)
also generate relatively high latent flux and large rainfall
rates (Fig. 2) and high surface soil moisture (Fig. 13,
discussed in more detail later).3 Differences in simulated
surface fluxes can also be associated with corresponding
precipitation differences; for example, the CAM3a values
of SH and LH do not change much until August, associ-
ated with the delayed monsoon onset in this simulation
(Fig. 2a). However, the MM5b regional simulations
show very little change in SH from May to July, and LH
decreases from very high values in May despite a corre-
sponding increase from May through July in pre-
cipitation (Fig. 2a).
Associated monthly time series of SH (top) and
LH (bottom) for the AZNM subdomain are shown in
Fig. 12. Sensible flux exhibits a steady decrease of about
40 W m22 in NARR data from May to September, and
this is tightly reproduced by global models; most of
the spread among models is represented by a constant
offset. Latent flux doubles from ;20 to ;40 W m22
on average, but the models exhibit considerably more
spread in LH values, strongly correlated with the cor-
responding spread of monthly values of precipitation
(Fig. 2b).
Among regional models, the monthly progression of
RSM-simulated SH and LH fluxes stays within about
20% of NARR estimates (as expected), but the MM5b
and RAMS simulations vary tremendously. There is
much less correspondence between precipitation and
FIG. 10. Diurnal cycle of convective and resolved precipitation, as in Fig. 8, but for the AZNM subregion. Note the much-expanded
ordinate in (b).
3 MM5a surface fluxes and soil moisture were not submitted.
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surface flux variability in the regional models compared
to the global models. A possible explanation for this
difference is that the imposition of lateral circulation
fluctuations may act to decouple precipitation from
surface fluxes in the regional models. This would make
it difficult to evaluate surface feedbacks with regional
models.
Surface soil moisture (expressed as a fraction of soil
water capacity) in NARR increases from June to August—
from about 0.15 to 0.3 in the CORE subregion and from
less than 0.15 to 0.2 in AZNM (Fig. 13). Most of the
models (except RSM) exhibit less variability than
NARR; that is, the large increases in precipitation dur-
ing the monsoon months do not dramatically affect
surface soil moisture, potentially diminishing the am-
plitude of soil moisture feedbacks in the models (at least,
compared to NARR). The GEOS-5 and FVM global
models exhibit much more soil moisture sensitivity than
the other models. The MM5b simulation, which gener-
ated apparently excessive precipitation in both subre-
gions (Fig. 2), does not maintain correspondingly excessive
soil moisture as one would expect when looking at the
heat fluxes.
The monthly averaged diurnal cycle of 2-m air tem-
perature is shown in Fig. 14 with NARR data again used
as an observational benchmark. The majority of global
FIG. 11. Monthly averages of (top) sensible flux and (bottom) latent flux averaged over the CORE
subregion (land data points only).
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models exhibit systematically higher temperature than
NARR, especially during daytime, in both CORE (Fig. 14a)
and AZNM (Fig. 14b) subregions. The spread among
models is considerably greater in AZNM compared to
CORE. The global models generally tend to be too
warm at both the minimum and maximum points in the
diurnal cycle, although CFS simulates cooler nocturnal
temperatures than NARR in AZNM. Largest differ-
ences relative to NARR are associated with maximum
temperatures, so the global models tend to overestimate
the amplitude of the diurnal cycle. The regional models
exhibit less spread, although the MM5 simulations (which
overestimate precipitation) exhibit cooler temperatures,
especially in AZNM.
e. Gulf of California low-level jet
As outlined in the introduction, one of the model-
ing goals derived from the first NAMAP exercise was
to improve simulation of the low-level jet in the Gulf
of California. The LLJ has been identified as an es-
sential feature for moisture transport for the entire
North American monsoon system precipitation in
high-resolution simulations (e.g., Stensrud et al. 1997;
Berbery 2001). However, coarse-resolution models that
do not properly resolve the Gulf of California, hence do
not fully describe diurnal surface fluxes and horizontal
pressure gradients across the gulf, should not be ex-
pected to simulate the essential mesoscale features of
FIG. 12. As in Fig. 11 but averaged over the AZNM subregion.
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the LLJ.4 Most modeling studies of the LLJ have been
carried out using higher-resolution regional models
(e.g., Stensrud et al. 1995; Anderson et al. 2000, 2001;
Fawcett et al. 2002; Saleeby and Cotton 2004) that ex-
plicitly resolve the Gulf of California.
Current operational observational networks do not
have sufficient temporal or spatial resolution to fully
constrain predictive models of the mesoscale circula-
tions in the Gulf of California. With this in mind, much
of the enhanced observation system implemented dur-
ing the NAME 2004 field campaign was designed to
capture the structure and variability of the LLJ (NAME
Science Working Group 2004). Wind profiler obser-
vations from the northern Gulf of Mexico during the
field campaign show a prominent time-averaged south-
erly jet that is strongest during nocturnal hours (Johnson
et al. 2007). Assimilated data from NARR for JJA
2004 reproduce a clear climatological jet at 925 hPa at
1200 UTC (Fig. 15a). Consistent with previous studies of
the summertime Gulf of California circulation, the low-
level flow turns onshore (i.e., southwesterly, upslope onto
FIG. 13. Monthly averages of surface layer soil moisture averaged over the CORE and AZNM
subregions, expressed as percentages of the layer capacity.
4 Some coarse-resolution models can partially reproduce the
effects of the water surface via a subgrid-scale surface classification
scheme. All of the NAMAP2 models, except CAM3, exhibit much
enhanced surface moisture over the grid cells corresponding to the
Gulf of California, even if those grid cells are not explicitly iden-
tified as having a water surface.
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the Sierra Madre Occidental) at 0000 UTC (Fig. 15b).
The models tend to do a better job with this onshore flow
at 0000 than at 1200 UTC, as seen in both MM5 simu-
lations, the FVM simulation, and the CFS/GFS simula-
tions in the northern sector (not shown).
As mentioned above, coarse-resolution models are
not expected to capture this structure. As examples, JJA
1200 UTC climatological wind vectors from CFS at
925 hPa (Fig. 15c; GFS was practically identical) and from
the CAM3b simulation at 850 hPa (Fig. 15d) both show
northwesterly flow down the gulf. These winds represent
the eastward extension of the Pacific subtropical anticy-
clone. This circulation structure helps explain why coarse-
resolution models tend to simulate less precipitation north
of the Gulf of California in the AZNM subregion than
higher-resolution models (Fig. 2, and Fig. 3c for CFS).
High horizontal resolution, however, is not sufficient
to generate southerly nocturnal low-level winds up the
Gulf of California. The two NASA global models, FVM
and GEOS-5, both exhibit time-averaged 850-hPa winds
with a northerly component at 1200 UTC, despite being
run at horizontal resolutions that clearly resolve the gulf.
Similarly, the RSM, which is run at similarly high reso-
lution but is heavily conditioned by the large-scale cir-
culation generated by the global model in which it is
embedded, fails to simulate southerly low-level winds in
the Gulf of California (Fig. 15e).
However, the high-resolution MM5 simulations do sim-
ulate a LLJ in the northern Gulf of California (Fig. 15f).
These two simulations produced the most precipitation
in both the CORE and AZNM subregions, considerably
exceeding the observational estimates. However, the
additional precipitation produced by these models can
be accounted for in the resolved precipitation (as dis-
cussed in section 3b with the diurnal plots in Fig. 8b) and
is not due to subgrid-scale precipitation.
f. Frequency of precipitation
Most previous studies of NAMS precipitation have
focused on total rainfall amounts. Model simulations
FIG. 14. Diurnal cycle of 2-m air temperature (K) averaged over the CORE and AZNM subregions.
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FIG. 15. JJA averages of vector wind and total precipitation from (a) NARR, 925 hPa and
1200 UTC; (b) NARR, 925 hPa and 0000 UTC; (c) CFS, 925 hPa and 1200 UTC; (d) CAM3,
850 hPa and 1200 UTC; (e) RSM, 850 hPa and 1200 UTC; and (f) MM5a, 850 hPa and 0000 UTC.
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lend themselves to analysis of both rainfall rate and
frequency, but comparison with observations (where
observations exist) can be problematic. The ambiguities
in analyzing precipitation frequency are illustrated by
the observed frequencies for JJA 2004 for grid points
within the CORE subregion derived from URD esti-
mates (Fig. 16a) and TRMM estimates (Fig. 16b). In
URD data, the overall daily mean is 3.5 mm day21. The
mode (most frequent range of values) in the histogram of
daily precipitation values is 0.1–2.5 mm day21. For the
same months and spatial area, the overall mean of
TRMM estimates is 2.1 mm day21, and the mode of the
histogram is 0 (no rainfall) in a grid cell, which occurs
about 45% of the time (the RMORPH-based histogram,
not shown, is very similar). Just 15% of daily values in the
URD data exhibit zero rainfall. The TRMM precipitation
algorithm cuts off small subgrid-scale rainfall amounts,
leading to more days with zero precipitation on the grid
scale compared to the gauge-based URD analysis.
Most of the NAMAP2 models exhibit a ‘‘URD style’’
distribution of daily precipitation rate across the CORE
subregion, with relatively few daily values of zero and
a modal value on the order of 1 mm day21, similar to
URD observations. A representative example of a
model-generated histogram (from the NOAA CFS sim-
ulation) exhibits zero rain on 10%–20% of JJA days
(Fig. 16c). From histograms like these we find that most
of the spread among models in total precipitation amount
(Fig. 3) is associated with different maximum rain rates in
the various models and not so much from differences in
daily precipitation frequency.
These results can be compared with precipitation
frequencies derived from the NERN dataset discussed
in section 3a. The NERN data suggest that rainfall totals
can increase by a factor of 2 or more from near-coastal
areas along the Gulf of California to the higher eleva-
tions of the Sierra Madre Occidental to the east (Gochis
et al. 2007). These differences are due almost entirely to
maximum daily precipitation rate, not frequency of
precipitation. The daily frequency of precipitation at
individual rain gauges is very close to 50% at nearly all
of the NERN sites, similar to the satellite-based pre-
cipitation products (RMORPH and TRMM). Thus, the
analysis of both observational data and the model as-
sessment described here point to rainfall intensity as a
primary source of uncertainty in precipitation estima-
tion and simulation in the CORE subregion.
4. Discussion
The results presented in the previous section repre-
sent progress in simulating the North American mon-
soon since the NAMAP project (Gutzler et al. 2005), as
well as illustrating the remaining challenges of simulat-
ing warm season rainfall and the climatic conditions that
support the ‘‘rainy season’’ in this semiarid region. With
just one exception, all of the NAMAP2 simulations cap-
ture some semblance of a seasonal increase in precip-
itation from June to July in subregions of NAME Tier 1
(Fig. 2). As before, several of the simulations (both re-
gional and global models) continue to generate increased
rainfall from July to August in the CORE subregion,
whereas observations indicate that rainfall in 2004
peaked in July (as is the case climatologically). Several
of the models performed remarkably well, within the
envelope of uncertainty defined by different operational
rainfall analysis products, in tracking the observed sea-
sonal cycle of area-averaged rainfall.
The separation of precipitation into convective and
resolved components in Figs. 8 and 10 indicates that the
treatment of precipitation, in terms of the overall am-
plitude and diurnal cycle, is occurring quite differently in
the various models. Convective precipitation in the re-
gional models run at high resolution was reasonably
consistent from model to model, despite their use
FIG. 16. Frequency of daily rainfall rates (mm day21) at grid
points within the CORE subregion, JJA 2004. The y axis shows the
percentage of days for which daily rainfall at individual grid cells
occurs within the range of values indicated underneath each bar. The
first bar in each graph represents zero rainfall, and the second bar
represents daily rainfall .0 mm but less than 0.1 mm. The next
six bars represent ranges of daily rainfall scaled to the maximum
daily value in the data, with the scaling the same for each graph.
(a) URD observations, (b) TRMM observations, and (c) CFS
simulation.
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of different convective parameterizations. However, the
transition to resolved precipitation (several hours after
the convective peak) was handled very differently in
these models. Detailed diagnosis of the convective-to-
resolved transition is beyond the scope of this study, but
a conclusion of the analysis is that this transition deserves
considerable further study. Clearly the warm season
precipitation challenge in the NAM region extends be-
yond merely improving convective parameterizations.
The global models, most of which were run at lower
horizontal resolution, generally produced little or no
resolved precipitation, so model-to-model differences
(which are considerable) resulted from different treat-
ments of moist convection and/or from different simu-
lations of flow and thermodynamic structure in the
NAM region as part of their different global climates.
To be effective, a modeling strategy that involves a re-
gional model nested within a coarser global model ob-
viously demands that the large-scale structure generated
by the global model be realistic. This point is reinforced
by comparing the regional and global model seasonal
progression of precipitation (Fig. 2), which strongly in-
dicates that the prescribed large-scale lateral boundary
conditions play a key role in determining the seasonal
progression of the monsoon.
There is no evident systematic relationship between a
model’s ability to simulate the LLJ and its correspond-
ing simulation of warm season precipitation amount
(Fig. 15). We have suggested that sufficient model res-
olution is necessary but not sufficient to simulate the
LLJ, but the large-scale monsoonal circulation resolved
by the models generates a reasonable seasonal pro-
gression of precipitation (Fig. 2), even in the absence of
a correct mesoscale LLJ circulation. The models that
simulate apparently reasonable precipitation rates in the
CORE subregion generate an upslope afternoon circu-
lation onto the Sierra Madre without a LLJ transporting
moisture up the Gulf of California. We should not ex-
pect models to realize whatever predictability may be
tied to the LLJ and its variability [such as surge events,
Higgins et al. (2004)], although the general seasonal
progression and diurnal cycle are reasonably simulated
by current models.
NAMAP and NAMAP2 emphasized assessment hind-
cast simulations of warm season circulation features. As
such, these assessments do not directly address the
seasonal predictability of the North American monsoon
circulation and rainfall. Nevertheless, we can draw some
working hypotheses from the results that might be
considered in future predictability studies.
First, we hypothesize that long-lead predictability
should be greater in the CORE subregion compared to
the AZNM subregion. The very highly transient nature of
warm season precipitation on the far northern fringe of
the monsoon circulation, and the evident importance of
time-dependent lateral boundary conditions that gave the
regional models such an advantage over the global
models for simulating rainy episodes, suggests that po-
tentially predictable oceanic boundary conditions may be
more important for determining rainfall in the CORE
subregion.
This hypothesis would seem to be at odds with the
existing literature on seasonal prediction of the mon-
soon, which to date has emphasized predictability within
the United States based on empirical studies of ante-
cedent land surface conditions (e.g., Gutzler 2000) or
Pacific Ocean temperatures (e.g., Castro et al. 2001).
The actual sources of predictability in the CORE sub-
region have not been demonstrated convincingly, but we
suggest that additional research is warranted on this
topic. The NAME Forecast Forum (Gochis et al. 2009b),
launched since the NAME field campaign, could serve
as a useful platform for such studies.
Second, prediction of the onset of monsoon pre-
cipitation is likely to be difficult considering the some-
times-ambiguous observational start of the ‘‘rainy season.’’
We used precipitation as the basis for defining onset in
this study (Table 3), and the assessment of monsoon
onset in section 3a indicated some of the arbitrariness in
defining onset (as shown in Fig. 5). Some investigators in
the United States, including U.S. National Weather
Service forecast offices in Arizona, prefer to use hu-
midity as a smoother, less transient indicator of the onset
of the ‘‘wet’’ season (Ellis et al. 2004). As a complement
to additional research on seasonal predictability in the
CORE subregion, the definition of ‘‘monsoon onset’’
itself in the United States and Mexico requires addi-
tional investigation.
The NAMAP and NAMAP2 modeling exercises grew
out of a desire to integrate model assessment and de-
velopment more closely into a well-defined field mea-
surement campaign. We have not attempted to conduct
a truly comprehensive development effort on multiple
models, and many active monsoon simulation efforts are
being carried out independently of the NAMAP projects.
Despite its limitations, NAMAP2 seems to confirm that
model simulations of the characteristic features of the
monsoon are improving, suggesting that the scope of sen-
sitivity studies can reasonably be extended beyond simply
assessing whether models are capable of generating fairly
realistic results on the monthly and seasonal time scale.
One of the key outcomes of the NAMAP2 exercise is
that it serves to highlight uncertainties in both models
and observations. The NAME project has taken place
in a data-sparse region with complex mesoscale fea-
tures that pose special challenges for both numerical
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models and data analysis algorithms. Improvements in
simulation and observational capability need to proceed
in parallel to facilitate the improvements in prediction
that are the ultimate goal of NAME.
5. Conclusions
NAMAP2 involved 10 atmospheric modeling groups
(six were global and four were regional), which carried
out a coordinated set of simulations of the 2004 North
American monsoon season. Each simulation was forced
by observed, time-varying ocean temperatures; in ad-
dition, the regional models used observed, time-varying
lateral atmospheric boundary conditions. Modeling
metrics developed in the previous NAMAP assessment
were used to provide structure to the NAMAP2 anal-
ysis described in this article. A much more complete set
of NAMAP2 graphics is freely available in an online
atlas.
All models examined in this study achieved some
degree of fidelity in simulating the onset and seasonal
evolution of the monsoon and the diurnal cycle of pre-
cipitation but, as expected, there were considerable
differences among models in the simulations. Despite
these differences, the general success of the models in
generating a summer rainfall maximum in the NAM
domain represents a significant advance over pre-NAME
modeling efforts and suggests that more focused dy-
namical prediction and model sensitivity efforts are well
worth pursuing.
Several specific processes have been identified that
represent targets for model development efforts. The
transition from convective to resolved precipitation
presents a difficult challenge for the models, especially
so for high-resolution models with grid cells sufficiently
small to generate resolved ascent following the initiation
of afternoon subgrid-scale moist convection. The degree
of coupling of precipitation and surface fluxes varies
widely from model to model. The role of a climatologi-
cal low-level jet in the Gulf of California for successful
monsoon simulation remains somewhat unclear.
For some of these processes (such as the fluxes associ-
ated with land surface variables), and indeed any process
involving precipitation, validating the model results using
the observational database remains difficult. In this re-
gard, NAMAP2 can be considered a test of data quality as
much as an assessment of model fidelity. The uncer-
tainties in precipitation analyses presented herein illus-
trate this point. Advances and improvements in modeling
and observations should proceed in parallel, working to-
ward the overarching long-term goal of NAME: to leave
a legacy of improved observations, process-based un-
derstanding, simulation capability, and ultimately pre-
diction skill for summer climate variability associated with
the North American monsoon.
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APPENDIX
List of Acronyms
AGCM Atmospheric general circulation model
AMIP Atmospheric Model Intercomparison
Project
AZNM Arizona–New Mexico subregion
CAM3 Community Atmosphere Model, version 3
CFS Climate Forecast System
CORE Core subregion
FVM Finite-Volume Model
GEOS-5 Goddard Earth Observing System, ver-
sion 5
GFDL Geophysical Fluid Dynamics Laboratory
GFS Global Forecast System
LLJ Low-level jet
MM5 Fifth-generation PSU–NCAR Mesoscale
Model
MPM SST Multiplatform merged sea surface tem-
perature
NAME North American Monsoon Experiment
NAMAP2 North American Monsoon Model As-
sessment Project 2
NARR North American Regional Reanalysis
NASA National Aeronautics and Space Admin-
istration
NCAR National Center for atmospheric Research
NCEP National Centers for Environmental
Prediction
NERN NAME Event Raingauge Network
NOAA National Oceanic and Atmospheric Ad-
ministration
RAMS Regional Atmospheric Modeling System
RMORPH Research version of CPC’s Rainfall
Morphing Technique
RSM Regional Spectral Model
TRMM Tropical Rainfall Measuring Mission
URD Unified Rainfall Dataset
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