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Abstract
Variants of the brightness function of a convex body K in Rn are investigated. The Lambertian lightness
function L K (v,w) gives the total reflected light resulting from illumination by a light source at infinity in
the direction w that is visible when looking in the direction v. The partial brightness function RK (v,w)
gives the area of the projection orthogonal to v of the portion of the surface of K that is both illuminated by
a light source from the direction w and visible when looking in the direction v. A class of functions called
lightness functions is introduced that includes L K and RK as special cases. Much of the theory of the
brightness function—uniqueness, stability, and the existence and properties of convex bodies of maximal
and minimal volume with finitely many function values equal to those of a given convex body—is extended
to lightness functions.
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1. Introduction
The brightness function of a convex body K in Rn gives for each direction the area ((n − 1)-
dimensional volume) of the orthogonal projection of K onto a hyperplane orthogonal to the
direction; in short, the areas of the shadows of K . The information it provides is extremely
weak, since it says nothing about the shape of the projections. It is therefore quite remarkable
that around 1937, A.D. Aleksandrov was able to show that convex bodies that are o-symmetric
(symmetric with respect to the origin) are determined uniquely by their brightness functions. In
proving this profound result, Aleksandrov developed a good deal of the machinery of modern
convex geometry. Via its appearance in the definition of projection bodies (full-dimensional,
o-symmetric zonoids), which have found many uses in mathematics, the brightness function has
an important role beyond convex geometry. Aleksandrov’s projection theorem, related results,
and historical notes can be found in [10, Chapter 3].
Half a century after Aleksandrov’s projection theorem was published, Campi [4] (in the case
n = 3) and Bourgain and Lindenstrauss [3] independently proved a stability version. Again,
the proof requires some fairly heavy machinery. The first algorithm for actually reconstructing
an o-symmetric convex body from its brightness function was proposed by Gardner and
Milanfar [12]. The algorithm has been successfully implemented and works very well even
when only finitely many measurements, corrupted by noise, are available. Its efficiency relies
on a crucial observation of Campi et al. [6], that for each convex body K and finite set U of
directions, there are convex polytopes with the same brightness function as K in the directions in
U , each of whose facets is orthogonal to one of a special set of directions that can be computed
solely from U . They also proved that among such polytopes is one with the maximal volume of
all convex bodies with the same brightness function as K in the directions in U . Finally, Gardner
et al. [11] were able to use the Bourgain–Campi–Lindenstrauss stability theorem, together with
deep results from the theory of empirical processes, to prove that under mild assumptions, the
algorithm converges, almost surely, for Gaussian noise of any fixed variance, as the number of
measurements tends to infinity. Rates of convergence were also obtained in [11].
In an imaging scenario, a brightness function measurement of an object can be obtained
by counting the total number of pixels in its image. One could also image an object using
a single pixel CCD (charged-couple device) camera, for example, a photodiode element, and
the brightness function would then be proportional to the intensity of this pixel. However, in
most real-world settings whereby images are produced from light reflected from an object—for
example, sunlight illuminating an astral body—the presence and effects of a light source need to
be taken into account. With this in mind, the authors of [20] proposed a model for what we call
the Lambertian lightness function L K (v,w) of a convex body K illuminated by a light source
at infinity in the direction w, which gives the total reflected light visible when looking in the
direction v. Thus L K is a variant of the brightness function; unlike the latter, it accounts for the
transmitted luminous intensity from elements of the surface of K , but only on the visible part.
In this paper, we are able to extend much of the theory of the brightness function—uniqueness,
stability, and the existence and properties of convex bodies of maximal and minimal volume with
finitely many function values equal to those of a given convex body—to a class of functions that
includes the Lambertian lightness function. We call the functions in this class lightness functions,
and denote a typical member by QK (v,w), where again w is interpreted as the direction of a
light source and v as a viewing direction. The motivation for this level of generality is that the
new class also includes another special function of natural interest. This is the partial brightness
function RK (v,w), which gives the area of the projection orthogonal to v of the portion of the
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surface of K that is both illuminated by a light source in the directionw and visible when looking
in the direction v. The quantity RK (−v, v) (or RK (v,−v)) is then just the brightness function of
K at v, so RK is a direct generalization of the brightness function.
Some of our lightness functions have been considered previously in the literature, along with
other variants of the brightness function. In astronomy, there is a long history of attempts to
model mathematically the data resulting from light reflected by an astral body, with and without
convexity assumptions. In particular, Kaasalainen and Lamberg [17] define what they call general
photometric projection operators, which include our L K and RK as special cases, at least when
K is strictly convex. We discuss the relation between their work and ours in Section 8, noting
here only that there is essentially no overlap in the results.
Our results are as follows. In Section 2.2, we focus on the shadow boundary of a convex
body K , giving in Proposition 2.1 a property of the surface area measure of K that follows if
the shadow boundary is sharp. After introducing lightness functions in Section 3, we turn in
Section 4 to questions of uniqueness. For determination by lightness functions QK (·, w) for a
single light source in the direction w, it suffices that in addition to the o-symmetry assumed in
Aleksandrov’s theorem, the shadow boundary of K in the directionw is sharp (see Theorem 4.2).
When there are several light sources, however, it turns out that all convex bodies are determined,
up to translation, if and only if a simple condition is satisfied: every point in the unit sphere Sn−1,
with the exception of at most one, must be illuminated by at least one of the light sources. This is
the content of Theorem 4.5. It is a consequence of Corollary 4.6 that at least n + 1 light sources
are needed for the latter condition to be satisfied, but clearly there are many sets of n+1 or more
directions such that light sources in these directions illuminate each point in Sn−1. These results
therefore open the door to possible reconstruction procedures in the absence of o-symmetry.
In Section 5, we obtain stability versions of some of the uniqueness results from the previous
section. Theorem 5.1, a stability version of Theorem 4.2, applies only to RK . Theorem 5.2,
essentially a stability version of Theorem 4.5 in the spirit of the Bourgain–Campi–Lindenstrauss
theorem, applies only to a subclass of all possible lightness functions, but this subclass contains
both L K and RK .
In Section 6, we consider a fixed convex body K0 in Rn and a set U = {(vi , wi ) : i =
1, . . . , k}, where vi , wi ∈ Sn−1, i = 1, . . . , k, and focus on the existence and properties of bodies
of maximal and minimal volume in the class Q(K0,U ) of convex bodies K in Rn such that
QK (vi , wi ) = QK0(vi , wi ), for i = 1, . . . , k. The results turn out to depend on whether or not
QK depends continuously on K , a property that holds when QK = L K but not when QK = RK ,
which is only lower semicontinuous with respect to K . Condition (38) also plays an important
role; it says that for each u ∈ Sn−1, there is an i ∈ {1, . . . , k} such that u is simultaneously
illuminated from the directionwi and visible when looking in the direction vi . Assuming (38) and
the continuity of QK , Theorem 6.4 states that up to translation, there is a unique convex body in
Q(K0,U ) of maximal volume. Under the same hypotheses, an extra condition, that the infimum
of volumes of bodies in Q(K0,U ) is positive, is necessary and sufficient for the existence of a
convex body inQ(K0,U ) of minimal volume, which Theorem 6.12 then shows must be a convex
polytope with at most n + k facets. When QK = RK , the situation is different. Examples 6.8
and 6.13 show that in this case neither volume maximizers nor volume minimizers need exist.
On the other hand, if QK = RK and a volume maximizer exists in Q(K0,U ), then assuming
(38), Theorem 6.6 states that it must be a convex polytope whose facet outer unit normals lie in a
certain finite set that depends only on U (and can be computed from U ). Similarly, Corollary 6.15
says that if QK = RK and a volume minimizer exists in Q(K0,U ), then it must be a convex
polytope with at most n + k facets.
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The short Section 7 investigates the analogous problems concerning maximizers and mini-
mizers of surface area.
2. Preliminaries
2.1. Notation and basic facts
As usual, Sn−1 denotes the unit sphere and o the origin in Euclidean n-space Rn . We assume
throughout that n ≥ 2. The Euclidean norm of x ∈ Rn is denoted by |x |. If x, y ∈ Rn , then x · y
is the inner product of x and y. We write e1, . . . , en for the standard orthonormal basis for Rn .
We will write cl A, int A, ∂A, and conv A for the closure, interior, boundary, and convex hull,
respectively, of a set A ⊂ Rn . The dimension dim A of A is the dimension of the affine hull of A.
The indicator function of A will be denoted by 1A. A plane is a translate of a subspace. (Some
authors prefer the terms affine subspace and linear subspace for plane and subspace, respectively.)
The (orthogonal) projection of A onto a plane H is denoted by A|H .
A set is o-symmetric if it is centrally symmetric, with center at the origin.
We denote byHk the k-dimensional Hausdorff measure inRn , and write ωn−1 = Hn−1(Sn−1)
for the surface area of the unit sphere Sn−1 in Rn . The notation dz will always mean dHk(z) for
the appropriate k = 1, . . . , n.
Let u ∈ Sn−1. The (n − 1)-dimensional subspace orthogonal to u is denoted by u⊥ and
u+ = {x ∈ Rn : x · u > 0}
stands for the open half-space bounded by u⊥ and containing u. If 0 ≤ ε < 1, we will write
Cε(u) = {v ∈ Sn−1 : u · v > ε}
for the open spherical cap with center u and opening angle arccos ε.
Let µ be a Borel measure in Sn−1; such measures will always be finite. Then
µe(A) = 1
2
(µ(A)+ µ(−A)),
for Borel sets A ⊂ Sn−1, defines the even part of µ. The centroid of µ is the vector
c(µ) =

Sn−1
u dµ(u).
If µ is a signed Borel measure in Sn−1, then
(Cµ)(u) =

Sn−1
|u · v| dµ(v), (1)
for u ∈ Sn−1, defines a function Cµ on Sn−1 called the cosine transform of µ. It is known that
C is injective on the class of even signed Borel measures; see, for example, [10, Theorem C.2.1].
We now collect some basic material concerning compact convex sets. Standard references are
the books [10,21].
Let K be a compact convex set in Rn . Then V (K ) denotes its volume, that is, Hk(K ), where
dim K = k. The surface area measure (of order n − 1) of K is denoted by S(K , ·). The centroid
of S(K , ·) is the origin. The quantity S(K ) = S(K , Sn−1) is the surface area of K .
Let Kn be the family of convex bodies (compact convex subsets with interior points) in Rn .
3122 S. Campi et al. / Advances in Mathematics 231 (2012) 3118–3146
Aleksandrov’s uniqueness theorem [10, Theorem 3.3.1] states that if K , K ′ ∈ Kn and
S(K , ·) = S(K ′, ·), then K = K ′, up to translation.
Minkowski’s existence theorem [10, Theorem A.3.2], [21, Theorem 7.1.2] states that a Borel
measure µ in Sn−1 is the surface area measure of some convex body in Rn if and only if µ is not
concentrated on any great subsphere of Sn−1 and its centroid is at the origin.
The support function hK of a compact convex set K in Rn is considered as a function on
Sn−1. The Hausdorff distance δ(K , K ′) between nonempty compact convex sets K and K ′ can
conveniently be defined by
δ(K , K ′) = ∥hK − hK ′∥∞,
where ∥ · ∥∞ is the usual supremum norm on the space of continuous functions on Sn−1.
The brightness function of K ∈ Kn is defined by
bK (u) = V (K |u⊥),
for u ∈ Sn−1. Cauchy’s projection formula (the case i = n−1 of [10, (A.45), p. 408]) states that
bK (u) = 12

Sn−1
|u · v| d S(K , v), (2)
for u ∈ Sn−1.
Surface area measures are weakly continuous, meaning that if (Km) is a sequence of compact
convex sets in Rn that converges in the Hausdorff metric to a compact convex set K , then
S(Km, ·) converges weakly to S(K , ·). See [21, p. 205].
We will need the special mixed volume of convex bodies K , K ′ ∈ Kn defined by
V1(K , K
′) = 1
n

Sn−1
hK ′(u) d S(K , u). (3)
Note that V1(K , K ) = V (K ). Minkowski’s first inequality [10, Theorem B.2.1], [21, Theo-
rem 6.2.1] states that
V1(K , K
′)n ≥ V (K )n−1V (K ′), (4)
with equality if and only if K and K ′ are homothetic.
For any α, β > 0 and K , K ′ ∈ Kn , Minkowski’s existence theorem implies that the linear
combination αS(K , ·) + βS(K ′, ·) is the surface area measure of another convex body, the
Blaschke sum (α · K ) # (β · K ′). As defined, this body is unique up to translation; we shall
assume that its centroid is at the origin, so that it is defined uniquely.
A convex body M in Rn is Blaschke indecomposable in a family L ⊂ Kn if whenever M is a
translate of ((1−α) ·K ) # (α ·K ′) with K , K ′ ∈ L and 0 < α < 1, then K and K ′ are homothetic
to M . See [7]. Otherwise, M is Blaschke decomposable in L.
The Kneser–Su¨ss inequality [10, (B.32), p. 423] states that
V

(α · K ) # (β · K ′)(n−1)/n ≥ αV (K )(n−1)/n + βV (K ′)(n−1)/n, (5)
with equality if and only if K and K ′ are homothetic.
We write ∥ · ∥p for the norm on the space L p(Sn−1), where 1 ≤ p < ∞. Following [14]
and [18, p. 2021], let f ∼ ∞j=0 f j be the condensed spherical harmonic expansion of
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f ∈ L2(Sn−1). The functions f j are the orthogonal projections of f on the space of spherical
harmonics of order j , and are explicitly given by
f j (v) = c( j)

Sn−1
Pnj (u · v) f (u) du, (6)
for v ∈ Sn−1. Here, Pnj is the Legendre polynomial of degree j in dimension n, and
c( j) = 2 j + n − 2
( j + n − 2)ωn−1

j + n − 2
n − 2

.
Using Parseval’s equation, ∥ · ∥2 can also be represented by
∥ f ∥22 =
∞
j=0
∥ f j∥22.
Generalizing this, the Sobolev norm
∥ f ∥2Hη =
∞
j=0
(max{1, j})2η∥ f j∥22
can be defined for arbitrary η ≥ 0; see, for example, [18]. The space Hη of all square-
integrable functions f on Sn−1 with ∥ f ∥Hη <∞ is a Banach space with norm ∥ · ∥Hη . Clearly
∥ · ∥H0 = ∥ · ∥2.
Derivatives of a function f on Sn−1 are understood as derivatives of its homogeneous
extension of degree zero. In particular, ∇0 f is the gradient of this extension, restricted to Sn−1,
and ∆0 is the spherical Laplace–Beltrami operator.
2.2. The shadow boundary
For a compact convex set K in Rn and u ∈ Sn−1, let
K (u) = {x ∈ K : x · u = hK (u)}
be the support set of K with outer unit normal u. The shadow boundary
Gw(K ) =

u∈Sn−1∩w⊥
K (u)
in the direction w ∈ Sn−1 is the set of all boundary points with an outer unit normal in w⊥. The
shadow boundary in the direction w ∈ Sn−1 is called sharp if K (u) is a singleton for all u ∈ w⊥.
If K is strictly convex, its shadow boundaries in all directions are sharp.
Proposition 2.1. Let K ∈ Kn and let w ∈ Sn−1. If the shadow boundary of K in the direction
w is sharp, then
S(K , Sn−1 ∩ w⊥) = 0.
Proof. Let Z be the infinite cylinder with base K |w⊥ and axis parallel to w. By definition, the
(n − 1)th curvature measure Cn−1(Z , ·) of Z is the σ -finite Borel measure that, for any R > 0,
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coincides in int RBn with the (n − 1)th curvature measure of the compact convex set Z ∩ RBn .
If C ′n−2(K |w⊥, ·) denotes the (n − 2)th curvature measure of K |w⊥ relative to w⊥, then
Rn
f (x) dCn−1(Z , x) =

w⊥

span {w}
f (y + z) dy dC ′n−2(K |w⊥, z), (7)
for any nonnegative measurable function f on Rn with compact support. In fact, when Z is
polyhedral, (7) follows directly from the explicit forms of the curvature measures in [21, (4.2.10)
and (4.2.17)]. Then (7) is obtained for arbitrary Z by approximation, using the weak continuity
of curvature measures (see [21, Theorem 4.2.1]).
Since the shadow boundary Gw(K ) is sharp, the right-hand side of (7) vanishes when
f = 1Gw(K ), while the left-hand side of (7) becomes Cn−1(Z ,Gw(K )). Therefore
0 = Cn−1(Z ,Gw(K )) = Hn−1(Gw(K ) ∩ ∂Z) = Hn−1(Gw(K )) = S(K , Sn−1 ∩ w⊥),
where [21, Theorem 4.2.5] provides the second and fourth equalities. 
Though we shall not use it, it is worth mentioning that if K is an arbitrary convex body in
Rn , then S(K , Sn−1 ∩w⊥) = 0 forHn−1-almost all w ∈ Sn−1. Indeed, by Fubini’s theorem, we
have 
Sn−1
S(K , Sn−1 ∩ w⊥) dw =

Sn−1

Sn−1
1w⊥(u) d S(K , u) dw
=

Sn−1

Sn−1
1w⊥(u) dw d S(K , u)
=

Sn−1
Hn−1(Sn−1 ∩ w⊥) d S(K , u) = 0,
and the conclusion follows immediately.
3. Lightness functions
Consider a convex body K in Rn whose surface is Lambertian. This does not impose any
restriction on the geometry of K , but simply means, roughly speaking, that it has an ideal
diffusely reflecting surface, as opposed to one exhibiting specular highlights. (For example,
unfinished wood is closer to Lambertian than wood finished with a glossy coat of polyurethane.)
To explain the term more precisely, suppose that K is illuminated by a light source at infinity in
the direction w ∈ Sn−1, so that all the illuminating rays are parallel to w. Then the surface of K
follows Lambert’s cosine law, which states that the reflected or transmitted luminous intensity
from an element of the surface is proportional to the cosine of the angle between w and the
perpendicular to the surface element. The constant of proportionality is the constant albedo or
reflection coefficient. For simplicity, we shall take this constant to be 1. If Lambert’s cosine law
holds at each of the Hn−1-almost all points in ∂K at which there is a unique unit outer normal
(see [21, Theorem 2.2.9]), then the total reflected light seen when looking in a direction v ∈ Sn−1
is given by
L K (v,w) =

Sn−1
max{−u · v, 0}max{u · w, 0} d S(K , u). (8)
We shall assume that this is indeed the case (compare [20]). Thus L K (v,w) is the appropriately
weighted area of the part of ∂K that is both illuminated from the direction w and visible when
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looking in the direction v. We shall refer to L K , as a function on Sn−1× Sn−1, as the Lambertian
lightness function of K .
It will be convenient to consider the more general lightness function QK of K defined by
QK (v,w) =

Sn−1
max{−u · v, 0} fw(u) d S(K , u), (9)
for v,w ∈ Sn−1, where for each w ∈ Sn−1,
fw = hw1w+ , (10)
for some continuous function hw on Sn−1 such that hw > 0 on Sn−1 ∩ w+. Observe that
the function QK is invariant under translations of K . The map K → QK (v,w) is lower
semicontinuous for all v,w ∈ Sn−1 (i.e., if K , K j ∈ Kn and K j → K as j → ∞, then
QK (v,w) ≤ lim inf j→∞ QK j (v,w) for all v,w ∈ Sn−1).
Setting hw(u) = u · w for u ∈ Sn−1, we obtain fw(u) = max{u · w, 0} by (10), in which
case QK = L K . Moreover, putting hw(u) = 1 for u ∈ Sn−1 in (10) gives fw(u) = 1w+(u),
corresponding to the function
RK (v,w) =

Sn−1
max{−u · v, 0}1w+(u) d S(K , u)
=

Sn−1∩w+
max{−u · v, 0} d S(K , u). (11)
The quantity RK (v,w) is the area of the projection on v⊥ of the portion of ∂K that is both
illuminated from the direction w and visible when looking in the direction v. Thus RK (v,w) ≤
bK (v) for all v ∈ Sn−1 and for this reason we shall refer to RK , as a function on Sn−1 × Sn−1,
as the partial brightness function of K . Note that RK (−v, v) = R(v,−v) = bK (v), for all
v ∈ Sn−1.
Note that while the map K → L K (v,w) is continuous for all v,w ∈ Sn−1 (i.e., if K , K j ∈ Kn
and K j → K as j → ∞, then lim j→∞ L K j (v,w) = L K (v,w) for all v,w ∈ Sn−1), the map
K → RK (v,w) is only lower semicontinuous, due to the lower semicontinuity of fw in this
case. This fundamental difference has consequences for our results, particularly in Sections 6
and 7.
For any w ∈ Sn−1, we can define a nonnegative Borel measure µ fw (K , ·) in Sn−1 by setting
µ fw (K , A) =

A
fw(u) d S(K , u), (12)
for Borel subsets A of Sn−1. Using (9), (12), and the fact that max{a, 0} = (|a|+a)/2 for a ∈ R,
we get
QK (v,w) =

Sn−1
max{−u · v, 0} dµ fw (K , u)
= 1
2

Sn−1
|u · v| dµ fw (K , u)−
1
2
v · c fw (K ), (13)
where
c fw (K ) =

Sn−1
u dµ fw (K , u)
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is the centroid of µ fw (K , ·). From (1) we see that QK (·, w) is, up to a factor 1/2 and a linear
function, the cosine transform of µ fw (K , ·).
We can extend QK (·, w) to a function onRn by defining it as in (9) for v ∈ Rn . Then (13) also
holds for v ∈ Rn and from this it is easy to see that QK (·, w) is subadditive and homogeneous
of degree 1. Hence, by [21, Theorem 1.7.1], lightness functions, as functions of v ∈ Sn−1, are
support functions.
Directly from the definition (8) of L K , we have
L K (w, v) = L−K (v,w),
for all v,w ∈ Sn−1. Thus the roles of light and viewing direction can be interchanged in the
Lambertian lightness function when K is centrally symmetric. This property does not generally
extend to QK .
4. Uniqueness
Based on known injectivity results for the cosine transform, (13) yields uniqueness results for
lightness functions.
Lemma 4.1. Let K , K ′ ∈ Kn and w ∈ Sn−1 be given. Then
QK (v,w) = QK ′(v,w), (14)
for all v ∈ Sn−1 if and only if
S(K , A ∩ w+) = S(K ′, A ∩ w+), (15)
for all Borel sets A in Sn−1.
Proof. Since fw vanishes on Sn−1 \w+, (12) and (15) yield µ fw (K , ·) = µ fw (K ′, ·). Then (14)
follows directly from the first equation in (13).
On the other hand assume that (14) holds. Then
QK (v,w)+ QK (−v,w) = QK ′(v,w)+ QK ′(−v,w),
for all v ∈ Sn−1. In view of (1) and (13), this implies that the cosine transforms of µ fw (K , ·)
and µ fw (K
′, ·) coincide. As the cosine transform of a Borel measure determines its even part,
we have
µ fw (K , ·)e = µ fw (K ′, ·)e.
The restrictions of µ fw (K , ·) and µ fw (K ′, ·) to Sn−1 \ w+ are zero measures, so
µ fw (K , A) = 2µ fw (K , A)e = 2µ fw (K ′, A)e = µ fw (K ′, A),
for Borel sets A ⊂ Sn−1 ∩ w+. Since fw(u) > 0 for u ∈ Sn−1 ∩ w+, (15) follows from the
previous equation and (12). 
The next theorem provides a uniqueness result for one light source.
Theorem 4.2. Let w ∈ Sn−1. Suppose that K and K ′ are centrally symmetric convex bodies in
Rn whose shadow boundaries in the direction w are sharp. If
QK (v,w) = QK ′(v,w),
for all v ∈ Sn−1, then K = K ′, up to translation.
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Proof. Let A be a Borel set in Sn−1. By Lemma 4.1, we have S(K , A ∩ w+) = S(K ′, A ∩ w+)
and the symmetry of K and K ′ then yields S(K , A ∩ (−w)+) = S(K ′, A ∩ (−w)+). Therefore
S(K , A \ w⊥) = S(K ′, A \ w⊥) (16)
holds for all Borel sets A ⊂ Sn−1. By Proposition 2.1, we have
S(K , Sn−1 ∩ w⊥) = S(K ′, Sn−1 ∩ w⊥) = 0.
Together with (16), we arrive at S(K , ·) = S(K ′, ·), which by Aleksandrov’s uniqueness theorem
implies that K = K ′, up to translation. 
It follows from the previous theorem that strictly convex, centrally symmetric convex bodies
K are determined by QK (·, w) for any fixed w ∈ Sn−1.
We say that the directions w1, . . . , wk ∈ Sn−1 essentially illuminate the unit ball if Sn−1 is
the closure of the set of all boundary points of Bn that are illuminated by at least one light source,
that is,
cl

Sn−1 ∩
k
i=1
w+i

= Sn−1.
This is equivalent to
cl (w+1 ∪ · · · ∪ w+k ) = Rn .
For instance, the 2n directions ±e1,±e2, . . . ,±en in Rn essentially illuminate the unit ball.
Lemma 4.3. Suppose that w1, . . . , wk ∈ Sn−1 do not essentially illuminate the unit ball. Then
there is a convex body K ≠ Bn with
QK (v,wi ) = Q Bn (v,wi ), (17)
for all i = 1, . . . , k and all v ∈ Sn−1.
Proof. If cl (w+1 ∪ · · · ∪ w+k ) ≠ Rn , there is a u ∈ Sn−1 ∩ int

Rn \ (w+1 ∪ · · · ∪ w+k )

. Define
Kα = conv (Bn ∪ {(1+ α)u}) for α > 0. Then Kα is not a ball and the surface area measures
of Kα and Bn coincide outside the closed spherical cap cl C1/(1+α)(u). For sufficiently small
α0 > 0 this cap is disjoint from cl (Sn−1 ∩ w+i ) for all i = 1, . . . , k. Hence for i = 1, . . . , k,
Kα0(u) = Bn(u) = u for all u ∈ cl (Sn−1 ∩ w+i ) and the fact that surface area measures are
defined locally (see [21, p. 206]) gives S(Kα0 , ·) = S(Bn, ·) on Sn−1 ∩ w+i . Then Lemma 4.1
yields (17) with K = Kα0 . 
Note that an easy modification of the previous proof shows that the body K in Lemma 4.3 can
be taken to be strictly convex and smooth.
By Lemma 4.3, for uniqueness in the presence of finitely many light sources, it is necessary
that they essentially illuminate the unit ball. Adding strict convexity yields a uniqueness result.
Theorem 4.4. Let K and K ′ be strictly convex bodies inRn and assume that w1, . . . , wk ∈ Sn−1
essentially illuminate the unit ball. If
QK (v,wi ) = QK ′(v,wi ), (18)
for all i = 1, . . . , k and all v ∈ Sn−1, then K = K ′, up to translation.
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Proof. Let i ∈ {1, . . . , k} be fixed. By (18) and Lemma 4.1, we have
S(K , A) = S(K ′, A), (19)
for all Borel sets A ⊂ Sn−1 ∩ w+i . The strict convexity and Proposition 2.1 give (19) for all
A ⊂ Sn−1 ∩ clw+i . Hence (19) holds for all
A ⊂ Sn−1 ∩
k
i=1
clw+i = cl

Sn−1 ∩
k
i=1
w+i

= Sn−1,
as w1, . . . , wk essentially illuminate the unit ball. This gives S(K , ·) = S(K ′, ·) and hence by
Aleksandrov’s uniqueness theorem, K = K ′, up to translation. 
As in Theorem 4.2, the strict convexity condition in the previous theorem can be relaxed. It is
enough to assume instead that the shadow boundaries of K and K ′ in the directions w1, . . . , wk
are sharp.
The following theorem gives a necessary and sufficient condition for (18) to hold in the
absence of strict convexity.
Theorem 4.5. Let w1, . . . , wk ∈ Sn−1 and let T = Sn−1 ∩ki=1 w+i be the part of the unit ball
illuminated from these directions. The following statements are equivalent.
(i) If K , K ′ ∈ Kn and
QK (v,wi ) = QK ′(v,wi ),
for all i = 1, . . . , k and all v ∈ Sn−1, then K = K ′, up to translation.
(ii) The set Sn−1 \ T is empty or a singleton.
Proof. We claim that (i) is equivalent to the statement:
(iii) Any Borel measure in Sn−1 not concentrated on a great subsphere of Sn−1 and with
centroid at the origin is determined by its restriction to T .
To see this, note first that by Lemma 4.1, (i) is equivalent to the statement that if K , K ′ ∈ Kn
and S(K , A) = S(K ′, A), for all Borel sets A ⊂ T , then K = K ′, up to translation. Since
Aleksandrov’s uniqueness theorem states that every convex body is determined, up to translation,
by its surface area measure, this is equivalent to saying that for any K ∈ Kn , S(K , ·) is
determined by its restriction to T . By Minkowski’s existence theorem, the latter statement is
equivalent to (iii). This proves the claim.
Statement (ii) clearly implies (iii), as the (possible) point mass of µ at the singleton Sn−1 \ T
is determined by the centroid condition.
Conversely, assume that (iii) holds. If there is an affinely dependent set in Sn−1 \ T , there are
positive measures µ1 ≠ µ2 supported by Sn−1 \ T and with the same centroid, y, say. If y = o,
let µ = S(Bn, ·) and otherwise define µ = S(Bn, ·) + |y|δ−y/|y|. Then µ + µ1 ≠ µ + µ2 are
different measures that coincide on T , are not concentrated on a great subsphere of Sn−1, and
have their centroids at the origin. This contradicts (iii) and shows that Sn−1 \ T is either empty
or a finite set of affinely independent points. But by definition, Sn−1 \ T is the intersection of a
closed convex cone with Sn−1 and thus Sn−1 \ T is either empty or a singleton. 
The following corollary shows that in general, at least n + 1 light sources are required for the
corresponding lightness functions to determine convex bodies in Rn , up to translation.
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Corollary 4.6. If w1, . . . , wn ∈ Sn−1, there is a convex body K in Rn that is not determined, up
to translation, by the functions QK (·, wi ), i = 1, . . . , n.
Proof. Let w1, . . . , wn ∈ Sn−1. In view of Theorem 4.5, we need only show that U =
Sn−1 \ni=1 w+i contains at least two points. The affine hull E of {w1, . . . , wn} has dimension
at most n − 1. If E ⊂ u⊥ for some u ∈ Sn−1, then ±u ∈ U and we are done. Otherwise,
dim E = n − 1 and o ∉ E . Let u ∈ Sn−1 and α > 0 be such that E = {x ∈ Rn : u · x = −α}.
Then u · wi = −α for all i = 1, . . . , n, and an open neighborhood of u is contained in U . 
5. Stability
We first claim that there is no stability version of Theorem 4.2, at least when the function fw
is continuous on Sn−1, in the sense that there do not exist positive constants c and α such that
δ(K , K ′) ≤ c∥QK (·, w)− QK ′(·, w)∥α∞, (20)
for all o-symmetric strictly convex bodies K and K ′ in Rn . Even the weaker statement, where in
addition r Bn ⊂ K , K ′ ⊂ RBn for some fixed 0 < r < R, does not hold.
To see this, let w ∈ Sn−1, let L and L ′ be different o-symmetric convex polytopes in w⊥ with
V (L) = V (L ′) = 1, and define
K = L × [−w,w] and K ′ = L ′ × [−w,w].
Then δ = δ(K , K ′) > 0. The support of S(K , ·) is contained in w⊥ ∪ {w,−w} and the function
fw vanishes on w⊥ ∪ {−w}, so by (9), we have
QK (v,w) = max{−w · v, 0} fw(w)V (K (w))
= max{−w · v, 0} fw(w)V (L) = max{−w · v, 0} fw(w),
for all v ∈ Sn−1. The same argument applies with K and L replaced by K ′ and L ′, respectively, so
QK ′(v,w) = max{−w · v, 0} fw(w) = QK (v,w),
for all v ∈ Sn−1.
Choose 0 < r < R such that ∂K , ∂K ′ ⊂ int RBn \ r Bn . It follows from [21, pp. 158–160]
that there are sequences (Km) and (K ′m), m ∈ N, of o-symmetric, strictly convex bodies
converging to K and K ′, respectively, in the Hausdorff metric. For sufficiently large m, we have
r Bn ⊂ Km, K ′m ⊂ RBn . Moreover, if (20) were true, we would also have
δ/2 < δ(Km, K ′m) ≤ c∥QKm (·, w)− QK ′m (·, w)∥α∞, (21)
for sufficiently large m. If fw is continuous on Sn−1, the weak continuity of surface area measures
(see [21, p. 205]) and (9) shows that
lim
m→∞ QKm (v,w) = QK (v,w) and limm→∞ QK ′m (v,w) = QK ′(v,w),
for each v ∈ Sn−1. The convergence in the previous limits is actually uniform in v; this follows
from [21, Theorem 1.8.12] and the fact, mentioned after (13), that lightness functions are support
functions. Thus
lim
m→∞ ∥QKm (·, w)− QK ′m (·, w)∥∞ = ∥QK (·, w)− QK ′(·, w)∥∞ = 0.
This contradicts (21) and proves our claim.
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In proving the previous claim, we assumed that fw = hw1w+ is continuous on Sn−1. This is
equivalent to the assumption that the continuous function hw vanishes on w⊥. The assumption
cannot be dropped, as the following result shows.
Theorem 5.1. Let w ∈ Sn−1 and let 0 < r < R. If n = 2, there is a constant c = c(R) such
that
δ(K , K ′) ≤ c∥RK (·, w)− RK ′(·, w)∥2/32 , (22)
for all o-symmetric strictly convex bodies K and K ′ with r B2 ⊂ K , K ′ ⊂ RB2.
If n ≥ 3 and γ > 0, there is a constant c = c(γ, n, r, R) such that
δ(K , K ′) ≤ c∥RK (·, w)− RK ′(·, w)∥2/(n(n+1))−γ2 , (23)
for all o-symmetric strictly convex bodies K and K ′ with r Bn ⊂ K , K ′ ⊂ RBn .
Proof. In view of (2) and (11), it is easy to see that for a strictly convex, o-symmetric convex
body L , we have
RL(v,w)+ RL(−v,w) = bL(v),
for all v ∈ Sn−1. If K and K ′ are o-symmetric strictly convex bodies, we use the latter equation
with L = K and L = K ′ to obtain
∥bK − bK ′∥2 ≤ 2∥RK (·, w)− RK ′(·, w)∥2. (24)
Suppose that n = 2 and u ∈ S1. For o-symmetric K and K ′, bK (u) = 2hK (v) and
bK ′(u) = 2hK ′(v), where v ∈ S1 is orthogonal to u. Therefore
δ(K , K ′) ≤ (3R)1/3∥hK − hK ′∥2/32 = c1(R)∥bK − bK ′∥2/32 ,
where the first inequality is proved in [14, Proposition 2.3.1]. Then (22) follows from this
and (24).
Now suppose that n ≥ 3 and γ > 0. Here we apply [18, Theorem 1.1] to the special case
when, in the notation of that theorem, F(K , ·) = bK and Q(K , ·) = S(K , ·). The constants ak
in [18, Theorem 1.1] are then the eigenvalues of the cosine transform, that is, C f = ak f for all
spherical harmonics f of order k = 0, 1, 2, . . .. Moreover, by [18, pp. 2004–5], a2k+1 = 0 and
|a2k |−1 ≤ b(max{1, 2k})(n+2)/2,
for k = 0, 1, 2, . . . , and some constant b = b(n). With this in hand, [18, Theorem 1.4] with
β = (n + 2)/2 shows that there is a constant c2 = c2(γ, n, r, R) such that
δ(K , K ′) ≤ c2∥bK − bK ′∥2/(n(n+1))−γ2 , (25)
for all o-symmetric convex bodies K and K ′ with r Bn ⊂ K , K ′ ⊂ RBn . Then (23) is an imme-
diate consequence of (24) and (25). 
The following result constitutes a stability version of Theorem 4.5. Note that the extra
assumption on the functions fwi does not exclude the cases when QK = L K and QK = RK .
Theorem 5.2. Let w1, . . . , wk ∈ Sn−1 be such that Sn−1 ⊂ ki=1 w+i , that is, the whole
of the unit ball is illuminated from these directions. Suppose further that for i = 1, . . . , k,
fwi = hwi 1w+i is such that hwi ∈ C
2(Sn−1) and hwi > 0 on Sn−1 ∩ w+i . Let γ > 0 and
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0 < r < R be given. Then there is a constant c = c γ, (hwi )ki=1, n, r, R, (wi )ki=1 and an
x ∈ Rn such that
δ(K + x, K ′) ≤ c
k
i=1
∥QK (·, wi )− QK ′(·, wi )∥2/(n(n+1))−γ2 , (26)
for all convex bodies K and K ′ with r Bn ⊂ K , K ′ ⊂ RBn .
Proof. The assumption Sn−1 ⊂ ki=1 w+i says that the open caps C0(w1), . . . ,C0(wk) form an
open covering of Sn−1. Therefore there is a c2 = c2((wi )ki=1) > 0 such that the smaller open
caps Cc2(w1), . . . ,Cc2(wk) also cover S
n−1. Then there is a C∞ partition of unity ϕ1, . . . , ϕk
subordinated to this covering; that is, for each i = 1, . . . , k, the function ϕi is nonnegative and
C∞ on Sn−1 with support contained in Cc2(wi ), and
k
i=1
ϕi = 1. (27)
This can be shown directly in this particular setting or follows from standard differential geomet-
ric arguments; see, for example, [1, Theorem 1.12].
Let f ∈ C2(Sn−1) and define
∥ f ∥0 = max{∥ f ∥∞, ∥ |∇0 f | ∥∞, ∥∆0 f ∥1}.
Then by [5, Lemma 4.1], for all 0 < η < 3/2, there is a constant c3 = c3(η, n) such that
∥ f ∥Hη ≤ c3∥ f ∥0. (28)
Let i ∈ {1, . . . , k} and define Fi on Sn−1 by
Fi (u) = ϕi (u)fwi (u)
f (u) = ϕi (u)
hwi (u)
f (u), (29)
for u ∈ Cc2(wi ), and Fi (u) = 0, otherwise. The constant
c4 = c4((hwi )ki=1, (wi )ki=1) = inf{hw j (u) : u ∈ Cc2(w j ), j = 1, . . . , k}
is positive, because for j = 1, . . . , k, hw j is positive and continuous on Sn−1 ∩ w+j and
hence bounded away from zero on Cc2(w j ). Then Fi ∈ C2(Sn−1), since hwi ∈ C2(Sn−1) and
hwi (u) = fwi (u) ≥ c4 on Cc2(wi ). Using the product rule for differentiation, we see that there
is a constant c5 = c5(c4, ∥ f ∥0, ∥hwi ∥0, ∥ϕi∥0) such that ∥Fi∥0 ≤ c5. Then
c6 = max{c5(c4, ∥ f ∥0, ∥hwi ∥0, ∥ϕi∥0) : i = 1, . . . , k}
depends only on ∥ f ∥0, (hwi )ki=1, (ϕi )ki=1, and (wi )ki=1, and satisfies
∥Fi∥0 ≤ c6, (30)
for i = 1, . . . , k. From (28) and (30), we conclude that the Lipschitz function Fi is in Hη, for all
0 ≤ η < 3/2.
Suppose that 0 < r < R and K and K ′ are convex bodies with r Bn ⊂ K , K ′ ⊂ RBn . Let
µ = µ fwi (K , ·)− µ fwi (K ′, ·) (31)
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and define
g(v) = QK (v,wi )+ QK (−v,wi )− QK ′(v,wi )+ QK ′(−v,wi ),
for v ∈ Sn−1. In view of (13), we have
g(v) =

Sn−1
|u · v|dµ(u) =

Sn−1
|u · v|dµe(u),
so that g is the cosine transform of the even part µe of µ.
We want to apply [18, Theorem 3.6] to µe and g. Suppose that µe has condensed spherical
harmonic expansion
∞
j=0 µ j ; this is defined analogously to (6) by
µ j (v) = c( j)

Sn−1
Pnj (u · v)dµe(u),
for v ∈ Sn−1. (Such an expansion uniquely determines a Borel measure in Sn−1; see
[18, p. 2021].) Then it is known that g has condensed spherical harmonic expansion
∞
j=0 a jµ j ,
where the multipliers a j with odd index j vanish and the multipliers with positive even index
satisfy |a j |−1 ≤ b jβ for some constant b = b(n) > 0 and β = (n + 2)/2 > 3/2. (When µe
is absolutely continuous with respect to the measure Hn−1 in Sn−1, this is explicitly stated in
[14, Proposition 3.4.9 and (3.4.18)]. The general case follows via approximation (in the weak
sense) by absolutely continuous measures.) For parameters η and α satisfying
0 ≤ η < 3/2 and 0 < α < 2/(n + 4− 2η), (32)
[18, Theorem 3.6] (with f , µ, and β in that theorem replaced by Fi , µe, and (n + 2)/2, respec-
tively) guarantees the existence of a constant c7 = c7(α, η, n) such that
Sn−1
Fi (u)dµ
e(u) ≤ c7(∥ |∇0 Fi | ∥∞ + ∥Fi∥Hη )∥µe∥1−αT V ∥g∥α2 .
By (12) and (31), the total variation norm ∥µe∥T V of µe on the right-hand side of the previous
inequality can be bounded above by
∥µe∥T V ≤ ∥ fwi ∥∞

S(K , Sn−1)+ S(K ′, Sn−1)

≤ 2∥ fwi ∥∞S(RBn)
= 2∥ fwi ∥∞ωn−1 Rn−1. (33)
Due to (28) with f = Fi , (30), (33), the definition of g, and the triangle inequality, there is a
constant c8 = c8(α, η, ∥ f ∥0, (hwi )ki=1, n, (ϕi )ki=1, R, (wi )ki=1) such that
Sn−1
Fi (u)dµ
e(u) ≤ c8
2
∥QK (·, wi )− QK ′(·, wi )∥α2 . (34)
As Fi (u) = 0 outside w+i , we have
Fei (u) = (Fi (u)+ Fi (−u))/2 = Fi (u)/2,
for u ∈ Sn−1 ∩ w+i . As µ is zero outside Sn−1 ∩ w+i , this gives
Sn−1
Fi (u)dµ
e(u) =

Sn−1
Fei (u)dµ(u) =
1
2

Sn−1
Fi (u)dµ(u).
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Substitution into (34) and summation over i = 1, . . . , k gives
Sn−1
f (u) d S(K , ·)−

Sn−1
f (u) d S(K ′, ·)
≤ c8
k
i=1
∥QK (·, wi )− QK ′(·, wi )∥α2 = q, (35)
say, where, on the left-hand side, we used the definition (31) of µ, (12) of µwi , and (29) of Fi ,
and then (27).
The rest of the proof follows the lines of [18, Theorem 1.4] (see also [16, Theorem 5.2]), so
we only provide a sketch. If L ⊂ RBn is a convex body with hL ∈ C2(Sn−1), then ∥hL∥0 ≤
2(n− 1)ωn−1 R, by [18, (2.10) and (2.11)]. Thus (35) (with f replaced by hL ) and (3) imply that
|V1(K , L)− V1(K ′, L)| ≤ qn ≤ q.
A standard approximation argument shows that this remains true when the assumption hL ∈
C2(Sn−1) is dropped. Choosing L = K and L = K ′ yields
|V1(K , K ′)− V (K )| ≤ q and |V1(K , K ′)− V (K ′)| ≤ q. (36)
As in the proof of [21, Lemma 7.2.3], this implies that
V1(K , K
′)− V (K )(n−1)/n V (K ′)1/n ≤

R
r
+ 1

q.
This is an upper bound for the deficit in Minkowski’s first inequality (4). Now, as in the proof
of [21, Theorem 7.2.2], this and (36) imply that
δ(K + x, K ′) ≤ c9q1/n,
for some x ∈ Rn and constant c9 = c9(n, r, R), provided q < q0 = q0(n, r, R). For q ≥ q0, this
inequality is clearly true if c9 is chosen suitably. Substituting for q from (35), we obtain
δ(K + x, K ′) ≤ c10
k
i=1
∥QK (·, wi )− QK ′(·, wi )∥α/n2 , (37)
with c10 = c10(α, η, (hwi )ki=1, n, (ϕi )ki=1, r, R, (wi )ki=1). Here we have also used the fact that
k
i=1
ai ≤

k
i=1
a1/ni
n
,
for ai ≥ 0, i = 1, . . . , k, a consequence of the fact that pth sums decrease with p. It remains to
choose α and η satisfying (32). Without loss of generality we may assume γ < 2/(n(n+1)) and
set α = 2/(n + 1)− nγ > 0. As
lim
η→3/2−
2
n + 4− 2η =
2
n + 1 > α,
we can find a positive η = η(γ, n) < 3/2 satisfying (32) with this particular α. This yields (37)
with exponent 2/(n(n + 1))− γ and the constant c10 depending only on γ , (hwi )ki=1, n, (ϕi )ki=1,
r , R, and (wi )ki=1. Since the choice of (ϕi )
k
i=1 is based on n and (wi )
k
i=1 alone, (26) is finally
obtained. 
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6. Bodies of maximal and minimal volume
Throughout this section we consider a convex body K0 in Rn and a set U = {(vi , wi ) : i =
1, . . . , k}, where vi , wi ∈ Sn−1, i = 1, . . . , k. The functions fwi , i = 1, . . . , k, are assumed to
satisfy (10). We write
Q(K0,U ) = {K ∈ Kn : QK (vi , wi ) = QK0(vi , wi ), i = 1, . . . , k}
and are interested in the existence and properties of bodies inQ(K0,U ) of maximal and minimal
volume.
We begin with some lemmas. Condition (38) will play an important role and can be interpreted
as saying for each u ∈ Sn−1, there is an i ∈ {1, . . . , k} such that u is simultaneously illuminated
from the direction wi and visible when looking in the direction vi .
Lemma 6.1. Let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1, i = 1, . . . , k. Then
Sn−1 = Sn−1 ∩
k
i=1

(−vi )+ ∩ w+i

(38)
if and only if there are constants c1, . . . , ck such that
k
i=1
ci max{−u · vi , 0} fwi (u) ≥ 1, (39)
for all u ∈ Sn−1.
Proof. Assume (39) and let u ∈ Sn−1. Then there is an i such that max{−u · vi , 0} fwi (u) > 0.
Consequently, u ∈ (−vi )+ ∩ w+i . Since u was arbitrary, (38) is satisfied.
Conversely, suppose that (38) holds and define
f (u) =
k
i=1
max{−u · vi , 0} fwi (u),
for u ∈ Sn−1. Then f is positive on the compact set Sn−1. As f is lower semicontinuous, this
implies that f ≥ m on Sn−1 for some m > 0. Taking ci = 1/m for i = 1, . . . , k, we obtain
(39). 
Lemma 6.2. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Then
sup{S(K ) : K ∈ Q(K0,U )} <∞. (40)
Proof. Let K ∈ Q(K0,U ). Using Lemma 6.1 and (9), we have
S(K ) =

Sn−1
d S(K , u) ≤

Sn−1
k
i=1
ci max{−u · vi , 0} fwi (u) d S(K , u)
=
k
i=1
ci QK (vi , wi ) =
k
i=1
ci QK0(vi , wi ) <∞. 
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We omit the proof of the following lemma, since it is essentially the same as that of Campi
et al. [6, Proposition 1], with minor modifications.
Lemma 6.3. Let L ⊂ Kn be a family of convex bodies such that
sup{S(K ) : K ∈ L} <∞.
If
inf{V (K ) : K ∈ L} > 0,
then there exists a ball containing a translate of each K ∈ L.
Theorem 6.4. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Assume that the functions fwi , i = 1, . . . , k, are
continuous. Then there is a convex body in Q(K0,U ), unique up to translation, of maximal
volume.
Proof. Since K0 is a convex body, the set
Qε(K0,U ) = {K ∈ Q(K0,U ) : V (K ) ≥ ε}
is nonempty for sufficiently small ε > 0. From (38) and Lemma 6.2 we deduce (40) and
can then apply Lemma 6.3 to conclude that there exists a ball containing a translate of each
K ∈ Qε(K0,U ). The assumption that fwi is continuous for i = 1, . . . , k implies thatQε(K0,U )
is closed in the Hausdorff metric. It then follows from Blaschke’s selection theorem that there
is a convex body K+ ∈ Qε(K0,U ) of maximal volume. Clearly K+ also has maximal volume
among all bodies in Q(K0,U ).
If K+ is not unique up to translation, there is a convex body L ∈ Q(K0,U ), not a translate of
K+, such that V (L) = V (K+). If
M =

1
2
· K+

#

1
2
· L

,
then S(M, ·) = (1/2)S(K+, ·) + (1/2)S(L , ·), so M ∈ Q(K0,U ) by (9). By the Kneser–Su¨ss
inequality (5), we have V (M) ≥ V (K+) and hence V (M) = V (K+). The equality condition
of (5) implies that K+ and L are homothetic. As V (L) = V (K+), this can only occur if L is a
translate of K+, a contradiction. 
In Example 6.8, we shall show that when QK = RK , there may not exist a volume maximizer
in Q(K0,U ). This also shows that the continuity assumption on the functions fwi cannot be
removed. On the other hand, the following existence result can be proved without this assumption
and will find application in Corollary 6.7.
Theorem 6.5. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Then there is a convex body in
Q−(K0,U ) = {K ∈ Kn : QK (vi , wi ) ≤ QK0(vi , wi ), i = 1, . . . , k},
unique up to translation, of maximal volume.
Proof. Let Q−ε (K0,U ) = {K ∈ Q−(K0,U ) : V (K ) ≥ ε}. If we can show that Q−ε (K0,U )
is closed in the Hausdorff metric, then the rest of the proof follows that of Theorem 6.4, with
Q(K0,U ) and Qε(K0,U ) replaced by Q−(K0,U ) and Q−ε (K0,U ), respectively. To this end,
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let (K j ) be a sequence inQ−ε (K0,U ) converging to K . The continuity of volume on Kn implies
V (K ) ≥ ε, and the lower semicontinuity of K → QK (v,w) for fixed v,w ∈ Sn−1 gives
QK (vi , wi ) ≤ lim inf
j→∞ QK j (vi , wi ) ≤ QK0(vi , wi ),
for i = 1, . . . , k. Therefore K ∈ Q−ε (K0,U ), as required. 
When QK = RK , we can describe the geometry of the body of maximal volume in
Q−(K0,U ). This was done in [6] for the brightness function and led to a successful practical
method for reconstructing o-symmetric convex bodies from their brightness functions, even
when only finitely many values are available and these values are contaminated with noise. See
[10, Section 4.4], [11,12].
A definition is needed. Let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1, i = 1, . . . , k.
The U -nodes are defined as follows. The hyperplanes v⊥i and w⊥i , i = 1, . . . , k, partition
Rn into a finite set of convex polyhedral cones, which intersect Sn−1 in regions (spherical
convex polyhedra)  j , j = 1, . . . , p, whose relative interiors are disjoint. The U -nodes are
the vertices of these regions. Observe that the U -nodes can be computed from the set U ; for
example, if n = 3, they consist of unit vectors parallel to vector products of pairs of vectors from
{vi , wi : i = 1, . . . , k}. In general, there are O(kn−1) U -nodes.
Theorem 6.6. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. If QK = RK and K+ is a convex body of maximal
volume in Q(K0,U ), then K+ is a polytope with each of its facets orthogonal to one of the
U-nodes.
Proof. Let QK = RK and let K+ be a convex body of maximal volume in Q(K0,U ). Suppose
that K+ is not a polytope with all its facet outer unit normals among the U -nodes. Then S(K+, ·)
is not concentrated on the U -nodes and there is a spherical convex simplex T ⊂ Sn−1, not
containing any U -node and with S(K+, relint T ) > 0, contained in the relative interior of a face
F of  j , for some j = 1, . . . , p. Let q − 1 > 0 be the dimension of F , where q ∈ {2, . . . , n} is
the dimension of the corresponding face of the convex polyhedral cone whose intersection with
Sn−1 is  j .
By adding suitable vertices to T , if necessary, we may assume that it has the same dimension
as F . Accordingly, let t1, . . . , tq be the vertices of T . For every u ∈ T , there are nonnegative
reals c1(u), . . . , cq(u), depending continuously on u, such that
u =
q
j=1
c j (u)t j . (41)
Consequently,
T
u d S(K+, u) =
q
j=1
a j t j , (42)
where
a j =

T
c j (u) d S(K
+, u). (43)
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By Minkowski’s existence theorem or the divergence theorem (see [10, p. 400] and [21, p. 390]),
there exists a convex body L whose surface area measure coincides with S(K+, ·) outside T and
with
q
j=1 a jδt j in T .
By (11), for i = 1, . . . , k, we have
RK+(vi , wi )− RL(vi , wi ) =

T
max{−u · vi , 0}1w+i (u) d S(K
+, u)
−
q
j=1
a j max{−t j · vi , 0}1w+i (t j ).
The right-hand side of the previous equation is zero. Indeed, either F ∩ (−vi )+ ∩ (wi )+ = ∅ and
all terms vanish, or F ⊂ (−vi )+ ∩ (wi )+ and by (42) the expression reduces to
−

T
u · vi d S(K+, u)+
q
j=1
a j t j · vi = 0.
Thus L ∈ Q(K+,U ).
We claim that V (L) > V (K+), a contradiction to the maximality of K+. To see this, note
that by (41) and the sublinearity of hL , we have
hL(u) ≤
q
j=1
c j (u)hL(t j ),
for each u ∈ T . Therefore, by (3) and (43), we have
V1(K
+, L)− V (L) = 1
n

T
hL(u) d S(K
+, u)− 1
n
q
j=1
a j hL(t j )
≤ 1
n
q
j=1

T
c j (u)hL(t j ) d S(K
+, u)− 1
n
q
j=1
a j hL(t j ) = 0.
By Minkowski’s inequality (4), we deduce that
V (L)n ≥ V1(K+, L)n ≥ V (K+)n−1V (L).
Since K+ and L are not homothetic, the last inequality is strict and the claim is proved. 
Corollary 6.7. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Let QK = RK and let K+ be the convex body in
Q−(K0,U ), unique up to translation, of maximal volume, provided by Theorem 6.5. Then K+ is
a polytope with each of its facets orthogonal to one of the U-nodes.
Proof. If K ∈ Q(K+,U ), then QK (vi , wi ) = QK+(vi , wi ) ≤ QK0(vi , wi ) for i = 1, . . . , k, so
K ∈ Q−(K0,U ) and V (K ) ≤ V (K+). Therefore K+ is of maximal volume in Q(K+,U ) and
the result follows from Theorem 6.6 with K0 = K+. 
Example 6.8. We provide a construction that leads to examples of families Q(K0,U ) with
QK = RK that satisfy (38) but contain no volume maximizer. To construct a suitable U , begin
with any U ′ = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1, i = 1, . . . , k, such that (38) is
satisfied. Choose v0 ∈ Sn−1 such that v⊥0 does not contain any U ′-node. (See the definition of
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U -node just before Theorem 6.6 and note that this is a finite set.) Now choose w0 ≠ v0 ∈ Sn−1
sufficiently close to v0 so that if
30 = (−v0)+ ∩ w+0 ,
then 30 also contains no U ′-node. Let U = U ′ ∪ {(v0, w0)}. Each U -node that is not a U ′-node
must be orthogonal to either v0 or w0. It follows that there is no U -node in 30.
Now let K0 be the unit ball in Rn . Then RK0(v0, w0) > 0 because w0 ≠ −v0. There can
be no volume maximizer in Q(K0,U ). Indeed, if K+ were such a volume maximizer, then
Theorem 6.6 implies that S(K+, ·) is concentrated on the set of U -nodes. By (11), this yields
RK+(v0, w0) = 0 ≠ RK0(v0, w0). Therefore K+ ∉ Q(K0,U ), a contradiction.
For a simple explicit example, take n = 2,
U ′ = {(−e1, e1), (e1,−e1), (−e2, e2), (e2,−e2)},
v0 = (1/
√
2,−1/√2), and w0 = −e2. Then 30 = {(sin θ, cos θ) : π < θ < 5π/4} and the set
of U -nodes is {(sin(kπ/4), cos(kπ/4)) : k = 0, 1, 2, 4, 5, 6, 7}.
On our way to a result concerning bodies in Q(K0,U ) of minimal volume, we require three
more lemmas. The proof of the first is based on an idea of Bourgain (see [9]).
Lemma 6.9. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k. Assume that the functions fwi , i = 1, . . . , k, are continuous. Then there is a
convex polytope in Q(K0,U ) with no more than 2n + k facets.
Proof. Without loss of generality, we may assume that S(K0) = 1. We claim that there is a
probability measure µ0 in Sn−1, satisfying the hypotheses of Minkowski’s existence theorem
and with support containing at most 2n + k points, such that for i = 1, . . . , k,
Sn−1
gi (u) dµ0(u) =

Sn−1
gi (u) d S(K0, u), (44)
where gi (u) = max{−u · vi , 0} fwi (u). Assuming this claim is true, Minkowski’s existence
theorem provides a convex polytope P with at most 2n + k facets and S(P, ·) = µ0. Therefore
Sn−1
gi (u) d S(P, u) =

Sn−1
gi (u) d S(K0, u), (45)
for i = 1, . . . , k, so by (9) and the definition of gi , we have P ∈ Q(K0,U ), as required.
It remains to prove the claim. As the support of S(K0, ·) is full dimensional, it contains a
basis u1, . . . , un for Rn . Choose ε > 0 such that z1, . . . , zn are linearly independent whenever
zi ∈ Cε(ui ), i = 1, . . . , n. We shall define suitable functions gi on Sn−1 for i = k+1, . . . , 2n+k,
as follows. For i = k + 1, . . . , n + k, let gi be a nonnegative continuous function on Sn−1 with
support contained in Cε(ui−k) such that
Sn−1
gi (u) d S(K0, u) > 0, (46)
and for i = n + k + 1, . . . , 2n + k and u ∈ Sn−1, define gi (u) = u · ei−k−n . Next, for any Borel
probability measure µ on Sn−1, define
8(µ) = (81(µ), . . . , 82n+k(µ)) ∈ R2n+k,
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where
8i (µ) =

Sn−1
gi dµ, (47)
for i = 1, . . . , 2n + k. Let
M = {8(µ) : µ is a Borel probability measure in Sn−1}
and
N = {8(δu) : u ∈ Sn−1}.
By (47), we have
8(δu) = (g1(u), . . . , g2n+k(u)) ,
for each u ∈ Sn−1. As the functions gi , i = 1, . . . , 2n + k, are continuous, we see that N
is a continuous image of Sn−1 and hence is compact in R2n+k . It follows that conv N is also
compact, so cl conv N = conv N . The set conv N consists of the probability measures in Sn−1
with finite support, and any Borel probability measure in Sn−1 can be weakly approximated by
such a measure (see, for example, [2, Theorem 30.4]). Therefore 8(S(K0, ·)) ∈ M = conv N .
By (47), the continuity of gi , i = 1, . . . , 2n + k, and the fact that Sn−1 is connected, it is easy to
see that N is also connected. The connectedness of N and a version of Carathe´odory’s theorem
due to Fenchel and Bunt (see [15] and the references given there) imply that 8(S(K0, ·)) is a
convex combination of at most 2n + k points in N . (See, for example, [21, Theorem 1.1.4] for
the standard version of Carathe´odory’s theorem.) Consequently, there are α1, . . . , α2n+k ≥ 0
with
2n+k
j=1 α j = 1 and points u1, . . . , u2n+k in Sn−1, such that
8i (S(K0, ·)) =
2n+k
j=1
α j8i (δu j ) = 8i (µ0), (48)
for i = 1, . . . , 2n + k, where
µ0 =
2n+k
j=1
α jδu j .
By (46), (47), and (48) with i = k+1, . . . , n+ k, the probability measure µ0 is not concentrated
on any great subsphere of Sn−1. Also, using (47) and (48) with i = n + k + 1, . . . , 2n + k, we
obtain
Sn−1
u dµ0(u)

· ei =

Sn−1
gn+k+i (u) dµ0(u)
= 8n+k+i (µ0) = 8n+k+i (S(K0, ·))
=

Sn−1
gn+k+i (u) d S(K0, u) =

Sn−1
u d S(K0, u)

· ei ,
for i = 1, . . . , n. The fact that the centroid of S(K0, ·) is at the origin implies that the right-
hand side of the previous equation is zero and hence the centroid of µ0 is also at the origin.
Therefore µ0 satisfies the hypotheses of Minkowski’s existence theorem. Finally, note that in
view of (47), Eq. (48) with i = 1, . . . , k is equivalent to (44). This proves the claim and completes
the proof. 
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Lemma 6.10. Suppose that K0 ∈ Kn is not a polytope and let U = {(vi , wi ) : i = 1, . . . , k},
where vi , wi ∈ Sn−1, i = 1, . . . , k. Assume that the functions fwi , i = 1, . . . , k, are continuous.
Then there is a convex polytope P ∈ Q(K0,U ) such that S(P) = S(K0) and V (P) < V (K0).
Proof. Without loss of generality, we may assume that K0 contains the origin in its interior, so
that hK0 > 0. Since n ≥ 2, we may in the proof of Lemma 6.9 replace k by k + 2, taking
g1, . . . , gk as before, gk+1 ≡ 1, and gk+2 = hK0 . That proof then yields a convex polytope
P ∈ Q(K0,U ) (by (45) for i = 1, . . . , k) such that
S(P) =

Sn−1
d S(P, u) =

Sn−1
d S(K0, u) = S(K0)
(by (45) for i = k + 1) and
V1(P, K0) = 1n

Sn−1
hK0(u) d S(P, u) =
1
n

Sn−1
hK0(u) d S(K0, u) = V (K0)
(by (45) for i = k + 2). By Minkowski’s inequality (4) and its equality condition, we have
V (K0)
n = V1(P, K0)n > V (P)n−1V (K0),
since K0 and P are not homothetic, so V (P) < V (K0). 
The proof of the following lemma is based on the argument in [6, p. 129].
Lemma 6.11. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Suppose further that
inf{V (K ) : K ∈ Q(K0,U )} > 0. (49)
If P is a polytope in Q(K0,U ) with more than n + k facets, then P is Blaschke decomposable
in Q(K0,U ) and is the Blaschke convex combination of finitely many Blaschke indecomposable
polytopes in Q(K0,U ), each with at most n + k facets.
Proof. Suppose that P has m > n+k facets with outer unit normals u1, . . . , um and correspond-
ing areas b1, . . . , bm . The centroid of S(P, ·) is at the origin, so
m
j=1
(ei · u j )b j = 0, (50)
for i = 1, . . . , n. Let A be the (n + k)× m matrix with entries
ai j =

max{−u j · vi , 0} fwi (u j ), if i = 1, . . . , k,
ei−k · u j if i = k + 1, . . . , n + k, (51)
for j = 1, . . . ,m. Let b = (b1, . . . , bm) and let J be the plane
J = {x ∈ Rm : AxT = AbT }. (52)
In view of (50) and (51), if A has full rank n + k, then clearly max{−u j · vi , 0} fwi (u j ) ≠ 0 (and
hence is positive) for some i = 1, . . . , k and j = 1, . . . ,m. Since b j > 0 for j = 1, . . . ,m, we
have AbT ≠ o. Therefore o ∉ J , and the rank theorem gives dim J = m − (n + k) ≥ 1. If, on
the other hand, A has smaller rank, then the rank theorem yields dim J ≥ 2.
Let
J+ = J ∩ {x = (x1, . . . , xm) ∈ Rm : x j ≥ 0, j = 1, . . . ,m}.
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To each x = (x1, . . . , xm) ∈ J+, we associate a convex polytope Px ∈ Q(K0,U ) in the follow-
ing way. Define a measure µx by
µx =
m
j=1
x jδu j .
Then by (50), (51), and (52), we have
Sn−1
u dµx (u) =
m
j=1
x j u j = o,
for each u ∈ Sn−1.
Suppose that µx is concentrated on a great subsphere Sn−1∩ z⊥, for some z ∈ Sn−1. Choose a
sequence (y(s)) of points from the relative interior of J+ converging to x . Then the corresponding
sequence (Py(s)) of associated polytopes in Q(K0,U ) satisfies
lim
s→∞ bPy(s) (z) = 0.
But by Lemmas 6.2 and 6.3, this implies that V (Py(s))→ 0 as s →∞, in contradiction with (49).
Therefore µx is not concentrated on a great subsphere, so by Minkowski’s existence theorem,
µx is the surface area measure of a convex polytope Px . Using (9), and (51) and (52) again, we
obtain
Q P (vi , wi ) =
m
j=1
b j max{−u j · vi , 0} fwi (u j )
=
m
j=1
x j max{−u j · vi , 0} fwi (u j ) = Q Px (vi , wi ),
which shows that Px ∈ Q(K0,U ).
Now it is easy to see that for each linear combination of points in J+, the associated polytope
in Q(K0,U ) is just the corresponding Blaschke linear combination of the polytopes associated
to these points. If x = (x1, . . . , xm) ∈ J+, then the surface area of the polytope associated to x
is
m
j=1 x j . By (38), (49), and Lemmas 6.2 and 6.3, we conclude that J+ is a compact convex
subset of Rm of positive dimension. We have b ∈ relint J+, so by Carathe´odory’s theorem, b is
a convex combination of finitely many extreme points of J+, each of which have at most n + k
positive coordinates. It is easy to see that the polytope associated to each such extreme point is
Blaschke indecomposable. Consequently, P is a Blaschke convex combination of finitely many
Blaschke indecomposable polytopes in Q(K0,U ), each of which has at most n + k facets. 
Theorem 6.12. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Assume that the functions fwi , i = 1, . . . , k, are
continuous. Then there is a convex body inQ(K0,U ) of minimal volume if and only if (49) holds.
Each such volume minimizer is a convex polytope with at most n + k facets that is Blaschke
indecomposable in Q(K0,U ).
Proof. If (49) holds, the existence of a convex body in Q(K0,U ) of minimal volume follows
from (38), Lemmas 6.2 and 6.3, and Blaschke’s selection theorem, as in the proof of Theorem 6.4.
Let K− be a convex body inQ(K0,U ) of minimal volume. Since V (K−) > 0, (49) must hold,
proving the first statement in the theorem. For the second statement, note that by Lemma 6.10,
3142 S. Campi et al. / Advances in Mathematics 231 (2012) 3118–3146
K− must be a convex polytope. Suppose that
K− = ((1− α) · K ) # α · K ′ ,
for some K , K ′ ∈ Q(K0,U ) and 0 < α < 1. By the Kneser–Su¨ss inequality (5),
V (K−)(n−1)/n ≥ (1− α)V (K )(n−1)/n + αV (K ′)(n−1)/n .
The fact that K− has minimal volume inQ(K0,U )means that equality must hold, so the equality
condition for (5) shows that K and K ′ are homothetic. Therefore K− is Blaschke indecompos-
able in Q(K0,U ). Finally, Lemma 6.11 implies that the number of facets of K− is at most
n + k. 
Example 6.13. When QK = RK , there may not exist a volume minimizer in Q(K0,U ), even if
(38) and (49) hold, so the continuity assumption on the functions fwi in Theorem 6.12 cannot be
omitted. To see this, let B2 be the unit disk in R2 and let H be a regular hexagon inscribed in S1.
Denote by v1, v2, and v3 the outer unit normals to three consecutive edges of H , and let
U0 = {(−v1, v1), (v1,−v1), (−v2, v2), (v2,−v2), (−v3, v3), (v3,−v3)}.
Clearly U0 satisfies (38). The classQ(B2,U0) consists of all convex bodies of width 2 orthogonal
to the directions vi , i = 1, 2, 3, and hence contained in the intersection of three strips of
width 2 parallel to the vi ’s. Such intersections are equiangular hexagons; using this fact, it
is straightforward but tedious to prove that up to translation, there are exactly two volume
minimizers in Q(B2,U0), namely the equilateral triangle, T say, with centroid at the origin,
edge length 2, and outer unit normals v1, −v2, v3, and the reflection −T of T in the origin. (We
omit the details.) In addition, it is easy to see that up to translation, there is a unique volume
maximizer, namely the regular hexagon J circumscribed about S1 and with its edges parallel to
the vi ’s.
Let v4 = (v1 + v2)/|v1 + v2| (so that v3 · v4 = 0) and let
U1 = U0 ∪ {(−v3, v4)}.
Then U1 satisfies (38). With K0 = J and U = U1, condition (49) is also satisfied, since
Q(J,U1) ⊂ Q(J,U0) = Q(B2,U0) and we know that T is a volume minimizer in Q(B2,U0).
Next, we observe that RJ (−v3, v4) = RJ (v3, v4) = 1, while RT (−v3, v4) = R−T (v3, v4) = 0.
Therefore T,−T ∉ Q(J,U1) and it follows that V (K ) > V (T ) for every K ∈ Q(J,U1). For
t ≥ 0, let Pt = conv {T, [−tv3, tv3]}. Then it is easy to check that Pt ⊂ T if 0 ≤ t ≤ 1/
√
3,
while for t > 1/
√
3, T is a proper subset of Pt and Pt ∈ Q(J,U1). Since Pt → T as t → 0+,
we see that no volume minimizer exists in Q(J,U1).
When a volume minimizer does exist, the following theorem supplies some information
about it.
Theorem 6.14. Suppose that K0 ∈ Kn is not a polytope and let U = {(vi , wi ) : i = 1, . . . , k},
where vi , wi ∈ Sn−1, i = 1, . . . , k. If QK = RK , there is a convex polytope P ∈ Q(K0,U )
with no more than n + k facets such that V (P) < V (K0).
Proof. Let  j , j = 1, . . . , p, be the spherical convex polyhedra in Sn−1 defined from U just
before Theorem 6.6. Denote by Γ1, . . . ,Γs the relative interiors of all faces (of all dimensions)
of the  j ’s. Then the sets Γ1, . . . ,Γs form a partition of Sn−1. For j = 1, . . . , s, define
z j =

Γ j
u d S(K0, u).
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Clearly
s
j=1 z j = o. Suppose that the z j ’s do not span Rn . Then for every t ∈ (0, 1], we can
define a convex body Pt such that
S(Pt , ·) = (1− t)
s
j=1
|z j |δz j /|z j | + t S(K0, ·).
By the previous argument, Pt ∈ Q(K0,U ). On the other hand, by the same argument used in the
proof of Lemma 6.11, V (Pt )→ 0 as t → 0, which contradicts (49). Therefore the z j ’s span Rn ,
so by Minkowski’s existence theorem, there is a convex polytope P0 with area measure
S(P0, ·) =
s
j=1
|z j | δz j /|z j |.
We claim that P0 ∈ Q(K0,U ). Indeed, note that z j ∈ Γ j and consequently
Γ j
u d S(K0, u) =

Γ j
u d S(P0, u),
for j = 1, . . . , s. Observe also that for each j = 1, . . . , s, either Γ j ⊂ (−vi )+ ∩ w+i or
Γ j ∩ (−vi )+ ∩ w+i = ∅. Using these facts and (11), we obtain
RK0(vi , wi ) =
s
j=1

Γ j
max{−vi · u, 0}1w+i (u) d S(K0, u)
= −
s
j=1

Γ j∩(−vi )+∩w+i
vi · u d S(K0, u)
= −
s
j=1

Γ j∩(−vi )+∩w+i
vi · u d S(P0, u) = RP0(vi , wi ),
for i = 1, . . . , k. This proves the claim.
To show that V (P0) < V (K0) we can use the same argument as in [9]. Namely, by the
sublinearity of the support function, we have
V1(P0, K0) =
s
j=1
|z j |hK0(z j/|z j |) =
s
j=1
hK0(z j )
≤
s
j=1

Γ j
hK0(u) d S(K0, u) = V (K0) .
By Minkowski’s inequality (4) and its equality condition, we conclude that V (P0) < V (K0),
since K0 and P0 are not homothetic.
Finally, if P0 has more than n + k facets, then, by Lemma 6.11, P0 is the Blaschke convex
combination of convex polytopes from Q(K0,U ), each with no more than n + k facets. Using
the Kneser–Su¨ss inequality (5), it is easy to see that at least one of these polytopes, P say, is such
that V (P) ≤ V (P0). 
Corollary 6.15. Suppose that K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where
vi , wi ∈ Sn−1, i = 1, . . . , k. If QK = RK and a volume minimizer exists inQ(K0,U ), then it is
a convex polytope with no more than n + k facets.
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7. Bodies of maximal and minimal surface area
For a convex body K0 in Rn and a set U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, we study bodies in Q(K0,U ) of maximal and minimal surface area.
Theorem 7.1. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. Assume that the functions fwi , i = 1, . . . , k, are
continuous and
inf{V (K ) : K ∈ Q(K0,U )} > 0. (53)
Then there is a convex polytope of maximal surface area (or of minimal surface area) in
Q(K0,U ) with at most n + k facets.
Proof. The surface areas of bodies in Q(K0,U ) are bounded above, by Lemma 6.2. In view of
this and (53), Lemma 6.3 applies with L = Q(K0,U ). Then by Blaschke’s selection theorem
and the continuity of surface area with respect to the Hausdorff metric on Kn , there exist convex
bodies inQ(K0,U ) of maximal and minimal surface area. By Lemma 6.10, there are such bodies
that are convex polytopes.
Assume that P is one of these polytopes with more than n + k facets. By Lemma 6.11, P
is the Blaschke convex combination of finitely many Blaschke indecomposable polytopes in
Q(K0,U ), each with at most n + k facets. However, each of the latter polytopes has the same
surface area as P , because surface area is linear with respect to Blaschke addition and P has
extremal surface area in Q(K0,U ). 
As in the case of the volume, when QK = RK a description of surface area maximizers can
be supplied.
Theorem 7.2. Let K0 ∈ Kn and let U = {(vi , wi ) : i = 1, . . . , k}, where vi , wi ∈ Sn−1,
i = 1, . . . , k, are such that (38) holds. If QK = RK and there exists a body K+ of maximal
surface area in Q(K0,U ), then K+ is a polytope with each of its facets orthogonal to some
U-node.
Proof. Suppose that K+ is a surface area maximizer in Q(K0,U ) that is not a polytope with
each of its facets orthogonal to some U -node. We follow the notation and construction in the
proof and of Theorem 6.6 to obtain a convex body L ∈ Q(K0,U ) defined as in that proof. By
that construction,
S(L)− S(K+) =

T
d S(L , u)−

T
d S(K+, u).
Using (43), we obtain
T
d S(L , u) =
q
j=1
a j =
q
j=1

T
c j (u) d S(K
+, u)
=

T
q
j=1
c j (u) d S(K
+, u) .
By (41),
1 = |u| ≤
q
j=1
c j (u)|t j | =
q
j=1
c j (u),
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with equality if and only if u = t j , for some j = 1, . . . , q . Since S(K+, relint T ) > 0, we
conclude that S(L) > S(K+), a contradiction. 
In [8, p. 551], an example is given of a convex body K0 and a finite set U of directions such
that there is no surface area maximizer in the class of all convex bodies K with bK (u) = bK0(u)
for all u ∈ U . In view of the relation RK (−v, v) = bK (v), this example is easily adapted to
show that there is no surface area maximizer in Q(K0,U ) when QK = RK , and moreover (38)
is satisfied. On the other hand, (53) is not satisfied in this example and we do not know if this
extra assumption is sufficient to guarantee the existence of surface area maximizers inQ(K0,U )
or even in the family Q−(K0,U ) introduced in Theorem 6.5. Clearly, a surface area maximizer
exists among those convex bodies in Q−(K0,U ) of volume larger than an arbitrary positive
constant.
As for volume, when QK = RK , the existence of a surface area minimizer in Q(K0,U ) is
not guaranteed. If a surface area minimizer P exists, then it can be proved similarly that for each
face F of each spherical convex polyhedron  j in the definition of the U -nodes, P can have at
most one facet whose outer unit normal lies in F .
8. Previous related work
Kaasalainen and Lamberg [17] investigate a class of functions they call generalized projection
operators, by which they mean “projection integrals over a body in R3 that generalize the usual
result of projected area in a given direction by taking into account shadowing and scattering
effects as well as additional convolution functions in the integral”. Among these, those most
closely related to our lightness functions are the so-called general photometric projection
operators P(ω0, ω) of [17, Section 2.2]. More general objects are considered in [17], but for
a strictly convex body K in Rn and in our notation, these functions are of the type
G K (v,w) =

Sn−1∩(−v)+∩w+
F (u · v, u · w, arccos(v · w)) d S(K , u), (54)
where presumably F is any function such that the integral exists. Since
L K (v,w) =

Sn−1∩(−v)+∩w+
(u · v)(u · w) d S(K , u)
and
RK (v,w) =

Sn−1∩(−v)+∩w+
u · v d S(K , u),
both the Lambertian lightness function and the restricted brightness function correspond to
general photometric projection operators, at least when K is strictly convex. Then the classes
of general photometric projection operators and lightness functions overlap, but clearly neither
contains the other.
In [17, p. 754] it is stated that under certain conditions on the kernel F in the integral in
(54), if G K (v,w) = G K ′(v,w) for all v,w ∈ Sn−1, then K = K ′, up to translation. (Only the
case n = 3 is discussed explicitly.) References are given to work of the authors from the 1990s.
Otherwise, the main concern is with numerical inversion schemes using spherical harmonics.
Obviously there is no hope for uniqueness results such as those presented in Section 4 above
unless severe restrictions are imposed on the kernel F .
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It is appropriate also to mention the notion of a directed projection function vK ,i,k(S, w),
1 ≤ i ≤ k ≤ n − 1, of a compact convex set K in Rn . Introduced by Goodey and Weil (see
[10, Note 3.7], [13], and the references given there), this gives for each k-dimensional subspace
S and w ∈ Sn−1 ∩ S, the i th intrinsic volume of the part of K illuminated by a light source in the
direction w. It is known that vK ,i,k determines uniquely any compact convex set K of dimension
at least i + 1, up to translation. Thus the extra information allows the symmetry assumption in
Aleksandrov’s projection theorem to be dropped. Related stability results are also available.
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