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Abstract
We examine the composition factors of Specht modules for Hecke algebras of type An at roots of zero,
and their positions in the Jantzen–Schaper filtration. Each Specht module is decomposed into a direct sum of
orthogonal subspaces corresponding to residue classes of standard tableaux; similarly for the Gram matrix.
We show that, for a given subset of these classes, the corresponding invariant factors of the Gram matrix
over a local ring completely determine the decomposition matrix and Jantzen–Schaper filtration.
From this we deduce elementary proofs for a number of well-known results, notably the James “first
column” theorem together with its generalisation by Donkin, and the determination of the decomposition
matrices for two-part partitions for the symmetric group algebra and for general linear groups. We extend
these to analogous results for the Jantzen–Schaper filtration; in particular, we derive a closed formula for
the Jantzen indices for two-part partititions (two-column diagrams in our formulation) in the case of the
Hecke algebra.
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We are interested in the composition factors of Specht modules for symmetric group algebras
and Hecke algebras of type An and their ordering. In particular, we shall investigate the invariant
factors of the corresponding Gram matrices, which determine the Jantzen filtration [12]. We shall
show that a certain subset of the invariant factors determine uniquely the composition factors of
the Specht modules; from this we shall derive analogues of and elementary proofs for a number of
well-known results, notably the James “first column” theorem [8] together with its generalisation
by Donkin [3] and the determination of the decomposition numbers for two-part partitions for
the symmetric group algebra [5] and for general linear groups [9].
Notation and, indeed, terminology is somewhat variable in this area. The notion of a Specht
module was introduced by James and Dipper in [1,2], based on the models for the symmetric
group algebras and using notation developed in [7,15,16]. In some ways, the dual Specht modules
studied in [19] are more useful. Mathas [14] has rationalised the notation; his Specht modules
are in fact the dual modules of [19], but with a notation derived from [1,2]. We shall adopt this
formulation.
2. Partitions and tableaux
Let K be a field, let p be its characteristic if that is finite, p = ∞ otherwise and let q be an
invertible element of K . By [m]q we denote the “q-analogue” of an integer m, that is
[m]q =
{
1 + q + · · · + qm−1 if m 0,
q−m + q−m+1 + · · · + q−1 if m< 0.
Let e be the least positive integer such that [e]q = 0, if that exists, e = ∞ otherwise. Let q be
an indeterminate and let p = q − q . Let K(q) be the corresponding field of quotients and R its
localisation at p.
Definition 2.1. A partition μ of n (μ  n) is a non-increasing sequence μ1,μ2, . . . of non-
negative integers whose sum is n. The Young diagram [μ] is the array (of nodes) (i, j): 1 
j  μi, i = 1,2, . . . . If i is fixed, we have a row of [μ]; if j is fixed, a column. The conjugate
diagram [λ′] is obtained by interchanging rows and columns.
A μ-tableau t is a bijection t : [μ] ↔ {1,2, . . . , n}; t is row-standard if the rows are strictly
increasing. The conjugate tableau t ′ is defined in the natural way; t is standard if both t and t ′ are
row-standard. The symmetric group Wn acts naturally on tableaux (on the right) by tσ (i, j) =
t (i, j)σ , σ ∈ Wn.
We shall use a variety of orderings on partitions and row-standard tableaux defined in [15,18].
We remark that those definitions are equivalent to the following. Let λ and μ be partitions of n,
and let s and t be row-standard λ and μ tableaux, respectively. Dominance partial order on
partitions is defined by λ  μ if [μ] is obtained from λ by moving one or more nodes to earlier
rows. For tableaux, s  t if t is obtained from s by a sequence of operations in which either a
node is moved to an earlier row or a number is exchanged with one in an earlier row, the smaller
moving up, the larger down, in each case ordering the rows if necessary.
The ordinary residue of the node (i, j) is j − i, the e-residue is the remainder j − i (mod e).
We shall be concerned with the q-analogues of these. Let t be a standard tableau such that
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on standard tableaux by s ∼ t if, for each m, rs(m) = rt (m). The equivalence classes of ∼ we
call residue classes. If partitions λ and μ have the same number of each e-residue, then λ ∼ μ.
It is helpful to think of entries in a tableau as being coloured according to their e-residues.
Thus, two tableaux are in the same residue class if and only if all entries have the same colour
in both. Two partitions are in the same residue class if each colour occurs the same number of
times in each.
Definition 2.2. Let t be a standard tableau. A monochrome sequence in t is a sequence of suc-
cessive integers of the same colour.
Since it is impossible that two numbers in a monochrome sequence can occur in the same
row or column of t , it follows that any permutation of such a sequence gives a standard tableau;
in particular, for any partitions λ, μ, if a standard λ-tableau t has monochrome sequences of
length k1, k2, . . . , kj , then the number of standard μ-tableaux in the residue class of t is divisible
by
∏j
i=1 ki !.
The notion of a ladder was introduced in [6] and elaborated in [16]; we restate some results
of the latter article in the present context.
Definition 2.3. The ith e-ladder (or ladder if e is understood) is the sequence of nodes (1, i),
(2, i−e+1), (3, i−2e+2), . . . . If μ  n, then a μ-ladder is the intersection of a ladder with [μ].
The μ-ladder is complete if no nodes of the corresponding ladder are missing; it is unbroken if,
whenever it contains a node, it contains all subsequent nodes of the sequence. The number of
nodes in the ith μ-ladder is lμi , the length of the ladder.
The (i, j)-hook of a diagram is the set of nodes {(i, k): k  j} ∪ {(k, j): k  i}; the hook
length is the number of nodes in the hook. The lowest node in the hook is the foot, the rightmost
is the hand. A node (i, j) is a rim-node of a diagram [λ] if it belongs to [λ] but (i + 1, j + 1)
does not. The connected sequence of rim-nodes linking the hand of a hook to the foot constitutes
the corresponding rim-hook; it has the same length as the hook. The axial distance between two
nodes is the difference of the ordinary residues; thus, the axial distance between the hand and
foot of a hook of length h is h − 1. Note that two nodes have the same e-residue if and only if
the axial distance between them is divisible by e.
Recall that a partition λ  n is row e-singular if for some k, λk − λk+1  e, otherwise it is
e-restricted; it is an e-core if there is no rim-hook of length exactly e, equivalently, there is no
other partition μ such that μ ∼ λ. Clearly, all the nodes in a ladder have the same e-residue.
Lemma 2.4. A partition [μ] is e-restricted if and only if all ladders are unbroken; it is an e-core
if all ladders are complete.
Proof. Suppose that a ladder is broken; then the diagram contains a node (i, j) but not
(i + 1, j − e + 1), where j −e+1 > 0, so that μi −μi+1  e. If μ is e-restricted, then whenever
[μ] contains (i, j) with j  e then it contains (i + 1, j − e+ 1), so that all ladders are unbroken.
If all ladders are complete, then no two rows have the same length and the last node in each row
belongs to the same ladder; the hand of any rim-hook must belong to this ladder. If the rim-hook
consists of nodes from the same row, its length cannot exceed e − 1; if not, it must be greater
than e + 1. Therefore, there is no rim hook of length e, and [μ] is an e-core. 
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core. If [μ] has broken ladders, then we can construct an e-restricted diagram μ˜ whose ladders
have the same lengths as those of μ by moving nodes down the ladders to fill the gaps.
Definition 2.5. A ladder tableau is a tableau in which each entry in a ladder is smaller than any
entry in any subsequent ladder.
A ladder tableau is clearly standard. The entries in any μ-ladder form a monochrome se-
quence, which we shall call a μ-ladder sequence, and the μ-ladder tableaux define a residue
class of tableaux, the μ-ladder class; the number of μ-ladder tableaux is
∏j
i=1 l
μ
i !. It follows that
for any partitions λ and μ of n, the number of standard λ-tableaux in the μ-ladder class is an
integral multiple of
∏j
i=1 l
μ
i !. The sequence l(μ) = lμ1 , lμ2 , . . . defines a Young subgroup Sl(μ),
the μ-ladder group.
Lemma 2.6. Let λ  n, μ  n; let t be a λ-ladder tableau, s a standard μ-tableau such that s ∼ t
Then no number is in a later ladder of s than of t and μ μ˜ λ˜.
Proof. Suppose that some number m is in a later ladder of s than of t . Choose the least such m,
and suppose that it is in the ith ladder of t and the j th ladder of s. Since residues are preserved,
j − i  e; since at this stage, ladders i + 1, i + 2, . . . , j − 1 are empty, s cannot be standard, a
contradiction. Now either μ = μ˜ or μ˜ is obtained by sliding nodes to the left and therefore to
later rows, so that μ  μ˜. Similarly, either λ˜ = μ˜ or λ˜ is obtained from μ˜ by moving nodes to
later ladders, therefore to later rows. Therefore μ μ˜ λ˜. 
3. Hecke algebras, Specht modules and the Jantzen filtration
Let W = Wn be the symmetric group on n letters and let H = HK,q,n = HK,q(W) be the
Hecke algebra defined in [1]. Recall that H is generated by elements {Tm: m = 1,2, . . . , n − 1}
satisfying
(Tm − q)(Tm + 1) = 0 for m = 1,2, . . . , n− 1,
TmTk = TkTm for 1m< k − 1 n− 2,
TmTm+1Tm = Tm+1TmTm+1 for m = 1,2, . . . , n− 2.
There is a basis forH of the form {Tw: w ∈ Wn}. If w ∈ W has a reduced form (minimal product
of basic permutations)
w = (m1,m1 + 1)(m2,m2 + 1) · · · (ml,ml + 1),
then w has length l and
Tw = Tm1Tm2 · · ·Tml .
A K-basis for H was derived in [19]. For each λ  n there is an element xλ (essentially
the q-analogue of the sum of the row-stabiliser of tλ). Let ∗ denote the antiautomorphism of
H induced by the map w → w−1 for each w ∈ W and for each λ-tableau t , let t = tλd(t),
d(t) ∈ W . For row-standard λ-tableaux s and t , let xst = T ∗ xλTd(t); then H has a K-basisd(s)
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then xστ is a K-linear combination of {xst: s and t are standard λ-tableaux, λ  n, s  σ , t  τ }.
Let Nλ be the K-span of {xst: s and t are standard μ tableaux, μ  n, μ  λ}, then Nλ is a two
sided H-ideal. The Specht module Sλ = SλK,q is the right H-module generated by eλ = xλ +Nλ;
it has K-basis {et : t is a standard λ-tableau}, where et = eλTd(t) = xλTd(t) +Nλ.
A modification of this basis was derived in [18]. Let Lm be the Jucys–Murphy element
Lm = q−1T(m−1,m) + q−2T(m−2,m) + · · · + q1−mT(1,m), m = 1,2, . . . , n.
Let α(λ) =∑∞i=1 iλi for a partition λ, and let ρλ(i) denote the row of tλ in which i occurs. Let
ξλ = qα(λ)
n∏
m−1
(
Lm −
[−ρλ(m)]q),
and let ξst = T ∗d(s)ξλTd(t). Now [18, Theorem 4.5] shows that ξλ differs from xλ by an element
of Nλ, so that eλ = ξλ +Nλ. From [18, Theorem 4.6] we have
ξstLm = rt (m)ξst + dominant terms,
where here as elsewhere, by “dominant terms” we mean a K-linear combination of similar terms
indexed by standard tableaux which dominate t . It follows that
etLm = rt (m)et + dominant terms.
There is also a symmetric bilinear form 〈 , 〉 on Sλ (〈 , 〉λ in [19]). If α,β ∈ Sλ then α∗β = keλ for
some k ∈ K ; then 〈α,β〉 = k. The Gram matrix Γ λ is the matrix with elements 〈es, et 〉, s and t
running over all pairs of standard λ-tableaux. Where necessary, we shall specify the domain and
parameter by subscripts, for example, Γ λK(q) or S
λ
K(q),q.
Thus far, our treatment does not depend on the ground ring; we may replace K,q by R,q or
by K(q),q. For the moment, we restrict ourselves to the study ofHK(q),q,n. For each 2m n,
[m]q is invertible, so that HK(q),q,n is a semi-simple algebra, as shown in [18, Section 5]. It has
a complete set of orthogonal idempotents {Et }, indexed by standard tableaux, where
Et =
n∏
m=1
∏
c∈R\rt (m)
Lm − c
rt (m)− c , (3.1)
R being the set of possible residues in all standard tableaux with n nodes; Et satisfies
Et
(
Lm − rt (m)
)= 0.
Correspondingly, if ft = etEt then
ft
(
Lm − rt (m)
)= 0,
and SλK(q),q has an orthogonal basis {ft : t is a standard μ-tableau}; the “semi-normal basis.” If t
is a non-standard tableau, more precisely, if there is no standard tableau with the same residues,
G.E. Murphy / Journal of Algebra 306 (2006) 268–289 273then Et = 0; in this case we also set ft = 0. As usual, the results for the symmetric group
algebras are recovered by setting q = 1, so that e = p. The two bases are related by a unimodular
transformation; in fact,
ft = et + dominant terms.
Generally, Et /∈HR,q,n; however, if Ft =∑{Es : s ∼ t}, where the sum runs over all partitions
of n, then Ft ∈HR,q,n [2,16]. Evidently, fsFt = fs if s ∼ t , fsFt = 0 otherwise, so that etFt =
ft + dominant ∼ terms, in an obvious notation. Of course, if s ∼ t then Fs = Ft .
It is perhaps worth commenting on the difference between our approach here and that of
Mathas [14]. He takes 3.1 as a generic definition of Ft ; this gives the relevant idempotent if
the ground ring is a field. However, if the ground ring is R, then this does not work. Recourse
to lifting of idempotents would get round this problem, but our solution seems more transpar-
ent.
Let gt = etFt ; then 〈gs, gt 〉 = 0 unless s ∼ t . Thus {gt } is an R basis for Sλ, which preserves,
as far as possible, the orthogonality of the seminormal basis. It is derived from the standard
basis by a unimodular transformation since gt = ft + dominant ∼ terms. We shall say that a
λ-tableau t is dominant in its residue class if there is no λ-tableau s such that s ∼ t and s  t ;
in this case, gt = ft . Taking residues modulo pR gives a basis for SμK ; generally, the ground
ring will be obvious from the context and we shall use the same notation for the basis elements.
SλK has a maximal proper submodule S
λ
K ∩ Sλ⊥K ; if λ is e-restricted, then Dλ = Sλ/(Sλ ∩ Sλ⊥)
is the corresponding modular irreducible module, the James module. The basis {gt } partitions
Sλ and Dλ into direct sums of orthogonal R (or K) spaces (not H modules); for any standard
tableau t (not necessarily a λ-tableau) let Sλt be the R (or K) span of {gs : s ∼ t} and let Dλt =
Sλt/(Sλt ∩ Sλ⊥).
Transforming to the basis {gt } reduces Γ λR to a block diagonal form, each block corresponding
to a residue class of λ-tableaux. The invariant factors of Γ λR are non-negative powers of p, say{pκt }, where the association between factors and tableaux is arbitrary up to residue class. Since
R is a principal ideal domain, there are dual bases, {yt } and {zt } say, of SλR such that 〈zs, yt 〉 =
pκt δst. For k  0, let Vk = {x ∈ SλR,q: pk | 〈x, et 〉 for each standard λ-tableau t}. Vk is an HR,q,n
submodule of SλR with R-basis {xt }, where
xt =
{
yt if k  κt ,
ytp
k−κt otherwise.
Let V k be the HK,q,n submodule of SλK,q obtained by specialising at q = q . Clearly V k has
dimension |{t : κt  k}|, moreover, SλK has a series of factors of the form V k/V k+1, k = 0,1, . . . ,
only a finite number non-zero. This is the Jantzen filtration. If V 0/V 1 is non-zero, then it is the
unique top composition factor DμK of S
λ
K . Each composition factor of S
λ
K is a factor of V k/V k+1
for some k; we shall say that it has Jantzen index k. Note that a simple module may occur more
than once as a composition factor of SλK ; the occurrences may have different Jantzen indices. On
the other hand, different simple modules may occur as composition factors with the same Jantzen
index; the exception is DμK , the unique composition factor with Jantzen index 0.
From [2] or [19] we have the following important result:
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homomorphism; then λ  μ and for each standard λ-tableau t , ϕ(gt ) = α + U , where α is a
K-linear combination of {gs : s ∼ t}.
It follows from Lemmas 3.1 and 2.6 that if μ is e-restricted and t is a μ-ladder tableau,
then κt = 0. For μ  n, λ  n, let Sμ,λ denote the direct summand of Sμ spanned by
{gt : t is a μ-tableau in the λ-ladder class} and Γ μ,λ the corresponding Gram submatrix.
Theorem 3.2. Let μ  n, λ  n, μ λ, λ e-restricted. LetP = {ν  n: ν is e-regular, μ ν  λ}.
The multiplicity of Dλ as a composition factor of Sμ and the corresponding Jantzen indices are
completely determined by the invariant factors of {Γ ν,ρ : ν ∈ P ∪ {μ}, ρ ∈P}.
Proof. Let  denote lexicographic order on partitions, which includes dominance order. We set
up two tables, A and B , each with rows indexed by e-restricted partitions, columns by partitions,
of n, each ordered by , with the least dominant at the bottom and at the right-hand end. For any
ν,ρ, A(ν,ρ) contains initially the row of numbers {κt : t is a ρ-tableau in the ν-ladder class};
B(ν,ρ) = 0 if ρ = ν, it is empty otherwise. Finally, B(ν,ρ) will be a row of numbers which are
the Jantzen indices of Dν as composition factors of Sρ . We shall show that if we know the entries
A(ν,ρ) with ν  λ, ρ  μ, then we can fill in the corresponding entries in column μ of B . We
have already filled in the entries where Dρ is a composition factor of Sρ .
Note that if Dρ is a composition factor of Sμ with Jantzen index i, then wherever 0 occurs
in A(ν,ρ) there is a corresponding distinct entry i in A(μ,ρ). We choose the most dominant ν,
if any, with μ  ν  λ such that A(ν,μ) contains a positive number, i say; then i must be the
Jantzen index of some composition factor Dρ of Sμ with ρ  ν. If ρ  ν, then A(ρ,μ) will
contain a non-zero number, contrary to hypothesis; therefore, ρ = ν. We append i to B(ν,μ)
and for each ρ with ν  ρ  λ, for each 0 in A(ρ, ν) we cross out a number i in A(ρ,μ). We
repeat this process until no entry A(ν,μ) with μ ν  λ contains a non-zero number. Then for
μ ν  λ, B(ν,μ) is a list of the Jantzen indices of Dν as composition factors of Sμ. 
If we take λ = (1n) and let μ run over all partitions of n, we arrive at an obvious corollary.
Corollary 3.3. The decomposition numbers and Jantzen indices of the Specht modules are com-
pletely determined by the invariant factors corresponding to tableaux in the ladder classes.
4. The seminormal basis
Let 1  m < n. Let us choose an arbitrary standard tableau; if m + 1 is in a later row than
m, we call this tableau s and set t = s(m,m + 1), if m + 1 is to the right of m then we call this
tableau t and set s = t (m,m + 1). Note that if both s and t are standard, these definitions are
consistent; moreover, s  t . Let ρ = rt (m+ 1)− rs(m+ 1) be the axial distance between m and
m + 1 in our chosen tableau. From [14, Theorem 3.36] (but with a small correction) we have
Young’s Seminormal Form (YSF) as follows:
fsTm = ft − 1[ρ]q fs if s is standard,
ftTm = q[ρ + 1]q[ρ − 1]q[ρ]2 fs +
qρ
[ρ] ft if t is standard.
(4.1)q q
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is standard, only the second term on the right-hand side is non-zero and ρ = 1 (respectively
ρ = −1).
Let t ↓ m denote the tableau with m nodes obtained from t by removing all nodes with num-
bers greater than m and let γtm =∏[h]q/[h− 1]q, where h runs over the lengths of the hooks of
t ↓ m with m at the hand and length greater than 1. Let γt =∏nm=2 γtm, the “hook quotient.” If t
is a λ-tableau, then Et annihilates Nλ; ft is thus essentially the same as the element ζλt of [18],
so that from the “multiplication rule” [18, p. 510],
〈ft , ft 〉 = q(d(t))γt . (4.2)
This can also be derived directly from 4.1.
There are two modifications of 4.1 which we shall find useful. Let σ−m = Tm−q , σ+m = Tm+1.
Then we have the following:
fsσ
−
m = ft −
[ρ + 1]q
[ρ]q fs if s is standard,
ftσ
−
m = −
q[ρ − 1]q
[ρ]q
(
ft − [ρ + 1]q[ρ]q fs
)
if t is standard,
(4.3)
fsσ
+
m = ft +
q[ρ − 1]q
[ρ]q fs if s is standard,
ftσ
+
m =
[ρ + 1]q
[ρ]q
(
ft + q[ρ − 1]q[ρ]q fs
)
if t is standard.
(4.4)
Note in particular that if m and m + 1 are in the same row of s, then ρ = −1, so that fsσ−m = 0
and fsσ+m = (q+1)fs ; similarly, if they are in the same column of t , then ρ = 1, so that ftσ+m = 0
and ftσ−m = −(q + 1)ft .
It would be useful to be able to generalise these formulae to exchange blocks of numbers
rather than merely a pair; there are two cases in which we can do this. For an integer m, let T +m
denote the set of all standard tableaux in which the numbers m,m + 1, . . . ,m + 2e − 1 occupy
nodes with ordinary residues congruent to k, k + 1, . . . , k + 2e − 1 modulo e, and let T −m be the
set of conjugates. Thus, the type of T +m is a tableau in which m,m + 1, . . . ,m + e − 1 are in the
same row, as are m+ e,m+ e + 1, . . . ,m+ 2e − 1, and the axial distance between m and m+ e
is divisible by e; for T −m , we deal with columns rather than rows. However, these are not the only
tableaux in their respective sets, so we must be careful. Let
F+m =
∑{
Et : t ∈ T +m
}
,
F−m =
∑{
Et : t ∈ T −m
}
.
Since the sums are over residue classes F+m ∈ HR,q,n; similarly for F−m . The permutation
which exchanges these two blocks of numbers is
wm = (m,m + e)(m + 1,m+ e + 1), . . . , (m + e − 1,m+ 2e − 1)
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wm = wm1wm2 · · ·wm,e−1wm,ewm,e−1 · · ·wm1,
where
wmi =
i−1∏
j=0
(m+ e − i + 2j,m+ e − i + 2j + 1),
which gives a reduced form for wm of length e2. Observe that the factors of wmi commute. Let
τ−mi =
i−1∏
j=0
σ−m+e−i+2j
and let
τ−m = F−m τ−m1τ−m2 · · · τ−m,e−1τ−m,eτ−m,e−1 · · · τ−m1F−m ;
τ+m is defined similarly.
Theorem 4.1. Let us take an element of T −m such that m,m + 1, . . . ,m + e − 1 are in the same
column, as are m+ e,m+ e + 1, . . . ,m+ 2e + 1; if m+ e is in a later row than m we shall call
this s, otherwise t ; in either case, t = swm. Let ρ be the axial distance from m to m + e in s.
Then
fsτ
+
m = ft + qe(e−1)/2
qe[ρ
e
− 1]qe
[ρ
e
]qe fs if s is standard,
ft τ
+
m = qe(e−1)/2
[ρ
e
+ 1]qe
[ρ
e
]qe
(
ft + qe(e−1)/2
qe[ρ
e
− 1]qe
[ρ
e
]qe fs
)
if t is standard.
Proof. By construction, fsF+m = fs and ftF+m = ft . If s is standard and m and m + e are in the
same column then ρ = e, t is non-standard whence ft = 0, and fsσ+m+e = 0 so that fsτ+m = 0.
Otherwise, ft is standard. Note that s ∼ t . Suppose that fu occurs in the expansion of
fsF
+
m τ
+
m1τ
+
m2 · · · τ+m,e−1τ+m,eτ+m,e−1 · · · τ+m1;
then either u = s, u = t or u /∈ T +m . In the latter case, fuF+m = 0, so that it is only necessary to de-
termine the coefficients of fs and ft in this expansion. Let uk = swm1wm2 · · ·wmk for 1 k  e,
u0 = s; then m + e − k − 2,m + e − k − 1,m + e − k + 1,m + e − k + 3, . . . ,m + e + k − 1
occur consecutively in the same column of uk . Suppose that fu occurs in the expansion of
fuk τ
+
m,k+1, where 0  k  e − 1, then u is obtained by exchanging zero or more of the num-
bers m+ e− k− 1,m+ e− k+ 1,m+ e− k+ 3, . . . ,m+ e+ k− 1 with their successors; either
all are exchanged, so that u = uk+1, or the column contains two successive numbers of the form
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σ+m+e−2+2i which annihilates fu; therefore fuk τ
+
m,k+1τ
+
m,k+2 = fuk+1τ+m,k+2 and so
fsF
+
m τ
+
m1τ
+
m2 · · · τ+m,e−1τ+m,e = fue−1τ+m,e.
Now suppose that fu occurs in this expansion; then u is obtained from ue−1 by zero or more of
the exchanges (m,m+ 1), (m+ 2,m+ 3), . . . , (m+ 2e − 2,m+ 2e − 1), each through an axial
distance ρ; the coefficient of fu is (q[ρ − 1]q/[ρ]q)r , where r is the number of interchanges that
do not take place. In particular, the coefficients of fue and fue−1 are 1 and (q[ρ − 1]q/[ρ]q)e ,
respectively. There remain to be applied terms indexed by (e−1)e/2 transpositions, which is the
length of the permutation required to transform ue into t or ue−1 into s; for any other tableau u,
a longer permutation is required. The coefficient of ft in fueτ
+
m,e−1τ
+
m,e−2 · · · τ+m1 is clearly 1; it
remains, therefore, to compute the coefficient of fs in(
q[ρ − 1]q
[ρ]q
)e
fueτ
+
m,e−1τ
+
m,e−2 · · · τ+m1.
Now τ+j has j factors, each of which must exchange a pair of numbers at axial distance ρ−e+j ;
the required coefficient is therefore
(
q[ρ − 1]q
[ρ]q
)e e−1∏
j=1
(
q[ρ − e + j + 1]q[ρ − e + j − 1]q
[ρ − e + j ]2q
)j
=
(
qe(e+1)/2[ρ − e]q
[ρ]q
)
=
(
qe(e+1)/2[ρ
e
+ 1]qe
[ρ
e
]qe
)
.
Derivation of the second identity is similar, except that this time we must initially work back-
wards from ft rather than forwards from fs . The coefficient of fue in ftF+m τ+m1τ
+
m2 · · · τ+m,e−1τ+m,e
is
( [ρ + 1]q
[ρ]q
)e e−1∏
j=1
(
q[ρ − e + j + 1]q[ρ − e + j − 1]q
[ρ − e + j ]2q
)j
=
(
qe(e−1)/2[ρ
e
+ 1]qe
[ρ
e
]qe
)
,
which is therefore the coefficient of ft in ftτ+m ; the coefficient of fue−1 is
e∏
j=1
(
q[ρ − e + j + 1]q[ρ − e + j − 1]q
[ρ − e + j ]2q
)j
;
comparing this with the previous case, we see that there is again an extra multiplier
qe(e−1)/2
( [ρ
e
+ 1]qe
[ρ
e
]qe
)
,
as required. There is again an exceptional case; if the two column segments overlap, that is, if m
and m+ 2e − 1 are in the same row, then ρ = e and s is non-standard, so that fs = 0. 
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The notion of a skew module has been studied before, for example, in [4]. However, here we
look at skew modules which are naturally embedded in Specht modules.
Let μ  n and let ν  m < n where, for each i, νi  μi . The skew diagram [μ\ν] is obtained
from [μ] by removing the first νi nodes from each ith row; a μ\ν-tableau is obtained by replacing
the nodes of [μ\ν] by the numbers m+1,m+2, . . . , n. Let Wn,m denote the symmetric group on
these numbers and HK,q,n,m =HK,q(Wn,m) the corresponding Hecke algebra. By a νμ-tableau,
we shall mean a μ-tableau whose restriction to 1,2, . . . ,m is a ν-tableau, that is, it is a ν-tableau
bordered by a μ\ν-tableau; if these are s and t , say, we shall denote the composite tableau by
s + t . The most dominant μ\ν-tableau we denote by tμ\ν ; for any row-standard μ\ν-tableau t
we define d(t) ∈ Wn,m by t = tμ\νd(t). For the rest of this section, we shall assume that μ  n
and ν  m are such that μ\ν is well-defined.
Let u be an arbitrary ν-tableau; for any μ\ν-tableau t , define Sμ\νK(q),q to be the HK(q),q,n,m
module
fu+tμ\νHK(q),q,n,m.
For any standard μ\ν-tableau t , let
ft = fu+t .
Lemma 5.1. The right HK(q),q,n,m-module Sμ\νK(q),q has K(q) basis {ft : t is a standard
μ\ν-tableau}; up to isomorphism, Sμ\νK(q),q is independent of the choice of u. Let w = tν +
tμ\ν ; then there is an HK(q),q,n,m-invariant bilinear form on Sμ\νK(q),q defined by 〈fs, ft 〉 =
q−(d(w))〈fu+s , fu+t 〉/〈fu,fu〉, which is independent of the choice of u, and with respect to
which the basis is orthogonal.
Proof. It follows from 4.1 that Sμ\νK(q),q is closed under the action ofHK(q),q,n,m. Clearly, for any
μ\ν-tableau s, fs is a K(q)-linear combination of {ft : t is a standard μ\ν-tableau}, so that this
is a basis for Sμ\ν
K(q),q. Again, 4.1, restricted to the skew-module, is a set of defining relations for
S
μ\ν
K(q),q; it is independent of the choice of u. Now (d(u + s)) = (d(w)) + (d(u)) + (d(s));
from 4.2 we see that 〈fs, ft 〉 is independent of the choice of u; it is clearly HK(q),q,n,m-
invariant. 
Let γui = γtν+u,i for m< i  n and any μ\ν-tableau u. Since

(
d(u+ s))= (d(w))+ (d(u))+ (d(s)),
it follows from 4.2 that
〈fs, ft 〉 = δstq(d(t))γt ,
where γt =∏ni=m+1 γti .
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over standard ν and μ\ν-tableaux, respectively, is an HK(q),q,m × HK(q),q,n,m isomorphism
of SνK(q),q ⊗K(q) Sμ\νK(q),q onto the module generated by fw , where w = tν + tμ\ν ; moreover, for
α,β ∈ Sν
K(q),q, σ, τ ∈ Sμ\νK(q),q,〈
φ(α ⊗ σ),φ(β ⊗ τ)〉= q(d(w))〈α,β〉〈σ, τ 〉.
Proof. That the map is the required isomorphism is evident from 4.1. The identity between
bilinear forms certainly holds for the basis elements; the isomorphism together with bilinearity
extend it to the respective modules. 
Lemma 5.3. Let ν be e-restricted and let w = tν + tμ\ν ; then gw = fw . Let u and s be standard
ν and μ\ν-tableaux, respectively; then φ(eu ⊗R es) = gu+s . For any standard μ\ν-tableau t ,
〈es, et 〉 ∈ R. Let Γ μ\νR,q be the matrix with elements 〈es, et 〉 where s and t run over standard
μ\ν-tableaux; then the submatrix of Γ μR,q spanned by the standard νμ-tableaux is equal to the
Kronecker product q(d(w))Γ νR,q × Γ μ\νR,q .
Proof. Since ν is e-restricted, tν is the most dominant standard tableau in its residue class;
consequently, the same holds for w, so that gw = fw . Therefore, gu+s = fwTd(u)Td(s), so that
Corollary 5.2 gives φ(eu ⊗R es) = gu+s , whence, for any νμ-tableau v + t , 〈gu+s , gv+t 〉 =
〈eu, ev〉〈es, et 〉. Since ν is e-restricted, we may choose u and v so that 〈eu, ev〉 is a unit in R;
〈gu+s , gv+t 〉 ∈ R, so that 〈es, et 〉 ∈ R as required. Balancing the powers of q in the Gram matrix
gives Γ μR,q = q(d(w))Γ νR,q × Γ μ\νR,q . 
Corollary 5.4. Let [μ¯] and [ν¯] be obtained from [μ] and [ν] respectively by removing all columns
which are later than any column containing a node of [μ\ν]. If ν¯ is e-restricted, then Γ μ\νR,q is
R-valued.
Proof. The removed nodes do not affect [μ\ν] and [μ\ν] = [μ¯\ν¯]. Now 4.1 and 4.2 show that,
for any μ\ν-tableaux s and t , 〈es, et 〉 depends only on s, t and those rim nodes of ν lying
in earlier columns than nodes of [μ\ν] and is not affected by the removed nodes. Therefore,
Γ
μ\ν
R,q = Γ μ¯\ν¯R,q , which is R-valued by the previous lemma. 
Corollary 5.5. Suppose that μ and ν satisfy the conditions of Corollary 5.4 and that there is no
partition ρ = ν of m such that ρ ∼ ν and for each i, ρi  μi ; then SμR,q has anHR,q,m×HR,q,n,m
direct summand isomorphic to SνR,q ⊗R Sμ\νR,q with a corresponding direct summand of the Gram
matrix equal to q(d(w))Γ νR,q × Γ μ\νR,q , where w = tν + tμ\ν .
Proof. Immediate from Lemma 5.3 and Corollary 5.4. 
If Γ μ\νR,q is well-defined, then so is Γ
μ\ν
K,q , its specialisation at q = q , so that it makes sense to
speak of a top factor Dμ\νK,q of S
μ\ν
K,q whose dimension is the rank of Γ
μ\ν
K,q ; it is in general neither
unique nor irreducible, of course. In this case, DμK,q has anHK,q,m⊗KHK,q,n,m direct summand
isomorphic to Dν ⊗K Dμ\ν .K,q K,q
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We now apply our results to the determination of multiplicities and Jantzen indices. Through-
out, mμλ denotes the multiplicity of Dλ as a composition factor of Sμ. Recall that, if t is a
standard tableau of any shape, we denote by Sμt the R (or K) module SμFt , the corresponding
Gram matrix by Γ μt ; also, Sμ,ν and Γ μ,ν are the R module determined by μ-tableaux in the
λ-ladder class and its Gram matrix. We extend these notations to skew tableaux. Where results
are independent of the ground ring, we shall, as usual, omit the subscripts. The next theorem is a
modification of a result of Donkin [3], the corollary of James [8]. First, a preliminary lemma.
Lemma 6.1. Let λ and μ be partitions of n, λ e-restricted. Suppose that there are j and m
such that the first j ladders of [λ] and [μ] contain exactly m nodes. Let λˆ and μˆ denote the
partitions of m determined by these ladders. Suppose further that if all nodes of [μˆ] in later
columns than those of [μ\μˆ] are removed, then the resulting diagram is e-restricted. Let u and
v be respectively a λˆ ladder tableau and a λ\λˆ ladder tableau and set t = u+ v; then Sμ has an
R-direct summand Sμt ∼= Sμˆu ⊗R Sμ\μˆv with Gram matrix Γ μt = Γ μˆ,u ×Γ μ\μˆv , where Γ μ\μˆv
is R-valued. For each standard μ tableau s ∼ t , let s = σ + τ , where σ and τ are respectively
standard μˆ and μ\μˆ-tableaux; then κs = κσ + κτ .
Proof. Let t = u + v; then t is a λ ladder tableau. If s ∼ t is a standard μ-tableau, then by
Lemma 2.6, no number is in a later ladder of s than of t , so that s is a μμˆ-tableau. On the other
hand, if σ ∼ u and τ ∼ v are standard μˆ and μ\μˆ tableaux, respectively, then σ + τ ∼ t . Conse-
quently, Sμt has R-basis {gσ+τ : σ +τ is a standard μˆμ-tableau, σ ∼ u, τ ∼ v}. By Corollary 5.2,
Sμt ∼= Sμˆu ⊗R Sμ\μˆv with Gram matrix Γ μt = Γ μˆu × Γ μ\μˆv ; since it corresponds to a residue
class of μ-tableaux, it is an R-direct summand of Sμ. By Corollary 5.4, Γ μ\μˆv is R-valued. The
invariant factors of Γ μtR,q are the pairwise products of those for Γ
μu
R,q and Γ
μ\μˆv
R,q , whence we may
set κs = κσ + κτ (bear in mind that the association between κt and t is arbitrary for tableaux in
the same residue class; it is necessary only to get the right set of exponents overall). 
Theorem 6.2. Let λ  n, μ  n, λ e-restricted, and suppose that, for some integer i, the sums
of the first i parts of λ and μ are equal. Let λ¯ and μ¯ be the partitions obtained by removing
the first i parts from λ and μ, respectively. Let λˆ be the partition defined by those ladders of λ
which intersect the first i rows of [λ], the first j ladders say, and let [μˆ] be the intersection of
[μ] with those same j ladders. Then mμλ = mμ¯λ¯mμˆλˆ; moreover, for each occurrence of Dλ¯ as
a composition factor of Sμ¯ with Jantzen index k1 and each occurrence of Dλˆ as a composition
factor of Sμˆ there exists a unique occurrence of Dλ as a composition factor of Sμ with Jantzen
index k1 + k2.
Proof. Since λ is e-restricted, its ladders are unbroken, so that [λˆ] is obtained by placing an
e-core, call it [ν], below the first i rows of λ. Now [μˆ] cannot contain more nodes than [λˆ]; if it
contains fewer, then by 3.1 and 2.6, mμλ = 0. In this case, the first j ladders of [μ¯ ] contain fewer
nodes than [ν], so that mμ¯λ¯ = 0, whence the theorem holds trivially. We shall assume, then, that
[μˆ] has the same number of nodes as [λˆ] which is therefore also obtained by appending [ν] to
the first i rows of [μ].
If μ λ then either μ¯ λ¯ or μˆ λˆ, so that mμλ = 0 and either mμ¯λ¯ = 0 or mμˆλˆ = 0. Again,
the theorem is trivially true; we suppose, therefore, that μ λ.
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to that for λ; moreover, if ρˆ comprises the first j ladders of ρ, then it is obtained by appending ν
to the first i rows. Let ρ¯ be obtained from ρ by removing the first i parts. It follows from 4.1 that
Sρ\ρˆ and Sρ¯\ν are isomorphic, and from 4.2 that Γ ρ\ρˆ = Γ ρ¯\ν . Let V be the submodule of Sρ¯\ν
spanned by {gt : t is a standard νρ¯-tableau}. Since ν is an e-core, V is an R-direct summand;
the corresponding Gram matrix is Γ V = Γ ν × Γ ρ¯\ν . Again, since ν is an e-core, all invariant
factors of Γ ν are units, so that the invariant factors of Γ ν are equal to those of Γ ρ¯\ν = Γ ρ\ρˆ ,
each replicated dimR(Sν) times. We now consider four tables, A1, A2, A3 and A4 similar to the
table A of Theorem 3.2; the columns of each are indexed by the elements of P , the rows by the
e-restricted elements; A1(σ,ρ) will be the list of numbers κt such that t is a standard ρ-tableau
in the σ ladder class; A2(σ,ρ), A3(σ,ρ) and A4(σ,ρ) the corresponding lists where σ and ρ are
replaced first by σˆ and ρˆ, respectively, then by σ\σˆ and ρ\ρˆ, then by σ¯ and ρ¯.
Let Bi be obtained from Ai , i = 1,2,3,4, by the method described in Theorem 3.2; then
B1(σ,ρ) is the set of Jantzen indices for Dσ as a composition factor of Sρ , B2(σ,ρ) for Dσˆ as
a composition factor of Sρˆ , B4(σ,ρ) for Dσ¯ as a composition factor of Sρ¯ . However, A3 and
A4 differ only in that each entry in A3(σ,ρ) is replicated dimR(Sν) times, so that B3 and B4 are
identical. Now σ and ρ satisfy the conditions of Lemma 6.1, so that A1 is the direct sum of A2
and A3, in the sense that A2(σ,ρ) consists of the numbers a + b where a occurs in A2(σ,ρ) and
b in A3(σ,ρ). It follows that B1 is a similar direct sum of B2 and B3 or, equivalently, B2 and B4.
Therefore, for each k1 in B2(λ,μ) and each k2 in B4(λ,μ), there is a unique k1 +k2 in B1(λ,μ);
this completes the proof. 
Corollary 6.3. [8] Let λ  n, μ  n, λ e-restricted, such that λ1 = μ1. Let λ¯ and μ¯ be the
partitions obtained by removing the first parts from λ and μ, respectively; then mμλ = mμ¯λ¯, and
the Jantzen indices for mμλ are the same as those for mμ¯λ¯.
Proof. We use the theorem with i = 1 and note that in this case μˆ = λˆ is an e-core, so that
m
μˆλˆ
= 1. 
For the rest of this section, let ν be the conjugate ladder core with r columns, that is, [ν]
has columns of lengths r(e − 1), (r − 1)(e − 1), . . . , e − 1; it has first row hook-lengths re − 1,
(r − 1)e − 1, . . . , e − 1. Let k = r(r + 1)(e − 1)/2, so that ν  k. Let μ  n be such that [μ]
has r + 1 columns and first row hook-lengths all divisible by e. The first row hook-lengths of μ
form an increasing sequence in which successive hooks differ by at least e; therefore, [μ\ν] is a
well-defined skew diagram, all of whose column-lengths are divisible by e.
Definition 6.4. Let μ  k + me be such that μ\ν is well-defined, [μ] has not more than r + 1
columns and each column-length of [μ\ν] is divisible by e. Let the length of the ith column of
μ\ν be cie, 1  i  r + 1. The (r, e) contraction of μ is the partition of m whose ith column,
for each i, has length ci . If λ  m has not more than r + 1 columns, the (r, e) expansion of λ
is obtained by multiplying the column lengths of λ by e and adding each to the corresponding
column of ν. Expansion and contraction are inverse operations.
Lemma 6.5. If μ has r + 1 columns then its first row hook lengths are all divisible by e; those of
the contraction of μ are obtained by dividing them by e.
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the (1, i)-hook of [μ] is (r + 1 − i + ci)e for i  r + 1. The length of the corresponding hook of
the contraction of μ is ci + r + 1 − i, as required. 
Let s be an arbitrary ν tableau. If we add k + 1 to s, it must occupy a node with ordinary
residue congruent to r (mod e). Let seq(i) denote the sequence k+1+ (e−1)i, k+2+ (e−1)i,
. . . , k + ei. We wish to add seq(1), seq(2), . . . , seq(m) in such a way that the residues of each
sequence are congruent, in order, to r, r − 1, . . . , r − e − 1 (mod e). Each addable node of s
has residue congruent to r(mod e); since only one node of seq(1) has this residue, the whole
sequence must go into the same column, which must be the first, since no other can accept more
than e − 1 nodes to give a proper diagram. Now seq(2) may also be placed first column; but it
may also be placed in the second, since this has now 2e − 1 free spaces at the bottom; in this
case, k + 2e will be placed to the right of k + 1. In general, seq(i) may go into the j th column
provided either j = 1 or there are already more sequences in the (j −1)th column than in the j th.
In particular, note that the last node in each sequence not in the first column is immediately to the
right of the first node in some earlier sequence. Let t be a μ\ν-tableau obtained by adding the
successive sequences in this way, and let Tμ be the set of all μ\ν-tableaux so obtained. Clearly,
Tμ is a residue class of μ\ν-tableaux. Let s be obtained from t by replacing each seq(i) by i,
1 i m, and moving the columns up to the first row; then s is a standard λ-tableau, where λ is
the (r, e) contraction of μ; we shall call s the contraction of t . Thus, each standard λ-tableau is
the contraction of a unique element of Tμ. This map also defines an action of Wm on the elements
of Tμ, which suggests a quite surprising result. But first, a lemma.
Lemma 6.6. Let s and t be as in the preceding paragraph. Let 1 i < j m and let ρ be the
axial distance from k + (i − 1)e + 1 to k + (j − 1)e + 1 in t ; then the distance from i to j in s
is ρ/e.
Proof. Let i and j be in positions (a, b) and (c, d) in s; then i is in row (r − b + 1)(e − 1) +
(a − 1)e+ 1 = r(e− 1)+ (a − b)e+ b in t . The distance between i and j is |d − c− a + b|; that
between k + (i − 1)e + 1 and k + (j − 1)e + 1 is |d − (r(e − 1) + (c − d)e + d) − b + (r(e −
1)+ (a − b)e + b)| = |(a − b − c + d)e|, as required. 
Theorem 6.7. Let μ be as in the preceding paragraph and let t ∈ Tμ; then Sμ\νtK(q),q is an
HK(qe),qe,m module isomorphic to SλK(qe),qe ; also, Sμ\νtR,q ∼= SλtR,qe and the corresponding Gram
matrices have the same invariant factors.
Proof. Define the action of HK(qe),qe,m on Sμ\νtK(q),q by
σ+i → q−e(e−1)/2τ+k+(i−1)+1, 1 i m,
and let s be the (r, e) contraction of t . Comparing 4.1, 4.3 and the last lemma, we see that the map
generated by fs → q−e(e−1)(d(s))/2ft generates the required isomorphism; moreover, it restricts
naturally to the respective HR,q,m modules. Since SλK(qe),qe is an absolutely irreducible module,
the inner product on Sμ\νtK(q),q is a constant multiple of that on S
λ
K(qe),qe , by Schur’s Lemma.
Explicitly,〈
q−e(e−1)(d(s))/2ft ,q−e(e−1)(d(s))/2ft
〉= q−e(e−1)(d(s))q(d(t))γt = q(d(s))γs,
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basis of SλK(qe),qe and its image, the Gram matrices are identical; the invariant factors of the two
modules are therefore the same. 
Corollary 6.8. Let μ, λ and t be as in the last theorem; then
S
μt
K,q
∼=KWm SλK,1
and
Γ
μ\νt
K = Γ λK.
Proof. These are simply the specialisation of the results of the theorem at q = q , bearing in mind
that qe = 1 and HK,1,m = KWm. 
Corollary 6.9. Let μ, λ be as in the last theorem; let π  m, π  λ and let ρ be the (r, e)
expansion of π . Let t ∈ Tμ. Then the multiplicity of DπK,1 as a composition factor of SλK,1 is the
same as the multiplicity of DρK,q as a composition factor of SμK,q ; the corresponding Jantzen
indices are the same; all composition factors of SμK,q whose restrictions contribute to Sμ\νtK,q arise
in this way.
Proof. Let Q be the set of partitions of m with not more than r + 1 columns and let P be the
set of (r, e) expansions of these. Note that μ,ρ ∈ P and λ,π ∈Q. Let s = u + v be a standard
tableau for some partition ρ  μ, where u is a ν-tableau and v ∼ t ; then ρ ∈ P . It follows that if
S
μ
K,q has a composition factor D
ρ
K,q which contributes to S
μ\νt
K,q , then ρ ∈ P . Let Kρ denote the
set of invariant factors of Γ ρsK,q ; then the multiplicities and Jantzen indices of such composition
factors are determined by {Kρ : ρ ∈P}. But Γ ρsK,q = qlΓ νuK,q ×Γ ρ\νvK,q for some length l; here, ql is
a unit. Since ν is an e-core, the invariant factors of Γ νuK,q are all units, whence the invariant factors
of Γ ρsK,q are equal to those of Γ
ρ\νv
K,q , each counted dimK(S
ν
K,q) times. If π is the contraction of ρ,
then Γ ρ\νvK,q = Γ πK,1, so that the invariant factors of Γ ρsK,q are equal to those of Γ πK,1, each counted
dimK(SνK,q) times. A simple application of Theorem 3.2 completes the proof. 
Theorem 6.10. Let [ν] be the conjugate ladder diagram with r columns and k nodes, and let
[π] and [ρ] be obtained from [ν] by adding multiples of e nodes ( possibly zero) to the first r + 1
columns, π ,ρ  k + me. Let μ  n where [μ] is obtained from [ρ] by adding ci nodes to the ith
column for each 1  i  r + 2, where 0  ci < e. Let ni denote the (empty) node immediately
below the last node in the ith column of [μ], that is, (ρ′i + 1, i); for j > i, let hij be the axial
distance from nj to ni , so that hij is a multiple of e. Let
α =
∏
1i<jr+2
{[hij ]q: ci < cj}
and let a be the power of p which divides α. Let d1, d2, . . . be the arrangement of c1, c2, . . . such
that d1  d2  · · · , and let [λ] be obtained from [π] by adding di nodes to the ith column for
each i. Then for each occurrence of Dπ is a composition factor of Sρ there is an occurrenceK,q K,q
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index a + b.
Proof. Since ρ is e-restricted, Γ μ\ρR is R-valued; we shall be concerned with an R-direct sum-
mand of Sμ\ρR,q . Let Yi be the set of all nodes which occur in the ith position in some column of[μ\ρ]. All nodes in Yi have the same e-residue; we shall call it a quasi-ladder. A quasi-ladder
tableau is constructed by inserting the numbers k +me + 1, k +me + 2, . . . into [μ\ρ] in order,
filling first Y1, then Y2 and so on; the order of numbers in each Yi is arbitrary. The quasi-ladder
tableaux constitute a residue class of μ\ρ tableaux; if yi = |Yi |, then there are δ =∏i yi ! quasi-
ladder tableaux. We next compute the determinant of the Gram matrix of the R-direct summand
spanned by {gw: w is a quasi-ladder tableau}. Let w be a quasi-ladder tableau; then the required
Gram matrix is Γ μ\ρwR . Choose integers i, j and z such that j > i and cj  z. If ci  z, then
the zth non-empty nodes in the ith and j th columns of w are occupied by a pair of numbers,
a1 and a2 say. If a1 < a2 then they provide a factor [hij + 1]q/[hij ] to 〈fw,fw〉, otherwise
[hij ]q/[hij − 1]q. Each case holds for exactly half the tableaux in the residue class, so that the
net contribution to the determinant is a power of [hij + 1]q/[hij − 1], a unit. If cj < z, then the
contribution is [hij + cj − z + 1]q/[hij + cj − z]q, a unit unless z = cj + 1. In this case the
numerator is [hij ]q, the denominator a unit. Therefore, the determinant is a unit multiple of αδ ;
α is a unit if and only if c1  c2  · · · .
Let Tμ be the set of standard μ-tableaux constructed by adjoining a quasi-ladder tableau to
a ρ-tableau; since no node of [μ\ρ] has the same e-residue as a removable node of [ρ], this a
residue class of μ-tableaux. Let t ∈ Tμ and let s ∼ t , where s is a ξ -tableau for some ξ  n,
ξ  μ. It is easy to see that [ξ ] is constructed in the same way as [μ], that is, add multiples of
e-nodes to columns of [ν] to construct [η], say, then add ciσ nodes to the ith column for some
permutation σ of 1,2, . . . , r + 2. In particular, there are exactly δ quasi-ladders of shape [ξ\η].
Now Sμ\ρwK,q has a series of factors, each isomorphic to some D
ξ\ηw
K,q , ξ and η constructed as
above. We assert that there can only be one such factor, for otherwise there must be λ ξ and η
such that Dξ\ηwK,q has positive dimension d < δ. Choose a least dominant such ξ . Now S
ξ\ηw
K,q must
have a factor, isomorphic to Dξ¯\η¯wK,q say, with positive dimension less than δ and such that ξ¯  η¯,
a contradiction. Therefore, all invariant factors of Γ μ\ρwR are equal; consequently, Γ
μ\ρw
R = αA,
where A is a unimodular matrix, and κw = φ.
Let V μR be the R-span of {gt : t ∈ Tμ}; then V μR is an R-direct summand of SμR,q isomorphic
to SρR,q ⊗R Sμ\ρwK,q ; the corresponding direct summand of the Gram matrix is αΓ ρR ×A. Let DλK,q
be a composition factor of SμK,q which contributes to V
μ
K ; then there is some π such that [λ\π]
has the same quasi-ladder lengths as [μ\ρ]. Moreover, since Dλ\πwK,q = (0), the column lengths
of [λ\π] are strictly non-decreasing, that is, the ith column has di nodes. Let Tλ be the set of
standard λ-tableaux constructed by adjoining a quasi-ladder tableau to a π -tableau and let V λR
be the R-span of {gt : t ∈ Tλ}; as before, V λR is an R-direct summand of SμλR,q isomorphic to
SπR,q ⊗R Sλ\πwK,q . This time the Gram matrix summand is Γ πR ×B , where B is a unimodular δ × δ
matrix. Let Jλ and Jπ be the maximal proper submodules of SλK,q and S
π
K,q , respectively, so that
DλK,q = SλK,q/Jλ and DπK,q = SπK,q/Jπ . Let V λK = V λK ∩ Jλ; then DλK,q has an R-direct sum-
mand V λK/V
λ
K , non-zero since D
λ
K,q contributes a non-zero factor to V
μ
K . Now V
λ
K is completely
determined by Γ π , so that V λ/V λ is isomorphic to Dπ ⊗K Dλ\ρπw . Thus the compositionR K K K,q K,q
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μ
K,q may be restricted to a composition factor D
π
K,q of S
ρ
K,q ; if the Jantzen index
of the latter is b, then consideration of the Gram matrix shows that the former has Jantzen index
a + b. Whether or not DπK,q is a composition factor of SρK,q does not depend the added nodes, so
that any such composition factor can be extended in this way. 
Corollary 6.11. With the notation of the last theorem, let π¯ and ρ¯ be the (r, e) contractions of
π and ρ, respectively. If π¯ is e-restricted, then for each occurrence of Dπ¯K,q as a composition
factor of Sρ¯K,q there is an occurrence of DλK,q as a composition factor of SμK,q ; the respective
Jantzen indices are b and a + b for some b.
Proof. Immediate from Corollary 6.9 and the last theorem. 
A note of caution: it is possible for an e-restricted or p-restricted partition to have a p-singular
contraction. If π¯ were e-singular in the corollary, then there would be no indication as to whether
or not DλK,q is a composition factor of S
μ
K,q . For example, let q = 1, p = 2, μ = (32,23,1)  13.
The (2,2) contraction of μ is (3,2), which has composition factors corresponding to (22,1) and
(15), which expand to (25,13) and (2,111), respectively. A glance at the tables in [10] shows
that these do correspond to composition factors of Sμ; however, there is also (32,2,15), which
Corollary 6.9 does not give, since its contraction is (3,12), which is 2-singular.
Theorems 6.2, 6.10 and Corollary 6.11 enable a complete solution for diagrams with no more
than two columns. We treat the symmetric group case first.
Definition 6.12. Let x and y be integers represented at base p by
x = xixi−1 · · ·x1,
y = yiyi−1 · · ·y1,
with x  y and xi = 0. Define
φp(x, y) =
{
1 if for all j  i, xj yj = 0,
0 otherwise.
Let us mark the p-digits of x from the right, as follows: xj is marked if xj = 0 and either yj = 0
or xj−1 is marked; define ψp(x, y) to be the number of marked nodes.
Lemma 6.13. Let μ  n be such that [μ] has two columns, of lengths x and y; then the multi-
plicity of D(1n)K,1 as a composition factor of SμK,1 is φp(x + 1, y) with Jantzen index ψp(x + 1, y).
Proof. For simplicity, set z = x + 1; then z and y are the first column hook-lengths of μ if
y = 0. The multiplicity will be zero unless there is a standard μ-tableau in the residue class of
the solitary (1n)-tableau; let this be s. Suppose that z < p, then there is no such μ-tableau unless
y = 0, in which case the multiplicity is trivially 1 with index 0. But if z < p then z and y have
only one p-digit, so that φp(z, y) = 0 unless y = 0, while φp(z,0) = 1 and ψp(z,0) = 0, so that
the lemma holds in this case.
Suppose then that z  p. We shall suppose that the theorem is true for smaller values of n
and proceed by induction. First, we decompose μ as in Theorem 6.10. We have r = 1 so that
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of lengths z1 and y1. If λ = (1n), then π = (1n−z1−y1) and [λ\π] has one column of length
z1 + y1. Thus, the multiplicity is certainly zero unless either z1 = 0 or y1 = 0. Suppose that
z1y1 = 0; then from Corollary 6.11 we see that Dλ is a composition factor of Sμ if and only
if Dη is a composition factor of Sξ , where η = (1n÷p) and [ξ ] has columns of lengths z ÷
p − 1 and y ÷ p; dividing by p, of course, simply removes the last p-digit. By the inductive
hypothesis, the condition for this is that φp(z ÷ p,y ÷ p) = 1; but if φp(z ÷ p,y ÷ p) = 1 and
z1y1 = 0 then φp(z, x) = 1, so that the first part of the theorem is proved. Again by the inductive
hypothesis, the number b of Corollary 6.11 is φp(z ÷ p,y ÷ p), so that the required Jantzen
index is a + φp(z ÷ p,y ÷ p), where a depends on μ\ρ. If y1 = 0 then a = 0, but also in this
case φp(z ÷ p,y ÷ p) = φp(z, y) so that the second part of the theorem is true. Suppose that
y1 = 0; then note that φp(z ÷ p,y ÷ p) = φp(z, y − y1), since we have merely added a trailing
zero to each argument, which does not alter the number of marked nodes. The distance the last
y1 nodes of the second column of μ must move to be added to the first column is z− y + y1; this
is α in Theorem 6.10 and a is the maximum power of p which divides α. Thus a is the number
of trailing zeros in α; either this the minimum of the number of trailing zeros in z and that in
y − y1 or there is some j > 1 for which zj = yj = 0 so that φp(z ÷ p,y ÷ p) = 0. Therefore,
a is precisely the number of zeros which are marked in the determination of ψp(z, y) but not of
ψp(z, y − y1). Therefore a + φp(z ÷ p,y ÷ p) = φp(z, y), as required. 
Theorem 6.14. Let λ = (a, b)′ and let μ = (c, d)′ ( prime denoting transpose as usual),
λ p-restricted, λ  μ. Then the multiplicity of DλK,1 as a composition factor of SμK,1 is
φp(a − d + 1, b − d) with Jantzen index ψp(a − d + 1, b − d).
Proof. Corollary 6.3 allows us to remove the first row from each diagram provided both are of
length two without altering multiplicity or Jantzen index. Having removed d rows, we can use
Lemma 6.13. 
We now look at the analogues of Lemma 6.13 and Theorem 6.14 in the general case. First,
we define an analogue of ψp . Let x = xixi−1 · · ·x1 and y = yiyi−1 · · ·y1 such that φp(x, y) = 1,
and let U be the set of subscripts of marked p-digits of x. Define
χp(x, y) = (p − 1)
∑
j∈U
pj−1.
Equivalently, let U1 = {j : xj = 0 or yj = 0, xj−1 is marked}, U2 = {j : xj is marked,
yj = 0}, then
χp(x, y) =
∑
j∈U1
pj −
∑
j∈U2
pj .
Let a and j be an integers; a = bpk , where b is prime to p. We shall be interested in the
largest d such that (q−q)d divides
[a] pj e .q
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[a]qje =
qbp
j+ke − 1
qp
j e − 1 =
(qbe − qbe)pj+k
(qe − qe)pj ,
whence d = pj+k − pj .
Lemma 6.15. Let [μ] be a diagram with two columns, of lengths x and y, x + y = n, and let
x + 1 = ae + α, y = be + β , 0  α,β < e. Let pr be the largest power of p which divides
(a−b). Then the multiplicity of D(1n)K,q as a composition factor of SμK,q is 0 unless either α or β is
zero, φp(a, b) otherwise. The corresponding Jantzen index is χp(a, b)+ z, where z = 0 if β = 0,
z = pr otherwise.
Proof. Let t be the single (1n)-tableau. For the multiplicity to be non-zero, we must have a
μ-tableau in the residue class of t , so that e must divide either x + 1 or y. Now from Theo-
rem 6.10 and Corollaries 6.9 and 6.11 we see that the multiplicity is equal to that of D(1
a+b−1)
K,1 as
a composition factor of S(a−1,b)
′
K,1 , that is, φp(a, b).
Let us assume that either α or β is zero and that φp(a, b) = 1. To calculate the Jantzen index,
we must work over HK(q),q,n. Let m = (a + b)e and let λ = (ae, be)′, that is, [λ] is obtained
from [μ] by removing α nodes from the first column, β from the second. Let s and t be the
single 1m- and 1n-tableaux, respectively. There is a single μ\λ-tableau and
Γ
μ\λ
K(q),q =
{
1 if β = 0,
[(a − b)e]q/[(a − b)e − β]q otherwise.
Now if β = 0 then (a − b)e − β is prime to p, so that q − q divides Γ μ\λK(q),q exactly z times.
Each μ-tableau v ∼ t is obtained by adjoining the unique μ\λ-tableau to a λ-tableau u ∼ s, so
that Γ μtR,q differs from Γ
λs
R,qΓ
μ\λ
R,q by a unit factor, a power of q. Also, by Corollary 6.9, Γ
λs
R,q =
Γ
(a−1,b)′
R,qe . 
Suppose that b has i p-digits. We shall need to apply a further i + 1 contractions. Let a(j) be
obtained from a by removing ajaj−1 · · ·a1; similarly for b(j). Note that a(j) = pa(j + 1)+ aj ,
b(j) = pb(j + 1)+ bj . Let μ(j) = (a(j), b(j))′, λ(j) = (pa(j + 1),pb(j + 1))′. Let s(j) and
t (j) be the unique single-column tableaux with |λ(j)| and |μ(j)| nodes, respectively. We wish
to compute
Γ
μ(j)t (j)
R,qp
j e
for j = 0,1,2, . . . . Proceeding as before, we have
Γ
μ(j)t (j)
R,qp
j e
= qlΓ λ(j)s(j)
R,qp
j e
Γ
μ(j)\λ(j)
R,qp
j e
for some l. Contracting [λ(j)] gives
Γ
λ(j)s(j)
pj e
= Γ μ(j+1)
pj+1e ;R,q R,q
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skew diagram [μ(j)\λ(j)] has aj nodes in the first column, bj in the second, and
Γ
μ(j)\λ(j)
R,qp
j e
=
{
1 if bj = 0,
[a(j)− b(j)]
qp
j e/[a(j)− b(j) + bj ]qpj e otherwise.
Suppose that bj = 0. Let k be the smallest integer such that either aj+k or bj+k is non-zero. Then
pk exactly divides a(j)− b(j), so that the power of q − q which divides
[
a(j)− b(j)]
qp
j e
is pj+k − pj , whereas a(j)− b(j)+ bj is prime to p, so that[
a(j) − b(j)+ bj
]
qp
j e
is prime to q − q . Each marked p-digit contributes to exactly one of these exponents, so that the
sum is χp(a, b), whence the Jantzen index is χp(a, b)+ z.
Theorem 6.16. Let λ = (x, y)′ and let μ = (ξ, η)′, λ e-restricted, λ μ. Let x −η+1 = ae+α,
y − η = be + β , where 0  α,β < e. Then the multiplicity of DλK,q as a composition factor of
S
μ
K,q is 0 if both α and β are non-zero, φp(a, b) otherwise. Let pr be the largest power of p which
divides (a − b), and let z = pr if β = 0, z = 0 otherwise. Then the Jantzen index is χp(a, b)+ z.
Proof. By Theorem 6.2, the multiplicity and Jantzen index required are simply the multiplic-
ity and Jantzen index for D(ξ−η)
′
K,q as a composition factor of S
(x−η,y−η)′
K,q , which are given by
Theorem 6.15. 
For q = 1, the multiplicity formula is due to James [8], the Jantzen index first appeared in
the author’s PhD thesis [17], where it was derived from the multiplicity formula and the formula
for the determinant of the Gram matrix [11]. Recently, Künzer and Nebe [13] have derived a
recurrence relation for the Jantzen indices of two-part partitions; presumably this can be solved
to give our formula here. For the general two-column case; the multiplicity is again James [9],
though there for e prime; the Jantzen index is new.
Theorems 6.14 and 6.16 in fact show how to construct a tableau t such that gt = ft and such
that the Jantzen index is the power of p which divides γt . Indeed, for some submodule V , the
required composition factor is the one-dimensional module spanned by ft +V . It is an interesting
question as to whether this occurs in more general cases.
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