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Abstract
We solve the problem of constructing all chiral genus-one correla-
tion functions from chiral genus-zero correlation functions associated
to a vertex operator algebra satisfying the following conditions: (i)
V(n) = 0 for n < 0 and V(0) = C1, (ii) every N-gradable weak V -
module is completely reducible and (iii) V is C2-cofinite. We establish
the fundamental properties of these functions, including suitably for-
mulated commutativity, associativity and modular invariance. The
method we develop and use here is completely different from the one
previously used by Zhu and other people. In particular, we show that
the q-traces of products of certain geometrically-modified intertwining
operators satisfy modular invariant systems of differential equations
which, for any fixed modular parameter, reduce to doubly-periodic
systems with only regular singular points. Together with the results
obtained by the author in the genus-zero case, the results of the present
paper solves essentially the problem of constructing chiral genus-one
weakly conformal field theories from the representations of a vertex
operator algebra satisfying the conditions above.
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0 Introduction
The present paper is one of the main steps in the author’s program of con-
structing conformal field theories in the sense of Segal [S1] [S2] [S3] and
Kontsevich from representations of suitable vertex operator algebras. We
construct all the chiral genus-one correlation functions from chiral genus-zero
correlation functions (or equivalently, from intertwining operators) for a ver-
tex operator algebra satisfying suitable natural conditions, and we establish
their fundamental properties, including suitably formulated commutativity,
associativity and modular invariance. Together with the results previously
obtained by the author in the genus-zero case, the results of the present
paper solve essentially the problem of constructing chiral genus-one weakly
conformal field theories. The results of the present paper imply the rigidity of
the ribbon tensor category of modules for a suitable vertex operator algebra.
Together with the results in the genus-zero case and the results obtained by
Moore and Seiberg in [MS1] and [MS2], the results of the present paper also
imply the Verlinde conjecture that the fusion rules are diagonalized by the
action of the modular transfermation given by τ 7→ −1/τ . These applica-
tions will be discussed in [H10] and [H11]. We believe that the results of the
present paper will be interesting and useful not only to people working on
vertex operator algebras and conformal field theories, but also to people in
other related fields.
In [H3], [H4], [H5], [H6], [H8] and [H9], the author has constructed a chiral
genus-zero weakly conformal field theory in the sense of Segal [S2] [S3] from
representations of a vertex operator algebra satisfying the C1-cofiniteness
condition and certain finite reductivity conditions. The genus-zero part of the
program is thus more or less finished. The next natural step is the construc-
tion of all the chiral genus-one correlation functions and the proof of their
basic properties. In [Z], Zhu constructed chiral genus-one correlation func-
tions associated to elements of a vertex operator algebra V from V -modules
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when V satisfies the C2-cofiniteness condition and certain (stronger) finite
reductivity conditions, and he proved their basic properties, including mod-
ular invariance. Zhu’s work was generalized by Dong-Li-Mason [DLM] to the
case of twisted representations of vertex operator algebras and by Miyamoto
[M1] to the case of chiral genus-one correlation functions associated to ele-
ments of modules among which at most one is not isomorphic to the alge-
bra. Miyamoto [M2] further constructed certain one-point chiral genus-one
correlation functions involving logarithms when the vertex operator algebra
satisfies only the C2-cofiniteness condition.
The method used by Zhu, Dong-Li-Mason and Miyamoto depends on
the commutator formula for (untwisted or twisted) vertex operators or the
commutator formula between vertex operators and intertwining operators.
These formulas were needed to find recurrence relations such that the study
of the formal q-traces of products of more than one operator can be reduced
to the study of the formal q-traces of vertex or intertwining operators, not
products of such operators.
However, this method cannot be generalized to give a construction of gen-
eral chiral genus-one correlation functions because there is no commutator
formula for general intertwining operators, instead see [H1]. Note that chi-
ral genus-one correlation functions are the the main objects to construct in
the genus-one case. Also, most of the conjectures in chiral genus-one weakly
conformal field theories can be formulated and proved directly using these
correlation functions. For example, based on the assumptions that all the
chiral genus-zero and genus-one correlation functions have been constructed
and the desired properties (including the duality properties and the mod-
ular invariance) hold, Moore and Seiberg in [MS1] and [MS2] derived the
genus-one coherence relations and proved the Verlinde conjecture [V] (the
diagonalization of the fusion rules by the action of the modular transforma-
tion τ 7→ −1/τ). It turns out that the proof of the rigidity of the ribbon
tensor category of modules for a suitable vertex operator algebra also needs
such correlation functions and their properties [H11]. In the present paper,
we develop a method completely different from the one used in [Z], [DLM],
[M1] and [M2] and completely solve the problem of constructing all the chiral
genus-zero correlation functions and establishing all the desired properties.
Here is a brief description of our main results. For simplicity, here we shall
discuss the results under certain strong conditions, though, as we show in this
paper, many of these results in fact hold under weaker conditions. Let V be
a vertex operator algebra satisfying the following conditions: (i) V(n) = 0 for
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n < 0 and V(0) = C1, (ii) every N-gradable weak V -module is completely
reducible (see Section 6 for a definition of N-gradable weak V -module) and
(iii) V is C2-cofinite (that is, dimV/C2(V ) < ∞, where C2(V ) is the sub-
space of V spanned by the elements of the form u−2v for u, v ∈ V ). We prove
that the q-traces of products of certain geometrically-modified intertwining
operators satisfy modular invariant systems of different equations which re-
duce to doubly-periodic systems with only regular singular points when the
modular parameter τ is fixed. Using these systems of differential equations,
we prove the convergence of the q-traces. The analytic extensions of these
convergent q-traces give chiral genus-one correlation functions. We prove
that these chiral genus-one correlation functions satisfy suitable “genus-one
commutativity” and “genus-one associativity” properties. We also introduce
a new product in a vertex operator algebra and, using this new product, we
construct and study an associative algebra which looks very different from,
but is in fact isomorphic to, Zhu’s algebra (see [Z]). Using these results,
we prove the modular invariance of the space of chiral genus-one correlation
functions. Geometrically, this modular invariance and the double-periodicity
of the reduced systems mentioned above give vector bundles with flat connec-
tions over the moduli spaces of genus-one Riemann surfaces with punctures
and standard local coordinates vanishing at the punctures.
Together with the results obtained by the author in the genus-zero case,
the results of the present paper solves essentially the problem of constructing
chiral genus-one weakly conformal field theories. The results of the present
paper also imply the rigidity of the ribbon tensor category of modules for
a vertex operator algebra. The results of the present paper are the genus-
one parts of the assumptions on rational conformal field theories in Moore-
Seiberg’s important work [MS1] [MS2]. Thus, together with the author’s re-
sults in [H1], [H2] and [H9] in the genus-zero case, the results of the present
paper imply all the results of Moore and Seiberg in [MS1] and [MS2] obtained
using only the genus-zero and genus-one parts of their fundamental assump-
tions on rational conformal field theories. In particular, the the results of
the present paper together with the author’s results in [H1], [H2] and [H9]
in the genus-zero case imply the Verlinde conjecture for modules for a vertex
operator algebra satisfying the conditions mentioned above. The details of
the proof of the rigidity of the ribbon tensor category and the proof of the
Verlinde conjecture will be given in the papers [H10] and [H11], repectively.
Our construction of the chiral genus-one correlation functions actually
verifies the sewing property which states that chiral genus-one correlation
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functions can be obtained from chiral genus-zero correlation functions by
taking q-traces. In particular, we construct the spaces of chiral genus-one
correlation functions and the factorization property for these spaces is an easy
consequence of the sewing property. We would like to emphasize that the
converse is not true, that is, even if the spaces of chiral genus-one correlation
functions are identified abstractly and the factorization property is proved,
additional structures such as those constructed in the present paper are still
needed to construct the chiral genus-one correlation functions and to prove
the sewing property.
Our modular invariance result gives, in particular, new proofs of the mod-
ular invariance result of Zhu in [Z] and its direct, straightforward generaliza-
tion by Miyamoto in [M1] since these results are (very) special cases. The
differential equations and the duality properties obtained in the present pa-
per also have straightforward generalizations to the case of twisted modules
and intertwining operators among them. Together with a straightforward
generalization of some of the results on the associative algebras discussed in
the present paper, they also give a modular invariance result in the twisted
case. In particular, as a special case, this modular invariance gives a new
proof of the modular invariance result of Dong, Li and Mason in [DLM]. We
shall discuss the twisted case elsewhere.
We assume that the reader is familiar with basic notions and results in
the algebraic and geometric theory of vertex operator algebras as presented
in [FLM], [FHL] and [H3]. We also assume that the reader is familiar with
the theory of intertwining operator algebras as developed and presented by
the author in [H1], [H2], [H4], [H5], [H7], [H9], based on the tensor product
theory developed by Lepowsky and the author in [HL1]–[HL4] and [H1].
We do not, however, assume that the reader is familiar with the modular
invariance result proved by Zhu in [Z] and the method used there and in
other papers, since our method is completely different.
The present paper is organized as follows: In Section 1, we discuss geom-
etrically-modified intertwining operators, which play an important role in our
construction. Then we prove some fundamental identities for the q-traces of
products of these geometrically-modified intertwining operators in Section
2. We establish the existence of the systems of differential equations in Sec-
tion 3. In Section 4, we prove the convergence of the q-traces of products
of geometrically-modified intertwining operators and construct chiral genus-
one correlation functions. In the same section, we also establish genus-one
commutativity and associativity for these chiral genus-one correlation func-
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tions. In Section 5, we prove that for fixed modular parameter τ , the systems
consisting of those equations in the systems mentioned above not involving
derivatives of τ have only regular singular points. We introduce our new
product on a vertex operator algebra and construct and study the corre-
sponding associative algebra in Section 6. The modular invariance of the
space of chiral genus-one correlation functions is proved in Section 7.
Notations and conventions In this paper, i is either
√−1 or an index,
and it should be easy to tell which is which. The symbols N, Z+, Z, Q,
R, C and H denote the nonnegative integers, positive integers, integers, ra-
tional numbers, real numbers, complex numbers and the upper half plane,
respectively. We shall use x, , y, ... to denote commuting formal variables
and z, z1, z2, ... to denote complex numbers or complex variables. For any
nonzero z ∈ C and any n ∈ Z, log z = log |z| + i arg z with 0 ≤ arg z < 2pi
and zn = en log z. For any z ∈ C, qz = e2piiz . As in [FLM] and [FHL], for
a vertex operator algebra (V, Y, 1, ω) or a module (W,Y ), we use the un for
u ∈ V and n ∈ Z to denote the coefficients of the formal series Y (u, x). We
shall use w1, w2, ... to denote elements of V -modules. Note that when the
V -module is the adjoint module, the notations un and w1, w2, ... clearly have
different meanings.
Acknowledgment This research is supported in part by NSF grant DMS-
0070800. I am grateful to Jim Lepowsky and Antun Milas for helpful com-
ments.
1 Geometrically-modified intertwining oper-
ators
We need the theory of composition-invertible power series and their actions
on modules for the Virasoro algebra developed in [H3]. Let Aj , j ∈ Z+, be
the complex numbers defined by
1
2pii
log(1 + 2piiy) =

exp

∑
j∈Z+
Ajy
j+1 ∂
∂y



 y.
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In particular, a simple calculation gives
A1 = −pii, (1.1)
A2 = −pi
2
3
. (1.2)
Note that the composition inverse of 1
2pii
log(1 + 2piiy) is 1
2pii
(e2piiy − 1) and
thus we have
1
2pii
(e2piiy − 1) =

exp

−∑
j∈Z+
Ajy
j+1 ∂
∂y



 y.
In this paper, we fix a vertex operator algebra V . We shall use Y to
denote the vertex operator maps for the algebra V and for V -modules. For
any V -module W , we shall denote the operator
∑
j∈Z+
AjL(j) on W by
L+(A). Then
e
−
∑
j∈Z+
AjL(j)
= e−L+(A).
For convenience, we introduce the operator
U(x) = (2piix)L(0)e−L+(A) ∈ (End W ){x} (1.3)
where (2pii)L(0) = e(log 2pi+i
pi
2
)L(0) (and we shall use this convention throughout
this paper). In fact we can substitute for x in the operator U(x) a number
or any formal expression which makes sense. For example,
U(1) = (2pii)L(0)e−L+(A)
and we have
U(xy) = xL(0)U(y). (1.4)
For any z ∈ C, we shall use qz to denote e2piiz .
Lemma 1.1 For the conformal element ω = L(−2)1 ∈ V ,
U(1)ω = (2pii)2
(
ω − c
24
1
)
,
where c is the central charge of V .
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Proof. By definition, we have
U(1)ω = (2pii)L(0)e−L+(A)L(−2)1
= (2pii)L(0)L(−2)1− (2pii)L(0)A2L(2)L(−2)1
= (2pii)2L(−2)1 + pi
2c
6
1
= (2pii)2
(
ω − c
24
1
)
,
where we have used (1.1) and (1.2).
We have the following conjugation and commutator formulas:
Proposition 1.2 Let W1,W2 and W3 be V -modules and Y an intertwining
operator of type
(
W3
W1W2
)
. Then for u ∈ V and w ∈ W1,
U(1)Y(w, x)(U(1))−1 = Y(U(e2piix)w, e2piix − 1) (1.5)
and
[Y (U(x1)u, x1),Y(U(x2)w, x2)]
= 2piiResyδ
(
x1
e2piiyx2
)
Y(U(x2)Y (u, y)w, x2). (1.6)
Proof. Let Bj , j ∈ Z+, be rational numbers defined by
log(1 + y) =

exp

∑
j∈Z+
Bjy
j+1 ∂
∂y



 y.
Since the composition inverse of log(1 + y) is ey − 1, we have
ey − 1 =

exp

−∑
j∈Z+
Bjy
j+1 ∂
∂y



 y.
By the change-of-variable formula in [H3], we have
Y (eyL(0)u, ey − 1) = e−L+(B)Y (eL+(B)u, y)eL+(B). (1.7)
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By the definition of the sequences {Aj}j∈Z+ and {Bj}j∈Z+, we have
exp

∑
j∈Z+
Bjy
j+1 ∂
∂y



 y
= (2pii)
−y ∂
∂y

exp

∑
j∈Z+
Ajy
j+1 ∂
∂y



 (2pii)y
∂
∂y y.
Thus
e−L+(B) = (2pii)L(0)e−L+(A)(2pii)−L(0)
= U(1)(2pii)−L(0), (1.8)
eL+(B) = (2pii)L(0)eL+(A)(2pii)−L(0)
= (2pii)L(0)(U(1))−1. (1.9)
Substituting U(1)w for w in (1.7) and using (1.4), (1.8), (1.9) and the L(0)-
conjugation formula
(2pii)−L(0)Y((2pii)L(0)w, x)(2pii)L(0) = Y
(
w,
x
2pii
)
, (1.10)
we obtain
U(1)Y
(
w,
x
2pii
)
(U(1))−1 = Y(U(ex)w, ex − 1),
which is equivalent to (1.5).
As a special case of the Jacobi identity [FHL] defining intertwining oper-
ators, we have the commutator formula between vertex operators and inter-
twining operators
[Y (u, x1),Y(w, x2)] = Resx0x−12 δ
(
x1 − x0
x2
)
Y(Y (u, x0)w, x2).
Thus
[Y (x
L(0)
1 u, x1),Y(xL(0)2 w, x2)]
= Resx0x
−1
2 δ
(
x1 − x0
x2
)
Y(Y (xL(0)1 u, x0)xL(0)2 w, x2)
= Resx0x
−1
2 δ
(
x1 − x0
x2
)
Y
(
x
L(0)
2 Y
((
x1
x2
)L(0)
u,
x0
x2
)
)w, x2
)
.
(1.11)
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Now we change the variable x0 to y as follows:
x0 =
∑
k≥1
x2(2piiy)
k
k!
= (e2piiy − 1)x2.
(Note that by definition, for any r ∈ C,
(x2 + (e
2piiy − 1)x2)r = e2piiyrxr2.)
Then the right-hand side of (1.11) becomes
Resy
∂x0
∂y
x−12 δ
(
x1 − (e2piiy − 1)x2
x2
)
Y(xL(0)2 Y ((x1/x2)L(0)u, e2piiy − 1)w, x2)
= 2piiResye
2piiyx2(x2 + (e
2piiy − 1)x2)−1δ
(
x1
x2 + (e2piiy − 1)x2
)
·
·Y(xL(0)2 Y ((x1/x2)L(0)u, e2piiy − 1)w, x2)
= 2piiResyδ
(
x1
e2piiyx2
)
Y(xL(0)2 Y ((x1/x2)L(0)u, e2piiy − 1)w, x2)
= 2piiResyδ
(
x1
e2piiyx2
)
Y(xL(0)2 Y (e2piiyL(0)u, e2piiy − 1)w, x2)
= 2piiResyδ
(
x1
e2piiyx2
)
Y(xL(0)2 U(1)Y ((U(1))−1u, y)(U(1))−1w, x2),
(1.12)
where in the last step, we have used (1.5). From (1.11) and (1.12), we obtain
[Y (x
L(0)
1 u, x1),Y(xL(0)2 w, x2)]
= 2piiResyδ
(
x1
e2piiyx2
)
Y (U(x2)Y ((U(1))−1u, y)(U(1))−1w, x2) .
(1.13)
Substituting U(1)u for u and U(1)w for w in (1.13) and using (1.4) and (1.10),
we obtain (1.6).
The operators Y (U(x1)u, x1) and Y(U(x2)w, x2) are called geometrically-
modified vertex operator and geometrically-modified intertwining operator, re-
spectively. These operators play an important role in this paper. See Remark
3.5 in Section 3 for the reason why we need these modified operators.
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Proposition 1.3 Let W1,W2 and W3 be V -modules and Y an intertwining
operator of type
(
W3
W1W2
)
. Then for any w1 ∈ W1,
2piix
d
dx
Y(U(x)w1, x) = Y(U(x)L(−1)w1, x).
Proof. Using the L(−1)-derivative property for Y , we obtain
2piix
d
dx
Y(U(x)w1, x)
= 2piix
d
dx
Y((2piix)L(0)e−L+(A)w1, x)
= Y((2piixL(−1) + 2piiL(0))(2piix)L(0)e−L+(A)w1, x)
= Y(xL(0)(2piiL(−1) + 2piiL(0))U(1)w1, x). (1.14)
Using (1.5) for the vertex operator Y defining the module W1 and the
conformal element ω, we obtain
U(1)Y (ω, x) = Y (U(e2piix)ω, e2piix − 1)U(1).
This formula together with Lemma 1.1, the identity property and by changing
the variable from x to y = e2piix − 1 gives
U(1)L(−1) = ResxY (U(e2piix)ω, e2piix − 1)U(1)
= ResxY (e
2piixL(0)U(1)ω, e2piix − 1)U(1)
= Resx(2pii)
2Y
(
e2piixL(0)
(
ω − c
24
1
)
, e2piix − 1
)
U(1)
= Resx(2pii)
2Y (e2piixL(0)ω, e2piix − 1)U(1)
= Resx(2pii)
2e4piixY (ω, e2piix − 1)U(1)
= Resy(2pii+ 2piiy)Y (ω, y)U(1)
= (2piiL(−1) + 2piiL(0))U(1). (1.15)
Using (1.15), we see that the right-hand side of (1.14) is equal to
Y(U(x)L(−1)w1, x),
proving the proposition.
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Proposition 1.4 Let Wi, i = 0, . . . , 5, be V -modules and Y1, Y2, Y3 and Y4
intertwining operators of types
(
W0
W1W4
)
,
(
W4
W2W3
)
,
(
W5
W1W2
)
and
(
W0
W5W3
)
, respec-
tively, such that when |z1| > |z2| > |z1 − z2| > 0, we have the associativity
〈w′0,Y1(w1, z1)Y2(w2, z2)w3〉 = 〈w′0,Y4(Y3(w1, z1)w2, z2)w3〉
for wi ∈ Wi, i = 1, 2, 3 and w′0 ∈ W ′0. Then when |q(z1−z2)| > 1 > |q(z1−z2) −
1| > 0,
〈w′0,Y1(U(qz1)w1, qz1)Y2(U(qz2)w2, qz2)w3〉
= 〈w′0,Y4(U(qz2)Y3(w1, z1 − z2)w2, qz2)w3〉.
for wi ∈ Wi, i = 1, 2, 3 and w′0 ∈ W ′0.
Proof. By associativity, (1.4), the L(0)-conjugation property and (1.5),
〈w′0,Y1(U(qz1)w1, qz1)Y2(U(qz2)w2, qz2)w3〉
= 〈w′0,Y4(Y3(U(qz1)w1, qz1 − qz2)U(qz2)w2, qz2)w3〉
= 〈w′0,Y4(Y3(U(qz1)w1, qz1 − qz2)qL(0)z2 U(1)w2, qz2)w3〉
= 〈w′0,Y4(qL(0)z2 Y3(U(qz1−z2)w1, qz1−z2 − 1)U(1)w2, qz2)w3〉
= 〈w′0,Y4(qL(0)z2 U(1)Y3(w1, z1 − z2)w2, qz2)w3〉
= 〈w′0,Y4(U(qz2)Y3(w1, z1 − z2)w2, qz2)w3〉. (1.16)
Since the associativity used above holds in the region |qz1 | > |qz2| > |qz1 −
qz2 | > 0 or equivalently |q(z1−z2)| > 1 > |q(z1−z2) − 1| > 0, we see that (1.16)
also holds in the region |q(z1−z2)| > 1 > |q(z1−z2) − 1| > 0.
2 Identities for formal q-traces
In this section, we prove several identities on which the main results in the
present paper are based. We shall use both the formal variable and the com-
plex variable approaches. The formal variable approach is needed because
the q-traces are still formal in this section and the complex variable approach
is needed because we need to use analytic extensions to obtained our results.
For m ≥ 0, let
Pm+1(x; q) = (2pii)
m+1
∑
l>0
(
lm
m!
xl
1− ql −
(−1)mlm
m!
qlx−l
1− ql
)
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where (1 − ql)−1 for l > 0 is understood as the series ∑k≥0 qkl. For τ, z ∈ C
satisfying |qτ | < |qz| < 1, the series Pm+1(qz; qτ ) for m ≥ 0 are absolutely
convergent and, for z ∈ C satisfying |qz| < 1, the q-coefficients of Pm+1(qz; q)
is absolutely convergent.
As we mentioned in Section 1, we shall fix a vertex operator algebra V
throughout this paper. Let W be a V -module. and let o(u) : W → W be
the linear map defined by o(u) = uwt u−1 for homogeneous u ∈ V . We have:
Proposition 2.1 Let Wi and W˜i, i = 1, . . . , n, V -modules, and Yi, i =
1, . . . , n, intertwining operators of types
(W˜i−1
WiW˜i
)
, respectively, where we use
the convention W˜0 = W˜n. Then for any u ∈ V , wi ∈ Wi, i = 1, . . . , n, we
have
TrW˜nY (U(x)u, x)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
Pm+1
(xi
x
; q
)
TrW˜nY1(U(x1)w1, x1) ·
· · · Yi−1(U(xi−1)wi−1, xi−1)Yi(U(xi)umwi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0) (2.1)
and
n∑
i=1
TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1)·
·Yi(U(xi)u0wi, xi)Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
= 0. (2.2)
Proof. The left-hand side of (2.1) is equal to
n∑
i=1
TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1)·
·[Y (U(x)u, x),Yi(U(xi)wi, xi)]Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+TrW˜nY1(U(x1w1, x1) · · · Yn(U(xn)wn, xn)Y (U(x)u, x)qL(0)
=
n∑
i=1
2piiResyδ
(
x
e2piiyxi
)
TrW˜nY1(U(x1)w1, x1) ·
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·Yi−1(U(xi−1)wi−1, xi−1)Yi(U(xi)Y (u, y)wi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1)Yn(U(xn)wn, xn)qL(0)
+TrW˜nY
(
U
(
x
q
)
u,
x
q
)
Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
= Resy
n∑
i=1
∑
m≥0
(2pii)m+1ym
m!
((
xi
∂
∂xi
)m
δ
(
x
xi
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)Y (u, y)wi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+q−x
∂
∂xTrW˜nY (U(x)u, x)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0),
(2.3)
where we have used (1.6), the L(0)-conjugation property for vertex operators
and a property of traces (TrAB = TrBA).
From (2.3), we obtain
(1− q−x ∂∂x )TrW˜nY (U(x)u, x)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
= Resy
n∑
i=1
∑
m≥0
(2pii)m+1ym
m!
((
xi
∂
∂xi
)m
δ
(
x
xi
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)Y (u, y)wi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
∑
l>0
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
xl
xli
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+
n∑
i=1
∑
m≥0
∑
l>0
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
x−l
x−li
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
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+2pii
n∑
i=1
TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)u0wi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0). (2.4)
Note that the left-hand side of (2.4) has no constant term as a series in x.
Thus the constant term (the last term) of the right-hand side as a series in x
must be 0. So we obtain (2.2) and consequently the left-hand side of (2.4) is
equal to the sum of the first two terms in the right-hand side of (2.4). Since
1− q−x ∂∂x acting on any term independent of x is 0, we obtain
(1− q−x ∂∂x ) (TrW˜nY (U(x)u, x)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
−TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
)
=
n∑
i=1
∑
m≥0
∑
l>0
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
xl
xli
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+
n∑
i=1
∑
m≥0
∑
l>0
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
x−l
x−li
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
∑
l>0
(
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
xl
xli
))
+
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
x−l
x−li
)))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0). (2.5)
Note that when acting on nonzero power of x, 1−q−x ∂∂x is invertible. But
on different rings, it has different inverses. Since all the terms in our formulas
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as series in q are lower truncated, (1− q−x ∂∂x )−1 acting on any nonzero power
of x should also be lower truncated as a series in q. Thus we have
(1− q−x ∂∂x )−1xl =


−qlxl
1− ql l > 0
xl
1− ql l < 0.
(2.6)
By (2.5) and (2.6), we obtain
TrW˜nY (U(x)u, x)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
−TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
= (1− q−x ∂∂x )−1
n∑
i=1
∑
m≥0
∑
l>0
(
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
xl
xli
))
+
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
x−l
x−li
)))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
∑
l>0
(
(2pii)m+1
m!
((
xi
∂
∂xi
)m( −qlxl
(1− ql)xli
))
+
(2pii)m+1
m!
((
xi
∂
∂xi
)m(
x−l
(1− ql)x−li
)))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
∑
l>0
(
−(−1)
m(2pii)m+1lm
m!
(
ql
(
xi
x
)−l
1− ql
)
+
(2pii)m+1lm
m!
( (
xi
x
)l
1− ql
))
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
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=
n∑
i=1
∑
m≥0
Pm+1
(xi
x
; q
)
TrW˜nY1(U(x1)w1, x1) ·
· · · Yi−1(U(xi−1)wi−1, xi−1)Yi(U(xi)umwi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0). (2.7)
The identity (2.7) is equivalent to (2.1).
The identities above are proved using purely formal variable approach.
But starting from the next identity, we need to use both formal variables and
complex variables.
Let
℘1(z; τ) =
1
z
+
∑
(k,l)6=(0,0)
(
1
z − (kτ + l) +
1
kτ + l
+
z
(kτ + l)2
)
,
℘2(z; τ) =
1
z2
+
∑
(k,l)6=(0,0)
(
1
(z − (kτ + l))2 −
1
(kτ + l)2
)
= − ∂
∂z
℘1(z; τ)
be the Weierstrass zeta function and the Weierstrass ℘-function, respectively,
and let ℘m(z; τ) for m > 2 be the elliptic functions defined recursively by
℘m+1(z, τ) = − 1
m
∂
∂z
℘m(z; τ). (2.8)
These functions have the following Laurent expansions in the region 0 <
|z| < min(1, |τ |): For m ≥ 1
℘m(z; τ) =
1
zm
+ (−1)m
∑
k≥1
(
2k + 1
m− 1
)
G2k+2(τ)z
2k+2−m (2.9)
where
G2k+2(τ) =
∑
(m,l)6=(0,0)
1
(mτ + l)2k+2
for k ≥ 1 are the Eisenstein series. We also have another Eisenstein series
G2(τ) =
pi2
3
+
∑
m∈Z\{0}
∑
l∈Z
1
(mτ + l)2
.
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The Eisenstein series have the following q-expansions:
G2k+2(τ) = 2ζ(2k + 2) +
2(2pii)2k+2
(2k + 1)!
∑
l≥1
l2k+1qlτ
1− qlτ
where
ζ(2k + 2) =
∑
l≥1
1
l2k+2
and (1− qlτ )−1 is understood as
∑
j≥0 q
jl
τ . For k ≥ 1, let
G˜2k+2(q) = 2ζ(2k + 2) +
2(2pii)2k+2
(2k + 1)!
∑
l≥1
l2k+1ql
1− ql
where (1 − ql)−1 is the formal power series ∑j≥0 qjl. Then G2k+2(τ) =
G˜2k+2(qτ ).
The functions ℘m(z; τ) for m ≥ 1 also have the following q-expansions:
For z ∈ C satisfying 0 < |z| < min(1, |τ |) and |qτ | < |qz| < 1|qτ | and for
m ≥ 1,
℘m(z; τ) = (−1)m
(
Pm(qz; qτ )− ∂
m−1
∂zm−1
(G˜2(qτ )z − pii)
)
. (2.10)
For m ≥ 1, let
℘˜m(y; q) =
1
ym
+ (−1)m
∑
k≥1
(
2k + 1
m− 1
)
G˜2k+2(q)y
2k+2−m ∈ y−mC[[y, q]].
(2.11)
Then for z ∈ C satisfying 0 < |z| < 1 and m ≥ 1,
℘˜m(z; q) = (−1)m
(
Pm(qz; q)− ∂
m−1
∂zm−1
(G˜2(q)z − pii)
)
. (2.12)
We also have
℘˜m(z; qτ ) = ℘m(z; τ)
when m ≥ 1 and 0 < |z| < min(1, |τ |) and |qτ | < |qz| < 1|qτ | . For more
details on the Weierstrass zeta function, the Weierstrass ℘-function and the
Eisenstein series, see [La] and [K].
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Now we assume that for anyWi and W˜i, Yi, i = 1, . . . , n, as in Proposition
2.1, any wi ∈ Wi, i = 1, . . . , n, w˜n ∈ W˜n and w˜′n ∈ W˜ ′n,
〈w˜′n,Y1 (w1, z1) · · · Yn (wn, zn) w˜n〉
is absolutely convergent when |z1| > · · · > |zn| > 0. We also assume that
commutativity and associativity for intertwining operators hold. (For more
details on convergence, commutativity and associativity for intertwining op-
erators, see [H1], [H2], [H4] and [H7].)
Theorem 2.2 Let Wi and W˜i, Yi, i = 1, . . . , n, be as in Proposition 2.1.
Then for any u ∈ V , wi ∈ Wi, i = 1, . . . , n and any integer j satisfying
1 ≤ j ≤ n, we have
TrW˜nY1(U(x1)w1, x1) · · · Yj−1(U(xj−1)wj−1, xj−1) · Yj(U(xj)Y (u, y)wj, xj)
·Yj+1(U(xj+1)wj+1, xj+1) · · · Yn(U(xn)wn, xn)qL(0)
=
∑
m≥0
(−1)m+1
(
℘˜m+1(−y; q) + ∂
m
∂ym
(G˜2(q)y + pii)
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yj−1(U(xj−1)wj−1, xj−1) ·
·Yj(U(xj)umwj, xj)Yj+1(U(xj+1)wj+1, xj+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+
∑
i 6=j
∑
m≥0
Pm+1
(
xi
xje2piiy
; q
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0).
(2.13)
Proof. We first prove the case j = 1. Note that by (1.5),
U(x1)Y (u, y) = xL(0)1 U(1)Y (u, y)(U(1))−1U(1)
= x
L(0)
1 Y (U(e2piiy)u, e2piiy − 1)U(1)
= Y (x
L(0)
1 U(e2piiy)u, x1e2piiy − 1)xL(0)1 U(1)
= Y (U(x1e2piiy)u, x1(e2piiy − 1))U(x1) (2.14)
(recall (1.4)).
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Using (2.14), we see that in the case j = 1, the left-hand side of (2.13) is
equal to
TrW˜nY1(U(x1)Y (u, y)w1, x1)Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
= TrW˜nY1(Y (U(x1e2piiy)u, x1(e2piiy − 1))U(x1)w1, x1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0).
(2.15)
By the properties of intertwining operators, we know that the following
associativity holds: For any w˜1 ∈ W˜1, w˜′n ∈ W˜ ′n,
〈w˜′n,Y1(Y (U(z1qz)u, z1(qz − 1))U(z1)w1, z1)w˜1〉
= 〈w˜′n, Y (U(z1qz)u, z1qz)Y1(U(z1)w1, z1)w˜1〉
for any complex numbers z and z1 satisfying |z1qz| > |z1| > |z1(qz − 1)| > 0
(or equivalently, |qz| > 1 > |qz − 1| > 0 and z1 6= 0), where we choose the
values of zn1 for n ∈ C to be en log z1 , 0 ≤ arg z1 < 2pi (and we shall choose
this value throughout this paper). Thus for any complex numbers z and z1
satisfying |qz| > 1 > |qz − 1| > 0 and z1 6= 0 and for the values en log z1 of zn1
for n ∈ C,
TrW˜nY1(Y (U(z1qz)u, z1(qz − 1))U(z1)w1, z1)·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
= TrW˜nY (U(z1qz)u, z1qz)Y1(U(z1)w1, z1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0) (2.16)
as formal series in x2, . . . , xn and q. Since (2.16) holds for any complex
number z satisfying |qz| > 1 > |qz−1| > 0 and any nonzero complex number
z1, the expansions of both sides of (2.16) as Laurent series in z1 are also equal
for any complex number z satisfying |qz| > 1 > |qz − 1| > 0. Thus we can
replace z1 by the formal variable x1 in (2.16) so that for any complex number
z satisfying |qz| > 1 > |qz − 1| > 0,
TrW˜nY1(Y (U(x1qz)u, x1(qz − 1))U(x1)w1, x1)·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
= TrW˜nY (U(x1qz)u, x1qz)Y1(U(x1)w1, x1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0) (2.17)
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as formal series in x1, . . . , xn and q. Note that the left- and right-hand sides
of (2.17) are well-defined formal series in x1, . . . , xn and q for z ∈ C satisfying
1 > |qz − 1| > 0 and |qz| > 1, respectively.
By (1.4) and (2.1), for any complex number z, we have
TrW˜nY (U(x1qz)u, x)Y1(U(x1)w1, x1)·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
= TrW˜nY (U(x)(U(x))−1U(x1qz)u, x)Y1(U(x1)w1, x1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
=
n∑
i=1
∑
m≥0
Pm+1
(xi
x
; q
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)(2pii)L(0)((U(x))−1U(x1qz)u)mwi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)(U(x))−1U(x1qz)u) ·
·Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0) (2.18)
as formal series in x, x1, . . . , xn and q.
Now for any complex number z satisfying |qz| > 1 and 0 < |z| < 1,
substituting x1qz for x in (2.18) and using (2.12), we obtain
TrW˜nY (U(x1qz)u, x1qz)Y1(U(x1)w1, x1)·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
=
∑
m≥0
Pm+1
(
1
qz
; q
)
TrW˜nY1(U(x1)umw1, x1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
+
n∑
i=2
∑
m≥0
Pm+1
(
xi
x1qz
; q
)
TrW˜nY1(U(x1)w1, x1) ·
· · · Yi−1(U(xi−1)wi−1, xi−1)Yi(U(xi)umwi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0)
=
∑
m≥0
(−1)m+1
(
℘˜m+1(−z; q) + ∂
m
∂zm
(G˜2(q)z + pii)
)
·
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·TrW˜nY1(U(x1)umw1, x1) ·
·Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
+
n∑
i=2
∑
m≥0
Pm+1
(
xi
x1qz
; q
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi) ·
·Yi+1(U(xi+1)wi+1, xi+1) · · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0) (2.19)
as a formal series in x1, . . . , xn and q.
Combining (2.15), (2.17) and (2.19), we see that for any complex number
z satisfying |qz| > 1 and 0 < |z| < 1,
TrW˜nY1(U(x1)Y (u, z)w1, x1)Y2(U(x2)w2, x2) · · · Yn(U(xn)wn, xn)qL(0)
=
∑
m≥0
(−1)m+1
(
℘˜m+1(−z; q) + ∂
m
∂zm
(G˜2(q)z + pii)
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yj−1(U(xj−1)wj−1, xj−1) ·
·Yj(U(xj)umwj, xj)Yj+1(U(xj+1)wj+1, xj+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+
n∑
i=2
∑
m≥0
Pm+1
(
xi
x1qz
; q
)
·
·TrW˜nY1(U(x1)w1, x1) · · · Yi−1(U(xi−1)wi−1, xi−1) ·
·Yi(U(xi)umwi, xi)Yi+1(U(xi+1)wi+1, xi+1) ·
· · · Yn(U(xn)wn, xn)qL(0)
+TrW˜no(U(1)u)Y1(U(x1)w1, x1) · · · Yn(U(xn)wn, xn)qL(0).
(2.20)
as a formal series in x1, . . . , xn and q. Since both sides of (2.20) are formal
series in x1, . . . , xn and q whose coefficients are convergent Laurent series in z
near z = 0, the truth of (2.20) in the region given by |qz| > 1 and 0 < |z| < 1
implies that (2.20) holds near z = 0. Thus (2.13) holds in the case of j = 1.
We now prove the theorem in the general case. We use induction on j.
Assume that for j = k < n, (2.13) holds. We want to prove that (2.13) holds
when j = k + 1. Fix z0i ∈ C, i = 1, . . . , n, satisfying |z01 | > · · · > |z0n| > 0, let
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γk be the path in
Mn = {(z1, . . . , zn) ∈ Cn | zi 6= 0, zi 6= zl, i 6= l}
from (z01 , . . . , z
0
k, z
0
k+1, . . . , z
0
n) to (z
0
1 , . . . , z
0
k+1, z
0
k, . . . , z
0
n) given by
γk(t) = (z
0
1 , . . . , e
(1−t) log z0
k
+t log z0
k+1 , et log z
0
k
+(1−t) log z0
k+1, . . . , z0n).
(Actually just as the choices of z0i ∈ C, i = 1, . . . , n, the choice of γk can
also be arbitrary. Here to be more specific, we explicitly give one particular
choice.) Given any branch of a multivalued analytic function of z1, . . . , zn
in the simply connected region |z1| > · · · > |zn| > 0, 0 ≤ arg zi < 2pi,
i = 1, . . . , n, we have a unique analytic extension of this branch to the region
|z1| > · · · > |zk−1| > |zk+1| > |zk| > |zk+2| > · · · > |zn| > 0,
0 ≤ arg zi < 2pi, i = 1, . . . , n, (2.21)
determined by the path γk. By commutativity for intertwining operators,
there exist V -modules Wˆk and intertwining operators Yˆk and Yˆk+1 of types(
Wˆk
WkW˜k+1
)
and
( W˜k−1
Wk+1Wˆk
)
, respectively, such that for any wi ∈ Wi, i = 1, . . . , n,
w˜n ∈ W˜n and w˜′n ∈ W˜ ′n, the branch of the analytic extension along γk of
〈w˜′n,Y1(w1, z1) · · · Yk(wk, zk)Yk+1(wk+1, zk+1) · · · Yn(wn, zn)w˜n〉
to the region (2.21), is equal to
〈w˜′n,Y1(w1, z1) · · · Yk−1(wk−1, zk−1)Yˆk+1(wk+1, zk+1)·
·Yˆk(wk, zk)Yk+2(wk+2, zk+2) · · · Yn(wn, zn)w˜n〉
in the same region.
By induction assumption, (2.13) holds when j = k. So (2.13) holds when
wj, wj+1, xj , xj+1, Yj and Yj+1 in (2.13) are replaced by wk+1, wk, xk+1, xk,
Yˆk+1 and Yˆk, respectively. Then when we substitute z1, . . . , zn ∈ C in the
region (2.21) for x1, . . . , xn, respectively, (2.13) becomes an identity for formal
Laurent series in q whose coefficients are single-valued analytic branches in
the same region. By the commutativity stated above, we know that all these
coefficients can be analytically extended back to the region |z1| > · · · >
|zn| > 0, 0 ≤ arg zi < 2pi, i = 1, . . . , n, along the path γ−1k to the single-valued
analytic branches which are nothing but the coefficients of the formal Laurent
23
series in q obtained by substituting in (2.13) (with j = k + 1) z1, · · · , zn ∈ C
for x1, . . . , xn, respectively, when z1, · · · , zn are in the region |z1| > · · · >
|zn| > 0, 0 ≤ arg zi < 2pi, i = 1, . . . , n. Since these analytic extensions are
unique, we see that (2.13) with j = k + 1 holds.
Remark 2.3 In the proof of the theorem above, the use of the complex
variable approach is essential. If we use formal variable approach, in the case
of j = 1, the proof seems to be more complicated and in the case of j > 1,
certain identities can still be obtained but they would involve P ( xiq
xje2piiy
; q)
(note the extra q in the first argument) for i < j. (After an early version
of the present paper was finished and circulated, Milas informed the author
that he also obtained independently some identities similar to (2.1), (2.2)
and the j = 1 case of (2.13).) In fact, eventually we will have multivalued
analytic functions corresponding to flat sections of certain vector bundles
with flat connections over the moduli spaces of genus-one Riemann surfaces
with punctures and standard local coordinates vanishing at the punctures. So
if the convergence is proved, those identities with extra q’s and the identities
in the theorem above are related by analytic extensions. But if we have
only the identities involving extra q’s, we would not even be able to prove
the convergence of the series and therefore cannot construct the multivalued
analytic functions.
Let G|z1|>···>|zn|>0 be the space of all multivalued analytic functions in
z1, . . . , zn defined on the region |z1| > · · · > |zn| > 0 with preferred branches
in the simply-connected region |z1| > · · · > |zn| > 0, 0 ≤ arg zi < 2pi,
i = 1, . . . , n. For any f(z1, . . . , zn) ∈ G|z1|>···>|zn|>0, we have a multivalued
analytic functions f(qz1, . . . , qzn) in z1, . . . , zn defined on the region |qz1| >
· · · > |qzn | > 0. All such functions form a space G|qz1 |>···>|qzn |>0. We see that
TrW˜nY1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)qL(0)
and
G˜2k+2(q)TrW˜nY1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)qL(0)
for k ≥ 1 are elements of G|qz1 |>···>|qzn |>0((q)).
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Theorem 2.4 Let Wi and W˜i, Yi, i = 1, . . . , n, be as in Proposition 2.1.
Then for any u ∈ V , wi ∈ Wi, i = 1, . . . , n, any integer j satisfying 1 ≤ j ≤ n
and any l ∈ Z+, in G|qz1 |>···>|qzn |>0((q)), we have
TrW˜nY1(U(qz1)w1, qz1) · · · Yj−1(U(qzj−1)wj−1, qzj−1)Yj(U(qzj )u−lwj , qzj)·
·Yj+1(U(qzj+1)wj+1, qzj+1) · · · Yn(U(qzn)wn, qzn)qL(0)
=
∑
k≥1
(−1)l+1
(
2k + 1
l − 1
)
G˜2k+2(q)TrW˜nY1(U(qz1)w1, qz1) ·
· · · Yj−1(U(qzj−1)wj−1, qzj−1)Yj(U(qzj )u2k+2−lwj, qzj ) ·
·Yj+1(U(qzj+1)wj+1, qzj+1) · · · Yn(U(qzn)wn, qzn)qL(0)
+
∑
i 6=j
∑
m≥0
(−1)m+l
(−m− 1
l − 1
)
℘˜m+l(zi − zj ; q)TrW˜nY1(U(qz1)w1, qz1) ·
· · · Yi−1(U(qzi−1)wi−1, qzi−1)Yi(U(qzi)umwi, qzi) ·
·Yi+1(U(qzi+1)wi+1, qzi+1) · · · Yn(U(qzn)wn, qzn)qL(0)
+δl,1G˜2(q)
n∑
i=1
TrW˜nY1(U(qz1)w1, qz1) · · · Yi−1(U(qzi−1)wi−1, qzi−1) ·
·Yi(U(qzi)(u1 + u0zi)wi, qzi)Yi+1(U(qzi+1)wi+1, qzi+1) ·
· · · Yn(U(qzn)wn, qzn)qL(0)
+δl,1TrW˜no(U(1)u)Y1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)qL(0). (2.22)
Proof. Let z1, . . . , zn ∈ C satisfying |qz1 | > · · · > |qzn | > 0. Then from
(2.14) and the domain of convergence of the q-coefficients of Pm(
qzi
qzj qz
, q) for
m ≥ 1, we see that for z in a sufficiently small neighborhood of 0, we can
substitute z, qz1 , . . . , qzn for y, x1, . . . , xn in (2.13) so that both sides of (2.13)
become formal series in q whose coefficients are analytic functions of z. Using
(2.12) after these substitutions, we obtain
TrW˜nY1(U(qz1)w1, qz1) · · · Yj−1(U(qzj−1)wj−1, qzj−1)Yj(U(qzj )Y (u, z)wj, qzj )·
·Yj+1(U(qzj+1)wj+1, qzj+1) · · · Yn(U(qzn)wn, qzn)qL(0)
=
∑
m≥0
(−1)m+1
(
℘˜m+1(−z; q) + ∂
m
∂zm
(G˜2(q)z + pii)
)
·
·TrW˜nY1(U(qz1)w1, qz1) · · · Yj−1(U(qzj−1)wj−1, qzj−1) ·
·Yj(U(qzj )umwj, qzj)Yj+1(U(qzj+1)wj+1, qzj+1) ·
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· · · Yn(U(qzn)wn, qzn)qL(0)
+
∑
i 6=j
∑
m≥0
(−1)m+1
(
℘˜m+1(zi − zj − z; q)
+(−1)m+1 ∂
m
∂zmi
(G˜2(q)(zi − zj − z)− pii)
)
·
·TrW˜nY1(U(qz1)w1, qz1) · · · Yi−1(U(qzi−1)wi−1, qzi−1) ·
·Yi(U(qzi)umwi, qzi)Yi+1(U(qzi+1)wi+1, qzi+1) ·
· · · Yn(U(qzn)wn, qzn)qL(0)
+TrW˜no(U(1)u)Y1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)qL(0). (2.23)
For l > 2, taking the zl−1-coefficients of both sides of (2.23) and using (2.8),
(2.11) and the Taylor expansion formulas for ℘˜m+1(zi−zj−z; q) as functions
of z, we obtain (2.22) in this case. For l = 2, the right-hand side contains an
extra term
−G˜2(q)
n∑
i=1
TrW˜nY1(U(qz1)w1, qz1) · · · Yi−1(U(qzi−1)wi−1, qzi−1)·
·Yi(U(qzi)u0wi, qzi)Yi+1(U(qzi+1)wi+1, qzi+1) · · · Yn(U(qzn)wn, qzn)qL(0)
which is equal to 0 by (2.2). For l = 1, the right-hand side contains the two
extra terms in the right-hand side of (2.22) and also contains terms
−pi
n∑
i=1
TrW˜nY1(U(qz1)w1, qz1) · · · Yi−1(U(qzi−1)wi−1, qzi−1)·
·Yi(U(qzi)u0wi, qzi)Yi+1(U(qzi+1)wi+1, qzi+1) · · · Yn(U(qzn)wn, qzn)qL(0)
and
−zj
n∑
i=1
TrW˜nY1(U(qz1)w1, qz1) · · · Yi−1(U(qzi−1)wi−1, qzi−1)·
·Yi(U(qzi)u0wi, qzi)Yi+1(U(qzi+1)wi+1, qzi+1) · · · Yn(U(qzn)wn, qzn)qL(0)
which are again equal to 0 by (2.2).
Since both sides of (2.22) are in G|qz1 |>···>|qzn |>0((q)), (2.22) hold in this
space.
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3 Differential equations
We shall fix a positive integer n in this section. Let
R = C[G˜4(q), G˜6(q), ℘˜2(zi − zj ; q), ℘˜3(zi − zj ; q)]i,j=1,...,n, i<j ,
that is, the commutative associative algebra over C generated by the series
G˜4(q), G˜6(q), ℘˜2(zi − zj ; q) and ℘˜3(zi − zj ; q) for i, j = 1, . . . , n satisfying
i < j. (Note that by definition, when n = 1, R is the commutative associative
algebra over C generated by the series G˜4(q) and G˜6(q).) By definition, R is
finitely generated over the field C and thus is Noetherian. We have:
Lemma 3.1 For k ≥ 2, m ≥ 2, i, j = 1, . . . , n, i 6= j,
G˜2k(q), ℘˜m(zi − zj ; q) ∈ R.
Proof. It is known (see, for example, [K]) that any modular form can be
written as a polynomial of G4(τ) and G6(τ). In particular, G2k(τ) for k ≥ 2
can be written as polynomials of G4(τ) and G6(τ). Since G˜2k(q) for k ≥ 2 are
nothing but the q-expansions of G2k(τ), they can be written as polynomials
of G˜4(q) and G˜6(q) and thus are elements of R. Also using the relation
∂
∂z
℘2(z; τ)
2 = 4℘2(z; τ)
3 − 60G4(τ)℘2(z; τ)− 140G6(τ)
(see, for example, [K] or [La]) and induction, it is easy to see that ℘m(z, τ)
for m ≥ 2 can be written as polynomials of G4(τ), G6(τ), ℘2(z; τ) and
∂
∂z
℘2(z; τ) = −2℘3(z; τ).
Since G˜4(q), G˜6(q) and ℘˜m(z; q) form ≥ 2 are nothing but the q-expansion of
G4(τ), G6(τ) and ℘m(z; τ), respectively, ℘˜m(z; q) for m ≥ 2 can be written as
polynomials of G˜4(q), G˜6(q), ℘˜2(z; q) and ℘˜3(z; q). Consequently for m ≥ 2
and i, j = 1, . . . , n, i < j, ℘˜m(zi − zj ; q) can be written as polynomials of
G˜4(q), G˜6(q), ℘˜2(zi − zj ; q) and ℘˜3(zi − zj ; q) and thus are elements of R.
Since ℘˜m(z; q) for m ≥ 2 are either even or odd in z, ℘˜m(zi−zj ; q) for m ≥ 2,
i, j = 1, . . . , n, i > j are also in R.
As in the preceding two sections, we fix a vertex operator algebra V of
central charge c in this section. We say that a V -module W is C2-cofinite or
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satisfies the C2-cofiniteness condition if dimW/C2(W ) < ∞, where C2(W )
is the subspace of W spanned by elements of the form u−2w for u ∈ V and
w ∈ W . In this section, we assume that all V -modules are R-graded and
C2-cofinite. We also assume that for any Wi and W˜i, Yi, i = 1, . . . , n, as in
Proposition 2.1, any wi ∈ Wi (i = 1, . . . , n), w˜n ∈ W˜n and w˜′n ∈ W˜ ′n,
〈w˜′n,Y1 (w1, z1) · · · Yn (wn, z1) w˜n〉W˜n
is absolutely convergent when |z1| > · · · > |zn| > 0. We also assume that the
commutativity and associativity for intertwining operators hold. Note that
all the conditions on the vertex operator algebra V assumed in the preceding
two sections hold. So we can use the results of these sections.
Let T = R ⊗W1 ⊗ · · · ⊗Wn. Then T and also G|qz1 |>···>|qzn |>0((q)) are
R-modules.
Let J be the R-submodule of T generated by elements of the form
Aj(u;w1, . . . , wn)
= 1⊗ w1 ⊗ · · · ⊗ wj−1 ⊗ u−2wj ⊗ wj+1 ⊗ · · · ⊗ wn
+
∑
k≥1
(2k + 1)G˜2k+2(q)⊗ w1 ⊗ · · · ⊗ wj−1 ⊗ u2kwj ⊗ wj+1 ⊗ · · · ⊗ wn
+
∑
i 6=j
∑
m≥0
(−1)m(m+ 1)
℘˜m+2(zi − zj ; q)⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ umwi ⊗ wi+1 ⊗ · · · ⊗ wn
for j = 1, . . . , n and wi ∈ Wi, i = 1, . . . , n.
The gradings (by conformal weights) on Wi for i = 1, . . . , n induce a
grading on T and this grading on T induces a grading on J . We shall use
T(r) and J(r) to denote the homogeneous subspaces of T and J , respectively,
of conformal weight r ∈ R. Let Fr(T ) =
∐
s≤r T(s) and Fr(J) =
∐
s≤r J(s).
We also introduce another grading on R and T . We say that the elements
G˜2k(q) for any k ≥ 1 have modular weight 2k and the element ℘˜m(zi − zj ; q)
for any m ≥ 2 and i < j have modular weight m. These modular weights
of the generators of R give a grading which is called the grading by modular
weights. For m ∈ Z, let Rm be the subspace of R consisting of all elements of
modular weight m. Then we have Rm = 0 if m < 0 and R = ⊕m∈NRm. An
element of T is said to have modular weight m if it is a linear combination
of elements of the form f ⊗ w1 ⊗ · · · ⊗ wn where w1 ∈ W1, . . . , wn ∈ Wn are
homogeneous and f ∈ R has modular weight m−∑ni=1wt wi. We have:
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Proposition 3.2 Let w1 ∈ W1, . . . , wn ∈ Wn be homogeneous. For j =
1, . . . , n, Aj have modular weight
∑n
i=1wt wi + 2. In particular, the grading
by modular weights on T induce a grading, also called the grading by modular
weights, on T/J .
Proof. The conclusion follows directly from the definition of Aj.
Proposition 3.3 There exists N ∈ R such that for any r ∈ R, Fr(T ) ⊂
Fr(J) + FN(T ). In particular, T = J + FN(T ).
Proof. Since dimWi/C2(Wi) <∞ for i = 1, . . . , n, there exists N ∈ R such
that
∐
r>N
T(r) ⊂
n∑
j=1
R⊗W1 ⊗ · · · ⊗Wj−1 ⊗ C2(Wj)⊗Wj+1 ⊗Wn. (3.1)
We use induction on r ∈ R. If r is equal to N , FN (T ) ⊂ FN(J) +FN(T ).
Now we assume that Fr(T ) ⊂ Fr(J) + FN (T ) for r < s where s > N . We
want to show that any homogeneous element of T(s) can be written as a sum
of an element of Fs(J) and an element of FN(T ). Since s > N , by (3.1),
any element of T(s) is an element of the right-hand side of (3.1). Thus this
element of T(s) is a sum of elements of
R⊗W1 ⊗ · · · ⊗Wj−1 ⊗ C2(Wj)⊗Wj+1 ⊗Wn
for j = 1, . . . , n. So we need only discuss elements of the form
1⊗ w1 ⊗ · · · ⊗ wj−1 ⊗ u−2wj ⊗ wj+1 ⊗ · · · ⊗ wn (3.2)
where wi ∈ Wi for i = 1, . . . , n and u ∈ V . By assumption, the conformal
weight of (3.2) is s and the conformal weights of
1⊗ w1 ⊗ · · · ⊗ wj−1 ⊗ u2kwj ⊗ wj+1 ⊗ · · · ⊗ wn
for k ∈ Z+ and
1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ umwi ⊗ wi+1 ⊗ · · · ⊗ wn
for i 6= j and m ≥ 0 are all less than the conformal weight s of (3.2). So
Aj(u;w1, . . . , wn) ∈ Fs(J). Thus (3.2) can be written as a sum of an element
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of Fs(J) and elements of T of conformal weights less than s. Then by the
induction assumption, we know that (3.2) can be written as a sum of an
element of Fs(J) and an element of FN (T ).
Now we have
T = ∪r∈RFr(T )
⊂ ∪r∈RFr(J) + FN (T )
= J + FN(T ).
But we know that J + FN (T ) ⊂ T . So we have T = J + FN(T ).
Corollary 3.4 The quotient R-module T/J is finitely generated.
Proof. Since T = J+FN(T ) and FN (T ) is finitely-generated, T/J is finitely-
generated.
For V -modules Wi and W˜i, i = 1, . . . , n, and intertwining operators Yi,
i = 1, . . . , n, as in Proposition 2.1, and for any wi ∈ Wi, i = 1, . . . , n, we
shall consider the element
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; q)
= TrW˜nY1(U(qz1)w1, qz1) · · · Y1(U(qzn)wn, qzn)qL(0)−
c
24 (3.3)
of G|qz1 |>···>|qzn |>0((q)). The map from W1 ⊗ · · · ⊗Wn to N given by
w1 ⊗ · · · ⊗ wn 7→ FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; q)
can be naturally extended to an R-module map
ψY1,...,Yn : T → G|qz1 |>···>|qzn |>0((q)).
Remark 3.5 We consider (3.3) instead of
TrW˜nY1
(
qL(0)z1 w1, qz1
) · · · Yn (qL(0)zn wn, qz1) qL(0)− c24
because (3.3) satisfies simple identities and have simple duality properties.
Geometrically, (3.3) corresponds to a torus with punctures and local coordi-
nates whose local coordinates at the punctures are the standard ones in terms
of the global coordinates on the torus obtained from the parallelogram defin-
ing the torus. In fact, to construct and study chiral genus-one correlation
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functions, we need to use the description of tori in terms of parallelograms.
But geometrically q-traces of products of intertwining operators correspond
to annuli, not such parallelograms. Thus we have to use the conformal trans-
formation w 7→ w˜ = qw to map parallelograms to annuli. Under this map,
the standard local coordinates w˜− qzi vanishing at qzi for i = 1, . . . , n on an
annulus are not pulled back to the standard local coordinates w−zi vanishing
at zi, respectively, on the corresponding parallelogram. The operators U(qzi)
for i = 1, . . . , n correspond exactly to the local coordinates vanishing at qzi ,
respectively, on the annulus such that their pull-backs to the parallelogram
are the standard local coordinates vanishing at zi, respectively.
We have:
Proposition 3.6 The R-submodule J of T is in the kernel of ψY1,...,Yn.
Proof. This result follows from the definitions of J and ψY1,...,Yn and the case
l = 2 of (2.22) immediately.
Proposition 3.7 (L(−1)-derivative property) Let Wi and W˜i for i =
1, . . . , n be V -modules and Yi intertwining operators of types
(W˜i−1
WiW˜i
)
(i =
1, . . . , n, W˜0 = W˜n), respectively. Then
∂
∂zj
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; q)
= FY1,...,Yn(w1, . . . , wj−1, L(−1)wj, wj+1, . . . , wn; z1, . . . , zn; q)
for 1 ≤ j ≤ n and wi ∈ Wi, i = 1, . . . , n.
Proof. The result follows immediately from the definition (3.3) and Propo-
sition 1.3.
Lemma 3.8 Let Wi and W˜i for i = 1, . . . , n be V -modules and Yi intertwin-
ing operators of types
(
W˜i−1
WiW˜i
)
(i = 1, . . . , n, W˜0 = W˜n), respectively. Then
for j = 1, . . . , n and any homogeneous elements w1 ∈ W1, . . . , wn ∈ Wn,(
(2pii)2q
∂
∂q
+ G˜2(q)
n∑
i=1
wt wi + G˜2(q)
n∑
i=1
zi
∂
∂zi
−
∑
i 6=j
℘˜1(zi − zj ; q) ∂
∂zi
)
·
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·FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; q)
= FY1,...,Yn(w1, . . . , wj−1, L(−2)wj, wj+1, . . . , wn; z1, . . . , zn; q)
−
∑
k≥1
G˜2k+2(q) ·
·FY1,...,Yn(w1, . . . , wj−1, L(2k)wj, wj+1, . . . , wn; z1, . . . , zn; q)
+
∑
i 6=j
∑
m≥1
(−1)m℘˜m+1(zi − zj ; q) ·
·FY1,...,Yn(w1, . . . , wi−1, L(m− 1)wi, wi+1, . . . , wn; z1, . . . , zn; q).
(3.4)
Proof. In (2.22), we take u = ω and l = 1. Using ωm = L(m− 1) for m ∈ Z
and Lemma 1.1, we obtain (3.4).
For simplicity, we introduce, for any α ∈ C, the notation
Oj(α) = (2pii)2q ∂
∂q
+ G˜2(q)α+ G˜2(q)
n∑
i=1
zi
∂
∂zi
−
∑
i 6=j
℘˜1(zi − zj ; q) ∂
∂zi
for j = 1, . . . , n. We shall also use the notation
m∏
j=1
O(αj)
to denote
O(α1) · · ·O(αm).
Note the order of the product. We have:
Theorem 3.9 Let V be a vertex operator algebra satisfying the conditions
stated in the beginning of this section and let Wi for i = 1, . . . , n be V -
modules. Then for any homogeneous wi ∈ Wi (i = 1, . . . , n), there exist
ap, i(z1, . . . , zn; q) ∈ Rp, bp, i(z1, . . . , zn; q) ∈ R2p
for p = 1, . . . , m and i = 1, . . . , n such that for any V -modules W˜i (i =
1, . . . , n) and intertwining operators Yi of types
(W˜i−1
WiW˜i
)
(i = 1, . . . , n, W˜0 =
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W˜n), respectively, the series (3.3) satisfies the expansion of the system of
differential equations
∂mϕ
∂zmi
+
m∑
p=1
ap, i(z1, . . . , zn; q)
∂m−pϕ
∂zm−pi
= 0, (3.5)
m∏
k=1
Oi
(
n∑
i=1
wt wi + 2(m− k)
)
ϕ
+
m∑
p=1
bp, i(z1, . . . , zn; q)
m−p∏
k=1
Oi
(
n∑
i=1
wt wi + 2(m− p− k)
)
ϕ = 0, (3.6)
i = 1, . . . , n, in the regions 1 > |qz1 | > · · · > |qzn| > |q| > 0.
Proof. For fixed wi ∈ Wi, i = 1, . . . , n, let Πi for i = 1, . . . , n be the R-
submodules of T/J generated by
[1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ Lk(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn] (3.7)
for k ∈ N, respectively. Since R is Noetherian and T/J is a finitely-generated
R-module, the R-submodules Πi for i = 1, . . . , n are all finitely-generated.
Thus there exist ap, i(z1, . . . , zn; q) ∈ R for p = 1, . . . , m and i = 1, . . . , n such
that in Πi
[1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ Lm(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn]
+
m∑
p=1
ap, i(z1, . . . , zn; q) ·
·[1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ Lm−p(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn]
= 0. (3.8)
(Note that in the argument above, we actually first obtain ap, i(z1, . . . , zn; q)
for p = 1, . . . , m for any fixed i. Thus m in fact depends on i. But since
there are only finitely many i, we can always choose a sufficiently largem such
that it is independent of i.) Since for any k ≥ 0, (3.7) has modular weight∑n
i=1wi + k, we see from (3.8) that ap, i(z1, . . . , zn; q) for p = 1, . . . , m and
i = 1, . . . , n can be chosen to have modular weights p. Applying ψY1,...,Yn to
both sides of (3.8) and then using the L(−1)-derivative property (Proposition
3.7) for (3.3), we see that (3.3) satisfies the equations (3.5).
33
On the other hand, let Qi : T → T for i = 1, . . . , n be the linear map
defined by
Qi(1⊗ w1 ⊗ · · · ⊗ wn)
= 1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ L(−2)wi ⊗ wi+1 ⊗ · · · ⊗ wn
−
∑
k≥1
G˜2k+2(q)⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ L(2k)wi ⊗ wi+1 ⊗ · · · ⊗ wn
+
∑
j 6=i
∑
m≥1
(−1)m℘˜m+1(zj − zi; q)
⊗w1 ⊗ · · · ⊗ wi−1 ⊗ L(m− 1)wi ⊗ wi+1 ⊗ · · · ⊗ wn.
For the same fixed wi ∈ Wi, i = 1, . . . , n, as above, let Λi for i = 1, . . . , n be
the R-submodules of T/J generated by [Qki (1⊗w1⊗· · ·⊗wn)] for k ≥ 0. Since
R is Noetherian and T/J is a finitely-generated R-module, the R-submodule
Λi is also finitely generated. Thus there exist bp, i(z1, . . . , zn; q) ∈ R for
p = 1, . . . , m and for i = 1, . . . , n such that in Λi
[Qmi (1⊗w1⊗ · · ·⊗wn)] +
t∑
p=1
bp, i(z1, . . . , zn; q)[Qt−pi (1⊗w1⊗ · · ·⊗wn)] = 0.
(3.9)
(Note that using the same argument above we can always find m sufficiently
large such that it is independent of i. But in general it might be different
from the m in (3.8). But we can always take the m in (3.8) and the m
obtained here to be sufficiently large so that these two m are equal.) Since
[Qki (1⊗ w1 ⊗ · · · ⊗ wn)] for any k ≥ 0 has modular weight
∑n
i=1wi + 2k, we
see from (3.9) that bp, i(z1, . . . , zn; q) for p = 1, . . . , m and i = 1, . . . , n can be
chosen to have modular weights 2p. Applying ψY1,...,Yn to both sides of (3.9)
and then using (3.4), we see that (3.3) satisfies (3.6).
4 Chiral genus-one correlation functions and
genus-one duality
In this section, using the systems of differential equations obtained in the
preceding section, we construct chiral genus-one correlation functions and
establish their duality properties.
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We still fix a vertex operator algebra V satisfying the same conditions
assumed in the preceding section.
Theorem 4.1 In the region 1 > |qz1 | > · · · > |qzn| > |qτ | > 0, the series
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; qτ ) (4.1)
is absolutely convergent and can be analytically extended to a (multivalued)
analytic function in the region given by ℑ(τ) > 0 (here ℑ(τ) is the imaginary
part of τ), zi 6= zj + kτ + l for i, j = 1, . . . , n, i 6= j, k, l ∈ Z.
Proof. We know that the coefficients of (4.1) as a series in powers of qτ are
absolutely convergent when 1 > |qz1 | > · · · > |qzn | > 0. So for fixed z1, . . . , zn
satisfying 1 > |qz1 | > · · · > |qzn | > 0, (4.1) is a well-defined series in powers
of qτ . For fixed z1, . . . , zn satisfying 1 > |qz1 | > · · · > |qzn | > |qτ | > 0,
the ordinary differential equation (3.6) with the variable qτ has a regular
singular point at qτ = 0. Since the series (4.1) satisfies (3.6) with q = qτ , it is
absolutely convergent as a series in powers of qτ . Since the coefficients of the
equation (3.6) are analytic in z1, . . . , zn, the sum of (4.1) as a series in powers
of qτ is also analytic in z1, . . . , zn. In particular, (4.1) as the expansion of an
analytic function in the region 1 > |qz1 | > · · · > |qzn| > |qτ | > 0 must be
absolutely convergent as a series of multiple sums. Thus the sum of this series
is analytic in z1, . . . , zn and qτ and give a (multivalued) analytic function in
the region 1 > |qz1 | > · · · > |qzn | > |qτ | > 0. So the first part of the theorem
is proved.
Now we know that the coefficients of the system (3.5)–(3.6) with q = qτ
are analytic in z1, . . . , zn and τ with the only possible singularities zi 6=
zj + kτ + l for i, j = 1, . . . , n, i 6= j, k, l ∈ Z. So (4.1) as a solution of the
system in the region 1 > |qz1| > · · · > |qzn | > |q| > 0 can be analytically
extended to the region given by ℑ(τ) > 0, zi 6= zj + kτ + l for i, j = 1, . . . , n,
i 6= j, k, l ∈ Z.
We shall call functions in the region ℑ(τ) > 0, zi 6= zj + kτ + l for
i, j = 1, . . . , n, i 6= j, k, l ∈ Z obtained by analytically extending (4.1) (chiral)
genus-one correlation functions or simply genus-zero correlation functions
and we shall use
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ) (4.2)
to denote these functions.
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Theorem 4.2 (Genus-one commutativity) LetWi and W˜i be V -modules
and Yi intertwining operators of types
(W˜i−1
WiW˜i
)
(i = 1, . . . , n, W˜0 = W˜n), re-
spectively. Then for any 1 ≤ k ≤ n − 1, there exist V -modules Wˆk and
intertwining operators Yˆk and Yˆk+1 of types
(
Wˆk
WkW˜k+1
)
and
( W˜k−1
Wk+1Wˆk
)
, respec-
tively, such that
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; qτ )
and
FY1,...,Yk−1,Yˆk+1,Yˆk,Yk+2...,Yn(w1, . . . , wk−1, wk+1, wk, wk+2, . . . , wn;
z1, . . . , zk−1, zk+1, zk, zk+2, . . . , zn; qτ )
are analytic extensions of each other, or equivalently,
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ)
= FY1,...,Yk−1,Yˆk+1,Yˆk,Yk+2...,Yn(w1, . . . , wk−1, wk+1, wk, wk+2, . . . , wn;
z1, . . . , zk−1, zk+1, zk, zk+2, . . . , zn; τ).
More generally, for any σ ∈ Sn, there exist V -modules Wˆi (i = 1, . . . , n) and
intertwining operators Yˆi of types
( Wˆi−1
Wσ(i)Wˆi
)
(i = 1, . . . , n, Wˆ0 = Wˆn = W˜n),
respectively, such that
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; qτ )
and
FYˆ1,...,Yˆn(wσ(1), . . . , wσ(n); zσ(1), . . . , zσ(n); qτ )
are analytic extensions of each other, or equivalently,
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ)
= F Yˆ1,...,Yˆn(wσ(1), . . . , wσ(n); zσ(1), . . . , zσ(n); τ).
Proof. This follows immediately from commutativity for intertwining oper-
ators.
For any V -module W and r ∈ R, we use Pr to denote the projection from
W or W to W(r).
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Theorem 4.3 (Genus-one associativity) Let Wi and W˜i for i = 1, . . . , n
be V -modules and Yi intertwining operators of types
(W˜i−1
WiW˜i
)
(i = 1, . . . , n,
W˜0 = W˜n), respectively. Then for any 1 ≤ k ≤ n−1, there exist a V -module
Wˆk and intertwining operators Yˆk and Yˆk+1 of types
(
Wˆk
WkWk+1
)
and
( W˜k−1
WˆkW˜k+1
)
,
respectively, such that
FY1,...,Yk−1,Yˆk+1,Yk+2,...,Yn(w1, . . . , wk−1, Yˆ(wk, zk − zk+1)wk+1,
wk+2, . . . , wn; z1, . . . , zk−1, zk+1, . . . , zn; τ)
=
∑
r∈R
FY1,...,Yk−1,Yˆk+1,Yk+2,...,Yn(w1, . . . , wk−1, Pr(Yˆ(wk, zk − zk+1)wk+1),
wk+2, . . . , wn; z1, . . . , zk−1, zk+1, . . . , zn; τ)
(4.3)
is absolutely convergent when 1 > |qz1 | > · · · > |qzk−1| > |qzk+1| > . . . >
|qzn| > |qτ | > 0 and 1 > |q(zk−zk+1) − 1| > 0 and is convergent to
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ)
when 1 > |qz1 | > · · · > |qzn| > |qτ | > 0 and |q(zk−zk+1)| > 1 > |q(zk−zk+1)−1| >
0.
Proof. Using Proposition 1.4, we know that for any 1 ≤ k ≤ n − 1, there
exist a V -module W˜k and intertwining operators Yˆk and Yˆk+1 of
(
Wˆk
WkWk+1
)
and
( W˜k−1
WˆkW˜k+1
)
, respectively, such that for any z1, . . . , zn ∈ C satisfying 1 >
|qz1| > . . . > |qzn| > 0 and |qzk+1| > |qzk − qzk+1| > 0, we have
〈w˜′n,Y1(U(qz1)w1, qz1) · · · Yk−1(U(qzk−1)wk−1, qzk−1)·
·Yˆk+1(U(qzk+1)Yˆk(wk, zk − zk+1)wk+1, qzk+1) ·
·Yk+2(U(qzk+2)wk+2, qzk+2) · · · Yn(U(qzn)wn, qzn)w˜n〉
= 〈w˜′n,Y1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)w˜n〉 (4.4)
for any w˜n ∈ W˜n and w˜′n ∈ W˜ ′n. Thus as series in q,
TrW˜nY1(U(qz1)w1, qz1) · · · Yk−1(U(qzk−1)wk−1, qzk−1)·
·Yˆk+1(U(qzk+1)Yˆk(wk, zk − zk+1)wk+1, qzk+1) ·
·Yk+2(U(qzk+2)wk+2, qzk+2) · · · Yn(U(qzn)wn, qzn)qL(0)−
c
24
= TrW˜nY1(U(qz1)w1, qz1) · · · Yn(U(qzn)wn, qzn)qL(0)−
c
24 . (4.5)
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Since the right-hand side of (4.5) is convergent absolutely when q = qτ and
1 > |qz1 | > · · · > |qzn | > |qτ | > 0, the left-hand side is also convergent
absolutely when q = qτ , 1 > |qz1| > · · · > |qzn| > |qτ | > 0 and |qzk+1| >
|qzk − qzk+1| > 0. Also, since the right-hand side of (4.5) satisfies the system
(3.5)–(3.6), so does the left-hand side. Thus the left-hand side of (4.5) with
q = qτ is convergent absolutely to an analytic function, in the region 1 >
|qz1| > · · · > |qzn | > |qτ | > 0 and |qzk+1| > |qzk − qzk+1| > 0, which can be
analytically extended to the multivalued function
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ)
on Cn×H. Moreover, in the region 1 > |qz1| > · · · > |qzk−1 | > |qzk+1| > . . . >
|qzn| > |qτ | > 0 and 1 > |q(zk−zk+1) − 1| > 0, this function has the expansion
(4.3), proving the theorem.
5 The regularity of the singular points for
fixed q = qτ
In this section, we prove that for fixed τ ∈ H, we can actually obtain the
coefficients in the system (3.5) with q = qτ such that (3.5) with q = qτ is
regular at its singular points of the form zi = zj + ατ + β for 1 ≤ i < j ≤ n.
In particular, at these singular points, all the chiral genus-one correlation
functions as functions of z1, . . . , zn are regular. The method used here is
an adaption of the method used in [H9]. Though it will be important for
the further study of chiral genus-one correlation functions, the result in this
section will not be needed in the next two sections.
As in the genus-zero case discussed in [H9], we need certain filtrations
on R and on the R-module T . For m ∈ Z+ + 1, let F singm (R) be the vector
subspace of R spanned by elements of the form
f(q)
∏
1≤i<j≤n
(℘˜2(zi − zj ; q))ki,j(℘˜3(zi − zj ; q))li,j
where ki,j, li,j ∈ Z+ satisfying
∑
1≤i<j≤n 2ki,j + 3li,j ≤ m and f(q) is a
polynomial of G˜4(q) and G˜6(q). Clearly these subspaces of R give a fil-
tration of R. With respect to this filtration, R is a filtered algebra, that is,
F singm1 (R) ⊂ F singm2 (R) form1 ≤ m2, R = ∪m∈ZF singm (R) and F singm1 (R)F singm2 (R) ⊂
F singm1+m2(R) for any m1, m2 ∈ Z+ + 1.
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Lemma 5.1 For m ∈ Z+ + 1 and i, j = 1, . . . , n satisfying i < j, we have
℘˜m(zi − zj; q) ∈ F singm (R).
Proof. Using induction, this lemma follows easily from (2.8), the fact that
℘˜m(zi − zj ; q) is a polynomial of ℘˜2(zi − zj ; q) and ℘˜3(zi − zj ; q) and the fact
that ℘˜m(zi − zj ; q) is either even or odd in the variable zi − zj .
For convenience, we shall use σ to denote
∑n
i=1wt wi for homogeneous
wi ∈ Wi, i = 1, . . . , n, when the dependence on wi is clear. Let F singr (T ) for
r ∈ R be the subspace of T spanned by elements of the form(
f(q)
∏
1≤i<j≤n
(℘˜2(zi − zj ; q))ki,j(℘˜3(zi − zj ; q))li,j
)
⊗ w1 ⊗ · · · ⊗ wn
where ki,j, li,j ∈ Z+ satisfying
∑
1≤i<j≤n 2ki,j + 3li,j + σ ≤ r and f(q) is
a polynomial of G˜4(q) and G˜6(q). These subspaces give a filtration of T
in the following sense: F singr (T ) ⊂ F sings (T ) for r ≤ s; T = ∪r∈RF singr (T );
F singm (R)F
sing
r (T ) ⊂ F singr+m(T ).
Let F singr (J) = F
sing
r (T ) ∩ J for r ∈ R. Then we have the following:
Proposition 5.2 For any r ∈ R, there exists N ∈ R such that F singr (T ) ⊂
F singr (J) + FN(T ).
Proof. The proof is a refinement of the proof of Proposition 3.3. The only
additional property we need is that the elements Aj(u, w1, . . . , wn), are all in
F singwt u+σ(J). By Lemma 5.1, this is true.
Let Rreg be the commutative associative algebra over C generated by the
series G˜4(q), G˜6(q), (zi− zj)2℘˜2(zi− zj ; q), (zi− zj)3℘˜3(zi− zj ; q) and zi− zj
for i, j = 1, . . . , n satisfying i < j. Note that Rreg is a subalgebra of the
algebra R[zi − zj ]1≤i<j≤n. Since Rreg is finitely generated over the field C, it
is a Noetherian ring. We also consider the Rreg-module
T reg = Rreg ⊗W1 ⊗ · · · ⊗Wn.
Note that T reg is a subspace of
R[zi − zj ]1≤i<j≤n ⊗W1 ⊗ · · · ⊗Wn.
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The grading by conformal weights on W1 ⊗ · · · ⊗Wn induces a grading (by
conformal weights) on T reg. Let T reg(r) for r ∈ R be the space of elements of
T reg of conformal weight r. Then T reg =
∐
r∈R T
reg
(r) .
Let wi ∈ Wi for i = 1, . . . , n be homogeneous. Then by Proposition 5.2,
w1 ⊗ · · · ⊗ wn =W1 +W2
where W1 ∈ F singσ (J) and W2 ∈ FN(T ) (and σ =
∑n
i=1wt wi).
Lemma 5.3 For any s ∈ [0, 1), there exist S ∈ R such that s + S ∈ Z+
and for any homogeneous wi ∈ Wi, i = 1, . . . , n, satisfying σ ∈ s + Z,∏
1≤i<j≤n(zi − zj)σ+SW2 ∈ T reg.
Proof. Let S be a real number such that s+ S ∈ Z+ and such that for any
r ∈ R satisfying r ≤ −S, T(r) = 0. By definition, elements of F singr (T ) for
any r ∈ R are sums of elements of the form(
f(q)
∏
1≤i<j≤n
(℘˜2(zi − zj ; q))ki,j(℘˜3(zi − zj ; q))li,j
)
⊗ w˜1 ⊗ · · · ⊗ w˜n
where ki,j, li,j ∈ Z+ satisfying
∑
1≤i<j≤n
2ki,j + 3li,j +
n∑
i=1
wt w˜i ≤ r (5.1)
and f(q) is a polynomial of G˜4(q) and G˜6(q). Since for nonzero w˜1⊗· · ·⊗ w˜n,∑n
i=1wt w˜i > −S which together with (5.1) implies
r >
∑
1≤i<j≤n
2ki,j + 3li,j − S
or
r + S −
∑
1≤i<j≤n
2ki,j + 3li,j > 0.
Consequently,
r + S − (2ki,j + 3li,j) > 0, 1 ≤ i < j ≤ n.
Thus
∏
1≤i<j≤n(zi − zj)r+SF singr (T ) ∈ T reg.
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By definition,
W2 = w1 ⊗ · · · ⊗ wn −W1,
where
W1 ∈ F singσ (J) ⊂ F singσ (T ).
By the discussion above,
∏
1≤i<j≤n(zi − zj)σ+SW1 ∈ T reg and by definition,
w0 ⊗ w1 ⊗ w2 ⊗ w3 ∈ T reg.
Thus
∏
1≤i<j≤n(zi − zj)σ+SW2 ∈ T reg.
Theorem 5.4 Let Wi and wi ∈ Wi for i = 1, . . . , n be the same as in Theo-
rem 3.9 and let τ ∈ H. Then there exist
ap, j(z1, . . . , zn; q) ∈ Rp
for p = 1, . . . , m and j = 1, . . . , n such that the (possible) singular points of
the form zi = zj +ατ +β for 1 ≤ i < j ≤ n and α, β ∈ Z of the system (3.5)
with q = qτ satisfied by
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; qτ )
are regular.
Proof. We need only prove that for any fixed integers i, j satisfying 1 ≤ i <
j ≤ n}, the singular point zi = zj is regular because the coefficients of the
system (3.5) are periodic with periods 1 and τ .
By Proposition 5.2, for k = 1, . . . , n,
1⊗ w1 ⊗ · · · ⊗ wk−1 ⊗ Lp(−1)wk ⊗ wk+1 ⊗ · · · ⊗ wn =W(p)1 +W(p)2
for p ≥ 0, where W(p)1 ∈ F singσ+p(J) and W(p)2 ∈ FN(T ).
By Lemma 5.3, there exists S ∈ R such that σ + S ∈ Z+ and∏
1≤i<j≤n
(zi − zj)σ+p+SW(p)2 ∈ T reg
and thus ∏
1≤i<j≤n
(zi − zj)σ+p+SW(p)2 ∈
∐
r≤N
T reg(r)
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for p ≥ 0 and 1 ≤ i < j ≤ n. Since Rreg is a Noetherian ring and ∐r≤N T reg(r)
is a finitely-generated Rreg-module, the submodule of
∐
r≤N T
reg
(r) generated
by
∏
1≤i<j≤n(zi − zj)σ+p+SW(p)2 for p ≥ 0 is also finitely generated. Let∏
1≤i<j≤n
(zi − zj)σ+m−p+SW(m−p)2
for p = 1, . . . , m be a set of generators of this submodule. (Note that as in
the proof of Theorem 3.9, we can always choose m to be independent of i.)
Then there exist cp, l(z1, . . . , zn; q) ∈ Rreg for p = 1, . . . , m such that∏
1≤i<j≤n
(zi − zj)σ+m+SW(m)2
= −
m∑
p=1
cp, i(z1, . . . , zn; q)
∏
1≤i<j≤n
(zi − zj)σ+m−p+SW(m−p)2 . (5.2)
Since W(m−p)2 ∈ T for p = 1, . . . , m,∏
1≤i<j≤n
(zi − zj)σ+m−p+SW(m−p)2 ∈
∏
1≤i<j≤n
(zi − zj)σ+m−p+ST.
Projecting both sides of (5.2) to
∏
1≤i<j≤n(zi − zj)σ+m+ST , we obtain∏
1≤i<j≤n
(zi − zj)σ+m+SW(m)2
= −
m∑
p=1
dp, i(z1, . . . , zn; q)
∏
1≤i<j≤n
(zi − zj)σ+m−p+SW(m−p)2 , (5.3)
where dp, i(z1, . . . , zn; q) for p = 1, . . . , m are the projection images in∏
1≤i<j≤n
(zi − zj)pR ∩ Rreg
of cp, i(z1, . . . , zn; q). The equality (5.2) is equivalent to
W(m)2 +
m∑
p=1
dp, i(z1, . . . , zn; q)
∏
1≤i<j≤n
(zi − zj)−pW(m−p)2 = 0. (5.4)
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Let
ap, i(z1, . . . , zn; q) = dp, i(z1, . . . , zn; q)
∏
1≤i<j≤n
(zi − zj)−p ∈ R (5.5)
for p = 1, . . . , m. Then (5.4) gives
1⊗ w1 ⊗ · · · ⊗ wi−1Lm(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn
+
m∑
p=1
ap, i(z1, . . . , zn; q) ·
·(1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ Lm−p(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn)
=W(m)1 +
m∑
p=1
ap, i(z1, . . . , zn; q)W(m−p)1 . (5.6)
Since W(m−p)1 ∈ F singσ+p(J) ⊂ J for p = 0, . . . , m, the right-hand side of (5.6) is
in J . Thus we obtain
[1⊗ w1 ⊗ · · · ⊗ wi−1Lm(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn]
+
m∑
p=1
ap, i(z1, . . . , zn; q) ·
·[1⊗ w1 ⊗ · · · ⊗ wi−1 ⊗ Lm−p(−1)wi ⊗ wi+1 ⊗ · · · ⊗ wn] = 0.
Now using the fact that dp, i(z1, . . . , zn; q) ∈ Rreg for p = 1, . . . , m, (5.5),
we see that the singular point zi = zj for 1 ≤ i < j ≤ n of the system (3.5)
is regular. As in the proof of Theorem 3.9, ap, i(z1, . . . , zn; q) can be further
chosen to be also in Rp for p = 1, . . . , m.
6 Associative algebras and vertex operator
algebras
In this section, we introduce a new product in a vertex operator algebra and
using this new product, we construct an associative algebra. We study this
associative algebra and its representations. These results are needed in the
next section. The new product we introduce is very different from the one
introduced by Zhu in [Z] and thus our algebra looks very different from Zhu’s
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algebra. It turns out that our algebra is in fact isomorphic to Zhu’s algebra
and the results for our algebra are parallel to those results in [Z], [FZ] and
[Li] for Zhu’s algebra. Thus many of the results in this section can also be
proved using the isomorphism between these two algebras and the results for
Zhu’s algebra.
On the other hand, the product introduced in this section is conceptual
and geometric (see Remark 6.2 below) and many of the formulas are simpler
than those in [Z]. Also in the present paper, we assume that the reader is
familiar only with some basic notions and results on vertex operator algebras,
their representations and intertwining operator algebras. Because of these
reasons, we shall give direct proofs of all results.
We define a product • in V as follows: For u, v ∈ V ,
u • v = Resyy−1Y
(
u,
1
2pii
log(1 + y)
)
v
= Resx
2piie2piix
e2piix − 1Y (u, x)v.
Let O˜(V ) be the subspace of V spanned by elements of the form
Resyy
−nY
(
u,
1
2pii
log(1 + y)
)
v = Resx
2piie2piix
(e2piix − 1)nY (u, x)v
for n > 1 and u, v ∈ V . Let A˜(V ) = V/O˜(V ).
Proposition 6.1 The product • in V induces a product (denoted still by •)
in A˜(V ) such that A˜(V ) together with this product, the equivalence class of
the vacuum 1 ∈ V is an associative algebra with identity. Moreover, for any
u, v ∈ V , (L(−1)u) • v ∈ O˜(V ) and u • v ≡ v • u − 2piiu0v mod O˜(V ). In
particular, ω + O˜(V ) is in the center of A˜(V ).
Proof. Let u1, u2, u3 ∈ V and n ∈ Z+ + 1. Using the commutator formula
for vertex operators, we have
Resx1Resx2
2piie2piix1
e2piix1 − 1
2piie2piix2
(e2piix2 − 1)nY (u1, x1)Y (u2, x2)u3
= Resx1Resx2
2piie2piix1
e2piix1 − 1
2piie2piix2
(e2piix2 − 1)nY (u2, x2)Y (u1, x1)u3
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+Resx1Resx2Resx0
2piie2piix1
e2piix1 − 1
2piie2piix2
(e2piix2 − 1)n ·
·x−12 δ
(
x1 − x0
x2
)
Y (Y (u1, x0)u2, x2)u3. (6.7)
Since the left-hand side of (6.7) spans V • O˜(V ) and the right-hand side of
(6.7) is in O˜(V ), we conclude that V • O˜(V ) ⊂ O˜(V ).
Now let u1, u2, u3 ∈ V and n ∈ Z+. Using the Jacobi identity, we have
Resx0Resx2
2piie2piix0
(e2piix0 − 1)n
2piie2piix2
e2piix2 − 1Y (Y (u1, x0)u2, x2)u3
= Resx1Resx2Resx0
2piie2piix0
(e2piix0 − 1)n
2piie2piix2
e2piix2 − 1 ·
·x−10 δ
(
x1 − x2
x0
)
Y (u1, x1)Y (u2, x2)u3
−Resx1Resx2Resx0
2piie2piix0
(e2piix0 − 1)n
2piie2piix2
e2piix2 − 1 ·
·x−10 δ
(
x2 − x1
−x0
)
Y (u2, x2)Y (u1, x1)u3
= Resx1Resx2Resx0
2piie2pii(x1−x2)
(e2pii(x1−x2) − 1)n
2piie2piix2
e2piix2 − 1 ·
·x−10 δ
(
x1 − x2
x0
)
Y (u1, x1)Y (u2, x2)u3
−Resx1Resx2Resx0
2piie−2pii(x2−x1)
(e−2pii(x2−x1) − 1)n
2piie2piix2
e2piix2 − 1 ·
·x−10 δ
(
x2 − x1
−x0
)
Y (u2, x2)Y (u1, x1)u3
= Resx1Resx2
2piie2pii(x1−x2)
((e2piix1 − 1)e−2piix2 + (e−2piix2 − 1))n
2piie2piix2
e2piix2 − 1 ·
·Y (u1, x1)Y (u2, x2)u3
−Resx1Resx2
2piie−2pii(x2−x1)
(e−2piix2 − 1)e2piix1 − (e2piix1 − 1))n
2piie2piix2
e2piix2 − 1 ·
·Y (u2, x2)Y (u1, x1)u3
=
∑
k∈N
(−n
k
)
Resx1Resx22piie
2pii(x1−x2)(e2piix1 − 1)−n−ke−2pii(−n−k)x2 ·
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·(e−2piix2 − 1)k 2piie
2piix2
e2piix2 − 1Y (u1, x1)Y (u2, x2)u3
−
∑
k∈N
(−n
k
)
Resx1Resx22piie
−2pii(x2−x1)(e−2piix2 − 1)−n−ke2pii(−n−k)x1 ·
·(e2piix1 − 1)k 2piie
2piix2
e2piix2 − 1Y (u2, x2)Y (u1, x1)u3. (6.8)
When n > 1, the left-hand side of (6.8) spans O˜(V ) • V and the right-hand
side of (6.8) is in O˜(V ). So O˜(V )•V ⊂ O˜(V ). Thus O˜(V ) is a two-side ideal
for the product • so that • induces a product, denoted still by •, in A˜(V ).
When n = 1, the left-hand side of (6.8) is (u1•u2)•u3 and the right-hand
side of (6.8) is a sum of u1•(u2•u3) and elements of O˜(V ). Thus the product
• in A˜(V ) is associative.
It is obvious that 1+ O˜(V ) is the identity of A˜(V ).
For u, v ∈ V , using the L(−1)-derivative property and the property of
Resx, we have
(L(−1)u) • v = Resx 2piie
2piix
e2piix − 1Y (L(−1)u, x)v
= Resx
2piie2piix
e2piix − 1
d
dx
Y (u, x)v
= −Resx d
dx
2piie2piix
e2piix − 1Y (u, x)v
= Resx
(2pii)2e2piix
(e2piix − 1)2Y (u, x)v
∈ O˜(V ).
In particular, we have L(−1)u = (L(−1)u) • 1 ∈ O˜(V ).
For u, v ∈ V , using this fact and skew-symmetry, we have
u • v = Resx 2piie
2piix
e2piix − 1Y (u, x)v
= Resx
2piie2piix
e2piix − 1e
xL(−1)Y (v,−x)u
≡ Resx 2piie
2piix
e2piix − 1Y (v,−x)u mod O˜(V )
= Resy
−2piie−2piiy
e−2piiy − 1 Y (v, y)u
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= Resy
(
2piie2piiy
e2piiy − 1 − 2pii
)
Y (v, y)u
= v • u− 2piiu0v.
Since ω0 = L(−1), we have
ω • u ≡ u • ω − 2piiω0u mod O˜(V )
≡ u • ω − 2piiL(−1)u mod O˜(V )
≡ u • ω mod O˜(V ).
Remark 6.2 The product • has a very clear geometric meaning. We know
that vertex operators correspond to the sphere C∪ {∞} with the negatively
oriented puncture∞ and the positively oriented and ordered puncture z and
0 and with the standard locally coordinates vanishing at these punctures (see
[H3]). The variable in the vertex operators corresponds to the position of
the first oriented puncture z. We can restrict z to be in some subsets of
C \ {0} to get vertex operators defined only locally. Since Riemann surfaces
are constructed locally using subsets of C, we have vertex operators locally on
any Riemann surfaces (see, for example, [FB]). The map y 7→ 1
2pii
log(1 + y)
in fact maps an annulus in the sphere C ∪ {∞} to a parallelogram in the
universal covering of the torus corresponding to the parallelogram. So the
product • can be understood as the constant term of the pull-back of the local
vertex operator map on the torus by this map to the annulus. Such pull-
backs of local vertex operators are needed because we want to construct
(global) correlation functions on one Riemann surface (a torus) from the
(global) correlation functions on another Riemann surface (the sphere), not
just want to study local vertex operators on a single Riemann surface or
sheaves of vertex operators obtained from local vertex operators.
Proposition 6.3 The associative algebra A˜(V ) is isomorphic to the asso-
ciative algebra A(V ) constructed by Zhu in [Z].
Proof. For u, v ∈ V n ∈ Z+, by (1.5), we have
U(1)Resyy−nY
(
u,
1
2pii
log(1 + y)
)
v
= Resyy
−nY
(
(1 + y)L(0)U(1)u, y)U(1)v.
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By this formula in the cases of n ≥ 2 and the fact that U(1) is invertible, we
have
U(1)(O˜(V )) = O(V ).
Thus U(1) induces a linear isomorphism from A˜(V ) to A(V ).
For u, v ∈ V , using the formula above in the case of n = 1, we have
U(1)(u • v) = Resyy−1U(1)Y
(
u,
1
2pii
log(1 + y)
)
v
= Resyy
−1Y
(
(1 + y)L(0)U(1)u, y)U(1)v
= (U(1)u) ∗ (U(1)v),
which shows that the linear isomorphism induced by U(1) is in fact an iso-
morphism of algebras.
We need the notion of N-gradable weak V -module (which was called V -
module in [Z]). A weak V -module is a vector space W equipped with a vertex
operator map
Y : V ⊗W → W [[x, x−1]],
u⊗ w 7→ Y (u, x)w =
∑
n∈Z
unwx
−n−1
satisfying all the axioms for V -modules except for those involving the grad-
ing. An N-gradable weak V -module is a weak V -module such that there
exists an N-grading W =
∐
n∈NW(n) satisfying the condition that unw ∈
W(wt u−n−1+wt w) for homogeneous u ∈ V , w ∈ W and n ∈ Z.
Let W be an N-gradable weak V -module and
T (W ) = {w ∈ W | unw = 0, u ∈ V,wt u− n− 1 < 0}.
Let PT (W ) : W → T (W ) be the projection from W to T (W ). For any u ∈ V ,
we define ρW (u) : T (W )→ T (W ) by
ρW (u)w = PT (W )(o(U(1)u)w)
= Resxx
−1PT (W )(Y (U(x)u, x)w)
for w ∈ T (W ).
In remaining part of this section, we assume for simplicity that V(n) = 0
for n < 0.
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Proposition 6.4 For any N-gradable weak V -module W , ρW (u) = 0 for
u ∈ O˜(V ) and the map given by u + O˜(V ) 7→ ρW (u) for u ∈ V gives T (W )
an A˜(V )-module structure. The functor T from the category of N-gradable
weak V -modules to the category of A˜(V )-modules given by W 7→ T (W ) has
a right inverse, that is, there exists a functor S from the category of A˜(V )-
modules to the category of N-gradable weak V -modules such that TS = I,
where I is the identity functor on the category of A˜(V )-modules. In partic-
ular, for any A˜(V )-module M , T (S(M)) = M . Moreover we can find such
an S such that for any N-gradable weak V -module W , there exists a natu-
ral surjective homomorphism of V -modules from S(T (W )) to the N-gradable
weak V -submodule of W generated by T (W ).
Proof. For n ∈ Z+, u, v ∈ V and w ∈ T (W ), using the definitions, (1.5),
the L(0)-conjugation formula, the Jacobi identity and the assumption that
the weight of a nonzero element of V is nonnegative, we have
ρ
(
Resx0
2piie2piix0
(e2piix0 − 1)nY (u, x0)v
)
w
= Resx2
1
x2
Resx0
2piie2piix0
(e2piix0 − 1)nPT (W )(Y (U(x2)Y (u, x0)v, x2)w)
= Resx2Resx0
2piie2piix0
x2(e2piix0 − 1)n ·
·PT (W )(Y (xL(0)2 Y (U(e2piix0)u, e2piix0 − 1)U(1)v, x2)w)
= Resx2Resx0
2piie2piix0
x2(e2piix0 − 1)n ·
·PT (W )(Y (Y (xL(0)2 U(e2piix0)u, x2(e2piix0 − 1))xL(0)2 U(1)v, x2)w)
= Resx2Resy0
1
x2y
n
0
PT (W )(Y (Y (U(x2 + y0)u, y0)U(x2)v, x2)w)
= Resx2Resy0Resx1
1
x2yn0
y−10 δ
(
x1 − x2
y0
)
·
·PT (W )(Y (U(x2 + y0)u, x1)Y (U(x2)v, x2)w)
−Resx2Resy0Resx1
1
x2yn0
y−10 δ
(
x2 − x1
−y0
)
·
·PT (W )(Y (U(x2)v, x2)Y (U(x2 + y0)u, x1)w)
= Resx2Resx1
1
x2(x1 − x2)nPT (W )(Y (U(x1)u, x1)Y (U(x2)v, x2)w)
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−Resx2Resx1
1
x2(−x2 + x1)nPT (W )(Y (U(x2)v, x2)Y (U(x1)u, x1)w)
= Resx2Resx1
1
x2(x1 − x2)nPT (W )(Y (U(x1)u, x1)Y (U(x2)v, x2)w).
(6.9)
When n ≥ 2, the left-hand side of (6.9) spans ρ(O˜(V )) and the right-side
of (6.9) is equal to 0. When n = 1, the left-hand and right-hand sides of (6.9)
are equal to ρ(u • v)w and ρ(u)ρ(v)w, respectively. Thus the first conclusion
is proved.
To prove the second conclusion, we need to construct an N-gradable weak
V -module from an A˜(V )-module. Consider the affinization
V [t, t−1] = V ⊗ C[t, t−1] ⊂ V ⊗ C((t)) ⊂ V ⊗ C[[t, t−1]] ⊂ V [[t, t−1]]
of V and the tensor algebra T (V [t, t−1]) generated by V [t, t−1]. For simplicity,
we shall denote u ⊗ tm for u ∈ V and m ∈ Z by u(m) and we shall omit
the tensor product sign ⊗ when we write an element of T (V [t, t−1]). Thus
T (V [t, t−1]) is spanned by elements of the form u1(m1) · · ·uk(mk) for ui ∈ V
and mi ∈ Z, i = 1, . . . , k.
Let M be an A˜(V )-module and let ρ : A˜(V ) → End M be the map
giving the representation of A˜(V ) on M . Consider T (V [t, t−1])⊗M . Again
for simplicity we shall omit the tensor product sign. So T (V [t, t−1]) ⊗M is
spanned by elements of the form u1(m1) · · ·uk(mk)w for ui ∈ V , mi ∈ Z,
i = 1, . . . , k, and w ∈ M and for any u ∈ V , m ∈ Z, u(m) acts from the left
on T (V [t, t−1]) ⊗M . For homogeneous ui ∈ V , mi ∈ Z, i = 1, . . . , k, and
w ∈M , we define the degree of u1(m1) · · ·uk(mk)w to be (wt u1−m1− 1) +
· · ·+ (wt uk −mk − 1). For any u ∈ V , let
Yt(u, x) : T (V [t, t−1])⊗M → (T (V [t, t−1])⊗M)[[x, x−1]]
be defined by
Yt(u, x) =
∑
m∈Z
u(m)x−m−1.
For a homogeneous element u ∈ V , let ot(u) = u(wt u− 1). Using linearity,
we extend ot(u) to nonhomogeneous u.
Let I be the Z-graded T (V [t, t−1])-submodule of T (V [t, t−1]) ⊗M gen-
erated by elements of the forms u(m)w (u ∈ V , wt u−m− 1 < 0, w ∈ M),
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ot(U(1)u)w − ρ(u + O˜(V ))w (u ∈ V , w ∈ M) and the coefficients in x1 and
x2 of
Yt(u, x1)Yt(v, x2)w − Yt(v, x2)Yt(u, x1)w
−Resx0x−12 δ
(
x1 − x0
x2
)
Yt(Y (u, x0)v, x2)w
(u, v ∈ V and w ∈ T (V [t, t−1]) ⊗ M). (Note that the coefficients of the
formal expression above are indeed in T (V [t, t−1]) ⊗ M .) Let S1(M) =
(T (V [t, t−1]) ⊗M)/I. Then S1(M) is also a Z-graded T (V [t, t−1])-module.
In fact, by definition of I, we see that S1(M) is spanned by elements of
the form u1(m1) · · ·uk(mk)w + I for homogeneous ui ∈ V , mi < wt ui − 1,
i = 1, . . . , k and w ∈M . In particular, we see that S1(M) has an N-grading.
Thus for u ∈ V and w ∈ S1(M), u(m)w = 0 when m is sufficiently large.
Let J be the N-graded T (V [t, t−1])-submodule of S1(M) generated by
the coefficients in x of
Yt(L(−1)u, x)w − d
dx
Yt(u, x)w
and the coefficients in x0 and x2 of
Yt(Y (u, x0)v, x2)w − Resx1x−10 δ
(
x1 − x2
x0
)
Yt(u, x1)Yt(v, x2)w
+x−10 δ
(
x2 − x1
−x0
)
Yt(v, x2)Yt(u, x1)w
(which are indeed in S1(M)) for u, v ∈ V , w ∈ S1(M).
Let S(M) = S1(M)/J . Then S(M) is also an N-graded T (V [t, t−1])-
module. We can still use elements of T (V [t, t−1])⊗M to represent elements
of S(M). But note that these elements now satisfy relations. We equip
S(M) with the vertex operator map Y : V ⊗ S(M) → S(M)[[x, x−1]] given
by u⊗ w 7→ Y (u, x)w = Yt(u, x)w. As in S1(M), for u ∈ V and w ∈ S(M),
we also have u(m)w = 0 when m > wt u − 1. Clearly Y (1, x) = IS(M)
(where IS(M) is the identity operator on S(M)). By definition, we know that
the commutator formula, the associator formula and the L(−1)-derivative
property all hold. Thus S(M) is an N-gradable weak V -module such that
T (S(M)) =M .
Let W be an N-gradable weak V -module. We define a linear map from
S(T (W )) toW by mapping u1(m1) · · ·uk(mk)w of S(M) to (u1)m1 · · · (uk)mkw
51
of W for ui ∈ V , mi ∈ Z (i = 1, . . . , k) and w ∈ T (W ). Note that the re-
lations among u1(m1) · · ·uk(mk)w for ui ∈ V , mi ∈ Z (i = 1, . . . , k) and
w ∈ T (W ) are given by just the action of V on T (W ), the commutator for-
mula, the associator formula and the L(−1)-derivative property for vertex
operators. These relations also hold in W . Thus this map is well-defined.
Clearly, this is a surjective homomorphism of V -modules from S(T (W )) to
the N-gradable weak V -submodule of W generated by T (W ).
Proposition 6.5 Assume that every N-gradable weak V -module is completely
reducible. Then T and S are equivalences of categories. In particular, A˜(V )
is semi-simple and M is an irreducible A˜(V )-module if and only if S(M) is
an irreducible V -module.
Proof. We need only prove that for any N-gradable weak V -module W ,
S(T (W )) is naturally isomorphic to W . Since every N-gradable weak V -
module is completely reducible, we need only to consider the case that W is
irreducible.
Let W be an irreducible N-gradable weak V -module. Then by assump-
tion, S(T (W )) is completely reducible. If S(T (W )) is not irreducible, then
there exist nonzero V -modules W1 and W2 such that S(T (W )) = W1 ⊕W2.
In particular, we have T (W ) = T (S(T (W ))) = T (W1)⊕T (W2). Here T (W1)
and T (W2) are both nonzero because both W1 and W2 are nonzero. we have
a V -submodule W˜1 ofW generated by T (W1). This V -submodule W˜1 is obvi-
ously nonzero because T (W1) is nonzero. It is also not W since T (W2) is not
in W˜1. Thus W is not irreducible. Contradiction. So S(T (W )) is irreducible.
Since W is irreducible, the natural homomorphism in Proposition 6.4 from
S(T (W )) to W is surjective. This homomorphism must also be injective be-
cause S(T (W )) is irreducible. Thus S(T (W )) is naturally isomorphic to W .
Corollary 6.6 If every N-gradable weak V -module is completely reducible,
then there are only finitely many inequivalent irreducible V -modules.
Proof. By Proposition 6.5, A˜(V ) is semisimple. Thus there are only finitely
many inequivalent irreducible A˜(V )-modules. By Proposition 6.5 again, these
finitely many irreducible A˜(V )-modules are mapped under S to a complete
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set of inequivalent V -modules. Thus there are only finitely many inequivalent
irreducible V -modules.
Given an N-gradable weak V -module W , we can also construct an A˜(V )-
bimodule: For u ∈ V and w ∈ W , we define
u • w = Resyy−1Y
(
u,
1
2pii
log(1 + y)
)
w
= Resx
2piie2piix
e2piix − 1Y (u, x)w,
w • u = Resyy−1e 12pii log(1+y)L(−1)Y
(
u,− 1
2pii
log(1 + y)
)
w
= Resx
2piie2piix
e2piix − 1e
xL(−1)Y (u,−x)w.
Let O˜(W ) be the subspace of V spanned by elements of the form
Resyy
−nY
(
u,
1
2pii
log(1 + y)
)
w = Resx
2piie2piix
(e2piix − 1)nY (u, x)w
for n ∈ Z+ + 1 and u ∈ V and w ∈ W . Let A˜(W ) =W/O˜(W ).
Proposition 6.7 The left and right actions of V on W induce an A˜(V )-
bimodule structure on A˜(W ).
Proof. The proof is the same as the proof that A˜(V ) is an associative algebra
above.
We now assume that every N-gradable weak V -modules is completely
reducible. It is easy to show that an irreducible N-gradable weak V -module
must be a V -module (see [Z]). Thus we can reduce the study of N-gradable
weak V -modules to the study of V -modules.
LetW1,W2 andW3 be V -modules and Y an intertwining operator of type(
W3
W1W2
)
. Then A˜(W1) ⊗A˜(V ) T (W2) and T (W3) are both left A˜(V )-modules.
For homogeneous w1 ∈ W1, let
oY(w1) = Ywt w1−1(w1),
where for n ∈ C and w1 ∈ W1, Yn(w1) ∈ Hom(W2,W3) is given by
Y(w1, x) =
∑
n∈C
Yn(w1)x−n−1.
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We define oY(w1) for general w1 ∈ W1 by linearity.
Lemma 6.8 For w1 ∈ O˜(W1), oY(U(1)w1) = 0.
Proof. The proof is the same as the one for the first conclusion in Proposition
6.4.
Let
ρ(Y) : A˜(W1)⊗A˜(V ) T (W2)→ W3
be defined by
ρ(Y)((w1 + O˜(W1))⊗ w2) = oY(U(1)w1)w2
= Resxx
−1Y(U(x)w1, x)w2
for w1 ∈ W1, w2 ∈ T (W2). By Lemma 6.8, ρ(Y) is indeed well defined. We
have:
Proposition 6.9 The image of ρ(Y) is in fact in T (W3) and ρ(Y) is in fact
in
HomA˜(V )(A˜(W1)⊗A˜(V ) T (W2), T (W3)).
The map
ρ : VW3W1W2 → HomA˜(V )(A˜(W1)⊗A˜(V ) T (W2), T (W3))
Y 7→ ρ(Y)
is a linear isomorphism.
Proof. For any w1 ∈ W1, since the weight of oY(U(1)w1) is 0, it is clear that
the image of ρ(Y) is in fact in T (W3). Thus ρ is a linear map from VW3W1W2
to HomA˜(V )(A˜(W1)⊗A˜(V ) T (W2), T (W3)). We still need to show that it is in
fact an isomorphism.
To show that ρ is injective, we need the following obvious fact: For any
w˜1 ∈ W1, w˜2 ∈ W2 and w˜′3, using the Jacobi identity and (1.5), we can
always write 〈w˜′3,Y(w˜1, x)w˜2〉 as a linear combination of series of the form
〈w′3,Y(w1, x)w2〉 for w1 ∈ W1, w2 ∈ T (W2) and w′3 ∈ T (W ′3) with Laurent
polynomials of x as coefficients. If ρ(Y) = 0, 〈w′3,Y(w1, x)w2〉 = 0 for w1 ∈
W1, w2 ∈ T (W2) and w′3 ∈ T (W ′3). Thus the fact above shows that Y = 0.
So ρ is injective.
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We now prove that ρ is surjective. Given any element f of
HomA˜(V )(A˜(W1)⊗A˜(V ) T (W2), T (W3)),
we want to construct an element Yf of VW3W1W2 such that ρ(Yf ) = f . We
assume that W1, W2, W3 and thus W
′
3 are all irreducible V -modules. The
general case follows from this case by using the assumption that every N-
gradable weak V -module is completely reducible. Since W1, W2 and W3 are
irreducible V -modules, there exists h1, h2, h3 ∈ C such that the weights of
nonzero homogeneous elements of W1, W2 and W3 are in h1 + N, h2 + N
and h3 + N, respectively, and (W1)(h1), (W3)(h3) and (W1)(h3) are not 0. Let
h = h3 − h1 − h2. Then we know that for any intertwining operator Y of
type
(
W3
W1W2
)
, Y(w1, x)w2 ∈ xhW3[[x, x−1]].
We consider the affinization V [t, t−1] and also
t−hW1[t, t
−1] = W1 ⊗ t−hC[t, t−1].
For simplicity, we shall use u(m) and w1(n) to denote u⊗ tm and w1⊗ tn, re-
spectively, for u ∈ V , w1 ∈ W1, m ∈ Z and n ∈ h+Z. We consider the tensor
algebra T (V [t, t−1] ⊕ t−hW1[t, t−1]) generated by V [t, t−1] and t−hW1[t, t−1].
The tensor algebra T (V [t, t−1]) is a subalgebra of T (V [t, t−1]⊕ t−hW1[t, t−1])
and t−hW1[t, t
−1] is a subspace. Let TV ;W1 be the T (V [t, t−1])-sub-bimodule
of T (V [t, t−1] ⊕ t−hW1[t, t−1]) generated by t−hW1[t, t−1]. For simplicity we
shall omit the tensor product sign for elements.
Consider TV ;W1 ⊗ T (W2). For simplicity again we shall omit the tensor
product sign for elements. So TV ;W1 ⊗ T (W2) is spanned by elements of the
form
u1(m1) · · ·uk(mk)w1(n)uk+1(mk+1) · · ·uk+l(mk+l)w2
for ui ∈ V , mi ∈ Z, i = 1, . . . , k + l, w1 ∈ W1 and w2 ∈ T (W2). For any
u ∈ V , m ∈ Z, u(m) acts from the left on TV ;W1 ⊗ T (W2). For homogeneous
ui ∈ V , mi ∈ Z, i = 1, . . . , k+l, and homogeneous w1 ∈ W1 and w2 ∈ T (W2),
we define the weight of
u1(m1) · · ·uk(mk)w1(n)uk+1(mk+1) · · ·uk+l(mk+l)w2
to be
(wt u1 −m1 − 1) + · · ·+ (wt uk −mk+l − 1) + (wt w1 − n− 1) + wt w2.
For any u ∈ V and w1 ∈ W1, let
Yt(u, x) : TV ;W1 ⊗ T (W2) → (TV ;W1 ⊗ T (W2))[[x, x−1]],
Yt(w1, x) : TV ;W1 ⊗ T (W2) → xh(TV ;W1 ⊗ T (W2))[[x, x−1]]
be defined by
Yt(u, x) =
∑
m∈Z
u(m)x−m−1,
Yt(w1, x) =
∑
n∈h+Z
w1(n)x
−n−1,
respectively. For homogeneous elements u ∈ V and w1 ∈ W1, let ot(u) =
u(wt u − 1) and ot(w1) = w1(wt w1 − 1). Using linearity, we extend ot(u)
and ot(w1) to nonhomogeneous u and w1.
Let IV ;W1,W2 be the h1+h2+Z-graded T (V [t, t−1])-submodule of TV ;W1⊗
T (W2) generated by elements of the forms u(m)w2 (u ∈ V ,m ∈ Z, wt u−m−
1 < 0, w2 ∈ T (W2)), w1(n)w2 (w1 ∈ W1, n ∈ Z−h, wt w1−n−1+wt w2 < h3,
w2 ∈ T (W2)), ot(U(1)u)w2 − ρ(u + O˜(V ))w2 (u ∈ V , w2 ∈ T (W2)), and the
coefficients in x1 and x2 of
Yt(u, x1)Yt(v, x2)w − Yt(v, x2)Yt(u, x1)w
−Resx0x−12 δ
(
x1 − x0
x2
)
Yt(Y (u, x0)v, x2)w,
Yt(u, x1)Yt(w1, x2)w2 −Yt(w1, x2)Yt(u, x1)w
−Resx0x−12 δ
(
x1 − x0
x2
)
Yt(Y (u, x0)w1, x2)w2
(u, v ∈ V , w1 ∈ W1 and w2 ∈ TV ;W1 ⊗ T (W2)). Let
S1(V ;W1,W2) = (TV ;W1 ⊗ T (W2))/IV ;W1,W2.
Then S1(V ;W1,W2) is also an h1 + h2 + Z-graded T (V [t, t−1])-module. In
fact, by definition of IV ;W1,W2, S1(V ;W1,W2) is spanned by elements of the
form
u1(m1) · · ·uk(mk)w1(n)w2 + IV ;W1,W2
for homogeneous ui ∈ V , mi < wt ui−1, i = 1, . . . , k, homogeneous w1 ∈ W1,
n ≤ wt w1 − 1 + wt w2 − h3 and w2 ∈ T (W2). In particular, we see that
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S1(V ;W1,W2) has an N-grading. Thus for u ∈ V , w1 ∈ W1 and w2 ∈
S1(V ;W1,W2), u(m)w2 = 0 and w1(n)w2 = 0 when m and n are sufficiently
large.
Let JV ;W1,W2 be the h1+h2+Z-graded T (V [t, t−1])-submodule of S1(V ;W1,W2)
generated by the coefficients in x of
Yt(L(−1)u, x)w2 − d
dx
Yt(u, x)w2,
Yt(L(−1)w1, x)w2 − d
dx
Yt(w1, x)w2
and the coefficients in x0 and x2 of
Yt(Y (u, x0)v, x2)w2 − Resx1x−10 δ
(
x1 − x2
x0
)
Yt(u, x1)Yt(v, x2)w2
+x−10 δ
(
x2 − x1
−x0
)
Yt(v, x2)Yt(u, x1)w2,
Yt(Y (u, x0)w1, x2)w2 − Resx1x−10 δ
(
x1 − x2
x0
)
Yt(u, x1)Yt(w1, x2)w2
+x−10 δ
(
x2 − x1
−x0
)
Yt(w1, x2)Yt(u, x1)w2,
for u, v ∈ V , w1 ∈ W1 and w2 ∈ S1(V ;W1,W2).
Let S(V ;W1,W2) = S1(V ;W1,W2)/JV ;W1,W2. Then S(V ;W1,W2) is also
a T (V [t, t−1])-module with an N-grading. We can still use elements of TV ;W1⊗
T (W2) to represent elements of S(M). But note that these elements now
satisfy relations. Now we have operators Yt(u, x) and Yt(w1, x) for u ∈ V and
w1 ∈ W1 acting on S(V ;W1,W2). By construction, these operators satisfy
the lower truncation property, the identity property (for Yt), the commutator
formula (for Yt and for Yt and Yt), the associator formula (for Yt and Yt) and
the L(−1)-derivative property (for Yt and Yt).
We also have a linear map µ : S(V ;W1,W2) → W3 defined as follows:
For ui ∈ V , mi < wt ui − 1, i = 1, . . . , k, w1 ∈ W1, n ≤ wt w1 − 1 and
w2 ∈ T (W2), we define
µ(u1(m1) · · ·uk(mk)w1(n)w2) = (u1)m1 · · · (uk)mkf((w1 + O˜(W1))⊗ w2).
Since all the relations in S(V ;W1,W2) for representatives of the form
u1(m1) · · ·uk(mk)w1(n)w2
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above are also satisfied by their images in W3, µ is well defined.
Now we construct an intertwining operator Yf of type ( W3
W1W2
)
as follows:
By Proposition 6.5, W2 is isomorphic to S(T (W2)). So we can work with
S(T (W2)) instead of W2. We know that S(T (W2)) is spanned by elements
of the form u1(m1) · · ·uk(mk)w2 for ui ∈ V , mi < wt ui − 1 for i = 1, . . . , k
and w2 ∈ T (W2). Let w1 ∈ W1. We define
Yf(w1, x)u1(m1) · · ·uk(mk)w2 = µ(Yt(w1, x)u1(m1) · · ·uk(mk)w2).
Since Yt satisfies the commutator formula, the associator formula and the
L(−1)-derivative property, so does Yf . Thus Yf satisfies the Jacobi identity
and the L(−1)-derivative property. So it is an intertwining operator of the
desired type. It is clear from the construction that ρ(Yf) = f .
Lemma 6.10 Let A be a semisimple associative algebra over C, ω an el-
ement in the center of A, M an A-bimodule and F : M → C a linear
functional on M satisfying the following property:
1. For u ∈ A and w ∈M , F (uw) = F (wu).
2. There exist h ∈ C and s ∈ Z+ such that for w ∈M , F ((ω−h)sw) = 0.
Then there exist irreducible left A-modules Mi and left module maps
fi :M ⊗A Mi → Mi
w ⊗A wi 7→ fi(w)wi
for i = 1, . . . , m such that
F (w) =
m∑
i=1
TrMifi(w)
for w ∈M .
Proof. This is a result in the classical theory of semisimple associative alge-
bras. We just give the idea of the proof. It is easy for the reader to fill in all
the details using the theory presented in, for example, [J] or [FD]. One can
also find a proof in [M1].
Since A is semisimple, it must be a direct sum of simple ideals. Because
of this fact, we can reduce our lemma to the case that A is simple. But when
A is simple, we know that A is isomorphic to a matrix algebra. The lemma
now can be verified directly for simple matrix algebras.
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7 Modular invariance
In this section, we prove the modular invariance of the space of chiral genus-
one correlation functions using the results we have obtained in the preceding
sections.
We first discuss the modular invariance of the system (3.5)–(3.6). We
need the following modular transformation formulas (see, for example, [K]):
For any (
α β
γ δ
)
∈ SL(2,Z),
we have
G2
(
ατ + β
γτ + δ
)
= (γτ + δ)2G2(τ)− 2piiγ(γτ + δ), (7.1)
G2k
(
ατ + β
γτ + δ
)
= (γτ + δ)2kG2k(τ), (7.2)
℘m
(
z
γτ + δ
;
ατ + β
γτ + δ
)
= (γτ + δ)m℘m(z, τ), (7.3)
for k ≥ 2 and m ≥ 1.
We have:
Proposition 7.1 Let ϕ(z1, . . . , zn; τ) be a solution of the system (3.5)–(3.6)
with q = qτ . Then for any (
α β
γ δ
)
∈ SL(2,Z),
(
1
γτ + δ
)wt w1+···wt wn
ϕ
(
z1
cτ + d
, . . . ,
zn
cτ + d
;
ατ + β
γτ + δ
)
is also a solution of the system (3.5)–(3.6) with q = qτ .
Proof. The proof is a straightforward calculation using (7.1)–(7.3).
From this result, we know that the space of solutions of the system (3.5)–
(3.6) with q = qτ is invariant under the action of the modular group SL(2,Z).
But this is not enough for the modular invariance we would like to prove
because we want to prove that the space of those solutions obtained from
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the qτ -traces of products of geometrically modified intertwining operators
are invariant under this action of SL(2,Z).
We need the following:
Theorem 7.2 Let V be a vertex operator algebra satisfying the following
conditions:
1. For n < 0, V(n) = 0 and V(0) = C1.
2. Every N-gradable weak V -module is completely reducible.
3. V is C2-cofinite.
Then all the conclusions of the results in Sections 1–6 hold.
Proof. By Corollary 6.6, there are only finitely many inequivalent irreducible
V -modules. By a result of Anderson-Moore [AM] and Dong-Li-Mason [DLM],
every irreducible V -module is in fact Q-graded. Also in this case, it is clear
that every finitely-generated lower-truncated generalized V -module is a V -
module. In [H9], the author proved that for such a vertex operator algebra,
the direct sum of a complete set of inequivalent irreducible V -modules has a
natural structure of intertwining operator algebra. By a result of Abe, Buhl
and Dong [ABD], we also know that for such a vertex operator algebra V ,
every V -module is C2-cofinite. Thus the conditions for V needed in Sections
1–6 are all satisfied.
Let V be a vertex operator algebra satisfying the conditions in Theorem
7.2. Let Wi be V -modules and wi ∈ Wi for i = 1, . . . , n. For any V -
modules W˜i and any intertwining operators Yi, i = 1, . . . , n, of types
(
W˜i−1
WiW˜i
)
,
respectively, we have a genus-one correlation function
FY1,...,Yn(w1, . . . , wn; z1, . . . , zn; τ).
Note that these multivalued functions actually have preferred branches in the
region 1 > |qz1| > · · · > |qzn| > |qτ | > 0 given by the intertwining operators
Y1, . . . ,Yn. Thus linear combinations of these functions make sense. For
fixed V -modules Wi and wi ∈ Wi for i = 1, . . . , n, we now denote the vector
space spanned by all such functions by Fw1,...,wn. The following theorem is
the main result of this section:
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Theorem 7.3 Let V be a vertex operator algebra satisfying the conditions
in Theorem 7.2. Then for any V -modules W˜i and any intertwining operators
Yi (i = 1, . . . , n) of types
(W˜i−1
WiW˜i
)
, respectively, and any(
α β
γ δ
)
∈ SL(2,Z),
FY1,...,Yn
((
1
γτ + δ
)L(0)
w1, . . . ,
(
1
γτ + δ
)L(0)
wn;
z1
γτ + δ
, . . . ,
zn
γτ + δ
;
ατ + β
γτ + δ
)
is in Fw1,...,wn.
Proof. By Theorem 7.2, all the results in Sections 1–6 can be used.
The case of n = 1, as we have mentioned in the introduction, was proved
by Miyamoto in [M1] using the method of Zhu in [Z]. Since the differential
equations we obtained in this paper are explicitly modular invariant, we have
a simpler proof than the one given in [M1]. Here we give this proof. In this
case, the identity (3.4) becomes(
2pii
∂
∂τ
+G2(τ)wt w1 +G2(τ)z1
∂
∂z1
)
FY1(w1; z1; qτ )
= FY1(L(−2)w1; z1; qτ )−
∑
k∈Z+
G2k+2(τ)FY1(L(2k)w1; z1; qτ ). (7.4)
But in this case,
∂
∂z1
FY1(w1; z1; qτ )
= TrW˜1Y1((2piiL(0) + 2piiqz1L(−1))U(qz1)w1, qz1)qL(0)−
c
24
= 2piiTrW˜1[L(0),Y1(U(qz1)w1, qz1)]qL(0)−
c
24
= 0.
In other words, FY1(w1; z1; qτ ) is in fact independent of z1. So from (7.4), we
obtain (
2pii
∂
∂τ
+G2(τ)wt w1
)
FY1(w1; z1; qτ )
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= FY1

L(−2)w1 − ∑
k∈Z+
G2k+2(τ)L(2k)w1; z1; qτ

 . (7.5)
We use τ ′ to denote ατ+β
γτ+δ
and z′1 =
z1
γτ+δ
. Then (7.5) also holds with
τ replaced by τ ′ and z1 replaced by z
′
1. Using the modular transformation
property (7.1) and (7.2) forG2k(τ) for k ∈ Z+ and the fact that FY1(w1; z1; qτ )
is independent of z1, we see that by a straightforward calculation, (7.5) with
τ , z1 and w1 replaced by τ
′, z′1 and (γτ+δ)
−L(0)w1, respectively, is equivalent
to (
2pii
∂
∂τ
+G2(τ)wt w1
)
FY1((γτ + δ)
−L(0)w1; z
′
1; qτ ′)
= FY1((γτ + δ)
−L(0)L(−2)w1; z′1; qτ ′)
−
∑
k∈Z+
G2k+2(τ)FY1((γτ + δ)
−L(0)L(2k)w1; z
′
1; qτ ′)
or equivalently
2pii
∂
∂τ
FY1((γτ + δ)
−L(0)w1; z
′
1; qτ ′)
= FY1((γτ + δ)
−L(0)L(−2)w1; z′1; qτ ′)
−
∑
k∈N
G2k+2(τ)FY1((γτ + δ)
−L(0)L(2k)w1; z
′
1; qτ ′) (7.6)
The n = 1 cases of the identities (2.2) and (2.22) give
FY1((γτ + δ)
−L(0)u0w1; z
′
1; qτ ′) = 0 (7.7)
and
FY1
(
(γτ + δ)−L(0)u−2w1
+
∑
k∈Z+
(2k + 1)G2k+2(τ)(γτ + δ)
−L(0)u2kw1; z
′
1; qτ ′
)
= 0, (7.8)
respectively, where in (7.8), we have used (7.2).
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Using (2.9), we have
L(−2)w1 −
∑
k∈N
G2k+2(τ)L(2k)w1
= Resx(℘1(x; τ)−G2(τ)x)Y (ω, x)w1 (7.9)
and
u−2w1 +
∑
k∈Z+
(2k + 1)G2k+2(τ)u2kw1
= Resx℘2(x; τ)Y (u, x)w1. (7.10)
Using (2.10) and (1.5), we see that the constant terms of the expansions of
(7.9) and (7.10) as power series in qτ are
Resxpii
e2piix + 1
e2piix − 1Y (omega, x)w1
= Resxpii
2piie2piix
e2piix − 1Y (ω, x)w1 − piiResxY (u, x)w1
= ω • w1 − piiω0w1 (7.11)
and
Resx℘2(x; τ)Y (u, x)w1
= Resx
(
−pi
2
3
+
(2pii)2e2piix
(e2piix − 1)2
)
Y (u, x)w1
= −pi
2
3
u0w1 + 2piiResx
2piie2piix
(e2piix − 1)2Y (u, x)w1,
(7.12)
respectively.
By Proposition 7.1, we know that FY1((γτ+δ)
−L(0)w1; z
′
1; qτ ′) satisfies the
same equation of regular singular points as the one for FY1(w1; z1; qτ ). Thus
we have
FY1((γτ + δ)
−L(0)w1; z
′
1; qτ ′) =
K∑
k=0
N∑
l=1
∑
m∈N
Ck,l,m(w1)τ
kqrl+mτ
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where rl for l = 1, . . . , N are real numbers such that rl1 − rl2 6∈ Z when
l1 6= l2. From (7.6)–(7.12), we obtain
CK,l,0(u • w1) = CK,l,0(w1 • u), (7.13)
CK,l,0(O˜(W1)) = 0, (7.14)
CK,l,0
((
ω − c
24
− rl
)
• w1
)
= 0. (7.15)
Thus we see that CK,l,0 gives a linear functional on the A˜(V )-module A˜(W1)
satisfying the conditions in Lemma 6.10. By Lemma 6.10, we can find irre-
ducible left A˜(V )-modules Mi and left A˜(V )-module maps
fi : A˜(W1)⊗A˜(V ) Mi →Mi
such that for i = 1, . . . , m such that
CK,l,0(w1) =
m∑
i=1
TrMifi(w1)
for w1 ∈ W1. By Propositions 6.4, 6.5 and 6.9, there exist irreducible
V -modules W
(1)
i and intertwining operators Y (1)i of types
( W (1)i
W1W
(1)
i
)
for i =
1, . . . , p such that Mi = T (W
(1)
i ) and Y (1)i correspond to fi for i = 1, . . . , p.
It is clear that
N∑
l=1
∑
m∈N
CK,l,m(w1)q
rl+m
τ −
p∑
i=1
F
Y
(1)
i
(w1; z1; qτ )
must be of the form
N(1)∑
l=1
∑
m∈N
C
(1)
K,l,m(w1)q
r
(1)
l
+m
τ
where for l = 1, . . . , N (1), there must be k satisfying 1 ≤ k ≤ N such that
r
(1)
l − rk is a positive integer. In addition, this series also satisfies (7.6)–(7.8)
and thus C
(1)
K,l,0(·) also satisfy (7.13)–(7.15). Repeating the argument above
again and again, say s times and noticing that there are only finitely many
inequivalent irreducible V -modules, finally we can find V -modules W
(s)
j and
intertwining operators Y (s)j of type
( W (s)j
W1W
(s)
j
)
for j = 1, . . . , p(s) such that
N∑
l=1
∑
m∈N
CK,l,m(w1)q
rl+m
τ −
p(s)∑
j=1
F
Y
(s)
j
(w1; z1; qτ )
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is of the form
N(s)∑
1=1
∑
m∈N
C
(s)
K,l,m(w1)q
r
(s)
l
+m
τ ,
where for l = 1, . . . , N (s), r
(s)
l are larger than the lowest weights of all ir-
reducible V -modules. But this happens only when this series is 0. So we
obtain
N∑
l=1
∑
m∈N
CK,l,m(w1)q
rl+m
τ =
p(s)∑
j=1
F
Y
(s)
j
(w1; z1; qτ ).
We still need to show that K = 0. Assume K 6= 0. Then K − 1 ≥ 0. Let
Sk(wi; τ) =
N∑
l=1
∑
m∈N
Ck,l,m(w1)q
rl+m
τ
for k = 1, . . . , K. Then
FY1((γτ + δ)
−L(0)w1; z
′
1; qτ ′) =
K∑
k=1
Sk(wi; τ)τ
k.
Using (7.6)–(7.8), we obtain
SK−1(u0w1; τ) = 0, (7.16)
SK−1

u−2w1 + ∑
k∈Z+
(2k + 1)G2k+2(τ)u2kw1; τ

 = 0, (7.17)
(2pii)2KSK(wi; τ) + 2pii
d
dτ
SK−1(w1; τ)
= SK−1
((
L(−2)−
∑
k∈N
G2k+2(τ)L(2k)
)
w1; τ
)
, (7.18)
2pii
d
dτ
SK(w1; τ) = SK
((
L(−2)−
∑
k∈N
G2k+2(τ)L(2k)
)
w1; τ
)
. (7.19)
From (7.18) and (7.19), we obtain
4piiSK−1(wi; τ) + (2pii)
2 d
2
dτ 2
SK−1(w1; τ)
= SK−1


(
L(−2)−
∑
k∈N
G2k+2(τ)L(2k)
)2
w1; τ

 . (7.20)
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From (7.16), (7.17) and (7.20), we obtain
CK−1,l,0(u • w1) = CK,l,0(w1 • u),
CK−1,l,0(O˜(W1)) = 0,
CK−1,l,0
((
ω − c
24
− rl
)2
• w1
)
= 0.
The same argument as we have used above shows that
SK−1(w1; τ) =
p∑
j=1
FYˆj (w1; z1; qτ )
for some irreducible modules Wˆj and intertwining operators of type
( Wˆj
W1Wˆj
)
for j = 1, . . . , p. Since FYˆj (w1; z1; qτ ), j = 1, . . . , p, satisfy (7.6), we must
have
2pii
d
dτ
SK−1(w1; τ) = SK−1
((
L(−2)−
∑
k∈N
G2k+2(τ)L(2k)
)
w1; τ
)
which together with (7.18) gives
(2pii)2KSK(w1; τ) = 0,
a contradiction.
Now we prove the case for any n ≥ 1. This is the case where the method
of Zhu [Z], further developed by Dong-Li-Mason [DLM] and Miyamoto [M1],
cannot be used since there is no recurrence formula. We use induction. When
n = 1, the theorem is just proved. Assume that when n = k, the theorem is
proved. We now prove the case n = k + 1 using the genus-one associativity
(Theorem 4.3). By Theorem 4.3, we have
FY1,...,Yn+1(w1, . . . , wn+1; z1, . . . , zn+1; τ)
=
∑
r∈R
FY1,...,Yn−1,Yˆn+1(w1, . . . , wn−1, Pr(Yˆn(wn, zn − zn+1)wn+1);
z1, . . . , zn−1, zn+1; τ). (7.21)
Using the induction assumption, we know that for any r ∈ R,
FY1,...,Yn−1,Yˆn+1((γτ + δ)
−L(0)w1, . . . , (γτ + δ)
−L(0)wn−1,
(γτ + δ)−L(0)Pr(Yˆ(wn, zn − zn+1)wn+1); z′1, . . . , z′n−1, z′n+1; τ ′)
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is in
Fw1,...,wn−1,Pr(Yˆn(wn,zn−zn+1)wn+1).
Thus by Theorem 4.3 again,∑
r∈R
FY1,...,Yn−1,Yˆn+1((γτ + δ)
−L(0)w1, . . . , (γτ + δ)
−L(0)wn−1,
(γτ + δ)−L(0)Pr(Yˆ(wn, zn − zn+1)wn+1); z′1, . . . , z′n−1, z′n+1; τ ′).
(7.22)
is absolutely convergent and is a linear combination of absolutely convergent
series of the form∑
r∈R
F Y˘1,...,Y˘n−1,Y¯n+1(w1, . . . , wn−1, Pr(Y¯n(wn, zn − zn+1)wn+1);
z1, . . . , zn−1, zn+1; τ) (7.23)
for suitable intertwining operators Y˘1, . . . , Y˘n−1, Y¯n and Y¯n+1. Moreover,
there exist suitable intertwining operators Y˘n and Y˘n+1 such that (7.23) is
equal to
F Y˘1,...,Y˘n+1(w1, . . . , wn+1; z1, . . . , zn+1; τ) (7.24)
which is in Fw1,...,wn+1. Thus, (7.22) as a linear combination of elements of
the form (7.24) is also in Fw1,...,wn+1. By (7.21), we see that
FY1,...,Yn+1(w1, . . . , wn+1; z1, . . . , zn+1; τ)
is also in Fw1,...,wn+1.
Remark 7.4 Let W1 = · · · = Wn = V . Assume that W˜i for i = 1, . . . , n are
irreducible. Then any intertwining operator of type
(
W˜i
V W˜i+1
)
is 0 when W˜i
is not isomorphic to W˜i+1 and is a multiple of the vertex operator YW˜i for
the V -module W˜i when W˜i is isomorphic (and then is identified with) W˜i+1.
In this case, if we take wi = (U(1))−1vi ∈ V for i = 1, . . . , n, Theorem 7.3
gives the modular invariance result proved by Zhu in [Z]. Similarly, if we
take all but one of the V -modules W1, . . . ,Wn to be V , Theorem 7.3 gives
the generalization of Zhu’s result by Miyamoto in [M1].
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Remark 7.5 If we replace Conditions 1 and 3 by the conditions that for
n < 0, V(n) = 0 and every V -module is C2-cofinite, then the conclusions of
Theorems 7.2 and 7.3 are also true.
Remark 7.6 Geometrically, Theorems 7.1 and 7.3 and the fact that the
coefficients of the system (3.5) is doubly-periodic in 1 and τ actually say that
the space of the solutions of the system (3.5)–(3.6) and the space Fw1,...,wn+1
are the spaces of (multivalued) global sections of some vector bundles with
flat connections over the moduli space of genus-one Riemann surfaces with
n punctures and standard local coordinates vanishing at these punctures.
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