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Blind Source Separation of Postnonlinear
Convolutive Mixture
Jingyi Zhang, W. L. Woo, and S. S. Dlay
Abstract—In this paper, a novel solution is developed to solve
blind source separation of postnonlinear convolutive mixtures.
The proposed model extends the conventional linear instanta-
neous mixture model to include both convolutive mixing and
postnonlinear distortion. The maximum-likelihood (ML) ap-
proach solution based on the expectation-maximization (EM)
algorithm is developed to estimate the source signals and the
parameters in the proposed nonlinear model. In the proposed
solution, the sufficient statistics associated with the source signals
are estimated in the E-step, while the model parameters are
optimized through these statistics in the M-step. However, the
complication resulted from the postnonlinear function associated
with the mixture renders these statistics difficult to be formulated
in a closed form and hence causes intractability in the parameter
optimization. A computationally efficient algorithm is proposed
which uses the extended Kalman smoother (EKS) to facilitate the
E-step tractable and a set of self-updated polynomials is used as
the nonlinearity estimator to facilitate closed form estimations of
the parameters in the M-step. The theoretical foundation of the
proposed solution has been rigorously developed and discussed
in details. Both simulations and recorded speech signals have
been carried out to verify the success and efficacy of the proposed
algorithm. Remarkable improvement has been obtained when
compared with the existing algorithms.
Index Terms—Blind source separation (BSS), independent com-
ponent analysis (ICA), signal reconstruction.
I. INTRODUCTION
BLIND source separation (BSS) aims to recover unknownstatistically independent sources from a set of observa-
tions. In conventional BSS, the observations are presupposed
to be linear and instantaneous mixing of the sources and the
number of the observations and sources are equal. Due to its
diverse range of applications, BSS has been perceived to be
attractive and promising. However, the assumptions of the
mixing matrix to be square and instantaneous are rather restric-
tive and subsequently narrowed down the scope of utilization.
Hence, different research directions have been undertaken to
broaden the restriction of the conventional BSS. BSS with
linear convolutive mixture is a branch of BSS family where
the instantaneous mixture becomes convolutive. A plethora
of methods for linear blind deconvolution has been proposed.
Some methods are based on higher order statistics which
require non-Gaussian source signals, e.g., Attias and Schreiner
[1] proposed a spatiotemporal generative model which is named
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dynamic component analysis (DCA) and derived the learning
rules in the frequency and time domains. Alvarez et al. [2]
presented an iterative inversion approach to convolutive BSS
whose learning rules are obtained by quasi-Newton method.
However, the two algorithms above are restricted for noiseless
situation only. Recently, Castella et al. [3] proposed frequency
domain contrast function for noisy blind deconvolution based
on higher order statistics, but the mixing matrix is still con-
strained to be square. There are also some methods for blind
deconvolution of nonstationary sources which are based on
second-order statistics, e.g., Mansour et al. [4] proposed an
algorithm which allows the separation of convolutive mixtures
of independent sources using mainly second-order statistics
and most of the parameters can be estimated using a simple
least means square (LMS) algorithm. Buchner et al. [5] pro-
posed a generalized method for nonstationary sources which
is constructed by first using both the nonstationarity and the
nonwhiteness of the source signals and second introduced the
general broadband formulation and optimization of the cost
function. However, the two algorithms are still for noiseless sit-
uations only. For noisy mixing environment, Parra and Spence
[6] presented a method for nonstationary sources by explicitly
exploiting the nonstationarity by changing cross-correlations
at multiple times. Olsson and Hansen [7] derived a time-do-
main expectation-maximization (EM) algorithm which uses
the Kalman filter model. Rahbar and Reilly [8] proposed an
approach in frequency domain for audio signals by a joint diag-
onalization procedure which uses an alternating least-squares
optimization method. Recently, a large number of multichannel
blind deconvolution (MBD) methods have been widely applied
to solve linear convolutive BSS. Douglas et al. [9] proposed a
natural gradient MBD method by using causal finite-impulse
responce (FIR) filter. Kokkinakis and Nandi [10] proposed a
method which combines the natural gradient algorithm with
entropy maximization to separate convolutive mixtures of
speech in the frequency domain. However, the MBD methods
mentioned above also suffer from the absence of additive noise
in their model which is very restrictive and constrains their
utilization in the practical applications. Furthermore, all of
these existing methods yield good performances only if the un-
derlying assumption of the mixture is linear, but many practical
applications have been found to involve the nonlinear distortion
in the mixed signals. For example, in speech processing one of
the fundamental issues is to deconvolve source signals through
a real acoustic environment where signals are corrupted by
noise and interferences. Previous studies have shown that the
receiving elements such as carbon-button microphones are
subject to nonlinear distortion [11], [38], [39]. In telecommuni-
cation [11], [38], [39], the handsets or antennae often introduce
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nonlinearity to the original signals. In seismic sensing systems
[12], the sensors are very sensitive to the ambient environment
so that their responses change nonlinearly and dynamically.
Hence, under these conditions, existing linear methods will fail
to yield satisfactory performance in such practical applications.
A more accurate representation of the received signals must be
developed to account for the existence of the nonlinearity.
The need of accurate representation of the nonlinear distorted
signals has resulted in the emergence of nonlinear BSS. Tan
et al. [13] proposed a radial basis function (RBF) network in
which the hidden layer constitutes a set of Gaussian basis. The
self-organizing map (SOM) has been used in [14] and [15], but
it suffers from both network complexity and interpolation errors
for continuous phase signals. Neural network models [16]–[22],
[41], [42] based on nonlinear independent component analysis
(ICA) algorithms developed by Burel [16] which were later
modified by Valpola et al. [17], [18] are more structured and
reported to produce better results than SOM models. The post-
nonlinear model proposed by Taleb [19] is suitable for the prac-
tical applications which involve the use of nonlinear sensors,
and another method for the postnonlinear model is also derived
based on maximum entropy by Zheng et al. [36]. For the separa-
bility of the postnonlinear model, [19], [20] have provided the
analysis. Similar approaches were later adopted in [21], [22],
and [40], where the hidden neuron functions are spanned by
polynomials. However, there is no concrete evidence so far to
indicate as to why and how neural network techniques should
be utilized for nonlinear separation. Recently, a new result was
developed in [23], in which the nonlinearity is characterized by
a class of strictly monotonic continuously differentiable func-
tions, and another nonlinear approach based on Tikhonov reg-
ularized cost function is presented in [24] for BSS of nonlinear
mixtures. However, all of the previous works of nonlinear BSS
focused only on instantaneous mixing of signals. Hence, these
algorithms cannot work well in practical applications where the
mixing environment is usually reverberant and noisy.
To overcome the weakness associated with the previous work
on both convolutive and nonlinear BSS work, a BSS model
which contains both convolutive mixture and postnonlinear
distortion must be proposed for the mixing environment of most
practical applications. Vigliano et al. [37] proposed a model
of nonlinear convolutive mixtures. However, in his noiseless
model, the source signals are nonlinearly distorted before they
go through the convolutive mixing, which is different from
the postnonlinear convolutive model considered in this paper.
Zadeh et al. [25] composed an algorithm of BSS of post-
nonlinear convolutive mixture which is based on minimizing
the mutual information by using multivariate score functions.
However, Zadeh’s algorithm which constrains the sources to
be temporally independent and identically distributed, and the
mixing environment to be noiseless is rather restrictive and
could deviate considerably from the environment of practical
applications. In this paper, as far as the authors are concerned,
this is the first work that addresses the problem of sepa-
rating noisy postnonlinear convolutive mixture of temporally
correlated signals from a model-generative perspective. The
temporally correlated source model in the proposed model
is capable to cover either nonstationary Gaussian signals or
stationary non-Gaussian signals with leptokurtic distribution.
In general, the observed output at time can be expressed as
(1)
In the above equation, is the th delayed mixing ma-
trix, is a vector of the hidden source signals, and
, where is a continuously
differentiable nonlinear function. The additive noise is as-
sumed to be Gaussian. Given only the observed output, the ob-
jective is to estimate the source signals, the mixing process pa-
rameters, and the parameters of the additive noise. The contri-
bution of this paper is to establish a theory for BSS of post-
nonlinear convolutive mixture by using second-order statistics,
develop a state space model for the postnonlinear convolutive
mixture, derive a generalized EM algorithm for estimating the
source signals and the model parameters, and to analyze the per-
formance of the proposed algorithm in terms of robustness to
noise, accuracy of recovered signal, and speed of convergence.
The proposed algorithm is an effective approach for practical
applications such as speech recognition or telecommunications
where the source signals are transmitted through a noisy rever-
berant environment and received by nonlinear receivers such as
carbon-button microphones or antennae [11], [38], [39].
The paper is organized as follows. In Section II, the state-
space represented postnonlinear convolutive model is fully de-
veloped and described. In the proposed model, an autoregressive
(AR) process model is adopted to represent the temporal corre-
lation of the source signals, and the source signals are modeled
as a nonstationary Gaussian process. In Section III, the learning
rules of the generalized EM algorithm are developed. In the pro-
posed algorithm, the sufficient statistics of the source signals are
inferred in the E-step using the nonlinear Kalman smoothing
algorithm, while the nonlinear model parameters are estimated
in the M-step. Finally, simulation results and analyses are pre-
sented in Section IV to verify the effectiveness at the proposed
algorithm.
II. PROPOSED MODEL
A. Linear Models
The conventional BSS with instantaneous mixture can be ex-
pressed as where
is an -vector of unknown statistically independent sources,
is a -vector of observations and
represents the additive noise with the same dimension of . In
the above, we may set the integers which results in a
square mixing matrix , and this represents a linear and instan-
taneous mixing system. Many demixers have been proposed,
and a thorough review can be found in [26]–[31]. For BSS with
linear convolutive mixture, the instantaneous mixing matrix
becomes convolutive resulting in .
Thus, the mixed output is a linear combination of a set of time-
delayed source signals.
B. Model Construction of Postnonlinear Convolutive Mixture
In this paper, we develop the postnonlinear convolutive mix-
ture model by nonlinear state space model where the source
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signals are modeled as temporally correlated and nonstationary
Gaussian process. Incorporating with the temporal correlation
and nonstationarity of the source signals, it is further shown in
Section II-C that the proposed nonlinear state space model can
be identified up to indeterminacy of sign and permutation. In
this section, we first show how the temporal correlation of the
source signal is adopted in the proposed model. Then, we prove
that the proposed model is capable for sources which can be
a nonstationary Gaussian process or a stationary non-Gaussian
process with leptokurtic distribution. The temporal correlation
of the source signal is represented by using an autoregressive
(AR) process model. The higher order AR process can be used
to model a wide range of natural signals sufficiently [32]. For
the th source, the th order AR process model can be ex-
pressed as
(2)
where denotes the time-dependent AR
parameter vector, and the prior probability distribution over ini-
tial state of the source signal is taken to be Gaussian with
mean and covariance .
The nonstationarity of the th source signal is rendered by
the excitation signal in (2). Here, is a nonstationary
random variable modeled by a stationary Gaussian noise
with zero mean distribution observed under the condi-
tion of a time-varying scale. The scale at any instant is given by
and sampled from . Hence, the resulting non-
stationary excitation signal can be expresses as
(3)
In this paper, we also model sources which are stationary
non-Gaussian processes with leptokurtic distribution as nonsta-
tionary Gaussian process. Since by definition leptokurtic non-
Gaussian process has higher kurtosis than stationary Gaussian
processes, it follows immediately that nonstationary Gaussian
processes will also have higher kurtosis. Let the distribution of
in (3) be given by
(4)
For a random variable with zero mean, the kurtosis can
be defined as , where represents the
expectation of over . The kurtosis of is com-
pared with that of the observable distribution . In the
following, we show that the kurtosis of is always larger
than the kurtosis of unless the scale is stationary, i.e.,
where the equality holds only if
for any arbitrary constant . Since and are independent,
it is easy to obtain that . Hence, the
kurtosis of distribution can be expressed as
. For any density of a positive random
variable and for , it is easy to
obtain that for any arbitrary .
Equality holds if and only if . Hence, we
obtain
(5)
The minimum with respect to is obtained at . Sub-
stituting this back gives . Therefore,
we have , and the equality holds if and only if
, i.e., is a fixed deterministic value, in
which case simply reduces to a scaled version of . Based
on the above, we can draw the following conclusions.
1) A nonstationary Gaussian process has higher kurtosis
than a stationary Gaussian process.
2) A stationary non-Gaussian process with leptokurtic dis-
tribution can be modeled as a nonstationary Gaussian
process.
The above findings provide the crucial link to show that
the proposed signal model is capable to accommodate nonsta-
tionary Gaussian process or stationary non-Gaussian process
with leptokurtic distribution. In line with Parra and Spence
[6], blind deconvolution of nonstationary signals is achieved
by modeling the nonstationarity of the process as piecewise
stationary and this is carried out by segmenting the source
signals into nonoverlapping segments of finite length, where
the samples within a segment are stationary but nonstationary
between segments. Thus, for the AR process model for the
th source in (2), this is carried out by modeling nonstationary
excitation noise in (3) as quasi-stationary with
the time-varying scale given by
(6)
where is a rectangular function with width . In
this representation, the rectangular function denotes the seg-
ment, is the number of samples within the segment, is the
segment number, and is the amplitude of the th segment
window (Here, can be treated as a random variable whose
probability distribution spans only on the nonnegative abscissa).
Hence, the source is now modeled as temporally correlated and
nonstationary Gaussian process which is piecewise stationary
but nonstationary between segments, expressed as
(7)
The proposed postnonlinear convolutive mixture of tempo-
rally correlated and nonstationary Gaussian process is repre-
sented by a nonlinear state space model. First, as proposed in
[7], the AR process is adopted by stacking the state vari-
ables to form the state vector, which is expressed as
, where the vector of individual source at
time is formed by passing the last samples unchanged
to the vector , while the sample at time is obtained by (7),
which is expressed as .
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Hence, the evolution matrix , for individual source is de-
fined as
where is the identity matrix, and is the
zero vector with the subscript and
denoting their dimensions, respectively. To satisfy the statistical
independence between the source signals, the evolution matrix
and the covariance matrix of must be defined to be
diagonal as follows: ,
, where for
and zero otherwise. Associated with initial state
vector of each segment in are and which represents the
mean and covariance matrix of the Gaussian prior probability
distributions.
Second, the convolutive mixture and nonlinearity distortion
are introduced into the proposed model. To represent the con-
volutive mixture in the proposed model, the observation matrix
is extended from the instantaneous mixture to the full matrix of
filters, which can be expressed in the following:
.
.
.
.
.
.
.
.
.
where and represents
the th delayed path between the sensor and source .
The one-to-one postnonlinear function layer is denoted by
(8)
where denotes the th nonlinear function which is contin-
uously differentiable. Hence, the observed signals can be ex-
pressed as . The additive Gaussian noise
is assumed to be stationary with zero mean and covariance ma-
trix . Since the source signals are modeled as a piecewise sta-
tionary Gaussian process, the observed signals will be divided
into segments as , , where
superscript represents the th segment, number of sam-
ples per segment, and a total number of segments are ob-
served. Hence, the state space represented postnonlinear convo-
lutive model is given by
(9)
The evolution matrices and observation mixture matrices are
denoted by and , respectively. The prior probability dis-
tribution over initial states of the source signals is taken to be
Gaussian with mean and covariance . The Gaussian noise
and have zero mean and covariance matrices and ,
respectively.
C. Identifiability
In the following, we discuss the identifiability for the struc-
tured nonlinear state space model and prove that independent,
nonstationary and temporally correlated sources can be identi-
fied up to indeterminacy of sign and permutation. Without loss
of generality, the following analysis is based on two source sig-
nals, i.e., , where each source signal is modeled by a
third-order AR process, i.e., AR(3). Rearranging the rows and
columns of the representation in (10) is shown at the bottom of
the page.
Define
and
(10)
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where is the identity matrix, and is the zero matrix
with the subscript to denote the dimension of the matrix.
Using these notations, the state evolution equation can be com-
pactly expressed as
(11)
Define the invertible transformation matrix with dimension
6 6 as
and submatrices
and
The matrices , , and have common dimensions of
2 2, while has dimension of 4 2. In addition, the sub-
matrices and are full rank in order to render invertible.
By similarity transform, there exist states and excitation
signals such that
(12)
where , , , and
. In the following, we show that by constraining the evo-
lution matrix and covariance matrix of to have the same
structures as and , respectively, the transformation matrix
will be restricted to
where is a matrix that represents the indeterminacy associated
with sign and permutation of the source signals and “ ” is the
Kronecker product. In other words, we show that ,
, , and are only satisfied when
the source signals are statistically independent, nonstationary,
and temporally correlated. Starting with the transformed excita-
tionsignals , wehave (13), as shownat the bottom of thepage.
Since we would like to constrain the covariance matrix struc-
ture of to be identical to , i.e., , then
(14)
where “ ” denotes “constrain to” and “ ” represents “don’t
care” since we have no prior knowledge of the variance of each
besides its statistical independence property. To facilitate
the analysis in (14), we use the singular value decomposition
(SVD) technique to decompose into , where
is a diagonal matrix, whereas and are the left and right
orthonormal matrices, respectively. Since is a 2 2 matrix,
the SVD of has the following form:
(15)
In the above equations, is a scalar which represents
of singular value of . From (15), it is clear that is a function
of , and .
1) Case 1: Stationary Source Signals With Identical Excita-
tion Signals Variance: For stationary source signals and the ex-
citation signals have identical variances for all ,
the conditions required to satisfy the above constraints in (14)
are given by
where (16)
for arbitrary values of , , and . The arbitrariness of these
parameters implies that there exists the indeterminacy in that
still preserve the structure to be identical to since
(13)
2316 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 15, NO. 8, NOVEMBER 2007
. Hence, the matrix is not uniquely determined
for stationary source signals with identical excitation signal
variance.
2) Case 2: Stationary Source Signals With Nonequal Exci-
tation Signals Variance: For stationary source signals and the
excitation signals have nonequal variances, i.e.,
for all , the conditions required to satisfy the above constraints
in (14) are given by
for arbitrary (17)
where , , , 180 . In this case, the indeterminacy
in solely due to the arbitrariness of will still preserve the
structure to be identical to . Hence, the matrix
is not uniquely determined for stationary source signals with
nonequal excitation signal variance.
3) Case 3: Nonstationary Source Signals: In the case of
the source signals being both statistically independent and non-
stationary, this implies that for some and
and therefore, the conditions required to satisfy the above con-
straints in (14) are given by
(18)
where , , 90 , 180 . In the aforementioned equa-
tions, it is not possible to choose a common for
all segments that satisfies the diagonalization process in (14).
Since is a unitary matrix and , , 90 , 180 , the
term will also be constrained to 0 , 90 , 180 . There-
fore, the transformation matrix reduces to
where with , , 180 which represents
the indeterminacy associated with sign and permutation of the
source signals. By using block matrix inverse, we obtain the
inverse of as
(19)
and (20), as shown at the bottom of the page.
The last term on the right side can be expressed as
(21)
where . Substituting (21) into (20) leads
to (22), as shown at the bottom of the page.
(20)
(22)
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To preserve the structure of identical to , we treat the
upper echelons of as “don’t care” while the lower echelon
of will be constrained according to
(23)
Expanding the above, this leads to the following equations:
(24)
where ,
, , and
. Solving the above equations,
yields , , , ,
and . Hence, we have
Using these results, we may therefore state that when the source
signals are independent, nonstationary, and temporally corre-
lated, the transformation matrix will be constrained to a sign
and permutation matrix as denoted by
(25)
where is a unitary matrix as a function angle ,
90 , 180 . Within the context of BSS, this implies that the
source signals can be recovered up to the unknown sign and
permutation. The above analysis can be readily generalized to
arbitrary number of sources and order of the AR process.
III. SOURCE SIGNALS AND PARAMETERS
ESTIMATION ALGORITHM
Having equipped with the proposed model, the EM algorithm
is developed in this section to estimate the sources and model
parameters. The learning rules of the generalized EM algorithm
are derived at a point where the nonlinearity is linearized by
Taylor series up to the first-order partial derivative. In the gen-
eralized EM algorithm, the source signals are inferred in the
E-step and the model parameters are estimated in the M-step.
This is achieved by using the extended Kalman smoother (EKS)
which facilitates the sufficient statistics of the source signals
to be tractably computed in the E-step while a set of self-up-
dated polynomials as the estimator of the postnonlinear distor-
tion whose coefficients are updated as part of the mixing param-
eters in the M-step.
The EM algorithm is used to estimate the sources and the
parameters in the proposed mixing model, and the objective of
the EM algorithm is to maximize the likelihood of the observed
signal with the presence of the hidden source signals ,
where denotes the parameters
of the model. Maximizing the likelihood as a function
of is equivalent to maximize the log likelihood, which can be
expressed as
(26)
Following Jensen’s inequality and using any distribution
, the lower bound of can be obtained as
(27)
where and
.
The EM algorithm iterates between maximizing with
respect to the distribution in the E-step and the parameters
in the M-step with the other one fixed, respectively, until it
converges. With any initial value, the EM algorithm can be ex-
pressed as
(28)
In the E-step, is maximized when is chosen to
be exactly the conditional distribution of with the parameters
estimated from the previous iteration,
at which point the bound becomes an equality. In the M-step,
the maximization of with respect to is achieved by
maximizing since is the entropy of which
does not depend on . In the EM algorithm, each iteration is
guaranteed not to decrease .
A. E-Step
To update the parameters in the proposed model, the rele-
vant statistics of the posterior distribution of the source signals
needs to be inferred and represented in the form
of the parameters obtained from the previous iteration. This will
be achieved in the E-step by using the Kalman smoother [33] to
infer the hidden states. The algorithm of Kalman smoother is
divided in two parts: a forward recursion which uses the obser-
vation from to and a backward recursion which uses the
observation from to where is the length of the data.
The computation of the forward recursion will be achieved by
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using the Kalman filter. However, with a nonlinear model defined
by (9), the conditional densities are in general non-Gaussian and
lead to intractable solution. To deal with this problem, the EKS
is adopted in the E-step. The EKS applies the basic Kalman
smoother based on a linearized point of the nonlinear system.
Here, the nonlinearity is linearized by Taylor series which is up to
the first-order partial derivative at the mean of the current filtered
state . Hence, after the linearization, model (9) becomes
(29)
where the matrix is defined as the derivative of the vector-
valued function at point , as shown here
(30)
Thus, after the linearization, with the noise distribution and
the prior distribution of the initial hidden state being Gaussian,
the conditional distribution of the hidden states given the output
at every time will also be Gaussian. Hence, to infer the condi-
tional distribution, the generalized EM algorithm is used where
the Kalman smoother can be applied on the model (29). The in-
ferred first order statistics is the source conditional mean for
segment , which is expressed as , where the de-
notes for the integral over the source posterior .
The second-order statistics inferred by Kalman smoother is the
autocorrelation matrix along with the time lag-one autocorre-
lation matrix of source for segment which is expressed as
and , respectively, where as shwon by (31) at
the bottom of the page. Here, the first element in is de-
fined as , and the autocorrelation matrix for is de-
fined as . Since the source signals are assumed to be sta-
tistically independent, for different source and , this leads to
. For the linearized model
defined by (29), the required statistics , and will
be obtained by the statistics provided by the Kalman smoother,
which is expressed as as follows:
(32)
1) Forward State Estimation: Kalman Filter: Starting from
the prior distribution of the initial of the hidden state being
Gaussian with mean and covariance , the Kalman filter
will provide the estimates of and
(33)
with and as the initial valued.
2) Backward State Estimation: The backward recursion uses
the observation from to where is the length of data in
each segment. Based on the statistics obtained by Kalman filter,
for , , the following statistics can be
obtained:
(34)
3) Lag-One Covariance Smoother: The lag-one covariance
smoother is used to obtain the time lag-one autocorrelation ma-
trix
(35)
Hence, the required statistics can now be computed as
(36)
With the relevant statistics represented in the form of the model
parameters which are obtained from previous iteration in current
E-step, in the following M-step, the model parameters can be
updated to maximize the likelihood in (27).
B. M-Step
In the M-step, in (27) is maximized with respect to all
the parameters in the proposed model. This will involve using
(31)
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the relevant statistics obtained from the previous E-step. First,
by extending in full we have
(37)
where
(38)
In (38), denotes a multidimensional Gaussian
function in the variable with mean and covariance matrix
. Substituting (38) into (37), can now be expressed in
the form of the parameters in the model as follows:
(39)
The learning rules of the model parameters can be obtained
by maximizing with respect to . This can be done
by first computing their partial derivative. Starting from the
segment-wise parameters, their partial derivatives are obtained
as
(40)
Setting the above derivations to zero, this leads to the fol-
lowing for :
(41)
Thus, , , , can be reconstructed by following the
definitions in Section II.
However, due to the postnonlinear distortion, the estimators
for and which include the statistics from all observed seg-
ments, are much different from the ones for linear deconvolution
and more complex. Because the new estimator for cannot be
expressed in a closed form, the gradient ascent algorithm is used
to update . First, the partial derivative of for the th
row can be obtained from (42), as shown at the bottom of the
page.
For notation simplicity, we define that as ,
as and as the first-order derivative with re-
(42)
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spect to the argument. can be extended in full and expressed
as
(43)
To derive the partial derivative of with respect to , the
derivative of each item is computed. Hence, the derivative of
is obtained as
(44)
where is the th column of . To compute the derivative
of the items which contain the matrix , is first
expressed in the following form based on (30):
(45)
Hence, the derivatives for , , can be obtained as
(46)
Hence, the derivative of with respect to can be
obtained by adding the derivative of the items of together as
follows:
(47)
where
(48)
Thus, the new estimator for is computed by
(49)
where is the learning rate.
For the covariance matrix , the updated equation can be
obtained by setting its derivative to zero. Thus, the derivative
of with respect to is first computed as
(50)
Hence, the new estimator for is given by (51), as shown at
the bottom of the next page.
C. Nonlinearity Estimation
Since the nonlinearity cannot be accessed directly, a self-
adaptive algorithm for estimating is essential. In this paper, we
follow the Weierstrass Approximation Theorem [34], where a
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set of polynomials is used to estimate the nonlinearity distortion
functions . The estimation only requires the statistics obtained
from the E-step. Thus, for every scalar function of , can be
approximated by polynomials as
(52)
where represents the order and being the coef-
ficients of the polynomials, ,
. The polynomial co-
efficients can be updated as one of the model parameters
by maximizing . Hence, we define
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
where
(53)
Hence, and the derivative matrix at can be expressed
as
(54)
Substituting (54) into (39), the partial derivative of
for can be obtained by (55), as shown at the bottom of the
page, where (56) is shown at the bottom of the page.
(51)
(55)
(56)
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Substituting (56) into (55), we have
(57)
Set (57) to zero, this results in
(58)
Hence
(59)
Substituting back into
(59), the estimator for can be obtained as (60), as shown at
the bottom of the page.
Thus, all new estimators for parameters are obtained and rep-
resented with the statistics obtained in the E-step. The EM al-
gorithm alternates between the E-step and M-step until it con-
verges. Below, we summarize the proposed framework.
Step 1) Divide the signals into segments each containing
samples.
Step 2) Initialize , , , , , , and .
Step 3) Substitute , , , , , , and into
(33)–(36) to obtain the required statistics ,
and .
Step 4) Apply the obtained , and to (41),
(47)–(49), (51), and (60) to update , , , ,
, , and .
Step 5) Repeat Step 3 and Step 4 until all parameters con-
verge.
To test the convergence of the parameters, a conver-
gence measure for each parameter within is defined as
Trace , where is a small
constant which is set to be 0.01, and represent the
current and previous iteration, respectively. In Step 2, the
parameters in the algorithm are initialized. Since the nonlinear
distortion is linearized in the E-step in the proposed algorithm,
a good initial value is important to ensure the linearization is
a good approximation of the nonlinearity. One possible way
is run the proposed algorithm by assuming the postnonlinear
distortion to be linear and then apply the converged parameters
value as the initial value.
IV. RESULTS AND PERFORMANCE ANALYSIS
In this section, several experimental simulations under dif-
ferent conditions have been designed to investigate the efficacy
of the proposed approach. In total, there are three sets of
simulations. The first simulation aims to test the performance
of the proposed algorithm for nonstationary Gaussian sources
under different signal-to-noise ratio (SNR) environments. In
the second simulation, the proposed algorithm is tested for the
stationary non-Gaussian sources with leptokurtic distribution
under different SNR environments since we proved that sta-
tionary non-Gaussian sources with leptokurtic distribution can
be modeled as nonstationary Gaussian process. Finally, the
third simulation is configured for the recorded separation of
speech in a short reverberant office room. All simulations and
analysis are conducted using a PC with a Pentium IV 3-GHz
processor and 2 GB of RAM.
A. Performance Under Nonstationary Gaussian Sources
In this simulation, the performance of the proposed algorithm
for temporally correlated and nonstationary Gaussian sources
is investigated and compared with Zadeh’s postnonlinear
convolutive algorithm [25] and a nonlinear instantaneous one
which is chosen to be Taleb’s algorithm [19]. At present and to
the best of our knowledge, both algorithms are currently being
used as the standard benchmark techniques for performance
comparison in nonlinear mixture separation. Both of Zadeh’s
and Taleb’s demixer in their algorithm consist of two parts:
a nonlinear stage which cancels the postnonlinear distortions
and a linear stage which separates the linear mixture. Both
of the algorithms are updated by minimizing a criterion of
output independence which is expressed as mutual informa-
tion criterion by using gradient descent. This minimization
is carried out by estimation of the log-derivatives of source
densities (also known as the score function) and the estimation
of the score function can be accelerated by using second-order
techniques which compute the inverse of the Hessian. The
difference is that Zadeh’s demixer updates this minimization
of the output between any different time, while Taleb’s al-
gorithm updates this minimization of the output at the same
(60)
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Fig. 1. Nonstationarity measurement of source signals in simulation
Section IV-A.
time. Zadeh’s and Taleb’s algorithm are both based on signal
transformation approach which is only able to account for
noiseless observation while the proposed algorithm is based
on probabilistic model-generative approach which allows us to
incorporate information about the sources and account for noisy
observation. The experimental setup is as follows: two sensors
postnonlinear convolutive mixture of two temporally correlated
nonstationary Gaussian signals with additive Gaussian noise
under different SNR levels. Each source signal is designed to
be temporally correlated within the last three samples. Hence,
parameters and are set to be 3.The full convolutive mixing
matrix
where is randomly drawn from
the Gaussian distribution with ,
, .
The random draw of each element of results in
The postnonlinear distortions are selected as
and . The function is bounded while
unbounded, and this selection is taken merely to investi-
gate the performance of the proposed algorithm under two dif-
ferent forms of nonlinearity. The signals are divided into seg-
ments each contains 50 samples. The value for the first line
in evolution matrix and the covariance of the excitation
noise changes for every segment ensure that the source sig-
nals are nonstationary between the different segments. The mea-
surement of nonstationarity of the source signals is displayed in
Fig. 1 by the variance of each segment, for all . It is
clearly shown that the source signals are nonstationary between
different segments, and that the nonstationarity is different be-
tween the two source signals. The initial value of the parameters
in the proposed model is obtained from the converged param-
eter value by running the proposed algorithm where the post-
nonlinear distortion is assumed to be linear. The learning rate
for mixing matrix estimator is set to be 10 . Within each ex-
periment of different SNRs, all model parameters are estimated
by the proposed algorithm. Fig. 2(a)–(e) depicts the true source
signals, the mixed signals, and the recovered signals by three
schemes at SNR 20 dB, respectively. The proposed algo-
rithm takes about 62 s to achieve convergence, Zadeh’s algo-
rithm takes about 36 s, and Taleb’s algorithm takes only about
13 s to achieve convergence. The correlation coefficient for
and between the recovered and the original sources for the
proposed algorithm are 0.9223 and 0.9012, respectively. From
Fig. 2, it is clear that the proposed algorithm has out-performed
the other two algorithms and provides the best recovered signals.
To assess the performance improvement of the proposed al-
gorithm, the signal-to-interference ratio (SIR) [7] is adopted:
SIR , where is defined as
the cross-correlation which contributes the th recovered source
signal to the th original source signal, is defined as the au-
tocorrelation which contributes the th recovered source signal
to the th original source signal, and the SIR is calculated over
the entire signal length. Fig. 3 displays the convergence of the
proposed algorithm at SNR dB and Fig. 4 shows the
SIR as a function of the SNR. In both figures, we have in-
cluded the performance of Zadeh’s algorithm and Taleb’s al-
gorithm to demonstrate the degree of improvement delivered by
the proposed algorithm. Fig. 3 shows that the proposed algo-
rithm converges at reasonably good SIR around 12.5 dB after
60 iterations, while Zadeh’s algorithm converges after 50 it-
erations at only below 8 dB, and Taleb’s algorithm achieves
even lower SIR about 3.5 dB after 50 iterations. Hence, this
indicates more than 50% improvement has been obtained by
using the proposed algorithm. The correlation coefficient for
and between the recovered and the original sources for
Zadeh’s algorithm are 0.8193 and 0.8025, respectively, while
they are even lower for Taleb’s algorithm which are 0.7003 and
0.6887, respectively. In Fig. 4, the SIR rendered by the pro-
posed algorithm continues to grow when SNR increases and a
reasonably good SIR is obtained for SNRs above 10 dB. On
the other hand, the SIR delivered by Zadeh’s algorithm and
Taleb’s algorithm improves only marginally when the SNR in-
creases. Our proposed algorithm achieves the level of SIR at
12.5 dB with SNR dB while Zadeh’s algorithm only ob-
tains this level at about 8 dB and Taleb’s algorithm even lower.
Hence, the proposed algorithm provides a significant improve-
ment of SIR, and about 50% improvement is obtained for all
SNR above 5 dB. The performance of Zadeh’s algorithm is less
than successful in this simulation because it assumes no addi-
tive noise in its model, and the sources are constrained to be
temporally independent and identically distributed. Both condi-
tions on the source signal model have clearly been violated in
this simulation. Taleb’s algorithm performs even more poorly
because it is based on instantaneous mixture instead of convo-
lutive mixture. Hence, these two algorithms do not perform sat-
isfactorily and point out the importance of the proposed model
in the case where the observed mixture has been distorted. This
also shows that the proposed algorithm is robust under a high
level of noise in a postnonlinearly mixed sources environment.
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Fig. 2. Signals in simulation Section IV-A. (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. (d) Recovered sources by
Zadeh’s algorithm. (e) Recovered sources by Taleb’s algorithm.
Fig. 3. Algorithm convergence at SNR = 20 dB in simulation Section IV-A.
Fig. 4. SIR versus SNR in simulation Section IV-A.
B. Performance Under Stationary Non-Gaussian Sources
In Section II, we showed that the stationary non-Gaussian sig-
nals with leptokurtic distribution can be treated as nonstationary
Gaussian. In this simulation, to test our proposed algorithm for
temporally correlated stationary non-Gaussian signals two tem-
porally correlated stationary signals with Laplacian distribution
are generated and applied as source sigals. White Gaussian noise
is added to the mixture with different SNR levels. The sources
are segmented and the kurtosis of each segment is calculated to
Fig. 5. Kurtosis of source signals in simulation Section IV-B.
Fig. 6. Nonstationarity measurement of source signals in simulation
Section IV-B.
choose the number of samples per segment. A number of re-
peated experiments have been conducted and segment as small
as 25 samples has been found to satisfy the Gaussianity assump-
tion. In Fig. 5, the kurtosis of each segment of the source signal
is displayed in solid line while the kurtosis of each source signal
is displayed with a dashed-dotted line. It is clearly shown that
the estimated kurtosis of each segment is within the proximity of
3 which is considerably lower than the kurtosis of whole signal.
The estimated mean of the segment-wise kurtosis are 3.01 and
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Fig. 7. Signals in simulation Section IV-B. (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. (d) Recovered sources by
Zadeh’s algorithm. (e) Recovered sources by Taleb’s algorithm.
2.82, respectively, and their corresponding standard derivations
are 1.03 and 0.9, respectively. This is consistent with the theory
of the source signal model presented in Section II. The param-
eters of the model are maintained identical to Section IV-A and
the AR order of both source signals is set to 8. In Fig. 6, the
nonstationary characteristics of the source signals are displayed
by the variance measured from each segment. The plot shows
that while the source signals are non-Gaussian, they are non-
stationary between different segments. The true source signals,
mixed signals, and the recovered signals by the three schemes
under SNR dB are depicted in Fig. 7, and the time needed
to achieve convergence is about 53, 32, and 10 s for the pro-
posed algorithm, Zadeh’s algorithm and Taleb’s algorithm, re-
spectively. The correlation coefficient for and between the
recovered and the original sources for the proposed algorithm
are 0.8993 and 0.9176, respectively. The obtained results show
that the proposed algorithm has outperformed the other two al-
gorithms and provides the best recovered signals that are rea-
sonably close to the original ones.
In Figs. 8 and 9, the speed of convergence of the proposed
algorithm at SNR dB and SIR as a function of SNR are
shown. The performance of the Zadeh’s algorithm and Taleb’s
algorithm is also drawn. The results in Fig. 8 show that the pro-
posed algorithm converges after about 50 iterations and the SIR
after convergence is about 12 dB. Compared with Zadeh’s algo-
rithm which converges after 50 iterations at no more than 7.5 dB
and Taleb’s algorithm which converges at only around 3.5 dB
after 50 iterations, the proposed algorithm provides a good SIR
performance with an improvement of about 50%. The correla-
tion coefficient for and between the recovered and the orig-
inal sources are 0.8106 and 0.7991, respectively, for Zadeh’s
algorithm, whereas for Taleb’s algorithm, the correlations are
even lower given by 0.6715 and 0.6962, respectively. When SIR
is plotted as a function of SNR, the results in Fig. 9 show that the
SIR increases when SNR increases and a reasonable good SIR
Fig. 8. Algorithm convergence at SNR = 20 dB in simulation Section IV-B.
Fig. 9. SIR versus SNR in simulation Section IV-B.
is obtained for SNR above 10 dB for the proposed algorithm.
The results for Zadeh’s algorithm show that the SIR increases
rapidly for SNR below 10 dB, while only a little improvement
is obtained when SNR above 10 dB, and the results obtained by
Taleb’s algorithm are poor for all SNR.
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Fig. 10. Layout of the recorded speech separations.
Fig. 11. Normalized impulse response between speaker 2 and microphone 2.
C. Experimental Results For Speech Separation
Recorded speech separations are conducted in this section.
The separation is conducted in a quiet short reverberant office
room with the following dimensions: 3 m 3.8 m 2.6 m
height length width , and the layout is shown in Fig. 10,
and reverberation time is about 30–32 ms. In each experi-
ment, sentences with length of 6 s are spoken by three speakers.
The positions of the speakers and the microphones are fixed
so that the propagation channels are kept as static as possible
within the duration of the mixing. As an example of the room
transfer function, we have plotted the normalized impulse re-
sponse between speaker 2 and microphone 2 in Fig. 11. The
aim of this experiment is to investigate the performance of the
proposed algorithm in separating nonlinearly mixed speech sig-
nals. As pointed out in [11], [38], and [39], low-quality micro-
phones such as those made from carbon materials are subject to
nonlinear distortion especially when the input speech is of large
amplitude. Applications that involve the use of carbon micro-
phones include mobile handsets and speaker telephones. Con-
sequently, if these microphones are used, then the nonlinearity
introduced by these microphones cannot be ignored and must
be taken into account in the mixing model. To this end, we in-
tend to model this nonlinearity based on the study conducted in
[11], [38], and [39]. To facilitate such modeling, the received
speech signals are first recorded by high-quality Sennheiser mi-
crophones so as to preserve the convolutive effects of the signals
and to reduce possible nonlinear distortions. These outputs are
then fed to a computer and sampled at 8000 Hz for processing.
In [11] and [39], it is shown that the nonlinearity of a generic
microphone with input within can be mod-
Fig. 12. Kurtosis of source signals of the recorded speech set 1.
Fig. 13. Nonstationarity measurement of source signals of the recorded speech
set 1.
eled as a series expansion , where
are the coefficients of the expansion. The values and de-
note the lower and upper saturation levels of the microphone
response. By constraining the saturation levels to and
, it is further shown that the optimally computed coeffi-
cients result in to have a functional form that
can be approximated by . Hence, based on the above
study, the nonlinear distortion used in our study is chosen to be
. Noise at different SNR levels is also introduced to the
distorted mixed signals. By a number of Monte Carlo realiza-
tions, a 12th-order AR model is found to sufficiently model the
temporal correlation of the speech signals. AR models of lower
order will yield less optimality in fully capturing the temporal
statistical behavior of the speech signals, whereas increasing the
order beyond 12 hardly improves the accuracy unless a very
high order, which is more than 40, is used. This finding is fur-
ther supported by related [35]. In practice, and for various types
of leptokurtic distributions, we have found that segments of 20
to 35 samples are sufficient to satisfy the Gaussianity assump-
tion. For the speech signals in these two separations, we have
divided them into segments of 25 samples. To access the sound
quality of the recovered signals, log spectral distortion (LSD) is
adopted, which can be expressed as
LSD
(61)
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Fig. 14. Signals in the recorded speech separation set 1. (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. (d) Recovered
sources by Zadeh’s algorithm. (e) Recovered sources by Taleb’s algorithm.
where is the number of frames, is the number of frequency
bins, and are the original and recovered sources, and is
meant to prevent extreme value.
In the first recorded speech separation, there are two female
speakers and one male speaker. The kurtosis for each signal is
displayed in Fig. 12. The kurtosis of each segment of the source
signal is displayed in solid line, while the kurtosis of the source
signal in its entirety is displayed in the dashed-dotted line. The
estimated means of the segment-wise kurtosis are 2.93, 2.86,
and 2.91, respectively, and their corresponding standard deriva-
tions are 0.96, 0.87, and 0.92, respectively. This is consistent
with the theory presented in Section II. The nonstationary of
the three speech source signals are displayed in Fig. 13 by
the variance of each segment. The estimation process follows
the proposed algorithm in Section III. The original sources
and the mixed sources under SNR dB are plotted in
Fig. 14(a) and (b), respectively. The recovered signals by three
schemes are depicted in Fig. 14(c)–(e). The proposed algorithm
takes about 62 min to reach convergence, while Zadeh’s and
Taleb’s algorithm take 36 and 12 min, respectively. The pro-
posed algorithm provides the best recovered speech signals not
only from the visual perspective but also in the assessment of
LSD. The LSD of the recovered speech signals is 6.69 dB, 6.45
db, and 6.53 dB, respectively. While the LSD of the recovered
speech signals by Zadeh’s algorithm is 13.12 dB, 13.01 dB,
and 12. 87 dB which is not satisfying, and the LSD by Taleb’s
algorithm is 16.77 dB, 16.43 dB, and 16.52 dB, which is
even poorer. Fig. 15 presents the convergence speed under
SNR dB and Fig. 16 the SIR-SNR plot. The proposed
algorithm converges to about SIR dB after 60 iterations,
while Zadeh’s algorithm and Taleb’s algorithm converge to
Fig. 15. Algorithm convergence at SNR = 20 dB in the recorded speech sep-
aration set 1.
Fig. 16. SIR versus SNR in the recorded speech separation set 1.
SIR about 7 dB and below 3.3 dB, respectively, after 50 iter-
ations. Even at the 40th iteration, the proposed algorithm still
outperforms both algorithms by 2 and 6 dB. In Fig. 16, the
SIR rendered by the proposed algorithm improves rapidly as
the SNR increases, and a good level of SIR above 10 dB is
obtained for SNR 15 dB. However, Zadeh’s algorithm yields
a less satisfactory result as the SIR improves very slightly
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Fig. 17. Kurtosis of source signals of the recorded speech set 2.
Fig. 18. Nonstationarity measurement of source signals of the recorded speech
set 2.
when the SNR is above 15 dB and Taleb’s algorithm performs
disappointingly for all SNR. The SIR obtained by Zadeh’s
algorithm and Taleb’s algorithm are, respectively, below 7 and
3.3 dB. Thus, the proposed algorithm provides a substantially
higher SIR improvement over the two algorithms even at low
SNR levels.
To verify the effectiveness of the proposed algorithm, the
speakers are reallocated as two male speakers and one female
speaker. The measurement of the kurtosis for each source signal
is displayed in Fig. 17. The estimated means of the segment-
wise kurtosis are 2.81, 3.05, and 2.85 with corresponding stan-
dard derivations 0.96, 1.06, and 0.82, respectively. This is again
consistent with the theory presented in Section II. Fig. 18 dis-
plays the nonstationary of the three speech source signals by the
variance of each segment and Fig. 19(a)–(e) displays the orig-
inal sources, the mixed sources under SNR dB and the
recovered signals by three schemes, respectively. It is clear that
the proposed algorithm performs much better than the other two
algorithms and provides the results which are close to the orig-
inal ones.
The microphone array in these two speech separations is
chosen to be a large-scale microphone array but not small
scale. Since the small-scale microphone array which combines
the use of beamformer is used for determination of source
location to solve the permutation inconsistency problem in
the frequency domain BSS. The source location technique
calculates the directivity patterns from the separation matrix
and then searches the null directions which correspond to the
directions of the sources. As the distance between microphones
increases, performance gets worse. Since only a few directivity
patterns are available. The large-scale microphone array is used
in the time domain and performs better since the channels are
well separated and hence reduces the problem of an ill-condi-
tion number. Since the proposed algorithm works in the time
domain, the large-scale microphone array is adopted, and the
results further support the use of large-scale microphone arrays
in time domain algorithms.
The utility of the proposed algorithm is tested by automatic
speech recognition and compared with Zadeh’s and Taleb’s al-
gorithm. The experiment is performed in the same location as
the previous experiment. Recognition performance is estimated
on a first speaker who reads out loud a 150-word paragraph, and
the interference source is the second speaker. Two recording mi-
crophones are placed in parallel, each pointed to one speaker.
The distance between the first speaker and the microphone is
120 cm, and the distance between the interference speaker and
the microphone is 250 cm. A commercial large-vocabulary rec-
ognizer (IBM’s ViaVoice), which is previously adapted to the
speaker, is used. In Fig. 20, the word error rate (WER) after
separation by the three algorithms is shown for SNR from 5 to
20 dB. The results show that the WER by the proposed algo-
rithm drops rapidly as the SNR increases. Of particular note is
that substantial improvement of the WER for an SNR between
10 and 20 dB is obtained by the proposed algorithm. The WER
by the proposed algorithm is below 20% at SNR 15 dB and
below 15% at SNR 20 dB, which are satisfactory results.
However, Zadeh’s and Taleb’s algorithm both perform unsat-
isfyingly and the WERs do not improve much as the SNR in-
creases. Again, the result of this experiment shows the impor-
tance of the proposed model, robustness under a high level of
noise and good performance in speech separation of the pro-
posed algorithm.
V. CONCLUSION AND FUTURE WORK
A novel maximum-likelihood approach based on the EM
framework for noisy postnonlinear convolutive mixture has
been proposed. The state space representation of the postnon-
linear convolutive mixture has been derived where the source
signal model can undertake either nonstationary Gaussian
signal or stationary non-Gaussian signal with leptokurtic distri-
bution. In the proposed algorithm, the EKS is used to infer the
hidden source signals, and the EM algorithm is generalized to
compute the updates of the parameters in the proposed model.
The estimation of the postnonlinear distortion is addressed by
using polynomials and a closed-form expression for estimating
their coefficients has been fully developed. Rigorous tests and
performance analyses have been conducted on the proposed
algorithm under various simulation conditions. The obtained
results have coherently shown that nonlinear blind source
separation of convolutive mixture is highly feasible, and that
given a nonlinear data set, the proposed algorithm performs
significantly better than the existing algorithms by at least 50%.
However, there still remain a few challenges that need to be
considered in future work. The selection of model order which
includes estimating the number of sources and the degree of
nonlinearity by choosing a different order of polynomials is a
challenging but important issue which has yet to be addressed.
Also, the computational complexity of the proposed solution
is relatively intensive especially for terms that involve the
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Fig. 19. Signals in the recorded speech separation set 2. (a) Original sources. (b) Mixed signals. (c) Recovered sources by proposed algorithm. (d) Recovered
sources by Zadeh’s algorithm. (e) Recovered sources by Taleb’s algorithm.
Fig. 20. WER of speech autorecognition.
postnonlinear distortion function, and this indicates the need to
develop fast and robust techniques for efficient implementation.
Hence, these issues will constitute the subject of our future
research.
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