W e now present our result.
THEOREM. It follows that if a is feasible for (P) it is optimal for (P).
Proof. Suppose first that r = 0 . If there is no x # a , feasible for (P), we are done since a is assumed feasible. Suppose x # a is feasible. Then
Then, since one of v, W is non-zero, we have (u (. S*, w € 2"*)
Since re vg(a) = 0 by ( i i ) and wh{a) = 0 by the feasibility of a , we
Also r e mk{a) = 0 by ( i i ) , s o (ii) The proof presented here removes Craven' (iii) In the same manner as in Theorem 1 we can remove the extraneous condition on k in Theorems 2 and 3 of [2] . In the latter case this is just the observation that if one of r or U is nonzero we need only assume h is T-convex.
(iv) It seems to the author that Theorem 1 is more properly a KuhnTucker Sufficiency Condition ['] than a Fritz John condition since it essentially gives a constraint qualification to force r to be nonzero.
It would be interesting to see a "true" Fritz John condition that gave necessary and sufficient conditions for optimality in absence of any added convexity hypotheses.
