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Wideband DOA Estimation through Projection
Matrix Interpolation
J. Selva
Abstract—This paper presents a method to reduce the com-
plexity of the deterministic maximum likelihood (DML) estimator
in the wideband direction-of-arrival (WDOA) problem, which
is based on interpolating the array projection matrix in the
temporal frequency variable. It is shown that an accurate
interpolator like Chebyshev’s is able to produce DML cost
functions comprising just a few narrowband-like summands.
Actually, the number of such summands is far smaller (roughly
by factor ten in the numerical examples) than the corresponding
number in the ML cost function that is derived by dividing the
spectrum into separate bins. The paper also presents two spin-
offs of the interpolation method. The first is a fast procedure to
compute one-dimensional search estimators like Multiple Signal
Classification (MUSIC), that exploits the close relation between
Chebyshev interpolation and the Discrete Cosine Transform
(DCT). And the second is a detection-estimation procedure for
the DML estimator. The methods in the paper are assessed in
several numerical examples.
I. INTRODUCTION
The estimation of the directions of arrival (DOAs) to an
array of sensors is a fundamental problem in signal processing,
which has been studied in multitude papers during the last
decades. Most of the existing estimators are based on the
so-called narrowband assumption, i.e, on considering that the
signals’ bandwidths are much smaller than their corresponding
central frequencies. As is well known, this assumption greatly
simplifies the modeling, because the geometry of a given
impinging wave just translates into a single complex factor
for each sensor-wave pair. Actually, the various estimation
methods in array processing can be viewed as effective ways
to exploit this single-factor structure, [1]. In practice, however,
the signals’ bandwidths are often wide relative relative to their
central frequencies and, as a consequence, the array geometry
affects separate spectral components differently. Thus, in this
wideband case there is a factor for each combination of sensor,
wave and spectral component, and this fact complicates the
estimation significantly.
In the literature, most techniques attempt to reduce this
wideband case to the narrowband one, by dividing the spec-
trum into separate bins, and then using a narrowband model in
each of them. Afterward, the main issue is how these separate
models should be combined. There are fundamentally two
approaches for this combination. It can either be coherent [2]–
[5] in the sense that it incorporates the array snapshots from
separate bins into a single covariance matrix, or incoherent,
meaning that a narrowband estimate is computed for each
bin first, and then these last estimates are combined through
a method like a weighted average, [6]. Besides, there exist
methods that share features of the coherent and incoherent ap-
proaches like the test of orthogonality of projected subspaces
(TOPS) in [7], [8]. The methods that employ this reduction to
the narrowband case have been surveyed in several references,
[7], [9, Ch. 3] and [10, Sec. 4.3].
We must additionally mention that the direct estimation
through well-established methodologies like the maximum
likelihood (ML) principle has also been attempted in a number
of references. The deterministic and stochastic ML estimators
have been analyzed in [11] theoretically. An approximate ML
estimator has been proposed in [12], [13] and the ML estimator
for near-field sources has been analyzed in [14]. The main
drawback of these direct approaches is their complexity, given
that the cost function is the sum of the narrowband cost
functions for each spectral bin, and the number of bins is
usually high.
In this paper, we propose to interpolate the projection
matrix appearing in the DML cost function using a Chebyshev
interpolator, in order to reduce the cost function’s complexity.
Specifically, we will show that such interpolator is able to
exploit the smooth variation with the temporal frequency,
in order to yield a cost function composed of just a few
narrowband-like components. Though other interpolators are
usable, we consider only the Chebyshev interpolator for sim-
plicity and due to its excellent performance.
The paper has been organized as follows. In the next sub-
sections we introduce the notation and recall several results on
Chebyshev interpolation. Then, in Sec. II we will introduce the
signal model for the wideband DOA problem, and in Sec. III
the proposed interpolation method for the DML cost function.
In Sec. IV we will derive an interpolator for one-dimensional
search estimators, that will be employed in incoherent MUSIC
(IC-MUSIC) and in the detection-estimation procedure in Sec.
V. Finally, we will assess the methods in the paper in Sec. VI
numerically.
A. Notation
The notation will be the following.
• We will write vectors and matrices in lower and upper
bold face respectively. So y will denote a vector and Y
a matrix.
• I will denote the identity matrix.
• [y]k and [Y ]p,q will represent the kth and (p, q) elements
of y and Y respectively.
• The vector formed by appending a scalar a to a column
vector y will be denoted [y; a].
• ’⊙’ will be the element-by-element product of two equal-
size matrices or vectors.
• Y † will denote the pseudo-inverse of matrix Y . As is
well known, Y † = (Y HY )−1Y H if Y has full-column
rank.
2• New symbols and functions will be introduced using the
operator ’≡’.
B. Background on Chebyshev interpolation
In this paper, the well-known Chebyshev interpolator will
play a key role, [15, Sec. 6.2]. In order to recall it, we first
consider a generic function g(x), defined in an interval [a, b],
and introduce the following notation:
• TP (y) and UP (y) respectively denote the Chebyshev
polynomials of the first and second kinds and order P .
• yp is the pth root of TP (y), yp ≡ − cos(pi(p− 1/2)/P ),
p = 1, 2, . . . , P .
• y(x) denotes the linear function mapping the interval
[a, b] onto [−1, 1].
• xp is the set of abscissas following yp = y(xp).
• δp denotes the discrete delta function: δ0 = 1 and δp = 0
if p 6= 0.
Using these definitions, the Chebyshev interpolator of g(x) is
g˜(x) ≡
P−1∑
k=0
ckTk(y(x)), (1)
where the coefficients ck are given by
ck ≡
2− δk
P
P∑
p=1
g(xP−p+1) cos
(pik
P
(
p−
1
2
))
. (2)
Alternatively, the following formula expresses g˜(x) in terms
of the samples g(xp),
g˜(x) =
P∑
p=1
φp(x)g(xp), (3)
where
φp(x) ≡
TP (y(x))
PUP−1(yp)(y(x) − yp)
. (4)
A key observation is that (2) is the type-2 DCT of the
samples g(xp), except for a scale factor and an index reversal.
This fact allows us to oversample g˜(x) using a procedure
akin to the zero-padding FFT method [16], but based on the
DCT. Specifically, consider an integer R > P , the roots of
the Rth Chebyshev polynomial y′r ≡ − cos(pi(r − 1/2)/R),
(r = 1, . . . , R), and the corresponding abscissas for g˜(x),
x′r, [y
′
r ≡ y(x
′
r)]. In order to compute the samples g˜(x
′
r),
r = 1, 2, . . . , R, we may first compute the coefficients ck
through one type-2 DCT [Eq. (2)], then add zero padding up to
length R, and finally obtain the desired samples g˜(x′r) through
one type-3 DCT (inverse of type-2 DCT).
II. SIGNAL MODEL
Consider a linear array of M sensors at positions dm, into
which K wideband signals impinge with angles of arrival θk
relative to the broadside, (m = 1, . . . , M , k = 1, . . . , K). We
assume that these signals are passband with spectra contained
in [fo − B/2, fo +B/2], where B > 0 and fo > B/2. After
demodulation from frequency fo to baseband, the signal from
the mth sensor follows the model
xm(t) =
K∑
k=1
e−j2pifoτmγkbm(γk)sk(t− τmγk) +wm(t), (5)
where
• τm is the delay between the array’s reference point and
the mth sensor at the propagation velocity,
τm ≡
dm
c
, (propagation velocity c), (6)
• γk is the sine of the kth angle of arrival,
γk ≡ sin θk, (7)
• bm(γk) is the mth sensor pattern,
• sk(t) is the lowpass equivalent of the kth impinging
signal,
• and the wm(t) are independent complex white noise
processes of equal variance.
Next, we assume that the receiver takes N samples of each
xm(t) with a period T fulfilling the Nyquist condition (BT <
1), and then computes the DFT. If these last samples are
denoted x˜(r/(NT )) (integer r), then for large N they follow
the model
x˜m
( r
NT
)
=
K∑
k=1
e−j2pi(fo+r/(NT ))τmγkbm(γk)s˜k
( r
NT
)
+w˜m
( r
NT
)
,
(8)
with r = r1, r1 + 1, . . . , r2, where r1 and r2 are the first
and last frequency indices in which at least one signal has
significant power, and s˜k(r/(NT )) and w˜m(r/(NT )) have
the obvious definitions. In vector notation, this model can be
written as
xr = A(r,γ)sr +wr, (9)
where
[xr]m ≡ x˜m
( r
NT
)
, [γ]k ≡ γk,
[A(r,γ)]m,k ≡ e
−j2pi(fo+r/(NT ))τmγkbm(γk),
[sr]k ≡ s˜k
( r
NT
)
, [S]·,r ≡ sr,
[wr]m ≡ w˜m
( r
NT
)
.
(10)
For the model in (9), the DML estimator of S and γ is
given by the arguments minimizing the cost function
L0(S,γ) ≡
r2∑
r=r1
‖xr −A(r,γ)sr‖
2. (11)
As is well known, this cost function can be minimized in sr for
fixed γ, using the pseudo-inverse of A(r,γ). If the resulting
sr is substituted into (11), then we obtain the compressed cost
function,
L1(γ) ≡
r2∑
r=r1
‖P⊥(r,γ)xr‖
2, (12)
3where P⊥(r,γ) denotes the projection matrix for the orthog-
onal complement of A(r,γ),
P⊥(r,γ) ≡ I −A(r,γ)A(r,γ)
†. (13)
At this point, we have that the number of summands in
(12) is usually very high (on the thousands), and each of
them depends on a different projection matrix P⊥(r,γ). This
implies that the direct minimization of L1(γ) would be too
expensive computationally. In the next section, we propose an
interpolation method that reduces the number of summands
drastically.
III. PROPOSED INTERPOLATION METHOD
In the DML cost function in (12), the number of summands
can be very large though, additionally, the projection matrix
P⊥(r,γ) varies smoothly with the frequency index r. We may
exploit this last fact by means of an interpolator for P⊥(r,γ)
in order to reduce the number of summands. In this paper,
we propose to employ the Chebyshev interpolator in (3) due
to its high accuracy for a small number of input function
values. Specifically, we propose to interpolate P⊥(r,γ) using
the Chebyshev interpolator in (3) with linear mapping
y(x) =
2x− r1 − r2
r2 − r1
, (14)
and interpolation abscissas
ρp ≡
r2 − r1
2
xp +
r2 + r1
2
, (15)
where xp was already defined in Sec. I-B. The resulting
interpolator is
P⊥(r,γ) ≈
P∑
p=1
φp(r)P⊥(ρp,γ). (16)
Let us insert this formula into (12) in order to obtain a new
DML cost function. We have
L1(γ) ≈ L1,c(γ) ≡
r2∑
r=r1
∥∥∥
P∑
p=1
φp(r)P⊥(ρp,γ)xr
∥∥∥2
=
r2∑
r=r1
tr
{ P∑
p=1
φp(r)P⊥(ρp,γ)xrx
H
r
}
=
P∑
p=1
tr
{
P⊥(ρp,γ)
r2∑
r=r1
φp(r)xrx
H
r
}
. (17)
Finally, we define the correlation matrices
Rp ≡
r2∑
r=r1
φp(r)xrx
H
r , (18)
in order to write L1,c(γ) as
L1,c(γ) =
P∑
p=1
tr{P⊥(ρp,γ)Rp}. (19)
This is the DML cost function proposed in this paper. For
assessing later its performance, let us introduce another cost
function based on the usual approach, in which the spectrum
is divided into separate bins using a filter bank. For this, divide
the range [r1, r2] into Pb bins of the form
Ib,p ≡ [r1 + (p− 1)d, r1 + pd[, 1 ≤ p ≤ Pb, (20)
where d ≡ (r2 − r1)/Pb, let ρb,p denote the pth bin’s center,
and consider the bin (or piecewise constant) interpolator given
by
P⊥(r,γ) ≈
Pb∑
p=1
φb,p(r)P⊥(ρb,p,γ), (21)
where φb,p(r) is the indicator function for the pth bin,
φb,p(r) ≡
{
1 if ρb,p − d/2 ≤ r < ρb,p + d/2
0 otherwise.
(22)
Now, a derivation similar to that in (17) but using the bin
interpolator in (21) yields the cost function
L1(γ) ≈ L1,b(γ) ≡
Pb∑
p=1
tr{P⊥(ρb,p,γ)Rb,p}, (23)
where Rb,p is the covariance matrix for the pth bin,
Rb,p ≡
∑
r∈Ib,p
xrx
H
r . (24)
We will check in the numerical examples that, though (19)
and (23) have a similar form, the Chebyshev interpolator has
produced a much smaller number of summands; i.e, P in (19)
is much smaller than Pb in (23).
Finally, note that in (19) each summand can be interpreted
as a narrowband cost function at the frequency fo+ρp/(NT ).
However, the expected values of the covariance matrices Rp
do not necessarily admit a decomposition into a noise and
signal subspace, given that (18) is a wideband average of the
outer products xrx
H
r ; (i.e, r varies along the full frequency
range [r1, r2]).
IV. COMPLEXITY REDUCTION APPLIED TO
ONE-DIMENSIONAL SEARCH ESTIMATORS: BEAMFORMER
AND IC-MUSIC
For estimators involving a one-dimensional search in the
DOA parameter γ, like IC-MUSIC, an additional Chebyshev
interpolator may substantially reduce the total computational
burden, by decreasing the number of cost-function evaluations
required. We may illustrate this technique for a simple beam-
former estimator, and then adapt it to other cases.
In a so-called beamformer estimator, the estimates are the
abscissas of the K main local minima of L1,c(γ) [or L1,b(γ)],
where γ is a scalar parameter. The technique that we propose
starts by introducing a Chebyshev interpolator for P⊥(ρp, γ)
of the form in (3) with weight functions ηq(γ) [akin to
φp(x)], domain [−1, 1], and interpolation abscissas γ˜q . For
a sufficiently large order Q, this interpolator is
P⊥(r, γ) ≈
Q∑
q=1
ηq(γ)P⊥(r, γ˜q). (25)
Next, we write P⊥(r, γ˜q) as
P⊥(r, γ˜q) = I − aˆp,qaˆ
H
p,q, (26)
4where aˆp,q is the normalized signature
aˆp,q ≡
a(ρp, γ˜q)
‖a(ρp, γ˜q)‖
. (27)
Finally, we insert (26) and (27) into (19) to obtain an interpo-
lation formula for L1,c(γ),
L1,c(γ) ≈
P∑
p=1
tr
{ Q∑
q=1
ηq(γ)P⊥(ρp, γ˜q)Rp
}
=
P∑
p=1
tr
{ Q∑
q=1
ηq(γ)
(
I − aˆp,qaˆ
H
p,q
)
Rp
}
=
Q∑
q=1
ηq(γ)
P∑
p=1
tr{Rp} − aˆ
H
p,qRpaˆp,q. (28)
In this expression, the p-index sum is the value of L1,c(γ˜q),
and it is only necessary to compute Q such values for fully
specifying the formula. This fact allows us to compute the
beamformer estimates in the following steps:
1) Compute L1,c(γ˜q), q = 1, 2 . . . , Q, [p-index sum in
(28)]. Note that the vectors aˆp,q are constant and,
therefore, can be pre-computed.
2) Upsample the previous step’s output to a number of
samples R > Q, using the DCT zero-padding technique
in Sec. I-B.
3) Locate the main local minima in the sample sequence
from the previous step.
4) Refine, if necessary, the local minima’s abscissas using
a one-dimensional optimization method like Newton’s.
This steps involves no evaluations of L1,c(γ), given that
we may instead evaluate its interpolator in (28).
As can be readily inferred, this technique is applicable
to any other one-dimensional search estimator, and we will
employ in this paper two of them. The first is an extended
beamformer that takes into account a fixed component vector
γo. Its cost function is L1,c([γo; γ]) and its interpolator is
obtained by replacing Rp with P⊥(ρp,γo)Rp in (28),
L1,c([γo, γ]) ≈
Q∑
q=1
ηq(γ)
·
P∑
p=1
tr{P⊥(ρp,γo)Rp} − aˆ
H
p,qP⊥(ρp,γo)Rpaˆp,q. (29)
The second estimator is IC-MUSIC, in which the one-
dimensional search is performed on the total pseudo-spectrum
consisting of the sum of the usual MUSIC pseudo-spectra in
separate bins. This sum is the result of replacing Rb,p with
U b,pU
H
b,p in the cost function in (23), where U b,p spans the
signal subspace of Rb,p,
L1,mu(γ) ≡
Pb∑
p=1
tr{P⊥(ρb,p, γ)Ub,pU
H
b,p}. (30)
Next, in order to obtain its interpolator, note that this expres-
sion has the same form as L1,c(γ) in (19), but with U b,pU
H
b,p
in place of Rp. Therefore, if we repeat the derivation in (28)
but starting from (30), we obtain the last line of (28) but with
U b,pU
H
b,p in place of Rp,
L1,mu(γ)
≈
Q∑
q=1
ηq(γ) ·
P∑
p=1
tr{Ub,pU
H
b,p} − aˆ
H
p,qU b,pU
H
b,paˆp,q (31)
Finally, we may simplify this last expression as follows:
L1,mu(γ) ≈
Q∑
q=1
ηq(γ)
(
KP −
P∑
p=1
aˆHp,qU b,pU
H
b,paˆp,q
)
≈ KP −
Q∑
q=1
ηq(γ)
P∑
p=1
aˆHp,qU b,pU
H
b,paˆp,q. (32)
This is the interpolator proposed for the IC-MUSIC pseudo-
spectrum in (30). In (32), we have used the approximation∑Q
q=1 ηq(γ) ≈ 1, given that the Chebyshev interpolator also
approximates the constant functions.
V. PROPOSED DML DETECTION-ESTIMATION METHOD
In the sequel, we present a detection-estimation method
for computing the DML estimate, that resembles well-known
procedures for the narrowband case, like those in [17], [18]
and [19, Sec. 4.6)]. Fundamentally, it is a combination of two
steps, one for detecting additional components, and another
for refining a given estimate. The first is a variant of the
Generalized Likelihood Ratio (GLR) test in [20], and the
second is the modified variable projection method (MVP) in
[21] which converges in a small number of iterations.
The method operates on a given estimate γK,α, repeating
in turn a detection step followed by an estimation step, until a
statistical test fails. The sub-indices K and α in γK,α are the
length of this same vector and the number of iterations in the
estimation step respectively. The initial vector γ0,0 is empty.
Both steps are described in the next two sub-sections.
A. Detection step
Given an iterate γK,α (which can be initially empty),
the detection method decides whether to look for an addi-
tional parameter γ and, if so, selects as γ the minimum of
L1,c([γK,α; γ]). The detection is based on a statistical test for
L1,c(γK,α), assuming that γK,α is the true parameter vector.
More precisely, if γK,α is the true vector, then L1,c(γK,α)
follows a χ2 distribution with 2(M − K)(r2 − r1 + 1)
degrees of freedom. Thus, an additional component is sought
if L1,c(γK,α) > A, with
A ≡
σ2
2
F−1(1− PFA), (33)
where F is the χ2 cumulative distribution function, and PFA
a fixed false-alarm probability.
We may summarize this detection step as follows. If
L1,c(γK,α) < A, the iterative process finishes and the final
estimate is γK,α, but if L1,c(γK,α) > A then it proceeds to
5the estimation step with the new vector γK+1,0 = [γK,α; γ],
where
γ = argmin
γ′
L1,c([γK,α; γ
′]). (34)
This minimum is located using the DCT zero-padding tech-
nique in Sec. IV.
B. Estimation step
This step is an implementation of the MVP method in
[21], already used in [18], [22] and [19, Sec. 4.6)] for the
narrowband problem. For introducing it, let us define first the
following matrix of differentials with the same size asA(r,γ),
[D(r,γ)]m,k ≡
d
dγk
[A(r,γ)]m,k. (35)
Its explicit expression can be readily computed from (10).
Also, it is convenient to define the following shorthand no-
tation
Ap,K,α ≡ A(ρp,γK,α), Dp,K,α ≡ D(ρp,γK,α), (36)
P⊥,p,K,α ≡ P⊥(ρp,γK,α). (37)
Given an iterate γK,α, the MVP method refines it using the
iteration
γK,α+1 = γK,α − µH
−1
K,αgK,α, (38)
where usually µ = 1, though µ < 1 may be used to ensure a
cost function decrease, and gK,α and HK,α are the gradient
and approximate Hessian of (19) at γ = γK,α,
gK,α ≡ −2Re{diag{
P∑
p=1
A
†
p,K,αRpP⊥,p,K,αDp,K,α}} (39)
HK,α ≡ 2Re{
P∑
p=1
(DHp,K,αP⊥,p,K,αDp,K,α})
T
⊙ (A†p,K,αRp(A
†
p,K,α)
H)}. (40)
These expressions can be efficiently computed from the
Housholder QR decompositions of the matrices Ap,K,α, as
shown in [19, Sec. 4.6.4b)]. Actually, it is not necessary to
compute neither A
†
p,K,α nor P⊥,p,K,α. The iteration in (38)
is repeated until there is no significant reduction in the cost
function’s value. Afterward, the execution proceeds to the
detection step again.
VI. NUMERICAL EXAMPLES
We have performed several numerical examples following
the signal model in Sec. II, which are presented in the sequel.
In them, the main parameters were the following:
Central frequency. The signals’ central frequency was
fo = 2.4 GHz.
Received signals. There were two simulation scenarios, that
we term “independent-signals” (IS) and “correlated-signals”
(CS) scenarios. In the IS scenario, the lowpass equivalents
of the received signals were three linearly-modulated signals
so,k(t) with raised-cosine modulating pulse (roll-off 0.2).
The modulation sequences in the three were variance-one
independent and complex white. The corresponding lowpass
signals at the sensor array reference point were a′kso,k(t−τ
′
k),
with
Amplitudes a′k: 0.626 + j0.7798, −0.4432− j0.552,
0.3138 + j0.3908,
Delays τ ′k/(2fo): 0, 0.6, 37.53.
In the CS scenario, the lowpass equivalents were generated
as in the IS scenario, except for the fact that the three initial
signals so,k(t) were the same one.
DFT length. N = 2048 and the sampling period T fol-
lowed BT = 0.8. The frequency index range was [r1, r2] =
[−819, 818], where index 0 was exactly placed at frequency
fo.
Sensor array. Uniform linear array with M = 10 sensors
and isotropic patterns, [bm(γ) = 1 for all sensors].
Angles of arrival. −0.7895, −0.6816, and 0.2734 rads.
Corresponding parameters in γ: −0.71, −0.63, and 0.27.
Signal-to-noise ratio (SNR). Ratio of the signal and noise
powers in (8), averaged over all the values of r and m in that
equation.
Detection false-alarm probability. In the example about
the detection method, we have used PFA = 0.01.
Estimators. We have evaluated three estimators:
• IC-MUSIC. Incoherent MUSIC with interpolated pseudo-
spectrum in (32). The local minima were located using
the DCT technique in Sec. I-B, followed by a one-
dimensional Newton method for each minimum.
• BinML. DML estimator using the bin cost function in
(23).
• ChebML. Proposed DML implementation based on min-
imizing the cost function in (19).
In both BinML and ChebML, the detection-estimation
method in Sec. V was used in all cases. However, for known
number of signalsK , the pair of detection and estimation steps
was executed exactly K times, i.e, the test in Sec. V-A was
not employed.
One-dimensional search in BinML and ChebML. In all
cases, it was Q = 50 and the Chebyshev grid was oversampled
by factor 2 using the DCT zero-padding method in Sec. I-B.
Number of Monte Carlo trials. The estimators’ perfor-
mances have been evaluated in 100 Monte Carlo trials.
A. Projection matrix interpolation performance
Fig. 1 shows the error of the bin interpolator in (21)
when used to approximate the projection matrix P⊥(r,γ) for
Pb = 47 bins. This last number of bins ensures an error below
−50 dB at all frequencies, as can be readily checked, and
is the minimum Pb fulfilling this condition. In this figure,
the error is defined as the maximum amplitude among the
elements of P⊥(r,γ)− Pˆ⊥(r,γ), where P⊥(r,γ) and Pˆ⊥(r,γ)
are the true and interpolated projection matrices respectively.
The oscillations in this figure are due to the fact that the error
is negligible close to the bins’ centers and increases away
from them. Fig. 2 shows the same error but for the Chebyshev
interpolator and several interpolation orders P . Note that
P = 4 ensures by large the −50 dB threshold while, as just
commented, the bin interpolator requires Pb = 47. As can be
readily seen, the Chebyshev interpolation error decreases very
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Fig. 1. Interpolation error for the projection matrix using the bin interpolator
with 47 bins. This is the smallest number of bins ensuring the −50 dB
threshold for all frequencies.
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Fig. 2. Projection matrix approximation error using the Chebyshev interpo-
lator versus the frequency index.
fast with P . Actually, P = 6 already places the error below
the −100 dB threshold. These error curves have a −∞ value
at the positions corresponding to the Chebyshev polynomial
roots after the linear interval mapping [−1, 1] → [r1, r2], as
explained in Sec. (I-B).
Fig. 3 shows the same error for the Chebyshev interpolator
but versus the parameter difference |γ2 − γ1|, assuming two
impinging waves. Again, we can see the strong reduction in
the error as P increases. Also, note that there is no relevant
error increase for small parameter differences.
B. Performance of the BinML and ChebML estimators
Fig. 4(a) shows the RMS error of the IC-MUSIC estimator
for P = 10 and 50 bins, and of the BinML estimator for
P = 40 to 70 bins, in the IS scenario and assuming a known
number of signals K . Note that IC-MUSIC if far from the
Cramer-Rao (CR) bound and BinML attains it.
Fig. 4(b) shows the same error but for the ChebML estima-
tor. Note that the mismatch is negligible already for P = 5.
Thus, in this example ChebML requires at least ten times less
cost function summands than BinML, with the corresponding
savings in computational burden.
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Fig. 3. Projection matrix approximation error using the Chebyshev interpo-
lator versus the parameter difference γ2 − γ1 for several interpolation orders
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Fig. 4. RMS error in dB for the estimation of γ1 of estimators IC-MUSIC
(a), BinML (a), and ChebML (b) in the IS scenario, together with CR bound.
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Fig. 5. RMS error in dB for the estimation of γ1 of estimators IC-MUSIC
(a), BinML (a), and ChebML (b) in the CS scenario, together with CR bound.
Figs. 5(a) and 5(b) are the equivalents of Figs. 4(a) and
4(b) but for the CS scenario. Note that in this case the CR
bound is higher due to the correlation among impinging waves.
Here, we may draw roughly the same conclusions as in the
IS case, except for the fact that BinML and ChebML require
a somewhat higher order at high SNRs, (P = 6 or 7 for
ChebML, Pb = 70 or more for BinML).
C. Performance of the detection-estimation scheme
Fig. 6 shows the performance of the detection scheme in
Sec. V in the IS scenario for P = 6 (and unknown K). The
curve in Fig. 6(b) is the probability of detecting the three
components in γ, and Fig. 6(a) shows the RMS error but
estimated for those realizations in which the three components
had been detected. The detector employed the actual noise
variance σ2 in the test in (33), if the SNR was below 37 dB.
For larger SNRs, σ2 is kept at the 37 dB level in the detection
test, given that the error in the approximation of the true wave
parameters by γK,α becomes noticeable at high SNRs. Note
that the detector obtains the three components with probability
almost equal to one for SNRs above the −5 dB threshold.
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Fig. 6. Performance of the detection scheme in Sec. V in the IS scenario.
VII. CONCLUSIONS
We have presented an interpolation method for the wide-
band DOA problem, that makes it possible to obtain DML
cost functions composed of a small number of narrowband-
like components. The method is based on approximating the
projection matrix involved in the DML cost function using a
Chebyshev interpolator. Compared with the approach based
on dividing the spectrum into separate bins and then applying
a narrowband model in each of them, the proposed method
produces a much smaller number of cost function summands,
so reducing the computational burden significantly. We have
presented two spin-offs of the method that combine the already
commented interpolator with another one of the same type.
This second interpolator is used to reduce the complexity of
one-dimensional searches. These spin-off are an implemen-
tation of the IC-MUSIC estimator and a detection-estimation
scheme for the DML estimator. The methods in the paper have
been assessed in several numerical examples.
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