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Abstract 
Truszczydski, M., Decompositions of graphs into forests with bounded maximum degree, 
Discrete Mathematics 98 (1991) 207-222. 
A forest decomposition of a multigraph G is a family of edge-disjoint subforests of G whose 
edge sets cover all edges of G. The minimum number of forests in a forest decomposition of G 
is called the arboricity of G is denoted by Y(G). The well-known result of Nash-Williams 
states that Y(G) = max{ [lE(h)l/lV(H)I - ll}, w h ere the maximum is taken over all induced 
subgraphs H of G with at least two vertices. A natural question arises: How does the 
Nash-Williams formula change if forests to be used in decompositions have maximum degrees 
bounded by a given integer d? The minimum number of such forests necessary to decompose G 
will be denoted by Y,(G). In this paper we propose and study the following conjecture: For 
every multigraph G and for every d 3 2, 
A(G) d(G)+1 A(G) if Y(G) = 7, 
Y,(G) = 
$~~G)~[~\] otherwise. 
We show that the conjecture is true in the case when d 3 A(G) + 1 - Y(G) and also for 
complete multigraphs KY’ and complete bipartite multigraphs KE.),,. In the case when d = 2 
and G is regular our conjecture reduces to Y,(G) = Y(G) and generalizes the Linear 
Arboricity Conjecture. 
1. Introduction 
In the paper we use standard graph-theoretic terminology. A multigraph may 
have multiple edges but does not have loops. A simple graph has neither multiple 
edges nor loops. Often, we write graph for multigraph. For a simple graph G, by 
GCk) we denote the graph obtained from G by replacing each edge by k parallel 
edges. 
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A forest decomposition of a multigraph G is a family of edge-disjoint subforests 
of G whose edge sets cover all edges in G. The minimum number of forests in a 
forest decomposition of G is called the arboricity of G and is denoted by Y(G). 
The well-known result of Nash-Williams [6] states that 
Y(G) = max 
P(H)1 
IV(H)1 -I 11 ’ 
where the maximum is taken over all induced subgraphs H of G with at least two 
vertices. 
A natural question arises: How does the Nash-Williams formula change if 
forests to be used in decompositions are subject to additional constraints? In this 
paper we study the situation where forests in decompositions have bounded 
maximum degree. Let d be a positive integer. By Y,(G) we denote the minimum 
number of forests with maximum degree at most d in a forest decomposition of a 
multigraph G. The main goal of the paper is to obtain formulas and estimates for 
this parameter. 
There are two trivial lower bounds for Y,(G). First of all we have Y(G) s 
Y,(G). Also, at least A(G)/d forests of maximum degree at most d must be used 
to cover the edges incident in G with a vertex of degree A(G). Hence, 
A(G)/d s Y,(G). Combining this two facts yields the following lower estimate for 
T,(G): 
max{ Y(G), [?I} =S Y,(G). 
We conjecture that, in fact, in almost all cases this lower bound gives the correct 
value of Y,(G). More precisely, we propose the following conjecture. 
Conjecture 1.1. For every multigraph G and for every d 3 2, 
Y,(G) = 
A(G) 
if Y(G) = 7, 
otherwise. 
The conjecture is closely related to the Linear Arboricity Conjecture and can 
be considered as a generalization of it. The linear arboricity of a graph G was 
defined by Harary [5] as the minimum number of forests of paths needed to 
decompose G. Usually, the linear arboricity of G is denoted by E(G) but in our 
notation it is Y,(G). 
Clearly, Y2( G) 3 max{ Y(G), [A(G)/21}. Thus, for graphs with small ar- 
boricity but large maximum degree, the linear arboricity is much greater than the 
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arboricity. For example, a star with n edges has arboricity 1 and linear arboricity 
m/2]. An important question is: Which graphs are at the other extreme, i.e., 
for which graphs are arboricity and linear arboricity equal? It was conjectured by 
Harary [5] that for every A-regular simple graph G, Y,(G) = [(A + 1)/2]. This 
conjecture is known as the Linear Arboricity Conjecture (LAC). Since, by the 
Nash-Williams formula, for every A-regular simple graph G we have Y(G) = 
[(A + Q/21, LAC could be rephrased as follows: For every regular simple graph 
G, Y,(G) = Y(G). I n other words, LAC states that the arboricity and linear 
arboricity are equal for regular simple graphs. Although in general LAC still 
remains unproven, several results supporting it have been obtained. It is known 
that LAC is true for A-regular simple graphs with A < 6, A = 8 and A = 10 (see 
[4]). It is also known that if LAC holds for two regular simple graphs G and H, 
then it holds also for their Cartesian product G x H (see [9]). 
Since for a A-regular graph G, Y(G) 2 [(A + 1)/2], Conjecture 1.1, if true, 
would imply the following extension of LAC to the case of multigraphs. 
Conjecture 1.2. For every regular multigraph G, G(G) = Y(G). 
There were other attempts to extend the Linear Arboricity Conjecture to the 
case of multigraphs (see [l]). We believe that our approach is more natural and, 
if correct, would yield an exact formula for Y,(G) for every regular multigraph G. 
Conjecture 1.2 was shown to be true for A-regular multigraphs, where A = 3, 4 
and 6 (see Corollary 1.7 and [lo]). 
In the paper we provide a variety of results supporting the statement of 
Conjecture 1.1. We prove Conjecture 1.1 for some special classes of graphs: 
complete multigraphs with all edges of the same multiplicity, complete bipartite 
multigraphs with all edges of the same multiplicity, multigraphs with forests as 
underlying simple graphs. We also show that the conjecture is true for a 
multigraph G and an integer d 2 2, if d 2 A(G) - Y(G) + 1. 
This last result implies that for every A-regular simple graph G there exist 
forest decompositions of G into Y(G) forests with each forest having maximum 
degree at most [(A + 1)/2] (Corollary 2.9). 
We conclude this section with several observations, an example and more 
terminology. First we show that to prove Conjecture 1.1, it is sufficient to prove it 
for connected graphs. 
Proposition 1.3. Suppose that Conjecture 1.1 Is true for graphs G and H. Then, 
Conjecture 1.1 is true for G W H. (As usual, G W H denotes the graph that is the 
union of vertex disjoint, isomorphic copies G’ and H’ of G and H, respectively.) 
Proof. Without loss of generality, we may assume that Y,(G) 2 Y,(H). Conse- 
quently, Y,(G U H) = Y,(G). If Y,(G W H) = max{ Y(G W H), [A(G W H)ld]} 
then it is easy to see that Conjecture 1.1 is true for G U H. Hence, suppose that 
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Y,(G W H) > max Y(G W H), 
[d’GdU H’lI* (1) 
Inequalities (1) and Y,(G) 3 Yd(H) imply: 
(a) T,(G) > Y(G). 
(b) r,(G) ’ Y(H). 
(c) r,(G) > r*(G)ldl. 
(d) T,(G) ’ r*(H)ldl. 
Since Conjecture 1.1 holds for the graph G, it follows from (a) and (c) that 
Y(G) = A(G)/d and Yd(G) = Y(G) or Y(G) + 1. Thus, by (a), we have that 
Y,(G) = Y(G) + 1 = A(G)ld + 1. By (b), we obtain that Y(G) 3 Y(H). Thus, 
Y(G w H) = Y(G). By (d), it follows that A(G)/d + 1~ [dud]. 
Consequently, A(H) s A(G) and A(G W H)ld = Y(G) = Y(G W H). Since 
Y,(G W H) = Y,(G) = Y(G) + 1= Y(G W H) + 1, 
Conjecture 1.1 is true for G W H. Cl 
The following three propositions imply that Conjecture 1.2 holds for all 
A-regular multigraphs with A s 4, and are also used in the proof of Theorem 2.7. 
A forest F in a graph G is called spanning if for every x E V(G), d&) 3 1. 
Proposition 1.4. Let G be a regular multigraph. Then every matching of G can be 
extended to a spanning forest F of G with A(F) =S 2. 
Proof. Let M be a matching of G and let M1 be any maximal (with respect to 
inclusion) matching of G containing M. Put X = V(G) - V(M,). If X = 0, then 
F = MI has the required properties. If X #0, then X is an independent set in G. 
In this case, let B be the subgraph of G spanned by all edges of G incident to 
vertices in X. It follows from Hall’s Theorem that B has a matching M2 
saturating all vertices in X. Clearly, F = MI U M2 satisfies the assertion. 0 
Proposition 1.5. Let G be a 3-regular multigraph such that Ki3’ $ G. Then 
r,(G) = 2. 
Proof. Observe first that all subgraphs of G isomorphic to KS*) are vertex 
disjoint. Hence, there is a matching M E G such that Z@ $ G - M. Proposition 
1.4 implies that there is a spanning forest F of G such that M c F and A(F) s 2. 
Let us also assume that subject to these requirements F has maximum possible 
number of edges. We claim that H = G - F is a forest. Clearly, A(H) s 2. 
Suppose that there is a cycle C E H. Then C has at least three vertices and each 
vertex of C has degree 1 in F. Let x,, x2 and x3 be some three consecutive 
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vertices of C. Obviously, since A(F) =S 2, x1 and x2 or x2 and x3 are in different 
components of F. Say, the latter possibility holds. Then F +x2x3 is a spanning 
forest in G with M c F + xzx3 and A(F + x2x3) s 2, and it has more edges than F 
does, a contradiction. 0 
Proposition 1.6. Let G be a multigraph such that A(G) 3 3 and K$Ad’G” $ G. Then 
Y,(G) s A(G) - 1. 
Proof. In the proof we use the following straightforward observation: Every 
graph G such that Kp) $ G can be extended to a A(G)-regular graph G’ such that 
K$“$ G’. 
To prove the assertion of the proposition, we proceed by induction on A(G). 
The case A(G) = 3 follows from Proposition 1.5. Hence, let G be a graph with 
A(G) 2 4, such that K$Ad’G)) $ G. Define A = A(G) and denote by G’ a A-regular 
supergraph of G such that Kf $ G’. Since A 3 4, there is a matching M in G’ 
such that K$*-” $ G’ - M. By Proposition 1.4 there is a spanning forest F in G’ 
with A(F) c 2 and containing M. Put H, = G’ - F. Clearly, K$*-” $ HI and 
A(H,) = A - 1. By the induction hypothesis, Y2(H1) c A - 2 and, consequently, 
A - la T,(G’) Z= Y,(G). 0 
Corollary 1.7. Y,(G) = Y(G) f or every A-regular multigraph G with A s 4. 
Proof. The result is obvious in the cases of A = 1 and A = 2. If A = 3, then 
Y(G) = 2 or 3. Suppose first that Y(G) = 3. Then G is the disjoint union of 
graphs isomorphic to Ki3’. Hence, Y,(G)=3. If Y(G)=2 then Ki3’$G and 
Y,(G) < 2, by Proposition 1.5. Since Y(G) s Y,(G), Y(G) = Y,(G) follows. 
Suppose now that A = 4. In this case Y(G) = 3 or 4. If Y(G) = 4, then G is the 
disjoint union of graphs isomorphic to K2 . (4) Hence, Y(G) =4. If Y(G) = 3 then 
Ki4) $ G. In this case the result follows by Proposition 1.6. 0 
The restriction d 2 2 in Conjecture 1.1 is necessary. The formula of Conjecture 
1.1. for d = 1 implies Y,(G) < A(G) + 1 and this inequality is false. To see that 
note that Y,(G) is exactly the chromatic index of G and this parameter was 
extensively studied. In particular, the well-known Vizing Theorem states that for 
any multigraph G, A(G) 6 Y,(G) =S A(G) + p(G), where p(G) stands for the 
largest multiplicity of an edge in G (see [3]). Moreover, there are graphs G with 
Y,(G) = A(G) + p(G). Thus, the assertion of Conjecture 1.1 is not true for d = 1 
and for those graphs G with p(G) 3 2 that satisfy Y,(G) = A(G) + p(G). The 
assertion of Conjecture 1.1 also does not hold for d = 1 in the case of simple 
graphs. To see that consider a simple graph G with A(G) 2 3. Then, Y(G) < 
A(G). Thus, if G is of class 2 (that is, its edge-chromatic number is A(G) + l), 
the formula of Conjecture 1.1 for d = 1 fails for G. 
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Other simple observations are: 
(i) Y,(G) 2 Y,(G) z= * * - , 
(ii) Y,(,)(G) = Y(G). (Th’ is means that the conjecture holds for d = A(G).) 
One might be tempted to conjecture that Y,(G) = max{ Y(G), [A(G)/d]}. 
This conjecture is false, however. It is not hard to provide appropriate examples. 
Let Gk be the graph obtained from the complete graph KZk by adding two new 
vertices x and y and joining each of them to exactly k vertices of KZk so that no 
vertex of Kzk be joined to both x and y. Clearly, Y(G,) = k. Moreover, on 
counting edges we see that each forest in a decomposition is a spanning tree. 
Hence, for every Fin any forest decomposition of Gk we have d&x) = 1. Now let 
G be any k-regular simple graph (k 2 2) of class 2 (i.e., with chromatic index 
equal to A(G) + 1). Define H to be the graph obtained from G by adding, for 
every vertex z of G, d - 1 disjoint copies of Gk and identifying z with vertices 
corresponding to x in Gk’s. Such a graph H has Y(H) = k, A(H) = dk and 
Y,(H) = k + 1. 
It is often convenient to think about forest decompositions in terms of edge 
colorings. By a forest coloring of a graph G we mean an assignment of colors to 
edges of G so that each monochromatic set induces a forest. A coloring is called 
a p-coloring if p colors are used. A forest p-coloring in which every 
monochromatic forest has maximum degree at most d is called a (p,d)-coloring. 
Clearly, Y,(G) up if and only if G has a (p,d)-coloring. 
2. Results 
In this section we compute Y,(G) for some special graphs like forests, complete 
graphs, complete bipartite graphs. All these results provide evidence to support 
Conjecture 1.1. We also show that for every graph G, Conjecture 1.1 holds for a 
sufficiently large d. 
Theorem 2.1. Let F be a multigraph obtained from a forest T by replacing some 
edges of T by several parallel edges. Then Y,(F) = max{ Y(F), [A(F)ld] }. 
Proof. Using a modification of the proof of Proposition 1.3 one can show that it 
is sufficient to prove the result in the case when T is a tree. 
The proof of the assertion of the theorem will be by induction on the number 
of edges in F. First, one shows that the theorem holds if F is obtained from a star 
(also by induction on the number of edges). Now, let F be a graph obtained from 
a tree T that is not a star. Let x1 and x2 be two adjacent vertices of T such that 
the degree of xi in T is at least 2, i = 1, 2. Let 6 and F2 be the two components of 
the graph that results from F when all edges between x, and x2 are removed; let 
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us assume that xi E 8, i = 1, 2. Finally, let 
Hi = V(4) u {~*~I and Hz = F[V(F,) U {xl}]. 
(As usual, G[U] denotes the subgraph of G induced by the set of vertices U.) 
By the induction hypothesis, each Hi, i = 1, 2, has a decomposition into 
max{ Y(HJ, ]A(Hi)ld] > f orests of maximum degree at most d. Consequently, F 
has a decomposition into 
max{max{ Y(Hi)y [A(H;)/dl}: i = 1,2} 
forests of maximum degree at most d. 
On the other hand, Y(F) = max{ Y(H,): i = 1, 2) and A(F) = max{A(H,): i = 
1, 2). Thus, 
max{ Y(F), [A(F)ld] > = max{max{ Y(H;): i = 1, 2}, max{ [A(Hj)/dl : i = 1, 2) 
= max{max{ Y(Hi), [A(H,)/dl}: i = 1,2} 
and the result follows. 0 
Theorem 2.2. Let d 2 2. Then Y,(KiA)) = [An/21. 
Proof. The following three facts can be easily established and are connected to 
the well-known results on decompositions of complete graphs into Hamilton 
paths and cycles. 
(1) If n is even, then K, has a decomposition into n/2 Hamilton paths. 
Moreover, no two paths have the same endpoint. 
(2) If n is odd, then K,, has a decomposition into In/21 Hamilton paths and a 
path of length [n/2] with the property that each path has a distinct endvertex. 
(3) For every n, K, w has a decomposition into n paths of length n - 1 with the 
property that each path has a distinct endvertex. 
We will prove (2) here. The proof of (1) is similar and (3) follows from (1) and 
(2). Let us assume that it = 2k + 1 and that the vertex set of K, is 
{ .%I, Xl, f . . , x,_*, CL}. For i = 0, . . . , k - 1 define path P; by 
S =Xk+iX,XiX,-2+iX1+iX,-3+i ’ ’ ’ x&+l+ixk-l+i, 
where the arithmetic of the indices is done modulo n - 1 and we assume that 
00 + i = m for every integer i. These paths are edge-disjoint (they are obtained 
from PO by clockwise rotations around x,; see Fig. l), and they cover all edges of 
K, but 
xk-lxk, XkXktl, ’ . . 9 x,-3x” -2 
which form a path of length ln/2]. Moreover, vertices xk+i, i = 0, 1, . . . , k - 1 
and xk_i are distinct endvertices of the paths constructed. 
214 M. Truszczyriski 
x2 x k-2 
. . . 
\ 
” 
“a3 
\ . . . 
\ 
Xk-l 
f 
Xk+I 
‘k 
Xn-3 Xk+2 
Fig. 1. Path p0. 
From (l), (2) and (3) it follows that Y,(Kh*‘) = [An/2]. Since for every d 3 2 
we have 
[An/21 =G Y,(Q)) 6 Y,@‘) = [An/2], 
the assertion follows. 0 
Let us discuss now the case of the graph K,,,. (‘) It is substantially more difficult 
than the previous two cases. We will show that Conjecture 1.1 holds for those 
graphs, as well. The proof will be broken into several lemmas. They deal with 
decompositions of Kzj,‘, into cycles and paths. A detailed treatment of these 
problems can be found in [7-81. 
Lemma 2.3. (a) Zfn is even then K,,, has a decomposition into [n/2] paths Pz,_I 
and a matching Ln/2] K,. 
(b) If n is odd then K,,, has a decomposition into [n/2] paths Pzn_, and a forest 
P,, W Ln/2] K2. 
(c) Kif!, has a decomposition into n paths P2n--1 and a matching nKz. 
(d) K!$ has a decomposition into [An2/(2n - l)] paths Pz,_I and a forest 
(possibly empty) of the form aKz or P2m+l W(n-a-1)K2, forsome CU,O<CZ< 
n. 
Proof. Consider a complete graph K,, with vertices 0, 1, . . . , n - 1 and a 
complete bipartite graph K,,, with vertex classes {x0, . . . , x,_~} and 
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{Yo, * * * I y,_,}. If P=i()** . i, is a path in K,, then in K,,, we have a path of 
length 2q + 1 obtained by replacing the edge iiij+, of P by the two edges xj,yi,+, 
and xi,+, yi, and then adding the edge x,,,y,,,. 
This construction, when applied to paths of the decompositions of K, and KL2’ 
discussed in (l), (2) and (3) of the proof of Theorem 2.2, yields decompositions 
satisfying (a), (b) and (c), respectively. 
(d) We start with the following straightforward observation. Let G and H be 
two isomo~hic subgraphs of K,,,. Then K,,, - G and KR., - H are isomorphic, 
as well. The impli~tion of this observation is the following. Suppose that Km,, 
can be decomposed into graphs Gr , . . . , G,. Let H, be any subgraph of K,,, that 
is isomorphic to G,. Then there are subgraphs H,, . . . , Z$ of K,,, such that Hi is 
isomorphic to Gi for every i = 2, . . . , 1, and together with H,, they form an edge 
decomposition of K,,n. 
We will prove (d) by induction on il. In the proof we assume that vertex classes 
of K,,, are {x0, . . . , x,,_,} and {y”, . . . , y,,-r }, and that the operations on indices 
of x and y are modulo ~1. The result for A = 1 follows by (a) and (b), and for h. = 2 
by (c). Hence, assume that Aa3 and consider a decomposition of Kkt;‘) 
guaranteed by the induction hypothesis, with the ‘extra’ graph consisting of the 
edges x,yi, i = 1, . . . , LX, if it is culy, or Xiyi-1, i = 1, . . . , LY, and Xiyi, i = 
0 * . f n - 1, if it is Pz,+, W (n - LY- 1)K2_ Let us denote this set of edges by A. 
<k: decomposition with these properties exists by our remarks above.) Also, 
consider a decomposition of K(nTL guaranteed by (c) in which the matching nK2 
consists of the edges Xiyi-1, i = 0, . . . , n - 1. (Again, our remarks above show its 
existence.) Denote this set of edges by B. Clearly, the edges in A U B form 
P 2a+l W (n - (Y - l)KZ (if A = aKz) or they can be partitioned into Pzn_, and 
(LY+ 1)K2, this latter graph consisting of the edges Xiy;_l, i = 1,. . . , a, and 
xOyE-i. Hence, the induction step is complete. Cl 
Lemma 2.4. Let m 3 n + 1. Then K,,, w has a decomposition into lnm/2J paths 
Pa, if ;Im is even or into [J.m/2j maths Pz, and a mutching nK=, if ;Im is odd. 
Proof. Let the vertex classes of Kz:L be X = {x0, . . . ,x,_,} and Y = 
{Yrl, * . . , Y,__~}. The paths of the decomposition can be defined by 
TI-x2iYOx2i+-lYlx2i+2Y2 ’ - ‘Yn-2X2i+n-lYn-1X2i+n~ 
i=O,l,..., [Am/21 - 1, where all operations on indices of x are modulo m. El 
Lemma 2.5. Zf m 3 n + 2 and d 3 3 then Yd(K$,,) = max{ lAmnl(m + n - l)l, 
[Am/d1 ). 
Proof. Let the vertex classes of Kz!n be X = {x0, . . . , x,,_~} and Y = 
{Yo, * . ’ , Yn-1). Put 
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Clearly, to prove the assertion, it suffices to construct a forest decomposition of 
K!$n consisting of t forests, each with maximum vertex degree at most d. 
Observe that since m 2 n + 2 and d 2 3, we have r < [nm/2]. If r = [kz/2], 
the existence of the decomposition follows from Lemma 2.4. Hence, we assume 
that t < [kn/2], which implies that t < Am/2. 
Now, we proceed as follows: For two integers p and r, 0 sp, r em - 1, let 
[p, r] denote the set of integers {p, p + 1, . . . , r}, where additions are done 
modulo m. Note that p may be bigger than r. Suppose that there are sets 
A, E [0, m - 11, 1 G i c t, 0 <j s n - 1, such that: 
(a) JA,irlAi,j+,l=lforalliandj, l=zi=~t, Osj~n-2, 
(b) For every i, 1 Gist, and for every j and t, O<j<t<n-1, if t-j22 
then A, n Ai, = 0, 
(c) For every j, 0 G j G n - 1, we have that every x E [0, m - 11 belongs to 
exactly A different sets A,, 
(d) Foralli,j, lsisr, Ocjsn-1, wehave2GlAjjl=%d. 
Consider the sets E, = {xjy,: t E [0, n - 11, j E A,}, 1 G i c z. It can easily be 
seen that such a set yields a tree in K,,,, with maximum degree at most d. 
Moreover, each edge xy of K,,,, belongs to exactly A sets Ei. Thus, sets E; define 
a decomposition of KE!,, into edge-disjoint forests (trees, in fact) of maximum 
degree at most d. So, to complete the proof it suffices to construct sets 
A, E [0, m - l] satisfying (a)-(d). 
Let us define k = [km/t]. Clearly, ts [Am/d], so taArn/d or d s Am/t. 
Thus, d 3 [J.m/zl = k. On the other hand, r < Am/2 hence, k = [Am/t] 3 3. 
There are integers (Y and /-I such that a + /3 = z, (Y 3 1, p 2 0 and 
Am = cxk + /?(k - 1). (2) 
Define a sequence E = E, , e2, . . . recursively as follows: Put E, = 1, 
Ep+l= 0 if(t Ei)/(P+l)La/T, 
i=l 
1 otherwise, 
for p = 1,2, . , . , t- 1, and E,, = E~-~ for p > z. Let f(p) denote the number of 
ones among e,, . . . , Ed (we assume f(0) = 0). One can verify (by induction on p 
for 0 sp =s t, and then by direct calculation for larger p) that for every p 3 0 we 
have 
f(P) = [;“P 1. 
By (3) it follows that for every p, T, 0 up G r, we have 
(3) 
f(r) -f(P)G [p-P)] (4) 
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and moreover, if r -p = qz, (3) implies 
f(r) -f(P) = 4’y. 
For all i, j, 1 G i 6 t, and 0 =Z j =G n - 1, we define A, = [pii, rij], where 
pij = (i + j - l)(k - 1) +f(i + j - 1) -j 
and 
rij=Pij+k_2+Ei+j, 
all arithmetic being done modulo m. 
First, let us note that (d) holds as d 3 k > 3. Now, observe that 
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(5) 
n-1 n-1 
C IAijl - n + 1 = C (k - 1 + Ei+j) - n + 1 
j=O j=O 
=n(k-l)+f(i+n-l)-f(i-l)-n+l 
cn(k-l)+ %z 
I 1 -n+l, t 
the last inequality follows by (4). Observe now that 
n(k-l)+;n-n+l=:((k-l)T+,)-n+l 
Arnn 
=---_+11fn. 
t 
The second equality follows by (2) and the last inequality follows by the definition 
of t. Hence, C&’ lAijl - n + 1 sm. This, together with the observation that 
k 2 3 and that rij ~p~,~+i, p roves that (a) and (b) hold. Similarly, by (5) and (2), 
we have 
gl IA,1 = ?I (k - 1 + Ei+j) = t(k - 1) +f(i + ~1 -f(i) 
=t(k-l)+a=Am. 
This in turn, together with the equality rij + 1 =pi+l,j, proves (c). 0 
Theorem 2.6. Let rn 2 n. Then Yd(Kgln) = max{ [Amnl(m + n - l)], [Am/d]}. 
Proof. If d = 1, the result follows as Kzln is of class 1 (i.e., has the chromatic 
index equal to Am which is its maximum degree). 
So,assumeds2. Ifm=norm=n+lthen 
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The third inequality follows from Lemma 2.3(d) if m = IZ and Lemma 2.4 if 
m = IZ + 1. Hence, all the above inequalities are in fact equalities. 
If m 3 n + 2 and d = 2 then Lemma 2.4 implies the result and, if m 2 n + 2 and 
d > 3, the result follows from Lemma 2.5. Cl 
Finally, we present a result of more general flavor. We have already seen that 
Conjecture 1.1 holds for every multigraph G and integer d such that d = A(G). 
Here we will improve on this by showing that Conjecture 1.1 holds for every 
multigraph G and integer d satisfying 
d 2 max(2, A(G) + 1 - Y(G)}. 
To this end we prove the following statement. 
Theorem 2.7. Let G be a connected multigraph other than an odd cycle. Let 
d 2 A(G) + 1 - Y(G). Then Y,(G) = Y(G). 
Proof. Since Y,(G) is a non-increasing function of d and is bounded from below 
by Y(G), it is enough to prove the theorem for d = A(G) + 1 - Y(G). In the 
proof we look at forest decompositions in terms of colorings. Let @ be a forest 
coloring of G, let x be a vertex of G and let i be one of the colors of #. By x+(i) 
we denote the number of edges of color i incident to X. If there is no danger of 
ambiguity, the subscript @ will be omitted. 
Let us denote A(G) by A. The assertion of our theorem is clearly true for 
A = 1 and 2. So, assume that A 2 3. If Y(G) = A then, by Proposition 1.6, 
G = KiAP’ and the assertion follows easily. If Y(G) = A - 1, then KiAd’ $ G and, 
again by Proposition 1.6, Y,(G) s A - 1. Since Y(G) 2 Y,(G), we obtain 
Y,(G) = A - 1= Y(G), as claimed. Hence, assume that Y(G) c A - 2. In par- 
ticular, this implies that d 2 3. 
Put p = Y(G) and, for a forest coloring $ using p colors 1, . . . , p, define 
e(@) = c 2 max{O,x(i) - d}. 
xeV(G) i=l 
Clearly, to prove the assertion we have to prove that for some forest colorings @ 
using p colors we have e(#) = 0. 
Consider a forest coloring $J (using p colors) that minimizes e(G) and denote 
this minimum by emin. Assume that emin > 0 and consider a vertex x such that for 
some color, say 1,x(l) > d. Then there is a color, say 2, such that x(2) = 0. 
Define 
and 
A = {y E T(x): $(xy) = l} 
B=T(x)-A. 
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I’(X) stands for the set of vertices of G adjacent to x. Note also that since G may 
have multiple edges, B may be empty. 
Let y E A. Suppose a 2 2 colors cr, . . . , c, are missing at x and b colors 
d db are missing at y. 
‘(;;y(ci) ad, i = 1, . . . , 
Then we have: 
a, (as if for some i, 1 c i c a, y(q) < d, then recoloring 
xy with ci would yield a forest coloring $’ of G such that e(+‘) < emin, a 
contradiction), 
(2) x(d,) 2 d, i = 1, . . . , b, (the same reasoning as in (1) works), and 
(3) there are p - (a + b + 1) colors other than 1, dI, . . . , db on the edges 
incident to x and p - (a + b) colors other than cl, . . . , c, on the edges incident to 
Y. 
Hence, the following inequalities hold. 
d+l+bdSx(l)+x(d,)+...+x(db)dA-p+++b++ 
and 
ad cy(cJ +. . .+y(c,)~A-p+u+b. 
These inequalities imply that d(u + b - 1) c 2(A -p + a + b). Since d = A - 
p + 1 we obtain 
A(u + b - 1) < (p + l)(u + b - 1) 
which, since a 2 2, implies A - 1 up (= Y(G)), a contradiction. Hence, exactly 
one color, color 2, by our assumption, is missing at n. Thus the following 
observation holds. 
Observation 1. x(1) = d + 1, x(2) = 0, x(i) = 1 for i = 3, 4, . . . , p. (In particular, 
this implies that the degree of x is A.) 
Again, suppose y E A. Clearly, y(1) 2 1. Assume that y(2) < d. Recoloring xy 
with 2 yields a forest coloring @’ such that e(@‘) < emin which is not possible. 
Hence, y(2) 2 d. Assume now that y(i) = 0 for some i 2 3. Then recoloring xy with 
i yields a coloring +’ such that e(@‘)<e(@) =emin. Hence, y(i) Z= 1 for 
i=3,4,... , p, and we have A <y(l) + y(2) + . - * + y(p) = d,(y) s A. This 
implies that all the inequalities obtained (i.e., y(2) 2 d and y(i) 2 1 for i f 2) are 
in fact equalities. Thus, the following observation holds. 
Observation 2. Zf y EA, then d(y) = A, y(2) = d and y(i) = 1 for every i, 
l<iSp, if2. 
Now let y E B and suppose that xy is colored with k, k Z= 3. Let z be an 
arbitrary element of A. Recolor xz with k and xy with 2 and denote the obtained 
forest coloring by $‘. If y,(2) s d then e(@‘) < emin and if y,(2) 2 d + 1 then 
e(W) = emin. The first case is impossible hence, we have y,(2) 2 d + 1 and 
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e(@‘) = emin. Therefore, Observation 1 applies to @’ and y and implies that 
y,(2) = d + 1 and that for exactly one color, say j, y+(j) = 0. Now, Observation 2 
applies to #’ and x and implies that x+*(j) = d. Since x+(l) = d and x+(i) = 1, 
i=2,3,..., p, we obtain that j = 1. Hence, coloring + satisfies the following. 
Observation 3. If y E B, y,(2) = d and y@( 1) = 0. 
We now use Observations l-3 to prove the following claim. To state it we need 
some auxiliary definitions. For every forest coloring q of G we define 
C,,,={x~G:x,(l)~d,x,(2)~1} 
and 
For every x E G and every nonnegative integer t we define S(x, t) = {y E 
G: dist(x, y) < t}, where dist(x, y) is, as usual, the minimum number of edges on 
a path between x and y. 
Claim. For every x E G, if 
(a) e(q) = emin, and 
(b) (x(l) = d + 1, x(2) =0) or (x(l) = 0, x(2) = d + l), then, for every 
nonnegative integer t: 
(c) S(x, t) f-~ C, f-~ D, = 0, 
(d) S(x, t) 5 C, U D,, 
(e) for every y E S(x, t) II C,, T(y) II C, = 0, and 
(f) for every y E S(x, t) n D,, T(y) n D, = 0. 
Proof. We proceed by induction on t. For t = 0 the statement follows from 
Observations l-3. Let now 1/, be a forest p-coloring of G satisfying (a) and let 
x E G satisfy (b), say x( 1) = d + 1, x(2) = 0. Let also t be a positive integer and 
assume that the statement holds for all nonnegative integers smaller than t. 
For every y E T(x) we define a forest p-coloring vY as follows: If y E A (i.e., if 
q~(xy) = 1 then qY is obtained from r& by recoloring xy with 2. If y E B, then 
q(xy) = i, for some i, 3 s i up, and in this case qY is obtained from q by 
recoloring xy with 2 and xz with i, where z is an arbitrarily chosen vertex in A. 
Clearly, for every y E T(x), e(t&) = emin, y,,,(l) = 0 and y,,(2) = d + 1 (Observ- 
ations l-3). Hence, the induction hypothesis applies to every y E T(x), 1ct, and 
t - 1. Since for every y E T(x), C, = C,Y and D, = DVY and since 
qx, t) = Ux) w, t - 11, 
(c)-(f) follows for x, I/J and d. 0 
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The claim we have just proved implies, in particular, that {C,, De} is a 
bipartition of G (i.e., that C, and D+ are independent, disjoint and they cover 
the vertex set of G). Clearly, IC, 13 ID, 1 d and ID+ I 2 IC, I d, a contradiction. 
Hence, e(G) = 0 and the proof is of Theorem 2.7 complete. q 
Corollary 2.8. The statement of Conjecture 1.1 holds for every multigraph G and 
integer d such that d 3 max(2, A(G) + 1 - Y(G)}. 
Proof. We can assume that G is connected (Proposition 1.3). If G is an odd cycle 
then Y(G) = K(G) = 2 and the statement of the conjecture clearly holds. 
Otherwise, the statement of the conjecture holds by Theorem 2.7. 0 
Corollary 2.9. If G is a connected A-regular simple graph other than an odd cycle 
then YK~+IWI(G) = Y(G). 
Proof. The assertion follows from Theorem 2.7 as Y(G) = [(A + 1)/21 for every 
A-regular simple graph. 0 
3. Conclusions 
In the paper a new conjecture (Conjecture 1.1) on forest decompositions was 
proposed. If true, it would extend the result of Nash-Williams on arboricity to 
decompositions whose forests have bounded maximum degree. The conjecture is 
also a generalization of the earlier Linear Arboricity Conjecture. Firstly, it is 
concerned with multigraphs and not just simple graphs. Secondly, it is more 
complete, as it covers the case of decompositions into forests with maximum 
degree bounded by an arbitrary fixed integer d 3 2. In the most interesting case of 
a regular multigraph G, the conjecture states that Y,(G) = Y(G) (Conjecture 
1.2), i.e., there is always an optimum (minimum with respect to cardinality) 
forest decomposition of a regular multigraph in which all forests are forests of 
paths. Several results supporting Conjecture 1.1 are presented in the paper. 
Both conjectures are certainly difficult. Their special case, the Linear Arbori- 
city Conjecture remains open after almost two decades. An interesting research 
project following this paper would be to improve on the results of Theorem 2.7 
and Corollary 2.8 These results specify values of d for which Y,(G) = Y(G) 
holds. For example, Corollary 2.8 states that if G is a A-regular simple graph and 
d = L(A + 1)/2], then Y,(G) = Y(G). Although better than the trivial value of 
d = A, it is still far from d = 2 that is conjectured by the Linear Arboricity 
Conjecture. Any improvement on our value of d = [(A + 1)/2], would give more 
support to the statements of all three conjectures, and the proof could give new 
clues and ideas about how to attack them. 
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