Tuning cellular network performance against always occurring wireless impairments can dramatically improve reliability to end users. In this paper, we formulate cellular network performance tuning as a reinforcement learning (RL) problem and provide a solution to improve the signal to interferenceplus-noise ratio (SINR) for indoor and outdoor environments. By leveraging the ability of Q-learning to estimate future SINR improvement rewards, we propose two algorithms: (1) voice over LTE (VoLTE) downlink closed loop power control (PC) and (2) self-organizing network (SON) fault management. The VoLTE PC algorithm uses RL to adjust the indoor base station transmit power so that the effective SINR meets the target SINR. The SON fault management algorithm uses RL to improve the performance of an outdoor cluster by resolving faults in the network through configuration management. Both algorithms exploit measurements from the connected users, wireless impairments, and relevant configuration parameters to solve a non-convex SINR optimization problem using RL. Simulation results show that our proposed RL based algorithms outperform the industry standards today in realistic cellular communication environments. Index Terms framework, reinforcement learning, artificial intelligence, VoLTE, MOS, QoE, wireless, tuning, optimization, SON. This paper is an expanded journal version of [1] and [2].
I. INTRODUCTION
The tuning of network performance aims at providing the end user with excellent quality of experience (QoE). With over 1.5 billion smartphones used globally, demand patterns have changed [3] . Demands have shifted towards reliable packetized voice and applications with higher data rates and lower latencies [4] . This shift has created a need to proactively tune cellular networks for performance, while minimizing fault resolution times. In this paper, we propose a framework to automatically tune a cellular network through the use of reinforcement learning (RL).
While cellular data applications are made resilient against wireless impairments (such as blockage, interference, or failures in network elements) by means of retransmissions and robust modulation and coding, delay-sensitive applications such as voice or low latency data transfer may not always benefit from retransmission since it increases delays and risk of duplication.
These applications need to become resilient through other means.
The received signal to interference plus noise ratio (SINR) is a critical quantity to ensure reliable communications in a wireless channel. We devise RL-based algorithms to improve downlink SINR in two practical cellular environments (i.e., indoor and outdoor) in two problems: packetized voice power control (PC) and automated fault management for the downlink. The technology of focus is the fourth generation of wireless communications or long term evolution (4G LTE) or fifth generation of wireless communications (5G).
A. Related Work
An improved decentralized Q-learning algorithm to reduce interference in the LTE femtocells environment was derived in [5] with a comparison against various PC algorithms including open loop PC. The Kullback-Leibler divergence and entropy constraints (instead of exploration) in deep RL was introduced in [6] . The first deep Q-learning framework was successfully introduced to learn control policies directly using RL in [7] . The framework outperformed human experts in three out of seven trials. It required a low-dimensional action space so that the reinforcement learning agent could enumerate all possible actions at the current state and perform the inference.
Focusing on throughput analysis, Q-learning based PC for indoor LTE femtocells with an outdoor macro cell was performed in [8] . The UE reported SINR which was used as a performance measure, and a central controller was introduced to resolve the issue of communicating base stations. Two assumptions were made: (1) the downlink PC was achieved over shared data channels and (2) the scheduler was aware ahead of time about the channel condition for the upcoming user to perform PC. In this paper, we do not make these assumptions to keep our setup realistic.
Deep learning in mobile and wireless networking with interference alignment was studied in [9] . As relaxed channel state information (CSI) assumptions were made prior to this study (e.g., block-fading channels or time-invariant channels), a time-varying channel was proposed.
An assumption, however, was made that the CSI transition matrix was identical across all users, which we overcome in a multi-cell environment. In addition, the two-dimensional convolutional neural network used in simulations [9] invites the creation of unfounded spatial relationships between learning features (also known as local connection patterns [10] ), which we avoid in our design of our deep neural network.
A means to improve the handover execution success rate using supervised machine learning was devised in [11] . This approach, however, did not use RL, which has the ability to learn from previous actions, and instead depended on coherence time for the validity of the approach. A method for extracting the knowledge base from solved fault troubleshooting cases was proposed in [12] . It used data mining and supervised learning techniques, fuzzy logic, and expert opinions to define performance measurements and targets. On the other hand, We use reinforcement learning to derive an optimal policy to map actions to be taken by the self-healing functionality in response to select common number of faults in the network. Downlink closed loop PC was last implemented in 3G universal mobile telecommunications system (UMTS) [13] . It rapidly adjusted the transmit power of a radio link of a dedicated traffic channel to match the target SINR. This technique is not present in 4G LTE or 5G due to the absence of dedicated traffic channels for packet data sessions. However, the introduction of semi-persistent scheduling (SPS) in 4G LTE has created a virtual sense of a dedicated downlink traffic channel for voice over LTE (VoLTE) on which a closed-loop PC can be performed. This scheduling is at least for the length of one voice frame-which is in order of tens of LTE transmit time intervals (TTIs). In [14] , the authors proposed uplink closed loop PC implementation for LTE and used fractional path loss compensation to improve the system performance. There was no reference to machine learning or RL in general, where obtaining training data for the machine learning models may be a challenge.
Faults in cellular networks cause degraded services and can lead to system failure. Permanent faults in the cellular network have major impacts and can prevent communications over long period of time, thereby disturbing or even disabling the network. This causes the end-user QoE to be poor. An intelligent fault management algorithm that can handle faults at the TTI as they occur becomes a necessity to improve end-user QoE. Q-learning as part of the SON implementation for mobile load balancing and mobility optimization for cell reselection and handovers in singletransceiver cells was devised in [15] . We, on the other hand, introduce multiple transceiver cells, or multiple-input multiple-output (MIMO), which is a fundamental setup for present and futuristic network deployments.
Deep RL learning was studied in [16] in a dynamic multichannel access with an objective to find a policy that maximizes the expected long-term number of successful transmissions.
Near-optimal performance was achieved using deep RL without knowing the system statistics.
The use of RL in device-to-device communications (D2D) was studied in [17] , [18] . In [17] , an autonomous operation of D2D pairs in a heterogeneous cellular network was studied where a multi-agent Q-learning algorithm was developed where each device becomes a learning agent whose task is to learn its best policy. An attempt to improve spectral efficiency in D2D communications in cloud radio access networks was made in [18] . This attempted used RL in one stage of a three-staged approach to improving the spectral efficiency.
Unlike prior work, our proposed closed loop PC addresses voice instead of data bearers, exploits the existence of SPS in 4G LTE, and uses RL to achieve an objective. Our proposed SON fault management employs automation through RL instead of through a series of explicit policies, workflows, and SON functions, which are the case in SON today [19] . RL is well-suited to problems which include a long-term versus short-term reward trade-off [20] . This includes cellular network tuning.
B. Contributions
Our paper investigates the use of RL to tune cellular networks against signal impairments.
In particular, we investigate VoLTE PC and fault management in the face of those signal impairments. We use RL to solve a nonconvex constrained SINR optimization problem. The advantages of using RL in such problems is the ability to formulate a policy that can improve the target SINR of the serving base stations above what the industry standards can do today.
VoLTE PC using RL functions constitutes a closed loop PC which ensures that the serving base station radio link power is constantly tuned so that the target downlink SINR is met. We use the UE measurement reports and the indoor network to develop the algorithm.
We also propose SON fault management to solve the impact of impairments on the base station edge downlink throughput. We collect the alarms from the outdoor network and derive what the effective SINR gain would look like if the alarms were solved. We use this information combined with the UE measurements and the network fault management in the implementation the algorithm. The advantage of using RL to solve this problem is to allow the network to develop automation without the continuous intervention of a human agent, and to derive performance improvement policies in light of absence of structured data in live networks today.
To demonstrate the performance of the proposed RL-based algorithms, we adopt a realistic simulation environment. Simulation results show that our RL-based algorithms improve the performance of the cellular network as measured by standard practice performance measures.
With the introduction of edge computing to current 4G and 5G cellular networks [21] , the proposed algorithms can readily be deployed in these communication networks.
Our main contributions are summarized as follows:
• Use RL to solve performance tuning problems in a scalable cellular network beyond the physical layer (PHY).
• Demonstrate that the problem formulation applies to both indoor and outdoor environments alike.
• Show that our derived lower bound loss in effective SINR is sufficient for power control purposes in practical cellular networks.
• Propose RL-based performance tuning algorithms that operate on upper layer protocols and outperform current industry standards.
The remainder of this paper is organized as follows. In Section II, we discuss the cellular network and describe the network model and the signal model in detail. In Section III, we discuss reinforcement learning and motivate its usage in our framework for cellular network tuning problem. In Section IV, we propose RL-based algorithms along with a few industry standard and baseline algorithms for comparison. We show our performance measures in Section V, which are used to quantitatively benchmark the various algorithms. In Section VI, we show the results of our proposed algorithms based on the selected performance measures. We conclude the paper in Section VII. 
II. CELLULAR NETWORK

A. Network Model
We consider an orthogonal frequency division multiplexing (OFDM) multi-access downlink cellular network consisting of indoor and outdoor deployments. The distribution of the indoor cells is deterministic (i.e., one base station at the center of each room in a floor plan of several adjacent rooms) as depicted in Fig. 1a , while the distribution of the outdoor base stations is equidistant in hexagonal structures [22] as shown in Fig. 1b . The users in the indoor environment are engaged in packetized voice sessions over 4G LTE, known as voice over LTE (VoLTE), while the users in the outdoor environment are engaged in 4G LTE high speed data access. We assume that more than 60% of the indoor high speed data access traffic comes from Wi-Fi [23] , hence the focus on packetized voice indoors.
The successful reception of a VoLTE frame depends on the downlink SINR as received by the UE. We consider that if it is larger than a target SINR thresholdγ DL, target , the frame is successfully received by the UE. The successful reception of the data frame in the outdoor environment also depends on the SINR as received by the UE. The behavior of the data throughput received by each UE is governed by the industry standards of LTE [24] .
The network can either operate normally or undergo a few faults. These faults, which can worsen the performance of the wireless signal, depend on the environment (i.e., indoor vs outdoor). We denote a set of these faults by
. Each one of these faults can happen in the network at a finite rate p i and impact the SINR. With every frame having finite transmission duration, we assume that RL-based algorithms can select an action to tune the performance of the network after each frame. These faults are tracked in a fault register.
B. Signal Model
We start with our forward link budget, which at any time t for the i-th UE is written in dBm as
where P UE,i is the power received by the i-th UE for the service-dependent allocated physical resource blocks (PRB) transmitted at power P TX , G TX is the antenna gain of the transmitter, L m is a miscellaneous loss (e.g., feeder loss and return loss), L p is the path loss over the air interface for line of sight indoor propagation, and G UE is the UE antenna gain. G div is the transmit diversity gain which cannot exceed the number of data streams.
as follows:
Here, we dropped the time for ease of notation. N 0 is the white Gaussian noise variance, P UE,i is defined as in (1), C is a set of all the base stations in the cluster, o j is the coordinates of the j-th base station (j ∈ {1, 2, . . . , |C| − 1}), and o 0 is the serving base station. The inter-cell interference (ICI) in (2) represents the interference due to one user per neighboring base station having the same PRB allocation at the same time as i-th UE in the serving base station. Now we can write the effective received downlink SINR at a given TTI t,γ DL [t] in dB as
which is the quantity to improve (i.e., our objective). The downlink SINR in our network can be improved from: 1) power control or 2) fault handling. We quantitatively define the improvement of the downlink SINR ∆ γ as the sum of the change in SINR due to the sequence of network actions ν and the sequence of the corresponding algorithmic actions a over a time period τ as
where a [a 1 , . . . , a τ ] and ν ν ν [ν 1 , . . . , ν τ ] . Also, δ(a t ∈ A) and δ(ν t ∈ N ) are the change in the effective received downlink SINR (3) due to the algorithmic action a ∈ A or the faults or impairments ν ∈ N both at TTI t, as mentioned earlier. 
C. Problem Formulation
We formulate an optimization problem with the objective being the improvement of the downlink SINR (4) as
which is not convex due to the nonconvexity of the discrete sets in the constraints. To find an optimal sequence of actions for the problem (5), we provide a RL framework and propose RL-based algorithms, thereby avoiding the exhaustive search for all possible sequences.
III. REINFORCEMENT LEARNING
In this section, we introduce Markov Decision Processes and explain the difference between exploration and exploitation.
A. Markov Decision Process
To formulate the problem as a RL problem, we define a Markov Decision Process (MDP)
which depends on the current state rather than the previous ones. To apply MDP as part of the problem formulation, we have to define the network states, actions, transition probability, and rewards. The details are as follows: • Actions: An action a ∈ A is one of the valid choices that the algorithm can make to change the state of the network from the current state s to the target state s . We define n |A|.
• Transition Probability: The transition probability p(s, s , a) is the probability of choosing a certain action a, which causes the transition of the state from s to s . These probabilities depend on the algorithm and are not easily obtained in a realistic cellular network with many UEs and actions. Therefore, RL provides an alternative through trial and error. We provide details of the RL algorithms in the next section.
• Rewards: The reward r s,a is obtained after the algorithm takes an action a ∈ A when it is in state s ∈ S at discrete time t : t ∈ {0, 1, . . . , τ }. If the action is accepted by the network and brings the network closer to the objective, the reward is positive. Otherwise, the reward is negative. We use very small negative rewards (i.e., r min ) to discourage the agent from taking an action. Once the algorithm meets the objective, the algorithm obtains a large positive reward.
The reward can be defined as
Knowing the reward and the transition probability are key to deriving the optimal decisions.
Due to the difficulty in estimating the transition probability, we use RL as a solution for this estimation. The advantage of using an RL-based approach is that this approach can learn from previous experience in a trial-and-error setting, and thus can choose the appropriate actions without an explicit transition probability.
The algorithm behaves as the RL agent and interacts with the cellular network elements (i.e., the environment) as shown in Fig. 2 . At each t, the agent plays a certain action a and is in a certain state s. The agent receives a reward r s,a and moves to a target state s . The stochastic rule of choosing an action in the current state is defined by a policy π(s) a. Following [20] , we denote Q(s, a) as the state-action value function, i.e., the expected discounted reward when starting in state s and selecting an action a. Our goal is to find an optimal solution policy π opt for each state. This policy maximizes the state-action function and is defined as
We later explain how to obtain Q(s, a) for different Q-learning environments.
B. Exploration vs Exploitation
An episode is a period of time in which an interaction between the agent and the environment takes place. In our case, this period of time is τ TTIs. During an episode z : z ∈ {0, 1, . . . , ζ}, the agent makes the decision to maximize the effects of actions decided by the agent. There are two modes that are applied as follows:
• Exploration: to discover an effective action, the agent tries different actions at random.
• Exploitation: the agent chooses from the past actions and finds the one which provides highest reward next.
Exploitation is suitable for a stable environment where the previous experience is useful while exploration is more appropriate to make a new discovery. Given that RL is an dynamic iterative learning algorithm, exploration and exploitation are both simultaneously performed through a trade-off strategy known as the -greedy strategy [20] . Here, : 0 < < 1 is a tuning hyperparameter and allows to adjust the probability between exploration and exploitation, to take the advantages of both exploration and exploitation in an effective manner. The agent performs exploration with a probability and exploits results from the replay buffer D with probability of 1 − .
IV. IMPROVING NETWORK PERFORMANCE ALGORITHMS
In this section, we show our proposed algorithms and quantitatively describe the changes in the SINR as a result of both the network events (or actions from now onwards for consistency) in Table I and the RL-based algorithm corrective actions which we later introduce in Section VI. In reality, there are a lot more network events than this. We only choose a subset of the events that can be modeled.
A. Indoor Problem: VoLTE Power Control
We track the network actions in this indoor cluster using a register ϕ fault ∈ F
|N | 2
where the i-th entry in the register (i = 1, 2, . . . , |N |) corresponds to the network action with identifier i triggered in this cluster as shown in Table I . It is initialized to all logic-0 and set whenever a fault i happens in the network and unset when the fault is cleared. We derive the contributions in Table I for the indoor network which are only a subset of network faults, as follows:
• Computation of contribution of actions ν in = 1, 3. When the voltage standing wave ratio (VSWR) changes from v 0 to v in TTI t due to loose components on the antenna path, we compute the change in loss due to return loss as
Now we compute the SINR gain (or loss) using (4) as δ(ν in t = 3) = −|∆L|. Action ν in t = 1 is a special case with ∆L = 3 dB.
• Computation of contribution of action ν in = 2. When the neighbor base station k is down, the transmit power of the adjacent base stations j will increase by an arbitrary quantity 0 < ε j ≤ 1 and the number of interferers will decrease. Therefore, for simplicity of computation, we derive the lower bound of the SINR of this actionγ(ν in t = 2) in (4) as
BS is the maximum transmit power of the indoor base station. (a) comes from that we use the maximum small base station transmit powers instead of the increased received power measured at the UE, and (b) is due to the cardinality of C being reduced by two: the serving base station 0 and the neighbor k from step (a). Now, with a little abuse of notation, we have
• Computation of contribution of actions ν in = 4, 5, 6. These actions are a result of their respective fault actions being cleared. Therefore, we reverse the effect of actions 1, 2, and 3 respectively.
1) Proposed:
In an environment with potential wireless signal impairments, such as those shown in Table I Due to closed loop PC, we write P TX in dBm at any given TTI t as
where κ[t] is the repetition count of a power command in a given TTI t. This repitition is decided based on how far the current transmit power is from achieving the target SINR. PC
Algorithm 1 VoLTE Downlink Closed Loop Power Control
Input: Initially computed effective downlink SINR value (γ DL,0 ) and desired target effective SINR value (γ DL, target ).
Output: Optimal sequence of power commands required to achieve the target SINR value during a VoLTE frame z, which has a duration of τ amid network impairments captured in ϕ fault . Sample r ∼ Uniform(0, 1)
10:
if r ≤ then 11: Select an action a ∈ A at random.
12:
else 13: Select an action a ∈ A, a = arg max a Q(s, a ).
14:
end if 15: Perform action a (power control) on P TX [t] and obtain reward r s,a from (6).
16:
Observe next state s .
17:
Update the table entry Q(s, a) as in (9 . Our proposed algorithm attempts to solve the optimization problem (5). To derive Q(s, a), we build an m-by-n table Q ∈ R m×n . This allows us to use the shorthand notation Q(s, a) [Q] s,a for the state-action value function, which is defined as [20] Q(s, a) (1−α)Q(s, a)+α r s,a +γ max a Q(s , a )
where α : 0 < α < 1 is the learning rate and γ : 0 < γ < 1 is the discount factor and determines the importance of the predicted future rewards. The next state is s and the next action is a . For the closed loop PC algorithm, the the upper bound of the time complexity for Q-learning is in
2) Fixed Power Allocation: To provide a reference performance, we introduce the fixed power allocation (FPA) power control which allows to set the transmit signal power at a specific value.
FPA is our baseline algorithm for performance benchmarking purposes. It is a common power allocation scheme where the total transmit power is simply divided equally among all LTE PRBs in the operating band and is therefore constant
where N PRB is the number of available PRBs.
B. Outdoor Problem: SON Fault Management
In this problem, the algorithm tracks the faults and how they impact the serving base station SINR. Then we use RL to handle these faults. We track the faults in the serving base station using a fault register ϕ fault ∈ F |N | 2 at the SON analogous to the indoor problem. It is initialized to all logic-0 and set whenever a fault i happens in the network and unset only when all similar faults are cleared. Further, we define |ϕ fault [t]| as the number of bits that are set to logic-1 in this fault register at TTI t.
We next derive the contributions of the network actions in Table I . Fig. 3b shows the interaction of the DQN with the SON. The algorithm consults the DQN for the alarm ν out ∈ N that must be handled using an action a ∈ A first to maximize the downlink SINR objective (5) .
The objective of this algorithm is to meet the target effective SINRγ DL, target despite signal impairments. For an agent with a large number of states and actions, or a few states and actions but for a large number of instances, maintaining a table Q becomes computationally burdensome.
The use of a deep neural network can help estimate the function Q * (s, a) without having to build the full table [7] . Fig. 4 shows the structure of the deep neural network used in our algorithms.
We define the estimated Q * (s, a) as:
If we define the neural network with its weights at time t as θ t ∈ R u×v , then (11) can be approximated using a function approximator Q(s, a; θ t ) such that Q(s, a; θ t ) ≈ Q * (s, a) as t → ∞. This deep neural network, also known as the DQN, is trained through minimizing a sequence of convex loss functions L t (θ t ) E s,a (y t − Q(s, a; θ t )) 2 (12)
Algorithm 2 SON Fault Management
Input: The set of fault handling actions A in a network C.
Output: Optimal fault handling commands given during a frame z, which has a duration of τ .
1: Define the fault management states S, the exploration rate , the decay rate d, the discount factor γ, and min . Sample r ∼ Uniform(0, 1)
10:
if r ≤ then 11:
Select an action a ∈ A at random.
12:
else 13: Select an action a = arg max a Q * (s, a ; θ).
14:
end if 15: Perform action a to resolve alarm and update ϕ fault [t].
16:
Obtain reward r s,a from (6).
17:
18:
Store experience e[t] (s, a, r s,a , s ) in D.
19:
Sample from D for experience e j (s j , a j , r j , s j+1 ).
20:
if s j+1 is terminal then where y t is an estimate obtained from the Q-network using its weights at time t − 1 as
The weights θ t are updated after every iteration in time t using the stochastic gradient descent (SGD) algorithm. SGD starts with a random initial value of θ and performs an iterative process to update θ as follows
where η : 0 < η ≤ 1 is the learning rate of SGD and ∇L t (θ t ) is the partial derivative of L t (θ t ) (12) with respect to θ t . We use a method of SGD called adaptive moments [27] . We also use the rectified linear unit (ReLU) x → max(x, 0) as the activation function of each node in the DQN. The deep learning process repeats for all the episodes z.
2) Random: To provide a reference for the non-trivial performance lower bound, we introduce a random approach. SON in this approach randomly clears an active alarm by sampling from the fault register ϕ fault . We choose the discrete uniform random distribution for the clearing of the alarms in the network since the discrete uniform distribution maximizes the discrete entropy [28] . A trivial lower bound is to do nothing about the alarms.
3) First-In First-Out: In this approach, the SON takes actions to handle the faults immediately in the next TTI in the order these faults happen.
For the random algorithm, an action is randomly sampled from a list of actions; therefore it has a time complexity in O(1) per iteration or O(τ ) total. The First-In First-Out (FIFO) faulthandling algorithm reviews the alarm register every TTI and therefore has a time complexity in O(max(u, |C|)) per iteration or O(τ max(u, |C|)) total. For our proposed algorithm, the time complexity of the for DQN backpropagation algorithm is at least in O(k(θ)τ ζ|C||A|) [29] , where k(θ) is a function of the depth and number of the hidden layers θ. Although our proposed algorithm has the highest time complexity cost, the complexity is not dependent on the number of UEs being served, and therefore it is scalable in the number of UEs served in a cluster.
Furthermore, while the random algorithm can be trivially distributed across multiple base stations independently and require a space complexity in O(|A|), the distributed implementation is less scalable for the FIFO model since it requires |C|(|C| − 1)/2 links to communicate about faults and fault management, thereby leaving us with a message passing complexity in O(|C| 2 ). Our proposed algorithm can be run in a distributed fashion due to its deep learning component [30] and centralized collection point at the SON leaving us with message passing complexity in O(|C|). We refer to our source code [31] for further implementation details.
V. PERFORMANCE MEASURES
In this section, we define performance measures to evaluate the proposed algorithms. Different measures are used for the VoLTE power control and SON fault management problems since each problem addresses a different service (i.e., packetized voice vs. high speed data transfer). 
where ζ is the number of episodes for which the simulation is running andγ[t; z] is the effective downlink SINR obtained at time t during episode z.
2) Mean-Opinion Score: To benchmark the audio quality, we compute mean-opinion score (MOS) using the experimental MOS formula [32] . We obtain the packet error rate from the simulation over τ frames using the symbol probability of error of a QPSK modulation in OFDM [33] . We refer to our source code [34] for details.
B. SON Fault Management
1) Spectral efficiency:
We evaluate the spectral efficiency with power allocation using the waterfilling algorithm at the transmitter and the zero-forcing equalization at the receiver [22] .
The use of spectral efficiency allows us to compare the performance with respect to the upper bound of spectral efficiency of the M -QAM modulation used in LTE-A or 5G, since C ≤ log 2 M .
2) Downlink throughput: We also simulate the average downlink base station throughput and downlink user throughput, which are derived from their cumulative distribution function as follows: peak (95%), average, and edge (5%) [35] . 
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed RL-based algorithms via simulations in terms of the performance measures in Section V. We further explain the intuitions and insights behind these results. The users in the indoor cellular environment follow a homogeneous
Poisson Point Process (PPP) [36] with density λ = 50 users/m 2 . The sampled number of connected users is generated using this Poisson distribution while the coordinates of those users are generated using the Uniform distribution in a square geometry with length L as in Fig. 1a , which resembles floor plans. We have four neighboring base stations. However, for the outdoor environment, we choose a hexagonal geometry aligned with [22] as shown in Fig. 1b .
To find the finite rate as a worst case scenario of predictability [28] , we set the occurrence rates of the abnormal network actions to be equal and sample from a uniform distribution as
where p 0 denotes the state of normal behavior (i.e, no fault) as shown in Table I . The hyperparameters required to tune the RL-based model are shown in Table II . We refer to our source code [31] , [34] for further implementation details.
A. VoLTE Power Control
We run Algorithm 1 on the indoor cellular network with its parameters in Table III . Fig. 5 shows a snapshot of the layout of the UEs in the simulation at z = 0. We show the simulated 
Here, we drop γ DL and γ DL, target from the reward symbol r s,a [t] for consistency in notation. Based on (15), we set p in 0 = 5/11 and p in 1 = p in 2 = . . . = p in 6 = 1/11. We give all faults an equally likely chance of occurrence, which can be considered as the worst case of fault predictability [28] and therefore the worst case of the fault handling efficiency. For the retainability, we choosē γ DL, min = 0 dB in (14) . At the SINR of 0 dB, the calls are likely to drop due to unfavorable channels. We further setγ DL,0 to 4 dB andγ DL, target to 6 dB.
In the initial episodes with ∼ 1, closed-loop may perform worse-by means of the effective downlink SINR-than FPA. However, as ∼ min , the optimal Q-learning action-value function (9) is learned and the closed loop PC performs better than FPA. We refer to our source code [34] for further implementation details. Fig. 6 shows the power command sequence for the final episode z = ζ = 880, where the closed loop PC algorithm has caused the base station to change its transmit power consistently to meet the desired downlink SINR target, unlike FPA where no power commands are sent, which worsens the signal SINR in the presence of signal impairments. Table V and Fig. 8 respectively. For the empirical MOS score, we choose a VoLTE data rate of 23.85 kbps and a voice activity factor (AF), which is the ratio of voice payload to silence during a voice frame, of 0.7. We refer to our source code [34] for further details. 
B. SON Fault Management
We run Algorithm 2 on the outdoor cellular network with the parameters outlined in Table VI . Fig. 9 shows a snapshot of the layout of the UEs in the simulation at z = 0. We show the simulated actions and states in Table VII . The rewards we use in the SON fault management 
We drop the index ϕ fault from the reward symbol r s,a [t] for consistency in notation.
We use the Vienna LTE-A Downlink System Level Simulator [22] to generate the LTE network configured in Table VI with reproducibility. We implement Algorithm 2 using both MATLAB and Python [31] . In LTE or 5G, the duration of 1 TTI is equal to 1 ms. Using (15) , we compute the rates in Table I as p out 0 = 5/9 and p out 1 = p out 2 = p out 3 = p out 4 = 1/9. For q ∈ {5, 10, 50}, we compare the performance of the algorithms in Table VIII . The random algorithm leads to the worst performance regardless of the number of the UEs per base station q as the order through which the faults are handled is not optimal. For our proposed algorithm, we show the results after ζ episodes, which is after a total of τ ζ = 1 second. Our proposed algorithm outperforms the average downlink spectral efficiency of all algorithms regardless of the number of UEs per base station since the action-value function (11) has learned an improved fault handling method. We observe that when the base station serves a low number of users, our proposed algorithm outperforms the random algorithm as a lower bound and outperforms the FIFO algorithm.
However, as the base station serves more UEs (q = 50), the performance of all algorithms becomes similar since the cellular resources are near depleted at high base station load (i.e., capacity exhaustion) and therefore clearing alarms does not lead to significant performance improvements. The higher the base station load, the more challenging the SINR improvement is due to the increased inter-cell interference component in (2) , and the spectral efficiency tends to have almost no significant variation. 
VII. CONCLUSION
In this paper, we attempted to solve a downlink SINR maximization problem given the worst case distribution of network fault predictability using RL in both indoors and outdoors cellular environments. We motivated the need for RL in resolving the faults in these realistic cellular environments. The proposed solution works by allowing RL to learn how to improve the DL SINR through exploration and exploitation of various alarm corrective actions. This is beneficial to both indoor and outdoor realistic networks where operational alarms and signal impairments cause degradation to the downlink SINR because it gives the network a chance to recover from the impairments in an efficient way. The simulations showed that both tabular and DQN RL-based methods, which we proposed, can improve the performance of the cellular network measured by the performance measures. Therefore, the proposed RL-based automated cellular network tuning framework is beneficial for performance improvement classes to maintain the end-user QoE in a network with impairments and faults.
