Introduction
In his important paper in [3] J. Stallings introduced a generalisation of amalgamated products of groups -called a pregroup, which is a particular kind of a partial group. He then defined the universal group U (P ) of a pregroup P to be a universal object (in the sense of category theory) extending the partial operations on P to group operations on U (P ). The universal group turned out to be a versatile and convenient generalisation of classical group constructions: HNN-extensions and amalgamated products. In this respect the following general question arises.Which properties of pregroups, or relations between pregroups, carry over to the respective universal groups? The aim of this paper is to prove that universal equivalence of pregroups extends to universal equivalence of their universal groups.
We begin by some preliminary model-theory results. We refer the reader to [2] for a detailed introduction to model theory. The main goal here is to give a criterion of universal equivalence of two models in the form that best suits our needs.
Preliminaries
Let L be a language with signature (C, F, R), and variables X, where C is a set of constants and F and R are finite sets of functions and relations respectively. In addition each element f of F is associated to a non-negative integer n f , and similarly for R.
An L-structure M is a 4-tuple:
• a non-empty set M ;
• a function f M : M n f → M for each f ∈ F ; • a set r M ⊆ M nr for each r ∈ R; • an element c M for each element c ∈ C.
If a is an element of C, F or R we refer to a M as the interpretation of a in M. The subscript M is omitted where no ambiguity arises.
We use the language L to write formulas describing the properties of Lstructures. Roughly speaking formulas are constructed inductively starting from constant symbols from C and variable symbols v 1 , . . . , v n , . . . , using the Boolean connectives, relations from R, functions from F and the equality symbol '='.
More precisely, the set of L-terms is the smallest set T such that:
• c ∈ T for each constant symbol c ∈ C;
• each variable symbol v i ∈ T ;
• if t 1 , . . . , t n ∈ T and f ∈ F then f (t 1 , . . . , t n f ) ∈ T .
We say that Φ is an atomic L-formula if Φ is either • t 1 = t 2 , where t 1 and t 2 are terms or, • r(t 1 , . . . , t nr ), where r ∈ R and t 1 , . . . , t nr are terms.
The set of L-formulas is the smallest set W containing atomic formulas and such that • if Φ ∈ W then ¬Φ ∈ W ;
• if Φ and Ψ are in W then Φ ∧ Ψ and Φ ∨ Ψ are in W and • if Φ is in W then ∃v i Φ and ∀v i Φ are in W .
It is often useful in practice to observe that, as Φ ∨ Ψ ≡ ¬(¬Φ ∧ ¬Ψ) and
we can construct all formulas (up to logical equivalence ≡) without using ∨ or ∀.
To make induction arguments precise we shall define, for any term or formula s of L, the level l(s) and the constants C(s) of s. If s is a formula we shall also define the degree d(s) of s. To begin with if t is a term and t = x or t = c, where x is a variable and c a constant, then l(t) = 0 and
If t = f (t 1 , . . . , t n ), where n = n f and the t i are terms then l(t) = max{l(t 1 ), . . . , l(t n )} + 1, and
If a is an atomic formula of the form t 1 = t 2 , for terms t 1 and t 2 , then we define l(a) = max{l(t 1 ), l(t 2 )} and C(t) = C(t 1 ) ∪ C(t 2 ). If r is an n-ary relation and a = r(t 1 , . . . , t n ) then set l(a) = max{l(t 1 ), . . . , l(t n )} and C(a) = ∪ n i=1 C(t i ). The degree of an atomic formula a is defined to be d(a) = 0.
If Φ = ¬Ψ or Φ = ∃xΨ or ∀xΨ then we define
We say that a variable v occurs freely in a formula Φ if it is not inside a ∃v or a ∀v quantifier, otherwise v is said to be bound. A formula is called a sentence or closed if it has no free variables.
Let Φ be a formula with free variables from v = (v 1 , . . . , v m ) and letā = (a 1 , . . . , a m ) ∈ M m . We inductively define when Φ holds onā in a L-structure
• if Φ is
A set of sentences is called a theory. We say that M is a model of a theory T if M |= Φ for all Φ ∈ T . For an L-structure M we denote by Th(M) the collection of all sentences that are satisfied by M, Th(M) is called the full or elementary theory of M.
Every formula Φ of L with free variablesv = (v 1 , . . . , v k ) is logically equivalent to a formula of the type
where Q i ∈ {∀, ∃}, and Ψ(x,v) is a boolean combination of atomic formulas in variables fromv ∪x. This form is called the prenex normal form of a formula Φ.
A sentence Φ is called universal (existential) if Φ is equivalent to a formula of the form
, where Q i = ∀ (Q i = ∃) for all i, and Ψ(x) is a boolean combination of atomic formulas in the indicated variables. The collection of all universal (existential) sentences that are satisfied by an L-structure M is called the universal (existential) theory of M, we denote it by Th ∀ (M) (Th ∃ (M)). If M and N are L-structures and Th ∀ (M) = Th ∀ (N ) we say that M and N are universally equivalent and write M ≡ ∀ N . existential equivalence is defined similarly and we write M ≡ ∃ N if M and N are existentially equivalent.
Let A be a set of sentences of L and let M and N be models of A with underlying sets M and N respectively. For subsets S and T of M and N respectively we say that a map φ : S → T is an L-morphism if the following conditions hold.
(
(iii) If r is an n-ary relation in R and (s 1 , . . . , s n ) ∈ r, for some n-tuple (s 1 , . . . , s n ) of elements of S, then (φ(s 1 ), . . . , φ(s n )) ∈ r. If φ : S → T is a bijective L-morphism such that φ −1 is an L-morphism from T to S then we say that φ is an L-isomorphism and that S and T are L-isomorphic or S ∼ =L T . L-isomorphism defines an equivalence relation on the subsets of a model M and we denote by [S] the equivalence class of S. Now we restrict attention to finite subsets of models. We denote by F L (M) = F (M) the set of L-isomorphism equivalence classes of finite subsets of M . We say that models M and N have equivalent L-isomorphism classes of finite subsets, and write Proof. Assume first that M ≡ ∃ N . Let S = {m 1 , . . . , m k } be a finite subset of M.
Define the formula
if C is finite and
and Φ 2 allows us to identify C ∩ S and a corresponding subset of N . Write I k = {1, . . . , k}. Let f ∈ F be an n-ary function, for some n ≥ 1. Let
.
Let r ∈ R be an n-ary relation, for some n ≥ 1, and let
By definition φ is an L-morphism and is a bijection of S and T . Moreover φ −1 is, by construction of Φ, an L-morphism. Hence S ∼ =L T and it follows from Lemma 2.1 that
Write F n for the set of n-ary functions of F . Since F is finite we may assume that F is the union of F n , for n from 1 to K, for some K ∈ N. Given a finite subset S of M we define the following sequence of subsets. Set S 0 = S and having defined S i set
Consider a term t of level l with variables among x 1 , . . . , x k and a k-tuple a 1 , . . . , a k of elements of M and set S = {a 1 , . . . , a k } ∪ C(t). We claim that t(a 1 , . . . , a k ) ∈ S l . To see this note that it holds when l = 0, since in this case t(a 1 , . . . , a k ) ∈ S. Suppose then that t has level l and that the claim holds for at all levels below l. Then t = f (t 1 , . . . , t m ), where l(t i ) < l. By assumption t i (a 1 , . . . , t k ) ∈ S l−1 and so by definition t(a 1 , . . . , a k ) = f (t 1 (a 1 , . . . , t k ), . . . , t m (a 1 , . . . , t k )) ∈ S l ; and the claim holds for all l by induction.
Let Φ be a quantifier free formula with variables among x 1 , . . . , x m and let Ψ = ∃x 1 , . . . , x m Φ. We wish to show that M Ψ if and only if N Ψ. To do this we shall proceed as follows. Suppose Φ has level l and let a 1 , . . . , a m ∈ M . Let S = S(Φ) = {a 1 , . . . , a m } ∪ C(Φ), where C(Φ) is the set of constants of Φ, and define S 0 , S 1 , . . . and φ 1 , φ 2 , . . . as above. We shall prove that
and the result will follow immediately. We use induction on (d, l), where d is the degree and l the level of Φ. Assume that (1) holds whenever Φ has level at most l and degree 0. Suppose now that Φ has level l + 1 and degree 0. In this case Φ is of the form t 1 = t 2 , or of the form r(t 1 , . . . , t m ), where r ∈ R and the t i are terms. Since Φ has level l + 1 at least one of the t i has level l + 1 and none have level greater than l + 1. We call an expression of the form t 1 = t 2 , where t 1 and t 2 are terms, an equation. A set S of equations such that every element of S has variables among x 1 , . . . , x m is called a system of equations in m variables. Let S be a system of equations in m variables and let M be a model of L. We say that (
We say that a model M of L is equationally Noetherian if every system S of equations contains a finite subset S 0 such that V M (S 0 ) = V M (S). As in [1] we have the following lemma. Proof. Suppose that M is equationally Noetherian and that S is a system of equations in m variables. Choose a subset S 0 ⊆ S such that V M (S) = V M (S 0 ). Let S 0 = {s 1 , . . . , s r } and for each s ∈ S let Φ s be the sentence ∀x 1 , . . . , x m (s 1 ∧· · ·∧s r → s).
we have M Φ s and therefore, since under the assumptions of any of the two statements above
Groups and Pregroups
The language of pregroups L pre has signature (C, F, R) where C consists of a single element 1, F consists of a unary function symbol −1 and R consists of a binary relation D and a ternary relation M . (The usual definition of a pregroup involves a product function defined on a subset D ⊂ P × P . Our description of language does not allow F to contain partially defined functions, so we use the relation M instead of this product. We keep the relation D for compatibility with the usual definition.) A pregroup is a model P of L pre satisfying the following axioms.
(from which it follows that the operation of inversion in P extends that in K).
We wish, as in [1] for the group case, to consider pregroups which contain designated copies of some fixed pregroups (or some of their subsets). To this end we make the following definition. 
Now let S
′ be a fixed multiset of pregroups and, for each
We define the language of S-pregroups L pre S to be the extension of L pre with signature identical to L pre except that C = ∪ K∈S {d K k |k ∈ K} and R contains a unary relation δ S . A K-pregroup is a model P of L pre S satisfying the axioms for a pregroup all the formulas of the diagram of K, for all K ∈ S, and the additional axioms
(There is one axiom of type (ix) and one of type (x) for each k ∈ K and K ∈ S.) A S-pregroup homomorphism is a morphism of L Let S ′ be a fixed multiset of groups and, for each G ∈ S ′ , let K G be a subset of G containing 1 G . Let S be the set {K G |G ∈ S ′ }. The language of S-groups is defined to be the language L S with signature (C, F, R), where C = ∪ K∈S {d K k |k ∈ K}, F consists of a binary function symbol · and a unary function symbol −1 and R consists of a unary relation symbol δ S . Then an S-group H is a model of L S satisfying the usual group axioms with respect to · as multiplication and −1 as inverse in H, as well as all the formulas of the diagram of K, for all K ∈ S, and the additional axioms
The class of all S-groups together with the naturally defined S-morphisms forms a category.
If S consists of a single element K then we refer to K-groups instead of S-groups and write L K instead of L S . In this case, if K = G we recover the definition of G-group in [1] . Further, if G = K = 1 then we drop the predicate δ S from the language and we have the standard language L of groups. Note that, if G is a group, a G-group H is equationally Noetherian in the sense defined in the previous section if and only if it is G-equationally Noetherian in the sense of [1] .
Notions of universal equivalence, elementary equivalence and equivalence of finite subsets for S-groups are defined with respect to the language L S ; as are substructures and extensions of S-groups. A S-group H is locally S-discriminated by a Sgroup N if, given a finite subset F = {h 1 , . . . , h k } of H there is a S-homomorphism (i.e. L S -morphism) from H to N which is injective on F . A S-group H is said to be finitely generated if there exists a finite subset F of H such that H is generated by F ∪ ∪ K∈S K. (Thus a finitely generated S-group is a finitely generated L S -model.) If P is any property then a S-group H is said to be locally P if every non-trivial finitely generated S-subgroup of H has property P . The following theorem is proved in [1] .
Theorem 3.3 ([1]
). Let G be a group and H and K be G-groups one of which is G-equationally Noetherian. Then H is locally G-discriminated by K and K is locally G-discriminated by G if and only if K and H are universally equivalent (with respect to L G ).
If a, b are elements of pregroup P and (a, b) ∈ D P we write ab for the unique element c such that (a, b, c) ∈ M . Following Stallings [3] we define a word of length k over a pregroup P to be a finite sequence (c 1 , . . . , c k ) of elements of P . [3] if c is reduced then so is c * a and the relation ≈ is an equivalence relation on the set of reduced words over P . The universal group U (P ) of the pregroup P is the set of equivalence classes of reduced words: the group operation being concatenation of words followed by reduction to a reduced word. As P embeds in U (P ) then, if P is a K-pregroup it follows that U (P ) is a K-group. A group G may be regarded as a pregroup: with D = G × G and M the multiplication table of G. It is shown in [3] that U (P ) is universal in the sense that, given a group H and a pregroup morphism θ from P to H, there is a unique extension of θ to a group homomorphism from U (P ) to H. 
) ∈ D and we may set a Corollary 3.5. If Q is a subpregroup of a pregroup P then U (Q) is a subgroup of U (P ). In particular, if P is an S-pregroupthen U (P ) is an S-group.
Proof. To prove the first statement we need to show that if a and b are words over Q then a ≈ b in Q if and only if a ≈ b in P . Suppose that a ≈ b in P . Then using Lemma 3.4 and the definition of L pre -substructure we have a ≈ b in Q. As the opposite implication is immediate this proves the first part of the corollary. For the second statement suppose that K ∈ S and that K is a subset of a pregroup L, as in the definition above. As K ⊆ P we may assume that L ⊆ P and so
Theorem 3.6. Let P 1 and P 2 be S-pregroups. If
We shall show that F (U 1 ) ≡ F (U 2 ) and the theorem will then follow from Proposition 2.2.
Let F = {ũ 1 , . . . ,ũ m } be a finite subset of U 1 . For each i choose a representative u i ofũ i and write it as a reduced word u i = (c i1 , . . . , c imi ) over
{c ij } and for all r ≥ 0 let S r+1 = S r ∪ {ab : a, b ∈ S i and (a, b) ∈ D 1 }. Let J = max{m i : i = 1, . . . , m} and define S = S 2J . As P 1 ≡ ∃ P 2 there is, using Proposition 2.2, an L pre S -isomorphism φ from S to a subset T of P 2 . Note that setting T 0 = φ(S 0 ) we may define T r as we have defined S r , with T 0 in place of S 0 and P 2 in place of P 1 . Then, by definition of isomorphism and by construction of S it follows that φ(S r ) = T r , for r = 0, . . . , 2J, so T = T 2J . Let c = (c 1 , . . . , c k ) be a word over S (i.e. Since all the elements of P 1 involved in these conditions belong to S, the conditions hold if and only if they hold on replacing p ij with q ij . Hence p 1 ≈ p 2 if and only if q 1 ≈ q 2 . Therefore θ induces a mapθ from equivalence classes of reduced words over S 0 , of length at most J, to equivalence classes of reduced words over T 0 .
LetS andT denote the sets of equivalence classes of reduced words of length at most J, over S 0 and T 0 respectively. To see that the map thatθ is an L Smorphism fromS toT consider a word (not necessarily reduced) p = (p 1 , . . . , p k ) over S 0 of length k ≤ J. Let q i = φ(p i ) and let θ(p) = q = (q 1 , . . . , q k ). We claim that for r with 0 ≤ r ≤ k − 1 there is a sequence of r reductions which we may apply to p, resulting in a word p r , if and only if there is a corresponding sequence of r reductions which we may apply to q resulting in a word q r such that θ(p r ) = q r . Moreover p r ∈ S r and q r ∈ T r . This holds trivially for r = 0. Suppose that it holds for 0, . . . , r, for some 0 ≤ r ≤ k − 2. Let p r = (p r,1 , . . . , p r,s ) and q r = ((q r,1 , . . . , q r,s ), with p r ∈ S r and q r ∈ T r and q r = θ(p r ). We may apply a reduction to p r if and only if (p r,i , p r,i+1 ) ∈ D 1 , for some i, in which case we may define p r+1 = (p r,1 , . . . , p r,i p r,i+1 , . . . p r,s ) and then p r+1 ∈ S r+1 . Since φ is an L pre S -isomorphism this occurs if and only if (q r,i , q r,i+1 ) ∈ D 2 , in which case we may define q r+1 = (q r,1 , . . . , q r,i q r,i+1 , . . . q r,s ) and then q r+1 ∈ T r+1 . Since θ(p r ) = q r it follows that θ(p r+1 ) = q r+1 and so the claim holds for all r. Now letp 1 andp 2 be elements ofS and let p 1 and p 2 be reduced words, of length at most J, over S 0 representingp 1 andp 2 , respectively. Suppose that p is a reduced word (over S) obtained from the concatenation p 1 p 2 by a sequence of reductions. Then, in U 1 , we havep 1p2 =p, wherep is the equivalence class of p. Let q i = θ(p i ) and q = θ(p). Then, from the above, the concatenation q 1 q 2 reduces to q, which is a reduced word over T . Hence, in U 2 ,q 1q2 =q, whereq is the equivalence class of q. Now, in the case where p is a word over S 0 we havẽ
showing thatθ is an L S -morphism. Using the result of the first half of this paragraph and the fact thatθ is bijective we can show thatθ −1 is also an L S -morphism. In particularθ restricted to F is an L S isomorphism onto its image. Therefore F (U 1 ) = F (U 2 ), as required.
Applications
In this section we apply Theorem 3.6 to prove that the universal equivalence of pregroups translates nicely into universal equivalence of free constructions. 4.1. Free products. To simplify notation we assume from the outset that we have two groups A and B whose intersection is the identity element. In this case let P = A ∪ B and set D = (A × A) ∪ (B × B). Then P is a pregroup and U (P ) = A * B.
Proposition 4.1. Let A 1 , B 1 , A 2 and B 2 be groups such that
Proof. Let P 1 = A 1 ∪ B 1 and P 2 = A 2 ∪ B 2 be two pregroups as above. Let S be a finite subset of P 1 in the language
and S ′ B2 be two finite subsets of A 2 and B 2 in the language of groups L, isomorphic to S A1 and S B1 , respectively. Then
B2 is a subset of P 2 isomorphic to S in the language L pre . By Proposition 2.2, P 1 ≡ ∃ P 2 in the language L pre , and by Theorem 3.6 A 1 * B 1 ≡ ∃ A 2 * B 2 in the language L.
4.2.
Free Products with Amalgamation. Again it simplifies notation to assume that A and B are C-groups which intersect in the designated copy of the subgroup C, where C = 1. In this case let P = A ∪ B and set D = (A × A) ∪ (B × B). Then P is a C-pregroup and U (P ) = A * C B.
Proposition 4.2. Let A 1 , B 1 , A 2 and B 2 be C-groups such that
) then the group A 1 * C1 B 1 is existentially equivalent to A 2 * C2 B 2 in the language L C and, a fortiori, in the language L.
Proof. Let P 1 = A 1 ∪ B 1 and P 2 = A 2 ∪ B 2 , be two C-pregroups as above. Let S be a finite subset of P 1 in the language L pre C . Let S A1 = S ∩ A 1 and S B1 = S ∩ B 1 so S = S A1 ∪ S B1 . Let S ′ A2 and S ′ B2 be two finite subsets of A 2 and B 2 in the language of C-groups L C , isomorphic to S A1 and S B1 , respectively. Then
B2 is a subset of P 2 isomorphic to S in the language L pre C . By Proposition 2.2, P 1 ≡ ∃ P 2 in the language L pre C , and by Theorem 3.6 A 1 * C B 1 ≡ ∃ A 2 * C B 2 in the language L C . 4.3. HNN-Extensions. Given a group G and an isomorphism θ : C 1 → C 2 , where C 1 and C 2 are subgroups of G, let t be a symbol not in G and (2) P 0 = G ∪ t −1 G ∪ Gt ∪ t −1 Gt.
Let P be the set of equivalence classes of the equivalence relation generated by t −1 ht = θ(h), for all h ∈ C 1 . Set D = ε0,ε1,ε2=0,1 t −ε0 Gt ε1 × t −ε1 Gt ε2 ⊆ P × P.
(The equivalence relation means that (p, θ(c)) and (θ(c), p) belong to D for all c ∈ C 1 and p ∈ P .) Then P and D constitute a pregroup and it can be verified that C 1 and C 2 embed in P . Hence P is an S-pregroup, where S = {C 1 , C 2 }. Moreover U (P ) is the HNN-extension G, t|t −1 ct = θ(c), c ∈ C 1 , which is an S-group (with constants C 1 and θ(C 1 ) = C 2 ). Proposition 4.3. Let A 1 and A 2 be S-groups, where S = {C 1 , C 2 } and θ : C 1 → C 2 is an isomorphism. If F LS (A 1 ) ≡ F LS (A 2 ) then the group G 1 = A 1 , t | t −1 ct = θ(c), c ∈ C 1 is existentially equivalent, in the language L S and in the language L, to the group G 2 = A 2 , t | t −1 ct = c, c ∈ C 1 .
Proof. Let P 1 and P 2 be the two S-pregroups corresponding to A 1 and A 2 , respectively, as defined above, and let P 1,0 and P 2,0 be the underlying sets, as in (2) . Let S be a finite subset of P 1 in the language L pre S . LetŜ ⊆ P 1,0 be the union of all the equivalence classes of elements of S. ThenŜ is a disjoint union of 4 sets, S 1 =Ŝ ∩ A 1 , S 2 =Ŝ ∩ t −1 A 1 , S 3 =Ŝ ∩ A 1 t and S 4 =Ŝ ∩ t −1 A 1 t. To obtain corresponding sets in A 1 define T 1 = S 1 , T 2 = tS 2 , T 3 = S 3 t −1 and T 4 = tS 4 t −1 . By hypothesis there exist subsets T ′ and by construction this isomorphism factors through the equivalence relations on P 1,0 and P 2,0 to give an L pre S -isomorphism between S and the quotient S ′ ofŜ ′ in P 2 . Applying Proposition 2.2 and Theorem 3.6, G 1 is universally equivalent to G 2 in the language L S (and consequently in the language L).
