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In this paper, we study the asymptotic relation between the solu-
tions to the initial boundary value problem of the one-dimensional
compressible full Navier–Stokes equations with outﬂow boundary
condition and the associated Euler equations. We assume all the
three characteristics to the corresponding Euler equations are all
negative up to some small time, then we prove the existence and
the stability of the boundary layers as long as the strength of the
boundary layers is suitably small.
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1. Introduction and main results
In many physical phenomena and their numerical computations, to study the asymptotic relation
between the viscous parabolic system and its associated inviscid hyperbolic equations in the limit of
small dissipations for various viscosity matrix is of considerable signiﬁcance. This is particularly so in
the presence of shock discontinuities and boundaries (see [16]). The problems have been intensively
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1144 J. Wang / J. Differential Equations 248 (2010) 1143–1174studied in both the linear and the nonlinear cases, for instance in [1,5,13]. It is always a subtle prob-
lem to impose boundary conditions for the hyperbolic system (see [9]). Thus, it is commonly believed
that solutions for the viscous parabolic equations cannot be uniformly close to those for the inviscid
hyperbolic equations, unless the boundary conditions are chosen in a very special way. In many cases,
such discrepancies in velocity or temperature lead to the phenomena of boundary layers, which have
to be resolved rigorously in mathematical analysis, for example [16,18,20–22] and references therein.
As an example of the above problems with degenerate viscosity matrix, here we consider the motion
of the one-dimensional compressible ﬂow of a heat-conducting, viscous ﬂuid. It is described by the
following Navier–Stokes equations
⎧⎨
⎩
t + (u)x = 0,
(u)t +
(
u2 + p)x = μuxx,
(E)t + (uE + up)x = μ(uux)x + κθxx,
(1.1)
which can be reduced to the following system for the ideal gas p = Rθ , and e = cvθ ,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
t + xu + ux = 0,
ut + uux + Rθ

x + Rθx = μ

uxx,
θt + uθx + Rθ
cv
ux = μ
cv
uxux + κ
cv
θxx,
(1.2)
where ,u, θ, p(, e) are the density, velocity, temperature and pressure. R > 0 is called the ideal
gas constant, cv > 0 represents the speciﬁc heat at constant volume and the adiabatic constant γ is
setting by γ = 1+ Rc v , whose interesting region for physical applications is (1, 53 ], see [10].
The aim of this paper is to study the asymptotic equivalence between (1.2) and the following 1-D
compressible Euler equations
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
t + xu + ux = 0,
ut + uux + Rθ

x + Rθx = 0,
θt + uθx + Rθ
cv
ux = 0
(1.3)
in the domain {(t, x) | t > 0, x > 0}.
From the kinetic theory, the viscosity coeﬃcient μ and the heat conductivity coeﬃcient κ in (1.2)
are of the same order, thus we assume μ = ε > 0, and k = hε with h > 0. Let V ε = (ε,uε, θε)T , then
the 1-D compressible Navier–Stokes equations can be written in the following vector form
L(V ε) ∂t V ε + A(V ε)∂xV ε − εB(V ε)∂2x V ε − εQ (V ε)(∂xV ε, ∂xV ε)= 0, (1.4)
with
A
(
V ε
)=
⎛
⎜⎝
uε ε 0
Rθε
ε u
ε R
0 Rθ
ε
cv
uε
⎞
⎟⎠ ,
B
(
V ε
)=
⎛
⎜⎝
0 0 0
0 1ε 0
0 0 h
⎞
⎟⎠ , and Q (V ε)=
⎛
⎝0 0 00 0 0
0 1ε 0
⎞
⎠ ,εcv  cv
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M+V ε = (uB , θB)T , with M+ =
(
0 1 0
0 0 1
)
, (1.5)
where
uB < 0 and θB > 0, (1.6)
and the smooth initial condition
V ε(0, x) = V0(x) = (0,u0, θ0)T (x), (1.7)
satisfying
u0(x) < 0 and
∣∣u0(x)∣∣2 > γ Rθ0; (1.8)
0(x) 0 > 0 and θ0(x) θ0 > 0, (1.9)
in x ∈ [0, x0] for some x0 large enough, and
V0(x) → 0 as x → +∞. (1.10)
The corresponding vector form of 1-D compressible Euler system is
V 0t + A
(
V 0
)
V 0x = 0, (1.11)
where V 0 = (0,u0, θ0)T . We impose the same initial condition (1.7)–(1.9) to this system. It is known
that the three characteristics of this system are
λ1 = u − c, λ2 = u, λ3 = u + c, (1.12)
where
c =√γ Rθ (1.13)
is the sound speed. In view of the initial condition (1.7)–(1.9), we know that there exists a small
time T0 such that
λ1 < 0, λ2 < 0 and λ3 < 0, (1.14)
on the boundary {(t, x) | t ∈ [0, T0], x = 0}. Thus the boundary is noncharacteristic, and it is not
necessary to impose boundary conditions to Euler system (1.11). By the method of characteristics, we
can prove there exists a unique smooth solution V 0(t, x) on the time interval [0, T1] with 0 T1  T0
to the initial boundary value problem (1.11)–(1.7).
Since there is a loss of boundary conditions when ε → 0, hence a boundary layer appears. In
the case of noncharacteristic boundary, the convergence of viscous solutions in mean to even weak
entropy solution to the inviscid hyperbolic problem has been established by using maximum prin-
ciple and entropy estimates in one space dimension for scalar equations, see [2]. To conquer the
diﬃculty that systems do not admit maximum principles, Xin [20] developed an approach based on
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the leading term in the formal expansion near the boundary are uniformly approximated by the vis-
cous solution, and then ﬁnally gave the asymptotic limiting behavior, before the possible development
of singularities, of solutions to one-dimensional quasilinear viscous equations. For systems with the
identity viscosity matrix, Grenier and Guès [4] showed how a formal approximate solution up to any
order of ε can be constructed by means of the matched asymptotics and a detail investigation of a
two-point problem of the leading order boundary layer equations, which permit them to character-
ize the boundary conditions surviving in the limit ε → 0. Their results generalized earlier works on
semi-linear equations [3] and one-dimensional problems [5].
However, real models, like the Navier–Stokes approximation of the Euler equations for a gas ﬂow,
involve incompletely parabolic perturbations: the viscosity matrix B is not invertible in general. In
most technical respects, incomplete parabolicity causes additional diﬃculties. As a further step in
establishing the existence of noncharacteristic boundary layers for systems with physical viscosity, the
Evan’s function method (see [3,17]) is used to study the stability of noncharacteristic boundary layers
of suﬃciently small amplitude in hyperbolic–parabolic systems of conservation laws with maximally
dissipative boundary conditions with respect to the hyperbolic part in [14], where the analysis is
based on an energy estimate of Kawashima-type [7,8] and a careful study the spectrum analysis. At
the same time, the stability of multi-scale boundary layer expansions is proven for general multi-
dimensional mixed hyperbolic–parabolic systems under a spectral (Evans function) assumption in [6].
Here, to describe the Navier–Stokes ﬂow more precisely and to give a more accurate convergence
rate between the Navier–Stokes ﬂow and the Euler ﬂow, we study the boundary layers of the ini-
tial boundary value problem (1.4)–(1.10) with multi-scale asymptotic analysis and energy estimates,
see [20,15,22]. To present the energy estimates in a simpler setting, a spectral study is carried out
in [14]. In this paper, due to the structure feature of the nonisentropic compressible Navier–Stokes
equations with outﬂow boundary condition, we can do direct computations and perform energy es-
timates on the space derivatives of the error term. The outﬂow boundary condition makes the study
of the boundary values more direct and clear for the system we consider. Thus, different from [14],
without constrains on the order of the approximate solution, we can ﬁnally get the nonlinear stability.
Furthermore, the ideas can also be applied to the isentropic case to get a somewhat better nonlinear
result.
Concerning the existence of the solution V ε to the initial boundary value problem (1.4), (1.5) and
(1.7) of the Navier–Stokes equations of a compressible viscous ﬂuid for ﬁxed ε, we ﬁrst state the
deﬁnition of the compatibility condition for this problem for any ε > 0, which is given as follows:
Deﬁne inductively the p-Cauchy data of (1.4) and (1.7) by
∂0t V
ε(x = 0, t = 0) = V0(x = 0),
and
∂
p
t V
ε(x = 0, t = 0) =
p−1∑
s=0
(
p − 1
s
){−∂ st A(V ε(0,0))∂ p−1−st ∂xV ε(0,0)
+ ε∂ st B
(
V ε(0,0)
)
∂
p−1−s
t ∂
2
x V
ε(0,0)
+ ε∂ st Q
(
V ε(0,0)
)
∂xV
ε(0,0)∂ p−1−st
(
∂xV
ε(0,0), ∂xV
ε(0,0)
)}
for p = 1,2, . . . . Then the initial data V0(x) of (1.7) is said to satisfy the compatibility condition of
order m for the initial boundary value problem (1.4), (1.5) and (1.7) for any ε > 0 if
M+∂ pt V ε(x = 0, t = 0) =
{
(0, θ1(t))T , for p = 0,
0, for p = 1,2, . . . ,m, (1.15)
where M+ deﬁned in (1.5).
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boundary value problem (1.4), (1.5) and (1.7) of a compressible viscous ﬂuid for ﬁxed ε, classical
results on the nonlinear initial boundary value problem for hyperbolic–parabolic equations assert that
for every ε > 0, there is some T ε > 0 and a unique smooth solution uε (for example Hs([0, T ε]×R1+),
for large s) of (1.4), (1.5) and (1.7), and the life span of this smooth solution does not shrink to zero
as ε goes to zero. This is guaranteed by the following local existence theorem:
Proposition 1.1. Let ε > 0 be constant and m  2 be an integer. Suppose that the initial data V0(x) ∈
Hm(R1+) satisﬁes the compatibility condition of order [m/2] − 1 for the initial boundary value problem
(1.4), (1.5) and (1.7). Then there exists a unique solution V ε of (1.4), (1.5) and (1.7) in the space⋂[m/2]
j=0 C
j([0, T2]; Hm−2 j(R1+)) for some T2 > 0.
The proof of the proposition 1.1 is a similar procedure followed by the argument of Matsumura
and Nishida [12] and Tani [19].
With this existence result, we have
Proposition 1.2. There exists a positive deﬁnite symmetric matrix S(V ε), such that:
(i) the matrix S A(V ε) is symmetric,
(ii) the matrix SB(V ε) is symmetric and there exists a positive constant c0 > 0 such that
SB
(
V ε
)
X · X  c0|XII|2,
where · is the scalar product of R3 , and the notation XII stands for (x2, x3) for any vector X ∈R3 .
Proof. By the classical theory for symmetrizable hyperbolic equations, we can write the symmetrizer
S(V ε) for Eq. (1.4) explicitly as
S
(
V ε
)=
⎛
⎝ Rcv 0 00 θεcv 0
0 0 1
⎞
⎠
⎛
⎝ S
ε
1 0 0
0 Sε2 0
0 0 Sε3
⎞
⎠ , (1.16)
which is symmetric and positive provided θε > 0. Moreover, it is easy to check S(V ε)A(V ε) and
S(V ε)B(V ε) are symmetric with
S
(
V ε
)
B
(
V ε
)=
⎛
⎜⎝
0 0 0
0 θ
ε
cvε
0
0 0 hεcv
⎞
⎟⎠ . (1.17)
In view of the properties of the smooth solutions mentioned in Proposition 1.1, ε is uniformly
bounded from above. This together with (1.17), gives
SB
(
V ε
)
X · X  c0|XII|2,
where XII = (x2, x3). 
For weak boundary layers, we now state the following uniform stability result for the 1-D com-
pressible Navier–Stokes equations with outﬂow boundary condition in the zero-dissipation limit,
which is the main result of this paper:
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of (1.4), (1.5) and (1.7) such that
sup
0tT
∥∥∥∥V ε(t, ·) −
(
V 0(t, ·) + V 0b
(
t,
·
ε
))∥∥∥∥
L∞(R1+)
 C˜ε (1.18)
for all 0 < ε  ε0 , where C˜ is a uniform constant independent of ε, and V 0b is the leading boundary layer
function which satisﬁes (3.1). Furthermore, for any given positive integer M, one can construct explicitly a
bounded function V (t, x,M, ε) such that
sup
0tT
∥∥∥∥V ε −
[(
V 0(t, ·) + V 0b
(
t,
·
ε
))
+ εV (t, x,M, ε)
]∥∥∥∥
L∞(R1+)
 CεM , (1.19)
with C a positive constant independent of ε.
Remark 1.1. In particular, we have that away from the boundary, the Navier–Stokes ﬂow V ε(t, x) approximates
the Euler ﬂow V 0(t, x) at an optimal rate in ε, i.e.
sup
t∈[0,T ], xh˜
∣∣V ε(t, x) − V 0(t, x)∣∣ Ch˜ε, ∀h˜ > 0, (1.20)
where Ch˜ is a positive constant only depending on h˜.
Remark 1.2. The ideas in this paper can be applied to the system (1.4), (1.5) and (1.7) by replacing the
boundary condition on the temperature with ∂xθ = 0.
The rest of this paper is outlined as follows. In Section 2, we construct the approximate solution
by the asymptotic analysis, and analyze of the structure of the boundary layer. The so-called multi-
scale asymptotic analysis is to match the regular inner expansion which approximates the Euler ﬂow
with the singular boundary layer expansion which describes various orders of the asymptotics of the
viscous ﬂow near the boundary. But different from the case of the invertible viscosity matrix, we
obtain in Section 2.1 an algebraic-differential equation (2.16) for the leading boundary layer function
V 0b = (0b ,u0b, θ0b )T rather than an ordinary differential equation. In such a case, the relation between
the density and the velocity from the continuity equation helps us derive an ordinary differential
equation for u0b and θ
0
b . By virtue of the center-stable manifold theorem, it is easy to show the exis-
tence and exponential decay property of the two boundary layer proﬁles, which satisfy an ordinary
differential equations with totally negative characteristics. Then using the relation between the leading
boundary layer and the high order boundary layer functions, we prove the existence of the formal ex-
pansion of the solution to the Navier–Stokes equations up to some small time T , 0 < T min{T1, T2}.
Due to the singularity of the viscosity matrix B , rank(B) = 2 < 3, we cannot expect to perform a
similar energy estimate to the invertible case to get the stability of the boundary layer. In Section 3,
we ﬁrst carry out the basic energy estimate which can only give the estimate of the error term
bounded by the normal derivatives of a part of the error term due to the incompleteness of the
viscosity. Being enlightened by [15], we carry out a similar weighted energy estimate on the error
term. The outﬂow boundary condition makes it possible to estimate the normal derivatives, and then
combining the tangential derivative estimate, we can recover the H1 estimate of the error term. Thus
we prove in this section that the exact solution to the one-dimensional compressible full Navier–
Stokes equations with outﬂow boundary condition remains close to the formal one on an interval of
time independent of ε as long as the amplitude of the boundary layer remains small.
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In this section, we construct a sequence of proﬁles V j(t, x) and V jb (t, y) for j = 0,1, . . . ,M , y =
x/ε ∈ [0,+∞), where
V j(t, x) =
⎛
⎝ρ
j(t, x)
u j(t, x)
θ j(t, x)
⎞
⎠ ∈ H∞([0, T ] ×R+x ), j  0
are called the inner functions, and
V jb (t, y) =
⎛
⎜⎝

j
b(t, y)
u jb(t, y)
θ
j
b (t, y)
⎞
⎟⎠ ∈ H∞([0, T ] × S(R+y )), j  0
are called the boundary layer proﬁles. Here 0  T  min{T1, T2}, S(Ry) is the space of Schwartz
functions. Thus V jb (t, y), ∀ j  0 satisfy
lim
y→+∞ V
j
b (t, y) = 0, (2.1)
and they solve a collection of proﬁle equations which will be presented later.
2.1. Inner expansion
Away from the boundary x = 0, the solution to the initial boundary value problem (1.4), (1.5) and
(1.7) for the Navier–Stokes equations is expected to be well approximated by the truncated series
V IN =
M∑
j=0
ε j V j(t, x). (2.2)
By collecting terms according to the power of ε, we obtain
L(V IN) = ∂t V IN + A(V IN)∂xV IN − εB(V IN )∂2x V IN − εQ (V IN)(∂xV IN , ∂xV IN)
=
M∑
k=0
ε j F j(t, x) + EIN ,
where EIN is the inner reminder term, which satisﬁes the following estimates in view of the proper-
ties of V i(t, x), i = 0,1, . . . ,
|EIN |L∞(R1+)  Cε
M+1, (2.3)
and
‖EIN‖L2(R1+)  Cε
2M+2, (2.4)
and F j , j  0 being of the following forms,
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(
V 0
)
∂xV
0,
F i = ∂t V i + A
(
V 0
)
∂xV
i + di A(V 0) · V i∂xV 0 − Q i−1, i  1,
where Q i−1 only depends on the functions V j , 0 j  i − 1.
Now we require that the inner functions V j , ∀0 j  M satisfy the equations
F j = 0, for 0 j  M,
i.e.,
∂t V
0 + A(V 0)∂xV 0 = 0, (2.5)
∂t V
i + A(V 0)∂xV i + di A(V 0) · V i∂xV 0 = Q i−1, i  1. (2.6)
The initial data for the inner functions are given by
V 0(x, t = 0) = V0(x), (2.7)
V i(x, t = 0) = 0. (2.8)
The boundary conditions are neglected due to totally negative characteristics on the boundary. Note
that the problem (2.5)–(2.7) is exactly the initial boundary value problem (1.11)–(1.7) for the Euler
equations, therefore, we take V 0(t, x) to be the given unique smooth solution to the initial boundary
value problem (1.11)–(1.7). Next we solve the initial boundary value problem (2.6)–(2.8) for other
inner functions V j . Note that Eqs. (2.6) are linearized Euler equations with the inhomogeneous terms
Q i−1. Then according to the fact that Q i−1 only depends on V j , 0 j  i−1 and the totally negative
characteristics, there exists a unique smooth solution V j of (2.6)–(2.8). We thus have obtained all
the inner functions up to order M . With V IN so deﬁned, we have
LV IN = EIN , (2.9)
V IN(x,0) = V0(x), (2.10)
with the reminder term EIN satisfying the property (2.3) and (2.4). Thus we complete the construc-
tion of the inner functions. Next, we turn to the boundary layer functions.
2.2. Boundary layer expansion
Since the boundary is noncharacteristic for the Euler equations (1.11), we will approximate the
solution to the Navier–Stokes equations uniformly up to the boundary by the following two-scale
expansion
V a(t, x) = V IN + V B =
M∑
k=0
ε j
(
V j(t, x) + V jb (t, y)
)
, M  1, (2.11)
where y = xε , and V IN is the inner solution constructed in the previous subsection. By virtue of the
inner equations (2.9), we can derive that
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i=0
∂t V
i
b(t, y)
+
[
A
(
V 0(t,0) + V 0b (t, y)
)− A(V 0(t,0))
+
m∑
i=1
εi
(
diA(V 0(t,0) + V 0b (t, y)) · V ib(t, y) + SiA)+ [S(M)A ]
]
M∑
i=0
∂xV
i(t, x)
+ 1
ε
[
A
(
V 0(t,0) + V 0b (t, y)
)+ m∑
i=1
εi
(
di A
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y) + SiA)
+ [S(M)A ]
]
M∑
i=0
∂yV
i
b(t, y)
− ε
[
B
(
V 0(t,0) + V 0b (t, y)
)− B(V 0(t,0))
+
m∑
i=1
εi
(
diB(V 0(t,0) + V 0b (t, y)) · V ib(t, y) + SiB)+ [S(M)B ]
]
M∑
i=0
∂2x V
i(t, x)
− 1
ε
[
B
(
V 0(t,0) + V 0b (t, y)
)+ m∑
i=1
εi
(
di B
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y) + SiB)
+ [S(M)B ]
]
M∑
i=0
∂2y V
i
b(t, y)
− ε
[
Q
(
V 0(t,0) + V 0b (t, y)
)− Q (V 0(t,0))
+
m∑
i=1
εi
(
diQ(V 0(t,0) + V 0b (t, y)) · V ib(t, y) + SiQ)+ [S(M)Q ]
]
×
(
M∑
i=0
∂xV
i(t, x),
M∑
i=0
∂xV
i(t, x)
)
−
[
Q
(
V 0(t,0) + V 0b (t, y)
)+ m∑
i=1
εi
(
di Q
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y) + SiQ )
+ [S(M)Q ]
](
M∑
i=0
∂xV
i(t, x),
M∑
i=0
∂yV
i
b(t, y)
)
− 1
ε
[
Q
(
V 0(t,0) + V 0b (t, y)
)+ m∑
i=1
εi
(
di Q
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y) + SiQ )
+ [S(M)Q ]
](
M∑
∂yV
i
b(t, y),
M∑
∂yV
i
b(t, y)
)
,i=0 i=0
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mate in view of the functions V ib(t, y) with y = xε for i = 0,1, . . . ,
|EB |L∞(R1+)  Cε
M , (2.12)
and
‖EB‖L2(R1+)  Cε
2M−1, (2.13)
and for a matrix valued function N(V a),
N
(
V a
)= N
(
M∑
i=0
εi
(
V i(t, x) + V ib(t, y)
))
= N
(
M∑
i=0
εi
(
V i(t, εy) + V ib(t, y), t, εy
))
= N(V 0(t,0) + V 0b (t, y))+ ε(dN(V 0(t,0) + V 0b (t, y)) · V 1b (t, y) + S1N)
+
M∑
i=2
εi
(
diN
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y) + SiN)+ [S(M)N ],
where
SiN =
1
i!
∂ i
∂εi
N
(
V IN(t, εy) + V B(t, y)
)∣∣
ε=0 − diN
(
V 0(t,0) + V 0b (t, y)
) · V ib(t, y), (2.14)
and
[
S(M)N
]= εM+1
M!
1∫
0
∂M+1
∂εM+1
N(εθ, V IN + V B)(1− θ)M dθ. (2.15)
Collecting terms according to the power of ε, we get
L(V a)= M∑
k=−1
εk F˜ k(t, y) + EIN + EB ,
with
F˜−1(t, y) = −B(V˜ 0)∂2y V 0b + A(V˜ 0)∂yV 0b − Q (V˜ 0)(∂yV 0b , ∂yV 0b ),
F˜ 0(t, y) = −B(V˜ 0)∂2y V 1b + A(V˜ 0)∂yV 1b + Λ(V˜ 0) · V˜ 1,
F˜ 1(t, y) = −B(V˜ 0)∂2y V 2b + A(V˜ 0)∂yV 2b + Λ(V˜ 0) · V˜ 2 + Q¯ 0,
F˜ j−1(t, y) = −B(V˜ 0)∂2y V j + A(V˜ 0)∂yV j + Λ(V˜ 0) · V˜ j + Q¯ j−1,b b
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Λ
(
V˜ 0
) · U = dA(V˜ 0) · U∂yV 0 − dB(V˜ 0) · U∂2y V 0 − dQ (V˜ 0) · U(∂yV 0, ∂yV 0)
for any vector U , and Q¯ j−1 only depends on V k(t, x), V kb (t, y), 0 k j − 1.
Now, we try to solve the equations
F˜ i(t, y) = 0
for each i −1. First, let’s look at the equation of the leading boundary layer proﬁle F˜−1 = 0, i.e.,
B
(
l + V 0b
)
∂2y V
0
b = A
(
l + V 0b
)
∂yV
0
b − Q
(
l + V 0b
)(
∂yV
0
b , ∂yV
0
b
)
, (2.16)
where we denote V 0(t,0) = (0(t,0),u0(t,0), θ0(t,0))T by l = (l1, l2, l3)T , and the boundary condi-
tions are
V 0b (t,0) = V ε(t,0) − V 0(t,0), V 0b (t,+∞) = 0. (2.17)
Recall the matrix form of A, B and Q , we can rewrite the system (2.16) as
⎛
⎜⎜⎝
0 0 0
0 1
l1+0b
0
0 0 h
l1+0b
⎞
⎟⎟⎠
⎛
⎜⎝
∂2y
0
b
∂2yu
0
b
∂2yθ
0
b
⎞
⎟⎠
=
⎛
⎜⎜⎝
l2 + u0b l1 + 0b 0
R(l3+θ0b )
l1+0b
l2 + u0b R
0
R(l3+θ0b )
cv
l2 + u0b
⎞
⎟⎟⎠
⎛
⎜⎝
∂y
0
b
∂yu0b
∂yθ
0
b
⎞
⎟⎠−
⎛
⎜⎝
0 0 0
0 0 0
0 1
cv (l1+0b )
0
⎞
⎟⎠
⎛
⎜⎝
|∂y0b |2
|∂yu0b |2
|∂yθ0b |2
⎞
⎟⎠ (2.18)
From the ﬁrst equation, we get
l1 + 0b =
l1l2
l2 + u0b
,
which implies
0b = −
l1
l2 + u0b
u0b . (2.19)
Putting (2.19) into the second and the third equations of (2.18) yields that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2yu
0
b =
[
l1l2 − Rl1l2(l3 + θ
0
b )
(l2 + u0b)2
]
∂yu
0
b +
Rl1l2
l2 + u0b
∂yθ
0
b −
1
cv
∣∣∂yu0b∣∣2,
∂2yθ
0
b =
Rl1l2(l3 + θ0b )
h(l2 + u0)
∂yu
0
b +
cvl1l2
h
∂yθ
0
b .
(2.20)b
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following form
∂yW = Λ(W )W + G(W ), (2.21)
where W = (W1,W2,W3,W4)T , G(W ) = O (|W |2), and
Λ(W ) =
⎛
⎜⎜⎜⎜⎜⎝
0 0 1 0
0 0 0 1
0 0 l1l2 − Rl1l2(l3+θ
0
b )
(l2+u0b)2
Rl1l2
l2+u0b
0 0
Rl1l2(l3+θ0b )
h(l2+u0b)
cv l1l2
h
⎞
⎟⎟⎟⎟⎟⎠ .
Consider the matrix
Λ(0) =
⎛
⎜⎜⎜⎝
0 0 1 0
0 0 0 1
0 0 l1l2 − Rl1l3l2 Rl1
0 0 Rl1l3h
cvl1l2
h
⎞
⎟⎟⎟⎠ , (2.22)
whose characteristic equation is
μ2
(
μ2 −
[
Rl1l3
l2
− l1l2 − cvl1l2
h
]
μ + cvl21
(
l22 − Rl3 −
R2
cv
l3
))
= 0,
which gives
μ1 = μ2 = 0, and μ3,μ4 < 0,
provided that
l22 > γ Rl3, (2.23)
where γ = 1+ Rcv . This condition is automatically satisﬁed. In fact, due to the initial condition (1.7)–
(1.9) of the Euler equations, we have that there exists a small time, which we still denote by T such
that the three characteristics given in (1.14) are all negative on the boundary x = 0, which implies
∣∣u0(t,0)∣∣2 > γ Rθ0(t,0), (2.24)
i.e., (2.23). Therefore, for any boundary condition W (0) which is in a small neighborhood of 0, the
center-stable manifold theorem implies that in a neighborhood of 0 there exits a smooth solution W
with exponential decay property at inﬁnity. Hence, if there exits a δ(t) > 0 suﬃciently small for t ∈
[0, T ], such that |W (0)| δ(t), then there exist smooth solutions u0b(t, y) and θ0b (t, y) which satisfy
∣∣∂αy u0b∣∣ Cδ(t)e−αy, ∀α  0, (2.25)∣∣∂αy θ0b ∣∣ Cδ(t)e−αy, ∀α  0, (2.26)
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direct consequence of (2.19) and (2.25). Thus we obtain a smooth solution V 0b ∈ H∞([0, T ],R1+) to
the leading boundary layer problem (2.16)–(2.17) which is exponentially decay as y → +∞.
Next, we turn to high order proﬁles V jb , j  1 which satisfy the equations
F˜ i = 0, i  0, (2.27)
with boundary conditions
V i+1b (t, y = 0) = −V i+1(t,0), and V i+1b (t,+∞) = 0, (2.28)
where V i+1(t,0) is the boundary value of the i + 1th inner function V i+1(t, x) obtained in the previ-
ous subsection.
Proposition 2.1. The two point linear problem (2.27)–(2.28) has a smooth solution V ib(t, y) ∈
H∞([0, T ],R1+) for 0 T min{T1, T2}.
Proof. Eq. (2.27) gives that
−B(V˜ 0)∂2y V i+1b + A(V˜ 0)∂yV i+1b + Λ(V˜ 0) · V˜ i+1 = −Q¯ i,
where V˜ i = V i(t,0) + V ib(t, y), and Q¯ i only depends on V j and V jb for j  i − 1. Denote li+1 =
V i+1(t,0), for i  0, and deﬁne the operator
M = li+11
∂
∂l1
+ li+12
∂
∂l2
+ li+13
∂
∂l3
(2.29)
where l = (l1, l2, l3)T = V 0(t,0). Applying (2.29) to both the system (2.16) and the boundary condi-
tions (2.16), we obtain
−B(V˜ 0)∂2yU + A(V˜ 0)∂yU + Λ(V˜ 0) · U = −Λ(V˜ 0)li+1, (2.30)
where U = MV 0b , and the two point boundary conditions are
U (t,0) = −li+1, and U (t,+∞) = 0. (2.31)
So we have the homogeneous equation
−B(V˜ 0)∂2y V i+1b + A(V˜ 0)∂yV i+1b + Λ(V˜ 0) · V˜ i+1 = 0,
with the boundary condition (2.28) solved at this stage. Consequently, we obtain the existence of
smooth solutions to the inhomogeneous problem (2.27)–(2.28). 
With the inner functions V j(t, x) and boundary layer functions V jb (t, y) at hand, the approximate
solution V a = V IN + V B deﬁned by the two-scale expansion satisﬁes
L(V a)= Rε, (2.32)
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Rε = EIN + EB ,
where EIN , EB are reminder terms of the inner and boundary layer expansions which satisfy (2.3)–
(2.4) and (2.12)–(2.13). Obviously Rε satisﬁes
∥∥Rε∥∥2L2([0,T ],L2(R1+)) + ε2∥∥∂xRε∥∥2L2([0,T ],L2(R1+))  Cε2M+1. (2.33)
3. Stability of approximate solutions
In this section, we consider the approximate solution of (1.4) in the form (2.11) given by the
previous section. Thanks to the construction of the approximate solutions, since the initial condition
(1.7) satisﬁes the compatibility condition, then the boundary layer terms vanish at t = 0, thus if
|V 0(t,0)| is close to verify the boundary condition (1.5), i.e., there exists a small number δ > 0 such
that
δ(t) δ,
then for any α  0,
sup
[0,T ]
∥∥∂αy V 0b (t, y)∥∥L∞(R1+)  Cδe−αy (3.1)
where V 0b = (0b ,u0b, θ0b )T is the leading order boundary layer proﬁle.
We ﬁrst derive the initial boundary value problem of the error term, which is denoted by ω =
V ε − V a , i.e.,
⎛
⎝ω1ω2
ω3
⎞
⎠=
⎛
⎝
ε
uε
θε
⎞
⎠−
⎛
⎝
a
ua
θa
⎞
⎠ ,
then by an energy estimate, we show the pointwise estimate of the error term, which readily yields
the uniform stability result for the solutions to the Navier–Stokes equations in the zero-dissipation
limit.
By direct computation, we have that ω is a solution of
∂tω + A
(
V a
)
∂xω + dA
(
V a
) · ω∂xV a − ε dB(V a) · ω∂2x V a − εRl − εB(V a)∂2xω = N (3.2)
where
N  Rε + Rq, (3.3)
and by denoting q(v) = 1cv , Rl and Rq can be of the following forms
Rl =
⎛
⎝ 00
a a a a a a
⎞
⎠2q(V + ω)(∂xu , ∂xω2) + (q(V + ω) − q(V ))(∂xu , ∂xu )
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− (A(V a + ω)∂x(V a + ω)− A(V a)∂xV a − A(V a)∂xω − dA(V a) · ω∂xV a)
+ ε(B(V a + ω)∂2x (V a + ω)− B(V a)∂2x V a − B(V a)∂2xω − dB(V a) · ω∂2x V a).
By the property of the approximate solution, we impose the following boundary condition
ω(t,0)II = 0, (3.4)
where ωII = (ω2,ω3). The initial condition is
ω(0, x) = 0. (3.5)
In the following, we denote by ‖ · ‖ the standard L2 norm with corresponding scalar product
( f , g) =
∫
R
1+
f · g dx, ∀ f , g ∈ L2(R1+).
The local existence of smooth solutions for (3.2), (3.4) and (3.5) is followed by the classical theory,
(see [14,18]). We deﬁne
T˜ ε = sup{t ∈ [0, T ] such that E(t) εp, ∀t ∈ [0, T ]},
where
E(t) = ∥∥ω(t)∥∥2 + ε2∥∥∂xω(t)∥∥2,
and p  2M + 1 will be determined later. To prove that T˜ ε = T , it suﬃces to check by an energy
estimate that we cannot have E(T˜ ε) = εp . Otherwise, it will contradict the deﬁnition of T˜ ε . Note that
by Sobolev embedding, we have for p  1 and t ∈ [0, T˜ ε]
∥∥ω(t)∥∥2L∞  Cεp−1  C . (3.6)
Using a priori bound (3.6), we can easily estimate the terms Rl and Rq . We rewrite Rq as
Rq =
5∑
i=1
Rqi ,
where
Rq1 =
(
A
(
V a + ω)− A(V a))∂xω,
Rq2 =
(
A
(
V a + ω)− A(V a)− dA(V a) · ω)∂xV a,
Rq3 = ε
(
B
(
V a + ω)− B(V a))∂2xω,
Rq4 = ε
(
B
(
V a + ω)− B(V a)− dB(V a) · ω)∂2x V a,
Rq5 = ε
⎛
⎝ 00
a
⎞
⎠ .q(V + ω)(∂xω2, ∂xω2)
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∥∥Rq1∥∥2  Cεp−1‖∂xω‖2, (3.7)∥∥Rq2∥∥2  Cεp−3‖ω‖2, (3.8)∥∥Rq3∥∥2  Cεp+1∥∥∂2x (ωII)∥∥2, (3.9)∥∥Rq4∥∥2  Cεp−1‖ω‖2, (3.10)∥∥Rq5∥∥2  Cεp+1∥∥∂2xωII∥∥2 + Cεp−1‖∂xωII‖2, (3.11)
and
ε2
∥∥∂x(Rq)1∥∥2  Cεp−1‖∂xω‖2 + Cεp+1∥∥∂2x (ωII)∥∥2, (3.12)
where (Rq)1 stands for the ﬁrst component of Rq , and the constant C does not depend on ε and may
be different from line to line. So by (2.33) and (3.7)–(3.11), we obtain the estimate for the source
and nonlinear terms as
t∫
0
(∥∥N(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2)ds Cε2M+1 + Cεp−3
t∫
0
E(s)ds + Cεp+1
t∫
0
∥∥∂2xωII(s)∥∥2 ds. (3.13)
Deﬁne the following weighted norms for y = x/ε,
|||ω|||2 =
3∑
i=1
∫
R
1+
e−αx/ε
∣∣Lai ω∣∣2 dx, (3.14)
where we denote every function f (V a) by f a , and the left eigenvectors of Aa by Lai . Then we have
the following lemma [11].
Lemma 3.1 (Majda & Pego). The matrix S is positive deﬁnite symmetric and S A(u0) is symmetric for some
state u0 , if and only if there exists some matrix L of left eigenvectors of A(u0), with LA = diag(λ1, . . . , λm)L,
such that
S = LT L,
where λi , i = 1, . . . ,m are eigenvalues of A(u0).
We normalize the left and right eigenvectors matrix La and Ra by
La AaRa = Da = diag(ua − ca,ua,ua + ca), and LaRa = I, (3.15)
where ca = √γ Rθa is the sound speed corresponding to the approximate solution. Thanks to
Lemma 3.1, we have
Sa = (La)T La, (3.16)
where Sa is the symmetrizer given in Proposition 1.2.
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∂tψ + Da∂xψ + La
(
dAa · Raψ∂xV a + Aa∂xRaψ
)− La(ε dBa · Raψ∂2x V a + Rl)
= εLaBa∂2x
(
Raψ
)+ LaN. (3.17)
Lemma 3.2. There exist constants C1 > 0, δ0 > 0 and M0 > 0 such that for every M1  M0 , δ  δ0 with
M1δ  δ1 , the solution of (3.2) satisﬁes the following estimate, for any t ∈ [0, T˜ ε),
∥∥ω(t)∥∥2 + ε
t∫
0
∥∥∂xωII(s)∥∥2 ds + M1δ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
 C1
t∫
0
(∥∥N(s)∥∥2 + ∥∥ω(s)∥∥2 + εM1δ‖∂xω1‖2)ds, (3.18)
where ωII = (ω2,ω3).
Proof. We set P = diag(ϕε1 (x),ϕε2 (x),ϕε3 (x)), where ϕεi (x) (i = 1,2,3) are solutions of
d
dx
ϕεi (x) = −sgnλai (x)
M1δ
ε
e−αx/εϕεi (x), (3.19)
for any x, and M1 > 0 will be chosen suﬃciently large later. Then we can take
ϕεi (x) = exp
(
−sgnλai (x)
M1δ
ε
x∫
0
e−αs/ε ds
)
. (3.20)
It follows that
P |x=0 = I. (3.21)
In view of (3.1), there exists δ0 such that M1δ  δ0, for every ε, there exist constants C and C¯ such
that
C  ϕεi (x) C¯, for i = 1,2,3. (3.22)
Thanks to (3.21), we multiply (3.17) by Pψ and integrate the resulting equation over R1+ to obtain
that
1
2
d
dt
(Pψ,ψ) + (P Da∂xψ,ψ)+ (P La(dAa · Raψ∂xV a + Aa∂xRaψ),ψ)
− (P La(εdBa · Raψ∂2x V a + Rl),ψ)= ε(P LaBa∂2x (Raψ),ψ)+ (P LaN,ψ). (3.23)
Each term in (3.23) can be treated as follows. First, in view of the choice of the weight P , we have,
for M1δ small,
|P − I| M1δ, (3.24)
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(Pψ,ψ) = ((La)t P Laω,ω)= ((La)t P Laω,ω)= (Saω,ω)+ O (1)M1δ(ω,ω). (3.25)
Then together with (3.22), for M1δ < δ0, where δ0 is suﬃciently small, there exists ν > 0 such that
(Pψ,ψ) ν‖ω‖2. (3.26)
Since P and Da are both diagonal matrices, then we have
(
P Da∂xψ,ψ
)= −1
2
Daψ(0) · ψ(0) − 1
2
(
∂x
(
P Da
)
ψ,ψ
)
.
Using the result of Lemma 3.1, we can rewrite the ﬁrst term on the right-hand side as
−1
2
Daψ(0) · ψ(0) = −1
2
DaLaω(0) · Laω(0)
= −1
2
(
La
)T
DaLaω(0) · ω(0)
= −1
2
(
La
)T
La AaRaLaω(0) · ω(0)
= −1
2
Sa Aaω(0) · ω(0).
Notice that u(t, x = 0) = uB on the boundary, then
Sa Aa(t,0) =
⎛
⎝ S
a
1(t,0) 0 0
0 Sa2(t,0) 0
0 0 Sa3(t,0)
⎞
⎠
⎛
⎜⎝
uB ε(t,0) 0
RθB
ε(t,0) uB R
0 RθBcv uB
⎞
⎟⎠
=
⎛
⎜⎜⎝
Sa1(t,0)uB S
a
1
ε(t,0) 0
RSa2θB
ε (t,0) S
a
2(t,0)uB RS
a
2(t,0)
0
RSa3θB
cv
(t,0) Sa3(t,0)uB
⎞
⎟⎟⎠

⎛
⎝ S
a
1(t,0)uB a1 0
a2 a3 a4
0 a5 a6
⎞
⎠ .
Thus
Sa Aaω(0) · ω(0) =
⎛
⎝
⎛
⎝ S
a
1(t,0)uB a1 0
a2 a3 a4
0 a5 a6
⎞
⎠
⎛
⎝ω1(t,0)ω2(t,0)
ω3(t,0)
⎞
⎠ ,
⎛
⎝ω1(t,0)ω2(t,0)
ω3(t,0)
⎞
⎠
⎞
⎠
=
⎛
⎝ S
a
1(t,0)uB |ω1(0)|2 + a1ω1(t,0)ω2(t,0)
a2ω1(t,0)ω2(t,0) + a3|ω2(0)|2 + a4ω2(t,0)ω3(t,0)
a5ω2(t,0)ω3(t,0) + a6|ω3(0)|2
⎞
⎠
=
⎛
⎝ S
a
1(t,0)uB |ω1(0)|2
0
⎞
⎠ ,0
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(
P Da∂xψ,ψ
)=
⎛
⎝−
1
2 S
a
1(t,0)uB |ω1(0)|2
0
0
⎞
⎠− 1
2
(
∂x
(
P Da
)
ψ,ψ
)
. (3.27)
Notice that
∂xD
a = diag(∂x(ua − ca), ∂xua, ∂x(ua + ca))
= diag
(
O (1) + O (1)δe
−αx/ε
ε
, O (1) + O (1)δe
−αx/ε
ε
, O (1) + O (1)δe
−αx/ε
ε
)
.
By using (3.19)–(3.22) and the deﬁnition of the weighted norm (3.14), we get
−(∂x(P Da)ψ,ψ)= −(∂x P · Daψ,ψ)− (P∂xDaψ,ψ)
= −
3∑
i=1
∫
R
1+
(
dϕεi
dx
· λai |ψi|2 + ϕεi ∂xλai |ψi|2
)
dx
=
3∑
i=1
∫
R
1+
(
sgnλai
M1δ
ε
e−αx/εϕεi · λai |ψi|2
)
dx
−
3∑
i=1
∫
R
1+
(
ϕεi dλ
a
i
(
O (1) + O (1)δe
−αx/ε
ε
)
|ψi|2
)
dx
 M1δ
ε
|||ω|||2 − Cδ
ε
|||ω|||2 − C‖ω‖2.
Choosing M1 > 0 large enough, then there exists a large constant, still denoted by M1, such that
−(∂x(P Da)ψ,ψ) M1δ
ε
|||ω|||2 − C‖ω‖2. (3.28)
This together with (3.27), gives
(
P Da∂xψ,ψ
)

⎛
⎝−
1
2 S
a
1(t,0)uB |ω1(0)|2
0
0
⎞
⎠+ M1δ
ε
|||ω|||2 − C‖ω‖2. (3.29)
Next, we consider the term
(
P La
(
dAa · Raψ∂xV a + Aa∂xRa · ψ
)
,ψ
)
which is the sum of
(
Lai
(
dAa · Raψ∂xV a + Aa∂xRa · ψ
)
,ϕεi ψi
)
, i = 1,2,3.
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(
Lai dA
a · Raψ∂xV a,ϕεi ψi
)= (Lai dAa · Raψ
(
O (1) + O (1)δ
ε
e−αx/ε
)
,ϕεi ψi
)
= O (1)‖ω‖2 + O (1)δ
ε
|||ω|||2.
Similarly,
(
Aa∂xR
a · ψ,ϕεi ψi
)= O (1)‖ω‖2 + O (1)δ
ε
|||ω|||2.
Together with the above estimates, we have
∣∣(P La(dAa · Raψ∂xV a + Aa∂xRa · ψ),ψ)∣∣ Cδ
ε
|||ω|||2 + C‖ω‖2. (3.30)
To get the bound of
(
P La
(
εdBa · Raψ∂2x , V a + Rl
)
,ψ
)
we ﬁrst estimate
ε
∣∣dBa · ω∂2x V a∣∣ · |ω| = ε
(
O (1) + 1
ε2
∂2yW
)
|ω|2  C
(
1+ δe
−αx/ε
ε
)
|ω|2,
and
ε
∣∣Rl∣∣ · |ω| = O (1)ε|∂xω||ω| + O (1)δe−αx/ε|∂xω| · |ω| + O (1)|ω|2 + O (1)δe−αx/ε
ε
|ω|2
 Cεδ|∂xω|2 + Cδe
−αx/ε
ε
|ω|2 + C |ω|2.
Thus
∣∣(P La(εdBa · Raψ∂2x V a + Rl),ψ)∣∣ Cεδ‖∂xω‖2 + C‖ω‖2 + Cδε |||ω|||2. (3.31)
Due to (3.21), the viscous part of Eq. (3.17) can be written as
ε
(
P LaBa∂2xω,ψ
)= ε((La)T P LaBa∂2xω,ω)
= −ε(La)T LaBa∂xω(t,0) · ω(t,0) − ε((La)T P LaBa∂xω,∂xω)
− ε(∂x((La)T P LaBa)∂xω,ω). (3.32)
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(
La
)T
LaBa∂xω(t,0) · ω(t,0) = SaBa∂xω(t,0) · ω(t,0)
=
⎛
⎜⎝
⎛
⎝ S
a
1 0 0
0 Sa2 0
0 0 Sa3
⎞
⎠
⎛
⎜⎝
0 0 0
0 1a 0
0 0 hacv
⎞
⎟⎠
⎛
⎝ ∂xω1∂xω2
∂xω3
⎞
⎠ ,
⎛
⎝ω1ω2
ω3
⎞
⎠
⎞
⎟⎠ (t,0)
=
⎛
⎜⎝
⎛
⎜⎝
0 0 0
0
Sa2
a 0
0 0
hSa3
acv
⎞
⎟⎠
⎛
⎝ ∂xω1∂xω2
∂xω3
⎞
⎠ ,
⎛
⎝ω1ω2
ω3
⎞
⎠
⎞
⎟⎠ (t,0)
=
⎛
⎜⎝
0
Sa2
a ∂xω2(t,0) · ω2(t,0)
hSa3
acv
∂xω3(t,0) · ω3(t,0)
⎞
⎟⎠
=
⎛
⎝00
0
⎞
⎠ ,
where the last equality is obtained by using the boundary condition (3.4) of the error term ω. In
view of (3.24) and the property (ii) of Proposition 1.2, we have
ε
((
La
)T
P LaBa∂xω,∂xω
)= ε((La)T LaBa∂xω,∂xω)+ O (1)M1δε‖∂xω‖2
 c0ε‖∂xωII‖2 + O (1)M1δε‖∂xω‖2, (3.33)
for some constant c0 > 0. Then it follows from the structure of the viscous matrix Ba that the last
term admits the following estimate
∣∣ε(∂x((La)T P LaBa)∂xω,ω)∣∣= O (1)ε|∂xωII||ω| + O (1)δe−αx/ε|∂xωII||ω|
 cεδ‖∂xωII‖2 + C‖ω‖2 + Cδ
ε
|||ω|||2, (3.34)
where ωII = (ω2,ω3). Finally, it is easy to estimate the reminder term as
∣∣(N,ψ)∣∣ C‖N‖2 + C‖ω‖2. (3.35)
Collecting all the estimates (3.29), (3.30), (3.31), (3.33), (3.34) and (3.35), we obtain
d
dt
(Pψ,ψ) +
⎛
⎝−
1
2 S
a
1(t,0)uB |ω1(0)|2
0
0
⎞
⎠+ M1δ
ε
|||ω|||2 + c0ε‖∂xωII‖2
 C‖ω‖2 + Cδ
ε
|||ω|||2 + Cεδ‖∂xωII‖2 + CM1δε‖∂xω‖2 + C‖N‖2. (3.36)
In view of the outﬂow boundary condition of the Navier–Stokes equations (1.5), i.e.,
uB < 0,
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inequality (3.36) is nonnegative, and thus can be dropped out. Consequently, integrating (3.36) over
[0, t] and using (3.26), we get
∥∥ω(t)∥∥2 +
t∫
0
(
ε
∥∥∂xωII(s)∥∥2 + M1δ
ε
|||ω|||2(s)
)
ds
 CεM + C
( t∫
0
(∥∥N(s)∥∥2 + ∥∥ω(s)∥∥2 + εM1δ∥∥∂xω1(s)∥∥2)ds
)
by choosing M1 suﬃciently large and M1δ suﬃciently small. Thanks to the Gronwall’s inequality, we
obtain for some positive constant C1 that
∥∥ω(t)∥∥2 + ε
t∫
0
∥∥∂xωII(s)∥∥2 ds + M1δ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2ds
 C
t∫
0
(∥∥N(s)∥∥2 + ∥∥ω(s)∥∥2 + εM1δ‖∂xω1‖2)ds.
Thus the proof of Lemma 3.2 is completed. 
The next step is to estimate the term ‖∂xω1‖2. We rewrite the matrices Aa and Ba as the following
block forms
Aa =
(
ua Aa2
Aa3 A
a
4
)
and Ba =
(
0 0
0 Ba1
)
,
where
Aa2 = (ρa 0 ) , Aa3 =
( Rθa
a
0
)
, Aa4 =
(
ua R
Rθa
cv
ua
)
and Ba1 =
( 1
a 0
0 hcva
)
.
Thanks to the structure of the approximate solutions that we constructed before and the property
of the solutions to the Navier–Stokes equations with the initial condition (1.7), we have
Aa2
(
Ba1
)−1
Aa3 = (ρa 0 )
(
a 0
0 h
a
cv
)( Rθa
a
0
)
= Raθa (3.37)
is bounded below by a positive number, say c0.
Using this fact, we have the following lemma.
Lemma 3.3. For any η > 0, there exists a constant C(η) such that
ε2
∥∥∂xω1(t)∥∥2 + ε(KaωII, ∂xω1)(t) + ε
t∫ ∥∥∂xω1(s)∥∥2 ds
0
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t∫
0
(
ε(η + δ)∥∥∂tω1(s)∥∥2 + C(η)δ
ε
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2
+ C(η)(∥∥ω(s)∥∥2 + ε∥∥∂xωII(s)∥∥2 + ∥∥N(s)∥∥2 + ε2‖∂xN1‖2)
)
ds, (3.38)
where Ka = Aa2(Ba1)−1 .
Proof. Taking derivative with respect to x of the ﬁrst equation of (3.2) and using the block form of Aa
yield that
∂x
(
∂tω1 + ua∂xω1 + A2∂xωII
)= ∂x(dAa · ω∂xV a)+ ∂xN1. (3.39)
Notice that the leading boundary layer proﬁle veriﬁes the condition (3.1), then
∂xu
a∂xω1 + ∂x Aa2∂xωII = ∂xua∂xω1 + dAa2 · ∂xV a∂xωII
= O (1) δe
−αx/ε
ε
|∂xω1| + O (1) δe
−αx/ε
ε
|∂xωII| + O (1)|∂xω1| + O (1)|∂xωII|
= O (1) δ
ε
|∂xω| + O (1)|∂xω|.
By chain rule, the right-hand side of (3.39) satisﬁes
∂x
(
dAa · ω∂xV a
)+ ∂xN1 =
(
O (1) + δe
−αx/ε
ε2
)
|ω| +
(
O (1) + δe
−αx/ε
ε
)
|∂xω| + ∂xN1
= O (1) δe
−αx/ε
ε2
|ω| + O (1) δ
ε
|∂xω| + ∂xN1 + O (1)|ω| + O (1)|∂xω|.
Consequently,
∂t(∂xω1) + ua∂2xω1 + Aa2∂2xωII
= O (1) δe
−αx/ε
ε2
|ω| + O (1) δ
ε
|∂xω| + O (1)|ω| + O (1)|∂xω| + ∂xN1. (3.40)
Due to the block structure of Aa and Ba , the second part of Eq. (3.2) gives that
∂tωII +Aa3∂xω1 + Aa4∂xωII +
(
dAa · ω∂xV a
)
II −
(
εdBaω∂2x V
a)
II − εRlII − εBa1∂2xωII = NII.
In view of the property of viscous part and the reminder term Rl , we can use this equation to express
the term ∂2xωII as follows
∂2xωII =
1
ε
(
Ba1
)−1(
Aa3∂xω1 + Aa4∂xωII + ∂tωII + O (1)
δe−αx/ε
ε
|ω| + O (1)δ|∂xω| + O (1)|ω| − NII
)
.
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∂t(∂xω1) + ua∂2xω1 +
1
ε
Aa2
(
Ba1
)−1
Aa3∂xω1 +
1
ε
Aa2
(
Ba1
)−1
A4∂xωII + 1
ε
Aa2
(
Ba1
)−1
∂tωII
= O (1)δe
−αx/ε
ε2
|ω| + O (1)δ
ε
|∂xω| + O (1)
ε
|ω| + (1)O |∂xN1| + O (1)
ε
|NII|. (3.41)
Multiplying ε2∂xω1 on both sides of (3.41), we get
ε2
2
d
dt
‖∂xω1‖2 + ε2
(
ua∂2xω1, ∂xω1
)+ ε(Aa2(Ba1)−1Aa3∂xω1, ∂xω1)
+ ε(Aa2(Ba1)−1Aa4∂xωII, ∂xω1)+ ε(Aa2(Ba1)−1∂tωII, ∂xω1)
= O (1)ε2
(
δe−αx/ε
ε2
|ω| + δ
ε
|∂xω| + 1
ε
|ω| + |∂xN1| + 1
ε
|NII|
)
|∂xω1|.
We can estimate term by term in the following way. First, integration by parts yields
ε2
(
ua∂2xω1, ∂xω1
)= ε2
2
∂x
(
ua∂xω1, ∂xω1
)− ε2
2
(
∂xu
a∂xω1, ∂xω1
)
= −ε
2
2
uB
∣∣∂xω1(t,0)∣∣2 − ε2
2
(
∂xu
a∂xω1, ∂xω1
)
,
where
ε2
∣∣(∂xua∂xω1, ∂xω1)∣∣= O (1)ε2
(
1+ δe
−αx/ε
ε
)
‖∂xω1‖2
 Cε2‖∂xω1‖2 + Cεδ‖∂xω1‖2
 Cεδ‖∂xω1‖2,
for suﬃciently small ε  δ. Since Aa2(Ba1)−1Aa3 is bounded below by c0 > 0, then
ε
(
Aa2
(
Ba1
)−1
Aa3∂xω1, ∂xω1
)
 c0ε‖∂xω1‖2.
By the Young’s inequality we have
ε
∣∣(Aa2(Ba1)−1Aa4∂xωII, ∂xω1)∣∣= O (1)ε(∂xωII, ∂xω1) c0ε8 ‖∂xω1‖2 + Cε‖∂xωII‖2,∣∣∣∣ε2
(
δe−αx/ε
ε2
|ω|, ∂xω1
)∣∣∣∣= ∣∣(δe−αx/ε|ω|, ∂xω1)∣∣ c0ε8 ‖∂xω1‖2 + Cδε |||ω|||2,∣∣∣∣ε2
(
δ
ε
∂xω,∂xω1
)∣∣∣∣ c0ε8 ‖∂xω1‖2 + Cε‖∂xωII‖2,∣∣∣∣
(
1
ε
|ω|, ε2∂xω1
)∣∣∣∣ c0ε8 ‖∂xω1‖2 + C‖ω‖2,
and
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8
‖∂xω1‖2 + Cε2‖∂xN1‖2,∣∣∣∣ε2
(
1
ε
NII, ∂xω1
)∣∣∣∣ c0ε8 ‖∂xω1‖2 + C‖NII‖2.
Consequently, combining the above estimates yields that
ε2
2
d
dt
‖∂xω1‖2 − ε
2
2
uB
∣∣∂xω1(t,0)∣∣2 + c0ε
4
‖∂xω1‖2 + ε
(
Ka∂tωII, ∂xω1
)
 Cε‖∂xωII‖2 + C‖ω‖2 + Cδ
ε
|||ω|||2 + Cε2‖∂xN1‖2 + ‖NII‖2, (3.42)
where Ka = Aa2(Ba1)−1. In view of the outﬂow boundary condition of the Navier–Stokes equations, i.e.,
uB < 0,
we have
−ε
2
2
uB
∣∣∂xω1(t,0)∣∣2  0.
Integrating (3.42) over [0, t] yields that
ε2
∥∥∂xω1(t)∥∥2 + ε
t∫
0
∥∥∂xω1(s)∥∥2 ds + ε
t∫
0
(
Ka∂tωII, ∂xω1
)
(s)ds
 C
t∫
0
(∥∥ω(s)∥∥2 + δ
ε
|||ω|||2 + ε∥∥∂xωII(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2 + ∥∥NII(s)∥∥2
)
ds. (3.43)
Putting the term ε
∫ t
0 (K
a∂tωII, ∂xω1)(s)ds to the right-hand side, we have
−ε(Ka∂tωII, ∂xω1)= ε(KaωII, ∂2txω1)+ ε(∂t KaωII, ∂xω1)− ε∂t(KaωII, ∂xω1), (3.44)
where the ﬁrst term can be treated as
ε
(
KaωII, ∂
2
txω1
)= ε∂x(KaωII, ∂tω1)− ε(∂xKaωII, ∂tω1)− ε(Ka∂xωII, ∂tω1)
= −εKaωII(t,0) · ∂tω1(t,0) − ε
(
∂xK
aωII, ∂tω1
)− ε(Ka∂xωII, ∂tω1)
= −ε(∂xKaωII, ∂tω1)− ε(Ka∂xωII, ∂tω1),
by the condition ωII(0) = 0. Since ω(t = 0, x) = 0, integrating (3.44) on [0, t] gives
−ε
t∫
0
(
Ka∂tωII, ∂xω1
)
(s)ds = −ε(KaωII, ∂xω1)(t) + ε
t∫
0
(
∂t K
aωII, ∂xω1
)
(s)ds
− ε
t∫ (
∂xK
aωII, ∂tω1
)
(s)ds − ε
t∫ (
Ka∂xωII, ∂tω1
)
(s)ds. (3.45)0 0
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∣∣∣∣∣ε
t∫
0
(
∂t K
aωII, ∂xω1
)∣∣∣∣∣ C
t∫
0
∥∥ωII(s)∥∥2 ds + ε
8
t∫
0
∥∥∂xω1(s)∥∥2 ds, (3.46)
and
ε
t∫
0
(
∂xK
aωII, ∂tω1
)
(s)ds = O (1)
t∫
0
(
(εωII, ∂tω1) +
(
δe−αx/εωII, ∂tω1
))
(s)ds,
then
∣∣∣∣∣ε
t∫
0
(
∂xK
aωII, ∂tω1
)
(s)ds
∣∣∣∣∣
 C
t∫
0
∥∥ωII(s)∥∥2 ds + Cδ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds + δε
t∫
0
∥∥∂tω1(s)∥∥2 ds. (3.47)
Finally, for η > 0, we have
∣∣∣∣∣ε
t∫
0
(
Ka∂xωII, ∂tω1
)
ds
∣∣∣∣∣ ηε
t∫
0
∥∥∂tω1(s)∥∥2 ds + C(η)ε
t∫
0
∥∥∂xωII(s)∥∥2 ds. (3.48)
Putting (3.45)–(3.48) into the estimate (3.43), we ﬁnally obtain
ε2
∥∥∂xω1(t)∥∥2 + ε(KωII, ∂xω1)(t) + ε
t∫
0
∥∥∂xω1(s)∥∥2 ds

t∫
0
(
ε(η + δ)∥∥∂tω1(s)∥∥2 + Cδ
ε
|||ω|||2
+ C(η)(∥∥ω(s)∥∥2 + ε‖∂xωII‖2 + ∥∥N(s)∥∥2 + ε2‖∂xN1‖2)
)
ds.
This completes the proof of Lemma 3.3. 
We need to estimate the term ‖∂tω‖. This estimate is a classical one for parabolic equations.
Lemma 3.4. There exists a positive constant C2 such that
ε2
∥∥∂xωII(t)∥∥2 + ε
t∫
0
∥∥∂tω(s)∥∥2 ds C2
t∫
0
(∥∥ω(s)∥∥2 + ε∥∥∂xω(s)∥∥2 + ∥∥N(s)∥∥2 + δ
ε
|||ω|||2
)
ds.
(3.49)
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(
Sa∂tω,∂tω
)+ (Aa∂xω, Sa∂tω)+ (dAa · ω∂xV a, Sa∂tω)
= (εdBa · ω∂2x V a, Sa∂tω)+ (εRl, Sa∂tω)+ (εBa∂2xω, Sa∂tω)+ (N, ∂tω). (3.50)
By the Young’s inequality, we have
∣∣(N, ∂tω)∣∣ C
ε
‖N‖2 + ε‖∂tω‖2, (3.51)
and
∣∣(Aa∂xω, Sa∂tω)∣∣ C‖∂xω‖2 + δ‖∂tω‖2. (3.52)
Since
(
dAa · ω∂xV a, Sa∂tω
)= (SadAa · ω∂xV a, ∂tω)
= (O (1)ω, ∂tω)+
(
O (1)
δe−αx/ε
ε
ω, ∂tω
)
, (3.53)
then
∣∣(dAa · ω∂xV a, Sa∂tω)∣∣ Cδ
ε2
|||ω|||2 + C
ε
‖ω‖2 + ε‖∂tω‖2.
From the form of Rl , we have the bound on
∣∣(εRl, Sa∂tω)∣∣ Cδe−αx/ε∣∣(∂xω,∂tω)∣∣+ C ∣∣(ω, ∂tω)∣∣
 Cδ‖∂xω‖2 + (ε + δ)‖∂tω‖2 + C
ε
‖ω‖2. (3.54)
One viscous term gives that
∣∣(εdBa · ω∂2x V a, Sa∂tω)∣∣=
∣∣∣∣ε
(
O (1) + δ
ε
ω,∂tω
)∣∣∣∣
= ∣∣ε(O (1)ω, ∂tω)+ (δω, ∂tω)∣∣
 C
ε
|||ω|||2 + ε‖∂tω‖2. (3.55)
By differentiating the boundary condition (3.4) along the time direction, we get
∂tωII(t,0) = 0
then
SaBa∂xω(t,0) · ∂tω(t,0) = 0,
thanks to the structure of Sa and Ba . Thus
1170 J. Wang / J. Differential Equations 248 (2010) 1143–1174(
εBa∂2xω, S
a∂tω
)= ε∂x(SaBa∂xω,∂tω)− ε(∂x(SaBa)∂xω,∂tω)− ε(SaBa∂xω,∂2txω)
= O (1)ε(∂xω,∂tω) + O (1)δe−αx/ε(∂xω,∂tω) − ε
(
SaBa∂xω,∂
2
txω
)
. (3.56)
Thanks to property (ii) in Proposition 1.2, we have
(
SaBa∂xω,∂xω
)
 c0|∂xωII|2.
Then plugging (3.51)–(3.56) in (3.50), and integrating over [0, t], we obtain
ε
∥∥∂xωII(t)∥∥2 +
t∫
0
∥∥∂tω(s)∥∥2 ds C
t∫
0
(
1
ε
(∥∥ω(s)∥∥2 + ∥∥N(s)∥∥2)+ ∥∥∂xω(s)∥∥2 + δ
ε2
|||ω|||2
)
ds.
Multiplying the above inequality by ε, we ﬁnally get
ε2
∥∥∂xωII(t)∥∥2 + ε
t∫
0
∥∥∂tω(s)∥∥2 ds C2
t∫
0
(∥∥ω(s)∥∥2 + ε∥∥∂xω(s)∥∥2 + ∥∥N(s)∥∥2 + δ
ε
|||ω|||2
)
ds.
Thus Lemma 3.4 is proved. 
Combining Lemma 3.2 and Lemma 3.3 with Lemma 3.4, we have the following theorem.
Theorem 3.5. There exist constants C > 0 and δ0 > 0 such that for every δ  δ0 , there exists a unique solution
of (1.4), (1.5) and (1.7) such that V ε − V a ∈ C([0, T ], H1) and
∥∥V ε − V a∥∥2L∞([0,T ],L2) + ε2∥∥∂xV ε − ∂xV a∥∥2L∞([0,T ],L2)  Cε2M+1, (3.57)
and in particular, V ε − V a goes to zero in L∞([0, T ], L2) as ε goes to zero.
Proof. We add (3.38) to 2(η + δ)(3.49), and choose η small satisfying 12C3 − η > 12 , to get
ε2
∥∥∂xω1(t)∥∥2 + 2(η + δ)ε2∥∥∂xωII(t)∥∥2 + ε(KaωII(t), ∂xω1(t))
+ε
(
1
2
− δ
) t∫
0
∥∥∂xω1(s)∥∥ds + ε(η + δ)
t∫
0
∥∥∂tω(s)∥∥2 ds
 C4
t∫
0
(∥∥N(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2 + ∥∥ω(s)∥∥2 + ε‖∂xωII‖ + δ
ε
|||ω|||2
)
ds. (3.58)
Therefore, 4C1M1δ(3.58) + (3.18) gives
∥∥ω(t)∥∥2 + ε
t∫
0
∥∥∂xωII(s)∥∥2 ds + 4C1M1δε2∥∥∂xω1(t)∥∥2 + M1δ(1− C1C4δ)
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
+ 8C1M1δ(η + δ)ε2
∥∥∂xωII(t)∥∥2 + 4C1M1δε(KaωII(t), ∂xω1(t))
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(
1
2
− δ
) t∫
0
∥∥∂xω1(s)∥∥2 ds + 4C1M1δε(η + δ)
t∫
0
∥∥∂tω(s)∥∥2 ds
 C
( t∫
0
(∥∥N(s)∥∥2 + ∥∥ω(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2)ds
)
+ C1M1δε
t∫
0
∥∥∂xω1(s)∥∥2 ds + 4C1M1δC4ε
t∫
0
∥∥∂xωII(s)∥∥2 ds.
Collecting these terms yields
∥∥ω(t)∥∥2 + 4C1M1δ(ε2∥∥∂xω1(t)∥∥2 + (η + δ)ε2∥∥∂xωII(t)∥∥2)+ M1δ(1− C1C4δ)
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
+ 4C1M1δε
(
KaωII(t), ∂xω1(t)
)+ ε(1− 4C1M1δC4)
t∫
0
∥∥∂xωII(s)∥∥2 ds
+ C1M1δε(1− 4δ)
t∫
0
∥∥∂xω1(s)∥∥2 ds + 4C1M1δε(η + δ)
t∫
0
∥∥∂tω(s)∥∥2 ds
 C
t∫
0
(∥∥ω(s)∥∥2 + ∥∥N(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2)ds.
Notice that
∣∣4C1M1δε(KaωII, ∂xω1)∣∣ 2C1M1δε∥∥KaωII(t)∥∥2 + 2C1M1δε∥∥∂xω1(t)∥∥2
 2C5M1δε
∥∥ωII(t)∥∥2 + 2C1M1δε∥∥∂xω1(t)∥∥2,
where C5 = C1 sup Ka . So choosing δ such that
1− 2C5M1δ > 0, (3.59)
we have
∥∥ω(t)∥∥2 + 4C1M1δε2∥∥∂xω1(t)∥∥2 + 4C1M1δε(KaωII(t), ∂xω1(t))
 (1− 2C5M1δ)
∥∥ω(t)∥∥2 + 2C1M1δε2∥∥∂xω1(t)∥∥2.
Therefore,
(1− 2C1M1δ)
∥∥ω(t)∥∥2 + 2C1M1δε2∥∥∂xω1(t)∥∥2 + M1(1− C1C4δ) δ
ε
t∫ ∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
0
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∥∥∂xωII(t)∥∥2 + ε(1− 4C1M1C4δ)
t∫
0
∥∥∂xωII(s)∥∥2 ds
+ C1M1δε(1− 4δ)
t∫
0
∥∥∂xω1(s)∥∥2 ds + 4C1M1δε(η + δ)∥∥∂tω(t)∥∥2
 C
t∫
0
(∥∥ω(s)∥∥2 + ∥∥N(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2)ds. (3.60)
It follows from (3.60) that
E(t) + ε
t∫
0
(∥∥∂xω(s)∥∥2 + ∥∥∂tω(s)∥∥2)ds + δ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
 C
t∫
0
(∥∥ω(s)∥∥2 + ∥∥N(s)∥∥2 + ε2∥∥∂xN1(s)∥∥2)ds, (3.61)
by choosing δ > 0 such that the coeﬃcients of every term on the left-hand side of (3.60) to be
positive, and using the deﬁnition of the energy E(t).
Note that it is easy to get the bound of the term
∫ t
0 ‖∂2xωII(s)‖2 ds on the right-hand side of (3.13).
In view of the structure of the viscous matrix B , multiplying equation (3.2) by ε2∂2xω and integrating
over [0, t] yield, by use of the Young’s inequality, that
ε3
t∫
0
∥∥∂2xωII(s)∥∥2 ds C
t∫
0
[
ε
(∥∥∂xω(s)∥∥2 + ∥∥∂tω(s)∥∥2)+ δ
ε
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2
+ ∥∥ω(s)∥∥2 + ∥∥N(s)∥∥2]ds. (3.62)
Thus, substituting (3.13) and (3.62) into (3.61) gives that
E(t) + ε
t∫
0
(∥∥∂xω(s)∥∥2 + ∥∥∂tω(s)∥∥2)ds + δ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds
 Cε2M+1 + Cεp−3
t∫
0
E(s)ds + C
t∫
0
E(s)ds + Cεp−1
t∫
0
(∥∥∂xω(s)∥∥2 + ∥∥∂tω(s)∥∥2)ds
+ Cεp−2 δ
ε
t∫ ∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds.
0
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E(t) + ε
t∫
0
(∥∥∂xω(s)∥∥2 + ∥∥∂tω(s)∥∥2)ds + δ
ε
t∫
0
∣∣∣∣∣∣ω(s)∣∣∣∣∣∣2 ds Cε2M+1 + C
t∫
0
E(s)ds,
where C is independent of ε and T ε . Then by using the Gronwall’s inequality, we have
E(t) Cε2M+1, t ∈ [0, T ε],
where C is independent of ε and T ε , i.e.,
‖ω‖2L∞([0,T ],L2) + ε2‖∂xω‖2L∞([0,T ],L2)  Cε2M+1.
Thus we have proved the inequality Theorem (3.5).
Utilizing the Sobolev’s inequality, we have
sup
0tT
∥∥ω(t, ·)∥∥L∞(R1+)  C sup0tT
∥∥ω(t, ·)∥∥1/2
L2(R1+)
· sup
0tT
∥∥∂xω(t, ·)∥∥1/2L2(R1+)  CεM . (3.63)
It then follows that there exists a unique smooth solution, V ε(t, x) to the initial-boundary value prob-
lem (1.4), (1.5) and (1.7) such that for all (x, t) ∈R1+ × [0, T ] there holds
sup
0tT
∣∣V ε(t, x) − V a(t, x)∣∣L∞(R1+)  O (1)εM , (3.64)
which implies (1.20). This completes the proof of Theorem 1.1. 
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