Parallel and Distributed Computing for Data Mining
Similar scenarios will occur in other areas: we will see large numbers of radiological images generated in hospitals and immense product and customer databases as the Internet and e-commerce continue to expand. 1 Exploring useful information from such data will require efficient parallel algorithms running on high-performance computing systems with powerful parallel I/O capabilities. Without such systems and techniques, invaluable data and information will remain undiscovered. We also need to quantify the time it takes to retrieve pertinent information, for time-critical applications such as credit card fraud detection. [2] [3] [4] [5] [6] [7] [8] [9] Terms you should know Generally, data mining is the discovery of valuable information from large data volumes, using computationally efficient techniques. The data-mining literature contains many other definitions as well. 1, 4, 5, [10] [11] [12] [13] These definitions vary somewhat, depending on the application and whether data has been organized into a database. To this end, some people have defined data mining as the discovery of something new-or unknown patterns-from the facts in a database. Others have defined it as the automatic or semiautomatic exploration and analysis of voluminous data to discover meaningful patterns and rules. For example, traditional remote-sensing instruments have provided measurements at a few spectral bands, but today's hyperspectral instruments can deliver observations at hundreds of spectral bands. Also, the NASA Earth Observing System (EOS), when it becomes fully operational, will deliver close to a terabyte of remote sensing data per day, and NASA will have petabytes of archived data in the next few years. Knowledge discovery from databases is a related, widely used process. Some people view data mining as only one step in the KDD process, which includes application understanding, target data set creation, corrupt data removal or correction, data reduction, data mining, and interpretation of mined patterns.
The type of information sought often determines which data-mining technique to use. Basic data-mining techniques include clustering, association rule discovery, classification, sequential pattern discovery, and outlier detection. Other techniques exist, but we mention here only the main ones-those either more frequently used or more general. Furthermore, although data mining is a relatively new field, born of the recent influx of data collection, data-mining techniques themselves are not necessarily new and have roots in other disciplines, such as pattern recognition and statistics.
Clustering is the process of partitioning or grouping a given set of data points into distinct groups, or clusters, such that the similarity between the data points in one cluster is maximized and the similarity between data points in different clusters is minimized. 7 You can use clustering for a wide range of applicationsfrom grouping companies with similar stock behavior or similar growth to identifying genes and proteins that have similar functions.
Given a number of transactions of item sets, association rule discovery finds all rules that correlate the presence of one set of items with that of another set of items. 4, 8, 9, 13 One familiar example is the discovery of items that sell together in a supermarket from mining the sales transactions at the point of sale. A management decision based on such findings could be to shelve these items close to one another.
Classification refers to assigning objects to predefined categories or classes. In a credit-evaluation scenario, classification can categorize applicants' credit ratings as good or poor, for acceptance or rejection.
Sequential pattern discovery determines strong sequential dependencies among different events. 4, 8, 9, 13 This process has many applications, from medical diagnosis to sales-transactions analysis to determine which customers are likely to buy a specific product in the near term.
Another application of data mining is the detection of outliers (or deviations).
Outlier detection finds data points that differ significantly from the majority of the data points in a given data set. Medical diagnosis and credit card detection are examples of outlier detection.
High-performance data mining, thus, refers to developing algorithms for data-mining techniques that lend themselves to parallelism and can map efficiently onto parallel computers. 5, 6, 9 Such algorithms should consider the underlying architecture-such as distributed shared memory or a dedicated cluster of workstations-and the standard issues and challenges in parallel processing such as data locality, load balancing, interprocessor communication, and parallel I/O. Parallel I/O becomes very important in this case, because massive data analysis will require substantial data access to secondary storage and tape libraries. Issues of data organization, data prefetching, and latency hiding by overlapping the mining tasks with the I/O will soon become even more critical, and many new research challenges and opportunities will materialize.
Meeting the goal
Our track on data mining seeks to increase knowledge about and promote the benefits of using parallel and distributed computing platforms to solve problems in data-mining applications. This and subsequent issues of IEEE Concurrency will feature a range of cross-disciplinary articles that explore the link between parallel and distributed computing and data mining. These articles will deal with We launch the track with two articles. In "Parallel and Distributed Association Mining: A Survey," Mohammed Zaki surveys parallel and distributed association rule mining algorithms. Zaki also highlights the open problems in this area, such as dealing with large databases, load balancing, and data skews.
In "Strategies for Parallel Data Mining," David Skillicorn argues that benchmarking and implementations are very expensive approaches for comparing parallel data-mining algorithms. He proposes a number of cost-effective alternative measures (counting computations, data accesses, and communication). These measures can provide a reasonably accurate picture of an application's performance.
