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MODULI SPACES OF HIGGS BUNDLES ON
DEGENERATING RIEMANN SURFACES
JAN SWOBODA
Abstract. We prove a gluing theorem for solutions (A0,Φ0) of Hitchin’s
self-duality equations with logarithmic singularities on a rank-2 vector
bundle over a noded Riemann surface Σ0 representing a boundary point
of Teichmu¨ller moduli space. We show that every nearby smooth Rie-
mann surface Σ1 carries a smooth solution (A1,Φ1) of the self-duality
equations, which may be viewed as a desingularization of (A0,Φ0).
1. Introduction
The moduli space of solutions to Hitchin’s self-duality equations on a
compact Riemann surface, by its definition primarily an object of geomet-
ric analysis, is intimately related to a number of diverse fields such as al-
gebraic geometry, geometric topology and the emerging subject of higher
Teichmu¨ller theory. From an analytic point of view, it is the space of gauge
equivalence classes of solutions to the system of first-order partial differential
equations
(1)
F⊥A + [Φ ∧ Φ∗] = 0,
∂¯AΦ = 0
for a pair (A,Φ), where A is a unitary connection on a hermitian vector bun-
dle E over a Riemann surface (Σ, J), and Φ is an End(E)-valued (1, 0)-form,
the so-called Higgs field. Here F⊥A is the trace-free part of the curvature of
A, a 2-form with values in the skew-hermitian endomorphisms of E, and the
adjoint Higgs field Φ∗ is computed with respect to the hermitian metric on
E. When restricted to a suitable slice of the action by unitary gauge trans-
formations, Eq. (1) form a system of elliptic partial differential equations.
We always assume that the genus g of the closed surface Σ is at least 2.
The moduli space M of solutions to the self-duality equations, first intro-
duced by Hitchin [Hi87a] as a two-dimensional reduction of the standard
self-dual Yang-Mills equations in four dimensions, shows a rich geometric
structure in very different ways: as a quasi-projective variety [Hi87a, Si88,
Ni91], as the phase space of a completely integrable system [Hi87b, HSW99],
and (in case where the rank and degree of E are coprime) as a noncom-
pact smooth manifold carrying a complete hyperka¨hler metric gWP of Weil-
Petersson type. Concerning the second and the last point, we mention in
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2 JAN SWOBODA
particular the recent work of Gaiotto, Moore and Neitzke [GMN10, GMN13]
concerning hyperka¨hler metrics on holomorphic integrable systems. They
describe a natural but incomplete hyperka¨hler metric g0 onM as a leading
term (the semiflat metric in the language of [Fr99]) plus an asymptotic series
of non-perturbative corrections, which decay exponentially in the distance
from some fixed point in moduli space. The coefficients of these correction
terms are given there in terms of a priori divergent expressions coming from
a wall-crossing formalism. The thus completed hyperka¨hler metric is con-
jectured to coincide with the above mentioned metric gWP on moduli space.
A further motivation to study this moduli space is Sen’s conjecture about
the L2-cohomology of the monopole moduli spaces [Se94] and the variant of
it due to Hausel concerning the L2-cohomology of M.
The first study of the self-duality equations on higher dimensional Ka¨hler
manifolds is due to Simpson [Si88, Si90, Si92]. As shown by Donaldson
[Do87] for Riemann surfaces (and extended to the higher dimensional case
by Corlette [Co88]) the moduli space M corresponds closely to the variety
of representations of (a central extension of) the fundamental group of Σ
into the Lie group SL(r,C), r = rk(E) (see [Go12] and references therein),
and thus permits to be studied by more algebraic and topological methods.
In recent joint work, Mazzeo, Weiß, Witt, and the present author started an
investigation of the large scale structure of this moduli space, resulting so
far in a precise description of the profile of solutions in the limit of “large”
Higgs fields, i.e. when ‖Φ‖L2 → ∞, cf. [MSWW16, MSWW15]. Moreover,
a geometric compactification of M was obtained, which consists in adding
to M configurations (A,Φ), that are singular in a finite set of points and
admit an interpretation as so-called parabolic Higgs bundles.
The present work fits into a broader line of research which aims at an un-
derstanding of the various limits and degenerations of Higgs bundle moduli
spaces, one aspect of which has been worked out in the above mentioned
articles. Complementary to these works, we here undertake a first step in
describing a rather different degeneration phenomenon. While the com-
plex structure J of the underlying surface Σ has been kept fixed in most
of the results concerning the structure of the moduli space, we now view
M =M(Σ, J) as being parametrized by the complex structure J . Our aim
is then to understand possible degenerations ofM in the limit of a sequence
(Σ, Ji) of complex surface converging to a “noded” surface (Σ, J0), thus
representing a boundary point in the Deligne–Mumford compactification of
Teichmu¨ller moduli space. Throughout, we restrict attention to the case of
a complex vector bundle E of rank r = 2. As a first result towards
an understanding of this degeneration, we identify a limiting moduli space
M(Σ, J0) consisting of those solutions (A,Φ) to the self-duality equations
on the degenerate surface (Σ, J0) which in the set p of nodes show so-called
logarithmic (or first-order) singularities. The precise definition ofM(Σ, J0)
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is given in Eq. (7) below.
The main result presented here is a gluing theorem which states that, subject
to the assumptions (A1–A3) below, any solution (A,Φ) representing a point
inM(Σ, J0) arises as the uniform limit of a sequence of smooth solutions on
M(Σ, Ji) as Ji → J0. To formulate these assumptions, we choose near each
node p ∈ p a neighborhood Up complex isomorphic to {zw = 0}, cf. §2.2
for details. The quadratic differential q := det Φ is then meromorphic with
poles of order at most two in p, and we may assume that near z = 0 it is in
the standard form
(2) q = −C2p,+
dz2
z2
for some constant Cp,+ ∈ C, and similarly near w = 0 for some constant
Cp,−. As shown in [BiBo04] (cf. Lemma 3.1) the solution (A,Φ) differs
near z = 0 from some model solution (Amodp,+ ,Φ
mod
p,+ ) (possibly after applying
a unitary gauge transformation) by a term which decays polynomially as
|z| ↘ 0, and similarly near w = 0 for some model solution (Amodp,− ,Φmodp,− ).
These model solutions are singular solutions to the self-duality equations of
the form
Amodp,± =
(
αp,± 0
0 −αp,±
)(
dz
z
− dz¯
z¯
)
, Φmodp,± =
(
Cp,± 0
0 −Cp,±
)
dz
z
,
where αp,± ∈ R and the constants Cp,± ∈ C are as above. We impose the
following assumptions.
(A1) The constants Cp,± 6= 0 for every p ∈ p.
(A2) The constants (αp,+, Cp,+) and (αp,−, Cp,−) satisfy the matching con-
ditions αp,+ = −αp,− and Cp,+ = −Cp,− for every p ∈ p.
(A3) The meromorphic quadratic differential q has at least one simple
zero.
The assumptions (A1–A3) will be discussed in §3.1. Let us point out here
that working exclusively with model solutions in diagonal form (rather than
admitting model Higgs fields or connections with non-semisimple endomor-
phism parts) matches exactly the main assumption of Biquard and Boalch
in [BiBo04, p. 181]. We keep this setup in order to have their results avail-
able. Assumption (A1), which is a generic assumption on the meromorphic
quadratic differential q, allows us to transform the solution (A,Φ) into a
standard model form near each p ∈ p via a complex gauge transforma-
tion close to the identity. Assumption (A3), likewise satisfied by a generic
meromorphic quadratic differential, is a weakening of the one used in the
gluing construction of [MSWW16], where it was required that all zeroes of
q are simple. It allows us to show, very much in analogy to the case of
closed Riemann surfaces, that a certain linear operator associated with the
deformation complex of the self-duality equations at (A,Φ) is injective (cf.
Lemma 3.11). This property if then used in Theorem 3.13 to assure absence
of so-called small eigenvalues of the linear operator governing the gluing
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construction to be described below.
We can now state our main theorem.
Theorem 1.1 (Gluing theorem). Let (Σ, J0) be a Riemann surface with
nodes in a finite set of points p ⊂ Σ. Let (A0,Φ0) be a solution of the
self-duality equations with logarithmic singularities in p, thus representing a
point inM(Σ, J0). Suppose that (A0,Φ0) satisfies the assumptions (A1–A3).
Let (Σ, Ji) be a sequence of smooth Riemann surfaces converging uniformly
(in a sense to be made precise in §2.2) to (Σ, J0). Then, for every sufficiently
large i ∈ N, there exists a smooth solution (Ai,Φi) of Eq. (1) on (Σ, Ji) such
that (Ai,Φi)→ (A0,Φ0) as i→∞ uniformly on compact subsets of Σ \ p.
The article is organized as follows. After reviewing the necessary back-
ground on Higgs bundles, we describe the conformal plumbing construction
which yields a one-parameter family Σt, t ∈ C×, of Riemann surfaces de-
veloping a node p ∈ p in the limit t → 0. From a geometric point of view,
endowing Σt with the unique hyperbolic metric in its conformal class, it con-
tains a long and thin hyperbolic cylinder Ct with central geodesic ct pinching
off to the point p in the limit t → 0. We describe a family of rotationally
symmetric model solutions defined on finite cylinders C(R), R = |t|, in §2.3.
The relevance of these local model solutions, in the case where the param-
eter R = 0, is that by a result due to Biquard–Boalch (cf. Lemma 3.1) any
global solution on the degenerate surface Σ0 is asymptotically close to it
near the nodes. This fact allows us to construct approximate solutions on
Σt for every sufficiently small parameter R = |t| > 0 from an exact solu-
tion on Σ0 by means of a gluing construction, cf. §3.1. In a final step, we
employ a contraction mapping argument to “correct” these approximate so-
lutions to exact ones. An analytic difficulty arises here from the fact, typical
for problems involving a “stretching of necks”, that the smallest eigenvalue
λ1(R) of the relevant linearized operator LR converges to 0 as R↘ 0. Hence
the limiting operator does not have a bounded inverse on L2. We therefore
need to control the rate of convergence to zero of λ1(R), which by an ap-
plication of the Cappell–Lee–Miller gluing theorem is shown to be of order
|log(R)|−2, cf. Theorem 3.13. To reach this conclusion we need to rule out
the existence of eigenvalues of LR of order less than |log(R)|−2 (the so called
small eigenvalues). This requires a careful study of the deformation complex
of the self-duality equations associated with the singular solution (A,Φ) on
Σ0 and occupies a large part of §3.3. Subsequently, we show that the error
terms coming from the approximate solutions are decaying to 0 at polyno-
mial rate in R as R ↘ 0, which allows for an application of a contraction
mapping argument to prove the main theorem, cf. §4.2. Let us finally point
out that there is one particular interesting instance of our gluing theorem in
the context of Michael Wolf’s Teichmu¨ller theory of harmonic maps, which
is discussed in §2.5.
We leave it to a further publication to show a compactness result converse to
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the gluing theorem presented here, i.e. to give conditions which assure that
a given sequence of solutions (Ai,Φi) on a degenerating family of Riemann
surfaces (Σ, Ji) subconverges to a singular solution of the type discussed
here. Once this analytical picture is completed, we can proceed further and
study the more geometric aspects revolving around the family of complete
hyperka¨hler metrics onM(Σ, Ji) and its behavior under degeneration, hence
paralleling the line of research initiated in [MSWW16].
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2. Moduli spaces of Higgs bundles
In this section we review some relevant background material. A more
complete introduction can be found, for example, in the appendix in [We08].
For generalities on hermitian holomorphic vector bundles see [Ko87].
2.1. Hitchin’s equations. Let Σ be a smooth Riemann surface. We fix a
hermitian vector bundle (E,H) → Σ of rank 2 and degree d(E) ∈ Z. The
background hermitian metric H will be used in an auxiliary manner; since
any two hermitian metrics are complex gauge equivalent the precise choice
is immaterial. We furthermore fix a Ka¨hler metric on Σ such that the asso-
ciated Ka¨hler form ω satisfies
∫
Σ ω = 2pi. The main object of this article are
moduli spaces of solutions (A,Φ) of Hitchin’s self-duality equations [Hi87a]
(3)
FA + [Φ ∧ Φ∗] = −iµ(E) idE ω,
∂¯AΦ = 0
for a unitary connection A ∈ U(E) and a Higgs field Φ ∈ Ω1,0(End(E)). We
here denote by µ(E) = d(E)/2 the slope of the rank-2 vector bundle E.
The group Γ(U(E)) of unitary gauge transformations acts on connections
A ∈ U(E) in the usual way as A 7→ g∗A = g−1Ag + g−1dg and on Higgs
fields by conjugation Φ 7→ g−1Φg. Thus the solution space of Eq. (3) is
preserved by Γ(U(E)) acting diagonally on pairs (A,Φ). Moreover, the
second equation in Eq. (3) implies that any solution (A,Φ) determines a
Higgs bundle (∂¯,Φ), i.e. a holomorphic structure ∂¯ = ∂¯A on E for which
Φ is holomorphic: Φ ∈ H0(Σ,End(E) ⊗ KΣ), KΣ denoting the canonical
bundle of Σ. Conversely, given a Higgs bundle (∂¯,Φ), the operator ∂¯ can be
augmented to a unitary connection A such that the first Hitchin equation
holds provided (∂¯,Φ) is stable. Stability here means that µ(F ) < µ(E) for
any nontrivial Φ-invariant holomorphic subbundle F , that is, Φ(F ) ⊂ F⊗K.
According to the Lie algebra splitting u(2) ∼= su(2)⊕u(1) into trace-free and
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pure trace summands, the bundle u(E) splits as su(E)⊕ iR. Consequently,
the curvature FA of a unitary connection A decomposes as
FA = F
⊥
A +
1
2
Tr(FA)⊗ idE ,
where F⊥A ∈ Ω2(su(E)) is its trace-free part and 12 Tr(FA)⊗ idE is the pure
trace or central part, see e.g. [LeP92]. Note that Tr(FA) ∈ Ω2(iR) equals
to the curvature of the induced connection on detE. From now, we fix a
background connection A0 ∈ U(E) and consider only those connections A
which induce the same connection on detE as A0 does. Equivalently, such
a connection A is of the form A = A0 + α where α ∈ Ω1(su(E)), i.e. A is
trace-free “relative” to A0. Rather than Eq. (3) we are from now on studying
the slightly easier system of equations
(4)
F⊥A + [Φ ∧ Φ∗] = 0,
∂¯AΦ = 0
for A trace-free relative to A0 and a trace-free Higgs fields Φ ∈ Ω1,0(sl(E)).
There always exists a unitary connection A0 on E such that TrFA0 =
−i deg(E)ω. With this choice of a background connection, any solution
of Eq. (4) provides a solution to Eq. (3). The relevant groups of gauge
transformations in this fixed determinant case are Γ(SL(E)) and Γ(SU(E)),
the former being the complexification of the latter, which we denote by Gc
and G respectively.
2.2. The degenerating family of Riemann surfaces. We recall the
well-known plumbing construction for Riemann surfaces, our exposition here
following largely [WoWo92]. A Riemann surface with nodes is a one-
dimensional complex analytic space Σ0 where each point has a neighborhood
complex isomorphic to a disk {|z| < } or to U = {zw = 0 | |z| , |w| < },
in which case it is called a node. A Riemann surface with nodes arises
from an unnoded surface by pinching of one or more simply closed curves.
Conversely, the effect of the so-called conformal plumbing construction is
that it opens up a node by replacing the neighborhood U by {zw = t | t ∈
C, |z| , |w| < }. To describe this construction in more detail, let (Σ0, z, p)
be a Riemann surface of genus g ≥ 2 with conformal coordinate z and a
single node at p. Let t ∈ C \ {0} be fixed with |t| sufficiently small. We
then define a smooth Riemann surface Σt by removing the disjoint disks
Dt = {|z| < |t| , |w| < |t|} ⊆ U from Σ0 and passing to the quotient space
Σt = (Σ0 \Dt)/zw=t, which is a Riemann surface of the same genus as Σ0.
We allow for Riemann surfaces with a finite number of nodes, the set of
which we denote p = {p1, . . . , pk} ⊂ Σ0, and impose the assumption that
Σ0 \ p consists of k + 1 connected components . To deal with the case of
multiple nodes in an efficient way we make the convention that in the no-
tation Σt the dependence of t ∈ C on the point p ∈ p is suppressed. The
value of t may be different at different nodes. Also, ρ = |t| refers to the
maximum of these absolute values.
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We endow each Riemann surface Σt with a Riemannian metric compatible
with its complex structure in the following way. Let ρ = |t| < 1 and consider
the annuli
(5) R+ρ = {z ∈ C | ρ ≤ |z| ≤ 1} and R−ρ = {w ∈ C | ρ ≤ |w| ≤ 1}.
The above identification of R+ρ and R
−
ρ along their inner boundary circles
{|z| = ρ} and {|w| = ρ} yields a smooth cylinder Ct. The Riemannian
metrics
g+ =
|dz|2
|z|2 , respectively g
− =
|dw|2
|w|2
on R±ρ induce a smooth metric on Ct, which we extend smoothly over Σt
to a metric compatible with the complex structure. Note that the cylinder
Ct endowed with this metric is flat. Indeed, the map (r, θ) 7→ (τ, ϑ) :=
(− log r,−θ) provides an isometry between (R+ρ , g+) and the standard flat
cylinder [0,− log ρ]×S1 with metric dτ2 + dϑ2, and similarly for (R−ρ , g−).
For a closed Riemann surface Σ recall the space QD(Σ) of holomorphic
quadratic differentials, which by definition is the C-vector space of holo-
morphic sections q of the bundle K2Σ of complex-valued symmetric bilinear
forms. Its elements are locally of the form q = u dz2 for some holomor-
phic function u. By the Riemann-Roch theorem, its complex dimension is
dim QD(Σ) = 3(g−1), cf. [Tr92, Appendix F]. On a noded Riemann surface
we will allow for quadratic differentials meromorphic with poles of order at
most 2 at points in the subset p ⊂ Σ of nodes. In this case, the corre-
sponding C-vector space of meromorphic quadratic differentials is denoted
by QD−2(Σ).
Setting ρ = 0 in Eq. (5) yields for each p ∈ p a punctured neighborhood
C0 ⊂ Σ0 of p consisting of two connected components C±0 . We endow these
with cylindrical coordinates (τ±, ϑ±) as before. Together with the above
chosen Riemannian metric this turns Σ0 into a manifold with cylindrical
ends. We in addition fix a hermitian vector bundle (E,H) of rank 2 over
Σ0, which we suppose is cylindrical in the sense to be described in §3.3.
Briefly, this means that the restrictions of (E,H) to C±0 are invariant under
pullback by translations in the τ±-directions. We furthermore require that
the restriction of (E,H) to C0 is invariant under pullback via the (orientation
reversing) isometric involution (τ±, ϑ±) 7→ (τ∓, arg t−ϑ∓) interchanging the
two half-infinite cylinders C+ and C−. The pair (E,H) induces a hermitian
vector bundle on the surface Σt by restriction, which extends smoothly over
the cut-locus |z| = |w| = ρ.
2.3. The local model. Fix constants α ∈ R and C ∈ C. Then the pair
(6) Amod =
(
α 0
0 −α
)(
dz
z
− dz¯
z¯
)
, Φmod =
(
C 0
0 −C
)
dz
z
provides a solution on C∗ to Eq. (4), which we call model solution to
parameters (α,C). It is smooth outside the origin and has a logarithmic
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Σ0
C−0 C+0
p
τ− = 0 τ± = ∞ τ+ = 0
Figure 1. Degenerate Riemann surface Σ0 with one node
p ∈ p, which separates the two half-infinite cylinders C±0 .
(first-order) singularity in z = 0, provided that α and C do not both vanish.
It furthermore restricts to a smooth solution on each of the annuli R±ρ defined
in Eq. (5). Note that the parameters encountered in the example of §2.5
below are (α,C) = (0, `2i). We also remark that we do not consider the more
general solution with connection
A =
(
α 0
0 −α
)
dz
z
−
(
α¯ 0
0 −α¯
)
dz¯
z¯
for parameter α ∈ C, because it is unitarily gauge equivalent to the above
model solution. Since
dz
z
− dz¯
z¯
= 2i dθ,
the connections Amod appearing in Eq. (6) are in radial gauge, i.e. their
dr-components vanish identically. For constants t ∈ C and ρ = |t| such that
0 < ρ < 1 let Ct denote the complex cylinder obtained from gluing the two
annuli R−ρ and R+ρ . Since
dz
z
= −dw
w
the two model solutions (Amod+ ,Φ
mod
+ ) to parameters (α,C) over R
+
ρ and
(Amod− ,Φmod− ) to parameters (−α,−C) over R−ρ glue to a smooth solution
(Amod,Φmod) on Ct, again called model solution to parameters (α,C). In
the following it is always assumed that α > 0.
2.4. Analytical setup. We introduce weighted Sobolev spaces of connec-
tions and gauge transformations over the punctured Riemann surface Σ0,
following the analytical setup of [BiBo04].
Let r be a strictly positive function on Σ0 such that r = |z| near the subset
p ⊂ Σ0 of nodes. The weighted Sobolev spaces to be introduced next are
all defined with respect to the measure r dr dθ on C which we abbreviate as
r dr. Note that later on we will have cause to use also the more singular
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measure r−1 dr dθ. For a weight δ ∈ R we define the L2 based weighted
Sobolev spaces
L2δ =
{
u ∈ L2(r dr) | r−δ−1u ∈ L2(r dr)
}
and
Hkδ =
{
u,∇ju ∈ L2δ(r dr), 0 ≤ j ≤ k
}
,
with the unitary background connection ∇ on E being fixed throughout.
Note that the function rβ ∈ L2δ if and only if β > δ. The spaces Hkδ satisfy
a number of standard Sobolev embedding and multiplication theorems such
as
Hk−2+δ ·Hk−2+δ ⊆ Hk−2+δ (k ≥ 2), H2−2+δ ·H1−2+δ ⊆ H1−2+δ,
cf. [BiBo04, §3] for details.
From now on let a constant δ > 0 be fixed. We shall work with the spaces
of unitary connections and Higgs fields
A1−2+δ =
{
Amod + α | α ∈ H1−2+δ(Ω1 ⊗ su(E))
}
and
B1−2+δ =
{
Φmod + ϕ | ϕ ∈ H1−2+δ(Ω1,0 ⊗ sl(E))
}
,
where (Amod,Φmod) is some singular model solution on Σ0 as introduced in
Eq. (6). It is important to note that we have to allow for arbitrary small
weights δ > 0 as the example discussed in §2.5 shows. These spaces are
acted on smoothly by the Banach Lie group
G = G2−2+δ =
{
g ∈ SU(E) | g−1dg ∈ H1−2+δ(Ω1 ⊗ su(E))
}
of special unitary gauge transformations, where
g∗(A,Φ) = (g−1Ag + g−1dg, g−1Φg)
for (A,Φ) ∈ A1−2+δ×B1−2+δ, cf. [BiBo04, Lemma 2.1]. The complexification
of G2−2+δ is the Banach Lie group
Gc = G2,c−2+δ =
{
g ∈ SL(E) | g−1dg ∈ H1−2+δ(Ω1 ⊗ sl(E))
}
.
The moduli space of key interest in this article is then defined to be the
quotient
(7) M(Σ0) =
{
(A,Φ) ∈ A1−2+δ × B1−2+δ | (A,Φ) satisfies Eq. (3)
}
G2−2+δ
,
along with the analogously defined spaces M(Σt) for parameter t 6= 0.
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2.5. Guiding example: Teichmu¨ller theory of harmonic maps. Due
to Hitchin, there is a close relation between Teichmu¨ller theory and the
moduli space of SL(2,R)-Higgs bundles which we recall next. Let Σ be a
Riemann surface of genus g with associated canonical bundle KΣ ∼= Ω1,0(Σ).
Let L be a holomorphic line bundle of degree g − 1 such that L2 ∼= KΣ and
set E = L⊕ L−1. With respect to this splitting we define the Higgs field
Φ =
(
0 q
1 0
)
∈ Ω1,0(Σ, sl(E))
for some fixed holomorphic quadratic differential
q ∈ Ω1,0(Σ,Hom(L−1, L)) ∼= QD(Σ)
and the constant function 1 ∈ Ω1,0(Σ,Hom(L,L−1)) ∼= Ω0(Σ,C). Clearly,
∂¯EΦ = 0. We also endow the holomorphic line bundle L with an auxiliary
hermitian metric h0. It induces on E the hermitian metric H0 = h0⊕h−10 ; let
A = AL ⊕AL−1 denote the associated Chern connection. As one can show,
the Higgs bundle (E,Φ) is stable in the terminology of [Hi87a]. Therefore,
there exists a complex gauge transformation g ∈ Gc, unique up to modifi-
cation by a unitary gauge transformation, such that (A1,Φ1) := g
∗(A,Φ) is
a solution of Eq. (4). We argue that in this particular case the self-duality
equations reduce to a scalar PDE on Σ.
To this aim, we first modify Φ1 by a locally defined unitary gauge transfor-
mation k such that the Higgs field Φ2 := (gk)
−1Φgk has again off-diagonal
form. Set g1 := gk and A2 := g
∗
1A. By invariance of the second of the
self-duality equations under complex gauge transformations, ∂¯A2Φ2 = 0.
This equation can only hold true if the connection A2 is diagonal for oth-
erwise a nonzero diagonal term would arise. One can furthermore check
that the local complex gauge transformation g1 mapping (A,Φ) to (A2,Φ2)
is diagonal, and hence so is the hermitian metric H1 := H0(g1g
∗
1)
−1 =
H0(g
∗)−1(k∗)−1k−1g−1 = H0(g∗)−1g−1. Since this expression is indepen-
dent of the above chosen local gauge transformation k we conclude that
H1 is globally well-defined and diagonal with respect the holomorphic split-
ting of E into line bundles. We set H1 = h1 ⊕ h−11 , where h1 = e2uh0
for some smooth function u : Σ → R. As a standard fact, the connection
A1 is the Chern connection with respect to the hermitian metric H1. It
thus splits into A1 = A1,L ⊕ A1,L−1 . The component A1,L has curvature
FA1,L = FAL − 2∂¯∂u. Furthermore, the first diagonal entry of the commu-
tator term [g−1Φg ∧ (g−1Φg)∗] equals to e4uh20qq¯− e−4uh−20 . Hence the first
of the self-duality equations reduces to the scalar PDE
(8) 2∂¯∂u− e4uh20qq¯ + e−4uh−20 − FAL = 0
for the function u.
A calculation furthermore shows that Eq. (8) is satisfied if and only if the
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Riemannian metric
(9) G = q + (h−21 + h
2
1qq¯) + q¯ ∈ Sym2(Σ)
has constant Gauss curvature equal to −4, cf. [Hi87a, DaWe07] for further
details. From a different perspective, one can interpret Eq. (8) as the con-
dition that the identity map between the surface Σ with its given conformal
structure and the surface (Σ, G) is harmonic. This point of view has been
pursued by Wolf in [Wo89], where it was shown that for every q ∈ QD(Σ)
there is a unique solution of Eq. (8), therefore leading to a different proof of
Teichmu¨ller’s well-known theorem stating that the Teichmu¨ller moduli space
Tg is diffeomorphic to a cell. Wolf in [Wo91] then studied the behavior of
this harmonic map under degeneration of the domain Riemann surface Σ to
a noded surface Σ0. Let us now describe those aspects of his theory which
are the most relevant to us.
Let C = (S1)x × [1,∞)y denote the half-infinite cylinder, endowed with the
complex coordinate z = x + iy and flat Riemannian metric gC = |dz|2 =
dx2 + dy2. Furthermore, for parameter ` > 0 let
N` = [`
−1 csc−1(`−1), pi/`− `−1 csc−1(`−1)]u × (S1)v
be the finite cylinder with complex coordinate w = u + iv. It carries the
hyperbolic metric g` = `
2 csc2(`u) |dw|2. In [Wo91], Wolf discusses the one-
parameter family of infinite-energy harmonic maps
w` : (C, |dz|2)→ (N`, g`), w` = u` + iv`,
where
v`(x, y) = x, u`(x, y) =
1
`
sin−1
(
1−B`(y)
1 +B`(y)
)
,
and
B`(y) =
1− `
1 + `
e2`(1−y).
It serves as a model for harmonic maps with domain a noded Riemann
surface and target a smooth Riemann surface containing a long hyperbolic
“neck” with central geodesic of length 2pi`. Indeed, Wolf (cf. [Wo91, Propo-
sition 3.8]) shows that the unique harmonic such map w` homotopic to the
identity is exponentially close to the above model harmonic map. The pull-
back to C of the metrics g` yields the family of hyperbolic metrics
G` = `
2
(
1 +B`
1−B`
)2(
dx2 +
4B`
(1 +B`)2
dy2
)
= `2
(
1 +B`
1−B`
)2((1
4
− B`
(1 +B`)2
)
dz2 +
(
1
2
+
2B`
(1 +B`)2
)
dz dz¯
+
(
1
4
− B`
(1 +B`)2
)
dz¯2
)
.
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Since w` is harmonic, the dz
2 component q` of G` is a holomorphic quadratic
differential on C. In the framework described above, it is induced by the
Higgs field
Φ` =
(
0 q`
1 0
)
.
We choose a local holomorphic trivialization of E and suppose that with
respect to it the auxiliary hermitian metric h0 is the standard hermitian
metric on C2. Comparing the metric G` with the one in Eq. (9) it follows
that the hermitian metric h1,` on L in this particular example is
h1,` =
2
`
1−B
1
2
`
1 +B
1
2
`
.
The corresponding hermitian metric on E = L⊕ L−1 is
H1,` =
(
h1,` 0
0 h−11,`
)
and thus any complex gauge transformation
g` =
(
e−u` 0
0 eu`
)
satisfying g2` = H
−1
1,` gives rise to a solution of Eq. (8), as one may check
by direct calculation. With respect to the above chosen local holomorphic
trivialization of E, the Chern connection A becomes the trivial connection,
and thus the solution of the self-duality equations corresponding to the Higgs
pair (A,Φ`) equals (A1,`,Φ1,`) = g
∗
` (0,Φ`). We change complex coordinates
to
ζ = eiz, i dz =
dζ
ζ
,
so to make the resulting expressions easier to compare with the setup in §3.
Under this coordinate transformation the cylinder C is mapped conformally
to the punctured unit disk. We then obtain that
A1,` =
`
2
B
1
2
`
1−B`
(
1 0
0 −1
)(
dζ
ζ
− dζ¯
ζ¯
)
and
Φ1,` =
(
0 `
2
4 h1,`
h−11,` 0
)
dζ
iζ
.
Since B`(ζ) =
1−`
1+`e
2`|ζ|2` and h` = 2` (1 +O(|ζ|`), it follows that
A1,` = O(|ζ|`)
(
1 0
0 −1
)(
dζ
ζ
− dζ¯
ζ¯
)
, Φ1,` = (1 +O(|ζ|`)
(
0 `2
`
2 0
)
dζ
iζ
.
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Therefore, after a unitary change of frame, the Higgs field Φ1,` is asymptotic
to the model Higgs field
Φmod` =
(
`
2 0
0 − `2
)
dζ
iζ
,
while the connection A1,` is asymptotic to the trivial flat connection. This
ends the discussion of the example.
3. Approximate solutions
3.1. Approximate solutions. Throughout this section, we fix a constant
δ > 0 and a solution (A,Φ) ∈ A1−2+δ × B1−2+δ of Eq. (4) on the noded
Riemann surface Σ0. It represents a point in the moduli space M(Σ0) as
defined through Eq. (7). Our immediate next goal is to construct from (A,Φ)
a good approximate solution on each “nearby” surface Σt (where ρ = |t| is
small). We do so by interpolating between the model solution (Amod,Φmod)
on each punctured cylinder Cp(0), p ∈ p, and the exact solution (A,Φ) on
the “thick” region of Σ0, i.e. the complement of the union
⋃
p∈p Cp(0). We
therefore obtain an approximate solution on Σ0, which induces one on each
of the surfaces Σt obtained from Σ0 by performing the conformal plumb-
ing construction of §2.2. We also rename the cylinder Ct obtained in the
plumbing step at p ∈ p (cf. Eq. (5)) to Cp(ρ) to indicate that its length is
asymptotically equal to |log ρ|.
Near each node p ∈ p we choose a neighborhood Up complex isomorphic to
{zw = 0}, cf. §2.2. Since (A,Φ) satisfies the second equation in Eq. (4) it
follows that q := det Φ is a meromorphic quadratic differential, its set of
poles being contained in p. As we are here only considering model solutions
with poles of order one, the poles of q are at most of order two, hence q is
an element of QD−2(Σ0). After a holomorphic change of coordinates, we
may assume that near z = 0 (and similarly near w = 0) the meromorphic
quadratic differential q = det Φ is in the standard form
(10) q = −C2p,+
dz2
z2
for some constant Cp,+ ∈ C, and similarly near w = 0 for some constant
Cp,−. By definition of the space A1−2+δ × B1−2+δ there exists for each p ∈ p
a model solution (Amodp,± ,Φmodp,± ) such that (after applying a suitable unitary
gauge transformation in G if necessary) the solution (A,Φ) is asymptotically
close to it near p. This model solution takes the form
Amodp,+ =
(
αp,+ 0
0 −αp,+
)(
dz
z
− dz¯
z¯
)
for some constant αp,+ ∈ R and
Φmodp,+ =
(
Cp,+ 0
0 −Cp,+
)
dz
z
,
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where the constant Cp,+ ∈ C is as above (and similarly for (Amodp,− ,Φmodp,− )).
To be able to carry out the construction of approximate solutions, we need
to impose on (Amodp,± ,Φmodp,± ) the assumptions (A1–A3) as stated in the
introduction. Let us recall them here and discuss their significance.
(A1) The constants Cp,± 6= 0 for every p ∈ p. This is a generic condition
on the meromorphic quadratic differential q in Eq. (10). It is im-
posed here to assure that near z = 0 (respectively near w = 0) the
Higgs field Φ is of the form Φ(z) = ϕ(z)dzz for some diagonalizable
endomorphism ϕ(z). We use this assumption in Proposition 3.3 to
transform (A,Φ) via a complex gauge transformation g (which we
show can be chosen to be close to the identity) into g∗(A,Φ), where
g∗A is diagonal and g−1Φg coincides with Φmodp,± . For a second time,
the assumption (A1) is used in the proof of Proposition 3.10. To-
gether with assumption (A3) it implies injectivity of the operator
L1 +L
∗
2 associated with the deformation complex of the self-duality
equations at the solution (A,Φ).
(A2) The constants (αp,+, Cp,+) and (αp,−, Cp,−) satisfy the matching con-
ditions αp,+ = −αp,− and Cp,+ = −Cp,− for every p ∈ p. Thus in
particular, the coefficients of z−2 and w−2 in Eq. (10) coincide. As
discussed in §2.3, this matching condition permits us to construct
from any pair of singular model solutions (Amodp,± ,Φmodp,± ) on the cylin-
der Cp(ρ) a smooth model solution using the conformal plumbing
construction.
(A3) The meromorphic quadratic differential q = det Φ has at least one
simple zero. This is a generic assumption on a meromorphic qua-
dratic differential. It weakens the one imposed in [MSWW16], where
it was required that all zeroes of q are simple. As a consequence, it
was shown there that solutions (A,Φ) to the self-duality equations
are necessarily irreducible (cf. [MSWW16, p. 7]). The assumption
(A3) is used here in a very similar way, namely to prove that the
operator L1 + L
∗
2 arising in the deformation complex of the self-
duality equations is injective, cf. Lemma 3.11. This in particular
implies injectivity of the operator L1 and therefore irreducibility of
the solution (A,Φ).
From now on, we rename the model solution (Amodp,± ,Φmodp,± ) to (Amodp ,Φmodp )
and the constants Cp,+ and αp,+ to Cp and αp, respectively. Recall that
the solution (A,Φ) (after modifying it by a suitable unitary gauge transfor-
mation if necessary) differs from (Amodp ,Φ
mod
p ) by some element in H
1
−2+δ.
However, according to Biquard-Boalch [BiBo04] it is asymptotically close to
it in a much stronger sense.
Lemma 3.1. Let (A,Φ) be a solution of Eq. (4) and for each p ∈ p let
(Amodp ,Φ
mod
p ) be the pair of model solutions as before. Then there exists a
unitary gauge transformation g ∈ G such that in some neighborhood of each
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point p ∈ p it holds that
g∗(A,Φ) = (Amodp + α,Φ
mod
p + ϕ),
where (α,ϕ), (r∇α, r∇ϕ), (r2∇2α, r2∇2ϕ) ∈ C0−1+δ.
Proof. For a proof of the first statement we refer to [BiBo04, Lemma 5.3].
The statement that (r∇α, r∇ϕ), (r2∇2α, r2∇2ϕ) ∈ C0−1+δ follows similarly.
However, since it is not carried out there, we add its proof for completeness.
From [BiBo04, Lemma 5.3] we get the existence of a unitary gauge transfor-
mation g ∈ G such that g∗(A,Φ) = (Amodp + α,Φmodp +ϕ), where b := (α,ϕ)
satisfies the equation
Lb = b b.
Here L is a first-order elliptic differential operator with constant coefficients
with respect to cylindrical coordinates (t, ϑ) = (− log r,−θ), while b b de-
notes some bilinear combination of the function b with constant coefficients.
Differentiating this equation we obtain that
(11) L(∇b) = b∇b+ [L,∇]b.
We now follow the line of argument in [BiBo04, Lemma 4.6] to prove the
claim. There it is shown that b ∈ L1,p−2+δ for any p > 2, with the weighted
spaces Lk,pδ being defined in analogy to H
k
δ . Hence ∇b ∈ Lp−2+δ which
together with b ∈ C0−1+δ yields the inclusion b  ∇b ∈ Lp−3+2δ. Similarly,
[L,∇]b ∈ C0−1+δ ⊆ Lp−3+2δ since [L,∇] is an operator of order zero with
constant coefficients. It thus follows from Eq. (11) and elliptic regularity that
∇b ∈ L1,p−3+2δ. For any p > 2 we have the continuous embedding L1,p−3+2δ ↪→
C0−3+2δ+2/p (cf. [BiBo04, Lemma 3.1]) which we apply with p =
2
1−δ to
conclude that ∇b ∈ C0−2+δ. Hence r∇b ∈ C0−1+δ. The remaining claim that
r2∇2b ∈ C0−1+δ is finally shown along the same lines. Differentiating Eq.
(11) leads to the equation
L(∇2b) = ∇b∇b+ b∇2b+ [L,∇]∇b+ [∇L,∇]b.
By inspection, using the regularity results already proven, we have that the
right-hand side is contained in Lp−4+2δ for any p > 2. Elliptic regularity
yields ∇2b ∈ L1,p−4+2δ. Since for p > 2 the latter space embeds continuously
into C0−4+2δ+2/p it follows as before that r
2∇2b ∈ C0−1+δ, as claimed. 
From now on, we rename the solution g∗(A,Φ) of Lemma 3.1 to (A,Φ).
We refer to Eq. (16) below for the definition of the space H2−1+δ′(r
−1 dr)
used in the next lemma.
Lemma 3.2. Let (A,Φ) be a solution of Eq. (4) as above and δ > 0 be
the constant of Lemma 3.1. We fix a further constant 0 < δ′ < min{12 , δ}.
Then there exists a complex gauge transformation g = exp(γ) ∈ Gc where
γ ∈ H2−1+δ′(r−1 dr) such that the restriction of g∗(A,Φ) to Cp(0) coincides
with (Amodp ,Φ
mod
p ) for each p ∈ p.
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Proof. The assertion follows by combining the subsequent Propositions 3.3
and 3.4. 
Proposition 3.3. On Σ0 there exists a complex gauge transformation g =
exp(γ) ∈ Gc such that γ, r∇γ, r2∇2γ ∈ O(rδ) with the following significance.
On a sufficiently small noded subcylinder of Cp(0) ⊂ Σ0, the pair (A1,Φ1) :=
g∗(A,Φ) equals
Φ1 = Φ
mod
p =
(
Cp 0
0 −Cp
)
dz
z
and
(12) A1 = A
mod
p +
(
βp 0
0 −βp
)(
dz
z
− dz¯
z
)
for some map βp satisfying βp, r∇βp ∈ O(rδ).
Proof. By Lemma 3.1, the Higgs field Φ takes near any p ∈ p the form
Φ =
(
Cp + ϕ0 ϕ1
ϕ2 −Cp − ϕ0
)
dz
z
for smooth functions ϕj satisfying ϕj , r∇ϕj , r2∇2ϕj ∈ O(rδ) for j = 0, 1, 2.
Because det Φ = −C2p dz
2
z2
by Eq. (10), there holds the relation
(13) 2Cpϕ0 + ϕ
2
0 + ϕ1ϕ2 = 0.
We claim the existence of a complex gauge transformation g which diago-
nalizes Φ and has the desired decay. To define it, we set for j = 0, 1, 2
dj := − ϕj
2Cp + ϕ0
.
Then the complex gauge transformation
gp :=
1√
1 + d0
(
1 d1
d2 1
)
has the desired properties. Indeed, using Eq. (13), it is easily seen that gp
has determinant 1 and satisfies g−1p Φgp = Φmodp . It remains to check that
gp can be written as gp = exp(γp), where γp decays at the asserted rate. As
for the denominator 2Cp + ϕ0 appearing in the definition of dj , it follows
that for all z sufficiently close to 0 its modulus is uniformly bounded away
from 0 since ϕ0 ∈ O(rδ) and Cp 6= 0 by assumption (A1). Hence each of the
functions dj , j = 0, 1, 2, satisfies dj , r∇dj , r2∇2dj ∈ O(rδ). The same decay
properties then hold for gp − 1 and thus there exits γp as required.
We extend the locally defined gauge transformations gp to a smooth gauge
transformation g on Σ0. The gauge-transformed connection A1 = g
∗A is
now automatically diagonal near each p ∈ p. Namely, by complex gauge-
invariance of the second equation in Eq. (4) and the above it satisfies ∂¯A1Φ1 =
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∂¯A1Φ
mod
p = 0. Hence
0 = ∂¯
(
Cp 0
0 −Cp
)
dz
z
+ [A0,11 ∧ Φmodp ] = [A0,11 ∧ Φmodp ].
Thus A0,11 commutes with Φ
mod
p and therefore is diagonal. The same holds
true for A1,01 = −(A0,11 )∗, hence for A1. At r = 0, the difference B :=
r(A1 − A) satisfies B, r∇B ∈ O(rδ) as follows from the transformation
formula
A0,11 = g
−1
p A
0,1gp + g
−1
p ∂¯gp = g
−1
p A
0,1gp + ∂¯γp
and the corresponding decay behavior of γp. If necessary, we apply a further
unitary gauge transformation which can be chosen to be diagonal near each
puncture p ∈ p, to put the connection A1 into radial gauge. This last step
leaves the Higgs field unchanged near p. The asserted decay property of the
connection then follows from a similar argument. 
From now on, we again use the notation Cp(0) for the noded subcylinder
occuring in the statement of the previous proposition. In view of this result,
in order to show Lemma 3.2 it remains to find a further gauge transformation
g ∈ Gc which fixes Φ1 and transforms the connectionA1 such that it coincides
with Amodp on each noded cylinder Cp(0). We look for g in the form g =
exp(γ) for some hermitian section γ and first solve the easier problem of
transforming via g−1 the flat connection Amodp into a connection A2 whose
curvature coincides with that of A1 on Cp(0). We address this problem in
Proposition 3.4 below and assume for the moment the existence of such a
section γ. That is, γ∗ = γ and g = exp(γ) satisfies
g−1Φ1g = Φ1, F(g−1)∗Amodp = FA1 locally on each Cp(0), p ∈ p.
Put A2 := g
∗A1, which we in addition may assume to be in radial gauge,
after modifying it, if necessary, over each Cp(0) by a further diagonal and
unitary gauge transformation of the same decay. Then writing
A2 =
(
αp + β2,p 0
0 −αp − β2,p
)
dθ locally on each Cp(0), p ∈ p,
for some function β2,p ∈ O(rδ) it follows that
FA2 =
(
∂rβ2,p 0
0 −∂rβ2,p
)
dr ∧ dθ = FAmodp = 0.
Hence β2,p ≡ 0 and A2 = Amodp locally on Cp(0), as desired.
It remains to show the existence of the hermitian section γ used in the above
construction. It was shown in [MSWW16, Proposition 4.4] that this section
γ is determined as solution to the Poisson equation
(14) ∆Amodp γ = i ∗ F⊥A1
for the connection Laplacian ∆Amodp : Ω
0(isu(E)) → Ω0(isu(E)), which we
need to solve locally on each noded cylinder Cp(0). The Laplacian and
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Hodge-∗ operator appearing here are taken with respect to the metric g =
|dz|2
|z|2 on Cp(0) for reasons that will become clear later. We are interested in
finding a solution of Eq. (14) of the form
γ =
(
u 0
0 −u
)
for some real-valued function u. With ∗ dr ∧ dθ = r it follows from Eq. (12)
that
i ∗ F⊥A1 =
(−2r∂rβp 0
0 2r∂rβp
)
=:
(
hp 0
0 −hp
)
.
Therefore Eq. (14) reduces to the equation
(15) ∆0u = hp
for the scalar Laplacian ∆0 = −(r∂r)2 − ∂2θ . To obtain regularity estimates
for solutions to Eq. (15) it is convenient to introduce the Hilbert spaces
L2−1+δ(r
−1dr) =
{
u ∈ L2(D) | r−δu ∈ L2(r−1dr)
}
and
(16) Hk−1+δ(r
−1dr) ={
u ∈ L2(D) | (r∂r)j∂`θu ∈ L2−1+δ(r−1dr), 0 ≤ j + ` ≤ k
}
.
We note that r∂rβp ∈ O(rδ) as shown in Proposition 3.3, and therefore the
right-hand side of Eq. (15) satisfies hp ∈ O(rδ). From this it is straightfor-
ward to check that hp ∈ L2−1+δ′(r−1dr) for any δ′ < δ.
Proposition 3.4. Let δ > 0 be as before and fix a further constant 0 <
δ′ < min{12 , δ}. Then the Poisson equation ∆0u = h on the punctured disk
D× = {z ∈ C | 0 < |z| < 1} admits a solution u ∈ H2−1+δ′(r−1dr), which
satisfies
‖u‖H2−1+δ′ (r−1dr) ≤ C‖h‖L2−1+δ(r−1dr)
for some constant C = C(δ, δ′) which does not depend on h ∈ L2−1+δ(r−1dr).
Proof. Fourier decomposition u =
∑
j∈Z uje
ijθ and h =
∑
j∈Z hje
ijθ reduces
Eq. (15) to the system of ordinary differential equations
(17)
(−(r∂r)2 + j2)uj = hj (j ∈ Z)
which we analyze in each Fourier mode separately. For j = 0 it has the
solution
u0(r) = − log r
∫ r
0
h0(s)s
−1 ds+
∫ r
0
h0(s)s
−1 log s ds.
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We estimate the two terms on the right-hand side separately. By the Cauchy-
Schwarz inequality it follows that∫ 1
0
∣∣∣∣log r ∫ r
0
h0(s)
ds
s
∣∣∣∣2 r−2δ′ drr
≤
∫ 1
0
(log r)2
(∫ r
0
|h0(s)|2s−2δ ds
s
)(∫ r
0
s2δ
ds
s
)
r−2δ
′ dr
r
≤
∫ 1
0
(log r)2
(∫ r
0
s2δ
ds
s
)
r−2δ
′ dr
r
·
∫ 1
0
|h0(s)|2s−2δ ds
s
=
1
2δ
∫ 1
0
(log r)2r2(δ−δ
′) dr
r
· ‖h0‖2L2−1+δ(r−1dr)
≤ C(δ, δ′)‖h0‖2L2−1+δ(r−1dr).
Similarly, using again the Cauchy-Schwarz inequality and for any constant
0 < δ′′ < δ − δ′ the elementary inequality
0 ≥ sδ′′ log s ≥ − 1
δ′′e
=: −C(δ′′) (0 < s ≤ 1)
we obtain that∫ 1
0
∣∣∣∣∫ r
0
h0(s) log s
ds
s
∣∣∣∣2 r−2δ′ drr
≤
∫ 1
0
(∫ r
0
|h0(s)|2 s−2δ ds
s
)(∫ r
0
(log s)2s2δ
ds
s
)
r−2δ
′ dr
r
≤ ‖h0‖2L2−1+δ(r−1dr) ·
∫ 1
0
(∫ r
0
(log s)2s2δ
ds
s
)
r−2δ
′ dr
r
≤ ‖h0‖2L2−1+δ(r−1dr) · C(δ
′′)2
∫ 1
0
(∫ r
0
s2(δ−δ
′′) ds
s
)
r−2δ
′ dr
r
≤ ‖h0‖2L2−1+δ(r−1dr) · C(δ, δ
′′)
∫ 1
0
r2(δ−δ
′−δ′′) dr
r
≤ C(δ, δ′, δ′′)‖h0‖2L2−1+δ(r−1dr).
For j ≥ 1 a solution of Eq. (17) is given by
uj(r) =
r−j
2j
∫ r
0
hj(s)s
j ds
s
− r
j
2j
∫ r
1
hj(s)s
−j ds
s
=
r−j
2j
∫ r
0
hj(s)s
js2δ
ds
s1+2δ
+
rj
2j
∫ 1
r
hj(s)s
−js2δ
ds
s1+2δ
.(18)
The integral kernel of the map Kj : hj 7→ uj = Kjhj : L2−1+δ(r−1 dr) →
L2−1+δ′(r
−1 dr) therefore is
Kj(r, s) =
{
1
2j r
−jsj+2δ, if 0 ≤ s ≤ r,
1
2j r
js−j+2δ, if r ≤ s ≤ 1.
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In the case j ≤ −1 a solution of Eq. (17) is given by uj = K−jhj . Applying
Schur’s test (cf. [HaSu78]), we obtain for the operator norm of Kj , j ≥ 1,
the bound
‖Kj‖L(L2−1+δ(r−1 dr),L2−1+δ′ (r−1 dr)) ≤
sup
0≤r≤1
∫ 1
0
|Kj(r, s)| s−1−2δ ds+ sup
0≤s≤1
∫ 1
0
|Kj(r, s)| r−1−2δ′ dr
= sup
0≤r≤1
(
1
2j
∫ r
0
∣∣∣r−jsjs2δ∣∣∣ s−1−2δ ds+ 1
2j
∫ 1
r
∣∣∣rjs−js2δ∣∣∣ s−1−2δ ds)
+ sup
0≤s≤1
(
1
2j
∫ 1
s
∣∣∣r−jsjs2δ∣∣∣ r−1−2δ′ dr + 1
2j
∫ s
0
∣∣∣rjs−js2δ∣∣∣ r−1−2δ′ dr)
= sup
0≤r≤1
1
2j2
(1 + 1− rj)
+ sup
0≤s≤1
(
1
2j(j + 2δ′)
(s2(δ−δ
′) − sj+2δ) + 1
2j(j − 2δ′)s
2(δ−δ′)
)
≤ 4
j2
.
The same bound holds for the operator norm of Kj in the case j ≤ −1. Sum-
ming these estimates over j ∈ Z implies a bound for u in L2−1+δ′(r−1 dr).
The asserted H2−1+δ′(r
−1 dr) estimate follows in a similar way by Fourier de-
composition of the maps r∂ru =
∑
j∈Z r∂ruj and (r∂r)
2u =
∑
j∈Z(r∂r)
2uj .
In the case j 6= 0, the resulting terms are up to multiples of j, respectively of
j2, similar to those in Eq. (18). Using again Schur’s test it follows that the
norms of the corresponding integral kernels are bounded by Cj , respectively
by C, for some constant C which does not depend on j, and thus can be
summed over. In the case j = 0, it remains to check the asserted estimate
for r∂ru0 and (r∂r)
2u0. Using Eq. (17), the latter equals −h0 and thus is
bounded by C‖h0‖L2−1+δ(r−1dr). As for
r∂ru0 = −
∫ r
0
h0(s)
ds
s
,
we use the Cauchy-Schwarz inequality to estimate∫ 1
0
∣∣∣∣∫ r
0
h0(s)
ds
s
∣∣∣∣2 r−2δ′ drr
≤
∫ 1
0
(∫ r
0
|h0(s)|2 s−2δ ds
s
)(∫ r
0
s2δ
ds
s
)
r−2δ
′ dr
r
≤ ‖h0‖2L2−1+δ(r−1dr) ·
∫ 1
0
(∫ r
0
s2δ
ds
s
)
r−2δ
′ dr
r
≤ C(δ, δ′)‖h0‖2L2−1+δ(r−1dr).
This completes the proof. 
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After these preparations we can now define suitable approximate solutions
to Eq. (4). Let (A,Φ) be the exact solution on the noded surface Σ0 as in the
beginning of §3.1, and let δ′ > 0 be the constant of Lemma 3.2. This lemma
shows the existence of some γ ∈ H2−1+δ′(r−1dr) such that exp(γ)∗(A,Φ)
coincides with (Amodp ,Φ
mod
p ) on each punctured cylinder Cp(0). Let r > 0
be a smooth function on Σ0 which coincides with |z|, respectively |w| near
each puncture. Fix a constant 0 < R < 1 and a smooth cutoff function
χR : [0,∞)→ [0, 1] with support in [0, R] and such that χR(r) = 1 if r ≤ 3R4 .
We impose the further requirement that
(19) |r∂rχR|+
∣∣(r∂r)2χR∣∣ ≤ C
for some constant C which does not depend on R. Then the map p 7→
χR(r(p)) : Σ0 → R gives rise to a smooth cutoff function on Σ0 which by a
slight abuse of notation we again denote χR. Then we define
(20) (AappR ,Φ
app
R ) := exp(χRγ)
∗(A,Φ).
Note that by choice of the section γ, the pair (AappR ,Φ
app
R ) is an exact solution
of Eq. (4) in the region
Σ0 \
⋃
p∈p
{
z ∈ Cp(0) | 3R
4
≤ |z| ≤ R
}
.
It equals to (Amodp ,Φ
mod
p ) on the subset of points in Cp(0) which satisfy
0 < |z| ≤ 3R4 . Set ρ = R2 and let t ∈ C with |t| = ρ2. Then let Σt be the
smooth Riemann surface obtained from Σ0 by identifying zw = t at each
node p ∈ p, cf. §2.2. By construction of the model solutions (Amodp ,Φmodp ) it
follows that the restriction of (AappR ,Φ
app
R ) to the subdomain
Σ0 \
⋃
p∈p
{
z ∈ Cp(0) | |z| ≤ R
2
}
extends smoothly over the cut-locus |z| = |w| = R2 = ρ and hence defines
a smooth pair (AappR ,Φ
app
R ) on Σt. We call (A
app
R ,Φ
app
R ) the approximate
solution to the parameter R. By definition, it satisfies the second equa-
tion in Eq. (4) exactly, and the first equation up to some error which we
have good control on.
Lemma 3.5. Let δ′ > 0 be as above, and fix some further constant 0 <
δ′′ < δ′. The approximate solution (AappR ,Φ
app
R ) to the parameter 0 < R < 1
satisfies
‖ ∗ F⊥AappR + ∗[Φ
app
R ∧ (ΦappR )∗]‖C0(Σt) ≤ CRδ
′′
for some constant C = C(δ′, δ′′) which does not depend on R.
Proof. It suffices to estimate the error in the union over p ∈ p of the regions
Sp := {z ∈ Cp(0) | 3R4 ≤ |z| ≤ R} since (AappR ,ΦappR ) is an exact solution on
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Σt
Cp(ρ)
τ− = 0 τ± = |log ρ| τ+ = 0
Figure 2. Setup for the definition of the approximate so-
lution (AappR ,Φ
app
R ) on a smooth Riemann surface Σt with a
long cylindrical “neck”. It interpolates between the given
solution (A0,Φ0) on the “thick” part of Σt and the model
solution (Amodp ,Φ
mod
p ) on the “neck”.
its complement. For each p ∈ p we obtain, using the triangle inequality,
‖ ∗ F⊥AappR + ∗[Φ
app
R ∧ (ΦappR )∗]‖C0(Sp)
≤ ‖ ∗ (F⊥AappR − F
⊥
A )‖C0(Sp) + ‖ ∗ ([ΦappR ∧ (ΦappR )∗]− [Φ ∧ Φ∗])‖C0(Sp)
since by assumption (A,Φ) is a solution of Eq. (4) on Σ0. With g = exp(χRγ)
as in Eq. (20) it follows that
∗F⊥AappR = ∗F
⊥
g∗A = g
−1(∗F⊥A + i∆A(χRγ))g,
and hence
‖∗F⊥AappR −∗F
⊥
A ‖C0(Sp) ≤ ‖∗g−1F⊥A g−∗F⊥A ‖C0(Sp)+‖g−1∆A(χRγ)g‖C0(Sp).
We estimate the two terms on the right-hand side separately. Developing
g = exp(χRγ) in an exponential series, we obtain for the first one
‖ ∗ g−1F⊥A g − ∗F⊥A ‖C0(Sp) ≤ C‖γ‖C0(Sp) ≤ CRδ
′′
for some constant C independent of R. In the last step we used that by
Lemma 3.2 γ ∈ H2−1+δ′(r−1 dr) together with the continuous embeddings
H2−1+δ′(Sp(r
−1 dr)) ↪→ H2−1+δ′′(Sp(r−1 dr)) ↪→ C0(Sp)
for exponents 0 < δ′′ < δ′. Note that the norm of first embedding is bounded
above by CRδ
′−δ′′ . The decay of the second term follows from
(21) ∆A(χRγ) = χR∆Aγ + 2r∂rχR · r∂rγ + (r∂r)2χR · γ,
where we recall that in some neighborhood of p the term ∆Aγ equals the
right-hand side in Eq. (14). As discussed before Proposition 3.4, it has
order of decay O(rδ). The last two summands in Eq. (21) decay as O(rδ′′)
as follows from Proposition 3.4 and the assumption in Eq. (19) on χR. It
remains to show the estimate
‖ ∗ ([g−1Φg ∧ (g−1Φg)∗]− [Φ ∧ Φ∗])‖C0(Sp) ≤ CRδ
′′
,
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which as before follows from ‖g − id ‖C0(Sp) ≤ CRδ
′′
. 
3.2. Linearization of the Hitchin operator along a complex gauge
orbit. With the aim of finally perturbing the above defined approximate
solution (AappR ,Φ
app
R ) to an exact solution in mind, we first need to study
the linearization of the first equation in Eq. (4) in some detail.
We fix a sufficiently small constant R > 0 and refer to §3.1 for the definition
of the closed surface Σt, where |t| = ρ = R2 . On Σt we study the nonlinear
Hitchin operator
H : H1(Σt,Λ1 ⊗ su(E)⊕ Λ1,0 ⊗ sl(E))→ L2(Σt,Λ2 ⊗ su(E)⊕ Λ1,1 ⊗ sl(E)),
H(A,Φ) = (F⊥A + [Φ ∧ Φ∗], ∂¯AΦ).(22)
We further consider the orbit map for the action of the group Gc of complex
gauge transformations,
(23) γ 7→ O(A,Φ)(γ) = g∗(A,Φ) = (g∗A, g−1Φg),
where γ ∈ H1(Σt, isu(E)) and g = exp(γ). Given a Higgs pair (A,Φ), i.e. a
solution of ∂¯AΦ = 0, our goal is to find a point in the complex gauge orbit of
it at which H vanishes. Since the condition that ∂¯AΦ = 0 is invariant under
complex gauge transformations, we in fact only need to find a solution γ of
(24) F(γ) := pr1 ◦ H ◦ O(A,Φ)(γ) = 0,
or equivalently, of
F⊥g∗A + [g
−1Φg ∧ (g−1Φg)∗] = 0, where g = exp(γ).
By continuity of the multiplication maps H1 ·H1 → L2 and H2 ·H1 → H1,
it is easily seen that the map H in Eq. (22) and the maps
O(A,Φ) : H2(Σt, isu(E))→ H1(Σt,Λ1 ⊗ su(E)⊕ Λ1,0 ⊗ sl(E)),
F : H2(Σt, isu(E))→ L2(Σt,Λ2 ⊗ su(E))
are all well-defined and smooth. We now compute their linearizations. First,
the differential at g = id of the orbit map in Eq. (23) is
Λ(A,Φ)γ = (∂¯Aγ − ∂Aγ, [Φ ∧ γ]).
Furthermore, the differential of the Hitchin operator at (A,Φ) is
(25) DH
(
α
ϕ
)
=
(
dA [Φ ∧ · ∗] + [Φ∗ ∧ · ]
[Φ ∧ · ] ∂¯A
)(
α
ϕ
)
,
whence
(DH ◦ Λ(A,Φ))(γ) =
(
(∂A∂¯A − ∂¯A∂A)γ + [Φ ∧ [Φ ∧ γ]∗] + [Φ∗ ∧ [Φ ∧ γ]]
[Φ ∧ (∂¯Aγ − ∂Aγ)] + ∂¯A[Φ ∧ γ]
)
.
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Using that ∂¯AΦ = 0, as well as the fact that [Φ ∧ ∂Aγ] = 0 for dimensional
reasons, the entire second component vanishes. The first component equals
DF(γ) = i ∗ L(A,Φ), with L(A,Φ) the elliptic operator
(26) L(A,Φ) = ∆A − i ∗MΦ : Ω0(Σt, isu(E))→ Ω0(Σt, isu(E)).
Here we define
(27) MΦγ := [Φ
∗ ∧ [Φ ∧ γ]]− [Φ ∧ [Φ∗ ∧ γ]].
Observe that the linear operators
Λ(A,Φ) : Ω
0(Σt, isu(E))→ Ω1(Σt, su(E))⊕ Ω1,0(Σt, sl(E)),
DF = pr1 ◦DH ◦ Λ(A,Φ) : Ω0(Σt, isu(E))→ Ω2(Σt, su(E)),
and L(A,Φ) : Ω
0(Σt, isu(E))→ Ω0(Σt, isu(E))
are all bounded from H1 to L2, or H2 to L2 respectively. It is a basic
fact, first observed by Simpson [Si88], that the linearized operator L(A,Φ) is
nonnegative.
Lemma 3.6. If γ ∈ Ω0(Σt, isu(E)), then
〈L(A,Φ)γ, γ〉L2(Σt) = ‖dAγ‖2L2(Σt) + 2‖[Φ ∧ γ]‖2L2(Σt) ≥ 0.
In particular, L(A,Φ)γ = 0 if and only if dAγ = [Φ ∧ γ] = 0.
Proof. For a proof we refer to [MSWW16, Proposition 5.1]. 
In the case of rank-2 Higgs bundles which we are considering here, we can
characterize the nullspace of the algebraically defined operator MΦ more
closely. We fix ϕ ∈ sl(2,C) and consider the linear map
Mϕ : isu(2)→ isu(2), γ 7→ [ϕ∗, [ϕ, γ]] + [ϕ, [ϕ∗, γ]].
By a short calculation,
(28) 〈Mϕγ, γ〉 = |[ϕ, γ]|2 + |[ϕ∗, γ]|2 = 2 |[ϕ, γ]|2 .
Clearly Mϕ is hermitian with respect to 〈· , ·〉 and satisfies g−1(Mϕγ)g =
Mg−1ϕgg
−1γg when g ∈ SU(2).
Lemma 3.7. If ϕ ∈ sl(2,C), then Mϕ : isu(2) → isu(2) is invertible if and
only if [ϕ,ϕ∗] 6= 0, i.e. if the endomorphism ϕ is not normal. If [ϕ,ϕ∗] = 0
for some 0 6= ϕ ∈ sl(2,C), then Mϕ has a one-dimensional kernel.
Proof. Let 0 6= ϕ ∈ sl(2,C) be given and suppose that 0 6= γ ∈ kerMϕ.
Then Eq. (28) shows that [ϕ, γ] = 0. Since γ∗ = γ it follows that 0 =
[ϕ, γ]∗ = −[ϕ∗, γ]. Because γ 6= 0, the identities [ϕ, γ] = [ϕ∗, γ] = 0 can
only be satisfied if ϕ∗ = λϕ for some λ ∈ C. But then [ϕ∗, ϕ] = 0, and ϕ is
normal. Conversely, suppose that ϕ 6= 0 is normal. Then kerMϕ is at most
one-dimensional. Consider γ = ϕ + ϕ∗ ∈ isu(2). It satisfies [ϕ, γ] = 0 by
normality of ϕ, hence is contained in kerMϕ. In the case where ϕ+ ϕ
∗ 6= 0
this shows that kerMϕ is exactly one-dimensional. If ϕ + ϕ
∗ = 0 we can
draw the same conclusion using 0 6= γ = iϕ ∈ isu(2). 
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3.3. Cylindrical Dirac-type operators. In order to carry out our in-
tended gluing construction we need to have good control on the linearized
operator LR := L(AappR ,Φ
app
R )
in Eq. (26), and in particular we need a bound
for the norm of its inverse GR := L
−1
R as an operator acting on L
2(Σt). As it
turns out, the operator LR is strictly positive, and thus the operator norm of
GR is bounded by λ
−1
R , the inverse of the smallest eigenvalue of LR. Recall
from §2.2 that the Riemann surface Σt is the disjoint union of a “thick”
region and a number of “long” euclidean cylinders Cp(R) of length 2 |logR|,
where p ∈ p. We therefore expect that λ−1R ∼ |logR|2 =: T 2, i.e. that this
quantity diverges as R↘ 0.
To show that the scale of λ−1R takes place as expected, we shall make use of
the Cappell–Lee–Miller gluing theorem (cf. [CLM96]) and its generalization
to small perturbations of constant coefficient operators due to Nicolaescu
(cf. [Ni02]). The general setup considered there is that of a family of mani-
folds MT , T0 ≤ T ≤ ∞, each containing a long cylindrical “neck” of length
∼ T = |logR|, thought of as being glued from two disjoint manifolds M±T
along the boundaries of a pair of cylindrical ends. We then consider a self-
adjoint first-order Dirac-type operator DT on a hermitian vector bundle
over MT (here “Dirac-type” means that the square of DT is a generalized
Laplacian). The statement of the Cappell–Lee–Miller gluing theorem is that
under suitable assumptions to which we return below, DT admits two types
of eigenvalues, referred to as large and small eigenvalues. Large eigenvalues
are those of order of decay O(T−1), while small ones are those decaying as
o(T−1). For T → ∞ the subspace of L2 spanned by the eigenvectors to
small eigenvalues is parametrized in a sense we do not make precise here by
the kernel of the limiting operator D = D∞. Hence the occurence of small
eigenvalues can be viewed as caused by the fact that the dimension of the
kernel of DT is in general unstable as T varies.
Of particular interest to us is a version of the generalized Cappell–Lee–
Miller gluing theorem for a Z2-graded Dirac-type operator D of the form
considered in Eq. (29) below. It acts on sections of the Z2-graded hermit-
ian vector bundle Eˆ = Eˆ+ ⊕ Eˆ−. Under the assumption that the operator
/D : C∞(Eˆ+)→ C∞(Eˆ−) has trivial kernel one can show that for sufficiently
large values of the gluing parameter T the associated Laplacian /D
∗
T /DT does
not have any small eigenvalues at all and hence admits a bounded inverse
of norm ∼ T 2. This is the content of Theorem 3.8 below. An application
of it will almost immediately give us the desired control on the norm of the
operator GR.
Let us therefore digress here to introduce the setup for Theorem 3.8 and
then to explain how it is applied in the present context. Following closely
[Ni02, §1–2], we consider an oriented Riemannian manifold (Nˆ , gˆ) with a
cylindrical end modeled by R+ × N , where (N, g) is an oriented compact
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Riemannian manifold. We let pi : R+ × N → N denote the canonical pro-
jection and introduce τ as the outgoing longitudinal coordinate on R+×N .
We further assume that gˆ = dτ2 ⊕ g along the cylindrical end. A vector
bundle Eˆ over Nˆ is called cylindrical if there exists a vector bundle E → N
and a bundle isomorphism ϑˆ : Eˆ|R+×N → pi∗E. A section uˆ of Eˆ is called
cylindrical if there exists a section u of E such that along the cylindrical
end, ϑˆuˆ = pi∗u. In this case we shall simply write uˆ = pi∗u and u = ∂∞uˆ. A
cylindrical vector bundle comes equipped with a canonical first order partial
differential operator ∂τ acting on sections of Eˆ|R+×N . It is uniquely defined
by the properties that ∂τ (fv) =
∂f
∂τ v + f∂τv for every section v of Eˆ|R+×N
and function f ∈ C∞(R+×N), and ∂τ uˆ = 0 for every cylindrical section uˆ.
The vector bundles to be considered here are Z2-graded cylindrical hermit-
ian vector bundles (Eˆ, Hˆ). By definition, this means that Eˆ is a cylindrical
vector bundle, the hermitian metric Hˆ is along the cylindrical end of the
form Hˆ = pi∗H for some hermitian metric H on E, and Eˆ splits into the or-
thogonal sum Eˆ = Eˆ+ ⊕ Eˆ− of cylindrical vector bundles. We also suppose
that Eˆ carries a Clifford structure and let G : E+ → E− denote the bundle
isomorphism given by Clifford multiplication by dτ .
Let Eˆ → Nˆ be a Z2-graded cylindrical hermitian vector bundle. A first or-
der partial differential operator D : C∞(Eˆ) → C∞(Eˆ) is called a Z2-graded
cylindrical Dirac-type operator if with respect to the Z2-grading of Eˆ it takes
the form
(29) D =
(
0 /D
∗
/D 0
)
,
such that along the cylindrical end /D = G(∂τ −D) for a self-adjoint Dirac-
type operator D : C∞(E+)→ C∞(E+). More generally, we need to consider
the perturbed operator D+B, where /D is replaced by the operator /D +B
(and /D
∗
by /D
∗
+ B∗). Here we assume that the perturbation B is an
exponentially decaying operator of order 0, i.e. that there exist constants
C, λ > 0 such that
(30) sup{|B(x)| | x ∈ [τ, τ + 1]×N} ≤ Ce−λ|τ |
for all τ ∈ R+.
Now let a pair (Nˆi, gˆi), i = 1, 2, of oriented Riemannian manifolds with
cylindrical ends be given. We endow the cylinder (−∞, 0) × N2 with the
outgoing coordinate −τ < 0 and impose the following compatibility assump-
tions. First we assume that there exists an orientation reversing isometry
ϕ : (N1, g1)→ (N2, g2). Let then Eˆi → Nˆi be a pair of Z2-graded cylindrical
hermitian vector bundles such that there exists an isometry γ : E1 → E2
of hermitian vector bundles covering ϕ and respecting the gradings. Fur-
ther, let Di, i = 1, 2, be Z2-graded cylindrical Dirac-type operators as in
HIGGS BUNDLES ON DEGENERATING RIEMANN SURFACES 27
Eq. (29). We assume that the operators /Di appearing there are of the
form /Di = Gi(∂τ − Di) along the cylindrical ends, and that (with respect
to the identification of the vector bundles along the ends induced by γ)
G1 +G2 = L1 +L2 = 0. We can then form for each T > 0 the smooth mani-
fold NT obtained by attaching Nˆ1\(T+1,∞)×N1 to Nˆ2\(−∞,−T−1)×N2
using the the orientation preserving identification
[T + 1, T + 2]×N1 → [−T − 2,−T − 1]×N2, (t, x) 7→ (t− 2T − 3, ϕ(x)).
The Z2-graded cylindrical hermitian vector bundles Eˆi are glued in a similar
way to obtain a Z2-graded hermitian vector bundle ET = E+T ⊕E−T over NT .
We also note that the cylindrical operators Di combine to give a Z2-graded
Dirac-type operator DT on the vector bundle ET . We shall again allow
for a perturbed version of the operator DT . Thus let Bi, i = 1, 2, be two
perturbations satisfying the exponential decay condition in Eq. (30). We fix
a smooth cutoff function χ : R → [0, 1] with support in (−∞, 34 ] and such
that χ(τ) ≡ 1 if τ ≤ 14 , and set χT (τ) := χ(|τ | − T ). As before, the two
perturbed operators Di + χTBi combine into a Dirac-type operator on ET .
From now on, the notation DT will always refer to this perturbed Dirac-type
operator, which we write as
DT =
(
0 /D
∗
T
/DT 0
)
.
We also introduce the notation Di,∞ := Di + Bi, i = 1, 2, and write
(31) Di,∞ =
(
0 /D
∗
i,∞
/Di,∞ 0
)
.
We finally define the extended L2 space L2ext(Nˆ , Eˆ) to consist of all sections
uˆ of Eˆ such that there exists an L2 section u∞ of E satisfying
uˆ− pi∗u∞ ∈ L2(Nˆ , Eˆ).
We also note that u∞ is uniquely determined by uˆ and so there is a well-
defined map
∂∞ : L2ext(Nˆ , Eˆ)→ L2(N,E), uˆ 7→ u∞,
called asymptotic trace map. The following theorem is proved in [Ni02] as a
particular instance of the generalized Cappell–Lee–Miller gluing theorem.
Theorem 3.8. For i = 1, 2, let Di,∞ be a Z2-graded Dirac-type operator on
the cylindrical vector bundle Eˆi → Nˆi as in Eq. (31). Suppose that the kernel
K+i ⊆ L2ext(Nˆi, Eˆ+i ) of the operator /Di,∞ is trivial for i = 1, 2. Then there
is T0 > 0 and a constant C > 0 such that the operator /D
∗
T /DT is bijective for
all T > T0 and its inverse ( /D
∗
T /DT )
−1 : L2(NT , E+T )→ L2(NT , E+T ) satisfies
‖( /D∗T /DT )−1‖L(L2,L2) ≤ CT 2.
Proof. This is precisely the statement shown in [Ni02, §5.B] (there with the
roles of the subbundles E+T and E
−
T interchanged). 
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We remark that the statement of the theorem and its proof extend straight-
forwardly to the case of a manifold glued in the above way from a finite num-
ber of manifolds with cylindrical ends. Let us now explain how the family of
Riemann surfaces Σt fits into this general framework. We first recall that the
noded Riemann surface Σ0 is endowed with a Riemannian metric which with
respect to the complex coordinate z near each puncture p ∈ p takes the form
g = |dz|
2
|z|2 . Passing to the cylindrical coordinates (τ, ϑ) = (− log r,−θ) shows
that g = dτ2 + dϑ2 and hence each connected component of (Σ0, g) is a Rie-
mannian manifold with cylindrical ends of the form considered above. The
discussion at the end of §2.2 makes it clear that the pair (E,H) is a cylindri-
cal hermitian vector bundle over Σ0. Similarly, the bundle of sl(E)-valued
differential forms is a cylindrical hermitian vector bundle; it decomposes into
the subbundles of forms of even, respectively odd total degree, and hence is
Z2-graded. Also, the gluing construction described in §2.2 is a special case
of the one above for general cylindrical vector bundles.
Let us now introduce the relevant Dirac-type operator and check that it is
indeed an exponentially small perturbation of a cylindrical Dirac-type oper-
ator. We let (A,Φ) denote the exact solution of Eq. (4) on the noded surface
Σ0 as initially fixed in §3.1. Its gives rise to the elliptic complex
(32) 0 −→ Ω0(Σ0, su(E)) L1−→ Ω1(Σ0, su(E))⊕ Ω1,0(Σ0, sl(E))
L2−→ Ω2(Σ0, su(E))⊕ Ω2(Σ0, sl(E)) −→ 0,
where
L1γ = (dAγ, [Φ ∧ γ])
and L2 = DH is the differential of the Hitchin operator as in Eq. (25), i.e.
L2(α,ϕ) =
(
dAα+ [Φ ∧ ϕ∗] + [Φ∗ ∧ ϕ]
∂¯Aϕ+ [Φ ∧ α]
)
.
Decomposing Ω∗(Σ, sl(E)) into forms of even, respectively odd total degree,
we can combine the operators L1 and L2 into the Dirac-type operator D∞
on Σ0 given by
(33) D∞ :=
(
0 L∗1 + L2
L1 + L
∗
2 0
)
.
Following Hitchin [Hi87a, pp. 85–86], and using his notation, it is convenient
to identify
Ω2(Σ0, su(E)) ∼= Ω0(Σ0, su(E)) and Ω2(Σ0, sl(E)) ∼= Ω0(Σ0, sl(E))
using the Hodge-∗ operator, and
Ω1(Σ0, su(E)) ∼= Ω0,1(Σ0, sl(E))
via the projection A 7→ pi0,1A to the (0, 1)-component. We further identify
(γ1, γ2) ∈ Ω0(Σ0, su(E))⊕Ω0(Σ0, su(E)) with ψ1 = γ1 +iγ2 ∈ Ω0(Σ0, sl(E)).
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With these identifications understood, the operator L1 + L
∗
2 is the map
L1 + L
∗
2 : Ω
0(Σ0, sl(E))⊕ Ω0(Σ0, sl(E))→ Ω0,1(Σ0, sl(E))⊕ Ω1,0(Σ0, sl(E)),
(ψ1, ψ2) 7→
(
∂¯Aψ1 + [Φ
∗ ∧ ψ2]
∂Aψ2 + [Φ ∧ ψ1]
)
.(34)
As shown in Proposition 3.9 below, the operator D∞ arises as an exponen-
tially small perturbation of the operator
Dˆ∞ =
(
0 Lˆ∗1 + Lˆ2
Lˆ1 + Lˆ
∗
2 0
)
.
defined in the same way, with (A,Φ) replaced by some model solution
(Amod,Φmod) =
(
β(
dz
z
− dz¯
z¯
), ϕ
dz
z
)
as in Eq. (6) along each cylindrical neck. We check that the latter operator
is in fact cylindrical. Introducing the complex coordinate ζ = τ + iϑ, we
have the identities
dτ = −dr
r
, dθ = −dϑ, dz
z
= −dζ, dz¯
z¯
= −dζ¯.
Hence Lˆ1+Lˆ
∗
2 (and similarly Lˆ1+Lˆ
∗
2) can indeed be written as the cylindrical
differential operator
Lˆ1 + Lˆ
∗
2 =
√
2
2
G(∂τ −D) :
(ψ1, ψ2) 7→ 1
2
(
∂τψ1dζ¯
∂τψ2dζ
)
−
(
( i2∂ϑψ1 + [β, ψ1]− [ϕ∗, ψ2])dζ¯
(− i2∂ϑψ2 − [β, ψ2]− [ϕ,ψ2])dζ
)
.
Here
(35) D(ψ1, ψ2) = 2
(
i
2∂ϑψ1 + [β, ψ1]− [ϕ∗, ψ2]
− i2∂ϑψ2 − [β, ψ2]− [ϕ,ψ2]
)
and G(ψ1, ψ2) =
√
2
2 (ψ1dζ¯, ψ2dζ) denotes Clifford multiplication by dτ .
Proposition 3.9. The difference B := L1 + L
∗
2 − Lˆ1 − Lˆ∗2 satisfies the
estimate stated in Eq. (30), i.e. B is exponentially decaying in τ .
Proof. We set
(Aapp,Φapp) = (Amod,Φmod) +
(
β1(
dz
z
− dz¯
z¯
), ϕ1
dz
z
)
for suitable endomorphism valued maps β1 and ϕ1. Lemma 3.1 shows that
β1, ϕ1 ∈ C0δ for some δ > 0. It follows that the operator B, which is given
by
B(ψ1, ψ2) =
(
(−[β1, ψ1] + [ϕ∗1, ψ2])dζ¯
([β1, ψ2] + [ϕ1, ψ2])dζ
)
,
satisfies the asserted exponential decay estimate with respect to cylindrical
coordinates. 
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Our next goal is to show that the space ker(L1 +L
∗
2)∩L2ext(Σ0) is trivial.
We prepare this result with the following proposition.
Proposition 3.10. Suppose (ψ1, ψ2) ∈ ker(L1 + L∗2) ∩ L2ext(Σ0). Then its
asymptotic trace ∂∞(ψ1, ψ2) is of the form
∂∞(ψ1, ψ2) =
((
c1 0
0 −c1
)
,
(
c2 0
0 −c2
))
for constants c1, c2 ∈ C.
Proof. By [Ni02, p. 169], the space ∂∞ ker(L1 + L∗2) of asymptotic traces is
a subspace of kerD (with D the operator in Eq. (35)), and hence it suffices
to check that the elements of the latter have the asserted form. Passing to
the Fourier decomposition (ψ1, ψ2) = (
∑
j∈Z ψ1,je
ijϑ,
∑
j∈Z ψ2,je
ijϑ), where
ψi,j ∈ sl(2,C), the equation D(ψ1, ψ2) = 0 is equivalent to the system of
linear equations
(36)
(− j2ψ1,j + [β, ψ1,j ]− [ϕ∗, ψ2,j ]
j
2ψ1,j − [β, ψ2,j ]− [ϕ,ψ1,j ]
)
= 0
for j ∈ Z. By assumption, the endomorphisms β =
(
α 0
0 −α
)
and ϕ =(
C 0
0 −C
)
are diagonal. It follows that D acts invariantly on diagonal,
respectively off-diagonal endomorphisms, and hence it suffices to consider
both cases separately. Suppose first that
(ψ1,j , ψ2,j) =
((
c1,j 0
0 −c1,j
)
,
(
c2,j 0
0 −c2,j
))
is diagonal. Then Eq. 36 has a non-trivial solution if and only if j = 0,
which is then of the asserted form. Now let
(ψ1,j , ψ2,j) =
((
0 d1,j
e1,j 0
)
,
(
0 d2,j
e2,j 0
))
for di,j , ei,j ∈ C. Then Eq. 36 is equivalent to(− j2 + 2α −2C¯
−2C j2 − 2α
)(
d1,j
d2,j
)
= 0,
with a similar linear equation being satisfied by (e1,j , e2,j). The determinant
of the above matrix is −( j2−2α)2−4CC¯ < 0, using that C 6= 0 as satisfied by
assumption (A1). It hence does not admit any non-trivial solution, proving
the proposition. 
Lemma 3.11. The operator L1 +L
∗
2, considered as a densely defined oper-
ator on L2ext(Σ0), has trivial kernel.
Proof. We divide the proof into two steps.
Step 1. Suppose (ψ1, ψ2) ∈ ker(L1+L∗2)∩L2ext(Σ0). Then dAψj = [Φ∧ψj ] =
[Φ∗ ∧ ψj ] = 0 for j = 1, 2.
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For a closed Riemann surface, this statement is shown in [Hi87a, pp. 85–
86]. It carries over with some modifications to the present case of a noded
Riemann surface Σ0. By Eq. (34), ψ1 + ψ2 ∈ ker(L1 + L∗2) if and only if
(37)
{
0 = ∂¯Aψ1 + [Φ
∗ ∧ ψ2],
0 = ∂Aψ2 + [Φ ∧ ψ1].
Differentiating the first equation and using that ∂AΦ
∗ = 0 yields
0 = ∂A∂¯Aψ1 − [Φ∗ ∧ ∂Aψ2] = ∂A∂¯Aψ1 + [Φ∗ ∧ [Φ ∧ ψ1]].
It follows that
∂〈∂¯Aψ1, ψ1〉 = 〈∂A∂¯Aψ1, ψ1〉 − 〈∂¯Aψ1, ∂¯Aψ1〉
= −〈[Φ∗ ∧ [Φ ∧ ψ1]], ψ1〉 − 〈∂¯Aψ1, ∂¯Aψ1〉
= − |[Φ ∧ ψ1]|2 −
∣∣∂¯Aψ1∣∣2 .
Similarly, using the general identity
∂¯A∂Aψ + ∂A∂¯Aψ = [FA ∧ ψ]
for ψ ∈ Ω0(Σ0, sl(E)) together with the equation FA + [Φ ∧ Φ∗] = 0, we
obtain that
∂¯〈∂Aψ1, ψ1〉
= 〈∂¯A∂Aψ1, ψ1〉 − 〈∂Aψ1, ∂Aψ1〉
= 〈[FA ∧ ψ1], ψ1〉 − 〈∂A∂¯Aψ1, ψ1〉 − 〈∂Aψ1, ∂Aψ1〉
= −〈[[Φ ∧ Φ∗] ∧ ψ1], ψ1〉+ 〈[Φ∗ ∧ [Φ ∧ ψ1]], ψ1〉 − 〈∂Aψ1, ∂Aψ1〉
= − |[Φ∗ ∧ ψ1]|2 − |∂Aψ1|2 .
Here the Jacobi identity has been used in the last step. Adding both equa-
tions yields
∂〈∂¯Aψ1, ψ1〉+ ∂¯〈∂Aψ1, ψ1〉 =
− ∣∣∂¯Aψ1∣∣2 − |∂Aψ1|2 − |[Φ ∧ ψ1]|2 − |[Φ∗ ∧ ψ1]|2 .(38)
We aim to show that the integral over Σ0 of the left-hand side vanishes,
which requires to introduce some notation. For p ∈ p, denote by C±p (0) the
two connected components of Cp(0). We endow these half-infinite cylinders
with cylindrical coordinates (τ, ϑ), 0 ≤ τ < ∞, as before. For S > 0 we
denote by C±p (S) the subcylinders of points (τ, ϑ) ∈ C±p (0) with τ ≥ S. Let
ΣS := Σ0 \
⋃
p∈p C±p (S). By Stoke’s theorem, it follows that∫
ΣS
∂〈∂¯Aψ1, ψ1〉+ ∂¯〈∂Aψ1, ψ1〉 =
∫
∂ΣS
〈∂¯Aψ1, ψ1〉+ 〈∂Aψ1, ψ1〉
=
∫
∂ΣS
〈dAψ1, ψ1〉.
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Now as S → ∞, ψ1|τ=S L2-converges to its asymptotic trace ∂∞ψ1 ∈
Ω0(S1, sl(2,C)), which by Proposition 3.10 is of the form
ψ1(∞) =
(
c1 0
0 −c1
)
for some constant c1 ∈ C. Hence dA(∂∞ψ1(∞)) = 0 and we conclude that∫
Σ0
∂〈∂¯Aψ1, ψ1〉+ ∂¯〈∂Aψ1, ψ1〉 = lim
S→∞
∫
∂ΣS
〈dAψ1, ψ1〉 = 0.
Eq. (38) now shows that
∂¯Aψ1 = ∂Aψ1 = [Φ ∧ ψ1] = [Φ∗ ∧ ψ1] = 0.
Next, taking the hermitian adjoint of Eq. (37), we obtain{
0 = ∂Aψ
∗
1 − [Φ ∧ ψ∗2],
0 = ∂¯Aψ
∗
2 − [Φ∗ ∧ ψ∗1].
Thus after replacing the solution (A,Φ) of the self-duality equations with
(A,−Φ), we obtain by the same reasoning as before that
∂¯Aψ
∗
2 = ∂Aψ
∗
2 = [Φ ∧ ψ∗2] = [Φ∗ ∧ ψ∗2] = 0.
Altogether we have thus shown that dAψj = [Φ ∧ ψj ] = [Φ∗ ∧ ψj ] = 0 for
j = 1, 2, as claimed.
Step 2. We prove the lemma.
Let (ψ1, ψ2) ∈ ker(L1+L∗2)∩L2ext(Σ0), hence dAψj = [Φ∧ψj ] = [Φ∗∧ψj ] =
0 for j = 1, 2 by Step 1. We prove that ψ1 = 0 by showing separately that
λ1 := ψ1 + ψ
∗
1 ∈ Ω0(Σ0, isu(E)) and λ2 := i(ψ1 − ψ∗1) ∈ Ω0(Σ0, isu(E))
vanish. The reasoning for ψ2 is entirely similarly. Differentiation shows that
d |λ1|2 = 2〈dAλ1, λ1〉 = 0,
and hence the function |λ1|2 ≡ C is constant on Σ0. We further notice that
[Φ ∧ ψ1] = [Φ∗ ∧ ψ1] = 0 implies [Φ ∧ λ1] = 0. Hence λ1(x) ∈ kerMΦ(x)
for every x ∈ Σ0, where MΦ : Ω0(Σ0, isu(E))→ Ω0(Σ0, isu(E)) is the linear
operator defined in Eq. (27). We claim that kerMΦ(x0) = {0} for at least
one x0 ∈ Σ0. By the assumption (A3) made in §3.1, det Φ has a simple
zero in at least one point x0 ∈ Σ0. With respect to a local holomorphic
coordinate and a local trivialization of E, we may write Φ(x0) = ϕ(x0) dz
2
for some endomorphism ϕ(x0) ∈ SL(2,C) satisfying detϕ(x0) = 0. Now
ϕ(x0) 6= 0 for otherwise the Taylor expansion of ϕ around x0 would start
with linear or higher order terms, and then that of detϕ would not involve
a linear term, contradicting the simplicity of the zero. Moreover, we claim
that [ϕ(x0), ϕ(x0)
∗] 6= 0, i.e. that ϕ(x0) is not normal. Since conjugation by
a unitary endomorphism preserves this property, it suffices to assume that
ϕ(x0) has upper triangular form, and hence is equal to
ϕ(x0) =
(
0 ν
0 0
)
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for some ν ∈ C \ {0}. It follows that
[ϕ(x0), ϕ(x0)
∗] =
(|ν|2 0
0 −|ν|2
)
6= 0.
Lemma 3.7 now shows that kerMϕ(x0) is trivial. It follows that C =
|λ1(x0)|2 = 0 and therefore λ1 has to vanish identically. That λ2 = 0 follows
along the same line of arguments. This finishes the proof of the lemma. 
Recall the construction of the approximate solution (AappR ,Φ
app
R ) to pa-
rameter 0 < R < 1 as described in §3.1. As before, let T = − logR.
Replacing (A,Φ) with (AappR ,Φ
app
R ) in the elliptic complex in Eq. (32), we
obtain the Z2-graded Dirac-type operator
DT :=
(
0 L∗1,T + L2,T
L1,T + L
∗
2,T 0
)
on the closed surface Σt. Note that for T =∞ this equals the operator D∞
in Eq. (33). We set
DT := (L1,T + L∗2,T )∗(L1,T + L∗2,T )
= L∗1,TL1,T + L2,TL1,T + L
∗
1,TL
∗
2,T + L2,TL
∗
2,T .
(39)
In general, it does not hold that L2,TL1,T = 0 since (A
app
R ,Φ
app
R ) need not be
an exact solution. The following lemma is now an immediate consequence
of Theorem 3.8.
Lemma 3.12. There exist constants T0 > 0 and C > 0 such that the
operator DT is bijective for all T > T0 and its inverse D−1T : L2(Σt)→ L2(Σt)
satisfies
‖D−1T ‖L(L2,L2) ≤ CT 2.
Proof. The statement follows by applying Theorem 3.8. The assumption
that the kernel of the limiting operator L1 + L
∗
2 is trivial on L
2
ext(Σ0) is
satisfied thanks to Lemma 3.11. 
After these preparations we are finally in the position to show the desired
estimate on the inverse G(AappR ,Φ
app
R )
of the operator
L(AappR ,Φ
app
R )
= ∆A − i ∗MΦ : Ω0(Σt, isu(E))→ Ω0(Σt, isu(E))
introduced in Eq. (26).
Theorem 3.13. There exists a constant R0 > 0 such that for every 0 <
R < R0 the operator norm of G(AappR ,Φ
app
R )
: L2(Σt) → L2(Σt) is bounded
from above by some constant MR ∼ |logR|2.
Proof. We first observe that conjugation by the map γ 7→ iγ transforms
L(AappR ,Φ
app
R )
into a unitarily equivalent operator (also denoted by L(AappR ,Φ
app
R )
)
acting on the space Ω0(Σt, su(E)). It suffices to show the statement for
this operator. Let T = − logR as before. We note that the difference
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L(AappR ,Φ
app
R )
−L∗1,TL1,T is a nonnegative operator. Indeed, using Lemma 3.6
it follows for all γ ∈ Ω0(Σt, su(E)) that
〈(L(AappR ,ΦappR ) − L
∗
1,TL1,T )γ, γ〉 = ‖[ΦappR ∧ γ]‖2L2(Σt) ≥ 0.
It is therefore sufficient to prove the asserted upper bound for the norm of
the inverse of L∗1,TL1,T . Equivalently, we show that there exist constants
T0 > 0 and C > 0 such that for all T > T0 and γ ∈ H2(Σt) it holds that
(40) ‖L∗1,TL1,Tγ‖L2(Σt) ≥ CT−2‖γ‖L2(Σt).
Lemma 3.12 yields the existence of constants T0 > 0 and C > 0 such that
‖DTψ‖L2(Σt) ≥ CT−2‖ψ‖L2(Σt)
for every T > T0 and every differential form of even degree ψ ∈ H2(Σt),
where DT is the operator in Eq. (39). We now note that
L2,TL1,Tγ = [F
⊥
AappR
∧ γ] + [[ΦappR ∧ (ΦappR )∗] ∧ γ]
for all γ ∈ Ω0(Σt, su(E)). By Lemma 3.5 this term satisfies the estimate
‖L2,TL1,Tγ‖L2(Σt) ≤ C1Rδ
′′‖γ‖L2(Σt) = C1e−δ
′′T ‖γ‖L2(Σt)
for T -independent constants C1, δ
′′ > 0. As follows from Eq. (39), the 0-form
γ satisfies
L∗1,TL1,Tγ = DTγ − L2,TL1,Tγ.
Hence the triangle inequality yields the estimate
‖L∗1,TL1,Tγ‖L2(Σt) ≥ ‖DTγ‖L2(Σt) − ‖L2,TL1,Tγ‖L2(Σt)
≥ CT−2‖γ‖L2(Σt) − C1e−δ
′′T ‖γ‖L2(Σt),
which for T sufficiently large implies the desired inequality (40). This fin-
ishes the proof of the theorem. 
From now on, we set LR := L(AappR ,Φ
app
R )
. Our next goal is to obtain an
upper bound for the norm of the operator
GR = L
−1
R : L
2(Σt)→ H2(Σt).
To this aim, we fix as a reference connection some smooth extension B of
the model connection AmodR to Σt, i.e. B equals
B =
(
2iαp 0
0 −2iαp
)
dθ.
on each cylinder Cp(R). We introduce the Banach space
H2B(Σt) := {γ ∈ L2(Σt) | ∇Bγ,∇2Bγ ∈ L2(Σt)},
and similarly the space H1B(Σt). We compare this norm with the equivalent
graph norm for the operator LR : H
2
B(Σt)→ L2(Σt) defined by
‖γ‖2LR := ‖LRγ‖2L2(Σt) + ‖γ‖2L2(Σt).
HIGGS BUNDLES ON DEGENERATING RIEMANN SURFACES 35
Proposition 3.14. There exists a positive constant C which does not depend
on R such that ‖γ‖H2B(Σt) ≤ C‖γ‖LR for all γ ∈ H
2
B(Σt).
Proof. We first note the elliptic estimate
(41) ‖γ‖H2B(Σt) ≤ C0(‖∆Bγ‖L2(Σt) + ‖γ‖L2(Σt))
for γ ∈ H2B(Σt). The constant C0 appearing here can be taken to be in-
dependent of R. Namely, after passing to cylindrical coordinates (τ, ϑ) =
(− log r,−θ) on Cp(R), p ∈ p, as before, the operator ∆B becomes invariant
under translations τ 7→ τ0 + τ . Hence the above elliptic estimate holds with
a uniform constant C. We now consider the difference SR := ∆AappR
−∆B.
On Cp(R), putting λR dθ := AappR −B and B = β dθ, it is given by
SRγ = −r[∂θλR + [β, λR], γ]− 2r[λR, ∂θγ + [β, γ]]− r[λR, [λR, γ]].
Then for any 0 < R0 ≤ 1 we let Fp(R0) denote (the possibly empty) sub-
cylinder consisting of the points (r, θ) ∈ Cp(R) such that {R ≤ r ≤ R0}. On
Fp(R0), the term SRγ can be estimated as
‖SRγ‖L2(Fp(R0))
≤ C(‖λR‖H1B(Fp(R0))‖γ‖C0(Fp(R0)) + ‖λR‖H1B(Fp(R0))‖γ‖H2B(Fp(R0))
+‖λR‖2H1B(Fp(R0))‖γ‖H1B(Fp(R0)))
≤ C1Rν0‖γ‖H2B(Fp(R0))
for constants C1, ν > 0, using Lemma 3.1 and Lemma 3.2. We now fix R0
sufficiently small such that C0C1R
ν
0 < 1 and define Σ
ext
t := Σt\
⋃
p∈pFp(R0).
On Σextt we can estimate
‖SRγ‖L2(Σextt ) ≤ C(‖∇Bγ‖L2(Σextt ) + ‖γ‖L2(Σextt ))
for some R-independent constant C, since there the coefficients of the first-
order operator SR admit uniform bounds in R with respect to the C
1 norm.
Now integration by parts over the closed surface Σt and an application of
the Cauchy-Schwarz inequality yields
‖∇Bγ‖2L2(Σextt ) ≤ ‖∇Bγ‖
2
L2(Σt)
= 〈∆Bγ, γ〉L2(Σt)
≤ ε
2
2
‖∆Bγ‖2L2(Σt) +
1
2ε2
‖γ‖2L2(Σt)
for any ε > 0. Combining the estimates on the sets Fp(R0) and Σextt we
thus arrive at
(42) ‖SRγ‖L2(Σt) ≤ CRν0‖γ‖H2B(Cp(R)) +
ε√
2
‖∆Bγ‖L2(Σt) +
1√
2ε
‖γ‖L2(Σt).
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Therefore, by inequality (41) and the triangle inequality,
‖γ‖H2B(Σt) ≤ C0(‖∆Bγ‖L2(Σt) + ‖γ‖L2(Σt))
≤ C0(‖∆AappR γ‖L2(Σt) + ‖SRγ‖L2(Σt) + ‖γ‖L2(Σt))
≤ C0(‖LRγ‖L2(Σt) + ‖SRγ‖L2(Σt) + ‖γ‖L2(Σt))
≤ C0(C2‖γ‖LR + ‖ ∗MΦappR γ‖L2(Σt) + C1R
ν
0‖γ‖H2B(Σt)).(43)
In the last step we used inequality (42) to bound the term ‖SRγ‖L2(Σt).
Then, by choosing the constant ε > 0 sufficiently small, the term involving
∆Bγ can be absorbed in ‖γ‖H2B(Σt). The right-hand side of inequality (43)
can further be estimated as follows. The summand C0C1R
ν
0‖γ‖H2B(Σt) can
be absorbed in ‖γ‖H2B(Σt) since C0C1R
ν
0 < 1 by assumption. Finally, the
norm of the operator ∗MΦappR : L2(Σt) → L2(Σt) is bounded from above by
some uniform constant C. To see this, we recall that ΦappR = ϕp
dz
z on Cp(R)
for some pointwise bounded endomorphism field ϕp. Hence MΦappR
acts as
MΦappR
γ = ([ϕ∗p, [ϕp, γ]] + [ϕp, [ϕ
∗
p, γ]])
dz¯ ∧ dz
|z|2 .
With respect to the metric g = |dz|
2
|z|2 , we have that ∗dz¯∧dz|z|2 = 2i, hence the
endomorphism ∗MΦappR satisfies a uniform pointwise bound on Cp(R), and
thus on Σt. This implies the asserted bound for the operator norm and
finishes the proof of the proposition. 
Recall that GR = L
−1
R .
Corollary 3.15. There exists a constant C > 0 such that for all sufficiently
small 0 < R < R0 there holds the estimate
‖GRγ‖H2B(Σt) ≤ C(logR)
2‖γ‖L2(Σt)
for all γ ∈ L2(Σt).
Proof. Let γ ∈ L2. From Proposition 3.14 and Theorem 3.13 it follows that
‖GRγ‖2H2B(Σt) ≤ C‖GRγ‖
2
LR
= C(‖γ‖2L2(Σt) + ‖GRγ‖2L2(Σt))
≤ C(‖γ‖2L2(Σt) + (logR)2‖γ‖2L2(Σt))
≤ C(logR)2‖γ‖2L2(Σt),
as claimed. 
4. Gluing theorem
4.1. Deforming the approximate solutions. We are now finally pre-
pared to show that every approximate solution (AappR ,Φ
app
R ) can be per-
turbed to a nearby exact solution of Hitchin’s equations when 0 < R < R0
is sufficiently small. We keep using the notation introduced in §3.2, with an
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additional subscript R to indicate the underlying manifold.
We aim to find such an exact solution in the same complex gauge orbit as
(AappR ,Φ
app
R ), i.e. to be of the form (AR,ΦR) = exp(γR)
∗(AappR ,Φ
app
R ) for a
suitable map γR ∈ H2B(Σt, isu(E)). To prove existence of γR we shall employ
a contraction mapping argument in the manner of [MSWW16]. To carry it
out, we need to study the linearization LR, computed at (A
app
R ,Φ
app
R ). The
argument relies on controlling the following quantities:
• The error up to which (AappR ,ΦappR ) satisfies the self-duality equa-
tions, i.e. the norm of the quantity F⊥
AappR
+ [ΦappR ∧ (ΦappR )∗], or
equivalently in the notation of Eq. (24), the norm of FR(0). An
estimate for this error was obtained in Lemma 3.5.
• The norm of the inverse GR = L−1R , which is taken care of by Theo-
rem 3.13 and Corollary 3.15.
• The Lipschitz constants of the linear and higher order terms in the
Taylor expansion of FR.
We are now focussing on the last issue more closely.
For any pair (A,Φ) and g = exp(γ), γ ∈ Ω0(Σt, isu(E)), we have that
O(A,Φ)(γ) = g∗(A,Φ) = (A+ g−1(∂¯Ag)− (∂Ag)g−1, g−1Φg),
and consequently,
exp(γ)∗A = A+ (∂¯A − ∂A)γ +RA(γ),
exp(−γ)Φ exp(γ) = Φ + [Φ ∧ γ] +RΦ(γ).
The explicit expressions of these remainder terms are
RA(γ) = exp(−γ)(∂¯A exp(γ))− (∂A exp(γ)) exp(−γ)− (∂¯A − ∂A)γ,
RΦ(γ) = exp(−γ)Φ exp(γ)− [Φ ∧ γ]− Φ.
(44)
We then calculate that
(45)
FR(exp γ) = F⊥exp(γ)∗A + [exp(−γ)Φ exp(γ) ∧ (exp(−γ)Φ exp(γ))∗]
= pr1(HR(A,Φ)) + LRγ +QR(γ),
where we set
QR(γ) :=dA(RA(γ)) + [RΦ(γ) ∧ Φ∗] + [Φ ∧RΦ(γ)∗]
+
1
2
[((∂¯A − ∂A)γ +RA(γ)) ∧ ((∂¯A − ∂A)γ +RA(γ))]
+ [([Φ ∧ γ] +RΦ(γ)) ∧ ([Φ ∧ γ] +RΦ(γ))∗].
Lemma 4.1. In the above, let (A,Φ) = (AappR ,Φ
app
R ). Then there exists a
constant C > 0 such that
(46) ‖QR(γ1)−QR(γ0)‖L2(Σt) ≤ Cr‖γ1 − γ0‖H2B(Σt)
for all 0 < r ≤ 1 and γ0, γ1 ∈ Br, the closed ball of radius r around 0 in
H2B(Σt).
38 JAN SWOBODA
Proof. The proof follows closely the lines of [MSWW16, Lemma 6.8] and
has two steps. For ease of notation, we write (A,Φ) for (AappR ,Φ
app
R ). Along
the proof we shall at several places make use of the continuous embeddings
H2B(Σt) ↪→ C0(Σt), H2B(Σt) ·H1B(Σt) ↪→ H1B(Σt),
H1B(Σt) ·H1B(Σt) ↪→ L2(Σt).
The corresponding estimates for the norms hold with constants uniform in
R. This follows since the restriction of the connection B to each euclidean
cylinder Cp(R) is invariant under translations along the τ -direction.
Step 1. We first check that if r ∈ (0, 1] and γ0, γ1 ∈ Br, then
‖RA(γ1)−RA(γ0)‖H1B(Σt) ≤ Cr‖γ1 − γ0‖H2B(Σt),
‖RΦ(γ1)−RΦ(γ0)‖H1B(Σt) ≤ Cr‖γ1 − γ0‖H2B(Σt).
To show the first inequality we begin by estimating the difference of the
terms involving ∂¯A on the right in Eq. (44):∥∥ exp(−γ1)(∂¯A(exp γ1))− exp(−γ0)(∂¯A(exp γ0))− ∂¯A(γ1 − γ0)∥∥H1B(Σt)
≤ ‖(exp(−γ1)− exp(−γ0))∂¯A(exp(γ1))‖H1B(Σt)
+ ‖ exp(−γ0)
(
∂¯A(exp(γ1)− exp(γ0))
)− ∂¯A(γ1 − γ0)‖H1B(Σt) =: I + II.
Writing exp(γ) = 1 + γ + S(γ), then we have
‖I‖H1B(Σt) ≤ C0‖ exp(−γ1)− exp(−γ0)‖H2B‖∂¯A exp(γ1)‖H1B(Σt)
≤ C1‖γ1 − γ0‖H2B‖γ1 + S(γ1)‖H2B(Σt)
≤ C2r‖γ1 − γ0‖H2B(Σt),
where for γ ∈ H2B(Σt) we used the estimate
‖∂¯Aγ‖H1B(Σt) ≤‖∂¯Bγ‖H1B(Σt) + ‖[(B
0,1 −A0,1) ∧ γ]‖H1B(Σt)
≤‖γ‖H1B(Σt) + ‖B −A‖H1B(Σt)‖γ‖H2B(Σt)
≤C‖γ‖H2B(Σt)
for some constant C which can be chosen uniform in R. Similarly,
‖II‖H1B(Σt)
= ‖(1− γ0 + S(−γ0))
(
∂¯A(γ1 − γ0 + S(γ1)− S(γ0)
)− ∂¯A(γ1 − γ0)‖H1B(Σt)
≤‖∂¯A(S(γ1)− S(γ0))‖H1B(Σt)
+ ‖(−γ0 + S(−γ0))∂¯A(γ1 − γ0 + S(γ1)− S(γ0))‖H1B(Σt)
≤C0‖S(γ1)− S(γ0)‖H2B(Σt)
+ C0‖ − γ0 + S(−γ0)‖H2B‖γ1 − γ0 + S(γ1)− S(γ0)‖H2B(Σt)
≤C1r‖γ1 − γ0‖H2B(Σt),
HIGGS BUNDLES ON DEGENERATING RIEMANN SURFACES 39
since
‖S(γ1)− S(γ0)‖H2B(Σt) ≤ ‖γ1 − γ0‖H2B(Σt)
∑
k≥1
rk/k! ≤ Cr‖γ0 − γ1‖H2B(Σt).
These estimates together with analogous ones for the terms involving ∂A
give the stated Lipschitz estimate for RA. The corresponding estimate for
RΦ = exp(−γ)Φ exp γ − [Φ ∧ γ]− Φ
and the estimates
‖RA(γ)‖H1B(Σt) ≤ Cr, ‖RΦ(γ)‖H1B(Σt) ≤ Cr
for γ ∈ Br follow in the same way.
Step 2. We prove the claim. First,
QR(γ1)−QR(γ0) = dA(RA(γ1)−RA(γ0))
+ [(RΦ(γ1)−RΦ(γ0)) ∧ Φ∗] + [Φ ∧ (RΦ(γ1)−RΦ(γ0))∗]
+ 12 [((∂¯A − ∂A)γ1 +RA(γ1)) ∧ ((∂¯A − ∂A)γ1 +RA(γ1))]
− 12 [((∂¯A − ∂A)γ0 +RA(γ0)) ∧ ((∂¯A − ∂A)γ0 +RA(γ0))]
+ [([Φ ∧ γ1] +RΦ(γ1)) ∧ ([Φ ∧ γ1] +RΦ(γ1))∗]
− [([Φ ∧ γ0] +RΦ(γ0)) ∧ ([Φ ∧ γ0] +RΦ(γ0))∗].
Using that ‖B − A‖C0(Σt) ≤ C for some constant C independent of R we
obtain
‖dA(RA(γ1)−RA(γ0))‖L2(Σt) ≤ C‖RA(γ1)−RA(γ0)‖H1B(Σt),
and we then apply Step 1. The remaining terms are bilinear combinations
B(λ, ψ) of functions λ and ψ with fixed coefficients, which can be estimated
as
‖B(λ1, ψ1)−B(λ0, ψ0)‖L2(Σt)
≤‖B(λ1, ψ1 − ψ0)‖L2(Σt) + ‖B(λ1 − λ0, ψ0)‖L2(Σt)
≤C‖ψ1 − ψ0‖H1B(Σt)‖λ1‖H1B(Σt) + C‖ψ0‖H1B(Σt)‖λ1 − λ0‖H1B(Σt).
The desired estimate follows from Step 1 again.
This completes the proof of the lemma. 
4.2. Contraction mapping argument. After these preparations we are
in position to show that for every 0 < R < R0 the approximate solution
(AappR ,Φ
app
R ) may be perturbed to a nearby exact solution, thus proving our
main theorem.
Theorem 4.2. There exist a constant 0 < R0 < 1 and for every 0 < R <
R0 a constant σR > 0 and a unique section γ ∈ H2B(Σt, isu(E)) satisfying
‖γ‖H2B(Σt) ≤ σR with the following significance. Set g = exp(γ). Then
(AR,ΦR) = g
∗(AappR ,Φ
app
R )
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is a solution of Eq. (4) on the smooth surface Σt.
Proof. Our argument rests on the Banach fixed point theorem. By Eq. (45)
there is the expansion
FR(exp γ) = pr1(HR(AappR ,ΦappR )) + LRγ +QR(γ),
where the term QR involves quadratic and higher order terms in γ. Then
FR(exp γ) = 0 if and only if γ is a fixed point of the map
T : γ 7→ −GR
(
pr1(HR(AappR ,ΦappR )) +QR(γ)
)
,
where we denote as above GR = L
−1
R . We show that T has a unique fixed
point as a map T : BσR → BσR with BσR denoting the open ball of radius σR
in H2B(Σt). We claim that for σR > 0 sufficiently small, T is a contraction
of BσR , from which we immediately obtain a unique fixed point γ ∈ BσR .
To show this, we use Corollary 3.15 and the inequality (46) to obtain
‖T (γ1 − γ0)‖H2B(Σt) = ‖GR(QR(γ1)−QR(γ0))‖H2B(Σt)
≤ C(logR)2‖QR(γ1)−QR(γ0)‖L2(Σt)
≤ C(logR)2σR‖γ1 − γ0‖H2B(Σt).
Let  > 0 and set σR := C
−1 |logR|−2−. Then for all 0 < R < e−1 it follows
that C(logR)2σR < 1 and therefore T is a contraction on the ball of radius
σR. Furthermore, since QR(0) = 0, using again Corollary 3.15 and Lemma
3.5 it follows that
‖T (0)‖H2B(Σt) = ‖Gt(pr1(HR(A
app
R ,Φ
app
R )))‖H2B(Σt)
≤ C(logR)2‖pr1(HR(AappR ,ΦappR ))‖L2(Σt)
≤ C(logR)2Rδ′′ .
Thus when R0 is chosen to be sufficiently small, then ‖T (0)‖H2B(Σt) <
1
10σR
for all 0 < R < R0 and the above choice of σR, so the ball BσR is mapped
to itself by T . Therefore the Banach fixed point theorem applies and yields
the existence of a unique solution γ as desired. 
The proof of the main theorem is now an almost immediate consequence
of Theorem 4.2.
Proof. [Theorem 1.1]. We claim that the family of solutions (AR,ΦR)
obtained in Theorem 4.2 satisfies the asserted properties. Indeed, for any
fixed compact subset K ⊆ Σ0 and all sufficiently small 0 < R < R0 it follows
from the above that
‖(AR,ΦR)− (AappR ,ΦappR )‖L2(K)
= ‖ exp(γ)∗(AappR ,ΦappR )− (AappR ,ΦappR )‖L2(K) ≤ C‖γ‖H2B(K) ≤ CσR
for some uniform (in the parameter R) constant C, and with limR→0 σR = 0.
By a standard elliptic bootstrapping argument, applied to Eq. (45) with
FR(exp γ) = 0, it in fact holds that γ → 0 as R→ 0 in every norm HkB(K),
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k ≥ 2. Since HkB(K) embeds into C`(K) for all sufficiently large k, and
because (AappR ,Φ
app
R )→ (Aapp0 ,Φapp0 ) uniformly on K, we obtain the uniform
convergence of (AR,ΦR) to (A
app
0 ,Φ
app
0 ) as R → 0. Since by construction
the approximate solution (Aapp0 ,Φ
app
0 ) coincides with the given exact one,
the claim follows. 
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