ABSTRACT Motivation: Previously, Rantanen et al. (2001, J. Mol. Biol., 313, 197-214) constructed a protein atom-ligand fragment interaction library embodying experimentally solved, high-resolution three-dimensional (3D) structural data from the Protein Data Bank (PDB). The spatial locations of protein atoms that surround ligand fragments were modeled with Gaussian mixture models, the parameters of which were estimated with the expectation-maximization (EM) algorithm. In the validation analysis of this library, there was strong indication that the protein atom classification, 24 classes, was too large and that a reduction in the classes would lead to improved predictions. Results: Here, a dissimilarity (distance) matrix that is suitable for comparison and fusion of 24 pre-defined protein atom classes has been derived. Jeffreys' distances between Gaussian mixture models are used as a basis to estimate dissimilarities between protein atom classes. The dissimilarity data are analyzed both with a hierarchical clustering method and independently by using multidimensional scaling analysis. The results provide additional insight into the relationships between different protein atom classes, giving us guidance on, for example, how to readjust protein atom classification and, thus, they will help us to improve protein-ligand interaction predictions. Contact: vira@utu.fi
INTRODUCTION
There has been an explosion in the number of solved threedimensional (3D) structures of proteins during the past 20 years. The knowledge contained within these structures is the key to understanding how proteins function at the atomic level. Proteins primarily function through specific recognition of other molecules (ligands). Consequently, * To whom correspondence should be addressed.
understanding protein-ligand interactions is a crucial step in, for example, modern drug discovery. Hence, a large variety of computer programs have been developed to exploit structural information in analysis/prediction of protein-ligand binding; for example, the programs GRID (Goodford, 1985; , HINT (Kellogg et al., 1991) , HSITE (Danziger and Dean, 1989a,b) , X-SITE (Laskowski et al., 1996) , AQUARIUS (Pitt and Goodfellow, 1991) , SuperStar (Verdonk et al., 1999 (Verdonk et al., , 2001 ) and Nissink et al. (2000) , including de novo design tools such as LUDI (Böhm, 1992a (Böhm, ,b, 1994 . These programs are often based on database analysis where, for example, Klebe (1994) have extracted information from small molecule crystals and derived maps that can predict ligand interactions with proteins.
Recently, our group has accumulated statistics on protein-ligand and protein-protein non-bonded interactions from the Protein Data Bank (PDB; Bernstein et al., 1977) and used concepts of statistical pattern recognition to model protein-ligand binding interactions . The analysis was carried out by dividing the ligand structures into 30 different types of fragments. The spatial locations of protein atoms surrounding these fragments of ligands were then modeled with mixtures of Gaussian densities. These resulting mixture densities were used to predict interacting protein atom types and their locations relative to a ligand fragment. A pre-defined protein atom classification was needed in order to predict suitable binding partners for atom fragments. Unfortunately, no consensus protein atom classification exists, since in each prediction approach the atom classification has been more or less tailored to suit the particular problem. Rantanen et al. (2001) considered the protein atom classification scheme of Li and Nussinov (1998) . It was suspected by us a priori, for example, that the protein carbon classes consisting of carbon atoms were too widely divided for prediction purposes. In the validation analysis of this library , we obtained strong support for our belief.
Here, we exploit the interaction library in order to estimate the dissimilarities between classes of the protein atoms by calculating a set of 30 dissimilarity (distance) matrices between pairs of the protein atoms classes. The dissimilarity matrices are based on the pairwise Jeffreys' distances measured between Gaussian mixture densities, describing protein atom-ligand fragment interactions. A resulting dissimilarity matrix is derived from this set of 30 dissimilarity matrices.
In order to find natural groupings of protein atom classes, hierarchical cluster analysis and multidimensional scaling analysis based on the derived dissimilarity matrix were performed. Independently of the clustering algorithm, multidimensional scaling analysis gives added insight into the relationships in the dissimilarity data. An analysis such as this can help us to improve protein-ligand interaction predictions by (i) narrowing down the initial protein atom classification in an objective way and by (ii) proposing alternative protein atom classes suitable for binding partners when the atoms from neighbouring classes are not applicable.
We refer to both Durbin et al. (1998) and Koski (2001) for an introduction to formulas of probability calculus and statistics required for this paper (see also Ewens and Grant, 2001 ).
METHODS

Outline of the molecular interaction library
We shall recapitulate the construction of the protein atom-ligand fragment interaction library . The purpose of this library is to model and predict 3D interactions between ligand fragments and protein atom types. The library embodies 12 880 small coordinate files containing protein-ligand interactions derived from high-resolution structure files from the PDB. These data are augmented by adding protein-protein interaction data from 930 pairs of non-homologous, highresolution protein structure chains.
Protein atoms involved in protein-protein and proteinligand complexes were classified into c = 24 different classes C 1 , . . . , C c (Table 1) based on Li and Nussinov (1998) . In addition to the distance between a ligand atom and a protein atom, two additional angles are needed to locate exact spatial positions of the protein atoms. Hence, each ligand was divided into 30 independent fragments f such that each fragment f contains a main atom and at least two other atoms. Each ligand fragment f was placed at one of six coordinate systems so that spherical coordinates, x = {r, α, τ }, could be used to locate the protein atoms C k that surround the ligand fragment. For each fragment f , the main atom of the fragment was positioned at the origin of the coordinate system and the set X f denotes the set of allowed coordinate values x.
The class-conditional probability density function p f (x|C k ) specifies the probability densities that the variables x have for a ligand fragment f interacting with a protein atom from class C k . Visual inspection of scatter distributions of the variables x revealed that datapoints are typically separated into multiple clusters (see Figure 3 of Rantanen et al., 2001) , hence it is necessary to use mixtures to model the distributions of x. For our particular problem, the following mixture model was used to represent the probability densities p f (x|C k ):
in which individual component densities are given by the Gaussian distribution functions
where β j ≥ 0, j β j = 1 and d is the dimension of the vector x. The parameter vector has mixing proportions β j , mean vectors µ j , and covariance matrices j as its components.
The standard EM-algorithm (McLachlan and Krishnan, 1997) was used to estimate the parameters of a Gaussian mixture model. Given M f k mixture components and
obtained from the archive, the following log-likelihood was maximized:
The EM-algorithm is known to be dependent on initialization, i.e. different starting values of the parameter vector may lead to different local maximum values of L f (C k , ). Hence, several random initial values were used and the estimate that resulted in the highest likelihood L f (C k , ) was selected as the final estimate. We found only minor fluctuations in the values of the likelihood function and, in practice, any reasonable starting value resulted in a satisfactory parameter estimate. However, using an increasing number of mixture components (M f k = 1, 2, . . . , 10), the EM-algorithm was employed until it converged.
For 30 fragments and 24 atom classes a total of 750 sets of ML estimates of the parameters of the class-conditional mixture models were obtained. The optimal choice of the number of componentsM f k in the Gaussian mixture was obtained by using the 'minimum description length' (MDL) criterion (Biernacki et al., 2000) :
where the factor γ (M f k ) is the dimension of the mixture model,
From this criterion, the selection of the optimal number of componentsM f k is obtained by choosing the argument Because we are mainly interested in ordinal properties of the protein atom classes C i , we do not require the dissimilarity measure to satisfy the triangle inequality. In order to obtain a suitable dissimilarity measure from mixtures of continuous Gaussian distributes, we recall that the Kullback-Leibler distance (Kullback, 1997) between two discrete probability distributions
This is not a distance in the sense of being a metric, since the symmetry property (iii) of a metric obviously need not hold. (See, for example, Koski (2001) 
The distances between each pair of continuous mixtures p f (x|C i , ) and p f (x|C j , ) were approximated by placing a discrete set of 3D-points {(x i , y j , z h ) = (±0.1nÅ, ±0.1mÅ, ±0.1lÅ), ∀m, n, l ∈ N } surrounding the fragments. Each grid point (x i , y j , z k ) was mapped to the spherical coordinates x. If x ∈ X f , the values of the function p f (x|C i , ) and p f (x|C j , ) contribute to D (p f (x|C i , )|p f (x|C j , ) ). Consequently, for each of the 30 fragments f , a distance matrix (d Table 2 .
Hierarchical clustering and multi-dimensional scaling analysis
Hierarchical clustering can provide good insight into hidden relationships in the data, though one must interpret the results with caution (see May (1999a,b,c) for critical accounts on the use of hierarchical classification of amino acid scoring matrices and 3D-structures of proteins). We have exploited a program (KITSCH) of the Phylogenetic Inference Package (PHYLIP) of Felsenstein (1985) to construct a dendrogram from the dissimilarity matrix. KITSCH seeks the tree that minimizes the sum of squares
, whered i j is the dissimilarity computed from the tree and d i j is the original dissimilarity (Fitch and Margoliash, 1967) . The optimal tree is shown in Figure 1a .
Methods to validate the results obtained from a clustering algorithm include the jackknife technique and the bootstrap procedure that check for the internal consistency and stability of a solution. Multivariate analysis of variance (MANOVA) of variables tests the quality of clustering as a partition of the data. Here, we calculate the cophenetic correlation coefficient in order to verify the accuracy of the obtained dendrogram (see, for example, Romesburg, 1984) . This is the Pearson product-moment correlation between the original dissimilarity values, d i j,i< j , and the Table 2 . dissimilarity values computed from the tree,d i j,i< j . The output value of zero suggests no agreement and the value of one suggests perfect agreement between the data and the cluster tree. The cophenetic correlation is a popular validation measure among applied researchers, although experts in the field of cluster analysis do not consider it as a useful validation technique (for example, the formula of the correlation coefficient assumes normal distributions of the values to be compared and this assumption is generally violated in dissimilarity values calculated from the dendrogram). Multidimensional scaling (MDS) analysis, which is closely related to principal component analysis, can be used independently of the tree-construction algorithms. MDS is developed particularly for analysing dissimilarity matrices that are assumed to be exactly, or approximately, Euclidean distances. On the other hand, principle component analysis operates indirectly on correlation or covariance matrices that must be derived from the data and is able to visualize dissimilarities only when these dissimilarities can be safely assumed to be exactly Euclidean. Moreover, solutions of principle component analysis are often distorted into a horseshoe shape, the effect of which can impair interpretation. Thus, MDS is perhaps the most appropriate way to visualize a dissimilarity matrix (d s i j ) (see, for example, Dillon and Goldstein (1984, pp. 19-22) , or any of the numerous textbooks on multivariate analysis for an overview of multivariate techniques). Nevertheless, MDS can give added insight into relationships in the dissimilarity data and complements the hierarchical cluster analysis. Let ||v − w|| 2 = m h=1 (v h − w h ) 2 , v, w ∈ R m . Then, in our setting, MDS tries to find a ma-
e., the distance between x i and x j is d s i j . In other words, the high dimensional distance matrix (d s i j ) ∈ R c,c is represented by a lowerdimensional matrix X ∈ R m,c . An approximation of the matrix X can be obtained by the Young-Householder factorization theorem, namely, applying singular value decomposition to the matrix (a i j ), where
If the eigenvalues of the decomposition are arranged in order of magnitude so that λ 1 ≥ λ 2 ≥ λ 3 . . . and the corresponding eigenvectors, scaled to the length of a unit vector, are denoted by e i , then
The components of the eigenvectors corresponding to the two largest eigenvalues can be plotted to display a twodimensional projection of the data (m = 2, X ∈ R 2,c ).
As said, these projections are slices through a higherdimensional spaces, and one must be careful not to overinterpret the data relationships. Regardless of inaccuracy, these plots can be used to support the topology of the dendrograms obtained from hierarchical clustering. was obtained as described in the Methods section, it is shown in Table 2 and visualized in Figure 1 . The value of the cophenetic correlation coefficient, 0.85, indicates that the dendrogram in Figure 1a is a fair representation of the original dissimilarity data (usually, the distortion in a tree is tolerable if the value of the correlation coefficient is greater or equal to 0.8, hence we expect that other methods do not produce considerably different clusters). Here, the main observations from the results are discussed. Rantanen et al. (2001) used Gaussian mixture models (1) to predict suitable protein atoms from classes C i for fragments f . A detailed prediction error analysis was performed both for training and validation data sets. The analysis demonstrated that the approach could successfully predict interacting protein atom types C i relative to a ligand fragment f . Especially, protein atom classes representing nitrogen and oxygen atoms were predicted to good effect. Nevertheless, a clear indication was obtained that the carbon atom classification contained redundant protein atom classes.
RESULTS AND DISCUSSION
The dissimilarity data (Table 2 ) supports the prediction error results of Rantanen et al. (2001) . The dissimilarity values between oxygen (21 to 24; • in Figure 1 ), nitrogen (15 to 20; •) and sulphur (13 and 14; +) classes are relatively high and there are no atom classes that clearly should be merged together. However, there are clear indications that carbon atom classes (1 to 9 in Table 2; ) can be consolidated. For example, in Table 1 , the side-chain methylene carbons (-CH 2 -) are classified into three different atom classes: 4, 5 and 6. Originally, it was suspected that these particular classes should be merged into a single class since they, in essence, represent the same protein atom type. Surprisingly, dissimilarity data suggest that only classes 4 and 5 (d 45 = 19.6) should be merged and class 6 should be kept as a separate class (d 46 = 24.0 and d 56 = 23.0). Apparently, this is due to influence of charged side-chain atom groups locating close to methylene carbon atoms of class 6 in actual 3D-structures of proteins. All the more interesting is the distance between side-chain methyl carbon atom class 7 and aromatic carbon atom class 8 (d 78 = 14.4). This is the lowest value in the whole dissimilarity matrix, strongly pinpointing that classes 7 and 8 should be merged into a single-protein atom class; agreeing with observations from adenine-binding proteins by Denessiouk et al. (2001) .
Class 10 represents carbon atoms of the imidazole ring of histidine and the chemical properties of these atoms are similar to those of aromatic carbon atoms (class 8, d 10,8 = 39.1), thus one might readily merge these atom types. The characteristics of imidazole carbon atoms of class 10 are also similar in terms of our measure to methyl carbon atoms (class 7, d 10,7 = 37.0), methylene carbon atoms (class 5, d 10,5 = 38.2) and imidazole nitrogen atoms (class 17, d 10,17 = 38.6). However, the hierarchical (binary) clustering groups only classes 10 and 17 together demonstrating the limitations of its use. Above all, it seems that protein atom-ligand fragment interactions possess simultaneously several complicated characteristics, which cannot be adequately modeled within a single quantity. Exhaustive study of each of the 30 individual dissimilarity matrices (d f i j ) should reveal details on the chemical and environmental nature of the similarities in the different sets of molecular interactions.
Altogether, the most relevant result of this paper is that the classification of Table 1 is probably imprecise. This implies that the classical, chemical classification of atom types should be replaced by an atom classification that also perceives environment-dependent features of the molecular interactions. We are currently testing how these improvements in the classification of protein atoms affect the prediction of protein-ligand interactions.
