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Titre : Génération de modèles analytiques pour la conception préliminaire de systèmes multi-
physiques : application à la thermique des actionneurs et des systèmes électriques embarqués. 
Résumé : L’objectif de cette thèse est de fournir des méthodes et outils numériques dédiés à la conception 
préliminaire de systèmes multi-physiques, avec une attention particulière quant à l’évaluation des 
transferts thermiques mis en jeu dans les actionneurs et les systèmes électriques embarqués. Ce besoin 
émane de la recherche industrielle actuelle menant au développement de l’avion plus électrique («More 
Electrical Aircraft » - MEA), qui met en œuvre de nouvelles technologies de systèmes embarqués où la 
gestion thermique de tels dispositifs est primordiale. Dans un premier temps, cette thèse propose une 
méthodologie basée sur l’analyse dimensionnelle et les modèles de substitution pour générer des modèles 
analytiques à partir de simulations éléments finis. De plus, une méthodologie de génération de plans 
d’expériences optimaux adaptée à l’utilisation du formalisme adimensionnel est également proposée. Dans 
un deuxième temps, deux approches numériques permettant de réduire le nombre de variables 
adimensionnelles d’un problème et d’étudier leur significativité physique sont proposées. La première 
approche utilise l’analyse de sensibilité d’une façon originale pour mettre en avant la significativité des 
nombres adimensionnels du problème considéré. La deuxième approche fait appel à des algorithmes 
d’optimisation pour réduire le nombre de variables adimensionnelles d’un problème. Enfin, les méthodes 
proposées ont été appliquées avec succès pour modéliser les composants d’un actionneur 
électromécanique d’aileron (moteur électrique de type brushless, carter mécanique), et d’un convertisseur 
de puissance électrique (condensateur, inductance, dissipateur) utilisé dans le contexte aéronautique. 
Mots clés : Méta-modèles, modèles de substitution, analyse dimensionnelle, transferts thermiques, 
actionneur électromécanique, modélisation multi-physiques, conception préliminaire. 
Title: Analytical model generation for the preliminary design of multi-physical systems : application 
to the thermal modelling of actuators and embedded electrical systems. 
Abstract: The objective of this thesis is to develop methods and tools dedicated to the preliminary design 
of multi-physical systems, with a particular attention to the thermal modelling of actuators and embedded 
electrical systems. This need arises from the current industrial research which led to the More Electrical 
Aircraft program (MEA), which deals with new technologies of embedded systems where the thermal 
management of such devices is essential. First of all, this thesis proposes a methodology based on 
dimensional analysis and surrogate modelling technique to generate analytical models from finite element 
simulations. Furthermore, a methodology for constructing optimal design of experiments intended for 
building surrogate models using dimensionless variables is also proposed. Finaly, two numerical 
approaches which enable to reduce the number of dimensionless variables of a problem and to study their 
physical significance are proposed. The first approach uses sensitivity analysis in an original way to 
highlight the physical significance of the dimensionless numbers for a considered problem. The second 
approach uses optimization algorithms to reduce the number of dimensionless variables. In the second part 
of the thesis, the proposed methods were successfully applied to model several components of an 
electromechanical actuator (EMA) of an aileron (electrical brushless motor, mechanical housing, etc.), and 
of a power converter (capacitor, inductance, heatsink) used in an aeronautical context. 
Key words: Meta-models, surrogate models, dimensional analysis, heat transfer, electromechanical 
actuator, multi-physical modelling, preliminary design. 
IV 
 
  
V 
 
Remerciements 
Les travaux de thèse présentés dans ce manuscrit ont été réalisés au sein de l’équipe actionneurs 
embarqués dirigé par Jean-Charles Maré faisant partie du groupe de recherche Modélisation des systèmes 
et microsystèmes mécaniques de l’Institut Clément Ader (ICA). 
 
Dans un premier temps, je souhaite remercier les membres du jury : 
¾ Abdelkader Mojtabi, professeur émérite à l’Université Paul Sabatier (Toulouse III), pour avoir 
accepté la présidence de ce jury de thèse et pour m’avoir guidé et conseillé depuis la licence 
jusqu’à l’obtention de la bourse de thèse. Sans ses conseils et sa disponibilité ces dernières années, 
je n’aurai pu obtenir les résultats présentés dans ce manuscrit. 
 
¾ Souad Harmand, professeure à l’Université de Valenciennes et du hainaut- Cambrésis, pour avoir 
accepté de rapporter ces travaux de thèse et pour la pertinence des questions posées sur 
l’utilisation de l’analyse dimensionnelle dans le cadre de ces travaux. 
 
¾ Hamid Ben Ahmed, maitre de conférence HDR à l’ENS Cachan Bretagne, pour avoir accepté de 
rapporter ces travaux de thèse et pour les discussions concernant l’utilisation des travaux réalisés 
ainsi que les différentes perspectives énumérées lors de la soutenance. 
 
¾ Eric Bideaux, professeur à l’INSA de Lyon, pour avoir accepté de faire partie de ce jury de thèse 
et pour les différentes questions posées lors de la soutenance qui sont venues parfaitement 
compléter celles posées par les autres membres de ce jury. 
 
¾ Christian Gogu, maître conférence HDR à l’Université Paul Sabatier (Toulouse III), pour sa 
collaboration dans une partie de ses travaux et tous les conseils donnés quant à l’utilisation des 
techniques de méta-modélisation et plans d’expériences. Les échanges que nous avons pu avoir 
ensemble, m’ont permis d’aller plus loin dans certains aspects et de mieux positionner les 
méthodes développées dans cette thèse. 
 
Tout doctorant se doit d’avoir des guides ou exemples à suivre pour avancer et se former durant la thèse, 
ce fût le rôle de mes encadrants. Je profite de ces lignes pour les remercier pour leur disponibilité et leur 
implication dans ces travaux, ce projet de thèse a été une grande collaboration entre nous trois. 
 
¾ Marc Budinger, maître de conférences HDR à l’INSA de Toulouse. Merci Marc pour ton 
implication, ta disponibilité depuis l’Allemagne, la France. La possibilité d’avoir pu te solliciter 
régulièrement dans les différents domaines physiques que j’ai voulu traiter m’a permis de réaliser 
un réel travail multi-physique et d’apprendre énormément de choses dans des domaines qui 
m’étaient totalement inconnus. De plus, je voudrais mettre en avant tous les investissements que 
tu as pu faire pour que je puisse disposer de toutes les ressources humaines et matérielles 
nécessaires pour aboutir aux résultats espérés. J’espère que nous continuerons dans un futur 
proche à collaborer sur différents sujets. 
 
¾ Ion Hazyuk, maître de conferences à l’INSA de Toulouse. Merci Ion pour ton implication et tous 
tes conseils durant ces 4 dernières années. Tu as été un complément parfait à l’encadrement de 
cette thèse et ce fût un réel plaisir de travailler ensemble. Merci également pour tous les conseils 
qui m’ont permis de progresser dans la présentation écrite et orale des résultats de cette thèse. 
J’espère, tout comme marc, que nous collaborons à nouveau au travers de projets futurs. 
 
VI 
 
¾ Jean-Charles Maré, professeur à l’INSA de Toulouse. Même si tu n’as pas fait partie de 
l’encadrement de cette thèse, tu as été une source de conseils et de connaissances qui m’a permis 
d’aboutir aux résultats de cette thèse. Je te remercie pour tout ce que tu m’as apporté durant ces 
dernières années au travers de nos plus ou moins courtes entrevues au laboratoire et à l’INSA. 
 
Je tiens également à remercier tous les membres et anciens membres de l’Institut Clément Ader pour 
l’ambiance conviviale que j’ai pu connaître ces dernières années. En premier lieu, je souhaite mettre en 
avant l’ensemble des personnels techniques et administratifs du laboratoire qui sont, selon moi, les 
membres les plus importants au sein d’une telle structure scientifique (Nicolas, Stéphane, Nadine, 
Nathalie, Mickael). Quelques mots supplémentaires pour Nicolas qui a toujours su trouver les mots justes 
pour m’emmener au Mulligan. 
Ensuite, je souhaite remercier les différents enseignants-chercheurs des différents établissements 
qui composent le laboratoire pour leur conseil, leur accueil ainsi que leur disponibilité lorsque je me suis 
tourné vers eux (Christian, Stéphane, Lucien, Jean-Noël, Jean-Charles, Christine, Pascale, Alain, Patrick, 
Guillaume, Dimitri, Marc, Laurent, Steven, Johanna, Pablo, Jean-François, Philippe). 
Je remercie aussi tous les doctorants et anciens doctorants du laboratoire pour tous les moments 
passés aux pauses café (avec ou sans café) et j’espère qu’ils vont continuer à contribuer à maintenir la 
bonne humeur qui règne entre les doctorants. Je souhaite ajouter quelques mots pour les anciens 
doctorants qui ont soutenu quelques temps avant moi : François (papa du groupe), Luis (rapariga), Simon 
(le royaliste), Victor (tuning man), Tarek (le plus français des libanais), Aurélien, Xavier, Amine, Hacène. 
Durant ces trois années de thèse j’ai pu intervenir en tant qu’enseignant dans la filière génie 
mécanique de l’Université Paul Sabatier sous la direction de Jean-François Ferrero. Je souhaite te 
remercier pour ta disponibilité et la confiance que tu m’as accordée dès la première année où j’ai fait 
partie de l’équipe enseignante de la filière. Je remercie également Pablo Navarro pour sa disponibilité et 
ses conseils en calcul par éléments finis et aussi pour le temps passé ensemble à surveiller les examens de 
fin de semestre. 
Mais aussi, je souhaite remercier tous les stagiaires que j’ai pu encadrer et qui ont participé 
activement aux travaux présentés dans ce mémoire : Mathias, Romain, Aurélie, Catalin, Ann-Kathrin, 
Jean-Thomas, Amel, Thomas et Francesco alias Ironman. 
Enfin, je souhaite remercier les doctorants et collègues de l’équipe actionneur embarqués pour les 
différentes collaborations que nous avons réalisé (Aurélien, Scott, Jérôme, Florent et Christophe le 
dauphin). 
Merci à tous mes anciens collègues de Continental à Toulouse, ce fût ma première expérience 
professionnelle et j’en garderai toujours un très bon souvenir (Nicolas, Lionel, Yves, Xavier, Yves, 
Sébastien, Jean-Michel, Philippe). 
Pour finir ces remerciements, je souhaite remercier tous mes amis, et Loïc, pour leur capacité à 
m’avoir fait oublier la thèse lorsque je quittais le laboratoire et plus particulièrement Jacky boy qui m’a 
supporté pendant plus de 4 ans en collocation. Je remercie aussi toute ma famille pour leur soutien et plus 
particulièrement mes parents pour les efforts qu’ils ont pu faire pour me permettre d’accéder à ce diplôme. 
Je souhaite finir par remercier Julie, arrivée dans ma vie en même temps que le début de cette thèse, tu as 
été un élément indispensable à la réussite de cette thèse même si tu n’en as pas conscience. Je te remercie 
encore une fois pour ta patience et ton soutien sur les dernières semaines de la rédaction, maintenant place 
à notre nouvelle vie québécoise. 
 
VII 
 
 
 
 
 
 
 
 
 
 
 
 
 
 A Thibaud 
  
VIII 
 
 
Table des matières 
Introduction .................................................................................................................................... 7 
Contextes et objectifs de la thèse ................................................................................................... 7 
1 Contexte industriel ............................................................................................................................... 9 
1.1 Les actionneurs de commande de vol ............................................................................. 10 
1.2 Les systèmes électriques embarqués ............................................................................... 11 
2 La conception préliminaire de systèmes multi-physiques ............................................................... 12 
3 Les travaux de l’équipe ...................................................................................................................... 13 
4 Plan du mémoire ................................................................................................................................. 13 
5 Références ........................................................................................................................................... 15 
Chapitre I Méta-modèles et analyse dimensionnelle au service de la thermique des systèmes 
multi-physiques ............................................................................................................................. 17 
I.1 Etat de l’art sur la modélisation thermique des systèmes multi-physiques ................................ 19 
I.1.1 Méthodes et approches pour la modélisation thermique .............................................. 19 
I.2 La méthode VPLM : Variable Power Law Metamodel ................................................................ 31 
I.2.1 Méta-modèle et analyse dimensionnelle....................................................................... 31 
I.2.2 Lois en puissances variables ......................................................................................... 33 
I.2.3 Principe général de la méthode VPLM......................................................................... 33 
I.3 Application de la méthode VPLM : étude de l’effet Marangoni ................................................. 40 
I.3.1 Description du cas d’étude ........................................................................................... 40 
I.3.2 Application de la méthode VPLM ................................................................................ 40 
I.4 Application à d’autres problèmes et domaines physiques ........................................................... 45 
I.5 Conclusion ........................................................................................................................................ 47 
I.6 Références ......................................................................................................................................... 48 
Chapitre II Plans d’expériences optimaux pour la construction de méta-modèles 
utilisant des nombres adimensionnels ........................................................................................ 51 
II.1 Plans d’expériences optimaux pour la construction de méta-modèles ...................................... 53 
II.1.1 Définition et généralités sur les plans d’expériences .................................................. 53 
II.1.2 Plans d’expériences optimaux et formalisme adimensionnel ..................................... 55 
II.2 Approche proposée ......................................................................................................................... 60 
II.2.1 Description du problème d’optimisation et des concepts utilisés ............................... 60 
II.2.2 Problème général d’optimisation ................................................................................ 61 
II.2.3 Illustration sur un cas numérique ................................................................................ 67 
II.3 Applications .................................................................................................................................... 70 
II.3.1 Evaluation de la contrainte maximale admissible d’une bielle ................................... 70 
II.3.2 Estimation du coefficient d’échange global d’un cylindre vertical en convection 
naturelle ................................................................................................................................ 75 
II.4 Conclusion ....................................................................................................................................... 79 
II.5 Références ....................................................................................................................................... 80 
Chapitre III Contribution à l’analyse dimensionnelle : aide à la construction et au choix des 
nombres adimensionnels .............................................................................................................. 83 
III.1 Introduction à la construction et au choix des nombres adimensionnels ................................ 85 
III.1.1 Contexte et état de l’art .............................................................................................. 85 
III.1.2 Approches proposées ................................................................................................. 90 
III.2 Contribution à la construction des nombres adimensionnels par analyse d’insensibilité ...... 92 
III.2.1 L’analyse d’insensibilité ............................................................................................ 92 
III.2.2 Estimation des échanges thermiques par convection forcée interne dans un tube .... 98 
III.3 Contribution au choix de nombres adimensionnels par optimisation ................................... 103 
III.3.1 Optimisation et choix de nombres adimensionnels ................................................. 103 
III.3.2 Estimation du couple électromagnétique d’un moteur électrique ........................... 107 
III.4 Conclusion ................................................................................................................................... 114 
III.5 Références .................................................................................................................................... 115 
Chapitre IV Modèles thermiques et multi-physiques pour la conception préliminaire des 
actionneurs embarqués .............................................................................................................. 117 
IV.1 Introduction ................................................................................................................................. 119 
IV.2 Modélisation multi-physiques d’un moteur électrique de type Brushless ............................. 122 
IV.2.1 Introduction ............................................................................................................. 122 
IV.2.2 Modèle thermique .................................................................................................... 125 
IV.2.3 Modèle électromagnétique....................................................................................... 130 
IV.2.4 Modèles de pertes .................................................................................................... 132 
IV.3 Modélisation multi-physiques d’un actionneur électromécanique (EMA) ............................ 136 
IV.3.1 Actionneur électromécanique linéaire ..................................................................... 136 
IV.3.2 Actionneur électromécanique rotatif ....................................................................... 145 
IV.4 Conception préliminaire d’un actionneur électromécanique d’aileron ................................. 154 
IV.4.1 Dimensionnement préliminaire d’un EMA linéaire ................................................ 155 
IV.4.2 Dimensionnement préliminaire d’un EMA rotatif .................................................. 158 
IV.5 Conclusion ................................................................................................................................... 161 
IV.6 Références .................................................................................................................................... 162 
Chapitre V Contribution à la modélisation thermique des convertisseurs statiques de 
puissance électrique .................................................................................................................... 165 
V.1 Introduction .................................................................................................................................. 167 
V.1.1 Architecture et composants d’un convertisseur de type DC/DC .............................. 167 
V.1.2 Caractéristiques dimensionnantes des composants et besoins en modèles ............... 169 
V.1.3 Etat de l’art de la modélisation multi-physiques d’un convertisseur de puissance ... 171 
V.2 Modélisation multi-physiques d’un convertisseur de puissance............................................... 177 
V.2.1 Modélisation des modules IBGT et des diodes ......................................................... 178 
V.2.2 Modélisation thermique d’un condensateur à film ................................................... 179 
V.2.3 Modélisation multi-physiques d’une inductance ...................................................... 184 
V.2.4 Modélisation d’un dissipateur thermique à air forcé ................................................ 190 
V.3 Dimensionnement préliminaire d’un convertisseur de puissance ............................................ 194 
V.3.1 Description du problème ........................................................................................... 194 
V.3.2 Résultats du dimensionnement ................................................................................. 196 
V.4 Conclusion ..................................................................................................................................... 199 
V.5 Références ..................................................................................................................................... 201 
Conclusion générale et perspectives ......................................................................................... 205 
Annexe A Analyse dimensionnelle et nombres adimensionnels ............................................. 213 
A.1 Analyse dimensionnelle ................................................................................................................ 214 
A.1.1 Théorème de Vaschy-Buckingham ........................................................................... 214 
A.2 Nombres adimensionnels principaux .......................................................................................... 220 
A.3 Analyses dimensionnelles des cas d’application......................................................................... 221 
A.3.1 Chapitre I : étude de l’effet Marangoni ..................................................................... 221 
A.3.2 Chapitre II ................................................................................................................. 221 
A.3.3 Chapitre III ................................................................................................................ 222 
A.3.4 Chapitre IV ................................................................................................................ 223 
A.3.5 Chapitre V ................................................................................................................. 226 
A.4 Références ..................................................................................................................................... 229 
Annexe B Modèles éléments finis .............................................................................................. 231 
B.1 Modèles éléments finis du chapitre I ........................................................................................... 232 
B.2 Modéles éléments finis du chapitre II ......................................................................................... 232 
B.2.1 Cylindre vertical en convection naturelle ................................................................. 232 
B.2.2 Estimation de la contrainte maximale admissible d’une bielle ................................. 233 
B.3 Modèles éléments finis du chapitre III ........................................................................................ 234 
B.3.1 Tube en convection forcée interne ............................................................................ 234 
B.3.2 Modèle magnétique du moteur électrique ................................................................. 235 
B.4 Modèles éléments finis du chapitre IV ........................................................................................ 236 
B.4.1 Modèle thermique du moteur électrique ................................................................... 236 
B.4.2 Modèle magnétique du moteur électrique ................................................................. 236 
B.4.3 Carter d’actionneur linéaire en convection naturelle et forcée en espace confiné .... 236 
B.4.4 Carter d’actionneur rotatif en convection naturelle .................................................. 237 
B.5 Modèles éléments finis du chapitre V ......................................................................................... 239 
B.5.1 Modèle thermique d’un condensateur ....................................................................... 239 
B.5.2 Modèle thermique d’une inductance ......................................................................... 239 
B.5.3 Modèle magnétique d’une inductance....................................................................... 240 
B.5.4 Modèle thermique d’un dissipateur à ailettes ............................................................ 241 
B.6 Références ...................................................................................................................................... 242 
Annexe C Validation des méta-modèles VPLM et comparaison avec d’autres méthodes .. 243 
C.1 Méta-modèles du chapitre IV ...................................................................................................... 245 
C.1.1 Modèle thermique du moteur électrique ................................................................... 245 
C.1.2 Modèle magnétique du moteur électrique ................................................................. 246 
C.1.3 Modèle de pertes fer du moteur électrique ................................................................ 247 
C.1.4 Carter d’actionneur linéaire en convection naturelle ................................................ 248 
C.1.5 Carter d’actionneur linéaire en convection forcée .................................................... 249 
C.1.6 Modèles mécaniques de la bielle de l’actionneur d’aileron rotatif ........................... 250 
C.1.7 Carter d’actionneur rotatif en convection naturelle .................................................. 253 
C.2 Méta-modèles du chapitre V ........................................................................................................ 254 
C.2.1 Modèle thermique d’un condensateur ....................................................................... 254 
C.2.2 Modèle thermique d’une inductance ......................................................................... 255 
C.2.3 Modèle magnétique d’une inductance....................................................................... 256 
C.2.4 Modèle thermique d’un dissipateur à ailettes ............................................................ 257 
Annexe D Relation analytique entre pertes fer à vitesse nominale et pertes Joules à vitesse 
nulle pour maximiser la puissance utile d’un moteur électrique ........................................... 259 
Annexe E Données techniques ................................................................................................... 261 
E.1 Fiche technique du moteur électrique NX310 de PARKER ..................................................... 262 
E.2 Caractéristiques de l’isolant Nomex ........................................................................................... 263 
E.3 Caractéristiques du facteur de dissipation ࢚ࢇ࢔ࢾ des pertes par commutation dans un 
condensateur à film ............................................................................................................................. 264 
E.4 Références ...................................................................................................................................... 265 
  
 
Introduction : Contextes et objectifs de la thèse 
Page 7 
 Introduction 
 
 Contextes et objectifs de la thèse 
 
Dans ce chapitre seront présentés les contextes industriels et scientifiques dans lesquels s’inscrit 
cette thèse. Les travaux antérieurs menés par l’équipe seront également abordés pour mettre en avant 
l’apport de ces travaux. 
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ACRONYMES 
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1 Contexte industriel 
Actuellement les principaux acteurs du secteur aéronautique mènent une politique de réduction de 
la consommation énergétique des aéronefs car celle-ci représente une part importante des coûts 
d’exploitation des compagnies aériennes (environ 30%). Cette réduction de coût énergétique peut 
s’envisager selon différents axes : 
· l’amélioration de l’aérodynamique avion ; 
· l’optimisation de la motorisation ; 
· l’allègement des structures avec l’introduction des matériaux composites à base de fibres 
de carbone ; 
· une meilleure gestion du trafic aérien qui se fait de plus en plus dense ces dernières 
années ; 
· l’utilisation de systèmes à source de puissance électrique autant pour les systèmes 
propulsifs que pour les systèmes de transmission de puissance embarqués non-propulsifs. 
Cette dernière thématique représente la recherche industrielle actuelle des avionneurs, comme 
peut le témoigner le programme de l’avion plus électrique (« More Electrical Aircraft » - MEA). La 
Figure 1 présente les conséquences de l’électrification d’un aéronef. 
 
Figure 1 : Comparaison des configurations conventionnelle et « plus électrique » des aéronefs (Abdelhafez & Forsyth 
2009) 
Cette électrification des aéronefs engendre une augmentation de la puissance électrique à bord et 
peut se faire selon deux stratégies : remplacement des réseaux pneumatiques (« bleedless ») et/ou 
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remplacement des réseaux hydrauliques (« hydraulicless »). La première de ces stratégies impacte 
fortement les systèmes de conditionnement d’air, de dégivrage et de démarrage moteur, notamment avec 
l’utilisation de machines électriques à forte puissance, des convertisseurs associés et de nouvelles 
architectures de réseaux électriques. La seconde stratégie impact essentiellement les systèmes de 
commande de vol et les trains d’atterrissage. 
Les intérêts de l’électrification d’un avion sont multiples : augmentation de la fiabilité, réduction 
des coûts de maintenance et de consommation, modularité possible de sous-systèmes embarqués… Cette 
politique de l’avion plus électrique génère des thèmes de recherche nombreux, tant dans le monde 
académique (Wheeler et al. 2013; Chakraborty et al. 2015; Cheng 1998) qu’industriel (Skinner et al. 2015; 
Todeschi 2010; Todeschi 2012). L’électrification des systèmes de transmission de puissance embarqués 
représente un challenge pour l’industrie aéronautique qui a dû investir au travers de projets ces vingt 
dernières années pour faire sauter de nombreux verrous technologiques et scientifiques (« Electrically 
Powered Integrated Control Actuators » - EPICA : 1993-1997, « ElectricaL Innovative Surface Actuation 
» - ELISA : 1999-2001, « Power Optimized Aircraft » - POA : 2002-2006, « More Open Electrical 
Technologies » - MOET : 2006-2009, « Concept Innovant de Systèmes d’Actionnement de Commandes 
de vols secondaires et de Servitudes » - CISACS : 2008-2011, « SYstèmes de REgulation Nouvelles 
Architectures » - SYRENA : 2010-2013, « ACTUATION 2015 » : 2012-2015, « Gestion Optimisée de 
l’Energie » - GENOME : 2012-2017, …). Au travers de ces projets de recherche, deux grands domaines 
technologiques ont évolué et sont toujours en évolution : les actionneurs de commande de vol et les 
systèmes électriques embarqués. Deux chapitres de ce mémoire de thèse (chapitres 4 et 5) sont dédiés à 
ces domaines technologiques. 
1.1 Les actionneurs de commande de vol 
  
 
SHA 
Servo-Hydraulic Actuator 
EHA 
Electro-Hydraulic Actuator 
EMA 
Electro-Mechanical Actuator 
Figure 2 : Les différentes technologies d’actionneurs embarqués 
La Figure 2 illustre trois familles de technologie d’actionneurs de commande de vol. Les 
actionneurs électromécaniques (EMA) et électrohydrauliques (EHA) représentent la conséquence de 
l’électrification des actionneurs commandes de vol. Ces nouveaux systèmes embarqués introduisent de 
nouveaux composants et par conséquent de nouvelles contraintes. Des verrous scientifiques et 
technologiques sont à lever pour permettre l’utilisation des actionneurs électromécaniques à bord des 
avions de ligne. L’un des verrous majeurs est la gestion de dissipations thermiques locales d’un actionneur 
électromécanique. Jusqu’à présent les technologies hydrauliques permettaient d’évacuer les excédents de 
chaleur au travers du réseau hydraulique vers le réservoir hydraulique. Le problème était délocalisé et des 
échangeurs thermiques étaient utilisés pour refroidir le fluide hydraulique. La suppression du réseau 
hydraulique et l’utilisation de composants sujets aux échauffements thermiques soulèvent de nouveaux 
problèmes pour l’avionneur et le fournisseur d’équipement : 
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· Gérer localement les dissipations thermiques d’un actionneur électromécanique. 
· Prendre en compte un environnement thermiquement contraignant pour l’actionneur dès la 
phase de conception préliminaire. 
· Développer des méthodes de modélisation adaptées pour les problèmes thermiques des 
systèmes embarqués. 
Les travaux de l’équipe et ceux menés dans cette thèse ont permis d’apporter des éléments de 
réponses à ces nouveaux problèmes, notamment dans le cadre de la conception préliminaire des 
actionneurs électromécaniques.  
1.2 Les systèmes électriques embarqués 
Les systèmes électriques embarqués regroupent les réseaux électriques, les machines électriques 
et les équipements électriques ou électroniques utilisés pour transformer/convertir l’énergie ou piloter des 
machines électriques (Figure 3). 
  
Convertisseur de puissance 
DC/DC 
(prototype ARCEL) 
Moteur électrique brushless 
(PARVEX NX310) 
Figure 3 : Exemples de systèmes électriques embarqués 
En effet, le remplacement des réseaux hydrauliques ou pneumatiques par des réseaux électriques 
entraîne un report des exigences de fiabilité et de fonctionnement sur ces derniers. De ce fait, de nouvelles 
solutions technologiques doivent être choisies tout en limitant leur impact sur l’avion en terme de masse. 
Ce domaine technique  ne fait pas partie du contenu de cette thèse mais a déjà été abordé dans une thèse 
antérieure de l’équipe (Giraud 2014). On peut distinguer deux types de machines électriques : celles à 
forte génération de puissance électrique qui sont utilisées pour la propulsion, pour les systèmes de 
conditionnement d’air, pour le démarrage moteur, … , et celles à faible génération de puissance électrique 
qui sont utilisées dans les actionneurs électromécaniques par exemple. Cette thèse traite du problème des 
machines électriques à faible puissance électrique. Concernant les équipements électriques, 
l’augmentation des besoins en puissance électrique et la miniaturisation des dispositifs d’électronique de 
puissance font apparaître des enjeux considérables concernant la gestion thermique de tels dispositifs. Une 
partie des travaux de cette thèse s’intéresse à la modélisation du comportement thermique de modules 
d’électronique de puissance dans le cadre de la conception préliminaire. 
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2 La conception préliminaire de systèmes multi-physiques 
Généralement, le cycle de développement d’un actionneur électromécanique suit le cycle en « V » 
largement utilisé en mécatronique (Figure 4).  
 
Figure 4 : Cycle de conception en "V" d'un système mécatronique adapté de (VDI-EKV 2004) 
A partir du cahier des charges fourni par l’avionneur, une première étape de recherche de 
solutions est réalisée dans le but d’identifier des architectures possibles pour le système étudié. A ce stade 
de développement, les modèles numériques utilisés sont dits fonctionnels ; ils représentent les fonctions du 
système étudié. 
Ensuite, pour des architectures définies, la phase de conception préliminaire intervient. Elle a pour 
but d’évaluer  l’architecture d’un système, par exemple un actionneur électromécanique, et de spécifier les 
composants qui le constituent. Les modèles utilisés ici sont dits à paramètres localisés et on peut en 
distinguer deux types : stationnaires dits 0D et transitoires dits 1D. Suivant les exigences et les contraintes 
de conception émanant du cahier des charges, on sélectionnera le type de modèle adéquat. De plus ces 
modèles doivent répondre à certaines spécificités liées à la conception préliminaire de systèmes multi-
physiques. Ces modèles doivent faire apparaître les caractéristiques principales du système étudié 
nécessaires au dimensionnement et avoir une expression analytique pour permettre leur implémentation 
dans des logiciels de simulations systèmes (Matlab Simulink, Amesim, Dymola), des fiches de calcul 
(Microsoft Excel) ou dans des environnements informatiques de type Python, JAVA ou C pour réaliser 
des procédures d’optimisation. En plus d’être analytiques, leur forme mathématique doit permettre une 
manipulation mathématique facile du modèle. Enfin, ces modèles doivent être valables sur de grandes 
plages de variation car lors des phases de dimensionnement préliminaire d’un actionneur certaines 
variables peuvent être amenées à varier sur plusieurs décades. Le premier chapitre de cette thèse fournira 
plus d’informations et un état de l’art spécifique concernant la mise en place de modèles numériques pour 
la conception préliminaire. 
Introduction : Contextes et objectifs de la thèse 
Page 13 
Comme décrit précédemment, la conception préliminaire se distingue donc de la conception 
détaillée de composants en ayant pour objectif une définition globale (dimensions principales, fonctions 
principales et secondaires) de l’actionneur. A partir de dimensions globales figées, les acteurs de la 
conception détaillée vont définir chaque composant dans le détail afin d’affiner le résultat de la conception 
préliminaire. Les outils numériques utilisés ici sont généralement des logiciels de simulations numériques 
par éléments ou volumes finis (ANSYS, COMSOL Multiphysics, Abaqus, etc.) ou des modèles 
analytiques et semi-analytiques fins faisant appel à des logiciels de calcul scientifique (Matlab par 
exemple) pour leur évaluation. 
Les deux dernières étapes de la conception d’un actionneur électromécanique consistent tout 
d’abord en une première étape de prototypage virtuel et une étape d’intégration/validation du système. La 
phase de prototypage virtuel a pour but de tester et valider les choix faits sur les composants et les sous-
systèmes de l’actionneur. La phase d’intégration consiste en la validation de la conception finale par 
comparaison avec le cahier des charges initial. 
3 Les travaux de l’équipe 
La phase de développement d’intérêt de cette thèse est celle de la conception préliminaire. 
Comme exprimé précédemment, lors de cette phase le concepteur/intégrateur de système est obligé de 
manipuler une large gamme de composants comportant de multiples contraintes de conception, 
notamment thermiques. La thématique « actionneurs embarqués » du laboratoire Institut Clément Ader 
(ICA) travaille à apporter des outils et méthodes dédiés à la conception préliminaire d’actionneurs ou de 
systèmes de puissance aéronautiques. La présente thèse fait ainsi suite à des thèses qui traitaient de 
l’évaluation d’architectures de puissance au niveau avion (Liscouët-Hanke 2008), la conception et 
l’optimisation de systèmes/sous-systèmes par l’aide à la génération de procédure de dimensionnement 
(Reysset 2015), la mise en place de lois d’échelle (Liscouet 2010; Hospital 2012), la gestion de 
l’incertitude liées aux modèles (Fraj 2014) et de la prise en compte de la durée de vie (Liscouet 2010; Fraj 
2014). En revanche, l’aspect thermique de l’actionneur ou de ses composants a été peu étudié (Faugère 
2012). Il est à noter qu’aujourd’hui la simulation du comportement thermique peut se faire à l’aide d’une 
vaste gamme d’outils de type éléments ou volumes finis. Cependant tous ces outils requièrent une 
géométrie déjà définie. Par conséquent, ils sont utilisables dans le cadre de la conception détaillée, voir 
dans les phases remontantes du cycle en V, mais sont totalement inadaptés en conception préliminaire. 
C’est pour répondre à ce besoin que les travaux présentés dans ce mémoire ont été réalisés. Des premiers 
travaux ont été menés par l’équipe et ont  permis de définir les principaux axes de travail développés dans 
ce mémoire (Budinger et al. 2014; Hazyuk et al. 2015). Un état de l’art dans chaque chapitre sera réalisé 
en fonction des différents thèmes abordés dans ces derniers. Nous avons présenté ici seulement le contexte 
et les besoins de la thèse. 
4 Plan du mémoire 
Pour illustrer le plan de ce mémoire, une version simplifiée du cycle en « V » introduit 
précédemment est utilisée pour montrer le champ d’application des méthodes développées au cours de 
cette thèse (Figure 5). 
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Figure 5 : Champ d'application de la thèse sur le cycle en « V » 
Le mémoire est composé de deux parties regroupant cinq chapitres. La première partie de cette 
thèse présente des méthodes et des outils numériques, mis au point durant la thèse, pour la conception 
préliminaire de systèmes multi-physiques. Le premier chapitre introduit une méthode d’obtention de 
modèles analytiques dédiés à la conception préliminaire de systèmes multi-physiques à partir de 
simulations éléments finis (représenté par la flèche coté synthèse du cycle en « V »). Ces modèles sont 
obtenus à partir de techniques de méta-modélisation et de surfaces de réponse et peuvent aussi alimenter 
les modèles utilisés lors du prototypage virtuel (représenté par la flèche coté intégration du cycle en 
« V »). Le deuxième Chapitre s’ajoute à ce premier chapitre par la présentation d’un plan d’expériences 
optimal développé durant cette thèse pour traiter des problèmes utilisant la mise sous forme 
adimensionnelle. Le Chapitre III s’intéresse plus précisément à l’analyse dimensionnelle et le choix des 
nombres adimensionnels. Deux méthodes numériques permettant d’améliorer dans certains cas la mise 
sous forme adimensionnelle, qui ont été développée lors de ces travaux de thèse, y sont présentées. La 
seconde partie de ce mémoire représente la partie applicative de la thèse et traite de la modélisation multi-
physique des actionneurs et des systèmes électriques embarqués. Le Chapitre 4 présente une première 
application des méthodes et outils numériques développés pour la modélisation multi-physique des 
actionneurs électromécaniques. Après avoir défini ce qu’est un actionneur électromécanique, différents 
modèles thermiques et mécaniques y sont présentés. Le moteur électrique étant le composant majeur 
sensible à la thermique d’un actionneur électromécanique, une partie de ce chapitre lui est entièrement 
consacré. Des modèles analytiques permettant l’estimation du couple moteur et des pertes générées, en 
fonction des caractéristiques principales du moteur, sont présentés. Le Chapitre 5  s’intéresse quant à lui à 
l’utilisation des méthodes présentées dans cette thèse pour la modélisation thermique de convertisseurs de 
statiques de puissance, et plus particulièrement de leurs composants électroniques. La part d’électronique 
de puissance embarquée à bord d’un aéronef grandit avec l’électrification des actionneurs de commande 
de vol. Pour cette raison une bonne estimation des contraintes thermiques des composants d’électronique 
de puissance dès la phase de conception préliminaire est importante. 
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Chapitre I  
 
Méta-modèles et analyse dimensionnelle au service 
de la thermique des systèmes multi-physiques 
 
Ce chapitre introduit une méthode originale d’obtention de modèles analytiques à partir de 
simulations éléments finis. La première partie de ce chapitre traite des spécificités liées aux modèles 
manipulés en conception préliminaire et propose un état de l’art sur les différents types de modèles 
pouvant être utilisés pour la modélisation thermique de systèmes multi-physiques. La seconde partie du 
chapitre introduit une méthode originale d’obtention de modèles analytiques basée sur l’analyse 
dimensionnelle et les techniques de méta-modélisation appelée VPLM « Variable Power Law Meta-
model ». Celle-ci a été développée au cours de cette thèse et la fin de ce chapitre présente son application 
sur un problème de transferts thermiques. 
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ACRONYMES 
ANOVA Analysis of variance 
RBF Radial Basis Function 
RSM Response surface methodology 
SLAW Scaling Law 
SLAWMM Scaling-LAWs-based-Meta-Models 
VPLM Variable Power Law Metamodel 
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I.1 Etat de l’art sur la modélisation thermique des systèmes multi-physiques 
Pour modéliser et étudier thermiquement un système multi-physiques en phase de conception 
préliminaire, l’ingénieur s’appuie aujourd’hui sur des relations semi-empiriques, des abaques mais aussi 
sur des modèles mathématiques. Dans cette première partie, il sera tout d’abord présenté quelques 
généralités sur les approches et modèles actuellement utilisés pour la modélisation thermique de systèmes 
multi-physiques. Dans un second temps, les avantages et les limitations de ces approches seront discutés. 
I.1.1 Méthodes et approches pour la modélisation thermique 
La modélisation est définie comme la conception d’un modèle. Selon l’objectif et les méthodes 
employées, le modèle peut être mathématique, physique, empirique, etc. En effet, les approches utilisées 
pour la construction d’un modèle thermique peuvent prendre différentes formes suivant les méthodes 
employées. Une première catégorie regroupe les approches basées sur des techniques mathématiques : 
méta-modèles, surfaces de réponse. La seconde catégorie comprend les méthodes plutôt basées sur la 
physique du problème étudié : résolution analytique, lois de corrélation, analyse dimensionnelle. Une 
dernière catégorie peut être les méthodes qui emploient des approches numériques : méthode des éléments 
ou volumes finis, différences finies. 
I.1.1.1 Approches mathématiques : Méta-modèles, surfaces de réponse 
Comme énoncé précédemment, la modélisation thermique d’un système peut se réaliser à partir 
d’approches qui utilisent des modèles purement mathématiques pour représenter un système en partie ou 
dans sa globalité. Un modèle mathématique peut être représenté sous la forme suivante (Kai-Tai, Runze 
and Agus, 2006) : 
 ݕ ൌ ݂ሺݔଵǡ ǥ ǡ ݔ௡ሻ ൌ ݂ሺ࢞ሻǡ ࢞ ൌ ሺݔଵǡ Ǥ Ǥ ǡ ݔ௡ሻ (I.1) 
 
Où ࢞ contient les variables d’entrée, ݕ est la variable de sortie et ݂ la fonction recherchée. 
L’équation (I.1) doit être vue comme la solution d’un ensemble d’équations représentant le système 
étudié. Ces équations peuvent être linéaires, non-linéaires, différentielles ou à dérivées partielles dans 
certains cas. Bien souvent, pour les systèmes techniques réels, il est difficile d’obtenir la solution exacte. 
On peut alors représenter la solution à l’aide d’une forme approchée appelée méta-modèle ou modèle de 
substitution (surrogate en anglais). 
Il existe différents cas où l’on peut faire appel aux méta-modèles (Simpson et al., 2001) : 
· La connaissance du système est regroupée dans une base de données statistiques et il 
n’existe pas de modèles mathématiques correspondants. 
· Le problème de conception nécessite des essais expérimentaux. 
· Le problème de conception est implicite, et il doit être résolu pour obtenir la variable 
désirée. 
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· Le problème de conception est résolu à l’aide de simulations numériques (éléments finis 
ou volumes finis en 3D) qui peuvent prendre plusieurs heures à plusieurs jours de calcul. 
Cette thèse s’intéresse plus particulièrement à ce dernier point. La complexité croissante des 
problèmes industriels posés (augmentation des interactions entre plusieurs disciplines, multiples non 
linéarité des phénomènes physiques mis en jeu, etc.), a pour conséquence une augmentation considérable 
du temps de simulation des systèmes étudiés. C’est pour faire face à ces problématiques que les méta-
modèles ont été développés. En effet, comme le sous-entend le préfix méta, les méta-modèles sont des 
modèles de modèles (Kleijnen, 1987). Un méta-modèle est donc le modèle simplifié ou approché d’un 
autre modèle, où la relation entre les variables d’entrée et la variable de sortie sera facilement 
programmable et aura une expression analytique explicite. 
Un méta-modèle ݃ሺሻ peut par exemple être représenté en utilisant une combinaison linéaire de 
fonctions mathématiques élémentaires, aussi appelées bases (Kai-Tai, Runze and Agus, 2006) : 
 ݃ሺ࢞ሻ ൌ ߙଵܣଵሺ࢞ሻ ൅ ߙଶܣଶሺ࢞ሻ ൅ ڮ (I.2) 
où ߙ௜ sont des coefficients à déterminer et ܣ௜ sont des fonctions mathématiques. 
De nos jours, il existe différents types de méta-modèles qui ont chacun leurs avantages et leurs 
inconvénients plus ou moins handicapants selon les applications. 
La construction d’un méta-modèle peut se décomposer en plusieurs étapes : 
1. Identification des variables influentes du problème ; 
2. Réduction du nombre de variables (analyse de sensibilité, hypothèse simplificatrice, etc.) ; 
3. Choix de l’expression mathématique ; 
4. Choix et construction d’un type de plan d’expériences ; 
5. Choix et application d’une méthode de régression pour identifier ses paramètres.  
Les différents choix réalisés définissent l’approche ou la technique à adopter pour la construction 
du méta-modèle (Figure I.1). Les étapes 1 et 2 correspondent à la mise en place du problème et aux choix 
des conditions ou hypothèses simplificatrices. L’étape 4 qui traite du choix d’un plan d’expériences en 
adéquation avec le modèle mathématique fera l’objet du chapitre II de cette thèse où un état de l’art 
détaillé y sera fait. Les étapes 3 et 5 seront décrites dans les prochains paragraphes. 
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Figure I.1 : Différentes techniques utilisées pour la construction de méta-modèles (Simpson et al., 2001) 
I.1.1.1.1 Choix de l’expression mathématique 
Dans ce paragraphe nous commencerons par présenter les différents modèles mathématiques qui 
sont généralement utilisés pour construire des méta-modèles, et puis nous comparerons ces méthodes sur 
un exemple numérique simple. 
Une loi en puissance est une relation mathématique de la forme suivante : 
 ݕ ൌ ݇ݔଵ௔ݔଶ௕ݔଷ௖ǥ (I.3) 
où ݕ est une variable de sortie, ݔଵǡ ݔଶǡ ݔଷ sont des variables d’entrée et ݇ǡ ܽǡ ܾ et ܿ sont des constantes 
numériques. De nombreuses lois en puissance ont été identifiées par les scientifiques dans différents 
domaines (Stevens, 1957; Kepler et al., 1997). 
Les modèles à bases polynomiales sont très utilisés de nos jours. Ces modèles utilisent une base 
polynomiale du type ݔଵ௥భ ڮݔ௡௥೙ où ݎଵǡ ǥ ǡ ݎ௡ sont des entiers positifs. Du point de vue mathématique 
l’utilisation de ces modèles nécessite de faire l’hypothèse que la surface représentant la solution 
recherchée est continue et dérivable. Le nombre de fonctions à base polynomiale augmente avec le 
nombre d’entrée d’un modèle et le degré du polynôme utilisé. Les polynômes de degré faible, comme 
ceux du second ou troisième ordre par exemple, sont très utilisés pour la construction de méta-modèles. 
Les modèles du second ordre (équation (I.4)) sont souvent cités dans la littérature dès qu’il est question de 
« surfaces de réponse » (Morris and Mitchell, 1995; Myers, Montgomery and Anderson-Cook, 2009). 
 ݃ሺ࢞ሻ ൌ Ⱦ଴ ൅෍ߚ௜ݔ௜௡௜ୀଵ ൅෍෍ߚ௜௝ݔ௜ݔ௝௡௝ୀଵ௡௜ୀଵ  (I.4) 
où ߚ sont les coefficients du polynôme à déterminer et ݊ le nombre d’entrées. 
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Les modèles utilisant les fonctions à base radiale (RBF) sont surtout utilisés pour réaliser 
l’interpolation de données multidimensionnelles (M. J. D. Powell, 1987). Les fonctions à base radiale lient 
les entrées aux sorties par une fonction mathématique qui est une combinaison linéaire de fonctions de 
base : 
 ݕሺ࢞ሻ ൌ ߤ ൅෍ߚ௝௡௝ୀଵ ௝ܾሺฮ࢞ െ ࢞௝ฮሻ (I.5) 
avec ߤ la valeur moyenne de ݕ, ߚ௝ des coefficients numériques à déterminer et ௝ܾ des fonctions de base à 
choisir. Les fonctions (I.6) à (I.10) sont les fonctions de base les plus utilisées pour la construction des 
méta-modèles. Le choix de la fonction de base a une influence importante sur la qualité de l’interpolation 
réalisée (Mongillo, 2011). De ce fait, pour chaque cas où un modèle RBF sera utilisé dans cette thèse, 
nous sélectionnerons le modèle possédant les meilleures capacités de prédiction. 
Linéaire ௝ܾ൫ฮ࢞ െ ࢞௝ฮ൯ ൌ ฮ࢞ െ ࢞௝ฮ (I.6) 
Cubique ௝ܾ൫ฮ࢞ െ ࢞௝ฮ൯ ൌ ฮ࢞ െ ࢞௝ฮଷ (I.7) 
Gaussienne ௝ܾ൫ฮ࢞ െ ࢞௝ฮ൯ ൌ ൭െฮ࢞ െ ࢞௝ฮଶߪଶ ൱ (I.8) 
Multi-
quadrique ௝ܾ൫ฮ࢞ െ ࢞௝ฮ൯ ൌ ඨͳ ൅ ฮ࢞ െ ࢞௝ฮଶߪଶ  (I.9) 
Logarithmique ௝ܾ൫ฮ࢞ െ ࢞௝ฮ൯ ൌ ฮ࢞ െ ࢞௝ฮଶ ൫ͳ ൅ ฮ࢞ െ ࢞௝ฮ൯ (I.10) 
Les modèles de Krigeage (Kleijnen, 2009), qui peuvent être assimilés à une extension des 
modèles RBF à noyau gaussien, représentent une autre famille de méta-modèles. Ils sont largement 
utilisés aujourd’hui pour, par exemple, réduire les coûts en calcul numérique dans le cadre de procédure 
d’optimisation (Gogu, Chaudhuri and Bes, 2016). 
Pour finir ce paragraphe sur la présentation des différents modèles mathématiques qui peuvent 
être utilisés pour la construction de méta-modèles, nous allons les comparer sur un cas numérique. Le but 
est de faire ressortir les points forts et les points faibles de chaque modèle mathématique. 
Sur le problème considéré nous cherchons à construire un méta-modèle capable d’approximer la 
fonction mathématique suivante : 
 ݂ሺݔሻ ൌ ʹݔ ൅ ሺʹݔሻ ή  ቀെ ʹݔቁ (I.11) 
Les modèles mathématiques utilisés pour approcher la fonction ݂ሺݔሻ sont répertoriés dans le Tableau I-1. 
Les coefficients numériques à calculer pour chaque modèle seront obtenus à partir d’une régression au 
sens des moindres carrés. 
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Tableau I-1 : Modèles mathématiques utilisés 
Types de modèle Expression mathématique Coefficients à déterminer 
Loi en puissance ݕොଵሺݔሻ ൌ ߙݔఊ ߙ et ߛ 
Polynomiale ݕොଶሺݔሻ ൌ Ⱦ଴ ൅෍ߚ௜ݔ௜௡ୀଽ௜ୀଵ  ߚ௜ǡ ݅ ൌ Ͳǡڮ ǡͻ 
RBF ݕොଷሺݔሻ ൌ ߤ ൅ ෍ ߚ௝௞ୀଷସ௝ୀଵ ൭െฮݔ െ ݔ௝ฮଶߪଶ ൱ ߤǡ ߚ௝݌݋ݑݎ݆ ൌ ͳǡڮ ǡ͵Ͷ 
La fonction ݂ሺݔሻ est évaluée en 120 points pour ݔ א ሺͲǡͳͲሻ dont 34 de ces points sont utilisés 
pour calculer les coefficients de chaque modèle mathématique. Ainsi, nous pourrons évaluer leurs 
comportements sur des points autres que ceux utilisés pour construire le modèle, aussi bien en 
interpolation qu’en extrapolation. 
 
Figure I.2 : Comparaison des différents modèles mathématiques 
La Figure I.2 compare les différents modèles d’approximation avec la fonction test. On remarque 
tout d’abord que le modèle utilisant la formulation en loi de puissance donne une bonne estimation du 
comportement de la fonction asymptotiquement mais ne tient pas du tout compte des variations rapides. 
Concernant le modèle à base polynomiale, on remarque que les variations de la fonction test sont prises en 
compte avec une bonne précision mais qu’asymptotiquement (en extrapolation) la fonction diverge. Quant 
au modèle utilisant les fonctions à base radiale, il est précis en tout point du domaine de construction et 
présente une meilleure capacité de prédiction à l’intérieur du domaine de construction que le modèle à 
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base polynomiale (Figure I.3). Néanmoins, l’utilisation de ce dernier modèle nécessite des manipulations 
matricielles contrairement aux modèles polynomiaux et aux lois en puissance. 
 
Figure I.3 : Comparaison des différents modèles mathématiques pour x compris entre -0.5 et 3 
Le Tableau I-2 présente une synthèse des points forts et faibles des différents modèles 
mathématiques étudiés ici. 
Tableau I-2 : Avantages et inconvénients des différents modèles mathématiques 
Types de 
modèle 
Simplicité 
expression 
mathématique 
Capacité 
d’interpolation Capacité 
d’extrapolation1 
Taille du 
domaine 
d’étude 
Utilisation 
typique Fonction 
monotone 
Fonction 
non 
monotone 
Loi en 
puissance J J J J J L L J J J J J 
Lois de 
similitude 
Lois de 
corrélation 
Loi 
polynomiale J J J J J J L L L L 
Surfaces de 
réponse 
RBF L L L J J J J J J J J J 
Approximati
on par 
réseaux de 
neurones 
1Extrapolation sur fonction monotone uniquement 
I.1.1.1.2 Choix des méthodes de régression pour construire le modèle 
Le choix de la méthode de régression pour construire le modèle dépend essentiellement de la 
forme mathématique du modèle sélectionné. La construction du modèle équivaut à la détermination des 
coefficients numériques mis en jeu dans ce modèle. Dans cette perspective, on peut distinguer deux types 
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de modèle : les modèles où la relation entre les coefficients numériques et les variables du modèle est 
linéaire, et les modèles où cette relation est non-linéaire. 
Dans le cas où les modèles font apparaitre une relation linéaire entre les coefficients numériques 
et les variables, une régression linéaire au sens des moindres carrés est suffisante pour déterminer les 
coefficients numériques (Montgomery et al., 2001). Mathématiquement, le problème peut s’écrire de la 
façon suivante : 
 ࢟࢘ࢋࢌ ൌ ࢟ࢋ࢙࢚࢏࢓ ൅ ࢿ ൌ ࣂ כ ࢄ ൅ ࢿ (I.12) 
avec ࢟࢘ࢋࢌ le vecteur contenant les données de référence, ࢟ࢋ࢙࢚࢏࢓ le vecteur contenant toutes les valeurs 
estimées par le modèle, ࢿ le vecteur contenant les erreurs, ࣂ le vecteur contenant les coefficients 
numériques à déterminer et ࢄ la matrice contenant les effets des variables du problème considéré. 
Des méthodes de régression non-linéaire au sens des moindres carrés peuvent être utilisées pour 
déterminer les coefficients numériques dans le cadre de modèles mettant en jeu des relations non-linéaires 
entre les coefficients et les variables (Björck, 1996). Dans ce cas la formulation du problème est similaire 
à la première partie de l’équation (I.12) mais la résolution du problème doit faire appel à des algorithmes 
de régression non-linéaire tels que : méthode de Gauss-Newton, méthode du gradient ou bien la méthode 
de Levenberg-Marquardt qui combine les deux premières méthodes (Marquardt, 1963). 
I.1.1.2 Approches basées sur la physique : analyse dimensionnelle et lois de corrélation 
I.1.1.2.1 Analyse dimensionnelle  
Dans la littérature on peut trouver différents travaux en conception qui ont fait appel à des 
méthodes basées plutôt sur le sens physique (Nam, Soban and Mavris, 2005; Balaba and Mavris, 2011). 
Cet intérêt pour avoir des modèles d’estimation ou des lois de corrélation qui ont un sens physique existe 
déjà depuis le début du XXème siècle (Vaschy, 1892; Buckingham, 1914) avec l’analyse dimensionnelle 
et notamment le théorème de Vaschy-Buckingham. 
Le théorème de Vaschy-Buckingham nous dit que si un problème dépend de ݊ quantités 
physiques, notées ܽ௜, exprimées avec ݌ unités fondamentales et qu’il existe une relation du type : 
 ܨሺܽଵǡ ܽଶǡ ܽଷǡ ǥ ǡ ܽ௡ሻ ൌ Ͳ (I.13) 
alors cette relation peut s’écrire sous la forme (I.14) où les ݊ െ ݌ nouvelles variables, notées ߨ, sont des 
groupements adimensionnels. 
 ܨԢ൫ߨଵǡ ߨଶǡ ߨଷǡ ǥ ǡ ߨ௡ି௣൯ ൌ Ͳ (I.14) 
Si l’analyse dimensionnelle permet de réduire le nombre de variables à manipuler, elle requiert 
néanmoins d’avoir un bon sens physique quant à la construction des nombres adimensionnels dont dépend 
le problème. De plus, elle est directement liée à l’identification des variables dimensionnelles dont dépend 
le problème. Il existe deux façons d’obtenir les nombres adimensionnels qui caractérisent un 
problème (Knudsen and Katz, 1958) : 
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· Adimensionnalisation des équations : La mise sous forme adimensionnelle du système 
d’équations du problème considéré permet de faire apparaitre les nombres 
adimensionnels. 
· La ‘’Méthode de Rayleigh’’ : Cette méthode est généralement présentée lors de l’énoncé 
du théorème de Vaschy-Buckingham. Elle consiste à résoudre un système linéaire 
d’équations aux dimensions, dans le système SI (M,L,T,θ,N,I,J), à partir des variables 
physiques du système étudié. Une approche matricielle peut être aussi utilisée pour 
résoudre le système (Deb and Deb, 1986). 
Dans le cadre de la conception préliminaire, la première méthode est difficilement envisageable 
car on peut avoir affaire à des systèmes complexes où différentes physiques et différents domaines 
matériaux sont présents ce qui augmentent le nombre d’équations à adimensionnaliser. Les travaux 
réalisés durant cette thèse s’orienteront donc plutôt vers une application du théorème de Vaschy-
Buckingham (Vaschy, 1892; Buckingham, 1914). L’étape suivante est la construction des nombres 
adimensionnels à partir des variables physiques recensées. 
La construction des nombres adimensionnels est une étape qui requiert un bon sens physique car 
ces nombres doivent représenter au mieux le problème étudié. L’objectif est de rendre compte des 
phénomènes physiques mis en jeu et de certains aspects géométriques du système étudié au travers de ces 
nombres. Si tel est le cas, la loi obtenue aura alors du sens et pourra représenter avec précision le problème 
étudié. L’annexe A est consacrée à l’analyse dimensionnelle et fournit un exemple détaillé de l’utilisation 
des deux méthodes de construction des nombres adimensionnels introduites ici. 
I.1.1.2.2 Généralités sur les lois de corrélation 
Dans ce paragraphe, différentes lois de corrélation issues de la littérature pour différentes 
configurations et conditions d’études sont présentées. Seules les configurations qui sont proches de cas 
pouvant être rencontrés dans le champ d’application de cette thèse sont discutées. L’objectif est de mettre 
en avant les formes mathématiques des lois de corrélation et la manière dont elles ont été obtenues. 
L’expression et la signification des nombres adimensionnels principaux utilisés dans les lois de corrélation 
sont données dans l’annexe A. 
Convection forcée externe 
La convection forcée externe fut sujet à de nombreuses études analytiques et expérimentales qui 
ont permis de développer des lois de corrélation et/ou des relations semi-empiriques caractérisant le 
transfert de chaleur mis en jeu pour une configuration donnée. 
Pour un écoulement laminaire le long d’une plaque plane, Cebeci et Bradshaw proposent la 
relation analytique (I.15) reliant le coefficient de transfert convectif, au travers du nombre de Nusselt, 
avec les nombres de Reynolds et de Prandtl (Cebeci and Bradshaw, 1984). 
 
ܰݑ௅ ൌ ͲǤ͸͸Ͷܴ݁௅ଵȀଶܲݎଵȀଷ (I.15) 
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Lorsque l’écoulement devient turbulent, la forme reste la même mais la constante multiplicatrice 
et l’exposant du nombre de Reynolds changent (I.16). 
 
ܰݑ௅ ൌ ͲǤͲ͵ͷܴ݁௅ସȀହܲݎଵȀଷ (I.16) 
Si maintenant on s’intéresse au cas d’un cylindre perpendiculaire à l’écoulement, la forme 
mathématique de la loi de corrélation (I.17) reste la même que pour le cas de la plaque plane mais cette 
fois-ci la constante multiplicatrice C et l’exposant n du nombre de Reynolds sont fonction du nombre de 
Reynolds et des propriétés du fluide considéré (Knudsen and Katz, 1958). 
 
ܰݑ஽ ൌ ܥܴ݁஽௡ܲݎଵȀଷ (I.17) 
On remarque que toutes les formulations sont sous la forme de produit de nombres 
adimensionnels et en loi de puissance. Les valeurs des constantes numériques sont fonctions de 
l’écoulement (nombre de Reynolds, forme géométrique) et des propriétés du fluide considéré. 
Convection forcée interne 
Dans le cas de convection forcée interne, la configuration de refroidissement qui peut être la plus 
rencontrée dans nos cas d’étude est le cas d’écoulement dans un espace annulaire concentrique. Ce type 
d’écoulement peut se retrouver lorsque l’on souhaite faire circuler un fluide entre le stator et le rotor d’un 
moteur électrique pour le refroidir (Hazyuk et al., 2015). 
La littérature offre plutôt des abaques sous forme de tableaux où les valeurs de Nusselt sont 
données en fonction de certains paramètres (longueur d’établissement, diamètre hydraulique, nombre de 
Prandtl, nombre de Peclet, etc.). Les cas d’écoulement internes sont complexes car l’échange thermique 
dépend de si l’écoulement est établi ou non (thermiquement et dynamiquement). Dans le cas 
d’écoulements établis, les travaux de Lundberg ont permis de définir toute une série d’abaques permettant 
l’estimation des nombres de Nusselt aux parois pour différentes conditions aux limites (Lundberg, 
McCuen and Reynolds, 1963; Reynolds, Lundberg and McCuen, 1963; R.K. Shah and A.L. London, 
1978). Les travaux de Shumway et McEligot ont permis de définir le même type d’abaques pour les cas 
d’écoulements en cours d’établissement (Shumway and McEligot, 1971). La Figure I.4 présente deux 
configurations d’écoulement dans un espace annulaire à température imposée à la paroi. L’abaque du 
Tableau I-3 présente des données permettant l’évaluation du nombre de Nusselt pour des cas 
d’écoulement dans un espace annulaire à température imposée pour ces deux configurations. 
  
Figure I.4 : Représentation des deux configurations d'écoulement dans un espace annulaire à température imposée 
ܦ௘௫௧ʹ  
ܦ௜௡௧ʹ  
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Les flux ߮௣௜ et ߮௣௘ désignent respectivement les flux échangés sur les parois interne et externe. ௣ܶ௜ et ௣ܶ௘ sont respectivement les températures imposées sur les parois interne et externe et ܰݑ௜௜் et ܰݑ௘௘் 
sont les nombres de Nusselt évalués sur les parois interne et externe à la température ܶ du fluide. 
Tableau I-3 : Evaluation du nombre de Nusselt pour un écoulement dans un espace annulaire à température imposée à la 
paroi 
ࢅ ൌ ࡰ࢏࢔࢚ࡰࢋ࢚࢞ ࡺ࢛࢏࢏ሺࢀሻ ࡺ࢛ࢋࢋሺࢀሻ 
0 ∞ 3,66 
0,02 32,34 3,99 
0,05 17,46 4,06 
0,10 11,56 4,11 
0,25 7,37 4,23 
0,50 5,74 4,43 
1,00 4,86 4,86 
L’utilisation de cet abaque peut nécessiter une interpolation des données pour obtenir des valeurs 
du nombre de Nusselt correspondant à des valeurs de ܻ non présentes dans l’abaque. Dans ce cas 
l’interpolation des données permet d’obtenir une loi d’estimation ( Figure I.5 (a) et (b)) qui, avec une 
assez bonne précision, permet d’obtenir les valeurs de Nusselt pour les configurations désirées. 
 
Figure I.5 : Evolution du nombre de Nusselt pour l'échange sur les parois interne et externe en fonction du rapport des 
diamètres internes et externes ࢅ 
  
(a)  Interpolation pour le cas température imposée sur la paroi interne (b)  Interpolation pour le cas température imposée sur la paroi externe 
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Convection naturelle externe 
De nos jours, de nombreux composants de systèmes sont dimensionnés thermiquement en 
considérant qu’ils sont refroidis par convection naturelle. Les lois de corrélation qui vont être présentées 
sont très utilisées pour leur simplicité et parce que la convection naturelle est l’un des phénomènes les plus 
difficiles à simuler lorsque les géométries et les conditions aux limites deviennent complexes. Lorens fut 
le premier à mettre en avant les groupements adimensionnels mis en jeu dans le cadre de la convection 
naturelle (Lorens, 1881). Les lois de corrélation présentées ici sont celles généralement utilisées pour les 
configurations de type plaque plane verticale, horizontale et inclinée et puis pour le cas d’un cylindre 
vertical et horizontal. 
Le Tableau I-4 introduit différentes configurations de type plaque plane verticale pour lesquelles il 
existe des lois de corrélation (McAdams, 1954; Churchill and Ozoe, 1973) pour différentes conditions aux 
limites : température imposée ( ௣ܶ), flux imposé (߮௣ሻ, écoulement laminaire (ͳͲସ ൏ ܴܽ ൏ ͳͲଽ) ou 
turbulent (ͳͲଽ ൏ ܴܽ ൏ ͳͲଵଶ). Pour les cas de plaque plane horizontale, les formes des lois de corrélation 
sont les mêmes, seule la valeur des constantes numériques changent. Le cas des configurations où la 
plaque est inclinée d’un angle ߙ est intéressant car on peut voir apparaitre des fonctions mathématiques 
dépendantes de l’angle d’inclinaison. La relation (I.22) est valable pour des angles d’inclinaison compris 
en 0° et 15°. 
Tableau I-4 : Lois de corrélation pour différentes configurations géométriques et différentes conditions aux limites 
Configurations 
géométriques 
Conditions aux 
limites Lois de corrélation références 
 
௣ܶ ൌ ܿݏݐ݁ 
écoulement 
laminaire 
ܰݑ௅ ൌ ͲǤͷͻܴܽଵȀସ (I.18) 
௣ܶ ൌ ܿݏݐ݁ 
écoulement 
turbulent 
ܰݑ௅ ൌ ͲǤͳʹܴܽଵȀଷ (I.19) 
 
߮௣ ൌ ܿݏݐ݁ 
écoulement 
laminaire 
ܰݑ௅ ൌ ͲǤ͸͹Ͳܴܽ௅ଵȀସ൥ͳ ൅ ቀͲǤͶ͵͹ܲݎ ቁ ଽଵ଺൩ସȀଽ (I.20) ߮௣ ൌ ܿݏݐ݁ 
écoulement 
turbulent 
ܰݑ௅ ൌ ͲǤͳ͵ܴܽଵȀଷ (I.21) 
 
௣ܶ ൌ ܿݏݐ݁ 
écoulement 
laminaire 
ܰݑ௅ ൌ ܭሺܲݎሻ͵ ቂͳͷ ൅ ܥሺߙሻቃ ൬ܴܽ௅ͷ ൰
ଵହା஼ሺఈሻ
 (I.22) 
avec : ܭሺܲݎሻ ൌ ξ௉௥଴ǤଶହାଵǤ଺ξ௉௥ , ܥሺߙሻ ൌ ͲǤͲ͹ඥሺߙሻ. 
Si maintenant on s’intéresse aux cas de cylindre soumis à de la convection naturelle, les lois de 
corrélation utilisées peuvent être très proches de celles établies pour les plaques planes. En effet, pour le 
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cas d’un cylindre vertical les lois établies pour le cas de la plaque plane (équations (I.18) à (I.21)) peuvent 
être utilisées si le diamètre du cylindre satisfait la condition suivante : 
 ܦ ൒ ͵ͷܮܩݎ௅ଵȀସ (I.23) 
Dans le cas contraire, les travaux de Minkowycz et Sparrow  ou bien les travaux de Cebeci  permettent 
d’obtenir une estimation du nombre de Nusselt (Cebeci and Qasim, 1974; Minkowicz and Sparrow, 1974). 
Dans le cas de la convection naturelle externe il est souvent question de formulations factorisées 
sous la forme de produit et avec des lois de puissance dans la plupart des cas. Les puissances du nombre 
de Rayleigh peuvent être fonction des caractéristiques du cas d’étude (angle, valeur du Rayleigh). Il existe 
aussi des formulations plus complexes pour certains cas où la forme de la loi reste tel un produit de 
fonctions qui ne sont plus des lois en puissances (relations (I.20) et (I.22)). 
Conclusion sur les lois de corrélation 
Il a été montré dans cette partie que suivant les configurations de refroidissement la forme des lois 
de corrélation change. Néanmoins, si une forme mathématique générale devrait être retenue, le Tableau 
I-5 introduit les formes généralisées possibles pour beaucoup de ces lois de corrélation. 
Tableau I-5 : Formes généralisées possibles pour les lois de corrélation présentées 
Type de 
refroidissement Loi de corrélation 
Convection 
forcée 
ܰݑ௅ ൌ ݇ଵܲݎ௔భܴ݁௔మ 
Convection 
naturelle 
ܰݑ௅ ൌ ݇ଶܲݎ௕భܩݎ௕మ 
Avec ݇ଵ, ܽଵ, ܽଶ, ݇ଶǡ ܾଵ et ܾଶ qui peuvent être des constantes numériques ou bien des fonctions 
mathématiques dépendantes des nombres adimensionnels mis en jeu. 
Les formes généralisées proposées ici sont basées sur les lois de corrélation présentées dans les 
paragraphes précédents mais elles peuvent aussi être adaptées à d’autres cas présents dans la littérature où 
les mêmes nombres adimensionnels sont mis en jeu. Ces formes généralisées pourraient aussi bien être des 
formes mathématiques de bases pour d’autres domaines où d’autres nombres adimensionnels 
interviendraient. 
I.1.2 Bilan sur les approches présentées 
Dans le paragraphe I.1.1.1 nous avons présenté des approches purement mathématiques pour la 
génération de modèles et nous les avons comparés sur un cas numérique (Tableau I-2). Il a été montré que 
les techniques de méta-modélisation ou surfaces de réponse permettent de construire un modèle analytique 
à partir de données numériques avec une fidélité variable. La comparaison de ces méthodes sur un cas 
numérique a mis en évidence l’importance de la forme mathématique de base du modèle quant à son 
niveau de fidélité. Généralement, pour les problèmes de transferts thermiques les formes polynomiales ou 
lois en puissances sont privilégiées (Chiang, Chou and Liu, 2009; Mehrtash and Tari, 2013). En revanche 
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pour des problèmes où la variable à estimer dépend d’un grand nombre de paramètres les approches de 
type Krigeage ou RBF sont préférées (Husain and Kim, 2010; Koo, Lee and Kim, 2014). Néanmoins 
l’utilisation de telles approches enlève tout aspect physique du modèle construit et sa manipulation 
mathématique reste assez lourde. 
L’introduction de l’analyse dimensionnelle et des lois de corrélation réalisée dans le paragraphe 
I.1.1.2 a permis de mettre en avant des modèles utilisant la mise sous forme adimensionnelle et le 
formalisme mathématique des lois en puissance. Différentes lois de corrélation établies pour quelques 
configurations géométriques et différentes conditions aux limites ont été présentées. Ces lois de 
corrélations sont souvent issues de développement analytique où différentes hypothèses mathématiques et 
physiques ont dues être faites, ce qui restreint leur domaine de validité. De plus, ces lois de corrélation 
sont établies pour des cas simples qui souvent ne correspondent pas exactement aux problèmes que l’on 
peut rencontrer lors d’études de composants ou de systèmes. Pour certains cas, les lois de corrélation sont 
complexes et nécessites l’utilisation d’abaques. Pour conclure, les lois de corrélation permettent une 
estimation des coefficients d’échange pour quelques cas d’application industrielle simple. En revanche dès 
qu’il est question de problèmes où les géométries ou les conditions aux limites diffèrent des cas où ces lois 
ont été établies, elles perdent soit de leur précision ou alors elles gagnent en complexité. 
I.2 La méthode VPLM : Variable Power Law Metamodel 
I.2.1 Méta-modèle et analyse dimensionnelle 
Les conclusions de la première partie de ce chapitre ont mis en avant que les techniques de méta-
modélisation peuvent être efficaces quant à la génération de modèles analytiques et que le formalisme 
adimensionnel utilisé par les lois de corrélation présente un intérêt pour manipuler des modèles ayant un 
sens physique. Nous nous sommes donc intéressés dans cette thèse à développer une méthode de 
génération de modèles analytiques dédiée à la thermique des systèmes multi-physiques utilisant ces deux 
approches. La littérature offre déjà bon nombres de travaux où les techniques de méta-modélisation et 
l’analyse adimensionnelle sont utilisées de manière conjointe. Le Tableau I-6 récapitule certaines de ces 
approches et les formes mathématiques qui y sont associées.  
L’état de l’art sur les lois de corrélation utilisées en transferts thermiques a mis en évidence que 
des produits de nombres adimensionnels élevés à une certaine puissance (équation (I.24)) permettent de 
représenter les échanges thermiques mis en jeu pour différentes configurations avec une bonne précision. 
Les précédents travaux réalisés par l’équipe actionneurs embarqués de l’Institut Clément Ader ont mené à 
l’élaboration d’une méthode de génération de méta-modèles basée sur les lois d’échelle et l’analyse 
dimensionnelle (équation (I.27)). Cette méthode a été utilisée pour la conception préliminaire de systèmes 
multi-physiques et les résultats obtenus ont montré que la forme mathématique de la méthode SLAWMM 
possède de bonnes propriétés d’extrapolation. De plus, les degrés de liberté permis par la puissance 
variable ܽሺߨଵǡ ߨଶǡ ǥ ǡ ߨ௤ሻ offrent au modèle une précision tout à fait comparable à d’autres méthodes de 
surface de réponse ou de construction de méta-modèles. Néanmoins, cette méthode a des limites qui 
peuvent s’avérer gênantes lors de la conception préliminaire de systèmes multi-physiques. En effet, le fait 
d’imposer la forme mathématique de l’équation (I.27) oriente le modèle par le choix de la grandeur de 
référence ܮ. On peut rencontrer des cas d’étude où le choix de la grandeur de référence n’est pas évident, 
et ce choix peut réduire la capacité de prédiction du modèle. 
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On peut facilement illustrer ce problème en prenant le cas d’un cylindre refroidi par convection 
naturelle externe. Lors de l’optimisation d’un moteur électrique refroidit par convection naturelle, le 
solveur peut être amené à évaluer des configurations extrêmes (Figure I.6). Dans le cas (a), il est préférable 
de choisir la hauteur du cylindre comme longueur caractéristique car la majorité du transfert thermique 
s’effectue par la surface latérale du cylindre. En revanche dans le cas (b) c’est l’inverse, la majorité de 
l’échange thermique est réalisé via la surface supérieure et inférieur du cylindre, il est donc préférable 
d’utiliser le diamètre comme longueur de référence. Pour pallier à ce problème on peut imaginer prendre 
comme longueur de référence une fonction de ܦ et de ܮ mais ceci nous amènerait à perdre le coté 
manipulation simple du modèle analytique généré. Dans le cadre de cette thèse nous avons souhaité 
rechercher une forme mathématique de modèle plus indépendante du choix de la grandeur caractéristique. 
 
Figure I.6 : Configurations extrêmes du cas d’un cylindre en convection naturelle externe 
Tableau I-6 : Synthèse des approches par méta-modélisation utilisant l'analyse dimensionnelle 
Approches Formes mathématiques du modèle Réf. Eq. Références 
Loi en puissance classique ߨ଴ ൌ ܽ଴ෑߨ௜௔೔௤௜ୀଵ  (I.24) (Incropera et al., 2007) 
Méthode SLAW : loi en 
puissance sur variables 
physiques 
ݕ ൌ ܽ଴ෑݔ௜௔೔௡௜ୀଵ  (I.25) (Mendez and Ordóñez, 2005) 
Loi d’échelle ou de 
similitude ݕ ൌ ݇ܮ௔ (I.26) (Pfennig, Carl and Thielecke, 2009; Budinger et al., 
2011) 
Méta-modèle basé sur une 
loi d’échelle (SLAWMM) 
ݕ ൌ ݂ሺܮǡ ߨଵǡ ߨଶǡ ǥ ሻൌ ݇ሺߨଵǡ ߨଶǡ ǥ ሻܮ௔ሺగభǡగమǡǥ ሻ (I.27) (Budinger et al., 2014; Hazyuk et al., 2015) 
Surface de réponse à base 
polynômiale ߨ଴ ൌ ܽ଴ ൅෍ܽ௜ߨ௜௤௜ୀଵ ൅෍෍ܽ௜௝ߨ௜ߨ௝௜௝ୀଵ௤௜ୀଵ  (I.28) (Vignaux and Scott, 1999; Lacey and Steele, 2006; Gogu et al., 2009) 
Somme de lois en puissance ߨ଴ ൌ෍Ⱦ଴୨௠௝ୀଵ ෑߨ௜ఉ೔ೕ௤௜ୀଵ  (I.29) (Li and Lee, 1990) 
 L 
D 
L 
D 
(a) (b) 
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I.2.2 Lois en puissances variables 
La présence fréquente des lois en puissance dans les lois de corrélation en transferts thermiques et 
les résultats obtenus via la méthode SLAWMM a conduit à travailler dans le plan logarithmique pour la 
recherche d’une forme mathématique adaptée aux problèmes pouvant être rencontrés dans le cadre de 
cette thèse. De plus, en phase de conception préliminaire, il est usuel de travailler sur de grands domaines 
de variations qui peuvent aller jusqu’à plusieurs décades tant sur les variables d’entrée que de sortie. Fort 
de ce constat, nous avons choisi d’utiliser le formalisme des lois en puissance comme point de départ pour 
l’établissement d’une forme mathématique de base pour nos modèles analytiques. A l’aide d’une 
transformation logarithmique il est possible d’exprimer une loi en puissance dans l’espace logarithmique : 
 ሺߨ଴ሻ ൌ ሺ݇ሻ ൅ ܽଵ ሺߨଵሻ ൅ ܽଶ ሺߨଶሻ ൅ ڮ൅ ܽ௤ሺߨ௤ሻ (I.30) 
avec Ɏ଴ le nombre adimensionnel contenant la variable physique d’intérêt,ߨ௜ les nombres adimensionnels 
issus de l’analyse dimensionnelle, ݍ le nombre de groupements adimensionnels, ݇ et ܽ௜ des constantes 
numériques réelles. 
Ce modèle obtenu dans l’espace logarithmique  correspond à un modèle de surface de réponse du premier 
ordre (Box and Cox, 1964; Montgomery and Runger, 2013). Or lorsque l’on utilise les techniques de 
surfaces de réponse et lorsqu’un modèle du premier ordre ne suffit pas à approximer une fonction, on 
s’oriente vers un modèle d’ordre supérieur qui fait donc apparaitre des termes d’ordre supérieur et des 
termes croisés entre les variables. Si cette démarche est appliquée ici, l’équation (I.30) peut être étendue 
à : 
 ሺߨ଴ሻ ൌ ሺ݇ሻ ൅ ܽଵ ሺߨଵሻ ൅ ܽଶ ሺߨଶሻ ൅ ڮ൅ ܽ௤ ൫ߨ௤൯൅ ܾଵଵ ሺߨଵሻ ሺߨଵሻ ൅ ܾଶଶ ሺߨଶሻ ሺߨଶሻ ൅ ڮ൅ ܾ௤௤ ൫ߨ௤൯ ൫ߨ௤൯ ൅ ܾଵଶ ሺߨଵሻ ሺߨଶሻ ൅ ڮ൅ ܾଵ௤ ሺߨଵሻ ൫ߨ௤൯ ൅ ܿଵଵଵ ሺߨଵሻ ሺߨଵሻ ሺߨଵሻ൅ ܿଵଵଶ ሺߨଵሻ ሺߨଵሻ ሺߨଶሻ൅ ܿ௤௤௤ሺߨ௤ሻሺߨ௤ሻሺߨ௤ሻ 
(I.31) 
avec ݇, ܽ௜, ܾ௜௜ et ܿ௜௜௜ des constantes numériques réelles. Si l’équation (I.31) est réécrite dans le plan 
linéaire, on aboutit à la forme mathématique suivante : 
 Ɏ଴ ൌ ݇Ɏଵ௔భሺగభǡగమǡǥǡగ೜ሻɎଶ௔మሺగమǡǥǡగ೜ሻǥɎ௤௔೜൫గ೜൯ (I.32) 
avec ܽ௜ሺߨ௜ሻ des fonctions polynomiales en ሺߨ௜ሻ. 
La forme mathématique obtenue (équation (I.32)) s’apparente à une combinaison des lois de 
corrélations généralement rencontrées dans la littérature (McAdams, 1954; Churchill and Ozoe, 1973) et 
de la méthode SLAWMM. En effet, il est toujours question de développement en produit de fonctions de 
puissances mais avec des puissances variables qui sont fonctions des nombres adimensionnels. 
I.2.3 Principe général de la méthode VPLM 
Le principe général d’application de la méthode VPLM (Figure I.7) est constitué de quatre phases 
successives qui seront détaillées par la suite : la génération de données nécessaires à la construction des 
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méta-modèles, la définition des méta-modèles, la sélection/validation du méta-modèle retenu et 
accessoirement l’optimisation du modèle. 
 
Figure I.7 : Procédure d'obtention de méta-modèle par la méthode VPLM 
I.2.3.1 Première phase : génération des données 
Cette première phase de la procédure globale est réalisée en quatre étapes : l’identification des 
variables caractéristiques du problème et l’analyse dimensionnelle, la construction du plan d’expérience et 
la génération des données par simulations de type éléments ou volumes finis. 
I.2.3.1.1 Identification des variables et analyse dimensionnelle 
L’identification des variables caractéristiques du problème correspond au recensement des 
variables physiques dont dépend la variable physique à estimer. Cette première étape est importante car 
elle est le point de départ de l’analyse dimensionnelle qui est réalisée par la suite. En effet, le théorème de 
Vaschy-Buckingham n’est valable si et seulement si toutes les variables indépendantes du problème étudié 
sont identifiées. Le meilleur moyen de recenser toutes les variables indépendantes est de regarder les 
équations qui définissent le problème considéré. Une personne ayant déjà de l’expérience vis-à-vis du 
problème considéré pourra s’affranchir de l’étude des équations qui gouvernent la ou les physiques du 
problème. 
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L’analyse dimensionnelle déjà introduite au début de ce chapitre (paragraphe I.1.1.2.1) fera 
apparaitre des groupements adimensionnels qui ont la plupart du temps une signification physique. Ceci 
permettra de réduire le nombre de variables dont dépend notre problème sans perdre d’information. A ce 
stade de la procédure générale de la méthode VPLM, peuvent être utilisées des méthodes visant à étudier 
l’influence de chaque variable pour réduire encore plus le nombre de variables de notre problème. Les 
plus couramment utilisées sont : l’analyse de sensibilité (Morris, 1991; Morris and Mitchell, 1995) ou bien 
encore l’analyse de la variance ou ANOVA (Damon and Harvey, 1987). Le chapitre III de cette thèse 
présentera deux méthodes numériques permettant de réduire le nombre de variables adimensionnelles. 
I.2.3.1.2 Génération du plan d’expériences 
Maintenant que les nombres adimensionnels sont définis, un plan d’expériences doit être généré 
pour définir les configurations qui devront être simulées par éléments finis. Dans le cadre de la méthode 
VPLM, différents plans d’expériences peuvent être utilisés : plans factoriels, Hyper Cube Latin, plans 
optimaux, etc. (Forrester, Sóbester and Keane, 2008). Le choix du type de plan d’expériences à utiliser 
dépend essentiellement des moyens de calcul à disposition et de l’utilisation a postériori des résultats. La 
qualité du méta-modèle généré est très dépendante du type de plan d’expériences utilisé. C’est pour cette 
raison et d’autres qui seront évoquées dans le chapitre II, que nous avons été amenés à développer notre 
propre plan d’expériences optimal dans le cadre des travaux de cette thèse. 
I.2.3.1.3 Génération des données par simulations éléments finis 
Le plan d’expériences est exporté vers un logiciel de simulation par éléments ou volumes finis qui 
permettra d’évaluer la variable désirée pour chaque configuration définie par le plan d’expérience. A noter 
que même si dans les travaux de cette thèse nous avons utilisé des logiciels de simulation par éléments 
finis pour générer les données, la méthode n’est pas restrictive à un type de calcul numérique. Il est 
possible de jouer le plan d’expériences sur tout type de calcul : calcul scientifique de type Matlab, calcul 
par simulation système de type Simulink, Amesim, Dymola, etc. 
 
I.2.3.2 Deuxième phase : définition des méta-modèles 
Cette deuxième phase de la procédure globale est réalisée en trois étapes : une analyse de 
sensibilité dans le plan logarithmique pour classer les termes d’ordre supérieur du modèle en fonction de 
leur importance, puis la sélection de ces termes pour construire les méta-modèles et enfin la comparaison 
des modèles construits en termes d’erreurs relatives vis-à-vis de la simulation numérique. 
I.2.3.2.1 Identification des termes importants 
Cette première étape va permettre de mettre en avant les termes du méta-modèle ayant le plus 
d’influence. Pour cela une analyse de sensibilité dans le plan logarithmique est réalisée sur la forme 
logarithmique décrite par l’équation (I.31). Cette analyse permet de comparer l’influence de tous les 
termes de différents ordres. De ce fait l’interprétation des résultats permettra de définir les fonctions ܽ௜ሺɎଵǡ ߨଶǡ ǥ ሻ définissant les puissances variables sur chaque nombre adimensionnel ߨ௜. Dans ces travaux, 
l’analyse de sensibilité est réalisée en effectuant une régression polynomiale sur les termes de différents 
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ordres normalisés entre -1 et 1. Ainsi, les coefficients numériques calculés correspondent à l’influence de 
chaque terme sur le nombre adimensionnel ߨ଴ situé à gauche de l’équation (I.31). 
L’interprétation de l’analyse de sensibilité précédemment réalisée va permettre de sélectionner les 
termes jugés influents. Les résultats d’une analyse de sensibilité peuvent être représentés sous la forme 
d'un histogramme (Figure I.8). Pour sélectionner les termes importants, il est nécessaire de définir une 
règle ou un critère de sélection. En s’appuyant sur les outils statistiques généralement utilisés lorsque l’on 
s’intéresse aux effets des variables d’entrée sur une variable de sortie considérée, on pourrait définir une 
règle de sélection simple : tout terme associé à un coefficient représentant moins de 10% du coefficient le 
plus important peut être jugé non influent. Néanmoins, le choix des termes à conserver et les règles que 
l’on associe à ce choix sont subjectives. Il serait donc plus intéressant de laisser libre ce choix pour un 
problème considéré ou d’utiliser un autre critère de sélection. Pour illustrer ces propos, la Figure I.8 
représente les résultats de l’analyse de sensibilité pour un problème dépendant de deux nombres 
adimensionnels. L’analyse de sensibilité a été effectuée seulement sur les termes d’ordre supérieur car 
l’objectif est de définir la forme des puissances variables. Il est proposé ici d’utiliser les coefficients 
obtenus par l’analyse de sensibilité pour classer les termes du plus important au moins important (Figure 
I.9) pour avoir une première idée des termes d’ordre supérieurs prépondérants. 
 
Figure I.8 : Exemple de résultats issus d'une analyse de sensibilité pour deux nombres adimensionnels normalisés entre -1 
et +1 (ici મ࢏ ൌ ࢒࢕ࢍሺ࣊࢏ሻ) 
 
Figure I.9 : Résultats de l’analyse de sensibilité après classement des termes d’ordre supérieur (en valeur absolue) du plus 
important au moins important (મ࢏ ൌ ࢒࢕ࢍሺ࣊࢏ሻ). 
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I.2.3.2.2 Construction des méta-modèles 
Pour construire les différents modèles, les résultats issus des simulations numériques réalisées 
précédemment serviront de valeurs de référence (ߨ଴௥௘௙) pour toutes les configurations définies par le plan 
d’expériences choisi. Les coefficients numériques seront déterminés à partir d’une régression linéaire au 
sens des moindres carrés (Montgomery et al., 2001) entre ൫ߨ଴௥௘௙൯ et ሺߨ଴௏௉௅ெሻ calculé via le modèle. 
Ceci revient à traiter le problème mathématique suivant : 
 ȫ଴௥௘௙ ൌ ȫ଴௏௉௅ெ ൅ ߝ ൌ ȫ ή ࣂ ൅ ɂ (I.33) 
avec ȫ଴௥௘௙ le vecteur contenant toutes les valeurs de ൫ߨ଴௥௘௙൯ issues de la simulation numérique, ȫ଴௏௉௅ெ 
le vecteur contenant toutes les valeurs de ሺߨ଴௏௉௅ெሻ estimées par le modèle, ߝ le vecteur contenant les 
erreurs, ࣂ le vecteur contenant les coefficients ሺ݇ሻ ǡ ܽ௜ ǡ ܾ௜௝ǡ ܿ௜௝௞ à déterminer et ȫ la matrice contenant 
les termes d’ordre 1 en ሺߨ௜ሻ, les termes d’ordre 2 en ሺߨ௜ሻ ሺߨ௝ሻ et les termes d’ordre 3 en ሺߨ௜ሻ ൫ߨ௝൯ ሺߨ௞ሻ. 
Précédemment nous avons introduit l’analyse de sensibilité réalisée sur les termes d’ordre 
supérieur et réalisé un classement de ces termes. Il est proposé ici de construire tous les modèles possibles 
en ajoutant, les uns après les autres, tous les termes d’ordre supérieur en respectant le classement réalisé 
dans l’étape précédente (Figure I.9). Le paragraphe suivant explique l’intérêt de la démarche proposée. 
I.2.3.2.3 Comparaison des méta-modèles construits 
Pour l’exemple présenté ici, l’analyse de sensibilité montre clairement que le dernier terme 
d’ordre 3 peut en première approximation être abandonné. Néanmoins, la Figure I.9 montre que certains 
termes d’ordre 3 ont une influence comparable aux termes d’ordre 2. Nous proposons dans cette thèse de 
raisonner aussi sur l’erreur relative commise par le méta-modèle vis-à-vis de la simulation pour retenir les 
termes influents et nécessaires pour la construction d’un modèle fidèle. L’étape précédente a permis de 
construire tous les méta-modèles possibles (8 pour cet exemple) et d’évaluer dans le même temps les 
erreurs relatives maximum et moyenne commises par chaque modèle. Il est donc possible de représenter 
l’évolution des erreurs maximales et moyennes relatives en fonction du nombre de termes retenus et de 
voir l’impact de l’abandon de certains termes sur la fidélité du modèle construit (Figure I.10). 
Cette représentation graphique permet facilement de sélectionner le modèle qui représente le 
meilleur compromis entre précision (erreur relative) et complexité de l’expression mathématique du méta-
modèle (nombre de termes retenus). 
A noter que l’erreur évaluée lors de la régression linéaire ne correspond pas exactement à l’erreur 
réelle du modèle étant donné la transformation logarithmique utilisée. Néanmoins les propriétés de la 
fonction logarithme garantissent une répartition normale de l’erreur autour de zéro et une erreur relative 
du modèle indépendante de la transformation (Montgomery and Runger, 2013). 
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Figure I.10 : Evolution des erreurs relatives en fonction du nombre de termes d'ordre supérieur retenus 
I.2.3.3 Troisième phase : sélection et validation du méta-modèle retenu 
Dans la phase précédente plusieurs formes de modèles ont été construites. Il faut maintenant 
choisir la forme finale à retenir, puis vérifier la fidélité du méta-modèle construit vis-à-vis de la référence 
utilisée. 
I.2.3.3.1 Choix du méta-modèle 
Le choix du modèle final est fait en fonction de plusieurs critères propre à l’utilisateur de la 
méthode : 
· Précision du modèle souhaitée : plus de termes seront sélectionnés, plus le modèle sera 
fidèle au modèle de référence. 
· Complexité du modèle : plus on sélectionnera de termes, plus les fonctions définissant les 
puissances variables seront complexes et plus le modèle sera difficilement manipulable.  
I.2.3.3.2 Validation du méta-modèle 
Dans ces travaux nous avons choisi de valider le méta-modèle construit en le testant sur d’autres 
données que celles utilisées pour sa construction. Le principe de validation permet d’évaluer un méta-
modèle en interpolation et en extrapolation. La validation du modèle d’un point de vue numérique sera 
faite au travers d’un diagramme « X=Y » dans le plan linéaire ou logarithmique pour des problèmes où le 
nombre adimensionnel ߨ଴ est amené à varier sur plusieurs décades (Figure I.11). Ce type de graphique 
consiste à représenter les données estimées par le méta-modèle en fonction des données de référence, 
obtenues par simulations ici. Dans le cas idéal où le méta-modèle estime sans erreurs les données obtenues 
par simulations, tous les points sont situés sur la droite de pente égale à un. Ce diagramme « X=Y » est 
une représentation graphique des erreurs relatives commises par le méta-modèle. 
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Figure I.11 : Diagramme ''X=Y'' dans le plan logarithmique 
I.2.3.4 Quatrième phase : optimisation du méta-modèle 
Au début de ce chapitre, nous avons montré que la plupart des modèles mis en jeu dans le cadre 
de problèmes en transferts thermiques sont basés sur des lois en puissance. Néanmoins, dans certains cas 
cette formulation mathématique ne permet pas toujours d’obtenir un niveau de précision acceptable. Cette 
quatrième phase de la méthode VPLM permet de modifier la forme mathématique du méta-modèle généré 
lorsque le formalisme de lois en puissance variable ne permet pas d’atteindre la précision espérée. Cette 
dernière phase permet donc de modifier la forme mathématique pour un seul ou plusieurs nombres 
adimensionnels mis en jeu dans le méta-modèle. La Figure I.7 décrit les trois étapes de cette procédure. Il 
n’y pas de restrictions particulières quant à la nouvelle forme mathématique choisie, toutes les formes 
mathématiques introduites précédemment par le Tableau I-6 sont envisageables. Par exemple, il est tout à 
fait possible de remplacer une loi en puissance constante pour une forme mathématique combinant 
polynôme et loi en puissance (Figure I.12). Néanmoins, la nouvelle forme mathématique du modèle sera 
non-linéaire et il faudra alors utiliser des méthodes de régression non-linéaires pour déterminer les 
coefficients numériques mis en jeu. La validation du nouveau modèle pourra également se faire à l’aide de 
diagramme « X=Y » pour comparer le nouveau méta-modèle avec l’ancien méta-modèle et les données 
issues de simulations éléments finis. 
 
Figure I.12 : Exemple d'optimisation de la forme mathématique d’un modèle VPLM 
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I.3 Application de la méthode VPLM : étude de l’effet Marangoni 
Afin d’illustrer la méthode VPLM précédemment introduite, on propose ici d’étudier l’effet 
Marangoni qui met en œuvre la compétition entre deux phénomènes physiques représentés par la 
convection thermique et la capillarité, pour lequel des lois de corrélation n’existent pas. Cet exemple 
permettra de mettre en avant les différentes étapes de la méthodologie permettant la construction d’un 
modèle analytique basé sur des simulations par éléments finis. 
I.3.1 Description du cas d’étude 
L’effet Marangoni est un phénomène physique mettant en œuvre le mouvement convectif d’un 
fluide lorsque la tension de surface d’une interface (par exemple liquide-air) dépend de la concentration 
des espèces mises en jeu ou de la distribution de température à l’interface : la convection thermo-capillaire 
(Marangoni, 1871). On se propose ici de générer un modèle analytique à partir de la méthode VPLM pour 
quantifier les échanges thermiques mis en jeu dans le cas de la convection thermo-capillaire. 
Le modèle analytique construit permettra le calcul du coefficient de transfert thermique global 
d’une cavité rectangulaire remplie d’eau soumise à un gradient thermique. La Figure I.13 décrit la 
configuration géométrique et les conditions aux limites du problème considéré. 
 
Figure I.13: Géométrie de la cavité et conditions aux limites définies pour l’étude de l’effet Marangoni 
Les équations qui décrivent le problème sont les équations de Navier-Stokes utilisant 
l’approximation de Boussinesq, l’équation de l’énergie et l’équation (I.34) qui décrit la condition aux 
limites utilisée à l’interface eau-air. 
 ߤ ߲ݑ߲ݕ ൌ ߛ ߲߲ܶݔ (I.34) 
où ߛሾܰȀ݉Ȁܭሿ est la dérivée par rapport à la température du coefficient de tension de surface ߪ. 
I.3.2 Application de la méthode VPLM 
I.3.2.1 Génération des données 
Le coefficient de transfert global ݄௖തതത permettant de quantifier les échanges de chaleur entre l’eau et 
l’air ambiant dépend de huit variables physiques : 
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 ݄௖തതത ൌ ݂ሺߩǡ ߣǡ ܥ݌ǡ ߤǡ ܮ௖ ǡ ܪ௖ ǡ ݃ߚȟܶǡ ߛȟܶሻ (I.35) 
où ߩǡ ߣǡ ܥ݌ǡ ߤ sont respectivement la masse volumique de l’air, la conductivité thermique de l’air, la 
capacité calorifique à pression constante de l’air et la viscosité dynamique de l’air. Les variables ܮ௖ et ܪ௖ 
sont respectivement la largeur et la hauteur de la cavité. Les regroupements de variables ݃ߚȟܶ et ߛȟܶ 
représentent les termes « moteurs » de la convection naturelle pour le premier regroupement et de la 
convection thermo-capillaire pour le second. 
A partir du théorème de Vaschy-Buckingham l’équation (I.35) peut être écrite sous la forme 
adimensionnelle suivante : 
 ܰݑ ൌ ܨ൫ܩݎ௅೎ ǡ ܲݎǡ ߨఊǡ ߨு೎൯ (I.36) 
Où ܰݑ ൌ ௛೎௅೎ఒ  est le nombre de Nusselt, ܩݎ௅೎ ൌ ఘమ௚ఉ୼்௅೎యఓమ  est le nombre de Grashof de la cavité, ܲݎ ൌ ఓ஼೛ఒ  
représente le nombre de Prandtl, ߨఊ ൌ ఘఊ୼்௅೎ఓమ  représente le rapport entre les forces thermo-capillaires et 
les forces visqueuses et ߨு೎ ൌ ு೎௅೎  représente la configuration géométrique de la cavité. La construction des 
nombres adimensionnels est détaillée en annexe A. Le nombre de groupements adimensionnels peut être 
réduit en combinant le nombre de Prandtl ܲݎ et ߨఊ pour faire apparaitre le nombre de Marangoni, ܯ݃ ൌ ߨఊܲݎ ൌ ఘఊ୼்௅೎஼೛ఓఒ , qui représente le rapport entre les forces de tension de surfaces et les forces 
visqueuses. 
 ܰݑ ൌ ܨ൫ܩݎ௅೎ ǡܯ݃ǡ ߨு೎൯ (I.37) 
Dans cette étude les propriétés de l’eau sont supposées constantes et évaluées à la température 
moyenne définie comme : ௠ܶ௢௬ ൌ ௔ܶ௠௕ ൅ ୼ଶ் . 
Un plan d’expériences optimal (cf. Chapitre II) de 64 configurations est généré pour définir toutes 
les configurations qui devront être simulées par éléments finis. Le Tableau I-7 présente les domaines de 
variation associés à chaque variable et nombre adimensionnel. 
Tableau I-7 : Domaines de variation pour l'étude de l'effet Marangoni 
Variables Unités Domaine de variation ܪ௖ ݉݉ ͷ െ ͳͲܮ௖ ݉݉ ͷ െ ͵Ͳȟܶ ܭ ͲǤͳ െ ͳ ܩݎ௅೎ - ͷ ή ͳͲଵ െ ͳ ή ͳͲହܯ݃ - ͸ ή ͳͲଶ െ Ͷ ή ͳͲସߨு೎ - ͲǤʹͷ െ ͳǤͷ
Les simulations éléments finis sont réalisées sur COMSOL Multiphysics (COMSOL, 2017). 
L’écoulement est laminaire et le maillage est paramétré en fonction de la géométrie de la cavité pour 
capter tous les effets mis en jeu à différentes échelles de longueur (Annexe B). La Figure I.14 présente 
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différentes simulations réalisées pour différents régimes d’écoulements et pour différentes configurations 
géométriques. 
  ࡳ࢘ࡸࢉ ൌ ૞Ǥ ૛ ή ૚૙૚ǡ ࡹࢍ ൌ ૟Ǥ ૝૛ ή ૚૙૛ǡ ࣊ࡴࢉ ൌ ૚Ǥ ૚ ࡳ࢘ࡸࢉ ൌ ૚Ǥ ૝૝ ή ૚૙ସǡ ࡹࢍ ൌ ૝Ǥ ૢ૜ ή ૚૙ଷǡ ࣊ࡴࢉ ൌ ૙Ǥ ૛૞ 
  ࡳ࢘ࡸࢉ ൌ ૢǤ ૡૢ ή ૚૙૛ǡ ࡹࢍ ൌ ૠǤ ૢ૞ ή ૚૙૜ǡ ࣊ࡴࢉ ൌ ૙Ǥ ૡૢ ࡳ࢘ࡸࢉ ൌ ૚Ǥ ૞૝ ή ૚૙૝ǡ ࡹࢍ ൌ ૚Ǥ ૜ૠ ή ૚૙૝ǡ ࣊ࡴࢉ ൌ ૙Ǥ ૞૝ 
Figure I.14: Résultats de simulations éléments finis pour différents régimes d’écoulements (Champ de température [°K] et 
lignes de courant) 
I.3.2.2 Définition des méta-modèles 
A partir des résultats obtenus par simulations éléments finis, une analyse de sensibilité sur les 
termes d’ordre supérieur est réalisée et la Figure I.15 présente le résultat de cette analyse après classement 
des termes par ordre d’importance décroissant. 
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Figure I.15 : Analyse de sensibilité pour l'étude de l'effet Marangoni avec : મ૚ ൌ ࢒࢕ࢍ൫ࡳ࢘ࡸࢉ൯, મ૛ ൌ ࢒࢕ࢍሺࡹࢍሻ et મ૜ ൌ࢒࢕ࢍ൫࣊ࡴࢉ൯. 
A partir du classement réalisé lors de l’analyse de sensibilité, les méta-modèles sont construits en 
ajoutant un à un les termes d’ordre supérieur. L’évolution des erreurs relatives commises par les modèles 
est représentée sur la Figure I.16. 
 
Figure I.16: Evolution des erreurs relatives des méta-modèles générés pour l’étude de l’effet Marangoni 
I.3.2.3 Validation du méta-modèle et comparaison avec d’autres méthodes 
I.3.2.3.1 Sélection du modèle et validation 
L’évolution de l’erreur relative en fonction du nombre de termes d’ordre supérieur considérés 
montre clairement qu’à partir de 5 termes d’ordre supérieur sélectionnés, la précision n’est plus améliorée 
par l’utilisation de termes supplémentaires. De ce fait le méta-modèle qui représente le meilleur 
compromis en précision et simplicité de l’expression mathématique est le modèle utilisant 5 termes 
d’ordre supérieur (équation (I.38)). 
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ܰݑ௏௉௅ெൌ ͳǤ͹ ή ͳͲିଷܩݎ௅೎ି଴Ǥଶ଻଼ା଴Ǥଷଶହ ୪୭୥൫ீ௥ಽ೎൯ ୪୭୥ሺெ௚ሻି଴Ǥଵଶଷ ୪୭୥൫ீ௥ಽ೎൯ ୪୭୥൫ீ௥ಽ೎൯ା଴Ǥଵଷ଻ ୪୭୥൫గಹ೎൯ ୪୭୥൫ீ௥ಽ೎൯ ܯ݃ଵǤ଻ସହି଴Ǥଵସସ ୪୭୥൫గಹ೎൯ ୪୭୥൫ீ௥ಽ೎൯ି଴Ǥଶଶ଻ ୪୭୥ሺெ௚ሻ ୪୭୥൫ீ௥ಽ೎൯ߨு೎଴Ǥଷଵଶ (I.38) 
La validation est réalisée à partir d’un plan d’expériences contenant 27 points et les résultats sont 
présentés sur la Figure I.17. Les résultats obtenus montrent que le modèle reste valable en moyenne vis-à-
vis de la simulation. Néanmoins pour certaines configurations l’écart avec la simulation augmente (erreur 
maximale de 23%) ce qui peut s’expliquer par la forme mathématique du modèle. En effet, nous avons fait 
le choix de considérer seulement les termes d’ordre supérieur du second et du troisième ordre et ici cela ne 
semble pas suffisant pour atteindre un niveau de précision supérieur. Une solution serait de considérer des 
ordres plus élevés pour pouvoir diminuer cette erreur. Une autre solution serait d’augmenter le nombre de 
points du plan d’expériences afin de construire le modèle mathématique sur d’avantages de données issues 
de la simulation numérique. Cette dernière solution demande un coût supplémentaire en calcul numérique 
qui n’est pas toujours possible d’accepter selon les problèmes étudiés. 
 
Figure I.17 : Validation du méta-modèle sélectionné pour l'étude de l'effet Marangoni 
I.3.2.3.2 Comparaison avec d’autres méthodes de méta-modélisation 
Dans ce dernier paragraphe de notre étude de l’effet Marangoni, nous avons comparé les résultats 
obtenus par le méta-modèle construit à partir de la méthode VPLM avec des méta-modèles construits par 
des techniques de méta-modélisation classiques telles que les méthodes à surface de réponse (RSM) et les 
fonctions à base radiale (RBF). Ces deux autres méthodes sont très utilisées pour la construction de 
modèles analytiques à partir de simulations éléments finis (Bovand et al., 2014; Koo, Lee and Kim, 2014). 
Les modèles RSM et RBF sont construits sur le même plan d’expériences que celui utilisé précédemment 
pour notre modèle VPLM, et la comparaison est réalisée sur le plan d’expériences utilisé pour la 
validation. Les équations (I.39) et (I.40) présentent le modèle RBF et le modèle RSM établis pour cette 
étude de l’effet Marangoni. Le modèle RBF est basé sur une fonction multi-quadratique, tandis que le 
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modèle RSM est un polynôme du troisième ordre qui utilise le même nombre de coefficients numériques 
que le modèle VPLM sélectionné. 
 ܰݑோ஻ிሺߨሻ ൌ ߤ ൅෍ߚ௝଺ସ௡ୀଵ ඨͳ ൅ ฮݔ െ ݔ௝ฮଶߪଶ  
 
(I.39) 
 ܰݑோௌெ ൌ ͲǤͻͷ ൅ ͳǤͷ͸ ή ͳͲିହܩݎ௅೎ ൅ ͷǤ͵ͺ ή ͳͲିହܯ݃ ൅ʹǤ͸Ͷ ή ͳͲିସܩݎ௅೎ߨு೎ െ ͲǤʹͷͷߨு೎ߨு೎ െ ʹǤ͸Ͷ ή ͳͲିଽܩݎ௅೎ܯ݃ ൅ͺǤͷͳ ή ͳͲିଵହܩݎ௅೎ܩݎ௅೎ܯ݃ െ ͳǤͻ͹ ή ͳͲିସܩݎ௅೎ߨு೎ߨு೎ (I.40) 
La Figure I.18 compare les résultats obtenus des différents modèles. Cette comparaison montre 
que les modèles VPLM et RBF offrent une meilleure capacité de prédiction et de fidélité vis-à-vis de la 
simulation que le modèle polynomial. Mais encore, le modèle VPLM possède une expression 
mathématique plus simple et plus explicite que le modèle RBF, ce qui rend la manipulation mathématique 
du modèle facile. 
 
Figure I.18: Comparaison des différentes techniques de méta-modélisation pour l’étude de l’effet Marangoni 
I.4 Application à d’autres problèmes et domaines physiques 
Dans cette dernière partie, nous présenterons une synthèse des résultats obtenus par application de 
la méthode VPLM pour générer des modèles analytiques sur d’autres domaines physiques. Pour chacun 
des cas traités, les comparaisons de la méthode VPLM avec les techniques de surface de réponse (RSM) et 
de fonction à base radiale (RBF) ont été réalisées et sont décrites en Annexe C de cette thèse. Les 
chapitres 4 et 5 de cette thèse illustreront l’utilisation de la méthode VPLM sur des exemples plus 
technologiques où plusieurs physiques interagissent et pour des configurations où ils n’existent pas de 
modèles analytiques utilisables en conception préliminaire. Le Tableau I-8 présente les différents cas 
étudiés durant cette thèse, les géométries associées, les physiques mises en jeu et la précision des résultats 
obtenus vis-à-vis de la simulation. 
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Tableau I-8 : Résultats obtenus par la méthode VPLM pour différents domaines d’applications 
Cas étudiés Configurations géométrique étudiées Physiques mises en jeu 
Erreurs 
relatives 
maximales 
Moteur électrique de 
type brushless
 
 
Electromagnétique 
VPLM : 2% 
RSM : 485% 
RBF : 173% 
Thermique : 
conduction 
VPLM : 11% 
RSM : 209% 
Bielle 
 
Mécanique : 
analyse statique 
VPLM : 9% 
RSM : 15.103% 
RBF : 298% 
Mécanique : 
analyse vibratoire 
VPLM : 3% 
RSM : 3% 
RBF : 1% 
Carter d’actionneur 
 
 
 
 
 
Thermique : 
convection 
naturelle 
VPLM : 10% 
RSM : 25% 
RBF : 23% 
 
Thermique : 
convection forcée 
VPLM : 12% 
RSM : 84% 
RBF : 48% 
 
Thermique : 
convection 
naturelle 
VPLM : 1% 
RSM : 5.103% 
RBF : 25% 
Condensateur
 
 
Thermique : 
conduction, 
convection, 
rayonnement 
VPLM : 20% 
RSM : 56% 
RBF : 255% 
Inductance
 
 
Thermique : 
conduction, 
convection, 
rayonnement 
VPLM : 8% 
RSM : 44% 
RBF : 61% 
Electromagnétique 
VPLM : 10% 
RSM : 210% 
RBF : 10% 
Dissipateur thermique
  
Thermique : 
convection forcée 
VPLM : 19% 
RSM : 110 % 
RBF : 71 % 
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I.5 Conclusion 
Dans ce chapitre nous avons présenté un état de l’art des différentes approches possibles pour la 
modélisation thermique de systèmes multi-physiques. Nous avons distingué deux types d’approches : les 
approches purement mathématiques et les approches basées sur la physique du problème étudié. Les 
avantages et inconvénients de ces deux approches ont été discutés. Ensuite, des méthodes combinant les 
techniques employées par les approches mathématiques et certains concepts utilisés par les approches 
basées sur la physique ont été introduites. C’est à cette famille qu’appartient la méthode VPLM proposée 
dans cette thèse. Elle combine analyse dimensionnelle et technique de méta-modélisation pour générer des 
modèles analytiques utilisables pour la modélisation thermique de systèmes multi-physiques en 
conception préliminaire. Cette méthode utilise une forme mathématique originale basée sur les lois de 
corrélation utilisées en transferts thermiques disponibles dans la littérature et la méthode SLAWMM 
développée avant cette thèse au sein du laboratoire. La procédure générale de la méthode VPLM a été 
présentée et un critère de sélection de modèles basé sur la précision relative de ces derniers a été introduit. 
La méthode VPLM a été ensuite appliquée pour générer un modèle analytique permettant l’estimation des 
échanges thermiques mis en jeu dans le cadre de l’effet Marangoni. Nous avons montré comment cette 
méthode permet la génération de modèles analytiques fidèles même lorsque plusieurs phénomènes 
physiques sont en compétition. 
Le problème a permis de mettre en avant l’apport des termes de puissances variables sur la 
précision relative du méta-modèle généré. De plus, la procédure de construction et sélection des méta-
modèles présente un avantage comparé aux techniques de surfaces de réponse classiques. Généralement, 
lorsque l’on souhaite améliorer la précision d’un modèle de surfaces de réponse, on augmente l’ordre du 
modèle ce qui a pour conséquence l’ajout de tous les termes de l’ordre supérieur. La méthode VPLM se 
démarque des procédures classiques de construction de modèles de surface de réponse par la sélection des 
termes d’ordre supérieur en fonction de l’apport qu’ils représentent en termes de précision relative. En 
effet, il n’est généralement pas nécessaire de sélectionner tous les termes d’un ordre supérieur pour 
atteindre une précision relative optimale. Cet aspect sera illustré par les différents problèmes traités tout au 
long de cette thèse. La comparaison des résultats obtenus par la méthode VPLM avec d’autres techniques 
de méta-modélisation a mis en avant l’apport de cette méthode quant à la fidélité du modèle analytique 
généré mais aussi du point de vue de la simplicité de son expression analytique.  
Enfin, nous avons présenté les résultats obtenus par application de la méthode VPLM sur d’autres 
domaines physiques et pour différentes configurations géométriques et conditions aux limites. Ces 
résultats applicatifs correspondent aux travaux menés durant cette thèse qui seront décrits dans les 
chapitres 4 et 5. Ils mettent en avant le large champ d’applications de la méthode VPLM pour d’autres 
domaines des transferts thermiques tels que la conduction, la convection naturelle et forcée ou bien le 
rayonnement ; mais aussi dans d’autres domaines physiques tels que la mécanique ou 
l’électromagnétisme. Pour finir, la méthode VPLM est très bien adaptée aux problèmes physiques dont le 
comportement peut être représenté par des fonctions monotones, ce qui est généralement le cas en 
transferts thermiques stationnaires et en mécanique linéaire. L’utilisation de la méthode VPLM n’est par 
contre pas bien adaptée pour modéliser avec une grande précision, des problèmes physiques pouvant être 
représentés par des fonctions non-monotones à fortes variations. Dans ces cas, l’utilisation de méthodes 
RBF ou Krigeage est plus adaptée et donnera de meilleurs résultats. 
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Chapitre II  
 
Plans d’expériences optimaux pour la construction de 
méta-modèles utilisant des nombres adimensionnels 
 
Ce chapitre propose une méthode de génération de plans d’expériences optimaux adaptés à la 
construction de méta-modèles utilisant le formalisme adimensionnel. Cette méthode a été développée pour 
augmenter la fidélité des modèles générés via la méthode VPLM introduite dans le chapitre précédent en 
construisant des plans d’expériences qui couvrent l’espace de manière optimal. Après avoir introduit la 
notion de plans d’expériences via un état de l’art, les problématiques liées à la génération de plans 
d’expériences optimaux pour la construction de méta-modèles utilisant les nombres adimensionnels seront 
présentées. Ensuite la méthode proposée de génération de plans d’expériences optimaux répondant aux 
différentes problématiques est introduite et illustrée sur un cas d’étude purement numérique. Enfin nous 
illustrerons l’apport de cette méthode au travers de deux cas d’étude en mécanique des structures et en 
transfert thermiques. 
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ACRONYMES 
LHS Latin Hyper cube Sampling 
OLHS Optimal Latin Hyper cube Sampling 
FF Full Factorial 
VPLM Variable Power Law Metamodel 
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II.1 Plans d’expériences optimaux pour la construction de méta-modèles 
II.1.1 Définition et généralités sur les plans d’expériences 
Un plan d’expériences peut être défini comme une suite ordonnée d’essais expérimentaux ou 
numériques. Il existe différents types de plan d’expériences et le choix d’utiliser un type particulier plutôt 
qu’un autre dépend de l’objectif de l’étude (analyse de sensibilité, construction d’un méta-modèle, etc.) et 
du moyen d’obtention des données manipulées (essais expérimentaux ou numériques). Il sera présenté ici 
différents types de plan d’expériences ainsi que leur domaine d’application. 
II.1.1.1 Plans factoriels à 2 niveaux (complet et fractionnaire)  
Les plans factoriels sont généralement utilisés pour des étapes d’analyse de données, c’est-à-dire 
pour du criblage ou de l’analyse de sensibilité lorsque l’on veut regarder les effets principaux et les 
interactions entre des paramètres (Kamoun, Chaabouni and Ayedi, 2011; Montgomery, 2012). 
Tableau II.1 : Plans d’expériences factoriels à deux niveaux 
Type de plan Représentation graphique Représentation numérique 
Factoriel entier 
 
Toutes les combinaisons 
entre les paramètres sont 
représentées. Ce type de 
plan requière ʹ௞ 
expériences avec k le 
nombre de paramètres 
 ۏێێێ
ێێێێ
ۍ ݔଵ ݔଶ ݔଷെͳ െͳ െͳെͳ െͳ ൅ͳെͳ ൅ͳ െͳെͳ ൅ͳ ൅ͳ൅ͳ െͳ െͳ൅ͳ െͳ ൅ͳ൅ͳ ൅ͳ െͳ൅ͳ ൅ͳ ൅ͳےۑۑ
ۑۑۑۑ
ۑې
 
Factoriel fractionnaire 
 
Toutes les combinaisons 
entre les paramètres ne 
sont pas représentées. Ce 
type de plan est 
particulièrement utile 
lorsque le nombre de 
paramètres k est 
important. 
 
ۏێێێ
ۍ ݔଵ ݔଶ ݔଷെͳ െͳ ൅ͳെͳ ൅ͳ െͳെͳ െͳ െͳെͳ ൅ͳ ൅ͳےۑۑۑ
ې
 
II.1.1.2 Plans composites centrés (CCD) 
Ils sont utilisés pour les étapes de construction de modèles, très bien adaptés aux modèles 
quadratiques. Construits à partir de plans factoriels entier ou non, ils permettent une meilleure estimation 
et modélisation des termes quadratiques d’un modèle et réduisent donc les incertitudes liées à ces derniers. 
Ils sont aussi utiles pour des essais expérimentaux présentant de l’incertitude sur les mesures. 
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Tableau II.2 : Plans d'expériences composites centrés 
Type de plan Représentation graphique Représentation numérique 
Composites Centrés 
Circonscrits 
 
Ils sont l’addition d’un 
plan factoriel complet et 
de points placés sur le 
cercle circonscrit de ce 
plan et en son centre. 
 ۏێێ
ێێێێ
ێێۍ ݔଵ ݔଶെͳ െͳെͳ ൅ͳ൅ͳ െͳ൅ͳ ൅ͳെͳǤͶͳ Ͳ൅ͳǤͶͳ ͲͲ െͳǤͶͳͲ ൅ͳǤͶͳͲ Ͳ ےۑۑ
ۑۑۑۑ
ۑۑې
 
Composites Faces 
Centrées 
 
 
Ils sont l’addition d’un 
plan factoriel complet et 
de points placés au 
centre de chacunes des 
faces. 
 ۏێێ
ێێێ
ێێێ
ێێێ
ێێۍ
ݔଵ ݔଶ ݔଷെͳ െͳ െͳെͳ െͳ ൅ͳെͳ ൅ͳ െͳെͳ ൅ͳ ൅ͳ൅ͳ െͳ െͳ൅ͳ െͳ ൅ͳ൅ͳ ൅ͳ െͳ൅ͳ ൅ͳ ൅ͳͲ Ͳ െͳെͳ Ͳ ͲͲ െͳ െͳͲ ൅ͳ Ͳ൅ͳ Ͳ ͲͲ Ͳ ൅ͳےۑۑ
ۑۑۑ
ۑۑۑ
ۑۑۑ
ۑۑې
 
II.1.1.3 Plans factoriels complets (X niveaux) et plans de types Latin Hyper Cube (LHS) 
Ils sont utilisés pour les étapes de construction de modèles, très bien adaptés aux modèles d’ordres 
supérieurs à 2, ou pour les fonctions à bases radiales (RBF) ou de krigeage (Kai-Tai, Runze and Agus, 
2006; Forrester, Sóbester and Keane, 2008). Ces plans d’expériences permettent d’explorer un grand 
nombre de niveaux sur l’ensemble d’un domaine à partir d’un nombre réduit d’essais, et sont donc 
particulièrement adaptés aux essais numériques. Comme il est montré ici, certains plans d’expériences 
sont plus adaptés que d’autres à certaines applications.  Il est donc primordiale que l’ingénieur choisisse 
quel plan d’expérience il va utiliser en fonction de l’étude qu’il va mener. Par exemple, pour réaliser une 
analyse de sensibilité sur 2 paramètres l’utilisation d’un plan d’expérience de type LHS peut paraitre 
inadaptée. En revanche, l’utilisation de plans factoriels ou à la limite de plans composites parait beaucoup 
plus judicieuse. Dans la littérature,  il existe aussi d’autres plans d’expériences utilisables pour l’analyse 
de sensibilité (Morris, 1991) ou pour la construction de méta-modèles (Box, Hunter and Hunter, 2005). 
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Tableau II.3 : Plans d'expériences factoriels complet et hyper cube latin 
Type de plan Représentation graphique Représentation numérique 
FF : Factoriel complet (3 
niveaux) 
 
Ce type de plan  
d’expérience est 
construit pour remplir 
l’espace uniformément. 
 ۏێێ
ێێێێ
ێێۍ ݔଵ ݔଶെͳ െͳെͳ Ͳെͳ ൅ͳͲ െͳͲ ͲͲ ൅ͳ൅ͳ െͳ൅ͳ Ͳ൅ͳ ൅ͳےۑۑ
ۑۑۑۑ
ۑۑې
 
Latin Hyper Cube (LHS) 
 
 
Ce type de plan 
d’expérience permet 
l’évaluation d’un grand 
nombre de niveaux pour 
chacun des paramètres 
tout en minimisant le 
nombre d’expériences.  ۏێێ
ێێێێ
ێێۍ ݔଵ ݔଶ൅ͲǤͶͲ െͲǤ͵͵െͲǤͲ͵ ൅ͲǤ͹Ͷ൅ͲǤͳ͸ ൅ͲǤʹͳ൅ͲǤͺ͹ ൅ͲǤͻ͹െͲǤ͵͹ െͲǤͲ͸൅ͲǤͷ͹ െͲǤͺͻെͲǤ͹ʹ ൅ͲǤͶͷെͲǤͺͷ െͲǤͶͲെͲǤͳͷ ൅ͲǤ͸͸ےۑۑ
ۑۑۑۑ
ۑۑې
 
II.1.2 Plans d’expériences optimaux et formalisme adimensionnel 
II.1.2.1 Etat de l’art 
Dans le paragraphe précédent nous avons introduit différents types de plans d’expériences, dont 
certains qui sont particulièrement bien adaptés à l’utilisation de données issues de simulations numériques. 
Les plans d’expériences optimaux ont été développés dans ce contexte (Montgomery, 2012). Ces types de 
plans peuvent optimiser l’inférence statistique d’un modèle ou la distribution spatiale des données pour 
couvrir au mieux l’espace d’étude (Pukelsheim, 1993; Simpson et al., 2004). Dans le contexte d’étude de 
cette thèse nous sommes plutôt intéressés par les plans d’expériences assurant de bonnes propriétés de 
remplissage de l’espace d’étude, plus communément appelés « Space-Filling Design ». Ces types de plans 
d’expériences permettent de contrôler la densité de points dans chaque direction de l’espace d’étude. 
Le problème du remplissage de l’espace pour les plans d’expériences a déjà fait l’œuvre de 
nombreux travaux et est aussi appelé problème de l’empilement compact (Peikert et al., 1992; Hifi and 
M’Hallah, 2009). Ce problème peut être formulé sous la forme (II.2) en considérant ݀௜௝ comme la distance 
Euclidienne entre deux points ݔ௜ et ݔ௝ : 
 ݀௜௝ ൌ ฮݔ௝ െ ݔ௜ฮଶ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡ ܰሽ (II.1) 
avec ܰ le nombre de points du plan d’expériences. Le problème de l’empilement compact consiste à 
maximiser la distance minimale entre n’importe quelles paires de points présents dans l’espace d’étude. A 
noter que le problème d’optimisation ainsi formulé est non-convexe. 
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 ௫  ௜ழ௝ ሾ݀௜௝ሿ ݔ௞ ൏ ݔ௞௜ ൏ ݔ௞ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ܰሽǡ ׊݇ א ሼͳǡ Ǥ Ǥ ǡ ݊ሽ (II.2) 
avec ݔ௞ et ݔ௞ respectivement les bornes inférieure et supérieure du domaine de variation de ݔ௞௜  et ݊ le 
nombre de variables ݔ du problème. 
Pour simplifier le problème d’optimisation des formulations alternatives ont été proposées. Morris 
et Mitchell (Morris and Mitchell, 1995) ont proposé de minimiser une fonction ߶௣ définie par l’équation 
(II.3) où ݌ est un entier positif. Lorsque ݌ devient grand, le critère ߶௣ est équivalent au critère max-min 
défini par l’équation (II.2). 
 ߔ௣ ൌ ቌ෍ ෍ ݀௜௝ି௣ே௝ୀ௜ାଵேିଵ௜ୀଵ ቍ
ଵȀ௣
 (II.3) 
Une autre formulation est basée sur la minimisation de l’entropie de Shannon pour les points 
situés dans le plan d’expériences (Shewry and Wynn, 1987). Ce critère peut être formulé comme décrit 
par l’équation (II.4). 
 ௫ ሺܴሻ 
avec ܴ௜௝ ൌ ݁ݔ݌ ቀσ ߠ௜௞൫ݔ௞௜ െ ݔ௞௝൯ଶ௡௞ୀଵ ቁ (II.4) 
où ߠ௜௞ sont les coefficients de corrélation et ܴ représente la matrice de corrélation entre les points du plan 
d’expériences. 
Audze et Eglais ont proposé un critère basé sur l’énergie potentielle (Audze and Eglais, 1977). A 
partir d’une analogie physique, cette formulation permet d’obtenir un plan d’expériences optimal en 
termes de recouvrement de l’espace. Ce critère consiste à considérer un système de points de masse 
unitaire exerçant une force répulsive les uns sur les autres. Les points s’équilibreront lorsque leur énergie 
potentielle sera minimum. L’énergie potentielle dans ce cas peut s’exprimer comme : 
 ܷ ൌ ෍ ෍ ͳ݀௜௝ଶே௝ୀ௜ାଵேିଵ௜ୀଵ  (II.5) 
Les différentes formulations présentées peuvent être utilisées pour la génération de plans 
d’expériences optimaux en termes de remplissage d’espace. Une amélioration de ces plans d’expériences 
serait de contrôler le nombre de niveaux pour chaque variable du problème. Les plans d’expériences qui 
assurent une bonne couverture de l’espace tout en contrôlant le nombre de niveaux sont les hyper cubes 
latins optimaux (Optimal Latin Hyper cube Sampling, OLHS) (McKay, Beckman and Conover, 1979; 
Iman and Conover, 1980). 
Nous rappelons que les plans d’expériences de type LHS consistent à définir une grille sur 
l’espace d’étude avec ܰ niveaux pour chaque variable. Un processus aléatoire est utilisé pour obtenir 
seulement un essai par niveau et par variable. A cause de cet aspect aléatoire, les plans d’expériences de 
type LHS ne couvrent pas l’espace de manière optimale. En revanche il est facile d’ajouter une étape 
d’optimisation utilisant l’un des critères introduits précédemment pour rendre le plan d’expérience 
optimal. Ce sont ces aspects d’optimisation et de construction géométrique qui font que ces plans 
d’expériences sont appelés « Optimal Latin Hyper cube ». 
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Dans le paragraphe précédent nous avons introduit le concept de plans d’expériences optimaux et 
les différents critères assurant une bonne couverture de l’espace d’étude. Dans le contexte de la 
construction d’un plan d’expériences utilisant des variables adimensionnelles, un autre problème doit être 
résolu : le domaine d’étude est contraint. Contrairement aux plans d’expériences classiques où seulement 
des bornes inférieures et supérieures sont considérées pour chaque variable, des contraintes 
supplémentaires liées à l’espace adimensionnel doivent être prises en compte. 
Bien que la littérature concernant les plans d’expériences soit riche, relativement peu de travaux 
de recherche traitent des plans d’expériences contraints. Une première possibilité serait de construit un 
plan d’expériences contraint à partir de permutations de plan de type LHS (Petelet et al., 2010), mais cette 
approche ne garantit pas une couverture optimale de l’espace. Fuerle et Sienz proposent de formuler le 
problème sous la forme d’un problème d’optimisation sous contraintes résolu par des algorithmes 
génétiques (Fuerle and Sienz, 2011). Une formulation hybride combinant algorithmes génétiques et 
programmation linéaire séquentielle est également envisageable (Hofwing and Strömberg, 2010). Pour les 
problèmes convexes, Mysakova propose une formulation basée sur la triangulation de Delaunay pour 
résoudre ces problèmes (Myšáková, Lepš and Kucerová, 2012). Toutes ces approches pour résoudre le 
problème de la construction de plans d’expériences contraints traitent uniquement du cas où il est question 
d’un seul espace d’étude. Le problème ici est que la génération d’un méta-modèle via des méthodes de 
constructions basées sur le formalisme adimensionnel (la méthode VPLM par exemple) requiert en réalité 
deux plans d’expériences : l’un dans l’espace physique des variables manipulées dans le logiciel de 
simulation et son équivalent dans l’espace adimensionnel pour la génération du méta-modèle. C’est 
pourquoi la génération de tels plans d’expériences optimaux a nécessité le développement d’une 
méthodologie spécifique qui sera décrite dans la section suivante de ce chapitre. 
II.1.2.2 Description du problème d’un plan d’expériences à deux espaces (dimensionnel 
et adimensionnel) 
La construction d’un plan d’expériences pour la génération de méta-modèles basés sur le 
formalisme adimensionnel est plus difficile que pour des méta-modèles exprimés par des variables 
dimensionnelles. Le modèle étant construit dans l’espace adimensionnel, le plan d’expériences doit 
remplir cet espace de manière optimale (cf. II.1.2.1). Malheureusement, l’utilisation du formalisme 
adimensionnel en simulations numériques (éléments ou volumes finis) n’est possible que pour un nombre 
limité de logiciels et requiert une certaine expertise pour mettre en place ce type d’approche. C’est 
pourquoi la majorité de solutions logicielles en calcul scientifique manipulent des variables physiques 
dimensionnelles. Cela signifie qu’un premier plan d’expériences dans l’espace adimensionnel doit être 
construit et qu’ensuite le plan d’expériences équivalent dans l’espace physique dimensionnel doit être 
généré pour pouvoir réaliser les simulations numériques. La première difficulté résulte du fait qu’il y a 
moins de variables adimensionnelles que de variables physiques dimensionnelles. En effet, pour un plan 
d’expériences donné dans l’espace adimensionnel il existe une infinité de plans d’expériences équivalents 
dans l’espace physique dimensionnel. Bien que l’on puisse sélectionner une solution parmi cet ensemble 
de solutions, cette possibilité ne convient pas car lorsque l’on considère les limites du domaine d’étude ou 
contraintes additionnelles dans l’espace physique, il est très facile d’obtenir des solutions infaisables. 
Afin d’illustrer le problème introduit ici, on s’est intéressé au problème de l’évaluation de la 
raideur en flexion d’une poutre rectangulaire dans le cas où la théorie des poutres n’est pas vérifiée. Même 
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si ce problème a une solution analytique, ce cas est traité uniquement pour illustrer le problème de la 
génération de plans d’expériences dans deux espaces. La raideur en flexion d’une poutre ܭ dépend de 
quatre variables physiques : sa longueur ܮ, son épaisseur ܪ, sa largeur ܹ et du module de Young ܧ du 
matériau utilisé. On souhaite trouver la relation qui permet l’estimation de la raideur de la poutre en 
fonction de ses dimensions qui varient dans le domaine donné : ܮ א ሾܮ௠௜௡ǡ ܮ௠௔௫ሿ, ܹ א ሾ ௠ܹ௜௡ǡ ௠ܹ௔௫ሿ et ܪ א ሾܪ௠௜௡ǡ ܪ௠௔௫ሿ. De plus, on s’intéresse aux poutres dont le facteur de forme varie dans un domaine 
particulier : ுௐ א ሾ݉݅݊ǡ݉ܽݔሿ et ௅ௐ א ሾ݉݅݊ǡ݉ܽݔሿ. Par application du théorème de Vaschy-Buckingham, le 
problème peut exprimer sous la forme adimensionnelle suivante : 
 ߨ଴ ൌ ݂ሺߨଵǡ ߨଶሻ (II.6) 
avec ߨ଴ ൌ ௄ாௐ, ߨଵ ൌ ுௐ et ߨଶ ൌ ௅ௐ. 
Afin de construire un méta-modèle, représenté par la fonction ݂ ici, un plan d’expériences pour les 
nombres adimensionnels ߨଵ et ߨଶ doit être construit. Cependant, pour obtenir par simulations les données 
numériques nécessaires à la construction du méta-modèle, un plan d’expériences pour les variables 
physiques dimensionnelles ܪǡܹ et ܮ doit également être construit. 
Une possibilité serait de construire le plan d’expérience dans l’espace adimensionnel défini par ߨଵ 
et ߨଶ. Ensuite, le plan d’expériences correspondant serait construit dans l’espace physique dimensionnel, 
défini par les variables ܪ, ܹ et ܮ. Si la fonction ݂ est une loi en puissance ou utilise un formalisme proche 
(méta-modèle à puissance variable par exemple), ce qui est souvent le cas lorsque cette fonction doit 
couvrir plusieurs décades dans l’espace adimensionnel, le plan d’expériences doit être construit dans une 
échelle logarithmique. Cette utilisation de l’échelle logarithmique permet d’écrire les relations entre les 
variables physiques dimensionnelles et les nombres adimensionnels de façon linéaire : 
  ߨଵ ൌ ܪ െ ܹ (II.7) 
  ߨଶ ൌ  ܮ െ ܹ (II.8) 
Pour illustrer le problème des solutions infaisables qui peuvent être obtenues en utilisant cette 
approche pour construire les plans d’expériences, les contraintes de l’espace physique dimensionnel sont 
propagées dans l’espace adimensionnel. Tout d’abord, les bornes du domaine ߨଵ, ߨଶ peuvent être 
exprimées à partir des limites min et max des variables physiques dimensionnelles : 
  ߨଵ ൌ ܪ௠௜௡ െ  ௠ܹ௔௫ (II.9) 
  ߨଵ ൌ ܪ௠௔௫ െ  ௠ܹ௜௡ (II.10) 
  ߨଶ ൌ  ܮ௠௜௡ െ  ௠ܹ௔௫ (II.11) 
  ߨଶ ൌ  ܮ௠௔௫ െ  ௠ܹ௜௡ (II.12) 
De plus, comme ߨଵ et ߨଶ sont couplés via la largeur de la poutre, ܹ, il y a donc un couplage 
possible entre les bornes de ߨଵ et ߨଶ. Ce couplage peut être défini en soustrayant l’équation (II.7) par 
l’équation (II.8) : 
  ߨଶ െ ߨଵ ൌ  ܮ െ ܪ (II.13) 
Chapitre II – Plans d’expériences optimaux pour la construction de méta-modèles utilisant des nombres adimensionnels 
Page 59 
ce qui permet de déterminer les frontières supérieures et inférieures de ߨଶ en échelle logarithmique : 
  ߨଶ ൌ  ߨଵ ൅  ܮ௠௔௫ െ ܪ௠௜௡ ൌ ݂ሺߨଵሻ (II.14) 
  ߨଶ ൌ  ߨଵ ൅  ܮ௠௜௡ െ ܪ௠௔௫ ൌ ݂ሺߨଵሻ (II.15) 
On peut remarquer que les frontières de ߨଶ ne sont pas constantes et sont fonction de ߨଵ. Il en va 
de même pour les frontières de ߨଵ. Par conséquent, le domaine réalisable dans l’espace adimensionnel est 
défini par l’intersection entre les bornes définies par les équations (II.14) et (II.15) avec les bornes min et 
max des nombres adimensionnels (équations (II.9) à (II.12)), comme le montre la Figure II.1. On 
remarque donc que la construction d’un plan d’expériences dans l’espace adimensionnel seulement borné 
par les limites supérieures et inférieures sur les nombres adimensionnels ߨ (équations (II.9) et (II.12)), 
donne des points qui ne satisfont pas les bornes sur les variables physiques ܮǡ ܪ et ܹ. De plus ceci peut 
conduire à des configurations non réalistes ou non physiques qui seront difficilement calculables par 
simulations et donneront des résultats erronés pour la construction du méta-modèle. 
 
Figure II.1 : Propagation des contraintes entre les deux espaces physiques dimensionnels et adimensionnels 
Une autre approche serait de construire le plan d’expériences dans l’espace physique 
dimensionnel et d’ensuite construire le plan d’expériences correspondant dans l’espace adimensionnel. 
Etant donné qu’il y a moins de nombres adimensionnels que de variables physiques dimensionnelles, cette 
procédure assurerait une unique solution pour notre problème. Cependant, la construction d’un plan 
d’expériences dans l’espace physique dimensionnel seulement borné par les limites min/max de chaque 
variable physique nous confronte au même problème que précédemment : le respect des contraintes dans 
le deuxième espace. De plus, le plan d’expériences correspondant dans l’espace adimensionnel n’aura pas 
la propriété de couverture optimale du domaine attendue. 
Une troisième approche consisterait à construire le plan d’expériences dans l’espace 
adimensionnel en prenant en compte les limites min/max sur les nombres adimensionnels ߨ௜ et de 
propager les contraintes émanant des limites min/max des variables physiques dimensionnelles. 
Cependant lorsque le nombre de variables physiques dimensionnelles et de nombres adimensionnels 
devient important, la propagation des contraintes d’un espace à l’autre de façon analytique peut devenir 
chronophage et dans certains cas difficile. De plus, dans de nombreux problèmes physiques, les variables 
physiques dimensionnelles peuvent être soumises à des contraintes non-linéaires qui sont impossibles à 
propager de manière analytique vers l’espace adimensionnel. Et pour finir, le problème de l’unicité de la 
solution dans l’espace physique dimensionnel n’est toujours pas résolu. 
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II.2 Approche proposée 
Cette seconde partie présente la méthodologie développée au cours de cette thèse pour résoudre le 
problème de la génération de plans d’expériences optimaux dans deux espaces différents. Les principaux 
inconvénients des méthodes classiques introduites dans la première partie de ce chapitre sont les suivants : 
· Un plan d’expériences construit dans l’espace physique donne une mauvaise distribution 
spatiale pour le plan d’expériences adimensionnel correspondant. 
· Il est difficile de propager les contraintes de l’espace physique dimensionnel vers l’espace 
adimensionnel. 
· Un plan d’expériences construit dans l’espace adimensionnel n’admet pas une solution 
unique lors du passage vers l’espace dimensionnel physique. 
Pour lever ces verrous, nous proposons de construire le plan d’expériences dans l’espace 
dimensionnel physique tout en basant cette construction sur l’optimisation d’un critère de distribution 
spatiale pour le plan d’expériences adimensionnel correspondant. Par conséquent, le problème est défini 
comme un problème d’optimisation où les variables qui sont manipulées sont les variables physiques 
dimensionnelles et la fonction à optimiser est le critère de distribution spatiale pour le plan d’expériences 
adimensionnel. Les différentes contraintes émanant des deux espaces dimensionnel et adimensionnel sont 
considérés dans la formulation du problème d’optimisation. De ce fait il n’est pas nécessaire de propager 
les contraintes d’un espace à l’autre et le problème admet une solution unique. Le critère de distribution 
spatiale retenu est basé sur la résolution du problème de l’empilement compact introduit en début de 
chapitre : l’objectif est de maximiser la distance minimale entre chaque paire de points dans l’espace 
adimensionnel. La formulation mathématique de ce problème est introduite dans le prochain paragraphe.  
II.2.1 Description du problème d’optimisation et des concepts utilisés 
La Figure II.2 présente les différentes étapes de la méthodologie. 
 
Figure II.2 : Procédure de génération de plans d'expériences dans l'espace physique dimensionnel et l'espace 
adimensionnel  
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II.2.2 Problème général d’optimisation 
Soit un ensemble de ݊ variables physiques ݔ௜ ǡ ׊݅ א ሼͳǡǥ ǡ ݊ሽ, qui forment ݉ nombres 
adimensionnels ߨ௝ǡ ׊݆ א ሼͳǡǥ ǡ݉ሽ. D’après le théorème de Vaschy-Buckingham ݉ ൏ ݊ et les relations 
entre les variables physiques et les nombres adimensionnels peuvent s’écrire de la façon suivante : 
 ߨ௝ ൌ ௝݂ሺݔଵǡ ǥ ǡ ݔ௡ሻǡ ׊݆ א ሼͳǡǥ ǡ݉ሽ (II.16) 
Ceci signifie que l’espace physique dimensionnel possède ݊ dimensions et que l’espace 
adimensionnel en possède ݉. Construire un plan d’expériences contenant ܰ points équivaut à placer ܰ 
points ܲ dans les deux espaces, chaque point ayant des coordonnées dans l’espace physique dimensionnel ௞ܲ ൌ ሺݔଵ௞ǡ ݔଶ௞ǡ ǥ ǡ ݔ௡௞ሻǡ ׊݇ א ሼͳǡǥ ǡܰሽ, et des coordonnées dans l’espace adimensionnel ௞ܲ ൌሺߨଵ௞ ǡ ߨଶ௞ǡ ǥ ǡ ߨ௠௞ ሻǡ ׊݇ א ሼͳǡǥ ǡܰሽ. Ici ݇ est un indice et non un coefficient de puissance. Chaque variable 
physique dimensionnelle et chaque nombre adimensionnel sont bornés par des limites min/max : 
 ݔ௜ǡ୫୧୬ ൑ ݔ௜ ൑ ݔ௜ǡ୫ୟ୶ǡ ׊݅ א ሼͳǡǥ ǡ ݊ሽߨ௝ǡ୫୧୬ ൑ ߨ௝ ൑ ߨ௝ǡ୫ୟ୶ǡ ׊݆ א ሼͳǡǥ ǡ݉ሽ (II.17) 
Dans certains cas, il peut être nécessaire de définir des contraintes supplémentaires sur les 
variables physiques pour s’assurer que les configurations définies par le plan d’expériences correspondent 
à des simulations numériques réalistes. Ces contraintes sont exprimées par l’équation : 
 ݃௜ሺݔଵǡ ǥ ǡ ݔ௡ሻ ൑ Ͳǡ׊݅ א ሼͳǡǥ ǡ ݍሽ (II.18) 
Si des contraintes non-linéaires sur les nombres adimensionnels existent, elles peuvent être 
exprimées en fonction des variables physiques dimensionnelles et exprimées par la formulation de 
l’équation (II.18). 
La distance ݀ entre deux points ௜ܲ et ௝ܲ dans l’espace adimensionnel est définie par la distance 
Euclidienne (Norme 2) : 
 ݀௜௝ ൌ ฮ ௜ܲ െ ௝ܲฮଶǡ ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡ ܰሽǡ ݅ ൏ ݆ (II.19) 
avec ௞ܲ ǡ ݇ א ሺͳǡǥ ǡܰሻ les vecteurs de taille ݉ contenant les coordonnées des points dans l’espace 
adimensionnel ௞ܲ ൌ ൫ߨଵ௞ ǡ ǥ ǡ ߨ௠௞ ൯. Les coordonnées de ces points peuvent aussi s’exprimer en fonction des 
variables physiques dimensionnelles où les nombres adimensionnels sont remplacés à partir de l’équation 
(II.16) : 
 ௞ܲ ൌ ቀ ଵ݂൫ݔଵ௞ǡ ǥ ǡ ݔ௡௞൯ǡ ǥ ǡ ௠݂൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ቁ (II.20) 
A partir des notations introduites précédemment, le plan d’expériences peut être construit en 
résolvant le problème d’optimisation formulé comme : 
 ௫భభǡǥǡ௫భಿ ǡǥǡ௫೙భ ǡǥǡ௫೙ಿ  ൣ݀௜௝൧ ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡ ܰሽǡ ݅ ൏ ݆ ݔ௜ǡ୫୧୬ ൑ ݔ௜௞ ൑ ݔ௜ǡ୫ୟ୶ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݊ሽǡ ׊݇ א ሼͳǡǥ ǡܰሽߨ௜ǡ୫୧୬ ൑ ௜݂൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ ൑ ߨ௜ǡ୫ୟ୶ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݉ሽǡ ׊݇ א ሼͳǡǥ ǡܰሽ݃௜൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ ൑ Ͳ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݍሽǡ ׊݇ א ሼͳǡǥ ǡܰሽ  (II.21) 
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avec ݀௜௝ définit par l’équation (II.19) où les points ௞ܲ sont définis par l’équation (II.20). Pour résoudre ce 
problème où les fonctions coûts sont multiples, il peut être reformulé sous la forme d’un problème 
équivalent à une seule fonction coût : 
 ௭ǡ௫భభǡǥǡ௫భಿ ǡǥǡ௫೙భ ǡǥǡ௫೙ಿ ݖ ݖ ൑ ݀௜௝ ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡ ܰሽǡ ݅ ൏ ݆ݔ௜ǡ୫୧୬ ൑ ݔ௜௞ ൑ ݔ௜ǡ୫ୟ୶ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݊ሽǡ ׊݇ א ሼͳǡǥ ǡܰሽߨ௜ǡ୫୧୬ ൑ ௜݂൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ ൑ ߨ௜ǡ୫ୟ୶ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݉ሽǡ ׊݇ א ሼͳǡǥ ǡܰሽ݃௜൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ ൑ Ͳ ׊݅ א ሼͳǡ Ǥ Ǥ ǡ ݍሽǡ ׊݇ א ሼͳǡǥ ǡܰሽ
 (II.22) 
Dans ces travaux nous avons utilisé l’approche max-min introduit par l’équation (II.2) et 
implémenté sur Matlab (Brayton et al., 1979). Sur différents problèmes de test, cette implémentation s’est 
montrée très efficace. Pour des problèmes où cette implémentation peut se montrer difficile, le problème 
d’optimisation peut être reformulé sous la forme de la fonction coût (II.3). 
Même si la fonction coût est linéaire, les contraintes du type ݖ ൑ ݀௜௝ sont non-convexes. Ceci 
implique que bien que les fonctions ௜݂ et ݃௜ soient convexes, le problème d’optimisation dans sa globalité 
est non-convexe. Par conséquent pour résoudre le problème d’optimisation (II.22) un algorithme 
d’optimisation globale est requis. Lorsque l’on traite des problèmes d’optimisation non-convexes, la 
solution initiale est très importante pour augmenter les chances de trouver l’optimum global. Le prochain 
paragraphe va introduire la procédure de génération de solution initiale mise en place dans le cadre de 
cette thèse. 
II.2.2.1 Génération d’une solution initiale 
Lorsque l’on utilise des algorithmes d’optimisation convexes pour des problèmes non-convexes, il 
est nécessaire de fournir à ces algorithmes une solution initiale idéalement proche de l’optimum pour 
augmenter ses chances de trouver l’optimum global. De plus, une bonne solution initiale permet de 
diminuer le nombre d’itérations de l’algorithme d’optimisation. De ce fait, au lieu de résoudre le problème 
d’optimisation en utilisant une solution initiale arbitraire, nous proposons de construire une solution 
initiale qui doit approcher la distribution spatiale désirée dans l’espace adimensionnel. Cependant, pour 
des raisons d’efficacité, le coût de calcul nécessaire pour la génération d’une telle solution initiale doit être 
bien inférieur au coût de calcul de l’optimisation. 
L’approche que nous proposons ici consiste à construire dans un premier temps un plan 
d’expériences qui satisfait les contraintes min/max dans les deux espaces. Il est évident que ce plan 
d’expériences n’aura pas les meilleures propriétés de recouvrement de l’espace mais l’idée est d’être 
proche autant que possible d’une distribution spatiale optimale sans avoir recourt à l’optimisation. On 
propose donc de construire la solution initiale en trois étapes décrites dans les prochains paragraphes. 
Premièrement, un plan d’expériences aléatoire est généré dans l’espace physique dimensionnel. Il 
doit contenir un nombre de points beaucoup plus important que celui désiré. Ce plan d’expériences 
satisfait seulement les contraintes liées à l’espace physique dimensionnel, les contraintes issues de 
l’espace adimensionnel ne sont pas prises en compte à ce stade. A partir des définitions des nombres 
adimensionnels (équation (II.16)), on construira le plan d’expériences correspondant dans l’espace 
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adimensionnel. A ce stade nous détenons plus de points que nécessaire pour le plan d’expériences final 
désiré. L’importance d’avoir un nombre de points important réside dans la volonté de recouvrir au 
maximum l’espace adimensionnel. Par la suite, les ensembles de points de ce plan d’expériences seront 
notés ܺିଵ et ȫିଵ respectivement pour l’espace physique dimensionnel et adimensionnel. 
La deuxième étape consiste en la génération d’un plan d’expériences dans l’espace adimensionnel 
qui doit avoir les propriétés suivantes : 
1. Le nombre de points doit être égal au nombre de points désiré pour le plan d’expériences 
final. 
2. Le plan d’expériences doit être borné uniquement par les limites min/max des nombres 
adimensionnels. 
3. La méthode utilisée pour générer le plan d’expériences doit permettre d’imposer un 
nombre de niveau sur chaque variable. 
4. Le plan d’expériences doit avoir de bonnes propriétés de distribution spatiale. 
5. Pour des raisons d’efficacité en temps de calcul, la génération du plan d’expériences ne 
doit pas faire appel à des méthodes d’optimisation. 
L’un des plans d’expériences les plus simples qui satisfait la majorité des critères cités ci-dessus 
est le plan d’expériences de type factoriel complet (FF pour Full Factorial). Il possède de bonnes 
propriétés quant à la distribution spatiale des points, il est facile de contrôler le nombre de niveau sur 
chaque variable, il n’utilise pas de méthodes d’optimisation et il est naturellement défini par les limites 
min/max des variables. C’est pour ces raisons que nous avons choisis d’utiliser un tel plan d’expériences 
dans cette étape de la méthode. 
Dans la suite, l’ensemble des points de ce plan d’expériences factoriel complet est noté ȫிி. Il est 
important de mentionner que l’utilisation de plan d’expériences factoriel complet peut être incompatible 
avec le nombre de points désiré dans le plan d’expériences final. Si la taille du plan d’expériences désiré 
est spécifiée par le nombre de niveaux sur chaque variable, un plan d’expériences de type factoriel 
complet remplit naturellement cette spécification. Cependant, si la taille du plan d’expériences est 
spécifiée par le nombre de points désiré, il peut y avoir des situations où le nombre désiré n’est pas 
envisageable via un plan d’expériences factoriel complet. Le nombre de points généré par un plan 
d’expériences factoriel complet est donnée par : ிܰி ൌ ݇గభ݇గమ ǥ݇గ೘, où ݇గ೔ est le nombre de niveaux 
sur la variable ߨ௜. Il est donc possible qu’aucune combinaison de niveaux donnent le nombre désiré de 
points ܰ. Dans ce cas, l’algorithme proposé ici génèrera le nombre de points ிܰி immédiatement 
supérieur au plus proche du nombre de points désiré ܰ. Ensuite, il est possible soit d’accepter un nombre 
de points plus important ou bien de retirer des points dans la prochaine étape. 
A ce stade nous disposons de deux plans d’expériences dans l’espace adimensionnel : l’un très 
dense en nombre de points (ȫିଵ) qui satisfait les contraintes de l’espace physique dimensionnel, et un 
autre moins dense en nombre de points (ȫிி) qui contient le nombre de points désiré, de bonnes propriétés 
de distribution spatiale et qui respecte les contraintes de l’espace adimensionnel. La troisième et dernière 
étape consiste à réaliser une « intersection » des deux plans d’expériences pour obtenir un plan 
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d’expériences qui satisfera les contraintes émanant des deux espaces. Cette intersection est réalisée de la 
sorte : pour chaque point de l’ensemble ȫிி le point le plus proche appartenant à l’ensemble ȫିଵ est 
sélectionné. Pour la suite, l’ensemble de points qui résulte de cette intersection sera notés ܺ଴ pour les 
points situés dans l’espace physique dimensionnel et ȫ଴ pour les points situés dans l’espace 
adimensionnel. Les points situés à l’intérieur du domaine de ȫ଴ auront la même répartition que ceux 
provenant de l’ensemble ȫிி, c’est-à-dire une distribution proche d’un plan d’expériences factoriel 
complet, alors que les points situés sur les frontières du domaine ȫ଴ seront beaucoup moins espacés. 
Ensuite, l’ensemble des points sélectionnés ȫ଴ servira comme solution initiale pour le problème 
d’optimisation décrit précédemment (II.22). L’objectif de la procédure d’optimisation sera de redistribuer 
ces points dans l’espace adimensionnel pour le remplir de manière optimale. En d’autres termes, on 
maximisera la distance minimale entre les points. 
Dans le cas où le nombre de points ܰ ne peut pas être égal au nombre de points naturellement 
obtenus par un plan d’expériences factoriel complet ிܰி, il y aura ிܰி െܰ points qui pourront être 
supprimés de l’ensemble ȫிி. Le choix des points à supprimer pourra être fait en considérant les points 
les plus distants de l’ensemble ȫିଵ. 
II.2.2.2 Contrôle des niveaux 
Comme indiqué dans les sections précédentes, il est parfois intéressant de contrôler le nombre de 
niveau, ou la densité de points, pour certaines variables. Cette exigence est facilement prise en compte par 
notre solution initiale étant donné qu’un plan d’expériences factoriel complet permet de spécifier le 
nombre de niveaux sur chaque variable. Cependant, après la procédure d’optimisation, le plan 
d’expériences aura une distribution différente et le nombre de niveaux sur chaque variable aura changé. 
Pour maximiser la distance minimale entre les points, l’algorithme d’optimisation préfèrera distribuer plus 
de points le long des axes dont les bornes min/max sont les plus espacées que sur les axes dont les bornes 
min/max sont plus rapprochées. En réalité, les algorithmes d’optimisation sont toujours définis par une 
tolérance sur la fonction coût et un nombre maximum d’itérations. Donc, des changements opérés sur les 
coordonnées d’un axe dont le domaine de variation est étroit aura peu d’effet sur la valeur de la fonction 
coût, et souvent cet effet sera plus petit que la tolérance de l’algorithme d’optimisation. C’est pour cette 
raison que des changements opérés sur les coordonnées d’un axe dont le domaine de variation est 
important seront plus intéressants pour l’optimisation. On peut donc conclure que le nombre de niveaux 
sur chaque variable après optimisation dépendra essentiellement des ratios entre la longueur des domaines 
sur chaque axe de l’espace adimensionnel. 
Une solution serait de diminuer la tolérance appliquée sur la fonction coût et d’augmenter le 
nombre maximum d’itérations. Cependant, cette solution demanderait un coût de calcul bien plus 
important. Pour pallier à ce problème, nous proposons une autre solution qui n’aura aucune influence sur 
le coût en calcul de la phase d’optimisation. Nous proposons de réaliser un changement d’échelle sur les 
axes de l’espace adimensionnel en fonction du nombre de niveaux désirés sur chaque nombre 
adimensionnel, procéder à l’optimisation du plan d’expériences et enfin de revenir à l’échelle normale des 
axes pour obtenir le plan d’expériences optimisé. 
Pour chaque axe correspondant au nombre adimensionnel ߨ௜, ݇గ೔ niveaux sont nécessaires. La 
longueur de l’intervalle de définition de chaque axe peut être défini comme : 
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 ݈௜ ൌ ൣߨ௜ଵǡ ǥ ǡ ߨ௜ே൧ െ ൣߨ௜ଵǡ ǥ ǡ ߨ௜ே൧ǡ׊݅ א ሼͳǡǥ ǡ݉ሽ (II.23) 
où ߨ௜௝ est la coordonnée ݅ du point ௝ܲ de la solution initiale ȫ଴. Le coefficient de changement d’échelle ܿ௜ 
est défini comme : 
 ܿ௜ ൌ ݇గ೔ െ ͳ݈௜ ǡ݅ א ሼͳǡ ǥ ǡ݉ሽ (II.24) 
La soustraction de 1 dans la définition de ܿ௜ permet de passer du nombre de niveaux dans 
l’intervalle ݈௜ au nombre de segments dans l’intervalle. 
Tous les axes de l’espace adimensionnel doivent être mis à l’échelle à partir du coefficient ܿ௜ 
avant de lancer l’optimisation. En effectuant ce changement d’échelle, les nouvelles longueurs d’axe 
seront fonctions du nombre de niveaux désirés sur chaque axe. Pour illustrer ce changement d’échelle, un 
exemple en deux dimensions est présenté en Figure II.3. 
Pour simplifier l’exemple considéré ici, on suppose que l’espace adimensionnel est seulement 
défini par des contrainte de type min/max sur chaque axe : ߨଵ א ሾʹǡ ͸ሿ et ߨଶ א ሾͳǡ ʹሿ. On souhaite 
construire un plan d’expériences avec deux niveaux sur ߨଵ et au moins trois niveaux sur ߨଶ. La 
distribution initiale comportant six points est représentée par la Figure II.3 (a). Les longueurs des 
intervalles de ߨଵ et ߨଶ sont respectivement égales à ݈ଵ ൌ Ͷ et ݈ଶ ൌ ͳ. Il est évident que lors de 
l’optimisation la maximisation de la distance minimal entre les points donnera une distribution de points 
plus importante selon l’axe de ߨଵ par rapport à ߨଶ comme décrit par la Figure II.3 (b). La sensibilité de la 
fonction coût par rapport à l’axe ߨଶ est moins importante que celle par rapport à l’axe de ߨଵ. Maintenant si 
on procède au changement d’échelle en calculant les coefficients de changement d’échelle à partir de 
l’équation (II.24) (ܿଵ ൌ ͲǤʹͷ et ܿଶ ൌ ʹ) on obtiendra une solution initiale décrite par la Figure II.3 (c). 
Dans ce cas les distances entre chaque point quel que soit l’axe seront égales et par conséquent la 
sensibilité de la fonction coût sera la même quel que soit l’axe. 
 
Figure II.3 : Changement d’échelle des axes pour contrôler le nombre de niveaux sur chaque axes lors de l’optimisation. 
(a) distribution initale ; (b) distribution après optimisation sans changement d’échelle ; (c) distribution après optimisation 
avec changement d’échelle 
II.2.2.3 Amélioration de la distribution dans l’espace physique dimensionnel 
L’approche proposée ici permet d’obtenir une bonne couverture de l’espace adimensionnel. Pour 
obtenir une bonne couverture des deux espaces, la génération du plan d’expériences devient un problème 
d’optimisation multi-objectif. Changer la formulation du problème d’optimisation décrit par (II.22) pour 
traiter d’un problème multi-objectif n’est pas triviale ; des facteurs décisionnels comme des coefficients de 
pondération ou l’utilisation de front de Pareto sont requis. De plus le processus d’optimisation lui-même 
devient plus coûteux en temps de calcul. Dans le prochain paragraphe, une solution permettant 
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d’améliorer la distribution spatiale dans l’espace physique dimensionnel est proposée. Cette solution n’est 
certes pas optimale mais permet d’améliorer la distribution spatiale des points sans avoir recours à 
l’optimisation. 
La solution proposée concerne le choix de la solution initiale ܺ଴. Comme décrit dans la section 
II.1.2.2 de ce chapitre, il existe une multitude de combinaisons de coordonnées dans l’espace physique 
dimensionnel (de points dans l’espace physique) qui donnent les mêmes coordonnées dans l’espace 
adimensionnel. Par conséquent, lors de la première étape de la génération du plan d’expériences initial, 
quand un grand nombre de points est généré, il y a certainement des points qui sont assez distants les uns 
des autres dans l’espace physique dimensionnel mais qui sont très proches dans l’espace adimensionnel. A 
partir de cette observation, l’idée de la solution proposée ici est de choisir une solution initiale qui sera le 
plus proche possible du plan d’expériences factoriel complet dans l’espace adimensionnel et qui, dans un 
même temps, maximisera la distribution spatiale des points correspondants dans l’espace physique 
dimensionnel. Une façon d’arriver à ce résultat est d’adapter la dernière étape du processus de génération 
du plan d’expériences initial. Pour chaque point de l’ensemble ȫிி, les trois plus proches points issus de 
l’ensemble ȫିଵ seront sélectionnés au lieu d’en sélectionner seulement un. Ensuite, pour chaque groupe 
de trois points on sélectionnera le point qui donnera la meilleure répartition dans l’espace physique 
dimensionnel. Cette procédure de sélection ne garantit pas qu’après l’optimisation la distribution dans 
l’espace physique dimensionnel sera optimale, mais l’algorithme d’optimisation aura pour solution initiale 
une distribution plus uniforme de points ce qui permettra d’obtenir une meilleure répartition des points 
dans l’espace physique dimensionnel. 
II.2.2.4 Déclinaison pour la construction de méta-modèles utilisant le formalisme de lois 
en puissances 
Le chapitre I de cette thèse a introduit une méthode de génération de méta-modèle utilisant le 
formalisme de lois en puissance comme base mathématique. Lorsque le domaine adimensionnel étudié 
couvre plusieurs décades, le formalisme de lois en puissance est le plus adapté pour approcher le 
comportement d’un système physique. Pour ces raisons, nous proposons ici une déclinaison de la méthode 
de génération de plans d’expériences adaptée à la construction de méta-modèles basés sur les lois en 
puissance. 
L’expression la plus simple, s’exprime comme le produit des nombres adimensionnels mis en jeu 
élevés à une certaine puissance ܾ. 
 ߨ଴ ൌ ܿෑߨ௜௕೔௠௜ୀଵ  (II.25) 
avec ܿ une constante numérique. Les paramètres qui doivent être déterminés pour ce type de modèles sont 
les coefficients de puissance ܾ௜ et la constante numérique ܿ. A partir d’une transformation logarithmique 
on peut réécrire le modèle sous la forme linéaire suivante : 
  ߨ଴ ൌ  ܿ ൅෍ܾ௜  ߨ௜௠௜ୀଵ  (II.26) 
Pour ces formes de modèles, si l’on souhaite déterminer un plan d’expériences construit par la 
méthode proposée ici, il est préférable de construire le plan d’expériences avec une distribution optimale 
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selon une échelle logarithmique plutôt que linéaire. Ceci signifie que la manipulation des variables 
physiques dimensionnelles et adimensionnelles se fera au travers de leur logarithme, ce qui implique que 
l’expression (II.16) devient linéaire. De plus, cette transformation logarithmique peut alléger le problème 
d’optimisation (II.22). En travaillant avec les expressions logarithmiques des variables physiques 
dimensionnelles et adimensionnelles au lieu de leur expression décimale, la solution du problème 
d’optimisation peut être améliorée. 
II.2.3 Illustration sur un cas numérique 
Dans cette dernière sous-section, on propose d’illustrer la méthodologie introduite dans ce 
chapitre par la construction d’un plan d’expériences optimal sur un cas purement numérique. Le problème 
dépend de trois variables physiques, notées ݔ௜ ݋î݅ א ሼͳǡʹǡ͵ሽ qui sont regroupées en deux nombres 
adimensionnels, notés ߨଵ et ߨଶ. Les nombres adimensionnels sont définis comme : 
 ߨଵ ൌ ݔଶݔଵ ߨଶ ൌ ݔଷݔଵ (II.27) 
Les domaines de variation des variables physiques dimensionnelles sont définis par l’équation ci-dessous : 
 ͳ ൑ ݔ௜ ൑ ͷͲǡ ݅ א ሼͳǡ ʹǡ ͵ሽ (II.28) 
Pour le cas traité ici, la fonction recherchée est une loi en puissance, ce qui nécessite une bonne 
répartition dans l’espace logarithmique. Dans ce qui va suivre toutes les représentations graphiques seront 
présentées en échelle logarithmique afin d’illustrer la qualité de la distribution pour chaque étape de la 
méthode. Le nombre de points du plan d’expériences désiré est de 50. Dans la suite de cette section, nous 
construirons tout d’abord le plan d’expériences initial en suivant la méthodologie introduite 
précédemment, puis nous utiliserons l’étape d’optimisation pour obtenir un plan d’expériences optimal 
selon un critère de recouvrement de l’espace. 
La première étape consiste à construire le plan d’expériences initial qui servira de point de départ 
à l’algorithme d’optimisation. Un plan d’expériences de 20000 points est généré dans l’espace physique 
dimensionnel. Le nombre important de points permet de bien couvrir le domaine d’étude dans l’espace 
physique dimensionnel. A partir de la définition des nombres adimensionnels (II.27), le plan 
d’expériences correspondant dans l’espace adimensionnel est construit (Figure II.4). Cette figure illustre 
comment les contraintes émanant de l’espace physique dimensionnel (II.28) se propagent dans l’espace 
adimensionnel (bornes verticales, horizontales et diagonales du domaine). 
 
Figure II.4 : Plan d'expériences dans l'espace adimensionnel dans la première étape de la procédure de génération du plan 
d'expérience initial મି૚ 
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Lors de la seconde étape de la construction du plan d’expériences initial, un plan d’expériences de 
type factoriel complet est généré dans l’espace adimensionnel. Les bornes de chaque nombres 
adimensionnels (II.29) sont calculés à partir des extremums donnés par les limites min/max des variables 
physiques dimensionnelles ȫିଵ. 
 ͲǤͲʹ ൑ ߨ௜ ൑ ͳͲͲǡ ݅ א ሼͳǡʹሽ (II.29) 
Le plan d’expériences de type factoriel complet, noté ȫிி, est représenté par des étoiles noires sur 
la Figure II.5 (à gauche). Il contient sept niveaux sur chaque variable, donc 49 points ce qui est très proche 
du nombre de points désiré, c’est-à-dire 50. A ce stade, le plan d’expériences ȫிி n’a pas d’équivalent 
dans l’espace physique dimensionnel et il ne respecte pas les contraintes émanant de l’espace physique 
dimensionnel (équation (II.28)). 
  
Figure II.5 : Etapes 2 et 3 de la génération du plan d'expériences initial : espace adimensionnel (à gauche), espace 
physique dimensionnel (à droite) projection sur les axes ࢞૚ et ࢞૛ 
La dernière étape de la génération du plan d’expériences initial consiste à sélectionner à partir de 
l’ensemble de points ȫିଵ représenté en Figure II.4 les points les plus proches de l’ensemble ȫிி 
représenté à gauche sur la Figure II.5. Comme illustré sur cette figure, à l’intérieur du domaine les points 
sélectionnés sont très proches du plan d’expériences factoriel complet, ce qui permet d’avoir une bonne 
distribution spatiale des points. En revanche, sur les frontières du domaine, les points sélectionnés sont 
très proches ce qui ne donne pas une couverture de l’espace optimale. La Figure II.5 à droite illustre la 
représentation spatiale des points dans l’espace physique dimensionnel projeté sur ݔଵ et ݔଶ après cette 
étape de sélection. 
Si le nombre de points désiré pour le plan d’expérience (ici 50 points) est obligatoire, à la suite de 
cette dernière étape il est possible de rajouter un point supplémentaire à partir du plan d’expériences initial ȫିଵ généré durant la première étape. 
L’étape suivante concerne l’optimisation du plan d’expériences initial à partir du critère de 
remplissage d’espace défini précédemment. Le problème d’optimisation est formulé comme décrit par 
l’équation (II.22) où les deux contraintes d’inégalités, ߨ௝ǡ୫୧୬ ൑ ௝݂൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ ൑ ߨ௝ǡ୫ୟ୶ et ݃௜൫ݔଵ௞ ǡ ǥ ǡ ݔ௡௞൯ 
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n’existent pas pour le problème concerné. Comme nous travaillons en échelle logarithmique, les variables 
manipulées sont les logarithmes des variables physiques dimensionnelles. Par conséquent, les contraintes 
données par l’équation (II.28) doivent être exprimées dans l’espace logarithmique pour être utilisées lors 
de l’optimisation. Les résultats de l’optimisation du plan d’expériences sont représentés en Figure II.6. La 
partie gauche représente le plan d’expériences adimensionnel obtenu qui optimise le critère de remplissage 
de l’espace, et sur la partie droite, la projection sur ݔଵ et ݔଶ de l’espace physique dimensionnel 
correspondant. On remarque que la procédure d’optimisation a effectivement redistribué les points du plan 
d’expériences initial afin d’obtenir une meilleure couverture de l’espace d’étude tout en respectant les 
contraintes émanant de l’espace physique dimensionnel. 
  
Figure II.6 : Plan d’expériences final : espace adimensionnel (à gauche) et projection sur ࢞૚ et ࢞૛ pour l’espace physique 
dimensionnel (à droite) 
Etant donné que la qualité de la distribution spatiale évaluée graphiquement peut être subjective, 
et parfois impossible pour des espaces à plus de trois dimensions, nous avons défini un indicateur 
numérique de distribution. Pour calculer cet indicateur, la première étape consiste à calculer les distances 
séparant chaque point de son plus proche voisin. Ensuite, l’indicateur de distribution, noté ܳ, est défini 
comme le rapport entre l’écart type et la distance moyenne de toutes les distances calculées dans la 
première étape. Si la valeur de l’indicateur est proche de un, cela signifie que les distances entre chaque 
point et son voisin sont très différentes, ce qui indique une mauvaise distribution spatiale des points. En 
revanche, si l’indicateur donne une valeur très faible, cela indique une répartition spatiale plus uniforme 
des points De plus, comme cet indicateur n’est pas utilisé lors de l’optimisation du plan d’expériences, il 
constitue un critère objectif d’évaluation de la distribution spatiale. 
L’indicateur de distribution calculé pour le plan d’expériences final représenté sur la Figure II.6 à 
gauche, est égal à ܳ ൎ ͸݁ െ ͳ͸, ce qui indique une très bonne distribution spatiale. Pour comparaison, 
l’indicateur évalué pour le plan d’expériences initial de la Figure II.5 à gauche, est égal à ܳ ൎ ͲǤ͸ʹ. Ici 
l’indicateur montre que la distribution n’est pas uniforme, ce qui est facilement observable lorsque l’on 
regarde les points situés sur les frontières et à l’intérieur du domaine. 
Pour finir, considérons le cas précédent mais avec une contrainte supplémentaire pour l’un des 
deux nombres adimensionnels : 
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 ͳ ൑ ߨଵ ൑ ͳͲ (II.30) 
De plus, on souhaite avoir au minimum neuf niveaux sur l’axe adimensionnel ߨଵ. Un nombre de niveaux 
plus élevé sur une variable peut être envisagé lorsque l’on sait que le modèle sera non-linéaire vis-à-vis de 
cette variable. Le nombre de points désiré pour le plan d’expériences étant le même (50 points), le plan 
d’expériences initial basé sur un factoriel complet et respectant les contraintes sur les nombres de niveaux 
(9 niveaux sur ߨଵ et 6 niveaux sur ߨଶ) donne 54 points. En appliquant la même procédure que 
précédemment, le plan d’expériences final obtenu est représenté sur la Figure II.7 à gauche. On peut 
remarquer que le plan d’expériences initial satisfait la contrainte sur le nombre de niveaux minimum sur ߨଵ mais ne donne pas une distribution spatiale uniforme (ܳ ൎ ͲǤͶ͵). Après optimisation, la distribution 
est meilleure (ܳ ൎ ͲǤ͵) mais le nombre de niveaux sur ߨଵ est d’environ cinq ce qui ne respecte pas notre 
contrainte. Pour contrôler le nombre de niveaux sur les variables lors de l’optimisation, l’équation (II.24) 
permettant le changement d’échelle introduite dans le paragraphe II.2.2.2 de ce chapitre est utilisée. Les 
résultats obtenus par optimisation en utilisant ce changement d’échelle sont présentés sur la Figure II.7 à 
droite. On distingue clairement la présence d’au moins neuf niveaux sur ߨଵ. Sur ce dernier exemple, nous 
avons montré que la méthode proposée permet, tout en optimisant la répartition spatiale des points, de 
contrôler le nombre de niveaux indépendamment sur chaque axe quelques soient les contraintes imposées 
sur les variables physiques dimensionnelles ou les nombres adimensionnels. 
  
Figure II.7 : Plans d'expériences avec contrainte sur les bornes de ࣊૚: nombre de niveaux non respecté (à gauche) et 
nombre de niveaux respecté (à droite) 
II.3 Applications 
Dans cette dernière section de ce chapitre, la méthodologie présentée est appliquée pour générer 
deux plans d’expériences utilisés pour la génération de méta-modèles sur un cas en mécanique des 
structures et un cas en transferts thermiques. Dans chacun des cas, on s’intéressera à évaluer l’apport de la 
méthodologie introduite par rapport à l’utilisation classique d’un plan d’expériences de type LHS généré 
dans l’espace physique dimensionnel. 
II.3.1 Evaluation de la contrainte maximale admissible d’une bielle 
II.3.1.1 Description du cas d’étude 
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Dans certains systèmes embarqués, des bielles sont utilisées pour connecter l’arbre de sortie d’un 
motoréducteur électrique à une structure mécanique afin de mettre en mouvement le système. La 
conception préliminaire d’un système d’actionnement requiert une bonne estimation des caractéristiques 
mécaniques et des limites maximales admissibles par les structures considérées. L’objectif ici est de 
générer un plan d’expériences pour la construction d’un méta-modèle permettant l’évaluation de la 
contrainte maximum admissible au sens de Von Mises dans une bielle. La Figure II.8 présente la 
configuration géométrique de la bielle étudiée ici. 
 
Figure II.8 : Configuration géométrique de la bielle 
La contrainte maximum admissible par la bielle ߪ௩ dépend de ses caractéristiques géométriques ܦଵǡ ܦଶǡ ݁ଵǡ ݁ଶǡ ܮ௥ǡ ݁௥ et du couple mécanique ߬ en sortie de moteur. Afin d’éviter les configurations 
géométriques irréalistes, les épaisseurs ݁ଵ et ݁ଶ seront égales à 25% des diamètres ܦଵ et ܦଶ. D’après le 
théorème de Vaschy-Buckingham, le problème peut être mis sous la forme adimensionnelle suivante : 
 ߨ଴ ൌ ݂ሺߨଵǡ ߨଶǡ ߨଷሻ (II.31) 
avec ߨ଴ ൌ ఙೡ௅యఛ ǡ ߨଵ ൌ ஽భ௅ೝ ǡ ߨଶ ൌ ஽మ௅ೝ  et ߨଷ ൌ ௘ೝ௅ೝ. La construction des nombres adimensionnels est donnée en 
annexe A. 
II.3.1.2 Génération du plan d’expériences 
Le plan d’expériences à générer concerne les variables physiques dimensionnelles ܦଵǡ ܦଶǡ ܮ௥ǡ ݁௥ et 
les nombres adimensionnels ߨଵǡ ߨଶǡ ߨଷ. Il contiendra trois niveaux pour chaque nombre adimensionnel, ce 
qui fait 27 points pour ce plan d’expériences. Les domaines de variations des différentes variables du 
problème sont donnés dans le Tableau II.4. 
Tableau II.4 : Domaines de variation des variables pour le plan d'expériences en mécanique des structures 
Variables Unités Domaine de variation ܦଵ ݉݉ ͳͲ െ ͷͲܦଶ ݉݉ ͳͲ െ ͷͲ݁௥ ݉݉ ͷ െ ͵Ͳܮ௥ ݉݉ ͳͷͲ െ ͵ͲͲߨଵ - ͲǤͲ͵ െ ͲǤ͵͵ߨଶ - ͲǤͲ͵ െ ͲǤ͵͵ߨଷ - ͲǤͲͳ͸ െ ͲǤ͵͵
݁௥ 
ܮ௥ 
ܦଶ 
ܦଵ ݁ଵ 
݁ଶ 
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Mais encore, les domaines de variation définis précédemment ne permettant pas d’éviter certaines 
configurations irréalistes, des contraintes supplémentaires définies par les équations ci-dessous sont 
ajoutées au problème étudié. 
 ܮ௥ െ ʹሺܦଵ ൅ ܦଶ ൅ ݁ଵ ൅ ݁ଶሻ ൐ Ͳ (II.32) 
 ͳ͵ ൏ ܦଵܦଶ ൏ ͵ (II.33) 
La première contrainte (équation (II.32)) permet d’éviter la superposition des deux alésages définis par ܦଵ 
et ܦଶ en imposant une quantité de matière minimale entre ces deux derniers. La seconde contrainte 
supplémentaire (équation (II.33)) va permettre d’éviter les configurations irréalistes où le diamètre de 
l’arbre de sortie du moteur est très petit ou très grand devant l’arbre de fixation de la bielle. La méthode 
VPLM, basée sur les lois en puissance, introduite dans le premier chapitre de cette thèse sera utilisée pour 
construire les modèles à postériori, donc le plan d’expériences sera optimisé dans l’espace adimensionnel 
logarithmique. Pour ce cas d’application, le problème d’optimisation s’écrit sous la forme suivante : 
 ௭ǡ஽భೖǡ஽మೖǡ௘ೝೖǡ௅ೝೖ ݖ ׊݇ א ሼͳǡ Ǥ Ǥ ǡʹ͹ሽ ݖ െ ݀௜௝ ൑ Ͳ ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡʹ͹ሽǡ ݅ ൏ ݆ͳͲ ൑ ܦଵ௞ ൑ ͷͲͳͲ ൑ ܦଶ௞ ൑ ͷͲͷ ൑ ݁௥௞ ൑ ͵ͲͳͷͲ ൑ ܮ௥௞ ൑ ͵ͲͲܮ௥௞ െ ʹ൫ܦଵ௞ ൅ ܦଶ௞ ൅ ݁ଵ௞ ൅ ݁ଶ௞൯ ൐ Ͳܦଵ௞ െ ͵ܦଶ௞ ൏ Ͳܦଶ௞ െ ͵ܦଵ௞ ൏ Ͳ
 (II.34) 
avec ݀௜௝ la distance Euclidienne entre les points définis par l’équation (II.19), où ௞ܲ ൌ ൬ଵ଴ ஽భೖ௅ೝೖ ǡ ଵ଴ ஽మೖ௅ೝೖ ǡ ଵ଴ ௘ೝೖ௅ೝೖ൰ ǡ ׊݇ א ሼͳǡǥ ǡ ʹ͹ሽ. 
Après application de la méthodologie proposée pour générer le plan d’expériences initial et 
réaliser l’optimisation de ce dernier, les plans d’expériences initial et optimisé sont représentés en Figure 
II.9. Il est représenté également un plan d’expériences adimensionnel correspondant à un plan de type 
LHS généré dans l’espace physique dimensionnel. Parmi les configurations générées par les plans 
d’expériences de type LHS et le plan d’expériences initial, certaines configurations ont dû être retirées car 
elles ne respectaient pas les contraintes (II.32) et (II.33). 
La représentation graphique du plan d’expériences met en avant qu’à partir d’un espace en trois 
dimensions, il est difficile d’apprécier de manière objective la qualité de la distribution spatiale des points 
par visualisation graphique. L’utilisation de l’indicateur introduit dans ce chapitre au paragraphe II.2.3 va 
permettre de statuer sur la qualité du plan d’expériences généré. Dans ce cas d’application, le plan de type 
LHS généré dans l’espace physique dimensionnel donne ܳ ൎ ͲǤͷ͵, le plan d’expériences initial donne ܳ ൎ ͲǤ͵ʹ tandis que le plan optimisé donne ܳ ൎ ͳǤͺ ή ͳͲିଶ, ce qui indique clairement une amélioration de 
la distribution spatiale des points. Maintenant nous allons évaluer les bénéfices que peut apporter 
l’utilisation de la méthodologie introduite quant à la construction de méta-modèles. 
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Figure II.9 : Comparaison de différents plans d'expériences pour le cas d'application en mécanique des structures 
II.3.1.3 Génération des méta-modèles 
Dans ce paragraphe nous allons appliquer la méthode VPLM introduite dans le chapitre I sur 
chacun des plans d’expériences et ensuite comparer les méta-modèles générés. La Figure II.10 représente 
l’évolution des erreurs commises par les méta-modèles VPLM générés pour chaque plan d’expériences. 
 
Figure II.10 : Evolution des erreurs relatives des méta-modèles générés pour les différents plans d'expériences 
On peut voir que quel que soit le plan d’expériences utilisé, le modèle utilisant deux termes 
d’ordre supérieur représente le meilleur compromis entre précision et complexité du modèle. 
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Les modèles VPLM utilisant deux termes d’ordre supérieur sont représentés par les équations ci-
dessous. On peut remarquer que les deux termes d’ordre supérieur sélectionnés ne sont pas les mêmes 
dans chacun des cas, ceci illustre bien l’influence du plan d’expériences sur la construction du méta-
modèle. 
Plan LHS ߨ଴ ൌ ͲǤ͵Ͷʹߨଵି ଶǤଶଵ଼ି଴Ǥଶହଶ ୪୭୥ሺగమሻߨଶି ଴Ǥ଼଴ହା଴Ǥ଴଻଼଺ ୪୭୥ሺగమሻ ୪୭୥ሺగయሻߨଷି ଵǤ଴଺଻ (II.35) 
Plan initial ߨ଴ ൌ ͲǤͷͻߨଵି ଵǤ଼଺ି଴Ǥ଴ଷଶ଻ ୪୭୥ሺగభሻ ୪୭୥ሺగభሻߨଶି ଴Ǥଽଷ଻ି଴Ǥଷ଴ସ ୪୭୥ሺగమሻߨଷି ଴Ǥଽଽହ (II.36) 
Plan optimisé Ɏ଴ ൌ ͲǤͷͲʹɎଵି ଵǤଽ଻ହି଴Ǥଵଵଶ ୪୭୥ሺ஠మሻ ୪୭୥ሺ஠భሻɎଶି ଴Ǥ଻ଶଷା଴Ǥଶଶ଺ ୪୭୥ሺ஠మሻ ୪୭୥ሺ஠భሻɎଷି ଵǤ଴଴ହ (II.37) 
Pour mettre en avant l’apport d’utiliser un plan d’expériences optimisé sur la capacité de 
prédiction d’un méta-modèle, nous allons comparer les erreurs relatives des modèles introduits 
précédemment sur les deux autres plans d’expériences n’ayant pas servi à la construction du modèle 
considéré. Le Tableau II.5 représente les erreurs maximales relatives commises par les modèles sur leur 
plan d’expériences de construction et sur les deux autres plans d’expériences. Chaque colonne renseigne le 
type de plan utilisé pour construire le méta-modèle, chaque ligne renseigne l’erreur maximale relative 
commise sur le type de plan d’expérience indiqué et la dernière ligne renseigne sur le nombre de points 
retenus après vérification de la bonne prise en compte des contraintes (équations (II.32) et (II.33)). Tout 
d’abord, on remarque que chaque méta-modèle fournit le même niveau de précision sur son plan 
d’expériences de construction (cellules bleu ciel sur la diagonale). En revanche, lorsque l’on s’intéresse à 
la précision de chaque méta-modèle sur d’autres plans d’expériences, seul le méta-modèle construit sur le 
plan d’expériences optimisé fournit un bon niveau de précision. Les deux autres modèles voient leur 
erreur maximum relative augmentée au minimum d’un facteur trois. De plus, le méta-modèle construit sur 
le plan d’expériences optimisé garde le même niveau de précision quel que soit le plan d’expériences de 
test, ce qui montre bien tout l’intérêt de couvrir l’espace de manière optimale afin de fournir un niveau de 
précision constant sur tout le domaine d’étude. 
Tableau II.5 : Comparaison des erreurs maximales relatives des méta-modèles générés pour le cas d’étude en mécanique 
des structures 
 Plans d’expériences de construction 
Plan d’expériences 
de test LHS Initial Optimisé 
LHS 3% 8% 3% 
Initial 16% 3% 3% 
Optimisé 18% 10% 3% 
Nombre de points 
retenus 24/27 12/27 27/27 
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II.3.2 Estimation du coefficient d’échange global d’un cylindre vertical en convection 
naturelle 
II.3.2.1 Descriptif du cas d’application 
Ce dernier cas d’application traite de l’estimation du coefficient de transfert thermique global d’un 
cylindre vertical en convection naturelle. Ce problème, classique en transferts thermiques, est souvent 
rencontré dans le cas de la sélection d’un moteur électrique ou certains composants électroniques dont la 
forme géométrique peut être associée à un cylindre. Ces composants sont très sensibles aux échauffements 
thermiques et une bonne estimation de leur comportement thermique est nécessaire quant à leur sélection 
pour une utilisation dans des systèmes embarqués. Cette étude va illustrer la propagation des contraintes 
entre les deux espaces physique dimensionnel et adimensionnel. 
Le coefficient de transfert convectif global ത݄ d’un cylindre vertical en convection naturelle dépend 
de sa hauteur ܮ, de son diamètre ܦ, de la différence de température entre la surface du cylindre et 
l’environnement ȟߠ, de la gravité ݃ et des propriétés physiques de l’air environnant : ߣǡ ܥ௣ǡ ߤǡ ߩǡ ߚ. Ce 
problème déjà très étudié dans la littérature (Minkowicz and Sparrow, 1974) peut être réécrit sous la forme 
adimensionnelle suivante : 
 ܰݑ ൌ ݂ሺߨǡ ܲݎǡ ܩݎሻ (II.38) 
avec ܰݑ ൌ ௛ഥ஽ఒ , le nombre de Nusselt ; ߨ ൌ ௅஽, le rapport diamètre sur hauteur du cylindre ; ܲݎ ൌ ఓ஼೛ఒ , le 
nombre de Prandtl et ܩݎ ൌ ௚ఉఘమ୼ఏ஽యఓమ , le nombre de Grashof. Les propriétés physiques de l’air sont 
considérées constantes pour cette étude et évaluées à la température moyenne : ௠ܶ௢௬ ൌ ௔ܶ௠௕ ൅ ୼ఏଶ . Par 
conséquent le nombre de Prandtl peut être supposé constant pour cette étude. La construction des nombres 
adimensionnels est donnée en annexe A. 
II.3.2.2 Génération du plan d’expériences 
Le plan d’expériences à générer concerne les variables physiques dimensionnelles ܦǡ ܮǡ ȟߠ et les 
nombres adimensionnels ߨ et ܩݎ. Les domaines de variation des variables physiques dimensionnelles sont 
donnés dans le Tableau II.6. Pour éviter les configurations géométriques non représentatives de moteur 
électrique utilisé dans des actionneurs embarqués aéronautiques, les bornes du nombre adimensionnel ߨ 
sont définies par : ͲǤͷ ൑ ߨ ൑ ͵. Mais encore, la valeur du nombre Grashof indique le régime 
d’écoulement (laminaire ou turbulent) et donc le modèle physique à utiliser pour la simulation. Pour les 
problèmes à nombre de Grashof inférieur à ͳͲ଼, l’écoulement peut être supposé laminaire et les équations 
de Navier Stokes classiques peuvent être utilisées. En revanche, au-delà de cette valeur des structures 
turbulentes apparaissent et un régime d’écoulement de transition existe pour de valeurs de Grashof 
comprise entre ͳͲ଼ et ͳͲଽ. Au-delà de cette dernière valeur, l’écoulement est turbulent et il faut utiliser 
des approches dédiées à la modélisation des écoulements turbulents (Incropera et al., 2007). De ce fait, il 
est nécessaire de contrôler le domaine de variation du nombre de Grashof afin d’être sûr d’utiliser le 
modèle physique compatible avec le régime d’écoulement mis en jeu. Dans le cas contraire, le modèle 
numérique donnera des résultats erronés et le méta-modèle construit ne sera pas valide. Pour le cas 
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présent, on se place dans le cas d’écoulement laminaire et on fixera la valeur maximale du nombre de 
Grashof à ͳͲ଼. 
Tableau II.6 : Domaines de variation des variables pour le plan d'expériences en transferts thermiques 
Variables Unités Domaines de variation ܮ ݉ 0.ͳ െ ͲǤͷܦ ݉ ͲǤͳ െ ͳȟߠ ܭ ͷͲ െ ͳͲͲܩݎ െ ͵ܧ͸ െ ͳܧͺ ܮȀܦ െ ͲǤͷ െ ͵
Etant donné que la loi de corrélation établie pour cette configuration est une loi en puissance 
constante (Minkowicz and Sparrow, 1974), le plan d’expériences sera optimisé dans l’espace 
adimensionnel logarithmique avec trois niveaux minimum sur chaque variable adimensionnelle. Pour ce 
cas d’application, le problème d’optimisation s’écrit sous la forme suivante : 
 ௭ǡ௅ೖǡ஽ೖǡ୼஘ౡ  ݖ ׊݇ א ሼͳǡ Ǥ Ǥ ǡͻሽ ݖ െ ݀௜௝ ൑ Ͳ ׊݅ǡ ݆ א ሼͳǡ Ǥ Ǥ ǡͻሽǡ ݅ ൏ ݆  ͲǤͳ ൑ ܮ௞ ൑ ͲǤͷ  ͲǤͳ ൑ ܦ௞ ൑ ͳ  ͷͲ ൑ ȟߠ௞ ൑ ͳͲͲ  ܮ௞ െ ͵ܦ௞ ൑ Ͳ  ͲǤͷܦ௞ െ ܮ௞ ൑ Ͳ ݃ߚߩଶȟɅ୩ଷ െ ͳͲ଼ߤଶ ൑ Ͳ
 
(II.39) 
avec ݀௜௝ défini comme dans l’équation (II.19) où ௞ܲ ൌ ቀଵ଴ ௅ೖ஽ೖ ǡ ଵ଴ ௚ఉఘమ୼஘ౡ஽ೖయఓమ ቁ ǡ ׊݇ א ሼͳǡǥ ǡ ͻሽ. Dans 
le cas présent, l’index ݇ n’apparait pas en exposant pour éviter toutes confusions avec ܦଷ dans la 
définition du nombre de Grashof. 
Après application de la méthodologie proposée pour générer le plan d’expériences initial et 
réaliser l’optimisation de ce dernier, les plans d’expériences initial et optimisé sont représentés en Figure 
II.11. Il est également représenté un plan d’expériences adimensionnel correspondant à un plan de type 
LHS généré dans l’espace physique dimensionnel. Parmi les configurations générées par les plans 
d’expériences de type LHS et le plan d’expériences initial, certaines configurations ont dû être retirées car 
elles ne respectaient pas les contraintes supplémentaires sur les nombres adimensionnels. Dans ce cas 
d’étude, la représentation graphique met en avant clairement l’apport de l’optimisation quant à la qualité 
du plan d’expériences. Tout d’abord, le plan d’expériences de type LHS ne contient que quatre points 
compris dans le domaine d’étude et ces points ne sont pas bien répartis sur le domaine. Le plan initial 
quant à lui, contient les neuf points désirés mais il n’offre pas une couverture optimale de l’espace. Enfin, 
le plan d’expériences optimisé contient les neuf points désirés et ces derniers sont répartis sur tout le 
domaine d’étude. L’utilisation de l’indicateur introduit dans ce chapitre au paragraphe II.2.3 va permettre 
de valider ces remarques. Dans ce cas d’application, le plan de type LHS généré dans l’espace physique 
dimensionnel donne ܳ ൎ ͳǤͳ, le plan d’expériences initial donne ܳ ൎ ͲǤ͵͵ tandis que le plan optimisé 
donne ܳ ൎ ͹ ή ͳͲିଶ, ce qui indique clairement une amélioration de la distribution spatiale des points. 
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Maintenant nous allons évaluer l’influence d’utiliser un plan d’expériences optimisé quant à la 
construction de méta-modèles. 
 
Figure II.11 : Comparaison de différents plans d'expériences pour le cas d'application en transferts thermiques 
II.3.2.3 Génération des méta-modèles 
Dans ce paragraphe nous allons comparer la précision donnée par les lois en puissance construites 
sur chaque plan d’expériences. Les différentes lois en puissance sont représentées par les équations 
suivantes : 
Plan LHS ߨ଴ ൌ ͲǤͳͳͻɎଵି ଴Ǥ଴ସଶସܩݎ଴Ǥଷଶ଻ (II.40) 
Plan initial ߨ଴ ൌ ͲǤʹͲͶɎଵି ଴Ǥ଴଺ଵ଺ܩݎ଴Ǥଶଽ଺ (II.41) 
Plan optimisé ߨ଴ ൌ ͲǤʹͳʹɎଵି ଴Ǥ଴ହ଼଻ܩݎ଴Ǥଶଽସ (II.42) 
On peut remarquer que les coefficients numériques calculés pour chaque loi ne sont pas les 
mêmes dans chacun des cas ; Ceci illustre bien l’influence du plan d’expériences sur la construction du 
méta-modèle. Pour mettre en avant l’apport d’utiliser un plan d’expériences optimisé sur la capacité de 
prédiction d’un méta-modèle, nous allons comparer les erreurs relatives des modèles introduits 
précédemment sur les deux autres plans d’expériences n’ayant pas servi à la construction du modèle 
considéré. Le Tableau II.7 représente la matrice des erreurs relatives commises par les modèles sur leur 
plan d’expériences de construction (cases bleu ciel sur la diagonale) et sur les deux autres plans 
d’expériences. Tout d’abord, on peut remarquer que le modèle construit sur le plan de type LHS offre la 
meilleure précision sur son domaine de construction. Ceci s’explique par le faible nombre de 
configurations (nombres de points) à représenter par le modèle, ce qui a facilité la régression 
mathématique. 
En revanche, lorsque l’on s’intéresse à la capacité de chaque modèle à rester prédictif en dehors 
de ses points de construction, le modèle construit sur un plan de type LHS voit son erreur maximale 
relative être multipliée par dix alors que les deux autres modèles conservent le même ordre de précision. 
On voit bien ici que de construire un modèle sur l’ensemble du domaine d’étude permet d’offrir un niveau 
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de précision constant sur n’importe quels points de ce domaine. Enfin, cet exemple met en avant la qualité 
du plan d’expériences initial car le modèle construit sur ce plan d’expériences offre le même niveau de 
précision que le modèle construit sur le plan d’expériences optimisé. Pour ce cas d’application, l’étape 
d’optimisation n’était pas obligatoire pour le type de méta-modèle construit par la suite. 
Tableau II.7 : Comparaison des erreurs maximales relatives des méta-modèles générés pour le cas d’étude en transferts 
thermiques 
 Plans d’expériences de construction 
Plan d’expériences 
de test LHS Initial Optimisé 
LHS 1% 4% 5% 
Initial 9% 5% 5% 
Optimisé 10% 4% 4% 
Nombres de points 
retenus 4/9 9/9 9/9 
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II.4  Conclusion 
Dans ce chapitre nous avons introduit la notion de plan d’expériences et présenté un état de l’art 
concernant les techniques les plus couramment utilisées. Un focus a été fait sur les plans d’expériences 
optimaux. Nous avons également mis en avant les problèmes liés à l’utilisation du formalisme 
adimensionnel dans le cadre de l’utilisation de plans d’expériences optimaux. La problématique de gestion 
des contraintes émanant des variables physiques dimensionnelles et des nombres adimensionnels a été 
identifiée comme un verrou scientifique à résoudre dans le cadre de la construction de méta-modèles. 
C’est pourquoi une méthodologie de génération de plans d’expériences optimaux adaptée à l’utilisation du 
formalisme adimensionnel a été proposée. Les différents concepts utilisés dans cette méthodologie ont été 
illustrés sur un cas d’étude purement numérique. De plus, un indicateur numérique permettant d’évaluer la 
distribution spatiale d’un plan d’expériences a été proposé. 
Ensuite, nous avons appliqué la méthodologie proposée sur deux cas d’application réels afin de 
mettre en avant l’apport que représente cette méthodologie par rapport à l’utilisation de plans 
d’expériences généralement utilisés dans le cadre de la construction de méta-modèles. Dans chacun des 
deux cas d’application introduits, la méthodologie proposée s’est montrée plus performante que les 
méthodes classiques de génération de plans d’expériences quant à la gestion de la propagation des 
contraintes entre les deux espaces (dimensionnel et adimensionnel) et l’amélioration de la distribution 
spatiale des points dans le domaine d’étude. En effet, les méthodes classiques montrent des difficultés à 
satisfaire les contraintes émanant des deux espaces, dimensionnel et adimensionnel, ainsi diminuant le 
nombre de points utilisables pour la régression. La méthodologie proposée permet d’obtenir un nombre de 
points désiré pour le plan d’expériences tout en assurant une distribution spatiale optimale des points dans 
le plan d’expériences adimensionnel. Nous avons également généré des méta-modèles construits sur ces 
différents plans d’expériences afin de mettre en avant l’influence du plan d’expériences sur la précision 
d’un méta-modèle. Les résultats ont montré que les méta-modèles construits sur le plan d’expériences 
optimisé généré par la méthode proposée se sont révélés plus robustes et plus précis que ceux construits 
sur d’autres plans d’expériences. En effet, la distribution optimale des points du plan d’expériences généré 
par la méthode proposée permet au méta-modèle de représenter fidèlement l’intégralité du domaine 
d’étude. Mais encore, nous avons comparé l’utilisation de la méthode VPLM sur ces différents types de 
plan d’expériences. Bien que les précisions relatives des différents méta-modèles soient les mêmes sur 
leurs plans d’expériences de construction, seul le méta-modèle construit sur le plan d’expériences optimisé 
s’est montré robuste et précis en dehors de son plan d’expériences de construction. 
Pour finir, le temps de calcul nécessaire à la génération d’un plan d’expériences optimisé à partir 
de la méthode proposée est très sensible au nombre de points désirés. Il peut varier de quelques secondes 
pour une vingtaine de points à plusieurs dizaines de minutes à partir d’une soixantaine de points. L’ajout 
de contraintes peut aussi augmenter le temps de génération du plan d’expériences. Le nombre de variables 
mises en jeu est donc un facteur important tant au niveau du temps nécessaire pour la génération du plan 
d’expériences, que pour l’obtention d’un méta-modèle avec une expression mathématique simple. C’est 
pour cette raison que le chapitre suivant de cette thèse propose des méthodes pour réduire le nombre de 
variables adimensionnelles d’un problème. 
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Chapitre III  
 
Contribution à l’analyse dimensionnelle : aide à la 
construction et au choix des nombres adimensionnels 
Ce chapitre a pour objectif de venir compléter les deux premiers chapitres de cette thèse en 
apportant des éléments supplémentaires quant à l’analyse dimensionnelle, et plus particulièrement la 
construction et le choix des nombres adimensionnels. Le chapitre I de cette thèse  a introduit les principes 
de l’analyse dimensionnelle en mentionnant notamment l’aspect subjectif du choix des nombres 
adimensionnels d’un problème. L’apport principal de ce chapitre est de réduire cette subjectivité en 
introduisant des méthodes numériques permettant de faire des choix sur les variables adimensionnelles à 
utiliser dans le but de réduire leur nombre lorsque celui-ci est trop important au stade de la conception 
préliminaire. Tout d’abord, nous proposerons un état de l’art concernant la construction et le choix des 
nombres adimensionnels. Ensuite nous introduirons une première approche numérique qui permet 
d’identifier si des combinaisons entre nombres adimensionnels sont envisageables et physiquement 
intéressantes. Pour illustrer cette méthode, nous traiterons du problème de Graetz en transferts thermiques. 
Enfin nous proposons une autre approche, plutôt basée sur l’optimisation, qui permet d’identifier les 
nombres adimensionnels importants à conserver comme variables vis-à-vis d’un objectif donné. Cette 
dernière méthode sera illustrée au travers de la construction d’un méta-modèle permettant l’estimation du 
couple délivré par un moteur électrique. 
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III.1 Introduction à la construction et au choix des nombres adimensionnels 
III.1.1 Contexte et état de l’art 
III.1.1.1 Contexte 
Le chapitre I de cette thèse a introduit une méthode de génération de méta-modèles basée sur 
l’analyse dimensionnelle d’un problème physique. Dans le cadre de la conception préliminaire, les méta-
modèles utilisés doivent être fidèles à leur modèle de référence tout en ayant une expression mathématique 
facilement manipulable et la plus compacte possible. Néanmoins, dans certains cas, des modèles peuvent 
être fonctions d’un nombre de variables assez important (typiquement supérieur à 4 ou 5) et ils deviennent 
par conséquent lourds à manipuler à ce stade de la conception et difficiles à mettre en place. C’est pour 
cette raison que le formalisme adimensionnel a été utilisé dans le cadre de ces travaux afin de réduire ce 
nombre de variables. Cependant lorsque plusieurs phénomènes sont en compétition (comme la 
conduction, la convection et le rayonnement) ou bien lorsque le système étudié a une géométrie complexe, 
le nombre de variables peut rester conséquent. Dans ce contexte, l’utilisation d’approches originales dans 
le cadre de la construction et du choix des nombres adimensionnels peut être un moyen de réduire le 
nombre de variables adimensionnelles et de rendre plus compacts les modèles construits. 
III.1.1.2 Construction de nombres adimensionnels 
Lorsque l’analyse dimensionnelle et le théorème de Vaschy-Buckingham (Buckingham 1914; 
Vaschy 1892) ont été introduits dans le premier chapitre de cette thèse, il a été mis en avant la subjectivité 
quant au choix des nombres adimensionnels d’un problème. Deux méthodes envisageables pour construire 
des nombres adimensionnels ont été introduites (Knudsen & Katz 1958) : 
La ‘’Méthode de Rayleigh’’ : Cette méthode est généralement présentée lors de l’énoncé du 
théorème de Vaschy-Buckingham. Elle consiste à résoudre un système linéaire d’équations 
aux dimensions, dans le système SI (MLTθ), à partir des variables physiques du système 
étudié. Une approche matricielle peut être utilisée pour résoudre le système (Deb & Deb 
1986). 
L’utilisation des équations différentielles : La mise sous forme adimensionnelle du système 
d’équations différentielles du problème considéré permet de faire apparaitre les nombres 
adimensionnels. 
L’annexe A de cette thèse fournit des détails supplémentaires sur les deux méthodes d’obtention 
de nombres adimensionnels et sur l’analyse dimensionnelle en général. Quelle que soit la méthode utilisée 
pour construire les nombres adimensionnels, l’obtention des bons nombres adimensionnels pour le 
problème considéré n’est pas automatique. Elle permettra seulement de construire d’un point de vue 
dimensionnel des regroupements des variables physiques qui sont adimensionnels. Il faudra donc bien 
identifier au préalable les phénomènes mis en jeu et les grandeurs caractéristiques du système étudié. Dans 
le domaine des transferts thermiques, les travaux réalisés depuis le début de l’analyse dimensionnelle 
(Lorens 1881) ont permis de recenser des nombres adimensionnels caractéristiques du type de problème 
étudié (Klinkenberg & Mooy 1948). Par exemple lorsqu’il est question de traiter la convection naturelle, 
les nombres de Grashof ou de Rayleigh sont des nombres adimensionnels à utiliser car ils caractérisent ce 
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phénomène. Il en est de même pour la convection forcée et le nombre de Reynolds. C’est pourquoi bon 
nombre de chercheurs parlent de feeling physique ou bon sens physique pour mener à bien la construction 
des nombres adimensionnels d’un problème.  
Face à ce verrou scientifique, on trouve dans la littérature des travaux qui traitent directement ou 
indirectement de ce problème de construction des nombres adimensionnels. Chronologiquement, Joseph 
Fourier fût le premier à définir le concept de dimension physique (Fourier 1822), qui représente la base de 
l’analyse dimensionnelle. De nombreux chercheurs ont travaillé au 20ème siècle sur le sujet et ses 
déclinaisons comme la théorie des maquettes (Bridgman 1922; Langhaar 1951). Edward S. Taylor proposa 
notamment un ouvrage de synthèse intéressant regroupant des applications de l’analyse dimensionnelle en 
ingénierie (Taylor 1974). A cette époque plusieurs scientifiques ont commencé à travailler sur le sujet de 
la construction de lois de corrélation basées sur les nombres adimensionnels et certains ont proposé 
d’utiliser des méthodes statistiques pour améliorer la significativité et la précision des lois établies (Dovi 
1984; Dovi et al. 1991; Li & Lee 1990; Li & Lee 1989). A la fin du XXème siècle, Thomas Szirtes 
proposa un ouvrage, dans la lignée de celui de E.S. Taylor, présentant diverses applications de l’analyse 
dimensionnelle quant à la modélisation de problèmes physiques (Szirtes & Rózsa 1997). Dans cet 
ouvrage, un chapitre est dédié aux approches possibles pour réduire le nombre de variables 
adimensionnelles d’un problème. Ces approches, liées à la construction des nombres adimensionnels, 
interviennent à différents stades de l’analyse dimensionnelle et seront présentées dans la section suivante. 
D’autres travaux intéressants sur l’analyse dimensionnelle sont disponibles dans la littérature (Sonin 
2004), ces derniers traitent plutôt de la reformulation du théorème de Vaschy-Buckingham en considérant 
différemment les variables physiques considérées comme constantes de celles considérées variables. 
Enfin, plus récemment la littérature fait état de l’art de l’utilisation des nombres adimensionnels et 
introduit leur signification physique en fonction du domaine physique d’étude (Ruzicka 2008; Kunes 
2012). Pour le lecteur non familier avec l’analyse dimensionnelle et les nombres adimensionnels, ces deux 
dernières références et l’annexe A de cette thèse viendront parfaitement compléter cette première partie de 
chapitre. 
III.1.1.3 Approches pour réduire le nombre de variables adimensionnelles 
La section précédente a fait état des différents travaux liés à l’utilisation de l’analyse 
dimensionnelle et à la construction des nombres adimensionnels. Cette section traite des approches 
envisageables pour réduire le nombre de variables adimensionnelles d’un problème physique. En effet, 
dans certains cas il est possible de réduire le nombre de variables adimensionnelles et d’obtenir ainsi des 
lois de corrélation ou des méta-modèles plus compacts sans perdre d’information. Pour illustrer ce besoin, 
considérons le cas d’étude largement étudié dans la littérature qu’est la convection naturelle le long d’une 
plaque plane. 
Le problème considéré dépend de neuf variables physiques : 
 ݂൫ത݄ǡ ߩǡ ߤǡ ߚǡ ܥ௣ǡ ߣǡ ݃ǡ ȟߠǡ ܮ൯ ൌ Ͳ (III.1) 
avec : le coefficient de transfert thermique global ത݄, les propriétés physiques de l’air ߩǡ ߤǡ ߚǡ ܥ௣ǡ ߣ, 
la gravité ݃, la différence de température entre la surface de la plaque et l’air ambiant ȟߠ ൌ ܶ െ ௔ܶ௠௕ et 
la longueur de la plaque plane ܮ. Les dimensions physiques mises en jeu ici sont au nombre de quatre et 
sont : la masse M, la longueur L, le temps T et la température θ. 
Chapitre III – Contribution à l’analyse dimensionnelle : aide à la construction et au choix des nombres adimensionnels 
Page 87 
 
Figure III.1 : Configuration de convection naturelle le long d'une plaque plane verticale 
Le nombre de variables adimensionnelles nécessaires pour décrire le problème est égal à 5, et est calculé à 
partir de l’équation suivante : 
 ܰ ൌ ݊ െ݉ (III.2) 
où ݊ est le nombre de variables physiques du problème (9 dans notre cas) et ݉ le nombre de dimensions 
physiques mises en jeu. Le théorème de Vaschy-Buckingham permet de reformuler le problème sous la 
forme adimensionnelle suivante : 
 ܨሺߨ଴ǡ ߨଵǡ ߨଶǡ ߨଷǡ ߨସሻ ൌ Ͳ (III.3) 
La construction des nombres adimensionnels peut se faire de manière matricielle (Annexe A), à 
partir de la matrice des unités représentées par le Tableau III.1. 
Tableau III.1: Matrice des unités pour l'étude de la convection naturelle d'une plaque plane 
 Variables physiques Variables répétitives 
 ത݄ ߂ߠ ܥ௣ ݃ ߩ ܮ ߚ ߤ ߣ 
M 1 0 0 0 1 0 0 1 1 
L 0 0 2 1 -3 1 0 -1 1 
T -3 0 -2 -2 0 0 0 -1 -3 
θ -1 1 -1 0 0 0 -1 0 -1 ߨ଴ 1     1 0 0 -1 ߨଵ  1    0 1 0 0 ߨଶ   1   0 0 1 -1 ߨଷ    1  1 1 1 -1 ߨସ     1 1 -1/2 -3/2 1/2 
On obtient donc les cinq nombres adimensionnels suivant : ߨ଴ ൌ ܰݑ ൌ ௛ഥ௅ఒ , ߨଵ ൌ ߚȟߠ, ߨଶ ൌ ܲݎ ൌఓ஼೛ఒ , ߨଷ ൌ ఓ௚ఉ௅ఒ  et ߨସ ൌ ఘఒభȀమ௅ఉభȀమఓయȀమ. Pour ce cas classique en transferts thermiques, la loi de corrélation établie 
dans la littérature met en œuvre seulement trois nombres adimensionnels, au lieu des cinq construits ici, et 
le nombre de Nusselt s’exprime à l’aide de la forme mathématique suivante : 
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 ܰݑ ൌ ݇ܲݎ௔ܩݎ௕ (III.4) 
Où ܲݎ ൌ ఓ஼೛ఒ  est le nombre de Prandtl et ܩݎ ൌ ఘమ௚ఉ୼ఏ௅యఓమ  est le nombre de Grashof. Par conséquent, il est 
possible de rendre compte du problème physique traité ici avec moins de nombres adimensionnels que 
ceux obtenus par application classique du théorème de Vaschy-Buckingham. L’équation (III.2) montre 
que le nombre de variables adimensionnelles d’un problème dépend du nombre de variables physiques et 
du nombre de dimensions physiques mises en jeu. Par conséquent, pour réduire le nombre de variables 
adimensionnelles il faut soit diminuer le nombre de variables physiques, soit augmenter le nombre de 
dimensions physiques mises en jeu. Les prochaines sections introduisent différentes approches permettant 
de réduire le nombre de variables adimensionnelles, dont certaines vont permettre d’aboutir au résultat 
attendu. 
III.1.1.3.1 Réduction du nombre de variables physiques ݊ 
Cette première approche consiste à réduire le nombre de variables physiques en fusionnant 
certaines des variables physiques du problème pour créer une nouvelle variable physique. Cette approche 
est essentiellement basée sur l’expérience et la connaissance de la physique du problème étudié. La 
combinaison de plusieurs variables physiques va, dans un premier temps, réduire le nombre de variables 
physiques, et dans un second temps réduire le nombre de variables adimensionnelles du problème. Pour 
illustrer cette approche, reprenons le cas précédent de la plaque plane en convection naturelle. L’équation 
(III.1) met en œuvre neuf variables physiques dont la gravité ݃, le coefficient d’expansion thermique ߚ et 
la différence de température ȟߠ. Ces trois variables peuvent être regroupées pour former une nouvelle 
variable physique définit comme : ݔ௖ ൌ ݃ߚȟߠ. Ce regroupement apparait naturellement lorsque l’on se 
place dans le cadre de l’approximation de Boussinesq et qu’on écrit les équations de Navier-Stokes et de 
l’Energie pour le cas étudié (équation (III.5)). Ce terme exprime la force d’Archimède, due ici à une 
différence de température, qui est la cause du mouvement convectif (Boussinesq 1903). 
 
ۖۖەۖۖ۔
ۓ ߲ݑ߲ݔ ൅ ߲ݒ߲ݕ ൌ Ͳݑ ߲ݑ߲ݔ ൅ ݒ ߲ݑ߲ݕ ൌ ࢍࢼઢࣂ ൅ ߥ ߲ଶݑ߲ݕଶݑ ߲߲ܶݔ ൅ ݒ ߲߲ܶݕ ൌ ߙ ߲ଶ߲ܶݕଶ
 (III.5) 
Si on utilise cette nouvelle variable physique à la place de ݃ǡ ߚ et ȟߠ, et qu’on applique de 
nouveau le théorème de Vaschy-Buckingham, le nombre de variables adimensionnelles pour exprimer le 
problème est égal à : ܰ ൌ ͹ െ Ͷ ൌ ͵. Cette fois-ci, le théorème nous indique que le problème peut être 
mis sous la forme adimensionnelle où seulement trois nombres adimensionnels sont nécessaires pour 
rendre compte des phénomènes mis en jeu. Le Tableau III.2 représente la nouvelle matrice des unités 
résultant de la réduction des variables physiques. Ici les nombres de Nusselt, Prandtl et Grashof 
caractéristiques d’un problème de convection naturelle sont obtenus et à partir d’essais expérimentaux ou 
numériques on peut déterminer les coefficients numériques de la loi de corrélation proposée par l’équation 
(III.4). 
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Tableau III.2 : Matrice des unités pour l'étude de la convection naturelle d'une plaque plane après réduction des variables 
physiques 
 Variables physiques Variables répétitives 
 ത݄ ݃ߚ߂ߠ ܥ௣ ߣ ߤ ߩ ܮ 
M 1 0 0 1 1 1 0 
L 0 1 2 1 -1 -3 1 
T -3 -2 -2 -3 -1 0 0 
θ -1 0 -1 -1 0 0 0 ߨ଴ ൌ ܰݑ 1   -1 0 0 1 ߨଵ ൌ ܩݎ  1  0 -2 2 3 ߨଶ ൌ ܲݎ   1 -1 1 0 0 
III.1.1.3.2 Fusion de nombres adimensionnels 
Cette seconde approche est proche de la précédente mais est réalisée sur les nombres 
adimensionnels plutôt que sur les variables physiques. Elle nécessite également une certaine expérience ou 
connaissance du domaine physique mis en jeu. Pour illustrer cette approche, considérons de nouveau le 
cas d’étude introduit précédemment. L’application classique du théorème de Vaschy-Buckingham nous a 
donné un ensemble de cinq nombres adimensionnels pour décrire le problème considéré (Tableau III.1), 
que l’on peut exprimer par la relation suivante : 
 ܰݑ ൌ ܨ ቆܲݎǡ ߨଵ ൌ ߚȟߠǡ ߨଷ ൌ ߤ݃ߚܮߣ ǡ ߨସ ൌ ߩߣଵȀଶܮߚଵȀଶߤଷȀଶቇ (III.6) 
De bonnes connaissances et de l’intuition en transferts thermiques convectifs peuvent permettre 
ici de fusionner certains nombres adimensionnels afin de réduire cet ensemble et d’aboutir à la relation 
(III.4). En effet, le phénomène de convection naturelle, et plus particulièrement le régime de l’écoulement, 
est caractérisé par le nombre de Grashof qui correspond au rapport des forces de gravité sur les forces 
visqueuses. De ce fait, l’analyse dimensionnelle d’un problème de convection naturelle doit faire 
apparaitre le nombre de Grashof. Si le problème est bien posé, alors il existe une combinaison des 
nombres adimensionnels ߨଵǡ ߨଷ et ߨସ faisant apparaitre le nombre de Grashof. 
A partir de l’expression du nombre de Grashof, la combinaison permettant de le construire à partir 
des nombres adimensionnels de notre problème est la suivante : ܩݎ ൌ ߨଵߨଷߨସଶ. Une fois la combinaison 
des nombres adimensionnels réalisée, on peut réécrire la relation (III.6) sous la forme (III.4) donnée dans 
la littérature. 
III.1.1.3.3 Augmentation du nombre de dimensions physiques 
Cette dernière approche consiste à augmenter le nombre de dimensions physiques mises en jeu 
dans le problème considéré en en introduisant de nouvelles. Williams fut l’un des précurseurs de cette 
approche en proposant d’introduire des dimensions physiques différentes pour chaque direction de 
l’espace (Williams 1892). Palacios introduit plus tard le concept d’analyse dimensionnelle discriminée 
(Palacios 1964), qui a été repris plus récemment dans les travaux de (Madrid & Alhama 2005). Le 
principe consiste à exprimer les dimensions physiques mises en jeu en fonction du système de 
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coordonnées du problème physique. Pour illustrer cette approche, nous allons l’appliquer à la dimension 
physique relative à la longueur ܮ. La Figure III.2 introduit les trois systèmes de coordonnées utilisés en 
sciences et le Tableau III.3 présente la comparaison entre base classique et base discriminée. L’utilisation 
de la base discriminée permet d’augmenter le nombre de dimensions physiques, et par conséquent peut 
permettre de diminuer le nombre de variables adimensionnelles nécessaires pour exprimer le problème 
physique considéré. De nombreux exemples d’applications de cette approche sont présentés dans 
l’ouvrage de (Szirtes & Rózsa 1997). 
 
  
Figure III.2 : Systèmes de coordonnées utilisés en sciences, de gauche à droite : cartésien, cylindrique et sphérique 
Tableau III.3 : Bases classique et discriminée pour la dimension physique ࡸ pour différents systèmes de coordonnées 
Système de coordonnées Base classique Base discriminée 
Cartésien ሼܮሽ ൛ܮ௫ǡ ܮ௬ǡ ܮ௭ൟ 
Cylindrique ሼܮሽ ሼܮ௥ǡ ܮఏǡ ܮ௭ሽ 
Sphérique ሼܮሽ ሼܮ௥ǡ ߠǡ ߮ሽ 
III.1.2 Approches proposées 
La section précédente a introduit les principaux travaux menés sur l’analyse dimensionnelle avec 
un focus sur la construction des nombres adimensionnels. De plus, différentes approches permettant la 
réduction du nombre de variables adimensionnelles ont été présentées. Néanmoins, les différentes 
approches introduites font appel à un sens physique et/ou une connaissance solide dans le domaine 
physique considéré pour être appliquées. Nous proposons ici de venir compléter ces approches plutôt 
basées sur la physique par des approches numériques. 
Dans le cadre des travaux de cette thèse nous avons identifié deux difficultés pouvant amener à un 
nombre de variables adimensionnelles trop important dans le cadre de la conception préliminaire : la 
construction et le choix des nombres adimensionnels. 
III.1.2.1 La construction des nombres adimensionnels 
Dans la section précédente, nous avons mis en avant que la construction des nombres 
adimensionnels était dépendante de la connaissance du ou des phénomènes physiques mis en jeu. En effet, 
l’exemple proposé dans le paragraphe III.1.1.3 pour la convection naturelle le long d’une plaque plane 
verticale a mis en évidence que le nombre de variables adimensionnelles décrivant le problème est 
directement lié aux connaissances en transferts thermiques convectifs. Pour obtenir le bon nombre de 
variables adimensionnelles et aussi celles qui ont le plus de signification physique pour le problème, il 
était nécessaire de fusionner des variables physiques pour faire apparaitre une nouvelle variable physique 
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plus significative, ou bien de fusionner des nombres adimensionnels pour faire apparaitre le nombre de 
Grashof. 
A partir de données issues de simulations, nous proposons ici une méthode originale basée sur 
l’analyse de sensibilité afin de mettre en avant les regroupements de nombres adimensionnels significatifs 
du problème considéré. Cette approche nécessite la génération d’un plan d’expériences, qui peut être 
généré avec la méthode introduite en chapitre II, afin de définir les configurations qui devront être 
simulées. Le plan d’expériences généré peut être celui utilisé pour la construction de méta-modèles. Par 
conséquent, cette approche n’engendrera pas de coût supplémentaire en calcul et pourra être privilégiée 
pour des problèmes où les modèles numériques sont coûteux en temps de calcul. 
III.1.2.2 Le choix des nombres adimensionnels pour un problème considéré 
Pour certains problèmes physiques où le système étudié a une géométrie complexe et que le 
nombre de variables géométriques est conséquent, malgré une bonne connaissance des phénomènes mis 
en jeu, il n’est pas possible de réduire le nombre de variables adimensionnelles. Généralement, 
l’expérience ou des études de sensibilité peuvent permettre de faire des hypothèses pour éliminer des 
nombres adimensionnels de l’ensemble initial. Néanmoins, il n’est pas toujours aisé de faire ces choix car 
il faut toujours avoir à l’esprit le cadre dans lequel le modèle va être utilisé et celui-ci peut changer avec 
les applications. Dans le cadre de la conception préliminaire, le concepteur a pour but de définir les 
dimensions principales du système et des composants étudiés. Les caractéristiques spécifiques de chaque 
composant sont traitées lors de la conception détaillée. Néanmoins, pour certains composants les 
caractéristiques spécifiques peuvent avoir une grande influence sur les performances du composant mais 
aussi sur les performances du système dans sa globalité. Ces cas sont souvent rencontrés dans la 
conception préliminaire de systèmes embarqués et les modèles utilisés doivent, dans ces cas-là, prendre en 
compte certaines caractéristiques internes des composants pour que dès la phase de conception 
préliminaire, le système proposé soit au plus proche de l’optimum attendu. Le problème ici est le choix 
des variables physiques influentes, in fine des nombres adimensionnels, à prendre en compte dans la 
construction du modèle qui sera utilisé en conception préliminaire. 
Pour répondre à ce besoin, nous proposons d’utiliser des algorithmes d’optimisation pour trouver 
les caractéristiques optimales d’un composant pour différents cas d’utilisation et pour un objectif donné. A 
partir de ces résultats, l’influence de chaque nombre adimensionnel du problème considéré vis-à-vis de 
l’objectif sera analysée. Cette analyse permettra d’éliminer les nombres adimensionnels non-influents vis-
à-vis de cet objectif et donc de réduire le nombre de variables adimensionnelles sans trop porter atteinte à 
la qualité du modèle qui sera généré par la suite. Contrairement à l’approche présentée précédemment, 
cette approche peut représenter un coût en calcul important dans le cas de simulations numériques lourdes. 
Elle présentera cependant l’avantage de déterminer également la valeur des nombres adimensionnels qui 
sont posés comme constants en conception préliminaire de niveau système. 
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III.2 Contribution à la construction des nombres adimensionnels par analyse 
d’insensibilité 
III.2.1 L’analyse d’insensibilité 
III.2.1.1 Introduction et objectifs 
Dans la première partie de ce chapitre, nous avons montré que la construction des nombres 
adimensionnels est très dépendante des connaissances physiques. Mais encore, pour un même ensemble de 
variables physiques, différents choix de variables physiques répétitives amènent à différents ensembles de 
nombres adimensionnels. La méthodologie introduite ici va permettre : 
· De vérifier si les nombres adimensionnels construits sont les plus significatifs pour le 
problème physique considéré ; 
· De réduire le nombre de variables adimensionnelles par la combinaison de nombres 
adimensionnels déjà construits. 
Dans la littérature, il existe différentes approches permettant d’évaluer l’influence des variables 
d’un problème ou de mettre en place des regroupements afin de facilité l’analyse. L’analyse en 
composantes principales, PCA, permet de réduire le nombre de variables et de rendre l'information moins 
redondante en projetant les données selon des axes principaux (Pearson 1901). Cette approche a été 
étudiée dans les travaux de cette thèse mais sans pouvoir identifier de réels apports supplémentaires à 
complexité d’analyse donnée. La méthode de Sobol, qui utilise la variance comme indicateur de sensibilité 
est aussi couramment utilisée (Sobol 2001). Cette méthode requiert cependant un grand nombre de 
données générées aléatoirement via la méthode de Monte-Carlo par exemple. Dans notre contexte les 
données peuvent être issues de simulations par éléments finis coûteuses. Il est donc souhaitable d’éviter de 
faire appel à des données supplémentaires que celles fournit par le plan d’expériences dédié à la 
construction du méta-modèle. C’est pourquoi nous avons écarté la possibilité d’utiliser cette approche. 
La méthodologie proposée ici s’appuie sur les résultats d’une analyse de sensibilité où l’on traitera 
les résultats d’une manière originale pour évaluer la significativité des nombres adimensionnels construits, 
mais aussi de combinaisons de nombres adimensionnels pour le problème physique considéré. 
III.2.1.2 Principe d’insensibilité 
Afin d’illustrer le principe d’insensibilité utilisé dans la méthodologie, considérons un problème 
physique représenté par une fonction ݂ሺߨଵǡ ߨଶሻ, où ߨଵ et ߨଶ sont deux nombres adimensionnels. On 
dispose des valeurs de la fonction ݂ pour différentes valeurs de ߨଵǡ ߨଶ et on souhaite prouver que ߨଵ et ߨଶ 
peuvent se regrouper pour former un nouveau nombre adimensionnel ߨ௖ plus significatif pour le problème 
considéré. Nous allons construire un nombre adimensionnel de test (équation (III.7)) qui nous permettra 
d’évaluer la significativité de toutes les combinaisons de ߨଵ et ߨଶpour trouver le regroupement 
correspondant à ߨ௖. 
 ߨ௧௘௦௧ ൌ ߨଵఈߨଶఉ (III.7) 
avec ߙ et ߚ des entiers ou des nombres rationnels.  
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Pour les raisons évoquées dans les précédents chapitres nous allons travailler dans l’espace 
logarithmique afin que la méthode soit valable également pour des nombres adimensionnels pouvant 
varier sur plusieurs décades. Ensuite, est analysée la sensibilité de ݂ par rapport à ߨ௧௘௦௧ pour différentes 
combinaisons de ߙ et ߚ, qui est comparée à la sensibilité de ݂ par rapport aux nombres adimensionnels ߨଵ 
et ߨଶ. Dans ces travaux, l’analyse de sensibilité est réalisée en effectuant une régression polynomiale à 
l’ordre 1 sur les variables normalisées entre -1 et 1. Ainsi, les coefficients numériques calculés 
correspondent à la sensibilité de la fonction ݂ vis-à-vis de chaque variable. Les analyses de sensibilité 
conduites pour chaque combinaison ߨ௧௘௦௧ sont réalisées de la manière suivante : 
 ቐሺ݂ሻ̱݇ଵ ൅ ܽଵ ሺߨଵሻ ൅ ܾଵ ሺߨ௧௘௦௧ሻሺ݂ሻ̱݇ଶ ൅ ܽଶ ሺߨଶሻ ൅ ܾଶ ሺߨ௧௘௦௧ሻ (III.8) 
En réalité, on réalise deux analyses de sensibilité où l’on a remplacé l’un des nombres 
adimensionnels par ߨ௧௘௦௧. Pour évaluer la significativité d’une combinaison de nombres adimensionnels, 
nous définissons un indicateur d’insensibilité (équation (III.9)) qui représente la comparaison de la 
sensibilité de la fonction ݂ vis-à-vis de la combinaison ߨ௧௘௦௧, avec la sensibilité de la fonction ݂ vis à vis 
du nombre adimensionnel restant : 
 ܫ௜ ൌ ܽ௜ܾ௜  (III.9) 
où ܫ௜ est défini comme l’indicateur d’insensibilité du nombre adimensionnel ߨ௜, ܽ௜ est le coefficient de 
sensibilité de ݂ par rapport au nombre adimensionnel ߨ௜ et ܾ௜ est le coefficient de sensibilité de ݂ par 
rapport au nouveau nombre adimensionnel testé ߨ௧௘௦௧. La valeur de l’indicateur ܫ௜ est donc fonction de la 
significativité de la combinaison de nombres adimensionnels ߨ௧௘௦௧ pour la fonction ݂. Trois cas sont 
possibles : 
· ܫ௜ ൐ ͳ : le regroupement ߨ௧௘௦௧ est moins influent que le nombre adimensionnel ߨ௜. Ceci 
signifie que le regroupement testé n’est pas significatif. 
· ܫ௜̱ͳ : le regroupement ߨ௧௘௦௧ est aussi influent que le nombre adimensionnel ߨ௜. Ceci 
signifie qu’il n’y a pas de gain en prenant ߨ௧௘௦௧ comme nouveau nombre adimensionnel. 
· ܫ௜ ا ͳ : le regroupement ߨ௧௘௦௧ est plus influent que le nombre adimensionnel ߨ௜. Ceci 
signifie que le regroupement est significatif et que la fonction ݂ est insensible au nombre 
adimensionnel ߨ௜ lorsque le regroupement ߨ௧௘௦௧ est utilisé. 
La combinaison de nombres adimensionnels qui donnera la plus faible valeur de l’indicateur 
d’insensibilité ܫ௜ sera donc celle qui rendra la fonction ݂ insensible au nombre adimensionnel restant. La 
fonction ݂ሺߨଵǡ ߨଶሻ devient donc ݂ሺߨ௖ሻ. 
Cette analyse d’insensibilité reste valable lorsque le nombre de variables adimensionnelles est 
supérieur à deux. Il faudra dans ces cas-là tenir compte des nombres adimensionnels supplémentaires dans 
l’analyse de sensibilité afin de prendre en compte leur influence. L’équation (III.8) s’écrira de la manière 
suivante : 
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 ቐሺ݂ሻ̱݇ଵ ൅ ܽଵ ሺߨଵሻ ൅ ܾଵ ሺߨ௧௘௦௧ሻ ൅ ܿଵ ሺߨଷሻ ൅ ڮ൅ ݀ଵ ሺߨ௡ሻሺ݂ሻ̱݇ଶ ൅ ܽଶ ሺߨଶሻ ൅ ܾଶ ሺߨ௧௘௦௧ሻ ൅ ܿଶ ሺߨଷሻ ൅ ڮ൅ ݀ଶ ሺߨ௡ሻ (III.10) 
où ݊ est le nombre total de variables adimensionnelles. Même si ici nous imposons la valeur des 
coefficients ߙ et ߚ, nous avons menés des études pour tenter d’estimer directement la valeur de ces 
coefficients à partir d’analyses numériques plutôt que d’imposer et tester les différentes combinaisons 
possibles. L’idée était d’utiliser les dérivées partielles de la fonction ݂ሺߨଵǡ ߨଶሻ par rapport à ߨଵ et ߨଶ afin 
de mettre en avant le ratio des coefficients ߙȀߚ. Pour illustrer ces propos, les équations (III.11) et (III.12) 
introduisent les dérivées partielles de la fonction ݂, et l’équation (III.13) introduit le ratio de ces dérivées 
partielles qui fait apparaître le ratio ߙȀߚ. 
 ߲݂߲ߨଵ ൌ ߲݂߲ߨ௧௘௦௧ ή ߲ߨ௧௘௦௧߲ߨଵ ൌ ߲݂߲ߨ௧௘௦௧ ή ߙߨଵఈିଵߨଶఉ (III.11) 
 ߲݂߲ߨଶ ൌ ߲݂߲ߨ௧௘௦௧ ή ߲ߨ௧௘௦௧߲ߨଶ ൌ ߲݂߲ߨ௧௘௦௧ ή ܾߨଶఉିଵߨଵఈ (III.12) 
 ߲݂ ߲ߨଵΤ߲݂ ߲ߨଶΤ ൌ ߙߨଵఈߨଶఉߨଶߚߨଶఉߨଵఈߨଵ ൌ ߙߚ ή ߨଶߨଵ (III.13) 
Cette approche analytique repose essentiellement sur l’évaluation numérique des dérivées 
partielles de la fonction ݂, ce qui impose d’utiliser des plans d’expériences orthogonaux (Factoriel 
complet, Composite à face centré, Morris, cf. Chapitre II) pour pouvoir calculer numériquement ces 
dérivées partielles. Néanmoins, même si pour un tel résultat il serait acceptable de faire appel à d’autres 
données que celles fournit par le plan d’expériences généré pour le méta-modèle, les résultats obtenus par 
cette approche sont bien trop sensibles à l’estimation des dérivées partielles et n’ont pas donnés 
satisfaction à ce jour.  
III.2.1.3 Méthodologie générale 
Dans la section précédente nous avons introduit le principe d’insensibilité. Ici nous allons 
introduire la méthodologie générale et décrire comment le principe d’insensibilité est utilisé. La procédure 
générale est composée de trois étapes (Figure III.3) : la génération et préparation des données, l’analyse 
d’insensibilité et l’évaluation des résultats obtenus. 
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Figure III.3 : Procédure générale de l'analyse d'insensibilité 
III.2.1.3.1 Génération et préparation des données 
L’avantage principal de la méthodologie proposée est qu’elle ne nécessite pas de plans 
d’expériences spécifiques ; on utilisera comme point de départ le plan d’expériences généré pour la 
construction de méta-modèles. Etant donné que l’analyse d’insensibilité repose essentiellement sur une 
analyse de sensibilité du premier ordre (équation (III.8)), nous avons décidé de découper le plan 
d’expériences en quatre sous plans d’expériences afin de réduire les erreurs d’approximation possibles dû 
au développement au premier ordre. Le découpage du plan d’expériences est fait sur sa projection dans le 
plan des deux nombres adimensionnels que l’on souhaite regrouper. L’analyse d’insensibilité se fera donc 
sur chaque sous plan d’expériences qui sont définis à partir des bornes de chaque nombre adimensionnel, 
comme illustré sur la Figure III.4. On utilisera la valeur moyenne de chaque intervalle de variation pour 
diviser notre plan d’expériences en quatre zones. D’autres critères peuvent être envisageables pour 
découper le plan d’expériences en différentes zones. Par exemple, on pourrait définir des zones qui 
contiennent le même nombre de points. 
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Figure III.4 : Découpage du plan d'expériences pour l'analyse d'insensibilité 
Ensuite, toutes les combinaisons possibles des nombres adimensionnels ߨଵ et ߨଶ sont définies à 
partir de l’équation (III.14) où l’exposant ߙ peut-être un nombre entier ou rationnel. Il n’est pas nécessaire 
ici de faire varier l’exposant de ߨଵ car toutes les combinaisons possibles peuvent être obtenues à partir des 
variations de l’exposant de ߨଶ. De plus, on serait amené à évaluer plusieurs fois des combinaisons 
équivalentes. 
 ߨ௧௘௦௧ ൌ ߨଵߨଶఈ ߙ א ሼെͶǡെ͵ǡെʹǡെͳǡെͳ ʹΤ ǡെͳ ͵Τ ǡെͳ ͶΤ ǡ ͳ ͶΤ ǡ ͳ ͵Τ ǡ ͳ ʹΤ ǡ ͳǡʹǡ͵ǡͶሽ (III.14) 
La prochaine section va décrire l’analyse de sensibilité qui sera réalisée dans chacun des sous 
plans d’expériences définis ici. 
III.2.1.3.2  Analyse d’insensibilité 
Cette étape consiste à sélectionner pour chaque sous plan d’expériences le regroupement de 
nombres adimensionnels le plus significatif pour le problème physique étudié en utilisant le principe 
d’insensibilité décrit dans la section III.2.1.2. Cette analyse d’insensibilité conduite sur les quatre sous 
plans d’expériences donnera la combinaison de nombres adimensionnels la plus significative, si elle 
existe, et la valeur de l’indicateur d’insensibilité ܫ௜ dans la zone ݇ considérée (équation (III.15)). Pour 
qu’un regroupement de nombres adimensionnels soit validé, il faudra donc que le facteur d’insensibilité 
soit significatif dans ces quatre zones pour le même ߙ. 
 ቐߨ௖ǡ௞ ൌ ߨଵߨଶ௔ೖሺܫଵǢ ܫଶሻ௞  (III.15) 
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III.2.1.3.3  Evaluation des résultats 
Cette dernière étape consiste à évaluer les résultats des analyses d’insensibilité réalisées dans 
chaque zone (équation (III.15)) et de savoir si un regroupement de nombres adimensionnels est possible 
pour le problème physique considéré. De plus, pour chaque zone nous évaluons le coefficient de 
corrélation (III.16) du modèle du premier ordre utilisé pour calculer les coefficients de sensibilité, afin 
d’avoir une information sur le degré de confiance à accorder aux résultats de l’analyse d’insensibilité 
conduite dans chaque zone. 
 ܴ௞ଶ ൌ σ൫൫ߨ଴ǡ௞כ ൯ െ ൫ߨ଴ǡ௞כതതതതത൯൯ଶσሺሺߨ଴ሻ െ ሺߨ଴തതതሻሻଶ  (III.16) 
avec ܴ௞ଶ le coefficient de corrélation du modèle utilisé dans la zone ݇ considérée ; ߨ଴ le nombre 
adimensionnel de référence contenant les données issues de simulations numériques et ߨ଴തതത sa valeur 
moyenne ; ߨ଴ǡ௞כ  le nombre adimensionnel estimé par le modèle du premier ordre utilisant le regroupement 
de nombres adimensionnel de la zone ݇ considérée et ߨ଴ǡ௞כതതതതത sa valeur moyenne. Pour évaluer les résultats de 
l’analyse d’insensibilité de façon globale il est intéressant d’utiliser la Figure III.4 représentant les quatre 
sous plans d’expériences et d’ajouter sur chaque zone la combinaison de nombres adimensionnels 
sélectionnée, les indicateurs d’insensibilité et le coefficient de corrélation du modèle utilisé. La Figure 
III.5 introduit cet exemple de représentation graphique des résultats obtenus. Afin d’illustrer la 
méthodologie et ses concepts, la prochaine section va présenter l’application de cette méthode pour 
construire le nombre de Graetz à partir de données issues de simulations numériques. 
 
Figure III.5 : Exemple de représentation graphique des résultats de l'analyse de sensibilité 
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III.2.2 Estimation des échanges thermiques par convection forcée interne dans un tube 
III.2.2.1 Description du problème 
Le problème de la convection forcée interne dans un tube a largement été étudié et des ouvrages 
recensent une partie des travaux réalisés sur ce sujet (R.K. Shah & A.L. London 1978). Ces travaux 
mettent en avant des corrélations obtenues analytiquement et expérimentalement où le nombre 
caractéristique d’une telle configuration est le nombre de Graetz qui représente la combinaison de trois 
nombres adimensionnels (équation (III.17)) : le nombre de Reynolds, le nombre de Prandtl et le ratio 
géométrique diamètre hydraulique sur longueur du tube. 
 ܩݖ ൌ ܦுܮ ܴ݁ܲݎ (III.17) 
L’objectif ici est de montrer que la méthode proposée d’analyse d’insensibilité nous permet de 
retrouver le même regroupement de nombres adimensionnels, équation (III.17), lorsque l’on souhaite 
évaluer les échanges thermiques mis en jeu dans la configuration étudiée (Figure III.6). On souhaite 
évaluer le coefficient de transferts de chaleur global ത݄ dans les conditions suivantes : 
· Le profil des vitesses est établit et le profil de température est en cours d’établissement. 
· Un flux de chaleur constant ߮ est dissipé sur la surface latérale du tube. 
· Le régime de l’écoulement est supposé laminaire (ܴ݁ ൏ ʹͲͲͲ). 
· Les propriétés du fluide seront considérées constantes et évaluées à la température 
moyenne ௠ܶ. 
 
Figure III.6 : Configuration géométrique et conditions aux limites pour l'étude de la convection forcée interne dans un 
tube 
Le coefficient de transferts de chaleur global ത݄ dépend de sept variables physiques qui 
s’expriment à partir des quatre dimensions physiques ܯǡ ܮǡ ܶǡ ߠ. 
 ത݄ ൌ ݂൫ܷǡ ܦு ǡ ܮǡ ߤǡ ߣǡ ܥ௣ǡ ߩ൯ (III.18) 
Par application du théorème de Buckingham, le problème peut être reformulé sous la forme 
adimensionnelle suivante : 
 ܰݑ ൌ ܨሺܴ݁ǡ ܲݎǡ ߨሻ (III.19) 
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avec ܰݑ ൌ ௛ഥ஽ಹఒ , le nombre de Nusselt ; ܴ݁ ൌ ఘ௎஽ಹఓ , le nombre de Reynolds ; ܲݎ ൌ ఓ஼೛ఒ , le nombre de 
Prandtl ; ߨ ൌ ௅஽ಹ, le ratio géométrique longueur du tube ܮ sur le diamètre hydraulique ܦு. L’analyse 
dimensionnelle conduite ici est détaillée en annexe A. Les propriétés physiques du fluide étant considérées 
constantes, le nombre de Prandtl peut être supposé constant et regroupé avec le nombre de Reynolds pour 
former le nombre de Péclet. On s’intéressera donc en réalité à mettre en avant le regroupement entre le 
nombre de Péclet et le ratio géométrique ߨ, qui formeront le nombre de Graetz. Néanmoins, à la fin de 
cette partie de chapitre, on montrera sur un cas numérique comment l’analyse d’insensibilité permet de 
regrouper trois nombres adimensionnels. 
L’analyse d’insensibilité sera réalisée sur des données obtenues à partir de simulations 
numériques conduites sur COMSOL Multiphysics. Le modèle numérique est décrit en annexe B de cette 
thèse. 
III.2.2.2 Application de l’analyse d’insensibilité 
Le plan d’expériences est généré par la méthode introduite en chapitre 2 de cette thèse, sur les 
variables dont les bornes associées sont précisées dans le Tableau III.4. 
Tableau III.4 : Variables et domaines de variations associés au plan d'expériences utilisé pour l'analyse d'insensibilité 
Variables Unités Domaines de variations ܷ ݉Ȁݏ ͲǤͲͳ െ ͲǤ͵ܮ ݉݉ ͷͲ െ ͵ͲͲܦு ݉݉ ͷ െ ͵Ͳ ܲ݁ - ͳͲͲ െ ʹͲͲͲɎ - ʹ െ ͸Ͳ
Le plan d’expériences contient 25 points et le découpage de ce plan en quatre sous plans 
d’expériences est présenté en Figure III.7. 
 
Figure III.7 : Plan d'expériences en échelle logarithmique pour l'analyse d'insensibilité pour le cas de la convection forcée 
interne dans un tube 
1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.40
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Pe
p
Zone 4 Zone 3
Zone 2Zone 1
Chapitre III – Contribution à l’analyse dimensionnelle : aide à la construction et au choix des nombres adimensionnels 
Page 100 
Les résultats de l’analyse d’insensibilité sont présentés sur la Figure III.8. Tout d’abord, le 
regroupement de nombres adimensionnels proposé par la méthode est le même dans les quatre zones et les 
valeurs des indicateurs d’insensibilité sont bien inférieurs à 1. De plus, le coefficient de corrélation du 
modèle utilisé dans chaque zone est proche de 1 ce qui permet d’être confiant sur la qualité de l’analyse. 
Nous allons illustrer maintenant ce que peut apporter cette méthodologie quant à la construction de méta-
modèle. 
 
Figure III.8 : Résultats de l'analyse d'insensibilité pour le cas de la convection forcée interne dans un tube 
La Figure III.9 présente les résultats obtenus avec la méthode VPLM pour le cas où le 
regroupement de nombres adimensionnels n’a pas été fait et le cas où il a été fait. Les résultats montrent 
que pour une même précision, un modèle construit sans avoir fait le regroupement des nombres 
adimensionnels nécessite plus de termes d’ordre supérieur que le modèle construit après avoir fait le 
regroupement. On peut donc conclure que l’utilisation du nombre de Graetz, résultant du regroupement 
des nombres adimensionnels, permet d’obtenir un modèle plus compact pour une même précision. Cet 
exemple met également en avant l’apport que représente la prise en compte d’un terme de puissance 
variable quant à la précision relative du modèle considéré. 
Sans regroupement : ܰݑ ൌ ܨሺܲ݁ǡ ߨሻ Avec regroupement : ܰݑ ൌ ܨሺܩݖሻ
  
Figure III.9 : Comparaison des résultats obtenus par la méthode VPLM sans regroupement de nombres adimensionnels (à 
gauche) et avec regroupement de nombres adimensionnels (à droite) 
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III.2.2.3 Cas des regroupements à trois nombres adimensionnels 
Dans ce dernier paragraphe, nous allons montrer comment utiliser l’analyse d’insensibilité dans le 
cas de regroupement à trois nombres adimensionnels. Ensuite nous discuterons des limitations de 
l’analyse d’insensibilité et proposerons des pistes à envisager pour pouvoir s’en affranchir. 
III.2.2.3.1 Regroupement de trois nombres adimensionnels par analyse d’insensibilité 
Supposons qu’un problème physique est représenté par la fonction décrite par l’équation (III.20), 
où ߨ௖ est une fonction de trois nombres adimensionnels ߨଵǡ ߨଶǡ ߨଷ définie par l’équation (III.21). 
 ߨ଴ ൌ ͲǤ͸ߨ௖ሺ଴Ǥଷା଴Ǥ଴଴ଶ ୪୭୥ሺగ೎ሻି଴Ǥ଴଴଴଺ ୪୭୥ሺగ೎ሻሻ (III.20) 
 ߨ௖ ൌ ߨଵଶߨଷߨଶ  (III.21) 
Le principe d’insensibilité introduit au paragraphe III.2.1.2 permet de tester et regrouper, si 
possible, deux nombres adimensionnels. Or ici le regroupement contient trois nombres adimensionnels. 
Nous proposons d’appliquer successivement l’analyse d’insensibilité pour, dans un premier temps, tester 
et regrouper deux nombres adimensionnels et d’ensuite regrouper cette première combinaison avec le 
dernier nombre adimensionnel. On comparera le groupement adimensionnel obtenu par la méthode 
proposée avec l’équation (III.21). Un plan d’expériences de type LHS contenant 64 points est généré pour 
les variables dont les limites min/max sont données dans le Tableau III.5. 
Tableau III.5 : Intervalles de variations des nombres adimensionnels pour le cas de regroupement à trois nombres 
adimensionnels 
Variables Unités Domaines de variations ߨଵ െ ͳ െ ͳͲߨଶ െ ͳͲͲ െ ͳͲͲͲͲߨଷ െ ͲǤͷ െ ͵ 
Dans un premier temps, on s’intéresse à vérifier si un regroupement entre ߨଵ et ߨଶ est 
envisageable. L’analyse d’insensibilité est donc conduite sur les nombres adimensionnels ߨଵ et ߨଶ tout en 
prenant en compte les variations de ߨଷ dans l’expression (III.10). Dans ce cas, l’analyse d’insensibilité 
nous donne les résultats suivants représentés par la Figure III.10. 
Les valeurs de l’indicateur d’insensibilité et les coefficients de corrélation calculés indiquent que 
le regroupement ߨ௖ଵ ൌ ߨଵߨଶି ଴Ǥହ proposé est le plus significatif. La seconde étape consiste à évaluer si ce 
regroupement de nombres adimensionnels peut se combiner avec le dernier nombre adimensionnel ߨଷ. La 
Figure III.11 représente les résultats obtenus par l’analyse d’insensibilité conduite entre le regroupement ߨ௖ଵ et le nombre adimensionnel ߨଷ. Comme précédemment, les indicateurs d’insensibilité sont inférieurs à 
1, les coefficients de corrélation indiquent que l’analyse est fiable ce qui permet de retenir le 
regroupement adimensionnel proposé : ߨ௖ଶ ൌ ߨ௖ଵߨଷ଴Ǥହ. A partir du précédent regroupement, on peut 
réécrire ce dernier regroupement en fonction de ߨଵǡ ߨଶǡ ߨଷ et comparer cette nouvelle expression avec 
l’équation (III.21) : 
 ߨ௖ଶ ൌ ߨ௖ଵߨଷ଴Ǥହ ൌ ߨଵߨଷ଴Ǥହߨଶ଴Ǥହ ൌ ߨ௖଴Ǥହ (III.22) 
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La combinaison de nombres adimensionnels obtenu correspond à la définition de ߨ௖ à l’exposant 
global près. Dans ce cas l’analyse d’insensibilité nous donne un regroupement de nombres adimensionnels 
cohérent vis-à-vis de la relation entre chacun des nombres adimensionnels mais ne permet pas de définir 
l’exposant global du nombre adimensionnel construit. Ceci met en avant les limitations de l’analyse 
d’insensibilité. En effet l’indicateur d’insensibilité est basé sur la comparaison de la sensibilité entre deux 
nombres adimensionnels, ce qui permet de définir la relation pouvant exister entre ces deux nombres. En 
revanche, l’analyse d’insensibilité ne permet pas, telle qu’elle est appliquée, de définir exactement 
l’exposant du regroupement adimensionnel. 
 
Figure III.10 : Plan d'expériences pour le cas d'un regroupement à trois nombres adimensionnels (échelle logarithmique) : 
projection sur le plan ሺ࣊૚ǡ ࣊૛ሻ et résultats de l’analyse d’insensibilité 
 
Figure III.11 : Plan d'expériences pour le cas d'un regroupement à trois nombres adimensionnels (échelle logarithmique) : 
projection sur le plan ሺ࣊ࢉ૚ ǡ ࣊૜ሻ et résultats de l’analyse d’insensibilité 
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III.2.2.3.2 Limitations de l’analyse d’insensibilité 
Comme énoncé à la fin du précédent paragraphe, l’analyse d’insensibilité a ses limites. En effet, 
elle permet de mettre en avant des regroupements de nombres adimensionnels en étudiant les relations 
entre ces nombres en comparant leur sensibilité. Néanmoins, nous avons montré que le nouveau nombre 
adimensionnel construit peut différer du réel nombre adimensionnel à l’exposant global près (paragraphe 
III.2.2.3.1, équation (III.22)). L’analyse d’insensibilité permet donc d’identifier comment combiner les 
nombres adimensionnels entre eux de la façon la plus significative possible pour le problème physique 
considéré, ce qui représente déjà un apport. 
Une deuxième limitation de l’analyse d’insensibilité pourrait être l’utilisation d’un modèle du 
premier ordre pour l’analyse de sensibilité sur laquelle elle repose (paragraphe III.2.1.2). L’évaluation du 
coefficient de corrélation de ce modèle permet d’estimer le degré de confiance à fournir à l’analyse 
d’insensibilité dans la zone considérée. Si jamais le problème physique étudié a un comportement 
fortement non-linéaire, alors l’analyse d’insensibilité pourrait donner des résultats à faibles coefficients de 
corrélation du fait de l’utilisation d’un modèle du premier ordre. Le découpage en quatre sous plans 
d’expériences a été pensé pour palier à ce problème sur des cas à faible non-linéarité. En revanche, pour 
les cas fortement non linéaires, l’analyse d’insensibilité pourrait conduire à des résultats non exploitables. 
Une idée serait d’utiliser des modèles de substitution à haute-fidélité pour représenter les données dans 
chaque zone ou dans l’espace total, et d’ensuite conduire l’analyse d’insensibilité sur les données fournit 
par ce modèle. Par exemple, il serait possible d’utiliser la méthode de génération de méta-modèle 
introduite dans le chapitre I de cette thèse pour représenter les données du plan d’expériences, et de 
conduire l’analyse d’insensibilité via ce modèle. 
III.3 Contribution au choix de nombres adimensionnels par optimisation 
III.3.1 Optimisation et choix de nombres adimensionnels 
III.3.1.1 Contexte et objectifs 
La dernière partie de ce chapitre concerne la mise en place d’une méthodologie ayant pour but de 
faciliter le choix des nombres adimensionnels à prendre en compte en phase de conception préliminaire 
d’un système. Précédemment, nous avons introduit la problématique du choix des nombres 
adimensionnels dans le cas de problèmes à géométrie complexe où le nombre de variables géométriques 
est important ou bien lorsque la complexité du problème vient du nombre important de variables 
physiques influentes pour le problème (paragraphe III.1.2). Dans ces cas, il est nécessaire de faire des 
hypothèses simplificatrices pour obtenir un modèle suffisamment compact pour être utilisé en conception 
préliminaire. Les hypothèses simplificatrices peuvent provenir de différentes sources : 
i. Expertises / Connaissances : 
Lorsque le système considéré a déjà été étudié ou qu’il met en jeu des domaines physiques bien 
maîtrisés, il est possible de poser les hypothèses simplificatrices les plus adaptées à la problématique. Par 
exemple, dans le cadre de l’étude d’un système thermique où des phénomènes convectifs sont en jeu, 
l’hypothèse consistant à considérer les propriétés physiques du fluide comme constantes peut être valable 
si l’on connait la plage de température dans laquelle le système va opérer. Dans ce cas, les propriétés 
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physiques peuvent être évaluées à la température moyenne de fonctionnement du système thermique 
considéré. De ce fait, tous les nombres adimensionnels uniquement fonction des propriétés physiques 
seront considérés constants, ce qui permettra de réduire le nombre de variables adimensionnelles du 
problème. Cette hypothèse simplificatrice est généralement considérée pour les lois de corrélation établies 
en transferts thermiques. 
ii. Données techniques : 
Lorsque le système étudié concerne un produit déjà existant ou proche de l’existant, les données 
techniques disponibles auprès des catalogues de fournisseurs peuvent être étudiées et analysées afin de 
définir des hypothèses simplificatrices en accord avec les produits déjà existants. Par exemple, dans le cas 
de la conception préliminaire d’un moteur électrique, les données techniques provenant de différents 
constructeurs peuvent être utilisées pour établir des lois de similitudes entre les différents paramètres 
géométriques mis en jeu. Cette possibilité est déjà utilisée pour la mise en place de modèles d’estimation 
pour la conception préliminaire d’actionneurs électromécaniques et les travaux de Budinger antérieurs à 
cette thèse illustrent bien cette approche (Budinger et al. 2011). Néanmoins, les données techniques 
fournies par les constructeurs ne sont pas toujours suffisamment détaillées pour définir des hypothèses 
valides. 
Les deux paragraphes précédents ont mis en avant deux approches permettant de faire des 
hypothèses simplificatrices basées sur l’expérience ou sur des données techniques. Ces approches peuvent 
cependant présenter des limites face à de nouvelles technologies, de nouveaux composants ou pour de 
nouveaux besoins de modèles. La méthodologie proposée ici va permettre de répondre à ces besoins en 
faisant appel à des méthodes d’optimisation qui, dans un cadre précis, vont permettre de définir de 
manière systématique des hypothèses simplificatrices en accord avec les exigences et contraintes liées au 
système considéré. 
III.3.1.2 Méthodologie générale et concepts associés 
III.3.1.2.1 Algorithmes d’optimisation 
La méthodologie a pour objectif de permettre de définir des hypothèses simplificatrices 
permettant de réduire le nombre de variables adimensionnelles d’un problème. Cette méthode repose sur 
l’utilisation d’algorithmes d’optimisation utilisés sur des modèles numériques de type éléments ou 
volumes finis. Il existe différentes méthodes d’optimisation que l’on peut regrouper dans deux catégories : 
les méthodes sans gradient et les méthodes avec gradient. Le choix de la méthode d’optimisation dépend 
essentiellement de l’objectif et de la manière dont ce dernier est formulé. Le Tableau III.6 introduit une 
liste non exhaustive d’algorithmes d’optimisation déjà implémentés et utilisés dans des logiciels 
d’éléments finis. 
Tableau III.6 : Algorithmes d'optimisation pouvant être utilisés pour la méthodologie proposée 
Algorithme Méthode Spécificité Référence 
Nelder-Mead Sans gradient Méthode SIMPLEX (Nelder & Mead 1965) 
COBYLA Sans gradient Modèles quadratiques (Powell 2007) 
CMA-ES Sans gradient Evolutionnaire (Hansen 2011) 
SNOPT Avec gradient Programmation non linéaire (Gill et al. 2002) 
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III.3.1.2.2 Méthodologie générale 
Afin d’illustrer la méthodologie proposée considérons l’étude d’un système physique où l’objectif 
est de construire un modèle mathématique permettant l’estimation d’une variable caractéristique ݕ. Cette 
variable dépend de plusieurs autres variables physiques qui peuvent être de différentes types : paramètres 
géométriques ݔ௜, propriétés physiques ݌௜, conditions aux limites ܿ௜. 
 ݕ ൌ ݂ሺݔ଴ǡ ݔଵݔଶǡ ݔଷǡ ݔସǡ ݌ଵǡ ݌ଶǡ ݌ଷǡ ݌ସǡ ܿଵǡ ܿଶǡ ܿଷሻ (III.23) 
L’application du théorème de Vaschy-Buckingham donnera une formulation adimensionnelle de 
l’équation (III.23) pouvant être exprimée sous la forme générale suivante : 
 ߨ଴ ൌ ܨ൫ߨ௜௫ ǡ ߨ௜௣ǡ ߨ௜௖൯ (III.24) 
avec ߨ଴ représentant le nombre adimensionnel correspondant à la variable d’intérêt ݕ; ߨ௜௫ représentant les 
nombres adimensionnels qui sont uniquement des ratios de paramètres géométriques (par exemple, ߨଵ ൌ ݔଵ ݔ଴Τ  ; ߨ௜௣ représentant les nombres adimensionnels qui sont uniquement exprimés à partir de 
propriétés physiques ; ߨ௜௖ représentant les nombres adimensionnels qui peuvent être fonction des 
conditions aux limites, des paramètres géométriques et des propriétés physiques. 
Dans l’introduction de cette partie de chapitre nous avons introduit deux approches permettant de 
faire des hypothèses simplificatrices pour réduire le nombre de variables adimensionnelles. La première 
concernait plutôt l’utilisation de connaissances ou d’expertises pour justifier l’hypothèse de propriétés 
physiques constantes, ce qui permettrait de réduire le nombre de variables adimensionnelles correspondant 
à ߨ௜௣ ici. La seconde concernait l’utilisation de données techniques pour justifier l’hypothèse de lois de 
similitude entre différents paramètres géométriques, ce qui permettrait de réduire le nombre de variables 
adimensionnelles correspondant à ߨ௜௫ ici. La méthodologie proposée ici a été développé pour 
essentiellement être utilisée dans le même cadre que cette dernière approche, c’est-à-dire pour réduire le 
nombre de variables adimensionnelles qui sont fonction uniquement de paramètres géométriques. Le 
principe général de cette méthode est d’optimiser une fonction dépendante de la variable ݕ d’intérêt dans 
différentes conditions, pour ensuite analyser les différences pouvant exister entre les configurations 
géométriques obtenues. La comparaison des configurations géométriques se fera à partir des nombres 
adimensionnels ߨ௜௫ afin de mettre en avant lesquels pourront être considérés constants vis-à-vis de la 
fonction objectif pour les différentes conditions définies. La méthodologie est constituée de cinq étapes : 
1. Définir une fonction objectif ݃ሺݕሻ pour l’algorithme d’optimisation. Par exemple, cette 
fonction objectif peut correspondre au couple massique d’un moteur électrique ou bien au 
coefficient de pertes de charge d’un dissipateur. 
2. Définir les variables ݔ௜ de l’optimisation, ce qui revient à sélectionner les variables qui 
interviennent dans les nombres adimensionnels ߨ௜௫. 
3. Définir les différentes conditions pour lesquelles l’optimisation de la fonction ݃ሺݕሻ va 
être conduite. En d’autres termes, il faut définir un plan d’expériences pour différentes 
conditions aux limites ܿ௜ et/ou différentes propriétés physiques ݌௜ afin de tenir compte de 
leur influence ou non sur les résultats de la procédure d’optimisation. 
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4. Réaliser les différentes procédures d’optimisation et récupérer pour chaque cas les 
configurations obtenues au travers des variables ݔ௜ définies. 
5. Evaluer et comparer les valeurs de l’indicateur d’influence défini par l’équation (III.25). 
On classera les nombres par ordre d'importance afin de regarder leur influences 
respectives et ne garder que les plus importants. 
 ߙ௜ ൌ ߪሺߨ௜௫ሻߨప௫തതതത  (III.25) 
avec ߙ௜, l’indicateur d’influence du nombre adimensionnel ߨ௜௫; ߪሺߨ௜௫ሻ, l’écart type du nombre 
adimensionnel ߨ௜௫; ߨప௫തതതത , la valeur moyenne du nombre adimensionnel ߨ௜௫. La Figure III.12 présente la 
procédure générale de la méthodologie introduite ici. 
 
Figure III.12 : Procédure générale de la méthodologie de réduction du nombre de variables adimensionnelles basée sur 
l'optimisation 
La prochaine section de cette partie va illustrer l’utilisation de cette méthodologie pour réduire le 
nombre de variables adimensionnelles mises en jeu pour la construction d’un méta-modèle permettant 
l’estimation du couple électromagnétique d’un moteur électrique. 
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III.3.2 Estimation du couple électromagnétique d’un moteur électrique 
III.3.2.1 Description du cas d’étude 
L’estimation du couple électromagnétique d’un moteur électrique peut intervenir à différents 
niveaux dans le cycle de conception d’un système multi-physiques : 
· En phase de conception préliminaire : cette étape correspondrait à la conception 
préliminaire d’un actionneur dans lequel le moteur électrique est intégré. 
· En phase de conception détaillée : cette étape correspondrait à la phase de conception du 
moteur électrique où toutes ses caractéristiques sont étudiées. 
Les travaux de cette thèse portent sur la conception préliminaire de systèmes multi-physiques où 
les modèles recherchés doivent avoir une expression simplifiée permettant au concepteur système 
d’estimer la masse d’un moteur et de ses caractéristiques principales. Généralement, la configuration 
interne du moteur n’est pas étudiée à ce stade, sauf si elle a une influence importante sur les compromis à 
faire en termes d’intégration du moteur électrique dans l’actionneur. La méthodologie proposée va 
permettre de quantifier l’influence des caractéristiques internes d’un moteur électrique pour une 
application donnée, et de pouvoir faire des choix sur le niveau de détails du modèle d’estimation du 
couple électromagnétique à générer pour une utilisation en conception préliminaire. 
On considère ici l’étude d’un moteur électrique sans balais (brushless) pouvant être utilisé dans 
des actionneurs électromécaniques pour des applications aéronautiques. La typologie du moteur étudié ici 
est basée sur un moteur développé et fabriqué par la société PARKER (Figure III.13). Le chapitre 4 de 
cette thèse présentera plus en détails les moteurs électriques et leurs caractéristiques. 
 
Figure III.13 : Moteur électrique brushless (PARKER 2017) 
Le couple électromagnétique que peut fournir ce moteur est fonction de ses caractéristiques 
géométriques, des propriétés physiques des matériaux utilisés et des conditions d’utilisation de ce moteur. 
La Figure III.14 présente la modélisation en deux dimensions simplifiée du moteur et introduit les 
différents paramètres géométriques mis en jeu. Le modèle éléments finis construit pour l’étude est détaillé 
en annexe B. Le couple électromagnétique estimé est le couple linéique du moteur ܶȀܮ௠ et il dépend des 
douze variables physiques suivantes, détaillées dans le Tableau III.7. 
 ܶ ܮ௠Τ ൌ ݂൫ܦௌ௘ ǡ ܦௌ௜ǡ ܮ௖ ǡ ܮ஽ ǡ ܮ௔ǡ ܪ௔ ǡ ܦோ௜ǡ ܬ௙௜௟ ǡ ߤ଴ǡ ܤ௥ǡ ܤ௦௔௧൯ (III.26) 
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L’application du théorème de Vaschy-Buckingham permet de réduire cet ensemble de douze 
variables physiques à neuf nombres adimensionnels : 
 ߨ଴ ൌ ܨሺߨଵǡ ߨଶǡ ߨଷǡ ߨସǡ ߨହǡ ߨ଺ǡ ߨ଻ǡ ߨ଼ሻ (III.27) 
Tableau III.7 : Description des variables physiques mises en jeu pour l'estimation du couple électromagnétique d'un 
moteur électrique 
Variable physique Définition Unités ܶȀܮ௠ Couple linéique ܰ ܦௌ௘ Diamètre extérieur du stator ݉ ܦௌ௜ Diamètre intérieur du stator ݉ ܮ௖ Largeur de la culasse du stator ݉ ܮ஽ Largeur de dent du stator ݉ ܮ௔ Largeur d’aimant du rotor ݉ ܪ௔ Hauteur d’aimant du rotor ݉ ܦோ௜ Diamètre interne du rotor ݉ ܬ௙௜௟ Densité de courant dans le fil ܣȀ݉ଶ ߤ଴ Perméabilité du vide ܪȀ݉ ܤ௥ Induction rémanente des aimants ܶ ܤ௦௔௧ Limite de saturation du fer ܶ 
 
Figure III.14 : Modélisation du moteur électrique et définition des différents paramètres géométriques 
Le Tableau III.8 présente l’expression des différents nombres adimensionnels de l’équation 
(III.27) et donne leur signification physique. L’analyse dimensionnelle conduite ici est détaillée en annexe 
A. A ce stade, si l’on souhaite construire un modèle analytique permettant l’estimation du couple linéique 
/2
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du moteur, ce dernier devrait être fonction de huit nombres adimensionnels. L’expression mathématique 
d’un tel modèle serait trop complexe dans le cadre de la conception préliminaire, il faut donc réduire cet 
ensemble de nombres adimensionnels en faisant des hypothèses simplificatrices. On remarque que six des 
huit nombres adimensionnels sont uniquement fonction des caractéristiques géométriques du moteur. 
Généralement, pour la conception préliminaire d’un moteur électrique on considère une similitude 
géométrique entre le diamètre extérieur du stator et les autres paramètres géométriques. Cette hypothèse 
permettrait de considérer constants tous les nombres adimensionnels fonction de caractéristiques 
géométriques. Nous proposons ici d’utiliser la méthodologie introduite dans la section précédente pour 
mettre en avant quels nombres adimensionnels géométriques peuvent être considérés constants pour des 
performances de moteur imposées. 
Tableau III.8 : Description des nombres adimensionnels mis en jeu pour l'estimation du couple électromagnétique d'un 
moteur électrique 
Nombre adimensionnel Expression Signification ߨ଴ ܶ ܮ௠Τܬ௙௜௟ܤ௥ܦௌ௘ଷ  Couple linéique adimensionnel ߨଵ ߤ଴ܬ௙௜௟ܦௌ௘ܤ௥  Caractérise la saturation magnétique dans le fer ߨଶ ܦௌ௜Ȁܦௌ௘ Ratio géométrique ߨଷ ܮ௖Ȁܦௌ௘ Ratio géométrique ߨସ ܮௗȀܦௌ௘ Ratio géométrique ߨହ ܮ௔Ȁܦௌ௘ Ratio géométrique ߨ଺ ܪ௔Ȁܦௌ௘ Ratio géométrique ߨ଻ ܦோ௜Ȁܦௌ௘ Ratio géométrique ߨ଼ ܤ௥Ȁܤ௦௔௧ Ratio des inductions magnétiques 
Avant d’appliquer la méthodologie introduite dans cette section de chapitre, nous devons définir 
le cadre dans lequel cette méthodologie va être utilisée. Un moteur électrique lors de son fonctionnement 
génère différents types de pertes dont majoritairement pour notre application : les pertes Joules ௃ܲ qui sont 
liées à la circulation du courant électrique dans le bobinage du moteur, et les pertes fer ௙ܲ௘௥ qui sont liées 
à la circulation du champ magnétique dans le matériau ferromagnétique du stator et à la vitesse de rotation 
du rotor. Généralement, on souhaite limiter ces pertes pour une utilisation donnée, il est donc nécessaire 
de les prendre en compte dans notre étude. Les équations suivantes représentent les expressions 
mathématiques générales des pertes Joules (III.28) et de pertes fer (III.29) issues de (Gieras 2010). 
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 ௃ܲ ൌ ௘ʹܰ ݇௖௨ߪ௖௨ ௕ܸ௢௕ܬ௙௜௟ଶ  (III.28) 
avec ௘ܰ le nombre d’encoches du stator, ݇௖௨ le coefficient de bobinage qui caractérise le taux de cuivre 
dans une encoche du stator, ߪ௖௨ la résistivité électrique du cuivre, ௕ܸ௢௕ le volume du bobinage dans une 
encoche, ܬ௙௜௟ la densité de courant dans le fil. 
 ௙ܲ௘௥ ൌ ȟ݌ଵȀହ଴ߩ௙௘௥ ௙ܸ௘௥ ቆ ݊௣ȳʹߨ ௥݂௘௙ቇଵǤହ ቆ ܤܤ௥௘௙ቇଶ (III.29) 
avec ȟ݌ଵȀହ଴ les pertes fer spécifiques à ܤ௥௘௙ ൌ ͳܶ et ௥݂௘௙ ൌ ͷͲܪݖ du fer (données matériau), ߩ௙௘௥ la 
masse volumique du fer, ௙ܸ௘௥ le volume de fer dans le stator, ݊௣ le nombre de paires de pôles, ߗ la vitesse 
de rotation du rotor, ܤ le champ magnétique mesuré dans le stator. L’expression des pertes fer est basée 
sur la formule de Steinmetz (C.P. Steinmetz 1984). 
Comme indiqué par leur expression analytique, les pertes Joules et fer dépendent en plus des 
matériaux et de la géométrie du moteur, de la vitesse de rotation du rotor et de la densité de courant. Ces 
derniers paramètres sont généralement des variables pour un dimensionnement de moteur, et c’est 
pourquoi il serait intéressant ici de conduire l’optimisation pour différentes valeurs de ces paramètres. 
III.3.2.2 Application de la méthodologie 
La première étape de la méthodologie consiste à définir l’objectif de la procédure d’optimisation 
et d’ensuite définir les variables du problème. Généralement, l’objectif dans tous problèmes aéronautiques 
est de concevoir un système le plus léger possible pour des performances maximales. Si on applique cette 
vision au cas d’étude considéré, cela revient à concevoir un moteur électrique dont le couple massique ெܶ 
doit être maximal. On cherche donc à maximiser le couple massique ெܶ avec la procédure d’optimisation. 
Les variables du problème d’optimisation sont les paramètres géométriques, sauf le diamètre extérieur du 
stator, qui sont utilisés dans les nombres adimensionnels à étudier : ߨଶǡ ߨଷǡ ߨସǡ ߨହǡ ߨ଺ǡ ߨ଻. 
Ensuite, il faut définir les différentes conditions pour lesquelles l’optimisation va être conduite. 
Pour cela on définit un plan d’expériences spécifiant chacune de ces configurations. Le Tableau III.9 
introduit le plan d’expériences définit pour ce cas d’étude.  
Tableau III.9 : Plan d'expériences des configurations à optimiser 
Configuration Pertes totales en ܹ ௧ܲ௢௧ ൌ ௃ܲ ൅ ௙ܲ௘௥ Vitesse de rotation du rotor  ߱ en ݐݎȀ݉݅݊ Diamètre extérieur du stator ܦௌ௘ en ݉݉ 
Référence 105 8400 62 ʹ ൈ ௧ܲ௢௧ 210 8400 62 ௧ܲ௢௧ ʹΤ  52.5 8400 62 ͵߱ ͶΤ  105 6300 62 ߱ ʹΤ  105 4200 62 ܦௌ௘ ʹΤ  36 8400 31 ܦௌ௘ max 724 4200 143 
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Les valeurs de référence pour la densité de courant, la vitesse de rotation du rotor et le diamètre 
extérieur du stator sont issues des données techniques d’un moteur PARKER (fiche technique en annexe). 
Précédemment nous avons introduit les deux types de pertes principales d’un moteur électrique, les pertes 
Joules et les pertes fer. La procédure d’optimisation va être appliquée pour différents niveaux de ces pertes 
afin de prendre en compte différentes solutions technologiques de refroidissement du moteur. Ensuite les 
variations de diamètre extérieur du stator permettent de prendre en compte l’influence de la taille globale 
du moteur sur ses paramètres géométriques internes. A noter que la dernière configuration du plan 
d’expériences correspond à la taille de moteur maximale de la gamme de moteurs électriques brushless 
PARKER prise comme référence. Enfin les différentes vitesses de rotation du rotor vont permettre de 
prendre en compte différents niveaux de pertes fer pour une même valeur de pertes totales. 
Afin d’obtenir des configurations géométriques de moteur réalistes, nous avons ajouté une 
contrainte concernant les pertes totales du moteur. En effet, la maximisation du couple massique d’un 
moteur peut générer des configurations où le niveau de pertes fer amène les parties ferromagnétiques du 
moteur en saturation magnétique. Afin d’éviter ces configurations, il faut déterminer une limite maximale 
de pertes fer à ne pas dépasser lors de l’optimisation. Il est possible de démontrer analytiquement qu’au 
point de fonctionnement où la puissance délivrée par le moteur est maximale, les pertes fer sont liées aux 
pertes Joules à vitesse nulle par la relation (III.30). Le développement analytique est détaillé en annexe D 
de cette thèse. Cette équation fera partie des contraintes d’inégalité du problème d’optimisation pour 
chacune des configurations. 
 ௙ܲ௘௥ǡ௉೘೚೟ǡ೘ೌೣ ൌ Ͷ͹ ௃ܲǡఠୀ଴ (III.30) 
L’algorithme CMA-ES (Hansen 2011) a été utilisé pour réaliser l’optimisation de chacune de ces 
configurations et le .Tout d’abord, la valeur élevée de l’indicateur d’influence pour le nombre 
adimensionnel ߨଷ indique que ce nombre varie beaucoup en fonction des conditions d’utilisation du 
moteur. C’est donc un nombre adimensionnel à considérer. Ensuite, les trois nombres adimensionnels ߨହǡ ߨ଺ǡ ߨ଻, qui caractérisent la configuration géométrique du rotor du moteur, donnent des valeurs pour 
l’indicateur d’influence aux alentours de 15%. Dans le cadre de la conception préliminaire et par 
comparaison avec l’influence du nombre adimensionnel ߨଷ, ils peuvent être considérés constants. Il en est 
de même pour les deux autres nombres adimensionnels ߨଶ et ߨସ qui donne des valeurs d’indicateur 
d’influence inférieur à 10 %. A partir de ces résultats, l’équation (III.27) définissant l’ensemble des 
nombres adimensionnels du problème peut être alors réécrite sous la forme (III.31). Ce nouvel ensemble 
définit donc les nombres adimensionnels à considérer pour la construction du méta-modèle permettant 
l’estimation du couple électromagnétique d’un moteur électrique optimisé. 
 ߨ଴ ൌ ܨሺߨଵכǡ ߨଷሻ (III.31) 
avec ߨ଴ ൌ ் ௅೘Τ௃೑೔೗஻ೝ஽ೄ೐య  qui est le couple massique, ߨଵכ ൌ ߨଵߨ଼ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೞೌ೟  résultat de la combinaison de ߨଵ et ߨ଼ pour exprimer la saturation magnétique du moteur et ߨଷ ൌ ܮ௖Ȁܦௌ௘ est un facteur géométrique qui a une 
influence importante sur les pertes fer. 
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Tableau III.11 présente les géométries obtenues. La comparaison graphique des configurations 
obtenues montre que la largeur de culasse ܮ௖ et la largeur d’aimant ܮ௔ diffèrent d’une configuration à 
l’autre. Nous allons maintenant calculer les indicateurs d’influence ߙ௜ pour chaque nombre adimensionnel ߨ௜௫ considéré. Le Tableau III.10 présente les indicateurs calculés pour chaque nombre adimensionnel. 
Tableau III.10 : Résultats de l’analyse de sensibilité par optimisation réalisée pour l’estimation du couple 
électromagnétique d’un moteur électrique 
Nombre adimensionnel Expression Indicateur d’influence ߨଶ ܦௌ௜Ȁܦௌ௘ ߙଶ ൌ ͵Ψߨଷ ܮ௖Ȁܦௌ௘ ߙଷ ൌ ͶͺΨߨସ ܮௗȀܦௌ௘ ߙସ ൌ ͸Ψߨହ ܮ௔Ȁܦௌ௘ ߙହ ൌ ͳ͵Ψߨ଺ ܪ௔Ȁܦௌ௘ ߙ଺ ൌ ͳͷΨߨ଻ ܦோ௜Ȁܦௌ௘ ߙ଻ ൌ ͳ͹Ψ
.Tout d’abord, la valeur élevée de l’indicateur d’influence pour le nombre adimensionnel ߨଷ 
indique que ce nombre varie beaucoup en fonction des conditions d’utilisation du moteur. C’est donc un 
nombre adimensionnel à considérer. Ensuite, les trois nombres adimensionnels ߨହǡ ߨ଺ǡ ߨ଻, qui 
caractérisent la configuration géométrique du rotor du moteur, donnent des valeurs pour l’indicateur 
d’influence aux alentours de 15%. Dans le cadre de la conception préliminaire et par comparaison avec 
l’influence du nombre adimensionnel ߨଷ, ils peuvent être considérés constants. Il en est de même pour les 
deux autres nombres adimensionnels ߨଶ et ߨସ qui donne des valeurs d’indicateur d’influence inférieur à 
10 %. A partir de ces résultats, l’équation (III.27) définissant l’ensemble des nombres adimensionnels du 
problème peut être alors réécrite sous la forme (III.31). Ce nouvel ensemble définit donc les nombres 
adimensionnels à considérer pour la construction du méta-modèle permettant l’estimation du couple 
électromagnétique d’un moteur électrique optimisé. 
 ߨ଴ ൌ ܨሺߨଵכǡ ߨଷሻ (III.31) 
avec ߨ଴ ൌ ் ௅೘Τ௃೑೔೗஻ೝ஽ೄ೐య  qui est le couple massique, ߨଵכ ൌ ߨଵߨ଼ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೞೌ೟  résultat de la combinaison de ߨଵ et ߨ଼ pour exprimer la saturation magnétique du moteur et ߨଷ ൌ ܮ௖Ȁܦௌ௘ est un facteur géométrique qui a une 
influence importante sur les pertes fer. 
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Tableau III.11 : Configurations géométriques (1/4 de moteur) obtenues après optimisation et lignes de courant du champ 
magnétique 
Référence ʹ ൈ ௧ܲ௢௧ 
  ௧ܲ௢௧ൗʹ  ͵߱ Ͷൗ  
  ߱ൗʹ  ܦௌ௘ൗʹ  
  ܦௌ௘ max  
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III.4 Conclusion 
Dans ce chapitre nous avons introduit différentes méthodes de construction de nombres 
adimensionnels et mis en avant les problèmes qui y sont liés. En effet, la construction et le choix des 
nombres adimensionnels significatifs pour un problème physique nécessite une bonne connaissance et/ou 
de l’expérience concernant les phénomènes physiques étudiés. Malgré tout, connaissance et expérience ne 
peuvent pas toujours garantir l’obtention d’un nombre de variables adimensionnelles suffisamment faible 
pour permettre la génération de modèles analytiques. C’est dans ce cadre qu’un état de l’art de différentes 
approches permettant de réduire le nombre de variables adimensionnelles a été introduit. Dans la suite de 
ce chapitre, nous avons proposé deux méthodes permettant de vérifier la significativité des nombres 
adimensionnels construits pour un problème considéré, et de réduire le nombre de variables 
adimensionnelles à partir d’analyses numériques et d’algorithmes d’optimisation. Ces méthodes 
interviennent après avoir conduit l’analyse dimensionnelle du problème considéré, et elles utilisent les 
données issues de simulations numériques pour donner des informations complémentaires sur les nombres 
adimensionnels construits. 
La première méthode, appelée ici analyse d’insensibilité, utilise les résultats de simulations 
numériques pour réaliser une analyse de sensibilité originale permettant de mettre en avant des 
regroupements de variables adimensionnelles afin de réduire leur nombre. Généralement, les méthodes 
d’analyse de sensibilité basées sur les indices de Sobol ou sur l’analyse de la variance (ANOVA) sont 
utilisées pour étudier l’influence ou la significativité des variables d’un problème. La méthode proposée 
ici se démarque de ces méthodes par sa simplicité de mise en œuvre et son faible coût numérique. En effet, 
l’analyse d’insensibilité ne nécessite ni d’un plan d’expériences spécifique, ni d’un nombre élevé de 
données pour donner des résultats exploitables. Cette méthode a été illustrée sur un cas de convection 
forcée interne dans un tube, qui a permis de retrouver le nombre de Graetz, résultant du produit du nombre 
de Péclet et du ratio géométrique caractéristique du tube. Cette méthode demande à l’utilisateur une part 
d’intuition dans le choix des nombres à regrouper. 
La deuxième méthode proposée dans cette thèse est basée sur l’utilisation d’algorithmes 
d’optimisation pour mettre en avant les nombres adimensionnels qui peuvent être considérés constants vis-
à-vis d’un objectif. Cette méthode a été appliquée au cas de l’évaluation du couple électromagnétique 
délivré par un moteur électrique, où nous avons montré comment déterminer par optimisation et plan 
d’expériences les ratios géométriques à conserver comme variables de conception préliminaire. 
L’utilisation d’un processus d’optimisation dans cette étude de sensibilité permet de plus de déterminer 
également les valeurs des ratios géométriques à conserver constant durant la conception de niveau 
système. Contrairement à l’analyse d’insensibilité, cette méthode a un coût en calcul numérique qui peut 
devenir important pour des problèmes où les simulations numériques à mettre en œuvre sont coûteuses. 
Elle présente cependant l’avantage d’être systématique et peut potentiellement s’appliquer à de grands 
nombres de cas en conception préliminaire. 
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Chapitre IV  
 
Modèles thermiques et multi-physiques pour la 
conception préliminaire des actionneurs embarqués 
 
Ce chapitre a pour objectif principal d’utiliser les méthodologies introduites dans les chapitres 
précédents pour construire des modèles analytiques de composants d’actionneurs embarqués. Dans un 
premier temps, nous appliquerons la méthode VPLM pour construire les modèles analytiques nécessaires 
pour estimer les performances d’un moteur électrique de type Brushless. Ensuite, différents modèles 
d’actionneurs électromécaniques seront construits via la méthode VPLM. Enfin, nous montrerons 
comment associer ces modèles pour réaliser la conception préliminaire d’un actionneur électromécanique 
d’aileron pour deux typologies différentes. 
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ACRONYMES 
EMA Actionneur électromécanique (Electro-Mechanical Actuator) 
SHA Actionneur hydraulique (Servo-Hydraulic Actuator) 
EHA Actionneur électrohydraulique (Electro-Hydraulic Actuator) 
VPLM Variable Power Law Meta-model 
RBF Fonction à base radiale (Radial Basis Function) 
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IV.1 Introduction 
L’introduction de cette thèse a présenté les différentes technologies d’actionneurs de commande 
de vol d’aéronefs et a présenté les actionneurs électromécaniques (EMA) comme le résultat de 
l’électrification de ces systèmes embarqués. Ils servent entre autres à mouvoir les commandes de vol 
primaires, pour de multiples fonctions qui permettent d’agir sur la trajectoire de l’avion par le contrôle du 
mouvement selon les trois axes principaux : le tangage (cabrer ou piquer du nez – gouvernes de 
profondeur et plan horizontal), le roulis (pencher l’avion selon l’axe longitudinal – ailerons) et le lacet 
(orienter le nez de l’avion à droite ou à gauche – gouverne de direction). On les retrouve aussi sur les 
commandes de configuration aérodynamique de l’avion par l’utilisation d’hypersustentateurs (becs et 
volets) ou d’aérofreins (« spoilers »). Enfin des actionneurs équipent des servitudes, telles que les trains et 
trappes de trains d’atterrissage, le système de freinage au sol, les portes cargos… La Figure IV.1 présente 
les différentes commandes de vol primaires et secondaires à bord d‘un aéronef. Les travaux réalisés dans 
cette thèse traitent de la modélisation des actionneurs électromécaniques de commande de vol d’aileron et 
de spoiler. Les actionneurs électromécaniques d’aileron et de spoiler peuvent être regroupés en deux 
familles : les actionneurs linéaires et rotatifs. Le Tableau IV.1 introduit ces deux familles ainsi que les 
différentes typologies associées. Dans cette thèse nous traiterons de deux des quatre typologies 
d’actionneurs électromécaniques introduites : linéaire « gear drive » et rotatif « on hinge ». 
 
Figure IV.1 : Les commandes de vol primaires et secondaires d'un avion (Wikipedia 2017) 
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Tableau IV.1 : Différentes typologies d'actionneurs électromécaniques d'aileron et de spoiler 
Typologies Exemple Architecture 
Linéaire 
 
Direct drive 
Aileron Covadis (SAFRAN) 
 
 
Gear drive 
Spoiler 787 (Moog) 
 
 
Rotatif 
 
Off Hinge 
Spoiler (Liehberr) 
 
 
On Hinge 
Aileron Fracass 
(SAFRAN) 
 
Généralement un actionneur électromécanique est constitué d’un moteur électrique pour convertir 
la puissance électrique en puissance mécanique, d’un réducteur pour adapter la puissance mécanique 
transmise vers des composants mécaniques (bielle, système vis-écrou, etc) utilisés pour mettre en 
mouvement l’aileron, et de composants mécaniques (roulements, liaisons mécaniques) utilisés pour 
transmettre les efforts avec un rendement mécanique optimal et pour une intégration isostatique du 
système. Tous ces composants sont intégrés dans un carter mécanique qui peut prendre différentes formes 
suivant la typologie de l’actionneur retenue. L’utilisation de cette nouvelle technologie d’actionneurs de 
commande de vol pose de nouvelles problématiques non présentes sur les actionneurs hydrauliques ou 
électrohydrauliques : fortes inerties réfléchies, échauffement élevé des composants, couplage multi-
domaines. La conception préliminaire d’un actionneur électromécanique nécessite donc de modéliser tous 
les composants qui le constituent en considérant les interactions éventuelles entre composants afin de 
concevoir l’actionneur de façon globale. 
Avant d’introduire les différents modèles de composants développés dans cette thèse, la phase de 
vol considérée comme dimensionnante pour un actionneur électromécanique est introduite. Cette phase de 
vol définira les conditions aux limites utilisées ainsi que le domaine de validité des modèles construits. La 
Figure IV.2 introduit et illustre de manière simplifiée les différentes phases de vol d’un avion de ligne 
ainsi que la position de l’aileron et le couple à fournir par l’actionneur d’aileron pour chacune de ces 
phases de vol. Comme indiqué sur cette figure, la phase de vol en croisière met en œuvre de petites 
amplitudes pour l’aileron pour une composante continue et des amplitudes maximales en termes de couple 
à fournir par l’actionneur. Ceci s’explique par les valeurs importantes des efforts aérodynamiques 
appliqués à l’aileron en croisière. Le moteur doit être capable de contrer ces efforts pour maintenir 
l’aileron dans sa position. Etant donné que les performances d’un moteur électrique sont limitées en 
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régime établi par son comportement thermique, cette phase de vol sera considérée comme dimensionnante 
d’un point de vue thermique pour un actionneur électromécanique d’aileron. Dans la suite de ce chapitre, 
les modèles thermiques seront construits en considérant les conditions de vol en croisière pour 
l’environnement (altitude, pression, température, vitesse de vol avion). Le Tableau IV.2 introduit les 
conditions environnementales considérées pour les études menées dans ce chapitre. 
 
Figure IV.2 : Phases de vol d'un aéronef, et l’amplitude du mouvement et le couple à fournir par l’actionneur d’aileron en 
fonction de la phase de vol 
Tableau IV.2 : Conditions environnementales pour la phase de vol en croisière 
Altitude 
[m] 
Pression 
[Pa] 
Température 
[°C] 
Vitesse avion 
[Ma] 
Température 
statique sur le 
profil d’aile [°C] ͳͳͲͲͲ ʹǡʹ͸ ή ͳͲସ -56 0.6 -41 
Le comportement thermique du moteur électrique n’est pas le seul critère dimensionnant pour un 
actionneur électromécanique. En effet, des travaux précédant cette thèse ont montré qu’il existe un 
couplage fort entre l’inertie du rotor du moteur électrique et le comportement thermique d’un actionneur 
électromécanique (Reysset 2015). Contrairement aux applications à très fortes dynamiques où l’inertie du 
moteur augmente significativement le couple électromagnétique à fournir, l’inertie est ici surtout 
importante pour des raisons de stabilité. Les avionneurs spécifient une valeur maximale admissible de 
Temps 
Temps  Couple (N.m) 
Manœuvre au sol 
Rafale de vent 
Vol (Grande vitesse) Vol (contrôle) 
Angle (°) 
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masse réfléchie aux équipementiers pour prendre en compte ce phénomène. La prise en compte de cette 
contrainte est très importante pour la stabilité aérodynamique de l’aileron (risque de flutter) mais aussi 
pour le contrôle de deux actionneurs assignés à une même surface de contrôle pour des raisons de 
redondance. Cette valeur maximale d’inertie réfléchie limite la gamme de rapport de réduction possible. 
Dans la suite de ce chapitre, nous allons nous intéresser à construire des modèles analytiques de 
composants d’actionneur électromécanique. La prochaine section concerne l’étude d’un moteur électrique 
de type brushless où ses modèles thermique, électromagnétique ainsi que ses modèles de pertes sont 
construits à partir de la méthode VPLM introduite dans le chapitre I de cette thèse. Ensuite, nous 
étudierons deux typologies d’actionneurs de commande de vol : linéaire « gear drive » et rotatif « on 
hinge ». Pour chaque typologie d’actionneur, nous illustrerons l’utilisation des différents modèles 
construits en réalisant leur dimensionnement préliminaire. 
IV.2 Modélisation multi-physiques d’un moteur électrique de type Brushless 
IV.2.1 Introduction 
L’utilisation grandissante des moteurs électriques ces dernières années, notamment dans le cadre 
de systèmes plus électriques où plusieurs phénomènes physiques interagissent, a amené à développer des 
approches multi-physiques pour la conception des moteurs électriques. La plupart des modèles multi-
physiques développés sont basés sur la modélisation par éléments finis (Vong & Rodger 2003; Fasquelle 
et al. 2010) ou sur des approches analytiques (Bernard et al. 2016) souvent validées par des études 
éléments finis. L’utilisation de ces deux méthodes peut représenter un coût en calcul numérique important 
lorsque l’on souhaite optimiser ou dimensionner un moteur électrique. Même si des travaux portant sur 
des procédures d’optimisation et de dimensionnement permet de réduire ces coûts en calcul numérique 
(Aubry et al. 2012), généralement ces approches sont difficilement envisageables en phase de conception 
préliminaire d’un actionneur électromécanique. Face à ce problème, l’utilisation de réseaux nodaux peut 
s’avérer intéressante, notamment pour modéliser les échanges thermiques dans les machines électriques 
(Boglietti et al. 2009). Néanmoins, les modèles développés dans la littérature ne concernent que des cas où 
la géométrie du moteur est simplifiée (Mellor et al. 1991) ou bien alors le réseau nodal construit est trop 
complexe pour être utilisé en phase de conception préliminaire (Kolondzovski et al. 2009; Li et al. 2013). 
De plus, les paramètres liés aux résistances thermiques modélisant les transferts thermiques par 
convection ou par rayonnement nécessitent l’utilisation de codes éléments finis (Xiao et al. 2010) ou de 
procédures d’identification de paramètres pour être déterminés (Guemo et al. 2013). De ce fait, dans la 
plupart des cas d’études considérés en phase de conception préliminaire ils sont considérés constants. 
Nous proposons donc ici d’utiliser la méthode de génération de modèles analytiques développée 
dans cette thèse pour construire les différents modèles multi-physiques nécessaires pour la détermination 
des principales caractéristiques d’un moteur électrique dans le cadre d’une conception préliminaire 
d’actionneur. Dans le cas d’utilisation de moteur électrique pour des applications embarquées telles que 
les commandes de vol, un des principaux critères dimensionnants d’un moteur électrique est la 
température de son bobinage lors du fonctionnement (section IV.1). Il est donc nécessaire de construire un 
modèle thermique du moteur pour estimer la température du bobinage en fonction de ses caractéristiques 
géométriques et matériaux. L’échauffement d’un moteur électrique peut provenir de différentes sources de 
pertes que nous avons répertoriées dans le Tableau IV.3. Pour les cas traités ici, actionneur d’aileron ou de 
spoiler, les pertes majoritaires sont les pertes Joules et pertes fer qui nécessiteront donc l’établissement de 
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modèles analytiques quantitatifs. Les autres sources de pertes seront estimées à partir de modèles 
analytiques qualitatifs disponibles dans la littérature (Gieras 2010). Enfin, un modèle analytique 
permettant l’estimation du couple délivré par le moteur électrique sera également construit. La génération 
de ce modèle fera suite à l’étude présentée dans le chapitre III de cette thèse. 
Tableau IV.3 : Les différents types de pertes dans un moteur électrique 
Type de pertes Localisation 
Joules Conducteur électrique (stator) 
Fer Circuit magnétique (rotor, stator) 
Frottements Roulements 
Aérodynamiques Entrefer 
La typologie de moteur étudiée est basée sur une gamme de moteurs électriques développée par la 
société PARKER dont les performances concordent avec l’application traitée ici (fiche technique en 
annexe E). La Figure IV.3 introduit le moteur électrique de référence et le modèle numérique que nous 
avons utilisé dans cette thèse. 
 
Figure IV.3 : Modélisation d'un moteur électrique brushless : moteur électrique de référence (PARKER 2017) (à gauche) 
et modèle numérique utilisé (à droite) 
Les simplifications géométriques majeures sont : la suppression du support d’aimant situé à 
l’intérieur du rotor et la suppression de la géométrie du papier isolant Nomex (Figure IV.4). Néanmoins, 
l’isolant Nomex a été pris en compte dans les modèles magnétique et thermique du moteur. Dans le cas du 
modèle magnétique, la surface d’encoche prend en compte la surface normalement occupée par l’isolant et 
le taux volumique de cuivre ߬௖௨ considéré dans le bobinage en tient compte. Dans le cas du modèle 
thermique du moteur, l’isolant Nomex sera modélisé par un élément de couche mince 1D. Ces 
simplifications ont été faites pour utiliser un modèle numérique de moteur électrique brushless plus 
générique. Nous montrerons dans ce chapitre que cette simplification a peu d’effet sur la validité des 
modèles générés vis-à-vis des données constructeurs. 
1 ૛ 
3 
4 
5 
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Figure IV.4 : Simplifications géométriques du moteur électrique 
Le Tableau IV.4 présente les matériaux utilisés et l’équation (IV.1) présente les formules 
analytiques d’homogénéisation utilisées pour calculer les propriétés physiques du bobinage (Laïd et al. 
2011). 
Tableau IV.4 : Matériaux utilisés pour le moteur électrique 
Matériaux (indice 
dans la Figure IV.3) 
Conductivité thermique ߣሾܹȀ݉Ȁܭሿ Masse volumique ߩሾ݇݃Ȁ݉ଷሿ Capacité calorifique ܥ௣ሾܬȀ݇݃Ȁܭሿ 
1 : Samarium Cobalt 10 8400 350 
2 : Cuivre + résine 0.464 3528 590 
3 : Air ߣ௔௜௥ሺܶሻ ߩ௔௜௥ሺܶሻ ܥ௣ǡ௔௜௥ሺܶሻ 
4 : Tôles de Fer 80 7650 450 
5 : Isolant Nomex (cf. 
Annexe E) ߣே ൌ ݂ሺ݁ேሻ ߩே ൌ ݂ሺ݁ேሻ ܥ௣ǡே ൌ ݂ሺ݁ேሻ 
 
 
ۖۖەۖۖ۔
ۓ ߣ௕௢௕ ൌ ߣ௥௘௦ ሺͳ ൅ ߬௖௨ሻߣ௖௨ ൅ ሺͳ െ ߬௖௨ሻߣ௥௘௦ሺͳ െ ߬௖௨ሻߣ௖௨ ൅ ሺͳ ൅ ߬௖௨ሻߣ௥௘௦ߩ௕௢௕ ൌ ߩ௖௨߬௖௨ ൅ ߩ௥௘௦ሺͳ െ ߬௖௨ሻܥ௣௕௢௕ ൌ ߩ௖௨ߩ௕௢௕ ܥ௣ǡ௖௨߬௖௨ ൅ ߩ௥௘௦ߩ௕௢௕ ܥ௣ǡ௥௘௦ሺͳ െ ߬௖௨ሻ
 (IV.1) 
avec : ߣ௕௢௕ la conductivité thermique équivalente du bobinage, ߣ௥௘௦ la conductivité thermique de la résine, ߣ௖௨ la conductivité thermique du cuivre, ߬௖௨ ൌ ͲǤʹͶ le taux volumique de cuivre considéré dans 
l’encoche, ߩ௕௢௕ la masse volumique équivalente du bobinage, ߩ௖௨ la masse volumique du cuivre, ߩ௥௘௦ la 
masse volumique de la résine, ܥ௣ǡ௕௢௕ la capacité calorifique équivalente du bobinage, ܥ௣ǡ௖௨ la capacité 
calorifique du cuivre et ܥ௣ǡ௥௘௦ la capacité calorifique de la résine. 
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Pour finir cette introduction concernant le moteur électrique brushless, les résultats obtenus par le 
modèle éléments finis du moteur électrique sont comparés avec les caractéristiques du moteur électrique 
brushless de référence de la gamme PARKER. Le Tableau IV.5 présente la comparaison des 
caractéristiques principales du moteur de référence PARVEX NX310 avec son modèle éléments finis et le 
modèle éléments finis du moteur générique utilisé dans cette thèse. Les résultats montrent que le modèle 
générique permet d’estimer à moins de 10% d’erreur relative les caractéristiques principales du moteur 
sauf pour les pertes fer où l’écart relatif est de 25%. Cet écart s’explique par le fait que le support d’aimant 
retiré dans le cas du moteur générique a une influence dans la génération des pertes fer. La Figure IV.5 
représente les résultats de simulations entre les deux modèles éléments finis et montre que le support 
aimant court-circuite une partie du flux magnétique du rotor. De ce fait, dans le cas du moteur générique il 
y a une intensification du champ magnétique dans l’entrefer, ce qui engendre une génération de pertes fer 
plus importante. Ceci explique par la même occasion la surestimation du couple continu du moteur 
électrique. Le modèle générique reste cependant indépendant de la solution technologique de support des 
aimants, ici par poinçonnage des tôles, solution qui peut varier en fonction de la taille du moteur.  
Tableau IV.5 : Comparaison des caractéristiques du moteur électrique de référence avec le moteur électrique générique 
 PARVEX NX310 (référence) 
PARVEX NX310 
(modèle éléments finis) 
Moteur générique 
(modèle éléments finis) 
Couple continu [N.m] ʹ ͳǤͺͺሺെ͸Ψሻ ʹǤͳͺ (+9%)
Pertes Joules [W] ͷͺǤ͵ ͸ʹǤ͸ͺሺ൅͹ǤͷΨሻ ͸͵Ǥ͹ͳ (+9%)
Pertes fer [W] ͵ʹǤ͹ ͵ͶǤͻ (+6.7%) ͶͲǤͻ͹ (+25%)
Masse [kg] ͲǤͺͷ ͲǤͺʹ (-3.6%) ͲǤͺͲ (-5.9%)
 
Figure IV.5 : Comparaison des lignes de flux magnétique entre le moteur électrique de référence et le moteur électrique 
générique 
IV.2.2 Modèle thermique 
IV.2.2.1 Description du problème et application de la méthode VPLM 
Le modèle thermique du moteur électrique doit permettre l’évaluation de sa résistance thermique  
de conduction ܴ௖ௗ en régime stationnaire, qui décrit le transfert de chaleur ayant lieu entre le point chaud 
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situé dans une encoche du moteur électrique ߠ௕௢௕ (bobinage) et la température de la surface latérale du 
stator ߠௌ௘. On considère ici les hypothèses suivantes : 
· Des études préliminaires ont montré que la résistance thermique du stator (fer) est très 
faible, et le gradient thermique est majoritairement situé dans l’encoche (Figure IV.6). 
Donc pour le cas considéré ici, les pertes seront seulement dissipées dans les encoches du 
moteur, et les variations de la largeur de la culasse du stator ܮ௖ peuvent être supposées en 
similitude géométrique avec le diamètre ܦௌ௘. Néanmoins, les pertes joules et fer seront 
considérées lorsque le modèle thermique du moteur sera utilisé dans le cadre du 
dimensionnement d’un actionneur (section IV.4). 
· Tous les paramètres géométriques sauf l’épaisseur de l’isolant Nomex, ݁ே, suivent une 
similitude géométrique avec le diamètre du moteur ܦௌ௘. 
· Les propriétés physiques des matériaux utilisés sont considérées constantes sauf pour 
l’isolant Nomex. La conductivité thermique du Nomex, ߣே, est fonction de son épaisseur ݁ே et peut être estimée par la relation (IV.2) qui sera implémentée directement dans le 
logiciel de simulation par éléments finis utilisé. Cette relation est issue d’une régression 
réalisée sur des donnés catalogue du constructeur (Annexe E). 
 ߣே ൌ ͲǤ͸ͷ͸ͷ݁ே଴Ǥଵ଼଺ଽ (IV.2) 
· Nous imposons une température sur la surface latérale du stator : ߠௌ௘ ൌ ͵ͲͲιܭ et 
mesurons par simulations l’élévation de température : ȟߠ ൌ ߠ௕௢௕ െ ߠௌ௘. 
· Le modèle éléments finis du moteur électrique est bidimensionnel car on suppose ici que 
toute la chaleur est évacuée majoritairement par la surface latérale du stator. 
· L’isolant Nomex est modélisé par un élément de couche mince dont les propriétés 
matériaux sont données en annexe E. 
Nous allons désormais appliquer la méthode VPLM pour construire le modèle analytique 
permettant de calculer la résistance thermique en conduction du moteur électrique. Le modèle numérique 
du moteur étant bidimensionnel, on estimera en réalité sa résistance linéique : ܴ௖ௗܮ௠. 
Le problème étudié ici dépend donc de cinq variables physiques : 
 ܴ௖ௗܮ௠ ൌ ݂൫ܦௌ௘ ǡ ݁ே ǡ ߣ௙௘௥ǡ ߣ௕௢௕൯ (IV.3) 
avec : ܴ௖ௗ la résistance thermique de conduction du moteur électrique, ܮ௠ la longueur du moteur, ܦௌ௘ le 
diamètre extérieur du stator du moteur, ݁ே l’épaisseur de l’isolant Nomex, ߣ௙௘௥ la conductivité thermique 
du fer, et ߣ௕௢௕ la conductivité thermique équivalente du bobinage. La conductivité thermique du Nomex ߣே ne fait pas parti des variables physiques car l’application du théorème de Vaschy-Buckingham impose 
que les variables physiques doivent être indépendantes, or ߣே est dépendante de l’épaisseur de Nomex ݁ே. 
Le théorème de Vaschy-Buckingham permet de réécrire l’équation (IV.3) sous la forme adimensionnelle 
suivante : 
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 ߨ௖ௗ ൌ ܨሺߨଵǡ ߨଶሻ (IV.4) 
avec : ߨ௖ௗ ൌ ߣ௙௘௥ܮ௠ܴ௖ௗ,ߨଵ ൌ ஽ೄ೐௘ಿ , et ߨଶ ൌ ఒ್೚್ఒ೑೐ೝ. L’analyse dimensionnelle conduite ici est détaillée en 
annexe A. 
Les propriétés physiques des matériaux étant considérées constantes, le nombre adimensionnel ߨଶ 
est donc constant. La relation proposée par l’équation (IV.4)  met donc uniquement en jeu un seul nombre 
adimensionnel et peut être réécrite sous la forme suivante : 
 ߨ௖ௗ ൌ ܨሺߨଵሻ (IV.5) 
Un plan d’expériences contenant 50 configurations a été construit et les bornes des variables sont 
présentées dans le Tableau IV.6. La Figure IV.6 présente un exemple de résultats de simulation par 
éléments finis du moteur électrique. 
Tableau IV.6 : Intervalles de variation des paramètres pour le modèle de résistance thermique en conduction du moteur 
Variables Unités Intervalles ܦௌ௘ ݉݉ ͵Ͳ െ ͳͷͲ ݁ே ݉݉ ͲǤͲͷ െ ͳ ߨଵ െ ͵Ͳ െ ͵ͲͲͲ 
 
Figure IV.6 : Résultats de simulation éléments finis sur COMSOL Multiphysics pour le moteur électrique (ࡼࡶ ൌ૚૜૞ࢃǡࡰ࢓ ൌ ૟૛࢓࢓ǡࢋࡺ ൌ ૙Ǥ ૜࢓࢓) 
Les données obtenues par simulations numériques sont utilisées pour construire les différents 
modèles VPLM et la Figure IV.7 montre la comparaison des erreurs relatives de ces modèles. 
Le modèle décrit par l’équation (IV.6) utilisant un seul terme d’ordre supérieur donne 5% d’erreur 
relative maximale pour une expression mathématique simple. Cet exemple illustre très bien l’apport des 
termes d’ordre supérieur quant à la précision du méta-modèle généré. 
 ߨ௖ௗ ൌ ͺͶǤʹߨଵି ଵǤ଴଻଻ା଴Ǥଵ଺ସ ୪୭୥ሺగభሻ (IV.6) 
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La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec un modèle polynomial (annexe C). Les 
résultats montrent que le modèle VPLM est plus robuste que le modèle polynomial à l’intérieur et à 
l’extérieur du domaine de construction avec 10% d’erreur relative maximale contre 210% pour le modèle 
polynomial. 
 
Figure IV.7 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle thermique du 
moteur électrique 
IV.2.2.2 Illustration de l’utilité de l’analyse d’insensibilité dans le cas d’un problème 
mal posé 
Dans ce paragraphe, on propose d’illustrer l’utilité de l’analyse d’insensibilité dans le cas d’un 
problème mal posé. Considérons le problème précédent concernant l’évaluation de la résistance thermique 
en conduction du moteur. Supposons que la formulation du problème met en œuvre la résistance 
thermique plutôt que la résistance thermique linéique du moteur : 
 ܴ௖ௗ ൌ ݂൫ܮ௠ǡ ܦௌ௘ ǡ ݁ே ǡ ߣ௙௘௥ǡ ߣ௕௢௕൯ (IV.7) 
Dans ce cas, le théorème de Vaschy-Buckingham permet de réécrire le problème sous la forme 
adimensionnelle suivante : 
 ߨ௖ௗ ൌ ܨሺߨଵǡ௅ǡ ߨଶǡ௅ǡ ߨଷሻ (IV.8) 
Avec : ߨ௖ௗ ൌ ߣ௙௘௥ܮ௠ܴ௖ௗ, ߨଵ ൌ ஽ೄ೐௅೘ , ߨଶ ൌ ௘ಿ௅೘ et ߨଷ ൌ ఒ್೚್ఒ೑೐ೝ. Pour les mêmes hypothèses que 
précédemment, le nombre adimensionnel ߨଷ peut être considéré constant. On aboutit donc à une relation 
mettant en œuvre trois nombres adimensionnels avec : ߨ௖ௗ qui est semblable à celui obtenu dans le 
paragraphe précédent et deux nombres adimensionnels fonction de paramètres géométriques. L’étape 
suivante dans la procédure de génération de méta-modèles consisterait à construire un plan d’expériences 
pour définir les configurations à simuler par éléments finis et d’enfin construire les différents méta-
modèles. Néanmoins, on peut remarquer que le modèle généré ici fait appel à deux nombres 
adimensionnels exprimant des ratios géométriques vis-à-vis de longueur du moteur ܮ௠ : ߨଵǡ௅ ൌ ܦௌ௘Ȁܮ௠ et ߨଶǡ௅ ൌ ݁ேȀܮ௠. Le chemin thermique par lequel la chaleur est évacuée de l’encoche vers l’extérieur serait 
à priori plutôt fonction du ratio géométrique diamètre du stator ܦௌ௘ avec l’épaisseur d’isolant Nomex ݁ே. 
Dans ce cas, il semblerait plus significatif vis-à-vis du problème étudié, d’utiliser dans le modèle ce ratio 
géométrique. En effet, ce ratio géométrique correspond au nombre adimensionnel ߨଵ utilisé dans 
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l’équation (IV.4) où le problème était posé de façon différente. Pour analyser cette hypothèse et tester si 
utiliser le nombre adimensionnel ߨଵ ൌ ܦௌ௘Ȁ݁ே plutôt que les nombres adimensionnels ߨଵǡ௅ ൌ ܦௌ௘Ȁܮ௠ et ߨଶǡ௅ ൌ ݁ேȀܮ௠ est plus significatif pour le problème considéré, nous proposons d’utiliser l’analyse 
d’insensibilité introduite dans le chapitre III de cette thèse. 
Les résultats de l’analyse d’insensibilité présentés par la Figure IV.8 montrent clairement qu’un 
regroupement entre ߨଵ et ߨଶ est envisageable. Les indicateurs d’insensibilité sont tous inférieurs à 1 et les 
coefficients de corrélation des modèles utilisés sont proches de 1, ce qui garantit la validité de l’analyse 
d’insensibilité. A partir de ces résultats, il est donc possible de regrouper les nombres adimensionnels ߨଵǡ௅ 
et ߨଶǡ௅ pour former le nombre adimensionnel ߨଵ ൌ ܦௌ௘Ȁ݁ே. 
 
Figure IV.8 : Analyse d'insensibilité réalisée pour le modèle thermique du moteur électrique 
La Figure IV.9 représente la comparaison des modèles VPLM obtenus dans le cas du problème 
mal posé décrit par l’équation (IV.8), avec les modèles VPLM générés dans le paragraphe précédent où le 
problème était bien posé (équation (IV.4)). La comparaison des résultats obtenus par la méthode VPLM 
met en avant l’apport du regroupement des nombres adimensionnels ߨଵ et ߨଶ quant à la simplicité de 
l’expression mathématique d’un modèle à précision équivalente. En effet, dans le cas de l’utilisation du 
nombre adimensionnel ߨଵ obtenu par la première formulation du problème, le modèle VPLM ayant la 
même précision relative (5%) que le modèle construit précédemment met en œuvre moins de termes 
d’ordre supérieur pour un nombre de variables adimensionnelles inférieur. Cet exemple illustre d’une part 
l’influence de la mauvaise formulation d’un problème sur la précision et l’expression d’un méta-modèle, 
et l’intérêt quant à l’utilisation de l’analyse d’insensibilité pour vérifier et améliorer la significativité d’un 
ensemble de nombres adimensionnels utilisé dans un problème physique. 
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Problème mal posé (équation (IV.8)) Problème bien posé (équation (IV.4)) 
  
Figure IV.9 : Comparaison des résultats obtenus par la méthode VPLM sans regroupement (à gauche) et avec 
regroupement (à droite) pour le modèle thermique du moteur électrique 
IV.2.3 Modèle électromagnétique 
Le modèle électromagnétique du moteur électrique doit permettre l’estimation du couple linéique 
qu’il peut fournir. Nous avons démontré à partir de la méthodologie introduite dans le chapitre précédent 
que le problème peut être exprimer par la relation proposée par l’équation (IV.9). Le problème peut donc 
être mis sous la forme adimensionnelle (IV.10) uniquement fonction de trois nombres adimensionnels : ߨ଴ ൌ ் ௅೘Τ௃஻ೝ஽ೄ೐య  qui représente le couple linéique adimensionnel, ߨଵ ൌ ఓబ௃஽ೄ೐஻ೞೌ೟  qui caractérise le phénomène de 
saturation magnétique et ߨଶ ൌ ܮ௖Ȁܦௌ௘ qui représente la proportion de fer dans la culasse du stator et qui a 
une forte influence sur les pertes fer liées à la vitesse de rotation. 
 ܶ ܮ௠Τ ൌ ݂൫ܦௌ௘ ǡ ܮ௖ ǡ ܬ௙௜௟ ǡ ߤ଴ǡ ܤ௥ǡ ܤ௦௔௧൯ (IV.9) 
 ߨ଴ ൌ ܨሺߨଵǡ ߨଶሻ (IV.10) 
Un plan d’expériences de 49 points est construit en utilisant la méthodologie développée dans 
cette thèse pour définir les configurations qui devront être simulées par éléments finis. Le nombre de 
points du plan d’expériences peut paraitre élevé pour seulement deux variables adimensionnelles utilisées 
mais le phénomène de saturation magnétique, caractérisé par le nombre adimensionnel ߨଵ, est fortement 
non linéaire. Il est donc nécessaire d’avoir suffisamment de points dans l’espace d’étude pour capter les 
non-linéarités. 
Tableau IV.7 : Intervalles de variation des paramètres pour le modèle électromagnétique du moteur 
Variables Unités Intervalles ou valeurs ܦௌ௘ ሾ݉݉ሿ ͵Ͳ െ ͳͷͲ ܬ ሾܣȀ݉ଶሿ ͳ ή ͳͲ଻ െ ͷ ή ͳͲ଻ ܮ௖ ሾ݉݉ሿ ͳ ή ͳͲିଷ െ ͳǤʹ ή ͳͲିଶ ܤ௥ ܶ ͳǤͲ͹ ܤ௦௔௧ ܶ ʹǤͳ͵ ߨଵ െ ͲǤ͸ʹͳ െ ͶǤͶ͵ ߨଶ െ ͹Ǥͻ ή ͳͲିଶ െ ͵Ǥͳͷ ή ͳͲିଵ 
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Le modèle éléments finis 2D du moteur électrique est construit sur le logiciel FEMM (le modèle 
est détaillé en annexe B). La Figure IV.10 présente un exemple de résultats de simulations éléments finis. 
 
Figure IV.10 : Exemple de résultats de simulations éléments finis réalisé sur FEMM pour le moteur électrique 
A partir des résultats obtenus, les différents modèles VPLM sont construits et comparés sur la 
Figure IV.11. A partir de quatre termes d’ordre supérieur sélectionnés, la précision relative des modèles 
générés n’évolue plus et se stabilise à 2% d’erreur maximale vis-à-vis de la simulation. Par conséquent, le 
modèle utilisant uniquement quatre termes d’ordre supérieur est retenu (IV.11). 
 
Figure IV.11 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle 
électromagnétique du moteur électrique ߨ଴ ൌ ͳǤ͹ʹ ή ͳͲିସߨଵଵǤଵସଶି଴Ǥଶ଺ଶ ୪୭୥ሺగభሻାଵǤ଺଻ଽ ୪୭୥ሺగమሻߨଶି ଶǤଶହ଺ି଴Ǥ଻ଶଵ ୪୭୥ሺగమሻା଴Ǥହଵ଼ ୪୭୥ሺగమሻ ୪୭୥ሺగభሻ (IV.11) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats montrent que les 
différents modèles VPLM, polynomial et RBF sont prédictifs à l’intérieur du domaine de construction. En 
revanche, seul le modèle VPLM reste robuste en extrapolation avec 2% d’erreur relative maximale contre 
485% et 173% pour les modèles polynomial et RBF. 
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IV.2.4 Modèles de pertes 
Dans l’introduction de ce chapitre, différentes sources de pertes ont été citées. Les pertes Joules et 
fer ont été présentées comme les pertes majoritaires dans le contexte étudié. Les équations suivantes 
représentent les expressions mathématiques générales des pertes Joules (IV.12) et des pertes fer (IV.13).  
 ௃ܲ ൌ ௘ʹܰ ߬௖௨ߪ௖௨ ௕ܸ௢௕ܬ௙௜௟ଶ  (IV.12) 
avec ߬௖௨ ൌ ͲǤʹͶ le coefficient de bobinage pour une encoche (isolant Nomex inclus), ௘ܰ ൌ ͳʹ le nombre 
d’encoches du stator, ߪ௖௨ la résistivité électrique du cuivre, ௕ܸ௢௕ le volume de cuivre pour une paire 
d’encoches, ܬ௙௜௟ la densité de courant dans un fil de cuivre. 
 ௙ܲ௘௥ ൌ ȟ݌ଵȀହ଴ߩ௙௘௥ ௙ܸ௘௥ ቆ ݊௣ȳʹߨ ௥݂௘௙ቇଵǤହ ቆ ܤܤ௥௘௙ቇଶ (IV.13) 
avec ȟ݌ଵȀହ଴ les pertes fer spécifiques à ܤ௥௘௙ ൌ ͳܶ et ௥݂௘௙ ൌ ͷͲܪݖ du fer (données matériau), ߩ௙௘௥ la 
masse volumique du fer, ௙ܸ௘௥ le volume de fer dans le stator, ݊௣ le nombre de paires de pôles, ߗ la vitesse 
de rotation du rotor, ܤ le champ magnétique mesuré dans le stator. L’expression des pertes fer est basée 
sur la formule de Steinmetz (Gieras 2010; C.P. Steinmetz 1984). 
L’évaluation des pertes Joules et fer nécessitent un calcul par éléments finis pour être estimées 
avec précision. Nous proposons donc ici d’utiliser les approches de méta-modélisation pour construire des 
modèles analytiques basés sur des simulations éléments finis. 
IV.2.4.1 Modèle de pertes Joules 
L’expression introduite par l’équation (IV.12) utilise des paramètres qui sont calculables sans 
faire appel à un logiciel de simulations éléments finis. Néanmoins, une estimation précise du volume de 
cuivre dans le stator du moteur est requise pour une bonne évaluation des pertes Joules. Nous allons donc 
ici, construire des modèles analytiques permettant la bonne estimation du volume de cuivre. Le volume de 
cuivre peut être exprimé comme la somme du volume de cuivre dans les encoches ௕ܸ௢௕ǡ௘௡௖ et du volume 
de cuivre dans les têtes de bobine ௕ܸ௢௕ǡ௧௢௥௘. Les têtes de bobine d’un moteur électrique peuvent être 
considérées comme des demi-tores. La Figure IV.12 présente la modélisation géométrique réalisée pour 
calculer le volume de cuivre total. 
A partir de cette modélisation, le volume de cuivre pour une paire d’encoches peut s’exprimer par 
la relation suivante : 
 ௕ܸ௢௕ ൌ ௕ܸ௢௕ǡ௘௡௖ ൅ ௕ܸ௢௕ǡ௧௢௥௘ ൌ ʹܵ௘௡௖ܮ௠ ൅ ʹߨଶ ൬݀௧௢௥௘ʹ ൰ଶ ܴ௧௢௥௘ (IV.14) 
Les inconnues de cette expression sont la surface d’encoche ܵ௘௡௖, le petit diamètre du tore ݀௧௢௥௘ et 
le grand rayon du tore ܴ௧௢௥௘. Tout d’abord, le petit diamètre du tore ݀௧௢௥௘ peut être calculé à partir de la 
surface d’encoche ܵ௘௡௖ si on suppose une surface d’encoche circulaire : ݀௧௢௥௘ ൌ ʹቀௌ೐೙೎గ ቁଵȀଶ. 
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Figure IV.12 : Description géométrique du volume de cuivre pour une paire d’encoches 
La surface d’encoche est fonction du diamètre du stator ܦௌ௘ et de la largeur de culasse ܮ௖. On 
propose ici d’utiliser la méthode VPLM pour construire un modèle d’estimation de la surface d’encoche 
sous l’expression adimensionnelle suivante : 
 ߨ௘௡௖ ൌ ܨሺߨଶሻ (IV.15) 
avec : ߨ௘௡௖ ൌ ܵ௘௡௖ ܦௌ௘ଶΤ  et ߨଶ ൌ ܮ௖Ȁܦௌ௘. 
A partir des données issues du plan d’expériences réalisé pour la construction du modèle 
magnétique du moteur électrique, le modèle décrit par l’équation (IV.16) est généré et donne moins de 
0.5% d’erreur relative maximale. 
 ߨ௘௡௖ ൌ ʹǤ͵ͳ ή ͳͲି଺ߨଶି ଺Ǥଽସ଺ିସǤଵ଴ସ ୪୭୥ሺగమሻି଴Ǥ଼ଷଷ ୪୭୥ሺగమሻమ  (IV.16) 
Enfin, le grand rayon du tore ܴ௧௢௥௘ peut être calculé analytiquement en se plaçant dans le plan de 
l’encoche comme décrit par la Figure IV.13. L’hypothèse de similitude géométrique permet d’exprimer la 
distance ܴ௕௢௕ à partir du diamètre extérieur du stator ܦௌ௘ : ܴ௕௢௕ ൌ ͲǤʹͺ͹͹ܦௌ௘. On peut donc exprimer le 
grand rayon du tore à partir de la relation suivante : 
 ܴ௧௢௥௘ ൌ ͲǤʹͺ͹͹ܦௌ௘ ൫ߨ ͳʹൗ ൯ (IV.17) 
 
Figure IV.13 : Calcul du grand rayon du tore pour le volume de cuivre dans la tête de bobine 
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Maintenant que tous les paramètres géométriques nécessaires au calcul du volume de cuivre dans 
le moteur sont connus, il est possible de calculer les pertes Joules. Afin de valider notre modélisation 
géométrique du volume de cuivre, nous proposons de comparer les pertes Joules évaluées par notre 
formulation analytique (IV.12) avec les pertes Joules calculées par Matlab à partir de simulations réalisées 
sur FEMM. La Figure IV.14 présente la comparaison des résultats sous la forme d’un diagramme 
« X=Y ». Cette comparaison montre que le modèle analytique estime les pertes Joules du moteur 
électrique avec une erreur relative maximale de 5%  par rapport aux simulations éléments finis réalisées 
sur FEMM. 
 
Figure IV.14 : Validation du modèle de pertes Joules par comparaison avec la simulation numérique 
IV.2.4.2 Modèle de pertes fer 
Le modèle de pertes fer développé dans cette thèse est essentiellement basé sur la formule de 
Steinmetz comme le montre l’expression (IV.13). Cette expression des pertes fer met en œuvre des 
variables qui caractérisent le circuit magnétique : ௙ܸ௘௥, le volume du circuit magnétique, ܤ ൌ ܤ௖ ൅ ܤௗ 
l’induction magnétique dans la culasse et dans la dent. Les autres paramètres sont des données non-
calculées par la simulation numérique. On peut donc reformuler l’expression des pertes fer sous la forme 
suivante : 
 ௙ܲ௘௥ ൌ ܣ ή ௙ܸ௘௥ܤଶ (IV.18) 
avec : ܣ ൌ ݇ȟ݌ଵȀହ଴ߩ௙௘௥ȳଵǤହ en ܹȀ݉ଷȀܶଶ. Le volume du circuit magnétique ௙ܸ௘௥ et l’induction 
magnétique dans le fer du stator dépendent de la configuration géométrique du moteur et aussi de la 
densité de courant dans le fil ܬ௙௜௟. Pour ces raisons, un calcul par éléments finis est nécessaire pour évaluer 
les pertes fer. Nous proposons ici d’utiliser la méthode VPLM pour générer un modèle analytique, basé 
sur des simulations éléments finis, qui permettra d’estimer les pertes fer linéique du moteur électrique. 
Les phénomènes mis en jeu dans le cadre de la génération des pertes fer dépendent des variables 
physiques introduites par l’équation : 
 ௙ܲ௘௥Ȁܮ௠ ൌ ݂൫ܣǡ ܦௌ௘ ǡ ܮ௖ ǡ ߤ଴ǡ ܬ௙௜௟ ǡ ܤ௦௔௧ ǡ ܤ௥൯ (IV.19) 
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où ߤ଴ est la perméabilité du vide, ܤ௦௔௧ est la limite de saturation du fer et ܤ௥ l’induction rémanente des 
aimants. Comme pour le modèle du couple électromagnétique du moteur, le problème dépend de trois 
variables adimensionnelles : 
 ߨ௉௙௘ ൌ ܨሺߨଵǡ ߨଶሻ (IV.20) 
avec : ߨ௉௙௘ ൌ ௉೑೐ೝ௅೘஽ೄ೐మ ஻௥మ஺ , ߨଵ ൌ ఓబ௃஽ೄ೐஻ೞೌ೟ , ߨଶ ൌ ௅೎஽ೄ೐. 
Un plan d’expériences de 50 points est construit en utilisant la méthodologie développée dans 
cette thèse pour définir les configurations qui devront être simulées par éléments finis. Le tableau ci-
dessous introduit les intervalles définis pour chaque variable du plan d’expériences. 
Tableau IV.8 : Intervalles de variation des paramètres pour le modèle de pertes fer du moteur 
Variables Unités Intervalles ou valeurs ܦௌ௘ ሾ݉݉ሿ ͵Ͳ െ ͳͷͲ ܬ ሾܣȀ݉ଶሿ ͳ ή ͳͲ଻ െ ͷ ή ͳͲ଻ ܮ௖ ሾ݉݉ሿ ͳ െ ͳʹ ܤ௥ ܶ ͳǤͲ͹ ܤ௦௔௧ ܶ ʹǤͳ͵ ߨଵ െ ͲǤ͸ʹͳ െ ͶǤͶ͵ ߨଶ െ ͹Ǥͻ ή ͳͲିଶ െ ͵Ǥͳͷ ή ͳͲିଵ 
A partir des résultats obtenus, les différents modèles VPLM sont générés et l’évolution de l’erreur 
relative des modèles est représentée en Figure IV.15. Le modèle VPLM utilisant trois termes d’ordre 
supérieur est retenu pour son bon compromis entre précision (moins de 6% d’erreur maximale) et 
complexité, et son expression mathématique est donnée par l’équation (IV.21). 
 
Figure IV.15 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle de pertes fer du 
moteur électrique 
 ߨ௉௙௘ ൌ ʹǤ͵͸ͳ ή ͳͲିଶߨଵି ଴Ǥସଽ଼ି଴Ǥ଴଺଴ହ ୪୭୥ሺగభሻା଴Ǥସଽ଺ ୪୭୥ሺగభሻమߨଶି ଵǤ଻ଵସି଴Ǥ଻଺ହ ୪୭୥ሺగమሻ (IV.21) 
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La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). En interpolation et en extrapolation, 
les résultats montrent que le modèle VPLM se montre plus robuste que les deux autres méta-modèles avec 
une erreur relative maximale de 11% contre 41% et 62% pour les modèles polynomial et RBF. 
IV.3 Modélisation multi-physiques d’un actionneur électromécanique (EMA) 
Dans cette section de chapitre, nous nous sommes intéressés à l’étude de deux typologies 
d’actionneurs électromécaniques d’aileron : les actionneurs linéaires et rotatifs. Ces deux typologies 
mettent en œuvre différents composants autour du moteur électrique dont les modèles ont été présentés 
plus tôt dans ce chapitre. Après avoir construit les différents modèles de composants d’un EMA, nous 
réaliserons le dimensionnement préliminaire des deux typologies étudiées. 
IV.3.1 Actionneur électromécanique linéaire 
Un actionneur électromécanique linéaire est généralement composé d’un moteur électrique, d’un 
système vis-écrou, d’un réducteur reliant ces deux composants. Tous ces composants sont intégrés dans un 
carter mécanique servant d’interface avec l’environnement de l’actionneur. La Figure IV.16 présente une 
vision simplifiée de son intégration dans l’aile d’un aéronef. Généralement, les intégrateurs et les 
concepteurs commencent le dimensionnement d’un actionneur en considérant un refroidissement de ce 
dernier seulement par convection naturelle et utilisent des lois de corrélation semi-empiriques pour 
modéliser ce phénomène. Ensuite, les essais au sol et en vol permettent d’apercevoir le comportement 
thermique de l’actionneur dans son environnement et de le valider, ou pas, vis-à-vis des contraintes de 
température. Cependant, l’intégration de l’actionneur telle qu’elle est décrite par la Figure IV.16 montre 
que ce dernier est situé dans un espace confiné qui a une influence non négligeable sur le phénomène de 
convection naturelle (Atmane et al. 2003; Sebastian & Shine 2015). C’est pour cette raison que les 
concepteurs d’actionneur électromécanique ont besoin de modèles thermiques analytiques afin de prendre 
en compte les configurations thermiques réelles de l’actionneur dès la phase de conception préliminaire. 
 
Figure IV.16: Intégration d’un actionneur électromécanique linéaire d’aileron 
Nous proposons ici d’étudier deux configurations thermiques envisageables pour un actionneur 
électromécanique d’aileron : une première configuration en convection naturelle dans un espace confiné 
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(Figure IV.17 à gauche) et une seconde en convection forcée dans un espace confiné (Figure IV.17 à 
droite). 
La simplification géométrique réalisée (2D) se justifie par le fait que les actionneurs doivent être 
refroidis seulement par l’air environnant, tout transfert thermique par les embouts de fixation de 
l’actionneur vers la structure de l’aile étant interdit en phase de conception par les avionneurs. De plus, 
nous supposons que la cavité est de forme rectangulaire et par la même occasion que l’actionneur a la 
même longueur que la profondeur de la cavité. L’approche proposée ici est de modéliser l’actionneur 
comme un assemblage de modèles de composants et d’utiliser la méthode de génération de méta-modèles 
VPLM pour construire les différents modèles thermiques manquants à la modélisation multi-physiques de 
l’actionneur électromécanique. De ce fait, la modélisation thermique de l’actionneur nécessite trois 
différents modèles : 
· Un modèle thermique conductif du moteur électrique (référence 1 en Figure IV.17) et qui 
correspond au modèle thermique construit dans la première partie de ce chapitre (équation 
(IV.6)). Les modèles de pertes Joules et pertes fer seront également utilisés (équations 
(IV.12) et (IV.13)). 
· Un modèle de pertes par frottement pour le système vis-écrou (référence 2 en Figure 
IV.17), on utilisera ici le résultat de travaux déjà réalisés au sein de l’équipe (Reysset 
2015). 
· Un modèle thermique conducto-convectif du carter de l’actionneur dans son 
environnement (référence 3 en Figure IV.17). Il sera construit ici deux modèles 
thermiques correspondant aux deux configurations de refroidissement (convection 
naturelle et convection forcée). 
Dans la prochaine section, nous construirons les modèles conducto-convectifs du carter pour les 
deux configurations thermiques. Une fois que ces modèles seront construits, ils seront utilisés au sein 
d’une feuille de dimensionnement où ils permettront de relier la température maximale du bobinage du 
moteur électrique, qui représente le critère principal dimensionnant d’un actionneur électromécanique, 
avec les dimensions principales de l’actionneur. 
Convection naturelle en espace confiné Convection forcée en espace confiné 
 
 
Figure IV.17 : Configurations thermiques étudiées pour un actionneur électromécanique d'aileron 
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IV.3.1.1 Configuration de convection naturelle en espace confiné 
IV.3.1.1.1 Description de la configuration thermique étudiée 
Le modèle qui sera construit ici devra permettre l’estimation des échanges thermiques entre le 
carter de l’EMA et l’environnement extérieur à l’aile de l’aéronef. La configuration de convection 
naturelle en espace confiné est décrite en Figure IV.18 et les conditions aux limites du modèle éléments 
finis qui sera utilisé sont les suivantes : 
· La chaleur dissipée par l’actionneur est modélisée par une source de chaleur volumique 
dissipée dans chaque cylindre. Plus tard le nombre de Grashof, qui sera introduit pour le 
problème étudié, sera défini à partir de la densité de flux de chaleur ߮ calculée à partir de 
la puissance totale dissipée et de la surface d’échange de l’actionneur. 
· Les parois latérales de la cavité rectangulaire sont considérées adiabatiques. En effet, 
généralement l’avionneur impose de considérer que l’actionneur n’échange pas avec les 
compartiments voisins de l’aile. 
· Les parois supérieures et inférieures représentent la structure de l’aile. Les échanges 
thermiques au niveau de ces parois sont modélisés par une loi de corrélation établie pour 
des configurations d’écoulement autour d’un profil NACA (Wang et al. 2007). 
· Les transferts de chaleur par rayonnement ne sont pas considérés dans l’étude présentée 
ici. La prise en compte du rayonnement représente une perspective de ces travaux de 
thèse. 
 
Figure IV.18: Description géométrique et conditions aux limites de la configuration de convection naturelle en espace 
confiné 
Les dimensions géométriques du lien mécanique entre les deux cylindres sont maintenues 
constantes pour cette étude. Dans le cadre de la conception préliminaire, il est difficile de définir avec 
précision quel sera le lien mécanique entre les deux cylindres (soudure, fixation mécanique, ailettes,…). 
Les premiers prototypes d’EMA linéaires disposent d’un lien mécanique entre les deux parties du carter ; 
c’est pourquoi nous l’avons considéré dans notre étude. Cependant, dans la dernière section de ce chapitre 
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nous présentons une comparaison entre deux configurations géométriques permettant d’évaluer l’influence 
du lien mécanique sur les échanges thermiques mis en jeu. 
IV.3.1.1.2 Construction du méta-modèle 
Le modèle thermique qui sera construit permettra l’évaluation de la résistance thermique 
équivalente du carter de l’EMA dans son environnement. Cette résistance thermique, ܴ௡௖, dépend de onze 
variables physiques présentées dans l’équation (IV.22). Nous avons réalisé ici un changement de variable 
et introduit deux variables géométriques ݀ଵ et ݀ଶ qui expriment le confinement de chaque cylindre dans la 
cavité (Figure IV.18). 
 ܴ݊ܿ ൌ ݂ሺ݀ͳǡ ݀ʹǡ ߩǡ ܥ݌ǡ ߤǡ ߣǡ ݃ߚȟߠǡ ݄ͳǡ ݄ʹǡ ܪ݁ǡ ܮ݁ሻ (IV.22) 
avec : ݀ଵ ൌ ܪ௘ െ ܦଵ et ݀ଶ ൌ ܪ௘ െܦଶ définissant le confinement vertical de chaque cylindre, ߩ la masse 
volumique de l’air, ܥ௣ la capacité calorifique de l’air, ߤ la viscosité dynamique de l’air, ߣ la conductivité 
thermique de l’air, ݃ߚȟߠ le terme moteur de la convection naturelle, ݄ଵ et ݄ଶ les coefficients de transferts 
convectifs moyens de la paroi supérieure et inférieure de la cavité, ܪ௘ et ܮ௘ les dimensions géométriques 
de la cavité rectangulaire. L’application du théorème de Vaschy-Buckingham permet de réécrire la 
relation sous la forme adimensionnelle proposée par l’équation (IV.23). 
 ߨ݊ܿ ൌ ܨሺߨͳǡ ߨʹǡ ߨ͵ǡ ߨͶǡ ߨͷǡ ܲݎǡ ܩݎܮ݁ሻ (IV.23) 
avec : ߨ௡௖ ൌ ߣܮ௘ܴ௡௖, ߨଵ ൌ ௗభ௅೐, ߨଶ ൌ ௗమ௅೐, ߨଷ ൌ ௛భ௅೐ఒ , ߨସ ൌ ௛మ௅೐ఒ , ߨହ ൌ ு೐௅೐, ܲݎ ൌ ఓ஼௣ఒ  et ܩݎ௅೐ ൌ ఘమ௚ఉ୼ఏ௅೐యఓమ . 
Dans cette étude, la convection étant générée par la chaleur dissipée par les deux cylindres, ߮, le 
nombre de Grashof est donc redéfini à partir de la densité de chaleur au lieu de la différence de 
température : ܩݎ௅೐כ ൌ ఘమ௚ఉఝ௅೐రఓమఒ . Généralement, lorsque l’on étudie le phénomène de convection naturelle 
autour d’un cylindre horizontal dans des espaces confinés, la longueur caractéristique utilisée dans 
l’expression du nombre de Grashof ou de Rayleigh est le diamètre du cylindre (Sebastian & Shine 2015; 
Atmane et al. 2003). Cependant, ici nous étudions un assemblage de deux cylindres dont les diamètres 
respectifs ne sont pas égaux et peuvent varier indépendamment. De ce fait, nous avons choisi de définir le 
nombre de Grashof à partir de la largeur de la cavité, ܮ௘, plutôt que l’un des deux diamètres ܦଵ ou ܦଶ. 
Ceci permet aussi d’obtenir deux nombres adimensionnels, ߨଵ et ߨଶ, exprimant l’influence de chaque 
cylindre sur la résistance thermique équivalente calculée. 
Les propriétés de l’air sont considérées constantes et évaluées à la température moyenne dans les 
conditions extrêmes de fonctionnement de l’actionneur, c’est-à-dire à température maximale admissible de 
peau de l’actionneur ( ாܶெ஺ ൌ ͳͲͲιܥ) en phase de vol croisière : ௠ܶ௢௬ ൌ ்ಶಾಲା்ೌ೘್ଶ . Ces considérations 
permettent de considérer le nombre de Prandtl comme constant. Les coefficients de transfert thermique 
moyens aux parois supérieur et inférieur sont évalués dans les conditions établies au paragraphe IV.1 et 
sont considérés constants : ݄ଵ ൌ ݄ଶ ൌ ʹͶܹȀ݉ଶȀܭ. Mais encore, les dimensions géométriques de la 
cavité rectangulaire, imposées par les dimensions du compartiment de l’aile, sont constantes : ܪ௘ ൌ ͲǤʹ݉ 
et ܮ௘ ൌ ͲǤͶ݉. Ceci implique que les nombres adimensionnels ߨଷǡ ߨସߨହ sont constants dans cette étude. 
D’après toutes ces hypothèses, l’équation (IV.23) dépend uniquement de trois nombres adimensionnels : 
Chapitre IV – Modèles thermique et multi-physiques pour la conception préliminaire des actionneurs embarqués 
Page 140 
 ߨ௡௖ ൌ ܨሺߨଵǡ ߨଶǡ ܩݎ௅௘כ ሻ (IV.24) 
Un plan d’expériences de 64 points est généré à l’aide de la méthode introduite dans le chapitre 2 
de cette thèse et les bornes de chaque variable sont définies dans le Tableau IV.9. Les simulations 
éléments finis sont réalisées sur COMSOL Multiphysics où un modèle de type ݇ െ ߝ est utilisé pour 
modéliser la turbulence (Figure IV.19). Des détails supplémentaires sur le modèle éléments finis sont 
donnés en annexe B. 
Tableau IV.9 : Intervalles de variation des paramètres pour le modèle thermique du carter de l'EMA en configuration de 
convection naturelle 
Variables Unités Intervalles ݀ͳ ݉ ͲǤͲͷ െ ͲǤͳͷ݀ʹ ݉ ͲǤͲͷ െ ͲǤͳͷ߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߨͳ - ͲǤͳʹͷ െ ͲǤ͵͹ͷߨʹ - ͲǤͳʹͷ െ ͲǤ͵͹ͷܩݎ௅೐כ  - ʹǤͷ ή ͳͲͻ െ ʹǤͷ ή ͳͲͳͲ
 
 
Figure IV.19: Exemple de résultats de simulation pour le carter de l’EMA linéaire en convection naturelle : Lignes de 
courant et champ de température en °K pour ࣊૚ ൌ ૙Ǥ ૛૚ૠ૞, ࣊૛ ൌ ૙Ǥ ૚ૢ૞ et ࡳ࢘ࡸࢋכ ൌ ૚Ǥ ૟ ή ૚૙૚૙ 
La méthode VPLM est alors utilisée pour générer les différents méta-modèles et l’évolution des 
erreurs relatives est représentée sur la Figure IV.20. Le modèle VPLM utilisant cinq termes d’ordre 
supérieur (IV.25) semble être le meilleur compromis entre précision relative et complexité de l’expression 
mathématique avec 10% d’erreur relative maximale. 
 ߨ݊ܿ ൌ ͺǤͻ͵ͻߨͳ͵Ǥ͵Ͷͻ൅ͳǤͷ͸ͷ ሺߨͳሻ൅ͷǤͶͳͷ ሺߨʹሻ൅ͳǤͻͳͳ ሺߨͳሻ ሺߨʹሻ ߨʹ͵ǤͳͷͶ൅ͳǤ͵͵ͷ ሺߨʹሻାଵǤ଺଺଴ ୪୭୥ሺగభሻ ୪୭୥ሺగమሻܩݎܮ݁כ െͲǤͲ͹ͷͻ (IV.25) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats montrent que le modèle 
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VPLM possède une meilleure capacité de prédiction que les modèles polynomial ou RBF avec 10% 
d’erreur relative maximale contre 25% et 23% pour les modèles polynomial et RBF. 
 
Figure IV.20: Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle du carter de 
l’EMA linéaire en convection naturelle 
IV.3.1.1.3 Etude de l’influence du lien mécanique sur le phénomène de convection naturelle 
Dans le paragraphe d’introduction du problème étudié, nous avons émis l’hypothèse qu’il existait 
un lien mécanique de dimensions fixes entre les deux cylindres et sur toute la longueur. En réalité, ce lien 
mécanique peut être réalisé seulement sur une partie des cylindres et laisser un espace libre entre eux. 
Dans ce cas la configuration thermique dans la cavité est différente et les échanges thermiques ne sont pas 
les mêmes. On propose ici d’étudier à géométrie et conditions limites fixées l’influence de ce lien 
mécanique sur les phénomènes thermiques mis en jeu. La Figure IV.21 présente les résultats de simulation 
par éléments finis pour des configurations avec et sans lien mécanique entre les deux cylindres, soit les 
deux configurations extrêmes. Les simulations ont été réalisées pour des puissances totales différentes 
dans les deux cylindres pour éviter une configuration symétrique : ଵܲ ൌ ͷͲܹ pour le cylindre de gauche 
pouvant correspondre au moteur électrique de l’EMA, ଶܲ ൌ ͳͷܹ pour le cylindre de droite pouvant 
correspondre au système vis-écrou d’un EMA. 
La comparaison est faite pour deux configurations géométriques différentes afin de prendre en 
compte le confinement de l’actionneur. Les résultats montrent que le lien mécanique permet de répartir la 
chaleur à dissiper dans l’actionneur et d’obtenir une température maximale plus faible que si le lien 
n’existait pas. En effet, les résultats obtenus sans lien mécanique amènent à une température du cylindre 
de gauche plus élevée ce qui est cohérent car le moteur doit pouvoir dissiper la même quantité de chaleur 
avec une surface d’échange plus restreinte. Dans le cas traité ici l’écart de température entre les deux 
configurations est compris entre 5 et 10 °C suivant la taille de l’actionneur. 
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Eq. (IV.25) 
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  ߨଵ ൌ ͲǤʹͳ͹ͷ, ߨଶ ൌ ͲǤͳͻͷ, ܩݎ௅೐כ ൌ ͳǤ͸ ή ͳͲଵ଴ ߨଵ ൌ ͲǤ͵, ߨଶ ൌ ͲǤ͵ͷ et ܩݎ௅೐כ ൌ ͳǤ͸ ή ͳͲଵ଴ 
  ߨଵ ൌ ͲǤʹͳ͹ͷ, ߨଶ ൌ ͲǤͳͻͷ, ܩݎ௅೐כ ൌ ͳǤ͸ ή ͳͲଵ଴ ߨଵ ൌ ͲǤ͵, ߨଶ ൌ ͲǤ͵ͷ et ܩݎ௅೐כ ൌ ͳǤ͸ ή ͳͲଵ଴ 
Figure IV.21 : Impact de la liaison mécanique sur les échanges thermiques de l'EMA linéaire en convection naturelle 
confinée (lignes de courant et champ de température en °K) 
IV.3.1.2 Configuration de convection forcée en espace confiné 
IV.3.1.2.1 Description de la configuration thermique étudiée 
Le modèle qui sera construit correspond à la configuration de convection forcée en espace 
confiné, décrite, en Figure IV.17. Ceci correspond à une configuration thermique envisagée par les 
avionneurs lorsque le refroidissement par convection naturelle de l’EMA n’est pas suffisant pour atteindre 
les performances espérées. L’écoulement d’air entrant dans la cavité provient d’une conduite et entre par 
le bas de la cavité et ressort par le haut. Le choix de cette configuration est issu d’un rapport d’études 
réalisées dans le cadre du projet européen Actuation 2015 par l’ONERA et l’Institut Clément Ader 
(ACTUATION 2015). La Figure IV.22 décrit la configuration géométrique du cas étudié. Les conditions 
aux limites et les hypothèses considérées ici sont les mêmes que celles considérées pour la configuration 
de convection naturelle en espace confiné (IV.3.1.1.1), mis à part le débit d’air dont la vitesse est ܷ. 
 
Figure IV.22 : Description géométrique et conditions aux limites de la configuration de convection forcée en espace confiné  
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IV.3.1.2.2 Construction du méta-modèle 
Le méta-modèle construit permettra l’évaluation de la résistance thermique équivalente, ௙ܴ௖, entre 
le carter de l’EMA et l’environnement extérieur à l’aile de l’aéronef. Le problème dépend de douze 
variables physiques, formulé par l’équation suivante : 
 ܴ݂ܿ ൌ ݂ሺ݀ͳǡ ݀ʹǡ ߩǡ ܥ݌ǡ ߤǡ ߣǡ ܷǡ ݄ͳǡ ݄ʹǡ ݀݅ǡ ܮ݁ǡ ܪ݁ሻ (IV.26) 
avec les mêmes définitions des variables que pour la configuration en convection naturelle, ܷ la vitesse 
d’entrée de l’air imposée et ݀௜ la hauteur de la section d’entrée d’air. Le théorème de Vaschy-Buckingham 
permet de réécrire l’équation (IV.26) sous la forme adimensionnelle introduite par l’équation ci-dessous : 
 ߨ݂ܿ ൌ ܨሺߨͳǡ ߨʹǡ ߨ͵ǡ ߨͶǡ ߨͷǡ ߨ͸ǡ ܲݎǡ ܴ݁ሻ (IV.27) 
avec : ߨ௙௖ ൌ ߣ݀௜ ௙ܴ௖, ߨଵ ൌ ௗభௗ೔ , ߨଶ ൌ ௗమௗ೔ , ߨଷ ൌ ௛భௗ೔ఒ , ߨସ ൌ ௛మௗ೔ఒ , ߨହ ൌ ு೐ௗ೔ , ߨ଺ ൌ ௅೐ௗ೔, ܲݎ ൌ ఓ஼௣ఒ  et ܴ݁ ൌ ఘ௎ௗ೔ఓ . 
La hauteur de la section d’entrée de l’air dans la cavité a été choisie comme longueur caractéristique, ce 
qui permet d’obtenir le nombre de Reynolds caractérisant les conditions d’écoulement à l’entrée de la 
cavité. Les nombres adimensionnels ߨଵ et ߨଶ représentent le ratio entre le confinement de l’actionneur et 
la section d’entrée d’air dans la cavité. 
Les hypothèses faites pour la configuration de convection naturelle au paragraphe IV.3.1.1.2 sont 
également considérées ici. Ceci implique que les nombres adimensionnels ߨଷǡ ߨସǡ ߨହ et ߨ଺ sont constants 
dans cette étude. D’après ces hypothèses l’équation (IV.27) dépend uniquement de trois nombres 
adimensionnels : 
 ߨ௙௖ ൌ ܨሺߨଵǡ ߨଶǡ ܴ݁ሻ (IV.28) 
Un plan d’expériences de 64 points est généré à partir de la méthode introduite dans le chapitre II 
de cette thèse et les bornes de chaque variable sont définies dans le Tableau IV.10. Les simulations 
éléments finis sont réalisées sur COMSOL Multiphysics où un modèle de type ݇ െ ߝ est utilisé pour 
modéliser la turbulence (Figure IV.23). Des détails supplémentaires sur le modèle éléments finis sont 
donnés en annexe B. 
Tableau IV.10 : Intervalles de variation des paramètres pour le modèle thermique du carter de l'EMA en configuration de 
convection forcée 
Variables Unités Intervalles ݀ͳ ݉ ͲǤͲͷ െ ͲǤͳͷ݀ʹ ݉ ͲǤͲͷ െ ͲǤͳͷܷ ݉Ȁݏ ͲǤͷ െ ͵ ݀௜ ݉ ͲǤͲͷ ߨͳ - ͳ െ ͵ߨʹ - ͳ െ ͵ܴ݁ - ͳͲଷ െ ͳͲସ
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Figure IV.23: Exemple de résultats de simulation pour le carter de l’EMA linéaire en convection forcée : Lignes de 
courant et champ de température en °K pour ࣊૚ ൌ ૚Ǥ ૟૙૞, ࣊૛ ൌ ૚Ǥ ૠૠૡ and ࡾࢋ ൌ ૚Ǥ ૟ ή ૚૙૜ 
La méthode VPLM est alors utilisée pour générer les différents méta-modèles et l’évolution des 
erreurs relatives est représentée sur la Figure IV.24. Avec un seul terme d’ordre supérieur, on obtient un 
modèle (équation (IV.29)) avec moins de 10% d’erreur relative maximale et une expression mathématique 
simple. La prise en compte de termes d’ordre supérieur supplémentaires n’est pas intéressant ici car même 
en considérant tous les termes d’ordre supérieur, l’erreur maximale relative n’atteindrait pas les 5%. 
 ߨ݂ܿ ൌ ͲǤͳͳͺߨͳͲǤ͵ͳ͸൅ͳǤ͹Ͷͷ ሺߨʹሻߨͲʹǤͶ͹Ͳܴ݁െͲǤ͹ͳͺ (IV.29) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats montrent que le modèle 
VPLM possède une meilleure capacité de prédiction que les modèles polynomial ou RBF avec 12% 
d’erreur relative maximale contre 84% et 48%. 
 
Figure IV.24: Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle du carter de 
l’EMA en convection forcée 
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Eq. (IV.29) 
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IV.3.2 Actionneur électromécanique rotatif 
Un actionneur électromécanique rotatif est généralement composé d’un moteur électrique et d’un 
réducteur qui sont intégrés dans un carter mécanique. Une bielle est utilisée pour transmettre les efforts 
développés par le moteur électrique et mettre en mouvement l’aileron. La Figure IV.25 présente une 
vision simplifiée d’une possibilité d’intégration dans l’aile d’un aéronef ainsi que l’architecture d’EMA 
rotatif qui sera étudiée ici. Cette architecture est basée sur l’actionneur d’aileron rotatif développé par 
Safran Electronics and Defense dans le cadre du projet FRACASS (Sassier et al. 2015).  
La différence majeure entre l’EMA rotatif et l’EMA linéaire réside dans l’utilisation d’un 
réducteur à fort rapport de réduction et d’une bielle pour mettre en mouvement l’aileron au lieu d’un 
système vis-écrou. L’utilisation de ce composant mécanique fait apparaitre de nouvelles contraintes à 
considérer lors du dimensionnement préliminaire de l’actionneur : raideur, résistance mécanique et 
comportement vibratoire sont des caractéristiques mécaniques de la bielle nécessaires à évaluer dès la 
phase de conception préliminaire. Le dimensionnement préliminaire d’un EMA rotatif nécessite donc 
différents modèles analytiques permettant l’estimation des caractéristiques principales des composants qui 
le constituent : 
· Modèles liés au moteur électrique (couple, résistance thermique en conduction, pertes). 
Ces modèles ont déjà été établis pour l’EMA linéaire et seront réutilisés ici. 
· Lois d’échelle pour estimer les caractéristiques principales du réducteur (Budinger 2011). 
· Modèles mécaniques pour la bielle : ces modèles permettront d’estimer les 
caractéristiques principales de la bielle (raideur, contrainte maximale, modes propres). 
· Modèle thermique du carter de l’EMA : la typologie de l’actionneur étant différente de 
l’EMA linéaire, un nouveau modèle thermique est nécessaire. Nous ne considérons ici 
qu’une configuration de convection naturelle en espace confiné. 
 
Figure IV.25 : Exemple d’intégration d’un EMA rotatif d'aileron (Todeschi & Salas 2016) et description des composants 
Moteur électrique
Carter de l’EMA
Réducteur
Bielle
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IV.3.2.1 Génération des modèles mécaniques de la bielle 
Comme énoncé précédemment, l’utilisation d’une bielle pour transmettre les efforts mécaniques 
nécessite la génération de différents types de modèles analytiques pour son dimensionnement préliminaire. 
La Figure IV.26 présente la description géométrique de la bielle considérée pour notre étude. Les 
caractéristiques à évaluer sont : sa raideur mécanique ܭ௕, ses fréquences naturelles en flexion normale et 
transverse ௕݂ଵ et ௕݂ଶ et sa contrainte maximale admissible ߪ௕. Nous proposons ici d’utiliser la méthode 
VPLM pour générer les différents modèles analytiques qui permettront d’estimer ces caractéristiques. 
 
Figure IV.26 : Description géométrique de la bielle de l'EMA rotatif 
IV.3.2.1.1 Modèle de raideur de la bielle 
Le modèle construit ici permettra d’évaluer la raideur en flexion de la bielle ܭ௕. La bielle est 
encastrée à une extrémité, coté arbre de sortie du réducteur, et un effort ܨ est appliqué à l’autre extrémité, 
coté de la fixation sur l’aile. Le problème dépend de six variables physiques et est décrit par 
l’équation suivante : 
 ܭ௕ ൌ ݂ሺܧǡ ܦଵǡ ܦଶǡ ܮ௕ ǡ ݁௕ሻ (IV.30) 
avec : ܭ௕ ൌ ெఏ  la raideur en flexion de la bielle définit comme le rapport du moment ܯ appliqué sur la 
bielle avec l’angle ߠ entre la fibre neutre de la bielle avant déformation et après déformation, ܧ le module 
de Young de l’acier, ܦଵ et ܦଶ les diamètres des alésages aux deux extrémités de la bielle, ܮ௕ la longueur 
de la bielle et ݁௕ l’épaisseur de la bielle. Les épaisseurs ݁ଵ et ݁ଶ n’apparaissent pas dans l’équation (IV.30) 
car elles sont dépendantes respectivement des diamètres ܦଵ et ܦଶ : ݁ଵ ൌ ܦଵ ͶΤ , ݁ଶ ൌ ܦଶ ͶΤ . Le théorème 
de Vaschy-Buckingham permet de réécrire le problème sous la forme adimensionnelle suivante : 
 ߨ௄ ൌ ܨሺߨଵǡ ߨଶǡ ߨଷሻ (IV.31) 
avec : ߨ௄ ൌ ௄ா௅య್ , ߨଵ ൌ ஽భ௅್, ߨଶ ൌ ஽మ௅್ et ߨଷ ൌ ௘್௅್. 
Un plan d’expériences de 64 points est construit à l’aide de la méthode introduite au chapitre 2, 
pour lequel le Tableau IV.11 donne les intervalles de variation des variables mises en jeu. Le modèle 
éléments finis utilisé pour générer les données nécessaires à la construction du méta-modèle est construit 
sur COMSOL Multiphysics (Figure IV.27). Le modèle éléments finis est détaillé en annexe B. 
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Tableau IV.11 : Intervalles de variation des paramètres pour le modèle de raideur de la bielle de l'EMA rotatif 
Variables Unités Intervalles ܦଵ ݉݉ ͳͲ െ ͷͲܦଶ ݉݉ ͳͲ െ ͷͲ݁௕ ݉݉ ͷ െ ͵Ͳܮ௕ ݉݉ ͳͷͲ െ ͵ͲͲܨכ ܰ ͶͲͲͲ െ ͳͲͲͲͲߨଵ - ͲǤͲ͵ െ ͲǤ͵͵ߨଶ - ͲǤͲ͵ െ ͲǤ͵͵ߨଷ - ͲǤͲͳ͸ െ ͲǤ͵͵
* L’effort ܨ est seulement pris en compte pour le modèle de contrainte de la bielle. 
Les domaines de variation définis précédemment ne permettent pas d’éviter certaines 
configurations irréalistes. Pour pallier à ça, des contraintes supplémentaires définies par les équations 
suivantes sont ajoutées au problème étudié. 
 ܮ௕ െ ʹሺܦଵ ൅ ܦଶ ൅ ݁ଵ ൅ ݁ଶሻ ൐ Ͳ (IV.32) 
 ͳ͵ ൏ ܦଵܦଶ ൏ ͵ (IV.33) 
La première contrainte (équation (IV.32)) permet d’éviter la superposition des deux trous définis 
par ܦଵ et ܦଶ en imposant une quantité de matière minimale entre ces deux derniers. La seconde contrainte 
supplémentaire (équation (IV.33)) va permettre d’éviter les configurations irréalistes où le diamètre de 
l’arbre de sortie du réducteur est très petit ou très grand devant l’arbre de fixation de la bielle. 
 
Figure IV.27 : Exemple de résultats de simulation éléments finis de la bielle de l'EMA rotatif (࣊૚ ൌ ૙Ǥ ૛૛૟, ࣊૛ ൌ ૙Ǥ૚ૠ૝, ࣊૜ ൌ ૙Ǥ૚૟૞) 
La méthode VPLM est alors utilisée pour générer les différents méta-modèles et la Figure IV.28 
présente l’évolution des erreurs relatives commises par les modèles générés. Le modèle utilisant trois 
termes d’ordre supérieur représente le meilleur compromis entre précision et complexité avec moins de 
2% d’erreur maximale relative : 
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 ߨ௄ ൌ ʹǤͳ͵ͺߨଵଶǤହ଴଴ି଴Ǥଶଷ଺ ୪୭୥ሺగమሻା଴Ǥଵଽ଻ ୪୭୥ሺగభሻߨଶ଴Ǥଽସଶା଴Ǥଵ଺଼ ୪୭୥ሺగమሻߨଷଵǤ଴଴ସ (IV.34) 
 
Figure IV.28 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle de raideur de la 
bielle de l’EMA rotatif 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats obtenus montrent que le 
modèle VPLM possède une meilleure capacité de prédiction avec 1% d’erreur relative maximale contre 
58015% et 25% pour les modèles polynomial et RBF. 
IV.3.2.1.2 Modèle de contrainte de la bielle 
Le modèle de contrainte de la bielle doit permettre l’évaluation de la contrainte maximale 
admissible par la bielle. On évaluera cette contrainte au sens de Von Mises par simulation éléments finis. 
Le modèle de contrainte a déjà été construit plus tôt dans cette thèse lors de la description de la méthode 
de génération de plans d’expériences optimaux au chapitre 2. Néanmoins, on rappellera ici les variables 
physiques mises en jeu, la sélection du modèle et on réalisera la validation du modèle par comparaison 
avec d’autres techniques de méta-modélisation. 
La contrainte maximum admissible par la bielle ߪ௩ dépend de ses caractéristiques géométriques ܦଵǡ ܦଶǡ ݁ଵǡ ݁ଶǡ ܮ௕ ǡ ݁௕ et du couple mécanique en sortie de réducteur modélisé par un effort ܨ appliqué à 
l’extrémité de la bielle. Afin d’éviter les configurations géométriques irréalistes, les épaisseurs ݁ଵ et ݁ଶ 
seront égales à 25% des diamètres ܦଵ et ܦଶ et on considèrera les contraintes définies par les équations 
(IV.32) et (IV.33) comme précédemment. D’après le théorème de Vaschy-Buckingham, le problème peut 
être mis sous la forme adimensionnelle suivante : 
 ߨఙ ൌ ݂ሺߨଵǡ ߨଶǡ ߨଷሻ (IV.35) 
avec ߨఙ ൌ ఙೡ௅మ್ி ǡ ߨଵ ൌ ஽భ௅್ ǡ ߨଶ ൌ ஽మ௅್ et ߨଷ ൌ ௘್௅್. 
Etant donné que les nombres adimensionnels ߨଵǡ ߨଶǡ ߨଷ définis ici sont les mêmes que ceux 
définis pour le modèle de raideur, les données issues du plan d’expériences précédent (Tableau IV.11) 
0 2 4 6 8 10 12 14 160
1
2
3
4
5
6
7
Er
re
ur
 re
la
tiv
e e
n 
%
Nombre de termes d'ordre supérieur considérés
 
 
Erreur maximale
Erreur moyenne
Eq. (IV.34) 
Chapitre IV – Modèles thermique et multi-physiques pour la conception préliminaire des actionneurs embarqués 
Page 149 
sont réutilisées ici. La méthode VPLM a été utilisée pour générer les différents méta-modèles et 
l’évolution de l’erreur relative de ces modèles est représentée en Figure IV.29. Le méta-modèle décrit par 
l’équation (IV.36) utilisant 4 termes d’ordre supérieur pour une erreur relative maximale de moins de 5% 
est sélectionné. 
 
Figure IV.29 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle de contrainte de 
la bielle de l’EMA rotatif 
 ߨఙ ൌ ͲǤͳ͵ͳߨଵି ଶǤହ଺଴ି଴Ǥଵ଴ଷ ୪୭୥ሺగమሻ ୪୭୥ሺగభሻିଵǤ଴଻ହଷ ୪୭୥ሺగమሻ ߨଶି ଵǤ଼ଵ଻ି଴Ǥହ଴ଷ ୪୭୥ሺగమሻି଴Ǥଶ଺଺ ୪୭୥ሺగమሻ ୪୭୥ሺగభሻߨଷି ଵǤ଴଴ହ (IV.36) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats obtenus montrent que le 
modèle VPLM possède une meilleure capacité de prédiction avec 9% d’erreur relative maximale contre 
15633% et 298% pour les modèles polynomial et RBF.  
IV.3.2.1.3 Modèles vibratoires de la bielle 
Les modèles construits ici doivent permettre l’évaluation des deux fréquences naturelles en 
flexion de la bielle. En effet, l’environnement d’intégration de l’EMA rotatif dans l’aile est fortement 
soumis aux vibrations durant un vol. Il est donc nécessaire que les fréquences des premiers modes propres 
des composants mécaniques utilisés ne soient pas du même ordre de grandeur que les fréquences de 
vibration mises jeu lors d’un vol. Pour évaluer ces modes propres, le modèle éléments finis précédemment 
construit est utilisé. La bielle est encastrée à ses deux extrémités pour ce calcul de modes propres. On s’est 
intéressé aux premiers modes de flexion de la bielle, qui correspondent aux modes transverse et normal 
(Tableau IV.12). 
Le problème étudié dépend de sept variables physiques qui correspondent à la fréquence propre de 
la bielle ௕݂, aux propriétés matériaux et aux dimensions géométriques de la bielle : 
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 ௕݂ ൌ ݂ሺܧǡ ߩǡ ܦଵǡ ܦଶǡ ܮ௕ ǡ ݁௕ሻ (IV.37) 
Cette équation peut être réécrite sous la forme adimensionnelle suivante : 
 ߨ௙ ൌ ܨሺߨଵǡ ߨଶǡ ߨଷሻ (IV.38) 
avec : ߨ௙ ൌ ௕݂ܮ௕ሺߩ ܧΤ ሻଵȀଶ, ߨଵ ൌ ஽భ௅್ ǡ ߨଶ ൌ ஽మ௅್ et ߨଷ ൌ ௘್௅್. 
Tableau IV.12 : Description des modes de flexion de la bielle 
Mode transverse Mode normal 
  
Etant donné que les nombres adimensionnels ߨଵǡ ߨଶǡ ߨଷ définis ici sont les mêmes que ceux 
définis pour le modèle de raideur, les données issues du plan d’expériences précédent (Tableau IV.11) 
sont réutilisées ici. La méthode VPLM a été utilisée pour générer les différents méta-modèles pour les 
deux fréquences naturelles étudiées ௕݂ଵ et ௕݂ଶ. L’évolution de l’erreur relative de ces modèles est 
représentée en Figure IV.30 et les modèles sélectionnés sont décrits par les équations (IV.39) et (IV.40). 
Mode transverse Mode normal 
  
Figure IV.30 : Evolution des erreurs relatives commises par les modèles VPLM construits pour les modèles de vibration de 
la bielle de l’EMA rotatif 
 ߨ௙ଵ ൌ ͳͺǤͷ͵͸ߨଵଵǤଶ଼଼ା଴Ǥସହଽ ୪୭୥ሺగభሻߨଶଵǤଷଵହା଴Ǥସ଻ଶ ୪୭୥ሺగమሻߨଷ଴Ǥଵଷ଴ି଴Ǥଶ଼଻ ୪୭୥ሺగయሻ (IV.39) 
 ߨ௙ଶ ൌ ͳͶǤͷͲʹߨଵଵǤହଷସାଵǤ଴ଶ଼ ୪୭୥ሺగభሻା଴Ǥଶସସ ୪୭୥ሺగభሻ ୪୭୥ሺగభሻ ߨଶଵǤ଺ଷଷାଵǤଶଶହ ୪୭୥ሺగమሻା଴Ǥଶ଻ହ ୪୭୥ሺగమሻ ୪୭୥ሺగమሻି଴Ǥଷସଵ ୪୭୥ሺగభሻߨଷ଴Ǥ଴଴ଶ (IV.40) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
modèles telles que les approches polynomiales ou RBF (annexe C). Dans le cas du mode de flexion 
0 2 4 6 8 10 12 14 160
5
10
15
20
25
30
35
Er
re
ur
 re
la
tiv
e e
n 
%
Nombre de termes d'ordre supérieur considérés
 
 
Erreur maximale
Erreur moyenne
Eq. (IV.39) 
0 2 4 6 8 10 12 14 160
2
4
6
8
10
12
14
Er
re
ur
 re
la
tiv
e e
n 
%
Nombre de termes d'ordre supérieur considérés
 
 
Erreur maximale
Erreur moyenne
Eq. (IV.40) 
Chapitre IV – Modèles thermique et multi-physiques pour la conception préliminaire des actionneurs embarqués 
Page 151 
transverse, seul le modèle polynomial n’est pas prédictif  avec plus de 50% d’erreur relative moyenne. Le 
modèle RBF construit pour ce cas est plus précis (3.2% d’erreur maximale relative) que le modèle VPLM 
(9.7% d’erreur maximale relative) mais son expression mathématique est plus complexe (somme de 64 
fonctions cubiques) et donc difficilement utilisable en conception préliminaire. Dans le cas du mode de 
flexion normal à la bielle, les conclusions sont identiques mis à part que cette fois ci le modèle polynomial 
possède une capacité de prédiction du même ordre de grandeur que les modèles VPLM et RBF (erreurs 
relatives maximales inférieures à 4%). 
IV.3.2.2 Modèle thermique du carter de l’EMA rotatif 
IV.3.2.2.1 Description du problème 
Le modèle qui sera construit ici devra permettre l’estimation des échanges thermiques entre le 
carter de l’EMA et l’environnement extérieur à l’aile de l’aéronef. Une configuration de convection 
naturelle en espace confiné est considérée ici. La Figure IV.31 décrit la configuration géométrique étudiée 
pour le modèle thermique du carter de l’EMA.  
Les conditions aux limites du modèle éléments finis qui sera utilisé sont les suivantes : 
· La chaleur dissipée par l’actionneur est modélisée par une source de chaleur volumique 
dissipée dans le cylindre. Plus tard le nombre de Grashof, qui sera introduit pour le 
problème étudié, sera défini à partir de la densité de flux de chaleur ߮ calculée à partir de 
la puissance totale dissipée et de la surface d’échange de l’actionneur. 
· Les parois supérieures et inférieures représentent la structure de l’aile. Les échanges 
thermiques au niveau de ces parois sont modélisés par une loi de corrélation établie pour 
des configurations d’écoulement autour d’un profil NACA (Wang et al. 2007). 
· Les parois latérales de la cavité sont considérées adiabatiques. En effet, généralement 
l’avionneur impose de considérer que l’actionneur n’échange pas avec les compartiments 
voisins de l’aile. De plus, ici la distance qui sépare l’actionneur de la paroi latérale côté 
aile est suffisamment importante pour qu’il n’y ait pas d’effets de confinement. On 
modélisera donc cette zone avec une condition de frontière ouverte dans le modèle 
éléments finis (cf. Figure IV.32). 
· Les transferts de chaleur par rayonnement ne sont pas considérés dans l’étude présentée 
ici. La prise en compte du rayonnement représente une perspective de ces travaux de 
thèse. 
Généralement les avionneurs imposent aux fournisseurs d’équipements de concevoir les systèmes 
embarqués en considérant que les actionneurs sont refroidis seulement par l’air environnant ; tout transfert 
thermique par les extrémités de l’actionneur ne doit pas être considéré. De ce fait, le modèle éléments finis 
construit pour évaluer les échanges thermiques est bidimensionnel. La Figure IV.32 représente les 
variables géométriques du problème ainsi que les conditions aux limites considérées. 
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Figure IV.31 : Description géométrique du modèle thermique de l’EMA rotatif 
 
Figure IV.32 : Variables géométriques et conditions aux limites considérées du modèle thermique du carter de l'EMA 
rotatif 
IV.3.2.2.2 Construction du modèle 
Le méta-modèle construit ici permettra l’évaluation de la résistance thermique équivalente ܴ௖௩ 
entre le carter de l’actionneur et l’environnement extérieur à l’aile. Le problème étudié dépend de onze 
variables physiques mises en jeu dans l’équation (IV.41) : 
Aileron 
Aileron 
Aile 
EMA 
Aileron Aile ࡴࢋ 
ࡸࢋ ࡰࢇ 
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 ܴ௖௩ ൌ ݂൫ܦ௔ ǡ ߩǡ ܥ௣ǡ ߤǡ ߣǡ ݃ߚȟߠǡ ݄ଵǡ ݄ଶǡ ܮ݁ǡ ܪ݁൯ (IV.41) 
avec : ܦ௔ le diamètre du carter de l’EMA rotatif, ߩ la masse volumique de l’air, ܥ௣ la capacité calorifique 
de l’air, ߤ la viscosité dynamique de l’air, ߣ la conductivité thermique de l’air, ݃ߚȟߠ le terme moteur de la 
convection naturelle, ݄ଵ et ݄ଶ les coefficients de transferts convectifs moyens de la paroi supérieure et 
inférieure de la cavité, ܪ௘ et ܮ௘ les dimensions géométriques de la cavité. L’application du théorème de 
Vaschy-Buckingham permet de réécrire l’équation (IV.41) sous la forme adimensionnelle suivante : 
 ߨ௖௩ ൌ ܨ൫ܩݎ஽ೌכ ǡ ܲݎǡ ߨଶǡ ߨଷǡ ߨସǡ ߨହ൯ (IV.42) 
avec : ߨ௖௩ ൌ ߣܦ௔ܴ௖௩, ܩݎ஽ೌכ ൌ ߩଶ݃ߚɔܦ௔ସ ߣߤଶΤ  le nombre de Grashof défini à partir de la densité de flux de 
chaleur dissipée ߮, ܲݎ ൌ ఓఒ஼೛ le nombre de Prandtl, ߨଶ ൌ ܮ݁ ܦ௔Τ  et ߨଷ ൌ ܪ݁ ܦ௔Τ  les ratios géométriques 
traduisant le confinement de l’actionneur, ߨସ ൌ ௛భ௅೐ఒ  et ߨହ ൌ ௛మ௅೐ఒ  les nombres adimensionnels représentant 
les conditions aux limites du problème. 
Les hypothèses faites pour la configuration de convection naturelle au paragraphe IV.3.1.1.2 sont 
également considérées ici. Mais encore, les dimensions géométriques de la cavité, imposées par les 
dimensions du compartiment de l’aile, sont constantes : ܪ௘ ൌ ͲǤͳʹ݉, ܮ௘ ൌ ͲǤͲ͹݉. Ceci implique que les 
nombres adimensionnels ߨସߨହ sont constants dans cette étude. Ces hypothèses permettent d’exprimer 
la relation adimensionnelle seulement avec trois nombres adimensionnels : 
 ߨ௖௩ ൌ ܨ൫ܩݎ஽ೌכ ǡ ߨଶǡ ߨଷ൯ (IV.43) 
Un plan d’expériences de 64 points est généré à l’aide de la méthode introduite dans le chapitre 2 
de cette thèse et les bornes de chaque variable sont définies dans le Tableau IV.13. Les simulations 
éléments finis sont réalisées sur COMSOL Multiphysics (Figure IV.33). Des détails supplémentaires sur le 
modèle éléments finis sont donnés en annexe B. 
Tableau IV.13 : Intervalles de variation des paramètres pour le modèle thermique du carter de l’EMA rotatif 
Variables Unités Intervalles de variation ܦ௔ ݉݉ ͷͲ െ ͳͲͲ ߮ ܹȀ݉݉; ͷͲͲ െ ʹͲͲͲ ܩݎ஽ೌכ  - Ͷ ή ͳͲ଺ െ ʹ ή ͳͲ଼ Ɏଶ ൌ ௅೐ ஽ೌൗ  - ͲǤ͹ െ ͳǤ͸ Ɏଷ ൌ ு೐ ஽ೌൗ  - ͳǤʹ െ ʹǤͶ 
La méthode VPLM est utilisée pour générer les différents méta-modèles et la Figure IV.34 
présente l’évolution des erreurs relatives de ces modèles. Les résultats montrent que le modèle à 
puissances constantes (IV.44) est suffisant pour obtenir un modèle à moins de 3% d’erreur maximale 
relative. 
 ߨ௖௩ ൌ ͲǤʹͺ͸ߨଶି ଴Ǥ଴଴ହଶଶߨଷି ଵǤ଴ହ଼ܩݎ஽ೌכషబǤభఴళ (IV.44) 
La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec d’autres techniques de construction de méta-
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modèles telles que les approches polynomiales ou RBF (annexe C). Les résultats obtenus montrent que le 
modèle VPLM possède une meilleure capacité de prédiction avec 2% d’erreur relative maximale contre 
14% et 7% pour les modèles polynomial et RBF. 
  ߨଶ ൌ ͳǤ͸, ߨଷ ൌ ʹǤͶ, ܩݎ஽ೌכ ൌ ͵Ǥͻͻ ή ͳͲ଺ ߨଵ ൌ ͲǤ͹ͺͺ, ߨଶ ൌ ͳǤʹ, ܩݎ஽ೌכ ൌ ͸ǤͶ͹ ή ͳͲ଻ 
Figure IV.33 : Exemple de résultats de simulation éléments finis pour le modèle thermique du carter de l’EMA rotatif : 
lignes de courant et champ de température en °K 
 
Figure IV.34 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle thermique du 
carter de l’EMA rotatif 
IV.4 Conception préliminaire d’un actionneur électromécanique d’aileron 
Dans cette dernière section, nous réaliserons le dimensionnement préliminaire d’un actionneur 
électromécanique d’aileron à partir des différents modèles construits dans ce chapitre. Dans le cadre du 
dimensionnement d’un actionneur de commande de vol, il est possible de considérer que les surfaces de 
commande de vol d’un avion (ailerons, spoilers, becs, volets, …) peuvent être fractionnées afin de répartir 
les charges sur plusieurs actionneurs. Pour les deux dimensionnements menés ici nous donnerons donc le 
nombre d’actionneurs utilisés. Pour réaliser ces procédures de dimensionnement, les modèles du moteur 
électrique et des carters d’EMA sont implémentés dans une feuille de calcul Excel afin de réaliser une 
procédure d’optimisation. Généralement, l’objectif du dimensionnement d’un EMA est de minimiser la 
masse de l’actionneur tout en respectant les exigences imposées par l’avionneur : encombrement, 
performances, architecture. Nous mettrons également en avant l’influence des spécifications du cahier des 
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charges de l’actionneur sur son dimensionnement. En effet, généralement les avionneurs spécifient un 
actionneur électromécanique pour des conditions d’utilisation extrêmes ne reflétant pas toujours la réalité. 
Nous procéderons donc au dimensionnement de l’actionneur électromécanique pour des cas d’utilisation à 
basse altitude et haute altitude. Les modèles thermiques utilisés pour le dimensionnement des actionneurs 
à basse altitude pouvant correspondre à des vols d’essais, sont issus de travaux réalisés dans le cadre de 
cette thèse. Le Tableau IV.14 introduit les différents modèles thermiques et les références de la littérature 
correspondantes. 
Tableau IV.14 : Modèles thermiques de carter d'EMA à basse altitude 
Configurations Modèles Références équation 
Références 
littérature 
EMA linéaire 
en convection 
naturelle 
ߨ௡௖ ൌ ͸͸ǤͺߨଵଶǤଽଵାଶǤଽହ ୪୭୥ሺగమሻାଵǤ଺଻ ୪୭୥ሺగభሻାଵǤ଻ଶ ୪୭୥ሺగభሻ ୪୭୥ሺగమሻ ൈ ߨଶଶǤ଴଺ା଴Ǥହଵ ୪୭୥ሺగమሻܩݎ௅೐כ ି଴Ǥଵଽ (IV.45) (Sanchez et al. 2017) 
EMA linéaire 
en convection 
forcée 
ߨ௙௖ ൌ ͲǤʹʹͷߨଵ଴ǤଷଷଽାଶǤସ଺ ୪୭୥ሺగమሻିଵǤଽ଺ ୪୭୥ሺగభሻ ୪୭୥ሺగమሻߨଶ଴Ǥସସܴ݁ି଴Ǥ଼ (IV.46) (Sanchez et al. 2017) 
EMA rotatif 
en convection 
naturelle 
ߨ௖௩ ൌ ଴Ǥଷଵ଻గమబǤబభళళగయషభǤభమభீ௥ವషೌబǤభవర (IV.47) (Sanchez & Delbecq 2016) 
IV.4.1 Dimensionnement préliminaire d’un EMA linéaire 
Pour cette première typologie d’actionneur électromécanique, nous nous sommes intéressés 
seulement au dimensionnement du moteur, du réducteur associé et du carter de l’EMA. Les 
caractéristiques du système vis-écrou (géométrie, rendement) sont issues d’une thèse précédent ces 
travaux (Reysset 2015). Pour l’application aileron considérée ici, les exigences sont : 
1. L’aileron comporte au moins deux actionneurs fonctionnant en actif-actif. 
2. L’effort aérodynamique global pour l’ensemble des actionneurs est de : ܨ௖௢௡௧ ൌ ͳͻ݇ܰ; 
3. L’inertie réfléchie maximale admissible sur l’axe aileron : ܬ௥௘௙ ൑ ͳʹͲ݇݃Ǥ݉ଶ, soit avec 
un bras de levier de 45mm, une masse équivalente : ܯ௥௘௙ ൑ ͸ͲͲͲͲ݇݃. 
4. La température maximale admissible pour le bobinage du moteur électrique : ௕ܶ௢௕௜௡௔௚௘ ൑ͳͷͲιܥ; 
5. La température maximale admissible pour le carter de l’actionneur : ாܶெ஺ ൑ ͳͲͲιܥ. 
6. Les pertes dues au rendement des systèmes vis-écrou sont estimées à 50W. 
Les variables manipulées lors de la procédure d’optimisation sont le rapport de réduction du 
réducteur ݊௥, la densité de courant électrique du moteur électrique ܬ, les dimensions géométriques du 
moteur électrique ܦௌ௘ ǡ ܮ௠ǡ ܮ௖. 
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Tableau IV.15 : Variables de la procédure de dimensionnement de l'EMA linéaire 
Variables Unités Intervalles ܦௌ௘ ሾ݉݉ሿ ͵Ͳ െ ͳͷͲ ܮ௠ ሾ݉݉ሿ ͵Ͳ െ ͵ͲͲ ܬ ሾܣȀ݉ଶሿ ͳ ή ͳͲ଺ െ ͷ ή ͳͲ଻ ܮ௖ ሾ݉݉ሿ ͳ െ ͳʹ ݊௥ െ ͳ െ ʹͲ 
La procédure de dimensionnement est réalisée pour les deux configurations thermiques étudiées 
(convection naturelle et forcée) afin de mettre en avant l’influence du comportement thermique de 
l’actionneur sur son dimensionnement. La Figure IV.35 illustre sous la forme d’un « N² diagram » 
l’association des différents modèles pour réaliser la procédure de dimensionnement de l’EMA. 
 
Figure IV.35: N² diagram de la procédure de dimensionnement de l'EMA linéaire 
Le Tableau IV.16 présente les résultats obtenus pour le dimensionnement de l’EMA pour les deux 
configurations thermiques considérées à basse et haute altitude. 
Tout d’abord, la comparaison des résultats obtenus montrent que l’altitude a une influence 
importante sur le dimensionnement du moteur électrique. En effet, dans le cas de la configuration de 
convection naturelle, la masse du moteur électrique dimensionné pour la haute altitude est six fois plus 
importante que celle pour la basse altitude. En effet, bien que la température de l’air extérieur soit plus 
basse à haute altitude ( ௔ܶ௠௕ ൌ െͶͲιܥ), le phénomène de convection naturelle dépend des propriétés 
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physiques de l’air considérée et la raréfaction de l’air avec l’altitude a pour effet de diminuer le 
phénomène de convection naturelle. Cet effet est aussi visible sur le résultat du dimensionnement en 
configuration de convection forcée où la masse du moteur électrique sélectionné à haute altitude est 1.5 
fois plus importante qu’à basse altitude. 
Ensuite, les résultats obtenus mettent en avant que la température du carter de l’EMA est la 
contrainte principale du dimensionnement. En effet, les résultats montrent que la température maximale du 
carter de l’EMA est atteinte alors que la température maximale du bobinage n’est pas atteinte. Ceci montre 
que la résistance thermique équivalente du carter est dominante sur la résistance thermique en conduction 
du moteur électrique pour les configurations étudiées. Mais encore, la masse réfléchie maximale est 
atteinte pour les deux configurations de convection naturelle. Ceci met en avant un couplage entre l’inertie 
du moteur électrique et le comportement thermique de l’actionneur. Ce couplage a également limité la 
gamme des rapports de réduction utilisables. En revanche, dans le cas de la configuration en convection 
forcée, cette contrainte sur la masse réfléchie n’est pas atteinte. Ce qui permet d’utiliser des rapports de 
réduction plus élevés et de diminuer la taille du moteur. 
Au travers de ces deux cas de dimensionnement pour deux configurations thermiques, nous avons 
mis en avant les divergences des résultats liées aux conditions environnementales considérées. En effet, 
l’altitude a un effet non négligeable sur le dimensionnement d’un actionneur et indépendant de la 
configuration thermique considérée. Ces problèmes de divergence thermique ont déjà eu lieu lors de 
l’intégration des actionneurs électrohydrauliques pour l’Airbus A350. La mise en place d’écopes sur cet 
aéronef  a été une conséquence de problèmes d’échauffements thermiques apparus lors des essais en vol et 
non prédit par les essais au sol. 
Tableau IV.16 : Résultats du dimensionnement préliminaire de l'EMA linéaire d'aileron 
Caractéristiques 
Basse altitude 
(ࢀࢇ࢓࢈ ൌ ૛૞ι࡯) Haute altitude (ࢀࢇ࢓࢈ ൌ െ૝૙ι࡯) 
Convection 
naturelle 
Convection forcée 
(ࢁ ൌ ૚࢓Ȁ࢙) Convection naturelle Convection forcée (ࢁ ൌ ૚࢓Ȁ࢙) 
Masse du moteur [kg] 1.23 0.21 8.46 0.33 
Diamètre du moteur 
[mm] 94 43 140 53.4 
Longueur du moteur 
[mm] 34.4 30 104 30 
Largeur de culasse du 
moteur [mm] 2.96 1.25 4.23 1.48 
Température bobinage 
du moteur [°C] 108 138 102 115 
Température carter 
EMA [°C] 100 100 100 100 
Rapport de reduction 
[-] 8 20 2 20 
Inertie réfléchie 
[kg.m²] 60 15 60 37 
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IV.4.2 Dimensionnement préliminaire d’un EMA rotatif 
Pour cette deuxième typologie d’actionneur électromécanique, nous nous sommes intéressé à 
réaliser le dimensionnement du moteur électrique, d’un réducteur composé d’un train épicycloïdal et d’un 
harmonique drive, de la bielle de reprise d’effort et du carter de l’EMA. Les caractéristiques principales 
du réducteur sont estimées à partir de lois d’échelle issues de précédent travaux réalisés au sein du 
laboratoire (Liscouët et al. 2011; Budinger et al. 2014). Les résultats présentés ici sont issus de travaux 
réalisés en collaboration avec Scott Delbecq, doctorant chez Safran Electronics & Defense (Sanchez & 
Delbecq 2016). Pour l’application aileron considérée ici, les exigences sont : 
1. L’aileron comporte au moins deux actionneurs fonctionnant en actif-actif. 
2. L’effort aérodynamique global pour l’ensemble des actionneurs est de : ܥ௖௢௡௧ ൌͺͷͲܰǤ݉; 
3. L’inertie réfléchie maximale admissible sur l’axe aileron : ܬ௥௘௙ ൑ ͳʹͲ݇݃Ǥ݉ଶ; 
4. La température maximale admissible pour le bobinage du moteur électrique : ௕ܶ௢௕௜௡௔௚௘ ൑ͳͷͲιܥ; 
5. La température maximale admissible pour le carter de l’actionneur : ாܶெ஺ ൑ ͳͲͲιܥ; 
6. La contrainte maximale admissible dans la bielle : ߪ௩ ൑ ͵ͲͲܯܲܽ; 
7. La fréquence de résonance minimale pour la bielle : ௕݂ଵ ൐ ʹͲͲͲܪݖ et ௕݂ଶ ൐ ʹͲͲͲܪݖ ; 
8. Le diamètre maximal du réducteur : ܦ௥௘ௗ ൑ ͳͲͲ݉݉; 
Les variables manipulées lors de la procédure d’optimisation sont le rapport de réduction du train 
épicycloïdal ݊±௣௜, le rapport du réduction de l’harmonique drive ݊ு஽, la densité de courant électrique du 
moteur électrique ܬ, les dimensions géométriques du moteur électrique ܦௌ௘ ǡ ܮ௠ǡ ܮ௖, les diamètres des 
alésages de la bielle ܦଵǡ ܦଶ et l’épaisseur de la bielle ݁௥. 
Tableau IV.17 : Variables de la procédure de dimensionnement de l'EMA rotatif 
Variables Unités Intervalles ܦௌ௘ ሾ݉݉ሿ ͷͲ െ ͳͲͲ ܮ௠ ሾ݉݉ሿ ͵Ͳ െ ͳͲͲ ܬ ሾܣȀ݉ଶሿ ͳ ή ͳͲ଺ െ ͷ ή ͳͲ଻ ܮ௖ ሾ݉݉ሿ ͳ െ ͳʹ ݊±௣௜ െ ʹǤͷ െ ͳͲ ݊ு஽ െ ͵Ͳ െ ͳͷͲ ܦଵ ሾ݉݉ሿ ͳͲ െ ͷͲ ܦଶ ሾ݉݉ሿ ͳͲ െ ͷͲ ݁௥ ሾ݉݉ሿ ͷ െ ͵Ͳ 
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La Figure IV.36 illustre sous la forme d’un « N² diagram » l’association des différents modèles 
pour réaliser la procédure de dimensionnement de l’EMA. Le Tableau IV.18 présente les résultats obtenus 
pour le dimensionnement de l’EMA rotatif à basse et haute altitude. 
 
Figure IV.36: N² diagram de la procédure de dimensionnement de l'EMA rotatif 
Tout d’abord, les résultats montrent que contrairement à l’actionneur électromécanique linéaire, 
l’altitude a peu d’influences sur le dimensionnement de l’EMA rotatif. En effet, même si les dimensions 
géométriques du moteur électrique sont légèrement différentes, la masse du moteur reste inchangée. La 
température maximale du bobinage du moteur électrique n’est pas atteinte, contrairement à la température 
du carter de l’EMA. Ceci met en avant qu’ici encore la température maximale du carter de l’EMA fait 
partie des contraintes principales du dimensionnement. Pour cette typologie d’actionneur 
électromécanique, ce sont donc les contraintes liées aux composants mécaniques, réducteur et bielle, qui 
vont être limitantes. En effet, cette typologie impose de fractionner l’aile en quatre surfaces au lieu de 
deux pour l’actionneur électromécanique linéaire. Le fractionnement permet d’augmenter les surfaces 
d’échange et donc de faciliter le refroidissement des moteurs électriques. De ce fait, le comportement 
thermique de l’actionneur est amélioré. Enfin, la géométrie de la bielle reste inchangée quelle que soit 
l’altitude considérée et il en est de même pour le réducteur. Ceci peut s’expliquer par les intervalles plus 
restreints concernant les variables géométriques des composants considérés ici. Les bornes de ces 
intervalles sont définies à partir du volume disponible pour l’intégration de l’actionneur dans l’aile. 
  
Chapitre IV – Modèles thermique et multi-physiques pour la conception préliminaire des actionneurs embarqués 
Page 160 
Tableau IV.18 : Résultats du dimensionnement préliminaire de l'EMA rotatif d'aileron 
Composants Caractéristiques 
Convection 
naturelle à basse 
altitude 
(ࢀࢇ࢓࢈ ൌ ૛૞ι࡯) 
Convection 
naturelle à haute 
altitude 
(ࢀࢇ࢓࢈ ൌ െ૝૙ι࡯) 
Moteur électrique 
Masse du moteur [kg] 0.5 0.5 
Diamètre du moteur ܦௌ௘ [mm] 66.4 54.9 
Longueur du moteur ܮ௠ [mm] 34.8 42.9 
Largeur de culasse du moteur ܮ௖ 
[mm] 1.97 1.68 
Température bobinage du moteur 
[°C] 118.3 114.2 
Bielle 
Contrainte maximale dans la bielle 
[MPa] 222 222 
Fréquence de résonance [Hz] 2000 2000 
Diamètre alésage côté actionneur, ܦଵ [mm] 19 19 
Diamètre alésage côté aile, ܦଶ [mm] 10 10 
Epaisseur de la bielle, ݁௥ [mm] 30 30 
Réducteur 
Diamètre du réducteur ܦ௥௘ௗ [mm] 100 100 
Rapport de réduction [-] 396 522 
Actionneur 
Inertie réfléchie [kg.m²] 6.3 6.3 
Température carter EMA [°C] 100 100 
Masse totale [kg] 3.6 3.5 
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IV.5 Conclusion 
Dans ce chapitre, les méthodologies introduites dans les chapitres précédents ont été utilisées pour 
modéliser dans un premier temps les différents composants d’un actionneur électromécanique d’aileron, et 
dans un second temps pour réaliser le dimensionnement préliminaire de deux typologies d’actionneur 
électromécanique d’aileron : linéaire et rotatif. 
La première partie de ce chapitre a mis en avant le besoin en modèles analytiques pour la 
modélisation multi-physiques d’un moteur électrique de type brushless. La méthode VPLM développée 
dans cette thèse a été utilisée pour générer un modèle thermique du moteur électrique, un modèle 
électromagnétique permettant l’estimation du couple délivré par ce moteur, et des modèles de pertes 
permettant l’évaluation des différentes sources de chaleur dissipées par le moteur électrique. Ensuite, 
différents modèles analytiques ont été générés pour les deux typologies d’actionneurs électromécaniques 
considérées : linéaire et rotatif. Tout d’abord, des modèles thermiques d’actionneurs ont été construits 
pour deux configurations thermiques : convection naturelle et convection forcée en espace confiné. Dans 
le cadre de l’étude de l’actionneur électromécanique rotatif, une bielle utilisée pour transmettre les efforts 
mécaniques et mettre en mouvement l’aileron a également été modélisée. A partir de la méthode VPLM, 
nous avons généré différents modèles analytiques permettant l’évaluation de  ses caractéristiques 
mécaniques : contrainte admissible, fréquences de résonance et raideur. La génération de ces différents 
modèles analytiques dans différents domaines physiques (thermique, mécanique linéaire, 
électromagnétique, mécanique vibratoire) met en avant le large champ d’application de la méthode VPLM 
développée dans cette thèse. De plus, dans chacun des problèmes étudiés le niveau de précision des 
modèles générés à partir la méthode VPLM est supérieur ou de même ordre de grandeur que les méthodes 
généralement utilisées (modèles polynomial et RBF). 
Dans la dernière partie de ce chapitre, nous avons utilisés les différents modèles construits pour 
réaliser  les dimensionnements des deux typologies d’actionneur électromécanique d’aileron étudiées. Les 
résultats du dimensionnement de l’actionneur électromécanique linéaire ont mis en avant l’influence de 
l’altitude sur le comportement thermique de l’actionneur et ce pour les deux configurations thermiques 
étudiées. Nous avons également mis en avant l’existence d’un couplage entre le comportement thermique 
de l’actionneur et la masse réfléchie sur l’actionneur lorsqu’une configuration de convection naturelle en 
espace confiné est considérée pour l’actionneur. Les résultats du dimensionnement de l’actionneur 
électromécanique rotatif ont montré que cette typologie d’actionneur est plus sensible à l’intégration 
géométrique de l’actionneur et au dimensionnement de certains de ces composants. Néanmoins, pour 
chaque typologie la contrainte principale du dimensionnement est la limitation en température de peau des 
carters d’actionneur. Ceci met bien en avant la nécessité de disposer de modèles thermiques de 
l’environnement d’intégration de l’actionneur. Ces résultats mettent également en avant le besoin de 
travailler sur des technologies plus évoluées de systèmes ou configurations de refroidissement afin 
d’envisager des actionneurs électromécaniques plus compacts. 
Enfin, les deux dimensionnements réalisés ont mis avant l’intérêt de disposer de modèles de 
composants réutilisables et facilement manipulables en phase de conception préliminaire. Les modèles 
thermique, électromagnétique et de pertes du moteur électrique ont pu être utilisés pour chaque typologie 
d’actionneur. Cette modularité des modèles est très recherchée en conception préliminaire car elle permet 
l’évaluation rapide de nouvelles configurations d’actionneurs et rend aussi possible la création de librairies 
de modèles analytiques de composants. 
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Chapitre V  
 
Contribution à la modélisation thermique des 
convertisseurs statiques de puissance électrique 
 
Ce chapitre a pour objectif principal d’utiliser les méthodologies introduites dans les chapitres 
précédents pour construire des modèles analytiques nécessaires à la conception préliminaire de 
convertisseurs statiques de puissance électrique. Après avoir introduit les convertisseurs statiques, nous 
exposerons les différents enjeux liés à la modélisation thermique et multi-physiques de ces systèmes 
électriques. Ensuite, différents modèles de composants électroniques mis en jeu dans un convertisseur 
seront construits via la méthode VPLM. Enfin, les différents modèles présentés seront utilisés pour 
réaliser le dimensionnement préliminaire d’un convertisseur de type hacheur. 
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ACRONYMES 
IGBT Transistor bipolaire à grille isolée (Insulated Gate Bipolar Transistor) 
VPLM Variable Power Law Metamodel 
RBF Fonction à Base Radiale (Radial Basis Function) 
RMS Root Mean Square 
MOSFET Transistor à effet de champ à grille isolée (Metal Oxide Semiconductor Field Effect Transitor) 
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V.1 Introduction 
L’évolution des systèmes embarqués vers des solutions plus électriques, plus compactes et plus 
complexes, augmente les niveaux de puissances électriques mises en jeu ainsi que la quantité de 
composants électroniques. De plus, l'environnement thermique de tels systèmes est généralement critique 
pour les composants électroniques tant sur la multiplicité des contraintes (température, humidité, etc.) que 
sur leurs amplitudes ou leurs variations  (variations de la température, de la pression et de l’humidité avec 
l’altitude par exemple). C’est pourquoi la modélisation thermique des composants électroniques devient 
de plus en plus importante pour la conception de systèmes plus électriques (Louahlia and Yon, 2015). 
Dans cette thèse nous nous sommes intéressés à la modélisation de convertisseurs statiques utilisés dans le 
cadre d’applications aéronautiques. L’électronique de puissance est au cœur des nouvelles fonctions et 
avancées technologiques réalisées pour le développement de l’avion plus électrique (Langlois and Foch, 
2005). Dans le cadre de ces travaux, nous avons étudié un convertisseur de type DC/DC qui emploie des 
composants électroniques sensibles à la thermique et génériques à différents types de convertisseurs. Dans 
la suite de cette introduction, nous présenterons l’architecture et les différents composants du 
convertisseur de puissance étudié. Ensuite, les besoins en modèles pour chaque composant seront 
introduits et nous présenterons un état de l’art correspondant à ces besoins dans le cadre du 
dimensionnement du convertisseur de puissance. 
V.1.1 Architecture et composants d’un convertisseur de type DC/DC 
Le convertisseur de type DC/DC étudié est basé sur un prototype développé par la société ARCEL 
dont l’architecture est schématisée en Figure V.1.  
  
Figure V.1 : Convertisseur de puissance DC/DC (prototype ARCEL) et architecture du convertisseur 
La fonction principale du convertisseur est de convertir une tension continue ܧ du réseau 
électrique en une tension continue ܷு de plus faible valeur pour gérer la charge et décharge d’une 
supercapacité par exemple. Pour réaliser cette fonction, le convertisseur est composé de composants 
électroniques assurant différentes sous-fonctions : 
· Un condensateur ܥ qui est utilisé pour limiter l’amplitude des ondulations de tension. 
· Deux transistors bipolaires à grille isolée (IGBT) qui sont utilisés en tant qu’interrupteurs 
électroniques (݇ଵ et ݇ଶ). 
· Une inductance ܮ qui est utilisée pour limiter l’amplitude des ondulations de courant. 
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Condensateur à film Module IGBT Inductance 
Figure V.2 : Composants du convertisseur DC/DC étudié 
Le principe de fonctionnement du convertisseur de puissance peut être divisé en différentes phases 
dépendant de l’état des deux interrupteurs 1 et 2. Dans le cas d’une charge de la supercapacité : 
· L‘interrupteur 1 est passant, l’interrupteur  2 est ouvert, l’inductance et la supercapacité 
sont connectés au condensateur ܥ. La supercapacité voit son courant de charge augmenté. 
A l’échelle temporelle de la commutation on peut supposer que sa tension reste constante. 
· L‘interrupteur 1 est maintenant ouvert, la diode associée à l’interrupteur 2 devient 
passante pour maintenir une continuité du courant dans l’inductance. Le courant 
traversant l’inductance décroît. 
La Figure V.3 décrit l’évolution dans le temps du courant dans l’inductance et de la tension de 
sortie du hacheur en fonction des différents états décrits précédemment. Les valeurs du courant moyen et 
de la tension moyenne dépendent des durées d’ouverture et de fermeture des interrupteurs ݇ଵ et ݇ଶ. 
 
Figure V.3 : Courant et tension vus par la supercapacité en fonction des états de fonctionnement du convertisseur 
Bobinage 
Partie ferromagnétique 
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Le paramètre ߙ, appelé rapport cyclique, est compris entre 0 et 1. L’équation (V.1) montre que la 
tension moyenne aux bornes de la supercapacité, calculée sur une période ܶ, varie linéairement avec le 
rapport cyclique. 
 ൏ ௦ܷ௖ ൐ൌ൏ ܷு ൐ൌ ߙܶ ή ܧ ൅ ሺͳ െ ߙሻܶ ή Ͳܶ ൌ ߙܧ (V.1) 
Les tableaux ci-dessous introduisent les différentes équations permettant le calcul des ondulations 
de courant et de tension, ainsi que les courants moyens. 
Tableau V.1 : Equations de filtrage pour le calcul des ondulations de courant et de tension 
Composants Ondulations 
Inductance οܫ௅ ൌ ܧሺͳ െ ߙሻǤ ߙ ܮ ௖݂  
Condensateur οܸ ൌ ܫ௠௔௫ሺͳെןሻ ןܥ ௖݂  
Tableau V.2 : Equations permettant le calcul des courants RMS pour chaque composant 
Composants Courants moyens Courants RMS 
Inductance ܫ௅ ܫ௅ඨͳ ൅ ͳͳʹ ൬οܫ௅ܫ௅ ൰ଶ 
Module IGBT ߙܫ௅ ξߙܫ௅ඨͳ ൅ ͳͳʹ ൬οܫ௅ܫ௅ ൰ଶ 
Diode ሺͳ െ ߙሻܫ௅ ξͳ െ ߙܫ௅ඨͳ ൅ ͳͳʹ ൬οܫ௅ܫ௅ ൰ଶ 
Condensateur Ͳ ඥߙሺͳ െ ߙሻܫ௅ඨͳ ൅ ͳͳʹሺͳ െ ߙሻ ൬οܫ௅ܫ௅ ൰ଶ 
Tout l’enjeu du pilotage d’un convertisseur statique réside donc dans le choix du rapport cyclique ߙ et de la fréquence de commutation définit comme l’inverse de la période, ௖݂ ൌ ͳȀܶ, afin d’obtenir les 
niveaux et la qualité de tension et courant désirés. La prochaine section introduit les caractéristiques 
dimensionnantes pour chacun des composants ainsi que les besoins en modèles associés. 
V.1.2 Caractéristiques dimensionnantes des composants et besoins en modèles 
V.1.2.1 Condensateur 
Le condensateur a pour fonction de limiter l’amplitude des ondulations de tension et pour cela il 
doit pouvoir stocker l’énergie électrique. La valeur de la capacité ܥ d’un condensateur définit son aptitude 
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à stocker cette énergie électrique. Cette caractéristique dépend du type de condensateur utilisé ainsi que de 
ses dimensions géométriques. Dans ces travaux, il sera considéré des condensateurs à films de géométrie 
cylindrique. La sélection d’un condensateur repose sur la valeur de sa capacité et sur son aptitude à 
dissiper les pertes générées. De plus, la durée de vie d’un condensateur à film est fortement dépendante de 
son comportement thermique (Parler, 1999). Il est donc nécessaire de disposer d’un modèle permettant 
l’estimation de sa résistance thermique équivalente afin de sélectionner le condensateur à film ayant une 
durée de vie optimale pour une application considérée. 
V.1.2.2 Module IGBT 
Les modules IGBT sont utilisés comme des interrupteurs électroniques qui vont permettre 
d’assurer la fonction principale du convertisseur de puissance : la conversion de la tension d’entrée en un 
niveau de tension plus faible. La sélection d’un module IGBT est faite à partir des niveaux de tension mis 
en jeu et de son calibre en courant afin de ne pas dépasser une température silicium maximale (entre 120 
et 150 °C selon les technologies) de la puce transistor ou de la diode. Ces températures sont fonction des 
pertes en conduction et en commutation et donc de la fréquence de modulation de largeur d’impulsion. 
Dans le cadre de cette thèse, nous avons sélectionné un modèle d’IGBT de référence afin d’établir des lois 
d’échelle pour estimer l’ensemble des caractéristiques nécessaires au calcul de ces critères. L’utilisation 
d’un module IGBT génère des niveaux de pertes importants et un refroidissement passif n’est souvent pas 
suffisant pour dissiper la chaleur générée. On fait généralement appel à des systèmes de refroidissement 
actif tels que des dissipateurs thermiques de différentes technologies que nous détailleront dans la section 
V.1.3.4. La sélection d’un module de puissance est ainsi fortement liée au dimensionnement du système 
de refroidissement. 
V.1.2.3 Inductance 
L’inductance a pour fonction de limiter l’amplitude des ondulations de courant et pour cela elle 
doit pouvoir stocker l’énergie sous forme magnétique. L’expression de l’énergie stockée dans une 
inductance est donnée par l’équation suivante : 
 ઽ௠ ൌ ͳʹ ܮ݅ଶ (V.2) 
Le terme ܮ݅ exprime le flux magnétique vu par l’inductance et peut être réécrit sous la forme 
donnée par l’équation (V.3). Le courant ݅ peut s’exprimer à partir de la densité de courant ܬ et des 
caractéristiques du bobinage de l’inductance. 
 ܮ݅ ൌ ݊߮ ൌ ݊ܣ௙௘௥ܤ ݅ ൌ ܬ݇௕௢௕ܣ௕௢௕݊  (V.3) 
avec ݊ le nombre de spires du bobinage, ܣ௙௘௥ la section de fer dans le circuit magnétique, ܤ le champ 
magnétique, ݇௕௢௕ le coefficient de bobinage traduisant la proportion de cuivre et ܣ௕௢௕ la section du 
bobinage. 
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L’expression (V.2) peut être réécrite sous la forme suivante : 
 ࢿ௠ ൌ ͳʹ ܬܤ݇௕௢௕ܣ௙௘௥ܣ௕௢௕ (V.4) 
Cette expression met en évidence que les dimensions de l’inductance dépendent de la densité de 
courant ܬ et du champ magnétiqueܤ. Ces derniers génèrent des pertes Joules et des pertes fer et sont donc 
fortement liés à la thermique. Comme pour les moteurs électriques, il existe une température limite de 
fonctionnement du bobinage. Afin d’éviter l’utilisation de l’inductance dans ces conditions extrêmes, il est 
nécessaire de pouvoir estimer sa résistance thermique équivalente afin de prédire sa température de 
fonctionnement pour les niveaux de pertes considérés et une géométrie donnée. D’autres types de pertes  
dues à des effets de peau et/ou de proximité des conducteurs électriques lors de la circulation du courant 
sont générés pour des gammes de fréquences de commutation élevée ( ௖݂ ൐ ͳͲ݇ܪݖ). L’utilisation de fils 
de Litz permet de réduire considérablement ces pertes générées à fréquences élevées (Wojda, 2016). 
Le Tableau V.1 montre que l’ondulation de courant dépend du rapport cyclique ߙ, de la fréquence 
de commutation ௖݂ et la valeur de l’inductance ܮ. Le rapport cyclique est généralement calculé à partir du 
cahier des charges via la relation (V.1). La fréquence de commutation ௖݂ quant à elle, sera déterminée lors 
du dimensionnement du convertisseur. En revanche, l’inductance ܮ est fonction des caractéristiques de 
l’inductance utilisée : géométrie, propriétés matériaux et caractéristiques du bobinage. Il est donc 
nécessaire d’avoir un modèle permettant l’estimation de l’inductance ܮ en fonction de ses caractéristiques 
pour dimensionner ce composant. 
V.1.3 Etat de l’art de la modélisation multi-physiques d’un convertisseur de puissance 
Dans cette dernière partie de l’introduction de ce chapitre, un état de l’art portant sur la 
modélisation multi-physiques d’un convertisseur de puissance est présenté. Celui-ci est établi en quatre 
parties regroupant les différents besoins en modèles énoncés précédemment mais aussi sur d’autres 
aspects importants comme l’estimation des pertes générées par les composants du convertisseur et les 
différentes technologies de refroidissement utilisées pour dissiper les pertes. 
V.1.3.1 Estimation de caractéristiques thermiques 
Précédemment, nous avons introduit des besoins en modèles thermiques pour le condensateur et 
l’inductance. En effet, l’estimation d’une résistance thermique est très souvent nécessaire pour 
sélectionner le composant électronique dont les performances concordent avec le cahier des charges 
imposé et pour des conditions d’utilisation précises. Généralement, les composants électroniques sont 
sujets aux trois modes de transferts de chaleur : conduction, convection et rayonnement. La modélisation 
de façon précise de chacun de ces modes de transferts constitue un réel enjeu. En effet, de nombreux 
travaux portent sur la modélisation thermique des composants d’un convertisseur de puissance où la prise 
en compte de ces trois modes de transferts de chaleur est étudiée. La Figure V.4 à gauche présente une 
première approche basée sur l’utilisation de codes éléments ou volumes finis pour modéliser et simuler le 
comportement thermique d’un convertisseur dans son intégralité (Godignon et al., 2007) ou bien pour 
caractériser le comportement thermique de ces composants électroniques (Cova and Delmonte, 2012). 
L’utilisation de logiciels éléments ou volumes finis a l’avantage de permettre l’évaluation des flux de 
chaleur mis en jeu et des températures de façon précise par les trois modes de transfert. En revanche, le 
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coût numérique associé à cette approche ne permet pas son utilisation en conception préliminaire lorsque 
les dimensions géométriques et l’intégration du convertisseur de puissance ne sont pas définies, ou bien 
lorsque les phénomènes transitoires présentent un intérêt. C’est pour cette raison qu’une seconde 
approche, représentée en Figure V.4 à droite, plutôt basée sur l’utilisation de réseaux nodaux et de 
modèles analytiques simplifiés est utilisée (Hijazi et al., 2012; Kovaltchouk et al., 2013). Cette approche 
possède l’avantage d’être moins onéreuse en temps de calcul tout en prenant en compte les phénomènes 
transitoires. Elle permet également de pouvoir facilement coupler différents phénomènes physiques  et de 
réaliser des procédures de dimensionnement de systèmes électriques (Lossec, Multon and Ben Ahmed, 
2013). Néanmoins, l’approche par réseaux nodaux requiert l’utilisation de modèles d’estimation des 
résistances thermiques mises en jeu pour les différents modes de transfert de chaleur énumérés. Ces 
modèles d’estimation peuvent être de différentes natures : lois de corrélation issus de développements 
analytiques pour des configurations géométriques simples (Padet, 2005a, 2005b), lois de corrélation 
déterminées à partir de simulations numériques ou d’essais expérimentaux lorsque les configurations 
s’avèrent plus complexes (Gasperi and Gollhardt, 1998; Sanchez et al., 2015). 
La méthode de génération de modèles analytiques présentées dans le premier chapitre de cette 
thèse va permettre la génération de modèles thermiques de composants à partir d’essais numériques 
(Sanchez, Budinger and Hazyuk, 2017). Cette approche va permettre de réduire le nombre de nœuds 
thermiques utilisés pour modéliser des configurations thermiques généralement représentées par plusieurs 
nœuds. Mais aussi, elle permet de générer des modèles d’estimations de résistances thermiques de 
convection pour des configurations pour lesquelles des lois d’estimation n’existent pas. Nous l’utiliserons 
ici pour générer les modèles thermiques d’un condensateur à film, d’une inductance et d’un dissipateur 
thermique permettant d’évacuer les pertes générés par un module de puissance. 
Approche par simulations éléments finis Approche par réseaux nodaux (Sarwar et al., 2016) 
 
 
Figure V.4 : Exemples d'approches pour la modélisation thermique d'un condensateur à film 
V.1.3.2 Estimation de caractéristiques magnétiques 
Nous avons montré précédemment que les ondulations de courant sont fonction du rapport 
cyclique ߙ, de la fréquence de commutation ௖݂ et la valeur de l’inductance ܮ. Les deux premiers 
paramètres peuvent être déterminés sans faire appel à des modèles d’estimation, en revanche l’inductance 
ሺιሻ 
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ܮ dépend de la géométrie et des propriétés matériaux utilisées pour le composant inductif. C’est pourquoi 
il est nécessaire d’avoir un modèle analytique permettant l’estimation de l’inductance ܮ à partir de la 
géométrie et des propriétés matériaux du composant. Généralement, on s’intéresse à évaluer la reluctance ܴ௅ d’un circuit magnétique qui est liée à l’inductance ܮ par la relation suivante : 
 ܴ௅ ൌ ݊ଶܮ ൌ ݈௠ߤܵ௠ (V.5) 
avec ݊ le nombre de tours du bobinage de l’inductance, ݈௠ la longueur du circuit magnétique, ߤ la 
perméabilité magnétique équivalente du circuit magnétique considéré et ܵ௠ la section traversée par le 
champ magnétique. La reluctance peut donc être vue comme l’équivalent de la résistance en électricité ou 
en transferts thermiques. Le calcul de la reluctance d’un circuit magnétique fait l’objet de nombreux 
travaux car suivant la géométrie du composant étudié, son expression peut s’avérer complexe. Pour 
illustrer cette complexité, considérons l’évaluation de la reluctance magnétique de l’inductance introduite 
en Figure V.2. L’analogie électrique est souvent utilisée pour modéliser le circuit magnétique d’une 
inductance et la Figure V.5 présente la modélisation par réseau nodal du circuit magnétique. 
 
Figure V.5 : Modélisation par réseau nodal du circuit magnétique d'une inductance en "E" (Mühlethaler and Kolar, 2012) 
Les résistances “blanches” représentent les reluctances magnétiques dans le matériau 
ferromagnétique de l’inductance. Elles peuvent être assez facilement calculées si les dimensions 
géométriques sont connues. La résistance “rouge” représente la reluctance magnétique dans l’entrefer de 
l’inductance et son évaluation est plus complexe car le champ magnétique présente des évasements dans 
l’entrefer et dans les zones voisines. La Figure V.6 représente les lignes du champ magnétique dans 
l’entrefer situé entre deux parties ferromagnétiques de l’inductance. On peut voir que les lignes de flux ne 
sont pas homogènes dans tout l’entrefer. Différentes approches sont possibles pour modéliser la reluctance 
magnétique dans l’entrefer (Binns, Lawrenson and C.W. Trowbridge, 1992). Sur la Figure V.6, deux 
approches permettant le calcul de la reluctance magnétique sont présentées. D’autres approches sont 
possibles mais elles aussi restent seulement valables pour des cas bi-dimensionnels (Balakrishnan, Joines 
and Wilson, 1997). Pour les problèmes tri-dimensionnels, des travaux proposent des solutions pour 
calculer la reluctance mais ces approches restent complexes (Wallmeier, 2001) ou alors ne sont valables 
que pour certaines configurations géométriques (E.C. Snelling, 1969). Il existe aussi des travaux basés sur 
l’approche par réseaux nodaux et sur des considérations géométriques qui permettent de calculer la 
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reluctance magnétique à partir d’un assemblage de modèles analytiques (Muhlethaler, Kolar and Ecklebe, 
2011). Néanmoins, ces relations nécessitent des développements analytiques assez complexes notamment 
en phase de conception préliminaire d’un système complet. Nous proposons dans cette thèse d’utiliser la 
méthode VPLM introduite dans le premier chapitre pour générer un modèle analytique basé sur des 
simulations par éléments finis prenant en compte tous les phénomènes magnétiques linéaires et non-
linéaires. De cette façon, nous obtiendrons un modèle d’estimation de la reluctance magnétique qui sera 
fonction de la géométrie et des caractéristiques de l’inductance considérée, et qui sera donc facilement 
utilisable en phase de conception préliminaire. 
 
Figure V.6 : Lignes du champ magnétique dans l'entrefer de l'inductance et approches pour le calcul de la reluctance 
magnétique dans l’entrefer (Mühlethaler and Kolar, 2012) 
V.1.3.3 Estimation des pertes 
Les différents composants électroniques utilisés dans un convertisseur de puissance génèrent 
différents types de pertes : les pertes par conduction, les pertes par commutation et les pertes fer. Le 
Tableau V.3 introduit les différentes expressions de ces pertes pour chacun des composants étudiés dans 
ces travaux. 
Hypothèse 
de distribution homogène 
du champ magnétique 
Augmentation 
de la section 
de l’entrefer traversée 
par le champ magnétique 
ࢇ 
ࢇ ࢇ 
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Tableau V.3 : Pertes dissipées par les composants électroniques du convertisseur étudié 
Composants Pertes par conduction Pertes par commutation Pertes fer ou diélectrique 
Inductance ܴ௘ܫோெௌଶ  - ݂ሺ ௖݂ ǡ ȟܤሻ 
IGBT ଴ܸܫ௠௘௔௡ ൅ ܴ଴ܫோெௌଶ  ௖݂ሺܧ௢௡ ൅ ܧ௢௙௙ሻ - 
Diode ଴ܸܫ௠௘௔௡ ൅ ܴ଴ܫோெௌଶ  ͳͺ  ௖݂ܧݐ௥௜ܫோெ - 
Condensateur ܴௌܫோெௌଶ  - ߨܥοܸଶ ௖݂ ሺߜሻ 
avec ଴ܸ la chute de tension dans le composant considéré, ܫ௠௘௔௡ le courant moyen, ௖݂ la fréquence de 
commutation, ܧ௢௡ et ܧ௢௙௙ sont les énergies dissipées à l’ouverture et à la fermeture de l’interrupteur, ܴ଴ la 
résistance dynamique du composant considéré, ܫோெௌ  le courant efficace, IRM et ݐ௥௜ sont respectivement le 
courant et le temps de recouvrement inverse de la diode (IXYS, 2017), ܴ௦ la résistance ohmique totale du 
condensateur et ሺߜሻ est la tangente de l’angle de perte du matériau diélectrique utilisé comme isolant 
dans le condensateur (Annexe E). Comme le montre le Tableau V.3 les différentes pertes mises en jeu sont 
calculables à partir d’expressions analytiques utilisant les caractéristiques du composant considéré. Dans 
les travaux de cette thèse, des lois d’échelle basées sur des composants de référence ont été utilisées pour 
estimer les caractéristiques des modules IGBT et des diodes (Tableau V.5). 
Concernant les pertes fer dans l’inductance, elles correspondent en réalité à trois différentes 
sources de pertes : les pertes par hystérésis, les pertes par courants de Foucault et des pertes dites 
résiduelles. Il existe différentes approches permettant d’estimer ces pertes qui mettent en œuvre des 
paramètres souvent inconnus. La formulation de Steinmetz, déjà utilisée dans le chapitre précédent pour le 
moteur électrique, est la plus utilisée et la plus simple mais son domaine de validité en densité de flux 
magnétique et fréquentiel est limité (C.P. Steinmetz, 1984). L’utilisation de données expérimentales sous 
la forme d’abaque est une autre solution pour déterminer le niveau de pertes en fonction de la fréquence 
de commutation. Une approche combinant la formule de Steinmetz et l’utilisation d’abaque est disponible 
dans la littérature (Mühlethaler et al., 2012). Enfin, des modèles plus complexes comme les modèles de 
Preisach ou Jiles-Atherton permettent l’évaluation des pertes fer mais ces derniers sont difficilement 
paramétrables ce qui rend leur utilisation impossible dans le cadre de cette thèse (Jiles and Atherton, 1986; 
Preisach, 2017). 
Dans cette thèse, nous modéliserons les pertes fer dans l’inductance à partir d’une approche 
mélangeant modèles analytiques basés sur les équations de Steinmetz, et du modèle de reluctance 
magnétique construit avec la méthode VPLM (Sanchez, Budinger and Hazyuk, 2017). Les travaux de 
Steinmetz donnent l’expression générale des pertes fer (V.6) où la valeur des coefficients numériques sont 
calculés à partir de données constructeurs de matériaux ferromagnétiques (Ferroxcube, 2017) : 
 ௙ܲ௘௥ ൌ ௥ܲ௘௙ ቆ ݂௥݂௘௙ቇଵǤହ ቆ ȟܤܤ௥௘௙ቇଶǤ଻ସ (V.6) 
Chapitre V – Contribution à la modélisation thermique des convertisseurs de puissances électriques 
Page 176 
avec ௥ܲ௘௙ ൌ ʹͷͲܹ݇Ȁ݉ଷ, ௥݂௘௙ ൌ ʹͲͲ݇ܪݖ et ܤ௥௘௙ ൌ ʹͲͲ݉ܶ. Les travaux d’Ayachit proposent une 
expression du champ magnétique ܤ dépendant du nombre de tour dans le bobinage ݊, du courant ܫ௅, de la 
section du circuit magnétique ܣ௠௔௚ et de la reluctance du circuit magnétique ܴ௅ (Ayachit and 
Kazimierczuk, 2016). A partir de ces travaux, nous avons pu obtenir l’expression (V.7) qui lie 
l’ondulation du champ magnétique ȟܤ en fonction de l’ondulation de courant ȟܫ௅. 
 ȟܤ ൌ ݊ȟܫ௅ܣ௠௔௚ܴ௅ (V.7) 
Le nombre de tours dans le bobinage peut être estimé à partir de la relation existant en la 
reluctance et l’inductance : ݊ ൌ ሺܮ ή ܴ௅ሻଵȀଶ. On obtient de ce fait une relation où tous les paramètres mis 
en jeu peuvent être évalués lors de la procédure de dimensionnement. 
V.1.3.4 Technologies de refroidissement 
Cette dernière partie de l’état de l’art traite des différentes technologies de refroidissement 
pouvant être utilisées pour dissiper, si besoin, les différentes pertes recensées dans la partie précédente. 
Ces différentes technologies de refroidissement peuvent être classées en deux catégories : 
· Les refroidissements actifs : Ils correspondent généralement à des cas de convection 
forcée où la mise en mouvement du fluide doit être réalisée par un système nécessitant un 
apport en énergie pour fonctionner. Dans cette première catégorie, on retrouve les 
dissipateurs thermiques à air ou liquide forcé, les systèmes à effet Peltier et les systèmes 
utilisant des jets impactant ou du « spray-cooling ». 
· Les refroidissements passifs : Contrairement aux refroidissements actifs, l’apport 
d’énergie n’est pas nécessaire pour le fonctionnement de ce type de système de 
refroidissement, ce qui constitue un réel avantage en termes de coût énergétique ou de 
fiabilité. Dans cette seconde catégorie, on retrouve les dissipateurs thermiques conçus 
pour la convection naturelle à air, les drains thermiques, les systèmes de refroidissement 
diphasiques, les caloducs ou bien encore l’immersion des composants à refroidir dans un 
fluide diélectrique. 
Avec l’augmentation des niveaux de puissances électriques embarquées, la modélisation des 
systèmes de refroidissement et la compréhension des phénomènes mis en jeu ont fait et font toujours 
l’objet de nombreux travaux expérimentaux et numériques (Tableau V.4). Dans le cas des systèmes 
embarqués où le refroidissement de composants électroniques est crucial, la référence suivante fait état de 
différentes solutions actives de refroidissement originales (Fontaine et al., 2016). 
La Figure V.7 présente deux convertisseurs de puissances utilisant des systèmes de 
refroidissement actifs. Dans cette thèse, nous nous sommes intéressés à la génération d’un modèle 
permettant l’estimation de la résistance thermique équivalente d’un dissipateur thermique à air forcé. 
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Convertisseur DC/DC refroidit par plaque à eau 
(Tame-Power, 2017) 
Convertisseur DC/DC refroidit par dissipateur 
thermique à air forcé 
 
 
Figure V.7 : Exemples de convertisseurs de puissances utilisant des systèmes de refroidissement actifs 
Tableau V.4 : Etat de l'art de différentes études expérimentales et numériques sur les systèmes de refroidissement 
Systèmes de refroidissement Approches Références 
Dissipateur thermique à air forcé 
Expérimentale et numérique (Chiang, 2007) 
Numérique (Koo, Lee and Kim, 2014) 
Dissipateur thermique à matériau 
à changement de phase Expérimentale 
(Gharbi, Harmand and Jabrallah, 
2015) 
Boucle diphasique à effets 
capillaires Expérimentale 
(Boubaker, Harmand and Platel, 
2016) 
Dissipateur thermique et système 
diphasique Numérique et expérimentale (Koito et al., 2006) 
Dissipateur thermique à air 
(convection naturelle) 
Numérique (Mehrtash and Tari, 2013) 
Numérique et expérimentale (Ahmadi, Mostafavi and Bahrami, 2014) 
« Morphing » dynamique de 
paroi Numérique (Kumar et al., 2016) 
 
V.2 Modélisation multi-physiques d’un convertisseur de puissance 
Dans cette deuxième partie, les différents composants présentés dans l’introduction de ce chapitre 
sont étudiés. Les conditions environnementales des composants électroniques dans des systèmes 
embarqués sont assez difficiles à connaître en phase de conception préliminaire. En effet, contrairement 
aux actionneurs embarqués où de par leur fonction, leur emplacement et leur intégration géométrique 
peuvent être connus, les calculateurs électroniques ou les convertisseurs de puissances peuvent être situés 
à différents endroits à bord d’un avion : 
· Proche du système embarqué : pour le cas d’un actionneur d’aileron, le système électrique 
peut être intégré dans l’aile dans le même compartiment que l’actionneur. 
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· Déporté dans une baie regroupant un ensemble de systèmes électriques où deux 
configurations thermiques sont envisageables : refroidissement passif par convection 
naturelle ou un refroidissement actif par un flux d’air forcé provenant du système de 
conditionnement d’air de l’avion. 
Généralement, en phase de conception préliminaire, les composants électroniques sont 
dimensionnés à température ambiante en conditions de laboratoire ( ௔ܶ௠௕ ൌ ʹͷιܥ, milieu infini) et un 
coefficient de surdimensionnement est appliqué. Les phases plus avancées de conception permettent en 
général d’affiner le dimensionnement du composant avec des données d’intégration plus précises. Dans 
ces travaux, nous nous sommes placés dans des conditions similaires mais l’influence de la température 
sur les échanges de chaleur mis en jeu a été prise en compte. Tout d’abord, nous présenterons les 
différentes lois d’échelle utilisées pour modéliser les transistors IGBT et les diodes associées. Ensuite, 
nous appliqueront la méthode VPLM développée dans cette thèse pour générer les différents modèles 
suivants : le modèle thermique d’un condensateur à film, les modèles thermique et magnétique de 
l’inductance ainsi que le modèle de pertes fer associé, et le modèle thermique d’un dissipateur à air forcé 
permettant de dissiper les pertes générées par les modules IGBT. 
V.2.1 Modélisation des modules IBGT et des diodes 
Les modules IGBT et les diodes sont des composants électroniques difficiles à modéliser mais 
leurs caractéristiques sont biens renseignées dans les documentations constructeurs. En phase de 
conception préliminaire, on utilise directement les données constructeurs ou on peut faire appel à des 
régressions ou des lois d’échelle ou de similitude simples pour estimer leurs caractéristiques à partir d’un 
composant de référence (Budinger et al., 2011; De Andrade et al., 2013). Néanmoins, la validation de leur 
comportement thermique en fonctionnement peut être réalisée par simulation numérique (Cova and 
Delmonte, 2012). Dans ces travaux, les lois d’échelle introduites par le Tableau V.5 ont été utilisées pour 
estimer les différents paramètres des modules IGBT et des diodes à partir de données constructeurs 
(IXYS, 2017). 
Tableau V.5 : Lois d’échelle établies pour le module IGBT et la diode 
Paramètres à 
estimer 
Module IGBT Diode 
Lois d’échelle Valeurs de référence Lois d’échelle 
Valeurs de 
référence 
Courant 
(variable de 
définition) 
ܫכ 80 A ܫכ 60 A 
Tension 
maximale ௠ܸ௔௫כ ൌ ͳ 900 V ௠ܸ௔௫כ ൌ ͳ 900 V 
Chute de tension ଴ܸכ ൌ ͳ 1 V ଴ܸכ ൌ ͳ 1 V 
Résistance 
dynamique ܴ଴כ ൌ ܫכିଵ 20 mΩ ܴ଴כ ൌ ܫכିଵ 15 mΩ 
Pertes par 
commutation ൫ܧ௢௡ ൅ ܧ௢௙௙൯כ ൌ ܫכܧכ 8.2 mJ pour E=450 V ൬ͳͺ ݐ௥௥ܫோெܧ൰כ ൌ ܫכܧכ 1.32 mJ pour E=600 V et I=60 A 
Résistance 
thermique 
jonction/boitier 
௃ܴ஼כ ൌ ܫכିଵ 0.30 °C/W ௃ܴ஼כ ൌ ܫכିଵ 0.47 °C/W 
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avec la notation proposée par M. Jufer (Jufer, 1996), où ݔכ ൌ ݔȀݔ௥௘௙ représente le ratio entre la 
caractéristique à estimer et la valeur de référence. Le courant ܫ et la tension ܧ font référence aux niveaux 
de courant et tension imposées par le cahier des charges. 
V.2.2 Modélisation thermique d’un condensateur à film 
V.2.2.1 Description et hypothèses de modélisation 
Dans la première partie de ce chapitre, l’importance d’être en mesure d’estimer le comportement 
thermique d’un condensateur en fonction de ses caractéristiques a été mise en avant. En effet, les 
performances d’un condensateur à film et plus particulièrement sa durée de vie, dépendent essentiellement 
de sa température de fonctionnement (Parler and Macomber, 1999). C’est pour cette raison que 
l’estimation de la résistance thermique équivalente d’un condensateur est nécessaire lors du 
dimensionnement d’un convertisseur de puissance afin de prévoir la température maximale du 
condensateur. Du fait de son intégration géométrique dans un convertisseur de puissance, le condensateur 
dissipe les pertes qu’il génère par les trois modes de transfert de chaleur (conduction, convection et 
rayonnement). La modélisation des flux de chaleur échangés par ces trois modes de transfert peut se faire 
à l’aide de lois de corrélation établies pour des configurations géométriques proches de celles d’un 
condensateur (Incropera et al., 2007). Néanmoins, l’utilisation de ces lois de corrélation requiert une 
approche par réseau nodal faisant apparaitre au moins la température du point chaud à l’intérieur du 
condensateur ߠ௛௢௧, la température de la surface externe du condensateur ߠ௦ et la température ambiante ߠ௔௠௕. Généralement, en phase de conception préliminaire on préfère disposer d’une relation directe entre 
le point chaud et la température ambiante. Ce type de relation peut être obtenu via l’utilisation de la 
méthode VPLM qui permet la construction d’un modèle d’estimation de la résistance thermique 
équivalente du condensateur à partir de simulations éléments finis. La Figure V.8 illustre les 
représentations nodales de ces deux approches où ߮ représente la source de chaleur due aux pertes 
générées dans le condensateur. 
Modélisation thermique à partir de lois de corrélation 
 
Modélisation thermique à partir d’un méta-modèle 
 
Figure V.8 : Deux représentations nodales différentes du modèle thermique d'un condensateur 
Le modèle thermique du condensateur construit ici doit permettre l’estimation de la résistance 
équivalente du condensateur en fonction de sa géométrie, de ses propriétés matériaux et des conditions 
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environnementales considérées. Le condensateur à film considéré ici est de forme géométrique cylindrique 
et est constitué d’un assemblage de plusieurs couches de matériaux alternant conducteur et isolant (Figure 
V.9). L’épaisseur des couches de matériaux mises en jeu est de l’ordre du micromètre ce qui rend la 
modélisation de ces couches difficile lorsque l’on s’intéresse au condensateur dans son ensemble dont les 
dimensions géométriques sont de l’ordre du centimètre. Afin de prendre en compte cet assemblage, un 
matériau équivalent a été construit dont les propriétés physiques sont fonction des caractéristiques de 
chaque couche (propriétés matériaux et épaisseur). L’expression des conductivités thermiques radiales et 
longitudinales équivalentes peuvent être approximées par les équations (V.8) et (V.9) obtenues à partir 
d’un raisonnement sur la résistance de conduction équivalente dans chaque direction. 
 ߣ௥ ൌ ݁௖ ൅ ݁௜൬݁௖ߣ௖ ൅ ݁௜ߣ௜൰ (V.8) 
 ߣ௭ ൌ ߣ௖݁௖ ൅ ߣ௜݁௜ሺ݁௖ ൅ ݁௜ሻ  (V.9) 
avec ߣ௖ ǡ ߣ௜ respectivement les conductivités thermiques du conducteur et de l’isolant et ݁௖ ǡ ݁௜ 
respectivement les épaisseurs de couche du conducteur et de l’isolant. Généralement, l’épaisseur de 
l’isolant est très grande devant l’épaisseur du conducteur (݁௜ ب ݁௖) alors que la conductivité thermique de 
l’isolant est plus faible que celle du conducteur (ߣ௜ ൏ ߣ௖). Cette considération amène à réécrire l’équation 
(V.8) et permet de montrer que la conductivité thermique radiale équivalente du condensateur peut être 
considérée égale à celle de l’isolant : ߣ௥̱ߣ௜. Pour finir, les épaisseurs d’isolant sont généralement choisies 
en fonction de la tenue en champ électrique d’un diélectrique. 
 
Figure V.9 : Exemple de condensateur à film et sa composition interne (AVX, 2017) 
Le prochain paragraphe décrit la construction du méta-modèle via la méthode VPLM développée 
dans cette thèse. 
V.2.2.2 Génération du modèle thermique d’un condensateur à film 
Le modèle construit ici est basé sur un modèle éléments finis construit sur COMSOL 
Multiphysics où les considérations suivantes ont été faites : 
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· Le condensateur est fixé sur une carte électronique par ses terminaux et la chaleur dissipée 
via ces derniers est négligée. Un refroidissement par convection naturelle est considéré 
dans les conditions décrites au paragraphe d’introduction de cette partie V.2. 
· Les transferts de chaleur par rayonnement vers l’ambiant sont considérés et modélisés par 
la loi de Stefan-Boltzmann : ߮௥௔ௗ ൌ ߝߪܶସ où ߝ est l’émissivité du matériau considéré et ߪ ൌ ͷǤ͸͹ ή ͳͲି଼ la constante de Stefan-Boltzmann en ܹȀ݉ଶȀܭସ. 
· Etant donné la géométrie cylindrique du condensateur étudié, un modèle bidimensionnel 
axisymétrique est utilisé. 
· Comme énoncé précédemment, le matériau du condensateur a des propriétés différentes 
selon les directions radiale et longitudinale. Elles sont fonction des propriétés physiques et 
géométriques des couches d’isolant et de conducteur. 
· Deux types de pertes sont considérés : les pertes Joules dissipées dans les couches 
conductrices et les pertes diélectriques dans les couches isolantes. Lors des simulations, 
des pertes équivalentes sont générées dans l’intégralité du volume du matériau équivalent. 
 
Figure V.10 : Description géométrique et conditions aux limites pour le modèle éléments finis du condensateur à film 
La procédure de génération de méta-modèle de la méthode VPLM est désormais appliquée. Le 
problème dépend de onze variables physiques : 
 ܴ௧௛ǡ௖ ൌ ݂൫ߩǡ ܥ௣ǡ ߤǡ ߣǡ ݃ߚ߂ߠǡ ܦ௖ ǡ ܮ௖ ǡ ߣ௥ǡ ߣ௭ǡ ߝߪߠ௔௠௕ଷ ൯ (V.10) 
avec ܴ௧௛ǡ௖ la résistance équivalente du condensateur entre le point chaud ߠ௛௢௧ et la température ambiante ߠ௔௠௕, ߩ la masse volumique de l’air, ܥ௣ la capacité calorifique de l’air, ߤ la viscosité dynamique de l’air, ߣ la conductivité thermique de l’air, ݃ߚȟߠ le terme moteur de la convection naturelle, ܦ௖ le diamètre du 
condensateur, ܮ௖ la longueur du condensateur, ߣ௥ la conductivité thermique radiale du condensateur, ߣ௭ la 
conductivité thermique longitudinale du condensateur et ߝߪߠ௔௠௕ଷ  le regroupement de variables physiques 
caractérisant le flux radiatif. L’application du théorème de Vaschy-Buckingham permet de réécrire la 
relation (V.10) sous la forme adimensionnelle suivante : 
Axe de 
symétrie
Rayonnement 
vers l’ambiant
Convection 
naturelle
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 ߨ௖ ൌ ܨ൫ܩݎ஽೎כ ǡ ߨଶǡ ܲݎǡ ߨସǡ ߨହǡ ߨ଺൯ (V.11) 
avec ߨ௖ ൌ ߣܦ௖ܴ௧௛ǡ௖ ; ܩݎ஽೎כ ൌ ఘమ௚ఉఝ஽೎రఓమఒ  le nombre de Grashof exprimé à partir du flux de chaleur dissipé et 
donnant le rapport des forces de gravité sur les forces visqueuses ; ߨଶ ൌ ௅೎஽೎ le ratio géométrique entre la 
longueur et le diamètre du condensateur ; ܲݎ ൌ ఓ஼೛ఒ  le nombre de Prandtl ; ߨସ ൌ ఒೝఒ  et ߨହ ൌ ఒ೥ఒ  les ratios 
des conductivités thermiques mises en jeu ; ߨ଺ ൌ ఌఙఏೌ೘್య ஽೎ఒ  le nombre adimensionnel exprimant le flux 
radiatif adimensionnalisé. L’analyse dimensionnelle conduite ici est détaillée en annexe A. 
Les propriétés de l’air sont considérées constantes et sont évaluées à la température moyenne de 
fonctionnement du condensateur : ఏೌ೘್ାఏ೘ೌೣǡ೎೚೙೏ଶ . Mais aussi, la conductivité thermique radiale 
équivalente du condensateur est constante et égale à celle de l’isolant (cf. paragraphe V.2.2.1). De ce fait, 
le nombre de Prandtl et le nombre adimensionnel ߨସ peuvent être considérés constants. De plus, les 
nombres adimensionnels ߨ଺ et ߨହ peuvent être combinés pour former le nombre de Stefan ௙ܵ qui 
représente la contribution de la conduction dans le condensateur par rapport au rayonnement : 
 ௙ܵ ൌ ߝߪߠ௔௠௕ଷ ܦ௖ߣ௭  (V.12) 
A partir de ces considérations l’équation (V.11) peut s’exprimer à partir de trois nombres 
adimensionnels : 
 ߨ௖ ൌ ܨ൫ܩݎ஽೎כ ǡ ߨଶǡ ௙ܵ൯ (V.13) 
Un plan d’expériences de 64 points est généré à l’aide de la méthode décrite au chapitre 2 et les 
intervalles de variation sont définis par le Tableau V.6. Les simulations éléments finis sont réalisées sur 
COMSOL Multiphysics et le modèle éléments finis est détaillé en annexe B (Figure V.11). 
Tableau V.6 : Intervalles de variation de paramètres pour le modèle thermique du condensateur 
Variables Unités Intervalles ܦ௖ ݉ ͲǤͲʹ െ ͲǤͳͷܮ௖ ݉ ͲǤͲʹ െ ͲǤͳͷ߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߣ௭ ܹȀ݉Ȁܭ ͲǤͷ െ Ͷ ߠ௔௠௕ ܭ ͵ͲͲ െ ͵ͷͲ ܩݎ஽೎כ  - ͳͲହ െ ͳͲ଼ߨʹ - ͳȀ͵ െ ͵௙ܵ - ͸ ή ͳͲെ͵ െ ͸ ή ͳͲିଵ
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Figure V.11 : Exemple de résultats de simulations pour le condensateur en convection naturelle : champ de température 
en °K pour ࡳ࢘ࡰࢉכ ൌ ૚Ǥ ૝૙ ή ૚૙ૠ, ࣊૛ ൌ ૚Ǥ ૝૞, ࡿࢌ ൌ ૝Ǥ૚ૠ ή ૚૙ି૛ 
La méthode VPLM est alors utilisée pour générer les différents modèles et l’évolution des erreurs 
relatives commises par ces modèles est représentée sur la Figure V.12. Le modèle utilisant dix termes 
d’ordre supérieur représenté par l’équation (V.14) est sélectionné. 
 
Figure V.12 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle thermique du 
condensateur 
 ߨ௖ ൌ ͲǤͲ͹ܩݎ஽೎כషబǤబళమశబǤబబరఱళ ౢ౥ౝቀೄ೑ቁ ౢ౥ౝቀಸೝವ೎ቁߨଶି ଴Ǥହଷ଺ି଴Ǥସଶ଺ ୪୭୥ሺగమሻ ௙ܵି ଴Ǥଵ଴ଽା଴Ǥ଴଴଺ଽ଼ ୪୭୥൫ௌ೑൯ ୪୭୥൫ீ௥ವ೎כ ൯ା଴Ǥ଴ଵଵଷ ୪୭୥൫ௌ೑൯ ୪୭୥൫ௌ೑൯ (V.14) 
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La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec des modèles polynomial et RBF (annexe C). 
Les résultats montrent que le modèle VPLM est le plus robuste avec 25% d’erreur maximale relative 
contre 49% et 76% pour les modèles polynomial et RBF. 
V.2.3 Modélisation multi-physiques d’une inductance 
Dans le paragraphe V.1.2.3 de ce chapitre, nous avons montré qu’il existe un lien entre les 
dimensions géométriques d’une inductance et ses caractéristiques magnétique et thermique. Le 
dimensionnement de l’inductance pour une application de filtrage considérée ici, nécessite donc deux 
types de modèles pour déterminer ses caractéristiques magnétique et thermique. Après avoir décrit 
l’inductance étudiée et présenté les hypothèses de modélisation considérées, un premier modèle 
permettant l’évaluation de la résistance thermique équivalente de l’inductance sera construit. Ensuite, un 
modèle permettant l’estimation de la reluctance magnétique de l’inductance sera décrit. Enfin, nous 
présenteront le modèle de pertes fer considéré pour l’inductance. 
V.2.3.1 Description et hypothèses de modélisation 
Il existe différents types d’inductances qui diffèrent par la forme et le matériau du cœur 
ferromagnétique. La Figure V.13 présente deux formes de pots ferrite. Dans les travaux présentés ici, une 
inductance présentant une géométrie de révolution a été choisie (Figure V.13 à gauche). Généralement, les 
cœurs ferromagnétiques d’inductances respectent des similitudes géométriques (Forest et al., 2009). En 
d’autres termes, tous les ratios géométriques se conservent lorsque les dimensions géométriques changent. 
Par exemple pour l’inductance étudiée ici, tous les paramètres géométriques seront fonction de son 
diamètre extérieur (Tableau V.7). 
 
Figure V.13 : Exemples de géométrie de coeur ferromagnétique d'inductance 
Tableau V.7 : Lois d'échelle pour le coeur ferromagnétique de l'inductance 
Paramètres Lois d’échelle 
Longueur ܮכ ൌ ࡰכ 
Surface ܵכ ൌ ࡰכ૛ 
Volume ou masse ܸכ ൌ ࡰכ૜ 
avec la notation proposée par M. Jufer (Jufer, 1996), où ݔכ ൌ ݔȀݔ௥௘௙ représente le ratio entre la valeur 
étudiée et la valeur de référence. 
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V.2.3.2 Modèle thermique d’une inductance 
Le modèle thermique construit ici doit permettre l’estimation de la résistance thermique 
équivalente d’une inductance à cœur ferromagnétique cylindrique. La Figure V.14 introduit la 
représentation simplifiée de l’inductance, pour l’étude menée ici les hypothèses suivantes sont 
considérées : 
· Un modèle axisymétrique bidimensionnel est construit pour représenter l’inductance ; 
· Le cœur ferromagnétique respecte une similitude géométrique avec le diamètre de 
l’inductance ; 
· Le bobinage est composé de fils de cuivre et de résine isolante. De la même façon que 
pour le moteur électrique étudié au chapitre 4, le bobinage est modélisé par un matériau 
équivalent dont les propriétés sont calculées à partir des relations données par la référence 
suivante (Laïd et al., 2011) ; 
· Les trois modes de transferts de chaleur sont considérés : conduction, convection et 
rayonnement. 
· L’inductance est fixée sur une carte électronique par ses terminaux et la chaleur dissipée 
via ces derniers est négligée. 
 
Figure V.14 : Description géométrique et conditions aux limites considérées pour le modèle thermique de l’inductance 
La première partie de ce chapitre a fait état de deux types de pertes concernant l’inductance : les 
pertes Joules générées dans le bobinage et les pertes fer générées dans le cœur ferromagnétique. 
Nous réaliserons les simulations éléments finis où les niveaux de pertes Joule et fer sont équivalents pour 
la génération du méta-modèle. Le problème traité ici dépend de onze variables physiques : 
Axe de symétrie
Fer
Résine
Fils de cuivre
Plastique
Rayonnement 
vers l’ambiant
Convection 
naturelle
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 ܴ௧௛ǡூ ൌ ݂൫ߩǡ ܥ௣ǡ ߤǡ ߣǡ ݃ߚ߂ߠǡ ܦூ ǡ ߣ௕௢௕ ǡ ߣ௙௘௥ǡ ߣ௣ǡ ߝߪߠ௔௠௕ଷ ൯ (V.15) 
avec ܴ௧௛ǡூ la résistance équivalente de l’inductance entre le point chaud du bobinage et la température 
ambiante ߠ௔௠௕, ߩ la masse volumique de l’air, ܥ௣ la capacité calorifique de l’air, ߤ la viscosité dynamique 
de l’air, ߣ la conductivité thermique de l’air, ݃ߚȟߠ le terme moteur de la convection naturelle, ܦூ le 
diamètre de l’inductance, ߣ௕௢௕ la conductivité thermique du bobinage, ߣ௙௘௥ la conductivité thermique du 
fer, ߣ௣ la conductivité thermique du plastique de l’entrefer et ߝߪߠ௔௠௕ଷ  le regroupement de variables 
physiques caractérisant le flux radiatif. L’application du théorème de Vaschy-Buckingham permet de 
réécrire la relation (V.15) sous la forme adimensionnelle suivante : 
 ߨூ ൌ ܨ൫ܩݎ஽಺כ ǡ ߨଶǡ ߨଷǡ ߨସǡ ߨହǡ ௙ܵ൯ (V.16) 
avec ߨூ ൌ ߣ௕௢௕ܦூܴ௧௛ǡூ; ܩݎ஽಺כ ൌ ఘమ௚ఉఝ஽಺రఓమఒ  le nombre de Grashof exprimé à partir du flux de chaleur 
dissipé ;ߨଶ ൌ ఓ஼೛ఒ್೚್; ߨଷ ൌ ఒఒ್೚್ le ratio entre la conductivité thermique de l’air et celle du bobinage ;ߨସ ൌఒ೑೐ೝఒ್೚್ le ratio entre la conductivité thermique du fer et celle du bobinage ; ߨହ ൌ ఒ೛ఒ್೚್ le ratio entre la 
conductivité thermique du plastique et celle du bobinage; ௙ܵ ൌ ఌఙఏೌ೘್య ஽಺ఒ್೚್  le nombre de Stefan représentant 
la contribution de la conduction par rapport au flux radiatif. L’analyse dimensionnelle conduite ici est 
détaillée en annexe A. Les propriétés de l’air sont considérées constantes et sont évaluées à la température 
moyenne de fonctionnement de l’inductance : ఏೌ೘್ାఏ೘ೌೣǡ್೚್ଶ . Le nombre de Prandtl peut être construit à 
partir du rapport ߨଶȀߨଷ et sera considérant constant. Mais aussi, les conductivités thermiques du fer et du 
plastique sont constantes, ce qui implique que les variations des nombres adimensionnels ߨସ et ߨହ sont 
équivalentes et qu’un seul de ces nombres est suffisant pour capter les phénomènes mis en jeu. A partir de 
ces considérations, l’équation (V.16) peut s’exprimer à partir de trois nombres adimensionnels : 
 ߨ௖ ൌ ܨ൫ܩݎ஽೎כ ǡ ߨସǡ ௙ܵ൯ (V.17) 
Un plan d’expériences de 64 points est généré à l’aide de la méthode décrite au chapitre 2 et les 
intervalles de variation sont définis par le Tableau V.8. Les simulations éléments finis sont réalisées sur 
COMSOL Multiphysics et le modèle éléments finis est détaillé en annexe B (Figure V.15). 
Tableau V.8 : Intervalles de variation de paramètres pour le modèle thermique de l’inductance 
Variables Unités Intervalles ܦூ ݉ ͲǤͲʹ െ ͲǤͲ͸߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߣ௕௢௕ ܹȀ݉Ȁܭ ͲǤ͵ െ ͳ ߠ௔௠௕ ܭ ͵ͲͲ െ ͵ͷͲ ܩݎ஽಺כ  - ͵ ή ͳͲସ െ ͵ ή ͳͲ଻ߨସ - ͹͸Ǥʹ െ ʹͷͶ ௙ܵ - ʹǤͶͷ ή ͳͲെʹ െ ͵Ǥͺͻ ή ͳͲିଵ
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Figure V.15 : Exemple de résultats de simulations pour l’inductance en convection naturelle : champ de température en 
°K pour ࡳ࢘ࡰࡵכ ൌ ૚Ǥ ૢ૞ ή ૚૙૟, ࣊૝ ൌ ૚ૢǤ ૟ૡ, ࡿࢌ ൌ ૚Ǥ ૠ૛૝ ή ૚૙ି૚ 
La méthode VPLM est alors utilisée pour générer les différents modèles et l’évolution des erreurs 
relatives commises par ces modèles est représentée sur la Figure V.16. Le modèle VPLM à puissances 
constantes représente le meilleur compromis entre précision et complexité de l’expression mathématique 
avec 5% d’erreur relative maximale. La validation du modèle VPLM sélectionné est réalisée sur des 
données issues d’un autre plan d’expériences et sa capacité de prédiction est comparée avec des modèles 
polynomial et RBF (annexe C). Les résultats montrent que le modèle VPLM est le plus robuste avec un 
niveau d’erreur maximale de 4% contre 261% et 224% pour les modèles polynomial et RBF. 
 
Figure V.16 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle thermique de 
l’inductance 
 ߨூ ൌ ͳͳǤ͹ͳͷܩݎ஽಺כషబǤభయబߨଷି ଴Ǥ଺ଶ଼ ௙ܵି ଴Ǥଷସଶ (V.18) 
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V.2.3.3 Modèle magnétique d’une inductance 
Le modèle magnétique de l’inductance construit ici doit permettre l’évaluation de la reluctance ܴ௅ 
du circuit magnétique. Comme énoncé dans le paragraphe V.1.3.2, le champ magnétique dans l’entrefer et 
dans les zones voisines est difficilement modélisable par des lois analytiques simples. L’utilisation d’un 
modèle éléments finis va permettre de construire un méta-modèle à l’ aide de la méthode VPLM qui 
tiendra compte de la répartition du champ magnétique dans le circuit magnétique (cœur ferromagnétique 
et entrefer) mais aussi à l’extérieur du circuit magnétique. La reluctance ܴ௅ est liée à l’inductance ܮ par la 
relation (V.19) qui fait intervenir le nombre de spires ݊ du bobinage. 
 ܮ ൌ ݊;Ȁܴ௅ (V.19) 
Le modèle éléments finis construit sur COMSOL Multiphysics va permettre le calcul de l’énergie 
magnétique ࢿ௠ stockée dans l’inductance et qui permettra d’obtenir la valeur de la reluctance magnétique 
de l’inductance via la relation (V.20). 
 ࢿ௠ ൌ ͳʹ ܮ݅ଶ ൌ ͳʹ ݊ଶ݅ଶܴ௅ ൌ ͳʹ ሺܬ݇௕௢௕ܣ௕௢௕ሻଶܴ௅  (V.20) 
avec : ܬ la densité de courant dans le fil, ݇௕௢௕ le coefficient de bobinage et ܣ௕௢௕ la section du bobinage. Le 
modèle bidimensionnel axisymétrique construit est représenté par la Figure V.17. 
 
Figure V.17 : Description géométrique et conditions aux limites de la modélisation réalisée pour le modèle magnétique de 
l'inductance 
Pour cette étude, l’entrefer est considéré variable et ne suit pas une loi de similitude avec le 
diamètre afin de prendre en compte son influence sur la reluctance du circuit magnétique. Les effets liés à 
la saturation magnétique dans le fer n’ont pas été pris en compte. 
Le problème étudié dépend de six variables physiques : 
 ܴ௅ ൌ ݂൫ߤ଴ǡ ߤ௙௘௥ ǡ ߤ௔௜௥ǡ ܦூ ǡ ݁൯ (V.21) 
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avec ܴ௅, la reluctance du circuit magnétique ; ߤ଴ ൌ ͶߨͳͲି଻ܪȀ݉, la perméabilité du vide ; ߤ௙௘௥ ൌ ͳͲସ, la 
perméabilité relative du fer ; ߤ௔௜௥̱ͳ, la perméabilité relative de l’air ; ܦூ, le diamètre de l’inductance et ݁ 
l’entrefer. Le théorème de Vaschy-Buckingham permet de réécrire la relation (V.21) sous la forme 
adimensionnelle suivante : 
 ߨோ ൌ ܨ൫ߨଵǡ ߤ௙௘௥ǡ ߤ௔௜௥൯ (V.22) 
avec ߨோ ൌ ߤ଴ܴ௅ܦூ et ߨଵ ൌ ௘஽಺. L’analyse dimensionnelle conduite ici est détaillée en annexe A. Les 
perméabilités relatives du fer et de l’air sont des variables sans unités, et de plus sont constantes. De ce 
fait, la relation (V.22) s’exprime seulement à partir de deux nombres adimensionnels. Un plan 
d’expériences de 25 points est construit à l’aide de la méthode introduite au chapitre 2 de cette thèse et le 
Tableau V.9 introduit les domaines de variation considérés pour chaque variable. 
Tableau V.9 : Intervalle de variation des paramètres pour le modèle magnétique de l’inductance 
Variables Unités Intervalles ܦூ ݉݉ ʹͲ െ ͸Ͳ݁ ݉݉ ͲǤͳ െ ͷ ߨଵ - ͳͲെ͵ െ ͳͲିଵ
Les simulations éléments finis sont réalisées sur COMSOL Multiphysics et la Figure V.19 
présente des résultats obtenus pour deux valeurs différentes d’entrefer. On peut voir l’effet de l’entrefer 
sur la forme des lignes de champ magnétique dans l’entrefer et dans les zones proches de l’entrefer. 
La méthode VPLM est alors utilisée pour générer les différents modèles et l’évolution des erreurs 
relatives commises par ces modèles est représentée sur la Figure V.18. Le modèle VPLM utilisant deux 
termes d’ordre supérieur est sélectionné. La validation du modèle VPLM sélectionné est réalisée sur des 
données issues d’un autre plan d’expériences et sa capacité de prédiction est comparée avec des modèles 
polynomiaux et RBF (annexe C). Les résultats montrent que les modèles VPLM et RBF sont les plus 
robustes avec 10% d’erreurs maximales relatives contre 210% pour le modèle polynomial hors du 
domaine de construction. 
 ߨோ ൌ ͵Ǥͺ͸ߨଵ଴Ǥଷସସି଴Ǥଶଶ଺ ௟௢௚ሺగభሻି଴Ǥ଴ଷହହ ௟௢௚ሺగభሻమ (V.23) 
 
Figure V.18 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle magnétique de 
l’inductance 
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Eq. (V.23) 
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Lignes du champ magnétique en ܶ pour ߨଵ ൌ ͳǤ͸͸ ή ͳͲିଷ 
 
 
Lignes du champ magnétique en ܶ pour ߨଵ ൌ ͳǤͲͻ ή ͳͲିଶ 
Figure V.19 : Exemples de simulation éléments finis pour le modèle magnétique de l'inductance (1/4 représenté et zoomé) 
V.2.4 Modélisation d’un dissipateur thermique à air forcé 
V.2.4.1 Description et hypothèses de modélisation 
Dans les sections précédentes différents modèles thermiques de composants électroniques ont été 
construits pour un refroidissement par convection naturelle. Pour l’inductance et le condensateur les 
niveaux de pertes générés ne sont pas très élevés et une configuration de convection naturelle peut suffire 
à les dissiper. En revanche, les modules IGBT génèrent des pertes plus importantes et un refroidissement 
passif de type convection naturelle n’est généralement pas suffisant pour les dissiper. Parmi les solutions 
de refroidissement présentées au paragraphe V.1.3.4, une solution de refroidissement actif via un 
dissipateur thermique à air forcé a été choisie (Figure V.20). Pour sélectionner un dissipateur thermique de 
ce type, deux paramètres physiques sont importants : la perte de charges du dissipateur ȟܲ et la résistance 
thermique ܴ௧௛ǡௗ. L’objectif de cette étude est la construction d’un modèle thermique permettant 
l’estimation de la résistance thermique équivalente ܴ௧௛ǡௗ de ce dissipateur en fonction de sa géométrie et 
de la perte de charges. La résistance thermique équivalente sera calculée entre le point chaud situé sur la 
source de chaleur (Figure V.21) et la température ߠ௔௠௕ imposée à l’entrée du dissipateur thermique. 
Chapitre V – Contribution à la modélisation thermique des convertisseurs de puissances électriques 
Page 191 
 
Figure V.20 : Exemple de dissipateur thermique à air forcé par trois ventilateurs 
Dans ces travaux, nous avons considéré qu’un seul ventilateur est utilisé pour générer 
l’écoulement d’air dans le dissipateur. Les conditions aux limites choisies pour l’étude permettront, par 
assemblage, de modéliser un dissipateur utilisant un nombre plus important de ventilateurs. La Figure 
V.21 présente la géométrie du dissipateur thermique étudié ainsi que l’emplacement de la source de 
chaleur considérée. Le modèle éléments finis utilisé pour générer les données nécessaires à la construction 
du modèle thermique du dissipateur tient compte des hypothèses suivantes : 
· Le ventilateur n’est pas modélisé, l’écoulement d’air dans le dissipateur étant généré par 
un écart de pression ȟܲ entre l’amont et l’aval du dissipateur. Cet écoulement est supposé 
turbulent et une loi de paroi est utilisée pour modéliser les échanges ayant lieu proche des 
parois. 
· La température ambiante ߠ௔௠௕ ൌ ʹͷιܥ est imposée à l’entrée et le dissipateur n’échange 
pas avec l’extérieur par ses surfaces externes. Seul l’écoulement d’air permet d’évacuer la 
chaleur générée. 
· La source de chaleur est modélisée par une surface carrée ( ௣ܹଶ) dont les dimensions 
géométriques sont variables. Un flux de chaleur ߮ ൌ ʹ ή ͳͲହܹȀ݉ଶ est dissipé vers le 
dissipateur. 
· L’épaisseur de la base du dissipateur ௗܹ suit une loi de similitude avec la largeur du 
dissipateur ܪௗ : ௗܹ ൌ ܪௗȀͳͲ. 
Le problème étudié ici dépend de onze variables physiques décrites dans l’équation suivante : 
 ܴ௧௛ǡௗ ൌ ݂൫߂ܲǡ ߤǡ ߩǡ ߣǡ ܥ௣ǡ ܪௗ ǡ ܮௗ ǡ ௣ܹǡ ݁௔ ǡ ௔ܹ ǡ ߣ௔௟௨൯ (V.24) 
avec : ܴ௧௛ǡௗ la résistance équivalente du dissipateur thermique, ȟܲ la différence de pression imposée, ߤ la 
viscosité dynamique de l’air, ߩ la masse volumique de l’air, ߣ la conductivité thermique de l’air, ܥ௣ la 
capacité calorifique de l’air, ߣ௔௟௨ la conductivité thermique du dissipateur, ܪௗ ǡ ܮௗ ǡ ݁௔ ǡ ௔ܹ les dimensions 
géométriques du dissipateur thermique décrit en Figure V.21 et ௣ܹ la longueur de la source de chaleur. 
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Figure V.21 : Description géométrique du dissipateur thermique étudié 
V.2.4.2 Construction du modèle thermique du dissipateur 
Le théorème de Vaschy-Buckingham permet de réécrire l’équation (V.24) sous la forme 
adimensionnelle suivante : 
 ߨௗ ൌ ܨሺܤ݁ǡ ܲݎǡ ߨଷǡ ߨସǡ ߨହǡ ߨ଺ǡ ߨ଻ሻ (V.25) 
avec : ߨௗ ൌ ߣܮௗܴ௧௛ǡௗ ; ܤ݁ ൌ ୼௉ఘ௅೏మఓమ , le nombre de Bejan ; ܲݎ ൌ ఓ஼೛ఒ , le nombre de Prandtl ; ߨଷ ൌ ு೏௅೏ , ߨସ ൌ ௘ೌ௅೏, ߨହ ൌ ௐ೛௅೏ , ߨ଺ ൌ ௐೌ௅೏  des ratios géométriques ; ߨ଻ ൌ ఒೌ೗ೠఒ  le ratio entre les conductivités thermiques 
mises en jeu. L’analyse dimensionnelle conduite ici est détaillée en annexe A. Les propriétés de l’air sont 
considérées constantes et sont évaluées à la température moyenne ߠ௠௢௬ calculée à partir de la température 
maximale admissible pour le module IGBT, ߠ௠௔௫ǡூீ஻் ൌ ͳʹͷιܥ et de la température ambiante, ߠ௔௠௕: ߠ௠௢௬ ൌ ఏ೘ೌೣǡ಺ಸಳ೅ାఏೌ೘್ଶ . De plus, pour réduire le nombre de paramètres de l’étude, une simplification 
géométrique est faite : l’espace entre ailettes du dissipateur ݁௔ est égal à l’épaisseur d’ailette ௔ܹ. Par 
conséquent, le nombre de Prandtl et le nombre adimensionnel ߨ଻ sont constants et les nombres 
adimensionnels ߨସ et ߨ଺ sont égaux. A partir de ces considérations, la relation (V.25) peut être reformulée 
à l’aide de cinq nombres adimensionnels : 
 ߨௗ ൌ ܨሺܤ݁ǡ ߨଷǡ ߨସǡ ߨହሻ (V.26) 
Un plan d’expériences de 81 configurations (Tableau V.10) est généré à l’aide de la méthode 
introduite au chapitre 2 de cette thèse. Les simulations éléments finis sont réalisées sur COMSOL 
Multiphysics (Figure V.22) dont le modèle est détaillé en annexe. 
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Tableau V.10 : Intervalles de variation des paramètres pour le modèle du dissipateur thermique 
Variables Unités Intervalles ܪௗ ݉݉ ͶͲ െ ͳͲͲܮௗ ݉݉ ͳͲͲ െ ʹͲͲ ௣ܹ ݉݉ ʹͲ െ ͷͲ ݁௔ ݉݉ ͳ െ ͷ ȟܲ ܲܽ ͳͲ െ ͳͲͲ ܤ݁ - ʹ ή ͳͲ଼ െ ͺǤͷ ή ͳͲଽߨ͵ - ͲǤʹ െ ͳߨସ - ͷ ή ͳͲିଷ െ ͷ ή ͳͲିଶ ߨହ - ͲǤͳ െ ͲǤͷ
 
 
Figure V.22 : Exemple de simulation éléments finis du dissipateur thermique à air forcé : champ de température en °K 
pour ࡮ࢋ ൌ ૡ ή ૚૙ૢ, ࣊૜ ൌ ૙Ǥ ૜ૢ, ࣊૝ ൌ ૞ ή ૚૙ି૜, ࣊૞ ൌ ૙Ǥ ૚ 
La méthode VPLM est alors utilisée pour générer les différents modèles et l’évolution des erreurs 
relatives commises par ces modèles est représentée sur la Figure V.23. Le modèle VPLM utilisant cinq 
termes d’ordre supérieur représente le meilleur compromis entre précision et complexité (équation 
(V.27)). La validation du modèle VPLM sélectionné est réalisée sur des données issues d’un autre plan 
d’expériences et sa capacité de prédiction est comparée avec des modèles polynomial et RBF (annexe 5). 
Les résultats montrent que le modèle VPLM est le plus robuste avec 19% d’erreur maximale relative 
contre 110% et 71% pour les modèles polynomial et RBF. 
 ߨ଴ ൌ ͶǤͶͺͳ ή ͳͲିସܤ݁ି଴Ǥ଴ଶଷଽߨସ଴Ǥହଵ଺ା଴Ǥଵ଺ସ ௟௢௚ሺగరሻߨହି ଴Ǥ଻ଽଽ ൈ ߨଷି ଵǤ଻଻ଵା଴Ǥଵସଶ ௟௢௚ሺ஻௘ሻାଵǤଵଶ଼ ௟௢௚ሺగయሻି଴Ǥଷ଴଴ ௟௢௚ሺగఱሻ ୪୭୥ሺగయሻି଴Ǥଷ଺ଵ ୪୭୥ሺగఱሻ (V.27) 
 
Sens de l’écoulement 
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Figure V.23 : Evolution des erreurs relatives commises par les modèles VPLM construits pour le modèle du dissipateur 
thermique 
V.3 Dimensionnement préliminaire d’un convertisseur de puissance 
V.3.1 Description du problème 
Dans cette dernière partie de ce chapitre, les modèles générés précédemment vont être utilisés 
pour réaliser le dimensionnement préliminaire du convertisseur de puissance présenté en introduction de 
ce chapitre. Le dimensionnement sera réalisé pour deux technologies de puce IGBT afin de mettre en 
avant l’influence d’un choix technologique sur le dimensionnement d’un convertisseur. La première puce 
IGBT est celle présentée dans ce chapitre fournit par la société IXYS (IXYS, 2017). La seconde puce est 
développée par THALES et utilise des matériaux différents (SiC) qui permettent de réduire les pertes par 
commutations et d’accepter des températures de fonctionnement plus élevées (THALES, 2017). L’objectif 
principal de ce dimensionnement est la minimisation de la masse totale du convertisseur. Les 
spécifications du cahier des charges et les contraintes à respecter sont les suivantes : 
· Tension aux bornes du bus DC : ܧ ൌ ʹͷͲܸ; 
· Ondulation de tension maximale admissible : 2% soit ȟܸ ൌ ͷܸ; 
· Courant électrique aux bornes de la supercapacité : ܫ௦௖ ൌ ͳͺͺܣ; 
· Tension aux bornes de la supercapacité : ௦ܷ௖ ൌ ͳͶͲܸ; 
· Température maximale admissible par l’inductance : ߠ௠௔௫ǡ௕௢௕ ൌ ͳʹͷιܥ; 
· Température maximale admissible par le condensateur : ߠ௠௔௫ǡ௖௢௡ௗ ൌ ͳͲͲιܥ ; 
· Température maximale admissible pour les modules IGBT et les diodes : ߠ௠௔௫ǡூீ஻் ൌͳʹͷιܥ et ߠ௠௔௫ǡூீ஻் ൌ ͳͷͲιܥ pour la deuxième technologie. 
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· L’inductance doit être « bobinable » : Le bobinage doit pouvoir être contenu dans 
l’espace alloué par le cœur ferromagnétique de l’inductance (Figure V.13 à gauche) ; 
· Le champ magnétique ܤ dans le cœur ferromagnétique de l’inductance ne doit pas 
dépasser la valeur maximale : ܤ௠௔௫ ൌ ͲǤͶܶ. Cette contrainte permet d’éviter de se 
retrouver dans une configuration de saturation magnétique ; 
· La différence de pression imposée entre l’entrée et la sortie du dissipateur : ȟܲ ൌ ͳͲͲܲܽ.  
· La longueur du dissipateur est imposée par les dimensions géométriques des composants 
dimensionnés. 
Les variables manipulées lors de la procédure de dimensionnement sont la fréquence de de 
découpage ௖݂, l’amplitude de l’ondulation de courant ȟܫ௅, la densité de courant dans la bobine de 
l’inductance ܬ௅, le ratio entrefer sur diamètre de l’inductance ݁Ȁܦூ, le ratio diamètre sur longueur du 
condensateur ܦ௖Ȁܮ௖et la largeur du dissipateur ܪௗ. Généralement, la fréquence de commutation ௖݂ et 
l’amplitude des ondulations de courant ȟܫ௅ sont imposées par le cahier des charges car elles agissent 
directement sur les pertes et influencent le comportement thermique mal connu du convertisseur. Les 
modèles thermiques générés dans ces travaux permettent d’évaluer les températures maximales 
admissibles des composants en fonction des géométriques et donc de considérer ces paramètres comme 
variables d’optimisation.  La Figure V.24 présente les différents modèles de composants mis en jeu pour 
réaliser le dimensionnement du convertisseur de puissance. 
Tableau V.11 : Variables de la procédure de dimensionnement du convertisseur de puissance 
Composants Variables Unités Intervalles 
Convertisseur 
௖݂ ሾ݇ܪݖሿ ʹ െ ͶͲ ȟܫ௅ ሾܣሿ ͻǤͶ െ ͸ͷǤͺ ሺͷΨ െ ͵ͷΨ de ܫ௅ሻ 
Inductance 
ܬ௅ ሾܣȀ݉݉ଶሿ ͳ െ ʹͲ ݁Ȁܦூ െ ͳͲିଷ െ ͳͲିଵ 
Condensateur ܦ௖Ȁܮ௖ െ ͲǤ͵ െ ͲǤͺ 
Dissipateur ܪௗ ݉݉ ͶͲ െ ͳʹͲ 
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Figure V.24: N² diagram de la procédure de dimensionnement du convertisseur de puissance 
V.3.2 Résultats du dimensionnement 
Le Tableau IV.18 présente les résultats du dimensionnement du convertisseur où les 
caractéristiques principales estimées de chaque composant sont présentées. 
Tout d’abord, les résultats obtenus montrent que le choix d’une technologie de composant 
influence largement le dimensionnement du convertisseur. En effet, l’utilisation d’une technologie plus 
évoluée de transistor a permis de réduire la masse totale du convertisseur de 35%. On peut voir aussi que 
la réduction des pertes par commutation permise par l’utilisation de MOSFET SiC, permet de réduire la 
taille du dissipateur thermique et dans le même temps d’augmenter la fréquence de commutation du 
convertisseur. Les contraintes actives sont les températures des points chauds de l’inductance ߠ௕௢௕ et du 
condensateur ߠ௛௢௧, ainsi que la température de jonction de l’IGBT. Ceci met en avant l’importance de 
l’évaluation des échanges thermiques dans le dimensionnement d’un convertisseur.  
L’évaluation de la répartition des masses du convertisseur montre que l’inductance et le 
condensateur représentent à eux seuls plus de 70% de la masse totale dans les deux dimensionnements. En 
effet, pour satisfaire les spécifications du cahier de charges tout en respectant les contraintes imposées, 
l’inductance et le condensateur sélectionnés doivent pouvoir dissiper les pertes générées et respecter les 
températures maximales admissibles. Nous rappelons que les pertes générées par ces composants sont 
fonction du courant électrique et de leurs caractéristiques qui dépendent de l’ondulation de courant et de la 
fréquence de commutation. Pour pouvoir dissiper ces pertes, la seule solution possible est d’augmenter la 
surface d’échange en augmentant les dimensions géométriques, ce qui a pour conséquence d’augmenter 
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considérablement la masse. Ceci met en évidence un couplage fort entre le comportement thermique des 
composants et leurs fonctions de filtrage dans une telle application. Pour diminuer la masse de ces 
composants et par conséquent la masse totale du convertisseur, trois solutions peuvent être envisageables : 
1. Augmenter le nombre d’inductances et de condensateurs : les contraintes thermiques sur 
chaque composant peuvent être réduire en plaçant en série plusieurs inductances et en 
parallèle plusieurs condensateurs. De ce fait, on peut espérer obtenir une masse plus faible 
pour une même fonction de filtrage en courant et en tension. Néanmoins, cette solution peut 
avoir un impact sur le rendement global du convertisseur. 
2. Changer la conception du convertisseur : l’inductance et le condensateur sont refroidis 
seulement par convection naturelle dans le cas étudié ici. Une conception différente du 
convertisseur pourrait permettre d’utiliser le dissipateur thermique, déjà présent pour dissiper 
les pertes des modules IGBT, pour dissiper les pertes générées par l’inductance et le 
condensateur. De ce fait, on diminuerait drastiquement leurs résistances thermiques et par 
conséquent leurs caractéristiques géométriques (tailles, masses). 
3. Changer de technologie de composants : dans cette étude nous avons considéré une 
inductance avec un cœur ferromagnétique cylindrique ce qui a pour conséquence d’augmenter 
la masse de l’inductance comparé à des inductances à cœur ferromagnétique en « E ». En 
effet, nous avons montré l’apport en termes de masse et niveaux de pertes générées que peut 
représenter une technologie de composant plus adaptée au cahier des charges. Il en est de 
même concernant le condensateur, ici une technologie de condensateur à film a été étudié. Il 
existe d’autres technologies de condensateur dont les performances peuvent être plus adaptées 
au cahier des charges considéré. 
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Tableau V.12 : Résultats du dimensionnement du convertisseur de puissance 
Composants Variables Unités 
Avec module 
IGBT 
(IXYS) 
Avec module 
MOSFET SiC 
(THALES) 
Convertisseur 
Fréquence de commutation ௖݂ ሾ݇ܪݖሿ ͳͻ ͵ͷ 
Ondulation de courant ȟܫ௅ ሾܣሿ ͷͺǤ͵ ሺ͵ͳΨ de ܫ௅ሻ ʹͻ ሺͳͷΨ de ܫ௅) 
Masse totale ܯ௧௢௧ ሾ݇݃ሿ ͳͲǤͷ ͹Ǥͳ 
Puissance massique ௠ܲ ሾܹ݇ ݇݃Τ ሿ ʹǤͷ ͵Ǥ͹ 
Inductance 
Densité de courant ܬ௅ ሾܣȀ݉݉ଶሿ ͳʹǤͳ ͳ͵Ǥͻ 
Entrefer ݁ ሾ݉݉ሿ ͳͲǤͷ ͹Ǥͷ 
Diamètre ܦூ ሾ݉݉ሿ ͳͲͺǤͶ ͳͲͲǤʹ 
Inductance ܮ ሾߤܪሿ ͷͶǤͶ ͸ͲǤͷ 
Masse ܯூ ሾ݇݃ሿ ͷǤ͸ ሺͷ͵Ψ݀݁ܯ௧௢௧ሻ ͶǤͶ ሺ͸ʹΨ݀݁ܯ௧௢௧ሻ 
Température point chaud ߠ௕௢௕ ሾιܥሿ ͳʹͷ ͳʹͷ 
Condensateur 
Capacité ܥ ሾߤܨሿ ͳͷ͹ʹ ͳ͵ʹͳ 
Diamètre ܦ௖ ሾ݉݉ሿ ͳͲͷ ͳͳͺ 
Longueur ܮ௖ ሾ݉݉ሿ ʹʹͳ ͳͶ͹ 
Masse ܯ௖ ሾ݇݃ሿ ʹǤ͵͸ ሺʹʹΨ݀݁ܯ௧௢௧ሻ ʹ ሺʹͺΨ݀݁ܯ௧௢௧ሻ 
Température point chaud ߠ௛௢௧ ሾιܥሿ ͳͲͲ ͳͲͲ 
Dissipateur 
Largeur ܪௗ ሾ݉݉ሿ ͸ͻ ͶͲ 
Longueur ܮௗ ሾ݉݉ሿ ʹ͸͹ ʹͳͺ 
Masse ܯௗ ሾ݇݃ሿ ʹǤ͸ ሺʹͷΨ݀݁ܯ௧௢௧ሻ ͲǤ͹ ሺͳͲΨ݀݁ܯ௧௢௧ሻ 
IGBT Température de jonction ߠ௠௔௫ǡூீ஻் ሾιܥሿ ͳʹͷ ͳʹͻ 
Diode Température de jonction ߠ௠௔௫ǡௗ௜௢ௗ௘ ሾιܥሿ ͳͳͶ ͳͷͲ 
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V.4 Conclusion 
Dans ce chapitre, nous avons utilisé la méthode de génération de méta-modèles développée dans 
cette thèse pour générer différents modèles de composants électroniques présents dans les convertisseurs 
de puissance. Ensuite, ces modèles ont été utilisés pour réaliser le dimensionnement d’un convertisseur de 
puissance électrique pour gérer la charge d’une supercapacité. Tout d’abord, l’architecture et les besoins 
en modèles des composants principaux d’un convertisseur de puissance ont été présentés. Un état de l’art 
lié à ces besoins en modèle a été présenté afin de mettre en avant les différentes approches envisageables 
pour déterminer les caractéristiques principales des composants d’un convertisseur. Ensuite, la méthode 
VPLM introduite dans le premier chapitre de cette thèse a été utilisée pour générer des modèles de 
composants permettant l’estimation de caractéristiques thermiques et magnétiques. Tous ces modèles 
possèdent la particularité d’estimer la caractéristique d’un composant à partir d’une seule relation 
mathématique alors que les approches généralement utilisées requièrent plusieurs modèles pour estimer 
cette même caractéristique. 
Dans la dernière partie de ce chapitre, le dimensionnement du convertisseur a permis de montrer 
l’utilité des modèles de composants générés quant au dimensionnement de systèmes électriques. En effet, 
ces modèles ont permis de lier les caractéristiques des composants d’un convertisseur aux spécifications 
du cahier des charges. Généralement, la fréquence de commutation ௖݂ et l’amplitude des ondulations de 
courant ȟܫ௅ sont imposées par le cahier des charges car elles agissent directement sur les pertes et 
influencent le comportement thermique mal connu du convertisseur. L’utilisation des modèles thermiques 
générés a permis de considérer ces paramètres comme des variables à optimiser.  
De plus, les résultats du dimensionnement du convertisseur ont mis en avant l’influence du choix 
d’une technologie de composant sur ces résultats. En effet, l’utilisation d’une technologie plus évoluée de 
transistor a permis de réduire la masse totale du convertisseur de 35%. On pourrait envisager le même 
type d’étude avec l’inductance et le condensateur qui représentent plus de 60% de la masse totale du 
convertisseur. En effet, l’utilisation de technologie plus évoluée de composants fait partie des solutions 
possibles pour réduire la masse totale du convertisseur. De plus, l’évaluation d’une autre typologie de 
composants est assez simple à réaliser. Il suffit simplement de construire un nouveau modèle du 
composant considéré à l’aide de la méthode VPLM, et d’ensuite remplacer le modèle précédemment établi 
dans la procédure de dimensionnement par le nouveau modèle de composant. Le type de modèles généré 
par la méthode VPLM permet une réutilisation simple des modèles en conception préliminaire. D’autres 
solutions sont envisageables pour réduire la masse d’un composant. L’augmentation de nombres 
d’inductances ou de condensateurs utilisés dans le convertisseur en fait partie. Cette solution permettrait 
de réduire les différentes contraintes thermiques sur chaque composant et par conséquent de diminuer la 
masse totale. L’évaluation de cette solution ne nécessiterait pas de modèles supplémentaires, il suffirait 
d’implémenter un nouveau paramètre dans la procédure de dimensionnement qui représenterait le nombre 
de composants à utiliser. Une dernière solution serait d’utiliser le dissipateur thermique, déjà présent dans 
le convertisseur pour dissiper les pertes des modules IGBT, pour dissiper les pertes des autres composants 
sensibles aux échauffements thermiques. Cette solution impose de changer le placement des composants 
et donc la conception du convertisseur. 
Enfin, les modèles thermiques du condensateur et de l’inductance générés par la méthode VPLM 
ont mis en avant la possibilité de modéliser plusieurs modes de transferts de chaleur par une même 
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relation mathématique. Néanmoins, le cas du condensateur met en avant que la modélisation de trois 
modes de transferts de chaleur (conduction, convection et rayonnement) par un modèle VPLM ne permet 
pas d’atteindre un niveau de précision semblable aux autres cas étudiés dans cette thèse (20% d’erreur 
relative maximale pour ce modèle). L’évaluation des propriétés physiques de l’air à une température 
moyenne peut être une première source d’erreur car le phénomène de convection en est fortement 
dépendant. Mais aussi, les forts gradients thermiques mis en jeu par conduction pour certaines 
configurations de condensateurs peuvent être une seconde source d’écart avec la simulation numérique. 
Par comparaison avec l’inductance où les gradients thermiques par conduction mis en jeu sont faibles et le 
modèle VPLM donne de très bons résultats. Pour le condensateur, une solution serait de modéliser 
séparément les transferts par conduction dans le condensateur et les transferts convecto-radiatif vers 
l’ambiant. 
Pour finir, l’étude menée ici a montré que la modélisation multi-physiques des composants d’un 
convertisseur de puissance semblerait être un domaine d’utilisation intéressant pour la méthode VPLM. 
En effet, on pourrait envisager d’appliquer les méthodes proposées dans cette thèse pour générer des 
modèles d’estimation des pertes Joules et fer des différents composants pour des fréquences de 
commutation plus élevées où de nouveaux phénomènes apparaissent : effet de peau, effet de proximité, 
saturation magnétique pour ne citer qu’eux (Etayo, 2017). 
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Le travail présenté dans ce mémoire avait pour objectif principal de fournir une méthodologie de 
modélisation en phase de conception préliminaire adaptée aux problèmes thermiques des systèmes 
embarqués dans le secteur aéronautique. Le chapitre introductif avait montré en effet que le 
développement de l’avion plus électrique, (« More Electrical Aircraft » – MEA) passait par la gestion des 
dissipations thermiques locales des moteurs, actionneurs ou des convertisseurs statiques. 
Pour répondre à cette problématique, le chapitre I de cette thèse a introduit une méthode de 
génération de modèles analytiques utilisables pour la modélisation thermique de systèmes multi-
physiques. Cette méthode appelée VPLM pour « Variable Power Law Meta-model » combine analyse 
dimensionnelle et technique de méta-modélisation pour générer des modèles basés sur des simulations 
éléments ou volumes finis, utilisables en phase de conception préliminaire de systèmes embarqués. 
L’utilisation du formalisme adimensionnel au travers du théorème de Vaschy-Buckingham et de nombres 
adimensionnels caractéristiques des phénomènes physiques mis en jeu a permis la génération de modèles 
analytiques fidèles même lorsque plusieurs phénomènes physiques sont en compétition. Ces nombres 
adimensionnels peuvent être fonction des conditions aux limites du problème considéré, des paramètres 
géométriques du système étudié ou bien des propriétés physiques des matériaux mis en jeu. La méthode 
VPLM utilise une forme mathématique originale basée sur les lois en puissance ce qui permet aux 
modèles générés d’être valables sur de grands domaines de variation (plusieurs décades). Cette méthode se 
démarque des lois en puissance classiques par l’utilisation de puissances variables qui donne des degrés de 
liberté supplémentaires aux modèles. L’application de cette méthodologie sur différents problèmes a mis 
en avant l’apport des puissances variables sur la précision relative des méta-modèles générés. De plus, la 
procédure de construction et de sélection des méta-modèles proposée présente un avantage comparé aux 
techniques de surface de réponse généralement utilisées. Elle permet la sélection des termes d’ordre 
supérieur en fonction de l’apport qu’ils représentent en termes de précision relative du méta-modèle. En 
effet, il n’est généralement pas nécessaire de sélectionner tous les termes d’un ordre supérieur pour 
atteindre une précision relative optimale. 
L’application avec succès de la méthode VPLM sur d’autres domaines physiques que les 
transferts thermiques ont mis en avant le large champ d’application de la méthode. La comparaison des 
résultats obtenus par la méthode VPLM avec d’autres techniques de méta-modélisation telles que les 
surfaces de réponse (« Response Surface Methodology » – RSM ) ou les méta-modèles utilisant les 
fonctions à base radiale (« Radial Basis Function » – RBF) a mis en avant l’apport de cette méthode quant 
à la fidélité du modèle analytique généré mais aussi du point de vue de la simplicité de son expression 
analytique. La méthode VPLM est très bien adaptée pour modéliser des problèmes physiques dont le 
comportement peut être assimilé à des fonctions monotones sur de grandes plages de variations, ce qui 
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correspond à une grande partie des problèmes stationnaires rencontrés en dimensionnement préliminaire 
de systèmes embarqués. En revanche, l’utilisation de la méthode VPLM n’est pas bien adaptée pour 
modéliser avec une grande précision des problèmes de conception à grands nombres de variables pouvant 
être représentés par des fonctions multi-modales, non-monotones à fortes variations. Dans ces cas, 
l’utilisation de modèles RSM, RBF ou Krigeage est plus judicieuse et donnera de meilleurs résultats. La 
méthode VPLM proposée dans cette thèse semble donc être une bonne alternative aux méthodes existantes 
pour générer des méta-modèles à partir de simulations numériques (éléments ou volumes finis) afin de 
représenter un critère de conception ou de sélection d’un composant. Les dimensionnements réalisés 
durant cette thèse ont mis avant l’intérêt de disposer de tels modèles de composants, réutilisables et 
facilement manipulables en phase de conception préliminaire. Ces modèles de par leur large plage de 
validité et leur simplicité de manipulation sont facilement capitalisables et réutilisables. Par association 
dans des procédures de dimensionnement, ils permettent le dimensionnement et l’optimisation 
d’équipements et de systèmes embarqués multi-physiques. Ceci permet donc la capitalisation du savoir 
composant sous la forme de modèles métiers réutilisables. Une thèse financée par Safran Electronics & 
Defense est en cours sur ces aspects de capitalisation et de réutilisation de savoir métier sous la forme de 
modèles analytiques de composants et de systèmes pour la conception préliminaire. Plusieurs 
collaborations ont déjà donné lieu à des publications communes (Sanchez and Delbecq, 2016; Delbecq, 
Budinger, et al., 2017; Delbecq, Tajan, et al., 2017; Sanchez et al., 2017), ce qui témoigne de l’intérêt de 
cette méthode. 
La construction de méta-modèles à partir de simulations éléments ou volumes finis nécessite 
l’utilisation de plans d’expériences pour définir les configurations qui devront être simulées. Bien que le 
formalisme adimensionnel utilisé par la méthode VPLM proposée dans cette thèse a permis de donner un 
sens physique aux modèles générés, l’utilisation de plans d’expériences classiques n’est pas adapté. En 
effet, l’analyse adimensionnelle introduit deux types de variables pour un même problème, des variables 
physiques dimensionnelles (dimensions géométriques, propriétés matériaux, etc.) et des variables 
adimensionnelles (ratios géométriques, nombres adimensionnels caractéristiques, etc.), alors que la 
majorité des solutions logicielles en calcul scientifique manipulent uniquement des variables physiques 
dimensionnelles. De ce fait, la construction de méta-modèles basés sur le formalisme adimensionnel 
nécessite non pas un mais deux plans d’expériences : un pour les variables physiques dimensionnelles, 
pour être implémenté dans le logiciel de simulations, et un autre pour les variables adimensionnelles, pour 
permettre la construction du méta-modèle. Le chapitre II de cette thèse a traité ce problème en proposant 
une méthodologie de génération de plans d’expériences optimaux adaptée à l’utilisation du formalisme 
adimensionnel. Différentes problématiques liées à ce formalisme ont été traitées. Tout d’abord, la 
problématique de gestion des contraintes émanant des variables physiques dimensionnelles et des nombres 
adimensionnels constituait un verrou scientifique qu’il a fallu résoudre. De plus, les performances d’un 
méta-modèle dépendent fortement de la qualité du plan d’expériences utilisé pour sa construction. Les 
plans d’expériences optimaux en termes de distribution spatiale des points représentent une solution à ce 
besoin. C’est pour cette raison que la méthodologie de génération de plans d’expériences proposée utilise 
une procédure d’optimisation pour construire un plan d’expériences dont la répartition spatiale des points 
est optimale. De plus, un indicateur numérique permettant d’évaluer la distribution spatiale d’un plan 
d’expériences a été introduit. Il s’avère très utile, surtout lorsque le nombre de variables adimensionnelles 
est égale ou supérieur à trois. 
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La comparaison de la méthodologie de construction de plans d’expériences optimaux proposée au 
chapitre II avec d’autres méthodes classiques de génération de plans d’expériences a permis de mettre en 
avant son apport quant à la gestion de la propagation des contraintes entre les deux espaces (dimensionnel 
et adimensionnel) et l’amélioration de la distribution spatiale des points dans le domaine d’étude. Les 
résultats ont montré aussi que les méta-modèles construits sur le plan d’expériences optimisé généré par la 
méthode proposée se sont révélés plus robustes et plus précis que ceux construits sur d’autres plans 
d’expériences. En effet, la distribution optimale des points du plan d’expériences généré par la méthode 
proposée permet au méta-modèle de représenter l’intégralité du domaine d’étude. Nous avons comparé 
l’utilisation de la méthode VPLM sur ces différents types de plan d’expériences. Bien que les précisions 
relatives des différents méta-modèles VPLM soient proches sur leurs plans d’expériences de construction, 
seul le méta-modèle construit sur le plan d’expériences optimisé s’est montré robuste et précis en dehors 
des configurations utilisées pour sa construction. Ceci est un apport intéressant concernant l’utilisation des 
méta-modèles en phase de conception préliminaire. En effet, lors de procédures de dimensionnement on 
peut être amené à explorer des zones du domaine d’étude différentes de celles du domaine de construction 
des modèles utilisés. Il est donc important de pouvoir manipuler des modèles suffisamment robustes pour 
rester valables lors de leur utilisation en dimensionnement. 
La méthodologie de génération de plan d’expériences utilise un algorithme d’optimisation pour 
obtenir une distribution spatiale optimale. Le temps de calcul nécessaire à la génération d’un plan 
d’expériences optimisé est très sensible au nombre de points désirés. Il peut varier de quelques secondes 
pour une vingtaine de points à plusieurs dizaines de minutes à partir d’une soixantaine de points. L’ajout 
de contraintes peut aussi augmenter le temps de génération du plan d’expériences. Le nombre de points 
d’un plan d’expériences dépend essentiellement du nombre de variables du problème considéré. De ce 
fait, le nombre de variables d’un problème est donc un facteur important tant au niveau du temps 
nécessaire pour la génération du plan d’expériences, que pour l’obtention d’un méta-modèle avec une 
expression mathématique simple. Il est donc apparu le besoin de développer des approches permettant de 
réduire le nombre de variables d’un problème tout en assurant un bon niveau de précision des méta-
modèles à générer. Deux méthodes  permettant d’augmenter la signification physique des méta-modèles 
générés à partir de la méthode VPLM tout en réduisant le nombre de variables utilisées ont été introduites 
dans le chapitre III de cette thèse. L’utilisation du formalisme adimensionnel requiert une bonne 
connaissance et/ou de l’expérience concernant les phénomènes physiques étudiés. De cette connaissance 
ou expérience dépend la construction des nombres adimensionnels qui représentent les variables du 
problème étudié. Malgré tout, connaissance et expérience ne peuvent pas toujours garantir l’obtention 
d’un nombre de variables adimensionnelles suffisamment faible pour permettre la génération de modèles 
analytiques satisfaisants. C’est pour cette raison que nous avons proposé deux méthodes permettant de 
vérifier la significativité des nombres adimensionnels construits pour un problème considéré, et de réduire 
le nombre de variables adimensionnelles à partir d’analyses numériques et d’algorithmes d’optimisation. 
Ces méthodes utilisent les données issues de simulations numériques pour donner des informations 
complémentaires sur les nombres adimensionnels construits. 
La première méthode, appelée analyse d’insensibilité, utilise les résultats de simulations 
numériques pour réaliser une analyse de sensibilité originale permettant de mettre en avant des 
regroupements de variables adimensionnelles afin de réduire leur nombre. Généralement, les méthodes de 
sensibilité basée sur les indices de Sobol ou sur l’analyse de la variance (ANOVA) sont utilisées pour 
étudier l’influence ou la significativité des variables d’un problème. La méthode proposée ici se démarque 
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de ces méthodes par sa simplicité de mise en œuvre et son faible coût numérique. En effet, l’analyse 
d’insensibilité ne nécessite ni d’un plan d’expérience spécifique, ni d’un nombre élevé de données pour 
donner des résultats exploitables. Cette méthode a été illustrée sur un cas de convection forcée interne 
dans un tube, qui a permis de retrouver le nombre de Graetz caractéristique de ce type de problèmes. 
L’apport principal fut ici la réduction du nombre de variables adimensionnelles en raisonnant sur la 
significativité de ces variables adimensionnelles. Une perspective intéressante de ces travaux serait 
d’appliquer cette approche pour déterminer les bons choix de variables physiques à faire apparaitre dans 
les nombres adimensionnelles. Par exemple, le bon choix de la longueur caractéristique d’un problème ou 
le bon regroupement de variables physiques peuvent aussi réduire le nombre de variables 
adimensionnelles ou augmenter leur significativité. 
La deuxième méthode est basée sur l’utilisation d’algorithmes d’optimisation pour mettre en avant 
les nombres adimensionnels qui peuvent être considérés constants vis-à-vis d’un objectif. Cette méthode 
permet de déterminer par optimisation et plan d’expériences les ratios géométriques à conserver comme 
variables de conception préliminaire. Nous avons ainsi pu mettre en avant les variables géométriques les 
plus influentes sur le couple massique et sur les pertes fer d’un moteur électrique. L’utilisation d’un 
processus d’optimisation dans cette étude de sensibilité permet de plus de déterminer également les 
valeurs des ratios géométriques à conserver constant durant la conception de niveau système. 
Contrairement à l’analyse d’insensibilité, cette méthode a un coût en calcul numérique qui peut devenir 
important pour des problèmes où les simulations numériques à mettre en œuvre sont coûteuses. Pour cette 
raison et comme cette méthode se fait à encombrement de composant donné, une perspective possible 
serait l’utilisation de méthodes d’optimisation sur la base de modèles de substitution comme l’algorithme 
EGO afin de réduire son coût en calcul. 
Le second objectif de cette thèse était d’utiliser les différentes méthodologies développées dans 
cette thèse pour générer les différents modèles nécessaires au dimensionnement de systèmes multi-
physiques embarqués tels que les actionneurs de commande de vol ou bien des convertisseurs statiques de 
puissance. Le chapitre IV de cette thèse a traité le cas des actionneurs de commande de vol d’aileron et de 
ses différents composants. Le moteur électrique représentait un cas particulièrement intéressant  car ses 
performances sont limitées par un couplage de son comportement thermique et magnétique. De ce fait, la 
méthode VPLM développée dans cette thèse a été utilisée pour générer les différents modèles de pertes, de 
transferts thermiques et de couple électromagnétique basé sur des simulations éléments finis d’un moteur 
synchrone à aimants permanents. Ensuite, différents modèles analytiques ont été générés pour les deux 
typologies d’actionneurs électromécaniques considérées : linéaire et rotatif. Tout d’abord, des modèles 
thermiques d’actionneurs ont été construits pour deux configurations thermiques : convection naturelle et 
convection forcée en espace confiné. Dans le cadre de l’étude de l’actionneur électromécanique rotatif, 
une bielle utilisée pour transmettre les efforts mécaniques a également été modélisée sur ses 
caractéristiques mécaniques : contrainte admissible, fréquences de résonance et raideur. La génération de 
ces différents modèles analytiques dans différents domaines physiques (thermique, mécanique linéaire, 
électromagnétisme, mécanique vibratoire) met en avant le large champ d’application de la méthode 
VPLM développée dans cette thèse. De plus, dans chacun des problèmes étudiés le niveau de précision 
des modèles générés à l’aide de la méthode VPLM est supérieur ou de même ordre de grandeur que les 
méthodes généralement utilisées (modèles polynomial et RBF). 
Conclusion générale et perspectives 
Page 209 
Les modèles construits ont été utilisés pour réaliser le dimensionnement des deux typologies 
d’actionneurs électromécaniques d’aileron étudiées. Les résultats du dimensionnement de l’actionneur 
électromécanique linéaire ont mis en avant l’influence de l’altitude sur le comportement thermique de 
l’actionneur et ce pour les deux configurations thermiques étudiées. Nous avons également mis en avant 
l’existence d’un couplage entre le comportement thermique de l’actionneur et sa masse/inertie réfléchie 
lorsqu’une configuration de convection naturelle en espace confiné est considérée. Au travers du 
dimensionnement réalisé pour ces deux configurations thermiques, nous avons mis en avant les variations 
des résultats liées aux conditions environnementales considérées. En effet, l’altitude a un effet non 
négligeable sur le dimensionnement d’un actionneur et ce indépendamment de la configuration thermique 
considérée. Les résultats du dimensionnement de l’actionneur électromécanique rotatif ont montré que 
cette typologie d’actionneur est plus sensible à l’intégration géométrique de l’actionneur et au 
dimensionnement de certains de ces composants. Néanmoins, pour chaque typologie la contrainte 
principale du dimensionnement est la limitation en température de peau des carters d’actionneur. Ceci met 
bien en avant la nécessité de disposer de modèles thermiques de l’environnement d’intégration de 
l’actionneur. Ces résultats mettent également en avant le besoin de travailler sur des technologies plus 
évoluées de systèmes ou configurations de refroidissement pour envisager des actionneurs 
électromécaniques plus compacts. La mise en place de modèles sur ces aspects de comportements 
thermiques des actionneurs représentent, aussi bien pour les avionneurs que pour les fournisseurs 
d’équipements, une perspective au travail de thèse pour améliorer les spécifications et la conception des 
systèmes plus électriques de commande de vol.  
Le dernier chapitre de cette thèse a traité de la modélisation multi-physiques de convertisseurs 
statiques de puissance électrique. L’évolution des systèmes embarqués vers des solutions électriques a 
pour conséquence d’augmenter les niveaux de puissances électriques mises en jeu ainsi que la compacité 
des systèmes embarqués. De plus, l’environnement d’intégration des convertisseurs de puissance est 
généralement critique d’un point de vue thermique. C’est pourquoi la modélisation thermique des 
composants électroniques devient de plus en plus importante dans le cadre de la conception de tels 
systèmes électriques. Le chapitre V a montré comment la méthode de génération de méta-modèles 
développée dans cette thèse peut aussi être utilisée pour générer différents modèles de composants 
électroniques présents dans les convertisseurs de puissance (condensateur, inductance, dissipateur 
thermique). Tous ces modèles possèdent la particularité d’estimer la caractéristique d’un composant à 
partir de sa description géométrique alors que les approches généralement utilisées simplifient souvent 
cette représentation géométrique pour pouvoir établir une relation analytique ou utiliser une relation 
existante. Cet aspect constitue un apport intéressant pour le concepteur de système qui souhaite disposer 
de modèles simples mais représentatifs du système à dimensionner. 
Le dimensionnement du convertisseur a permis de montrer l’utilité des modèles de composants 
générés quant au dimensionnement de systèmes électriques. En effet, ces modèles ont permis de lier les 
caractéristiques des composants d’un convertisseur aux spécifications du cahier des charges. L’utilisation 
des modèles thermiques générés a permis de considérer des paramètres généralement imposés comme des 
variables à optimiser, comme par exemple la fréquence de commutation ௖݂ et l’amplitude des ondulations 
du courant ȟܫ௅. Ensuite, l’influence du choix d’une technologie de composants sur la conception du 
convertisseur a été étudiée. Il a été montré qu’une technologie de semi-conducteur plus évoluée permet de 
réduire la masse totale du convertisseur de 35%. Il serait possible de mener le même type d’étude pour les 
autres composants du convertisseur où il suffirait simplement de construire un nouveau modèle du 
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composant considéré à l’aide de la méthode VPLM, et d’ensuite remplacer le modèle précédemment établi 
dans la procédure de dimensionnement par le nouveau modèle de composant. Ceci montre de nouveau cet 
aspect modulaire permis par le type de modèles généré par la méthode VPLM. D’autres solutions 
envisageables pour réduire la masse d’un composant ont également été mises en avant. Le fractionnement  
des inductances ou des condensateurs utilisés dans le convertisseur en fait partie. Cette solution 
permettrait de réduire les différentes contraintes thermiques sur chaque composant et par conséquent de 
diminuer la masse totale. L’évaluation de cette solution ne nécessiterait pas de modèles supplémentaires ; 
il suffirait d’implémenter un nouveau paramètre dans la procédure de dimensionnement qui représenterait 
le nombre d’inductances en série ou de condensateurs en parallèles à utiliser. Une autre solution serait 
d’utiliser le dissipateur thermique, déjà présent dans le convertisseur pour dissiper les pertes des modules 
IGBT, pour dissiper les pertes des autres composants sensibles aux échauffements thermiques. Cette 
solution imposerait de changer le placement des composants et donc la conception du convertisseur. 
Les modèles thermiques du condensateur et de l’inductance générés par la méthode VPLM dans le 
chapitre V ont mis en avant la possibilité de modéliser plusieurs modes de transferts de chaleur par une 
seule relation mathématique. Néanmoins, le cas du condensateur met en avant que la modélisation de trois 
modes de transferts de chaleur (conduction, convection et rayonnement) par un seul modèle VPLM ne 
permet pas d’atteindre un niveau de précision comparable aux autres cas étudiés dans cette thèse (20% 
d’erreur relative maximale pour ce modèle). L’évaluation des propriétés physiques de l’air à une 
température moyenne peut être une première source d’erreur car le phénomène de convection en est 
fortement dépendant. Mais aussi, les forts gradients thermiques mis en jeu par conduction pour certaines 
configurations de condensateurs peuvent être une seconde source d’écart avec la simulation numérique. 
Par comparaison avec l’inductance, où les gradients thermiques par conduction mis en jeu sont faibles, le 
modèle VPLM donne de très bons résultats. Pour le condensateur, une solution serait de modéliser 
séparément les transferts par conduction dans le condensateur et les transferts convecto-radiatif vers 
l’ambiant afin de modéliser de façon plus précise chacun des modes de transfert de chaleur. Une 
perspective dans le domaine des convertisseurs de puissance serait d’appliquer les méthodes proposées 
dans cette thèse pour générer des modèles d’estimation des pertes Joule et fer des différents composants 
pour des fréquences de commutation plus élevées où de nouveaux phénomènes apparaissent : effet de 
peau, effet de proximité, saturation magnétique pour ne citer qu’eux. 
Les travaux réalisés dans cette thèse ont montré que la modélisation multi-physiques des 
actionneurs et systèmes électriques embarqués est un domaine d’utilisation intéressant pour les 
méthodologies proposées dans cette thèse. Néanmoins, les résultats obtenus ont permis d’envisager 
différentes perspectives de travaux intéressants. Tout d’abord, les approches développées dans la thèse ont 
traité de problèmes où les phénomènes transitoires n’étaient pas pris en compte. Ceci constitue une 
perspective importante de ces travaux de thèse car les phénomènes transitoires sont importants dans de 
nombreux systèmes embarqués proches de ceux étudiés ici. Mais encore, il serait également intéressant de 
continuer à appliquer les méthodologies introduites sur des problèmes plus complexes selon différents 
aspects : 
· Complexité géométrique : la géométrie du système étudié met en œuvre beaucoup de 
paramètres géométriques. Les méthodes permettant la réduction du nombre de variables 
d’un problème, basées sur leurs significations physiques pourraient être une solution pour 
traiter ces problèmes. 
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· Complexité physique : l’étude de systèmes de refroidissement plus évolués comme les 
systèmes diphasiques ou bien la prise en compte des phénomènes radiatifs pour des 
configurations géométriques complexes. L’utilisation du formalisme adimensionnel et la 
forme mathématique des modèles générés ont mis en avant la possibilité de modéliser des 
problèmes où différents phénomènes physiques interagissent. 
· Complexité d’échelle : les travaux de cette thèse se sont intéressés à la construction de 
modèles de composants utilisables pour la conception préliminaire d’équipements. On 
pourrait envisager d’appliquer les mêmes approches pour générer des modèles de 
systèmes utilisables pour la conception préliminaire d’un avion par exemple. 
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A.1 Analyse dimensionnelle 
Cette première partie de cette annexe présente avec plus de détails que dans les chapitres de cette 
thèse l’analyse dimensionnelle. Afin d’illustrer les différents moyens de réaliser l’analyse dimensionnelle 
d’un problème considéré, nous traiterons ici de l’estimation du coefficient de transfert convectif ݄ d’une 
plaque plane soumise à écoulement d’air forcé de vitesse ܷ (Figure A.1). Tout d’abord, l’énoncé théorème 
de Vaschy-Buckingham sera rappelé et appliqué au cas étudié (Vaschy 1892; Buckingham 1914). Ensuite, 
les nombres adimensionnels du problème considéré seront construits à partir des deux méthodes énoncées 
dans cette thèse : la méthode de Rayleigh et l’adimensionnalisation des équations du problème. Nous 
introduirons également la mise sous forme matricielle des unités des variables mises jeu utilisée dans cette 
thèse pour construire les nombres adimensionnels. 
 
Figure A.1 : Configuration de convection forcée le long d’une plaque plane 
A.1.1 Théorème de Vaschy-Buckingham 
A.1.1.1 Enoncé général 
Soient ݔଵǡ ݔଶǡ ݔଷǡ ǥ ǡ ݔ௡ des quantités physiques s’exprimant à partir de ݌ dimensions 
fondamentales (M, L, T, ߠ, I, N, J). Il est possible d’utiliser des dimensions dérivées de ces dimensions 
fondamentales comme la force ܨ ou bien la conductivité thermique ߣ (Szirtes & Rózsa 1997),  notamment 
si elles permettent d’exprimer le nombre minimal de dimensions du problème considéré. Si entre ces ݊ 
quantités il existe une relation du type : 
 ݂ሺݔଵǡ ݔଶǡ ݔଷǡ ǥ ǡ ݔ௡ሻ ൌ Ͳ (A.1) 
alors cette relation peut se ramener à une nouvelle relation mettant en jeu ሺ݊ െ ݌ሻ paramètres soit : 
 ܨԢ൫ߨଵǡ ߨଶǡ ߨଷǡ ǥ ǡ ߨ௡ି௣൯ ൌ Ͳ (A.2) 
où les paramètres ߨ௜ sont des nombres sans dimensions, appelés nombres adimensionnels, et sont des 
fonctions monômes des quantités ݔ௜ : ߨ௜ ൌ ැ ݔ௜௔೔௜ ,  avec ܽ௜ א Թ. 
A.1.1.2 Application au cas étudié 
Le problème des échanges de chaleur par convection forcée le long d’une plaque plane met en 
œuvre les variables suivantes : la longueur de la plaque ܮሾ݉ሿ, la vitesse de l’écoulement d’air ܷሾ݉Ȁݏሿ, le 
coefficient de transfert convectif ݄ሾܹȀ݉ଶȀܭሿ, la masse volumique de l’air ߩሾ݇݃Ȁ݉ଷሿ, la conductivité 
thermique de l’air ߣሾܹȀ݉Ȁܭሿ, la viscosité dynamique de l’air ߤሾ݇݃Ȁ݉Ȁݏሿ et la capacité calorifique à 
ࢁ 
ࡸ 
air 
ݔ ݕ 
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pression constante de l’air ܥ௣ሾܬȀ݇݃Ȁݏሿ. Ce problème dépend donc de sept variables physiques (݊ ൌ ͹) 
pouvant s’exprimer à partir des quatre dimensions fondamentales suivantes (݌ ൌ Ͷ) : M, L, T, ߠ. 
 L’application du théorème de Vaschy-Buckingham permet donc de passer d’une relation mettant 
en jeu sept variables physiques (équation (A.3)) à une relation s’exprimant à partir de trois nombres 
adimensionnels (݊ െ ݌ ൌ ͵) représentée par l’équation (A.4). 
 ݂൫ܮǡ ܷǡ ݄ǡ ߩǡ ߣǡ ߤǡ ܥ௣൯ ൌ Ͳ (A.3) 
 ܨሺߨଵǡ ߨଶǡ ߨଷሻ ൌ Ͳ (A.4) 
L’étape suivante consiste à trouver l’expression des monômes définissant les nombres 
adimensionnels mis en jeu. Le prochain paragraphe présente deux méthodes envisageables pour trouver 
ces expressions. 
A.1.1.3  Construction des nombres adimensionnels 
A.1.1.3.1 Méthode de Rayleigh 
La méthode de Rayleigh consiste à exprimer chaque nombre adimensionnel sous la forme d’un 
monôme des variables physiques (équation (A.5)). Les nombres adimensionnels sont ensuite construits en 
déterminant les coefficients numériques mis en jeu pour que l’expression soit sans dimensions. 
 ߨ௜ ൌ ැ ݔ௜௔೔௜ ,  avec ܽ௜ א Թ (A.5) 
En pratique la méthode Rayleigh consiste tout d’abord à exprimer les unités des variables 
physiques mises en jeu à partir des dimensions fondamentales. Pour le cas étudié ici, le Tableau A.1 
présente l’expression des unités de chaque variable à partir des dimensions fondamentales. 
Tableau A.1 : Expression des unités des variables physiques à partir des dimensions fondamentales 
Variables ܮ ܷ ݄ ߩ ߣ ߤ ܥ௣ 
Unités ݉ ݉Ȁݏ ܹȀ݉ଶȀܭ ݇݃Ȁ݉ଷ ܹȀ݉Ȁܭ ݇݃Ȁ݉Ȁݏ ܬȀ݇݃Ȁݏ 
Dimensions 
fondamentales ܮ ܶܮ ܶܯଷߠ ܯܮଷ ܯܮܶଷߠ ܯܮܶ ܶܮߠ 
Ensuite, il faut choisir parmi les variables physiques du problème, un nombre de variables dites 
répétitives égal au nombre ݌ de dimensions fondamentales du problème (ici ݌ ൌ Ͷ). Ces variables doivent 
être dimensionnellement indépendantes et exprimer toutes les dimensions fondamentales du problème 
étudié. Pour le problème étudié ici, il faut donc définir quatre variables physiques répétitives parmi 
l’ensemble des variables du problème définit par l’équation (A.3). Les variables répétitives retenues sont 
les suivantes : ܮ, ߩ, ߣ, ߤ. La dernière étape consiste à exprimer les nombres adimensionnels sous la forme 
de monômes utilisant pour chacun les variables répétitives et l’une des variables physiques restantes du 
problème. Dans le cas étudié, cette dernière étape nous donne donc trois équations aux dimensions où les 
coefficients ܽ௜ mis en jeu doivent être déterminés (équation (A.6)). 
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 ቐߨଵ ൌ ܮ௔భߩ௔మߣ௔యߤ௔రܷߨଶ ൌ ܮ௕భߩ௕మߣ௕యߤ௕ర݄ߨଷ ൌ ܮ௖భߩ௖మߣ௖యߤ௖రܥ௣ (A.6) 
Chaque nombre adimensionnel ߨ௜ doit être sans dimensions, ce qui impose donc que si l’on 
remplace chaque variable physique par ses dimensions fondamentales, le produit doit être égal à 1 
(équation (A.7)). 
 
ۖۖەۖۖ۔
ۓ ሼߨଵሽ ൌ ሺܮሻ௔భ ൬ܯܮଷ൰௔మ ൬ܯܮܶଷߠ൰௔య ൬ܯܮܶ൰௔ర ܶܮ ൌ ͳሼߨଶሽ ൌ ሺܮሻ௕భ ൬ܯܮଷ൰௕మ ൬ܯܮܶଷߠ൰௕య ൬ܯܮܶ൰௕ర ܶܯଷߠ ൌ ͳሼߨଷሽ ൌ ሺܮሻ௖భ ൬ܯܮଷ൰௖మ ൬ܯܮܶଷߠ൰௖య ൬ܯܮܶ൰௖ర ܶܮߠ ൌ ͳ
 
 
՞ ۖەۖ۔
ۓ ܮ௔భିଷ௔మା௔యି௔రାଵܯ௔మା௔యା௔రܶିଷ௔యି௔రିଵߠି௔య ൌ ͳܮ௕భିଷ௕మା௕యି௕ర ܯ௕మା௕యା௕రାଵܶିଷ௕యି௕రିଷߠି௕యିଵ ൌ ͳܮ௖భିଷ௖మା௖యି௖రାଵܯ௖మା௖యା௖రܶିଷ௖యି௖రିଵߠି௖యିଵ ൌ ͳ  
(A.7) 
Pour respecter l’égalité introduite par l’équation précédente, toutes les expressions des exposants 
des dimensions fondamentales doivent être nulles. Donc, pour déterminer les coefficients ܽ௜ et trouver 
l’expression de chaque nombre adimensionnel, il faut résoudre trois systèmes linéaires de quatre 
équations. Pour le premier nombre adimensionnel ߨଵ, le système linéaire à résoudre est décrit par 
l’équation (A.8) où chaque ligne correspond à l’exposant d’une dimension fondamentale. 
 ൞ܽଵ െ ͵ܽଶ ൅ ܽଷ െ ܽସ ൅ ͳ ൌ Ͳܽଶ ൅ ܽଷ ൅ ܽସ ൌ Ͳെ͵ܽଷ െ ܽସ െ ͳ ൌ Ͳെܽଷ ൌ Ͳ  (A.8) 
Les méthodes classiques d’algèbre linéaire permettent de résoudre ce système et de trouver les 
valeurs des coefficients ܽ௜ et de déterminer l’expression de ߨଵ qui est le nombre de Reynolds : ߨଵ ൌ ܴ݁ ൌఘ௎௅ఓ . La même procédure est appliquée pour trouver les nombres adimensionnels ߨଶ et ߨଷ : ߨଶ ൌ ܰݑ ൌ ௛௅ఒ , 
le nombre de Nusselt et ߨଷ ൌ ܲݎ ൌ ఓ஼೛ఒ , le nombre de Prandtl. 
La résolution de ces systèmes linéaires « à la main » représente une source d’erreurs importante, 
c’est pourquoi il existe une formalisation matricielle du problème qui permet l’implémentation et la 
résolution des équations aux dimensions à partir de logiciels de calculs scientifiques. La littérature propose 
différents travaux utilisant le formalisme matriciel pour construire les nombres adimensionnels (Deb & 
Deb 1986; Balaguer 2013). Dans cette thèse, nous avons utilisé la formalisation matricielle décrite par le 
Tableau A.2 et qui a été implémentée sur Matlab. 
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Tableau A.2: Formalisation matricielle des équations aux dimensions 
 Variables physiques  Variables répétitives 
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Matrice ࡺ 
 
Matrice ࡹ   
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Matrice ࡼ 
 
Matrice ࡻ    
 
La matrice ࡹ est carrée de taille (݌ ൈ ݌) qui contient les exposants des dimensions fondamentales 
définissant les variables répétitives. La matrice ࡺ est de taille (݌ ൈ ሺ݊ െ ݌ሻ) qui contient les exposants des 
dimensions fondamentales définissant les variables physiques non répétitives. La matrice ࡼ est diagonale 
unitaire de taille (ሺ݊ െ ݌ሻ ൈ ሺ݊ െ ݌ሻ). La matrice ࡻ est de taille (݌ ൈ ሺ݊ െ ݌ሻ) et contient les exposants 
des variables répétitives pour chaque expression de nombres adimensionnels. Cette matrice est calculée 
par la relation suivante : 
 ࡻ ൌ െࡼሺࡹିଵࡺሻ் (A.9) 
Le formalisme matriciel appliqué au problème étudié ici est décrit par le tableau suivant : 
Tableau A.3: Matrice des unités pour l'étude de la convection forcée le long d'une plaque plane 
  Variables physiques Variables répétitives 
  ݄ ܷ ܥ௣ ܮ ߩ ߣ ߤ 
D
im
en
sio
ns
 
fo
nd
am
en
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s M 1 0 0 0 1 1 1 
L 0 1 2 1 -3 1 -1 
T -3 -1 -2 0 0 -3 -1 
θ -1 0 -1 0 0 -1 0 
N
om
br
es
 
ad
im
en
sio
nn
el
s ߨଵ 1   1 0 -1 0 ߨଶ  1  1 1 0 -1 ߨଷ   1 0 0 -1 1 
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Cette dernière méthode de construction des nombres adimensionnels permet d’éviter les erreurs de 
calcul et la génération rapide des nombres adimensionnels. 
A.1.1.3.2 Adimensionnalisation des équations 
L’adimensionnalisation des équations est la seconde méthode qui permet d’obtenir les nombres 
adimensionnels d’un problème. Le principe consiste à écrire les équations régissant le problème étudié et 
d’ensuite rendre ces équations adimensionnelles. Ceci va permettre de faire apparaître naturellement les 
nombres adimensionnels caractéristiques du problème étudié. 
Les équations qui définissent le problème étudié sont les équations de Navier Stokes, de l’énergie 
et de conservation de la masse (équation (A.10)). Ces équations sont écrites en considérant que 
l’écoulement est laminaire, stationnaire et dans le plan ሺݔǡ ݕሻ. On néglige les effets de la gravité. 
 
ۖۖۖە
ۖ۔
ۖۖۓ ߲ݑ߲ݔ ൅ ߲ݒ߲ݕ ൌ Ͳߩ ൬ݑ ߲ݑ߲ݔ ൅ ݒ ߲ݑ߲ݕ൰ ൌ െ߲݌߲ݔ ൅ ߤ ቆ߲ଶݑ߲ݔଶ ൅ ߲ଶݑ߲ݕଶቇߩ ൬ݑ ߲ݒ߲ݔ ൅ ݒ ߲ݒ߲ݕ൰ ൌ െ߲݌߲ݕ ൅ ߤ ቆ߲ଶݒ߲ݔଶ ൅ ߲ଶݒ߲ݕଶቇߩܥ௣ ൬ݑ ߲߲ܶݔ ൅ ݒ ߲߲ܶݕ൰ ൌ ߣ ቆ߲ଶ߲ܶݔଶ ൅ ߲ଶ߲ܶݕଶቇ
 (A.10) 
Pour rendre sans dimensions ce système d’équation, il faut définir des grandeurs de référence ou 
caractéristiques pour chaque variable physique mises en jeu. Le Tableau A.4 introduit les grandeurs 
caractéristiques utilisées et les nouvelles variables sans dimensions construites. 
Tableau A.4 : Grandeurs caractéristiques et variables adimensionnalisées du problème de la plaque plane 
 Vitesse Pression Grandeurs géométriques Température 
Variables ݑ ݌ ݔ ݕ ܶ 
Grandeurs 
caractéristiques ܷ ߩܷଶ (pression dynamique) ܮ ܮ ௥ܶ௘௙ 
Variables 
adimensionnalisées ݑכ ൌ ܷݑ  ݌כ ൌ ݌ߩܷଶ ݔכ ൌ ݔܮ ݕכ ൌ ݕܮ ܶכ ൌ ܶ௥ܶ௘௙ 
A partir de l’expression des variables adimensionnalisées on peut remplacer les variables 
physiques et rendre le système d’équations sans dimensions et faire apparaitre des groupements 
adimensionnels devant certains termes des équations (A.11). Les regroupements adimensionnels obtenus 
sont identiques à ceux trouvés par la méthode de Rayleigh, c’est-à-dire les nombres de Reynolds et de 
Prandtl. 
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(A.11) 
Pour faire apparaitre le nombre de Nusselt que nous avons obtenu à partir de la méthode de 
Rayleigh, il faut rendre adimensionnelle la condition aux limites imposée sur la plaque plane, donnée par 
l’équation suivante : 
 െߣ߲߲ܶݔ ൌ ݄൫ܶ െ ௥ܶ௘௙൯ (A.12) 
A partir des grandeurs caractéristiques introduites au Tableau A.4, on obtient la forme 
adimensionnelle de l’équation (A.12) qui fait apparaitre le nombre de Nusselt (équation (A.13)). 
 െߣ ௥ܶ௘௙ܮ ߲ܶכ߲ݔכ ൌ ݄ ௥ܶ௘௙ሺܶכ െ ͳሻ 
 ՞ െ߲ܶכ߲ݔכ ൌ ࡺ࢛ሺܶכ െ ͳሻ (A.13) 
Cette méthode d’obtention des nombres adimensionnels nécessite des bonnes connaissances de la 
physique des phénomènes mis en jeu et de savoir manipuler les équations du problème. Néanmoins, elle a 
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l’avantage de faire apparaitre les nombres adimensionnels caractéristiques du problème de manière 
naturelle. 
A.2 Nombres adimensionnels principaux 
La deuxième partie de cette annexe présente une liste non exhaustive des nombres adimensionnels 
principaux en transferts thermiques et utilisés dans cette thèse. On donnera aussi la signification physique 
de ces nombres (Kunes 2012). 
Tableau A.5  : Nombres adimensionnels principaux en transferts thermiques 
Nombre 
adimensionnel Expression Signification physique 
Reynolds ܴ݁ ܴ݁ ൌ ߩܷܮߤ  Rapport entre les forces d’inertie et les forces visqueuses 
Grashof ܩݎ ܩݎ ൌ ఘమ௚ఉ୼ఏ௅యఓమ  ou ܩݎכ ൌ ఘమ௚ఉఝ௅రఓమఒ   Rapport entre les forces de gravité et les forces visqueuses 
Nusselt ܰݑ ܰݑ ൌ ݄ܮߣ  Rapport entre les transferts de chaleur par convection et par conduction normal à une paroi dans un fluide 
Bejan ܤ݁ ܤ݁ ൌ ߩȟܲܮଶߤଶ  Rapport entre l’énergie perdu par frottement (perte de charge) et l’énergie thermique transférée 
Stefan ௙ܵ ou Stark ܵ݇ ௙ܵ ൌ ߝߪܶଷܮߣ  Rapport entre les transferts de chaleur par rayonnement et par conduction 
Prandtl ܲݎ ܲݎ ൌ ߤܥ௣ߣ  Rapport entre la diffusivité de la quantité de mouvement et la diffusivité thermique 
Péclet ܲ݁ ܲ݁ ൌ ܴ݁ܲݎ Rapport entre le temps caractéristique de convection et de conduction 
Graetz ܩݖ ܩݖ ൌ ܲ݁ܦ௛ܮ  Utilisé dans le cas des écoulements en conduite circulaire, il caractérise la compétition entre la convection et la 
conduction dans le fluide 
Rayleigh ܴܽ ܴܽ ൌ ܩݎܲݎ Equivalent du nombre de Péclet pour la convection naturelle 
Fourier ܨ݋ ܨ݋ ൌ ߙݐܮଶ  Caractérise la quantité de chaleur transmise à l’instant ݐ par rapport à la chaleur stockée 
Biot ܤ݅ ܤ݅ ൌ ݄ܮߣ௦  Rapport entre le transfert de chaleur par conduction dans un solide avec le transfert de chaleur par convection à la 
surface de ce solide. 
Marangoni ܯ݃ ܯ݃ ൌ ߩߛȟܶܮ௖ܥ௣ߤߣ  Rapport etre les forces de tension de surfaces et les forces visqueuses 
Richardson ܴ݅ ܴ݅ ൌ ܩݎܴ݁ଶ Caractérise l’importance de la convection naturelle relativement à la convection forcée 
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A.3 Analyses dimensionnelles des cas d’application 
Cette dernière partie de l’annexe donne les matrices définies pour construire les nombres 
adimensionnels pour les différents cas traités dans la thèse. 
A.3.1  Chapitre I : étude de l’effet Marangoni 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’étude de l’effet Marangoni 
(équation (I.36)). 
Tableau A.6: Matrice des unités pour l'étude de l’effet Marangoni 
 Variables physiques Variables répétitives 
 ݄௖  ݃ߚ߂ߠ ߛȟߠ ܪ௖  ܥ௣ ܮ௖ ߩ ߤ ߣ 
M 1 0 1 0 0 0 1 1 1 
L 0 1 0 1 2 1 -3 -1 1 
T -3 -2 -2 0 -2 0 0 -1 -3 
θ -1 0 0 0 -1 0 0 0 -1 ܰݑ 1     1 0 0 -1 ܩݎ௅೎  1    3 2 -2 0 ߨఊ   1   1 1 -2 0 ߨு೎    1  -1 0 0 0 ܲݎ     1 0 0 1 -1 
A.3.2  Chapitre II 
A.3.2.1 Contraintes admissibles dans une bielle 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle d’estimation des 
contraintes dans une bielle (équation (II.31)). Dans ce cas, il est plus intéressant d’utiliser la force ܨ 
comme dimension fondamentale plutôt que la masse ܯ et le temps ܶ. Ce qui permet d’avoir un minimal 
de dimensions, deux au lieu de trois, car la force est statique et pas dynamique. 
Tableau A.7: Matrice des unités pour le modèle d’estimation des contraintes dans une bielle 
 Variables physiques Variables répétitives 
 ߪ ܦଵ ܦଶ ݁௕ ܨ ܮ௕ 
F 1 0 0 0 1 0 
L -2 1 1 1 0 1 ߨఙ  1    -1 2 ߨଵ  1   0 -1 ߨଶ   1  0 -1 ߨଷ    1 0 -1 
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A.3.2.2 Convection naturelle externe autour d’un cylindre vertical 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’estimation du coefficient de 
transfert convectif autour d’un cylindre vertical (équation (II.38)). 
Tableau A.8: Matrice des unités pour l'étude de la convection naturelle autour d’un cylindre vertical 
 Variables physiques Variables répétitives 
 ത݄ ݃ߚ߂ߠ ܥ௣ ܮ ܦ ߩ ߤ ߣ 
M 1 0 0 0 0 1 1 1 
L 0 1 2 1 1 -3 -1 1 
T -3 -2 -2 0 0 0 -1 -3 
θ -1 0 -1 0 0 0 0 -1 ܰݑ 1    1 0 0 -1 ܩݎ஽  1   3 2 -2 0 ܲݎ   1  0 0 1 -1 ߨ    1 -1 0 0 0 
A.3.3  Chapitre III 
A.3.3.1 Convection forcée interne dans un tube 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’étude de la convection 
forcée interne dans un tube (équation (III.19)). 
Tableau A.9: Matrice des unités pour l’étude de la convection forcée dans un tube 
 Variables physiques Variables répétitives 
 ത݄ ܷ ܥ௣ ܮ ܦு  ߩ ߤ ߣ 
M 1 0 0 0 0 1 1 1 
L 0 1 2 1 1 -3 -1 1 
T -3 -1 -2 0 0 0 -1 -3 
θ -1 0 -1 0 0 0 0 -1 ܰݑ 1    1 0 0 -1 ܴ݁  1   1 1 -1 0 ܲݎ   1  0 0 1 -1 ߨ    1 -1 0 0 0 
A.3.3.2 Couple électromagnétique d’un moteur électrique 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’estimation du couple 
électromagnétique d’un moteur électrique (équation (III.27)). Dans ce cas, il est plus intéressant d’utiliser 
la force ܨ comme dimension fondamentale plutôt que la masse ܯ et le temps ܶ. 
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Tableau A.10: Matrice des unités pour le modèle de couple du moteur électrique 
 Variables physiques Variables répétitives 
 ܶȀܮ௠ ܦௌ௜  ܮ௖ ܮ஽ ܮ௔ ܪ௔ ܦோ௜ ܤ௦௔௧ ߤ଴ ܦௌ௘  ܤ௥  ܬ௙௜௟ 
F 1 0 0 0 0 0 0 1 1 0 1 0 
L 0 1 1 1 1 1 1 -1 -2 1 -1 -2 
I 0 0 0 0 0 0 0 -1 0 0 -1 1 ߨ଴ 1         -3 -1 -1 ߨଵ  1        -1 0 0 ߨଶ   1       -1 0 0 ߨଷ    1      -1 0 0 ߨସ     1     -1 0 0 ߨହ      1    -1 0 0 ߨ଺       1   -1 0 0 ߨ଻        1  0 -1 0 ߨ଼         1 1 -1 1 
Le nombre adimensionnel ߨଵ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೞೌ೟  utilisé dans l’équation (III.27) caractérisant la saturation 
magnétique est obtenu en réalisant le rapport entre ߨ଼ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೝ  et ߨ଻ ൌ ஻ೞೌ೟஻ೝ . 
A.3.4  Chapitre IV 
A.3.4.1 Résistance thermique en conduction d’un moteur électrique 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’estimation de la résistance 
thermique en conduction d’un moteur électrique (équation (IV.4)). Dans ce cas, il est plus intéressant 
d’utiliser la conductivité thermique ߣ comme dimension fondamentale plutôt que la masse ܯ, le temps ܶ 
et la température ߠ. 
Tableau A.11: Matrice des unités pour le modèle thermique en conduction du moteur électrique 
 Variables physiques Variables répétitives 
 ܴ௖ௗܮ௠ ܦௌ௘  ߣ௕௢௕ ݁ே ߣ௙௘௥  
λ -1 0 1 0 1 
L 0 1 0 1 0 ߨ௖ௗ 1   0 1 ߨଵ  1  -1 0 ߨଶ   1 0 -1 
A.3.4.2 Pertes fer dans un moteur électrique 
Le tableau suivant présente l’analyse dimensionnelle conduite pour l’estimation des pertes fer 
d’un moteur électrique (équation (IV.20)). 
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Tableau A.12: Matrice des unités pour le modèle de pertes fer du moteur électrique 
 Variables physiques Variables répétitives 
 ௙ܲ௘௥Ȁܮ௠ ߤ଴ ܮ௖ ܤ௦௔௧  ܣ ܦௌ௘  ܤ௥  ܬ௙௜௟ 
M 1 1 0 1 -1 0 1 0 
L 1 1 1 0 -2 1 0 -2 
T -3 -2 0 -2 1 0 -2 0 
I 0 -2 0 -1 2 0 -1 1 ߨ଴ 1    -1 -3 -2 0 ߨଵ  1   0 1 -1 1 ߨଶ   1  0 -1 0 0 ߨଷ    1 0 0 -1 0 
Le nombre adimensionnel ߨଵ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೞೌ೟  utilisé dans l’équation (IV.20) caractérisant la saturation 
magnétique est obtenu en réalisant le rapport entre les nombres adimensionnels ߨଵ ൌ ఓబ௃೑೔೗஽ೄ೐஻ೝ  et ߨଷ ൌ ஻ೞೌ೟஻ೝ  
construits ici. 
A.3.4.3 Résistance thermique d’un carter d’actionneur linéaire en convection naturelle 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique du carter 
de l’actionneur linéaire en convection naturelle (équation (IV.23)). 
Tableau A.13: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
 Variables physiques Variables répétitives 
 ܴ௡௖ ݃ߚ߂ߠ ܥ௣ ݀ଵ ݀ଶ ݄ଵ ݄ଶ ܪ௘  ܮ௘ ߩ ߤ ߣ 
M -1 0 0 0 0 1 1 0 0 1 1 1 
L -2 1 2 1 1 0 0 1 1 -3 -1 1 
T 3 -2 -2 0 0 -3 -3 0 0 0 -1 -3 
θ 1 0 -1 0 0 -1 -1 0 0 0 0 -1 ߨ௡௖ 1        1 0 0 1 ܩݎ௅೐  1       3 2 -2 0 ܲݎ   1      0 0 1 -1 ߨଵ    1     -1 0 0 0 ߨଶ     1    -1 0 0 0 ߨଷ      1   1 0 0 -1 ߨସ       1  1 0 0 -1 ߨହ        1 -1 0 0 0 
Dans le cas étudié ici, le nombre de Grashof est redéfini à partir du flux de chaleur ߮ dissipé par 
le carter : ܩݎ௅೐כ ൌ ఘమ௚ఉఝ௅೐రఓమఒ . 
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A.3.4.4 Résistance thermique d’un carter d’actionneur linéaire en convection forcée 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique du carter 
de l’actionneur linéaire en convection forcée (équation (IV.27)). 
Tableau A.14: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
  Variables physiques Variables répétitives 
 ௙ܴ௖ ܷ ܥ௣ ݀ଵ ݀ଶ ݄ଵ ݄ଶ ܪ௘  ܮ௘ ݀௜ ߩ ߤ ߣ 
M -1 0 0 0 0 1 1 0 0 0 1 1 1 
L -2 1 2 1 1 0 0 1 1 1 -3 -1 1 
T 3 -1 -2 0 0 -3 -3 0 0 0 0 -1 -3 
θ 1 0 -1 0 0 -1 -1 0 0 0 0 0 -1 ߨ௙௖ 1         1 0 0 1 ܴ݁  1        1 1 -1 0 ܲݎ   1       0 0 1 -1 ߨଵ    1      -1 0 0 0 ߨଶ     1     -1 0 0 0 ߨଷ      1    1 0 0 -1 ߨସ       1   1 0 0 -1 ߨହ        1  -1 0 0 0 ߨ଺         1 -1 0 0 0 
A.3.4.5 Résistance thermique d’un carter d’actionneur rotatif en convection naturelle 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique du carter 
de l’actionneur rotatif en convection naturelle (équation (IV.42)). 
Tableau A.15: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
 Variables physiques Variables répétitives 
 ܴ௖௩ ݃ߚ߂ߠ ܥ௣ ܮ௘ ܪ௘  ݄ଵ ݄ଶ ܦ௔ ߩ ߤ ߣ 
M -1 0 0 0 0 1 1 0 1 1 1 
L -2 1 2 1 1 0 0 1 -3 -1 1 
T 3 -2 -2 0 0 -3 -3 0 0 -1 -3 
θ 1 0 -1 0 0 -1 -1 0 0 0 -1 ߨ௖௩ 1       1 0 0 1 ܩݎ஽ೌ  1      3 2 -2 0 ܲݎ   1     0 0 1 -1 ߨଶ    1    -1 0 0 0 ߨଷ     1   -1 0 0 0 ߨସ      1  1 0 0 -1 ߨହ       1 1 0 0 -1 
Dans le cas étudié ici, le nombre de Grashof est redéfini à partir du flux de chaleur ߮ dissipé par 
le carter : ܩݎ஽ೌכ ൌ ఘమ௚ఉఝ஽రೌఓమఒ . 
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A.3.4.6 Modèles mécaniques d’une bielle 
A.3.4.6.1 Modèle de contrainte d’une bielle 
L’analyse dimensionnelle conduite pour le modèle de contrainte est déjà détaillée au paragraphe 
A.3.2.1. 
A.3.4.6.2 Modèle de raideur d’une bielle 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle de raideur d’une 
bielle (équation (IV.31)). Dans ce cas, il est plus intéressant d’utiliser la force ܨ comme dimension 
fondamentale plutôt que la masse ܯ et le temps ܶ. 
Tableau A.16: Matrice des unités pour le modèle de raideur de la bielle 
 Variables physiques Variables répétitives 
 ܭ௕ ܦଵ ܦଶ ݁௕ ܧ ܮ௕ 
F 1 0 0 0 1 0 
L -1 1 1 1 -2 1 ߨ௄  1    -1 -3 ߨଵ  1   0 -1 ߨଶ   1  0 -1 ߨଷ    1 0 -1 
A.3.4.6.3 Modèles vibratoires d’une bielle 
Le tableau suivant présente l’analyse dimensionnelle conduite pour les modèles d’estimation des 
fréquences propres dans une bielle (équation (IV.38)). 
Tableau A.17: Matrice des unités pour le modèle d’estimation des contraintes dans une bielle 
 Variables physiques Variables répétitives 
 ௕݂ ܦଵ ܦଶ ݁௕ ܧ ߩ ܮ௕ 
M 0 0 0 0 1 1 0 
L 0 1 1 1 -1 -3 1 
T -1 0 0 0 -2 0 0 ߨ௙ 1    -1/2 1/2 1 ߨଵ  1   0 0 -1 ߨଶ   1  0 0 -1 ߨଷ    1 0 0 -1 
A.3.5 Chapitre V 
A.3.5.1 Résistance thermique d’un condensateur à film 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique d’un 
condensateur en convection naturelle (équation (V.11)). 
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Tableau A.18: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
 Variables physiques Variables répétitives 
 ܴ௧௛ǡ௖ ݃ߚ߂ߠ ܮ௖ ܥ௣ ߣ௥ ߣ௭ ߝߪߠ௔௠௕ଷ  ܦ௖  ߩ ߤ ߣ 
M -1 0 0 0 1 1 1 0 1 1 1 
L -2 1 1 2 1 1 0 1 -3 -1 1 
T 3 -2 0 -2 -3 -3 -3 0 0 -1 -3 
θ 1 0 0 -1 -1 -1 -1 0 0 0 -1 ߨ௖ 1       1 0 0 1 ܩݎ஽೎  1      3 2 -2 0 ߨଶ   1     -1 0 0 0 ܲݎ    1    0 0 1 -1 ߨସ     1   0 0 0 -1 ߨହ      1  0 0 0 -1 ߨ଺       1 1 0 0 -1 
Dans le cas étudié ici, le nombre de Grashof est redéfini à partir du flux de chaleur ߮ dissipé par 
le carter : ܩݎ஽೎כ ൌ ఘమ௚ఉఝ஽೎రఓమఒ . 
A.3.5.2 Résistance thermique d’une inductance 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique d’une 
inductance en convection naturelle (équation (V.17)). 
Tableau A.19: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
 Variables physiques Variables répétitives 
 ܴ௧௛ǡூ ݃ߚ߂ߠ ܥ௣ ߣ ߣ௙௘௥  ߣ௣ ߝߪߠ௔௠௕ଷ  ܦூ  ߩ ߤ ߣ௕௢௕ 
M -1 0 0 1 1 1 1 0 1 1 1 
L -2 1 2 1 1 1 0 1 -3 -1 1 
T 3 -2 -2 -3 -3 -3 -3 0 0 -1 -3 
θ 1 0 -1 -1 -1 -1 -1 0 0 0 -1 ߨூ 1       1 0 0 1 ܩݎ஽಺  1      3 2 -2 0 ߨଶ   1     0 0 1 -1 ߨଷ    1    0 0 0 -1 ߨସ     1   0 0 0 -1 ߨହ      1  0 0 0 -1 ௙ܵ       1 1 0 0 -1 
Dans le cas étudié ici, le nombre de Grashof est redéfini à partir du flux de chaleur ߮ dissipé par 
le carter : ܩݎ஽಺כ ൌ ఘమ௚ఉఝ஽಺రఓమఒ . 
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A.3.5.3 Reluctance d’une inductance 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle magnétique de 
l’inductance (équation (V.22)). Dans ce cas, il est plus intéressant d’utiliser la reluctance magnétique Ը 
comme dimension fondamentale plutôt que la masse ܯ et le temps ܶ. 
Tableau A.20: Matrice des unités pour l'étude de la convection naturelle d'une plaque plane 
 Variables physiques Variables répétitives 
 ܴ௅ ݁ ߤ௙௘௥  ߤ௔௜௥  ܦூ  ߤ଴ Ը 1 0 0 0 0 -1 
L 0 1 0 0 1 -1 ߨோ 1    1 1 ߨଵ  1   -1 0 ߨଶ   1  0 0 ߨଷ    1 0 0 
 
A.3.5.4 Résistance thermique d’un dissipateur thermique à air forcé 
Le tableau suivant présente l’analyse dimensionnelle conduite pour le modèle thermique d’un 
condensateur en convection naturelle (équation (V.25)). 
Tableau A.21: Matrice des unités pour le modèle thermique du carter de l’actionneur linéaire en convection naturelle 
 Variables physiques Variables répétitives 
 ܴ௧௛ǡௗ ȟܲ ܥ௣ ܪௗ ݁௔ ௣ܹ ௔ܹ ܮௗ ߩ ߤ ߣ 
M -1 1 0 0 0 0 0 0 1 1 1 
L -2 -1 2 1 1 1 1 1 -3 -1 1 
T 3 -2 -2 0 0 0 0 0 0 -1 -3 
θ 1 0 -1 0 0 0 0 0 0 0 -1 ߨௗ 1       1 0 0 1 ܤ݁  1      2 1 -2 0 ܲݎ   1     0 0 1 -1 ߨଷ    1    -1 0 0 0 ߨସ     1   -1 0 0 0 ߨହ      1  -1 0 0 0 ߨ଺       1 -1 0 0 0 
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Annexe B  
 
Modèles éléments finis 
Cette annexe présente les différents modèles éléments finis construits dans le cadre de cette thèse 
à l’aide des logiciels COMSOL Multiphysics et FEMM . Les maillages et les différentes caractéristiques 
des modèles sont présentés. 
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B.1 Modèles éléments finis du chapitre I 
Dans le chapitre I de cette thèse, un modèle éléments finis permettant de simuler numériquement 
l’effet Marangoni a été construit sur COMSOL Multiphysics. La Figure 2 présente le maillage réalisé à 
partir d’éléments triangles et le nombre d’éléments du maillage utilisés varie entre 2800 et 25000 éléments 
suivant la configuration géométrique. Enfin, l’écoulement est supposé laminaire et l’approximation de 
Boussinesq a été utilisée pour prendre en compte la gravité (Boussinesq, 1903). 
  
Figure 2 : Maillage réalisé pour l'étude de l'effet Marangoni 
B.2 Modéles éléments finis du chapitre II 
B.2.1 Cylindre vertical en convection naturelle 
Dans le chapitre II de cette thèse, un modèle éléments finis permettant de simuler numériquement 
la convection naturelle autour d’un cylindre vertical à température imposée a été construit sur COMSOL 
Multiphysics. Le modèle utilisé est axisymétrique et  la Figure 3 présente le maillage réalisé à partir 
d’éléments quadrangles et contient 17000 éléments. Le maillage de couches limites a été paramétré à 
partir d’une estimation de l’épaisseur de couche limite (Ostrach, 1952). Ceci a permis d’assurer un nombre 
minimum d’éléments dans la couche limite pour toutes les configurations géométriques étudiées. Enfin, 
l’écoulement est supposé laminaire et l’approximation de Boussinesq a été utilisée pour prendre en 
compte la gravité (Boussinesq, 1903). 
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Figure 3 : Maillage réalisé pour l'étude du cylindre vertical en convection naturelle 
B.2.2 Estimation de la contrainte maximale admissible d’une bielle 
Dans le chapitre II de cette thèse, un modèle éléments finis permettant de simuler numériquement 
le comportement en flexion d’une bielle a été construit sur COMSOL Multiphysics. Ce modèle a permis 
notamment de calculer la raideur en flexion de la bielle et d’évaluer la contrainte maximale au sens de 
Von Mises. La Figure 2 présente le maillage réalisé à partir d’éléments triangles 3D et contient entre 
100000 et 120000 éléments suivant la configuration géométrique de la bielle. 
 
  
Figure 4 : Maillage réalisé pour l’estimation des contraintes dans la bielle 
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B.3 Modèles éléments finis du chapitre III 
B.3.1 Tube en convection forcée interne 
Dans le chapitre III de cette thèse, un modèle éléments finis permettant de simuler numériquement 
la convection forcée à l’intérieur d’un tube à flux imposé a été construit sur COMSOL Multiphysics. Le 
modèle utilisé est axisymétrique et la Figure 5 présente le maillage réalisé à partir d’éléments quadrangles 
et contient 100000 éléments. Le maillage de couches limites a été paramétré à partir d’une estimation de 
l’épaisseur de couche limite (Ostrach, 1952). Ceci a permis d’assurer un nombre minimum d’éléments 
dans la couche limite pour toutes les configurations géométriques étudiées. Enfin, l’écoulement est 
supposé laminaire. 
 
Figure 5 : Maillage réalisé pour l'étude de l'écoulement forcé dans un tube (Problème de Graetz) 
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B.3.2 Modèle magnétique du moteur électrique 
Dans le chapitre III de cette thèse, un modèle éléments finis permettant de simuler numériquement 
le comportement magnétique d’un moteur électrique a été construit sur FEMM. Le modèle utilisé est 
bidimensionnel et la Figure 6 présente le maillage réalisé à partir d’éléments triangles et contient 20000 
éléments. L’entrefer a été séparé en trois zones géométriques pour avoir au moins trois éléments dans 
l’entrefer et permettre la rotation du rotor. 
 
Figure 6 : Maillage réalisé pour le modèle magnétique du moteur électrique 
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B.4 Modèles éléments finis du chapitre IV 
B.4.1 Modèle thermique du moteur électrique 
Dans le chapitre IV de cette thèse, un modèle éléments finis permettant de simuler numériquement 
le comportement thermique en conduction d’un moteur électrique a été construit sur FEMM. Le modèle 
utilisé est bidimensionnel et la Figure 7 présente le maillage réalisé à partir d’éléments triangles et 
contient 25000 éléments. 
 
Figure 7 : Maillage réalisé pour le modèle thermique du moteur électrique 
B.4.2 Modèle magnétique du moteur électrique 
Le modèle éléments finis est décrit au paragraphe B.3.2. Ce modèle a également été utilisé pour 
construire le modèle de pertes fer du moteur électrique. 
B.4.3 Carter d’actionneur linéaire en convection naturelle et forcée en espace confiné 
Dans le chapitre IV de cette thèse, deux modèles éléments finis permettant de simuler 
numériquement la convection naturelle et forcée en milieu confiné autour d’un carter d’actionneur 
constitué de deux cylindres dissipant un flux de chaleur constant ont été construits sur COMSOL 
Multiphysics. La Figure 8 présente le maillage réalisé à partir d’éléments triangles et contient entre 
110000 et 130000 éléments. Le maillage de couches limites a été paramétré dans les deux configurations 
d’écoulement à partir d’estimation de l’épaisseur de couche limite (Ostrach, 1952; Cebeci and Bradshaw, 
1984). Ceci a permis d’assurer un nombre minimum d’éléments dans la couche limite pour toutes les 
configurations géométriques étudiées. Enfin, l’écoulement est supposé turbulent et un modèle de type ݇ െ ߝ a été utilisé pour modéliser la turbulence (Guyon, Hulin and Petit, 2001). L’approximation de 
Boussinesq a été utilisée pour prendre en compte la gravité. 
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Figure 8 : Maillage réalisé pour l'étude en convection naturelle et forcée en espace de confiné du carter de l’actionneur 
linéaire 
B.4.4 Carter d’actionneur rotatif en convection naturelle 
Dans le chapitre IV de cette thèse, un modèle éléments finis permettant de simuler numériquement 
la convection naturelle en espace confiné autour d’un carter d’actionneur constitué d’un cylindre dissipant 
un flux de chaleur constant a été construit sur COMSOL Multiphysics. La Figure 9 présente le maillage 
réalisé à partir d’éléments triangles et contient entre 150000 et 200000 éléments. Le maillage de couches 
limites a été paramétré à partir d’estimation de l’épaisseur de couche limite (Ostrach, 1952). Ceci a permis 
d’assurer un nombre minimum d’éléments dans la couche limite pour toutes les configurations 
géométriques étudiées. Enfin, l’écoulement est supposé laminaire et l’approximation de Boussinesq a été 
utilisée pour prendre en compte la gravité (Boussinesq, 1903). 
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Figure 9 : Maillage réalisé pour l'étude en convection naturelle en espace de confiné du carter de l’actionneur rotatif 
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B.5 Modèles éléments finis du chapitre V 
B.5.1 Modèle thermique d’un condensateur 
Le modèle éléments finis utilisé ici est basé sur le modèle du cylindre vertical présenté au 
paragraphe B.2.1. La seule différence est que le milieu solide du cylindre est maillé à partir d’éléments 
quadrangles pour prendre en compte la conduction thermique dans le condensateur. 
B.5.2 Modèle thermique d’une inductance 
Dans le chapitre V de cette thèse, un modèle éléments finis permettant de simuler numériquement 
la convection naturelle autour d’une inductance à température imposée a été construit sur COMSOL 
Multiphysics. Le modèle utilisé est axisymétrique et la Figure 10 présente le maillage réalisé à partir 
d’éléments quadrangles et contient 16000 éléments. Le maillage de couches limites a été paramétré à 
partir d’une estimation de l’épaisseur de couche limite (Ostrach, 1952). Ceci a permis d’assurer un nombre 
minimum d’éléments dans la couche limite pour toutes les configurations géométriques étudiées. Enfin, 
l’écoulement est supposé laminaire et l’approximation de Boussinesq a été utilisée pour prendre en 
compte la gravité (Boussinesq, 1903). 
  
Figure 10 : Maillage réalisé pour l'étude de l’inductance en convection naturelle 
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B.5.3 Modèle magnétique d’une inductance 
Dans le chapitre V de cette thèse, un modèle éléments finis permettant de simuler numériquement 
le comportement magnétique d’une inductance a été construit sur COMSOL Multiphysics. Le modèle 
utilisé est axisymétrique et ne représente qu’un quart de l’inductance totale. La Figure 11 présente le 
maillage réalisé à partir d’éléments quadrangles et contient 34000 éléments. Le maillage de l’entrefer a été 
paramétré pour s’assurer d’avoir un nombre minimum d’éléments dans l’entrefer pour toutes les 
configurations géométriques étudiées. 
  
Figure 11 : Maillage réalisé pour le modèle magnétique de l’inductance 
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B.5.4 Modèle thermique d’un dissipateur à ailettes 
Dans le chapitre V de cette thèse, un modèle éléments finis permettant de modéliser un dissipateur 
thermique à air forcé a été construit sur COMSOL Multiphysics. La Figure 11 présente le maillage réalisé 
à partir d’éléments triangles et quadrangle et contient entre 2000000 et 3000000 éléments suivant les 
configurations géométriques du dissipateur. Un modèle de turbulence de type ݇ െ ߝ a été utilisé pour 
modéliser la turbulence (Guyon, Hulin and Petit, 2001). 
  
Figure 12 : Maillage réalisé pour le modèle thermique du dissipateur à air forcé 
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Annexe C  
 
Validation des méta-modèles VPLM et comparaison 
avec d’autres méthodes 
 
Cette annexe présente les études menées pour valider et comparer les méta-modèles construits 
dans cette thèse. Dans chacun des cas décrit ici, le méta-modèle VPLM est comparé avec un modèle 
polynomial utilisant le même nombre de termes d’ordre supérieur, et avec un modèle RBF dont la fonction 
base choisie donne les meilleurs résultats pour les tests en interpolation et extrapolation. Pour chaque cas, 
un plan d’expériences a été utilisé pour construire les méta-modèles (décrit dans chaque chapitre), et un 
autre plan d’expériences a été généré pour la validation. 
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ACRONYMES 
RSM Response Surface Methodology 
RBF Radial Basis Function 
VPLM Variable Power Law Metamodel 
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C.1 Méta-modèles du chapitre IV 
C.1.1 Modèle thermique du moteur électrique 
Le modèle polynomial construit (équation (C.1)) utilise le même nombre de paramètres que le 
modèle VPLM (équation (IV.6)). Le Tableau C.1 présente les intervalles de variation du plan 
d’expériences utilisé pour la validation. Il contient 25 points et a été généré avec la méthode introduite au 
chapitre 2. 
Tableau C.1 : Intervalles de variation des paramètres pour la validation des modèles de résistance thermique en 
conduction du moteur 
Variables Unités Intervalles ܮ௠ ݉݉ ͷͲ െ ʹͲͲ ܦௌ௘ ݉݉ ʹͲ െ ʹͲͲ ݁ே ݉݉ ͲǤͲͷ െ ͳ ߨଵ െ ʹͲ െ ͶͲͲͲ 
 
 ߨ௖ௗǡோௌெ ൌ ʹǡͻͲͺ െ ͳǤͶͺͳ ή ͳͲିଷߨ௖ ൅ ͳǤͳͶ ή ͳͲିଵ଴ߨ௖ଷ (C.1) 
La Figure C.1 présente la comparaison des modèles construits réalisée sur le plan d’expériences 
de validation. Ce dernier contient des configurations situées à l’intérieur du domaine de construction pour 
un test en interpolation, et des configurations situées à l’extérieur du domaine de construction pour un test 
en extrapolation. On peut voir qu’à l’intérieur du domaine de construction le modèle VPLM a une bonne 
capacité de prédiction mais le modèle polynomial montre des signes de divergence. A l’extérieur du 
domaine de construction, seul le modèle VPLM est suffisamment robuste pour estimer les résultats 
évalués par simulation. Le modèle polynomial n’est quant à lui plus du tout prédictif. 
 
Figure C.1 : Comparaison des capacités de prédiction des modèles VPLM et polynomial pour le modèle thermique du 
moteur électrique 
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C.1.2 Modèle magnétique du moteur électrique 
Le modèle polynomial construit (équation (C.2)) utilise le même nombre de paramètres que le 
modèle VPLM (équation (IV.11)), et le modèle RBF a pour fonction de base une fonction linéaire 
(équation (C.3)). Le Tableau C.2 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 36 points et a été généré avec la méthode introduite au chapitre 2. 
Tableau C.2 : Intervalles de variation des paramètres pour la validation des modèles électromagnétiques du moteur 
Variables Unités Intervalles ou valeurs ܦௌ௘ ሾ݉݉ሿ ʹͲ െ ʹͲͲ ܬ ሾܣȀ݉ଶሿ ͷ ή ͳͲ଺ െ ͳ ή ͳͲ଼ ܮ௖ ሾ݉݉ሿ ͳ െ ͳʹ ߨଵ െ ͲǤͷͻͲ െ ͳͳǤͺ ߨଶ െ ͹Ǥͻ ή ͳͲିଶ െ ͵Ǥͳͷ ή ͳͲିଵ 
 
 ߨ଴ǡோௌெ ൌ ͳǤ͵ͺ ή ͳͲିଶ െ ͵ǤͶ͸ ή ͳͲିଷߨଵ ൅ ͵ǤͷͶ ή ͳͲିସߨଵଶ൅ ͵Ǥͷͳ ή ͳͲିଶߨଵߨଶ െ ͷǤ͹͹ ή ͳͲିଶߨଶ െ ͵ǤͲ͵Ͷߨଶଷെ ͶǤͶͶͳͲିଷߨଵଶߨଶ (C.2) 
 ߨ଴ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡସଽ௡ୀଵ  (C.3) 
La Figure C.2 présente la comparaison des modèles construits réalisée sur le plan d’expériences 
de validation. Ce dernier contient des configurations situées à l’intérieur du domaine de construction pour 
un test en interpolation, et des configurations situées à l’extérieur du domaine de construction pour un test 
en extrapolation. On peut voir qu’à l’intérieur du domaine de construction les trois types de modèles ont 
une bonne capacité de prédiction en interpolation. A l’extérieur du domaine de construction, seul le 
modèle VPLM est suffisamment robuste pour estimer avec précision les résultats évalués par simulation. 
Les modèles polynomiaux et RBF quant à eux divergent et ne sont plus en mesure d’être prédictifs en 
dehors du domaine de construction. 
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Figure C.2 : Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle 
électromagnétique du moteur électrique 
C.1.3 Modèle de pertes fer du moteur électrique 
Le modèle polynomial (équation (C.4))  utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (IV.21)) et le modèle RBF (équation (C.5)) a pour fonction de base une 
fonction linéaire. Le Tableau C.3 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 20 points a été généré avec la méthode introduite au chapitre 2. 
Tableau C.3 : Intervalles de variation des paramètres pour la validation des modèles de pertes fer du moteur 
Variables Unités Intervalles ܦௌ௘ ሾ݉݉ሿ ʹͲ െ ʹͲͲ ܬ ሾܣȀ݉ଶሿ ͷ ή ͳͲ଺ െ ͳ ή ͳͲ଼ ܮ௖ ሾ݉݉ሿ ͳ െ ͳʹ ߨଵ െ ͲǤͷͻͲ െ ͳͳǤͺ ߨଶ െ ͷ ή ͳͲିଷ െ ͸ ή ͳͲିଵ 
 
 ߨ௣௙௘ǡோௌெ ൌ ͵Ǥͺ͸͹ ή ͳͲିଵ െ ͳǤ͹ͷͻ ή ͳͲିଵߨଵ െ ͳǤͺͲͻߨଶ൅ ͷǤͲͶ͹ ή ͳͲିଶߨଵଶ ൅ ͶǤͶͻͺ ή ͳͲିଶߨଵଶߨଶെ ͷǤʹ͵ʹ ή ͳͲିଷߨଵଷ (C.4) 
 ߨ௣௙௘ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡହ଴௡ୀଵ  (C.5) 
En interpolation et en extrapolation, le modèle VPLM se montre plus robuste que les deux autres 
méta-modèles avec une erreur relative maximale de 11% contre 41% et 62% pour les modèles polynomial 
et RBF. 
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Figure C.3 : Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle de pertes fer 
du moteur électrique 
C.1.4  Carter d’actionneur linéaire en convection naturelle 
Le modèle polynomial (équation (C.6)) est un modèle du premier ordre car l’utilisation d’ordre 
plus élevé, mis en jeu dans le modèle VPLM (équation (IV.25)), met en œuvre des coefficients 
numériques de l’ordre de l’infini et le modèle RBF (équation (C.27)) a pour fonction de base une fonction 
linéaire. Le Tableau IV.9 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. 
Tableau C.4 : Intervalles de variation des paramètres pour la validation des modèles thermiques du carter de l’EMA 
linéaire en convection naturelle 
Variables Unités Intervalles ݀ͳ ݉ ͲǤͲͷ െ ͲǤͳͷ݀ʹ ݉ ͲǤͲͷ െ ͲǤͳͷ߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߨͳ - ͲǤͳʹͷ െ ͲǤ͵͹ͷߨʹ - ͲǤͳʹͷ െ ͲǤ͵͹ͷܩݎ௅೐כ  - ʹǤͷ ή ͳͲͻ െ ʹǤͷ ή ͳͲͳͲ
 
 ߨ௡௖ǡ௣௢௟௬ ൌ ʹǤͶ͹ͷ ή ͳͲିଶ ൅ ʹǤʹͲ͸ ή ͳͲିଶߨଵ ൅ ʹǤʹͳ͹ ή ͳͲିଶߨଶെ ͳǤͻʹͷ ή ͳͲିଵଷܩݎ஽ೌכ  (C.6) 
 ߨ௡௖ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଺ସ௡ୀଵ  (C.7) 
La Figure C.4 représente la comparaison de la capacité de prédiction des différents modèles sur 
des données issues d’un autre plan d’expériences construit pour cette étape de validation. Les résultats 
montrent que le modèle VPLM possède une meilleure capacité de prédiction que les modèles polynomial 
et RBF avec 10% d’erreur relative maximale contre 25% et 23%. 
10-1 100
10-1
100
pPfe évalué par simulations (référence)
p P
fe
 e
st
im
é p
ar
 le
s m
od
èl
es
 
 
pPfe (RBF)
Erreur maximale : 62.3 %
Erreur moyenne : 10.7 %
pPfe (RSM)
Erreur maximale : 40.6 %
Erreur moyenne : 11.8 %
pPfe (VPLM)
Erreur maximale : 10.8 %
Erreur moyenne : 2.6 %
y=x
Domaine 
de  
construction 
Annexe C 
Page 249 
 
Figure C.4: Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle thermique 
du carter de l’EMA linéaire en convection naturelle 
C.1.5  Carter d’actionneur linéaire en convection forcée 
Le modèle polynomial (équation (C.8)) utilise le même nombre de termes d’ordre supérieur que le 
modèle VPLM (équation (IV.29)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction linéaire. Le Tableau IV.10 présente les intervalles de variation du plan d’expériences utilisé pour 
la validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. 
Tableau C.5 : Intervalles de variation des paramètres pour la validation des modèles thermiques du carter de l’EMA 
linéaire en convection forcée 
Variables Unités Intervalles ݀ͳ ݉ ͲǤͲͷ െ ͲǤͳͷ݀ʹ ݉ ͲǤͲͷ െ ͲǤͳͷܷ ݉Ȁݏ ͲǤͷ െ ͵ ݀௜ ݉ ͲǤͲͷ ߨͳ - ͳ െ ͵ߨʹ - ͳ െ ͵ܴ݁ - ͳͲଷ െ ͳͲସ
La Figure C.5 introduit la comparaison des capacités de prédiction des modèles VPLM, 
polynomial et RBF. Les résultats obtenus montrent que le modèle VPLM possède une meilleure capacité 
de prédiction avec 12% d’erreur relative maximale contre 84% et 48% pour les modèles polynomial et 
RBF. 
 ߨ௙௖ǡ௣௢௟௬ ൌ ͳǤ͹͸͹ ή ͳͲିଷ െ ͷǤͲͲͻ ή ͳͲିସߨଵ െ ͵Ǥͻʹͳ ή ͳͲିସߨଶെ ͶǤͳ͵ʹ ή ͳͲି଻ܴ݁ ൅ ͷǤ͸͸ͺ ή ͳͲିସߨଵߨଶ (C.8) 
 ߨ௙௖ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଺ସ௡ୀଵ  (C.9) 
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Figure C.5: Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle thermique 
du carter de l’EMA linéaire en convection forcée 
C.1.6 Modèles mécaniques de la bielle de l’actionneur d’aileron rotatif 
Le Tableau C.6 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. 
Tableau C.6 : Intervalles de variation des paramètres pour la validation des modèles mécaniques de la bielle 
Variables Unités Intervalles ܦଵ ݉݉ ͳͲ െ ͷͲܦଶ ݉݉ ͳͲ െ ͷͲ݁௕ ݉݉ ͷ െ ͵Ͳܮ௕ ݉݉ ͳͷͲ െ ͵ͲͲܨכ ܰ ͶͲͲͲ െ ͳͲͲͲͲߨଵ - ͲǤͲ͵ െ ͲǤ͵͵ߨଶ - ͲǤͲ͵ െ ͲǤ͵͵ߨଷ - ͲǤͲͳ͸ െ ͲǤ͵͵
* L’effort ܨ est seulement pris en compte pour le modèle de contrainte de la bielle. 
C.1.6.1 Modèle de raideur de la bielle 
Le modèle polynomial (équation (C.10)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (IV.34)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction cubique. La Figure C.6 présente la comparaison des capacités de prédiction des méta-modèles. 
Les résultats obtenus montrent que le modèle VPLM possède une meilleure capacité de prédiction avec 
1% d’erreur relative maximale contre 58015% et 25% pour les modèles polynomial et RBF. 
0 1 2 3 4 5 6 7 8
x 10-3
0
2
4
6
8x 10
-3
pfc évalué par simulations (référence)
p f
c e
st
im
é 
pa
r l
es
 m
od
èl
es
 
 
pfc (RBF)
Erreur maximale : 48.1 %
Erreur moyenne : 15.7 %
pfc (RSM)
Erreur maximale : 84.3 %
Erreur moyenne: 22.0 %
pfc (VPLM)
Erreur maximale : 12.3 %
Erreur moyenne : 3.5 %
y=x
Annexe C 
Page 251 
 ߨ௄ǡ௣௢௟௬ ൌ ͶǤͻ͵ͳ ή ͳͲିସ െ ͵ǤͲ͸͸ ή ͳͲିଷߨଵ െ ͵Ǥ͸ͳ͵ ή ͳͲିଷߨଶെ ͸Ǥͺ͸Ͷ ή ͳͲିଷߨଷ ൅ ͷǤ͹ʹ͵ ή ͳͲିଶߨଵߨଷ൅ ͳǤͻͷͻ ή ͳͲିଶߨଵߨଶ ൅ ͳǤͻͷͻ ή ͳͲିଵߨଵߨଶߨଷ (C.10) 
 ߨ௄ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡଷ଺ସ௡ୀଵ  (C.11) 
 
Figure C.6: Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle de raideur de 
la bielle de l’EMA rotatif 
C.1.6.2 Modèle de contrainte de la bielle 
Le modèle polynomial (équation (C.12)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (IV.36)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction cubique. La Figure C.7 présente la comparaison des capacités de prédiction des méta-modèles. 
Les résultats obtenus montrent que le modèle VPLM possède une meilleure capacité de prédiction avec 
9% d’erreur relative maximale contre 15633% et 298% pour les modèles polynomial et RBF. 
 ߨఙǡ௣௢௟௬ ൌ ͹Ǥ͵ͳͻ ή ͳͲସ െ ͵Ǥͷͺͺ ή ͳͲହߨଵ െ ͳǤͳͶ͹ ή ͳͲହߨଶെ ʹǤͻͶͷ ή ͳͲହߨଷ ൅ ʹǤͳͳͶ ή ͳͲ଺ߨଵଷ ൅ ͳǤ͸͹ͷ ή ͳͲ଺ߨଶଶߨଵ൅ ͵Ǥ͵ͺͲ ή ͳͲହߨଵଶߨଷ ൅ ͺǤͺʹͶ ή ͳͲ଺ߨଷଶߨଵ (C.12) 
 ߨఙǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡଷ଺ସ௡ୀଵ  (C.13) 
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Figure C.7 : Comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle de 
contrainte de la bielle de l’EMA rotatif 
C.1.6.3 Modèles vibratoires de la bielle 
Les modèles polynomiaux (équations (C.14) et (C.15)) utilisent le même nombre de termes 
d’ordre supérieur que les modèles VPLM (équations (IV.39) et (IV.40)) et les modèles RBF (équations 
(C.16) et (C.27)) ont pour fonctions de base une fonction cubique. La Figure C.8 présente la comparaison 
des capacités de prédiction des méta-modèles. Dans le cas du mode de flexion transverse, seul le modèle 
polynomial n’est pas prédictif  avec plus de 50% d’erreur relative moyenne. Le modèle RBF construit 
pour ce cas est plus précis que le modèle VPLM mais son expression mathématique est plus complexe 
(somme de 64 fonctions cubiques) et donc difficilement utilisable en conception préliminaire. Dans le cas 
du mode de flexion normal à la bielle, les conclusions sont identiques mis à part que cette fois ci le modèle 
polynomial possède une capacité de prédiction du même ordre de grandeur que les modèles VPLM et 
RBF. 
 ߨ௙ଵǡ௣௢௟௬ ൌ െʹǤͳͳ͹ ή ͳͲିଶ െ ͲǤ͵͹ͻߨଵ ൅ ͲǤͲͺͲ͸ߨଶ ൅ ͳǤ͹ͻͻߨଷ൅ ͵Ǥͺʹ͸ߨଵߨଶ ൅ ͷǤͲ͵͹ߨଵߨଷ െ ͶǤͺ͵ͷߨଷଶ (C.14) 
 ߨ௙ଶǡ௣௢௟௬ ൌ െͻǤͷʹ ή ͳͲିଷ ൅ ͲǤͻ͹ͺߨଵ ൅ ͳǤͲʹʹߨଶ ൅ ͲǤͲͳͷͷߨଷെ ͳǤͻʹ͵ߨଵߨଶ െ ͲǤʹͶ͵ߨଶଶ ൅ ͲǤͲ͸ʹͶߨଵଶ ൅ ͹Ǥͷͷ͸ߨଵଶߨଶ൅ ͻǤͻͲͶߨଵߨଶଶ (C.15) 
 ߨ௙ଵǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡଷ଺ସ௡ୀଵ  (C.16) 
 ߨ௙ଶǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡଷ଺ସ௡ୀଵ  (C.17) 
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Mode transverse Mode normal 
  
Figure C.8 : Comparaison des capacités de prédiction des modèles VPLM, polynomiaux et RBF pour les modèles de 
vibration de la bielle de l’EMA rotatif 
C.1.7  Carter d’actionneur rotatif en convection naturelle 
Le modèle polynomial (équation (C.18)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (IV.44)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction linéaire. Le Tableau IV.13 présente les intervalles de variation du plan d’expériences utilisé pour 
la validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. La Figure C.9 
introduit la comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF. Les résultats 
obtenus montrent que le modèle VPLM possède une meilleure capacité de prédiction avec 2% d’erreur 
relative maximale contre 14% et 7% pour les modèles polynomial et RBF. 
Tableau C.7 : Intervalles de variation des paramètres pour la validation du modèle thermique du carter de l’EMA rotatif 
Variables Unités Intervalles de variation ܦ௔ ݉݉ ͷͲ െ ͳͲͲ ߮ ܹȀ݉݉; ͷͲͲ െ ʹͲͲͲ ܩݎ஽ೌ - Ͷ ή ͳͲ଺ െ ʹ ή ͳͲ଼ Ɏଶ ൌ ௅೐ ஽ೌൗ  - ͲǤ͹ െ ͳǤ͸ Ɏଷ ൌ ு೐ ஽ೌൗ  - ͳǤʹ െ ʹǤͶ 
 
 ߨ௖௩ǡ௣௢௟௬ ൌ ͳǤͳ͸͸ ή ͳͲିଶ െ ͳǤͷ͸Ͷ ή ͳͲିସߨଶ െ ʹǤ͵͸ͳ ή ͳͲିଷߨଷെ ͳǤͶʹͲ ή ͳͲିଵଵܩݎ஽ೌ (C.18) 
 ߨ௖௩ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଺ସ௡ୀଵ  (C.19) 
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Figure C.9 : Comparaison des capacités de prédiction des modèles VPLM, polynomiaux et RBF pour les modèles de 
vibration de la bielle de l’EMA rotatif 
C.2 Méta-modèles du chapitre V 
C.2.1 Modèle thermique d’un condensateur 
Le modèle polynomial (équation (C.20)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (V.14)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction linéaire. Le Tableau C.8 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. La Figure C.10 
introduit la comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF. Les résultats 
montrent que le modèle VPLM est le plus robuste avec 25% d’erreur maximale relative contre 49% et 
76% pour les modèles polynomial et RBF. 
 ߨ௖ǡ௣௢௟௬ ൌ ͵Ǥ͵͸Ͷ ή ͳͲିଶ െ ͳǤ͵ͷʹ ή ͳͲିଵ଴ܩݎ஽೎ െ ͹Ǥ͹ͻͺ ή ͳͲିଷߨଶ൅ ͳǤͻʹʹ ή ͳͲିଷ ௙ܵ (C.20) 
 ߨ௖ǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଺ସ௡ୀଵ  (C.21) 
 
  
4 6 8 10 12 14
x 10-3
4
6
8
10
12
14
x 10-3
pcv évalué par simulations (référence)
p c
v e
st
im
é p
ar
 le
s m
od
èl
es
 
 
pcv (RBF)
Erreur maximale : 7.1 %
Erreur moyenne : 1.5 %
pcv (RSM)
Erreur maximale : 13.6 %
Erreur moyenne : 6.9 %
pcv (VPLM)
Erreur maximale : 2.1 %
Erreur moyenne : 1.0 %
y=x
Annexe C 
Page 255 
Tableau C.8 : Intervalles de variation de paramètres pour la validation du modèle thermique du condensateur 
Variables Unités Intervalles ܦ௖ ݉ ͲǤͲʹ െ ͲǤͳͷܮ௖ ݉ ͲǤͲʹ െ ͲǤͳͷ߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߣ௭ ܹȀ݉Ȁܭ ͲǤͷ െ Ͷ ߠ௔௠௕ ܭ ͵ͲͲ െ ͵ͷͲ ܩݎ஽೎ - ͳͲହ െ ͳͲ଼ߨʹ - ͳȀ͵ െ ͵௙ܵ - ͸ ή ͳͲെ͵ െ ͸ ή ͳͲିଵ
 
 
Figure C.10 : Comparaison des des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle 
thermique du condensateur 
C.2.2 Modèle thermique d’une inductance 
Le modèle polynomial (équation (C.22)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (V.18)) et le modèle RBF (équation (C.27)) a pour fonction de base une 
fonction linéaire. Le Tableau V.8 présente les intervalles de variation du plan d’expériences utilisé pour la 
validation. Il contient 27 points a été généré avec la méthode introduite au chapitre 2. La Figure C.11 
introduit la comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF. Les résultats 
montrent que le modèle VPLM est le plus robuste avec 3.5% d’erreur maximale relative contre 261% et 
224% pour les modèles polynomial et RBF. 
 ߨூǡ௣௢௟௬ ൌ ͲǤ͹͸ͺ െ ͻǤͶ͹ͷ ή ͳͲିଽܩݎ஽಺ െ ͳǤͲ͸͹ ή ͳͲିଷߨସ െ ͵ǤͶͳʹ ௙ܵ൅ ͻǤͷͳ͸ ή ͳͲିଵଵ ௙ܵܩݎ஽಺ߨସ ൅ ͸Ǥͷ͸͵ ௙ܵଶ (C.22) 
 ߨூǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଺ସ௡ୀଵ  (C.23) 
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Tableau C.9 : Intervalles de variation de paramètres pour la validation du modèle thermique de l’inductance 
Variables Unités Intervalles ܦூ ݉ ͲǤͲʹ െ ͲǤͲ͸߮ ܹȀ݉ଶ ͳͲͲ െ ͳͲͲͲ ߣ௕௢௕ ܹȀ݉Ȁܭ ͲǤ͵ െ ͳ ߠ௔௠௕ ܭ ͵ͲͲ െ ͵ͷͲ ܩݎ஽಺ - ͵ ή ͳͲସ െ ͵ ή ͳͲ଻ߨସ - ͹͸Ǥʹ െ ʹͷͶ ௙ܵ - ʹǤͶͷ ή ͳͲെʹ െ ͵Ǥͺͻ ή ͳͲିଵ
 
Figure C.11 : Comparaison des des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle 
thermique de l’inductance 
C.2.3 Modèle magnétique d’une inductance 
Le modèle polynomial (équation (C.24)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (V.23)) et le modèle RBF (équation (C.27)) a pour base une fonction cubique. 
Le Tableau V.9 présente les intervalles de variation du plan d’expériences utilisé pour la validation. Il 
contient 25 points a été généré avec la méthode introduite au chapitre 2. La Figure C.12 introduit la 
comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF. Les résultats montrent 
que les modèles VPLM et RBF sont les plus robustes avec 13% et 10% d’erreurs maximales relatives 
contre 210% pour le modèle polynomial hors du domaine de construction. Néanmoins, le modèle VPLM 
dispose une expression mathématique plus simple que le modèle RBF (somme de 64 fonctions cubiques). 
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Tableau C.10 : Intervalle de variation des paramètres pour le modèle magnétique de l’inductance 
Variables Unités Intervalles ܦூ ݉݉ ʹͲ െ ͺͲ݁ ݉݉ ͲǤͳ െ ͸ ߨଵ - ͳǤʹͷ ή ͳͲെ͵ െ ͵ ή ͳͲିଵ
 
 ߨோǡ௣௢௟௬ ൌ ͳǤͻ͹ʹ ή ͳͲିଶ ൅ ͳ͹Ǥ͸͹ͺߨଵ െ ͳͳʹǤ͵ͺ͹ߨଵଶ ൅ Ͷ͹ʹǤ͹͸ߨଵଷ (C.24) 
 ߨோǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡଷଶହ௡ୀଵ  (C.25) 
 
Figure C.12 : Comparaison des des capacités de prédiction des modèles VPLM, polynomial et RBF pour le modèle 
magnétique de l’inductance 
C.2.4 Modèle thermique d’un dissipateur à ailettes 
Le modèle polynomial (équation (C.26)) utilise le même nombre de termes d’ordre supérieur que 
le modèle VPLM (équation (V.27)) et le modèle RBF (équation (C.27)) a pour base une fonction linéaire. 
Le Tableau V.10 présente les intervalles de variation du plan d’expériences utilisé pour la validation. Il 
contient 25 points a été généré avec la méthode introduite au chapitre 2. La Figure C.13 introduit la 
comparaison des capacités de prédiction des modèles VPLM, polynomial et RBF. Les résultats montrent 
que le modèle VPLM est le plus robuste avec 19% d’erreur maximale relative contre 111% et 71% pour 
les modèles polynomial et RBF. 
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 ߨௗǡ௣௢௟௬ ൌ ͶǤʹ͸ͷ ή ͳͲିଷ െ ʹǤͻ͹ͺ ή ͳͲିଵସܤ݁ െ ͳǤͳͶʹ ή ͳͲିଶߨଷെ ͵Ǥͷ͹ʹ ή ͳͲିଷߨସ െ ͳǤʹͷͻ ή ͳͲିଷߨହ ൅ ͳǤͻͻͲ ή ͳͲିଶߨଷଶെ ͻǤͳͶ͸ ή ͳͲିଷߨଷଷ (C.26) 
 ߨௗǡோ஻ி ൌ ߤ ൅෍ߚ௡ԡߨ െ ߨ௡ԡ଼ଵ௡ୀଵ  (C.27) 
 
Tableau C.11 : Intervalles de variation des paramètres pour la validation du modèle du dissipateur thermique 
Variables Unités Intervalles ܪௗ ݉݉ ͶͲ െ ͳͲͲܮௗ ݉݉ ͳͲͲ െ ʹͲͲ ௣ܹ ݉݉ ʹͲ െ ͷͲ ݁௔ ݉݉ ͳ െ ͷ ȟܲ ܲܽ ͳͲ െ ͳͲͲ ܤ݁ - ʹ ή ͳͲ଼ െ ͺǤͷ ή ͳͲଽߨ͵ - ͲǤʹ െ ͳߨସ - ͷ ή ͳͲିଷ െ ͷ ή ͳͲିଶ ߨହ - ͲǤͳ െ ͲǤͷ
 
Figure C.13 : Comparaison des des capacités de prédiction des moldèles VPLM, polynomial et RBF pour le modèle du 
dissipateur thermique 
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Annexe D  
 
Relation analytique entre pertes fer à vitesse nominale 
et pertes Joules à vitesse nulle pour maximiser la 
puissance utile d’un moteur électrique 
  
Dans le chapitre 3 de cette thèse la relation (D.1) a été introduite pour limiter les pertes fer d’un 
moteur électrique lors d’une procédure d’optimisation de ce moteur. Le développement analytique, dont 
est issue cette relation, est présenté ici. 
 ௙ܲ௘௥ ൌ Ͷ͹ ௝ܲ଴ (D.1) 
La Figure 14 représente la courbe couple-vitesse d’un moteur électrique où l’évolution de la 
puissance délivrée par le moteur est aussi représentée. 
 
Figure 14 : Représentation de la courbe couple-vitesse et de l’évolution de la puissance utile d'un moteur électrique 
Le long de la courbe d’évolution du couple en fonction de la vitesse, on suppose les pertes 
globales (cuivre et fer) constantes. Cette somme peut se traduire par la relation suivante : 
 ௝ܲ ൅ ௙ܲ௘௥ ൌ ܭ௝ܥଶ ൅ܭ௙௘௥πଵǤହ ൌ ܿ݋݊ݏݐǤ ൌ ܭ௝ܥ଴ଶ ൌ ௝ܲ଴ (D.2) 
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avec : ௝ܲ ൌ ܭ௝ܥଶ et ௙ܲ௘௥ ൌ ܭ௙௘௥πଵǤହ les pertes Joules et fer du moteur électrique fonction du couple C et 
de la vitesse ȳǢ On peut en déduire  ܥ ൌටܥ଴ଶ െ ௄೑௄ೕ πଵǤହl’expression du couple délivré par le moteur à la 
vitesse ȳ; ܭ௝ et ܭ௙ sont des constantes numériques. 
La puissance utilise délivrée par le moteur électrique est donnée par la relation suivante : 
 ௨ܲ ൌ ܥǤπ ൌ ቌඨܥ଴ଶ െ ܭ௙ܭ௝ πଵǤହቍ Ǥ π (D.3) 
L’objectif ici est de calculer le niveau de pertes fer au point de fonctionnement où la puissance 
utile délivrée par le moteur est maximale. Ceci correspond à annuler la dérivée de la puissance utile du 
moteur (équation (D.4)) sur la Figure 14 : 
 ߲ ௨߲ܲȳ ൌ ߲݀ȳቌඨܥ଴ଶ െ ܭ௙ܭ௝ πଵǤହቍ Ǥ π ൌ Ͳ (D.4) 
 
߲ ௨߲ܲݐ ൌ ͳʹ ൬െͳǤͷ כ ܭ௙ܭ௝ כ π଴Ǥହ൰ඨܥ଴ଶ െ ܭ௙ܭ௝ כ πଵǤହ ൅ቌඨܥ଴ଶ െ
ܭ௙ܭ௝ כ πଵǤହቍ ൌ Ͳ  
 Ͷ͵ ܭ௙ܭ௝ πଵǤହ ൌܥ଴ଶ െ ܭ௙ܭ௝ πଵǤହ  
 
͹Ͷܭ௙ܭ௝ πଵǤହ ൌ ܥ଴ଶ  
 π௉ೠǡ೘ೌೣ ൌ ቆͶ͹ܥ଴ଶ ܭ௝ܭ௙ቇଶଷ (D.5) 
Soit en remplaçant la valeur de ȳ par l’équation (D.5) dans l’expression des pertes fer, on obtient 
la relation attendue entre pertes fer et pertes Joule à vitesse nulle du moteur : 
 ௙ܲ௘ುೠǡ೘ೌೣ ൌ ܭ௙௘πଵǤହ ൌ ܭ௙ ቆͶ͹ܥ଴ଶ ܭ௝ܭ௙ቇ ൌ Ͷ͹ ௝ܲ଴ (D.6) 
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Annexe E  
 
Données techniques 
 
Cette annexe fournit les données techniques utilisées pour la modélisation de certaines 
caractéristiques de composants étudiés dans cette thèse. 
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E.1 Fiche technique du moteur électrique NX310 de PARKER 
 
Figure E.1 : Datasheet du moteur électrique brushless NX310 (PARKER 2017) 
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E.2 Caractéristiques de l’isolant Nomex  
La Figure E.2 introduit les données utilisées pour construire la relation établie entre l’épaisseur et 
la conductivité thermique du Nomex (équation (IV.2) du chapitre IV). La Figure E.3 présente la 
représentation graphique de la relation établie. 
 
Figure E.2 : Conductivité thermique et masse volumique de l'isolant Nomex en fonction de l'épaisseur (Dupont Nomex 
2017) 
 
Figure E.3 : Evolution de la conductivité thermique de l’isolant Nomex en fonction de l’épaisseur 
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E.3 Caractéristiques du facteur de dissipation ࢚ࢇ࢔ሺࢾሻ des pertes par 
commutation dans un condensateur à film 
La Figure E.4 présente l’évolution du facteur de dissipation ሺߜሻ en fonction de la température 
pour différentes gammes de fréquences de commutation. 
 
Figure E.4 : Evolution du facteur de dissipation ࢚ࢇ࢔ሺࢾሻ en fonction de la température pour différentes fréquences de 
commutation (AVX 2017) 
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