In far-field speech recognition systems, training acoustic models with alignments generated from parallel close-talk microphone data provides significant improvements. However it is not practical to assume the availability of large corpora of parallel close-talk microphone data, for training. In this paper we explore methods to reduce the performance gap between far-field ASR systems trained with alignments from distant microphone data and those trained with alignments from parallel close-talk microphone data. These methods include the use of a lattice-free sequence objective function which tolerates minor mis-alignment errors; and the use of data selection techniques to discard badly aligned data. We present results on single distant microphone and multiple distant microphone scenarios of the AMI LVCSR task. We identify prominent causes of alignment errors in AMI data.
Introduction
In far-field speech recognition systems, alignments for training the acoustic models are typically generated using the distant microphone recordings. However, in some cases parallel close-talk microphone recordings are available for the training data. Typically, this scenario occurs when the training corpora have been recorded with both distant and close-talk microphones (e.g. AMI meeting corpus [1, 2, 3] ) or in cases where far-field audio is simulated by distorting close-talk microphone recordings (e.g. ASpIRE [4] , REVERB-2014 [5] ). When such parallel recordings are available, the alignments used for training the acoustic models can be generated from close-talk microphone audio recordings. Empirical analysis shows that the use of these comparatively higher quality alignments leads to significant improvements (∼8% relative improvement in word error rate). However in typical large data scenarios, where actual farfield audio is collected, assuming the availability of close-talk microphone recordings is not practical.
In this paper, we identify the possible reasons for the performance difference between the ASR systems that are trained using alignments generated from distant microphone recordings, and those trained with alignments generated from parallel close-talk microphone readings. Further, we propose a two pronged strategy to reduce this performance gap. Firstly, we use the lattice-free maximum mutual information (MMI) objective function [6] , which is tolerant to minor mis-alignment errors, to train the neural networks from random initialization. Secondly, we propose a quality estimate which is used for selecting reliable utterances for training. The combination of these two techniques reduces the performance gap from ∼8% to ∼1.5%. We present results on both single distant microphone and multiple distant microphone scenarios of the AMI LVCSR task.
The paper is organized as follows. In Section 2, we describe the motivation for this work. In Section 3, we present an analysis of errors in alignments generated from distant microphone recordings available in AMI database. In Section 4.1, we describe the lattice-free MMI criterion. In Section 4.2, the proposed utterance quality metric and the data selection criteria are described. Section 5 describes the experimental setup, Section 6 presents the results and finally Section 7 presents our conclusions.
Motivation
There are three LVCSR tasks [7, 8] designed using the AMI meeting corpora [1] . These are the individual headset microphone (IHM), single distant microphone (SDM) and multiple distant microphone (MDM) tasks; named based on the type of audio used in the creation of the train, dev and eval sets. The AMI corpus, with parallel speech recordings from all these microphones, provides an opportunity to analyze the importance of alignment quality in far-field speech recognition systems. In addition to the three standard AMI LVCSR systems, which use alignments from the HMM-GMM systems trained using the corresponding audio, we also trained systems using alignments generated from the IHM audio. Table 1 summarizes the results of the 8 such LVCSR systems (see Section 5 for details). It can be seen that there is a significant reduction in word error rate (WER) (7.75% relative, on average) when using alignments from IHM audio. Further these relative improvements increase when using better acoustic models.
Analysis of alignment errors
Motivated by the observations in Table 1 , we performed a comparison of alignments generated from IHM and SDM systems. We randomly sampled utterances from the AMI corpus and identified some prominent categories of errors. alignments. The significant difference in alignments, between frames 250 and 300, occurs due the choice of different pronunciations (EY vs AH) for the word "a" by the IHM and SDM systems. 
Speaker overlap errors
In a significant number of utterances, there were speaker overlaps in both IHM and SDM audio. For the IHM audio, the transcription corresponded to dominant speaker, as expected. However, this was not necessarily the case in SDM audio. These errors worsened the quality of the SDM alignments. Figure 3 represents one such utterance. In this plot the green line shows the alignment for the competing speaker using his IHM audio. It can be seen that the speech of this speaker, identified by the nonzero green line, distorts the SDM alignment. Figure 2 shows the amount of training data with different degrees of overlaps. 
Amount of Data(%)
The total number of utterances: 219,781
Transcription errors
As in other databases, there were minor transcription errors. However, AMI corpora had errors where there were significant portions of untranscribed non-overlapping speech in the utterances. Figure 4 provides one such example. Significant portion of the signal corresponds to a second talker's response and it is untranscribed. Further, both the IHM and SDM systems align this trailing speech to silence.
Proposed techniques
We propose a two pronged strategy to tackle the errors described in Section 3. Firstly, to make the learning algorithm robust to minor mis-alignment errors, we use the lattice-free MMI objective function [6] . This approach is described in Section 4.1. Secondly, we filter the utterances that might have speaker overlap or transcription errors. To accomplish this, we propose a quality measure for utterances. This is described in Section 4.2.
Lattice-free MMI objective
Povey et al. [6] introduced a lattice-free version of the MMI criterion with modifications motivated from the recent efforts in CTC training ( [9, 10, 11, 12, 13] ). The modifications to MMI-based training method are:
• Training from scratch without initialization from a crossentropy system • The use of a 3-fold reduced frame rate [13] (and a simpler HMM topology)
• Limiting the range of time frames where supervision labels can appear by using Finite State Acceptors [12] This new method of training has been shown to provide significant improvements compared to conventional sequence discriminative training methods across different LVCSR tasks in [6] . However, our interest in this objective function arises from the fact that it is inherently tolerant to alignment errors, as we can specify a range of time frames for a particular contextdependent phone state using a desired tolerance. In this section, we highlight this particular aspect of the cost function. Readers are encouraged to refer to [6] for more details about this new training method.
The derivative computation for the MMI objective requires the computation of state occupancy statistics using the forwardbackward algorithm on the numerator and denominator graphs [14] . The denominator graph is built using a phone n-gram language model. The numerator graph creation is of relevance to this paper.
Prior to training the neural net, a GMM-based system is used to generate lattices representing alternative pronunciations of the training utterances. These lattices are processed into phone graphs and then compiled into utterance-specific Finite State Acceptors (FSAs) as for conventional training. Separately, the lattices are also processed into frame-by-frame masks of what phones are allowed to appear on what frames: a userspecifiable tolerance allows a phone to appear slightly before or after where it appeared in the lattice. As the frame-by-frame phone mask built from the lattices has a tolerance, we expect the gradient computation to be tolerant to minor misalignment errors. We found a 50 ms tolerance to be optimal.
Lattice oracle WER
We use lattice oracle WER as a quality estimate of the transcript. Given a training utterance and its corresponding transcript, the procedure to find the lattice oracle WER is given in Algorithm 1. For step 4, we use the same algorithm as in [15] for finding the edit distance between a lattice and a reference, but replace the lattice forward-backward with a Viterbi search.
Algorithm 1 Procedure to compute lattice oracle WER
Input: Utterance u with transcript R Input: W = List of 100 most common words in the training set 1: procedure LATTICE ORACLE(u, R)
Build a biased unigram language model using the words in R and W
3:
Decode the utterance u using the language model to get a lattice L
4:
Find a path in the lattice L that has the minimum Levenshtein edit distance from R. Let its score be d.
where |R| is the number of words in R.
5: end procedure
We make use of the lattice oracle WER in a simple filtering scheme. Figure 5 shows the percentage of data covered under different oracle WER thresholds. It can be seen that ∼95% data can be preserved with WER thresholds around 50%. Utterances with larger oracle WER, including the 5% that has greater than 100% oracle WER, predominantly have either speaker overlaps (Section 3.2) or transcription errors (Section 3.3).
One drawback of this approach is that short segments that have a single word (e.g., "Yeah", "Okay") in the reference will almost always be given an oracle WER of 0, because if that word is in the decoded lattice, it will be picked up by the Viterbi search. However, these amount to very little data.
Filtering Based on Frame-Level Alignment Quality
As use of IHM alignments reduced the WERs significantly, we treated these as ground truth labels and measured the duration normalized Levenshtein distance between the per-frame phone alignments of SDM and IHM systems. This frame error rate (FER) was used to filter out utterances in the SDM task (see Table 2 ), resulting in similar improvements as with lattice oracle WER. The utterance in Figure 1 had a lattice oracle WER of 20.00% and an FER of 7.2%. The utterance in Figure 3 had a lattice oracle WER of 0.00 and an FER of 46.48%. The utterance in Figure 4 had a lattice oracle WER of 20.00% and and FER of 7.02%.
Experimental Setup
In this paper, we use HMM-DNN hybrid neural network acoustic models. The training recipes for IHM, SDM and MDM LVCSR tasks, for which results are reported in this paper, are very similar. This common recipe is described here briefly. The experiments in this paper were performed using the Kaldi speech recognition toolkit [16] . In particular, the code to reproduce the results in this paper is available at [17] .
The HMM-GMM systems for generating the alignments and lattices, used to train the neural network acoustic models, are as described in [8] . However, unlike in [8] , we perform speaker-adaptive training of the HMM-GMM systems for all the three tasks, as we found the alignments from SAT HMM-GMM systems to be beneficial for neural network training on all three tasks.
The MDM LVCSR systems have an additional stage of beam-forming to combine the audio captured from different channels of the distant microphone. The BeamformIt toolkit [18] was used for delay-sum beamforming.
To train the SDM and MDM LVCSR systems with alignments generated from IHM data, we identified parallel segments in IHM audio corresponding to the utterances in SDM/MDM data. The IHM SAT HMM-GMM system was used to generate alignments and lattices from these parallel utterances.
HMM-DNN acoustic models
We use the speed-perturbation data augmentation technique ( [19] ) to simulate synthetic speakers; and we used iVectors to perform instantaneous adaptation of the neural network ( [20] ). The online iVector extraction procedure is described in [21] . The nnet3 toolkit, by Povey et al., ([22] ) in Kaldi speech recognition toolkit [16] was used to perform neural network training. It uses model averaging based distributed optimization algorithm in described in [23] .
Neural network architectures
In this paper, we report results on three different neural network architectures -the sub-sampled time delay neural networks (TDNNs, [24] ), the long short term memory networks (LSTMs, [25] ) and bidirectional LSTMs (BLSTMs). The TDNNs trained with the lattice-free MMI technique have smaller number parameters compared to their cross-entropy trained counterparts. The cross-entropy trained TDNNs are similar to those used in [21] , while the the lattice-free MMI trained TDNNs are same as those used in [6] . We use (B)LSTM layers with recurrent and non-recurrent projections as suggested in [25] . The lattice-free MMI technique uses fixed length chunks of 1.5 seconds to perform sequence training. As nearly 50% of the utterances in the AMI corpus were less than 1.5 seconds long we combined neighboring utterances to reach the 1.5 second minimum utterance length. Table 3 contrasts the WER for various training+test conditions with different training criteria/data-sets.
Results
First, compare across the row for the SDM task with IHM training alignments to note that the MMI training and data filtering have only a modest impact when parallel clean+noisy recordings are available: minimal difference in dev WER and small improvement in eval WER. The same is also true in the MDM task with IHM training alignments.
More importantly, compare across the row for SDM task with SDM alignments to note that MMI training results in a significant reduction in WER relative to cross-entropy training, and the data filtering step yields further gains. The same observation holds for the MDM task with MDM alignments.
Finally contrasting the IHM training alignments with the SDM training alignments for the SDM task, note that while the cross-entropy training criterion suffered a 7%−8% degradation in WER relative to IHM alignments, the MMI criterion by itself limits the WER degradation to about 4%, and the data filtering brings down this difference to about 2%. The same trend holds even more strongly for the MDM task -the relative degradation from IHM alignments to MDM alignments is reduced from 6% − 7% to 0% − 1%.
This last set of results supports the main claim of the paper, namely that the proposed method -using an alignment-tolerant MMI training objective after filtering out the most problematic part of the training data -mitigates strongly against degradation in WER when parallel clean+noisy speech is not available for training acoustic models. Table 4 compares the impact of using different lattice oracle WER thresholds on the acoustic model quality, as measured in WER on dev and eval sets. It can be seen that at 45% lattice oracle WER threshold we see the maximum gains. This preserves ∼95% of the data in the train set of the corpora. It can be seen that the same data filtering step does not have a significant impact on the acoustic models trained with the cross-entropy criterion. Our initial experiments with the lattice-free MMI objective function did not result in gains with BLSTM models on this task, though [6] suggests that gains should be expected. We attribute this so the small amount of data in the AMI task, and are currently investigating hyperparameter settings for BLSTM training that are most suitable for this task.
Conclusion and future work
In this paper, we proposed a two pronged strategy to reduce the performance gap in far-field ASR systems, when using alignments from close-talk microphone (IHM) and distant microphone (SDM/MDM) audio -using a lattice-free MMI objective function which is tolerant to minor mis-alignment errors; and a data filtering technique based on lattice oracle WER. We reduced the relative change in WER, on using IHM alignments, from 7.2% to 1.3%, on average.
