Conventional wisdom to improve the effectiveness of economic dispatch is to design the load forecasting method as accurately as possible. However, this approach can be problematic due to the temporal and spatial correlations between system cost and load prediction errors. This motivates us to adopt the notion of end-to-end machine learning and to propose a task-specific learning criteria to conduct economic dispatch. Specifically, to maximize the data utilization, we design an efficient optimization kernel for the learning process. We provide both theoretical analysis and empirical insights to highlight the effectiveness and efficiency of the proposed learning framework.
I. INTRODUCTION
The increasing penetration of renewable energies challenges the conventional power system operation paradigm, in particular, the economic dispatch (ED) process. Conventionally, the short term load prediction can be rather accurate, and hence, the dispatch based on those predictions yields near minimal generation cost. However, when renewable generations are considered as negative loads, their stochastic nature makes the net load hard to predict. To improve the effectiveness of ED, various advanced load forecasting methods have been proposed over the past two decades.
Nonetheless, more accurate load forecasting does not necessarily lower the generation cost. This is largely because the common forecasting precision metric is the mean square error (MSE) over the period of interest, and this common metric usually won't coincide with the objective function of ED.
This motivates us to adopt the notion of end-to-end machine learning and propose a task specific criteria to conduct load forecasting. However, to design an effective framework is delicate since end-to-end machine learning usually suffers from low data utilization [1] . To tackle this challenge, we propose an efficient optimization kernel to speed up the training process, which improves the data utilization. The optimization kernel further motivates us to design a robust model-free end-to-end learning framework.
A. Related Works
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Load forecasting is a rather classical technique in power system operation, and has been well investigated (see [2] for a comprehensive survey). While most classical methods for load forecasting utilize the statistical analytics (e.g., the adaptive autoregressive moving-average (ARMA) model in [3] ) or time series analysis (e.g., stochastic time series analysis in [4] ), machine learning algorithms have also been applied to load forecasting since the mid-1980s [5] . With the advance in machine learning over the last decade, this line of research attracts significant attention. Just to name a few, Lee et al. design a neural network based model to capture weekendday energy consumption patterns in [6] . Bashir et al. seek to improve the effectiveness of neural network by Particle Swarm Optimization (PSO) in [7] . Javed et al. combine the Artificial Neural Network (ANN) and Support Vector Machine (SVM) for load forecasting in [8] . We want to emphasize that the conventional forecasting precision metric in the literature is MSE. In our work, we aim to highlight the mismatch between MSE and the desirable task specific criteria.
Economic dispatch is one of the most important processes in power system operation. There is a huge body of related literature to improve the effectiveness of ED. The major difficulties come from the temporal coupling and the dynamic implementation. To tackle temporal challenges, the solution concepts range from classical linear and quadratic programming [9] to genetic algorithm for value point loading [10] . To overcome the difficulties of dynamic dispatch, various mathematical programming approaches have been proposed, including Lambda iterative method [11] , interior point method [12] , [13] , and dynamic programming [14] . However, mathematical programming approaches are usually time consuming and not ideal for large scale systems. Hence, for large scale non-convex ED, heuristic and hybrid methods are often preferable, e.g., hybrid evolution programming in [15] .
However, the notion of using learning framework to conduct ED only appears recently. Donti et al. propose a generic endto-end machine learning framework for stochastic programming, with an application to the single generator ED problem in [16] . Different from this work, we target to design an endto-end machine learning framework for general ED.
B. Our Contributions
In seek of designing the effective end-to-end machine learning framework, our principal contributions can be summarized as follows.
• Task Specific Criteria: We identify that MSE is not ideal to evaluate the performance of load forecasting for conducting ED. We adopt the notion of end-to-end machine learning to derive the task specific criteria. • Optimization Kernel Construction: To avoid solving the multivariate constrained stochastic optimization problem during each learning iteration, we exploit the problem structure and propose an efficient way to construct the optimization kernel for effective learning. • Model-Free End-to-End Learning: Motivated by the optimization kernel, we propose a model-free approach to further improve the efficiency and effectiveness of our end-to-end learning framework. The rest of the paper is organized as follows. Section II presents the system model. We revisit the conventional learning framework for ED in Section III. Then, in Section IV, we lay out the theoretical foundation for the end-to-end learning framework for ED, which can be time consuming. To tackle the challenge, we design the optimization kernel in Section V, and then propose the model-free framework in Section VI. Numerical studies verify the efficiency and effectiveness of our proposed frameworks in Section VII. Finally, concluding remarks and future directions are given in Section VIII. We defer all the necessary proofs in the Appendix.
II. PROBLEM FORMULATION
We consider a standard ED process over a period of T time slots with geographically distributed n generators and m demands. Besides the generation cost for each generator, we assume there are certain risk costs associated with the supply demand mismatch in real time. To capture the stochastic nature of net demands, they are modeled as random variables, following possibly distinct distribution. The system operator seeks to minimize the total cost of the system by solving the following optimization problem :
The decision variables are g it 's, and each g it denotes the dispatched generation of generator i at time t. We denote g t the vector of (g 1t , ..., g nt ). On the other hand, the parameters in the optimization problem are defined as follows. represent the DC approximation of line capacity constraints. We follow the literature and assume the generation cost functions (i.e., c i (·)'s) are linear for each individual generator. Hence, the total individual cost function is piecewise linear. Note that, the randomness in the predicted demands (d jt 's) makes the optimization problem (1)-(4) a multivariate stochastic optimization with linear constraints.
III. CONVENTIONAL LEARNING FRAMEWORK FOR ED
In this section, we first introduce the conventional learning framework for ED and then use the electricity pool model to highlight its drawback: the mismatch between MSE learning criteria and the ultimate goal of minimizing system cost.
A. Conventional Framework
Conventional wisdom isolates the load prediction from the whole ED process and aims to obtain a perfect load predictor across time. Hence, the major task of conventional learning framework for ED is to train an accurate predictor. And the ED process will directly take the predicted loads as single value inputs and conduct the dispatch. The learning process is visualized in Fig.1 . The whole process is intuitive and easy to understand. However, the training criteria (MSE) is a generic selection, which is not customized for ED. Hence, the load predictor trained through this process does not necessarily lower the generation cost in practice.
B. Inefficiency of MSE based Predictor
To highlight the fact that MSE can be inefficient, we consider the ED in the electricity pool model, where all the network constraints are ignored and the system cost function degenerates to a single piecewise linear function.
Mathematically, we simplify the optimization problem (1)-(4) as follows:
where for each t,
Note that, in optimization problem (5), we only need to consider the total dispatched generation g t 's, instead of g it 's, as it is easy to recover the vector (g it , ∀i) from g t based on the merit order of the generator's marginal cost. It is also clear that in this simplified model, the dispatch decisions g t 's are decoupled across time. To capture the role of load predictor in the decision making, we definê
We further denote f t (x) and F t (x) the probability density function (pdf ) and the cumulative density function (cdf ) ofd t . They allow us to express the risk costR(g t , f t (x)) as follows.
Based onR(g t , f t (x)), we can rewrite the decision making problem for each time t:
We assume the generation shortage penalty is larger than the marginal generation cost, and far overweigh the excessive penalty, i.e., γ 1 > C (g t ), γ 1 γ 2 . This is reasonable as γ 1 represents the marginal generation cost for the next more expensive generator while γ 2 can be understood as the opportunity cost for the undispatched generators. The first order optimality condition indicates the optimal dispatch should satisfy the following condition:
Under normal operating conditions, the available generation ( n i=1 B i ) is always greater than the peak demand. Hence, we can safely drop the min operator in practice:
Following the notion that generation and the predicted demand should be aligned, this notion indicates that if we are only allowed to obtain a single valued load prediction, we should deliver d * t to the system operator, where
On the other hand, the learning framework based on MSE criteria will deliver d * t = E[d t ] to the system operator, which is often different from the percentile 1 represented in Eq. (12) . Hence, the conventional framework is not efficient in minimizing the system cost even in the simplified electricity pool model.
IV. END-TO-END LEARNING : THE BASIS
End-to-end learning is a powerful tool in the machine learning community. In this section, we revisit the basic concepts in the generic end-to-end learning framework, and then introduce the notion of task specific criteria for ED.
Specifically, as for learning the ED policies, end-to-end learning would directly learn the final dispatch policies given the input data and the loss function for training, which often measures the difference between predicted policyĝ t and the optimal policy g * t , i.e,
However, ignoring all the intermediate stages makes pure end-to-end learning suffer from a number of disadvantages. First, the predicted dispatch policy may not satisfy all the constraints in ED. Also, this framework can be rather data inefficient, especially for large dynamic system control, such as ED in power system.
A. Task Specific Criteria for ED
In order to avoid the shortcomings of pure end-to-end learning, a task specific criteria can be helpful. Specifically, we can carefully examine the structure of problem (1)-(4). Given the probability distribution of all the random variables, we can convert this stochastic optimization into a deterministic optimization.
Note that, since our formulation ignores the ramping constraints, the decision makings across time are naturally decoupled. Such simplifications allow us to highlight the effectiveness of task specific end-to-end machine learning. Hence, in the subsequent analysis, we will focus on single shot ED and provide our insights on how to generalize our approach to ED with ramping constraints by the end of this section. Suppose we are given the distribution ofd t , then the single time shot ED degenerates to the following problem:
Lemma 1: The single shot ED problem (13) is convex.
The proof can be immediately obtained by examining the Hessian matrix of the objective function with respect to g it 's and showing it is positive semi-definite. The objective function in (13) can be used to derive the chain rule for back propagation in the task specific end-to-end learning.
Supposed t follows some distribution f t (x;θ t ), whereθ t represents the parameters of the distribution (e.g., parameter λ for Exponential distribution). Then, the goal of the task specific predictor is to estimate the distribution f t with the appropriate parametersθ t . Given the predicted distribution, we define the task loss function by L t (ĝ t , d t ):
where d t denotes the true load. The other notations C(g t ), C t (d t ), andĝ t represent the total generation cost function given dispatch profile g t , the minimal generation cost to meet the true demand d t , and the optimal generation dispatch profile given estimation f t (x;θ t ). Formally,
Note that,ĝ t can be calculated by sequential quadratic programming (SQP). Hence, the chain rule of back propagation aligns with the chain rule for partial derivatives: ∂L
The two partial derivatives on the right hand side in Eq.(18) can be calculated automatically in the SQP (see [18] for more details) without explicit formula. We visualize the whole process in Fig. 2 .
V. END-TO-END LEARNING : IMPLEMENTATION
In this section, we discuss in detail how to implement the task specific criteria to achieve the best efficiency and effectiveness. Specifically, by observing the structure of the single shot ED problem, we design an optimization kernel to enable efficient learning.
A. Optimization Kernel for Efficient Learning
We first use the notion of parametric analysis to examine problem (13) . The key parameter in determining the value of the objective function is the same as that for the electricity pool model, the total generation g t . We defineL t (g t ) to highlight this observation:
L t (g t ) can be decomposed into two components. One represents the cost of a fixed structure (the generation cost, C t (g t ) as defined in Eq. (16) ) and the other deals with the predicted distribution ofd t (the risk cost, denoted byR t (g t )).
whereR
Denote the feasible region constructed by constraints of (19) by A(g t ). Define
The following lemma indicates the structure of C t (g t ). Lemma 2: The generation function C t (g t ) is continuous, piecewise linear, and convex in g t over [g min t , g max t ].
Inspired by the idea proposed in [19] , we can efficiently construct C t (g t ) as described in Algorithm 1 (Curve Generative Algorithm or CGA in short).
Algorithm 1: CGA(g x t , g y t ) Input : generation range: g x t and g y t ;
Solve the equations below to obtain g z t , C z ;
It is straightforward to verify that
Hence, there must exist a unique g * t to problem (25). While C t (g t ) is not differentiable everywhere over the domain, we can conduct a binary search to efficiently obtain g * t for given prediction distributions.
The only remaining handle is to construct the dispatch policy g t from the total dispatch g t . Due to the continuity of the solution space of C t (g t ), we can efficiently construct g t with the help of the information embedded in the breaking points obtained in Algorithm 1. More precisely, without loss of generality, suppose
, where g k t and g k+1 t are two adjacent breaking points of C t (g t ). Denote g k t and g k+1 t the corresponding dispatch profiles for g k t and g k+1 t . Then, continuity of solution space leads to the following lemma:
, 0 ≤ γ ≤ 1, then the optimal dispatch profile g * t corresponding to the total dispatch g * t can be constructed as follows:
Thus, we complete the construction of the optimization kernel for the end-to-end framework. We illustrate this process in detail in Algorithm 2, where we utilize the information of C t (g t ). This information can be obtained during the construction process of C t (g t ). Since C (g t ) is only well defined over
as follows:
Algorithm 2: Optimization Kernel Based Learning
Input : training set and validation set (x, d) 2 Output: predictor P ; Compute C t (g t )'s andR t (g t )'s function curve; Compute g min and g max ; Compute G(g t )'s function curve, where g t = G(g t );
while Loss of validation set L v doesn't increase do Sample a batch of (x, d) from training set; Estimateθ t from P and input data x:
Generate distribution f t (θ t ); d t = g min ; gap = g min − g max ; while gap > (g min − g max ) · 10 −6 dô d t =d t − sign(C (d t ) +R (d t )) · gap; gap = gap/2; end g t = med g min ,d t , g max ; Compute generation policyĝ t from G(ĝ t ); Compute task loss L t (ĝ t , d) Compute derivatives ∂Lt(ĝ t ,d) ∂θt ; Back propagate and update the predictor P ; Compute the loss in validation set L v by P ; end
We want to close this section by making remarks on generalizing our framework to the ED problem with ramping constraints. The only difference is that the dispatch policies cannot be decoupled across time. Hence, the risk cost has to rely on T variables, i.e., g 1 , ..., g T , instead of a single variable. In this case, we need to construct a high dimensional optimization kernel to enable the efficient learning.
VI. END-TO-END LEARNING: MODEL-FREE
While the optimization kernel can effectively speed up the learning process, in this section, we highlight that the knowledge of distribution is great, but not essential.
Denote f (d t ;θ t ) and F (d t ;θ t ) the pdf and cdf of hypothetical distribution ofd t , and denote H(d t ) its true cdf.
Thus, the derivative of task loss L t (g t ) with respect to g t can be obtained as follows:
Combining the first order optimality condition with the generation capacity constraint g t ∈ [g min t , g max t ], the optimal policy g 0 t given the distribution F (x;θ t ) can be obtained as follows.
Note that med is median operator. We denote g 0 t = g t (θ t ) to highlight that it could be a function of the distribution parametersθ t . The same analysis applies to decide the true optimal control policy g * t (given H(d t )):
Combining Eqs. (30) and (31), we can examine the performance loss ∆ L (g * t , g t (θ t )) induced by the inaccurate distribution estimation:
Define
it is straightforward to verify the following lemma: Lemma 4: The function K(x) is either always positive over
. With the lemma, we can conclude that the ultimate goal of the learning process should be to estimate g * t as accurately as possible, which does not require the explicit knowledge of distribution. This is also desirable according to Occam's Razor [20] : estimating the distribution often leads to more parameter estimations. Specifically, when the data are not sufficiently large, the trained model may suffer from overfitting issues or poor generalization ability in practice.
To achieve an accurate prediction for g * t , we design the following loss function for the learning process:
We want to emphasize that in Eq.(34), d t is the actual demand during learning. Also, the geographical distributed demand information has been encoded into the function C t (·) via E[d jt ], ∀j, together with all the transmission line capacity constraints. Based on this loss function, we design the modelfree end-to-end learning framework as described in Algorithm 3.
Algorithm 3: Optimization-Free Learning
Input : training set and validation set (x, d); Output: predictor P ; Compute C t (g t )'s function curve;
Compute g min and g max ; while Loss in validation set L v doesn't increase do Sample a batch of (x, d) from training set; Compute the total generationĝ t from predictor P and input data x:ĝ t = P (x) g t = med g min ,ĝ t , g max ; Compute task loss Q t (ĝ t , d); Compute derivatives ∂Qt(ĝt,d) ∂ĝt ; Back propagate and update the predictor P ; Compute the loss in validation set L v by P ; end
VII. NUMERICAL STUDIES
We compare the performance of different approaches on a four-bus system in terms of effectiveness, robustness and efficiency. We further illustrate the effectiveness of the modelfree framework on the IEEE 39-bus system.
A. Setup for 4-Bus System
As shown in Fig. 3 , the system contains 3 generators at Bus 1 to Bus 3, respectively, and a single load at Bus 4. To capture the stochastic nature of the net demand, we use the 5-year PJM load data from 2012 to 2016 [21] . We assume the marginal costs of the three generators are $40, $50, $60/MWh, respectively. We further set the unit shortage penalty γ 1 to be $100/MWh, and the unit excess penalty γ 2 to be $10/MWh. The impedances and the line capacities of the network can be found in Table I. We employ a 2-layer neural network with 128 neurons in each layer to implement our proposed frameworks. During the learning process, we divide the 5-year data set into 3 sets: training set, validation set, and test set. The training set contains the load data in the first 1, 200 days. The data in the Impedance (p.u.) −j −j −j −j Capacity (MW) 1.5 1.5 1.5 1.5
following 200 days construct the validation set, and the data in the last 400 days form the test set. All models are trained to the convergence of accuracy decided by the validation set. For all the models, they share the same inputs: historical hourly load data in the former 24 hours and weekday-weekend type.
B. Performance Evaluation: Effectiveness
We compare the performance of four frameworks: conventional approach with MSE criteria, end-to-end learning with task specific criteria, end-to-end learning with optimization kernel, and model-free end-to-end framework. The evaluation metrics are load prediction error (MSE) and the loss in dispatch cost.
During the comparison, we divide each day into four periods: midnight (from 0:00 am to 6:00 am), morning (from 6:00 am to 12:00 pm), afternoon (from 12:00 pm to 6:00 pm), and evening (from 6:00 pm to 0:00 am), and conduct the comparison for these four periods, respectively. Figure 4 plots the comparison with respect to the two evaluation metrics.
It is interesting to observe that the conventional approach doesn't produce the best prediction in all periods. Yet it does incur relatively high loss in the dispatch cost (i.e., additional dispatch cost). As suggested by Fig.4(b) , all the other three frameworks improve the effectiveness of the conventional approach (benchmark). More precisely, task specific criteria achieves 1.53% less loss than the benchmark; optimization kernel framework further improves the effectiveness by 2.13%; and the model-free end-to-end learning framework achieves 1.27% additional improvement by relaxing the assumption of the load prediction distributions. This highlights the remarkable performance of our proposed frameworks.
C. Performance Evaluation: Robustness
The task specific framework and the optimization kernel framework both requires the knowledge on the type of prediction distribution for effective learning. We target to examine their robustness through synthetic data generated from Normal distribution, Uniform distribution, and Bounded Pareto distribution. We use the model-free framework as the benchmark. We take the optimization kernel framework as an example. Fig. 5 visualizes its robustness evaluation. It is suggested that the proposed framework is rather robust to most light tail distributions (e.g., Normal distribution and Uniform distribution) as the loss/error in the two evaluation metrics is bounded by 4% compared with the benchmark. The robustness is weakened facing heavy tail distributions (e.g., bounded Pareto distribution) yet the loss/error is still bounded by 8%. 
D. Performance Evaluation: Efficiency
While the three proposed frameworks all outperform the conventional approach, the extra performance does not come free: the learning process is more complex and hence more time consuming than that of the conventional approach. Figure  6 illustrates the runing time for the four frameworks on a log-scale. Compared with the task specific framework, the optimization kernel speeds up the learning process by 182%, which verifies the effectiveness of the kernel. The model-free framework further speeds up the process to the comparable level of the conventional approach!
E. Performance Evaluation for IEEE 39-bus System
We further verify the performance of the model-free framework on a larger system: the IEEE 39-bus system. We follow the network parameters in the system as suggested in [22] . We set the marginal cost of the generators from bus 30 to bus 39 in an increasing order: from $30/MWh up to $48/MWh at a step size of $2/MWh. As such, we set unit shortage penalty γ 1 to be $50/MWh and the unit excess penalty to be $2/MWh. Figure 7 illustrates the performance improvement of the model-free framework, compared with the conventional approach as a benchmark. While our framework generates 72.85% more load prediction error, it does reduce the loss in dispatch cost by 8.24%.
VIII. CONCLUSION
In this paper, we seek to design an effective end-to-end machine learning framework for ED. Specifically, motivated by the task specific criteria, we design the optimization kernel to speed up the learning process, which ultimately leads to our model-free framework. Numerical studies verify the efficiency and effectiveness of our proposed schemes.
Our work can be extended in various interesting ways. For example, we consider the network constraints satisfies on expectation. That is, we implicitly assume the prediction error can be bounded within a relatively small range, which won't affect the network constraints too much. It will be interesting to propose a more adaptive way to ensure the network constraints in the end-to-end learning framework.
