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Abstract
By computing Frobenius-Schur indicators of modules of certain weak
Hopf algebras, we give a formula for the number of involutions in symmet-
ric groups, which are contained in a given coset with respect to a given
Young subgroup.
1 Introduction
LetSn be the symmetric group of n-letters. Then we have the following classical
identity in combinatorial representation theory:
∣∣{a ∈ Sn | a2 = 1}
∣∣ = ∣∣STab(n)∣∣, (1.1)
where STab(n) denotes the set of all standard tableaux of size n. Besides a
proof based on RSK correspondence, there is a proof of this identity, which is
based on Frobenius-Schur indicators. Let G be an arbitrary finite group. Then
the r-th root number function RrG(a) :=
∣∣{c ∈ G | cr = a}∣∣ is given by
RrG =
∑
χ∈IrrG
FSr(χ)χ, (1.2)
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where IrrG denotes the set of (complex) irreducible characters of G and FSr(χ)
denotes the r-th Frobenius-Schur indicator of χ. Hence (1.1) follows from
FS2(χ) = 1 (χ ∈ IrrSn) and
∑
χ∈IrrSn
χ(1) =
∣∣STab(n)∣∣.
Let H be a subgroup of G and let b be an element of G. In this paper, we
consider the following coset-wise root number function:
RrG,bH(a) :=
∣∣{c ∈ bH | cr = a}∣∣.
The support K of the restricted function RrG,bH
∣∣
H
becomes a subgroup of H
and the restriction of RrG,bH on K has the expansion
RrG,bH
∣∣∣
K
=
∑
χ∈IrrK
FSr(Lχ)χ,
where FSr(Lχ) denotes the r-th Frobenius-Schur indicator of certain simple
module Lχ of a weak Hopf algebra (WHA) F(G,X) attached to G and X :=
G/H . When G = Sn and H = Sn−1, we give an explicit formulas of FSr(Lχ)
and RrG,bH for every r > 0. When G = Sn and H is a Young subgroup Sα,
we determine the value FS2(Lχ) and give an explicit formula for the number of
involutions in bSα. As a special case, we obtain
∣∣{a ∈ bSm | a2 = 1
}∣∣=


∣∣STab(m− k)∣∣ (SmbSm = Smb−1Sm)
0 (SmbSm 6= Smb
−1
Sm),
(1.3)
for each 0 < m < n and b ∈ Sn, where k :=
∣∣{1, 2, . . . ,m} \ b{1, 2, . . . ,m}∣∣.
Also, we obtain
∣∣{a ∈ b(Sm ×Sm′) | a2 = 1
}∣∣= k! ∣∣STab(m− k)∣∣ ∣∣STab(m′ − k)∣∣, (1.4)
where m′ := n−m.
By counting R2
Sn
(1) using (1.4), we obtain
∣∣STab(n)∣∣=
∑
0≤k≤min{m,m′}
m!m′!
k! (m− k)! (m′ − k)!
∣∣STab(m− k)∣∣ ∣∣STab(m′ − k)∣∣.
(1.5)
In [15], Ng and Schauenburg defined Frobenius-Schur indicators as invariants
of (objects of) pivotal fusion categories (See also [6]). Also, Schauenburg [17, 18,
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19] gave several results for Frobenius-Schur indicators of group-theoretical fusion
categories. Since the representation category of F(G,X) is group-theoretical
by Andruskiewitsch-Natale [1] and Mombelli-Natale [13], our general results
for Frobenius-Schur indicators of F(G,X)-modules overlap with Schauenburg’s
results significantly. Nevertheless, we give WHA counterparts of his results,
since WHA approach seems to be more elementary than his category-theoretic
approach. In fact, our approach clarifies the importance of the G-sets X and
X ×X , which did not play important roles in his paper.
The outline of the paper is as follows. In Section 2 we give the definition
of the algebra F(G,X). In Section 3, we define and study Frobenius-Schur
indicators of F(G,X)-modules. In Section 4 we give a relation between sec-
ond indicators of F(G,X)-modules and Kawanaka-Matsuyama indicators [10]
of CK-modules. In Section 5 and Section 6, we compute second indicators
of F(Sn,Sα)-modules and indicators of F(Sn,Sn−1)-modules, respectively.
Also, we give the corresponding results for RrG,bH in these sections. In Section 7
we give a correspondence between invariant bilinear forms on F(G,X)-modules
and invariant bilinear pairings of some CK-modules. In Section 8 we verify that
our definition of Frobenius-Schur indicators of F(G,X)-modules coincides with
that of Ng-Schauenburg [15].
The author thank K. Shimizu for telling him about the Frobenius-Schur
indicators.
2 Preliminaries
Throughout this paper, all modules are assumed to be finite dimensional over
the complex number field C. Let G be a finite group and let X be a finite
left G-set. For x ∈ X , we denote by Gx the stabilizer of G at x, that is,
Gx = {a ∈ G | ax = x}. Let C
X ⋊ G be the C-linear span of the symbols
ex a (a ∈ G, x ∈ X). Then C
X
⋊G becomes an algebra via
(ex a)(ey b) = δx,ay ex ab.
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By identifying a ∈ G with
∑
x∈X ex a, CG becomes a subalgebra of C
X⋊ G.
The elements ex := ex 1G (x ∈ X) are mutually orthogonal idempotents and
give a partition of unity of CX⋊G.
Let M be a left CX⋊G-module and let Ω be an orbit of the G-set X . We
say that M is of type Ω if M =
⊕
x∈Ω exM . We note that each C
X⋊G-module
has a unique decomposition M =
∑
Ω∈G\XMΩ such that MΩ is of type Ω.
It seems that the following is a folklore among some communities of Hopf
algebraists.
Proposition 2.1 (cf. [12] page 241, [11] Lemma 3.2,Theorem 3.3) (1) Let Ω =
Gx be an orbit of X and let V be a left CGx-module. Then Ix(V ) := CG⊗CGxV
becomes a CX⋊G-modules via
a(b⊗ v) = ab⊗ v, ey(b⊗ v) = δy,bxb⊗ v (a, b ∈ G, y ∈ X, v ∈ V ).
(2) The correspondence Ix gives an equivalence between the category of CGx-
modules and the category of CX⋊G-modules of type Ω.
Let F = F(G,X) be the C-linear span of the symbols exy a (a ∈ G, x, y ∈ X).
Then F becomes an algebra via
(exy a)(e
z
w b) = δx,azδy,awe
x
y ab.
Let ∆ :F → F ⊗F and ε :F → C be linear maps given by
∆(exy a) =
∑
z∈X
exz a⊗ e
z
y a, ε(e
x
y a) = δxy.
Then F becomes a X-face algebra with antipode S :F → F ; exya 7→ a
−1eyx (cf.
[7]). Hence F is a weak Hopf algebra (cf. [2]). We call F(G,X) the group-like
face algebra of (G,X).
Let Ω = G(x, y) be an orbital of X , that is, Ω ∈ G\(X × X). Since
F(G,X) ∼= CX×X⋊ G as algebras, we have an equivalence Ixy between the
category of CGxy-modules and the category of F(G,X)-modules of type Ω,
where Gxy stands for the two-point stabilizer Gx ∩Gy . In particular, if {V (λ)}
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is a set of representatives for the isomorphism classes of simple CGxy-modules,
then {Ixy(V (λ))} is a set of representatives for the isomorphism classes of simple
F(G,X)-modules of type Ω.
3 Frobenius-Schur indicators
We define elements
∫ [r]
(r ≥ 1) of F(G,X) by
∫ [1]
=
∫
:= 1|G|
∑
a∈G
∑
x∈X e
x
x a
and
∫ [r]
:= (m(r) ◦ ∆(r))(
∫
) (r ≥ 2) respectively, where m(r) : F(G,X)⊗r →
F(G,X) and ∆(r) : F(G,X)→ F(G,X)⊗r denote the iterations of the product
and the coproduct of F(G,X) respectively, that is, m(3)(α, β, γ) = αβγ and
∆(3)(α) = (∆ ⊗ id)(∆(α)), for example. Then,
∫
is an idempotent two-sided
integral of F(G,X) (cf. [2]), that is,
∫ 2
=
∫
and
α
∫
= εL(α)
∫
,
∫
α =
∫
εR(α) (α ∈ F(G,X)), (3.1)
where,
εL(α) =
∑
x,y,z∈X
ε(exzα)e
z
y, ε
R(α) =
∑
x,y,z∈X
exzε(αe
z
y). (3.2)
Let M be a finite-dimensional F(G,X)-module. We define the r-th Frobenius-
Schur indicator of M by FSr(M) := TrM (
∫ [r]
).
Lemma 3.1 (1) Explicitly, the elements
∫ [r]
are given by
∫ [r]
=
1
|G|
∑
a∈G
∑
x∈X
δx,arxe
x
a−1xa
r =
1
|G|
∑
a∈G
∑
x∈X
δx,arxa
rexa−1x. (3.3)
(2) The element
∫ [r]
is central.
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Proof. Part (1) follows from the following computations:
(m(r) ◦∆(r))(exx a)
=
∑
y1∈X
· · ·
∑
yr−1∈X
(
exy1a
) (
ey1y2a
)
· · ·
(
eyr−2yr−1a
)
(eyr−1x a)
=
∑
y1∈X
· · ·
∑
yr−1∈X
(
exy1a
) (
ey1y2a
)
· · ·
(
eyr−3yr−2a
)
δyr−2,ayr−1δyr−1,ax
(
eyr−2yr−1a
2
)
=
∑
y1∈X
· · ·
∑
yr−3∈X
(
exy1a
) (
ey1y2a
)
· · ·
(
e
yr−3
a2x a
)(
ea
2x
ax a
2
)
= · · ·
=(exar−1xa)
(
ea
r−1x
ar−2xa
r−1
)
= δx,arx e
x
a−1x a
r = δx,arx a
r exa−1x.
Let c be an element ofG. Replacing a and x in (3.3) by cbc−1 and cy respectively,
we obtain
∫ [r]
c =

 1
|G|
∑
b∈G
∑
y∈X
δcy,cbry e
cy
cb−1y cb
rc−1

 c
=
1
|G|
∑
b∈G
∑
y∈X
δy,bry c e
y
b−1y b
r = c
∫ [r]
.
For y, z ∈ X , we have
eyz
∫ [r]
=
1
|G|
∑
a∈G
δy,aryδz,a−1ye
y
a−1ya
r =
1
|G|
∑
a∈G
δy,aryδz,a−1ya
reya−1y =
∫ [r]
eyz .
Since g’s and eyz ’s generate the algebra F(G,X), this proves Part (2). 
Theorem 3.2 (cf. Schauenburg [17], Theorem 4.1) For each x, y ∈ X and
CGxy-module V , we have
FSr(Ixy(V )) =
1
|Gxy|
∑
a∈G[x,y;r]
TrV (a
−r), (3.4)
where G[x, y; r] := {a ∈ G | ax = y, arx = x}.
Proof. We first note that the right-hand side of (3.4) is well-defined, since
a−r ∈ K := Gxy for each a ∈ G[x, y; r]. Also, we note that we may assume that
V is a simple CK-module, since both the right-hand side and the left-hand side
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of (3.4) are additive with respect to V . Then, by Proposition 2.1 (2), Ixy(V )
is a simple F(G,X)-module. Hence by Schur’s lemma, the action of the central
element
∫ [r]
on Ixy(V ) is given by some scalar. Therefore, we have
TrIxy(V )(
∫ [r]
) =
dim Ixy(V )
dim(CK ⊗CK V )
TrCK⊗CKV (
∫ [r]
)
=
|G|
|K|
TrCK⊗CKV (
∫ [r]
).
By Lemma 3.1 (1), we have
∫ [r]
(1G ⊗ v) =
1
|G|
∑
a,z
δz,arzδz,xδa−1z,ya
r ⊗ v
=
1
|G|
∑
c∈G[x,y;r]
1G ⊗ c
−rv.
Therefore,
TrCK⊗CKV (
∫ [r]
) =
1
|G|
∑
c∈G[x,y;r]
TrV (c
−r).
This proves (3.4). 
Let H be a subgroup of G. We define the r-th root number function RrG and
the r-th coset-wise root number function RrG, bH by
RrG(a) =
∣∣{c ∈ G | cr = a}∣∣,
RrG, bH(a) =
∣∣{c ∈ bH | cr = a}∣∣,
respectively. We note that RrG is a class function and that
RrG, hbH(a) = R
r
G, bH(h
−1ah) (3.5)
for each a, b ∈ G and h ∈ H . In particular, we have
RrG,hbH(1) = R
r
G, bH(1). (3.6)
By (3.6), the assignment HbH 7→ RrG,HbH(1) := R
r
G,bH(1) gives a well-defined
function on H\G/H .
Proposition 3.3 The root number function satisfy
RrG(1) =
∑
HbH∈H\G/H
∣∣H∣∣∣∣H ∩ bHb−1∣∣ R
r
G,HbH(1). (3.7)
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Proof. By definition, we have
RrG(1) =
∑
bH∈G/H
RrG,bH(1)
=
∑
Hb1H∈H\G/H
cHb1HR
r
G,Hb1H(1),
where cHb1H :=
∣∣{bH ∈ G/H |HbH = Hb1H}
∣∣. Since cHb1H is equals to the
size of the H-orbit through y := b1H ∈ X := G/H , it equals |H |/|Hy| =
|H |/|H ∩ b1Hb
−1
1 |. This proves (3.7). 
Theorem 3.4 (cf. Schauenburg [17], Lemma 4.5) For each a ∈ H and y =
bH ∈ X := G/H, we have
∣∣∣{c ∈ bH | cr = a}
∣∣∣
=


∑
λ FSr(Ixy(V (λ)))χλ(a) (ay = y)
0 (ay 6= y),
(3.8)
where x = H ∈ X, {V (λ)} is as in Section 2 and χλ = TrV (λ) denotes the
character of V (λ).
Proof. To begin with, we show that the left-hand side of (3.8) is non-zero only
if ay = y. Suppose that cr = a for some c ∈ bH . Since c ∈ bH , we have
cx = bx = y. Hence
ay = cry = cr+1x = cax = cx = y.
Let K be the two-point stabilizer Gxy. By (3.5), R
r
G,bH
∣∣
K
is a class function on
K. Hence
RrG,bH
∣∣
K
=
∑
λ
(RrG,bH |χλ)K χλ,
where ( | )K denotes the usual inner product of the space of class functions on
K, that is, (f |g)K := |K|
−1
∑
a∈K f(a)g(a). Therefore, it suffices to show that
(RrG,bH |χλ)K = FSr(Ixy(V )(λ). By definition, we have
(RrG,bH |χλ)K =
1
|K|
∑
a∈K
∣∣{c ∈ bH | cr = a}∣∣χλ(a−1)
=
1
|K|
∑
c∈bH;cr∈K
χλ(c
−r). (3.9)
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Since
{c ∈ bH | cr ∈ K} = {c ∈ G | cx = y, cry = y} = G[x, y; r],
the right-hand side of (3.9) coincides with that of (3.4) for V = V (λ) . 
4 Twisted Frobenius-Schur indicators
Let K be a finite group. Let φ be an automorphism of K and let k0 be an
element of K. We say that (φ, k0) is an outer involution of K if φ
2(k) =
k−10 kk0 (k ∈ K) and φ(k0) = k0. We note that if K ≤ G and t ∈ G satisfies
t−1Kt = K and t2 ∈ K, then ((−)t, t2) is an outer involution of K, where
(−)t : K → K; k → t−1kt. Conversely, for an outer involution (φ, k0), there
exists a group G ≥ K and t ∈ G\K such that (φ, k0) = ((−)
t, t2). Explicitly, G
is given by G = K
∐
tK, which is equipped with product (tk)(tk′) = k0(φ(k)k
′),
(tk)k′ = t(kk′), k(tk′) = t(φ(k)k′) (k, k′ ∈ K), where tK = {tk | k ∈ K} is a
copy of the set K.
Let V be a finite-dimensional CK-module. We define (φ, k0)-twisted second
Frobenius-Schur indicator of V by
FS2(V, φ, k0) =
1
|K|
∑
k∈K
TrV (k0φ(k)k).
When (φ, k0) = ((−)
t, t2), we write FS2(V, t) = FS2(V, φ, k0). It agrees with
Kawanaka-Matsuyama’s indicator (cf. [10]), that is,
FS2(V, t) =
1
|K|
∑
k∈K
TrV ((tk)
2).
We say that an orbital Ω is symmetric (or self-paired) if ΩT = Ω, where ΩT :=
{(y, x) | (x, y) ∈ Ω}.
Proposition 4.1 (1) An orbital Ω = G(x, y) is symmetric if and only if there
exists an element t ∈ G such that tx = y, ty = x. In this case, K := Gxy
satisfies t−1Kt = K and t2 ∈ K.
(2) Let H be a subgroup of G and let b be an element of G. Let x0 be the element
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H of X = G/H and let Ω be G(x0, bx0). Then Ω is symmetric if and only if
HbH = Hb−1H.
Proof. Part (1) is obvious. Since there exists a bijection H\G/H ∼= G\(X×X);
HbH 7→ G(x0, bx0) (cf. [4] p240), G(x0, bx0) is symmetric if and only if HbH =
Hb−1H . 
Theorem 4.2 (cf. Schauenburg [19], Proposition 3.2) Let V be a CGxy-module.
(1) If Ω = G(x, y) is not symmetric, then FS2(Ix,y(V )) = 0.
(2) Suppose that Ω is symmetric and that t ∈ G satisfies t(x, y) = (y, x). Then,
FS2(Ix,y(V )) = FS2(V, t).
Proof. Since G[x, y; 2] = {a ∈ G | ax = y, ay = x} is empty if ΩT 6= Ω,
Part (1) follows from (3.4). If t ∈ G satisfies t(x, y) = (y, x), then we have
G[x, y; 2] = Gxy t
−1. Hence Part (2) also follows from (3.4). 
5 Symmetric groups I
For each subset S of [n] := {1, 2, . . . , n}, we define a subgroup S(S) ∼= S|S|
of G := Sn by S(S) := {a ∈ Sn | ai = i (i ∈ [n] \ S)}. For a set S ⊂ Z
and an integer ǫ, we set ǫ + S = {ǫ + s | s ∈ S}. Let α = (α1, α2, . . . , αℓ)
be a sequence of positive integers such that α1 + · · · + αℓ = n. Let Sα =
Sα1 × · · ·×Sαℓ be the corresponding Young subgroup of Sn. Here, we identify
Sα with S(A1) · · ·S(Aℓ) as usual, where
A1 = [α1], A2 = α1 + [α2], . . . , Aℓ = α1 + · · ·αℓ−1 + [αℓ]. (5.1)
Next, define a set X =
(
[n]
α
)
by
X :=
{
B = (B1, . . . , Bℓ) ∈ (2
[n])ℓ
∣∣ [n] =
∐
i
Bi,
∣∣Bi
∣∣= αi (1 ≤ i ≤ ℓ)
}
.
Then X becomes a transitive G-set via a(B1, . . . , Bℓ) := (a(B1), . . . , a(Bℓ)).
Since the stabilizerGA ofG at A := (A1, . . . , Aℓ) isSα, Sn/Sα ∼= X ; bSα 7→ bA
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as G-sets. It is known that G(B,C) 7→ [
∣∣Bi ∩ Cj
∣∣]ij gives a bijection from
G\(X ×X) onto
Mα :=
{
Γ = [γij ]ij ∈ Mat(ℓ,Z≥0)
∣∣ ∑
i
γij = αj =
∑
i
γji (1 ≤ j ≤ ℓ)
}
.
See e.g. [9]. Note that G(B,C) is a symmetric orbital if and only if [
∣∣Bi∩Cj
∣∣]ij
is a symmetric matrix.
Let B = (B1, . . . , Bℓ) = bA be an element of X . For 1 ≤ i, j ≤ ℓ, we
set Bij := Ai ∩ Bj and γij :=
∣∣Bij
∣∣. Also, we set Aij = ǫij + [γij ], where
ǫ11 = 0, ǫ12 = γ11, . . . , ǫ1ℓ = γ11 + · · · + γ1,ℓ−1, ǫ21 = γ11 + · · · + γ1ℓ = α1,
ǫ22 = α1+ γ21, . . . , ǫij = α1+ · · ·+αi−1+ γi1+ · · ·+ γi,j−1, . . . . By definition,
we have Ai = Ai1
∐
· · ·
∐
Aiℓ for each 1 ≤ i ≤ ℓ. For each i, j, we fix a bijection
uij : Aij ∼= Bij and define u ∈ Sn by u
∣∣
Aij
= uij . Let γ = (γ1, γ2, . . . , γℓ2) be
the sequence (γ11, γ12, . . . , γ1ℓ, γ21, . . . , γ2ℓ, . . . , γℓ1, . . . , γℓℓ) and let K0 be the
subgroup Sγ = Sγ1 × · · · × Sγℓ2 of Sn, where S0 = {1}. Note that we have
a(ǫij + s) = ǫij + aijs for a = (a11, . . . , a1ℓ, . . . , aℓ1, . . . , aℓℓ) ∈ Sγ and s ∈ [γij ].
Let K the two-point stabilizer GAB.
Lemma 5.1 (1) K =
∏
ij S(Bij).
(2) The correspondence k 7→ u−1ku gives a group isomorphism ψ : K ∼= K0.
Proof. (1) For each a ∈ Sn, a ∈ K if and only if aAi = Ai and aBj = Bj for
all i, j, if and only if aBij = Bij for all i, j. Hence, we have Part (1).
(2) Since K0 =
∏
ij S(Aij) and
∣∣S(Aij)
∣∣= γij ! =
∣∣S(Bij)
∣∣, it suffices to show
that uku−1 ∈ S(Bij) for each k ∈ S(Aij). Let s be an element of [n] \ Bij .
Since u−1s ∈ [n] \Aij , we have ku
−1s = u−1s. This proves the assertion. 
Now suppose that G(A,B) is a symmetric orbital. We define t0, t ∈ Sn by
t0(ǫij + s) = ǫji+ s (s ∈ [γij ]) and t = ut0u
−1. Then we have t20 = 1G, t0
∣∣
Aii
=
id and t0(Aij) = Aji. Moreover, t0at0 = a
T for a = (a11, . . . , a1ℓ, . . . , aℓ1, . . . , aℓℓ) ∈
K0, where
aT := (a11, a21, . . . , aℓ1, , . . . , a1ℓ, . . . , aℓℓ).
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Since t(Bij) = Bji, we have tA = B, tB = A. Moreover, we have tψ
−1(a)t =
ψ−1(aT) for each a ∈ K0.
For m ≥ 0, let P(m) be the set of partitions of m and let {V (λ) |λ ∈ P(m)}
be a complete representatives of simple CSm-modules such that dimV (λ) =∣∣STab(λ)∣∣, where STab(λ) denotes the set of standard tableaux of shape λ. We
denote the character of V (λ) by χλ. Note that P(0) is a single element set {()}
and that V (()) is a one-dimensional module of S0 = {1}.
Let P(Γ ) be the set of matrices Λ = [λij ]1≤i,j≤ℓ of partitions such that
λij ∈ P(γij). For each Λ = [λij ] ∈ P(Γ ), define a simple CK0-module V (Λ) by
the following outer tensor product:
V (Λ) = V (λ11)⊠ V (λ12)⊠ · · ·⊠ V (λ1ℓ)⊠ · · ·⊠ V (λℓ1)⊠ · · ·⊠ V (λℓℓ).
Then {V (Λ) |Λ ∈ P(Γ )} gives a complete representative of simple CK0-modules.
Hence {V (Λ)ψ |Λ ∈ P(Γ )} and {IA,B(V (Λ)
ψ) |Λ ∈ P(Γ )} give complete repre-
sentatives of simple CK-modules and simple F(G,X)-modules of type G(A,B),
respectively. Here, the action ofK on V (Λ)ψ := V (Λ) is given by (k, v) 7→ ψ(k)v
(k ∈ K, v ∈ V (Λ)ψ).
Theorem 5.2 For each Λ ∈ P(Γ ), the second Frobenius-Schur indicator of the
F(G,X)-module IA,B(V (Λ)
ψ) is given by
FS2(IA,B(V (Λ)
ψ)) =


1 (ΓT = Γ and ΛT = Λ)
0 (ΓT 6= Γ or ΛT 6= Λ).
(5.2)
Proof. By Theorem 4.2 (1), we may assume ΓT = Γ . Hence
FS2(IA,B(V (Λ)
ψ)) = FS2(V (Λ)
ψ , t) =
1∣∣K∣∣
∑
k∈K
TrV (Λ)(ψ((tk)
2))
by Theorem 4.2 (2). Since ψ((tk)2) = t0at0a = a
Ta for k = ψ−1(a) and a ∈ K0,
the right-hand side equals
1∣∣K0
∣∣
∑
(a11,...,aℓℓ)∈K0
TrV (Λ)(a11a11, a21a12, . . . , aℓ1a1ℓ, . . . a1ℓaℓ1, . . . , aℓℓaℓℓ)
=
1∏
ij γij !
∑
a11∈Sγ11
∑
a12∈Sγ12
· · ·
∑
aℓℓ∈Sγℓℓ
∏
ij
χλij (ajiaij).
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Since 1γii!
∑
aii
χλii(a
2
ii) = FS2(V (λii)) = 1, the right-hand side equals
∏
i<j
1
(γij !)2
∑
a,a′∈Sγij
χλij (a
′a)χλji (aa
′)
=
∏
i<j
1
γij !
∑
a∈Sγij
χλij (a)χλji (a)
=
∏
i<j
δλij ,λji = δΛ,ΛT ,
where the first equality follows from the fact that χλji is a real-valued class func-
tion. The second equality follows from the orthogonality relation of irreducible
characters. 
Theorem 5.3 Let α = (α1, . . . , αℓ) be a sequence of positive integers such that∑
i αi = n and let Sα be the corresponding Young subgroup of Sn. Then, for
each b ∈ Sn, we have
∣∣{a ∈ bSα | a2 = 1
}∣∣ =


(∏
i<j γij !
) ∏
i
∣∣STab(γii)
∣∣ (ΓT = Γ )
0 (ΓT 6= Γ ),
(5.3)
where Γ = [γij ], γij =
∣∣Ai ∩ bAj
∣∣ and Ai is as in (5.1).
Proof. By Theorem 3.4 and Theorem 5.2, the left-hand side of (5.3) equals
∑
Λ=[λij ]∈P(Γ )
δΓ,ΓT δΛ,ΛT dimV (λ11) dimV (λ12) · · · dimV (λℓℓ)
= δΓ,ΓT
(∏
i
∑
λii∈P(γii)
∣∣STab(λii)
∣∣) (∏
i<j
∑
λij∈P(γij)
∣∣STab(λij)
∣∣2)
= δΓ,ΓT
(∏
i
∣∣STab(γii)
∣∣) (∏
i<j
γij !
)
as desired. 
Example. (1) Suppose α = (m,m′), where m′ = n−m. Since Γ = [γij ] ∈ Mα
satisfies γ11 + γ12 = m = γ11 + γ21, it is a symmetric matrix of the form

m− k k
k m′ − k

 .
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Hence each orbital of X ∼= Sn/(Sm × Sm′) is symmetric. When Γ corre-
sponds to G(A, bA), k equals
∣∣A1 ∩ bA2
∣∣= ∣∣[m] \ b[m]∣∣. Hence the number of
involutions in b(Sm × Sm′) is given by (1.4). Since
∣∣H ∩ bHb−1∣∣= ∣∣GA,bA
∣∣=
(m− k)!(k!)2(m′ − k)!, (1.5) follows from (3.7).
(2) Suppose α = (m, 1n−m), so that Sα ∼= Sm and A = ([m], {m+1}, . . . , {n}).
Then, γij = 0, 1 unless (i, j) = (1, 1). Assume Γ is symmetric. Since
∣∣P(0)∣∣=
∣∣P(1)∣∣= 1, every matrix Λ ∈ P(Γ ) is necessarily symmetric. Hence FS2(IA,B(V )) =
1 for each simple GAB-module V . We note that this result gives a characteri-
zation of “null indicator double coset” of Schauenburg [19] Theorem 4.2. Also,
we note that this gives a generalization of computations of Frobenius-Schur in-
dicators of Hopf algebra representations given by Kashina, G. Mason, S. Mont-
gomery [11], Jedwab, S. Montgomery [8] and Timmer [20] (cf. [19]). Since
γ11 = m−
∣∣[m] \ b[m]∣∣, we obtain (1.3).
6 Symmetric groups II
Let G = Sn be the symmetric group of n-letters. As usual, we identify the
two-point stabilizer Gn,n−1 with Sn−2.
Theorem 6.1 For each CSn−2-module V ,
FSr(In,n−1(V )) =
∑
2≤s≤n; s|r
FSr(V |Sn−s), (6.1)
where V |Sn−s denotes the restriction of V to Sn−s. Here, for convenience, we
set FSr(V |S0) = dim V .
Proof. Let a be an element of G[x, y; r], where G[x, y; r] is as in Theorem 3.2,
i1 = x := n and i2 = y := n − 1. Let s ≥ 2 be the smallest integer such that
asx = x. It is easy to see that s divides r and that s agrees with the size of the
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orbit 〈a〉x. Hence we have the following decomposition:
G[x, y; r] =
∐
2≤s≤n; s|r
Gs[x, y; r], (6.2)
Gs[x, y; r] :=
{
a ∈ G[x, y; r]
∣∣ ∣∣〈a〉x∣∣= s}. (6.3)
Suppose that a belongs to Gs[x, y; r]. We define integers i3, i4, . . . , is ∈ [n− 2]
by i3 = a
2x, . . . , is = a
s−1x. Then, we have h := a(i1, i2, . . . , is)
−1 ∈ S([n] \
{i1, . . . , is}), that is, h fixes each element of {i1, . . . , is}. Conversely, if i3, . . . , is
are distinct elements of [n − 2] and h is an element of S([n] \ {i1, . . . , is}),
a = h(i1, . . . , is) gives an element of Gs[x, y; r]. Therefore, we have
Gs[x, y; r] =
∐
i3,...,is
{
h(i1, . . . , is)
∣∣ h ∈ S([n] \ {i1, . . . , is})
}
, (6.4)
where i3, . . . , is run over distinct elements of [n− 2]. By (3.4), this implies
FSr(In,n−1(V ))
=
1
(n− 2)!
∑
2≤s≤n; s|r
∑
i3,...,is
∑
h
TrV ((h(i1, . . . , is))
−r).
where h runs over S([n]\ {i1, . . . , is}). Since h commutes with the permutation
(i1, . . . , is) ∈ S({i1, . . . , is}), the right-hand side of the above equality is
1
(n− 2)!
∑
2≤s≤n; s|r
∑
i3,...,is
∑
h
TrV (h
−r)
=
1
(n− 2)!
∑
2≤s≤n; s|r
(n− 2)!
(n− s)!
∑
h∈Sn−s
TrV (h
−r)
=
∑
2≤s≤n; s|r
FSr(V |Sn−s).

Theorem 6.2 (1) We have
Rr
Sn,(n−1,n)Sn−1
|Sn−2 =
∑
2≤s≤n; s|r
Ind
Sn−2
Sn−s
(Rr
Sn−s
), (6.5)
where Ind
Sn−2
Sn−s
(Rr
Sn−s
) denotes the induced class function of Rr
Sn−s
on Sn−2.
(2) The class function Rr
Sn,(n−1,n)Sn−1
|Sn−2 is a character of a certain repre-
sentation of Sn−2.
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Proof. Let H be a finite group. By (1.2) and the orthogonal relation of the irre-
ducible characters, we have FSr(W ) = (R
r
H |χW )H for each simple CH-module
W . Since FSr is additive, this relation also holds for every finite-dimensional
CH-module W . Suppose H is a subgroup of a finite group G. By Frobenius
reciprocity, we have FSr(V
∣∣
H
) = (IndGH(R
r
H) |χV )G for each finite-dimensional
CG-module V . Applying this equality to G = Sn−2 and H = Sn−s together
with (6.1), we find that
FSr(In,n−1(V )) =
∑
2≤s≤n; s|r
(Ind
Sn−2
Sn−s
(Rr
Sn−s
) |χV )Sn−2 .
Hence by Theorem 3.4, we get
Rr
Sn,(n−1,n)Sn−1
|Sn−2 =
∑
µ∈Pn−2
∑
2≤s≤n; s|r
(Ind
Sn−2
Sn−s
(Rr
Sn−s
) |χµ)Sn−2 χµ
=
∑
2≤s≤n; s|r
Ind
Sn−2
Sn−s
(Rr
Sn−s
),
where the last equality follows from the fact that {χµ |µ ∈ Pn−2} is an or-
thonormal basis of the space of class functions of Sn−2. Thus we get Part (1).
Part (2) follows immediately from Part (1) and [16]. 
Corollary 6.3 (1) For each b ∈ Sn \Sn−1,
∣∣{a ∈ bSn−1 | ar = 1
}∣∣=
∑
2≤s≤n; s|r
(n− 2)!
(n− s)!
∣∣{a ∈ Sn−s | ar = 1
}∣∣. (6.6)
(2) (cf. [3]) The root number Rr
Sn
(1) satisfies the recurrence relation
Rr
Sn
(1) =
∑
1≤s≤n; s|r
(n− 1)!
(n− s)!
Rr
Sn−s
(1). (6.7)
Proof. Since the induced class function IndGH(f) satisfies Ind
G
H(f)(1) =
|G|
|H|f(1),
(6.6) immediately follows from (6.5) when b = (n − 1, n). On the other hand,
since Sn−1\Sn/Sn−1 = {Sn−1,Sn−1(n− 1, n)Sn−1}, we have R
r
G,bSn−1
(1) =
RrG,(n−1,n)Sn−1(1) by (3.6). This proves Part (1). Part (2) follows from Part
(1) and (3.7). 
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7 A correspondence between bilinear pairings
As well as the group case, the second Frobenius-Schur indicator of an F(G,X)-
module M has a close connection to invariant bilinear forms on M . In this
section, we show it by giving a correspondence between invariant bilinear forms
on F(G,X)-modules and certain bilinear pairings on CGxy-modules.
Let G be a finite group and let K be its subgroup. Let t be an element
of G such that t−1Kt = K and t2 ∈ K. For a CK-module V , we denote by
tV = {tv | v ∈ V } a copy of V with CK-action given by k tv := t(t−1ktv).
Let B : V × tV → C be a bilinear pairing. We say that B is K-invariant if
B(kv, tw) = B(v, k−1 tw) for each k ∈ K and v, w ∈ V . We denote by B(V, t)
the set of K-invariant bilinear pairings B : V × tV → C. For B ∈ B(V, t), we
set BT(v, tw) := B(t2w, tv). Since
BT(kv, tw) = B(t2w, tkt−1 tv) = B(tk−1tw, tv) = BT(v, k−1 tw),
(BT)T(v, tw) = B(t2v, t2 tw) = B(v, tw),
we have BT ∈ B(V, t) and (BT)T = B. Similarly to [10], we have the following
result.
Proposition 7.1 Let V be a simple CK-module. Then FS2(V, t) ∈ {0,±1} and
dimB(V, t) ≤ 1. Moreover, we have
FS2(V, t) =


1 dimB(V, t)+ = 1
−1 dimB(V, t)− = 1
0 dimB(V, t) = 0,
(7.1)
where B(V, t)± := {B ∈ B(V, t) |B
T = ±B}.
Let M be a F(G,X)-module and let C : M ×M → C be a bilinear form
on M . We say that C is F(G,X)-invariant if it is G-invariant and satisfies
C(exyξ, η) = C(ξ, e
y
xη) for each x, y ∈ X and ξ, η ∈M . We denote by B(M) the
set of F(G,X)-invariant bilinear forms. For C ∈ B(M), we define CT ∈ B(M)
by CT(ξ, η) = C(η, ξ).
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Theorem 7.2 Let Ω = G(x, y) be a symmetric orbital and let t be an element
of G such that t(x, y) = (y, x).
(1) For each CGxy-module V , we have a bijective correspondence
Res: B(Ix,y(V )) ∼= B(V, t)
given by Res(C)(v, tw) = C(1 ⊗ v, t ⊗ w). The inverse Ind of Res is given by
Ind(B)(a⊗ v, b ⊗ w) =
∑
k∈K δakt,bB(v, k
tw), where K = Gxy.
(2) For each C ∈ B(Ix,y(V )), we have Res(C
T) = Res(C)T.
(3) A pairing B ∈ B(V, t) is non-degenerate if and only if Ind(B) is non-
degenerate.
Proof. It is straightforward to verify that Res and Ind give well-defined maps
between B(Ix,y(V )) and B(V, t). Also, it is easy to verify that Res ◦ Ind = id.
Hence, to show Part (1), it suffices to prove that
Ind(Res(C))(a⊗ v, b ⊗ w) = C(a⊗ v, b⊗ w) (7.2)
for each a, b ∈ G and v, w ∈ V . By F(G,X)-invariance, the left and right-hand
sides of (7.2) is zero unless a(x, y) = b(y, x). Suppose a(x, y) = b(y, x). Since
k := a−1bt−1 ∈ K, the left-hand side of (7.2) is
Res(C)(v, k tw) = C(1 ⊗ v, t⊗ t−1ktw) = C(1 ⊗ v, kt⊗ w) = C(a⊗ v, b⊗ w).
This proves Part (1). Part (2) follows from t2 ∈ K. Suppose that C = Ind(B) ∈
B(Ix,y(V )) is non-degenerate and that v ∈ V satisfies B(v,
tw) = 0 for every
w ∈ V . To prove the non-degeneracy of B, it suffices to show that C(1⊗ v, b⊗
w) = 0 for each b ∈ G and w ∈ V . By F(G,X)-invariance, we may assume
b(x, y) = (y, x), or b = tk for some k ∈ K. Then, we obtain C(1 ⊗ v, b ⊗ w) =
B(v, t(kw)) = 0 and prove the non-degeneracy of B. Conversely, suppose that
B is non-degenerate and that m ∈ ezwIx,y(V ) satisfies C(m,n) = 0 for every
n ∈ ewz Ix,y(V ). Let a be an arbitrary element of G such that a(x, y) = (z, w).
Then, we have that m = a ⊗ v and n = at ⊗ w for some v, w ∈ V , and that
B(v, tw) = C(m,n) = 0. Hence, the non-degeneracy of B implies m = 0. Since
C is F(G,X)-invariant, this proves the non-degeneracy of C. 
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Corollary 7.3 Let M be a simple F(G,X)-module. Then FS2(M) ∈ {0,±1}
and dimB(M) ≤ 1. Moreover, we have
FS2(M) =


1 dimB(M)+ = 1
−1 dimB(M)− = 1
0 dimB(M) = 0,
(7.3)
where B(M)± := {C ∈ B(M) |C
T = ±C}.
Proof. Suppose M is of type Ω. When Ω is symmetric, the assertion follows
immediately from Theorem 4.2 (2), Proposition 7.1 and Theorem 7.2. When Ω
is not symmetric, B(M) = 0 by the definition of F(G,X)-invariance. Hence the
assertion follows from Theorem 4.2 (1). 
Proposition 7.4 Let x, y and b be as in Theorem 3.4 and let Ω be G(x, y).
Then the following conditions are equivalent:
(1) ΩT = Ω.
(2) R2G,bH 6= 0.
(3) FS2(M) 6= 0 for some F(G,X)-module M of type Ω.
Proof. The equivalence of (2) and (3) follows from Theorem 3.4 and the lin-
ear independence of the characters. Since the unit CGxy-module C satisfies
dimB(C, t)+ = 1, the equivalence of (1) and (3) follows from Theorem 7.2 (1),
Corollary 7.3 and Theorem 4.2 (1). 
8 Frobenius-Schur indicators of Ng and Schauen-
burg
In [15], Ng and Schauenburg have defined higher Frobenius-Schur indicators
νr(M) for each pivotal tensor category C and its object M . In this section,
we verify that FSr coincides with νr when C is the category Fmod of finite-
dimensional left F -modules, where F = F(G,X) for some (G,X). We refer
to [5] for terminology for tensor categories. To begin with, we give an explicit
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description of operations on Fmod. For each M,N ∈ obFmod, let M⊗N be
a subspace M ⊗ N defined by M⊗N := ∆(1)(M ⊗ N) =
⊕
z∈X ezM ⊗ e
zN ,
where ey =
∑
x e
x
y and e
x =
∑
y e
x
y . Then M⊗N becomes an F -module via
exy a
∑
z
ezm⊗ e
zn =
∑
z
eze
xam⊗ ezeyan (a ∈ G, x, y, z ∈ X, m ∈M,n ∈ N).
The linear span 1 := CX ofX becomes an F -module via exy a⊗z 7→ δx,azδy,azaz.
Moreover it becomes a unit object with respect to ⊗ via
M ∼= 1⊗M =
⊕
x
Cx⊗ exM ; m 7→
∑
x
x⊗ exm,
M ∼=M⊗1 =
⊕
x
exM ⊗ Cx; m 7→
∑
x
exm⊗ x. (8.1)
The linear dual M∗ of M has an F -module structure, which is determined by
〈exy am
′, m〉 = 〈m′, a−1 eyxm〉 (a ∈ G, x, y ∈ X, m
′ ∈M∗, m ∈M).
The module M∗ becomes a left dual object of M via
ev : M∗⊗M → 1;
∑
x
exm
′ ⊗ exm 7→
∑
y
〈eym′,m〉y,
coev : 1→M⊗M∗; x 7→
∑
i
exmi ⊗m
i, (8.2)
where {mi} denotes a basis ofM and {m
i} denotes its dual basis. The canonical
linear isomorphism jM : M ∼= M
∗∗ becomes an isomorphism of F -modules.
Hence C = Fmod becomes a pivotal tensor category.
For eachM,N ∈ obC, we define linear mapsAM,N : C(1,M⊗N)→ C(M
∗, N),
TM,N : C(M
∗, N)→ C(N∗,M), EM,N : C(1,M⊗N)→ C(1, N⊗M) by
AM,N (f) :M
∗ ∼=M∗⊗1
id⊗f
−−−−→ M∗⊗M⊗N
ev⊗id
−−−−→ 1⊗N ∼= N.
TM,N(g) = j
−1
M ◦ g
∗, EM,N (f) = (A
−1
N,M ◦ TM,N ◦AM,N )(f),
respectively, where f ∈ C(1,M⊗N) and g ∈ C(M∗, N).
Then, the r-th indicator νr(M) of M ∈ obFmod is defined by νr(M) :=
Tr(EM,M⊗r−1).
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LetM be a finite-dimensional vector space. We say thatM is an F-space if it
is equipped with an associative action F ⊗M →M , that is, the corresponding
linear map πM : F → End(M) satisfies πM (αβ) = πM (α)πM (β) (α, β ∈ F).
Let N be another F -space. Then M ⊗N becomes an F -space via πM⊗N (α) =
(πM ⊗ πN )(∆(α)) (α ∈ F). For each F -space M , we set M := πM (1)M and
MF := πM (
∫
)M . Then M becomes an F -module.
Lemma 8.1 Let M and N be F-spaces.
(1) We have M ⊗N =M ⊗N =M ⊗N .
(2) Let εL be as in (3.2). then, we have
MF = {m ∈M |αm = εL(α)m (α ∈ F)}. (8.3)
(3) The twist map twM,N :M ⊗N → N ⊗M ; m⊗n 7→ n⊗m satisfies twM,N ◦
πM⊗N (
∫
) = πN⊗M (
∫
) ◦ twM,N . In particular, it gives a linear isomorphism
(M ⊗N)F ∼= (N ⊗M)F .
Proof. Part (1) is obvious. Let N be the right-hand side of (8.3). By (3.1), we
haveMF ⊆ N . On the other hand, since εL(
∫
) = 1, we have n = πM (
∫
)n ∈MF
for each n ∈ N . Part (3) follows from
(twM,N◦πM⊗N (
∫
))(m⊗n) =
1
|G|
∑
x,y,a
eyxan⊗e
x
yam = (πN⊗M (
∫
)◦twM,N )(m⊗n).

For each F -space M , there exists a linear isomorphism ιM : M
F ∼= C(1,M)
such that ιM (m)(x) = e
xm for each m ∈ MF and x ∈ X . The inverse of ιM is
given by ι−1M (f) =
∑
x∈X f(x).
Lemma 8.2 For each F-spaces M and N , the diagram
(M ⊗N)F
twM,N
−−−−→ (N ⊗M)F
ιM⊗N
y
yιN⊗M
C(1,M ⊗N)
EM,N
−−−−→ C(1, N ⊗M)
is commutative.
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Proof. Let
∑
imi ⊗ ni be an element of (M ⊗ N)
F . Set g1 = (AM,N ◦
ιM⊗N )(
∑
imi⊗ni) and g2 = (AN,M ◦ ιN⊗M )(
∑
i ni⊗mi). It is straightforward
to verify that g1(m
′) =
∑
i〈m
′,mi〉ni for each m
′ ∈M
∗
. Hence
〈m′, TM,N (g1)(n
′)〉 =
∑
i
〈n′, ni〉〈m
′,mi〉 = 〈m
′, g2(n
′)〉
for each m′ ∈M
∗
and n′ ∈ N
∗
. This proves the assertion. 
Proposition 8.3 For each M ∈ obFmod, we have FSr(M) = νr(M).
Proof. Apllying Lemma 8.2 to N = M⊗r−1 and using Lemma 8.1 (1), we
obtain νr(M) = Tr(M⊗r)F (twM,M⊗r−1). Since
∫
is an idempotent, this equals
to Tr
(
πM⊗r (
∫
) ◦ twM,M⊗r−1
)
= Tr
(
π ⊗rM (∆
(r)(
∫
)) ◦ twM,M⊗r−1
)
by Lemma
8.1 (3). Hence, the assertion follows from the formula Tr((f1 ⊗ · · · ⊗ fr) ◦
twM,M⊗r−1) = Tr(f1 ◦ · · · ◦ fr), which holds for each f1, . . . , fr ∈ End(M). 
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