In this paper, we present an effective method to completely characterize when a disconnected fractal square has only finitely many connected components. Our method is to establish some graph structures on fractal squares to reveal the evolution of the connectedness during their geometric iterated construction. A few examples, including the construction of fractal squares with exactly m 2 connected components, are also added in addition.
Introduction

Background and some notations.
The topological properties of self-similar sets have been studied frequently in recent years. One can see the equivalence of connectedness and path-connectedness in Hata's classic article [4] (or see Kigami [6] for reference). In [8] , Luo, Rao, and Tan studied the topological properties of the interior and boundary of self-similar sets satisfying the open set condition. Research on other aspects can be seen in Bandt and Keller [1] , Luo and Wang [9] , Roinestad [11, 12] etc. For a fixed integer N 2 and a non-empty digital set D ⊂ {0, 1, . . . , N − 1} 2 , there exists a unique non-empty compact set F = F (N, D) satisfying the set equation (see [3, 5] ) (1.1) F = (F + D)/N.
We always call F a fractal square. One can also consider fractal squares through the following geometric iterated construction: let F 0 = [0, 1] 2 and recursively define F n+1 = F n + D N , n = 0, 1, 2, . . . , it is well-known that F n+1 ⊂ F n for each n, and F = ∞ n=1 F n . A classic example of fractal squares is the Sierpiński carpet. In [7] , Lau, Luo and Rao provided a characterization of the topological structure of fractal squares through their connected components. They claim that if F is not totally disconnected, then either it contains a non-trivial connected component which is not a line segment, or all non-trivial Key words and phrases. fractal square, connected component, graph.
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connected components of F are parallel line segments. Some other properties such as cut points and cut index of fractal squares have also been studied in Ruan and Wang [13] .
Naturally, we have the following question: Question 1.1. Is it possible for a disconnected fractal square to contain only a finite number of connected components? And if this were the case, can we present a method to characterize?
In this paper, we will focus on this question. In fact, we obtain an affirmative answer to the first one and present a complete characterization of fractal squares with finitely many connected components. Our method is to construct a graph G F (and another graph G ′ F if necessary) corresponding to F and study their relations on connectedness. These graphs in a way reveal the revolution of the connectedness in F n as n grows, from which information of the connectedness of their limit set F can be obtained. By the way, in Cristea and Steinsky [2] the authors construct a graph similar to our first one and give a method to determine whether a fractal square is connected or not.
We list below some notations used throughout this paper.
• For any d ∈ Z 2 , denote x d to be its first coordinate and y d to be the second, i.e., d = (x d , y d ).
• If a set A contains only finitely many connected components, we let n c (A) denote that finite number, and put n c (A) = ∞ if there are infinitely many.
• Suppose G = (V, E) is a graph with a vertex set V and an edge set E. For any V ′ ⊂ V , it is customary to call G ′ = (V ′ , E ′ ) the subgraph induced by V ′ , if E ′ consists of all the edges of G joining two vertices in V ′ .
• For a graph G, we denote V (G) to be its vertex set.
• If Λ is a family of sets, we simply use the notation Λ := A∈Λ A for convenience.
Construction of graphs and statement of results.
Suppose F = (F + D)/N is a fractal square. We first introduce a concept of connectedness in the digital set D.
The maximal (ordered by inclusion) connected subsets of D are called connected components of D.
We should point out that F is connected if and only if D is connected, which is a classic result (for example, see [4, 6] ). Since disconnected fractal squares are of our major concern, we always assume that n c (D) = m 2, i.e.,
For 1 i m, we denote
In other words, F i is the part of F lying in ([0, 1] 2 + D i )/N . By the definition of the connectedness in D one can easily see that
We now construct the graph G F as follows: the vertex set of G F is {F d,i : d ∈ D, 1 i m}, and there exists an edge joining F d1,i and F d2,j if and only if F d1,i ∩ F d2,j = ∅. G F is called the level-1 graph of F = F (N, D). One can see Example 2.1 for an illustration.
It is easy to see that n c (F ) n c (G F ) n c (D) (Lemma 2.2). The following theorem presents a sufficient condition for a fractal square to have finitely many connected components. In general, G F may contain more connected components than D (e.g., see Example 3.1). In this case, we know that F also contains more connected components than D by Theorem 1.1. It is of interest that whether F can still have only finitely many connected components or not. Toward this end, we turn to the construction of the so called "level-2" graph, which can be regarded as an advanced version of the previous one. Suppose F = F (N, D) is a fractal square with n c (D) = m > 1 and n c (G F ) = M , say
Comparing with previous definitions, for 1 j M we define K j := V (C j ), and let
We now construct a new graph G ′ F , called the level-2 graph of F , where the vertex set is {K d,j : d ∈ D, 1 j M } and there exists an edge joining K d1,j1 and K d2,j2 if and only if K d1,j1 ∩ K d2,j2 = ∅.
One can see Example 3.1 for an illustration.
With the aid of graphs G F and G ′ F , we can present a complete characterization of fractal squares with finitely many connected components. Theorem 1.2. A fractal square F has finitely many connected components if and only if n c (G F ) = n c (G ′ F ). Furthermore, in the case that n c (G F ) = n c (G ′ F ), n c (F ) equals this common value.
This paper is organized as follows. In Section 2 we prove Theorem 1.1 and construct a class of fractal squares with exactly m 2 connected components. In Section 3 we obtain deeper information on the level-1 graph. In Section 4 we prove Theorem 1.2. Some further remarks are added in Section 5.
Proof of Theorem 1.1
We start with giving an example of the level-1 graph.
Example 2.1. Let F = (F + D)/5 be the fractal square where F 1 , F 3 are shown in Figure 1 . Note that The following lemma is straightforward.
Proof. Notice that if F d1,i1 and F d2,i2 belong to different connected components of G F , then x and y belong to different connected component of F for all x ∈ F d1,i1 and y ∈ F d2,i2 . This implies that
By the definition of the connectedness in D and our construction of G F , if d 1 and d 2 belong to different connected components of D, say d 1 ∈ D 1 and d 2 ∈ D 2 for instance, then for any i, j ∈ {1, . . . , m}, F d1,i and F d2,j must lie in different connected components of G F . In fact, it suffices to note that
By the proof of the above lemma, if n c (G F ) = n c (D) = m, the connected components of G F are the
It is also convenient to denote
i.e., the part of F n (comparing to the definition of
Recall the following well-known result which can be seen for instance in [10, Exercise 11, Section 26].
be a collection of compact and connected subsets of R n . If E n+1 ⊂ E n for all n ∈ Z + , then E := ∞ i=1 E i is also connected.
Proof of Theorem 1.1. The "only if " part follows directly from Lemma 2.2. Now we prove the "if " part. Suppose n c (G F ) = m. Then n c (G F ) = n c (D), and as we said before, the m connected components of G F are just subgraphs of G F induced by
respectively. Toward our end, it suffices to show that F i is connected for all 1 i m. In view of Lemma 2.3, the connectivity of each F i is an easily established result as long as F i n is path-connected for all n ∈ Z + . We shall prove this by induction.
For any 1 i m, note that F i 1 is the union of some squares with side length 1/N . Then by the connectedness of D i , it is easy to see that
. . , F m n are all path-connected sets for some n ∈ Z + . Then for any fixed i ∈ {1, . . . , m}, we first observe that
which is a union of some path-connected sets. Thus in order to show that F i n+1 is path-connected, it suffices to show that for any d ′ , d ′′ ∈ D i and any j ′ , j ′′ ∈ {1, . . . , m},
In fact, since the subgraph induced by
Since F j k n ⊃ F j k for all n and k, we have
By Theorem 1.1, the fractal square in Example 2.1 has exactly two connected components since in that case we have n c (G F ) = n c (D) = 2. In the following example, we construct a class of fractal squares with exactly m 3 connected components.
Example 2.4. Let us start with m = 3 and m = 4. In Figure 3 we show the first stage in the geometric construction of two fractal squares (i.e., their F 1 ) respectively. By drawing level-1 graphs we can see that in the former case, n c (G F ) = 3 so that n c (F ) = 3, and in the latter case, n c (G F ) = n c (F ) = 4. We can obtain a fractal square with exactly m connected components for every m 5 in a similar way. More precisely, first denote
Let N = m 2 and
then F = (F + D)/N is a fractal square as desired.
Further study on the level-1 graph
In this section we try to go further: Can a fractal square contain more but still finitely many connected components than its corresponding digital set does? We first give an example of a fractal square with n c (G F ) > n c (D), which serves also as an illustration of the level-2 graph. Figure 4 . It is easy to see that n c (D) = 3. Let
By definition we can draw G F and G ′ F as in Figure 5 and Figure 6 . Here n c (G F ) = n c (G ′ F ) = 4 (so by Theorem 1.2, this fractal square turns out to contain only 4 connected components).
Recall that for a disconnected fractal square F = F (N, D) , we always decompose D into the union of connected components, i.e. D = D 1 ∪ D 2 ∪ · · · D m , where m 2. For 1 i m, we call D i vertical-like if
and F is said to be horizontal-like if D i is horizontal-like for all 1 i m. For instance, fractal squares
in previous examples are all vertical-like. By definition, we have
is vertical-like then others cannot be horizontal-like.
The following proposition presents a necessary condition for a fractal square to have finitely many connected components. Proof. It is clear that #D > 1(# denotes its cardinality). Assume that F is neither vertical-like nor horizontal-like. We first claim that there exists i 0 ∈ {1, . . . , m} such that D i0 is neither vertical-like nor horizontal-like. Since F is not horizontal-like, we know from definition that there exists a D k which is not horizontal-like. If D k is also not vertical-like then our claim clearly holds. Otherwise D k is vertical-like.
By Fact 1, D i cannot be horizontal-like for each i = k. Since F is also not vertical-like, there exists an
For this i 0 , it is not difficult to see that F i0 1 must be contained in one of the following four shaded squares with sides length (N − 1)/N (see Figure 7 ). Then one can conclude that F has an infinite number of connected components (For example, if it were the first case, the uppermost square in the leftmost column in F 1 will split and contribute to a new connected component in F 2 . This procedure will go on and therefore F has infinitely many connected component).
It is noteworthy that for any n 2, we can always regard F n as the first stage in the geometric construction of F since ∞ k=1 F kn = F . More precisely, if we let
then the fractal square determined by F ′ = (F ′ + D ′ )/N n coincides with F and F ′ 1 = F n . By Proposition 3.2, if n c (F ) < ∞, then F ′ must be vertical-like or horizontal-like. Thus either all connected components of D ′ are vertical-like or all of them are horizontal-like. And in this case we can naturally say that F n is vertical-like or horizontal-like. In conclusion, F n must be either all vertical-like or all horizontal-like for each n ∈ Z + provided n c (F ) < ∞.
In the rest of this section, we always assume that F = F (N, D) is vertical-like. Then By proper arrangement we may assume max{s : (s, k) ∈ D i } < min{s : (s, k) ∈ D i+1 }, 0 k N − 1 for any 1 i m − 1, and naturally say that the sequence {D i } m i=1 is arranged from left to right.
and (x d , y) ∈ D for any integer y between y d and y d ′ . This is clearly an equivalence relation, and to avoid confusion we shall call any equivalence class of D a vertical equivalence class. For instance, the digital set of the fractal square F in Example 2.1 has exactly six vertical equivalence classes.
The following is an important observation which gives us the existence of some specific edges in G F when F has only finitely many connected components. 
Proof. We will prove this by contradiction. Assume that
Let E ⊂ D 1 be a leftmost vertical equivalence class, i.e., for any d = (x d , y d ) ∈ E we have
Choose d 0 ∈ E with the largest 2-nd coordinate.
We claim that there exists an i 0 ∈ {2, . . . , m} such that
Combining this with (3.1), we have
n=1 F i n are both limit sets of decreasing set sequences, there must exist an integer n large enough such that Similarly, there exists a j 0 ∈ {2, . . . , m} such that F 1 ∩ (F j0 + (0, 1)) = ∅.
It follows from F 1 ∩ F i0 − (0, 1) = ∅ and F 1 ∩ F j0 + (0, 1) = ∅ that we can find d * , d * ∈ D 1 , d i0 ∈ D i0 and d j0 ∈ D j0 such that
is arranged from left to right, we know from y d * = y dj 0 = 0 and y d * = y di 0 = N − 1 that x d * < x dj 0 and x d * < x di 0 . Thus
Combining this with
Meanwhile, the inequality in (3.3) should be an equality so that x dj 0 = x d * + 1 and x d * = x di 0 − 1. Thus Now we obtain a contradiction and hence
As a matter of convenience, given a vertical equivalence class E, we let S E denote the subgraph of G F induced by {F d,i : d ∈ E, 1 i m}. Proof. Suppose S E1 is connected. Then #E 1 > 1, since otherwise, S E1 has m connected components.
Without loss of generality, we may assume
where 0 a, b, c, d N − 1, p, q ∈ Z + and p q. If q = p, note that (F + E 2 )/N is just a translation of (F + E 1 )/N , then S E2 is connected since S E1 is connected. Otherwise q > p. We simply let Clearly
which implies that S E2 is also connected. Arbitrarily pick d, d ′ ∈ D i0 and 1 j, j ′ m. By the connectedness of D i0 , we can find a sequence of
If we let E k denote the vertical equivalence class to which d k belongs, then for each k we know that S E k is connected, and
Thus for any 1 k n − 1, there exists an edge in G F joining one vertex in S E k and another vertex
, F d,j and F d ′ ,j ′ must belong to the same connected component.
Proof of Theorem 1.2
In this section, we always assume that F = F (N, D) is a fractal square with n c (D) = m > 1 and n c (G F ) = M , say G F = C 1 ∪ C 2 ∪ · · · ∪ C M . Recall (from Section 1) that we define K j := V (C j ) for 1 j M , and let K d,j = (K j + d)/N for all d ∈ D and 1 j M. 
where D ′ 1 , . . . , D ′ M are connected components of D ′ . As a result, for each 1 j M , there exists
Proof. In fact, note that for any d ∈ D and any 1 i m,
by the connectedness of D i one can conclude that N d + D i is a connected subset of D ′ . Furthermore, if F d,i and F d ′ ,i ′ lie in the same connected component of G F , i.e., there exists a sequence {F d k ,i k } n k=1 such that (d 1 , i 1 ) = (d, i), (d n , i n ) = (d ′ , i ′ ), and F d k ,i k ∩ F d k+1 ,i k+1 = ∅ for 1 k n − 1. Equivalently by (4.1) and F d,i = (F i + d)/N ,
lie in the same connected component of D ′ . Hence for any connected component C j ,
On the other hand, note that for any distinct j, j ′ ∈ {1, . . . , M }, we have
By (4.1),
i.e., From above arguments, we conclude that n c (D ′ ) = n c (G F ) = M , say D ′ = D ′ 1 ∪ D ′ 2 ∪ · · · ∪ D ′ M , and by proper arrangement if necessary, we have
It is not difficult to see that under the assumptions of the above lemma,
Proof. By the same argument in the proof of Lemma 2.2, we have n c (F ) n c (G ′ F ).
Let D ′ = N D + D and F ′ = F (N 2 , D ′ ). It is clear that F ′ = F . By Lemma 4.1 we have n c (D ′ ) = M ,
Moreover, F ′j = K j . Note that F ′ 1 = ([0, 1] 2 + D ′ )/N 2 = F 2 ⊂ F 1 , then for any 1 j M , there exists a unique 1 i j m such that
In particular, for any d ∈ D we have K d,j ⊂ F d,ij . Combining this with definitions of G F and G ′ F , we have n c (G ′ F ) n c (G F ).
By Remark 3.3, if n c (F ) < ∞, one can focus on cases where D ′ 1 , . . . , D ′ M are all vertical-like. In this case we can still arrange {D ′ j } M j=1 from left to right, and for convenience we also say that {C j } M j=1 is arranged from left to right.
Similarly, we can say something on the existence of specific edges in G ′ F as in Proposition 3.4. 
Proof. By Lemma 4.1 we have K j = F ′j for all j. Since the connected components of D ′ are arranged from left to right, it follows immediately from Proposition 3.4 that F ′1 ∩ F ′1 + (0, 1) = ∅ and F ′M ∩ F ′M + (0, 1) = ∅, which is the desired result.
The "if " part of Theorem 1.2 is a direct result of the following proposition, which contains Theorem 1.1 as a special case.
From the proof of Lemma 4.2, subgraphs induced by
respectively are exactly the M connected components of G ′ F . We again let D ′ = N D + D and F ′ be the fractal square determined by F ′ = (F ′ + D ′ )/N 2 . By Lemma 4.1, n c (D ′ ) = M . Moreover, by proper arrangement we have K j = F ′j , 1 j M . Let A 1 = F ′ 1 = F 2 , and recursively define A n+1 = A n + D N , n = 1, 2, 3, . . . .
Clearly A n = F n+1 and the limit set A := ∞ n=1 A n coincides with F . By Lemma 2.3, in order to show n c (F ) = n c (G F ) = M , it suffices to prove n c (A n ) = M for each n. The proof is almost a replica of the second part in the proof of Theorem 1.1, and we present it here for the convenience of readers.
, then by connectedness of D ′ we know they are all path-connected sets, i.e., A 1 contains exactly M connected components. Note that
where the third equality follows from (4.3). Since the subgraph induced by each {(d, j) :
is a connected component of G ′ F , in a similar way to the proof of Theorem 1.1 one can show that A j0 2 is path-connected for each 1 j 0 M . Thus A 2 contains exactly M connected components A 1 2 , A 2 2 , . . . , A M 2 .
Note that A 3 = (A 2 +D)/N = d∈D M j=1 (A j 2 +d)/N . By an argument analogous to the one above, one can show that A 3 contains exactly M connected components A 1 3 , A 2 3 , . . . , A M 3 . This procedure can go on and we finally get that for each n ∈ Z + , A n contains exactly M connected components A 1 n , A 2 n , . . . , A M n .
Since A n = F n+1 and {F n } is decreasing, {A j n } ∞ n=1 is also decreasing. By Lemma 2.3, ∞ n=1 A j n is connected for each 1 j M . Since F = ∞ n=1 A n , we can conclude now that n c (F ) = M .
In order to prove the "only if " part of Theorem 1.2, we shall start with introducing a few notations and then give an important observation. 
Note that for any vertical equivalence class E ⊂ D with E = E 0 ,
and we can choose n large enough such that
Note that
then there must exist a connected component of F n+1 contained in (F n + E 0 )/N , and in particular, in ([0, 1] 2 + E 0 )/N . Since #E 0 < N , F n+1 cannot be vertical-like and therefore n c (F ) = ∞ as we said in Remark 3.3, which leads to a contradiction. Thus S E0 contains exactly two connected components S E0,L and S E0,R .
Note that n c (S ′ E0 ) n c (S E0 ) = 2 (for the same reason as n c (G ′ F ) n c (G F )). Similarly as above, we can show that n c (S ′ E0 ) = 2. Moreover, noting that
Corollary 4.6. Under the assumptions of the above lemma, if S E0 = S E0,L ∪ S E0,R , then for any vertical equivalence class E, S E has at most two connected components S E,L and S E,R , and
The proof is similar to the proof of Lemma 3.5, and we present it here for the convenience of readers.
Proof. If #E = #E 0 , then (F + E)/N is just a translation of (F + E 0 )/N and the corollary follows immediately from Lemma 4.5. For the case when #E > #E 0 , we may assume that
where 0 a, b, c, d N − 1, p, q ∈ Z + and p < q. Denote F (N, D) is a vertical-like fractal square with only finitely many connected components. Then n c (G ′ F ) = n c (G F ).
Proof. In the case that n c (G F ) = n c (D), it follows from Theorem 1.1 and Lemma 4.2 that
so that n c (G ′ F ) = n c (G F ). Thus we may assume that n c (G F ) > n c (D).
As before we first decompose D and G F into the union of their connected components, i.e.
where {D i } m i=1 and {C j } M j=1 are both arranged from left to right and M > m 2. Let E 0 ⊂ D be a vertical equivalence class with the least elements. If #E 0 = N it is clearly that F is the union of infinitely many parallel line segments. Thus we may assume #E 0 < N .
In order to show n c (G ′ F ) = M , it suffices to show that {K d,j : K d,j ⊂ K j0 } is a connected component in G ′ F for all 1 j 0 M . Given j 0 , for any K d ′ ,j ′ , K d ′′ ,j ′′ ⊂ K j0 , from Lemma 4.1, there exist i ′ and i ′′ such that K j ′ ⊂ F i ′ and K j ′′ ⊂ F i ′′ so that
Since K d ′ ,j ′ , K d ′′ ,j ′′ ⊂ K j0 = V (C j0 ), and C j0 is a connected component of G F , there exists a sequence of {F d k ,i k } n k=1 ⊂ V (C j0 ) such that (d 1 , i 1 ) = (d ′ , i ′ ), (d n , i n ) = (d ′′ , i ′′ ), and (4.7) F d k ,i k ∩ F d k+1 ,i k+1 = ∅, k = 1, 2, . . . , n − 1.
Let E k denote the vertical equivalence class to which d k belongs. Note that S E k is the subgraph of
Then it follows immediately from Corollary 4.6 that V (S ′ E k ,t k ) ∩ V (S ′ E k+1 ,t k+1 ) = ∅, k = 1, 2, . . . , n − 1.
Since S ′ E k ,t k is connected for each 1 k n, S ′ E k ,t k and S ′ E k+1 ,t k+1 must lie in the same connected component of G ′ F . In particular, S ′ E1,t1 and S ′ En,tn lie in the same connected component of G ′ F . Note that clearly
K d ′ ,j ′ and K d ′′ ,j ′′ must belong to the same connected component of G ′ F .
Further remarks
Remark 5.1. Theorem 1.1 can be easily extended to higher dimension cases. In fact, for any fixed integer Unfortunately, we do not know whether Theorem 1.2 holds or not in higher dimension cases. One might also expect to determine that by an induction process, i.e., an n-dimensional fractal cube has only finitely many connected components if and only if the projection of it to each face of the unit cube [0, 1] n has only finitely connected components. As we shall see in the following example, however, this turns out not to be the case.
Example 5.2. Let D = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)} and F = (F +D)/2, then π xy (F ) = π yz (F ) = π xz (F ) = [0, 1] 2 , where π xy , π yz , π xz are projection mappings defined by π xy : (x, y, z) → (x, y), π yz : (x, y, z) → (y, z), π xz : (x, y, z) → (x, z).
However, F contains infinitely many connected components.
