We present wide area, deep, high-resolution 153 MHz GMRT observations of the NOAO Boötes field, adding to the extensive, multiwavelength data of this region. The observations, data reduction, and catalogue construction and description are described here. The seven pointings produced a final mosaic covering 30 square degrees with a resolution of 25 . The rms noise is 2 mJy beam −1 in the centre of the image, rising to 4 − 5 mJy beam −1 on the edges, with an average of 3 mJy beam −1 . Seventy-five per cent of the area has an rms < 4 mJy beam −1 . The extracted source catalogue contains 1289 sources detected at 5σ, of which 453 are resolved. We estimate the catalogue to be 92 per cent reliable and 95 per cent complete at an integrated flux density limit of 14 mJy. The flux densities and astrometry have been corrected for systematic errors. We calculate the differential source counts which are in good agreement with those in the literature and provide an important step forward in quantifying the source counts at these low frequencies and low flux densities. The GMRT 153 MHz sources have been matched to the 1.4 GHz NVSS and 327 MHz WENSS catalogues and spectral indices were derived.
Introduction
Deep low-frequency radio surveys provide unique data which will help resolve many questions related to the formation and evolution of massive galaxies, quasars and galaxy clusters. Until now, such surveys have largely been limited by the corrupting influence of the ionosphere on the visibility data, but new techniques allow for the correction for these effects (e.g. Cotton et al. 2004; Intema et al. 2009 ). Recently deep (0.7 − 2 mJy beam −1 ) images have been made, in particular with the Giant Metrewave Radio Telescope (GMRT, e.g. Ananthakrishnan 2005 ) at 153 MHz (e.g. Ishwara- Chandra & Marathe 2007; Sirothia et al. 2009; Ishwara-Chandra et al. 2010 ). These observations can be used to study:
Luminous radio sources at z > 4 -High redshift radio galaxies (HzRGs, e.g. Miley & De Breuck 2008) provide a unique way to study the evolution of the most massive galaxies in the Universe. One of the most efficient ways of identifying these sources is to search for ultra-steep spectrum (USS) radio sources with α −1, S ν ∝ ν α (Röttgering et al. 1997; De Breuck et al. 2002) . Low frequency observations provide an easy way of identifying USS sources and extending these observations to lower flux density limits increases the distance to which these HzRGs can be identified. Surveying larger areas increases the probability of locating these rare sources.
Distant starburst galaxies -The local radio-IR correlation for star forming galaxies is very tight, and seems to hold at high redshift (Kovács et al. 2006) . However, the physical processes involved are poorly understood and only models that carefully fine-tune the time scales for the heating of the dust, the formaJansky Fellow of the National Radio Astronomy Observatory tion of supernovae, and the acceleration, diffusion and decay of the relativistic electrons can reproduce the correlation. The lowfrequency spectral shape of galaxies reveals information about the amount of free-free absorption and relating this to the dust content, size, mass, total amount of star formation and environment of the galaxies will further constrain the radio-IR models. To date, however, few galaxies have been well studied at low frequencies and those that have, show a diverse range of spectral shapes (e.g. Clemens et al. 2010) .
Faint peaked spectrum sources -Young radio-loud AGN are ideal objects to study the onset and early evolution of classical double radio sources. They usually have synchrotron self-absorbed spectra and compact radio morphologies. Relative number statistics have indicated that these radio sources must be significantly more powerful at young ages, which may be preceded by a period of luminosity increase (e.g. Snellen et al. 2003) . Multi-epoch VLBI observations of individual Gigahertz Peaked Spectrum and Compact Symmetric Objects indicate dynamical ages in the range of a few hundred to a few thousand years (e.g Polatidis & Conway 2003) . Since the peak of these sources shifts to lower observed frequencies at higher redshift, low frequency observations, combined with multi-wavelength data, can identify these faint peakers and establish whether they are less luminous or at very high redshift and have different host properties (masses, starformation rates).
The accretion modes of radio sources -Radio galaxies and radio loud quasars have been studied extensively in order to reveal the details of the relationship between Active Galactic Nuclei (AGN) and their host galaxies, in particular how their interaction affects their evolution. The expanding jets of radioloud AGN provide a mechanism for the transfer of energy to W. L. Williams et al.: T-RaMiSu: The Two-meter Radio Mini Survey. I. the intracluster medium and prevent the catastrophic cooling and formation of too-massive elliptical galaxies (Fabian et al. 2006; Best et al. 2006 Best et al. , 2007 Croton et al. 2006; Bower et al. 2006) , but the accretion and feedback processes and how they evolve over cosmic time are not fully understood. It is known that the fraction of massive galaxies which are radio-loud at z ∼ 0.5 is about the same as observed locally (z ∼ 0.1, Best et al. 2005) , while for less massive galaxies (< 10 10.5 M ), it is an order of magnitude larger. Studies of these AGN show two different types: a "hot" mode where radiatively inefficient accretion occurs from hot halo gas onto massive galaxies, and a "cold" mode where cold gas from major mergers drives high accretion rates. The strong evolution in the radio luminosity function is thus a result of less massive galaxies experiencing more mergers and being more active at high z. A full understanding of the different AGN populations, their distribution in luminosity and host galaxy properties, and particularly their cosmic evolution, is important for AGN and galaxy evolutionary models. Differences in their host galaxy populations will provide insight into the triggering mechanisms for radio activity as well as the effect of radio feedback.
In this paper we present wide, deep, high-resolution observations of the NOAO Boötes extra-galactic field at 153 MHz taken with the GMRT. An initial, very deep, ∼ 1 mJy beam −1 rms, 153 MHz GMRT map of this field was presented by Intema et al. (2011) . Here we present additional pointings around this map effectively tripling the size of the surveyed area at a slightly higher noise level. The Boötes field is part of the NOAO Deep Wide Field Survey (NDWFS; Jannuzi et al. 1999 ) and covers ∼ 9 deg 2 in the optical and near infra-red B W , R, I and K bands. There is a wealth of additional complementary data available for this field, including X-ray Kenter et al. 2005) , UV (GALEX; Martin et al. 2003) , and mid infrared (Eisenhardt et al. 2004; Martin et al. 2003) . The region has also been surveyed at radio wavelengths with the WSRT at 1.4 GHz (de Vries et al. 2002) , the VLA at 1.4 GHz (Higdon et al. 2005 ) and 325 MHz (Croft et al. 2008) . Recently, the AGN and Galaxy Evolution Survey (AGES) has provided redshifts for 23 745 galaxies and AGN across 7.7 deg 2 of the Boötes field (Kochanek et al. 2012 ). This unique rich multiwavelength dataset, combined with the new low frequency radio data presented here, will be valuable in improving our understanding of the above-mentioned key topics in astrophysics.
The observations presented here are the first part of the Two-meter Radio Mini Survey (T-RaMiSu), consisting of two 153 MHz mosaics of similar area and depth. The second mosaic, centered on the galaxy cluster Abell 2256, will be presented by Intema et. al (in prep) . This paper is structured as follows. In Sect. 2 we describe the GMRT observations of the extended region around the NOAO Boötes field. We describe the techniques employed to achieve the deepest possible images. Our data reduction relies on the ionospheric calibration with the SPAM package (Intema et al. 2009 ). In Sect. 3 we describe the source detection method and the compilation of a source catalogue. This section also includes a discussion of the completeness and reliability of the catalogue and an analysis of the quality of the catalogue. The source counts and spectral index distributions are presented in Sect. 4. Finally, Sect. 5 summarises and concludes this work. 
Observations and Data Reduction

Observations
The central Boötes field was previously observed with the GMRT from 3 − 4 June 2005 (Intema et al. 2011) . We use the data from a single day of this observing run, combined with new observations of six flanking fields taken during 3 − 6 June 2006 with the GMRT at 153 MHz. Data from the first day only of the first observing run, 3 June, was used as the RFI situation was marginally better on this day and the length of a single day's observation, 359 min, compares well with that of the new observations of the flanking fields, 205 min, which leads to a more uniform mosaic. Table 1 lists the observational parameters used, highlighting any differences between the two sets of observations. The flanking fields are arranged on a hexagonal grid with a radius of 110 just beyond the half power point of the primary beam of the GMRT at 153 MHz (θ FWHM ∼ 3
• ); Table 2 gives the central coordinates of each pointing. Typically 26 − 27 of the 30 antennas were available during each observing run. 3C 48 and 3C 286 were observed as phase, bandpass and flux density calibrators. For each of the four days, the target fields were observed in sets of ∼ 4.5 min each, followed by a calibrator observation (3C 286) of ∼ 4.5 min. 3C 48 was observed at the beginning or end of each day for ∼ 20 − 30 min. The frequent (∼ 30 min interval) calibrator observations of 3C 286 provide a means to track changes in the GMRT system, RFI and ionospheric conditions, and flux density scale. The short target field observations spread over each night of observing provides fairly uniform uvcoverage.
Data Reduction
The data for the central pointing was re-reduced in the same manner as the new flanking fields in order to allow for consistent integration into a single mosaic. The data reduction consisted of two stages: "traditional calibration" followed by directionaldependent ionospheric phase calibration, both of which were implemented in Python using the ParselTongue (Kettenis et al. 2006) interface to the Astronomical Image Processing System package (AIPS; Greisen 1998). Ionospheric calibration was done with the "Source Peeling and Atmospheric Modelling" ParselTongue-based Python module (SPAM; Intema et al. 2009 ).
The data for each day were calibrated separately. The flux density scale was set and initial amplitude, phase and bandpass calibration were done using 3C 48. 3C 48 is brighter than 3C 286 and provides a better determination of the bandpass. In order to reduce the data volume, the LL and RR polarisations were combined as Stokes I and every 5 channels were combined to form 18 channels of width 0.3125 MHz yielding an effective bandwidth of 5.625 MHz. After this calibration, the uv-data from all four days for each target, were combined.
Initial imaging of each target field was done after a phaseonly calibration against a model field constructed from NVSS sources within each field. Table 3 lists the important imaging parameters. The calibration was then improved by several rounds of phase-only self-calibration followed by one round of amplitude and phase self-calibration where gain solutions were determined on a longer time-scale than the phase-only solutions. Excessive visibilities were determined from the modelsubtracted data and were removed. Additional automated removal of bad data causing ripples in the image plane was done by Fourier transforming the model-subtracted images and identifying and removing extraneous peaks in the uv-plane. Further, persistent RFI was flagged and low level RFI modelled and subtracted using the LowFRFI 1 routine in ObitTalk (Cotton 2008 ). After self-calibration the rms noise in the inner half of the primary beam area was 2.5 mJy beam −1 in the central field and 3.5 − 5 mJy beam −1 in the flanking fields, with the local noise increasing 2 − 3 times near the brightest sources. Note, the presence of extremely bright sources with peak flux densities of the order of 5 − 8 Jy beam −1 prior to primary beam correction in flanking fields D through F resulted in the slightly higher overall noise in these fields.
Significant artefacts, however, remained in all fields near bright sources. To reduce these we applied the SPAM algorithm on the self-calibrated data. The SPAM parameters are listed in the bottom part of Table 3 which include the number of ionospheric layers modeled and their heights and relative weights, the slope of the assumed power law function of phase structure resulting from turbulence (γ) and the number of free parameters in the fit ; see Intema et al. (2009) for a more detailed description of the meaning of these parameters. Three iterations of peeling were done: in the first we only applied the peeling solutions to the peeled sources and in the final two we fitted an ionospheric phase screen to the peeling solutions. Up to 20 sources with flux densities above 0.4 Jy (not corrected for primary beam effects) were peeled in the final stage in each field. The screen was made up of two equally-weighted turbulent layers at 250 and 350 km. SPAM also allowed for the determination of and correction for antenna-based phase discontinuities.
In order to have a homogeneous point spread functions in all pointings, final images were made with a circular restoring beam Condon et al. (1994 Condon et al. ( , 1998 of radius 25 and a pixel size of 3.8 . The flux density scales of the central and flanking fields were scaled up by 60 per cent and 30 per cent respectively based on information from 3C 286 (discussed in Sect. 3.4). In the final individual field images, the rms noise in the central half of the primary beam area before primary beam correction was 1.8 mJy beam −1 in the central field and 2.5−2.7 mJy beam −1 respectively in the flanking fields. This is 3 − 5 times the theoretical noise, similar to the factor above thermal noise obtained by deeper single pointing of Intema et al. (2011) . The seven pointings were each corrected for the primary beam of the GMRT up to a radius of 1.6
• , where the primary beam correction factor drops to 40 per cent of its central value, and were then mosaicked together by weighting the final image by the inverse of the square of the rms noise of each individual pointing. Figure 1 illustrates the variation in rms noise across the mosaic which is shown in entirety in Fig. 2 . The noise level is smooth and around 2 mJy beam −1 across the interior of the map, and increases towards the edges to about 4 − 5 mJy beam −1 . The average noise in the final mosaic is 3.0 mJy beam −1 , with 49 per cent under 3 mJy beam −1 and 74 per cent under 4 mJy beam −1 . A small portion of the mosaic covering the inner square degree is shown in Fig. 3 to illustrate the resolution and quality of the map. There remain some phase artefacts visible around the brightest sources, which have not been entirely removed during peeling. It is possible that some artefacts are caused by elevation-dependent pointing errors, since each pointing was observed in a series of scans with varying elevations (Tasse et al. 2007; Mohan et al. 2001; Chandra et al. 2004 ). 
Source Detection and Characterisation
Detection
We used the PyBDSM package 2 to detect and characterise sources in the mosaic image. PyBDSM identifies islands of contiguous emission by identifying all pixels greater than the pixel threshold and adding each of these pixels to an island of contiguous pixels exceeding the island threshold. Each island is fit with one or more Gaussians which are subsequently grouped into sources. Sources are classified as 'S' for single sources, 'M' for multiple-Gaussian sources and 'C' for components of a multi-source island. From the fitted parameters the deconvolved sizes are computed assuming the theoretical beam. Errors on the fitted parameters are computed following Condon (1997) . Prior to source detection the local background rms is determined by measuring the pixel statistics within a sliding box. For determining the rms background in our map we used a box size of 100 pixels to capture the variation in local noise around the brightest sources. We used a pixel threshold of 5σ L and an island threshold of 3σ L . In generating a source list we allowed all Gaussians in each island to be grouped into a single source. PyBDSM detected 1296 sources from 1578 Gaussians fitted to 1301 islands, of which 1073 were single-component 'S' sources. Based on visual inspection a small number of sources were removed as they were false, or bad, detections on the edge of the image.
The final catalogue consists of 1289 sources between 4.1 mJy and 7.3 Jy and is available as part of the online version of this article and from the CDS 3 . The flux scales of the individual pointings were adjusted prior to mosaicing as described in Sect. 3.4 and the astrometry in the catalogue has been cor- rected for a systematic offset also described in Sect. 3.4. A sample of the catalogue is shown in Table 4 where the columns are:
(1) Source name, (2,3) flux-weighted position right ascension, RA, and uncertainty, (4,5) flux-weighted position declination, DEC, and uncertainty, (6) integrated source flux density and uncertainty, (7) peak flux density and uncertainty, (8,9,10) fitted parameters: deconvolved major-and minor-axes, and position angle, for extended sources, (11) local rms noise, and (12) the number of Gaussians fitted to the source. Extended sources are classified as such based on the ratio between the integrated and peak flux densities (see Sect. 3.2). Unresolved sources have a '-' listed for all their fitted shape parameters (semi-major andminor axes and position angle) or for only the semi-minor axis where the source is resolved in one direction. For extended sources consisting of multiple Gaussians, the fitted parameters for each Gaussian are given on separate lines in the table, listed as 'a', 'b', etc. Images of the 25 brightest sources are shown in Appendix A.
Resolved Sources
In the presence of no noise, the extendedness of a source can simply be determined from the ratio of the integrated flux density to the peak flux density, S i /S p > 1. However, since the errors on S i and S p are correlated, the S i /S p distribution is skewed, particularly at low signal-to-noise. To determine an upper envelope of this distribution, we performed a Monte-Carlo simulation in which we generated 25 random fields containing ∼ 10 000 randomly positioned point sources with peak flux densities between 0.1σ and 20σ, where σ was taken to be 3 mJy beam −1 . The source flux densities are drawn randomly from the source count distribution, dN/dS ∝ S −1.6 (Sect. 4.1). We neglect the deviation of the true source counts from a power law slope at high fluxes (a) Parameters are given for extended sources to which Gaussian components were successfully fit. (b) A "-" indicates a poor Gaussian fit. In these cases the total flux density quoted is the total flux density in the source island. as there are very few sources at these fluxes. The rms noise map for these fields was taken from the central 4000 × 4000 pixel 2 of the residual mosaic. Source detection was performed in the same manner described in Sect. 3.1, thus only ∼ 750 sources in each field satisfy the detection criterion of peak flux density > 5σ. The S i /S p distribution produced from the Monte-Carlo simulation is plotted in the left panel of Fig. 4 . To determine the 95 per cent envelope, a curve was fit to the 95th percentile of 20 logarithmic bins across signal-to-noise ratio. The fitted envelope is characterised by:
The measured distribution of S i /S p as a function of signalto-noise ratio is shown in the right panel of Fig. 4 . The line shows the upper envelope from the Monte-Carlo simulation. Of the 453 sources that lie above this line (35 per cent of all 1289 sources), approximately 41, i.e. 9 per cent, are not truly extended and merely lie above the line by chance. However, all these sources above the line are listed in the catalogue as extended and the measured deconvolved FWHM major and minor axes are given.
Completeness and Reliability
To quantify the completeness and reliability of the catalogue, we performed a similar Monte-Carlo simulation to that described in the previous section. However, in this case approximately 25 per cent of the artificial sources inserted into the noise map were extended sources -Gaussians with FWHM larger than the beamsize. This allows for a better estimate of the completeness and reliability in terms of integrated flux densities.
The completeness of a catalogue represents the probability that all sources above a given flux density are detected. We have estimated this by plotting the fraction of detected sources in our MC simulation as a function of integrated flux density (left panel of Fig. 5 ), i.e. the fraction of input sources that have a catalogued flux density using the same detection parameters. Due to the variation in rms across the image, the detection fraction has been multiplied by the fraction of the total 30 deg 2 area in which the source can be detected. The completeness at a given flux density is determined by integrating the detected fraction upwards from a given flux density limit and is plotted as a function of integrated flux density in the right panel of Fig. 5 . We thus estimate that the catalogue is 95 per cent complete above a peak flux density of 14 mJy.
The reliability of the catalogue indicates the probability that all sources above a given flux density are real. In the left panel of Fig. 6 , the false detection rate FDR, i.e. the fraction of catalogued sources that do not have an input source, is plotted as a function of the integrated flux density. Integrating up from a given detection limit and multiplying by the normalised source flux distribution, we can determine an estimate of the overall FDR or reliability, R = 1 − FDR, of the catalogue. The reliability is plotted as a function of integrated flux density limit in the right panel of Fig. 6 . For a 14 mJy detection threshold, the reliability is 92 per cent.
Astrometric and Flux Uncertainties
Errors in the phase calibration introduce uncertainties in the source positions. To assess these uncertainties and determine any systematic offsets we selected a sample of sources with peak flux densities at least 10σ L . We searched for 1.4 GHz NVSS (Condon et al. 1998 ) sources within 45 of these targets. 745 matches were found. From this sample, we measured a small offset of (∆α, ∆δ) = (0.44 , −0.21 ), which is of the order of the pixel size of the 153 MHz observations and the NVSS accuracy (∼ 1 ). A correction for this offset has been applied to all sources in the catalogue. The scatter in the offsets between the GMRT and NVSS positions is a combination of noise-independent calibration errors, , in both the GMRT and NVSS data as well as a noise-dependent error, σ, from position determination via Gaussian-fitting: From Condon et al. (1998) , the NVSS calibration errors are ( α , δ ) NVS S = (0.45 , 0.56 ). To separate the noise-dependent and -independent uncertainties we select from the above sample only the NVSS sources with position errors of less than 0.6 and measure a scatter of (σ α , σ δ ) GMRT = (0.67 , 0.65 ). For this very high signal-to-noise sub-sample of 107 sources the noisedependent fit errors for both the GMRT and NVSS can safely be assumed to be small so we determine the GMRT calibration errors to be ( α , δ ) GMRT = (0.50 , 0.32 ). These are added quadratically to the Gaussian-fit position uncertainties in the catalogue.
Similarly, in addition to the noise-dependent Gaussian fitting uncertainties on the fluxes (Condon 1997) , the uncertainty in the measured flux densities all consists of a noise-independent component. The uncertainty introduced through transferring the flux density scale from the calibrator to the target fields is the main such uncertainty and depends on a number of factors: (i) the data quality, (ii) the accuracy of the model, and (iii) differences in observing conditions between the calibrator and target.
Like the target data, the calibrator data is adversely affected by RFI and the ionosphere. The RFI conditions of the flanking field observations were similar to those when the central pointing data were taken, however, the ionosphere was not as calm. Following Intema et al. (2011) we adopt a slightly inflated, adhoc amplitude uncertainty of ∼ 4 per cent due to RFI and ionospheric effects.
The calibrator model is of a point source whose flux density at 153 MHz is predicted from the Perley-Taylor model based on flux density measurements at many frequencies. 3C 48 is a point source of 64.4 Jy at 153 MHz. Intema et al. (2011) provide an improved model for 3C 286, a point source of 31.01 Jy at 153 MHz, and estimate a flux density uncertainty of 5 per cent. The large field of view, however, means that there are other fainter sources present in the calibrator field. For similar duration observations of 3C 286 Intema et al. (2011) set an upper limit of 1 per cent on the flux density uncertainty. Since 3C 48 is about a factor of two brighter, we estimate that the flux density uncertainty due to additional sources in the 3C 48 field is also at most 1 per cent.
Individual antennas are sensitive to the galactic diffuse radio emission which varies across the sky and so may be different for the calibrator and target fields thereby introducing an offset to the flux density scale as well as additional uncertainty. However, since the GMRT does not measure the sky temperature, we require external information to take this into account. Following Tasse et al. (2007) and Intema et al. (2011) we determine the mean off-source sky-temperature from the Haslam et al. (1982) all-sky radio maps at 408 MHz: both the Boötes and 3C 286 fields have sky temperatures of ∼ 20 ± 1 K. Using the equation from Tasse et al. (2007) , this implies that no offset in the flux density scale is required for 3C 286 and we estimate a gain uncertainty of 2 per cent. However, the sky temperature near the primary calibrator 3C 48 is 24±1 K which implies a flux density correction of 0.92 with an estimated uncertainty of 8 per cent. Since the flux density scale is linear, this offset is applied post hoc to the measured flux densities.
Prior to combining the individual pointings, we compared the measured primary beam-corrected flux densities of sources in the overlapping regions (approximately 110 − 150 sources per region) and found those in the flanking fields to be consistently higher by 30 ± 5 per cent. To investigate this we made images after calibration using 3C 286 as the primary calibrator. This yielded consistent fluxes between the central and flanking fields. It is likely that significant time-dependent changes in the GMRT systems over the course of each observing night were captured by the regular (each 30 min) observations of 3C 286. We thus used the 3C 286-calibrated images to derive a correction to the flux density scales of the flanking fields, a factor of 1.3, before combining the individual pointings. The uncertainty of this correction is 10 per cent.
The total estimated uncertainty in transferring the flux density scale is of the order of 20 per cent which we add quadratically to the measured Gaussian fit uncertainty for each source.
Comparison of the flux density of bright sources measured in the individual pointings after the above correction shows good agreement between the flux density scales of the individual pointings and the measured scatter is ∼ 16 per cent, which also includes a contribution by the noise-dependent terms. 
Diffuse Sources
We have identified two faint diffuse sources in the final mosaic which were not detected by PyBDSM as their peak flux densities are too low. Postage stamps of these two sources are shown in Fig. 7 . The first, D1, is located at RA = 14:21:32, DEC = +35:12:12. This source has previously detected in WENSS by Delain & Rudnick (2006) who have associated it with a galaxy group at z = 0.01. The second diffuse source, D2, is located at RA = 14:41:56, DEC = +34:01:34.
Analysis
The 1289 sources in the catalogue provide a statistically significant sample across three orders of magnitude in flux density from 4 mJy to 7 Jy. In this section we present the derived 153 MHz source counts and spectral index distributions based on matching these sources to catalogues at 1.4 GHz and 320 MHz.
Source Counts
The Euclidean-normalized differential source counts are shown in Fig. 8 . Due to the large variation in rms across the mosaic, the sources are not uniformly detected across the image, i.e. faint sources can only be detected in a smaller area in the inner part of the image. We therefore weight each source by the inverse of the area in which it can be detected (e.g. Windhorst et al. 1985) , which also accounts for the varying detection area within a given flux density bin. Accurate derivation of the source counts is complicated by a number of effects. In general, noise can scatter sources into adjacent bins, most noticably at low flux densities. A positive bias is introduced by the enhancement of weak sources by random noise peaks (Eddington bias). Furthermore, low surface brightness extended sources can be missed as their peak flux densities fall below the detection limit. We have used our Monte-Carlo simulations to estimate the combined contribution of these effects and derive a correction factor to the observed source counts. Errors on the final normalised source counts are propagated from the errors on the correction factors and the Poisson errors (Gehrels 1986 ) on the raw counts per bin. The flux density bins start at three times the average rms, 15 mJy, and increase in factors of 2 1/4 , 2 1/2 or 2 chosen to provide source counts of 60 − 80 in most, except for the highest, flux density bins. Table 5 lists (i) the flux density bins, (ii) the central flux density of the bin, (iii) the raw counts, (iv) the effective detection areas for sources at the lower and upper limits of the flux density bin, (v) the effective area corresponding to the bin centre, (vi) the mean weight of the sources in the bin, (vii) the correction factor, and (viii) the corrected normalised source counts.
We have compared our source counts with the little observational data available at this frequency. Our source counts agree well with those derived by Intema et al. (2011) for the central field. Since their image is approximately three times deeper than our mosaic, the good agreement at low flux densities lends credance to our correction factors. The recent source counts from Ghosh et al. (2012) and those by Ishwara-Chandra et al. (2010) for a smaller, slightly shallower GMRT field also agree well with our data, except the Ghosh et al. (2012) counts deviate at low flux densities, becoming increasingly lower. At the high flux end, the 7C 151 MHz source counts (McGilchrist et al. 1990 ) match our counts well. We have fit a power law over the flux density range 15−400 mJy and obtain a slope of 0.93±0.04 which is consistent with, but slightly steeper than, the 0.91 obtained by Intema et al. (2011) across the same flux density range. Likewise, it is consistent with the value of 1.01 found by Ishwara- Chandra et al. (2010) , but is slightly shallower. The source counts derived from the small sample of George & Stevens (2008) (not plotted) are fit by a single power law with a slope of 0.72, but their deviation is probably due to poor statistics. Model source counts have been derived by Wilman et al. (2008) for the 151 MHz source population predicted from the extrapolated radio luminosity functions of different radio sources in a ΛCDM framework. The Wilman et al. (2008) model catalogue has been corrected with their recommended post-processing, which effectively reduces the source count slightly at low flux densities. The dominant source population at flux densities above ∼ 200 mJy is that of FRII radio sources. Only below this flux density does the FRI population begin to dominate. There is a general agreement between our data and this model which has an approximate powerlaw slope of 0.79 between 10 and 400 mJy. At low flux densities it is likely that the Wilman et al. (2008) counts slightly overestimate the true counts due to double counting of hybrid AGN-star forming galaxies.
Spectral Index Distributions
While deep 1.4 GHz data exists for the Boötes Field (de Vries et al. 2002) , this only covers the central 7 deg 2 . This data was used in Intema et al. (2011) in a 153 MHz flux-limited spectral index analysis. However, we choose to compare our source list to the NVSS 1.4 GHz catalogue (Condon et al. 1994 ) which covers our entire survey area at a comparable resolution. We searched for NVSS counterparts within 45 of each GMRT source. Despite the relatively small difference in resolution between the NVSS (45 ) and the GMRT (25 ) data, a small number of GMRT sources (9 pairs) were matched the same NVSS source. Also, due to differences in the grouping of components into sources, we merged 16 pairs of NVSS sources which matched a single GMRT source. Sources were merged by summing their total flux densities. A spectral index was calculated for each GMRT source based on the combined flux density of merged sources.
We matched 1134 NVSS sources to 1127 GMRT sources and then used this matched subsample to compute the spectral index 4 distribution which is shown in Fig. 9 . The flux density limit of 2.5 mJy at 1.4 GHz biases the detection of 1.4 GHz counterparts to fainter 153 MHz sources to those with flatter spectra. 168 GMRT sources have no match in NVSS. These are consistent with having steeper spectral indices below the diagonal line in Fig. 9 and we therefore provide an an upper limit to the spectral index given the NVSS flux density limit. The mean spectral index is −0.87 ± 0.01, calculated using the Kaplan-Meier estimator (KM; e.g. Feigelson & Nelson 1985) to account for the upper limits. This value is comparable to those found by Intema et al. (2011 ), −0.79, Ishwara-Chandra & Marathe (2007 ), −0.85, Sirothia et al. (2009 ), −0.82, and Ishwara-Chandra et al. (2010 , −0.78. By considering the KM mean spectral index within 5 4 The spectral index is defined as S ν ∝ ν α logarithmic flux density bins between 85 mJy and 1 Jy (overplotted in Fig. 9 and listed in Table 6 ), we find a gradual steepening of the spectral index with increasing flux density, from ∼ −0.84 at ∼ 30 mJy to ∼ −0.97 at F 600 mJy. This trend is still clear if the first flux density bin is ignored (i.e. considering F 40 mJy) assuming that this bin remains biased by the upper limits. This is consistent with what is found in the literature (e.g. Ishwara-Chandra et al. 2010; Tasse et al. 2006; Cohen et al. 2004; de Vries et al. 2002) . Since it appears that there is no spectral steepening or flattening due to redshifted curved spectra (Bornancini et al. 2010 ), this flattening is likely due to a correlation between source luminosity and spectral index (P − α), which is known to exist for FRII radio galaxies (e.g. Blundell et al. 1999) . According to the models of Wilman et al. (2008) , the observed 153 MHz source population is dominated by FRII galaxies at these flux density levels ( 20 mJy).
We also compared our source list to WENSS at 327 MHz (Rengelink et al. 1997) , noting that the errors in this spectral index are much greater due to the smaller difference in frequency. The WENSS beam is 54 × 54 / sin δ, or 54 × 96 at the declination of the Boötes field. We thus searched for WENSS counterparts within 96 of each GMRT source. Of the 1289 GMRT sources we matched 689 to 675 WENSS sources. The 14 pairs of GMRT sources within the beam of a single WENSS source were combined as described in the previous paragraph and spectral indices determined for each based on the combined flux density. A visual check led to the removal of 12 misidentified or confused sources. The resulting spectral index distribution for Fig. 10 . Once again there is a bias towards flatter or inverted spectra at low 153 MHz flux densities due to the WENSS flux density limit of 18 mJy at 327 MHz. We provide upper limits to the spectral indices given the WENSS flux density limit for the 576 GMRT sources with that have WENSS flux densities below the WENSS detection limit and thus should have spectral indices are steeper than the diagonal line in Fig. 10 . The KM mean spectral index in this case is −0.84 ± 0.02 (taking into account the upper limits) and is slightly shallower than that observed between 153 and 1400 MHz. The KM mean spectral indices measured in 4 flux density bins are also listed in Table 6 . There is, however, no clear trend with flux density observed, although there is an indication of a slight flattening of the average radio spectrum if the first flux bin is excluded. This may be due to the fact that α 327 153 is less robust due to the small frequency difference and the errors on the individual measurements are higher.
Around 50 per cent of our sources have data at three frequencies (1400, 327, and 153 MHz), thus we have not attempted to fit or locate peaks in the radio spectra. Instead we show a radio "colour-colour" plot, Fig. 11 , comparing the spectral indices α there is a flattening of the average radio spectrum toward lower frequencies, as the majority of points fall above the line. It is likely that this observed turnover in the spectra at low frequencies is due synchrotron self-absorption. We also plot the distribution of the difference in spectral indices, α Finally, we have also compared our source list to VLSS at 74 MHz (Cohen et al. 2007) , again noting that the errors in this spectral index will be much greater due to the smaller difference in frequency. VLSS has a resolution of 80 so we searched for VLSS sources within this radius of each GMRT source. 58 GMRT sources were matched to 55 VLSS sources. The resulting spectral index distribution is shown in Fig. 13 . In this case these is a bias towards steeper spectra at low 153 MHz flux densities due to the VLSS flux density limit of 0.5 Jy at 74 MHz. The KM mean spectral index in this case is −0.55 which was calculated for sources with GMRT fluxes above 0.5 Jy.
Conclusion
We have presented the results from a ∼ 30 square degree, high resolution (25 ) radio survey at 153 MHz centred on the NOAO Boötes field. We have employed the SPAM ionospheric calibration scheme to achieve an rms noise in the 7 pointing mosaicked image of ∼ 2 − 4 mJy beam −1 . The source catalogue contains . Again, the histogram for bright GMRT sources is plotted in black and for fainter sources in grey. The dashed black line shows the mean value of −0.25 and the grey dotted line, the mean value of −0.2, for bright and all sources respectively. indicating that the majority of sources have flattened spectra at low frequencies.
1289 sources between 4.1 mJy and 7.3 Jy detected at 5 times the local noise. We estimate the catalogue to be 92 per cent reliable and 95 per cent complete to an integrated flux density of 14 mJy. The catalogue has been corrected for systematic errors on both the astrometry and flux density scales.
We have analysed the source population by investigating the source counts and by identifying counterparts within the 1.4 GHz NVSS and 327 MHz WENSS surveys and have computed the spectral index distributions of these sources. Understanding the low frequency, low flux source population is of particular importance to Epoch of Reionization projects (e.g. Ghosh et al. 2012 , and references therein) where good models of the foregrounds are needed.
In the near future, this data will be combined with the existing multi-wavelength data covering the NOAO Boötes field and we will study the properties of radio galaxies as a function of various multi-wavelength parameters across a range of cosmic time. Further investigation of the spectral indices will be done and can be used to identify USS sources as well as high redshift gigahertz peaked spectrum (GPS) sources. 
