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1 Introduction
The constructive description of the smoothness of functions in terms of poly-
nomial approximations is a classical problem that started by D. Jackson and
S.Bernstein results. In 1984 E. M. Dynkin gave a constructive characterization
of holomorphic Besov spaces in simply connected domains in C with ”good”
boundary. We continue the research (see [10,11,12,13]) devoted to the descrip-
tion of spaces of functions of several complex variables and consider spaces of
holomorphic functions on strictly pseudoconvex domains, which boundary val-
ues are in Besov space. The main obstacle for polynomial approximations in
strictly pseudoconvex is that polynomials are not always dense in space of
holomorphic functions that are continuous up to the boundary. We restrict
our consideration to strictly pseudoconvex Runge domains.
Definition 1 The domain Ω ⊂ Cn is Runge domain if for every function
f holomorphic in the neighbourhood of Ω and every ε > 0 there exist a
polynomial P for which |f(z)− P (z)| < ε, z ∈ Ω.
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The condition that Ω is Runge is necessary and sufficient to obtain our results
(see [13]).
2 Main notations and definitions.
Let Cn be the space of n complex variables, n ≥ 1, z = (z1, . . . , zn), zj =
xj + iyj;
∂jf =
∂f
∂zj
=
1
2
(
∂f
∂xj
− i ∂f
∂yj
)
, ∂¯jf =
∂f
∂z¯j
=
1
2
(
∂f
∂xj
+ i
∂f
∂yj
)
;
∂f =
n∑
k=1
∂f
∂zk
dzk, ∂¯f =
n∑
k=1
∂f
∂z¯k
dz¯k, df = ∂f + ∂¯f ;
∣∣∂¯f ∣∣ = ∣∣∂¯1f ∣∣+ . . .+ ∣∣∂¯nf ∣∣
We use the notation 〈η, w〉 =
n∑
k=1
ηkwk to indicate the action of the differential
form η =
n∑
k=1
ηkdzk of type (1, 0) on the vector w ∈ Cn.
Let Ω = {z ∈ Cn : ρ(z) < 0} be a strictly pseudoconvex domain with a C2-
smooth defining function ρ : Cn → R. We also consider a family of domains
Ωt = {z ∈ Cn : ρ(z) < t} , where t is small real parameter, and a bijection
Φt : ∂Ω → ∂Ωt given by the exponential map of a normal vector field. This
allows us to define the projection Ψ : Ωε \Ω−ε → ∂Ω by Ψ(ξ) = Φ−1ρ(ξ)(ξ).
For ξ ∈ ∂Ωr = {ξ ∈ Cn : ρ(ξ) = r} we define the tangent space
TRξ = {z ∈ Cn : Re 〈∂ρ(ξ), ξ − z〉 = 0} ,
the complex tangent space
Tξ = {z ∈ Cn : 〈∂ρ(ξ), ξ − z〉 = 0}
and the complex normal vector
n(ξ) =
∣∣∂¯ρ(ξ)∣∣−1 (∂¯1ρ(ξ), . . . , ∂¯nρ(ξ)) . (1)
We denote the space of holomorphic functions as H(Ω) and consider the
Hardy space (see [15,4])
Hp(Ω) :=
{
f ∈ H(Ω) : ‖f‖Hp(Ω) = sup
−ε<t<0
‖f‖Lp(∂Ωt) <∞
}
,
where Lebesgue spaces Lp(∂Ωt) are defined by induced on the boundary of Ωt
Lebesgue measure dσt. We also denote dσ = dσ0. Notice that every function
f ∈ Hp(Ω) has nontangential boundary limit f∗ ∈ Lp(∂Ω) and ‖f∗‖Hp(Ω) ≍
‖f∗‖Lp(∂Ω) .
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Throughout this paper we use notations ., ≍ . We write f . g if f ≤ cg
for some constant c > 0, that doesn’t depend on main arguments of functions
f and g and usually depend only on the dimension n and the domain Ω. Also
f ≍ g if c−1g ≤ f ≤ cg for some c > 1. We denote the Lebesgue measure in
Cn as dµ.
3 Leray-Koppelman formula and pseudoanalytic continuation
In the context of the theory of several complex variables there is no canonical
reproducing formula, however we can use the Leray theorem that allows us to
construct holomorphic reproducing kernels. The following lemma allows us to
consider polynomial Leray maps for strictly pseudoconvex Runge domains.
Lemma 1 (Shirokov [13]) Let Ω = {z ∈ Cn : ρ(z) < 0} be a strictly pseu-
doconvex Runge domain with the C2-smooth defining function ρ. Then there
exist functions v(ξ, z), q(ξ, z), wj(ξ, z), constants ε, β, δ, s > 0 and a domain
G ⊂ C such that
1. v(ξ, z), q(ξ, z), wj(ξ, z) are polynomials in z and continuous in ξ ∈ Ωε \Ω.
2. v(ξ, z) =
n∑
j=1
wj(ξ, z)(ξj − zj) = 〈w(ξ, z), ξ − z〉 .
3. wj(ξ, z) = ∂jρ(ξ) +
n∑
k=1
Pkj(ξ, z)(ξk − zk) where Pkj are polynomials in z.
4. For ξ ∈ Ωε \Ω and z ∈ Ω
|v(ξ, z)| ≥ ρ(ξ)− ρ(z) + β |ξ − z|2 , |ξ − z| < δ;
|v(ξ, z)| ≥ s > 0, |ξ − z| > δ.
5. For every ξ ∈ Ωε \Ω and z ∈ Ω the point λ(ξ, z) = v(ξ, z)q(ξ, z) lies in
the domain G and G is simply connected region with C2-smooth boundary,
which is tangent to the y−axis at the origin.
By Leray-Koppelman formula for every f ∈ H1(Ω) we have
f(z) = Kf(z) =
∫
∂Ω
f∗(ξ)ω(ξ, z)
〈w(ξ, z), ξ − z〉n , z ∈ Ω, (2)
where ω(ξ, z) = 1(2pii)nw(ξ, z) ∧
(
∂¯ξw(ξ, z)
)n−1
.
Definition 2 The function f ∈ C1(Ωε \Ω) with supp f ∈ Ωε is a pseudoana-
lytic continuation of function f ∈ H1(Ω) if nontangential boundary values of
f and f coinside on ∂Ω.
Applying Stoke’s theorem to Leray-Koppelman integral and pseudoanalytic
continuation we have (see [11] for details)
f(z) =
∫
Ωε\Ω
∂¯f(ξ) ∧ ω(ξ, z)
〈w(ξ, z), ξ − z〉n , z ∈ Ω, (3)
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since
dξ
ω(ξ, z)
〈w(ξ, z), ξ − z〉n = 0, z ∈ Ω, ξ ∈ Ωε \Ω.
We denote the kernel by K(ξ, z) = 〈w(ξ, z), ξ − z〉−n .
The function d(ξ, z) = |v(ξ, z)| = |〈w(ξ, z), ξ − z〉| defines on ∂Ω a quasi-
metric with constant A > 0 such that for z, z0, ξ ∈ ∂Ω
d(z, z0) ≤ A(d(z, ξ) + d(ξ, z0)), v(ξ, z) ≤ Av(z, ξ). (4)
If B(z, δ) = {ξ ∈ ∂Ω : d(ξ, z) < δ} is a quasiball with respect to d then
σ(B(z, δ)) . δn. Adapting ideas of L. Lanzani and E.M. Stein in [7] we have
the following estimate.
Lemma 2 d(ξ, z) ≍ d(Ψ(ξ), z) + ρ(ξ), ξ ∈ Ωε \Ω, z ∈ ∂Ω.
Thus µ(V (ξ, δ)) . δn+1, where V (ξ, δ) = {z ∈ Ωε \ Ω : d(ξ, z) < δ} and
analogously to [7,10] we have the following classical estimates.
Lemma 3 Let α > 0 and 0 < r < δ < ε. Then∫
z∈∂Ω, d(ξ,z)>δ
dσ(z)
d(ξ, z)n+α
. δ−α, ξ ∈ Ωε \Ω;
∫
ξ∈∂Ωr, d(ξ,z)>δ
dσr(ξ)
d(ξ, z)n+α
. δ−α, z ∈ Ω;
∫
z∈∂Ω, d(ξ,z)<δ
dσ(z)
d(ξ, z)n
. 1 + log
δ
r
, ρ(ξ) = r < ε;
∫
ξ∈∂Ωr, d(ξ,z)<δ
dσr(ξ)
d(ξ, z)n
. 1 + log
δ
r
, z ∈ Ω.
Concluding ideas by N. Shirokov we have the following polynomial approx-
imation of a kernel.
Lemma 4 (Shirokov [13]) Let Ω be a strongly pseudoconvex Runge domain
and α > 0. Then for every m ∈ N there exists a function Kglobm (ξ, z) which
is continuous in ξ ∈ Ωε \ Ω, polynomial in z with degKglobm (ξ, ·) . m and
satisfies the following properties:
∣∣K(ξ, z)−Kglobm (ξ, z)∣∣ . 1mα 1d(ξ, z)n+α , d(ξ, z) ≥ 1m ; (5)
∣∣Kglobm (ξ, z)∣∣ . mn, d(ξ, z) ≤ 1m. (6)
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4 Holomorphic Besov spaces
The main result of this work is the characterization of holomorphic func-
tions with boundary values in Besov spaces in terms of polynomial approxi-
mations. We use definition of Besov spaces in terms of polynomial modulus of
smoothness, but it coincides with classical definition in case of smooth domains
(see [10]).
Definition 3 Let K ⊂ ∂Ω, 1 ≤ p ≤ ∞. The best approximation of a function
f ∈ Lp(K) by polynomials of degree not greater than m ∈ N we denote by
Em(f,K)p = inf
degP≤m
‖f − P‖Lp(K) . (7)
Notice that
Em(f,K)1 ≤ σ(K)1−
1
pEm(f,K)p. (8)
Definition 4 We say that a set F ⊂ ∂Ω is t−fat if there exist such t > 0 and
ξ ∈ ∂Ω that B(ξ, t/2) ⊂ F ⊂ B(ξ, t). We say that a family {Fj} of disjoint
subsets is a t−decomposition of ∂Ω if ∂Ω = ⋃Fj and every Fj is t−fat.
Definition 5 Let f ∈ Lp(∂Ω), 1 ≤ p ≤ ∞. We define the polynomial modu-
lus of smoothness of degree m ≥ 0 as
ωm(f, h)p = sup
∥∥∥{Em−1(f, Fj)p}Nj=1∥∥∥
lp
, (9)
where supremum is taken over all t−decompositions {Fj} of ∂Ω.
Definition 6 Let 1 ≤ p, q ≤ ∞, s > 0 and f ∈ Lp(∂Ω). We let f ∈ Bspq(∂Ω)
if cpq(f) =
∥∥ωm(f, t)pt−s−1/q∥∥Lq(0,ε) < ∞, where m ∈ N and m > s. The
definition does not depend on m > s.
We define holomorphic Besov space as
Aspq(Ω) = {f ∈ Hp(Ω) : f∗ ∈ Bspq(∂Ω)}
with norm ‖f‖Aspq = ‖f
∗‖Lp(∂Ω) + cpq(f∗).
5 Local approximations on the boundary.
In this section we study an interpolation construction of local approximation
on fat subsets of ∂Ω.
Let P0 be polynomial in R of degree m such that
1∫
0
P0(x)dx = 1,
1∫
0
xkP0(x)dx = 0, k = 1, ...,m,
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and P1 be a polynomial in C of degree m such that∫
[−1,1]2
P1(z)dµ(z) = 1,
∫
[−1,1]2
zkP1(z)dµ(z) = 0, k = 1, ...,m.
Without loss of generality we may assume that ξ = 0 and TRξ = {z ∈ Cn :
zn ∈ R}. Then projections prξ, piξ to the tangent and complex tangent spaces
are defined by
prξ(z) = (z
′,Rew), piξ(z) = (z
′, 0), z = (z′, w) ∈ Cn−1 × C.
For u ∈ ∂Ω, h, h1 > 0, we define a rectangle Q˜u ⊂ TR by
Q˜u = Q˜u(h, h1) = prξ(u) + {z ∈ Cn : z′ ∈ [0, h)2n−2 ∈ Cn−1, w ∈ [0, h1)}.
The projection prξ : ∂Ω → TRξ is locally invertible and assuming that
h, h1 > 0 and |ξ − u| are small enough we define Qu = pr−1ξ (Q˜u) and
u = (u′, w0) = pr
−1
ξ (z
′,Re(un)), (z
′, w1(z
′)) = pr−1ξ (z
′,Re(un) + h1),
where (z′, 0) ∈ piξ(Qu).
Consider a curve γ˜z′ that connects points (z
′, w0) and (z
′, w1(z
′)) in ∂Ω
γ˜z′ = pr
−1
ξ {(z′,Re(un) + th1), 0 ≤ t ≤ 1}.
Finally we denote by γz′ the curve in C which is generated by n-th coordinate
of γ˜z′ and connects points w0 and w1(z
′).
Let Q′u = piξ(Qu) and define a function
PQu(z
′, w) =
1
h2(n−1)
P¯n−1
(
z′ − u′
h
)
1
w1(z′)− w0P0
(
w − w0
w1(z′)− w0
)
.
where P¯n−1(z
′) = P1(z1) · . . . · P1(zn−1).
Then for every polynomial T with degree not greater m in every variable∫
Q′u
dµ(z′)
∫
γz′
T (z′, w)PJu(z
′, w)dw
=
∫
Q′u
dµ(z′)
h2(n−1)
P¯n−1
(
z′ − u′
h
) w1(z′)∫
w0
P0
(
w − w0
w1(z′)− w0
)
T (z′, w)dw
w1(z′)− w0
=
∫
Q′u
P¯n−1
(
z′ − u′
h
)
dµ(z′)
h2(n−1)
1∫
0
T (z′, w0 + v(w1(z
′)− w0))dv
=
∫
Q′u
T (z′, w0)P¯n−1
(
z′ − u′
h
)
dµ(z′)
h2(n−1)
= T (u′, w0) = T (u).
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We can replace the integral over a curve γz′ that connects points w0(z
′)
and w1(z
′) with the integral over a segment [w0(z
′), w1(z
′)] because internal
function is holomorphic.
We pass now to the description of operator that provides almost best poly-
nomial approximation on a h−fat set K ∈ ∂Ω with B(ξ, h/2) ⊂ K ⊂ B(ξ, h).
Note that
prξ(B(ξ, h)) ⊂ [−c
√
h, c
√
h)2(n−1) × [−ch, ch) = Q˜ ⊂ TRξ
for some c > 0. We cover the rectangle Q˜ by a union of (m + 1)n rectangles
Q˜j = Q˜uj (2c
√
h/[
√
m+ 1], 2ch/(m+ 1)), uj ∈ ∂Ω.
Let Qj = pr−1ξ (Q˜
j). We define PK(f) as a polynomial such that
PK(f)(uj) =
∫
piξ(Qj)
dµ(z′)
∫
γz′
PQj (z
′, w)f(z′, w)dw, j = 0, . . . ,mn. (10)
Then PK(T )(uj) = T (uj) and PK(T ) = T for every polynomial T with
degree not greater than m in every coordinate, moreover,
max
dist(z, K)≤λh
|PK(f)(z)| ≤ c(λ,m,Ω)
σ(K)
∫
K
|f | dσ, (11)
as max
B(ξ,λh)
∣∣PQj (z)∣∣ < c(λ,m,Ω)hn , where the constant c depends on λ, m Ω, and
does not depend on a set K and function f. This implies
‖f − PKf‖Lp(K) ≤ (c+ 1)Em(f, K)p,
and the polynomial PKf gives almost best polynomial approximation of func-
tion f .
Note 1 Let f ∈ Hp(∂Ω), 1 ≤ p ≤ ∞ and {Fj} be a h-decomposition of ∂Ω.
Define a function Th that is equal on Fj to a polynomial PFjf. Then
ωm(f, h)p ≍ sup ‖f − Th‖Lp(∂Ω) ,
where the supremum is taken over all such decompositions.
Note 2 The existence and uniqueness of a polynomial PK(f) needs some ex-
planation. The uniqueness is simple induction by dimension n. For n = 1 it is
obvious. Assume that we know result for dimension (n−1). Let T be a polyno-
mial of degree not greater than m in every variable such that T (uj) = 0. Rear-
range points uj = u(α) = (uα11 , . . . , u
αn−1
n−1 , u
α
n) by multiindex α = (α1, . . . , αn)
with αk = 0..m. Notice that points (u
α1
1 , . . . , u
αn−1
n−1 ) form a rectangular net
in Qh ⊂ Tξ. By induction for every fixed α1 we have T (uα11 , u2, . . . , un) = 0.
Thus T (u1, . . . , un) ≡ 0 for every fixed (u2, . . . , un) ∈ Cn−1 as polynomial of
degree not greater than m in u1 ∈ C that has m+ 1 roots.
Proceed to a construction. Let nkj = uk − uj , then the polynomial
m∑
k=0
sk
∏
j 6=k
〈
nkj , z − uj
〉
〈nkj , uk − uj〉
has degree not greater m in every variable and is equal to sk at u
k.
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6 Two methods of pseudoanalytic continuation
Let f be a pseudoanalytic continuation of function f ∈ H1(Ω) and 1 ≤ p ≤ ∞.
We introduce the following important characteristics of function f
Sp(f , r) =
∥∥∂¯f∥∥
Lp(∂Ωr)
, r > 0. (12)
In this section we generalize ideas by E.M. Dynkin [3] to construct pseudo-
analytic continuations with some estimates in this value.
6.1 Pseudoanalytic continuation by global polynomial approximations.
By [15] strict pseudoconvexity of domain Ω implies that functions holomor-
phic in neighbourhood of Ω are dense in H1(Ω). Also every holomorphic in
neighbourhood of Ω function can be approximated on Ω by polynomials since
Ω is Runge. Thus there exists a polynomial sequence P1, P2, . . . converging to
f∗ in L1(∂Ω). Let
λ(z) = ρ(z)−1 |P2m+1(z)− P2m(z)| , 2−m < ρ(z) ≤ 2−m+1. (13)
Theorem 1 Assume that λ ∈ Lp(Ωε \Ω) for some p ≥ 1. Then there exist a
pseudoanalytic continuation f of the function f such that∣∣∂¯f(z)∣∣ . λ(z), z ∈ Ωε \Ω. (14)
Proof Consider a function χ ∈ C∞(0,∞) such that χ(t) = 1 for t ≤ 54 and
χ(t) = 0 for t ≥ 74 . We let for m ∈ N
f0(z) = P2m(z) + χ(2
mρ(z))(P2m+1(z)− P2m(z)), 2−m < ρ(z) < 2−m+1,
and define the continuation of the function f by formula f = χ(2ρ(z)/ε)f0(z).
Now f is C1-function on Cn \ Ω and ∣∣∂¯f(z)∣∣ . λ(z). We define a function
Fm(z) as Fm(z) = f(z) for ρ(z) > 2
−m and as Fm(z) = P2m+1(z) for ρ(z) <
2−m. The function Fm is smooth and holomorphic in Ω2−m , and
∣∣∂¯Fm(z)∣∣ .
λ(z) for z ∈ Cn \Ω2−m . Thus we get
P2m+1(z) = Fm(z) =
∫
Ωε\Ω
∂¯Fm(ξ) ∧ ω(ξ, z)
〈w(ξ, z), ξ − z〉n , z ∈ Ω,
We can pass to the limit in this formula by the dominated convergence
theorem; hence, the function f is a pseudoanalytic continuation of the func-
tion f . ⊓⊔
Lemma 5 Let P2m be a polynomial of degree 2
m and 1 ≤ q ≤ ∞. Then
‖P2m‖Lq(∂Ωr) . ‖P2m‖Lq(∂Ω) , 2−m ≤ r ≤ 2−m+1 (15)
and the constant does not depend on m.
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Proof Let ξ ∈ ∂Ω and n = n(ξ) be a complex normal at this point. For some
δ > 0 and every w ∈ CPn−1 a set
γw = {u ∈ C : (n+ ξ + w)u ∈ ∂Ω, |u| < δ}
is a simple non closed C2-smooth curve. Also curves γ˜w = {u(n+ ξ+w) : u ∈
γw, |u| < δ} cover a neighbourhood of ξ ∈ ∂Ω in a set ∂Ω \ Tξ.
Consider a conformal map ψw : C \ γw → {|v| > 1} such that ψ′w(∞) >
0. The smoothness of ∂Ω implies that the map ψw can be continued to a
conformal map of closed domains. The smoothness of ∂Ω implies that there
exists some neighbourhood V = Vξ of point ξ in C
n and constant c1, c2 > 0
such that
γw,r = {u ∈ C : u(n+w) ∈ ∂Ωr∩V } ⊂ {u ∈ C : c1r < ψw(u)−1 < c2r}. (16)
Thus
|ψw(u)|2
m+2 ≍ (1 + 2−m)2m ≍ 1, 2−m ≤ ρ(u(n+ w)) < 2−m+1;
|ψw(u)| = 1, u ∈ γw.
Consider a function
Hw(u) = P2m(u(n+ w))ψw(u)
−2n+2 ,
holomorphic in C \ γw such that |u|Hw(u)→ 0, u→∞. Then
sup
r>0
‖Hw‖Lq(|ψw|=1+r) . ‖Hw‖Lq(γw)
and
sup
r>0
‖Hw‖Lq(γw,r) . ‖Hw‖Lq(γw) .
Then
‖P2m‖Lq(γw,r) . ‖Hw‖Lq(γw,r) . ‖Hw‖Lq(γw) = ‖P2m‖Lq(γw)
for 2−m ≤ r < 2−m+1 and integrating this estimate by w ∈ CPn−1 we get
‖P2m‖Lq(V ∩∂Ωr) . ‖P2m‖Lq(∂Ω⋂V ) , 2−m ≤ r < 2−m+1.
Finally, we choose the finite covering of ∂Ω that also covers a set Ω2−m+1 \
Ω2−m and obtain the desired estimate.
Corollary 1 The continuation f in Theorem 1 satisfies an estimate
Sp(f , r) . 2
mE2m(f)p, 2
−m ≤ r ≤ 2−m+1. (17)
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6.2 Pseudoanalytic continuation by local polynomial approximations
Let f ∈ H1(Ω), m > 0, z ∈ Ωε \Ω. Denote J(z) = B(Ψ(z), ρ(z)/10) and
E(f, z) = Em(f, J(z))1. (18)
Theorem 2 Assume that p ≥ 1 and
E(f, z)ρ(z)−(n+1) ∈ Lp(Ωε \Ω). (19)
Then f ∈ Lp(∂Ω) and there exist such pseudoanalytic continuation f of func-
tion f such that ∣∣∂¯f(z)∣∣ . E(f, z)ρ(z)−(n+1). (20)
Proof First, we will prove that f ∈ Lp(∂Ω). Assume that J ⊂ ∂Ω is h− fat
and let
L(J) = {z ∈ Ωε \Ω : c1h < d(ξ, z) < c2h for some ξ ∈ J}
where constants 0 < c1 < c2 < 1 are chosen such that J(z) ⊂ J for every
z ∈ L(J). Then µ(L(J)) ≍ hn+1 and Em(f, J)1 ≤ E(f, z) for z ∈ L(J).
Consider a series of decompositions ∂Ω =
2nm⋃
k=1
Jmk into 2
−m-fat sets assum-
ing that every succeeding decomposition is obtained by dividing every set of
previous to 2n parts.
We define a function Tm on ∂Ω assuming Tm(z) = PJm
k
f(z) for z ∈ Jmk ,
where PJm
k
is a polynomial projector defined in previous section. Then
f = Tm0 +
∞∑
k=m0
(Tm+1 − Tm)
and it is enough to prove that
∞∑
k=m0
‖Tm+1 − Tm‖Lp(∂Ω) <∞.
For z ∈ Jm+1k we have
|Tm+1(z)− Tm(z)| =
∣∣∣PJm+1
k
f(z)− PJm
k
f(z)
∣∣∣ = ∣∣∣PJm+1
k
(
f(z)− PJm
k
f(z)
)∣∣∣
.
1
σ(Jm+1k )
∫
Jm+1
k
∣∣f − PJm
k
f
∣∣ dσ . 2nmE(f, Jmk )1
. 2nm inf{E(f, z) : z ∈ L(Jmk )}.
Thus
‖Tm+1 − Tm‖Lp(Jm+1
k
) . 2
−m(n+1)(1−1/p)
∥∥∥E(f, z)ρ(z)−(n+1)∥∥∥
Lp(L(Jm
k
))
.
Consider Lm = {z ∈ Cn \ Ω : c12−m < dist(z, Ω) < c22−m}. Then L(Jkm) ⊂
Lm and
‖Tm+1 − Tm‖Lp(∂Ω) . 2−m(n+1)(1−1/p)
∥∥∥E(f, z)ρ(z)−(n+1)∥∥∥
Lp(Lm)
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Finally
∞∑
m=m0
‖Tm+1 − Tm‖Lp(∂Ω) ≤
∥∥∥E(f, z)ρ(z)−(n+1)∥∥∥
Lp(Ωε\Ω)
<∞.
Now we will construct a continuation of function f . Consider Whitney
decomposition in Ωε\Ω,
∞∑
k=1
χk = 1, χk ∈ C∞0 (Ωε\Ω), |grad χk(z)| . ρ(z)−1.
Let zk ∈ supp χk and Jk = B(Ψ(zk), c1ρ(z)). Define
f(z) =
∞∑
k=1
χk(z)PJkf(z), z ∈ Cn \Ω.
Note that for every polynomial T (z) we have
f(z) = T (z) +
∞∑
k=1
χk(z)(PJkf(z)− T (z)), z ∈ Cn \Ω
and
∂¯f(z) =
∞∑
k=1
(PJkf(z)− T (z))∂¯χk(z), z ∈ Cn \Ω.
Let T = PJ(z)f. Then Jk ⊂ J(z) if χk(z) 6= 0. Thus by estimate (11) we get
|PJkf(z)− T (z)| = |PJk(f − T )(z)| . σ(J(z))−1E(f, z) . ρ(z)−nE(f, z).
Also supp f ⊂ Ωε and∣∣∂¯f(z)∣∣ . E(f, z)ρ(z)−(n+1) ∈ Lp(Ωε \Ω).
This concludes the proof.
Corollary 2 The continuation f of function f in Theorem 2 satisfies an es-
timate Sp(f , r) . ωm(f, h)p.
Proof Notice that by estimate (8) we have
E(f, z) ≤ σ(J(z))1− 1pEm(f, J(z))p . ρ(z)(1−
1
p )nEm(f, J(z))p,
where J(z) = B(Ψ(z), ρ(z)/10). Then
Sp(f , r) . r
−n/p−1 ‖Em(f, J(z))p‖Lp(∂Ωr) .
We will estimate the integral on the right side. Quasiballs J(z) cover ∂Ω and
we can choose a finite covering Jk = {ξ ∈ ∂Ω : d(ξ, zk) < r} such that for
every z ∈ ∂Ωr the set J(z) is a subset of Jk for some k and every point is
covered not more than by 5n sets. Consequently
‖Em(f, J(z))‖Lp(∂Ωr) . rn/p
∥∥{Em(f, Jk)}Nk=1∥∥lp . rn/pωm(f, 10r)p,
and Sp(f , r) . ωm(f, 10r)p/r.
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6.3 Construction of local approximation from pseudoanalytic continuation.
In the proof of Theorem 1 we constructed a pseudoanalytic continuation by
local approximations of a function. Assume now that we have some pseudo-
analytic continuation f of function f. We will construct a local polynomial
approximations of f on ∂Ω in terms of function f .
Let J ⊂ B(z0, h/A) for some z0 ∈ ∂Ω and h > 0, where A > 0 is a constant
of quasimetric d defined in (4). We consider a polynomial of degree ≤ Cm
PJ (z) =
∫
d(ξ,z0)>2h
∂¯f(ξ) ∧ ω(ξ, z)K locm (ξ, z, z0), (21)
where the kernel K locm is a polynomial in z of degree ≤ Cm and is defined by
following equation.
K(ξ, z) =
1
v(ξ, z)n
=
1
(v(ξ, z0) +∆)
n =
1
v(ξ, z0)n
(
1 +
∆
v(ξ, z0)
)−n
=
1
v(ξ, z0)n
(
m∑
k=0
Ckn
∆k
v(ξ, z0)k
+O
( |∆|
d(ξ, z0)
)m+1)
= K locm (ξ, z, z0) +O
(
|∆|m+1
d(ξ, z0)m+n+1
)
, (22)
where ∆ = v(ξ, z)− v(ξ, z0) = 〈w(ξ, z), ξ − z〉 − 〈w(ξ, z0), ξ − z0〉 .
Note that for d(ξ, z0) > 2h and d(z, z0) < h/A we have d(ξ, z) ≍ d(ξ, z0)
and
|∆| ≤ |〈w(ξ, z)− w(ξ, z0), ξ − z〉|+ |〈w(ξ, z0), z − z0〉|
. |z − z0| |ξ − z|+ |〈w(ξ, z0)− w(z, z0), z − z0〉|+ |〈w(z, z0), z − z0〉|
. |z − z0| |ξ − z|+ |w(ξ, z0)− w(z, z0)| |z − z0|+ d(z, z0)
. d(z, z0)
1/2d(ξ, z)1/2 + d(z, z0) . d(z, z0)
1/2d(ξ, z)1/2,
because
|w(ξ, z0)− w(z, z0)| . |∂ρ(ξ)− ∂ρ(z)|
+
n∑
k,j=1
(|Pjk(z0, ξ)| |ξ − z0|+ |Pjk(z0, z)| |z − z0|)
. |ξ − z|+ |ξ − z0|+ |z − z0| . d(ξ, z)1/2.
Consequently,
∣∣K(ξ, z)−K locm (ξ, z, z0)∣∣ . d(z, z0)
m+1
2
d(ξ, z)n+
m+1
2
, d(ξ, z0) > 2h, d(z, z0) < h/A.
(23)
Analytic Besov spaces 13
This implies that for z ∈ J
|f(z)− PJ(z)|
.
∫
d(ξ,z0)<2h
∣∣∂¯f(ξ)∣∣ dµ(ξ)
d(ξ, z)n
+
∫
d(ξ,z0)>2h
∣∣∂¯f(ξ)∣∣ hm+12 dµ(ξ)
d(ξ, z)n+
m+1
2
. (24)
7 Pseudoanalytic continuation of holomorphic Besov functions
To prove two following theorems we use the Hardy inequality. Let f be a
positive function on (0,∞) and for r 6= 1 define a function F (x) as follows:
F (x) =


x∫
0
f(t)dt, r > 1;
∞∫
x
f(t)dt, r < 1.
Then for 1 ≤ p <∞ we have
∞∫
0
x−rF p(x)dx <
(
p
|r − 1|
)p ∞∫
0
x−r(xf(x))pdx. (25)
The proof and detailed discussion can be found in [6].
Theorem 3 Let 1 ≤ p, q ≤ ∞, s > 0 and f ∈ H1(Ω). Then f ∈ Aspq(Ω) if
and only if there exist a pseudoanalytic continuation f of function f such that∥∥∥Sp(f , r)r1−1/q−s∥∥∥
Lq[0,ε]
<∞. (26)
Proof The sufficiency is satisfied due to Corollary 2 of the Theorem 2 and
the definition of Besov spaces. To prove necessity assume that there exist a
continuation f that satisfies condition (26) and that supp f ⊂ Ωε. Then by
estimate (24) we have
ωm(f, cδ)p . ‖g‖Lp(∂Ω) + ‖h‖Lp(∂Ω)
for some c > 0, where
g(z) =
∫
d(ξ,z)<2δ
∣∣∂¯f(ξ)∣∣
d(ξ, z)n
dµ(ξ); h(z) =
∫
d(ξ,z)>δ
∣∣∂¯f(ξ)∣∣ δm+12
d(ξ, z)n+
m+1
2
dµ(ξ), z ∈ ∂Ω.
We introduce the following functions
gr(z) =
∫
ξ∈∂Ωr
d(ξ,z)<2δ
∣∣∂¯f(ξ)∣∣
d(ξ, z)n
dσr(ξ); hr(z) =
∫
ξ∈∂Ωr
d(ξ,z)>δ
∣∣∂¯f(ξ)∣∣ δm+12
d(ξ, z)n+
m+1
2
dσr(ξ), z ∈ ∂Ω.
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Then
ωm(f, cδ)p .
2δ∫
0
‖gr‖Lp(∂Ω) dr +
1∫
0
‖hr‖Lp(∂Ω) dr.
We will prove that
‖gr‖Lp(∂Ω) . Sp(f , r) log
δ
r
, 0 < r < 2δ;
‖hr‖Lp(∂Ω) . Sp(f , r), 0 < r < δ; ‖hr‖Lp(∂Ω) . Sp(f , r)
δ
m+1
2
r
m+1
2
, r > δ.
By Riesz-Thorin interpolation theorem it is enough to prove these estimates
for p = 1 and p =∞. By Lemma 3 for r > δ we have
‖hr‖L1(∂Ω) =
∫
∂Ωr
∣∣∂¯f(ξ)∣∣ dσ(ξ) ∫
z∈∂Ω
d(ξ,z)>δ
δ
m+1
2 dσ(z)
d(ξ, z)n+
m+1
2
. S1(f , r)
δ
m+1
2
r
m+1
2
,
for p = 1 and for p =∞
|hr(z)| . S∞(f , r)
∫
z∈∂Ω
d(ξ,z)>δ
δ
m+1
2 dσ(z)
d(ξ, z)n+
m+1
2
. S∞(f , r)
δ
m+1
2
r
m+1
2
, z ∈ ∂Ω,
which concludes the desired estimate. Second estimate of function hr and
estimate of function gr can be proven analogously.
Thus for every ε > 0, m ∈ N
ωm(f, cδ)p .
2δ∫
0
Sp(f , r)
δε
rε
dr + δ
m+1
2
1∫
δ
Sp(f , r)
dr
r
m+1
2
. (27)
Assume that 1 ≤ q <∞. We will use Hardy inequality to prove an estimate
ε∫
0
ωm(f, δ)
q
pδ
−qs−1dδ <∞.
Consider the first term in (27) letting ε = s2 and F1(δ) =
δ∫
0
Sp(f , r)
dr
rε . Then
applying Hardy inequality (25) with r = 1 + sq > 1 we have
1∫
0
(δεF1(δ))
qδ−1−sqdδ .
1∫
0
r−1−sq+εq
(
Sp(f , r)r
−εr
)q
dr
=
1∫
0
(
Sp(f , r)
rs−1
)q
dr
r
<∞.
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Analogously we can estimate the second term in (27) letting s < (m+ 1)/2.
For q =∞ we have Sp(f , r) . rs−1 and
ωm(f, cδ) . δ
ε
∫ 2δ
0
rs−1−εdr + δ
m+1
2
∫ ε
δ
rs−1−
m+1
2 dr . δs.
This concludes the proof of the theorem.
8 Main theorem.
Theorem 4 Let 1 ≤ p, q ≤ ∞, s > 0, and f ∈ Hp(∂Ω). Then f ∈ Aspq(Ω) if
and only if {2msEm(f)p}∞m=1 ∈ lq.
Proof Assume that {2msE2m(f)p}∞m=1 ∈ lq. By Corollary 1 of Theorem 1 we
have a pseudoanalytic continuation such that
Sp(f , r) . 2
mE2m(f)p.
Then ∥∥∥Sp(f , r)r−s−1/q+1∥∥∥
Lq(0,ε)
. ‖{2msE2m(f)p}∞m=1‖lq <∞, (28)
and by Theorem 3 f ∈ Aspq(Ω).
Conversely, let f ∈ Aspq(Ω). Then there exist a pseudoanalytic continuation
f of function f satisfying estimate (26). We will prove that
Em(f)p .
1/m∫
0
Sp(f , r)
dr
(mr)ε
dr +
∞∫
1/m
Sp(f , r)
dr
(mr)α
, (29)
where the parameter α can be chosen arbitrary great and ε > 0 is small enough.
We construct polynomials approximating a function f using an approximation
of a kernel K(ξ, z) from Lemma 4. Let
Pm(z) =
∫
Cn\Ω
∂¯f(ξ) ∧ ω(ξ)Kglobm (ξ, z).
Then
|f(z)− Pm(z)| .
∫
Cn\Ω
∣∣∂¯f(ξ)∣∣ ∣∣K(ξ, z)−Kglobm (ξ, z)∣∣ dµ(ξ)
.
∫
d(ξ,z)<1/m
∣∣∂¯f(ξ)∣∣
d(ξ, z)n
dµ(ξ) +
∫
d(ξ,z)<1/m,
ρ(ξ)<1/m
∣∣∂¯f(ξ)∣∣
mαd(ξ, z)n+α
dµ(ξ)
+
∫
ρ(ξ)>1/m
∣∣∂¯f(ξ)∣∣
mαd(ξ, z)n+α
dµ(ξ) = Um(z) + Vm(z) +Wm(z).
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Using notations of Theorem 3 we get
Um(z) .
1/m∫
0
dr
∫
∂Ωr
∣∣∂¯f(ξ)∣∣ dσr(ξ)
d(ξ, z)n
=
1/m∫
0
gr(z)dr.
Then ‖gr‖Lp(∂Ω) . Sp(f , r) log 2mr , 0 < r < 1/m, and by Minkovsky integral
inequality
‖Um‖Lp(∂Ω) .
1/m∫
0
Sp(f , r) log
2
mr
dr .
1/m∫
0
Sp(f , r)
dr
(mr)ε
for every ε > 0. Analogously
‖Vm‖Lp(∂Ω) .
1/m∫
0
Sp(f , r) dr; ‖Wm‖Lp(∂Ω) .
∞∫
1/m
Sp(f , r)
dr
(mr)α
,
which concludes the proof of (29).
As in the proof of Theorem 3 the final estimate for 1 ≤ q < ∞ follows
from Hardy inequality (25). Let F (t) =
t∫
0
Sp(f , r)
dr
rε and ε < s. Then by
monotonicity of function F
∞∑
m=1
2msq ‖Um‖Lp(∂Ω) .
∞∑
m=1
2msq


2−m∫
0
Sp(f , r)
dr
(2mr)ε


q
=
∞∑
m=1
2m(s−ε)qF (2−m) .
∞∫
0
t(ε−s)q−1F (t)qdt
.
∞∫
0
r(ε−s)q−1(Sp(f , r)r
1−ε)qdr =
∞∫
0
Sp(f , r)
qr−q(s−1)−1dr <∞.
Analougously we get a second estimate for Vm and Wm.
For q = ∞ we have Sp(f , r) . rs−1 and Em(f)p . m−s by estimate (29).
This concludes the proof of the theorem.
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