In this letter, we show that certain Fredholm determinant D(λ; t), introduced by Zamolodchikov in his study of 2D polymers, is a continuum limit of soliton solution for the Toda lattice hierarchy with 2-periodic reduction condition.
In his recent study of 2D polymers on a cylinder, Zamolodchikov conjectured that the quantity, φ(t) = log D(λ; t) D(−λ; t) , t = (t 2n−1 ) n∈Z Z ,
satisfies the differential equations of the integrated modified KdV (mKdV) hierarchy [1] , and also satisfies the sinh-Gordon (shG) equation. In eq.
(1), D(λ; t) stands for the Fredholm determinant det(I + λK). Integral operator K has a kernel of the form, K(p, q) = e(p)e(q) p + q exp
where the domain of integration for the operator is (0, ∞). The quantity e(p) does not depend on t n 's. It should be remarked that our t n corresponds to t n /2 of refs. [1, 2] . Independently, Bernard and LeClair showed that φ(t) solves the shG equation [3] . Quite recently, Tracy and Widom proved that above φ(t) satisfies both the mKdV hierarchy and the shG hierarchy [2] . Their proof is based on the fact that the quantity φ(t) is expressed in terms of Fredholm determinant. In this letter, we will show that the Fredholm determinant D(λ; t) is nothing but a special case of τ -function for the Toda lattice hierarchy [4] .
As in the appendix D of ref. [3] , we start with finite domain of integration (0, ν) for ν finite, rather than infinite domain (0, ∞). We then consider the quantity,
where p j = jν/N (j = 1, 2, . . . , N). As in the Fredholm theory, the Fredholm determinant D(λ; t) = det(I + λK) is recovered when we take the continuum limit N → ∞. In the end, we take ν → ∞. Expanding the r.h.s. of eq.(3), we come to the following expression;
where we have used the Cauchy identity,
As we shall show below, this quantity D N (λ; t) is the τ -function which corresponds to the N-soliton solution of the (2-periodic) Toda lattice hierarchy. The Toda lattice hierarchy was formulated by Ueno and Takasaki [4] (See also [5, 6] ). Here we briefly set up the notation. Consider the following linear equations,
where the difference operators L(s; e ∂s ), M(s; e ∂s ) are introduced by
M(s, t; e ∂s ) = −1≤j<+∞ c j (s; t)e j∂s , with c −1 (s; t) = 0 for any s, t,
and the wave functions w (∞) , w (0) by
Time evolutions are defined through
∂ −n w(s, t; λ) = C n (s; e ∂s )w(s, t; λ),
where w stands for w (∞) or w (0) , and ∂ n = ∂ ∂tn
. The difference operators B n and C n are constructed from L and M such that
denotes non-negative powers of e ∂s (resp. negative).
Compatibility conditions of eq. (8) reduce to Zakharov-Shabat type equations;
for m, n = 1, 2, . . .. Ueno and Takasaki proved the equivalence between Lax-type formulation and the following bilinear identity (Th. 1.11 of [4] );
for s, m ∈ Z Z, where we have set
. .) stand for Hirota's bilinear operators;
Expanding eq.(10) w.r.t. y ± , we get Hirota bilinear equations. For example, we have
from coefficient of y −1 . The wave functions w (∞) , w (0) are constructed in terms of τ -function;
where ǫ(λ) = (λ, 
Next we consider the reduction problem. We impose 2-periodic condition on τ -function, i.e. τ (s + 2; t) = τ (s; t). Under the 2-periodic condition, even time evolutions (t 2n ) n =0 are suppressed. Further, some conditions are imposed on b j and c j [5] . Here we list some of them;
Under the conditions above, the Zakharov-Shabat type equations (9) coincide with those of the mKdV and the shG hierarchy. For example, we get
from eq.(9a) with m = 3, n = 1, and
from eq.(9c) with m = n = 1. The N-soliton solution, which solves eq. (10), is constructed as vacuum expectation value of fermion operators [6] ;
where g is an element of the Clifford group,
and H n 's are boson operators obeying [H m , H n ] = mδ m+n,0 . For details of fermionic formulation, see ref. [6, 7] . More explicitly, this τ -function is of the form,
where τ ′ N (s; t) is given by
Define an automorphism ι 2 of fermion operators by
Imposing the condition ι 2 (g) = g on eq.(15b), it reduces to q j = −p j (j = 1, . . . , N). Further, this condition makes τ -function 2-periodic. From Lie algebraic viewpoint, this reduction corresponds to the choice of infinitesimal symmetry as the affine Lie algebra A
1 [7] . If we set
for j = 1, . . . , N, then τ ′ N becomes 2-periodic, and is identified to the quantity D N (λ; t);
Substituting eqs. (16a), (17) into eq.(13) and taking the continuum limit N, ν → ∞, we have the relation connecting b 1 , c 0 to φ of eq. (1);
Substituting these into eqs. (14), we get
The former is the integrated mKdV equation and the latter is the shG equation. Other equations contained in the hierarchy is similarly obtained from the Zakharov-Shabat equations (9). In addition, substituting eqs.(16a), (17) into eq.(11) and taking the limit N, ν → ∞, we then have
This relation is also conjectured by Zamolodchikov (eq.(3.12) of ref. [1] ). From the viewpoint of the theory of τ -function, this relation is nothing but a member of the Plüker relations. We finally remark that "continuum limit" of soliton solution for the KP hierarchy has been discussed by several authors. For example, such type of τ -function is referred to as "general solution" in ref. [7] . Their "general solution" is of the form, τ (s; t) = s| exp n>0 t n H n exp a(p, q)ψ(p)ψ * (q)dpdq |s .
In our case, if we take the limit N, ν → ∞ on eq.(15), we get fermionic expression for the Fredholm determinant, D(λ; t), D(λ; t) = exp n>0 nt n t −n × s| exp n>0 t n H n exp a(p)ψ(p)ψ * (−p)dp exp − n<0 t n H n |s .
Though the r.h.s of eq.(19) is rather formal, the limit N → ∞ makes sense since the l.h.s is well-defined so far as K of eq.(2) belongs to trace-class. We also note that Mulase has discussed "continuum soliton solution" on his study on matrix integrals [8] . We hope that "continuum limit" of soliton solution would give another viewpoint to understand the structure of integrable field theory.
