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ENRICHED CATEGORIES AND TROPICAL MATHEMATICS
SOICHIRO FUJII
Abstract. This is a survey paper on the connection of enriched category
theory over a quantale and tropical mathematics. Quantales or complete
idempotent semirings, as well as matrices with coefficients in them, are fun-
damental objects in both fields. We first explain standard category-theoretic
constructions on matrices, namely composition, right extension, right lift-
ing and the Isbell hull. Along the way, we review known reformulations
(due to Elliott and Willerton) of tropical polytopes, directed tight spans and
the Legendre–Fenchel transform by means of these constructions, illustrating
their ubiquity in tropical mathematics and related fields. We then consider
complete semimodules over a quantale Q, a tropical analogue of vector spaces
over a field, and mention Stubbe’s result identifying them with skeletal and
complete Q-categories. With the aim to bridge a gap between enriched cat-
egory theory and tropical mathematics, we assume no knowledge in either
field.
1. Introduction
Tropical mathematics (also called idempotent mathematics) is mathematics
over an idempotent semiring, instead of over the fields of real or complex num-
bers as in many branches of ordinary mathematics. A prototypical example of
idempotent semirings is the so-called min-plus semiring ([−∞,∞],∞, 0,min,+),
defined as the set [−∞,∞] of extended real numbers equipped with the minimum
operation as (idempotent) addition and the ordinary addition + as multiplica-
tion. Such structures naturally arise in many branches of mathematical sciences,
including operations research [CG91], formal language theory [Sim94, Pin98],
mathematical physics [LMS01] and algebraic geometry [Vir01].
Enriched categories, on the other hand, are a generalisation of categories
[ML98] defined relative to a base. We can choose arbitrary monoidal categories
as the base, of which idempotent semirings are a special case. The theory works
best when the base enjoys certain completeness properties, and in the case of
idempotent semiring, imposing these additional completeness assumptions re-
sults in the notion of (unital) quantale [Mul86]. Preordered sets, metric spaces
and ultrametric spaces are all instances of enriched categories over a quantale
[Law73].
In this paper we take a look at a branch of tropical mathematics, namely linear
algebra over a quantale (cf. [CGQ04]), from the enriched categorical perspective.
We believe that enriched category theory can provide an abstract framework to
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tropical mathematics, which would help us to recognise various easy facts that
hold for purely formal reasons, and focus on genuine problems. On the other
hand, tropical mathematics can offer novel interpretation to category theoretic
concepts, which might eventually lead to discovery of useful categorical notions
of tropical origin, along the lines of Lawvere’s notion of Cauchy completeness
generalised from metric spaces to enriched categories [Law73]. The purpose
of this paper is to lay the foundations for a further fruitful interplay between
enriched categories and tropical mathematics, by collecting basic notions and
surveying known results which suggest various links between the two fields. Ac-
cordingly, we have tried to make this paper mostly self-contained and accessible
to both category theorists and tropical mathematicians.
The outline of this paper is as follows. After reviewing the notion of quantale
(Section 2), we move on to study matrices over a quantale Q (called Q-matrices)
in Section 3. Matrices over a quantale admit not only composition, but also the
operations of right extension and right lifting, which may be computed by the
formulas dual to the one for composition. Right extensions and right liftings
of Q-matrices enable us to define the Isbell hull of a Q-matrix (Section 4),
which is known to unify such constructions as directed tight spans of metric
spaces [Wil13], lower semicontinuous convex functions on Rn [Wil15] and tropical
polytopes [Ell17]; we also provide brief expositions of these results.
In Section 5 we study complete semimodules over a quantale (cf. [CGQ04,
BK12]), a tropical analogue of vector spaces over a field. It turns out that the
Isbell hull of aQ-matrix naturally admits the structure of a complete semimodule
over Q, and conversely, any complete semimodule over Q can be realised as the
Isbell hull of some Q-matrix. In Section 6 we introduce categories enriched
over a quantale Q (called Q-categories). Any complete semimodule over Q
naturally induces a Q-category, and those Q-categories arising from a complete
semimodule over Q are characterised by the intrinsic properties of skeletality
and completeness [Stu06].
Acknowledgements. We are grateful to Jonathan Elliott, Masahito Hasegawa
and Simon Willerton for their encouragement and insightful discussion.
We would also like to thank anonymous reviewers who provided helpful com-
ments on the earlier version of this paper.
2. Quantales
We first introduce quantales, also known as complete idempotent semirings.
They are the enriching (or base) categories in the portion of enriched category
theory we shall be concerned with; in tropical mathematics, elements of a quan-
tale are often considered as scalars, and play the role similar to that of real or
complex numbers in ordinary mathematics.
Definition 2.1 ([Mul86]). A (unital) quantale Q is a complete lattice (Q,Q)
equipped with a monoid structure (Q, IQ, ◦Q) such that the multiplication ◦Q
preserves arbitrary suprema each variable: (
∨
i∈I yi) ◦Q x =
∨
i∈I(yi ◦Q x) and
y ◦Q (
∨
i∈I xi) =
∨
i∈I(y ◦Q xi). We often omit the subscript Q from the data of
a quantale, writing it simply as Q = (Q,, I, ◦). 
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Though we have introduced quantales in an order-theoretic manner, we could
have introduced them in a more algebraic manner. In tropical mathematics,
it is customary to start from the notion of idempotent semiring, namely a
semiring (Q,0, I,⊕, ◦) with an idempotent addition: x⊕ x = x. Given such an
idempotent semiring, its additive part (Q,0,⊕) is an idempotent commutative
monoid, and thus induces a partial order  on Q by x  y if and only if
x⊕y = y. The resulting poset (Q,) is an (upper) semilattice (= poset with all
finite suprema), with the least element 0 and the binary supremum operation
⊕. Therefore quantales may also be construed as idempotent semirings with an
additional completeness property.
Notice that in the definition of quantale, we do not assume commutativity of
the multiplication ◦ by default; quantales with commutative multiplication are
said to be commutative. Although many examples of quantales we shall con-
sider below are in fact commutative, we work within the more general noncom-
mutative setting in order to underline a certain parallelism between the structure
of a quantale and that of matrices (of arbitrary dimensions) with coefficients in
a quantale (Section 3). For matrices the multiplication (or composition) is not
commutative; indeed, commutativity of multiplication does not even make sense.
The notion of adjunction between posets is central to our approach (see also
[CGQ04, BK12]). Recall that given posets (L,) and (L′,′), two functions
f : L −→ L′ and u : L′ −→ L are said to form an adjunction (or Galois con-
nection) if for any l ∈ L and l′ ∈ L′,
f(l) ′ l′ ⇐⇒ l  u(l′) (1)
holds. We call f the left adjoint of u and u the right adjoint of f , and write
them as f ⊣ u. The adjointness relation (1) is powerful enough to determine
each of the functions f and u from the other, and force both of them to be
monotone functions (see [Str12]).
We record the following well-known fact, to which we shall resort frequently
in the sequel.
Proposition 2.2 (See e.g., [DP02, Proposition 7.34]). Let (L,L) be a com-
plete lattice and (P,P ) be a poset. A function f : L −→ P preserves arbitrary
suprema if and only if there exists a function u : P −→ L such that f ⊣ u.
As the first application of Proposition 2.2, observe that in any quantale Q =
(Q,, I, ◦) there are two residuation operations: for any x ∈ Q, the function
(−) ◦ x : Q −→ Q preserves arbitrary suprema, and hence has a right adjoint
(−)ւx : Q −→ Q called the right extension along x; similarly, for any y ∈ Q
the function y ◦ (−) has a right adjoint yց (−), called the right lifting along
y. Of course, in a commutative quantale the right extensions and right liftings
coincide. The defining adjointness relations are:
y  zւ x ⇐⇒ y ◦ x  z ⇐⇒ x  yց z. (2)
Focusing on the leftmost and rightmost formulas of (2), we obtain
zւ x  y ⇐⇒ x  yց z.
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y + x
x
∞ s −∞
∞ ∞ ∞ −∞
y t ∞ t+ s −∞
−∞ −∞ −∞ −∞
z − y
y
∞ t −∞
∞ ∞ ∞ ∞
z u −∞ u− t ∞
−∞ −∞ −∞ ∞
Table 1. The operation tables for y + x (= y ◦ x) and z − y (=
zւ y = yց z) in Rmax,+. s, t and r denote real numbers.
That is, zւ (−) : Q −→ Q (regarded as a function from the poset Q = (Q,)
to its dual Qop = (Q,)) is the left adjoint of (−)ց z : Q −→ Q (from Qop to
Q) for any z ∈ Q. The three types of adjunctions
Q Q
(−) ◦ x
(−)ւ x
⊣
Q Q
y ◦ (−)
yց (−)
⊣
Q Qop
zւ (−)
(−)ց z
⊣
are fundamental in theory of quantales. In Sections 3 and 5, we shall see that
similar structures arise from matrices with coefficients in a quantale, and com-
plete semimodules over a quantale, respectively.
We conclude this section with some examples of quantales.
Example 2.3. The max-plus quantale Rmax,+ = ([−∞,∞],≤, 0,+). Here,
([−∞,∞],≤) is the poset (R,≤) of all real numbers (with the usual order) ex-
tended with the least element −∞ and the greatest element ∞. The multiplica-
tion + is the unique supremum-preserving extension to [−∞,∞] of the ordinary
addition of real numbers; the right extension/right lifting is then uniquely de-
termined by the adjointness relation (2), and is an extension of the ordinary
subtraction of real numbers; see Table 1. These extended addition and subtrac-
tion appear in [Law84]. The term “max-plus”, common in tropical mathematics,
derives from the fact that as an idempotent semiring, the addition and the mul-
tiplication in Rmax,+ are the max operation and (an extension of) the ordinary
addition respectively.
Sometimes in the literature the max-plus semifield ([−∞,∞),−∞, 0,max,+),
which is basically Rmax,+ without the greatest element∞, is used [CG91, LMS01].
Part of the reasons to prefer it seems to lie in the fact that it is a semifield, mean-
ing that every non-zero (i.e., , −∞; note that the zero in this semiring is −∞)
element has a multiplicative inverse (given by x 7→ −x). However, it is our
impression that quantales are much more convenient mathematical objects to
work with than idempotent semifields. For instance, the underlying poset of an
idempotent semifield cannot be a complete lattice except for trivial cases. 
Example 2.4. The min-plus quantale Rmin,+ = ([−∞,∞],≥, 0,+). The
underlying poset ([−∞,∞],≥) is the poset (R,≥) of all real numbers ordered
by the opposite of the usual order, extended with the greatest element −∞ and
the least element ∞. The extension of + is again uniquely determined by the
requirement that it should be part of a quantale structure.
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In fact, the quantale Rmin,+ is isomorphic to Rmax,+ under the mapping x 7→
−x. So they are just different ways of presenting the same structure. However,
note that this does not mean that the operation tables are the same for Rmax,+
and Rmin,+; for instance, we have −∞+∞ = −∞ in Rmax,+, but have −∞+∞ =
∞ in Rmin,+. 
Example 2.5. The nonnegative min-plus quantale (also called the Lawvere
quantale) R
≥0
min,+ = ([0,∞],≥, 0,+). This is Rmin,+ restricted to the nonnegative
(i.e., ≥ 0) part. The + operation is the restriction of + for Rmin,+ to [0,∞],
which is anyway the only sensible extension of the ordinary addition. The right
extension/right lifting is given by an extension of the truncated subtraction .−,
defined by u .− t = max{u − t, 0} for nonnegative real numbers t and u. This
quantale is introduced in [Law73] for a category-theoretic approach to the theory
of metric spaces.
Note that by restricting the isomorphism between Rmax,+ and Rmin,+, R
≥0
min,+
is isomorphic to the nonpositive max-plus quantale (in the obvious sense),
but it is not isomorphic to “the nonnegative max-plus quantale”; indeed, there
is no quantale that deserves this name. It is impossible to endow a quantale
structure on the poset ([0,∞],≤) in such a way that its multiplication is given
by an extension of the ordinary addition +, because the quantale axioms would
force 0 + x = 0 for all x ∈ [0,∞]. 
Example 2.6. One can also consider the “discrete” variants of the quantales
Rmax,+ ( Rmin,+) or R
≥0
min,+, replacing the real numbers by the integers. The
discrete variant of Rmin,+ is used in [Fuj14] in connection to discrete convex
analysis [Mur03]. 
Example 2.7. The nonnegative min-max quantale R
≥0
min,max = ([0,∞],≥
, 0,max). Its underlying poset ([0,∞],≥) is the same as that of R
≥0
min,+. We
take the binary max operation with respect to the usual ordering ≤, namely the
binary infimum operation with respect to ≥, as the multiplication. The right
extension/right lifting is given by
zւ y = yց z =
{
0 if y ≥ z
z otherwise.
This quantale is related to (a generalisation of) ultrametric spaces.
We remark that more generally, any locale, i.e., a complete lattice in which
the binary infimum operation ∧ satisfies the infinitary distributive law (
∨
i∈I yi)∧
x =
∨
i∈I(yi ∧ x), acquires a quantale structure with ∧ as the multiplication;
indeed quantales were first introduced as a quantum theoretic generalisation of
locales [Mul86]. The poset ([0,∞],≥), or more generally any totally ordered
complete lattice, is a locale. 
Example 2.8. The truth value quantale (or the two-element quantale) 2 =
({⊥,⊤},⊢,⊤,∧). The underlying poset of this quantale consists of ⊤ for “truth”
and ⊥ for “falsity”, ordered by the entailment relation ⊢, so that ⊥ ⊢ ⊤. The
monoid structure is given by conjunction ∧. This is also used in [Law73]. 
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Example 2.9. LetM = (M,e, ·) be a monoid. The free quantale generated
by M is PM = (PM,⊆, {e}, ·), where PM is the power set of M and the
multiplication · on PM is the unique supremum-preserving extension of the
original multiplication on M , which is given by
A ·B = { a · b | a ∈ A, b ∈ B }
for all A,B ∈ PM . Unlike the previous examples, this quantale is not commuta-
tive unlessM is. It has been used in connection to formal language theory, both
from the categorical side [Ros95] as well as from the tropical side [Pin98]. 
Example 2.10. Let A be a set. The poset (P(A×A),⊆) of all binary relations
on A admits a quantale structure (P(A × A),⊆, IA, ◦), where IA denotes the
diagonal relation on A and ◦ denotes composition of relations. This quantale
is not commutative in general. In fact, this is obtained from 2 via a general
construction of matrix quantale; see the next section. 
3. Matrices
In this section we study matrices over a quantale.
Definition 3.1. Let Q be a quantale, and A and B be (possibly infinite) sets.
A Q-matrix (or simply a matrix) from A to B is a (B × A)-indexed family
of elements of Q. If X = (Xb,a)b∈B,a∈A is a Q-matrix from A to B, we denote it
by X : A 7−→ B. 
In particular, if A = { 1, . . . ,m } and B = { 1, . . . , n } for some natural num-
bers m and n, then a Q-matrix X : A 7−→ B is nothing but an (n ×m)-matrix
with coefficients in Q, which we may write as
X =


X1,1 X1,2 · · · X1,m
X2,1 X2,2 · · · X2,m
...
...
. . .
...
Xn,1 Xn,2 · · · Xn,m

 (3)
as usual.
For any set A we have the identity matrix IA
(IA)a,a′ =
{
IQ if a = a
′,
0Q otherwise,
where 0Q denotes the least element in (Q,Q). Given matrices X : A 7−→ B
and Y : B 7−→ C, we may define their composition Y ◦X : A 7−→ C as follows:
(Y ◦X)c,a =
∨
b∈B
(Yc,b ◦Q Xb,a). (4)
Since the supremum
∨
corresponds to (possibly infinitary) addition in a quan-
tale, (4) may be seen as the tropical analogue of the usual matrix multiplication
formula. It can be easily checked that the composition operation satisfies the
familiar laws, namely
X ◦ IA = X, IB ◦X = X and Z ◦ (Y ◦X) = (Z ◦ Y ) ◦X (5)
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for all X : A 7−→ B, Y : B 7−→ C and Z : C 7−→ D.
We put a partial order A,B on the set Q-Mat(A,B) of all Q-matrices from
A to B in an entrywise manner, namely X A,B X
′ if and only if for all b ∈ B
and a ∈ A, Xb,a Q X
′
b,a. The poset (Q-Mat(A,B),A,B) is isomorphic to
the (B × A)-fold product of (Q,Q), and hence is again a complete lattice.
We sometimes omit the subscripts A,B in A,B. One easily verifies that the
composition operation preserves arbitrary suprema in each variable:
(
∨
i∈I
Yi) ◦X =
∨
i∈I
(Yi ◦X) and Y ◦ (
∨
i∈I
Xi) =
∨
i∈I
(Y ◦Xi) (6)
for all X,Xi : A 7−→ B and Y, Yi : B 7−→ C.
Notice the evident parallelism of the structure of a quantale (Definition 2.1)
and that of matrices. We see in particular that for any set A, the set of all matri-
ces of type A 7−→ A admits a natural structure of a quantale, forming a matrix
quantale (cf. Example 2.10). Indeed, taking into account the non-square ma-
trices as well, we may summarise equations (5) and (6) by saying that for any
quantale Q, Q-matrices (of arbitrary dimensions) form a quantaloid Q-Mat.
We do not need a formal definition of quantaloid in this paper; informally, it
is a “many-object version” of quantale, just as groupoids are groups with many
objects. See e.g., [Ros95, Stu05, SZ13].
The structural similarity of a quantale and matrices over it suggests the pos-
sibility of extending the constructions in the former, in particular that of resid-
uation, to the latter. This is indeed the case, and to do so we need no more
than Proposition 2.2. For any Q-matrix X : A 7−→ B and a set C, the first of
the equations (6) says that the function
(−) ◦X : Q-Mat(B,C) −→ Q-Mat(A,C)
preserves arbitrary suprema. Hence we obtain its right adjoint
(−)ւX : Q-Mat(A,C) −→ Q-Mat(B,C),
called the right extension along X. Similarly, for any Q-matrix Y : B 7−→ C
and a set A, the function
Y ◦ (−) : Q-Mat(A,B) −→ Q-Mat(A,C)
has a right adjoint
Y ց (−) : Q-Mat(A,C) −→ Q-Mat(A,B),
called the right lifting along Y .
Analogously to (2), the adjointness relation
Y B,C ZւX ⇐⇒ Y ◦X A,C Z ⇐⇒ X A,B Y ց Z (7)
holds for any triple of matrices X : A 7−→ B, Y : B 7−→ C and Z : A 7−→ C,
implying the third type of adjunction
Q-Mat(A,B) Q-Mat(B,C)op
Zւ (−)
(−)ց Z
⊣
(8)
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(sometimes called the Isbell adjunction [SZ13]). Note that, since elements of Q
can be identified with Q-matrices of type 1 7−→ 1, where 1 = {∗} is a singleton,
(2) may be regarded as a special case of (7) where A = B = C = 1.
Let us now take a closer look at the operations of right extension and right
lifting of matrices. Given matrices X : A 7−→ B and Z : A 7−→ C, the right
extension of Z along X is a matrix Z ւ X : B 7−→ C. First observe that we
have
(ZւX) ◦X A,C Z, (9)
since by (7) this is equivalent to ZւX B,C ZւX, which holds trivially. In
more detail, the adjointness relation (7) says that Z ւX is the largest matrix
of type B 7−→ C with this property. Namely, it is characterised by (9) together
with
for any Y : B 7−→ C, Y ◦X A,C Z implies Y B,C ZւX.
Explicitly, the matrix ZւX is given by
(ZւX)c,b =
∧
a∈A
(Zc,aւXb,a). (10)
The formula (10) may be verified by showing the adjointness relation (7) directly.
Similarly, the right lifting Y ց Z is abstractly characterised by the properties
Y ◦ (Y ց Z) A,C Z
and
for any X : A 7−→ B, Y ◦X A,C Z implies X A,B Y ց Z,
whereas concretely it is given by the formula
(Y ց Z)b,a =
∧
c∈C
(Yc,bց Zc,a). (11)
We now introduce miscellaneous notions on matrices. For any matrixX : A 7−→
B, its transpose X⊤ : B 7−→ A is defined by X⊤a,b = Xb,a. Recall that 1 = {∗}
is a singleton. As already mentioned, matrices of type 1 7−→ 1 can be identi-
fied with elements of the base quantale Q, and thus are also called scalars. If
X : 1 7−→ 1 is a scalar, then by abuse of notation we also denote by X its unique
entry X∗,∗ ∈ Q. For any set A, matrices of type 1 7−→ A are column vectors
of size A, and dually those of type A 7−→ 1 are row vectors of size A; cf. (3).
Note that a column vector X : 1 7−→ A and a row vector Y : A 7−→ 1 of the same
size compose, and give rise to a scalar
Y ◦X =
∨
a∈A
(Y∗,a ◦Xa,∗),
which may be thought of as the scalar product of Y and X. For any matrix
X : A 7−→ B and a ∈ A, the a-th column vector of X is a column vector
X−,a : 1 7−→ B of size B defined by (X−,a)b,∗ = Xb,a; dually, for any b ∈ B we
have the b-th row vector of X Xb,− = ((X
⊤)−,b)
⊤.
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Example 3.2. Willerton [Wil15] observes that the Legendre–Fenchel transform
(see e.g., [Roc70, Section 12]) is an instance of right extension/right lifting of
matrices. Recall that the Legendre–Fenchel transform on a finite-dimensional
real vector space Rn maps any function f : Rn −→ [−∞,∞] to its conjugate,
which is a function f∗ of type (Rn)∗ −→ [−∞,∞], where (Rn)∗ = Rn is the dual
vector space of the original Rn. Using the pairing function 〈−,−〉 defined by
〈p, v〉 =
∑n
i=1 pivi for each p = (p1, . . . , pn) ∈ (R
n)∗ and v = (v1, . . . , vn) ∈ R
n,
the formula for the conjugate f∗ is given by
f∗(p) = sup
v∈Rn
{〈p, v〉 − f(v)} (12)
for each p ∈ (Rn)∗.
To understand this construction via matrices, we first regard the pairing
function 〈−,−〉 as an Rmin,+-matrix 〈−,−〉 : R
n 7−→ (Rn)∗. A function f of
type Rn −→ [−∞,∞] may be identified with an Rmin,+-matrix f : R
n 7−→ 1,
and likewise a function g of type (Rn)∗ −→ [−∞,∞] with an Rmin,+-matrix
g : 1 7−→ (Rn)∗. Then we have f∗ = 〈−,−〉 ւ f ; see (10). Note that infima
in Rmin,+ (denoted by
∧
in (10)) amount to suprema with respect to the usual
order (denoted by sup in (12)).
The Legendre–Fenchel transform works in the converse direction as well, map-
ping a function g : (Rn)∗ −→ [−∞,∞] to its conjugate g∗ : Rn −→ [−∞,∞] given
by essentially the same formula:
g∗(v) = sup
p∈(Rn)∗
{〈p, v〉 − g(p)}.
Of course, this can be expressed as g∗ = gց 〈−,−〉 using matrices.
The Legendre–Fenchel transform is an important tool in convex analysis. One
reason for this importance is that for any function f : Rn −→ [−∞,∞], (f∗)∗ is
its convex envlope, i.e., the least (with respect to the pointwise order ≤) lower-
semicontinuous convex function above f . In particular, lower-semicontinuous
convex functions can be characterised as the “fixed points” of the Legendre–
Fenchel transform; we shall revisit this point in the next section. 
4. The Isbell hull of a matrix
In this section we introduce the notion of Isbell hull of a matrix. It incorpo-
rates many important constructions in tropical mathematics and related fields,
such as the tropical polytope generated by a set of points [DS04], the directed
tight span of a (generalised) metric space [HK12, KKO12], and the set of lower-
semicontinuous convex functions on Rn.
Definition 4.1 ([SZ13, Section 4]). Let Q be a quantale and Z : A 7−→ C be
a Q-matrix. The Isbell hull of Z, denoted by Isb(Z), is the set of all pairs
(X,Y ) of Q-matrices X : A 7−→ 1 and Y : 1 7−→ C such that both Y = Z ւX
and X = Y ց Z hold. 
In this section we treat the Isbell hull of a matrix only as a set of certain
pairs of matrices, but in fact it has rich structure, as we shall see in Section 5.
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The term “Isbell hull” is already used in [KKO12] to refer to a special case of
Definition 4.1.
The Isbell hull construction, like many important constructions, may be viewed
from several different angles. The first alternative view is provided by the fol-
lowing.
Proposition 4.2. Let Z : A 7−→ C be a Q-matrix. A pair (X,Y ) ∈ Q-Mat(A, 1)×
Q-Mat(1, C) belongs to Isb(Z) if and only if it is a maximal pair under-approximating
Z, in the sense that (i) Y ◦ X  Z, and (ii) if (X ′, Y ′) ∈ Q-Mat(A, 1) ×
Q-Mat(1, C) satisfies Y ′ ◦ X ′  Z, X  X ′ and Y  Y ′, then X = X ′ and
Y = Y ′.
Proof. Suppose (X,Y ) ∈ Isb(Z). Given (X ′, Y ′) with Y ′ ◦ X ′  Z, X  X ′
implies Y ′  ZւX ′  ZւX = Y ; similarly, Y  Y ′ implies X ′  X.
Conversely, suppose that (X,Y ) satisfies conditions (i) and (ii). Then the pair
(X,ZւX) satisfies (ZւX) ◦X  Z, X  X and, by (i), Y  ZւX. So by
(ii) we conclude Y = Z ւX. Similarly, using the pair (Y ց Z, Y ) we see that
X = Y ց Z. 
The Isbell hull of a matrix can be seen as an instance of the set of fixed points
of an adjunction. Suppose that
L L′
f
u
⊣
is an adjunction between posets L = (L,) and L′ = (L′,′). By a fixed point
of the adjunction f ⊣ u we mean a pair (l, l′) ∈ L×L′ such that l′ = f(l) and
l = u(l′). The set of all fixed points of f ⊣ u is denoted by Fix(f ⊣ u). For any
matrix Z : A 7−→ C, clearly Isb(Z) is Fix(Zւ(−) ⊣ (−)ցZ) for the adjunction
(8) with B = 1.
We recall some well-known properties of Fix(f ⊣ u). By definition, given an
element (l, l′) ∈ Fix(f ⊣ u), each of l and l′ is determined from the other. This
means that both projections pi1 : Fix(f ⊣ u) −→ L and pi2 : Fix(f ⊣ u) −→ L
′,
mapping (l, l′) to l and l′ respectively, are injective. Given elements (l1, l
′
1) and
(l2, l
′
2) of Fix(f ⊣ u), we have l1  l2 if and only if l
′
1 
′ l′2, because the former is
equivalent to l1  u(l
′
2) and the latter to f(l1) 
′ l′2. Hence we obtain a natural
partial order on Fix(f ⊣ u) induced by either of the projections, turning it into
a poset Fix(f ⊣ u). The projections pi1 and pi2 are monotone by definition and
moreover they have adjoints:
L L′
Fix(f ⊣ u).
f
u
pi1
g v
pi2
⊣
⊣ ⊣
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Here, the adjoints g and v are given by g(l) = (uf(l), f(l)) and v(l′) = (u(l′), fu(l′)).
Observe in particular that the image of pi1 (which may be identified with Fix(f ⊣
u) by injectivity of pi1) coincides with the image of u. Infima and suprema
in Fix(f ⊣ u) are easy to describe. Given a family ((li, l
′
i))i∈I of elements
of Fix(f ⊣ u),
∧
i∈I(li, l
′
i) ∈ Fix(f ⊣ u) exists if and only if
∧
i∈I li ∈ L
exists, and in this case we have
∧
i∈I(li, l
′
i) = (
∧
i∈I li, f(
∧
i∈I li)); similarly,∨
i∈I(li, l
′
i) = (u(
∨
i∈I l
′
i),
∨
i∈I l
′
i) whenever either side of the equality exists. In
particular, Fix(f ⊣ u) is a complete lattice whenever either L or L′ is.
Corollary 4.3. Let Z : A 7−→ C be a matrix.
(1) The Isbell hull Isb(Z) of Z admits a partial order  defined by (X,Y ) 
(X ′, Y ′) if and only if X A,1 X
′, or equivalently if and only if Y ′ 1,C
Y . The poset (Isb(Z),) is a complete lattice.
(2) A row vector X : A 7−→ 1 is in Isb(Z) (precisely: is in pi1(Isb(Z))) if and
only if there exists some column vector Y : 1 7−→ C such that X = YցZ.
(3) For any pair (X ′, Y ′) ∈ Q-Mat(A, 1)×Q-Mat(1, C) under-approximating
Z (i.e., such that Y ′◦X ′  Z), there exists (X,Y ) ∈ Isb(Z) with X ′  X
and Y ′  Y .
Proof. We show only the third clause. Given any X ′ ∈ Q-Mat(A, 1), the pair
((Z ւ X ′)ց Z,Z ւ X ′) is in Isb(Z) and we have X ′  (Z ւ X ′)ց Z. If
Y ′ ∈ Q-Mat(1, C) satisfies Y ′ ◦X ′  Z, then we also have Y ′  ZւX ′. 
Let us see some examples of the Isbell hull construction. The case of tropical
polytope requires some preparation and will be treated in Section 5.
Example 4.4 ([Wil15]). The set of all lower-semicontinuous convex functions of
type Rn −→ [−∞,∞] may be understood as the Isbell hull of the Rmin,+-matrix
〈−,−〉 : Rn 7−→ (Rn)∗ in Example 3.2. In light of that example, this is simply a
restatement of the classical theorem that a function f : Rn −→ [−∞,∞] is lower-
semicontinuous convex if and only if f = g∗ for some g : (Rn)∗ −→ [−∞,∞] (if
and only if f = (f∗)∗). 
Example 4.5. The trivial-looking case of Q = 2 is in fact a rich source of
instances of naturally occurring Isbell hulls. In this case, a matrix Z : A 7−→ C
may be identified with a relation Z ⊆ C × A consisting exactly of those pairs
(c, a) ∈ C ×A with Zc,a = ⊤. Similarly, a row vector X : A 7−→ 1 and a column
vector Y : 1 7−→ C are identified with subsets X ⊆ A and Y ⊆ C respectively.
Then we have an adjunction
PA (PC)op,
Zւ (−)
(−)ց Z
⊣
(13)
given explicitly by
ZւX = { c ∈ C | ∀a ∈ X. (c, a) ∈ Z }
and
Y ց Z = { a ∈ A | ∀c ∈ Y. (c, a) ∈ Z }.
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In fact, every adjunction between the powerset lattices PA and (PC)op is of the
form (13) for some relation Z ⊆ A × C. (One can reconstruct a relation from
such an adjunction by considering the images of singletons.)
Being a general form of adjunctions (Galois connections) between powerset
lattices, this includes many classical dualities; see e.g., [Wil15, Section 1.1.1].
This is also the framework of formal concept analysis, in which one is given the
data consisting of a set A of attributes, a set C of objects and a satisfaction
relation Z specifying which object satisfies which attribute, and aims to extract
concepts, which are nothing but elements of Isb(Z). Pavlovic [Pav12] proposes
an enriched categorical generalisation of formal concept analysis via the nucleus
of a profunctor, which is the same as the Isbell hull of a Q-matrix for a general
quantale Q.
Another classical instance of this construction is where A = C and Z is a
partial order on A. In this case, the poset Isb(Z) (which is a complete lattice
by Corollary 4.3) is known as the MacNeille completion of the poset (A,Z). 
Example 4.6. Willerton [Wil13] observes that the directed tight span of a
generalised metric space [HK12, KKO12] is an instance of the Isbell hull con-
struction with Q = R
≥0
min,+. A generalised metric space (A, d) consists of a
set A together with a function d : A × A −→ [0,∞] satisfying d(a, a) = 0 and
d(a, a′)+d(a′a′′) ≥ d(a, a′′) (the triangle inequality) for each a, a′, a′′ ∈ A. Given
a generalised metric space (A, d), its directed tight span is given by the set of
all pairs of functions (X,Y ) where X,Y : A −→ [0,∞], such that X and Y form
a minimal pair satisfying Y (a′) +X(a) ≥ d(a, a′) for each a, a′ ∈ A. In light of
Proposition 4.2, this is clearly the Isbell hull of d regarded as an R
≥0
min,+-matrix
d : A 7−→ A.
The directed tight span of a generalised metric space has a natural l∞-type
metric on it, making it into a generalised metric space as well. (Indeed, the
directed tight span of (A, d) is characterised as the unique injective and tight
extension of (A, d).) As we shall see in Example 6.3, the notion of generalised
metric space coincides with an enriched categorical notion of R
≥0
min,+-categories.
We can also recover the l∞ metric on the directed tight span from the general
theory, since as we shall see in Sections 5 and 6, the Isbell hull of a Q-matrix
always acquires a natural structure of a Q-category. 
5. Complete semimodules
In this section we study the notion of complete semimodule over a quantale
Q. It will turn out that the Isbell hull of any Q-matrix acquires such structure
and conversely, any complete semimodule is isomorphic to the Isbell hull of itself
(regarded as a Q-category; see Section 6).
Definition 5.1 ([CGQ04, Section 2.2]). Let Q = (Q,Q, IQ, ◦Q) be a quantale.
A (left) complete semimodule over Q is a complete lattice M = (M,M
) equipped with a left action ∗M : Q × M −→ M of the monoid (Q, IQ, ◦Q)
on the set M , such that ∗M preserves arbitrary suprema in each argument:
(
∨
i∈I xi) ∗M m =
∨
i∈I(xi ∗M m) and x ∗M (
∨
i∈I mi) =
∨
i∈I(x ∗M mi).
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A right complete semimodule over Q is a left complete semimodule over
the quantale Qrev = (Q,Q, IQ, ◦
rev
Q ), where x ◦
rev
Q y = y ◦Q x. 
Analogously to the case of quantale, there is an algebraic variant of the above
order-theoretic definition. In general, a semimodule over a semiring Q is a
commutative monoidM equipped with an action of Q, which may be succinctly
expressed as a semiring homomorphism from Q to the semiring End(M) of all
endomorphisms on M. If Q is an idempotent semiring then the underlying
commutative monoid M of any semimodule over it is necessarily idempotent,
since the existence of a semiring homomorphism Q −→ End(M) forces idM ∈
End(M) to be idempotent (with respect to addition). So a semimodule over an
idempotent semiring can be equivalently given as an (upper) semilattice with an
appropriate action, and Definition 5.1 may be viewed as a complete version of
it.
Applying Proposition 2.2, we obtain two residuation operations associated
with a complete semimodule M = (M,M, ∗M): for each m ∈ M , the right
adjoint (−)ւM m : M −→ Q of (−) ∗M m : Q −→M , and for each x ∈ Q, the
right adjoint xցM (−) : M −→M of x ∗M (−) : M −→M . We again have the
adjointness relation
x Q nւM m ⇐⇒ x ∗M m M n ⇐⇒ m M xցM n (14)
for each x ∈ Q and m,n ∈ M . Adopting terminology from enriched category
theory, we call the function
∗M : Q×M −→M
the copower, the function
ւM : M×M
op −→ Q
the hom-functor, and the function
ցM : Q
op ×M −→M
the power.
Proposition 5.2 (Cf. [CGQ04, Section 2.3] and [Stu05, Proposition 5.10]). Let
Q = (Q,Q, IQ, ◦Q) be a quantale and M = (M,M, ∗M) be a left complete
semimodule over Q. Then the triple Mop = (M,M,ցM) is a right complete
semimodule over Q (called the dual of M). Moreover we have (Mop)op =M.
Proof. We need to show that IQցMm = m, xցM (yցMm) = (y◦Qx)ցMm,
(
∨
i∈I xi) ∗Mm =
∧
i∈I(xi ∗Mm) and x ∗M (
∧
i∈I mi) =
∧
i∈I(x ∗Mmi), where
∧
denotes infima in the original complete lattice (M,M). They follow from the
adjointness relation (14). 
Example 5.3. Here are some immediate examples of (left or right) complete
semimodules over a quantale Q = (Q,Q, IQ, ◦Q); in the following, all complete
semimodules are over Q unless otherwise stated. First, clearly the underlying
complete lattice (Q,Q) of Q acquires a left complete semimodule structure via
◦Q; we denote this left complete semimodule also by Q. The dual right complete
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semimodule Qop corresponding to it (Proposition 5.2) uses the right lifting ց
as action.
On the other hand, the complete lattice (Q,Q) also underlies the quantale
Qrev = (Q,Q, IQ, ◦
rev
Q ), hence via ◦
rev
Q it becomes a left complete semimodule
over Qrev, i.e., a right complete semimodule (over Q). This right complete
semimodule is denoted by Qrev. The dual left complete semimodule Qrevop =
(Qrev)op uses the right extension ւ as action.
Because left or right complete semimodules are closed under arbitrary prod-
ucts, for any pair of sets A and B we obtain a left complete semimodule QA ×
(Qrevop)B and a right complete semimodule (Qop)A × (Qrev)B , which are easily
seen to be the dual of each other. 
The symmetry of the notions of left and right complete semimodule may leave
one wonder whether it is possible to give the data of a complete semimodule in an
unbiased manner, choosing neither the left action (copower) nor the right action
(power) as a primitive. This is indeed possible, by means of the hom-functor.
The resulting notion is skeletal and complete Q-category; see Section 6.
Definition 5.4. Let Q be a quantale andM = (M,M, ∗M) be a left complete
semimodule over Q. A left complete subsemimodule of M is a subset of M
closed under arbitrary suprema inM and the copower x∗M (−) by an arbitrary
element x ∈ Q. A right complete subsemimodule of M is a subset of M
closed under arbitrary infima in M and the power xցM (−) by an arbitrary
element x ∈ Q.
We regard a left (resp. right) complete subsemimodule itself as a left (resp. right)
complete semimodule, by the induced order and operation. 
Of course, a right complete subsemimodule ofM is nothing but a left complete
subsemimodule of the left complete semimodule Mop over Qrev.
The set of all left complete subsemimodules of a fixed left complete semimod-
ule M = (M,M, ∗M) is closed under arbitrary intersections. Hence for any
subset S ⊆M there exists the least left complete subsemimodule containing S,
the left complete subsemimodule generated by S. Similarly we have the
right complete subsemimodule generated by S.
Proposition 5.5 ([BK12, Theorem 3.1], cf. [Ell17, Theorem 3.3.9] ). Let Z : A 7−→
C be a matrix. The Isbell hull Isb(Z), considered as a subset of Q-Mat(A, 1),
is the right complete subsemimodule generated by the set {Zc,− | c ∈ C } ⊆
Q-Mat(A, 1) of all row vectors of Z, where Q-Mat(A, 1) is regarded as the left
complete semimodule QA. Dually, Isb(Z) considered as a subset of Q-Mat(1, C)
is the left complete subsemimodule generated by {Z−,a | a ∈ A } ⊆ Q-Mat(1, C),
where Q-Mat(1, C) is regarded as the left complete semimodule (Qrevop)C .
Proof. Let us prove that Isb(Z) ⊆ QA is the right complete subsemimodule
generated by {Zc,− | c ∈ C }. Recall the second clause of Corollary 4.3, claiming
that X : A 7−→ 1 is in Isb(Z) if and only if it is of the form X = Y ց Z for
some Y : 1 7−→ C. The key observation is that the equation X = Y ցZ may be
regarded as an expression of X by a “tropical linear combination (in (Qop)A)”
of the row vectors Zc,−. More precisely, we read from the formula (11) for right
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lifting that we have
X = Y ց Z =
∧
c∈C
(Yc,∗ց Zc,−). (15)
Observe that the column vector Y plays the role of “coefficients” of the above
tropical linear combination. Any row vector X as in (15), expressible as the
infimum of powers of Zc,−, must lie in any right complete subsemimodule con-
taining the row vectors Zc,−. Also we see that for any c ∈ C, the row vector
Zc,− itself may be expressed as a trivial linear combination, upon taking Y to
be
Yc′,∗ =
{
IQ if c = c
′,
0Q otherwise.
That the set Isb(Z) of all row vectors expressible as (15) is closed under
infima and the power xց (−) by an element x of Q may be checked easily.
Precisely, given a family Xi = Yi ց Z, we may take new coefficient
∨
i∈I Yi to
express their infimum:
∧
i∈I Xi = (
∨
i∈I Yi)ց Z. Given X = Y ց Z, we have
xցX = (Y ◦ x)ց Z. 
As a consequence of this proposition, the Isbell hull of any Q-matrix acquires
the structure of a left complete Q-semimodule.
Example 5.6. By using Proposition 5.5, we can see how tropical polytopes
[DS04] are (modulo some points at infinity) instances of the Isbell hull con-
struction. Let m and n be natural numbers. In [DS04], the tropical polytope
generated by m points Z1, . . . , Zm ∈ R
n is defined as the set of all points X ∈ Rn
which can be expressed as a tropical linear combination
X = (Y1 ⊙ Z1)⊕ · · · ⊕ (Ym ⊙ Zm), (16)
where Yi ∈ R and⊕ and ⊙ denote the coordinate-wise minimum and the addition
(c⊙ (a1, . . . , an) = (c+a1, . . . , c+an)) respectively.
1 As observed in [Ell17], this
is the finite part of the Isbell hull of the Rmax,+-matrix Z : n 7−→ m (where
n (resp. m) denotes an n-element (resp. m-element) set) obtained from the
coordinates of the points Z1, . . . , Zm. Indeed, any expression of the form (16)
may be expressed as X = Y ցZ for some Rmax,+-matrix Y : 1 7−→ m with finite
(i.e., , ±∞) entries and vice versa.
In [DS04] the following interesting duality result has been established: there
is a bijective correspondence between (the combinatorial types of) tropical poly-
topes in Rn generated by m points and tropical polytopes in Rm generated by n
points. From our point of view, this result can be understood abstractly from
the fact that for an Rmax,+-matrix Z, Isb(Z) and Isb(Z
⊤) are canonically iso-
morphic; this follows from the commutativity of the quantale Rmax,+. 
1Strictly speaking, Develin and Sturmfels consider an additional step of projectivisation in
the definition, hence our tropical polytopes are the unprojectivised version of theirs.
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6. Q-categories
In this section, we introduceQ-categories for a quantale Q. They are instances
of the well-studied notion of enriched category [Kel82].
Definition 6.1. Let Q = (Q,Q, IQ, ◦Q) be a quantale. A Q-category C
consists of:
(CD1): a set ob(C) of objects;
(CD2): for each c, c′ ∈ ob(C), an element C(c, c′) ∈ Q
satisfying the following axioms:
(CA1): for each c ∈ ob(C), IQ Q C(c, c);
(CA2): for each c, c′, c′′ ∈ ob(C), C(c′, c′′) ◦Q C(c, c
′) Q C(c, c
′′).
We also write c ∈ C for c ∈ ob(C). 
Note that a Q-category C can be identified with a Q-matrix C : ob(C) 7−→
ob(C) with Cc′,c = C(c, c
′). In fact, a Q-category may be defined more succinctly
as a set A (corresponding to (CD1)) together with a Q-matrix X : A 7−→ A
(CD2) on it such that IA A,A X (CA1) and X ◦ X A,A X (CA2) hold
[BCSW83].
Example 6.2. In the case Q = 2, we may identify the data of a 2-category
C = (ob(C), (C(c, c′))c,c′∈ob(C)) with a set ob(C) equipped with a binary relation
C on it (defined as the set of all pairs (c, c
′) ∈ ob(C)× ob(C) with C(c, c′) = ⊤).
The axioms (CA1) and (CA2) for a 2-category then translate to reflexivity and
transitivity of C respectively, hence a 2-category is nothing but a preordered
set. 
Example 6.3. In the case Q = R
≥0
min,+, we may regard R
≥0
min,+-categories as gen-
eralised metric spaces [Law73] (cf. Example 4.6); objects of an R
≥0
min,+-category
C are thought of as points and the element C(c, c′) ∈ [0,∞] as the distance from
c to c′. Notice that the axioms for R
≥0
min,+-category indeed translate to some of
the axioms for metric spaces:
(CA1): for each c ∈ ob(C), 0 ≥ C(c, c) (that is, C(c, c) = 0); and
(CA2): for each c, c′, c′′ ∈ ob(C), C(c′, c′′)+ C(c, c′) ≥ C(c, c′′) (the triangle
inequality).
Every metric space is an R
≥0
min,+-category, but not conversely. R
≥0
min,+-categories
are more general than metric spaces in the following three aspects:
• distance may attain ∞;
• distance is non-symmetric (or directed), i.e., C(c, c′) may not be equal to
C(c′, c); and
• C(c, c′) = C(c′, c) = 0 does not necessarily imply c = c′. 
Example 6.4. Similarly, R
≥0
min,max-categories may be regarded as generalised
ultrametric spaces; note that axiom (CA2) now reads:
(CA2): for each c, c′, c′′ ∈ ob(C), max{ C(c′, c′′), C(c, c′) } ≥ C(c, c′′). 
As we have already mentioned, every left complete semimodule over Q gives
rise to a Q-category. The precise construction is as follows.
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Definition 6.5. LetM = (M,M, ∗M) be a left complete semimodule over Q.
The following data defines a Q-category, again called M:
(CD1): the set of objects is ob(M) = M ; and
(CD2): for each m,m′ ∈ M , the element M(m,m′) ∈ Q is defined as
m′ւM m (note the order of the arguments m and m
′).
The axioms can be checked easily by means of the adjointness relations (14). 
The structure of a left complete semimodule M, namely the order rela-
tion M and the action ∗M, can be recovered from the induced Q-category
M = (M, (M(m,m′))m,m′∈M ). To see this, first note that any Q-category
C = (ob(C), (C(c, c′))c,c′∈ob(C)) determines a preorder relation C on ob(C) by
c C c
′ if and only if IQ Q C(c, c
′). (17)
Two objects c, c′ ∈ C are said to be isomorphic if both c C c
′ and c′ C c
hold. Isomorphic objects behave exactly in the same manner, namely if c, c′ ∈ C
are isomorphic then for every object d ∈ C, we have C(c, d) = C(c′, d) and
C(d, c) = C(d, c′). We call a Q-category C skeletal if isomorphic objects in C are
equal, i.e., if the induced preorder relation C on ob(C) is antisymmetric and is
a partial order relation. Now, if a Q-category M is derived from a left complete
semimodule M by the construction of Definition 6.5, then we actually recover
the original order relation on the complete semimodule by (17) (see (14)). The
action ∗M is then uniquely determined from the hom-functor M(−,−) via the
adjunction (−) ∗M m ⊣ M(m,−).
In fact, it is also possible to define the counterpart of ∗M for general Q-
categories. Given a Q-category C, an object c ∈ C and an element x ∈ Q, an
object c′ ∈ C is said to be a copower of c by x if for any d ∈ C, the equation
C(c′, d) = C(c, d)ւ x
holds [Kel82, Section 3.7]. Copowers of c by x may or may not exist in C, but
when they exist they are unique up to isomorphism: if c′ is a copower of c by
x, then an object c′′ ∈ C is also a copower of x and c if and only if c′ and c′′ are
isomorphic. In particular, in a sketetal Q-category copowers are unique.
There is also a dual notion of power of c ∈ C by x ∈ Q, which is defined as
an object c′ ∈ C such that for any d ∈ C, the equation
C(d, c′) = xցC(d, c)
holds.
Definition 6.6 ([Stu06, Section 2]). A Q-category C is said to be:
• copowered if for any x ∈ Q and c ∈ C, a copower c by x exists in C;
• powered if for any x ∈ Q and c ∈ C, a power of c by x exists in C;
• order-complete if the preordered set (ob(C),C) is complete (i.e., if it
admits suprema of arbitrary subsets);
• complete if it is powered, copowered and order-complete. 
In fact, the construction in Definition 6.5 provides a one-to-one correspon-
dence between left complete semimodules over Q on the one hand, and skeletal
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and complete Q-categories on the other [Stu06, Section 4]. See also [Wil13,
Section 5].
Recall that a Q-category C may be identified with a Q-matrix C : ob(C) 7−→
ob(C). We can then consider its Isbell hull Isb(C); by Proposition 5.5, it is a
complete semimodule over Q, hence by and Definition 6.5 we may view Isb(C)
as a (skeletal and complete) Q-category. A more explicit description of Isb(C)
as a Q-category is the following.
Definition 6.7. Let C be a Q-category. The Q-category Isb(C) is defined as
follows:
(CA1): its set of objects is Isb(C) as in Definition 4.1;
(CA2): given (X,Y ) and (X ′, Y ′) in Isb(C), the element Isb(C)((X,Y ), (X ′, Y ′)) ∈
Q is defined as ∧
c∈C
X ′∗,cցX∗,c,
or equivalently as ∧
c∈C
Y ′c,∗ւ Yc,∗.
The Q-category Isb(C) is called the MacNeille completion of C ([Gar14,
Definition 7.2], [She14, Definition 5.5.2]). 
In fact, it is known that for any skeletal and complete C, Isb(C) is canonically
isomorphic to C (see [She14, Proposition 5.5.5] or [Gar14, Proposition 7.6]).
It follows that any skeletal and complete Q-category, or equivalently any left
complete semimodule over Q, can be realised the Isbell hull Isb(Z) of a certain
Q-matrix Z.
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