We provide a Plancherel decomposition for the space of non-degenerate alternating bilinear forms of rank 2n over a local non-archimedean field F in terms of that of GL n (F ).
Introduction
1.1. The purpose of this paper is to give an explicit Plancherel formula for the space Y n of non-degenerate alternating bilinear forms on a 2n-dimensional vector space over a local field F , in terms of the Plancherel formula for G ′ = GL n (F ). For simplicity we will assume that F is non-archimedean (of any characteristic) although the statement and the idea of the proof should hold for the archimedean case as well.
The Plancherel decomposition for general real reductive symmetric spaces was worked out some time ago by many mathematicians and is one of the highlights of harmonic analysis in the post Harish-Chandra era. (See [5] and the references therein.) In the non-archimedean case, one cannot expect a completely explicit Plancherel decomposition, as even in the group case, there is no explicit description of the discrete series (or their characters for that matter). 1 Several years ago, Sakellaridis-Venkatesh made remarkable conjectures on the L 2 -decomposition of p-adic symmetric spaces (and in fact, more generally, of spherical varieties) [15] . In particular, the support of the Plancherel measure is expected to be the image of functoriality from a certain group prescribed by the spherical variety. Sakellaridis-Venkatesh also expressed, at least under certain assumptions, the Date: September 27, 2019. 1 By the local Langlands conjecture, which is a theorem in many cases, discrete series correspond to certain representations of the Weil group of F with some additional data. continuous part of the spectrum in terms of the discrete spectrum of smaller spherical varieties. (For symmetric spaces this work was completed by Delorme [6] . ) A different approach to study the spectrum of symmetric spaces was recently taken by Beuzart-Plessis [3] . We will follow the latter.
1.2. In order to state our main result we first set some notation. Fix a local nonarchimedean field F with normalized absolute value |·|.
If X is an ℓ-space [1] , we denote by C ∞ (X) the space of locally constant, complex-valued functions on X and by S(X) the subspace of compactly supported functions in C ∞ (X). If G is an ℓ-group, H is a closed subgroup of G and dh is a Haar measure on H, then the projection f → H f (hg) dh identifies S(H\G) with the space of left H-coinvariants of S(G).
From now on, fix an integer n ≥ 1 and let G = GL 2n (F ), acting on the right on the vector space F 2n of row vectors of size 2n, with its standard basis e 1 , . . . , e 2n . Let H ⊂ G be the symplectic group H = Sp n (F ) = {g ∈ G : t gJ n g = J n } with respect to J n = (
For any tempered, irreducible representation π of G ′ let σ = S(π) be the corresponding Speh representation of G. (All representations are over the complex numbers.) More precisely, let P = M ⋉ U be the standard parabolic subgroup of G of type (n, n) with its standard Levi decomposition, i.e. M = {( g 1 g 2 ) : g 1 , g 2 ∈ G ′ } and U = { In X In : X ∈ Mat n×n (F )}. Let ̟ be the fundamental weight of P , i.e., the character of M given by ̟(( g 1 g 2 )) = det g 1 det g 2 1 2 , g 1 , g 2 ∈ G ′ .
Then, by definition, S(π) is Langlands quotient (i.e., the unique irreducible quotient) of the induced representation I P (π ⊗ π, ̟), the normalized parabolic induction with respect to P of the irreducible representation (π⊗π)·̟ = π·|det| 1 2 ⊗π·|det| − 1 2 of M. Alternatively, S(π) is also the unique irreducible subrepresentation of I P (π ⊗ π, ̟ −1 ), similarly defined. The representation S(π) is unitarizable.
We denote by Irr temp G ′ (resp., Irr disc G ′ ) the set of irreducible tempered (resp., discrete series) representations of G ′ , up to equivalence. Fix a Haar measure dg for G ′ . Let µ pl be the Plancherel measure on Irr temp G ′ [17] , characterized by the relation f (e) = Irr temp G ′ tr π(f ) dµ pl (π), f ∈ S(G ′ ).
Let π ∈ Irr temp G ′ and σ = S(π) ∈ Irr G. We will define below a realization M ψ N (σ) of σ with an explicit invariant inner product and a non-trivial H-invariant linear form ℓ H . We note that the space of H-invariant linear forms on σ is one-dimensional.
where v ranges over a suitable orthonormal basis of M ψ N (σ). Since ℓ H is H-invariant, the positive semi-definite hermitian form (f 1 , f 2 ) σ factors through the canonical map S(G) → S(H\G). We continue to denote the resulting form on S(H\G) by (·, ·) σ .
Our main result is the following.
Theorem. For a suitable choice of Haar measures and for any ϕ 1 , ϕ 2 ∈ S(H\G) we have
where the right-hand side is an absolutely convergent integral.
Corollary. We have the following decomposition of unitary representations of G:
In particular, an irreducible representation σ of G is relatively discrete series with respect to H\G if and only if σ = S(π) for some π ∈ Irr disc (G ′ ).
Recall that a representation σ ∈ Irr G is called relatively discrete series if it has a unitary central character and it admits a non-trivial H-invariant form ℓ such that for any v in the space of σ, the matrix coefficients ℓ(σ(g)v) is square-integrable on ZH\G where Z is the center of G. Equivalently, σ occurs discretely in the space L 2 (ZH\G; ω σ ) of left H-invariant functions on G that are Z-equivariant under the central character of σ and are square-integrable on ZH\G.
We remark that the fact that S(π) is relatively discrete series for any π ∈ Irr sqr (G ′ ) had been proved by Jacquet (unpublished) and independently by Smith [16] .
1.3. We now describe the abovementioned explicit realization of σ = S(π), together with the inner product and the H-invariant functional in this realization.
We will use the Zelevinsky model of σ. (See [19, §8] , where the terminology "degenerate Whittaker model" is used.) More precisely, let N be the maximal unipotent subgroup of G consisting of upper unitriangular matrices. Let ψ N be a character on N that is trivial on U and whose restriction to N ∩ M is non-degenerate. Then, up to a constant there exists a unique (N, ψ N )-equivariant functional on σ, and this gives rise to a unique realization M ψ N (σ) of σ in the space of left (N, ψ N )-equivariant functions on G.
The inner product on M ψ N (σ) is defined as follows. Let D be the joint stabilizer of e n and e 2n in G, i.e., the subgroup of matrices in G whose n-th and 2n-th row are e n and e 2n respectively. Then, it was proved in [13] that the integral
converges and is G-invariant. (The result in [ibid.] is in fact for an arbitrary Speh representation.)
To define the H-invariant functional on M ψ N (σ), we assume in addition that ψ N is trivial on N ∩ H. Let Q be the mirabolic subgroup of G (the stabilizer of e 2n ). Then, as we prove in §3.3, the integral
converges and is H-invariant.
Note that since the characters of N that are trivial on U(N ∩ H) and are non-degenerate on N ∩ M form a single T ∩ H-orbit (where T is the diagonal torus of G), the veracity of Theorem 1.2 is independent of the choice of ψ N . Thus, we are free to choose ψ N . Of course, the choice of Haar measures will depend on ψ N . 1.4. Theorem 1.2 and its proof are modeled in part after the recent remarkable paper [3] of Beuzart-Plessis. In fact, our case is simpler since we do not need the intricate limit analysis of [3, §3] . This has to do with the fact that the functoriality in [3] is base change while in our case it is just taking Langlands quotient. On the flip side, the Plancherel measure of L 2 (H\G) is supported off the tempered spectrum of G, and this creates additional technical difficulties.
The main new input is an identity described in Theorem 2.3 below, which is a local analogue of [8, Theorem 4] . It is based on two ingredients. The first is a relation, proved in [13, Appendix A] between the inner product on M ψ N (σ) and the standard invariant pairing between I P (π ⊗ π, ̟) and I P (π ⊗π, ̟ −1 ), whereπ is the contragredient of π. The second is a relation (essentially a local analogue of [8, Theorem 2] ) between ℓ H and an H-invariant functional on I P (π ⊗ π, ̟) which is a local analogue of the one considered in [9] . Both relations involve the standard intertwining operator from I P (π ⊗ π, ̟) to I P (π ⊗ π, ̟ −1 ). 1.5. We also have a variant of Theorem 1.2 and Corollary 1.2 for the symplectic similitude groupH = GSp n (F ). The point is that the invariant functional ℓ H is (H, ω π )-equivariant where a character of F * is viewed as a character ofH via the similitude factor. Fix a unitary character χ of F * . Let Irr χ temp (G ′ ) ⊂ Irr temp (G ′ ) be the subset of tempered representations with central character χ and let µ χ pl be the Plancherel measure on Irr χ temp G ′ , characterized by the relation
where Z ′ is the center of G ′ and π(f ) = Z ′ \G ′ f (g)π(g) dg. (Here, S(Z ′ \G ′ ; χ −1 ) denotes the space of locally constant functions f on G such that f (zg) = χ(z) −1 f (g) for all z ∈ Z ′ , g ∈ G ′ and f is compactly supported modulo Z ′ .) Equivalently, for any smooth, compactly supported function h on Irr temp G ′ we have
where the left-hand side converges as an iterated integral. For any ϕ ∈ S(H\G) letφ(g) = H\H ϕ(tg)χ(t) −1 dt. Thus, ϕ →φ defines a projection S(H\G) → S(H\G; χ). For any π ∈ Π χ temp the positive semi-definite hermitian form (ϕ 1 , ϕ 2 ) S(π) depends only onφ i , i = 1, 2. We continue to denote the resulting form on S(H\G; χ) by (·, ·) S(π) .
Theorem. For any ϕ 1 , ϕ 2 ∈ S(H\G; χ) we have
Thus, if L 2 (H\G; χ) denotes the space of (H, χ)-equivariant functions that are squareintegrable moduloH, then we have a decomposition of Hilbert G-representations
1.6. Notation. We introduce some more notation that will be used throughout.
• For a locally compact group X we denote by δ X its modulus function and R(·) and L(·) the right and left regular representations of X on itself. • The groups G, P = M ⋉ U, N, Q, D, G ′ , Z ′ , H,H are as above.
• Let ι 1 : G ′ → G be the embedding g → ( g In ).
• We denote byλ the similitude character ofH and byλ ∨ the cocharacterλ ∨ (a) = ι 1 (aI n ). • Let Q ′ be the mirabolic subgroup of G ′ , i.e., the stabilizer of e n .
• For any subgroup X of G we write X H = X ∩ H and XH = X ∩H. • In particular, P H = M H ⋉U H is the Siegel parabolic subgroup of H with its standard Levi decomposition. • Likewise, PH = MHUH is a maximal parabolic subgroup ofH, MH = M H × ι 1 (Z ′ ) and UH = U H . • We denote by ι : G ′ → M H the isomorphism given by ι(g) = g * g , where g * = w n t g −1 w n .
• A basic fact is that • Let N ′ be the subgroup of unitriangular matrices in G ′ and let ψ N ′ be the nondegenerate character on N ′ given by ψ N ′ (g) = ψ(g 1,2 + · · · + g n−1,n ).
• Let N M = N ∩ M ≃ N ′ × N ′ and let ψ N M be the non-degenerate character on N M given by ψ N M (( g 1 g 2 )) = ψ N ′ (g 1 g 2 ). • The character ψ N on N is the one that is trivial on U and restricts to ψ N M on N M . • The character ψ gives rise to a Haar measure on F which is self-dual with respect to ψ. The group GL 2n comes with a Z-model for GF . The same is therefore true for any algebraic subgroup of G. This gives rise to a Tamagawa measure for the F -points of any algebraic subgroup of GL 2n defined over F . For instance, for G itself the measure is |det g| −2n i,j dg i,j where g i,j are the coordinates of g. • We will write A ≪ B to signify that A is bounded by a constant multiple of B.
If the implied constant depends on an additional parameter, say x, we will write A ≪ x B.
2. An identity of Bessel distributions 2.1. Let V and V ∨ be two admissible smooth representations of an ℓ-group X and let
be an X-invariant separating bilinear form. Thus, B defines an isomorphism between V ∨ and the smooth dual of V . We refer to (V, V ∨ , B) with the group action as Xrepresentations in duality. (Normally, the group action will be clear from the context so for simplicity we do not include it in the notation.)
In general, we denote byπ the contragredient of a representation π (i.e., the smooth dual of π).
We will consider the following examples pertaining to an irreducible tempered representation π of G ′ = GL n (F ).
Example. Let M ψ N ′ (π) be the Whittaker model of π with respect to ψ N ′ , with right translation. Define a bilinear form
The integral is absolutely convergent and by a well-known result [2] . Thus, the tuple
Similarly, we may also consider
The action of G is by right translation:
Then, we have a G-duality data
Recall that D is the joint stabilizer of e n and e 2n . In [13] the bilinear form
for the G-representations in duality.
Let
be the intertwining operator given by the absolutely convergent integral
By [13, Appendix A], 2 the pair (M π , ι ∨ ) is a morphism of G-representations in duality
is admissible X-representations in duality. Denote by π (resp. π ∨ ) the corresponding representation of X on V (resp. V ∨ ). Using B we may identify V ⊗ V ∨ with the space End sm (V ) of smooth linear endomorphisms of V (i.e., the linear maps A : V → V such that Aπ(g) = π(g)A = A for all g in a sufficiently small open subgroup of X). In particular, (fixing a Haar measure on X) for any f ∈ S(X) we view
Let B be a basis for V and let K be an open subgroup of X. We say that B is compatible with K if for every v ∈ B, either v is K-invariant or K π(k)v dk = 0. We say that B is admissible if it is compatible with a family of open subgroups of X that form a neighborhood base for the identity.
To construct an admissible basis, fix a compact open subgroup K of X and for each irreducible representation τ of K take a basis B τ for the τ -isotypic part of V . Then,
If B is an admissible basis, then we can form the admissible dual basis
Some elementary facts about Bessel distributions are itemized in the following. (We assume for simplicity that X is unimodular.)
Lemma.
(
Then,
where only finitely many terms in the sum are non-zero.
In particular, it takes the operator π(f ) to π ∨ (f ∨ ). The first part follows.
For the second part, suppose that K is an open subgroup of X such that f is bi-Kinvariant and B is compatible with K. The space V K is finite dimensional and admits
On the other hand,
The third part is immediate from the definition. For the fourth part, we have
For the last part we may write using the second part
as required.
2.3. We now state the main result of this section, which will be proved in the rest of this and the next section. Let π ∈ Irr temp G ′ and ℓ H be the linear form on M ψ N (S(π)) given by
The convergence of the integral will be proved in Lemma 3.3 below.
Theorem. Let π ∈ Irr temp (G ′ ) and σ = S(π). Then, we have
where δ δ δ e is the evaluation at the identity (in the Zelevinsky/Whittaker model) and Tf ∈ S(G ′ ) is given by
and ϕ = H f (h·) dh. Hom M H (π ⊗ π, 1) ≃ Hom H (I P (π ⊗ π, ̟), 1) = Hom H (S(π), 1).
By using [2] once again, a concrete M H -invariant linear form on M ψ N M (π ⊗ π) is given by
Hence, the linear form
is well-defined and H-invariant.
they must differ by a sign, and they are positive on W of the form W (( g 1 g 2 )) =
. We denote by M H (σ) (the symplectic model of σ = S(π)) the image of the map
(which factors through σ) induced from ℓ ind H by Frobenius reciprocity, i.e., (7) T * ϕ(g) = ℓ ind H (I P (g, ̟)ϕ).
Remark. Recall thatH is the symplectic similitude group andλ is the similitude character ofH. Then, for any ϕ ∈ I P (M ψ N M (π ⊗ π), ̟) we have
it is enough to check that the integral on the right-hand side is well-defined, i.e., that the integrand has the correct equivariance property. This follows from (3) and the fact that PH =λ ∨ (F * )P H andλ(λ ∨ (a)) = a.
Proposition. We have (8) ℓ ind H = ℓ H •M π . We will prove the proposition in §3.3 after some preparation. For now, we give a heuristic argument for the validity of Proposition 2.4 in the spirit of the (rigorous) argument of [13, Appendix A]. For this argument we assume that every Q Hinvariant distribution on H\G is H-invariant. This is an expected (but as yet, unproved) analogue of [2] . It would imply that for any H-distinguished irreducible representation of
Since there is a unique H-invariant functional on I P (π ⊗ π, ̟) up to a scalar, we conclude that ℓ ind H and ℓ H •M π are proportional. To determine the proportionality constant we compare the integrals
whereX denotes the image of X under transpose.
On the one hand,
On the other hand, observe that the embeddingŪ H n−1 ֒→Ū H induces an isomorphism of abelian groupsŪ H n−1 \Ū D ≃Ū H \Ū. Arguing formally, we have
We would conclude that I 1 = I 2 which would imply (8) .
Unfortunately, we are unable to justify the computation above for I 2 (even for special ϕ) since we do not know whether the integrals above converge as double integrals. Instead, we will prove Proposition 2.4 in a different way using the argument of [12] . 
Proof. For any
Clearly, Ψ ∈ I P (M ψ −1 N M (π ⊗π), ̟ −1 ). As in [8, Lemma 2], we observe that
Thus, B where C(f ) ∈ S(G ′ ) is given by
denotes the Whittaker model of π with the twisted action of G ′ (i.e., right translation by g * ) and similarly for
. On the other hand, using Lemma 2.2 part 4 for the morphism
. Finally, we use Lemma 2.2 part 5.
In order to compete the proof of Theorem 2.3 it remains to note that by (3), for any f ∈ S(G) and g ∈ G ′ we have
Proof of Proposition 2.4
In this section we prove Proposition 2.4, which was the key ingredient in the proof of Theorem 2.3. In fact, in Theorem 3.3 below we prove a more precise statement. The proof is technically a bit involved and indirect. Let π ∈ Irr temp G ′ and σ = S(π). Following [12] and its terminology, we will construct an explicit isomorphism (model transition)
given by a regularized integral. The inverse map T H (N,ψ N ) : M ψ N (σ) → M H (σ) will also be given by an explicit (convergent) integral.
Regularization of integrals.
We first recall the definition of regularized integrals in [12, §2] . Let X be an algebraic group over F containing a torus T and unipotent subgroups U 1 ⊂ U 0 that are normalized by T (all defined over F ). Assume that U 1 is normal in U 0 and U 1 \U 0 is abelian. We denote by X, T , U 0 , U 1 the corresponding groups of F -points.
Let ψ be a character on U 0 that is trivial on U 1 . 3 We say that ψ is T -generic if the T -orbit of ψ under the conjugation action is open in the space of characters of U 0 that are trivial on U 1 . (In general, such a character may not exist.)
Assume that ψ is T -generic. Let f be a smooth, left U 1 -invariant function on X that is also left invariant under a compact open subgroup T 0 of T . In [12, §2] it was observed that as V ranges over the directed set (under inclusion) of compact open subgroups of U 1 \U 0 that are invariant under conjugation by T 0 , the integrals
The assumption on ψ in [12, §2] is slightly weaker. stabilize, i.e., they do not depend on V as long as V contains a suitable T 0 -stable compact open subgroup V 0 . We denote this stable integral by reg
More generally, let U 2 be a subgroup of U 1 that is normalized by T and let C U 2 \U 1 (U 2 \X) be the space of smooth, left U 2 -invariant functions on X that are also left-invariant under some open compact subgroup T 0 of T and such that the integral U 2 \U 1 f (ug) du converges absolutely for all g ∈ X. (This space depends implicitly on T , which will hopefully be clear from the context.)
For a compact open subgroup K of X let C U 2 \U 1 (U 2 \X) K be the subspace of right Kinvariant functions and for a subgroup Y of X that contains
We have the following elementary properties. (See [12, Lemmas 2.5 and 2.6].)
Let Y be a subgroup of X that contains U 2 . For a compact open subgroup K of X we endow C U 2 \U 1 (Y \X) K with the topology given by the seminorms f → U 2 \U 1 |f (ug)| du, g ∈ X and endow C U 2 \U 1 (Y \X) with the locally convex inductive limit topology. The following lemma is a slight generalization of [12, Lemma 4.4] .
Lemma. Let Y be a closed subgroup of X that contains U 2 .
(1) The subspace of smooth functions of compact support modulo Y is dense in C U 2 \U 1 (Y \X).
(2) Assume further that Y contains a compact open subgroup of T . Then, the linear
The first part is a consequence of the dominated convergence theorem and the second follows from (10).
Symplectic to Zelevinsky. Let
M ⋉ U where X der denotes the derived group of a group X. Note that the character ψ N on
Lemma. Let π ∈ Irr temp (G ′ ) and ϕ ∈ I P (M ψ N M (π ⊗ π), ̟).
(1) For any g ∈ G we have Proof. Replacing ϕ by I P (g, ̟)ϕ, we may assume without loss of generality that g = e. We may write
Thus, for any g ∈ G we have
It follows that
Let Ξ ̟ be the positive function on G defined by
where Ξ G ′ is the standard spherical function for G ′ (see [4] ) and
Indeed, writing g = umk with u ∈ U, m ∈ M and k ∈ GL 2n (O), we have
On the other hand, for any W ∈ M ψ N M (π ⊗ π), the function
. Our claim follows.
Hence, it suffices to show that Corollary. The map
is a model transition from the symplectic model of σ to its Zelevinsky model. Moreover,
3.3. Zelevinsky to symplectic. In this subsection we compute the inverse of the model transition T
, which will also yield Proposition 2.4. We continue to use the notation introduced in §3.2. Let R H be the maximal (Klingen) parabolic subgroup of H with Levi subgroup GL 1 ×H n−1 . Denote by Z M H the center of M H .
Lemma. Let π ∈ Irr temp (G ′ ) and ϕ ∈ I P (M ψ N M (π ⊗ π), ̟ −1 ). Let W ϕ (g) = ϕ(g)(e). Then, the integral
is absolutely convergent and defines an R H -invariant linear form on I P (π ⊗ π, ̟ −1 ). Moreover,
Proof. Note first that the integrand satisfies the correct equivariance property since
, ̟(z) = |a| n and δ P (z) = |a| 2n 2 , so that δ
The equivariance underλ ∨ (a) is also clear since it normalizes the unimodular groups H n−1 and N H n−1 .
It remains to prove absolute convergence. Since
and the outer integration is compact, it is enough to show that Therefore, it suffices to show that for W 1 ,
Since |det g| is bounded on the support of W 2 Q ′ the convergence of the integral follows from that of
The lemma follows.
Remark. In fact, the proof, together with standard estimates for the Whittaker function (e.g., [10, Lemma 2.1]), shows that the lemma holds for any unitarizable generic π.
Theorem. Let π ∈ Irr temp (G ′ ) and σ = S(π). Then,
where T * ϕ is defined in (7) . 
provided that the left-hand side converges. We decompose the integral over B H n−1 as follows. Write T H = n k=1T k whereT k is the image of the co-root
Let V k , k = 1, . . . , n be the subgroup of N consisting of the elements
For k = 1, . . . , n let V k = V k+1 · · · V n be the unipotent radical of the parabolic subgroup of
H\G) and the inclusion is a continuous map. By §3.1 we may consider the following regularized integrals
Recall that for every g ∈ G, this defines a continuous linear form on C N • H \N • (H\G) (Lemma 3.1 (2)).
Also, for k = 1, . . . , n − 1 let R k ⊂ V k+1 be the one-parameter unipotent group corresponding to the simple root α n−k in the usual enumeration. Note that ψ N R k isT k -generic. Observe that (12) J k+1 (L; tg) = J k+1 (L; g), g ∈ G, t ∈T k .
This follows from (9) since L is leftT k -invariant,T k stabilizes ψ N V k+1 and conjugation bỹ T k preserves the Haar measures on V k+1 and (V k+1 ) H . Hence, we can define
Once again, for every g ∈ G this defines a continuous linear form on C N • H \N • (H\G). (It is equal to a finite linear combination, depending only on g and the smoothness of L, of J k+1 (L; ug), u ∈ R k .)
Note that
while V n = 1, so that J n (L; g) = L(g). The theorem therefore follows from Lemma 3.2 (1) and the following two lemmas, which will be proved below.
3.4.
Lemma. For any L ∈ C N • H \N • (H\G) and k = 1, . . . , n − 1 we have
where the integrand on the left-hand side is compactly supported.
3.5.
Lemma. For any ϕ ∈ I P (π ⊗ π, ̟) and k = 1, . . . , n − 1 we have
where the integral on the left-hand side converges absolutely. 
where the left-hand side converges as an iterated integral and the right-hand side converges as a double integral. This follows from [12, Lemma A.1] (which amounts to Fourier inver-
It is straightforward to check that the conditions of [ibid.] are satisfied.
3.7. Proof of Lemma 3.5. Let λ k : F → R k be the isomorphism whose inverse is the (n − k, n − k + 1)-coordinate and let h be the smooth function on F defined by (14) h(x) = J k+1 (T * ϕ; λ k (x)).
We will need the following estimate which will be proved below.
Lemma. There exists a compact open subgroup Ω 0 of F * such that h(ax) = h(x) for all x ∈ F and a ∈ Ω 0 . Furthermore, there exists d ≥ 0 such that |h(x)| ≪ ϕ |x| −1 (log |x|) d for all |x| ≥ 2. In particular, F |h(x)| max(|x| , 1) −1 dx < ∞.
Assuming the lemma, we can apply [12, Lemma 5.3 ] to deduce that
where the outer integral converges absolutely. Clearly, h(0) = J k+1 (T * ϕ; e). Note that
where the inner regularized integral is a stable integral and therefore equal to
By (12) the inner stable integral is
and therefore, the change of variables x → ax shows that
This would yield the proof of Lemma 3.5. Next we show the bound on h. It follows from the definition of the regularized integral in [12, §2] that
for all x. Thus, the integral over v can be written as a finite sum and it is enough to bound
T * ϕ(uλ k (x)) du. Next, we claim that
This can be deduced as in [12, (5.6 )] based on [12, Remarks 2.7 and 2.8] as follows. We choose a sequence of unipotent subgroup of consecutive co-dimension one
We claim that for each i we have
3.9. We also have the following easier version of Theorem 3.3.
Lemma. for any L ∈ C ∞ c (H\G) we have
where the integral converges as an iterated integral.
Proof. We first show that the outer integral converges. (It is formally well-defined since
We may assume that g = 1. We write the integral above as
For the convergence, we may ignore the (compact) outer integration.
Since P H is closed in G, P H \P is closed in H\G and hence
where as in [3, §2.14]
Hence, the function |det| n N H \N L(uι(·))ψ N (u) −1 du is integrable over N ′ \Q ′ by Proposition 2.14.2 and §2.8 of [3] and the elementary fact that |det| is bounded on the support of the function g → W G ′ f (g * , g * ) on Q ′ . It remains to argue as in the proof of Theorem 3.3. Indeed, the relation T k J ′ k (L; t) dt = J k+1 (L; e) (cf. Lemma 3.5) amounts to Fourier inversion for the function h defined in (14) , which is compactly supported.
Completion of proof
In this section we prove Theorem 1.2.
4.1. The first step is to take ϕ i = H f i (h·) dh, i = 1, 2, for which the putative relation (1) becomes (16) H For the second part, we may assume that g = e. As above, we write
) as required.
Note that the second part of Lemma 4.1 is elementary, in contrast to the much more involved analogous step in [3] We claim that the double integral on the right-hand side converges. Indeed, we can write it as Then,φ ∈ S(H\G; χ −1 ) and for any ϕ 1 , ϕ 2 ∈ S(H\G) we have (φ 1 ,φ 2 ) L 2 (H\G) = H\H (ϕ 1 (t·), ϕ 2 ) L 2 (H\G) χ(λ(t)) dt.
On the other hand, it follows from Theorem 3.3 that for any π ∈ Irr temp (G ′ ), ϕ 1 , ϕ 2 ∈ S(H\G) and t ∈H we have (ϕ 1 (t·), ϕ 2 ) σ = ω π (λ(t)) −1 (ϕ 1 , ϕ 2 ) σ where σ = S(π). Therefore, by Theorem 1.2 (φ 1 ,φ 2 ) L 2 (H\G) = H\H Irrtemp(G ′ ) (ϕ 1 , ϕ 2 ) S(π) ω −1 π (λ(t)) dµ pl (π) χ(λ(t)) dt where the integral converges as an iterated integral. By (2) , this is equal to Irr χ temp (G ′ ) (ϕ 1 , ϕ 2 ) S(π) dµ χ pl (π).
This concludes the proof of Theorem 1.5.
