[1] A laboratory-derived conceptual and numerical model for U(VI) transport at the Hanford 300A site, Washington, USA, was applied to a range of field-scale scenarios of different geochemical complexity to identify the importance of individual processes in controlling the fate of U(VI), as well as to elucidate the characteristic differences between well-defined laboratory and the more complex field-scale conditions. Therefore, a rigorous sensitivity analysis was carried out for the various simulation scenarios. The underlying conceptual and numerical model, originally developed from column experiment data, includes distributed rate surface complexation kinetics of U(VI), aqueous speciation, and physical nonequilibrium transport processes. The field scenarios accounted additionally for highly transient groundwater flow and variable geochemical conditions driven by frequent water level changes of the nearby Columbia River. The results of the sensitivity analysis showed not only similarities but also important differences in parameter sensitivities between the laboratory and field-scale models. It was found that the actual degree of sorption disequilibrium, actual concentration of sorbed U(VI), and the sorption extent (i.e., theoretical concentration of sorbed U(VI) at equilibrium) are the major controls for the magnitude of the calculated parameter sensitivities. These internal model variables depended mainly on (1) the groundwater flow conditions, i.e., the relatively long phases of limited groundwater movement in the field scale (intercepted by short peak flow events) and the long sustained flow phases in the column experiment (intercepted by relatively short stop flow events), and (2) the sampling location in the field-scale model, i.e., plume fringe versus plume center.
Introduction
[2] Uranium is the most common radioactive contaminant in the subsurface at sites used for storage, disposal, and processing of nuclear materials in the United States [Riley et al., 1992] . A substantial number of laboratory and field studies and numerical simulations have been conducted to better understand its fate and transport behavior in both the vadose zone and aquifers. While uranium generally forms insoluble phases under geochemically reducing conditions, its solubility under oxic conditions, where it mainly exists as U(VI) (uranyl) [Grenthe et al., 1992] , is significant and a concern to water quality. Adsorption is a major process controlling the mobility of U(VI) in groundwater and is regulated by solution chemistry and surface properties of the prevailing mineral phases [Read et al., 1993; Kohler et al., 1996; Gabriel et al., 1998; Barnett et al., 2000 Barnett et al., , 2002 Davis et al., 2004; Cheng et al., 2007; Bond et al., 2008] . Other processes such as intragrain diffusion-limited precipitation/ dissolution of U(VI) minerals and multirate kinetic sorption on mineral surfaces can additionally impact the mobility of U(VI) [Qafoku et al., 2005; Liu et al., 2006; Liu et al., 2008] .
[3] While even complex reactive transport models may be reasonably well constrained by measured data at the laboratory scale, this is generally not the case for the field where scarcity of hydrogeological and hydrogeochemical data and associated parameter uncertainties may limit the robustness of a proposed model [e.g., Morrison et al., 1995; Bain et al., 2001; Curtis et al., 2006; Yabusaki et al., 2008] . As the acquisition of field representative data is costly, it is important to carefully decide what system parameters (e.g., porosities, dispersivities, nonequilibrium mass transfer rates, various reaction parameters, or reactive mineral concentrations) and field-scale measurements (typically mass fluxes and chemical water compositions) are required, and at what spatial and temporal resolution and how accurately they have to be monitored to effectively support the development of robust conceptual and numerical field-scale models.
[4] Preliminary field-scale reactive transport modeling can provide significant benefits for the planning and optimization of characterization and monitoring strategies that document field-scale behavior. However, it remains unclear whether laboratory-derived geochemical conceptual models (1) can ever capture the processes that are important under the characteristic hydrological and geochemical conditions at the field scale and (2) are sufficiently transcendent to identify key controlling parameters or properties that need characterization in the field. Important differences can exist between the experimental conditions under which a laboratory model was developed and calibrated and those present in the field, including the ratios of reaction and transport time scales and variability in reactant properties and distribution. Moreover, the relative importance of individual physical and reactive processes parameterized in the laboratory may change in a more complicated field situation, allowing other unexpected ones to predominate. Parameter sensitivity analysis in reactive transport modeling was previously found to significantly advance the understanding of complex and often nonintuitive system behavior allowing identification of the dominant processes impacting groundwater quality in the investigated systems [e.g., Lu et al., 1999; Tebes-Stevens and Valocchi, 2000; Tebes-Stevens et al., 2001; Wang et al., 2003; Hill, 2005a, 2005b; Greskowiak et al., 2005; Prommer et al., 2006; Curtis et al., 2006] .
[5] In the present study, a laboratory-derived U kinetic transport model [Liu et al., 2008] , developed under controlled hydrologic and geochemical conditions, is used to evaluate how U(VI) reactive transport might be affected by the complex and dynamic hydrologic and geochemical conditions present at the Hanford 300A site, Washington (Figure 1 ). This site contains a persistent U groundwater plume that is strongly influenced by groundwater-river interactions. Rigorous sensitivity analysis is utilized to identify and compare the individual processes that control the fate of U(VI) at both the laboratory and field scale and to identify the mechanisms that affect the importance of these processes at the different scales. Given the kinetic nature of U reactions in this system, emphasis is placed on advection, chemical composition, and spatial and time scale effects.
Methods
[6] Two numerical models were used for simulations and data analysis. The laboratory-calibrated dual domain, distributed rate model reported in Liu et al. [2008] was first used for simulations and parameter sensitivity analysis under laboratory conditions. In the second step, a corresponding field-scale model was constructed to reflect the characteristic field conditions at the Hanford 300A site, including time-variant groundwater flow rates, directions, and water composition [Williams et al., 2007] . Parameter sensitivities of both the laboratory and field-scale models were calculated with respect to several model output variables, herein referred as state variables, e.g., calculated breakthrough concentrations, mass fluxes, and total mass of U(VI). All flow and reactive transport simulations were carried out with the groundwater flow simulator MODFLOW-2000 [Harbaugh et al., 2000] and the multicomponent reactive transport model PHT3D [Prommer et al., 2003] . PHT3D couples the multispecies transport simulator MT3DMS [Zheng and Wang, 1999] and the geochemical reaction model PHREEQC-2 [Parkhurst and Appelo, 1999] via sequential operator splitting.
Laboratory-Scale Model
[7] Liu et al. [2008] carried out column experiments to quantify the kinetics of U(VI) release from a uraniumcontaminated, field-textured sediment of the heterogeneous and highly permeable Hanford Formation at the Hanford 300A site. An overall objective was to develop an upscaling approach to transfer laboratory results to the field. Spectroscopic measurements and chemical extraction indicated that U(VI) was mainly present as surface complexes on the <2 mm size fraction of the sediment [Liu et al., 2008, and references therein] . In the column experiments, U(VI) was leached from the sediments by a U(VI)-free synthetic groundwater solution. U(VI) desorption was first investigated using a small column (10.5 cm long) filled with the <2 mm sediment size fraction to derive a multirate surface complexation model that describes U(VI) desorption kinetics. A second experiment was conducted to investigate the U(VI) release kinetics using a larger, 80 cm long column filled with the field-textured sediment that was dominated by materials >2 mm in size. The objective was to evaluate the upscaling of U(VI) release kinetics from the U(VI)-associated, <2 mm size fraction to the field-textured sediment containing nonreactive, larger grains. The advective flow was maintained at a constant rate, with occasional interruptions by stop-flow events. These allowed for some separation in the contributions of individual processes, including U(VI) desorption, diffusive physical mass transfer, and transport by advection-dispersion. Each stop-flow event resulted in an increase in U(VI) aqueous concentration, which showed as peaks in the effluent curve (Figure 2 ). The full details of the experimental study were described in the study by Liu et al. [2008] .
[8] On the basis of these experiments, Liu et al.
[2008] developed a reactive multicomponent transport model that included dual domain mass transfer and first-order, multirate surface complexation kinetics to describe the U(VI) desorption behavior observed in the field-textured column. The multirate sorption model assumes that kinetic mass transfer occurs to and from distinct sorption sites at different rates due to physical and/or chemical heterogeneity. Incorporating the dual domain, multirate sorption model into the onedimensional multicomponent advective-dispersive transport equation leads to the following set of relationships [Liu et al., 2008 [Liu et al., , 2009 :
with i = 1, 2, .., N; j = 1, 2, …M i ; k = 1, 2, .., MD, whereby C i m and C i im are the total aqueous concentrations of chemical component i in the mobile aqueous phase characterized by mobile porosity m and in the immobile aqueous phase characterized by immobile porosity im , respectively. In the following discussion, the mobile and immobile aqueous phases are referred to as mobile and immobile domains. Symbols m j k,m and m j k,im mean the concentrations of adsorbed species j at sorption domain k in the mobile and immobile domains, respectively; a ij is the stoichiometric coefficient of chemical component i in adsorbed species j; q is the Darcy flux in one dimension, i.e., the product of m and the pore water velocity n; D is the dispersion coefficient, which is the product of longitudinal dispersivity a L and pore water velocity n; a k is the first-order rate constant at sorption domain k; Q j m and Q j im are the sorption extents of adsorbed species j in the mobile and immobile domains, respectively, and are defined as the theoretical concentration of adsorbed species j that would be in equilibrium with the aqueous phase compositions (see below); w is the physical mass transfer coefficient between the mobile and immobile domains; N is the total number of chemical components; M i is the number of adsorbed species containing chemical component i; and MD is the total number of sorption domains. Note that the adsorbed concentrations and the adsorption extents are normalized here to aqueous volume.
[9] The first-order rate constants of the MD sorption domains follow a lognormal probability distribution
with the values of p describing the likelihood of a rate constant a; while m and s are the mean and standard deviation of ln(a), respectively. The calculation of the distinct a k variates from equation (5) is discussed in the study by Liu et al. [2008] . Liu et al. [2008] found that for the present model, a number of MD = 50 sorption domains (i.e., 50 distinct kinetic rate constants) was sufficiently robust such that simulation results do not change with an additional increase in sorption domains. Each of the sorption domains was given the same surface site density S k , which was equal to the total sorption site density S tot of the sediment divided by MD.
[10] Liu et al. [2008] utilized a generalized composite surface complexation model that was parameterized by Bond et al. [2008] for process pond sediments of the Hanford 300A site (Figure 2 )
where >SOH represents a surface site for uranyl adsorption, >SOUO 2 OH and >SOUO 2 HCO 3 are the sorbed uranyl species, and K 1 and K 2 are the equilibrium constants for reactions (6) and (7), respectively. The sorption extents for the surface complexes >SOUO 2 OH and >SOUO 2 HCO 3 are calculated from reactions (6) and (7):
Figure 2. Measured (circles) and simulated (lines) U(VI) concentration at column outlet versus pore volume. The original simulation of Liu et al. [2008] is indicated as dash-dotted line and the present PHT3D simulation is indicated as solid line.
where the brackets indicate the activity of the individual aqueous species. The sorption extents Q SOUO 2 OH and Q SOUO 2 HCO 3 describe the theoretical surface complex concentrations of >SOUO 2 OH and >SOUO 2 HCO 3 that would be present at a sorption domain k if in equilibrium with the aqueous phase. Thus, for instance, the adsorption/desorption rate @m k;m j @t in the mobile domain at a sorption domain k depends on the sorption domain's inherent rate constant and the degree of disequilibrium. The degree of disequilibrium at sorption domain k is determined by the difference between the actual surface complex concentration at this sorption domain and the sorption extent Q. Note that for the investigated groundwater compositions, including the water compositions used later in the field-scale simulations, both Q SOUO 2 OH and Q SOUO 2 HCO 3 are virtually linear to the sorption site density S k and the UO 2 2+ activity in the aqueous phase, as well as to K 1 and K 2 , respectively. This is because the denominator in equations (8) and (9) is almost identical to 1.
[11] The synthetic groundwater was composed of nine aqueous components, as listed in Table 1 . Aqueous speciation reactions were treated as equilibrium reactions and the aqueous activity coefficients were calculated from the Davies equation [Liu et al., 2008] . The initial water compositions in both the mobile and immobile domains were assumed to be identical with the composition of the inflow water. For t = 0, all uranium (U tot ) was assumed to be present as adsorbed species. The total sorption site density S tot and the initially adsorbed uranium U tot was partitioned in the immobile and mobile domains at a ratio g
where S m and S im are the sorption site densities in the mobile and immobile domains, respectively, and U m and U im are the initial adsorbed uranium concentrations in the mobile and immobile domains, respectively. Accordingly, S m and S im as well as U m and U im are given in mol/L water . On the basis of experimental observations and an empirical formulation, Liu et al. [2008] attributed a higher sorption site density and more initially adsorbed U(VI) to the immobile domain, with g = 2.5 for the present model.
[12] The initial concentration of adsorbed U(VI) at each of the sorption domains was U m /MD in the mobile domain and U im /MD in the immobile domain, respectively. The initial species concentrations of >SOUO 2 OH and >SOUO 2 HCO 3 were calculated from the mass action equations of reactions (6) and (7), as outlined in the study by Liu et al. [2008] . The dual porosity, multirate surface complexation model was incorporated into PHT3D. All model parameters and the values employed for the simulation are given in Table 2 . Note, the total initial U(VI) and the total sorption site density in Table 2 are normalized to bulk volume. Before and during the sensitivity analysis, the spatial discretization of the model was carefully checked for grid convergence. A grid length of 1 cm was found to be sufficient for the column-scale modeling.
One-Dimensional Field-Scale Model
[13] The field-scale flow model was based on the two most recent modeling studies of the Hanford 300A site [Yabusaki et al., 2008; Ma et al., 2010] . The aquifer is 9.288 × 10
Units in mol/L. Except pH and pe; note that the pe has no effect in the present models as no redox reactions were simulated.
b Total dissolved inorganic carbon. characterized by high groundwater flow velocities and frequent flow direction reversals due to the rapidly changing stage of the nearby Columbia River. The focus of our analyses of the field-scale processes was on the highly permeable Hanford Formation. On the basis of the model of Ma et al. [2010] , a one-dimensional groundwater flow model was derived, which extends 500 m in the east-west direction. As in Yabusaki et al. [2008] and Ma et al. [2010] the Columbia River forms the eastern boundary ( Figure 1 ). Both flow boundaries were set as time-variant Dirichlet boundaries. The inland (western) boundary was defined by measured hourly hydraulic head data observed at monitoring well 399-3-19 ( Figure 1 ) [Ma et al., 2010] . The riverside boundary was defined by hydraulic heads extracted from the calibrated cross-sectional field-scale model of Ma et al. [2010] . In accordance with Ma et al. [2010] , the horizontal hydraulic conductivity k f of the Hanford Formation was set to be spatially constant with k f = 7000 m d −1 . The simulation time was 1 year from 27 October 2007 to 27 October 2008, with an hourly temporal discretization. The spatial discretization of the model domain was 2 m.
[14] The dual porosity, multirate concept of the laboratory-scale model was preserved in the field-scale transport model. Both transport model boundaries were set as Cauchy boundaries. Three different model scenarios were chosen to investigate the impact of hydrochemical composition on parameter sensitivities. In the first scenario, the aqueous compositions of both inflow and the initial solutions were identical to those in the laboratory experiment. In the second scenario, averaged measured groundwater compositions from 42 monitoring wells at the Hanford 300A site [Ma et al., 2010] were used as initial and inflow compositions ( Table 1 ). The third scenario accounted for the case where the river water composition differs from the groundwater composition. For the latter scenario, the composition of the river side boundary was defined as an averaged composition calculated from monthly chemical analyses of the river water from 2001 to 2007 [Ma et al., 2010] , listed in Table 1 . The initial water composition and the water composition of the landside boundary were set as in scenario 2.
[15] In all three scenarios, U(VI) was assumed to be initially absent in most parts of the aquifer, except for a 20 m wide section located between 360 and 380 m from the landside boundary of the model (Figure 1 ). Within this section, U(VI) was assumed to be present on sorption sites in both the mobile and immobile domains but not in the aqueous phase. The initial concentrations of the adsorbed uranium species in scenario 1 were identical with the initial concentrations of the laboratory-scale model. For scenarios 2 and 3, they were calculated with the same scheme as for scenario 1 and the laboratory-scale model, i.e., according to reactions (6) and (7). The total concentration of U(VI), however, was constant in all of the three scenarios.
[16] The groundwater was assumed to be stagnant for the first 5 days of the total simulation time, allowing for an almost complete equilibration with the aqueous phase. The longitudinal dispersivity was set to a L = 2 m, which, in contrast to the dispersivity of a L = 0.11 m that was employed in the column simulations, reflects the typical Hanford 300A field-scale dispersivities estimated from calibration of transient flow and transport simulations against measured U(VI) concentrations [Meyer et al., 2007] and conservative tracer data [Ma et al., 2010] . Note that the results and the conclusions of the present study are not sensitive to the choice of dispersivity in the range of 1-10 m, as tested in alternative field-scale simulation runs. The values of all other model parameters were kept identical to the laboratory-scale model.
Sensitivity Analyses
[17] For the sensitivity analyses the parameter perturbation method was employed and composite sensitivities CSS jp were calculated as reported by Barth and Hill [2005a, and references therein] :
where ND p is the number of data points of the pth state variable, such as calculated concentrations, mass fluxes, and spatial moments; and DSS ijp is the dimensionless sensitivity of the jth parameter for the ith data point of state variable p. DSS ijp is generally [e.g., Barth and Hill, 2005a] calculated from
where Dy ijp is the change in the value of the ith data point of the pth state variable that occurs if the parameter j is perturbed by Db j , and w ip is a weighting coefficient relating to the ith data point of state variable p. Further, b j is the value of the unperturbed parameter j.
[18] All parameters, except for the rate constant distribution parameters m and s, were perturbed by 10% (here as a 10% increase). Perturbations by this magnitude were found to be robust with respect to the relative composite sensitivities. For the rate constant distribution parameters the 10% perturbation was applied to the exponential of m and s to allow for a more plausible comparison with the model sensitivities to the other parameters.
[19] The composite sensitivities for the parameters were calculated from different state variables, i.e., (1) concentrations; (2) mass fluxes; (3) total mass (M 0 ); (4) first spatial moment, i.e., center of mass (M 1 ); and (5) second spatial moment, i.e., spreading of mass (M 2 ) of U(VI) within the aqueous phase of the mobile domain. The moments were computed according to Prommer et al. [2002] 
where V is the volume of the model domain, NC is the number of grid cells, x i is the spatial coordinate of the center of the ith grid cell, and C i is the aqueous concentration in the mobile domain of grid cell i.
[20] Different options for defining the weighting coefficients are reported in the literature. They are calculated, e.g., from the variance of the observation error as 1/s i 2 or from the observed valueỹ i , multiplied by its coefficient of variation Cv i , as 1/(ỹ i Cv i ) 2 ; or from the coefficient of variation alone as 1/(Cv i ) 2 [Barth and Hill, 2005a, and references therein] . In the present study the observed valueỹ i is equivalent to the model-generated observation y i . The weight coefficients for the dimensionless sensitivities with respect to U(VI) concentration, U(VI) mass flux, and M 0 were computed from
where y ip is the value of the ith data point of state variable p for the unperturbed simulation.
[21] In case of M 1 and M 2 , weight coefficients calculated by equation (16) would depend on the arbitrarily chosen origin of the coordinate system and extent of the initial plume. Therefore, the weight coefficients for the dimensionless sensitivities with respect to M 1 and M 2 were calculated from the innate variability of these state variables within the simulation period
where s p is the standard deviation of the time series data of the state variables p = M 1 and p = M 2 for the unperturbed simulation.
[22] Note that in the present simulations U(VI) concentrations less than 0.001 mmol/L were set as 0.001 mmol/L, which is the detection limit of the kinetic phosphorescence analyzer KPA-11 (Chemcheck Instruments Richland, Washington, USA) used in the study by Liu et al. [2008] . Cutting off the values less than 0.001 mmol/L has the advantage that bias of the sensitivities from extremely small numerical values [see Hill, 2005a, 2005b] is minimized. The time series data, i.e., state variables of perturbed and unperturbed simulations have carefully been checked to ensure that the resulting sensitivities are not biased. Manual adjustment of individual weighting coefficients that would have removed bias was not required.
[23] For the laboratory-scale model, sensitivities with respect to concentrations and mass fluxes were calculated from the simulated results at the outlet cell of the modeled column. For the field-scale model however, sensitivities were calculated at three different positions: 0, 20, and 40 m relative to the position of the plume center at t = 0. Note that for the field-scale model, the sensitivity of the Darcy flux q was obtained by perturbing the hydraulic conductivity k f . All model parameters included in the sensitivity analyses are listed in Table 2 .
Results and Discussion

Simulation Results of the Laboratory-Scale Model
[24] After incorporating the reaction network into PHT3D, it was benchmarked against the original simulation of Liu et al. [2008] . As Figure 2 illustrates, both numerical models show almost identical results and both reproduced the observed U(VI) concentrations in the column effluent to acceptable accuracy. The concentration peaks after each of the stop-flow events were also captured by the model. As discussed by Liu et al. [2008] , the peaks were attributed to the dynamic sorption and desorption of U(VI) during flow and stop-flow events. During the flow events, the faster sorption domains (i.e., sorption domains with higher rate constant) rapidly deplete in U(VI), while they subsequently become refilled during the stop-flow events. This behavior is illustrated for the outer grid cell located at the effluent boundary of the model. Figure 3a shows the corresponding concentrations of SOUO 2 OH that were simulated in the mobile domain. While the sorption extent increases rapidly during the stop-flow events, it also decreases quickly by the same amount as soon as flow restarts. The slower sorption domains that are in the majority, however, are less affected by the flow interruptions and continuously release U(VI) to the aqueous phase because the sorption extent is always lower than the adsorbed concentration in these domains (Figure 3a) .
[25] The different sorption domains contribute at varying degrees to the bulk desorption rate, depending on the corresponding rate constants and on the difference between the sorption extent and the adsorbed U(VI) concentrations. The bulk desorption rate rapidly drops close to zero in each of the stop-flow events (Figure 3b ) as aqueous U(VI) approached equilibrium with the solid phase. As flow commences, the bulk desorption rate immediately increases again to a maximal rate (3 × 10 −9 mol/L h −1 during the initial phase), followed by a gradual decline (Figure 3b ) because of the depletion of the fast sorption domains that were replenished during the foregoing stop-flow event. Note that in the last two stop-flow events, the bulk desorption rate in the mobile domain becomes slightly negative, indicating that U(VI) uptake by the faster sorption sites in the mobile domain was more than the U(VI) release from the slower sites. Net sorption occurs because the immobile domain continuously releases U(VI) into the mobile domain during these stop-flow events.
Sensitivities of the Laboratory-Scale Model
[26] The composite parameter sensitivity varies with model parameters and state variables (Figure 4) . Overall most of the state variables, except M 1 and M 2 , were very sensitive to the initial total adsorbed uranium concentration U tot bulk , and somewhat less sensitive to Darcy flux q and the total sorption site density S tot bulk . While the equilibrium constant K 1 of reaction (6) and the rate constant distribution parameters m and s yield moderate sensitivities, the physical mass transfer coefficient w and the longitudinal dispersivity a L are the parameters associated with the smallest sensitivities. In general, these results are in agreement to the findings of other studies investigating nonequilibrium mass transfer processes. For instance, Tebes-Stevens et al. [2001] found for a reactive transport model including kinetic surface complexation of U(VI) based on the column and modeling study of Kohler et al. [1996] that the hydraulic conductivity (corresponding to Darcy flux q in the present column model) was the most sensitive parameter followed by the sorption site density. The formation constants of the surface complexation reactions were only moderate sensitive and the kinetic sorption rate constant was least sensitive to the computed U(VI) concentrations. Further, sensitivity analyses of a multirate diffusion model applied to a singlewell injection-withdrawal tracer test in fractured dolomite revealed that the longitudinal dispersivity and the mobile porosity were much less sensitive to the computed tracer concentration than the distribution parameters m and s of the lognormal distribution of diffusion rate coefficients [Haggerty et al., 2001] .
[27] In the following, we will focus our discussion on the processes and relationships that govern (1) the major parameter sensitivities and (2) those results that were nonintuitive within and across the different state variables.
Total Sorption Site Density, Initial Total Uranium, and Total Porosity
[28] The difference in the composite model sensitivities to S tot bulk and U tot bulk is a reflection of their individual roles during stop and flow events, as illustrated by perturbed and unperturbed simulations (Figure 5a ). The absolute concentration changes that resulted from the increase of either S tot bulk Figure 4 . Laboratory-scale composite sensitivities (light gray wide bars, background) and field-scale composite sensitivities (thin bars, foreground), calculated from (a) concentrations, (b) mass flux, and (c) total mass M 0 , (d) center of mass M 1 , and (e) spreading of mass M 2 . The field-scale sensitivities were calculated for synthetic groundwater composition (scenario 1, black thin bars), average measured groundwater composition (scenario 2, gray thin bars) and river water intrusion with average measured river water composition (scenario 3, white thin bars). Note that for M 2 , the left y axis corresponds to the column-scale sensitivities and the right y axis corresponds to the field-scale sensitivities. or U tot bulk are of similar magnitude during the stop-flow events. During flow events, however, the absolute concentration change resulting from the increase of S tot bulk is smaller than from that of U tot bulk The combined, overall concentration change is therefore higher from the increase of U tot bulk than from the increase of S tot bulk The different impact of S tot bulk in the flow and stop-flow events is due to changes in sorption extent Q. Q increases during the stop-flow events and thus leads to an increasing influence on adsorption/desorption kinetics (equation (2)). An opposite effect occurs during the flow events where Q becomes much smaller (Figure 3a) . Additional simulations, where the physical mass transfer rate w was set to zero, showed that mass transfer from/into the immobile domain plays an insignificant role in the described effects. This is in accordance with the calculated low composite model sensitivities for the physical mass transfer coefficient w.
[29] The total porosity tot is insensitive with respect to concentrations and mass fluxes (Figure 4 ). An increase in tot leads to a decrease in desorption rate from its effect on the aqueous volume normalized sorption site density and adsorbed U(VI) concentrations in equation (2). At the same time, however, the increase of tot leads to an increase in residence time, which allows more time for desorption and thus compensates the effect of decreased desorption rate. In contrast, the total porosity is very sensitive to M 0 (Figure 4 ) because a change in porosity (and thus aqueous volume) directly influences the total U(VI) mass in the aqueous phase, even though the aqueous phase concentration is constant.
Rate Constant Distribution Parameters and Darcy Flux
[30] The sensitivities of the model to the rate constant distribution parameters m and s are only moderate. Their composite sensitivities with respect to the state variables U(VI) concentration, mass flux, and M 0 are around 0.025 (Figure 4 ). This means that, for instance, a 10% increase of the exponential of m (mean rate constant) only translates to a 2.5% increase in U(VI) concentrations at the column outlet. Three effects contribute to this behavior as follows:
[31] 1. During the flow events, an increase in desorption rate constants leads to a faster decrease in m (i.e., concentrations of sorbed uranium) and at the same time to an increased U(VI) concentration in the aqueous solution and consequently an increased sorption extent Q. This reduces the absolute value of the term (Q − m) in equation (2) and thus partly compensates the effect of increasing m.
[32] 2. With increasing distance from the inlet, an increasing number of the (faster) sorption domains are in or near equilibrium with the aqueous solution. Thus, an increase of the mean rate constant m does not affect these sorption domains any further in terms of contributing additional U(VI) to the solution.
[33] 3. During the stop-flow events, the rapid U(VI) increase leads to higher sorption equilibrium. Thus, the increase of m does not have a significant effect during the stop-flow events (Figure 5b) .
[34] Intuitively, a 10% change of the mean rate constant m should have a similar effect as a 10% change in Darcy flux (and thus residence time), as per definition residence time and rate constants are correlated. However, U(VI) concentrations and M 0 are much more sensitive to the Darcy flux q than to the rate constant distribution parameters. As already discussed for the mean rate constant m, the term (Q − m) in equation (2) partly compensates the effect of the rate constant perturbation, as both Q and m adjust correspondingly. In the simulation in which q was perturbed, however, the compensating effect of the term (Q − m) is smaller, as m does not change as much as in the simulation in which m was perturbed. This is because an increase in Darcy flux q, although leading to lower U(VI) concentrations, does overall not significantly affect the U(VI) mass flux. This is reflected in the lower sensitivity that q has with respect to the mass flux compared to U(VI) concentrations (Figure 4) . Thus, as the mass flux does not change significantly when q is perturbed, the concentration of sorbed U(VI) m does not change much either.
State Variable U(VI) Mass Flux
[35] Parameter sensitivities with respect to the state variable U(VI) mass flux show in principal the same pattern as those with respect to the U(VI) concentrations. However, compared to the concentration based sensitivities, the mass flux-based sensitivities should be lower, as there is no contribution to the sensitivity during the stop-flow events as the mass flux is zero in these events. This can be observed for the parameters K 1 , K 2 , S tot bulk , and U tot bulk ( Figure 4) . The low sensitivity of Darcy flux q with respect to mass flux has been explained in the previous section. In the cases where parameter sensitivities are similar to those based on U(VI) concentrations, the parameter perturbation has already a small impact on U(VI) concentrations during the stop-flow events, as for instance, the rate constant distribution parameter m (Figure 5b) . This means U tot bulk appears to affect neither the dynamics of the center of mass nor the distribution of mass within the column. On the other hand, the dispersivity a L has a large impact on the M 1 and M 2 , which is in contrast to the other state variables. Here, during the flow events, increased dispersivity flattens the curved concentration profile along the column (the concentration gradient is steeper in the upstream than in the down stream part of the column). This in turn changes the distribution of solute mass in the mobile domain (data not shown), while total mass as well as concentration (and thus mass flux) at the outlet appear to be rather unaffected. In contrast to the flow events, perturbation of dispersivity has virtually no effect on the mass distribution during the stop flow events (data not shown).
Simulation Results of the Field-Scale Model
[37] The simulation results show that after the initial 5 day long equilibration phase only limited plume movement occurs (Figure 6a ). For all three simulated scenarios the largest displacements (approximately 10-15 m) of the plume center (i.e., M 1 ) occur during a prolonged period of elevated river water levels between 190 and 220 days and during the subsequent recession between 220 and 270 days after the start of the simulation (Figure 6a ). However, during the high river stage, groundwater displacement was much higher, as water from the riverside boundary intruded beyond the ini-tial location of the uranium plume (simulation results not shown), indicating a strong retardation of U(VI) for all three scenarios. This retardation results from the kinetic surface complexation reactions and dual domain mass transfer. Before and after the high river stage, the position of the plume is relatively stable due to the combined effect of chemically induced retardation and 1-3 groundwater flow direction reversals per day. The daily reversals of groundwater flow directions, however, led to the short-term fluctuations in the plume mass center evident in Figure 6a .
[38] The average measured groundwater composition (scenario 2) contains a higher total inorganic carbon concentration and a lower pH as compared to the synthetic groundwater composition (scenario 1). These differences result from a higher in situ pCO 2 (g) in the groundwater system. As a result, U(VI) desorption in scenario 2 is higher than in scenario 1, leading to a higher total dissolved mass of U(VI) in the mobile domain (i.e., M 0 , Figure 6b) . For both the synthetic and the average measured groundwater composition scenarios, M 0 does not change significantly with time (Figure 6b ), despite the frequent shifts of the plume's center of mass (Figure 6a ). In scenario 3, however, M 0 significantly drops when the river water intrudes because of the effect of different water compositions on U(VI) aqueous and surface complexation reactions.
[39] Corresponding to the dissolved U(VI) concentrations, the sorption extent in the mobile domain at the center of the initial plume location gradually decreases with time due to continuous dispersion of the plume (Figure 7) . However, this process is interrupted at various times by sharp drops in sorption extent that recover after 1-3 days. These drops occur during very short events with extreme groundwater flow velocities (indicated in Figure 7 as "peak flow phases") that result from drastic changes in river water levels. These peak flow phases occur between longer "slow flow phases" where water displacement is limited due to slower groundwater flow and daily flow reversals resulting from river stage changes. In the course of interpreting the results of the sensitivity analyses for both laboratory and field-scale model, it has been found that the peak flow phases at field scale have a similar effect on concentrations and sorption extent as do the flow events in the column experiment. During slow flow phases, however, U(VI) can accumulate in the aqueous phase, leading to a higher sorption extent. Thus, the slow flow phases in the field case show a similar effect as the stop-flow events in the column experiment. Note, that the peak flow phases in the field case are quite short compared to the slow flow phases, whereas in the column experiment the duration of the flow events are always much larger than the stop-flow events. These characteristic differences in advection regimes explain some of the observed deviations between laboratory and field-scale parameter sensitivities, as will be discussed in the following sections.
Sensitivities of the Field-Scale Models 3.4.1. Synthetic Groundwater Composition
[40] The parameter sensitivities with respect to concentrations and mass flux of the field-scale model under the synthetic groundwater scenario are generally similar to those for the laboratory-scale model. The highest parameter sensitivities are for U tot bulk , S tot bulk , q, and K 1 (Figure 4) . However, the difference in the sensitivities to U tot bulk and S tot bulk is not as pronounced as in the laboratory-scale model. The reason for this is that, in contrast to the laboratory-scale model, the time periods of fast flow during which the sorption extent is decreased are short (Figure 7 ), as they are linked to the short peak flow phases. Consequently, the field-scale sensitivities are dominated by the longer slow flow phases where, as discussed earlier for the stop-flow events in the laboratory Figure 6 . (a) Center of mass M 1 and (b) total mass M 0 for synthetic groundwater composition (scenario 1), average measured groundwater composition (scenario 2), and river water intrusion with average measured river water composition (scenario 3). Figure 7 . Field-scale sorption extent of SOUO 2 OH at the center of initial plume in the mobile domain for synthetic groundwater composition (scenario 1). The slow flow phases represent conditions where the overall groundwater movement is relatively limited. The short peak flow events in between the longer slow flow phases represent high groundwater displacement due to drastic changes in river water level.
case, the parameter perturbations of both U tot bulk and S tot bulk have similar effect on the simulation results.
[41] Similar to S tot bulk , the sensitivities to the reaction constants K 1 and K 2 are somewhat higher than for the laboratory-scale model. This results also from the fact that the field-scale sensitivities are rather dominated by the slow flow phases which, as discussed, correspond to the stopflow events in the column. The impact of the K 1 and K 2 perturbation on simulation results is higher during the stopflow events (and thus in the slow flow phases in the field) compared to the periods in which flow occurs, as shown for K 1 in Figure 5b . The similar behavior of S tot bulk , K 1 , and K 2 is explained by the fact that their influence on the sorption extent Q is the same.
[42] Further, in agreement with the column scale, the field-scale sensitivities of the state variables to the physical mass transfer coefficient w are very low. However, for simulation periods much longer than 1 year, e.g., for cleanup times in a remediation scenario, we expect that this parameter becomes more important as the bulk of the U(VI) mass will reside in the immobile domain.
[43] With respect to U(VI) concentrations it can be noticed that the sensitivities to the Darcy flux q and of the rate constant distribution parameters m and s are somewhat lower than in the laboratory-scale model (Figure 4) . Here again the different advection regimes of laboratory and field-scale model are responsible for this effect. For q, m, and s, the impact of parameter perturbation on simulation results during the stop-flow events (i.e., slow flow phases in the field) is rather low (Figure 5b , not shown for s), as sorption disequilibrium is much less pronounced than in the flow events (i.e., peak flow phases in the field). Rate constants and parameters that affect the residence time yield lower sensitivities when sorption is close to equilibrium. For instance, if the system at a specific location is in equilibrium, a change in sorption rate constant will locally have no effect on the simulation results. On the other hand, perturbations of these parameters will successively become more important with increasing sorption disequilibrium. The same effect was noticed in other studies that investigated nonequilibrium mass transfer processes. For instance, Wagner and Harvey [1997] found that the stream-storage exchange coefficient defining the exchange rate of solutes between streams and (stagnant) storage zones becomes unidentifiable (and thus insensitive) when the concentration within a modeled tracer plume moving down the stream approaches equilibrium with the connected storage zone. In agreement to this, Vanderborght et al. [1997] found that the relative estimation uncertainty of the first-order mass exchange rate constant in a mobile-immobile solute transport model is higher if the system is closer to equilibrium.
[44] A notable difference between the field and laboratory-scale models is observed for the parameter sensitivities calculated from state variable M 0 . While the parameters U tot bulk , S tot bulk , K 1 , K 2 , im / m , and tot have similar patterns in both scale simulations, all remaining parameters for the field scale are nearly insensitive, in contrast to the laboratoryscale behavior. This occurs because the plume remains completely within the model domain during the entire fieldscale simulation period. By placing the plume next to the river in an alternative scenario and allowing mass to exit the model domain to the river, the parameter sensitivities increase (results are not shown), though still not comparable to the sensitivities for the laboratory-scale model.
[45] The sensitivities calculated from M 1 and M 2 show, in principle, the same pattern as those observed for the other state variables. Note, that the magnitude of the sensitivities with respect to M 2 is overall 3 times higher than with respect to the other state variables. As is the case for the laboratory scale, the M 1 and M 2 are insensitive to U tot bulk contrasting the results of the other state variables. This means U tot bulk only affects the magnitude of the aqueous phase concentration of U(VI) and not the mobility and the shape of the plume. Further, both for M 1 and M 2 the hydraulic conductivity (expressed here as Darcy flux q) is the most sensitive parameter and its sensitivity is much higher than for the other state variables. Other parameters, especially total porosity and the rate constant distribution parameters, also yield increased sensitivities for M 1 and M 2 . The reason for this lies in the fact that M 1 as well as M 2 contain spatial information of the mass distribution, including the plume fringes. For instance M 2 is a measure of the plume spreading and thus accounts for the extension of the plume fringes. The fringes, on the other hand, are characterized by higher sorption disequilibrium compared to the plume center. As discussed earlier, perturbations of rate constant parameters and parameters that affect the residence time yield greater model sensitivities when the system is in higher sorption disequilibrium. Compared to the field-scale sensitivity, the column scale sensitivities of M 1 and M 2 to q, do not show this drastic increase. This is because in the column, there are no distinctive plume fringes as in the field scale.
[46] The moments M 1 and M 2 in the field-scale model are not as sensitive to the longitudinal dispersivity a L as they are in the column model. Here the different advection regimes of column and field-scale model again appear to be the reason for this behavior. In the field-scale simulation the groundwater flow is dominated by the slow flow phases that, in terms of parameter sensitivities, correspond to the stop-flow events in the column model. As has been discussed for the column sensitivities, M 1 and M 2 are not sensitive to the dispersivity during the stop-flow events.
Average Measured Groundwater Composition and River Water Intrusion
[47] Except for a few individual parameters, the parameter sensitivities of scenarios 2 and 3 are mostly similar, while also showing little deviations from the results for scenario 1 (Figure 4) . However, differences in model sensitivities can be seen for the equilibrium constants K 1 and K 2 . In scenario 1, K 1 generates more model sensitivity than K 2 , while it is the reverse in scenarios 2 and 3. This is because in scenario 1 the concentration of SOUO 2 OH is always higher than that of SOUO 2 HCO 3 , whereas in scenarios 2 and 3 it is the opposite.
[48] The sensitivity to the total porosity tot considerably increases with respect to concentrations, mass flux and M 0 when changing the model setup from scenario 2 to scenario 3, i.e., when introducing a different river water composition (Figure 4 ). This is because the mixing zone of groundwater and river water (i.e., the dispersion front) never travels fully beyond the location of the uranium plume. If total porosity is increased, the mixing zone travels less far into the aquifer. Thus, compared to the unperturbed case, adsorbed U(VI) is exposed to a higher fraction of groundwater, which leads to more desorption and higher U(VI) aqueous phase concentrations and mass fluxes. An analogous explanation holds for the sensitivity changes of Darcy velocity q (Figure 4) , except for the sensitivity with respect to the U(VI) mass flux. The effect of perturbing tot and q would however diminish if the entire mixing zone was to travel beyond the plume location during river water intrusion, or if the initial plume location was closer to the river. There is no effect on the other parameter sensitivities when moving from scenario 2 to scenario 3 because perturbations of these parameters do not affect the river water/groundwater ratio, which is solely responsible for the observed changes in state variables between the two scenarios.
Location of Observation Point
[49] The magnitude of concentration and mass flux-based parameter sensitivities increases with distance from the initial plume center (Figure 8 , note the scale). As mentioned before, in the plume fringes, i.e., at some distance from the initial plume center, the sorption disequilibrium increases drastically. Correspondingly, rate constant parameters and parameters affecting the residence time generate increasing sensitivities with increasing distance from the plume center. This is in agreement also to the sensitivity results of Wagner and Harvey [1997] where the sensitivity to the mass exchange coefficient of a stream-storage zone exchange model was found to be higher within the fringe rather than the center of a simulated tracer plume.
[50] Further, with distance from the initial plume center the composite sensitivity to S tot bulk increases whereas the composite sensitivity to U tot bulk decreases (Figure 8 ), such that the sensitivties to U tot bulk and S tot bulk relative to each other show a reverse behavior as compared to those in the initial plume center (Figure 8 ). At 20 and 40 m distance the sorption extent Q is higher than the adsorbed concentrations of the majority of the sorption domains and thus dominates in equation (2). This contrasts with the conditions in the initial plume center. Therefore, with distance from the initial plume center, S tot bulk has a higher influence in equation (2), while the influence of U tot bulk is lower. The model sensitivities to K 1 and K 2 also increase with increasing distance from the initial plume center. This is because the effect of K 1 and K 2 on Q is the same as of S tot bulk . Increased sensitivity of simulated U(VI) concentrations to reaction and transport parameters at the plume fringe has also been found for the U(VI) reactive transport model of Tebes-Stevens et al. [2001] mentioned earlier in section 3.2 of the present paper.
Conclusions
[51] A laboratory-derived conceptual and numerical model for U(VI) transport in subsurface sediments was applied to a range of field-scale scenarios of different complexity to explore and compare model parameter sensitivities systematically under hypothetical field scenarios relevant to the Hanford 300A site. Different model state variables, i.e., concentrations, mass fluxes, total mass, and spatial moments, were used to evaluate the parameter sensitivities. Highest sensitivities were found for the parameters total initial uranium, total sorption site density, Darcy flux/ hydraulic conductivity, and the equilibrium constants of the surface complexation reactions. In general, the parameter sensitivities were found to be similar between the laboratory and the field scale, even though the field-scale models are characterized by rapidly changing groundwater hydraulic and geochemical conditions that result from the dynamic river water levels.
[52] However, important differences were observed between the laboratory and the field-scale sensitivities. Our study revealed that the parameter sensitivities mainly depended on three internal key variables: (1) the actual magnitude of sorption extent, (2) the actual magnitude of adsorbed uranium, and (3) the degree of actual sorption disequilibrium. These three internal variables were found to be different between the different advection regimes of the laboratory and field-scale systems, as well as between different positions of the observation point and different water compositions in the field. In terms of advection regime that control of the degree of actual sorption disequilibrium, parameter sensitivities at the laboratory scale were dominated by the long, sustained flow phases rather than the relatively short stop-flow events. In the field-scale model, however, they were characterized by the relatively long phases of limited groundwater movement (equivalent to the stop-flow events in the column) compared to the very short peak flow phases (equivalent to the flow events in the column). Another reason for differences in parameter sensitivities was the limited movement and spreading of the plume that prevented mass from exiting the field-scale model domain. The laboratory model, in contrast, was based on a column experiment where uranium was continually removed from the system.
[53] The findings implied that the U(VI) adsorption/ desorption kinetic process and its associated parameters play a central role for the response of the investigated system to parameter changes under both laboratory and field-scale conditions. Thus, it is critical to design laboratory experiments carefully to accurately characterize the U(VI) adsorption/desorption kinetic process, including its field-relevant condition dependencies (i.e., aqueous composition and advection regime), and its associated parameters (especially the initial conditions in the sorbed and aqueous phase, total sorption site density, and rate constant distribution).
[54] It is important to note that under other field-scale scenarios, e.g., pump and treat remediation generally taking place at time scales much larger than 1 year, parameter sensitivities might differ from those of the scenarios investigated here. However, the sensitivity study can provide some guidance on potentially favorable conditions and state variables for monitoring and modeling of controlled adsorption/ desorption field experiments at the Hanford 300A site, as those would typically be carried out for the time scales investigated by our simulations. The simulated plume fringes were found to be particularly sensitive to parameter perturbations due to rapidly changing concentration gradients resulting from the dynamics in groundwater flow and water chemistry. Thus, observed data from the fringes of an experimentally introduced U(VI) plume, especially during times of strong river water intrusion and/or recession, appear to be most beneficial for model development, calibration, and parameter estimation. On the other hand, finding favorable time periods with respect to the advection regime to monitor particular parameters that show increased sensitivity during higher degree of sorption disequilibrium might be impractical, as the associated peak flow events are quite short, i.e., in the range of a few days only.
[55] With the presented approach we were able to elucidate the mechanisms that affect the parameter sensitivities and to identify the importance of individual processes as well as their characteristic differences in controlling the fate of U(VI) at the different spatial scales. This has clearly deepened our fundamental understanding of the behavior of the investigated system. We believe that the approach and, to a certain extent also the particular characteristics of our studied systems, may be transferable to other U(VI) contaminated sites in which similar hydrological and hydrogeochemical conditions are present and where chemical and physical nonequilibrium processes affect the fate of U(VI).
