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Local Solvability of a Class of Degenerate Monge-Ampe`re
Equations and Applications to Geometry∗
Marcus A. Khuri
Abstract. We consider two natural problems arising in geometry which are equivalent to
the local solvability of specific equations of Monge-Ampe`re type. These are: the problem of
locally prescribed Gaussian curvature for surfaces in R3 , and the local isometric embedding
problem for two-dimensional Riemannian manifolds. We prove a general local existence
result for a large class of Monge-Ampe`re equations in the plane, and obtain as corollaries
the existence of regular solutions to both problems, in the case that the Gaussian curvature
possesses a nondegenerate critical point.
Mathematics Subject Classification (2000): 53B, 53A05, 35M10
1. Introduction
Let K(u, v) be a function defined in a neighborhood of a point in R2 , say
(u, v) = 0. A well-known problem is to ask, when does there exist a piece of a surface
z = z(u, v) in R3 having Gaussian curvature K ?
The classical results on this problem may be found in [10], [19], and [20]. They
show that a solution always exists when K is analytic or K does not vanish at the
origin. In the case that K ≥ 0 and is sufficiently smooth, or K(0) = 0 and ∇K(0) 6=
0, C.-S. Lin provides an affirmative answer in [15] and [16] (see [4] for a simplified proof
of [16]). When K ≤ 0 and ∇K possesses a certain nondegeneracy, Han, Hong, and
Lin [8] show that a solution always exists. Furthermore, if K degenerates to arbitrary
finite order on a single smooth curve, then Q. Han and the author independently
provide an affirmative answer in [5] and [11] (see also [6] for improved regularity).
For an excellent survey of these results and related topics, see [7]. In this paper we
prove the following,
Theorem 1.1. Suppose that the origin is a nondegenerate critical point for K and
K ∈ C l , l ≥ 100. Then there exists a piece of a C l−98 surface in R3 with Gaussian
curvature K .
If a surface in R3 is given by z = z(u, v), then its Gaussian curvature is given by
zuuzvv − z2uv = K(1 + |∇z|2)2. (1.1)
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Therefore our problem is equivalent to the local solvability of the above equation.
Another well-known and related problem, is that of the local isometric embedding
of surfaces into R3 . That is, if (M2, ds2) is a two-dimensional Riemannian manifold,
when can one realize this, locally, as a small piece of a surface in R3? Suppose
that ds2 = Edu2 + 2Fdudv + Gdv2 is given in the neighborhood of a point, say
(u, v) = 0. Then we must find three function x(u, v), y(u, v), z(u, v), such that
ds2 = dx2 + dy2 + dz2 . The following strategy was first used by J. Weingarten [25].
We search for a function z(u, v), with |∇z| sufficiently small, such that ds2 − dz2
is flat in a neighborhood of the origin. Suppose that such a function exists, then
since any Riemannian manifold of zero curvature is locally isometric to Euclidean
space (via the exponential map), there exists a smooth change of coordinates x(u, v),
y(u, v) such that dx2+dy2 = ds2−dz2 . Therefore, our problem is reduced to finding
z(u, v) such that ds2 − dz2 is flat in a neighborhood of the origin. A computation
shows that this is equivalent to the local solvability of the following equation,
(z11−Γi11zi)(z22−Γi22zi)− (z12−Γi12zi)2 = K(EG−F 2−Ez22−Gz21+2Fz1z2), (1.2)
where z1 = ∂z/∂u , z2 = ∂z/∂v , zij are second derivatives of z , and Γ
i
jk are Christof-
fel symbols. For this problem we obtain a similar result to that of theorem 1.1.
Theorem 1.2. Suppose that the origin is a nondegenerate critical point for K and
ds2 ∈ C l , l ≥ 102. Then there exists a C l−100 local isometric embedding into R3 .
We note that A. V. Pogorelov has constructed a C2,1 metric with no C2 isometric
embedding in R3 . Other examples of metrics with low regularity not admitting a local
isometric embedding have also been proposed by Nadirashvili and Yuan [17]. Fur-
thermore, an alternate method for obtaining smooth examples of local nonsolvability,
for equations with similar structure, may be found in [12].
Equations (1.1) and (1.2) are both two-dimensional Monge-Ampe`re equations.
With the goal of treating both problems simultaneously, we will study the local solv-
ability of the following general Monge-Ampe`re equation
det(zij + aij(u, v, z,∇z)) = Kf(u, v, z,∇z), (1.3)
where aij(u, v, p, q) and f(u, v, p, q) are smooth functions of p and q , f > 0, and
aij(0, 0, p, q) = ∂
αaij(0, 0, 0, 0) = 0, for any multi-index α in the variables (u, v)
satisfying |α| ≤ 2. Clearly (1.1) is of the form (1.3), and (1.2) is of the form (1.3) if
Γijk(0) = 0, which we assume without loss of generality. We will prove
Theorem 1.3. Suppose that K(0) = |∇K(0)| = 0, detHessK(0) 6= 0 or HessK(0)
has at least one negative eigenvalue, and K , aij , f ∈ C l , l ≥ 100. Then there exists
a C l−98 local solution of (1.3).
Remark. 1) The methods carried out below may be slightly modified to yield the
same result for the case when HessK(0) has at least one positive eigenvalue; and
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therefore ultimately include the case of genuine second order vanishing, that is, when
K(0) = |∇K(0)| = 0 and |∇2K(0)| 6= 0. It is conjectured that local solutions exist
whenever K vanishes to finite order and the aij vanish to an order greater than that
of K .
2) Recently Q. Han [9] together with the author, have shown that local solutions
exist for the isometric embedding problem whenever K vanishes to finite order and
the zero set K−1(0) consists of Lipschitz curves intersecting transversely at the origin.
Unfortunately the methods of [9] breakdown when the transversality assumption is re-
moved. Therefore theorem 1.3 (which allows tangential intersections) and the methods
used to prove it, may be considered as a first step towards the general conjecture.
Equation (1.3) is elliptic if K > 0, hyperbolic if K < 0, and of mixed type if
K changes sign in a neighborhood of the origin. Furthermore, the order to which K
vanishes determines how (1.3) changes type in the following way. If K(0) = 0 and
∇K(0) 6= 0 [16], then (1.3) is a nonlinear perturbation of the Tricomi equation:
vzuu + zvv = 0.
In our case, assuming that the origin is a nondegenerate critical point for K , (1.3) is
a nonlinear perturbation of Gallerstedt’s equation [3]:
±v2zuu + zvv = 0.
Therefore, if sufficiently small linear perturbation terms are added to the above two
equations, then the first (second) partial v -derivative of the zuu coefficient will not
vanish for the Tricomi (Gallerstedt) equation. It is this fact, which allows one to
obtain appropriate estimates for the linearized equation of (1.3) in both cases. This
observation, lemma 2.3 below, is the key to our approach.
From now on we only consider the case when HessK(0) has at least one negative
eigenvalue, since the case of two positive eigenvalues may be treated by the results
in [15] when K is nonnegative. Therefore, we can assume without loss of generality
that
Kf(u, v, z,∇z) = −v2 +O(|u|2 + |v|3 + |z|2 + |∇z|2).
Let ε be a small parameter and set u = ε4x, v = ε2y , z = u2/2− v4/12+ ε9w . Then
substituting into (1.3) and cancelling ε5 on both sides, equation (1.3) becomes
− y2wxx + wyy + εF˜ (ε, x, y, w,∇w,∇2w) = 0, (1.4)
where F˜ (ε, x, y, p, q, r) is smooth with respect to ε , p, q , and r . Choose x0 , y0 > 0
and define the rectangle X = {(x, y) | |x| < x0, |y| < y0} . Let ψ ∈ C∞(X) be a
cut-off function such that
ψ(x, y) =
{
1 if |x| ≤ x0
2
and |y| ≤ y0
2
,
0 if |x| ≥ 3x0
4
or |y| ≥ 3y0
4
,
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and cut-off the nonlinear term by F (ε, x, y, w,∇w,∇2w) = ψF˜ . Then solving
Φ(w) = −y2wxx + wyy + εF (ε, x, y, w,∇w,∇2w) = 0 in X, (1.5)
is equivalent to solving (1.3) locally at the origin.
In the following sections, we shall study the linearization of (1.5) about some
function w . The linearized equation is a small perturbation of Gallerstedt’s equation,
which as mentioned above admits certain estimates. These estimates are sufficient for
the existence of weak solutions, however the perturbation terms cause some difficulty
in proving higher regularity. To avoid this problem, we will regularize the equation
by appending a suitably small fourth order operator. In section §2 we shall prove the
existence of weak solutions for a boundary value problem associated to this modified
linearized equation. Regularity will be obtained in section §3. In section §4 we make
the appropriate estimates in preparation for the Nash-Moser iteration procedure.
Finally, in §5 we apply a modified version of the Nash-Moser procedure and obtain
a solution of (1.5).
2. Linear Existence Theory
In this section we will prove the existence of weak solutions for a small perturbation
of the linearized equation for (1.5). Fix a constant Λ > 0, and for all i, j = 1, 2 let
bij , bi , b ∈ Cr(R2) be such that:
i) the supports of bij , bi , and b are contained in X , and
ii)
∑ |bij |C10 + |bi|C10 + |b|C10 ≤ Λ.
We will study the following generalization of the linearization for (1.5),
L =
∑
i,j
aij∂xixj +
∑
i
ai∂xi + a, (2.1)
where x1 = x, x2 = y and a11 = −y2 + εb11 , a12 = εb12 , a22 = 1 + εb22 , a1 = εb1 ,
a2 = εb2 , a = εb.
To simplify (2.1), we shall make a change of variables that will eliminate the mixed
second derivative term. In constructing this change of variables we will make use of
the following lemma from ordinary differential equations.
Lemma 2.1 [1]. Let G(x, t) be a smooth real valued function in the closed rectangle
|x− s| ≤ T1 , |t| ≤ T2 . Let M = sup |G(x, t)| in this domain. Then the initial-value
problem dx/dt = G(x, t), x(0) = s, has a unique smooth solution defined on the
interval |t| ≤ min(T2, T1/M).
We now construct the desired change of variables.
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Lemma 2.2. For ε sufficiently small, there exists a Cr diffeomorphism
ξ = ξ(x, y), η = y
of X onto itself, such that in the new variables (ξ, η)
L =
∑
i,j
aij∂xixj +
∑
i
ai∂xi + a,
where x1 = ξ , x2 = η , a11 = −η2+εb11 , a12 ≡ 0, a22 = 1+εb22 , a1 = εb1 , a2 = εb2 ,
a = εb, and bij , bi , b satisfy:
i) bij, bi, b ∈ Cr−2(X),
ii) bij , bi , and b vanish in a neighborhood of the lines ξ = ±x0 , and
iii)
∑ |bij|C8(X) + |bi|C8(X) + |b|C8(X) ≤ Λ′ ,
for some fixed Λ′ .
Proof. Using the chain rule we find that a12 = a12ξx + a22ξy . Therefore, we seek a
smooth function ξ(x, y) such that
a12ξx + a22ξy = 0 in X , ξ(x, 0) = x, ξ(±x0, y) = ±x0. (2.2)
The boundary condition ξ(±x0, y) = ±x0 states that the vertical sides of ∂X will be
mapped identically onto themselves under the transformation (ξ, η). Moreover, the
horizontal portion of ∂X will be mapped identically onto itself since η = y . Thus,
(ξ, η) will act as the identity map on ∂X .
Since a12 = εb12 and a22 = 1 + εb22 , by property (ii) if ε is sufficiently small
the line y = 0 will be non-characteristic for (2.2). Then by the theory of first order
partial differential equations, (2.2) is reduced to the following system of first order
ODE:
x˙ =
a12
a22
, x(0) = s, − x0 ≤ s ≤ x0,
y˙ = 1, y(0) = 0,
ξ˙ = 0, ξ(0) = s, ξ(±x0, y) = ±x0,
where x = x(t), y = y(t), ξ(t) = ξ(x(t), y(t)) and x˙ , y˙ , ξ˙ are derivatives with
respect to t.
We first show that the characteristic curves, given parametrically by (x, y) =
(x(t), t), exist globally for −y0 ≤ t ≤ y0 . We apply lemma 2.1 with T1 = 2x0 and
T2 = y0 to the initial-value problem x˙ =
a12
a22
, x(0) = s. By property (ii) for the bij
M ≤ sup
X
|a12
a22
| = ε sup
X
| b12
1 + εb22
| ≤ εC0,
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so for ε small, M ≤ 2x0
y0
. Thus min(T2, T1/M) = y0 , and lemma 2.1 gives the desired
global existence.
We observe that ξ = s is constant along each characteristic. In particular, since
a12
a22
|(±x0,y) = 0 the characteristics passing through (±x0, 0) are the vertical lines
(±x0, t), so that ξ(±x0, y) = ±x0 is satisfied.
We now show that the map ρ : X → X given by
(s, t) 7→ (x(s, t), y(s, t)) = (x(s, t), t)
is a diffeomorphism, from which we will conclude that ξ = s(x, y) is a smooth function
of (x, y). To show that ρ is 1-1, suppose that ρ(s1, t1) = ρ(s2, t2). Then t1 = t2 and
x(s1, t1) = x(s2, t2), which implies that s1 = s2 by uniqueness for the initial-value
problem for ordinary differential equations. To show that ρ is onto, take an arbitrary
point (x1, y1) ∈ X , then we will show that there exists s ∈ [−x0, x0] such that
ρ(s, y1) = (x(s, y1), y1) = (x1, y1). Since the map x(s, ·) : [−x0, x0] → [−x0, x0] is
continuous and x(±x0, ·) = ±x0 , the intermediate value theorem guarantees that
there is s ∈ [−x0, x0] with x(s, y1) = x1 , showing that ρ is onto. Therefore, ρ has a
well-defined inverse.
To show that ρ−1 is smooth it is sufficient, by the inverse function theorem, to
show that the Jacobian of ρ does not vanish at each point of X . Since
Dρ =
(
xs xt
0 1
)
,
this is equivalent to showing that xs does not vanish in X . Differentiate the equation
for x with respect to s to obtain, d
dt
(xs) = (
a12
a22
)xxs , xs(0) = 1. Then by the mean
value theorem
|xs(s, t)− 1| = |xs(s, t)− xs(s, 0)| ≤ y0 sup
X
|(a12
a22
)x| sup
X
|xs|
for all (s, t) ∈ X . Thus, by property (ii) for the bij ,
1− εC1y0 sup
X
|xs| ≤ xs(s, t) ≤ εC1y0 sup
X
|xs|+ 1
for all (s, t) ∈ X . Hence for ε sufficiently small, xs(s, t) > 0 in X . We have now
shown that ρ is a diffeomorphism. Moreover, by lemma 2.1 and the inverse function
theorem we have ρ, ρ−1 ∈ Cr .
Lastly, we calculate a11 , a22 , a1 , a2 , and show that they possess the desired
properties. It will first be necessary to estimate the derivatives of ξ . By differentiating
(2.2) with respect to x, we obtain
(
a12
a22
)(ξx)x + (ξx)y = −(a12
a22
)xξx, ξx(x, 0) = 1.
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As above, let (x(t), y(t)) be the parameterization of an arbitrary characteristic, then
ξx(t) = ξx(x(t), y(t)) satisfies ξ˙x = −(a12a22 )xξx , ξx(0) = 1. By the mean value theorem
|ξx(t)− 1| = |ξx(t)− ξx(0)| ≤ y0 sup
X
|(a12
a22
)x| sup
X
|ξx|.
By property (ii) for the bij ,
1− εC1y0 sup
X
|ξx| ≤ ξx(t) ≤ εC1y0 sup
X
|ξx|+ 1.
Since this holds for any characteristic, we obtain
sup
X
|ξx| ≤ 1
1− εC1y0 := C2.
It follows from (2.2) that
sup
X
|ξy| ≤ C3,
where C2 , C3 are independent of ε and bij . In order to estimate ξxx , differentiate
(2.2) two times with respect to x:
(
a12
a22
)(ξxx)x + (ξxx)y = −2(a12
a22
)xξxx − (a12
a22
)xxξx, ξxx(x, 0) = 0.
Then the same procedure as above yields
sup
X
|ξxx| ≤ εC4y0 sup
X
|ξxx|+ εC5y0,
implying that
sup
X
|ξxx| ≤ εC5y0
1− εC4y0 := εC6.
Furthermore, using the above estimates we can differentiate (2.2) to obtain
sup
X
|ξxy| ≤ εC7, sup
X
|ξyy| ≤ εC8,
for some constants C7 , C8 independent of ε and bij . This procedure may be continued
to yield,
|∂αξ| ≤ εC9,
for any multi-index α satisfying 2 ≤ |α| ≤ 10.
We now show that a11 , a22 , a1 , a2 satisfy properties (i), (ii), (iii) and have the
desired form. Calculation shows that,
a11 = a11ξ
2
x + 2a12ξxξy + a22ξ
2
y , a1 = a11ξxx + 2a12ξxy + a22ξyy + a1ξx + a2ξy.
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Furthermore, according to the above estimates and the fact that the bij vanish in a
neighborhood of ∂X , we may write
ξx = 1 + εχ,
where χ ∈ Cr−1(X) vanishes in a neighborhood of the lines x = ±x0 . It follows that,
a11 = −η2 + εb11, a1 = εb1,
where b11 and b1 satisfy properties (i), (ii), (iii). Moreover, since a22 = a22 and
a2 = a2 , properties (i), (ii), (iii) hold for these coefficients as well. 
For the remainder of this section and section 3, (ξ, η) will be the coordinates of
the plane. For simplicity of notation we put x = ξ , y = η , and aij = aij , ai = ai ,
a = a , bij = bij , bi = bi , b = b .
In order to obtain a well-posed boundary value problem, we will study a regular-
ization of L in the infinite strip Ω = {(x, y) | |x| < x0} . More precisely, define the
operator
L
′
θ = −θ∂xxyy + L,
where θ > 0 is a small constant that will tend to zero in the Nash-Moser iteration
procedure. Furthermore, we will need to modify some of the coefficients of L away
from X as follows. First cut bij , bi , and b off near the lines y = ±y0 , so that by
property (ii) of lemma 2.2 these functions vanish in a neighborhood of ∂X , and the
coefficients aij , ai , and a are now defined on all of Ω. Choose values y1 , y2 , and
y3 such that y0 < y1 < y2 < y3 , and let δ > 0 be a small constant that depends on
y2 − y1 and y3 − y2 . Then redefine the coefficient a in the domain Ω−X so that:
i) a ∈ Cr−2(Ω),
ii) a ≡ 1 if |y| ≥ y1 ,
iii) a ≥ 0 for |y| ≥ y0 ,
iv) ∂ya ≥ 0 if y ≥ y0 , and ∂ya ≤ 0 if y ≤ −y0 .
Redefine a11 in Ω−X and near ∂Ω so that:
i) a11 ∈ Cr−2(Ω),
ii) a11 =
{
−y2 if y0 ≤ |y| ≤ y1,
−(y1+y2
2
)2 if |y| ≥ y2,
iii) ∂ya11 < 0 if y ≥ y0 , and ∂ya11 > 0 if y ≤ −y0 ,
iv) supΩ ∂yya11 ≤ δ ,
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v) a11|∂Ω ≤ −θ , ∂αxa11|∂Ω = 0, α ≤ r − 2, and supΩ |∂βxa11| ≤ εΛ′ , 1 ≤ β ≤ 8.
Lastly, redefine a2 in Ω−X so that:
i) a2 ∈ Cr−2(Ω),
ii) a2 =

0 if y0 ≤ |y| ≤ y2,
−δy + δ(y2+y3
2
) if y ≥ y3,
−δy − δ(y2+y3
2
) if y ≤ −y3,
iii) a2 ≤ 0 if y ≥ y2 , and a2 ≥ 0 if y ≤ −y2 ,
iv) sup|y|≥y2 |∂ya2| ≤ δ .
Denote the operator L with coefficients modified as above by L′ , and define
Lθ = −θ∂xxyy + L′.
Note that since we are studying a local problem, as stated in the introduction, we
may modify the coefficients of the linearization away from a fixed neighborhood of
the origin. This will become clear in the final section, where a modified version of
the Nash-Moser iteration scheme is used.
Consider the following boundary value problems
Lθu = f in Ω, u|∂Ω = 0, (2.3)
Lθu = f in Ω, ux|∂Ω = 0, (2.4)
and the corresponding adjoint problems
L∗θv = g in Ω, v|∂Ω = 0, (2.5)
L∗θv = g in Ω, vx|∂Ω = 0, (2.6)
where L∗θ is the formal adjoint of Lθ . The main result of this section is to obtain
weak solutions for all four problems.
We will make extensive use of the following function spaces. For m,n ∈ Z≥0 let
C(m,n)(Ω) = {u : Ω→ R | ∂αx ∂βy u ∈ C0(Ω), α ≤ m, β ≤ n},
C˜(m,n)(Ω) = {u ∈ C(m,n)(Ω) | u|∂Ω = 0, u has bounded support},
C˜(m,n)x (Ω) = {u ∈ C(m,n)(Ω) | ux|∂Ω = 0, u has bounded support}.
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Define the norm
‖ u ‖(m,n)= (
∑
α≤m, β≤n
‖ ∂αx ∂βy u ‖2L2(Ω))1/2,
and let H˜(m,n)(Ω) and H˜
(m,n)
x (Ω) be the respective closures of C˜(m,n)(Ω) and C˜
(m,n)
x (Ω)
in the norm ‖ · ‖(m,n) . Furthermore, let Hm(Ω) denote the Sobolev space of square
integrable derivatives up to and including order m, with norm ‖ · ‖m . Denote the
L2(Ω) inner product and norm by (·, ·) and ‖ · ‖ respectively, and define the negative
norm
‖ u ‖(−m,−n)= sup
v∈H˜(m,n)(Ω)
|(u, v)|
‖ v ‖(m,n) .
Let H˜(−m,−n)(Ω) be the closure of L2(Ω) in the norm ‖ · ‖(−m,−n) , then H˜(−m,−n)(Ω)
is the dual space of H˜(m,n)(Ω). The dual space of H˜
(m,n)
x (Ω) is defined similarly.
Let f ∈ L2(Ω). A function u ∈ L2(Ω) is said to be a weak solution of (2.3)
(respectively (2.4)) if
(u, L∗θv) = (f, v), for all v ∈ C˜∞(Ω) (for all v ∈ C˜∞x (Ω)).
We shall employ the energy integral method, developed by K. O. Friedrichs and
others, to prove the existence of weak solutions for (2.3) and (2.4). The first step is
to establish an a priori estimate.
Lemma 2.3 (Basic Estimate). If ε, θ , and δ are sufficiently small, then there exist
constants C1, C2 > 0 independent of ε, θ , δ , and functions A,B,C,D,E ∈ C∞(Ω)
where E > 0 and E = O(|y|) as |y| → ∞, such that:
(Au+Bux + Cuy +Duyy, Lθu) ≥
C1[‖ u ‖2 + ‖ Euy ‖2 +θ(‖ ux ‖2 + ‖ uxy ‖2 + ‖ uyy ‖2 +θ ‖ uxyy ‖2)],
for all u ∈ C∞(Ω) with bounded support such that ux(−x0, y) = 0, and either
u(x0, y) = 0 or ux(x0, y) = 0. Furthermore,
‖ u ‖ + ‖ uy ‖ +
√
θ(‖ ux ‖ + ‖ uxy ‖ + ‖ uyy ‖ +
√
θ ‖ uxyy ‖) ≤ C2 ‖ Lθu ‖,
for all u ∈ C˜∞(Ω) and for all u ∈ C˜∞x (Ω).
Proof. We first define the functions A,B,C and D . Let µ be a positive constant
such that 1
4
µ+ a11 ≥ 1 throughout Ω, and let γ ∈ C∞([−x0, x0]) be such that
γ(x) =
{
1 if −x0 ≤ x ≤ x02 ,
0 if x = x0,
with γ(x) > 0 except at x = x0 , and γ
′ ≤ 0. Define
A =
1
2
∂yC − a11,
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B = −θγ,
C =
{
µ∂ya11 if |y| < y0,
−2µy if |y| ≥ y0,
D = θ,
and note that A,B,C,D ∈ C∞(Ω).
We now prove the first estimate. Let u ∈ C∞(Ω) satisfy the given hypotheses. Let
(n1, n2) denote the unit outward normal to ∂Ω. Then integrate by parts to obtain:
(Au+Bux + Cuy +Duyy, Lθu) =∫ ∫
Ω
I1u
2
xyy + I2u
2
yy + 2I3uyyuxy + I4u
2
xy + 2I5uxyuxx
+2I6uxyuy + I7u
2
x + 2I8uxuy + I9u
2
y + I10u
2
+
∫
∂Ω
J1u
2
xy + J2uxyux + J3u
2
x + J4u
2
y + J5u
2;
where
J1 =
1
2
θBn1, J2 = θByn1, J3 =
1
2
Ba11n1,
2J4 = −θAxn1 − θCxyn1 + (Da11)xn1 −Da1n1,
2J5 = −(Aa11)xn1 + Aa1n1 +Ban1 + θAxyyn1,
and the remaining I1, . . . , I10 will be given below as each term is estimated. First
note that J2|∂Ω = J4|∂Ω ≡ 0. Furthermore J1 = · · · = J5 ≡ 0 on the portion of
the boundary, x = x0 , since γ(x0) = 0. Whereas on the other half of the boundary,
x = −x0 , we have ux(−x0, y) = 0 and J5 = 12Ban1 ≥ 0. It follows that the entire
boundary integral is nonnegative.
We now proceed to estimate the integral over Ω, beginning with I1 , I5 , and I10 ,
which are given by
I1 = θD, I5 = −1
2
θBy,
2I10 = (Aa11)xx + (Aa22)yy − (Aa1)x − (Aa2)y
+ 2Aa− (Ca)y − (Ba)x − θAxxyy + (Da)yy.
Since B is a function of x alone, I5 ≡ 0, and by definition of D , I1 = θ2 . It will now
be shown that I10 ≥ M1 in Ω, for some constant M1 > 0 independent of ε and θ .
In order to accomplish this we shall treat the regions |y| ≤ y0 , y0 ≤ |y| ≤ y1 ,
y1 ≤ |y| ≤ y2 , and |y| ≥ y2 separately. Moreover, throughout this proof Mi ,
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i = 1, 2, . . ., will always denote positive constants independent of ε and θ . A com-
putation yields,
I10 = −a22∂yya11 − a11a− 1
2
C∂ya− 1
2
(Aa2)y +O(ε+ θ).
In the region |y| ≤ y0 we have a, ∂ya, a2, ∂ya2 = O(ε), a22 = 1 + O(ε), and
∂yya11 = −2 + O(ε), so that here I10 ≥ M2 . If y0 ≤ |y| ≤ y1 , the conditions
placed on a guarantee that
−a11a− 1
2
C∂ya ≥ 0;
furthermore a22 , a11 , and a2 have the same properties in this region as in the previous.
Hence, I10 ≥M3 when y0 ≤ |y| ≤ y1 . If y1 ≤ |y| ≤ y2 then
−a22∂yya11 = O(δ), − a11a ≥ y21, a2 = ∂ya ≡ 0,
showing that I10 ≥M4 in this region. Lastly, when |y| ≥ y2 we have I10 ≥M5 since
∂yya11 = ∂ya ≡ 0, − a11a = (y1 + y2
2
)2, − 1
2
(Aa2)y = O(δ).
The desired conclusion now follows by combining the above estimates.
Next we show that∫ ∫
Ω
I2u
2
yy + 2I3uyyuxy + I4u
2
xy ≥M6θ(‖ uyy ‖2 + ‖ uxy ‖2),
where
I2 = −1
2
θDxx +Da22, I3 = −1
2
θCx,
I4 = −1
2
θCy − 1
2
θBx − θA+Da11.
This will follow if I2 ≥M7θ , I4 ≥ M8θ , and I2I4 − I23 > 0. A calculation shows that
I2 = θa22 = θ(1 +O(ε)), I3 = O(εθ),
I4 = 2θ(a11 − 1
2
Cy) +O(εθ) = 2θ(µ+ a11 +O(ε)).
Therefore, since µ was chosen so that µ+a11 ≥ 1 in Ω, the desired conclusion follows
if ε is sufficiently small.
We now show that∫ ∫
Ω
I7u
2
x + 2I8uxuy + I9u
2
y ≥M9(θ ‖ ux ‖2 + ‖ Euy ‖2),
where
2I7 = −2Aa11 − (Ba11)x + 2Ba1 + (Ca11)y + θBxyy + θAyy − (Da11)yy,
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2I8 = −(Ba22)y +Ba2 − (Ca11)x + Ca1 + θAxy + (Da11)xy − (Da1)y,
2I9 = −2Aa22 − (Ca22)y + 2Ca2 + θCxxy + θAxx
− (Da11)xx − (Da2)y + (Da1)x − 2Da.
Again, this will follow if I7 ≥ M10θ , I9 ≥ M11E2 , and I7I9 − I28 > 0. A calculation
shows that
I7 = a
2
11 +
1
2
C∂ya11 + θ(−∂yya11 + 1
2
γxa11 +O(ε)),
I8 = −1
2
Cxa11 − 1
2
C∂xa11 +
1
2
Ca1 +
1
2
Ba2 +O(θ),
I9 = (a11 − Cy)a22 + Ca2 +O(ε+ θ)
= (2µ+ a11 +O(ε))(1 +O(ε)) + Ca2 +O(ε+ θ).
Then I9 ≥ M11E2 immediately follows since Ca2 = O(ε) if |y| ≤ y0 , Ca2 ≥ 0 if
|y| ≥ y0 , Ca2 = O(|y|2) as |y| → ∞ , and 2µ+ a11 ≥ 1. To show that I7 ≥M10θ , we
consider the regions |y| ≤ y0 and |y| ≥ y0 separately. If |y| ≤ y0 then
C∂ya11 = µ(∂ya11)
2 ≥ 0, − ∂yya11 = 2 +O(ε), γxa11 ≥ −O(ε),
so that here I7 ≥ 2θ + O(εθ). Furthermore, when |y| ≥ y0 we have I7 ≥ y40 + O(θ)
since
a211 ≥ y40, C∂ya11 ≥ 0.
Finally, I7I9 − I28 > 0 follows from the next calculation. If |y| ≤ y0 then
I7I9 − I28 ≥ (a211 +
µ
2
(∂ya11)
2 + 2θ +O(εθ))(1 +O(ε+ θ))
− 1
4
O(ε2)a211 −
1
4
O(ε2)(∂ya11)
2 − O(εθ + θ2),
whereas if |y| ≥ y0 then
I7I9 − I28 ≥ (y40 +O(θ))(1 +O(δy2))−O(θ2y2).
Lastly, we deal with the term 2I6uxyuy . Consider the quadratic form:
M6θu
2
xy + 2I6uxyuy +M9E
2u2y,
where
I6 = −1
2
Ba22.
Since
(M2θ)(M3E
2)− I26 ≥M11θ −M12θ2(1 +O(ε))
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for some M11 , M12 , we obtain
M6θu
2
xy + 2I6uxyuy +M9E
2u2y ≥M13(θu2xy + E2u2y).
This completes the proof of the first estimate.
To obtain the second estimate we need only observe that the above arguments hold
if B ≡ 0 and u ∈ C˜∞(Ω) or u ∈ C˜∞x (Ω). Then an application of Cauchy’s inequality
(ab ≤ λa2+ 1
4λ
b2 , λ > 0) yields the desired result. The reason for including B in the
first estimate will soon become clear. 
Having established the basic estimate, our goal shall now be to establish dual
inequalities of the form:
‖ v ‖≤ C1 ‖ L∗θv ‖(−1,−2) for all v ∈ C˜∞(Ω),
‖ v ‖≤ C2 ‖ L∗θv ‖(−1,−2) for all v ∈ C˜∞x (Ω).
The existence of weak solutions to problems (2.3) and (2.4) will then easily follow
from these two dual estimates, respectively. In order to establish the dual estimates,
we will need the following lemma. Let P denote the differential operator
P = D∂2y +B∂x + C∂y + A,
where A,B,C, and D are defined in lemma 2.3. Note that P is parabolic in Ω, away
from the portion of the boundary, x = x0 . This is the reason for including B in the
first estimate of lemma 2.3.
Lemma 2.4. For every v ∈ C˜∞(Ω) there exists a unique solution u ∈ C∞(Ω) ∩
H4(Ω) ⊂ C∞(Ω) ∩ C2(Ω) of
Pu = v in Ω, u(−x0, y) = ux(−x0, y) = 0, u(x0, y) = 0.
Furthermore, for every v ∈ C˜∞x (Ω) there exists a unique solution u ∈ C∞(Ω) ∩
H4(Ω) ⊂ C∞(Ω) ∩ C2(Ω) of
Pu = v in Ω, ux(−x0, y) = 0, ux(x0, y) = 0.
Proof. Let τ > 0 be a small parameter, and define the subdomains
Ωτ = {(x, y) | −x0 < x < x0 − τ}.
Then P is parabolic in Ωτ for each τ .
We now consider the case when v ∈ C˜∞(Ω). The parabolicity of P guarantees
the existence (see [13]) of a unique solution to the Cauchy problem
Pu = v in Ω, u(−x0, y) = 0,
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such that u ∈ H∞(Ωτ ) for every τ . Furthermore, ux(−x0, y) = 0 since
Bux|(−x0,y) = Pu|(−x0,y) = v(−x0, y) = 0.
We shall now show that u ∈ H4(Ω). This will be accomplished by estimating the
H4(Ωτ ) norm of u in terms of the H
4(Ω) norm of v , independent of τ . To facilitate
the estimates, we first construct an appropriate approximating sequence, {uk}∞k=1 ,
for u . Define functions νk ∈ C∞(R) by
νk(y) =
{
1 if |y| ≤ k,
0 if |y| ≥ 3k, (2.7)
such that 0 ≤ νk ≤ 1, sup |ν ′k| ≤ 1k , and |νk|C4(Ω) ≤ M for some constant M
independent of k . Let uk = νku , then:
i) uk ∈ C∞(Ωτ ) for all τ ,
ii) uk has bounded support and uk(−x0, y) = ukx(−x0, y) = 0,
iii) ‖ u− uk ‖4,Ωτ→ 0 as k →∞ ,
iv) ‖ Cuy − Cuky ‖Ωτ→ 0 as k →∞ ,
where C was defined in lemma 2.3. All of the above properties are evident except for
(iv), and (iv) follows from the following calculation. Let
Ω(k1,k2)τ = {(x, y) ∈ Ωτ | k1 ≤ |y| ≤ k2},
then
‖ Cuy − Cuky ‖2Ωτ ≤ ‖ C(uy − νkuy) ‖2 + ‖ Cν ′ku ‖2
≤
∫ ∫
Ω
(k,∞)
τ
C2u2y +
∫ ∫
Ω
(k,3k)
τ
(Cν ′k)
2u2
≤
∫ ∫
Ω
(k,∞)
τ
C2u2y +
∫ ∫
Ω
(k,3k)
τ
(6µk)2(
1
k
)2u2,
where µ was defined in the proof of lemma 2.3. By solving for Cuy in the equation
Pu = v , we have
Cuy = v −Duyy − Bux −Au ∈ L2(Ωτ ).
Therefore ∫ ∫
Ω
(k,∞)
τ
C2u2y → 0 as k →∞.
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Furthermore, ∫ ∫
Ω
(k,3k)
τ
36µ2u2 → 0 as k →∞
since u ∈ L2(Ωτ ). This proves (iv).
We now proceed to estimate the H4(Ωτ ) norm of u . Let ζ = ζ(y) ∈ C∞(R) be
such that ζ < 0, ζ(y) = −|y|−1/2 if |y| ≥ y1 , ζ ′(y) ≥ 0 if y ≥ 0, and ζ ′(y) ≤ 0 if
y ≤ 0. Then set κ = 2 sup |ζa11| , and integrate by parts to obtain∫ ∫
Ωτ
(κukyy + ζu
k)Puk =
∫ ∫
Ωτ
[κD](ukyy)
2 + [−Dζ + κ(1
2
Bx − 1
2
Cy − A)](uky)2
+[
1
2
κAyy +
1
2
(Dζ)yy − 1
2
(Bζ)x − 1
2
(Cζ)y + ζA](u
k)2
+
∫
∂Ωτ
[−1
2
κBn1](u
k
y)
2 + [
1
2
Bζn1](u
k)2.
The boundary integral is nonnegative since uk(−x0, y) = uky(−x0, y) = 0, and
−κBn1|(x0−τ,y), Bζn1|(x0−τ,y) > 0. Also, κD > 0,
−Dζ + κ(1
2
Bx − 1
2
Cy −A) ≥ κ(2µ+ a11 +O(ε+ θ)) ≥ κ,
and
1
2
κAyy +
1
2
(Dζ)yy − 1
2
(Bζ)x − 1
2
(Cζ)y + ζA
= −1
2
κ∂yya11 − 1
2
Cζy − ζa11 + 1
2
(Dζ)yy − 1
2
(Bζ)x +O(ε)
≥

κ− ζa11 +O(ε+ θ) if |y| ≤ y1,
|y|−1/2[1
2
µ+ a11 +O(θ)] +O(κδ) if y1 ≤ |y| ≤ y2,
|y|−1/2[1
2
µ+ a11 +O(θ)] if |y| ≥ y2.
Therefore if ε , θ , and δ are sufficiently small, we may apply the Schwartz inequality
followed by Cauchy’s inequality to obtain
‖
√
−ζuk ‖Ωτ + ‖ uky ‖Ωτ + ‖ ukyy ‖Ωτ≤M1 ‖ Puk ‖Ωτ ,
for some constant M1 independent of τ . The properties of u
k guarantee that by
letting k →∞ , we obtain
‖
√
−ζu ‖Ωτ + ‖ uy ‖Ωτ + ‖ uyy ‖Ωτ≤M1 ‖ Pu ‖Ωτ=M1 ‖ v ‖Ωτ≤M1 ‖ v ‖ .
We now estimate ∂αx ∂
β
y u for α = 1, . . . , 4, and β = 0, 1, 2. Differentiate Pu = v
with respect to x:
D(ux)yy +B(ux)x + C(ux)y + (A+Bx)ux = vx − Cxuy − Axu. (2.8)
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Since ux(−x0, y) = 0 and Ax , Cx vanish outside a compact set, we can apply the
same procedure as above to obtain
‖
√
−ζux ‖Ωτ + ‖ uxy ‖Ωτ + ‖ uxyy ‖Ωτ ≤ M1 ‖ vx − Cxuy − Axu ‖Ωτ
≤ M2(‖ vx ‖Ωτ + ‖ uy ‖Ωτ + ‖ u ‖Ωτ )
≤ M3(‖ v ‖ + ‖ vx ‖).
Differentiating (2.8) with respect to x produces
D(uxx)yy +B(uxx)x + C(uxx)y + (A+ 2Bx)uxx
= vxx − ∂x(Cxuy + Axu)− Cxuxy − (Ax +Bxx)ux := v1.
Again we apply the same method. However, since uxx(−x0, y) = B−1vx|(−x0,y) from
(2.8), we now have
‖
√
−ζuxx ‖Ωτ +‖ uxxy ‖Ωτ +‖ uxxyy ‖Ωτ ≤ M1 ‖ v1 ‖Ωτ +M4
≤ M5(‖ v ‖+‖ vx ‖+‖ vxx ‖)+M4,
where M4 = κ|B|−1(
∫
x=−x0
v2xy + v
2
x)
1/2 which is independent of τ . We can estimate
‖ √−ζ∂αxu ‖Ωτ , α = 3, 4, and ‖ ∂αx ∂βy u ‖Ωτ , α = 3, 4, β = 1, 2, in a similar manner.
To estimate uyyy , differentiate Pu = v with respect to y :
D(uy)yy +B(uy)x + C(uy)y + (A + Cy)uy = vy −Ayu. (2.9)
Since uy(−x0, y) = 0, Cy < 0, and Ay vanishes outside a compact set, the same
method as above yields
‖
√
−ζuy ‖Ωτ + ‖ uyy ‖Ωτ + ‖ uyyy ‖Ωτ ≤ M1 ‖ vy −Ayu ‖Ωτ
≤ M6(‖ v ‖ + ‖ vy ‖).
Furthermore, ‖ uxyyy ‖Ωτ and ‖ uyyyy ‖Ωτ can be estimated by differentiating (2.9)
with respect to x and y , respectively.
The combination of all the above estimates produces,
4∑
α=0
‖
√
−ζ∂αxu ‖Ωτ +
∑
α+β≤4
β 6=0
‖ ∂αx∂βy u ‖Ωτ≤M7 ‖ v ‖4 +M8,
where M7 and M8 are independent of τ . Then letting τ → 0 we find that
∂αx∂
β
y u ∈ L2(Ω), α + β ≤ 4, β 6= 0, and that
√−ζ∂αxu ∈ L2(Ω), α = 0, . . . , 4.
It follows that u ∈ H4(K) for every compact K ⊂ Ω, so that u ∈ C2(Ω).
We now show that ∂αxu ∈ L2(Ω), α = 0, . . . , 4. Let ̺1, ̺2 ∈ C∞(R) be given by
̺1(x) =
{
−B + θ if −x0 ≤ x ≤ −x02 ,
0 if 0 ≤ x ≤ x0.
̺2(y) =
{
−y if |y| ≤ y0,
0 if |y| ≥ T ,
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such that ̺2(y) ≤ 0 if y > 0 and ̺2(y) ≥ 0 if y < 0, where T > 0 is large enough so
that −1 ≤ ̺′2 ≤ ε . Then define B = B+ ̺1 and C = C + ̺2− εµ∂yb11 = −2µy+ ̺2 ,
and set
P = B∂x + C∂y + A.
If w ∈ C∞c (Ω), then integrating by parts yields
(w, P
∗
w) =
∫ ∫
Ω
[−1
2
Bx − 1
2
Cy + A]w
2 +
∫
∂Ω
[−1
2
Bn1]w
2.
The boundary integral is nonnegative since B(−x0, y) = θ and B(x0, y) = 0. Fur-
thermore,
−1
2
Bx − 1
2
Cy + A = −̺′2 − a11 +O(ε+ θ) ≥M9
for some constant M9 > 0. Thus
‖ w ‖≤M10 ‖ P ∗w ‖ . (2.10)
Since v − Duyy + ̺1ux + (̺2 − εµ∂yb11)uy ∈ L2(Ω), (2.10) implies (see the proof of
theorem 2.1 below) the existence of a weak solution u˜ ∈ L2(Ω) of
P u˜ = v −Duyy + ̺1ux + (̺2 − εµ∂yb11)uy, u˜(−x0, y) = 0.
We shall now show that u ≡ u˜ . Since P is a first order differential operator,
we may apply G. Peyser’s extension [21] of Friedrichs’ result [2] on the identity of
weak and strong solutions to obtain a sequence {u˜k}∞k=1 , such that u˜k ∈ C∞(Ω) has
bounded support, satisfies u˜k(−x0, y) = 0, and
‖ u˜− u˜k ‖ + ‖ Pu˜k − (v −Duyy + ̺1ux + (̺2 − εµ∂yb11)uy) ‖→ 0 as k →∞.
Set vk = u− u˜k . Using the fact that |y|−1/4vk → |y|−1/4(u− u˜) ∈ L2(Ω) and recalling
the definition of P , we have
|(−|y|−1/4vk, Pvk)| ≤ ‖ |y|−1/4vk ‖‖ Pvk ‖
≤ M11 ‖ v −Duyy + ̺1ux + (̺2 − εµ∂yb11)uy − P u˜k ‖→ 0.
Then the following calculation shows that ‖ u − u˜k ‖L2(K)→ 0 for every compact
K ⊂ Ω:
(−|y|−1/4vk, Pvk) = lim
t→∞
∫ ∫
Ω(0,t)
[
1
2
|y|−1/4Bx + 1
2
(|y|−1/4C)y − |y|−1/4A](vk)2
+
∫
∂Ω(0,t)
[−1
2
|y|−1/4Cn2 − 1
2
|y|−1/4Bn1](vk)2
≥ lim
t→∞
∫ ∫
Ω(0,t)
[|y|−1/4(1
4
µ+ a11 − 1
2
+O(ε+ θ))](vk)2
≥ M12 ‖ |y|−1/8vk ‖2K .
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Therefore u ≡ u˜ in L2(Ω).
Differentiating the equation Pu = v with respect to ∂αx , α = 1, . . . , 4, and apply-
ing the above procedure, shows that ∂αxu ∈ L2(Ω), α = 1, . . . , 4. We now have that
u ∈ H4(Ω).
To complete the case when v ∈ C˜∞(Ω), we must show that u(x0, y) = 0. Since
B(x0, y) = 0, from the equation Pu = v we find that
(Duyy + Cuy + Au)|(x0,y) = v(x0, y) = 0.
Furthermore since u ∈ H4(Ω), u→ 0 as |y| → ∞ . Therefore, applying the maximum
principle to the above equation, we have u(x0, y) = 0.
We now consider the case when v ∈ C˜∞x (Ω). Let h(y) ∈ H∞(R) be the unique
solution of the ODE:
D(−x0, y)h′′ + C(−x0, y)h′ + A(−x0, y)h = v(−x0, y).
Then as before, the parabolicity of P guarantees the existence of a unique solution
to the Cauchy problem
Pu = v in Ω, u(−x0, y) = h(y),
such that u ∈ H∞(Ωτ ) for every τ . Furthermore, ux(−x0, y) = 0 since
Bux|(−x0,y) = v(−x0, y)− (Duyy + Cuy + Au)|(−x0,y) = 0.
Moreover, the same methods used above can be used here to show that u ∈ H4(Ω).
Lastly, to show that ux(x0, y) = 0, differentiate Pu = v with respect to x and use
that B(x0, y) = 0 to obtain
(D(ux)yy + C(ux)y + (A+Bx)ux)|(x0,y) = vx(x0, y)− (Cxuy + Axu)|(x0,y) = 0.
Since ux → 0 as |y| → ∞ , by the maximum principle ux(x0, y) = 0. 
With lemma 2.4 we are now in a position to establish the dual inequalities.
Proposition 2.1. There exist constants M1,M2 such that:
‖ v ‖≤M1 ‖ L∗θv ‖(−1,−2) for all v ∈ C˜∞(Ω),
‖ v ‖≤M2 ‖ L∗θv ‖(−1,−2) for all v ∈ C˜∞x (Ω).
Proof. We first consider the case when v ∈ C˜∞(Ω). Let u ∈ C∞(Ω) ∩H4(Ω) be the
unique solution of
Pu = v in Ω, u(−x0, y) = ux(−x0, y) = 0, u(x0, y) = 0,
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given by lemma 2.4.
We now show that
(Au+Bux + Cuy +Duyy, Lθu) ≥
C1[‖ u ‖2 + ‖ Euy ‖2 +θ(‖ ux ‖2 + ‖ uxy ‖2 + ‖ uyy ‖2 +θ ‖ uxyy ‖2)],
where A,B,C,D,E , and C1 were given in lemma 2.3. Let νk be given by (2.7) and
define the sequence {uk}∞k=1 , where uk = νku . Then as in the proof of lemma 2.4 we
have:
i) uk ∈ C∞(Ω) ∩H4(Ω),
ii) uk has bounded support and ukx(−x0, y) = 0, uk(x0, y) = 0,
iii) ‖ u− uk ‖4→ 0 as k →∞ ,
iv) ‖ Euy − Euky ‖→ 0 as k →∞ .
Let {uk}∞k=1 a C∞ approximation of {uk}∞k=1 such that:
i) uk ∈ C∞(Ω),
ii) uk has bounded support and (uk)x(−x0, y) = 0, uk(x0, y) = 0,
iii) ‖ uk − uk ‖4→ 0 as k →∞ ,
iv) ‖ Euky −E(uk)y ‖→ 0 as k →∞ .
Then applying lemma 2.3 we have,
(Au+ Bux + Cuy +Duyy, Lθu)
= lim
k→∞
(Auk+B(uk)x+C(uk)y+D(uk)yy, Lθuk)
≥ lim
k→∞
C1[‖ uk ‖2+‖ E(uk)y ‖2+θ(‖ (uk)x ‖2+‖ (uk)xy ‖2+‖ (uk)yy ‖2+θ ‖ (uk)xyy ‖2)]
= C1[‖ u ‖2 + ‖ Euy ‖2 +θ(‖ ux ‖2 + ‖ uxy ‖2 + ‖ uyy ‖2 +θ ‖ uxyy ‖2)].
By the above estimate and definition of the negative norms, it follows that
‖ L∗θv ‖(−1,−2)‖ u ‖(1,2) ≥ (L∗θv, u)
= (v, Lθu)
= (Au+Bux + Cuy +Duyy, Lθu)
≥ C1[‖ u ‖2 + ‖ Euy ‖2
+θ(‖ ux ‖2 + ‖ uxy ‖2 + ‖ uyy ‖2 +θ ‖ uxyy ‖2)].
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Furthermore, using Cauchy’s inequality and the equation Pu = v , we obtain
‖ L∗θv ‖(−1,−2) ≥ C ′1[‖ u ‖ + ‖ Euy ‖ +
√
θ(‖ ux ‖ + ‖ uxy ‖ + ‖ uyy ‖ +
√
θ ‖ uxyy ‖)]
≥ M−11 ‖ v ‖,
for some constants C
′
1,M1 > 0. Moreover, similar arguments may be used to treat
the case when v ∈ C˜∞x (Ω). 
The existence of weak solutions to problems (2.3) and (2.4) immediately follows
from proposition 2.1 by a standard functional analytic argument. We include the
proof here for convenience.
Theorem 2.1. For each f ∈ L2(Ω) there exists a weak solution u ∈ H˜(1,2)(Ω),
H˜
(1,2)
x (Ω) of (2.3), (2.4) respectively.
Proof. We shall first treat problem (2.3). Let W = L∗θ(C˜
∞(Ω)) and define the linear
functional F :W → R by
F (L∗θv) = (f, v).
Using proposition 2.1, the following calculation will show that F is bounded as a
linear functional on the subspace W of H˜(−1,−2)(Ω),
|F (L∗θv)| = |(f, v)|
≤ ‖ f ‖‖ v ‖
≤ M1 ‖ f ‖‖ L∗θv ‖(−1,−2) .
Use the Hahn-Banach theorem to extend F from W onto the whole space H˜(−1,−2)(Ω).
It follows from the Riesz representation theorem that there exists u ∈ H˜(1,2)(Ω) such
that
F (w) = (u, w) for all w ∈ H˜(−1,−2)(Ω).
Thus, restricting w to W we have
(u, L∗θv) = F (L
∗
θv) = (f, v) for all v ∈ C˜∞(Ω).
The case of problem (2.4) may be treated in a similar manner. 
We now prove the existence of weak solutions for the adjoint problems (2.5) and
(2.6). The existence of solutions for these problems will be needed in the next section,
where they will aid in proving higher regularity for solutions of (2.3).
The formal adjoint of Lθ is given by
L∗θ = −θ∂xxyy + a11∂xx + a22∂yy
+(2∂xa11 − a1)∂x + (2∂ya22 − a2)∂y + (∂xxa11 + ∂yya22 − ∂xa1 − ∂ya2 + a).
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All the coefficients of L∗θ , denoted a
∗
ij , a
∗
i , a
∗ , have the same properties as the coeffi-
cients of Lθ , except a
∗
2 = 2∂ya22 − a2 . This difference will not allow us to directly
apply the above procedure to obtain weak solutions for (2.5) and (2.6). However, if
h(x, y) = e
2
∫ y
0
a2(x,t)
a22(x,t)
dt
,
then by setting v = hw , the equation L∗θv = g becomes L
∗
θw = g/h, where
L
∗
θ = −θ∂xxyy − 2θ
hy
h
∂xxy − 2θhx
h
∂xyy
+(a∗11 − θ
hyy
h
)∂xx − 4θhxy
h
∂xy + (a
∗
22 − θ
hxx
h
)∂yy
+(a∗2 + 2a
∗
22
hy
h
− 2θhxxy
h
)∂y + (a
∗
1 + 2a
∗
11
hx
h
− 2θhxyy
h
)∂x
+(a∗11
hxx
h
+ a∗22
hyy
h
+ a∗1
hx
h
+ a∗2
hy
h
+ a∗ − θhxxyy
h
).
The special choice of h guarantees that the coefficient of ∂y in L
∗
θ is 3a2+O(ε+θ), so
that all the coefficients of L
∗
θ have the same properties as the coefficients of Lθ , where
Lθw = f/h is the equation obtained from Lθu = f by setting u = hw . Therefore if
g ∈ L2(Ω), the problems
L
∗
θw = g/h in Ω, w|∂Ω = 0,
L
∗
θw = g/h in Ω, wx|∂Ω = 0,
have weak solutions of the form w = v/h, where v ∈ H˜(1,2)(Ω), H˜(1,2)x (Ω) respectively.
We then obtain
Corollary 2.1. For each g ∈ L2(Ω) there exists a weak solution v ∈ H˜(1,2)(Ω),
H˜
(1,2)
x (Ω) of (2.5), (2.6) respectively.
3. Linear Regularity
The purpose of this section is to establish the regularity, in X , of weak solutions
to problem (2.3) for a particular choice of the right-hand side, f . This shall be
accomplished by establishing the uniqueness of weak solutions to problems (2.3) and
(2.4) in L2(Ω), and then applying a boot-strap argument.
In order to obtain the uniqueness of weak solutions, we will utilize the notion of
a strong solution, in particular, for first order systems. The definition of a strong
solution will be given below. We first introduce the notation and terminology that
will be used for first order systems. Consider a boundary value problem
SU = A1Ux + A2Uy + A3U = F in Ω, U |∂Ω ∈ N, (3.1)
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where A1, A2, A3 are n×n matrices, U and F are n-vectors, and N is a linear sub-
space of the space of n-vector valued functions restricted to ∂Ω. The corresponding
adjoint problem is given by
S∗V = −A∗1Vx − A∗2Vy + (A∗3 − ∂xA∗1 − ∂yA∗2)V = G in Ω, V |∂Ω ∈ N∗,
where A∗i denotes the transpose of Ai , and N
∗ is the orthogonal complement of
△N , where △ is the matrix defined on ∂Ω by A1n1+A2n2 , and (n1, n2) is the unit
outward normal to ∂Ω.
Let F ∈ L2(Ω). The notion of a weak solution to problem (3.1) is similar to the
definition given in section §2 for single equations. That is, U ∈ L2(Ω) is said to be
a weak solution of (3.1) whenever
(S∗V, U) = (V, F ),
for every V ∈ C∞(Ω) with bounded support and such that V |∂Ω ∈ N∗ . We now give
the definition of a strong solution.
Definition 3.1. U ∈ L2(Ω) is a strong solution of (3.1) if there exists a sequence
{Uk}∞k=1 , such that Uk ∈ C∞(Ω) with bounded support, Uk|∂Ω ∈ N , and
‖ Uk − U ‖→ 0, ‖ SUk − F ‖→ 0, as k →∞.
Clearly, a strong solution is a weak solution. Moreover, using techniques developed by
Friedrichs [2] and Lax-Phillips [14], G. Peyser [21] has obtained the following converse
statement.
Theorem 3.1 (Identity of Weak and Strong Solutions). Let the following
conditions on the operator S and the boundary space N be satisfied:
i) the matrix △ is of constant rank in a neighborhood of the boundary,
ii) N is of constant dimension at each point of the boundary,
iii) N contains the nullspace of △ .
Then a weak solution U ∈ L2(Ω) of (3.1) is also a strong solution.
Note that for our particular domain, △ = A1n1 , so that condition (i) is equivalent
to A1 having constant rank in a neighborhood of ∂Ω.
With the aim of applying theorem 3.1, we shall transform problems (2.3), (2.4),
(2.5), and (2.6) into the setting of first order systems. Let f, g ∈ L2(Ω) be the right-
hand sides of (2.3), (2.4) and (2.5), (2.6) respectively, and define A1 , A˜1 , A2 , A˜2 ,
A3 , A˜3 , F , and G by
A1 = A˜1 =

−θ 0 a11 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
 , A2 = A˜2 =

0 0 0 a22 0
0 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 0 0 0
 ,
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A3 =

0 0 a1 a2 a
0 0 −1 0 0
0 0 0 −1 0
0 −1 0 0 0
−1 0 0 0 0
 , A˜3 =

0 0 a∗1 a
∗
2 a
∗
0 0 −1 0 0
0 0 0 −1 0
0 −1 0 0 0
−1 0 0 0 0
 ,
F =

f
0
0
0
0
 , G =

g
0
0
0
0
 .
Define boundary spaces N1 and N2 by
N1 = {(u1, . . . , u5)|∂Ω | u5|∂Ω = 0},
N2 = {(u1, . . . , u5)|∂Ω | (−θu1 + a11u3)|∂Ω = 0}.
Furthermore, define boundary value problems
SθU = A1Ux + A2Uy + A3U = F in Ω, U |∂Ω ∈ N1, (3.2)
SθU = F in Ω, U |∂Ω ∈ N2, (3.3)
S˜θV = A˜1Vx + A˜2Vy + A˜3V = G in Ω, V |∂Ω ∈ N1, (3.4)
S˜θV = G in Ω, V |∂Ω ∈ N2. (3.5)
We now show that the weak solutions of (2.3), (2.4), (2.5), and (2.6) given by the-
orem 2.1 and corollary 2.1 are also weak solutions of (3.2), (3.3), (3.4), and (3.5)
respectively.
Lemma 3.1. Let u ∈ H˜(1,2)(Ω), H˜(1,2)x (Ω) be a weak solution of (2.3), (2.4) re-
spectively, then U = (uxyy, uyy, ux, uy, u) ∈ L2(Ω) is a weak solution of (3.2), (3.3)
respectively. Similarly, if v ∈ H˜(1,2)(Ω), H˜(1,2)x (Ω) is a weak solution of (2.5), (2.6)
respectively, then V = (vxyy, vyy, vx, vy, v) ∈ L2(Ω) is a weak solution of (3.4), (3.5)
respectively.
Proof. Let u ∈ H˜(1,2)(Ω) be a weak solution of problem (2.3). We will show that∫ ∫
Ω
U∗S∗θV =
∫ ∫
Ω
F ∗V (3.6)
for all V ∈ C∞(Ω) with bounded support such that V |∂Ω ∈ N∗1 , where
N∗1 = {(v1, . . . , v5)|∂Ω | v1|∂Ω = v5|∂Ω = 0}.
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A calculation shows that∫ ∫
Ω
U∗S∗θV =
∫ ∫
Ω
(θuxyy − a11ux)∂xv1 − a22uy∂yv1 − (u∂xv2 + uxv2)
+[(a1 − ∂xa11)ux + (a2 − ∂ya22)uy + au]v1 (3.7)
−(u∂yv3 + uyv3)− (uy∂yv4 + uyyv4)− (uyy∂xv5 + uxyyv5).
Since V |∂Ω ∈ N∗1 and u ∈ H˜(1,2)(Ω) is a weak solution of (2.3), we can integrate by
parts to obtain ∫ ∫
Ω
U∗S∗θV =
∫ ∫
Ω
uL∗θv1 =
∫ ∫
Ω
fv1 =
∫ ∫
Ω
F ∗V,
showing that U is a weak solution of (3.2).
Let u ∈ H˜(1,2)x (Ω) be a weak solution of (2.4). We now show that (3.6) holds for
all V ∈ C∞(Ω) with bounded support such that V |∂Ω ∈ N∗2 , where
N∗2 = {(v1, . . . , v5)|∂Ω | v2|∂Ω = v5|∂Ω = 0}.
From (3.7) it follows that,∫ ∫
Ω
U∗S∗θV =
∫ ∫
Ω
(θuxyy − a11ux)∂xv1 − a22uy∂yv1 (3.8)
+[(a1 − ∂xa11)ux + (a2 − ∂ya22)uy + au]v1.
In order to integrate by parts we construct an approximating sequence {vk1}∞k=1 for
v1 , such that v
k
1 ∈ C˜∞x (Ω) and
‖ vk1 − v1 ‖ + ‖ ∂xvk1 − v1 ‖→ 0 as k →∞.
Take a sequence {vk}∞k=1 ⊂ C˜∞(Ω) with the property that ‖ vk − ∂xv1 ‖→ 0 as
k →∞ , and define
vk1 =
∫ x
−x0
vk(t, y)dt+ v1(−x0, y).
Then since
(vk1 − v1)2 = (
∫ x
−x0
∂t(v
k
1(t, y)− v1(t, y))dt)2
≤ 2x0
∫ x
−x0
(∂tv
k
1(t, y)− ∂tv1(t, y))2dt,
we have ∫ ∫
Ω
(vk1 − v1)2 ≤ 4x20
∫ ∫
Ω
(∂xv
k
1 − ∂xv1)2
= 4x20
∫ ∫
Ω
(vk − ∂xv1)2 → 0,
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so that vk1 satisfies the desired properties. Therefore, recalling that a1|∂Ω =
∂xa11|∂Ω = 0 by (ii) of lemma 2.2, and using the fact that u is a weak solution
of (2.4), we can integrate by parts in (3.8) to obtain∫ ∫
Ω
U∗S∗θV = lim
k→∞
∫ ∫
Ω
uL∗θv
k
1
= lim
k→∞
∫ ∫
Ω
fvk1 =
∫ ∫
Ω
fv1 =
∫ ∫
Ω
F ∗V,
showing that U is a weak solution of (3.3). Similar arguments show that if
v ∈ H˜(1,2)(Ω), H˜(1,2)x (Ω) is a weak solution of (2.5), (2.6) respectively, then
V = (vxyy, vyy, vx, vy, v) ∈ L2(Ω) is a weak solution of (3.4), (3.5) respectively. 
Now that the weak solutions of the previous section have been translated into the
setting of first order systems, theorem 3.1 is applicable. As a result, we obtain
Proposition 3.1. The weak solutions of problems (2.3) and (2.4), given by theorem
2.1, are unique in L2(Ω).
Proof. Let u ∈ H˜(1,2)(Ω) be a weak solution of problem (2.3) with f = 0, then
(L∗θw, u) = 0 for all w ∈ C˜∞(Ω). (3.9)
We will show that u = 0 in L2(Ω).
Let v ∈ H˜(1,2)(Ω) be the weak solution of (2.5) with g = u . Then by lemma 3.1
V = (vxyy, vyy, vx, vy, v) is a weak solution of (3.4). We now show that the conditions
of theorem 3.1 are satisfied for problem (3.4). Condition (ii) is immediately satisfied,
and since a∗11 ≤ −θ in a neighborhood of ∂Ω, condition (i) is satisfied with △ = ±A˜1
having the constant rank of 3. Furthermore, the nullspace of △ is given by
{(v1, . . . , v5)|∂Ω | (−θv1 + a11v3)|∂Ω = v2|∂Ω = v5|∂Ω = 0},
which is contained in N1 so that condition (iii) is satisfied. Therefore, we can
apply theorem 3.1 to obtain an approximating sequence {Vk}∞k=1 for V , such that
Vk ∈ C∞(Ω) with bounded support, Vk|∂Ω ∈ N1 , and
‖ Vk − V ‖→ 0, ‖ S˜θVk −G ‖→ 0 as k →∞. (3.10)
From (3.10) it follows that
‖ v1k − vxyy ‖→ 0, ‖ v2k − vyy ‖→ 0, ‖ v3k − vx ‖→ 0,
‖ v4k − vy ‖→ 0, ‖ v5k − v ‖→ 0,
and
‖ (−θ∂xv1k + a∗11∂xv3k + a∗22∂yv4k + a∗1v3k + a∗2v4k + a∗v5k)− u ‖→ 0.
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Hence,
(u, u) = lim
k→∞
∫ ∫
Ω
[−θ∂xv1k + a∗11∂xv3k + a∗22∂yv4k + a∗1v3k + a∗2v4k + a∗v5k]u
= lim
k→∞
∫ ∫
Ω
(θv1k−a∗11v3k)ux−a∗22v4kuy+[(a∗1−∂xa∗11)v3k+(a∗2−∂ya∗22)v4k+a∗v5k]u
=
∫ ∫
Ω
(θvxyy − a∗11vx)ux − a∗22vyuy + [(a∗1 − ∂xa∗11)vx + (a∗2 − ∂ya∗22)vy + a∗v]u.
Let {vn}∞n=1 ⊂ C˜∞(Ω) be an approximating sequence for v in H˜(1,2)(Ω). Then
integrating by parts and using (3.9), we obtain
(u, u) = lim
n→∞
∫ ∫
Ω
(L∗θvn)u = 0.
Similar arguments hold for problem (2.4). 
Having established the uniqueness of weak solutions, we are now ready to apply a
boot-strap procedure to obtain higher regularity for problem (2.3) in the x-direction.
Theorem 3.2. Let u and f be as in problem (2.3). Let s ≤ r − 4 and f ∈ Hs(Ω)
be such that ∂αx f |∂Ω = 0 for α ≤ s− 1. If ε = ε(s) is sufficiently small, then for all
α ≤ s, ∂αxu ∈ H˜(1,2)(Ω) when α is even, and ∂αxu ∈ H˜(1,2)x (Ω) when α is odd.
Proof. The case s = 0 is given by theorem 2.1. Consider the case s = 1. Let w = ux
and formally differentiate the equation Lθu = f with respect to x:
L1w := −θwxxyy + a11wxx + a22wyy + (a1 + ∂xa11)wx + a2wy + (a + ∂xa1)w
= fx − uyy∂xa22 − uy∂xa2 − u∂xa := f1.
Observe that since ∂xa11, ∂xa1 = O(ε) and both vanish outside X , the operator L1
has the same existence and uniqueness properties as Lθ . Furthermore, by restricting
Lθu = f to the boundary of Ω and using u|∂Ω = a1|∂Ω = 0, we obtain the following
ODE
(−θuxxyy + a11uxx)|∂Ω = 0, (3.11)
for which the only solution in L2(∂Ω) is uxx|∂Ω = 0. Therefore, in the regular case
w = ux satisfies problem (2.4) with Lθ and f replaced by L1 and f1 .
Let u ∈ H˜(1,2)(Ω) be the weak solution of problem (2.3). We now show that
ux ∈ L2(Ω) is a weak solution of (2.4) with Lθ and f replaced by L1 and f1 ∈ L2(Ω);
we denote this problem by (2.4)1 . Let v ∈ C˜∞x (Ω), then
(ux, L
∗
1v)=−(u, (L∗1v)x) = −(u, L∗(vx)) + (u, L∗(vx)− (L∗1v)x)
=−(f, vx) + (u,−vyy∂xa22+ vy[∂xa2 − 2∂xya22] + v[−∂xa− ∂xyya22 + ∂xya2])
= (fx, v) + (−uyy∂xa22 − uy∂xa2 − u∂xa, v) = (f1, v).
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Therefore ux is a weak solution of (2.4)1 , and by the uniqueness result, proposition
3.1, ux must coincide with the solution in H˜
(1,2)
x (Ω) given by theorem 2.1. Hence
ux ∈ H˜(1,2)x (Ω).
We now consider the case s = 2. Let w = uxx and formally differentiate the
equation L1ux = f1 with respect to x:
L2w := −θwxxyy + a11wxx + a22wyy
+(a1 + 2∂xa11)wx + a2wy + (a+ 2∂xa1 + ∂xxa11)w
= ∂xf1 − uxyy∂xa22 − uxy∂xa2 − ux(∂xa+ ∂xxa1) := f2.
Again, since ∂xa11, ∂xxa11, ∂xa1 = O(ε) and all three vanish outside X , the operator
L2 has the same existence and uniqueness properties as Lθ , provided that ε is suf-
ficiently small. Also, when u is regular uxx|∂Ω = 0 from (3.11). Thus in the regular
case w = uxx satisfies (2.3) with Lθ and f replaced by L2 and f2 ∈ L2(Ω); we denote
this problem by (2.3)2 .
Let u ∈ H˜(1,2)(Ω) be the weak solution of (2.3), then we know that ux ∈ H˜(1,2)x (Ω).
We now show that uxx ∈ L2(Ω) is a weak solution of (2.3)2 . Note that Lθu = f in
L2(Ω) and let v ∈ C˜∞(Ω), then a calculation produces
(uxx, L
∗
2v) = (uxxyy,−θvxx) + (uxx, (a11v)xx) + (uyy, (a22v)xx) + (uy, (a2v)xx)
+(ux, [(a1 + 2∂xa11)v]xx) + (u, [(a+ 2∂xa1 + ∂xxa11)v]xx)
= (Lθu, vxx) + (f2 − fxx, v) = (f, vxx) + (f2 − fxx, v) = (f2, v).
By the uniqueness of weak solutions for problem (2.3)2 , uxx must coincide with the
solution in H˜(1,2)(Ω). Thus uxx ∈ H˜(1,2)(Ω).
To obtain the regularity of higher order derivatives, we observe that the above
procedure applied to Lθu = f holds for L2uxx = f2 , since for α ≥ 1
∂αxa11|∂Ω = ∂αx a22|∂Ω = ∂αxai|∂Ω = ∂αxa|∂Ω = 0,
so that f2|∂Ω = 0. Therefore uxxx ∈ H˜(1,2)x (Ω) and uxxxx ∈ H˜(1,2)(Ω). Furthermore,
we can continue this process until f and the coefficients of Lθ run out of derivatives,
as long as ε is chosen sufficiently small depending on the size of s. 
We now prove regularity in the y -direction for the weak solution of problem (2.3).
The following standard lemma concerning difference quotients will be needed.
Lemma 3.2. Let w ∈ L2(Ω) have bounded support, and define
wh =
1
h
(w(x, y + h)− w(x, y)).
If ‖ wh ‖≤ M where M is independent of h, then w ∈ H(0,1)(Γ) for any compact
Γ ⊂ Ω. Furthermore, if w ∈ H(0,1)(Ω) then ‖ wh ‖≤M ‖ wy ‖.
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Theorem 3.3. Let the hypotheses of theorem 3.2 hold, then u ∈ Hs(X).
Proof. From theorem 3.2 we know that ∂αxu ∈ H(1,2)(Ω) for 0 ≤ α ≤ s. Therefore
the following equality holds in L2(Ω),
L˜uyy := −θuxxyy + a22uyy = f − a11uxx − a1ux − a2uy − au := f˜ . (3.12)
Since |a2| = O(|y|) as |y| → ∞ , we do not necessarily know that f˜ ∈ H(0,1)(Ω);
however, we do have f˜ ∈ H(0,1)(Γ) for any compact Γ ⊂ Ω. Fix a constant k > y0
and set w = νkuyy , where νk is given by (2.7). Then
L˜wh = (νkf˜)
h − νk(y + h)uyy(x, y + h)ah22. (3.13)
Since u ∈ H˜(1,2)(Ω), by multiplying (3.13) on both sides by wh and integrating by
parts, we obtain
‖ wh ‖ + ‖ whx ‖≤M1(‖ (νkf˜)h ‖ +1),
for some M1 independent of h. By lemma 3.2
‖ wh ‖ + ‖ whx ‖≤M2(‖ νkf˜ ‖(0,1) +1),
independent of h. Therefore wy , wxy ∈ L2(X), which implies that ∂3yu ,
∂x∂
3
yu ∈ L2(X). Furthermore, by differentiating Lθu = f with respect to x,
α = 1, . . . , s− 3 times, the same procedure yields ∂αx∂3yu ∈ L2(X).
Proceeding by induction on l , assume that ∂αx∂
β
y u ∈ L2(X), α ≤ s − β , β ≤ l ,
and 3 ≤ l < s. Differentiate (3.12) with respect to y , l − 2 times:
L˜∂lyu = ∂
l−2
y f˜ −
l−3∑
i=0
∂iy(∂ya22∂
l−3−i
y uyy). (3.14)
Note that this equation holds in L2(Ω), and that the right-hand side is in H(0,1)(Γ)
for any compact Γ ⊂ Ω. Applying the method above yields ∂l+1y u, ∂x∂l+1y u ∈ L2(X).
Moreover, differentiating (3.14) with respect to x, α = 1, . . . , s− (l + 1) times, and
applying the same procedure, yields ∂αx∂
l+1
y u ∈ L2(X). The desired conclusion now
follows by induction. 
4. The Moser Estimate
Having established the existence of regular solutions to a small perturbation of the
linearized equation for (1.5), we intend to apply a Nash-Moser type iteration proce-
dure in the following section, to obtain a smooth solution of (1.5) in a subdomain of
X which contains the origin. In the current section, we shall make preparations for
the Nash-Moser procedure by establishing a certain a priori estimate. This estimate,
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referred to as the Moser estimate, will establish the dependence of the solution u
of (2.3), on the coefficients of Lθ as well as on the right-hand side, f . The Moser
estimate that we seek has the form
‖ u ‖Hs(X)≤ Cs(‖ f ‖Hs(X) +Λs+s0 ‖ f ‖H2(X)), (4.1)
where
Λs+s0 =
∑
‖ aij ‖Hs+s0 (X) + ‖ ai ‖Hs+s0(X) + ‖ a ‖Hs+s0 (X)
for some s0 > 0, and Cs is a constant independent of ε and θ .
Estimate (4.1) will first be established in the coordinates (ξ, η), which we have
been denoting by (x, y) for convenience, and later converted into the original coordi-
nates (x, y) of the introduction. We will need the following preliminary lemmas. The
first is a modification of lemma 2.3, and the second contains standard consequences
of the interpolation inequalities for Sobolev spaces.
Lemma 4.1. Let w ∈ H˜(2,2)(Ω) (or H˜(2,2)x (Ω)) be such that yw ∈ L2(Ω), and let
p1 = εθp˜1 , p2 = εp˜2 , p3 = εp˜3 , where p˜i ∈ C∞c (X), i = 1, 2, 3. Then for ε and θ
sufficiently small, there exists a constant M , independent of ε and θ , such that
‖ w ‖ + ‖ wy ‖≤M ‖ p1wxyy + p2wx + p3w + Lθw ‖ .
Proof. Assume temporarily that w ∈ C˜∞(Ω) (or C˜∞x (Ω)). The properties of p2 and
p3 guarantee that lemma 2.3 holds for the operator p2∂x + p3 + Lθ . Therefore
(Aw + Cwy +Dwyy, p2wx + p3w + Lθw) ≥ (4.2)
C1[‖ w ‖2 + ‖ wy ‖2 +θ(‖ wx ‖2 + ‖ wxy ‖2 + ‖ wyy ‖2)],
where A,C,D , and C1 were given in lemma 2.3. Furthermore, integrating by parts
yields
(Aw + Cwy +Dwyy, p1wxyy) =
∫ ∫
Ω
[−1
2
(Dp1)x]w
2
yy + [−Cp1]wxywyy
+[
1
2
(Cp1)xy +
1
2
(Ap1)x]w
2
y (4.3)
+[(Ap1)y]wxwy + [−1
2
(Ap1)xyy]w
2
All the boundary integrals vanish since p1 ∈ C∞c (X). Moreover, the properties of
p1 guarantee that by choosing ε and θ sufficiently small, we obtain the following by
adding (4.2) and (4.3),
(Aw + Cwy +Dwyy, p1wxyy + p2wx + p3w + Lθw) ≥
C1[‖ w ‖2 + ‖ wy ‖2 +θ(‖ wx ‖2 + ‖ wxy ‖2 + ‖ wyy ‖2)].
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Then an application of Cauchy’s inequality, and the use of an approximating se-
quence {wk}∞k=1 , as was constructed in proposition 2.1, removes the assumption that
w ∈ C˜∞(Ω) (or C˜∞x (Ω)) and completes the proof. 
Lemma 4.2 [24]. Let u, v ∈ Hs(X).
i) If 0 ≤ i ≤ j ≤ s, then there exists a constant Mi,j,s such that
‖ u ‖Hj(X)≤Mi,j,s ‖ u ‖
s−j
s−i
Hi(X)‖ u ‖
j−i
s−i
Hs(X) .
ii) If α and β are multi-indices such that |α| + |β| = s, then there exists a
constant Ms such that
‖ ∂αu∂βv ‖L2(X)≤Ms(|u|L∞(X) ‖ v ‖Hs(X) + ‖ u ‖Hs(X) |v|L∞(X)).
iii) Let Γ ⊂ RN be compact and contain the origin, and let G ∈ C∞(Γ). If
u ∈ Hs+2(X,Γ) and ‖ u ‖H2(X)≤ C for some fixed C , then there exists a constant
Ms such that
‖ G ◦ u ‖Hs(X)≤ Vol(X)|G(0)|+Ms ‖ u ‖Hs+2(X) .
Estimate (4.1) will be established by induction on s, and we begin by estimating
the x-derivatives. Let ‖ · ‖s,X denote ‖ · ‖Hs(X) , and | · |∞ denote | · |L∞(X) .
Proposition 4.1. Let u and f be as in theorem 3.2. If ε = ε(s) is sufficiently small,
then
‖ ∂sxu ‖ + ‖ ∂sxuy ‖≤ Cs(‖ f ‖s + ‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X),
for s ≤ r − 6, where Cs is independent of ε and θ , and
Λs+2 =
∑
‖ aij ‖s+2,X + ‖ ai ‖s+2,X + ‖ a ‖s+2,X .
Proof. We proceed by induction on s. The case s = 0 follows from lemma 2.3.
Differentiate Lθu = f s-times with respect to x and put w = ∂
s
xu , then
− θwxxyy + a11wxx + a22wyy + (a1 + s∂xa11)wx + a2wy + asw (4.4)
= ∂sxf −
s−1∑
i=0
∂ix(∂xa22∂
s−1−i
x uyy)−
s−1∑
i=0
∂ix(∂xa2∂
s−1−i
x uy)−
s−1∑
i=0
∂ix(∂xas−1−i∂
s−1−i
x u),
:= fs
where as = a + s∂xa1 +
s(s−1)
2
∂2xa11 . A calculation shows that
s−1∑
i=0
∂ix(∂xa22∂
s−1−i
x uyy) = s∂xa22∂
s−1
x uyy +
s(s− 1)
2
∂2xa22∂
s−2
x uyy
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+s−1∑
i=2
i∑
j=2
(
i
j
)
∂j+1x a22∂
s−1−j
x uyy.
Note that the term ∂s−1x uyy contains too many derivatives. However, since
a22 = 1 + O(ε), we can solve for ∂
s−1
x uyy in (4.4) with s replaced by s − 1 to
obtain a more manageable expression:
∂s−1x uyy =
1
a22
[θwxyy − a11wx − (a1 + s∂xa11)w − a2∂s−1x uy − as−1∂s−1x u+ fs−1].
Substituting back into (4.4), we have
sθ∂xa22
a22
wxyy + (s∂xa11 − sa11∂xa22
a22
)wx + (as − a− s∂xa22
a22
(a1 − s∂xa11))w + Lθw
= ∂sxf −
s(s−1)
2
∂2xa22∂
s−2
x uyy−
s−1∑
i=2
i∑
j=2
(
i
j
)
∂j+1x a22∂
s−1−j
x uyy−
s−1∑
i=0
∂ix(∂xa2∂
s−1−i
x uy)
−
s−1∑
i=0
∂ix(∂xas−1−i∂
s−1−i
x u) +
s∂xa22
a22
[a2∂
s−1
x uy + as−1∂
s−1
x u− fs−1]
:= f˜s.
If ε = ε(s) and θ are sufficiently small, we can apply lemma 4.1 to obtain
‖ ∂sxu ‖ + ‖ ∂sxuy ‖≤M ‖ f˜s ‖ . (4.5)
We now estimate each term of f˜s . Using lemma 4.2 (ii), lemma 2.2 (iii), and the
fact that ∂xa22 vanishes outside of X , produces
‖
s−1∑
i=2
i∑
j=2
(
i
j
)
∂j+1x a22∂
s−1−j
x uyy ‖=‖
s−1∑
i=2
i∑
j=2
(
i
j
)
∂j+1x a22∂
s−1−j
x uyy ‖0,X
≤ M1(|∂3xa22|∞ ‖ u ‖s−1,X + ‖ ∂3xa22 ‖s−1,X |u|∞)
≤ M ′1(‖ u ‖s−1,X + ‖ a22 ‖s+2,X |u|∞).
A calculation shows that
s−1∑
i=0
∂ix(∂xa2∂
s−1−i
x uy) = s∂xa2∂
s−1
x uy +
s−1∑
i=1
i∑
j=1
(
i
j
)
∂j+1x a2∂
s−1−j
x uy.
Then using the same procedure as above, we have
‖
s−1∑
i=0
∂ix(∂xa2∂
s−1−i
x uy) ‖≤M2 ‖ ∂s−1x uy ‖ +M
′
2(‖ u ‖s−1,X + ‖ a2 ‖s+2,X |u|∞).
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Furthermore, the following estimates are obtained in the same way:
‖
s−1∑
i=0
∂ix(∂xas−1−i∂
s−1−i
x u) ‖ + ‖
s∂xa22
a22
s−2∑
i=0
∂ix(∂xas−2−i∂
s−2−i
x u) ‖
≤M3(‖ u ‖s−1,X +(‖ a ‖s+2,X + ‖ a1 ‖s+2,X + ‖ a11 ‖s+2,X)|u|∞),
and
‖ s∂xa22
a22
s−2∑
i=0
∂ix(∂xa2∂
s−2−i
x uy) ‖≤M4(‖ u ‖s−1,X + ‖ a2 ‖s+2,X |u|∞).
Also, since
s−2∑
i=0
∂ix(∂xa22∂
s−2−i
x uyy) = (s− 1)∂xa22∂s−2x uyy +
s−2∑
i=1
i∑
j=1
(
i
j
)
∂j+1x a22∂
s−2−j
x uyy
and ∂xa22 = O(ε), we find that
‖ s∂xa22
a22
s−2∑
i=0
∂ix(∂xa22∂
s−2−i
x uyy) ‖≤ εs2M5 ‖ ∂s−2x uyy ‖0,X
+M
′
5(‖ u ‖s−1,X + ‖ a22 ‖s+2,X |u|∞),
where M5 is independent of ε and s.
Summing the above estimates produces:
‖ f˜s ‖≤M6(‖ f ‖s+‖ u ‖s−1,X+‖ ∂s−1x uy ‖+εs2 ‖ ∂s−2x uyy ‖0,X+Λs+2|u|∞). (4.6)
Therefore, if we estimate ‖ ∂s−2x uyy ‖0,X appropriately and show that
|u|∞ ≤M7 ‖ f ‖2,X ,
the proof will be complete by induction.
We now estimate ‖ ∂s−2x uyy ‖0,X . Differentiate the equation,
L˜uyy := −θuxxyy + a22uyy = f − a11uxx − a1ux − a2uy − au := g˜,
with respect to x (s− 2)-times, then
L˜∂s−2x uyy = ∂
s−2
x g˜ −
s−3∑
i=0
∂ix(∂xa22∂
s−3−i
x uyy) := g˜s−2.
Multiply the above equation by ∂s−2x uyy and integrate by parts in X to obtain,
‖ ∂s−2x uyy ‖0,X≤ M8 ‖ g˜s−2 ‖0,X .
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We now estimate ‖ g˜s−2 ‖0,X . Using the same methods as above, we have
‖ ∂s−2x (a1ux + a2uy + au) +
s−3∑
i=0
∂ix(∂xa22∂
s−3−i
x uyy) ‖0,X≤M9(‖ u ‖s−1,X +Λs+2|u|∞).
Furthermore,
∂s−2x (a11uxx) = a11∂
s
xu+
s−2∑
i=1
(
s− 2
i
)
∂ixa11∂
s−2−i
x uxx;
thus,
‖ ∂s−2x (a11uxx) ‖0,X≤M10(‖ ∂sxu ‖0,X + ‖ u ‖s−1,X +Λs+2|u|∞).
It follows that
‖ ∂s−2x uyy ‖0,X≤M11(‖ ∂sxu ‖0,X + ‖ u ‖s−1,X +Λs+2|u|∞). (4.7)
The coefficient of ‖ ∂s−2x uyy ‖0,X in (4.6) is εs2M6 . If ε = ε(s) is chosen sufficiently
small so that εs2MM6M11 <
1
2
, we can then bring εs2MM6M11 ‖ ∂sxu ‖0,X from (4.7)
to the left-hand side of (4.5), so that by induction on s
‖ ∂sxu ‖ + ‖ ∂sxuy ‖≤M
′
6(‖ f ‖s + ‖ u ‖s−1,X +Λs+2(|u|∞+ ‖ f ‖2,X)).
We now estimate |u|∞ to complete the proof. The above methods can be used to
show that
‖ u ‖2,X≤M12 ‖ f ‖2,X .
Then by the Sobolev lemma,
|u|∞ ≤M13 ‖ u ‖2,X≤M ′13 ‖ f ‖2,X . 
We now estimate the remaining derivatives.
Proposition 4.2. Let u, f , s, and ε be as in proposition 4.1. Then
‖ ∂αx ∂βy u ‖0,X≤ Cs(‖ f ‖s,X + ‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X),
for α + β ≤ s, where Cs is independent of ε and θ .
Proof. The cases β = 0, 1, 2 follow from (4.7) and proposition 4.1. We proceed by
induction on β . Assume that the desired estimate holds for 0 ≤ α ≤ s − β , and
0 ≤ β ≤ k − 1, for some k ≤ s.
Differentiate the equation,
L˜uyy := −θuxxyy + a22uyy = f − a11uxx − a1ux − a2uy − au := g˜,
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with respect to ∂αx∂
k−2
y where 0 ≤ α ≤ s− k , then
L˜∂αx∂
k
yu = ∂
α
x∂
k−2
y g˜ −
α−1∑
i=0
∂k−2y ∂
i
x(∂xa22∂
α−1−i
x uyy)−
k−3∑
i=0
∂iy(∂ya22∂
k−3−i
y ∂
α
xuyy)
:= g˜α,k−2.
Multiply the above equation by ∂αx∂
k
yu , and integrate by parts in X to obtain
‖ ∂αx∂kyu ‖0,X≤M ‖ g˜α,k−2 ‖0,X .
We now estimate ‖ g˜α,k−2 ‖0,X . Using lemma 4.2 (ii), we have
‖ ∂αx∂k−2y (a11uxx)‖0,X ≤ M1(‖ ∂α+2x ∂k−2y u ‖0,X +
∑
p≤α, q≤k−2
(p,q) 6=(0,0)
‖ ∂px∂qya11∂α−px ∂k−2−qy uxx ‖0,X)
≤ M ′1(‖ ∂α+2x ∂k−2y u ‖0,X +|a11|C1(X) ‖u‖s−1,X + ‖a11 ‖s,X |u|∞)
≤M ′′1 (‖ ∂α+2x ∂k−2y u ‖0,X + ‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X).
Furthermore, if α < s − k then ‖ ∂α+2x ∂k−2y u ‖0,X≤‖ u ‖s−1,X , and if α = s − k the
induction assumption implies that
‖ ∂α+2x ∂k−2y u ‖0,X≤M2(‖ f ‖s,X + ‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X).
Thus,
‖ ∂αx∂k−2y (a11uxx) ‖0,X≤M3(‖ f ‖s,X + ‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X).
Moreover, the methods of proposition 4.1 may be used to estimate the remaining
terms of ‖ g˜α,k−2 ‖0,X by
M4(‖ u ‖s−1,X +Λs+2 ‖ f ‖2,X).
The desired conclusion now follows by combining the above estimates. 
From proposition 4.2, we obtain the following Moser estimate by induction on s.
Theorem 4.1. Let u and f be as in theorem 3.2. If ε = ε(s) is sufficiently small,
then
‖ u ‖s,X≤ Cs(‖ f ‖s,X +Λs+2 ‖ f ‖2,X),
for s ≤ r − 6, where Cs is independent of ε and θ .
The estimate of theorem 4.1 is in terms of the variables (ξ, η) of lemma 2.2,
which we have been denoting by (x, y) for convenience. We now swap notation and
denote the original variables of (2.1) by (x, y), and the change of variables by (ξ, η).
Furthermore, let ‖ · ‖s and ‖ · ‖′s denote the Hs(X) norm with respect to the
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variables (x, y) and (ξ, η) respectively. Similarly for Λs and Λ
′
s . We now obtain
the analogue of theorem 4.1 with respect to the variables (x, y). We will need the
following lemma.
Lemma 4.3. If ε = ε(s) is sufficiently small, then
‖ ξx ‖s≤ Cs(‖ a12 ‖s+3 + ‖ a22 ‖s+5),
for s ≤ r − 7, where Cs is independent of ε and θ .
Proof. We prove the estimate by induction on s. The case s = 0 follows from the
estimate,
0 < M1 ≤ |ξx| ≤M2,
obtained in the proof of lemma 2.2. Now assume that the estimate holds for s− 1.
We first estimate the x-derivatives. Differentiate the equation
(
a12
a22
)(ξx)x + (ξx)y = −(a12
a22
)xξx (4.8)
with respect to x s-times to obtain,
(
a12
a22
)(∂sxξx)x + (∂
s
xξx)y = −∂sx[(
a12
a22
)xξx]−
s−1∑
i=0
∂ix((
a12
a22
)x∂
s−i
x ξx) := hs.
Then estimating ∂sxξx along the characteristics of (4.8) as in the proof of lemma 2.2,
we have
|∂sxξx|C0(X) ≤M3|hs|C0(X).
Recalling that a12 = O(ε), and using the analogue of lemma 4.2 (ii) for C
s(X) norms
in the same way that the Sobolev version was used in proposition 4.1, produces
|hs|C0(X) ≤ ε(s+ 1)M4|∂sxξx|C0(X)
+M
′
4(|(
a12
a22
)xx|C0(X)|ξx|Cs−1(X) + |(
a12
a22
)xx|Cs−1(X)|ξx|C0(X)).
Therefore, if ε is small enough to guarantee that ε(s + 1)M3M4 <
1
2
, we can bring
ε(s+ 1)M3M4|∂sxξx|C0(X) to the left-hand side:
|∂sxξx|C0(X) ≤M5(|ξx|Cs−1(X) + |
a12
a22
|Cs+1(X)). (4.9)
We now estimate the remaining derivatives. Assume that
|∂αx∂βy ξx|C0(X) ≤M6(|ξx|Cs−1(X) + |
a12
a22
|Cs+1(X)) (4.10)
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for all 0 ≤ α ≤ s− β , 0 ≤ β ≤ s− 1. The case β = 0 is given by (4.9). Differentiate
(4.8) with respect to ∂α−1x ∂
β
y to obtain
∂α−1x ∂
β+1
y ξx = −∂βy [(
a12
a22
)(∂α−1x ξx)x]− ∂βy ∂α−1x [(
a12
a22
)xξx]− ∂βy
s−1∑
i=0
∂ix((
a12
a22
)x∂
α−1−i
x ξx).
Using assumption (4.10) on the first term on the right-hand side, and applying lemma
4.2 (ii) to the remaining terms, we find
|∂α−1x ∂β+1y ξx|C0(X) ≤M7(|ξx|Cs−1(X) + |
a12
a22
|Cs+1(X)).
Thus, by induction on β , estimate (4.10) holds for all 0 ≤ α ≤ s− β , 0 ≤ β ≤ s.
By induction on s, (4.10) implies that
|ξx|Cs(X) ≤M8|
a12
a22
|Cs+1(X).
Then the Sobolev lemma gives
‖ ξx ‖s≤M9 ‖ a12
a22
‖s+3 .
Moreover, by lemma 4.2 (ii) and (iii) we have
‖ a12
a22
‖s+3 ≤ M10(|a12|∞ ‖ 1
a22
‖s+3 + ‖ a12 ‖s+3 | 1
a22
|∞)
≤ M11(‖ a22 ‖s+5 + ‖ a12 ‖s+3). 
Theorem 4.2. Let u and f be as in theorem 3.2. If ε = ε(s) is sufficiently small,
then
‖ u ‖s≤ Cs(‖ f ‖s +Λs+11 ‖ f ‖2),
for s ≤ r − 13, where Cs is independent of ε and θ .
Proof. Let σ be a multi-index with |σ| ≤ s. A calculation shows that
‖ ∂σx,yu ‖ ≤ M1 ‖
∑
|γ|≤s
Gγ∂
γ
ξ,ηu ‖,
where Gγ are polynomials in the variables x
−1
ξ = ξx , ∂
γ1
ξ,ηxξ , and ∂
γ2
ξ,ηxη , such that∑
i |γi| ≤ s− |γ| for each term of Gγ . Then using lemma 4.2 (ii) and (iii), we find
that
‖ ∂σx,yu ‖ ≤ M2(‖ u ‖
′
s +(‖ xξ ‖
′
s+2 + ‖ xη ‖
′
s+2)|u|∞).
Similarly,
‖ ∂σξ,ηu ‖ ≤M3(‖ u ‖s +(‖ ξx ‖s+2 + ‖ ξy ‖s+2)|u|∞). (4.11)
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Then by theorem 4.1 and the Sobolev lemma, we have
‖ ∂σx,yu ‖ ≤M4(‖ f ‖
′
s +Λ
′
s+2 ‖ f ‖
′
2) +M
′
4(‖ xξ ‖
′
s+2 + ‖ xη ‖
′
s+2) ‖ f ‖2 . (4.12)
We now estimate the terms on the right-hand side of (4.12). Use lemma 4.2 (ii),
(iii), and (4.11) to obtain
‖ xξ ‖′s+2 = ‖
1
ξx
‖′s+2 ≤ M5 ‖ ξx ‖
′
s+4
≤ M6(‖ ξx ‖s+4 +(‖ ξx ‖s+6 + ‖ ξy ‖s+6)|ξx|∞)
≤ M7(‖ ξx ‖s+6 + ‖ a12
a22
ξx ‖s+6)
≤ M8(‖ a12 ‖s+9 + ‖ a22 ‖s+11).
Similarly,
‖ xη ‖′s+2 = ‖
ξy
ξx
‖′s+2 ≤ M9(‖ a12 ‖s+7 + ‖ a22 ‖s+9).
Furthermore,
‖ f ‖′s ≤ M10(‖ f ‖s +(‖ ξx ‖s+2 + ‖ ξy ‖s+2)|f |∞)
≤ M11(‖ f ‖s +(‖ a12 ‖s+5 + ‖ a22 ‖s+7) ‖ f ‖2),
and hence
‖ f ‖′2 ≤M12(‖ a12 ‖7 + ‖ a22 ‖9) ‖ f ‖2 ≤M13 ‖ f ‖2 .
Also,
‖ aij ‖′s+2 ≤ M14(‖ aij ‖s+2 +(‖ ξx ‖s+4 + ‖ ξy ‖s+4)|aij|∞)
≤ M15(‖ aij ‖s+2 + ‖ a12 ‖s+7 + ‖ a22 ‖s+9),
so that
Λ
′
s+2 ≤M16Λs+9.
Therefore, using the above estimates and summing over all |σ| ≤ s, (4.12) produces
‖ u ‖s ≤M17(‖ f ‖s +Λs+11 ‖ f ‖2). 
5. The Nash-Moser Procedure
In this section we will modify the Nash-Moser iteration procedure to obtain a solution
of
Φ(w) = 0 in X∞, (5.1)
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where X∞ ⊂ X is a sufficiently small neighborhood of the origin that will be defined
below. In order to accommodate the requirement (theorem 3.2) that ∂αx f |∂Ω = 0,
α ≤ s− 1, we will cut off the right-hand side of the modified linearized equation,
Lθu = f,
near ∂X at each iteration, and then estimate the error in a smaller domain at the next
step. Furthermore, the constant θ will be chosen sufficiently small at each iteration,
to guarantee that the procedure converges.
Let µ > 5. Define a sequence of domains {Xn}∞n=1 by
X1 = X, Xn = (1−
n−1∑
i=1
µ−i)X,
where λX = {λx | x ∈ X} . Then X∞ = (1− 1µ−1)X . In addition, let 32 < τ < 2 and
define µn = µ
τn+n0 , where n0 > 0 will be chosen sufficiently large.
We now construct smoothing operators on L2(Xn). Fix ψ̂ ∈ C∞c (R2) such that
ψ̂ ≡ 1 in some neighborhood of the origin. Let ψ(x) = ∫ ∫
R2
ψ̂(η)e2piiη•xdη be
the inverse Fourier transform of ψ̂ . Then ψ is a Schwartz function and satisfies∫ ∫
R2
ψ(x)dx = 1, and
∫ ∫
R2
xαψ(x)dx = 0 for any multi-index α 6= 0. If g ∈ L2(R2)
and γ ≥ 1, we define the smoothing operators S ′γ : L2(R2)→ H∞(R2) by
(S
′
γg)(x) = γ
2
∫ ∫
R2
ψ(γ(x− y))g(y)dy.
Then we have (see [22]),
Lemma 5.1. Let a, b ∈ Z≥0 and g ∈ Ha(R2), then
i) ‖ S ′γg ‖Hb(R2)≤ Ca,b ‖ g ‖Ha(R2) , b ≤ a,
ii) ‖ S ′γg ‖Hb(R2)≤ Ca,bγb−a ‖ g ‖Ha(R2) , a ≤ b,
iii) ‖ g − S ′γg ‖Hb(R2)≤ Ca,bγb−a ‖ g ‖Ha(R2) , b ≤ a.
To complete the construction, we also need the following extension theorem.
Theorem 5.1 [23]. Let D be a bounded convex domain in R2 with Lipschitz smooth
boundary. Then there exists a linear operator TD : L
2(D)→ L2(R2) such that:
i) TD(g)|D = g ,
ii) TD : H
a(D)→ Ha(R2) continuously for each a ∈ Z≥0 .
To obtain smoothing operators on Xn , Sn : L
2(Xn) → H∞(Xn), we set
Sng = (S
′
µnTXng)|Xn . Furthermore, it is clear that the corresponding results of lemma
5.1 hold for each Sn .
We now set up the iteration procedure. A sequence of functions {wn}∞n=1 will
be shown to converge to a solution of (5.1), and shall be defined inductively as fol-
lows. Set w1 = 0 and suppose that wj , j ≤ n, are already defined in Xj , then set
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wn+1 = wn + Snun in Xn+1 , where un is defined in Xn and will be specified below.
Set fn = −Φ(wn) in Xn , and let φn be a C∞ cut off function given by
φn(x) =
{
1 if x ∈ Xn+1,
0 if x ∈ X −Xn,
such that
|φn|Cs(Xn) ≤Msµsn.
Let
L(wn) =
∑
i,j
aij(wn)∂ij +
∑
i
ai(wn)∂i + a(wn)
denote the linearization of Φ(w) evaluated at wn , and let {θn}∞n=1 be a sequence of
positive numbers tending towards zero that will be specified later. Then define un in
Xn by un = vn|Xn , where vn is the solution of
Lθn(wn)vn = φnfn in X,
given by theorem 2.1. Since µ > 5 we have 3
4
X ⊂ X∞ . Therefore, it follows from
the definition of Φ(w) in (1.5) that the coefficients of Lθn(wn) are well-defined in all
of X , even though wn is only defined in Xn .
For simplicity we denote the Sobolev norms ‖ · ‖Hs(Xn) by ‖ · ‖ns , and the Cs(Xn)
norms by | · |ns . Let s∗ ∈ Z≥0 be fixed such that Φ(0) ∈ Hs∗(X), and define
σ = n(n + 1)τ−(n+1+n0), δ =
16
τ − 1 .
The convergence of the sequence {wn}∞n=1 to a solution of (5.1) will follow from the
following four statements. Each will be proven by induction on j , for some constants
C1 , C2 , and C3 independent of j and dependent on µ and s∗ . We shall require that
s ≤ s∗ − 18− 2δ − 6τ2−τ and s∗ ≥ 22 + 2δ + 6τ2−τ .
Ij : ‖ wj ‖js+15≤ µσs+δj ‖ f1 ‖1s∗−15
IIj : ‖ uj−1 ‖j−1s ≤ C1µτ
−1(s−s∗+18+2δ)
j−1 ‖ f1 ‖1s∗−15
IIIj : ‖ fj ‖js≤ C2µτ
−1(s−s∗+18+2δ)
j ‖ f1 ‖1s∗−15
IVj : ‖ wj ‖j14≤ C3
To start the induction process observe that I1 , II1 , and IV1 are trivial, and that
III1 holds if we set C2 = µ1 . Now assume that Ij ,. . .,IVj hold for 1 ≤ j ≤ n. The
next four propositions will prove the induction step. Note that the coefficients of
L(wj) satisfy the conditions placed on (2.1) with r = s∗ − 2. Therefore, the results
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of the previous sections apply to Lθj (wj), 1 ≤ j ≤ n, as long as ε(s∗) and θj are
sufficiently small and s ≤ s∗ − 15.
Proposition 5.1. If s ≤ s∗ − 15 and µ(s∗) is sufficiently large, then
‖ wn+1 ‖n+1s+15≤ µσs+δn+1 ‖ f1 ‖1s∗−15 .
Proof. We have
‖ wn+1 ‖n+1s+15≤‖ wn ‖ns+15 + ‖ Snun ‖ns+15 .
Furthermore, by theorem 4.2 and lemma 4.2 (iii),
‖ Snun ‖ns+15 ≤ M1µ15n ‖ un ‖ns
≤ M2µ15n (‖ φnfn ‖ns + ‖ wn ‖ns+15‖ φnfn ‖n2).
Using lemma 4.2 (ii), we obtain
‖ φnfn ‖ns ≤ M3(‖ fn ‖ns + ‖ φn ‖ns |fn|n0)
≤ M4(‖ fn ‖ns + ‖ φn ‖ns‖ fn ‖n2)
≤ M5µsn ‖ fn ‖ns .
Moreover, by definition of fn and lemma 4.2 (iii)
‖ fn ‖ns≤M6(‖ f1 ‖ns∗−15 + ‖ wn ‖ns+4), (5.2)
so that,
‖ φnfn ‖ns≤ M7µsn(‖ f1 ‖ns∗−15 + ‖ wn ‖ns+4).
Similarly, using IVn
‖ φnfn ‖n2≤M7µ2n(‖ f1 ‖ns∗−15 + ‖ wn ‖n6 ) ≤ M8µ2n.
We now have
‖ Snun ‖ns+15≤M9µ16n µsn(‖ f1 ‖1s∗−15 + ‖ wn ‖ns+15).
Therefore,
‖ wn+1 ‖n+1s+15 ≤ 2M9µ16n µsn(‖ f1 ‖1s∗−15 + ‖ wn ‖ns+15)
≤ µ16n µ2sn(‖ f1 ‖1s∗−15 + ‖ wn ‖ns+15),
where the last inequality holds if µ is chosen so large that 2M9µ
−1 ≤ 1. It follows
that
‖ wn+1 ‖n+1s+15≤ (
n∏
i=1
µ16i µ
2si)M10 ‖ f1 ‖1s∗−15,
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where
M10 = 1 + µ
−16
1 µ
−2s + · · ·+
n−1∏
i=1
µ−16i µ
−2si ≤ 2,
if µ is large. Hence
‖ wn+1 ‖n+1s+15 ≤ 2µsn(n+1)+
16
τ−1
(τn+1+n0−τ1+n0 ) ‖ f1 ‖1s∗−15
≤ µσs+δn+1 ‖ f1 ‖1s∗−15,
where σ = n(n + 1)τ−(n+1+n0) and δ = 16
τ−1
. 
Proposition 5.2. If s ≤ s∗ − 20− 2δ and n0(s∗) is sufficiently large, then
‖ un ‖ns≤ C1µτ
−1(s−s∗+18+2δ)
n ‖ f1 ‖1s∗−15,
where C1 depends on µ and s∗ .
Proof. By theorem 4.2
‖ un ‖ns∗−15≤M1(‖ φnfn ‖ns∗−15 + ‖ wn ‖ns∗‖ φnfn ‖n2 ),
where M1 depends only on s∗ . By lemma 4.2 (ii), (5.2), and In
‖ φnfn ‖ns∗−15 ≤ M2(‖ fn ‖ns∗−15 + ‖ φn ‖ns∗−15‖ fn ‖n2 )
≤ M3(1 + µ(s∗−15)n)µσ(s∗−26)+δn ‖ f1 ‖1s∗−15
≤ M4µ2s∗σ+δn ‖ f1 ‖1s∗−15,
where M3 depends only on s∗ . Similarly, IIIn yields
‖ φnfn ‖n2≤M5C2µ2σ+τ
−1(20−s∗+2δ)
n ‖ f1 ‖1s∗−15 .
Therefore, for some constant M6 depending on µ and s∗ , we have
‖ un ‖ns∗−15 ≤ M6(µ2s∗σ+δn + µσ(s∗−15)+δn µ2σ+τ
−1(20−s∗+2δ)
n ) ‖ f1 ‖1s∗−15 (5.3)
≤ 2M6µ2s∗σ+δn ‖ f1 ‖1s∗−15,
since s∗ ≥ 20 + 2δ . Furthermore, lemma 2.3 and IIIn produce
‖ un ‖n0≤M7 ‖ fn ‖n0≤M7C2µτ
−1(18−s∗+2δ)
n ‖ f1 ‖1s∗−15 .
Then applying lemma 4.2 (i), we find
‖ un ‖ns ≤ M8(‖ un ‖n0 )1−
s
s∗−15 (‖ un ‖ns∗−15)
s
s∗−15
≤ M9µτ
−1(18−s∗+2δ)(1−
s
s∗−15
)+(2s∗σ+δ)(
s
s∗−15
)
n ‖ f1 ‖1s∗−15
≤ M9µτ−1(s−s∗+18+2δ)n ‖ f1 ‖1s∗−15,
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if σ is sufficiently small. Note that σ may be made arbitrarily small by choosing n0
sufficiently large. We then set C2 = M9 to obtain the desired result. 
Proposition 5.3. If s ≤ s∗ − 18− 2δ − 6τ2−τ , s∗ ≥ 22 + 2δ + 6τ2−τ , n0(s∗) and µ(s∗)
are sufficiently large, and ε(s∗) is sufficiently small, then
‖ fn+1 ‖n+1s ≤ C2µτ
−1(s−s∗+18+2δ)
n+1 ‖ f1 ‖1s∗−15 .
Proof. Expanding Φ(wn+1) in a Taylor series yields,
fn+1 = fn − L(wn)Snun +Qn = fn − θn(Snun)ηηξξ − Lθn(wn)Snun +Qn,
where (ξ, η) are the change of variables given in section §2 by
a12(wn)ξx + a22(wn)ξy = 0 in X, ξ(x, 0) = x, ξ(±x0, y) = ±x0, η = y,
and where Qn is the quadratic error term given by
Qn =
∫ 1
0
(t− 1)∂2tΦ(wn + tSnun)dt.
Since Lθn(wn)un = fn in Xn+1 , we have
fn+1 = Lθn(wn)(un − Snun)− θn(Snun)ηηξξ +Qn, (5.4)
in Xn+1 .
Each term of (5.4) shall be estimated separately. First note that θn may be chosen
sufficiently small to guarantee that,
‖ θn(Snun)ηηξξ ‖n+1s ≤
1
3
C2µ
τ−1(s−s∗+18+2δ)
n+1 ‖ f1 ‖1s∗−15 .
We now estimate Lθn(wn)(un − Snun). By lemma 4.2 and IVn ,
‖ Lθn(wn)(un − Snun) ‖n+1s ≤ ‖ Lθn(wn)(un − Snun) ‖ns
≤ M1(‖ un − Snun ‖ns+2 + ‖ wn ‖ns+4 |un − Snun|n0 )
+O(θn)
≤ M2(‖ un − Snun ‖ns+2 + ‖ wn ‖ns+4‖ un − Snun ‖n2 )
+O(θn)
≤ M3(µs+17−s∗n ‖ un ‖ns∗−15 +µ17−s∗n ‖ wn ‖ns+4‖ un ‖ns∗−15)
+O(θn).
Furthermore, by (5.3)
‖ un ‖ns∗−15≤M4µ2s∗σ+δn ‖ f1 ‖1s∗−15 .
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If θn and σ are sufficiently small and µ is sufficiently large, it follows that
‖ Lθn(wn)(un − Snun) ‖n+1s ≤ M5µ−1(µ3s∗σ+s−s∗+17+δn + µ3s∗σ−s∗+17+2δn ) ‖ f1 ‖1s∗−15
≤ 1
3
C2µ
τ−1(s−s∗+18+2δ)
n+1 ‖ f1 ‖1s∗−15 .
We now estimate Qn . Apply lemma 4.2 (ii) to obtain,
‖ Qn ‖n+1s ≤ ‖ Qn ‖ns
≤
∫ 1
0
∑
|α|,|β|,|ρ|≤2
‖ ∂ρΦ(wn + tSnun)∂α(Snun)∂β(Snun) ‖ns dt
≤
∫ 1
0
∑
|α|,|β|,|ρ|≤2
M6(|∂ρΦ(wn + tSnun)|n0 ‖ ∂α(Snun)∂β(Snun) ‖ns
+ ‖ ∂γΦ(wn + tSnun) ‖ns |∂α(Snun)∂β(Snun)|n0 )dt.
Then the Sobolev lemma and the interpolation inequality ‖ u2 ‖L2≤ C ‖ u ‖2H1 , show
that
‖ Qn ‖n+1s ≤
∫ 1
0
∑
|ρ|≤2
M7(‖ ∂ρΦ(wn + tSnun) ‖n2 (‖ Snun ‖ns+3)2
+ ‖ ∂ρΦ(wn + tSnun) ‖ns (‖ Snun ‖n4 )2)dt.
Furthermore, by lemma 4.2 (iii), In , IVn , and proposition 5.2,
‖ Qn ‖n+1s ≤M8[(‖ wn ‖n6+µ2n ‖ un‖n4 )(µ3n ‖ un‖ns )2+(‖ wn ‖ns+4+µ4n ‖ un ‖ns )(‖ un‖n4 )2]
≤ (M9 ‖ f1 ‖1s∗−15)[(1 + µ2+τ
−1(−s∗+22+2δ)
n )µ
6+2τ−1(s−s∗+18+2δ)
n
+ (µσ(s−11)+δn + µ
4+τ−1(s−s∗+18+2δ)
n )µ
2τ−1(−s∗+22+2δ)
n ] ‖ f1 ‖1s∗−15
≤ (M10 ‖ f1 ‖1s∗−15)µs−s∗+18+2δn ‖ f1 ‖1s∗−15,
since s ≤ s∗ − 18− 2δ − 6τ2−τ and s∗ ≥ 22 + 2δ + 6τ2−τ . If ε(s∗) is sufficiently small to
guarantee that M10 ‖ f1 ‖1s∗−15≤ 13C2 , then
‖ Qn ‖n+1s ≤
1
3
C2µ
τ−1(s−s∗+18+2δ)
n+1 ‖ f1 ‖1s∗−15 .
By combining the estimates for each term of (5.4) we obtain the desired result. 
Proposition 5.4. If n0(s∗) is sufficiently large, then
‖ wn+1 ‖n+114 ≤ C3,
where C3 depends on µ and s∗ .
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Proof. Let a = 14+ τ−1(18+2δ−s∗), and note that since s∗ ≥ 22+2δ+ 6τ2−τ , τ ≥ 32 ,
we have a < 0. If n0 is sufficiently large, we may apply proposition 5.2 to obtain,
‖ wn+1 ‖n+114 ≤
n∑
i=1
‖ Siui ‖i14
≤
n∑
i=1
µ14i ‖ ui ‖i0
≤
∞∑
i=1
µai ‖ f1 ‖1s∗−15:= C3. 
In order to obtain the largest value for s and smallest lower bound for s∗ which
satisfy the conditions of propositions 5.1 - 5.4, we choose τ = 1.6 so that s∗ ≥ 100
and s ≤ s∗ − 96. We now establish two corollaries which will complete the proof of
theorem 1.3.
Corollary 5.1. wn → w in Hs∗−96(X∞).
Proof. If s ≤ s∗ − 96, then by IIn
‖ wi − wj ‖∞s ≤
i∑
k=j
‖ uk ‖ks
≤ C1
i∑
k=j
µ
τ−1(s−s∗+18+2δ)
k ‖ f1 ‖1s∗−15 .
Hence, {wn} is Cauchy in Hs(X∞) for all s ≤ s∗ − 96 since 18 + 2δ < 96. 
Corollary 5.2. Φ(wn)→ 0 in Hs∗−96(X∞).
Proof. If s ≤ s∗ − 96, then by IIIn
‖ Φ(wn) ‖∞s ≤ ‖ fn ‖ns
≤ C2µτ−1(s−s∗+18+2δ)n ‖ f1 ‖1s∗−15→ 0. 
Since s∗ ≥ 100, it follows that wn → w in C2(X∞). Therefore Φ(wn) → Φ(w),
showing that w is a solution of (5.1). Furthermore, if l is as in theorem 1.3, then we
have w ∈ C l−98 , l ≥ 100. This completes the proof of theorem 1.3.
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