Modern acquisition of seismic data on receiver networks worldwide produces an increasing amount of continuous wavefield recordings. In addition to manual data inspection, seismogram interpretation requires therefore new processing utilities for event detection, signal classification and data visualization. The use of machine learning techniques automatises decision processes and reveals the statistical properties of data. This approach is becoming more and more important and valuable for large and complex seismic records. Unsupervised learning allows the recognition of wavefield patterns, such as short-term transients and long-term variations, with a minimum of domain knowledge. This study applies an unsupervised pattern recognition approach for the discovery, imaging and interpretation of temporal patterns in seismic array recordings. For this purpose, the data is parameterized by feature vectors, which combine different real-valued wavefield attributes for short time windows. Standard seismic analysis tools are used as feature generation methods, such as frequency-wavenumber, polarization and spectral analysis. We use Self-Organizing Maps (SOMs) for a data-driven feature selection, visualization and clustering procedure. The application to continuous recordings of seismic signals from an active volcano (Mount Merapi, Java, Indonesia) shows that volcanotectonic and rockfall events can be detected and distinguished by clustering the feature vectors. Similar results are obtained in terms of correctly classifying events compared to a previously implemented supervised classification system. Furthermore, patterns in the background wavefield, that is the 24-hr cycle due to human activity, are intuitively visualized by means of the SOM representation. Finally, we apply our technique to an ambient seismic vibration record, which has been acquired for local site characterization. Disturbing wavefield patterns are identified which affect the quality of Love wave dispersion curve estimates. Particularly at night, when the overall energy of the wavefield is reduced due to the 24-hr cycle, the common assumption of stationary planar surface waves can be violated.
I N T RO D U C T I O N
Almost all research in observational seismology is based on recordings of ground motion caused by propagating seismic waves. Early observatory practice collected data sets that composed of only a limited amount of detectable earthquakes. Furthermore, there was only a small set of available seismic receivers. Therefore, manual seismogram analysis was standard procedure. Today, due to technical advances and the plethora of networks installed worldwide, an increasing amount of continuous data is produced. To find recorded earthquakes or any other temporal patterns of interest, these large seismic data sets can no longer be processed by hand. Manual analysis can be time-consuming, for instance when real-time processing is required for early warning systems. Another problem arising from analysing large data sets is the assessment of data quality. Because detailed, manual inspection of all waveform data may not be possible or be at least very laborious, one may easily miss instrumental failure or other disturbing patterns. Therefore, new analysis tools are required which utilize automatic pattern recognition techniques.
In the field of pattern recognition, two different data learning approaches are available. For supervised learning, labelled training data with known class-memberships are required to introduce the patterns to be recognized by the algorithm. In seismology, this approach primarily involves automatic detection of seismic phases (e.g. Christoffersson et al. 1988; Dai & MacBeth 1995; Wang & Teng 1997; Withers et al. 1998; Bai & Kennett 2000; Riggelsen et al. 2007) or discrimination of different event types (e.g. Joswig 1990 ; Dowla et al. 1990; Ohrnberger 2001) . For this purpose, the training data are manually labelled based on expert knowledge (e.g. seismic phase picking). This training data set is then employed to predict class-memberships of unseen data. Hereby, the goal is to minimize the misclassification rate and the amount of false alarms. On the other hand, unsupervised learning uses unlabelled training data for automatic pattern identification. In practice, finding the natural grouping of the data set by clustering is the most common unsupervised technique. As in other disciplines, the benefit of unsupervised analysis in seismology lies in its potential to let the data speak for itself as an initial processing step. This phase should not be biased by preconceptions of the researcher (Bardainne et al. 2006) . However, after this unsupervised learning phase it is still required that a domain expert (seismologist) evaluates and interprets the results as clustering algorithms do not reveal which cluster corresponds to a particular class of pattern. Moreover, most algorithms suggest more than one meaningful partition of the data set. Hence, human interaction is the last step of any unsupervised pattern recognition approach. The interpreter has to apply his domain knowledge by utilizing a practical visualization of the results. Finding such a visualization is also very crucial and difficult because the data space cannot always be displayed in two or three dimensions.
When we talk about patterns in seismic recordings, we usually mean distinct arrivals of wave phases. They are characterized by suddenly increasing amplitudes and/or a changing frequency content compared to the background wavefield. Besides intensified activity on signal detection, the availability of long, continuous network recordings allows another aspect of seismic data analysis to be addressed. Over the last two decades, there has been an increased focus on the permanently measured background wavefield (seismic noise or ambient seismic vibrations). Ambient noise can be considered as a superposition of waveforms excited by natural and man-made sources and has found to be energetically dominated by surface wave propagation. Therefore, estimating the propagation properties of surface waves from the noise record allows for passive investigations on crustal (e.g. Shapiro et al. 2005; Sabra et al. 2005) and local scales (e.g. Milana et al. 1996; Ohmachi & Umezono 1998; Bard 1998) . This is especially relevant in areas of low seismicity and where the use of active geophysical experiments is limited. In this context, temporal patterns in the wavefield develop a more general meaning. In addition to short-term patterns (transients), the changes in wavefield characteristics over longer timescales (longterm patterns) can become important. For example, the spectral content or the directionality may change over hours, days or months and may have an impact on the quality of surface wave velocity estimates (Stehly et al. 2006; Pedersen & Krüger 2007) . Automatic recognition techniques are required also for those patterns.
In this work, we apply an unsupervised approach for seismic wavefield analysis based on Self-Organizing Maps (SOMs; Kohonen 2001). Köhler et al. (2008) introduced an adaptive, unsupervised feature selection approach which automatically finds the seismic wavefield attributes suitable for pattern recognition. Furthermore, Köhler et al. (2009) applied SOM-based clustering and fast interpretable data visualization techniques to synthetic data and pre-selected sections of regional earthquake recordings. For the evaluation and validation of the procedure, quantitative performance tests have been carried out in both studies. In Section 2 of this paper, all employed techniques are introduced. The goal of this study is to apply the suggested approach in a further context. We focus on automatic recognition of patterns on different timescales using longer, continuous records. In particular, we consider volcano-seismic signals (Section 3) and temporal patterns in ambient seismic vibrations (Section 3 and 4). Detection and classification of volcano-seismic signals is important and mandatory for eruption forecasting and to assess the activity state of a volcano (Minakami 1960; McNutt 1996; Ohrnberger 2001) . On the other hand, ambient vibration patterns reveal further insights into the temporal distribution of natural and anthropogenic sources (Bonnefoy-Claudet et al. 2006 ).
M E T H O D S

Self-organizing maps
The SOM algorithm is a convenient, unsupervised learning method, which is widespread in various scientific fields (see references in Kohonen 2001) . SOMs allow for an intuitive visualization of the distribution of data in any dimension. During SOM training, so-called prototype vectors are generated, whose distribution approximates the probability density function of the data set. This approach is well known as vector quantization. It is a very powerful approach to compress large and high-dimensional data sets. Each prototype vector represents a group of similar or close data points. For SOMs, an ordered and topology-preserving mapping into two dimensions is additionally performed. This map (the SOM) consists of a regular grid of usually hexagonal units. Each grid unit corresponds to a prototype vector in the data space. Fig. 1 illustrates this setting by means of a simple example. The data set consists of three clusters in a 3-D space (grey symbols in Fig. 1a ). In Fig. 1(a) , black symbols indicate the coordinates of all prototype vectors after training the SOM. The Prototype vectors in Fig. 1(a) , which correspond to adjacent SOM units (hexagons) in Fig. 1(b) , are connected by red lines. Fig. 1(a) shows that those prototype vectors are also neighbours in the data space, where one can imagine the SOM as a warped surface. This property helps to derive statements about similarity (proximity), distribution, and data grouping directly from the SOM.
There are different ways to visualize an SOM and the properties of the underlying data set. In Fig. 2(a) , a histogram is shown on top of the SOM. The size of symbols corresponds to the number of data vectors which belong to a particular SOM unit. In other words, these data points have in common that the corresponding prototype vector is their nearest neighbour. New data, which were not used for training, can be easily mapped on the SOM in the same way. Fig. 2(b) shows the so-called unified-distance matrix (U-matrix). The U-matrix illustrates the probability density distribution of the prototype vectors. The space between adjacent SOM unit centres is coloured according to the distance between the corresponding vectors in the data space. The colour scale runs from blue (the lowest distance or highest data density) to red (highest distance). Because each SOM unit has six neighbours (except the outermosts), the hexagonal cells are divided into seven subunits in Fig. 2(b) . The inner subunit shows the averaged distance to all neighbours. The SOM prototype vectors can be clustered using common methods. Here, we employ an average linkage hierarchical clustering algorithm which makes use of the average distance between the members of two clusters to find meaningful groupings . Starting with two clusters, the data set is thereby successively split into an increasing number of groups of similar prototype vectors. One can choose the most meaningful clustering manually or by using a cluster validity measure like the Davies-Bouldin index (DB; Davies & Bouldin 1979) . The DB index compares the scatter within clusters and the distance between cluster means. High intercluster distances and low scatter within a cluster produces a low DB index relative to other clusterings of the same data set. Hence, the lowest index indicates the best grouping. After clustering, the SOM is coloured to distinguish the cluster memberships of prototypes (Fig. 2c) . Comparison with the U-matrix allows Figure 1 . Example for a Self-Organizing Map (SOM) generated from a data set in three dimensions. Data space is shown in (a). Grey symbols indicate data. Black symbols represent SOM prototype vectors which sample the probability density function of data. Red lines connect prototypes whose corresponding SOM units are neighbours. The SOM is shown in (b). Each hexagon represents an SOM unit which corresponds to a prototype vector in (a). (Kvaerna & Ringdahl 1986 ) Semblance: vertical, radial and tangential comp. pr 2
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Spectrum of polarization ellipsoid (Pinnegar 2006 for the validation of clusterings directly on the SOM. For a perfect grouping, cluster borders should appear as more reddish areas in the U-matrix plot in comparison to the regions inside the clusters. In other words, a cluster is a bounded, blue area on the SOM. To investigate the meaning of clusters, SOM component plane plots are useful for displaying the values of a particular prototype vector component (equivalent to one of the so-called feature components) which is associated with any of the SOM units (Figs 2d-f). Red colours stand for high values of the corresponding feature. In our example, the component plane in Fig. 2(d) shows that Cluster 1 can be described by the distribution of feature X . The corresponding area on the SOM (Fig. 2c) is characterized by the presence of high values of that feature. Moreover, the component plane representation of the SOM allows to identify and group correlated features (i.e. features Y and Z). SOMs have already been applied, in different contexts, for active seismic data sets (Essenreiter et al. 2001; Klose 2006; De Matos et al. 2007 ) and in seismology (Maurer et al. 1992; Musil & Plešinger 1996; Tarvainen 1999; Plešinger et al. 2000; Esposito et al. 2008; Köhler et al. 2009 ). The latter studies employed SOMs for event discrimination (e.g. explosions and earthquakes) using pre-selected seismogram sections. Our intention in this study is a more general pattern discovery using any continuous record.
Feature generation
The first step of any pattern recognition approach is the generation of useful features from the observables. The seismologist anticipates that seismic signals of the same type (e.g. a seismic phase) should be grouped into the same cluster. Besides direct use of seismogram or spectral amplitudes, also other parameters estimated from seismic data have been found to be useful to discriminate signal classes and improve interpretability. For instance, parameters like signal polarization can be more powerful to characterize a class of signals which are observed with variable maximum amplitudes. This applies for almost all seismic signal classes. Furthermore, information from a seismometer network can be combined in a single feature (e.g. the coherency of the wavefield). We implement several popular parametrization methods, such as frequency-wavenumber, polarization and spectral analysis. Each method generates shorttime representatives for various wavefield properties. Table 1 gives an overview over all features. For each time window, features are computed from continuous three-component (array) seismograms. Features of single station methods are averaged over all receivers. All features obtained at one particular time-instance are combined as real-valued components of the so-called feature vector. Hence, the dimensionality of this vector corresponds to the number of features. The time window length for feature generation is specified according to the duration of the temporal patterns of interest. When this information is not available, the length should be at least the longest period which should be resolved. In contrast to previous unsupervised investigations on seismic data (Bardainne et al. 2006; Esposito et al. 2008 ), we do not compute a single feature vector for a time window including a complete event. Instead, we successively divide a continuous records into time segments without a previous (supervised) pre-selection of events of interest. Thus, a more general unsupervised learning approach can be performed.
The complete seismic record is analysed instead of clustering only a subset consisting of different types of events.
Feature selection
When knowledge about existing patterns is available a priori, it is appropriate to directly use a manually defined set of features. However, it is often not known which features are most suitable for pattern recognition. Furthermore, one does not want to employ more features than those that are necessary. Therefore, an unsupervised feature selection algorithm is needed. Our method is based on a relevancy and redundancy filter (Köhler et al. 2008 (Köhler et al. , 2009 ).
The relevancy filter performs significance tests for individual features. In particular, we reduce the number of features using the nonparametric Wald-Wolfowitz runs test (Wald & Wolfowitz 1940) . As the well-known Kolmogorov-Smirnow (KS) test, the runs test evaluates the hypothesis that data follow a particular distribution. The Wald-Wolfowitz method can be used to check the temporal randomness of a two-valued feature time-series (e.g. a binary sequence of ones and zeros). In other words, it tests whether all samples of a sequence are mutually independent. The runs test takes into account the order in which the samples are presented. A two-valued sequence can be obtained from any time-series by subtracting the mean or median of all values from each sample and keeping the sign. For our feature selection method, we choose a significance level of 5 per cent to reject feature time-series which can be explained as random sequences. Those features would deliver no usable information about temporal patterns. We found that the Wald-Wolfowitz runs test is working reliably on seismic features (Köhler et al. 2008) . Alternatively, such a test may be performed also by the KS test.
The redundancy filter groups correlated features using the SOM component planes introduced above (Vesanto & Ahola 1999) . A representative feature from each group is obtained from the relevance ranking given by the runs test (i.e. the confidence level that the feature sequence is non-random). Subsequently, the final SOM can be trained, clustered and interpreted by employing only the selected, uncorrelated features as input data vectors.
A P P L I C AT I O N T O A V O L C A N O -S E I S M I C WAV E F I E L D
We apply the unsupervised clustering and visualization technique to array recordings of seismic signals at Mount Merapi, which is an active, high-risk volcano on Java (Indonesia). Our aim is to identify events and investigate the behaviour of the background wavefield. We use seismic array data from the beginning of July 1998 during a phase of high volcanic activity. The network (KEN) consists of three broadband three-component stations (aperture ∼200 m). The analysed recordings are spread over five days (July 2-6). We chose 27 1-hour-long records for which the occurrence of volcano-seismic events is known. We use three types of hand-picked events for evaluation after learning: 16 shallow volcano-tectonic events (VT type B or VTB, 5-8 Hz), six multiphase events due to lava dome growth (MP, 3-4 Hz) and 16 rockfall-induced signals (so-called Guguran events, 1-20 Hz). All those events are a subset of the training data set employed by Ohrnberger (2001) for a supervised, hidden Markov model-based classification system. A time window length of 1.7 s is used for feature generation in frequency bands between 0.8 and 16 Hz. Fig. 3 shows histograms for all features automatically selected by our procedure. Because the background wavefield dominates the data set, no evidences for clusters of volcano-seismic signals can be derived directly from a linear-scaled histogram (e.g. a mix of two or more normal distributions). Therefore, we plot all histograms using a log-scale to be able to identify more local maxima in the distributions. Fig. 3 shows that features like sono_z5, ab_10 and pr_r3 have the potential to discriminate between different signals. For all these features, the distribution shows a locally increasing frequency of occurrence at high values (i.e. higher energy or coherency).
Feature selection
We compare the selected features with those manually chosen by Ohrnberger (2001) (sono_z in eight frequency bands, pr_z, inc) . In both studies, features derived from the time-frequency spectrum and from array methods (i.e. the semblance) are found to be the most useful wavefield attributes. In addition, Ohrnberger (2001) used the angles of incidence which is not selected by our automatic method. However, in our feature set, information about signal polarization is implicitly available from the ellipticity spectrum (ab) and the horizontal to vertical spectral ratio (HV ). Therefore, the reliability of our feature selection procedure is shown for this example. There is a good correspondence with the features chosen based on seismological expert knowledge. Fig. 4 presents the visualizations after SOM training and clustering. The U-matrix in Fig. 4(a) shows areas of high data density (blue colours) bounded by low densities (red colours). Two possible clusterings are shown in Figs 4(b) and (c). A number of four clusters (Fig. 4b) is obtained as the best grouping with respect to the Davies-Bouldin cluster validity index (Table 2 ). However, it was suggested to use the DB index as a guideline rather than to accept only one meaningful clustering . Therefore, a second solution is chosen providing a more meaningful fit of all observed U-matrix patterns (10 clusters in Fig. 4c ). Nevertheless, note that all these clusters are children of the first solution, since a hierarchical approach is carried out. Hence, no distinct solution, but rather a more detailed view into the data set properties is presented.
Clustering
In Figs 4(d)-(f), the manually labelled time windows of all volcano-seismic events (VTB, Guguran, MP) are mapped on the SOM as explained in Section 2. The SOM-histogram shows that the well-separated Cluster 2 in Fig. 4(b) contains volcano-tectonic and rockfall events. Moreover, its two children are able to discriminate between both event types (Fig. 4c) . Hence, it is possible to find at least two volcano-seismic signal classes, even when the background wavefield dominates the data set. On the other hand, multi-phase events are distributed over the entire map, and no distinct cluster is found.
To interpret the remaining clusters, we present the vertical component seismograms and the cluster memberships of all time windows from Fig. 4(c) within their original temporal context for one array station (Fig. 5) . Volcano-tectonic (orange) and rockfall events (yellow) are clearly visible at any time of day. In the daytime, a further class of transients occurs (Cluster 1), which is most likely man-made. The dark green dominated background wavefield in the daytime is more heterogeneous due to various human activity. Furthermore, blue and violet colours highlight the background noise during the night. Except for volcano-seismic events, no other transients occur. The observed transition from green to blue-coloured time windows reflects the successively increasing human activity in the early morning around 6 a.m., shortly before sunrise in tropical regions.
Cluster-based classification
For a quantitative evaluation, we assign the most frequent label (VTB, Guguran, MP, or noise) to each of all 10 clusters using the hand-picked data. As already suggested by Figs 4(d)-(f), rockfall events are associated with the yellow and volcano-tectonic events with the orange cluster. Subsequently, we map the volcano-tectonic and rockfall events on the SOM again and reclassify those time windows according to their cluster memberships. We obtain a low classification error of 6 per cent for volcano-tectonic events (presented as VTBs but classified as others, false negative). For rockfall events, a higher error of 26 per cent is yielded, due to ambiguities between both event types (Guguran time windows in VTB cluster). By combining both event clusters into one class, we are able to reduce the recognition error significantly to 12 per cent. test, we also determine the false alarm rate from the background wavefield using the same 27 hr of data (wrongly classified as events, false positive). We find that 28 per cent of all time windows classified as volcano-tectonic or rockfall events are not belonging to a visually identifiable event.
Our results show that the volcano-tectonic and rockfall clusters can be used for a simple nearest-neighbour classifier for new incoming data. Higher recognition rates can be achieved when additional expert knowledge is used. Because both events last longer than just 1.7 s, a time window classified as belonging to an event should belong to a sequence of identical class labels. Hence, we may claim that a sequence has to be composed of more than one time window. For our data set, this reduces the false alarm rate from 28 to 20 per cent.
The temporal context of feature vectors was also considered by the approach of Ohrnberger (2001) . For a continuous mode application of the trained classifier on five days of data, an averaged misclassification rate of 33 per cent was obtained. The lowest errors have been found for volcano-tectonic (11 per cent), followed by rockfall events (26 per cent). The worst recognition rate has been observed for multi-phase events (36 per cent misclassification) due to weak amplitudes. Our findings are in line with those results, even though we pursue a different strategy. However, in contrast to Ohrnberger (2001) , we are not able to identify automatically even a single multiphase event.
A P P L I C AT I O N T O A M B I E N T S E I S M I C V I B R AT I O N S
Important target sites for ambient seismic vibration measurements are areas of high seismic hazard for which strong amplification, due to soft-sediments in the subsurface, are expected. Thus, knowledge about the local structure is mandatory for the forecasting of ground motion. As a low-cost alternative to, or in combination with, active geophysical experiments or other geotechnical methods, this information can be inverted from surface wave dispersion curves. These quantities are obtained by stacking the slowness estimates from array recordings over an appropriate time interval (e.g. Herrmann 2002; Scherbaum et al. 2003; Wathelet et al. 2004; Parolai et al. 2005) .
We process 17 hr of array data (12 receivers, aperture ∼250 m). The record has been acquired at a site close to the village of Colfiorito in Central Italy. The first 3 hr (1-4 p.m.) have been recorded 1 day before the rest of the data. Rayleigh and Love wave dispersion curves are estimated for each hour using the modified spatial autocorrelation method on three components (3c-MSPAC; Köhler et al. 2007) . Whereas Rayleigh wave dispersion curves remain stable, we observed significant variation in the Love dispersion curves below a frequency of 1 Hz. Therefore, we decided to apply our unsupervised pattern recognition approach to investigate this phenomenon.
Because we know that we are looking for a pattern on the horizontal components in a particular frequency band, we choose a manually defined feature set for our unsupervised recognition method (Section 2). We use a set of six features (not including the slowness estimates) generated from the horizontal components in a frequency band between 0.4 and 1.2 Hz. We compute four features which reflect the coherency and plane wave character of the tangential and radial-polarized wavefield (pr_r, pr_t, spacim_r, spacim_t ;  Table 1 ). Furthermore, variation in the horizontal frequency spectrum is considered by the instantaneous frequency (if_h) and the power spectrum amplitude normalized with the overall energy between 0.4 and 2.6 Hz (sono_h). The time window length for all features is 100 s. We choose this length to be in a similar range compared to the typical durations of transients in the record. The reason is that we are now more interested in long-term patterns and do not aim to resolve patterns on a very small scale (i.e. the changing character of a transient over duration of the signal).
Figs 6 and 7 show the SOM visualizations and the component planes of all features. We choose the clustering in Fig. 6(b) because Table 1. it is in good agreement with the identifiable regions shown by the U-matrix in Fig. 6(a) . Fig. 8 presents the seismograms, the cluster membership of each time window, and the Love wave dispersion curve for each hour of the record. As for the previous data set, the daily cycle due to human activity is highlighted. The green and yellow clusters (nighttime) are mainly defined by increased energy contribution at lower frequencies compared to the blue and violet clusters (daytime) (compare Figs 6b and 7) . Furthermore, high semblances are observed on the radial and tangential components for the green and blue clusters. On the other hand, the radial is clearly lower than the tangential semblance for the violet clusters, which include mainly high-amplitude signals. It is known that anthropogenic seismic noise at daytime mainly consists of ground motion above 1 Hz and is dominated by Love waves (Bonnefoy-Claudet et al. 2006) . Furthermore, transients exist due to close sources like local traffic. On the other hand, Rayleigh-wave-dominated oceanic microseisms have a higher contribution below 1 Hz and dominate at nighttime (Bonnefoy-Claudet et al. 2006 ). This behaviour is well reflected by the clustering of all time windows and by their properties. There is a main road and agricultural activity close to the measurement site, which probably generates the violet signal clusters. The continuous high noise level during daytime (blue cluster) can be associated with human activity in the village of Colfiorito. At night, oceanic microseisms become dominant compared to the anthropogenic noise level.
The right-hand panel of Fig. 8 shows that the estimated Love wave dispersion curves become unstable below 1 Hz between 9 p.m. and 1 a.m.. Unrealistic high slowness values and increased uncertainties are obtained. Within the same time interval, most feature vectors belong to the yellow cluster. Low semblance and high imaginary SPAC coefficients indicate that the assumption of planar and coherent surface waves is not fulfilled within this cluster ( Fig. 7 ). An explanation could be the lack of Love waves in the noise wavefield due to the minimal human activity.
C O N C L U S I O N S
In this study, we have applied an unsupervised processing scheme for the general discovery of temporal patterns in continuous seismic wavefield records based on SOMs. The technique has shown to be a very useful tool to have a first and unbiased look on seismic data. It has the potential to identify long-term variations and short seismic events. Manual inspection of suggested clustering solutions and interpretation based on expert knowledge is an integral part of this approach. Selecting automatically the number of clusters based on a validity measure for example, may not tap the full discrimination potential of the approach.
The method has shown its potential to monitor variations in wavefields close to active volcanos. We have analysed recordings of seismic signals from the volcano Mount Merapi (Indonesia). We have been able to detect and discriminate two characteristic volcanoseismic signal classes which are crucial for eruption forecasting. We have found that they form distinct clusters over the entire day independent of the event amplitudes, which allows to classify those events automatically. Compared to a previously implemented supervised classifier, similar recognition rates have been obtained. Moreover, we have confirmed the 24-hr cycle, which is known to be related to human activity.
Furthermore, we have applied our method to an ambient seismic vibration data set. We have shown the potential to recognize longterm variations which may potentially affect estimates of surface wave dispersion curves. The analysed data set could be decomposed into clusters of waveforms recorded at day-and nighttime. Furthermore, we have identified a cluster of time windows at night which have impaired the estimate of a local Love wave dispersion curve. By omitting this cluster before stacking the dispersion curves of all time windows, it is possible to decrease the measurement uncertainty. Therefore, this approach can be applied as a pre-processing method for local site characterization based on ambient seismic vibrations.
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