Possible use of the model for determining functionally similar domains in a diverse set of proteins is pointed out.
Introduction
The native protein in the cell is not an isolated system, but undergoes continual exchange of energy with its surroundings as a result of which the protein performs its function. The (Lockless and Ranganathan, 1999; Freire, 1999; Suel et al., 2003) . Specifically, we address the question of the partitioning of the instantaneous increment of energy from the surroundings among the various residues, and the relation of this partitioning to the topology of the three dimensional structure. The analysis shows, as will be discussed in detail in the results section, that the exchange of energy between the protein and the surroundings is not spatially isotropic, nor random. The surroundings may be water molecules as well as ligands, cell wall, DNA, proteins, etc. Certain residues, which we recently called the 'energy gates' (Tuzmen and Erman, 2011) , are the hotspots that play major role in energy exchange with the surroundings. These are residues that can respond to the incoming energy and can share it with others in the protein, compared to several other residues at the surface that show negligible response to energy perturbations. This observation has immediate and important consequences regarding the ligand binding problem. The analysis also shows that the energy taken up from the surroundings does not diffuse randomly within the three dimensional structure, but rather follows specific paths which we recently called 'interaction pathways' (Haliloglu et al., 2010; Tuzmen and Erman, 2011) . The relation of this observation to allosteric interactions of proteins, on which a large number of studies now converge, is obvious (Monod et al., 1965) .
The interest in energy fluctuations in proteins is not new, of course, since it relates directly to the heat capacity, P C , by the relation 2 2 P C ∆U / kT = , which has been given most transparently in the work of Prabhu and Sharp (Prabhu and Sharp, 2005 ) on which we elaborate further in the models section below. Interest on energy fluctuations has been mostly limited to the study of changes in the heat capacity relating to events during folding or unfolding. Following the pioneering works of Cooper (Cooper, 1976) and Sturtevant (Sturtevant, 1977) , several papers have been written on this subject and reviewed extensively in (Prabhu and Sharp, 2005) . The sources of heat capacity changes with increasing temperature such as formation of cages of structured water around nonpolar groups, the breaking of hydrogen bonds and the increase of internal vibrational degrees of freedom have been studied in detail both theoretically and experimentally (Prabhu and Sharp, 2005; Sturtevant, 1977) . In the present paper, we do not address the issue of heat capacity changes but instead focus on the partitioning of the fluctuations at the residue level, i.e., the relationship between energy fluctuations and the vibrational degrees of freedom of individual residues.
Several papers form the background and the underlying material for the present study which are briefly reviewed here. The terminology and the formulation of fluctuations in Chapter 19 of the classical book on thermostatistics by Callen (Callen, 1985) are adopted. This terminology was used for proteins previously (Oylumluoglu et al., 2006 (Oylumluoglu et al., , 2007 with emphasis on the electric field as the thermodynamic extensive variable and the protein dipole moment as the thermodynamic force. Electric field fluctuations are not considered here but can however be handled with the general expression of the probability function given in Appendix
A. The present work is deeply motivated by the work of Piazza, de Los Rios and Sanejouand (Piazza et al., 2005) who pointed out that the energy of a protein is dissipated to the environment only by surface atoms, and bulk atoms exchange energy with each other only. A simplified solution of the Fokker-Planck equation based on harmonic potentials showed that the spectrum of energy relaxation times originated from the coupling of the surface atoms to the solvent. The concept of spatial inhomogeneity that is needed to understand protein behavior originated in (Piazza et al., 2005) . In the present paper, residue positions are introduced as labels that carry information on the graph structure of the native protein, hence the structural inhomogeneity. The structural distribution of cooperative transitions and the identification of pathways of communication and their relation to energy fluctuations (Freire, 1999; Hilser et al., 1998; Lockless and Ranganathan, 1999) can now be visualized within a thermostatistics framework. The statistical energy has already been recognized as a good indicator of coupling that determines the pathways of energy conduction within proteins (Lockless and Ranganathan, 1999; Suel et al., 2003) . The role of energy fluctuations on function has been studied from different points of view: The fact that interactions of proteins with their surroundings lead to diverse energy relaxation behavior of significant nature have been shown experimentally on myoglobin Frauenfelder et al., 2002) .
Energy storage and transfer in the anisotropic three dimensional structure of a native protein are studied by cooling a surface residue and following the distribution of energy throughout the bulk (Piazza and Sanejouand, 2008, 2009) . The flow and repartitioning of energy in proteins have been reviewed, thoroughly, by Leitner (Leitner, 2008) from the point of view of both (i) energy flow through channels containing the crucial residues, and (ii) collective normal modes of oscillations. The reader is referred to Leitner's review for the experimental and computational techniques that may be used to study energy fluctuations. On the computational side, the work of Fermi, Pasta, Ulam (Fermi et al., 1955 ) have been the reference that influenced work on proteins: In an isolated system subject to harmonic potentials, energy given to a mode of the system remains there indefinitely, and it is only the anharmonicities in the potential that allows the energy to flow to different modes. It was later shown by the pioneering molecular dynamics simulations of Moritsugu, Miyashita and Kidera (Moritsugu et al., 2000) that through a third order nonlinearity, the vibrational energy was transferred from a normal mode to a very few number of normal modes in a protein. When regarded as a canonical system, the modes of a protein, even in the absence of anharmonicities, may be excited by the surrounding liquid and a wide spectrum of energy relaxation may occur as pointed out before (Piazza et al., 2005) . In this respect, although anharmonicities are important, such as for forming discrete breathers (Juanico et al., 2007; Piazza and Sanejouand, 2008) for example, they are not essential for the discussion of energy fluctuations in proteins. Finally, the large repertoire of papers on the relation of energy fluctuations on allosteric reactions of proteins, reviewed by Swain and Gierasch (Swain and Gierasch, 2006) is the relevant background to this work. Notably, the work of Ranganathan and collaborators (Lockless and Ranganathan, 1999; Suel et al., 2003) A second aim of this paper is to recapitulate the statistical thermodynamics basis of the Gaussian Network Model (GNM) (Bahar et al., 1997) . This model has been derived with reference to the statistical mechanics of random Gaussian networks (Kloczkowski et al., 1989) , and has a partition function equivalent to that of a canonical system, but the significance of energy exchanges of the protein with its surroundings has not been visualized then. The latter is emphasized in the present study. In doing this, some of the familiar equations of the GNM are repeated, for the sole interest of explaining their connection to the canonical statistical mechanical system. More recent work on the thermostatistics of native proteins from our group elaborated on different aspects of the problem such as anharmonic probability distribution of residue fluctuations (Kabakcioglu et al., 2010; Yogurtcu et al., 2009 ), quasi-harmonic mode coupling , binding interactions (Haliloglu and Erman, 2009; Haliloglu et al., 2008) , and predicting interaction pathways (Haliloglu et al., 2010; Tuzmen and Erman, 2011) . These topics are unified under a thermostatistics formalism in the present paper, and it is hoped that this theoretical framework will allow for future improvements of the model.
The paper is organized as follows: In the section below, the thermodynamic variables are defined in the entropy representation for the model. The protein plus its surroundings form an isolated system, i.e., a canonical system. Then, the harmonic approximation is adopted and the relationship between the energy and residue fluctuations is given. The main finding of the paper, correlations of energy fluctuations is then presented in terms of two related matrices, the connectivity matrix of the protein as a graph and the gamma matrix of the GNM. The expression derived for energy fluctuation correlations establishes the relationship between energy fluctuations and protein architecture. Finally, the 'heat capacity of the distance between two residues' is introduced as a new concept which is a measure of the response of a pair of residues to energy fluctuations. All relevant thermostatistics information is summarized in six appendices. In the interest of giving a broad perspective to the thermostatistics of native proteins, the most general form of the probability distribution function for fluctuations is given in Appendix A, which is then simplified for use in this study. Some of the appendices contain information which is already well know but introduced here to eliminate cross-referencing, and some of the appendices contain details of mathematical derivations of the equations given in the text. The predictions of the model are compared, for proof of concept purposes, for two widely studied systems, (i) Bovine
Pancreatic Trypsin Inhibitor, BPTI, and (ii) twelve proteins of the PDZ domain.
Material and Methods
The 
The entropy representation of the protein: The entropy of the ith residue may be written as a function of the energies of the constituent subsystems as
Equation (2) may be inverted to yield the energy of each residue
Using the first of equation (1), the total energy of the protein is written in the entropy representation as
The system as a canonical ensemble: The protein exchanges energy with its surroundings and the system constitutes a canonical ensemble. The probability 
where, A=U-TS is the Helmholtz free energy. The probability of a fluctuation ˆÛ U U ∆ = − of the energy is obtained from equation (5) as ∆R by (Hinsen, 1998) ( ) ( )
where, ij k is the spring constant between residues i and j, ij α is the angle between the vector 
R where γ is the equivalent spring constant for the system. We let this energy to partition equally between residues i and j.
Summing up first over all the neighbors of residue i and then over all residues of the protein gives the total energy fluctuation
The force i F on residue i when the residue is displaced from its mean position by i ∆R is obtained from the energy as ( )
where the matrix Γ is the matrix of the GNM defined as
The heat capacity and fluctuations of energy and entropy: The heat capacity at constant (11) and (13), we obtain the relationship between entropy and energy fluctuations.
Thus, entropy fluctuations are not independent of energy fluctuations.
Correlations of energy fluctuations:
We now examine in more detail the contributions to the heat capacity from interactions of residue pairs
Expanding the terms in the brackets, and performing the indicated averages as outlined in 
( )
This is the major result of the present paper.
At a fixed temperature, the correlation given by equation (16) is proportional to the contribution of the interaction of residues i and j to the heat capacity. Summing equation (16) over the index k leads to the energetic interaction, . In order to further characterize this relation for harmonic interactions, we evaluate the more general term 2 2 i ĵˆR R U ∆ ∆ ∆ which previously was derived in Reference (Haliloglu et al., 2010) and is briefly summarized in Appendix F. The resulting expression is ( )
Summing over the index j in equation (18) leads to the total correlation, T ,i C , of residue i with all other residues of the protein:
Results and Discussion
We now apply the predictions of equations (16) and (17) to the analysis of energy interactions of two widely studied systems, (i) Bovine Pancreatic Trypsin Inhibitor, BPTI, and (ii) the PDZ domain. In all calculations, the cutoff distance is taken as 7.0 Å. Our interest is in localized motions that identify specific residues. For this reason, we concentrate on the large eigenvalue end of the spectrum of the gamma matrix. We retain the largest five eigenvalues of the gamma matrix in calculating 1 − Γ . Contributions from eigenvalues beyond the fifth do not contribute much to local events as our calculations show. In previous studies, we concentrated mostly on the largest eigenvalue (Haliloglu and Erman, 2009; Haliloglu et al., 2010; Haliloglu et al., 2008; Tuzmen and Erman, 2011) which accounted for the majority of events associated with the correlations that we studied. Using five largest eigenvalues now gives a consistent picture of the fine details of the energy-structure relations as we discuss below. The results obtained from equation (17) are shown in figure 2. The heavy line is obtained by using the PDB file 1BPI whose crystal structure is obtained in the presence of the phosphate group that binds to ARG20 and TYR35. The two peaks identify the binding site residues for the ligand. The light curve is obtained by using the PDB file 4PTI which is crystallized in the absence of the ligand. The curve obtained is essentially the same as that for the liganded protein. This shows that the information for binding of the ligand at the specified position is already present in the apo form of the protein. CYS30 and CYS51 make a disulfide bridge. Figure 1 shows that there is some but not a strong correlation between these two residues. The two other disulfide bridges, 14-38 and 5-55 do not appear to be interacting energetically according to the present model. Neither of these two is on the interaction pathway of this protein which we define below. PHE45 appears as a small peak in the figure. From figure 1, we see that PHE45 correlates with ARG20, TYR35 and CYS51. PHE45-ARG20 and PHE45-CYS51 are contact interactions whereas the correlations of PHE45-TYR35 are long distance correlations as seen from figure 3 below. (17) and the results are presented in the twelve panels of figure 6 . All of the proteins in this group exhibit six characteristic peaks that are similarly located on the primary sequence of each protein. We consider 3I4W in detail here. In figure 4 , results of calculations based on equation (17) are presented where energy correlations of residues identified by the residue index along the abscissa are presented in arbitrary units. For uniformity, residue indices are numbered from 1 to N and do not correspond to the actual residue numbers given in the data bank files. Six major peaks are observed, numbered from left to right in the figure. The residues corresponding to the six peaks are: ILE316 at peak 1, PHE325,ASN326 and ILE327 at peak 2, ILE336 at peak 3, PRO346 at peak 4, ASP357 at peak 5, GLN391 at peak 6. The corresponding structures are shown in figure 5 in 3-d. In figure 6, the energy correlation peaks are shown for all of the twelve proteins that we investigated. In all of the proteins, the characteristic six peaks are observable. In some cases, there are shifts in the locations of the peaks and in their amplitudes due to differences in the numbering of the residues and due to effects from the diverse neighborhoods of the proteins, but in all cases the characteristic peak structure is recognizable and are in general agreement with the patterns suggested for similar systems by Lockless and Ranganathan (Lockless and Ranganathan, 1999) . 
Appendices
Appendix A. The probability distribution of fluctuations. (From Callen (Callen, 1985 ))
The general form of the probability function for the instantaneous values X of the thermodynamic variables is
Here, î X are the instantaneous values of the parameters of the model, which in general could be the energy and position of each residue, their volumes, electric field acting on each residue,
F are the corresponding entropic variables, such as 1 For the canonical ensemble, using the probability function given by equation (7), the following relation is obtained 
Repeated use of this expression for any fluctuating function φ gives
The thermostatistical basis of the GNM equation 
∆R ∆R ∆R ∆R
Using the relation D-1 and D-2, and the relation i i j j ∆ = F Γ R the higher moments of fluctuations are replaced by the products of the matrix Γ as follows: 
