Let C G be a set of norms on R 2 such that for any norm p in C G , p(1, 0) = p(0, 1) = 1 and p is G-invariant where G is the dihedral group generated by a counterclockwise rotation α by an angle of 90 • and a reflection β in the y-axis. By the Arzela-Ascoli Theorem, C G is a nonempty compact convex set. Consequently, the Krien-Milman Theorem guarantees that this set has an extreme point and the closed convex hull of its extreme points is itself. For example, the minimum norm 1 (x, y) = |x| + |y| and the maximum norm ∞ (x, y) = max {|x|, |y|} are both extreme points of C G . where 0 ≤ t ≤ 1. We have that p t is a norm in C G . Notice that p 0 = 1 and p 1 = ∞ . Consider that {p t : 0 ≤ t ≤ 1} is a closed set. Moreover, the closed convex hull of {p t : 0 ≤ t ≤ 1} is a subset of C G since C G is a closed convex set. Conversely, if C G is a subset of the closed convex hull of {p t : 0 ≤ t ≤ 1}, then the following known theorem provides that {p t : 0 ≤ t ≤ 1} is the only extreme points of C G .
Theorem 3.2.2
Let X be a norm space and K a compact convex subset of X. If F is a closed subset of extreme points of K such that co(F ) = K, then F = ext(K).
To show that C G is a subset of the closed convex hull of {p t : 0 ≤ t ≤ 1}, we have the next theorems as our main results.
The convex hull of {p t : 0 ≤ t ≤ 1} is the set of all norms in C G with piecewise linear boundaries.
Theorem 4.1.3
Any p ∈ C G can be approximated by norms in C G with piecewise linear boundaries.
From these theorems, if p ∈ C G , then there is a sequence p n in C G such that p n converges to p where each p n is a convex combination of {p t : 0 ≤ t ≤ 1}. Thus, C G is contained in the closed convex hull of {p t : 0 ≤ t ≤ 1}. Hence, we complete our expectation. To emphasize, the set {p t : 0 ≤ t ≤ 1} is the set of all extreme points of C G .
Introduction
In this paper, we begin by recalling the definition of a norm, together with some examples and basic properties. If p and q are norms, then r = α p + β q is also a norm for α, β > 0. We consider a convex combination of norms, a relationship between the unit balls and also a convex combination of the unit balls. Next, we restrict our attention to the set of norms on R 2 with p(1, 0) = p(0, 1) = 1. To find its extreme points, the behavior of this set is studied. Moreover, we determine whether some specific norms are extreme points of the set. Furthermore, the invariance under the dihedral group is added to the set of such norms, namely, symmetric norms. With this new set, some extreme points are found. We claim that these extreme points are, in fact, the only extreme points of symmetric norms. Some known theorems are raised in order to support the proof of the claim. Finally, we construct our main theorems to finish the claim. One of the interesting points of the new theorems is that whatever norm we pick from this set, we can approximate this norm by convex combinations of these extreme points.
Definitions and examples

Definition of a norm
Let V be a vector space over R. A function p : V → R, is called a norm if for v, w ∈ V i) p(v) ≥ 0 and p(v) = 0 if and only if v = 0 ;
ii) p(α v) = |α| p(v) for α ∈ R ;
iii) p(v + w) ≤ p(v) + p(w).
The set {v ∈ V : p(v) < 1}, is called the unit ball B p . Let u = (u 1 , u 2 , ..., u n ) ∈ R n , define r (u) = (|u 1 | r + |u 2 | r + ... + |u n | r ) 1 r for r ≥ 1. Note that r satisfies all conditions above, so it is a norm. More specifically, 1 (u) = |u 1 | + |u 2 | + ... + |u n | is called the minimum norm, 2 (u) = |u 1 | 2 + |u 2 | 2 + ... + |u n | 2 1 2 is called the Euclidean norm, and ∞ (u) = max {|u 1 |, |u 2 |, ..., |u n |} is called the maximum norm.
Example of norms
Definition of a convex set
Let V be a vector space over R. A subset U of V is called a convex set if for any v, w ∈ U , λ v + (1 − λ) w ∈ U , 0 < λ < 1. Let W be any subset of V . For w 1 , w 2 , ..., w n ∈ W , a convex combination of these elements is a linear combination of the form
Then the convex hull of W is the set of all convex combinations from W , denoted by co(W ). In fact, this is the smallest convex set containing W . Similarly, the closed convex hull of W is the smallest closed convex set containing W , denoted by co(W ). Note that the set of norms on a vector space over R is convex.
Remark
Let p, q be norms on a vector space over R.
Definition of equivalence of norms
Let V be a vector space over R and let p, q be norms on V . Then p, q is said to be equivalent
The equivalence of norms is an equivalence relation. i) Reflexive: It is easy to see that p ∼ p.
That is, q ∼ p.
iii) Transitive: Assume that p ∼ q and q ∼ r. Then,
Equivalence of norms on R n
Theorem
Any two norms on R n are equivalent. That is, let p, q be norms on R n . Then, there exist
This result is a well-known theorem in functional analysis. The proof is provided in the Appendix. Consequently, we have that the sets of open sets with respect to norms on R n are all the same. Notice that for any norm p on R n , we can induce the metric
for any u, v ∈ R n . Let p, q be norms on R n . Let A be an open set with respect to the norm
is also an open set with respect to q.
Conversely, if
B is an open set with respect to the norm q, with the equivalent relation similar to above, then B is an open set with respect to p as well.
Norms and unit balls on R n
For any subset B of R n , one could ask whether there exists a norm p on R n such that
Consider any triangle T as a subset of R 2 . Let be one of the sides of T . If p is a norm with a unit ball T , then p = 1 on and so p = 1 on − . Thus, − is also a side of T , which is impossible. The following theorem gives sufficient conditions to be a unit ball.
Theorem
Let p be a norm on R n , B p = {u ∈ R n : p(u) < 1}. With respect to the Euclidean norm n , we have that
Conversely, let B ⊆ R n . If B is nonempty and has properties i)-iv), then B is the unit ball of some norm p.
Proof. For any norm p on R n , we will show that the unit ball B p has properties i)-iv).
ii) We will show that B p is open with respect to the norm p. Let v ∈ B p . Then, p(v) < 1. iii) Since any two norms on R n are equivalent from 1.2.6, there exist m, M > 0 such that
Conversely, let B be a nonempty subset of R n satisfying properties i)-vi). Define p :
is bounded. We will show that p is a norm.
Clearly, p(u) ≥ 0 for all u ∈ R n . If u ∈ B, then, by vi), −u ∈ B and so, by i), 0 = 
Next, we will show that B p = B. If u ∈ B p , then p(u) < 1 and so u ∈ B. Conversely,
Since B is open, there exists δ > 0 such that
and so 1 + δ 2 u ∈ B. This is a contradiction since p 1 +
Notice that a convex combination of any two norms is also a norm. Specifically, if p and q are norms on R n , 0 < λ < 1, then so is r = λ p + (1 − λ) q. How does its unit ball compare with those of p and q? The answer is shown in the next theorem.
If p, q are distinct norms on R n , 0
Proof. Let v ∈ B r , i.e., r(v) ≤ 1 and assume that v = 0. Then p(α v) = 1 and q(β v) = 1 for
By the inequality of arithmetic and geometric mean, λ a
In this chapter, we will consider a norm space of norms on R 2 and then restrict our attention to the set of norms on R 2 where (0, 1), (1, 0) are on the boundary of its unit ball.
Norm space of norms on R
2
We will show that any norm on R 2 is a continuous function. Let p be any norm on R 2 .
Notice that p(α (1, 0)) = 1 and p(β (0, 1)) = 1 for some α, β > 0. Let > 0 be given. Choose
Thus, p is continuous. Then, p ∈ C(R 2 , R).
Note that {v ∈ R 2 : 2 (v) ≤ 1} is closed and bounded with respect to the Euclidean norm 2 .
That is, this set is compact. Since any f ∈ H is continuous, ||f || < ∞. Notice that every norm on R 2 is in H. Then, we will consider the set of norms on R 2 as a subspace of the norm space H.
Extreme points of norms on R 2
Let C be a set of norms on R 2 such that for any p ∈ C, p(1, 0) = p(0, 1) = 1. For any
Similarly, p(0, 1) = 1. Therefore, p ∈ C. Hence, C is convex.
Definition of an extreme point
Let K be a convex set. A norm p is called an extreme point of K if no such distinct
The set of all extreme points of K is denoted by ext(K).
Example of an extreme point of C
Recall the norm r as defined in Example 1.2.2. We have that r belongs to C for each
That is, p ≤ 1 for all p ∈ C. We will show that the minimum norm 1 is an extreme point of C. Suppose that there exist p 1 , p 2 ∈ C such that 1 = λ p 1 + (1 − λ) p 2 where 0 < λ < 1. For any (x, y) on the boundary of the unit ball of 1 ,
Therefore, p 1 (x, y) = p 2 (x, y) = 1 for all (x, y) on the boundary of the unit ball of 1 . Hence, 1 = p 1 = p 2 and so 1 is an extreme point of C.
Example of a non-extreme point of C
Recall the maximum norm ∞ from Example 1.2.2, we will show that l ∞ is not an extreme point of C. It suffices to consider only on the set {(x, y) ∈ R 2 : x, y ≥ 0}. Let p 1 , p 2 be norms on R 2 defined by
for (x, y) ∈ R 2 . Thus,
y if y > x.
Compactness on C
Definition of uniform equivalence on a set of norms
Let V be a vector space over R. A set C of norms on V is said to be uniformly equivalent
2.3.2 Uniform equivalence on C From 1.2.6, we have that any two norms in C are equivalent. However, we will show that C is not uniformly equivalent. Since 1 ∈ C, it is enough to show that for any > 0 we can always find p ∈ C such that
Definition of equicontinuity
Let F be a collection of functions from R 2 to R. F is said to be equicontinuous on R 2 if for each u ∈ R 2 , and > 0, there is a
Next, we will consider a relationship between uniform equivalence and equicontinuity.
Theorem
Let F be a set of norms on R 2 . If F is uniformly equivalent, then it is equicontinuous.
Proof. Assume F is uniformly equivalent. Let q ∈ F and α = max {q(1, 0),
Equicontinuity on C
Now consider the set C. Let > 0 be given.
Thus, C is equicontinuous. However, we have shown that C is not uniformly equivalent. Hence, the converse of the previous theorem is not necessarily true.
Arzela-Ascoli Theorem
Let (X, d) be a compact metric space. Let B(X, R) be the set of all bounded continuous functions from X to R. For any subset C of B(X, R), C is compact if and only if C is closed, bounded, and equicontinuous.
The proof of the Arzela-Ascoli Theorem is provided in the sense of a metric space in the Appendix.
Note that the set C is not compact since it is not closed. Let B n be a subset of R 2 with piecewise linear boundary as in the figure 2.3. Then, by Theorem 1.3.1, B n is the unit ball of a norm p n for some p n ∈ C. For each n ∈ N, p n (
2 ) converges to 0 which cannot be a value of any norm on R 2 at the point (
C is not closed. In other words, one can say that the unit ball B n converges to a subset of R 2 which is not a unit ball. Next, we will consider the set of norms in C with the invariance under the dihedral group.
3.1 Properties of symmetric norms on R 2
Definition of invariance
Let V be a vector space over R and p a norm on V . If α is an automorphism of V , then p
We will show that p • α is also a norm. If p • α(v) = 0, then α(v) = 0 and so v = 0. Thus,
Invariance under the dihedral group
Let α be a counterclockwise rotation by an angle of 90 • and β a reflection in the y-axis. The group G generated by α, β is called the dihedral group. Let C G be a set of norms on R 2 such that p(1, 0) = p(0, 1) = 1 and p is invariant under the dihedral group for any p ∈ C G . Note that C G is a convex subset of C. Consider a unit ball of any norm in C G . It is symmetric with respect to the x-axis, y-axis, and the lines y = x, and y = −x. Without loss of generality, from this point, we will consider the norms in C G restricted to the set A = {(x, y) ∈ R 2 : 0 ≤ y ≤ x}. 
Assume that ∞ = λ p + (1 − λ) q for some p, q ∈ C G , 0 < λ < 1. Let (x, y) be any point on the boundary of B ∞ . If either p(x, y) or q(x, y) is greater than 1, then ∞ (x, y) > 1, a contradiction. Therefore, p(x, y) = q(x, y) = 1 for all (x, y) ∈ ∂B ∞ . Hence, p = q = ∞ and so ∞ is an extreme point of C G . For 0 < t < 1, define
By Theorem 1.3.1, p t is a norm in C G by considering a unit ball of p t . We will show that p t is an extreme point. Assume that
Note that p(1, t) = 1, q(1, t) = 1, and p(
2 ) = 1. Let be a line
. Then p t = 1 on and, by convexity, lies both B p and B q . Thus, p ≤ 1 and q ≤ 1 on . Hence, p = q = 1 on .
space of norms on R 2 where the norm
. Let H G be the restriction of H to the set where the function f ∈ H is G-invariant. Then, H G is also a norm space fo norms with the invariance under the dihedral group.
Next, we will show that {p t : 0 ≤ t ≤ 1} is a closed set with respect to the norm space H G .
Without loss of generality, assume that 0 ≤ t 1 < t 2 ≤ 1 and 0
Case iii: :
Then, the image of f is compact. That is, {p t : 0 ≤ t ≤ 1} is compact. Hence, {p t : 0 ≤ t ≤ 1} is closed.
Compactness of C G
Recall that ∞ ≤ p ≤ 1 for all norms p ∈ C G . Let p, q ∈ C G and (x, y) ∈ R 2 . Then max {|x|, |y|} ≤ p(x, y) ≤ |x| + |y| and max {|x|, |y|} ≤ q(x, y) ≤ |x| + |y|.
Thus,
|x| + |y| ≤ max {|x|, |y|} + max {|x|, |y|} = 2 max {|x|, |y|},
That is, 1 2 p ≤ q ≤ 2 p. Therefore, C G is uniformly equivalent. By Theorem 2.1.7, it is equicontinuous.
From the Arzela-Ascoli Theorem, we will show that C G is compact. Since we have that C G is equicontinuous, it is enough to show that C G is closed and bounded. Let {p n } be a sequence in C G which converges to p. Clearly, p(1, 0) = p(0, 1) = 1, p • α = p, and p • β = p.
We will show that p is a norm on R 2 . Since p n ≥ 0 for all n, p ≥ 0. For any (x, y) ∈ R 2 such that p(x, y) = 0, if (x, y) = 0, then 0 = p n (x, y) ≥ ∞ (x, y) > 0 for all n. Therefore, p(x, y) ≥ ∞ (x, y) > 0, a contradiction. Thus, (x, y) = 0 and, clearly, p(0) = 0. Note that p n (α (x, y)) converges to p(α (x, y)) and |α| p n (x, y) converges |α| p(x, y).
bounded, we need to show that {p(x) : p ∈ C G and x ∈ B} for some ball B. Let q ∈ C G and
Extreme points of a compact convex set
With compactness of C G , we have the known theorem, the Krien-Milman Theorem, which provides the essential facts.
Krein-Milman Theorem
Let (X, d) be a norm space and let K be any nonempty compact convex subset of X. Then ext(K) = ∅ and K is the closed convex hull of its extreme points.
This theorem implies that the set of the extreme points of C G is nonempty. The examples are shown in the previous sections. Additionally, we know that the set C G is the closed convex hull of the set of the extreme points of C G . However, if we have the set of extreme points such that the closed convex hull of this set is equal to C G , the Krien-Milman Theorem does not guarantee that this set needs to be the only extreme points of C G . To complete this part, we raise another known result.
Theorem
The guideline from this theorem is that finding a closed set of extreme points of C G which the closed convex hull of this set is equal to C G .
CHAPTER 4. EXTREME POINTS OF SYMMETRIC NORMS ON R 2
In this chapter, we will show our main theorems. The statements of these theorems complete the sufficient conditions of being the only extreme points of C G . From 3.1.3, we define the
consider the set C G as a subspace of H G . First, we will pay our attention to the norms in C G with piecewise linear boundaries.
Symmetric norms with piecewise linear boundaries
4.1.1 Lemma 
Proof. Note that −m 1 x 1 + y 1 = −m 1 x 2 + y 2 and that −m 2 x 2 + y 2 = −m 2 x 3 + y 3 . For t ∈ R, define a function f : R → R by
Thus, by (4.2), the inequality (4.1) holds.
Theorem
For 0 < t < 1, let p t be a norm defined in (3.1). Then, co{p t : 0 ≤ t ≤ 1} is the set of all norms in C G with piecewise linear boundaries.
Proof. Without loss of generality, we will consider only (x, y) ∈ R 2 such that 0 ≤ y ≤ x ≤ 1.
Clearly, p ∈ C G . Recall that for any 0 < t < 1,
λ i x, where k = 1, ..., n.
Claim:
for some 0 < t < 1 and
We will use induction on k ≥ 1.
Thus, let t =
(1−α) t 2 1+α t 2 < 1.
Induction step: Assume the equation holds for k ≥ 2.
λ i x for some 0 < t < 1. Now consider (x, y) ∈ R 2 on the boundary of the unit ball of p, i.e, p(x, y) = 1. Then
is a linear equation for each t k < y x ≤ t k+1 , k =, 1, ..., n−1. Hence, p is a norm with a piecewise linear boundary.
Conversely, let p ∈ C G be a norm with piecewise linear boundary. Assume that p = 1 , ∞ .
Let (x 1 , y 1 ), ..., (x n , y n ) ∈ R 2 be the extreme points on the boundary of the unit ball of p such that 0 < y i x i < 1, i = 1, 2, ..., n. Note that the slopes of linear equations on the boundary are less than or equal to -1 and strictly decreasing since the unit ball is convex. Assume that 0 < y 1 < y 2 < ... < y n < x n < x n−1 < ... < x 1 < 1. Let y 0 = max {y ∈ R : p(1, y) = 1} and We will prove, by induction on n, that we can write p as a convex combination of {p t i , p 1 ∈ C G : i = 0, 1, ..., n}.
Let L 0 , L 1 , L 2 be the linear equations for the boundary of the unit ball of p on y x ≤ t 0 , t 0 < y x ≤ t 1 , and t 1 < y x ≤ 1, respectively. Note that if t 0 = 0, we can consider L 0 as a point on the x-axis. Then
are slopes of L 1 and L 2 , respectively. Note that m 1 < m 2 ≤ −1. Then
Assume that λ 0 p t 0 (x, y) + λ 1 p t 1 (x, y) + λ ∞ p 1 (x, y) = 1 where λ 0 + λ 1 + λ ∞ = 1. That is,
Assume that the linear equations (4.3) to (4.5) for the boundary of p are equal to the linear equations (4.6) to (4.8), respectively. Then it is enough to show that 0 ≤ λ 0 , λ 1 , λ ∞ ≤ 1.
For t 0 < y x ≤ t 1 , multiply both sides of (4.7) by −m 1 + y 0 , then
By comparing coeffients with (4.4), we have that 
Similarly, by comparing coeffients with (4.5), we have that
By subtracting (4.13) to (4.12),
Thus, λ ∞ ≥ 0, and by (4.11),
Induction
Step: Assume that p ∈ co{p t : 0 ≤ t ≤ 1} for n ≥ 1.
Let p be a norm in C G with piecewise linear boundary with n + 1 extreme points not lying on the x-y axis, say (x 1 , y 1 ), (x 2 , y 2 ), ..., (x n+1 , y n+1 ). Assume that 0 < y 1 < y 2 < ... < y n+1 < x n+1 < x n < ... < x 1 < 1. Let y 0 = max {y : p(1, y) = 1} and x ∞ > 0 such that
for i = 1, 2, ..., n + 1. Let p be a norm with piecewise linear boundary with n extreme points (x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n ) not lying on the x-y axis and let
By the induction hypothesis,
where n i=0 λ i + λ ∞ = 1 and 0 < λ i , λ ∞ < 1, i = 0, 1, ..., n.
Then it is enough to show that each λ i exists for i = 0, 1, ..., n + 1, ∞. Note that the boundaries of B p and B p intersect on 0 ≤ y x ≤ t n . Then p(x, y) = p (x, y) for 0 ≤ y x ≤ t 0 and
(4.14)
and on t 0 < y x ≤ t 1 ,
By subtracting (4.15) from (4.14),
Therefore, λ 0 = λ 0 . Next, fix k = 1, ..., n − 1. Similarly, we have that
By subtracting (4.17) from (4.16),
Thus, λ k = λ k for k = 1, ..., n − 1. Hence, by (4.14), we have that
Then, we will show that λ n , λ n+1 , λ ∞ ≥ 0. Let L n−1 , L n , L n+1 be the linear equations for the boundary of p on t n−1 < y x ≤ t n , t n < y x ≤ t n+1 and t n+1 < y x ≤ 1, respectively. Then
are slopes of L n−1 , L n and L n+1 , respectively. Note that m n−1 < m n < m n+1 ≤ −1. Therefore, we can write
Then these linear equations are the same as p on the boundary on each interval, namely
For t n−1 < y x ≤ t n , multiply both sides of (4.21) by −m n−1 x n−1 + y n−1 , then
By comparing coefficients with (4.18), we have that
and (−m n−1 x n−1 + y n−1 )
By subtracting (4.25) from (4.24),
For t n < y x ≤ t n+1 , multiply both sides of (4.22) by −m n x n + y n , then
By comparing coefficients with (4.19), we have that
By subtracting (4.28) from (4.27),
Then, by (4.26),
.
By Lemma 4.1.1, λ n > 0.
For t n+1 < y x ≤ 1, multiply both sides of (4.23) by −m n+1 x n+1 + y n+1 ), then
By comparing coefficients with (4.20), we have that
By subtracting (4.31) from (4.30),
By (4.29),
By Lemma 4.1.1, λ n+1 > 0. Hence, we complete the proof.
Proof. Let p ∈ C G . To prove the statement of the theorem, we have to show that there is a sequence of norms p n in C G with piecewise linear boundaries converging to p in the norm space H G . That is, given > 0, there exists an N 0 ∈ N such that sup
|p n (x, y) − p(x, y)| < for all n ≥ N 0 . Claim that it is enough to show that sup
|p n (x, y) − p(x, y)| < for all n ≥ N . With this N 1 , for any 0 < c ≤ 1 and n ≥ N , sup
|p n (c x, c y) − p(c x, c y)| < . Since this is true for arbitrary 0 < c ≤ 1,
Choose N 2 ∈ N such that sup
Then, let N 0 = min{N 1 , N 2 }. We have that sup
Therefore, we have the claim. Hence, it suffices to show that there is a sequence of norms p n with piecewise linear boundaries in C G which converges to 1 on the boundary of B p .
Without loss of generality, we will consider only (x, y) ∈ R 2 such that x, y ≥ 0. Let
Let y 0 = max {y : p(1, y) = 1} and y k such that p(x k , y k ) = 1 for k = 1, ..., n. Note that y 0 ≥ y 1 ≥ ... ≥ y n since B p is convex. Let B n be a subset of R 2 with piecewise linear boundary where (x 0 , y 0 ), (x 1 , y 1 ), ..., (x n , y n ) are its extreme points. Note that B n is the unit ball of a norm p n for some p n ∈ C G . Let (x, y) ∈ ∂B p . Then x ∈ [x k , x k+1 ] for some k = 0, 1, 2, ..., n − 1.
Let > 0 be given. Since the boundary of p is a continuous function on x, y ≥ 0, there exists δ > 0 such that if |x − x | < δ, then |y − y | < 2 for y ∈ R such that p(x , y ) = 1. Choose
CHAPTER 5. SUMMARY AND DISCUSSION First, recall that C is a set of norms on R 2 with for any norm p ∈ C, p(0, 1) = p(1, 0) = 1.
We know that C is bounded and equicontinuous but it is not closed. By the Arzela-Ascoli Theorem, this set is not a compact set. Then C does not satisfy the sufficient conditions of the Krein-Milman Theorem. Thus, we cannot conclude whether its extreme points exist.
However, we have found that the minimum norm is an extreme point of C. Next, we consider the maximum norm as a candidate for another extreme point. Unfortunately, the result appears to be unlike expected since we can write it in term of a convex combination of two distinct norms in C.
Furthermore, the set C G is defined to be a set of norms on R 2 with for any p ∈ C G , p(1, 0) = p(0, 1) = 1 and p is invariant under the dihedral group. This set is closed, bounded and equicontinuous. Thus, by the Arzela-Ascoli Theorem, C G is compact. In addition, this set is also a convex set. Therefore, the Krein-Milman Theorem guarantees that an extreme point of C G exists and the closed convex hull of the set of all extreme points of C G is the set C G .
The same as the set C, the minimum norm is an extreme point of C G . Moreover, we have that the maximum norm is another extreme point of C G . These two norms lead us to an idea of finding other extreme points of C G . More specifically, recall that for 0 ≤ t ≤ 1,
We have that p t is a norm in C G and is also an extreme point of C G . Note that p 0 is the minimum norm and p 1 is the maximum norm. In addition, the set {p t : 0 ≤ t ≤ 1} is closed.
To show that {p t : 0 ≤ t ≤ 1} is the only extreme points of C G , we raised the following known theorem.
Comparing with the set C G , it can be seen that the closed convex hull of {p t : 0 ≤ t ≤ 1} is a subset of C G since C G is a closed convex set containing each p t . Then, the next theorems are our main results which show that the converse of the previous statement is true.
Theorem 4.1.2
These two theorems imply that for any norm p in C G , there is a sequence of p n such that p n converges to p where each p n is a convex combination of {p t : 0 ≤ t ≤ 1}. In other words, C G is contained in the closed convex hull of the set {p t : 0 ≤ t ≤ 1}. Hence, the closed convex hull of the set {p t : 0 ≤ t ≤ 1} is equal to C G . Therefore, we can conclude that {p t : 0 ≤ t ≤ 1}
is the set of all extreme points of C G .
From this result, one could expand an idea to a set of symmetric norms on R 2 without the restriction on the points (1, 0) and (0, 1) lying on the boundaries of the unit balls. Alternatively, instead of norms on R 2 , one could consider the set C and C G by the norms on R n .
APPENDIX. KNOWN THEOREMS
In this section, we provide proofs of some known theorems in the functional analysis that are referred to in this paper. The first theorem is about equivalence of norms on R n . Next,the Arzela-Ascoli Theorem and the Krien-Milman Theorem are provided. Based on our interest, these two theorems are restated to consider only on a metric space. The last one is the theorem that we use to conclude our desirable result.
Theorem 1.2.6
Any two norms on R n are equivalent.
Proof. To proof the statement of this theorem, it is suffices to show that any norm on R n is equivalent to a Euclidean norm 2 . Let p be a norm on R n . For any u = (u 1 , ..., u n ) ∈ R n ,
where e i = (0, ..., 0, 1, 0, ..., 0), only the i th component is equal to 1, i = 1, 2, ..., n. Choose
S is closed and bounded with respect to the Euclidean norm 2 . By the Heine-Borel theorem, S is compact. Since p is continuous, p(S) attains a minimum, says m.
Arzela-Ascoli Theorem
Proof. Let C be a subset of B(X, R). Note that B(X, R) is a metric space induced by a supremum norm || · ||. Recall that a compact subset of a metric space is closed. Then, if C is compact, then C is closed. Note that B(X, R) is a complete metric space. Recall that a closed subspace of a complete space is complete. Thus, if C is closed, then C is complete. By the Heine Borel Theorem, it suffices to show that C is totally bounded if and only if C is bounded and equicontinuous.
First, assume that C is totally bounded. Let > 0 be given. Then there exist
{f ∈ B(X, R) : ||f i − f || < 3 } for some n and i = 1, ..., n. Let x ∈ X. By continuity of each f i , there exists
for all i = 1, ..., n. For any f ∈ C, we have that ||f k − f || < 3 for some k = 1, ..., n. Choose
Conversely, Assume that C is bounded and equicontinuous. Let x ∈ X. Then there exists
Since C is bounded, there is an M > 0 such that ||f || ≤ M for all f ∈ C.
Note that K is compact. Note that
{a ∈ R : |a − α j | < 2 } for some m and i = 1, 2, ..., m.
Let B = {(β 1 , ..., β n ) : β i = α j for i = 1, 2, ..., n, j = 1, 2, ..., m}. Thus, |B| = m n . Let {φ i } be a partition of unity subordinate to the cover {U x i } for i = 1, 2, ..., n, which is to say
For any
x ∈ X, we have that x ∈ U x k for some k = 1, 2, ..., n and so
Hence, |f (x) − g b (x)| < for any x ∈ X, i.e. ||f − g b || < .
Let (X, d) be a norm space and let K be any nonempty compact convex subset of X. Then ext(K) = ∅ and K is the closed convex hull of its extreme points. 
Since C is a chain, we can assume that E i ⊆ E i+1 for all i = 1, ..., n − 1, then U = E n = K, a contradiction. Thus, U ∈ F . By Zorn's lemma, F has a maximal element, say M .
is continuous. This is a contradiction, since V contains all extreme points of K. Then, V ∩ K = K, i.e.
K ⊆ V . Therefore, we have Claim 3.
Let C be the closed convex hull of the extreme points of K. Suppose C = K, then let
x ∈ K − C. Note that {x} is compact. By the Hahn-Banach Seperation Theorem, there is a function f : X → R such that for all c ∈ C, f (c) ≤ α < α + ≤ f (x) for some α ∈ C. Let V = {y ∈ X : f (y) < α + 2 }. Then C ⊆ V and by Claim 3, K ⊆ V . This is a contradiction since x ∈ K and f (x) ≥ α, i.e. x / ∈ V . Hence, C = K.
Theorem 3.2.2
Proof. Suppose that there is an extreme point x 0 of K such that x 0 / ∈ F . Then we can find a norm p on X such that F ∩ {x ∈ X : p(x − x 0 ) < 1} = ∅. Let U = {x ∈ X : p(x) < 1 3 }.
Then U is an open convex set and 0 ∈ U . Assume that there is an s ∈ (x 0 + U ) ∩ (F + U ).
Then s = x 0 + u and s = y + v for some u, v ∈ U and y ∈ F . That is, y − x 0 = u − v and so p(y − x 0 ) = p(u − v) ≤ p(u) + p(v) < (y i + U ) for i = 1, 2, ..., m. Let K i = co(F ∩ (y i + U )) for each i = 1, 2, ..., m. Therefore, K i ⊆ y i + cl(U ) since F ∩ (y i + U ) ⊆ y i + cl(U ) and y i + cl(U ) is a closed convex set. Similarly,
Claim: co(K 1 ∪ ... ∪ K m ) = co(K 1 ∪ ... ∪ K m ).
Note that for any N ,
Next, let x n be a sequence in co(K 1 ∪ ... ∪ K m ) which converges to x ∈ X. Then we can write x n = α 1,n x 1,n + ... + α m,n x m,n where
α i,n = 1 and x i,n ∈ K i for i = 1, 2, ..., m.
For each i, note that α i,n is a bounded sequence in R. Thus, there is a subsequence α 1,n k 1 converging to α 1 ∈ R. Now consider α 2,n k 1 as a bounded sequence in R. Similary, there exists a subsequence α 2,n k 2 converging to α 2 ∈ R. Repeat this process and then we will have a subsequence α m,n km converging to α m ∈ R. For a sequence x i,n in K i , since K i is compact, there is a convergent subsequence for i = 1, ..., m. Next, consider x 1,n km as a sequence in K 1 .
Then, there is a subsequence x 1,n k m+1 converging to x 1 ∈ K 1 . Analogously, repeat this process and we will have a subsequence x m,n k 2m converging to x m ∈ K m . Therefore, α 1,n k 2m x 1,n k 2m + ... + α m,n k 2m x m,n k 2m is a subsequence of x n which converges to α 1 x 1 + α 2 x 2 + ... + α m x m . By uniqueness of convergence, x = α 1 x 1 + α 2 x 2 + ... + α m x m . Note that α 1 + α 2 + ... + α m = 1 since α 1,n k 2m + ... + α m,n k 2m = 1. Hence, x ∈ co(K 1 ∪ ... ∪ K m ) and thus, we have the claim. α i = 1. Therefore, x 0 = x k ∈ K k for some k because x 0 is an extreme point of K. Then, x 0 ∈ K k ⊆ y k + cl(U ) = cl(y k + U ) ⊆ cl(F + U ). This is a contradiction.
