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Abstrat
We onsider general lasses of lattie lusters, inluding various kinds
of animals and trees on dierent latties. We prove that if a given loal
onguration (\pattern") of sites and bonds an our in large lusters,
then it ours at least N times in most lusters of size n, for some on-
stant  > 0. An analogous theorem for self-avoiding walks was proven in
1963 by Kesten. We use the pattern theorem to prove the onvergene
of lim
n!1
a
n+1
=a
n
(where a
n
is the number of lusters of size n, up to
translation). The results also apply to weighted sums, and in partiular we
an take a
n
to be the probability that the perolation luster ontaining
the origin onsists of exatly n sites. Another onsequene is strit in-
equality of onnetive onstants for sublatties and for ertain sublasses
of lusters.
1 Introdution
Let L be a periodi lattie in d-dimensional Eulidean spae R
d
(d  2). We
shall give a preise denition of \periodi lattie" in Setion ?? but for now
we'll just think of some ommon examples: the hyperubi lattie Z
d
of integral
points with nearest-neighbour bonds, the triangular and hexagonal latties in
two dimensions, and the fae-entered and body-entered ubi latties in three
dimensions. We shall think of a lattie as a graph with innitely many sites and
bonds embedded in R
d
. The above examples are all undireted graphs, and

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we shall restrit our attention to undireted graphs for most of the paper. Our
main results do extend to direted latties as well, but there are some tehnial
dierenes; see Setion 3.6 for a disussion.
This paper onerns \lusters" of the lattie, whih is a generi term we use
to denote one of several possible families of nite subgraphs of L, inluding:
 Bond animals: A bond animal is simply a nite onneted subgraph of L.
 Site animals: A site animal is a nite onneted subgraph G of L with the
property that if b is bond of L that has both endpoints in G, then b must
be in G. Thus a site animal is determined by its set of sites, in ontrast
to a bond animal.
 Bond trees: A bond tree is a bond animal with no yles.
 Direted lusters: A direted luster is usually desribed as a luster on
a direted lattie with the property that eah site of the luster an be
reahed by a direted path starting from a xed site of the luster (the
\root"). We will take a view that is slightly less general, but still broad
enough to inlude most standard examples.
Unfortunately, the methods of this paper do not seem easy to extend to site
trees (site animals with no yles), nor to random surfaes (Vanderzande 1998,
Chapter 11).
We are interested in the number of lusters of a given size in a lattie.
The word \size" ould refer to the number of sites or the number of bonds in
the luster, or perhaps to some other quanitity (see Setion 2.2). Sine L is
innite and periodi, it makes sense to enumerate lusters up to translation.
It has been proven that the number of lusters (up to translation) typially
grows exponentially in n. Formally, let C
n
be the set of all lusters of L of
size n, and let C

n
be a subset of C
n
that ontains exatly one translation of
eah luster in C
n
. In the ase of L = Z
d
, one an let C

n
be the set of all
lusters in C
n
whose lexiographially smallest site is the origin. (For more
general latties, see Setion 2.2.) For the kinds of lusters mentioned above
(bond or site animals or bond trees, ounting by bonds or by sites), one an use
onatenation and subadditivity arguments (e.g., Klarner (1967), Klein (1981))
to prove the existene of a growth onstant , with 1 <  <1, suh that
lim
n!1
jC

n
j
1=n
= : (1)
The growth onstant  depends on the lattie L as well as on whih kind of
luster we are ounting. Equation (??) is useful, but it is often too rude to
eluidate the physially interesting properties of the model. There is muh
theoretial and numerial evidene for the belief that there is a ritial exponent
 suh that
jC

n
j  Const.n
 

n
: (2)
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The physial importane of the ritial exponent an be summarized by the
belief that, for the kinds of lusters mentioned above,  depends only on the
dimension of the lattie L. For example, bond trees on Z
2
and site animals on the
two-dimensional triangular lattie have the same value of  (whih inidentally
is believed to be 1), even though their growth onstants are dierent. This
onjeture essentially is a result of the assertion that trees and animals are in
the same universality lass. Hara and Slade (1992) gave a rigorous proof of
this for suÆiently high dimensions, but their methods annot work below eight
dimensions. For more on this ritial exponent, inluding what is rigorously
known and what is onjetured, see Madras (1995).
One of the main goals of the present paper is to prove a result on the asymp-
totis of the number of animals that is better than Equation (??) but weaker
than (??), namely:
lim
n!1
jC

n+1
j
jC

n
j
= : (3)
Besides simple enumeration, it is often important to onsider sums of weights
assoiated with the lusters. One example of this arises in the perolation model
(Grimmett, 1989); another arises in ollapse models for polymers (Vanderzande
1998, Chapter 8). To desribe the ollapse model, let G be a bond animal, and
let b be a bond of L that is not in G. We say that b is a monomer ontat of
G if both endpoints of b are sites of G, and we say that b is a solvent ontat of
G if exatly one endpoint of b is in G. Let mono(G) and solv(G) respetively
denote the number of monomer ontats and the number of solvent ontats in
G. Fix two positive parameters z
m
and z
s
, and let the weight of G be
wt (G) = z
mono(G)
m
z
solv(G)
s
: (4)
Then for eah n let
G
n
=
X
G2C

n
wt (G): (5)
Think of an animalG as representing an isolated branhed polymer in a solution.
Eah site of G represent a monomer, and eah bond of G is a hemial bond in
the polymer. Eah solvent ontat represents an interation of a monomer with
ions of the solvent, and eah monomer ontat represents an interation between
two monomers that are lose but not onneted by a hemial bond. If the the
interation is energetially favourable, then the orresponding z parameter is
greater than 1. Viewed as a funtion of z
m
and z
s
, G
n
is alled the partition
funtion, and the limit
lim
n!1
1
n
logG
n
= F (z
m
; z
s
) (6)
is alled the limiting redued free energy. This limit is known to exist (Madras
et al. (1990), Janse van Rensburg and Madras (1997)). A good understanding
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of the limiting funtion F , in partiular of its dierentiability and analytiity
properties, gives information about phase transitions in the polymer model.
One an view perolation as a speial ase of the polymer ontat model.
Let p be a number between 0 and 1. In standard bond perolation, eah bond
of the lattie is independently \open" or \losed" with probability p and 1  p
respetively. Let C denote the onneted omponent ontaining the origin in
the subgraph of L onsisting of all sites and only the open bonds. Then C is a
random subgraph of L (possibly innite). If G is a xed bond animal ontaining
the origin, having n sites and bond(G) bonds, then the probability that C equals
G is
Pr
p
fC = Gg = p
bond(G)
(1  p)
mono(G)+solv(G)
; (7)
and the probability that C equals some translation of G is simply n times this
quantity. On Z
d
we know that 2dn = 2bond(G) + 2mono(G) + solv(G), so
summing over all n-site bond animals G ontaining the origin gives
Pr
p
fC has exatly n sitesg
= n
X
G2C

n
p
bond(G)
(1  p)
mono(G)+solv(G)
= n
X
G2C

n
p
dn mono(G) solv(G)=2
(1  p)
mono(G)+solv(G)
= np
dn
X
G2C

n

1  p
p

mono(G)

1  p
p
p

solv(G)
= np
dn
G
n
; (8)
where in the last line G
n
is dened as in Equations (??) and (??) using
z
m
=
1  p
p
and z
s
=
1  p
p
p
: (9)
The analogue of result (??) for the ollapse model is
lim
n!1
G
n+1
G
n
= exp(F (z
m
; z
s
)); (10)
while for the speial ase of perolation we have the following result.
Theorem 1.1 Consider bond perolation on Z
d
with parameter p 2 (0; 1). Let
P
p
(n) be the probability that the open luster ontaining the origin has exatly
n sites. Then
lim
n!1
P
p
(n+ 1)
P
p
(n)
exists and equals lim
n!1
[P
p
(n)℄
1=n
.
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We shall see that Theorem ?? also holds for many other latties, as well as for
site perolation and direted perolation (see Theorem ??, Corollary ??, and
the end of Setion 3.6).
These results are dedued from a dierent kind of result, known as a \pattern
theorem". Roughly speaking, a pattern theorem says that if a ertain loal
onguration of bonds and sites an our in the middle of a large luster, then
this onguration must our many times on almost all large lusters. Here,
\almost all" means \exept for an exponentially small fration". For example,
onsider bond animals in Z
2
. One loal onguration (\pattern") of interest
ould be a two-by-two lattie square with all eight perimeter bonds present, but
the enter site (and its four inident bonds) absent. The pattern theorem tells
us that there exist positive numbers  and  suh that for all suÆiently large
n, the fration of n-site bond animals having fewer than n ourrenes of this
partiular pattern is at most e
 n
. More generally, we prove a weighted version
of the pattern theorem, where lusters are ounted aording to their weights.
For example, for bond perolation, the pattern theorem beomes a statement
that ertain probabilities, onditioned on the origin's luster ontaining exatly
n sites, are exponentially small. Patterns and the pattern theorem are desribed
more fully in Setion ??.
The prototype for the results of this paper appeared in Kesten (1963), where
ratio limit theorems and pattern theorems were proven for self-avoiding walks.
(An n-step self-avoiding walk on L is a sequene !
0
; : : : ; !
n
of distint sites of
L suh that onseutive sites are joined by bonds of L.) Let 
n
be the number
of n-step walks starting at the origin. Hammersley and Morton (1954) proved
the existene of the limit  = lim
n!1

1=n
n
on fairly general latties. For self-
avoiding walks on Z
d
, Kesten (1963) proved a pattern theorem and dedued
that lim
n!1

n+2
=
n
= 
2
. The result lim
n!1

n+1
=
n
=  remains unproven
in Z
d
, although Kesten's method an be used to prove this stronger result for
non-bipartite latties (see Chapter 7 of Madras and Slade (1993) for further
disussion). Hammersley has found a dierent proof for the pattern theorem for
self-avoiding walks (the proof is unpublished, but the method was used in Janse
van Rensburg et al. (1996) for a similar problem). The proof of our pattern
theorem for lusters is very dierent from either of the two methods for walks;
our method does not work for walks, and the known walk methods do not work
for lusters. Fortunately, the proof of Equation (??) does not depend muh on
the method of proof of the pattern theorem, and so we will be able to dedue
(??) for weighted self-avoiding walks (see Setion 3.5).
An interesting result of Bender, Gao, and Rihmond (1992) is a graph-
theoretial analogue of our pattern thereom. In partiular, it shows that any
xed planar subgraph appears at least n times in almost all planar graphs with
n bonds. An important dierene between the two papers is the lak of an
underlying periodi lattie struture in Bender et al.
The pattern theorem has numerous onsequenes besides the ratio limit the-
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orem. Firstly, suppose that L
1
is a sublattie of L (for example, the square
lattie Z
2
an be viewed as a sublattie of the triangular lattie; see Setion
3.1). Clearly, the number of bond animals with n sites on L
1
(up to transla-
tion) is bounded above by the number on L; hene the onnetive onstant for
bond animals on L
1
is less than or equal to that for L. This muh is obvious,
but the pattern theorem tells us that this inequality between growth onstants
is strit. See Setion 3.4 for details. A similar result arises for some examples
in whih a set of lusters an be viewed as a subset of another set of lusters on
the same lattie. For example, the pattern theorem provides a new proof of the
result of Madras, Soteros, and Whittington (1988) that the growth onstant for
bond trees on Z
d
is stritly smaller than that for bond animals. As a seond
example, Conway, Brak, and Guttmann (1993) present numerial estimates on
several direted latties that indiate that the growth onstant for bond trees
is stritly less than the growth onstant for bond animals and stritly greater
than the growth onstant for site animals. In Setions 3.4 and 3.6 we prove
these inequalities rigorously, as onsequenes of the pattern theorem. Further
appliations of the pattern theorem for weighted animals an be found in Se-
tions 2.4 and 2.8 of Janse van Rensburg and Madras (1997). Some appliations
for self-avoiding walks are listed on page 231 of Madras and Slade (1993).
The remainder of the paper is organized as follows. The tehnial denitions
and the statements of the main results are presented in Setion 2. The assump-
tions for the results are phrased in terms of ve Cluster Axioms that present ve
properties that are easy enough to hek in most ases. The presentation of Se-
tion 2 gets somewhat abstrat beause we want to treat several dierent kinds of
lusters, as well as general latties. To help the reader, Setion 3 presents many
examples of the material of Setion 2, arranged in parallel setions (e.g. Setion
2.2 gives the abstrat properties of lusters, while Setion 3.2 gives examples of
dierent families of lusters). In addition, Setion 3.6 disusses modiations
that need to be made for direted lusters. Setion 4 presents the proofs of the
two main theorems. Setion 5 gives a summary and a disussion of some open
problems.
2 Denitions and Results
This setion will deal with denitions and statements of results for general
undireted latties. It is reommended that the reader refer to Setion ?? for
examples while reading the present setion.
We shall view a d-dimensional lattie L as a periodi embedding of an innite
graph in R
d
. The set of sites S(L) is a ountable subset of R
d
, and the set of
bonds B(L) is a ountable set of unordered pairs of distint sites (the sites
are the \endpoints" of the bond). We write hx; yi to denote the bond whose
endpoints are the sites x and y. We assume two \loal niteness" onditions:
eah site is the endpoint of nitely many bonds, and that no bounded subset of
6
Rd
ontains innitely many sites. We also assume that L is onneted.
It will often be onvenient to onsider L as a set of bonds and sites; that is,
we identify L with S(L) [B(L). If G is a subgraph of L (or more generally a
subset of S(L) [ B(L)), then we write S(G) and B(G) respetively to denote
the set of sites and the set of bonds of G.
2.1 Translation:
Let G be a subgraph (or more generally a subset) of L, and let u be a
vetor in R
d
. We write G+ u to denote the subgraph (or subset) whih is the
translation of G by u:
S(G+ u) = S(G) + u = fx+ u : x 2 S(G)g; and
B(G + u) = B(G) + u = fhx+ u; y + ui : hx; yi 2 B(G)g:
Of ourse, this only makes sense if S(G)+u  S(L) and B(G)+u  B(L). This
motivates us to dene the set S

of all translations whih leave L invariant:
S

= fu 2 R
d
: L+ u = Lg :
Then S

is a group, and it an be shown that our \loal niteness" onditions
ensure that S

is isomorphi to Z
k
for some k  d (Cassels (1959), Setion
III.4). We are interested in latties with full-dimensional periodiity, so we shall
assume that S

is isomorphi to Z
d
. (But see also example (j) in Setion 3.1.)
By applying a translation to L if neessary, there is no loss of generality in
assuming that the origin of R
d
, 0, is a site of L; indeed, we shall assume this
throughout the paper. Now, sine 0 2 S(L), it follows that S

 S(L). In
many ases S

= S(L), but in other ases equality is not true. In general, the
loal niteness onditions show that there is a nite set of sites, a
1
, a
2
,. . . , a
J
(with a
1
= 0) suh that S

+ a
1
, . . . , S

+ a
J
is a partition of S(L). (That is,
S
J
i=1
(S

+ a
i
) = S(L), and (S

+ a
i
) \ (S

+ a
j
) = ; whenever i 6= j).
For the remainder of this paper, the term \translation" will always mean
\translation by an element of S

".
Examples illustrating the preeding denitions may be found in Setion 3.1.
2.2 Clusters and weights:
For eah positive integer n, let C
n
be the set of all lusters of size n. In
Setion 3.2 we will give examples of what \luster" and \size" ould mean, but
abstratly we only require that some Cluster Axioms be satised.
The rst Cluster Axiom is simply:
(CA1): C
n
is a olletion of nite subgraphs of L that is invariant
under translation. (I.e., if G 2 C
n
and u 2 S

, then G + u 2
C
n
.) The C
n
's are pairwise disjoint (i.e., C
n
\C
m
= ; whenever
n 6= m).
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Given (CA1), we an dene C

n
to be the set of lusters in C
n
whose lexio-
graphially smallest site is in fa
1
; : : : ; a
J
g. (We say that the point (x
1
; : : : ; x
d
)
is lexiographially smaller than (y
1
; : : : ; y
d
) if there exists an i 2 f1; : : : ; dg
suh that x
j
= y
j
for j = 1; : : : ; i   1 and x
i
< y
i
.) Thus, for eah G 2 C
n
,
there is a unique H 2 C

n
and a unique u 2 S

suh that G = H + u. (If we
think of translation as dening an equivalene relation among lusters, then we
an view C

n
as the set of equivalene lasses in C
n
.) We also dene
C
<1
=
1
[
n=1
C
n
to be the set of all lusters.
We also dene a weight funtion that assigns positive weight to eah luster
wt : C
<1
! (0;1)
that is invariant under translation:
wt (G) = wt (G+ u) for every u 2 S

and G 2 C
<1
.
Our weight funtion should not be ompletely arbitrary. We shall need to know
that hanging a few sites and bonds in a luster will only aet its weight within
a bounded fator:
(CA2): For eah m, there is a nite positive onstant 
m
with the
property that
1

m
wt (G)  wt (G
0
)  
m
wt (G)
whenever G and G
0
dier by at most m sites and bonds (i.e.,
whenever jB(G)B(G
0
)j+ jS(G)S(G
0
)j  m, where  denotes
symmetri dierene).
Examples of weight funtions satisfying (CA2) inlude the onstant funtion
(wt (G) = 1 for every G), as well as the ollapse and perolation weights (reall
(??) and (??)). A losely related weight funtion for animals is used in Madras
et al. (1990): wt(G) = z
y(G)
, where z > 0 and y(G) = jB(G)j   jS(G)j + 1
is the number of independent yles in the animal G.
If A is a subset of C
<1
, then we write the weighted sum of members of A
as
G(A) =
X
G2A
wt (G): (11)
We write G
n
to denote the weighted sum of all lusters of size n (up to transla-
tion),
G
n
= G(C

n
); (12)
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and we dene
 = lim sup
n!1
(G
n
)
1=n
: (13)
Our third Cluster Axiom is
(CA3): The limit lim
n!1
(G
n
)
1=n
exists and is nite (and equals ).
This axiom is known to hold for our main models of interest (see Setion 3.2).
2.3 Patterns:
Let P
1
and P
2
be two nite disjoint subsets of L, with P
1
nonempty. Thus
eah P
i
an onsist of bonds or edges or both (or neither, if i = 2); in partiular,
P
i
need not be a subgraph. Then the ordered pair P = (P
1
; P
2
) is a pattern. If
G is a luster, then we say that \G ontains P" if G ontains all of P
1
and none
of P
2
(i.e., P
1
 [B(G) [ S(G)℄ and P
2
\ [B(G) [ S(G)℄ = ;). If x 2 S

, then
the translate of P by x is the new pattern
P + x = (P
1
+ x; P
2
+ x):
Thus the luster G ontains P + x if and only if G   x ontains P . We say
that P is a proper pattern if there are innitely many values of n suh that
P is ontained in some luster of size n. This exludes patterns in whih P
2
ompletely surrounds P
1
, for example.
Our fourth Cluster Axiom says that any part of any luster an be loally
hanged to reate an ourrene of some translate of a given proper pattern.
(CA4): For every proper pattern P = (P
1
; P
2
), there exists a nite
set D of sites and bonds of L (i.e., D  S(L) [ B(L)) with the
following property:
For every luster G 2 C
<1
and every site y 2 S(G), there is
another luster G
0
(possibly of dierent size) and a translation
vetor t = t(y) 2 S

suh that y 2 D + t, G
0
ontains P + t, and
G
0
n (D + t) = G n (D + t).
(See Figure ??.) We use the notation G
0
= T (G; y). That is, T is a funtion
on lusters G and their sites y that reates a new luster by altering sites and
bonds inside a set D + t around the speied site y to reate an ourrene of
the pattern P + t, while leaving everything outside of D + t the same. (This
notation suppresses dependene on P .) In Setion 3.3 we prove that animals
and bond trees satisfy Axiom (CA4). The axiom must be modifed slightly for
direted lusters; see Setion 3.6. We remark that self-avoiding walks do not
satisfy Axiom (CA4).
In (CA4), the size of D limits how dierent the sizes of G and G
0
an be. In
partiular, there exists a positive integer  (depending on D and hene on P )
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suh that
T (G; y) 2
n+
[
m=n 
C
m
whenever G 2 C
n
and y 2 S(G). (14)
Given Axiom (CA4), Axiom (CA2) now implies the existene of a onstant
 > 0 (depending on D and hene on P ) suh that
1

wt (G)  wt (T (G; y))  wt (G) whenever G 2 C
<1
and y 2 S(G).
(15)
2.4 The Pattern Theorem:
The rst main theorem says that translates of a given proper pattern our
many times on most large lusters. More preisely, exept for an exponentially
small set of lusters of size n, the number of ourrenes of translates of a given
proper pattern is of the order n. Here, \exponentially small" is in terms of the
weights of the lusters, not just the number of lusters.
Theorem 2.1 Assume that Cluster Axioms (CA1), (CA2), and (CA4) hold.
Let P be a proper pattern. Let G
n
[ m;P ℄ be the weighted sum of the set of
lusters in C

n
whih ontain at most m translates of P . Then there exists an
 > 0 suh that
lim sup
n!1
(G
n
[ n; P ℄)
1=n
< : (16)
The proof is in Setion 4. The important part of this result is that the inequality
is strit. Reall that  was dened in Equation (??), and that if (CA3) holds
then  = lim
n!1
(G
n
)
1=n
.
For some appliations of this result, see Setion 3.4.
2.5 Ratio Limit Theorem:
The ratio limit theorem requires some additional geometri information
about the lattie, but as we shall see these onditions are easily veried for
the examples mentioned in this paper.
Firstly, we need a speial pair of patterns, whih we shall all U and V .
Figure ?? shows one hoie of the pair U and V for lusters in Z
2
. The important
feature of these patterns is that any translate of U in a luster an be hanged
into a translate of V , with the size of the luster inreased by 1. (Also, the
weight of the luster hanges by a preise multipliative fator, whih we all
.) Similarly, any V an be hanged easily into a U , with a derease of 1 in
luster size. Now, the point of the Ratio Limit Theorem is to show that the
sequene G
n+1
=G
n
onverges; one we know this, the value of the limit is obvious
from (CA3). So we want to show that G
n+2
=G
n+1
 G
n+1
=G
n
when n is large.
By the Pattern Theorem, most large lusters ontain lots of U 's and lots of V 's.
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We ould hange any U to a V , or any V to U ; thus typial lusters of size n
look very muh like typial lusters of size n + 1 (or n + 2). The proof of the
Ratio Limit Theorem works by onsidering all possible hanges of one or two
U 's into V 's in lusters of size n, and ounting and omparing the results.
To give a formal desription of the essential properties of U and V , we shall
introdue the following notation: For a pattern P and a luster G, dene

P
(G) := fx 2 S

: G ontains P + x g:
Then j
P
(G)j is the number of translates of P that our in G. Also, if  is
one of U or V , then let
^
 be the other one (i.e.,
^
 = V if  = U , and
^
 = U if
 = V ).
(CA5) There exist proper patterns U and V and a onstant  2
(0;1), suh that U
1
[U
2
= V
1
[V
2
, and suh that assertions (i)
through (iv) hold whenever  2 fU; V g and G is a luster that
ontains  + x (i.e., x 2 

(G)):
(i) [G n (
1
+ x)℄[ (
^

1
+x) is also a luster, whih we shall denote
^
G
x
;
(ii) j

(
^
G
x
)j = j

(G)j   1 and j
^

(
^
G
x
)j = j
^

(G)j+ 1;
(iii) If  = U and G 2 C
n
, then
^
G
x
2 C
n+1
; and
(iv) If  = U , then wt (
^
G
x
) = wt (G).
Informally,
^
G
x
is the result of hanging one ourrene of  into
^
. Observe that
if
^
G
x
= H, then
^
H
x
= G; hene if  = V and G 2 C
n
, then
^
G
x
2 C
n 1
and
wt (
^
G
x
) = 
 1
wt (G).
Theorem 2.2 Assume that (CA1), (CA3), (CA5), and the onlusions of The-
orem ?? all hold. (This will happen if we assume that all ve Cluster Axioms
hold.) Also assume that there exists a onstant  suh that G
n+1
 G
n
for all
suÆiently large n. Then
lim
n!1
G
n+1
G
n
= :
The proof appears in Setion 4. The veriation of the assumptions of Theorem
?? for the main models, inluding the proof of Theorem ??, is in Setion 3.5.
3 Examples
In this setion we shall illustrate the denitions and results of Setion ?? by
various examples.
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3.1 Latties:
We list several standard latties, as well as a few non-standard ones. Figure
?? illustrates some of them.
(a) Hyperubi (Hyp
d
): The d-dimensional hyperubi lattie is the lattie
whose sites are the points of Z
d
and whose bonds join nearest-neighbour pairs.
As is ustomary, we shall often denote this lattie by Z
d
. This ambiguity of Z
d
representing a lattie as well as a set of sites should not lead to onfusion in the
rest of the paper, but for preision in this setion we shall use Hyp
d
to denote
the d-dimensional hyperubi lattie. Thus, we have
S(Hyp
d
) = Z
d
and B(Hyp
d
) = fhx; yi : x; y 2 Z
d
; jjx  yjj
1
= 1g
where jj(u
1
; : : : ; u
d
)jj
1
= ju
1
j+   + ju
d
j. For this lattie we have S

= Z
d
, and
therefore J equals 1 and a
1
is the origin.
(b) Triangular lattie (Tri): This two-dimensional lattie an be represented by
S(Tri) = Z
2
and B(Tri) = B(Hyp
d
) [ fhx; x+ (1; 1)i : x 2 Z
2
g:
Then S

= Z
2
, J = 1 and a
1
= 0.
() Hexagonal lattie (Hex): We an represent this lattie as a sublattie of
Hyp
2
as follows:
S(Hex) = Z
2
and
B(Hex) = B(Hyp
2
) n fh(a; b); (a; b+ 1)i : a; b 2 Z; a+ b is oddg:
For this lattie we have S

= f(a; b) 2 Z
2
: a+ b is eveng and J = 2, with
a
1
= (0; 0) and a
2
= (1; 0).
(d) Kagome lattie (Kag): To represent this two-dimensional lattie, we shall
write 2Z
2
to denote the points of Z
2
having both oordinates even. Let a
1
=
(0; 0), a
2
= (1; 0), and a
3
= (0; 1). Then we have
S(Kag) = [
3
i=1
(a
i
+ 2Z
2
) and
B(Kag) = fha
1
; a
2
i; ha
1
; a
3
i; ha
2
; a
3
i; ha
2
; (2; 0)i; ha
3
; (0; 2)i; ha
3
; ( 1; 2)ig+ 2Z
2
:
Then S

= 2Z
2
, J = 3, and the a
i
's are as given above.
(e) Retangular (r
1
; r
2
) lattie (Ret
r
1
;r
2
): In this family of two-dimensional lat-
ties, r
1
and r
2
ould be any positive integers. We an desribe Ret
r
1
;r
2
as the
intersetion of Hyp
2
with all lines of the form x
i
= kr
i
(k 2 Z; i = 1; 2). More
formally,
S(Ret
r
1
;r
2
) = f(kr
1
; b) : k; b 2 Zg [ f(a; kr
2
) : a; k 2 Zg and
B(Ret
r
1
;r
2
) =
fh(kr
1
; b); (kr
1
; b+ 1)i : k; b 2 Zg [ fh(a; kr
2
); (a+ 1; kr
2
)i : a; k 2 Zg :
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Then S

= f(k
1
r
1
; k
2
r
2
) : k
1
; k
2
2 Zg and J = r
1
+ r
2
  1.
(f) d-dimensional spread-out lattie of range M (Z
d
(M)
): Let M be a positive
real number and let jj  jj be a norm on R
d
. Then S(Z
d
(M)
) = Z
d
and
B(Z
d
(M)
) = fhx; yi : x; y 2 Z
d
; 0 < jjx  yjj  Mg:
Here, S

= Z
d
. These latties have been used to approximate \mean eld"
behaviour, often with the sup norm jjxjj
1
= maxfjx
1
j; : : : ; jx
d
jg (e.g. Hara and
Slade (1992)).
(g) Dead-end lattie (DE): To desribe this unusual two-dimensional lattie, let
a
1
= (0; 0) and a
2
= (1=2; 1=2). Let
S(DE) = Z
2
[ (a
2
+ Z
2
) and
B(DE) = B(Hyp
2
) [ (ha
1
; a
2
i+ Z
2
):
Then S

= Z
2
and J = 2. This lattie and similar ones serve as a lass of
ounterexamples, but ould also be used to model lusters of Hyp
2
in whih
sites an be of two types.
(h) Body-entered ubi lattie (BCC): This lassial lattie in R
3
has
S(BCC) = f(x
1
; x
2
; x
3
) 2 Z
3
: x
1
+ x
2
+ x
3
is a multiple of 3g;
B(BCC) = fhx; yi : jx
1
  y
1
j = jx
2
  y
2
j = jx
3
  y
3
j = 1g;
and S

= S(BCC).
(i) Fae-entered ubi lattie (FCC): This lassial lattie in R
3
has
S(FCC) = f(x
1
; x
2
; x
3
) 2 Z
3
: x
1
+ x
2
+ x
3
is a multiple of 2g;
B(FCC) = fhx; yi : x; y 2 Z
3
; jx
1
  y
1
j
2
+ jx
2
  y
2
j
2
+ jx
3
  y
3
j
2
= 2g;
and S

= S(FCC).
(j) Slabs: A k-dimensional slab of the d-dimensional lattie L is the part of L
that lies between d   k given pairs of parallel hyperplanes. (See Setion 6.4 of
Grimmett (1989) or Setion 8.2 of Madras and Slade (1993) for some problems
related to slabs.) For example, if M and M
0
are positive integers, then
Hyp
d
\ f(z
1
; : : : ; z
d
) 2 R
d
: 0  z
d 1
 M; 0  z
d
 M
0
g
is a (d  2)-dimensional slab of Hyp
d
. We an view it as a (d  2)-dimensional
lattie via the following mapping from R
d
to R
d 2
, whih is one-to-one on the
sites of the slab in Z
d
:
(z
1
; : : : ; z
d
) 7!

z
1
+
z
d 1
M + 1
+
z
d
(M + 1)(M
0
+ 1)
; z
2
; : : : ; z
d 2

:
The image of this slab in R
d 2
is a lattie with S

= Z
d 2
.
Other unusual latties may be found in Conway, Brak, and Guttmann (1993).
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3.2 Clusters and weights:
The following are examples of sets that ould be onsidered for C
n
, the set
of lusters of size n on a lattie L. (Note: We are not laiming that all of them
satisfy all of the luster axioms. This will be disussed later.)
(a) The set of bond animals of L whih ontain exatly n sites. Reall that a
bond animal is a nite onneted subgraph of the innite graph L.
(a
0
) The set of bond animals of L whih ontain exatly n bonds.
(b) The set of bond trees of L whih ontain exatly n sites. Reall that a bond
tree is a bond animal with no yles; thus every tree with n sites has n   1
bonds.
() The set of site animals of L whih ontain exatly n sites. A site animal is
a nite onneted subgraph G of L whose bonds are determined by its sites in
the sense that
B(G) = fhx; yi 2 B(L) : x; y 2 S(G)g:
(d) The set of direted bond animals of L whih ontain exatly n sites. To
desribe these objets, x a nonzero vetor ~v 2 R
d
suh that ~v  x 6= ~v  y for
every bond hx; yi of L (i.e., ~v is not orthogonal to any bond). Suppose that G
is a subgraph of L, and that y and z are two sites of G. We say that there is a
~v-direted path from y to z in G if there is a nite sequene of sites (x
(i)
: i =
0; : : : ; k) in G suh that x
(0)
= y and x
(k)
= z, and hx
(i)
; x
(i+1)
i 2 B(G) and
~v x
(i)
< ~v x
(i+1)
for eah i = 0; : : : ; k 1. (Here ~v x is the usual Eulidean inner
produt in R
d
.) For example, if L =Hyp
3
and ~v = (1; 1; 1), then the ~v-direted
paths are those that only take steps in the positive oordinate diretions. A
~v-direted bond animal is a bond animal that ontains a site r with the property
that there are ~v-direted paths from r to every other site of the animal. The
site r is alled the root of the animal. We will often omit the prex ~v in our
terminology.
(e) The set of direted bond trees with n sites. A ~v-direted bond tree is a bond
tree (in the undireted sense of (b) above) that is also a ~v-direted bond animal.
Equivalently, a ~v-direted bond tree is a ~v-direted bond animal in whih every
site x exept the root has exatly one \inoming" bond (i.e., a bond hw; xi suh
that ~v w < ~v  x) in the animal.
(f) The set of self-avoiding polygons in Hyp
d
with 2n bonds. A self-avoiding
polygon is a bond animal G in whih every site of G is the endpoint of exatly
two bonds of G.
(g) The set of self-avoiding walks in Hyp
d
with 2n bonds. A self-avoiding walk
is a bond tree G in whih no site of G is the endpoint of more than two bonds
of G. (We use 2n instead of n here so that Axiom (CA5) will hold.)
(g
0
) The set of self-avoiding walks in Hyp
d
with 2n+ 1 bonds.
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Other examples are evident: Site animals ontaining n bonds; direted site
animals ontaining n sites; et.
Axiom (CA3) holds for all of the above examples with weights as in (??),
thanks to onatenation and subadditivity arguments; see Klarner (1967), Klein
(1981), Soteros and Whittington (1990), Madras et al. (1990), Madras and Slade
(1993), and Janse van Rensburg and Madras (1997).
3.3 Patterns:
We begin with some remarks about proper patterns. Let L be a lattie. If
P
2
is the empty set, then (P
1
; ;) is a proper pattern for bond animals or site
animals for every set P
1
; but this need not be true for all kinds of lusters.
Obviously, if P
1
ontains a yle, then (P
1
; P
2
) annot be a proper pattern for
trees. If P
1
is a subgraph of L and P
2
inludes all bonds of L that have exatly
one endpoint in P
1
, then (P
1
; P
2
) annot be a proper pattern for any lass of
onneted lusters, sine no luster ontaining P ould ontain any site outside
P
1
.
Next we shall prove that the fourth Cluster Axiom holds in a wide range of
ases.
Proposition 3.1 Let L be any of the latties desribed in Setion 3.1. Then
Axiom (CA4) holds for bond animals, site animals, and bond trees.
Proof: We will rst prove the result for bond (or site) animals on the hyperubi
lattie Hyp
d
. We then outline the extension to other latties of Setion 3.1.
Finally, we desribe the proof for bond trees.
Let P = (P
1
; P
2
) be a proper pattern. Choose an integer M suh that
P
1
[ P
2
 fx 2 R
d
: jjxjj
1
 Mg (where jjxjj
1
= maxfjx
1
j; : : : ; jx
d
jg), and we
use the natural onvention that a bond hu; vi is ontained in a set if and only if
the set ontains the line segment joining u and v). Let D be the set of all sites
and bonds of L in the ube fx 2 R
d
: jjxjj
1
 M + 1g, and let D be the set
of all sites and bonds of L in fx 2 R
d
: jjxjj
1
= M + 1g, the boundary of D.
Let H be a bond (or site) animal that ontains P and has at least one site
outside D (we an do this beause P is proper), and let
~
H = (H\D)[D. (See
Figure ??). Then
~
H is an animal that ontains P (in partiular, it is onneted
beause D is onneted and every path in the lattie from D to D

ontains a
site of D). As in Axiom (CA4), suppose we are given an animal G and a site
y 2 S(G). Dene t(y) = y and
G
0
= T (G; y) =
 
G n (D + t)

[ (
~
H + t):
The piture is that G
0
ontains the \surfae" D that has been translated to
surround y, agrees with G outside this surfae, and looks like H inside this
surfae. (See Figure ??(,d).) It is not hard to see that this produes an animal
with the desired properties. Thus Axiom (CA4) holds for bond and site animals.
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For other latties, we an also hoose a set D of the form L \ fx 2 R
d
:
jjxjj
1
 M
1
g and a set D of the form L \ fx 2 R
d
: M
0
 jjxjj
1
 M
1
g for
suitably hosen M
1
and M
0
. The key properties that guide this hoie are: (i)
P
1
[ P
2
 D n D; (ii) D is onneted; (iii) every path in the lattie from D
to D

ontains a site of D; and (iv) D \ (S

+ a
i
) 6= ; for every i = 1; : : : ; J .
For example, for the spread-out lattie Z
d
(M)
with norm jj  jj
1
, hoose M
0
>
maxfjjxjj
1
: x 2 P
1
[P
2
g and M
1
= M
0
+M . Next, for the translation vetors
t: Given a site y, hoose t = t(y) 2 S

so that y 2 D + t(y) (this an be done
by property (iv)). The proof now proeeds as for the hyperubi ase.
Finally, onsider the ase of bond trees. Let D and D be as above. Let
H be a bond tree that ontains P and has at least one site outside D, and let
~
H = (H \D) [ D. Then
~
H is a bond animal that ontains P , but in general
it is not a tree. For Axiom (CA4), suppose we are given a tree G and a site
y 2 S(G). Let t = t(y) be as above, and let
G
A
=
 
G n (D + t)

[ (
~
H + t);
then G
A
is a bond animal that ontains P + t. Next, let G
B
be the subgraph
of G
A
obtained by deleting all bonds in D that have at least one endpoint in
(D)+t. Then G
B
ontains P+t, but it is disonneted. However, G
B
ontains
no yles (sine G
B
is the disjoint union of a subgraph of the tree G, a subgraph
of (H \D) + t, and possibly some isolated sites of (D) + t). The existene of
the graph G
0
in (CA4) is now guaranteed by the following routine exerise of
graph theory: Let G
B
be subgraph of a onneted graph G
A
. If G
B
ontains no
yles, then G
A
ontains a tree whih ontains G
B
. 2
3.4 The Pattern Theorem:
The preeding parts of this setion have shown that the assumptions of the
Pattern Theorem ?? hold for bond animals, site animals, and bond trees on any
of the latties of Setion 3.1, with any weights satisfying (CA2). Setion 3.6
disusses the situation for direted lusters.
The Pattern Theorem implies strit inequality between 's for dierent fam-
ilies of lusters. In this subsetion, we shall use the notation 
BA
[L℄ to denote
the value of  for bond animals on the lattie L (we suppress notational depen-
dene on the hoie of weights). We replae BA by BT for bond trees, and by
SA for site animals. Some of the following results apply only to luster weights
that are identially 1, i.e. to the ase G
n
= jC

n
j. In this ase  is dened by
Equation (??) and is alled the growth onstant. We shall write  instead of
 for the growth onstant; e.g. 
SA
[L℄ denotes the growth onstant for site
animals on L.
Corollary 3.2 Let L
1
be a sublattie of L
2
(i.e., S(L
1
)  S(L
2
), B(L
1
) 
B(L
2
), and L
1
6= L
2
), both satisfying the properties of Setion 2.1. Then

BA
[L
1
℄ < 
BA
[L
2
℄, 
BT
[L
1
℄ < 
BT
[L
2
℄, and 
SA
[L
1
℄ < 
SA
[L
2
℄. (Here we
ould be measuring luster size either by number of sites or by number of bonds.)
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Proof: First we onsider bond animals and bond trees. Fix a bond b 2 B(L
2
)n
B(L
1
). Then P = (fbg; ;) is proper pattern for lusters on L
2
, but never ours
in lusters of L
1
. The orollary is thus an immediate onsequene of the Pattern
Theorem.
Now onsider site animals. Notie that a site animal on L
1
need not be a
site animal on L
2
(e.g. a unit square of four sites and four bonds is a site animal
on the square lattie, but not on the triangular lattie (Setion 3.1(b)), sine it
is missing the diagonal bond). However, identifying a site animal with its set of
sites, it is lear that every site animal in L
1
orresponds to a site animal in L
2
with the same set of sites (and this orrespondene is one-to-one, but not onto).
The proof of the preeding paragraph works for site animals if S(L
1
) 6= S(L
2
)
(using a site for P
1
instead of a bond), so assume that S(L
1
) = S(L
2
). Again,
x a bond b 2 B(L
2
) n B(L
1
). Sine L
2
is innite and onneted, we an
hoose a sequene (x
(0)
; x
(1)
; : : :) of distint sites of L
2
suh that b = hx
(0)
; x
(1)
i,
hx
(i)
; x
(i+1)
i 2 B(L) for every i  0 and hx
(0)
; x
(j)
i 62 B(L) for every j  2. Let
N be the set of those sites of L
2
whih are neighbours of x
(0)
, exept for x
(1)
:
N = fz 2 S(L
2
) : hx
(0)
; zi 2 B(L); z 6= x
(1)
g:
Let P
1
= fx
(0)
; x
(1)
g and P
2
= N . Then P = (P
1
; P
2
) is a proper pattern for
site animals in L
2
, but annot our on any site animal in L
1
(sine any large
subgraph of L
1
ontaining P annot be onneted). Therefore the inequality

SA
[L
1
℄ < 
SA
[L
2
℄ follows from the Pattern Theorem. 2
We remark that the preeding proof does not apply to general weight funtions,
sine the same luster ould have dierent weights on dierent latties. For
example, removing some bonds from a lattie an hange the number of ontat
bonds. Similar things happen in part (ii) of the next result.
Corollary 3.3 Let L be any of the latties of Setion 3.1. Assume that we
measure the size of a luster by the number of sites.
(i) For any weights satisfying (CA2), 
BT
[L℄ < 
BA
[L℄.
(ii) For weights identially 1, 
SA
[L℄ < 
BT
[L℄.
Proof: (i) Let P
1
be a yle of L and let P
2
= ;. Then P = (P
1
; ;) is a proper
pattern for bond animals on L. Sine bond trees ontain no translates of P , the
Pattern Theorem says that they must be exponentially rare in the set of bond
animals.
(ii) We shall use the notation C

SA;n
and C

BT;n
to distinguish the set of site
animal lusters from the set of bond tree lusters. Dene the map  : C

BT;n
!
C

SA;n
so that (G) is the unique G
0
in C

SA;n
suh that S(G
0
) = S(G). That
is,  lls in the \missing bonds" of the tree G. The map  is learly onto.
As in part (i), let P
1
be a yle of L and let P = (P
1
; ;). Then P is a proper
pattern for site animals. Next, let  and  be two dierent bonds of P
1
. For
i =  or , let P
(i)
1
= P
1
n fig, P
(i)
2
= fig, and P
(i)
= (P
(i)
1
; P
(i)
2
). Then P
(i)
is
a proper pattern for bond trees, but annot our in site animals.
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Observe that there exists a K > 0, depending on P , suh that every luster
ontaining m translates of P must ontain at least m=K disjoint translates of
P (i.e., the orresponding translates of P
1
[ P
2
are disjoint). For  > 0, let
C
disj
SA;n
() be the set of all lusters in C

SA;n
that ontain at least n disjoint
translates of P . The preeding observation and the Pattern Theorem tells us
that there is an  > 0 suh that jC
disj
SA;n
()j > jC

SA;n
j=2 for all suÆiently large
n.
Let G
0
be an arbitrary site animal in C
disj
SA;n
(). Then there are at least 2
n
trees G in C

BT;n
suh that (G) = G
0
. (This is beause eah translate of P in
G
0
ould have arisen from a translate of either P
()
or P
()
in G). Hene
jC

BT;n
j  2
n
jC
disj
SA;n
()j > 2
n 1
jC

SA;n
j
for all suÆiently large n. Taking n
th
roots and letting n ! 1 shows that

BT
[L℄  2


SA
[L℄, and the result follows. 2
3.5 Ratio Limit Theorem:
First we shall show that Axiom (CA5) holds in our main models of interest.
The proof of Theorem 7.3.2 in Madras and Slade (1993) shows that it holds for
self-avoiding walks and self-avoiding polygons on Z
d
. For animals and trees, we
have the following result.
Proposition 3.4 Let L be any of the latties of Setion 3.1. Consider weights
of the form (??) for (bond or site) animals or bond trees. Then there exists a
pair of patterns U and V that satisfy Axiom (CA5).
Proof: Sine L is an innite onneted graph, there exists an innite sequene
of distint sites (x
(0)
; x
(1)
; : : :) suh that hx
(i)
; x
(i+1)
i 2 B(L) for every i  0
and hx
(0)
; x
(j)
i 62 B(L) for every j  2. Let N be the set of those sites of L
whih are neighbours of x
(0)
, exept for x
(1)
:
N = fz 2 S(L) : hx
(0)
; zi 2 B(L); z 6= x
(1)
g:
Let P
1
= fx
(1)
g and and P
2
= N [ fx
(0)
; hx
(0)
; x
(1)
ig. Then P = (P
1
; P
2
) is a
proper pattern (sine for any n  1, the sites x
(1)
; : : : ; x
(n)
and the orrespond-
ing bonds form a luster).
Given this P , hoose D, D, H, and
~
H as in the proof of Proposition ??.
For the ase of bond or site animals, dene the rst pattern U by U
1
=
~
H and
U
2
= D n
~
H. Dene the seond pattern V by V
1
=
~
H [ fx
(0)
; hx
(0)
; x
(1)
ig and
V
2
= D n V
1
. (See Figure ??.) Observe that U and V are proper patterns for
bond or site animals. (The V for bond trees is an appropriate spanning tree of
the V for bond animals, as in the last paragraph of the proof of Proposition ??;
then U is obtained by deleting fx
(0)
; hx
(0)
; x
(1)
ig from V .) For weights of the
form (??), we an then take  = z
jN j 1
s
in (CA5)(iv). To see that (CA5)(ii)
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holds, notie that if two translates of U or V in a luster G overlap, then they
must only overlap in the translates of D; therefore hanging a U to a V (say)
annot aet any other ourrene of U or V in the luster. It is now routine
to hek that Axiom (CA5) holds for bond (and site) animals as well as bond
trees. 2
Next we shall show that the nal assumption of Theorem ?? holds in a wide
lass of models.
Proposition 3.5 Assume that the lattie L has the following property: Every
site x 2 S(L) is the endpoint of a bond hx; yi 2 B(L) suh that y is lexiograph-
ially greater than x. Then for all examples of undireted lusters from Setion
3.2, with weights satisfying Axiom (CA2), there exists a onstant  (depending
on the model) suh that G
n+1
 G
n
for all suÆiently large n.
Remark: The assumption of Proposition ?? holds for every lattie of Setion
3.1, exept for the Dead-End lattie (DE). However, the result of the proposition
does hold for DE beause the assumption is true for the lattie obtained by
reeting DE through the origin.
Proof of Proposition ??: First we onsider animals and trees. Fix n. For
an arbitrary luster G 2 C

n
, let x
G
be the lexiographially largest site of
G. By our assumption, there exists a bond hx
G
; y
G
i in B(L) suh that y
G
is
lexiographially larger than x
G
. For the ases of bond animals or bond trees,
let G
+
be the luster G [ fy
G
; hx
G
; y
G
ig; for site animals (ounted by sites),
let G
+
be the luster dened by S(G
+
) = S(G) [ fy
G
g. Then G
+
2 C

n+1
. In
fat, the map G 7! G
+
is one-to-one (beause the lexiographially largest site
of G
+
must be y
G
). Also, wt (G
+
)  wt (G)=
2
by (CA2). The result follows
with  = 1=
2
.
The argument for self-avoiding walks and self-avoiding polygons proeeds as
on page 230 of Madras and Slade (1993). 2
Remark: The above proof is not quite omplete for the ase of site animals
ounted by number of bonds, sine G
+
as given may ontain more than n + 1
bonds. However, it is possible to prove Proposition ?? for this lass of lusters
for any of the latties of Setion 3.1 by onsidering eah lattie separately.
As a onsequene of the preeding results, we have the following.
Corollary 3.6 The Ratio Limit Theorem ?? holds for any of the undireted
lusters of Setion 3.2 on any of the latties of Setion 3.1, with weights of the
form (??). In partiular, Theorem ?? holds.
In Setion 3.6 we shall show that Theorem ?? also holds for direted lusters.
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3.6 Direted lusters:
The denitions of direted paths, animals and trees were given in Setion
3.2(d,e). We assume the following direted onnetivity property of the lattie
L: Whenever i and j are in f1; : : : ; Jg, there exists a ~v-direted path from a
i
to some site of S

+ a
j
(and hene, by translation invariane, there exists a ~v-
direted path from some site of S

+ a
i
to a
j
). Note that this exludes unusual
examples suh as the Dead-End lattie.
A pattern P = (P
1
; P
2
) is a proper pattern if for every nite subset F of L,
there exists a luster G ontaining P whose root is outside F . As an example,
onsider (1; 1)-direted bond animals in the square lattie Hyp
2
. If P
1
ontains
the origin and P
2
ontains the two sites ( 1; 0) and (0; 1), then (P
1
; P
2
) is
not a proper pattern for these lusters beause any suh luster that ontains
(P
1
; P
2
) must have (0; 0) as its root.
We shall use the following Direted Cluster Axiom (DCA4) instead of (CA4).
(DCA4): For every proper pattern P = (P
1
; P
2
), there exist nite
sets D
1
; : : : ; D
J
of sites and bonds of L (i.e., D
i
 S(L) [B(L))
with the following property:
For every luster G 2 C
<1
and every site y 2 S(G), there is
another luster G
0
(possibly of dierent size) and a translation
vetor t = t(y) 2 S

suh that y 2 D
i
+ t, G
0
ontains P + t, and
G
0
n (D
i
+ t) = G n (D
i
+ t) (where i is the subsript suh that
y 2 S

+ a
i
).
Again, we use the notation G
0
= T (G; y).
We have the following analogue of Proposition ??.
Proposition 3.7 Let L be any of the latties desribed in Setion 3.1 (exept
the Dead-End lattie). Then Axiom (DCA4) holds for direted bond animals,
direted site animals, and direted bond trees.
Proof: The proof is similar to the proof of Proposition ??. For the ase of
Hyp
d
, we take D
1
= D = L \ fx 2 R
d
: jjxjj
1
 M + 1g, as dened in the
proof of Proposition ??. We dene t(y) = y  z
D
, where z
D
is the \orner" site
of D suh that ~v  z
D
< ~v  x for every other site of D. For direted animals
on other latties, we hoose the sets D and D satisfying the properties (i)
P
1
[ P
2
 D n D; (ii
0
) there exist sites z
D
and z
D
in S(D) with the property
that for every x 2 S(D), there exists a ~v-direted path in D from z
D
to z
D
that ontains x; and (iii
0
) every path from a site of D to a site of D

(or vie
versa) ontains a site of D. See Figure ??.
Let H be a direted animal ontaining P whose root is outside D. Let
~
H =
(H \D) [ D; this is a direted animal that ontains P . For eah i = 1; : : : ; J ,
we proeed as follows. By the direted onnetivity assumption on L, there
exists a site z
(i)
2 S

+ a
i
suh that there is a ~v-direted path from z
(i)
to z
D
.
Let
~
H
i
be the union of
~
H and this path; also let D
i
be the union of D and
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this path. Observe that
~
H
i
and D
i
are direted animals rooted at z
(i)
. Now, if
y 2 S(G) \ (S

+ a
i
), then we let t = t(y) = y   z
(i)
and
G
0
= T (G; y) = (G n (D
i
+ t)) [ (
~
H
i
+ t) :
Observe that D
i
+ t and
~
H
i
+ t are rooted at y. With these onstrutions, the
proof for direted animals is essentially the same as for the undireted ase of
Proposition ??.
The ase of direted bond trees also is similar to the proof for bond trees in
Proposition ??. In partiular, we use the following: Let G
A
be a ~v-direted bond
animal with root r, and let G
B
be a subgraph of G
A
(in the undireted sense). If
every site of G
B
has at most one inoming bond (as dened in Setion 3.2(e))
in G
B
, then G
A
ontains a ~v-direted bond tree that ontains G
B
and has root
r. (Proof: Let  = G
B
[ frg. If  is a direted bond tree, then we are done.
If not, then there is site w 2 S( ) n frg whih has no inoming bond in  . But
w has an inoming bond in G
A
; so add this bond (and its other endpoint, if
neessary) to  . Repeat this proedure with the new  . Continue until every
site of  exept r has an inoming bond. The nal  will be what we want.) 2
Theorem ?? holds for direted bond animals, site animals, and bond trees
if we replae (CA4) by (DCA4); indeed, the proof of the theorem is the same
(see Setion ??). The direted analogues of the ensuing Corollaries ?? and ??
of Setion 3.4 also hold. The proofs of these orollaries arry over, with the
following modiation to the proof of Corollary ??(ii): There exist sites y and
z of L and ~v-direted paths 
1
and 
2
from y to z suh that 
1
\ 
2
= fy; zg
(here eah 
i
is a set of sites and bonds). Let  (respetively, ) be the bond of

1
(respetively, 
2
) that has z for an endpoint. Let P
1
= 
1
[ 
2
. With these
denitions of P
1
, , and , the rest of the proof is unhanged.
The direted analogue of Proposition ??, showing that Axiom (CA5) holds
for direted animals and bond trees, an be proven with the following modi-
ation in the denition of the x
(i)
's. Let x
(0)
be an arbitrary site of L. For
i = 0; 1; : : :, indutively dene x
(i+1)
to be the neighbour w of x
(i)
that min-
imizes ~v  w. By the direted onnetivity assumption on L, we know that
~v x
(i+1)
< ~v x
(i)
for every i. Also observe that hx
(0)
; x
(i)
i 62 B(L) for all i  2.
The direted analogue of Proposition ?? holds thanks to our direted onne-
tivity assumption on L. In partiular, lexiographi ordering should be replaed
by the ordering indued by dot produt with ~v.
Finally, we onlude that the Ratio Limit Theorem ?? holds for direted
bond animals, direted site animals, and direted bond trees, on any lattie of
Setion 3.1 (exept for the Dead-End Lattie). This is beause of the generaliza-
tions of Propositions ?? and ?? mentioned above, and by the fat that Theorem
?? does not distinguish between (CA4) and (DCA4), so the theorem and its
proof are valid for direted lusters.
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4 Proofs of Theorems
For real numbers r, we use the \oor" notation br to denote the largest integer
less than or equal to r.
Proof of Theorem ??: Before we begin, here is a very rough idea of the way
the proof works. Sine the pattern P is bounded, there is a number  > 0
(depending on P ) suh that any luster of size n an be hanged loally in bn
plaes to get bn non-overlapping translates of P . But we will only hoose
bn of these plaes to do this hange, where  is a xed number between 0 and
. Now, let G be a generi luster of size n that ontains very few translates
of P . If we hoose bn of the bn possible loations mentioned above, then
we get a luster H with bn (or perhaps more) translates of P . Thus a single
G orresponds to (
n
n
) dierent H's. (Some of the H's ould be the same if we
were unluky enough to hoose one of the plaes where a P already existed,
but this is not a big problem sine there are not many P 's in G.) The quantity
(
n
n
) grows exponentially in n, and this would show that the number of H's is
exponentially larger than the number of G's (whih is what we want), exept
for the obvious problem that dierent G's an give rise to the same H. How
bad is this non-injetivity? Sine H has bn translates of P (or more, but not
too many more), obtained by loal hanges, there are at most K
n
1
G's that
give rise to H (here and below, the K
i
's are onstants). There are some other
things that need to be taken into aount too, inluding the size of H (whih
need not be n, but is within n of n), and the weight of H (whih is within
a fator of K
n
2
of G). Putting everything together, the weight of all G's that
get turned into H is at most K
n
3
. So it omes down to a ontest between (
n
n
)
and K
n
3
. Fortunately, however large K
3
is, we an hoose  small enough so
that (
n
n
) is exponentially larger than K
n
3
. And this is what we need to prove
the theorem.
We now proeed with the proper proof. Sine the set D of Axiom (CA4)
an be enlosed in a nite box in R
d
, and sine there is a nite upper bound on
the number of sites in a unit hyperube of R
d
, it follows that there is a positive
onstant  suh that for any n and any G 2 C
n
, there exist at least bn sites
y
1
; : : : ; y
bn
2 S(G) suh that (D + t(y
i
)) \ (D + t(y
j
)) = ; whenever i 6= j.
Consider a xed G 2 C
n
, and x the vetors y
1
; : : : ; y
bn
as desribed above.
Next, given a number Æ suh that 0 < Æ < , onsider an arbitrary hoie of bÆn
vetors from the set fy
1
; : : : ; y
bn
g: all them w
1
; : : : ; w
bÆn
(in some arbitrary
order). Now dene the sequene of lusters G
0
; : : : ; G
bÆn
by
G
0
= G
G
i
= T (G
i 1
; w
i
) for i = 1; : : : ; bÆn. (17)
Let H = G
bÆn
, and let W be the (ordered) sequene w
1
; : : : ; w
bÆn
. By (??),
the size of H is between n  bÆn and n+ bÆn.
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Consider an  > 0 (later, we shall set  = Æ=2). Consider the olletion of all
triples (G;H;W ) where G is a luster in C

n
that ontains at most bn translates
of P , and where H and W are obtained from G by the proess desribed in the
preeding paragraph. Considering the number of ways to hoose the ordered
sequene W , we obtain an immediate lower bound on the sum of wt (G) over all
suh triples:
X
(G;H;W )
wt (G)  G
n
[ n; P ℄
bn!
(bn   bÆn)!
: (18)
Now we shall derive a lower bound for this sum over triples. Notie that
if y 2 S(G) and G ontains exatly k translates of P , then it is possible that
T (G; y) ontains more than k + 1 translates of P ; however, any translate of P
that is in T (G; y) but not in G must overlap D + t(y) (sine everything outside
of D + t(y) is the same in both lusters). So let q be the number of translates
of P
1
[ P
2
that interset D; then we an be sure that T (G; y) ontains at most
k + q translates of P . Hene any H in a triple (G;H;W ) ontains at most
n+ qbÆn translates of P . Let Z = 2
(jS(D)j+jB(D)j)
be the number of subsets
of D. Then for any luster K and any w 2 S(L), there are at most Z lusters
G
0
suh that T (G
0
; w) = K. Also notie that if K ontains exatly j translates
of P , then there are at most qj translates of D that interset one of these
translates of P
1
[P
2
. Hene there are at most qjS(D)jj hoies of w in S(L) for
whih fG
0
: T (G
0
; w) = Kg is nonempty. Therefore, given H, there are at most
qjS(D)j(bn+qbÆn)Z ways to hoose w
bÆn
and G
bÆn 1
(reall (??)). If these
are to be part of a valid triple, then G
bÆn 1
ontains at most bn+q(bÆn 1)
translates of P , and so there are at most qjS(D)j(bn + q(bÆn   1))Z ways
to hoose w
bÆn 1
and G
bÆn 2
. Therefore the number of triples (G;H;W ) in
whih any H an our is at most
bÆn
Y
i=1
qjS(D)j(bn + qi)Z ;
whih in turn is less than
(bn + qbÆn)!
(bn + qbÆn   bÆn)!
(qjS(D)jZ)
bÆn
:
Together with (??), this implies that
X
(G;H;W )
wt (G) 
X
(G;H;W )

bÆn
wt (H)

0

n+bÆn
X
j=n bÆn
G
j
1
A
(bn + qbÆn)!
(bn + qbÆn   bÆn)!
	
bÆn
; (19)
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where we have dened 	 = qjS(D)jZ. Combining inequalities (??) and (??),
taking n
th
roots, and letting n!1, we nd (using Stirling's formula) that
lim sup
n!1
(G
n
[ n; P ℄)
1=n


e
Æ
(  Æ)
 Æ
(20)
 maxf
1 Æ
; 
1+Æ
g
(+ qÆ)
+qÆ
e
Æ
(+ qÆ   Æ)
+qÆ Æ
	
Æ
(we need the \max" sine  ould be greater than or less than one). Reall that
Æ has not yet been speied, exept that 0 < Æ < . Write Æ = t, where t is a
number in (0; 1) that will be fully speied below. Also set  = Æ=2. Then we
an rewrite (??) as
lim sup
n!1
(G
n
[ n; P ℄)
1=n


1
t
t
(1  t)
1 t


(21)
 maxf
 Æ
; 
+Æ
g	
Æ
 
(
1
2
+ q)
1
2
+q
(
1
2
+ q   1)
1
2
+q 1
!
Æ
:
Now let
Q = maxf
 
; 
+
g	
(
1
2
+ q)
1
2
+q
(q  
1
2
)
q 
1
2
:
Then (??) beomes
lim sup
n!1
(G
n
[ n; P ℄)
1=n


 
t
t
(1   t)
1 t
Q
t


; (22)
whih holds for every t 2 (0; 1). Setting t = 1=(1+Q) makes the right-hand side
equal to [Q=(Q+ 1)℄

, whih is stritly less than 1. This proves the theorem.
2
Theorem ?? is a onsequene of the following two propositions:
Proposition 4.1 Assume the Cluster Axioms (CA1) and (CA5), and assume
that the onlusion of Theorem ?? holds. Then there is a positive onstant  
suh that
G
n+2
G
n


G
n+1
G
n

2
 
 
n
(23)
for all suÆiently large n.
Proposition 4.2 Let fa
n
: n  1g be a sequene of positive numbers, and let

n
= a
n+1
=a
n
. Assume that there exist positive onstants  and   suh that
(a) lim
n!1
a
1=n
n
= ,
(b) lim inf
n!1

n
> 0, and
() 
n+1

n
 (
n
)
2
   =n for all suÆiently large n.
Then
lim
n!1

n
= : (24)
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Notie that if   were 0 on Proposition ??, then G
n+1
=G
n
would be inreasing
in n. Thus Proposition ?? says roughly that if this sequene of ratios is almost
monotone, and if G
1=n
n
onverges, then the sequene of ratios onverges.
Proposition ?? is exatly Lemma 7.3.1 of Madras and Slade (1993) (exept
for the unimportant hange of notation whih hanges the n+ 2 there to n+ 1
here; see the Remark following the proof of Lemma 7.3.1). We shall prove
Proposition ?? below; it is similar to the proof of Theorem 7.3.2 in Madras
and Slade (1993). Both of these results from Madras and Slade are in turn
based on Kesten (1963). To dedue Theorem ??, take a
n
= G
n
in Proposition
??. Assumption (a) is axiom (CA3); assumption (b) is the assumption of 
in Theorem ??; and assumption () is the onlusion of Proposition ??. The
onlusion (??) is the onlusion of Theorem ??.
Proof of Proposition ??: For nonnegative integers a and b, let G
n
(a; b) denote
the weighted sum of the set of lusters of size n that ontain exatly a translates
of U and b translates of V (i.e., G
n
(a; b) is the sum of wt (G) over all G 2 C

n
suh that j
U
(G)j = a and j
V
(G)j = b). Also let
G
n
( a; b) :=
X
ia;jb
G
n
(i; j) :
In partiular, G
n
( 0; 0) = G
n
.
First we note the identity
aG
n
(a; b) =
b+ 1

G
n+1
(a  1; b+ 1) for all a  1 and b  0: (25)
To derive this identity, onsider all pairs of lusters (G;G
0
) where G 2 C
n
,
j
U
(G)j = a, j
V
(G)j = b, and G
0
=
^
G
x
for some x 2 
U
(G). Clearly, the
left-hand side of the identity is the weighted sum of the set of all suh pairs.
But for suh a pair we also have G
0
2 C
n+1
, j
U
(G
0
)j = a  1, j
V
(G
0
)j = b+ 1,
G =
^
G
0
x
for x 2 
V
(G
0
), and wt (G) = wt (G
0
)= (by (CA5)). So the right-hand
side of (??) also equals the weighted sum of all suh pairs.
Using (??), we obtain
G
n+1
( 0; 1) =
X
i1;j0
G
n+1
(i   1; j + 1)
= 
X
i1;j0
G
n
(i; j)
i
j + 1
= 
X
i0;j0
G
n
(i; j)
i
j + 1
(26)
and
G
n+2
( 0; 2) =
X
i2;j0
G
n+2
(i  2; j + 2)
25
= 
2
X
i2;j0
G
n
(i; j)
i(i   1)
(j + 1)(j + 2)
= 
2
X
i2;j0
G
n
(i; j)
i(i   1)
(j + 1)(j + 2)
: (27)
The Shwarz inequality implies

X
G
n
(i; j)
i
j + 1

2


X
G
n
(i; j)


X
G
n
(i; j)
i
2
(j + 1)
2

; (28)
where eah sum is over i  1 and j  0. Inserting (??) into (??) gives


 1
G
n+1
( 0; 1)

2
 G
n
0

X
i1;j0
G
n
(i; j)
i
2
(j + 1)
2
1
A
; (29)
For n  1, let

n
=
G
n+2
( 0; 2)
G
n
 

G
n+1
( 0; 1)
G
n

2
and

n
=
G
n+2
G
n
 

G
n+1
G
n

2
  
n
:
Sine V is a proper pattern, Theorem ?? shows that the error term 
n
deays
to 0 exponentially rapidly as n inreases. So to prove the theorem it suÆes to
show 
n
  A=n for some onstant A.
By (??) and (??),

n

0

X
i0;j0
G
n
(i; j)
i(i   1)
(j + 1)(j + 2)
 
X
i1;j0
G
n
(i; j)
i
2
(j + 1)
2
1
A

2
G
n
=

2
G
n
X
i0;j0
G
n
(i; j)
( i
2
  ij   i)
(j + 1)
2
(j + 2)
(30)
There exists a positive onstant K suh that for every n, no luster in C
n
ontains more than Kn translates of U or of V . Hene the term  i
2
  ij   i
appearing in (??) is greater than  3K
2
n
2
. Next, by Theorem ??, there exists
 > 0 suh that
lim sup
n!1

1 
G
n
( 0; n)
G
n

1=n
< 1 :
Splitting the sum over j in (??) into n  j  Kn and 0  j < n, we obtain

n

 3K
2
n
2
G
n
( 0; n)
(n)
3
G
n
+ ( 3K
2
n
2
)

1 
G
n
( 0; n)
G
n

:
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As n ! 1, the rst term in the right hand side is asymptoti to  3K
2
=n
3
,
and the seond term deays to 0 exponentially. Thus the proposition is proven.
2
5 Disussion
This paper proves a Pattern Theorem and a Ratio Limit Theorem that hold
for a wide variety of latties and lusters, inluding bond animals, bond trees,
and site animals, with dierent kinds of weights. The proofs were written to
aommodate this generality, as well as to inlude other examples of latties and
lusters that other authors may need to onsider. The most restritive axiom
is (CA4), whih does not seem to hold for self-avoiding walks, self-avoiding
surfaes, or site trees. In addition, the Eulidean struture is important. For
example, extending these results to graphs embedded in hyperboli spae (e.g.,
those of Swierzak and Guttmann (1996)) is not straightforward, partly beause
the notion of \translation" is no longer so simple. Nevertheless, it is reasonable
to expet a version of the Pattern Theorem to hold for all of theses ases.
The pattern theorem suggests that there should be some kind of law of large
numbers for pattern ourrene. That is, given a proper pattern P , does there
exist a number  > 0 suh that \almost all" lusters of size n ontain between
(  )n and (+ )n translates of P? Or more simply, is the average number
of patterns in a luster of size n asymptotially proportional to n? Nothing is
known about these questions in general.
Another intriguing problem involves the universality of the ritial exponent
, as desribed in the Introdution (reall Equation (??)). To x ideas, onsider
bond animals on the square lattie Z
2
and on the triangular lattie Tri. Using
notation as in Corollaries ?? and ??, we believe that
jC

BA;n
[Tri℄j  K
0
n
 

BA
[Tri℄
n
and jC

BA;n
[Z
2
℄j  K
00
n
 

BA
[Z
2
℄
n
(31)
where K
0
and K
00
are positive onstants, and  has the same value in both
expressions. It seems very hard to prove the relations of (??). An easier task
might be to prove the following onsequene of (??):
jC

BA;n
[Z
2
℄j
jC

BA;n
[Tri℄j
 K
n
; (32)
where K is a onstant and  = 
BA
[Z
2
℄=
BA
[Tri℄ < 1. As in Corollary ??,
think of bond animals of Z
2
as bond animals of Tri that ontain no diagonal
bond (reall Figure ??). Let P the pattern (b; ;), where P is a diagonal bond.
Then Equation (??) says that the fration of bond animals on Tri that ontain
no translates of P deays purely exponentially, with no multipliative power law
term. A proof of this assertion would be very strong support for the universality
of , even in the absene of a rigorous proof that  exists. And it is oneivable
27
that information about the simpler expression in (??) may be more aessible
than information about (??).
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Figure 1: Cluster Axiom (CA4) in Z
2
: (a) A pattern P = (P
1
; P
2
): P
2
is the
single site marked by the irle; P
1
is the solid lines and dots (four bonds and
ve sites); the dashed square is the boundary of D; 0 is the origin. (b) A bond
animal G with two sites labelled. () One possibility for T (G; y
1
); the dashed
square is inluded to surround D+ t = D+y
1
. (d) One possibility for T (G; y
2
).
See also Figure ??.
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Figure 2: Examples of patterns U and V for Axiom (CA5) in Z
2
, as well as for
their (1; 1)-direted versions. See Proposition ?? in Setion 3.5 for the meaning
of x
(0)
and x
(1)
. Cirles and dotted lines denote sites and bonds of U
2
and
V
2
; solid dots and lines denote U
1
and V
1
. To obtain U and V for bond trees
(inluding (1; 1)-direted trees), move the bond labeled `*' from U
1
to U
2
and
from V
1
to V
2
.
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Figure 3: Some examples of latties from Setion 3.1.
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Figure 4: Proof of Proposition ??: (a) A bond animal H that ontains the
pattern P of Figure ??(a). The dashed line indiates D, the boundary of D.
(b) The resulting
~
H = (H \D) [ D. The animals T (G; y
1
) and T (G; y
2
) in
Figure ??(,d) were obtained using this
~
H.
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r r r r r r r r
r r r r r r r r
r r r r
z
D
z
D
Figure 5: From the proof of Proposition ??: A possible set D for (1; 1)-direted
lusters on the hexagonal lattie. The thiker lines denote D.
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