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1. INTRODUCTION 
Let E be a Banach space with norm 1 . / and let I denote the compact 
interval [0, 1-j. Let A, B E E and let f: I x E x E + E be completely 
continuous. This paper is concerned with the existence of soiutions of the 
boundary value problem (BVP) 
xn = f(t, x, X’), (1.1) 
r(0) = A, X(1) = B. (1.2) 
In case E is finite-dimensional, the earliest existence results for (l.l), 
(1.2) are due to Scorza-Dragoni 116, 171, who assumed that /f 1 is bounded. 
After these papers two separate directions were pursued: the first by Hartman 
[IS] (see also [6]), who imposed growth conditions on / f / with respect to x’; 
the second by Lasota and Yorke [12], who imposed conditions yielding 
bounds on the amplitude of X. 
Motivated by these papers, several existence results for the BVP (l.l), 
(1.2) have been obtained in recent years in case E is a finite-dimensional 
Euclidean space (see, e.g., [3-lo]). S imi 1 ar results have also been obtained for 
the existence of periodic solutions for (1.1) in [l, 2,4, 11, 131. In these 
papers existence of a solution is always proved by imposing geometric 
conditions which yield a priori bounds on certain solutions of (l.l), (1.2) or 
periodic solutions of (1.1). Further growth conditions are imposed with 
respect to x’ which yield bounds on 1 x’(t)\ in terms of a bound on \ x(t)\. 
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In this paper we impose geometric conditions on f and a growth condition 
with respect to x’ which provide apriori bounds on ( x(t)] and 1 x’(t)1 regardless 
of the dimension of E and hence readily provide results in arbitrary real 
Banach space. 
In the special case where E = R, one-dimensional Euclidean space, our 
growth condition is somewhat more restrictive than the Nagumo condition in 
[5] or [lo]; on the other hand, even in finite-dimensional Euclidean spaces 
our geometric conditions are somewhat different and involve fewer technical 
difficulties in obtaining bounds for j x’(t)/ than the conditions in some of the 
papers referred to above. However, the primary advantage of our results is 
that they apply to infinite systems of BVPs for second-order equations, which 
recently have been shown to have applications to the method of lines for 
BVPs for elliptic partial differential equations (see [20]). 
Our hypotheses require that f be a completely continuous mapping, which, 
of course, in finite-dimensional spaces coincides with a continuity requirement. 
In what is to follow, we denote by C(I, E) the space of continuous mappings 
from 1 into E and for x E C(I, E) we let I/ x/I = mqs,c, j x(t)j; similarly, 
Cr(1, E) will denote the space of continuously differentiable mappings from I 
into E and for x E Cl@, E) we let /I x iI1 = max(ji x /I, Ij x ‘\I}. With the norms 
thus defined it may be shown that both C(1, E) and Cr(1, E) are real Banach 
spaces. 
In the sections to follow we first establish a Nagumo-type condition 
needed to provide the necessary a priori bounds; we then consider some 
properties of convex sets before establishing the main results of the paper in 
Sections 4-7. 
In Section 4 we further establish existence results for BVPs for systems of 
second-order functional equations which lend themselves to the study of 
BVPs for certain third-order ordinary differential equations. This point is 
illustrated by applying the theory to a well-known BVP for the Falkner-Skan 
equation previously studied by various authors (see [7] and the references 
therein). Sections 5 and 6 are devoted to the BVP (l.l), (1.2) together with 
other separated boundary conditions, while in Section 7 we study periodic 
boundary value problems. 
2. A NAGUMO CONDITION 
In this section we derive a Nagumo-type condition which provides a tool 
to obtain bounds on the derivatives of solutions of (1.1) in terms of bounds 
on the solutions. 
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LEMM.4 2.1. a!ht c(S) b e a osi ive, nondecreasing, continuous, real-valued $J t 
function such that 
pz & = +a, (2.1) 
and let R be a positive number. Then there exists a positive constant M (depending 
on@ on # alzd R) such that, if x E C2(1, B) is such that i/ x jj < R and jj x” jj < 
+(/I x’ II), then /I x’ jj < M. 
Proof. Suppose x E C”(I, E) satis$es I/ x jl < R and 11 x” (1 < $(I\ x’ 11). Let 
4 = maxas-,<, 1 x'(t)] and choose to E [0, 1] such that j x’(t,)j = 4. If p is a 
real number such that j p / < + and to + p E [0, 11, then we obtain, using 
a Taylor expansion, 
x(t, + p) = x(tO) f p’(tO) + j-’ x”(to + s,u) ~“(1 - s) ds. (2.2) 
0 
Hence, letting 6 = / p 1, we have 
6 / i( = Sq < 2R + 6” j’ 1 ““(to + +)I (1 - s) ds 
0 
<2R+#~)6a/~(l -s)ds 
0 
< 2R + 4(q) a2/2. 
Let Q > 0 be chosen such that s > Q implies that s”/+(s) > 4R and let 
M = max{Q, 8R). Suppose that Q > Q; then q2/4R > (F(q) and we obtain 
sq < 2R + $(d 6”P 
2 8” 
< 2R + 4; 2 -- 
or, equivalently, 
(2.3) 
Now the right-hand side of (2.3) is nonincreasing whenever 6 < 4Riq. 
If 4R/q 3 4, then 4 < XR. On the other hand, if 4R/q < 4, then, setting 
S = 4R/q in (2.3), we obtain (recall 0 < 6 < 4) 
2R Q 2R ____ 
‘< 4R ‘$- 4R q 
= qi2 + q/2 = 4, 
which is a contradiction. Therefore, in the case q > Q, we have q ,< 8R. 
It follows that M = M(R, +) as defined above is such that !j x’ I/ < M, 
and the proof is complete. 
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Remark. In applications of Lemma 2.1, we find that the constant R is 
fixed by the equation at hand. Thus, in effect, we may weaken (2.1) to 
lim infSaW s”@(s) > 4R. 
3. SOME PROPERTIES OF CONVEX SETS 
Let Q be a bounded, open, convex set in E containing 0. For x E kXJ we call 
a bounded linear functional n(x) E E* an outer normal to D at x if 
and 
i? C {y E E: (n(x), y - x) < O}. (3.2) 
(Here we denote by (n(x), 2) the value of the linear functional n(x) at the 
point x E E.) 
Remark. It is a property of bounded, open, convex sets Q that, at every 
x E %A’, such an outer normal exists (see [18]). 
For each x E E, we define 3 in the following way: 
(3.3) 
where p is the unique positive number such that kx E aQ. 
For0 <A < l,welet 
QA =(~EE--:]x-$j <;Ilxl}un 
and 
L?, = 9. 
The following lemma is easily established. 
(3.4) 
(3.5) 
LEMMA 3.1. For 0 < X < 1, Q, is an open, bounded, convex set containing 0. 
Further, Uo<n<l QA == E and, for evtq A, 0 < X < 1 and x E Xl),, , n(g) is 
an outer normal to QA at x for every outer normal n(x) to Q at 5. 
4. EXISTENCE THEOREMS 
THEOREM 4.1. Consider the B VP (1. l), (1.2) and let there exist a bounded, 
open, convex set Q, with 0 E Q, such that A, B E B and for every a E al2 there 
exists an. outer normal n(x) such that 
(44, f(t, x, Y)) > 0, XEac2, for ally with (n(x), y) = 0. (4.1) 
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Further let there exist a positive, continuous, nondecreasiltg function #(sj, 
0 < s < co such that lim,,, s2/$(s) = co and 
I f(C % Y)l G $(I Y 0, o<t<1, XEC! (4.2) 
Then the BVP (1.1) (1.2) has a solution x(t) such that x(t) ED, 0 < t < 1. 
Proof. Consider first the case where A, B E Q2. Let E > 0, 0 < E < 1, 
be given and consider the equation 
xv - EX =f(t, 2, x’) (4.3) 
together with boundary conditions (1.2). We shall show that there exists a 
constant M > 0 such that the BVP (4.3), (1.2) has a solution q(t) with 
x,(t) EL?, 0 < t < 1 and 11 x,’ // < NI. We then use a limiting argument, 
letting E ---t 0 to obtain a solution of (l.l), (1.2). 
Choose R > 0 such that x ~0 implies 1 x / < R. Further choose Q > 0 
such that s > Q implies S/(+(s) + R) > 4R. Define a bounded, convex, 
open subset A of (?(I, E) containing the origin by 
n = (x E CyI, E): I/ x’ I/ < M + I, x(tj E Q, 0 < t < l), 
where M = max(Q, 8R). 
(4.4) 
Let g(t, x, x’) be defined by setting 
g(t, x, x’) = f(t, z, XI), (4.5) 
where % is given by (3.3). Define the operatorE C?(I> E) -+ C(I, E) by 
(F%)(t) = g(t, x(t), x’(t)). (4.6) 
ForO<e<l,weletG:IxI + R be the Green’s function associated 
with the scalar boundary value problem y” - l y = /z(t), y(0) = 0 = y(1) 
(see [6]) and let $: I -+ E be the unique function such that #’ - e# = 0 and 
$(O) = A, #(l) = B. Then x: I -+ E is a solution of the BVP 
XII - FX = g(t, x, x’), x(0) = A, x(1) = B (4.7) 
if and only if 
x(t) = s,’ W, 4 R(S, x(s), x’(s)> A + Wj 
or, equivalently, if and only if x is a fixed point of the operator T: Cl(I, Ej -+ 
P(I, E) defined by 
(TX)(t) = I”’ G(t, s) g(s, x(s), x’(s)> ds + G(t). 
‘0 
505/18/2-1 
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Define the operator 53: C(I, E) -+ Ci(1, E) by 
(3x)(t) = j6 G(t, s) x(s) ds + 4(f). 
Then T is the composition 3 0 F. It will now be shown that T is completely 
continuous. 
The continuity of T follows easily from that of g(t, X, x’) and that of the 
integral operator. In order to show that T is compact, let D be a bounded 
subset of Ci(l, E). Denote by @, the family of functions defined by * = 
{TX: x E D}. We will show that T is compact by showing that 9 is a pre- 
compact subset of (?(I, E). 
Sinceg(t, x, x’) is compact, it follows that the operatorF defined in Eq. (4.6) 
is bounded for x ED. Thus, the equicontinuity of the family of functions 5 
is an easy consequence of the properties of the integral operator 9. Applying 
similar arguments, one can also show that the family of functions 9’ defined 
by r = {(TX)‘: x E D} is an equicontinuous family. 
Let y E g; then there is an x E D such that y = TX. Assume that t is a 
fixed point in the interval 1. The operator G(t, s)(Fx)(s) is a compact operator 
on the set {(s, x(s), x’(s)): s ~1, x E cl(1, E)} into E, because g is completely 
continuous. Thus, since D is a bounded set, there exists a compact subset H 
of E such that G(t, s)(F x )( ) s is contained in H for every s E I and x E D. 
From the definition of the integral, we obtain that 
s 
l G(f, s) g(s, x(s), x’(s)) ds E Co(H), 
0 
where Z(H) denotes the closed, convex hull of H. Since E is a Banach space, 
Z(H) is compact. Therefore, {y(t): y ES} is a precompact subset of E. 
Similar arguments applied to (TX)’ show that the set {y(f): y E 9’1 is also 
precompact. 
We have thus shown that the families of functions 3 and Y satisfy the 
hypotheses of the Ascoli-Arzela Theorem. Therefore, it follows easily that T 
is a compact operator. 
In order to show that (4.7) h as a solution, we use a degree theoretic argu- 
ment. Note that if x is a fixed point of the operator T, then x’ is a zero of the 
operator r - T, where F is the identity map on cl(1, E). Furthermore, 
since T is completely continuous, Y - T is a compact perturbation of the 
identity of Ci(I, E). We will now show that (Y - hT)x # 0 for 0 < h < 1 
and x E &l by showing that, if (Y - hT)x = 0, then x E rl. If h = 0, this is 
obvious; so suppose h E (0, 11. If (r - XT)x = 0, then x satisfies the bound- 
ary value problem 
XI - EX = Ag(t, x, x’), x(0) = AA, x(1) = /\B. 
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Set X = (x(t): t ~1) and suppose X $ Q. Since X is a compact subset of E, 
there exists p, 0 < p < 1, such that X _C aU (cf. Section 3). If it is the case 
that X $ Q, then there is a unique EL, 0 < p < 1, and a t, , 0 < t, < I, 
such that X C !?U and x(t,) E a~& . Let us write, using Taylor’s Theorem, 
x(to + S) = s(to) + x'(to)~ + jo1 Xl(to + d) ~(1 - s) cl;i. (4.10) 
Let x(tO) = x0 . Lemma 3.1 implies that Q, C (y: (n(%s), y - x0) < 0). From 
this, in turn, it follows (recall that strong convergence implies weak con- 
vergence) that (n(%$), x’(t,)) = 0. Further, using (4.1) and the definition of g, 
we obtain that 
woo), No , x0 9 x’(t,)) +exe) >(n(“FO), EXO) 
>, +@o>, go) > 0, (4.11) 
where we have used Lemma 3.1. We now use the complete continuity of 
g(t, x, x’) to conclude that there exists an 7~ > 0 such that (4.11) implies 
Wo), MT, .2’(T), X’(T)) + 4’)) > Q (4.~2) 
as long as ( T - to ( < 7. Thus, applying the linear functional ~(5~) to (4.10), 
we obtain, using (4.12), that 
for all 6, with j S j < 7, contradicting that ~(t, + S) ~0~ . Thus, CC(~) E Q, 
0 < t < 1. We now use (4.2) to obtain 
I x”(t)l < Ml x’(t)0 + CR < &II x’ It) + R, 
because 4 is nondecreasing; hence, 
II xc /I < +(I x’ II) f R. 
Using Lemma 2.1 and the choice of &I, we conclude that /I x’ /j < iv. This 
proves that x E .A. 
We note here once more that the requirement on 4 may be weakened to 
lim inf,,, s2/(+(s) + R) > 4R. 
We have shown that, if x is a zero of Y - AT, then 31: E A; therefore, 
(5 - A+ + 0 for x E &I. Thus, from the property of invariance of degree 
under homotopy [ 1.51, 
d(Y- - T, A, 0) = d(F, A, 0) If 0. 
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It follows that (5 - T)x = 0 for some x ELI; i.e., x is a fixed point of the 
operator T and therefore a solution to the BVP (4.7). Furthermore, by (4~9, 
d is a solution of (4.3). 
Next let {E~}:=~ be a sequence of positive numbers, 0 < E, < 1, converging 
monotonically to zero and let zcn(t) be a sequence of solutions of X” - E,X = 
f(t, X, x’) satisfying (1.2) and xn(t) E 9, 1 ~~‘(t)j < M (recall that M is 
independent of e). Use the complete continuity off and the continuity of 
G(t, S) as a function of E, 0 < E < 1, to show that {x,Jt)>~=r has a convergent 
subsequence (by the Ascoli-Arzela Theorem) converging to a solution of 
(1.1). 
If /J E &Q or B E XL), let (h,} be a sequence of real numbers, 0 ,( h, < 1, 
converging monotonically to 1. For each 18 the boundary value problem 
X” = f (t, x, x’), x(0) = &A, x(1) = h,B has a solution +(t) because 
;\,A, X,B E 9. Furthermore, x,(t) E D and j x*;(t)1 < M. By another limiting 
argument, using the Ascoli-Arzela Theorem, it follows that {~,~(t)}~=~ has a 
subsequence converging to a solution of (1. l), (1.2). This completes the proof 
of the theorem. 
In the next result, we assume that f: I x E x E x C(I, E) -+ E is com- 
pletely continuous. Consider the differential equation 
xn = f (t, x, x’; 3) (4.13) 
with boundary conditions (1.2). By a solution of (4.13), (1.2), we mean a 
function x E C2(1, E) satisfying x(O) = A, x(1) = B and s”(t) = f (t, x(t), 
x’(t); x). 
Our interest in this problem comes from investigations of BVPs associated 
with systems of order higher than 2. Consider, as a simple example, the 
differential equation 
f”+ff”+x(l -(f’)2) =o, (4.14) 
where h > 0. If the substitution x = f' is made in Eq. (4.14), then we obtain 
the system (assume f (0) = a) 
This new equation is of the form (4.13). 
Using methods similar to those used in the proof of Theorem 4.1, we 
obtain the following existence result for the BVP (4.13), (1.2). 
THEOREM 4.2. Let D be a bounded, open, convex subset of E with 0 E 52, 
such that 
(n(x), f(t, x,y; 2)) 3 0, XE aQ, (n(x),y) = 0, 4s) ED (0 < s < 1) (4.15) 
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where H(X) is an outward normal to Q at x. Let there exist a positive, nundecreasing 
function (b(s), 0 < t < co such that lim,,, s”/+(s) = CD and 
Then the B VP (4.13), (1.2) has a solutionfm eoery AI B G a. 
Proofs If z E C(I, E), then 5 is defined by Z(S) = x(s) for 0 < s < 1. 
The mapping g(t, X, y; z) is defined by 
and the remainder of the proof proceeds as in the proof of Theorem 4.1. 
Before giving examples illustrating Theorems 4.1 and 4.2, we note that it 
is possible to remove the condition 0 E 52. If 0 4 Q, let y E &?a; then 0 E O(y), 
where G(y) = (z - y: x E Q]. x is defined by 
X if xEQ 
x = - i pFL(x-YY) 4-y if XEQ 
where p is the unique number such that &C - y) E %J( y). Define f2, by 
52, = lx + y: x E Qu(YN, where Sa,(y) is defined by (3.4). With these 
modifications, arguments similar to those in Theorems 4.1 and 4.2 are 
possible. 
As an application of Theorem 4.2, we give an elementary proof of the 
existence of solutions to singular BVPs for the Falkner-Skan equation. The 
problem we consider consists of the scalar third-order equation 
f” +ff” + A(1 - (f’>“> = 0, O<X (4.17) 
together with the boundary conditions 
f(0) = a, f’(0) = 6, f’(oo> = 1 (4.18) 
where 0 < b < 1. If the substitution x = f' is made in (4.1’7), the BVP is 
tr~sfo~ed to the equivalent BVP 
s”+(a-i-SofS(s)ds)x’+h(l--‘) =O, (4.19) 
x(0) = b, x(0-3) = 1, (4.20) 
which is in the form of (4.13). We may, without loss, assume that b < 1, 
sincef‘(t) 3 1 is a solution of (4.17}, (4.18). 
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We consider first the BVP consisting of Eq. (4.19) and the boundary 
conditions 
x(0) = 6, x(n) = 1, (4.21) 
where n = 1,2,... . If we define D to be the interval (6, l), then since b < 1 
it follows that (4.15) is satisfied. Furthermore, (4.16) is satisfied by setting 
NY I) = Cl IY I + c2 > where c, = 1 a j + n and c, = A. Therefore, 
Theorem 4.1 implies that the BVP (4.19), (4.21) has a solution x,(t) for each 
n L- 1, 2,..., with x,(t) E (b, l), 0 < t < n. 
It follows from a diagonalization argument that the sequence {xn(t)},~zl 
contains a subsequence (which we relabel as Xn(t)) which converges to a 
solution x(t) of (4.19), the convergence being uniform on compact sub- 
intervals of [0, co). Further, for each such compact subinterval the right side 
of the equation satisfies a Nagumo condition of the type introduced in Section 2 
(note that (4.19) is linear with respect to x’). Hence, the subsequence may be 
so chosen that {xl?‘(t)} also converges uniformly on compact intervals. 
We will show that x(t) satisfies (4.20). 
Let n be a positive integer and set 
where Xn(t) is a solution of (4.19) (4.21). Then (4.19) lay be written as 
(Kc,‘) + hr(1 - X,2) = 0 
or, equivalently, 
(r,‘)’ = --hr(l - X,2). 
Pick tl E [0, n). Integrating twice, first from tr to t, then from tl to n, and using 
the fact that xn(t) < 1, 0 < t < 1, we obtain 
This inequality implies that r’(tl) 3 0 since xn(n) = 1 > xn(t), for all 
t E [0, KZ). Therefore, x,‘(t) > 0 for t E [0, n]. 
We have shown that xn’(t) > 0 for each n = 1,2,... . Passing to the limit 
as n + co, we conclude that x’(t) 3 0. 
Since x(t) is nondecreasing and x(t) ,( 1, it follows that lim,,, X(t) exists. 
Denote the value of this limit by c. We will show that c = 1. 
Clearly, c < 1; so suppose c < 1. Since x(t) > b > 0, it follows that, 
for t sufficiently large, a + si x(s) ds > 0. For such t, x’(t) > 0 implies in 
(4.19) that 
xv + A(1 - X”) < 0. 
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The assumption that c < 1 therefore implies that 
X” < -A(1 - c2). 
Integration of (4.22) from 0 to t yields 
(4.22) 
x’(t) < --h(l - c”)t + X’(0). (4.23) 
Thus we arrive at a contradiction, because x’(t) > 0, and the right-hand side 
of (4.23) approaches - cc as t + cc. It follows that c -= 1 and hence that x(t) 
is a solution of (4.19), (4.20). 
We note here that the result concerning the existence of a solution to the 
BVP (4.19), (4.20) is true if the term a + fi X(S) ds is replaced by a more 
general type of functional. In fact, the same arguments are valid if this term 
is replaced by a functional t(t; x), g: [0, l] x C[O, l] --j R, provided ((t, x) 
is continuous, bounded on bounded subsets of (0, l] x C[O, 13, and 
E(t; X) > 0 for t sufficiently large and b < x(t) < 1. 
5. COROLLARIES, EXAMPLES, AND REMARKS 
If E is a Hilbert space with inner product denoted by 0 and 52 = (x E E: 
] x j < R)? then Theorem 4.1 reduces to the following. 
COROLLARY 5.1. Let the hypotheses of Theorem 4.1 hold with (4.1) replaced 
bY 
xof(t,x,y) 20, 1x1 =R xoy =o, 0 d t < 1 (5.1) 
and (4.2) replaced by 
I fk x, 341 d +(I 3’ 9, /xl <R, o<t<1. w?l 
Then (l.l), (1.2) has a solution x(t) with 1 x(t)1 < R, 0 < t < 1. 
This result, at least in the finite-dimensional case, is actually a special case 
Theorem 5.1 of [6, p. 4331, as the reader may readily verify (see, in particular, 
Remark 1 of [B, p. 4311). Theorem 5.1 of [6, p. 4331 also holds for infinite- 
dimensiona Hilbert spaces (provided f is completely continuous as has been 
verified in [17].) 
EXAMPLE 5.2. As an illustration of Corollary 5.1, consider the partial 
differential-integral equation 
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with boundary conditions 
4% 0) = ~o(x>, 4x2 1) = 41(x), (5.4) 
where +,Jx), $i(~) EL,[O, 11, and K(x, y) is a positive kernel of Hilbert- 
Schmidt type. 
Let K be the linear operator onL,[O, 11, defined for k E&JO, l] by 
For a function of two variables U(X, y) such that U(X, *) EL,[O, l] for each 
y E [0, 11, set r(y) = U(X, y). Then Eq. (5.3) can be written in the form 
u” = Kg 
and the boundary conditions as 
$0) =Al, 5(l) = +i . 
This boundary value problem is in the form of (1. l), (1.2) on the Banach space 
E = LJO, 11. 
The hypothesis that K(x, e) is a positive kernel implies that (5.1) is satisfied. 
Further, if we set +(]I y I]) = N, where N is such that 
II W)ll < N II El/ G R 
and R is such that I/ &, j( < R and [I C1 11 < R, then (5.2) is satisfied. Since K 
is also completely continuous, we see that the hypotheses of Corollary 5.1 
are satisfied. It follows that the BVP (l.l), (1.2) (resp. (5.3), (5.4)) has a 
solution. 
In the next application, let E = R7*, x = (xi ,..., x,), and f = (fi ,..., f,J. 
Let Sz be a convex polyhedron, whose sides are given by the equations 
gl aiixj +ci = O, Ci < 0, i = I,..., lv, N , lz. 
We consider the BVP 
xn = f(t, x), 
where A ~a and B E!?. 
x(0) = a, x(1) = B, (5.5) 
COROLLARY 5.3. i-f 
(5.6) 
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whenever cgl ajixj + ci = 0, i = l,..., n, then BVP (5.5) has a solutioa x(t) 
with x(t)EQ, 0 < t < 1. 
Proof. We note that condition (5.6) is precisely the outer normal condition 
(4.1) for Q. (4.2) is again trivially satisfied because f is independent of x’. 
Remark. Iff depends on X’ and (4.2) holds, we need to modify (5.6) to read 
whenever CL1 ajixj + ci = 0 and Cyz, ajiyj = 0, i = l,..., n. (Compare 
this example with [l 1, p. 831). 
Remark. One may easily modify Corollary 5.3 to yield an example in 
infinite-dimensional Hilbert spaces. 
As a further application, consider the scalar BVP 
xv = f (t, x, x’), x(0) = A, x(l) = B, (5.8) 
COROLLARY 5.4. Let there extit twice continuously dajlerentiable functions 
m(t) and P(t) such that 
and 
a(O) < A </I(O), a(T) < B d B(T), z(t) < P(t), 0 d t < 1. (5.10) 
In addition, let C(s) satisfy) the hypotheses in thejrstpart of Lemma 2.1 and let 
If (4 x> Y>l G 9x1 Y I)> a(t) < x < P(t), 0 < t < 1. (5.11) 
Then the BVP (5.8) 1 zas a solution x(t) with m(t) < x(t) < /l(t), 0 < t < 1. 
Proof. Define F(t, x, y) by 
/ 
f (4 P(t>, Y> + (x - lw> if a: > j?(t) 
w, x, Y) = f(4 x, Y), if a(t) < x < p(t) (5.12) 
f (4 a(t), 3’) + (x - 4t>>, if x < a(t). 
Choose b > 0 and a < 0 so large that a < a(t) < /l(t) < b, and 
F(t, a, 0) < 0 < F(t, b, 0). 
We may now apply Theorem 4.1 to the BVP 
x” = F(t, x, x’), x(0) = A, x(l) = B, (5.13j 
290 SCHMITT AND THOMPSON 
choosing L? = (a, b). Hence, there exists a solution x(t) of (5.13) such that 
a < x(t) < 6. An easy calculation further shows that a(t) < x(t) < p(t); 
hence, x(t) is a solution of (5.8). 
Remark. Since (5.8) is a scalar equation, the hypothesis that #j(s) -+ co 
as s -+ co may be replaced by s” (s@(s)) ds = cc (see [6, lo]). Corollary 5.4 
is a result of Jackson and Schrader (see [lo]). A result similar to Corollary 5.4 
also holds for BVPs for systems of second-order equations (see [13]). It may 
be established using Theorem 4.1 in much the same way as the above corol- 
lary. 
We conclude this section by considering one more example. 
Consider the two-dimensional system 
xv = f(t, x, Y), y” = g(t, x, y), 
(43, Y(O)) = 6% f a213 Ml)7 Y(l)) = PI 3 b2). 
Assume there exist positive constants a and b such that 
(5.14) 
(5.15) 
(5.16) 
and 
xjf(t, x, Y) 
a2 
+ Y&, xv Y> > 0 
b2 ’ (5.17) 
whenever x2/a” + y2/b2 = 1. 
Then the BVP (5.14), (5.15) has a solution (x(t), y(t)) with 
x2(t)/a2 + y”(t)/b2 < 1. 
One may easily check that (5.16) and (5.17) imply that Theorem 4.1 is 
applicable, choosing Q to be the ellipse {(x, y): x2/u” + y2/b2 < l> and 4 an 
appropriate constant. 
6. OTHER SEPARATED BOUNDARY CONDITIONS 
In this section we once again consider Eq. (1.1) together with the separated 
boundary conditions 
Lxx(O) - @c’(O) = 0, (6.1) 
&l) + 6X’(l) = 0, (6.2) 
where a:, j3, y, and 6 are nonnegative constants with 01+ p > 0 and y + S > 0, 
a+y>o. 
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THEOREM 6.1. Let there exist a bounded, open, convex set 9 C E containing 
0 such that 
(44,f(t, Ji*, YN a 0, XEZ2, (n(4,3’) = 0, (6.3) 
where n(x) is a?z outer normal to Q at x. Further, let there exist a positive, 
nondecveasing function 4(s), 0 < s < co, such that lim,,, s”@(s) = w awd 
Then there exists a solution of (1.1) satisfying the boundary conditiom (6.1), (6.2). 
In order to prove Theorem 6.1, we proceed as in Section 4. Let E > 0 
be given, 0 < E < 1, and consider the modified equation 
L-c” - EX = g(t, x, x’), (6.5) 
where g is given as in Section 4. Using arguments similar to the ones in 
Section 4 (see also [14]) we may show that (6.5) has a soIution x(t) satisfying 
(6.1) and (6.2). Once we have shown that x(t) is also a solution of (4.3), the 
proof of Theorem 6.1 may be completed by the limiting argument used in 
the proof of Theorem 4.1. 
LEMMA 6.2. Let x(t) be a solutioiz of (6.5) with g replaced by Ag, 0 < h < 1, 
satisfying (6.1), (6.2). Then x(t) ED, j x’(t)/ < M, 0 < t < 1, where M is 
given as in the proof of Theorem 4.1. 
Proof. Let X = (x(t): 0 < t < l}. Then X is a compact subset of E. 
Hence X C .n, for some p, 0 < p < 1. If X $8, then there exists a ,u such 
that XCo& and Xga$, 0 < 5 < p. We claim that x(O) = x0 E Q2, and 
x(l) = x1 E Qu . We verify one of these; the other case will follow similarly. 
Assume that x,, $ Q,; then x,, E kQu . Thus, 
We now consider cases. 
Case 1. p = 0,01 > 0. This will imply that (n(@, x0) = 0, contradicting 
that n&J is an outer normal to QM at x,, . 
Case 2. LY. > 0, p > 0. Since n(%s) is an outer normal to Sz, at x, we get 
that (n(%,,), x’(O)) > 0. Thus, 
( +J, 
40 - 40) 
t 1 
> 0 
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for t > 0 sufficiently small, which implies that x(t) $DU for t sufficiently 
small (see Section 3), contradicting that X _C fiU . 
Case 3. a = 0, /3 > 0. This implies that (n(&,), x’(0)) = 0. In this case 
useTaylor’s theorem and arguments similar to those following (4.10) to obtain 
a contradiction. 
Thus, each case leads to a contradiction and we conclude that x,, E J2@ . 
As pointed out, a similar argument will show that xi E J& . QQe therefore 
conclude that there must exist to with 0 < t,, < 1 such that x(t,) E %Jfi . 
Now again use Taylor’s Theorem and the argument following (4.10) to 
obtain a contradiction. X, therefore, must be contained in a (actually X _C 9). 
Now use (6.4) and the definition of M to obtain that 1 x’(t)] < M, 0 < t < 1. 
Remark. The conditions outlined in Section 5 provide examples for the 
existence of solutions of (1.1) satisfying the boundary conditions (6.1), (6.2). 
Further, Theorem 6.1 provides some extensions of results in [14]. 
Remark. In the finite-dimensional case, the hypotheses of Theorem 6.1 
also guarantee the existence of a solution x(t) of (1.1) satisfying the Neumann- 
type boundary conditions 
x’(0) = 0 = x’(1). (6.7) 
This follows easily by applying Theorem 6.1 with the boundary conditions 
n-lx(O) - x’(0) = ?+x(l) + x’(1) = 0 
and a limiting argument. 
7. PERIODIC BOUNDARY VALUE PROBLEMS 
Let again f: I x E x E -+ E be continuous and let E be finite dimensional 
and consider the BVP 
xn = f (t, x, x’), (7.1) 
x(0) = x(l), x’(0) = x’(1). (7.2) 
Assume also that f has a continuous extension such that f (t + 1, x, y) = 
f(t, x,y), --oo < t < co. 
In this section we show that the hypotheses of Theorem 4.1 imply the 
existence of a solution of the BVP (7.2), (7.2). 
THEOREM 7.1. Let there exist a bounded open convex set 9, Q _C E, con- 
taining 0 suck that 
(+9, f(t, x9 Y)) 3 0, XEaQ, (44Y) = 0, (7.3) 
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where n(x) is an outer normal to Q at x. Further, let there exist a positive now 
deceasing function c#(s), 0 < s < 00 such that lim,,, 8/$(s) = co and 
I f(4 % Y)l G $(I Y I)> O<t<l, XE&Q. (1.4j 
Then there exists a solution x(t) of (7.1), (7.2) such that x(t) ~a, 0 < t < 2. 
In order to prove Theorem 7.1, we make use of the modifications off 
introduced in Section 4. We prove the theorem via the lemmas to follow. 
Again let E > 0, 0 < E < 1, be given and consider the modified equation 
X” - EX = g(t, x, x’), (7.5) 
where g is defined by (4.5). 
LEMBU 7.2. Let 0 < p < 1. Then every solution x(t) of 
xB - EX = pg(t, x, x’) (7.6) 
which satisfies the boundary conditions (7.2) is such that s(t) ED~ 0 < t < I, 
and j d(tji < M. 
Proof. Let x(t) b e a solution of (7.5) (7.2) and let X = (x(t): 0 < t < 11. 
Again X is a compact subset of E and hence X C aA for some h, 0 < X < 1 
(see Section 3). If X $ D, there will exist a h, 0 < X < 1, and a 
t --cc < t, < GO, such that (we assume that x(t) has been continuously 
eiiended such that x(t + 1) = x(t), -cc) < t < co) X C fiA and x(t,) E asZ, . 
We now repeat the argument used in the proof of Theorem 4.1 to obtain a 
contradiction, where g is replaced by pg. Since !L > 0, that argument is not 
altered. Because now x(t) E !?, 0 < t < 1, we use (7.4) to obtain 
I x”Wl < /-$(I x’(t)l) + CR G $4 x’ II) + 4 
where R again is as in the proof of Theorem 4.1. Following the steps of 
Theorem 4.1, we may conclude that II x’ j[ < M. 
Letting G(t, s) be defined by 
exp(&(t - s)) + exp(dZ(l + s - t)), 
if O<s<t<l 
exp(&(s - t)) + exp(&(l + t - s)), 
if O<t<s<l 
a solution of (7.6), (7.2) will be a fixed point of the operator pT, where T is 
defined by 
(TX)(t) = s,’ G(t, s) g(s, x(s), x’(s)) ds. (7.7) 
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Using arguments similar to the ones in Section 4, we see that T: C1(I, E) -+ 
Cl(l; E) is completely continuous. 
LEMMA 7.3. The B VP (7.5), (7.2) has a solution. 
Proof. Since T is completely continuous, pT, 0 < p < 1, is also com- 
pletely continuous. Further, it follows from Lemma 7.2 that the set 
S = (3 E P(I, E): x = ,uTx, 0 < TV < l> is bounded. We may therefore 
apply the Leray-Schauder alternative (see [15]) to conclude that the equation 
x = TX has a solution. The remarks preceding Lemma 7.3 therefore imply 
that (7.5), (7.2) has a solution. 
Proof of Theorem 7.1. It follows from Lemma 7.3 that (7.5) (7.2) has 
a solution x(t). Lemma 7.2 implies that x(t) ED and 1 s’(t)l < ill. Hence, 
X(t) is a solution of X~ - EX = f (t, x, x’) by the definition of g. Further, 
since M is independent of E, we may obtain a solution of (7.1), (7.2) by a 
limiting argument (see the proof of Theorem 5.1), letting E -+ 0. 
Remark. Any of the conditions outlined in Section 5 imply the existence 
of a solution of (7.1), (7.2). The reason for restricting E to be finite dimen- 
sional is that, in the infinite-dimensional case, the family {xJ need not be 
precompact in Cl-(& E). Whether the results of this section and the result 
in the remark at the end of Section 6 remain true in case E is infinite dimen- 
sional is not known at this time. 
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