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La rilevanza assunta dal risparmio della risorsa idrica negli ultimi anni
ha spinto verso una corretta quantificazione delle perdite legate al processo
evapotraspirativo, al fine di una gestione parsimoniosa della risorsa stessa.
In particolare nei sistemi agricoli soggetti a stress severo, sia la misura che
la stima dell’evapotraspirazione (ET) ad un’adeguata risoluzione spaziale
e temporale sono uno dei principali problemi da affrontare per la comunita`
scientifica. Recentemente, le tecniche di telerilevamento sono divenute un
ulteriore strumento a supporto della modellistica idrologica distribuita; in
particolare, le immagini acquisite nelle onde corte e nell’infrarosso termico
risultano essere di notevole interesse. In questo contesto, i due scopi prin-
cipali di questa ricerca sono stati: la quantificazione dell’accuratezza delle
misure micro-meteorologiche in sistemi agricoli vegetati con colture alte e
sparse; e l’analisi dei modelli basati su dati telerilevati per la stima di ET
ad alta risoluzione spaziale e temporale. L’area di studio e` caratterizzata
da un tipico clima Mediterraneo e da colture olivicole, e si trova localiz-
zata nei pressi di Castelvetrano (Italia). Quest’area e` stata oggetto nella
primavera-estate 2008 di una campagna di misura mediante istallazioni
eddy covariance e scintillometrica, e, contestualmente, dall’acquisizione
di 7 immagini multi-spettrali ad alta risoluzione. L’analisi delle misure
micro-meteorologiche ha permesso di quantificare l’accordo tra le due tec-
niche e ha portato allo sviluppo di un nuovo approccio di calibrazione dei
dati scintillometrici. Inoltre, alcune ipotesi alla base della stima dei flussi
giornalieri sono state discusse in dettaglio. L’analisi degli algoritmi per la
simulazione dei processi di scambio nel continuo suolo-pianta-atmosfera e`
stata focalizzata: i) sulle stime hot-spot di ET mediante un approccio di
bilancio energetico residuale, ii) sulla stima in continuo di ET alla scala
di campo mediante diversi approcci. Quest’ultima analisi ha evidenziato i
buoni risultati del modello accoppiato energetico/idrologico per la stima
dei flussi di acqua ed energia sia a scala oraria che giornaliera. Infine, l’ap-
plicabilita` di due approcci di data assimilation e` stata testata utilizzando
sia osservazioni artificiali che reali.

Abstract
In view of the increased relevance of water saving issues in the last
decades, the correct quantification of water loss due to evapotranspira-
tive process became fundamental for a parsimonious management of this
resource. Especially in agricultural systems subjected to severe water
stress, both the measurement and the modelling of evapotranspiration
(ET) at adequate temporal and spatial resolution, are important topics
for the hydrologist scientific community. Recently, the remote sensing
techniques provide an additional tool to support the hydrologic spatially
distributed models; in particular, images acquired in the short-wave and
the thermal spectral regions have quite interesting applications. Within
this framework, the two principal aims of this work were: to quantify
the accuracy of surface energy fluxes measured by micro-meteorological
techniques in sparse tall vegetated system; and to analyze the capability
of remote sensing-based approach to retrieve ET at high temporal and
spatial resolution. The selected test site was an area characterized by
Mediterranean climate and olive crops, located near Castelvetrano (Italy).
This area, during the spring-summer period in 2008, was interested by
in-situ measurements campaigns with eddy covariance and scintillometer
instruments, and, contextually, by the acquisition of 7 high resolution
multi-spectral images. The analysis of micro-meteorological measurements
allows to evaluate the agreement between these techniques in the study
site, also by means of a novel algorithm for the elaboration of scintillometer
data. Moreover, some fundamental hypothesis of daily fluxes estimation
was critically discussed. The analysis of the algorithms for the simulation
of the exchange processes in the continuum soil-plant-atmosphere was fo-
cused on: i) the retrieval of hot-spot ET maps by means of residual energy
balance approach and ii) the continuous ET estimation at field scale using
different approaches. This latter analysis highlights the good performance
of a coupled energy/hydrological model for the assessment of energy and
water fluxes at both hourly and daily scale. Finally, the applicability of
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1.1 Overview and problem statement
1.1.1 The challenge of water scarcity
Water is widely accepted as one of the most important resource of
the planet, for this reason it is considered a priority issue for suitable
development of a region.
The water demand has doubled in the last 50 years and the forecast on
precipitation for the 21st century suggests significant reduction in water
availability in the Mediterranean area (UNEP/MAP-PlanBleu, 2009); for
this reason the planning for the use of this resource should be accurately
revised as a consequence of its increasing scarcity.
The correct quantification of the water resource availability becomes
largely important for agricultural, civil and industrial activities, and with
the observed reduction in availability the competition among the different
demanding sectors drastically increases. In this context, the agricultural
sector in Mediterranean region shows a vulnerability, especially due to the
high water demand during the irrigation season, which in the last years
reached the 70% of total water availability (UNEP/MAP-PlanBleu, 2009).
This is mainly due to the necessity to keep productive the agricultural




Sensible improvements in saving water used for agricultural purpose can
be obtained by identifying the cropped areas under water stress or disease
conditions, providing information useful to support water management
practise.
However, right now, the assessment of water losses, at local, regional
or global scale, represents one of the main issues of the hydrology due to
the high spatial variability of this physical quantity. In fact, the factors
involved in its spatial distribution are numerous, including: meteorologi-
cal variability, morphological characteristics, land use, soil pedology and
hydrological proprieties.
Due to the complex interaction observed among these factors, the more
recent activities in this research field were focused on multi-disciplinary
approaches, which include, with different degree of complexity, all the main
factors involved in the water loss process.
In this reference frame, the numerous efforts performed by the scientific
community in the last two decades to provide a suitable tool at support
of the quantification of crop water loss are largely justified. Despite that,
because of the complexity of the relevant processes, more steps should be
realized to understand and model these mechanisms in the land-atmosphere
system, expecially in areas characterized by complex vegetation structure,
as sparse tall crops, typical of Mediterranean regions.
1.1.2 Interactions in the land-atmosphere system
The system constituted by the land and the surrounding atmosphere
can be thought as a continuum, where fluxes of mass and energy directly
connect the system components. Generally, the land is constituted by a
mixture of soil and plants, directly in contact with the lower atmosphere
environment; for this reason, it is common refereeing to the SPA (Soil-
Plant-Atmosphere) continuum, and this micro-environment is also known
as biosphere.
The SPA is generally interested by many processes and various inter-
actions, which make complex the modelling without an interdisciplinary
approach. Also the measurement of exchange processes in the SPA is
difficult because of the spatial variability in vegetation and/or terrain and
turbulent nature of the processes in the lower atmosphere.
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Figure 1.1: Schematic representation of the main balances in the SPA continuum. The
red circle highlights the heat balance, the blue circle highlights the water
balance, the orange circle highlights the radiative balance and the green
circle highlights the carbon balance. The overlap regions empathise the
inter-connections between the single budget equations.
One of the most adopted approach to analyse the interaction in the
SPA is the use of conservation (or balance) law. Figure 1.1 shows the main
balance equations, which represent the equilibrium between the incoming
and outgoing mass (water, carbon) and energy (heat, radiation) fluxes.
The radiation balance (orange circle in Figure 1.1) describes the transfer
of energy due to the radiative processes. The net amount of radiant energy
available at the surface (commonly named net radiation, Rn) can be easily
associated to the net amounts in the short-wave (sw) and long-wave (lw)
spectrum regions.
The water balance (blue circle in Figure 1.1) schematizes the water
storage in the soil (∆W) as an equilibrium between the incoming term
(net precipitation, P) and the outgoing fluxes directed to the atmosphere
(evapotranspiration, ET) and in the deep soil (drainage and runoff, R).
Analogously, the carbon cycle (green circle in Figure 1.1) can be
schematically represented as a budget between source, soil/plant respiration
(SR), and sink, net photosynthesys (NPP), generating the net ecosystem
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exchange (NEE) (which can be positive or negative) and a CO2 storage in
the system (∆C).
As well highlighted by Figure 1.1, the central role on the SPA exchange
processes is up to the heat balance (also commonly named energy balance),
which is the key in the interconnection of the budgets in the biosphere.
In particular, the role of latent heat flux (or evapotranspiration) in
this budget is to control the heating/cooling of the system by dispos-
ing/subtracting energy amounts to sensible heat, representing besides the
main water loss of the hydrological balance.
Focusing the attention on the energetic process, the amounts of energy
involved in the carbon cycle are generally smaller than the ones related
to the other considered processes, suggesting the possibility to neglect it.
Additionally, it is important to highlight how there are also others exchange
processes in the SPA, as: nutrients, aerosol, pollutants (e.g., ozone), but
these are secondary from an energetic point of view.
On the basis of these considerations, and assuming the heat and radia-
tion budgets as an unique course, is possible to focus the attention on SPA
interaction between energy and water balances.
This strong connection between the surface energy and water budgets
suggested in the past to explore the possibility to infer the actual evapo-
transpiration by means of the quantification of the energy utilized by the
system to change the state of water from liquid to vapour.
All the earlier applications of this theory, since the first on water
body evaporation (Penman, 1948), adopt this framework to model the
evaporation without involving the surface water budget. In successive
extrapolations for natural surfaces, as fully or partially vegetated ones,
scientists noted that several spatially and temporally dynamic feedback
mechanisms between evaporation and the land surface (e.g., surface albedo
and rooting depth) were present.
An important progress was made in the understanding of local-scale
evaporation processes through improvements in micro-meteorological ob-
servation techniques as Bowen ratio, eddy correlation and scintillometry.
However, such observations only represent local processes and can not be
extended to large areas because of the land surface heterogeneity and the
dynamic nature of the heat transfer processes (French et al., 2005).
Moreover, despite the micro-meteorological measurements are consid-
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ered (even if not easy) at least routine in homogeneous terrain (Lloyd,
1995), several authors have point out the attentions on the problematics
related to the heterogeneous terrain (Garratt, 1978; Tsvang et al., 1991).
For all these reasons, to adequately capture these feedbacks on both
large areas and local-scale, a number of models were developed (Noilhan
and Planton, 1989; Schelde et al., 1997; Shuttleworth and Wallace, 1985)
that account for atmospheric demands, surface radiation budget and water
availability, as well as a range of biological and physical interactions
(Kalma et al., 2008). These efforts drove to the commonly acceptance of
this interdisciplinary approaches to assess the evapotranspiration in a wide
range of land conditions. However, the application of these methodologies
on large areas, especially in the 80s, was extremely limited by the scarcity
of spatially distributed information required from these models.
1.1.3 The contribute of remote sensing
The numerous factors involved in the evapotranspiration process, par-
tially introduced in the previous subsections, cause an extreme spatial
variability of this hydrological quantity, suggesting the use of spatially
distributed approaches to accurately assess it.
Nevertheless, a considerable lack in the availability of large area hydro-
logical parameters strongly limited in the past the applicability of spatially
distributed models, despite the widely accepted needs in hydrological
modelling since the early 70s (Freeze and Harlan, 1969).
To support these applications, in the last 20 years the increased avail-
ability of new technologies in remote sensing (RS) of the earth strongly
encouraged the spatially distributed applications for hydrological variables
assessment.
In fact, these observations, differently from the common in-situ measure-
ments, are intrinsically characterized by a spatial variability and, generally,
represent wide areas including the inaccessible one.
Since 80s, worldwide Government organizations supported numerous
projects to remotely observe the land surface in different region of the
electromagnetic spectrum; in the hydrological framework, the availability
of passive data acquired in the short-wave (visible, VIS, and near-infrared,




The first one because the sensitivity to land surface characteristics such
as vegetation coverage, albedo; the second one thanks to the potentiality
to provide spatially distributed observation of land surface temperature,
directly connected with the thermodynamic equilibrium related with the
energy budget (Schmugge et al., 2002).
Nowadays, the availability of remotely-sensed data in short- and long-
wave regions encompass a wide variety of sensors, characterized by differ-
ent spatial and temporal resolutions. A detailed, but not exhaustive re-
view, can be found in http://en.wikipedia.org/wiki/List_of_Earth_
observation_satellites.
As well known, the Landsat series represents the longest running
enterprise for acquisition of imagery of Earth from space. The ETM+ sensor
on board of the last version of this satellite (the 7th, launched in the 1999)
provides acquisitions in 7 spectral bands; including 4 bands in the visible
near-infrared and 2 bands in the middle-infrared (30 m spatial resolution)
and 1 band in thermal infrared (60 m spatial resolution). The temporal
resolution of this satellite is of 16 days, due to the polar sun-synchronous
orbit at an elevation of about 705 km (http://landsathandbook.gsfc.
nasa.gov/handbook.html).
For global applications in European and Africa areas, the MSG (Me-
teosat Second Generation) satellite, developed by ESA (European Space
Agency) in close cooperation with EUMETSAT (European Organisation for
the Exploitation of Meteorological Satellites), provides high temporal (15
min) observations in both visible and infrared by means of SEVIRI (Spin-
ning Enhanced Visible and Infrared Imager) sensor (Aminou, 2002). The
geostationary orbit of MSG satellite allows this extremely high temporal
resolution, to the detriment of spatial resolution (of about 3.5 km in Italy).
Similar data for the U.S. continent are provided by GOES (Geostationary
Operational Environmental Satellite) series.
Another two widely adopted sensors are the MODIS (MODerate res-
olution Imaging Spectroradiometer) and ASTER (Advanced Spaceborne
Thermal Emission and Reflection Radiometer) ones, on board of Terra
satellite (MODIS is also on board of Aqua satellite).
The MODIS sensor performs acquisitions at moderate spatial resolution
(250 m in the VIS and 1 km in the TIR) once at day (Masuoka et al., 1998).
Differently, the ASTER images are characterized by a detailed spatial
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resolution (15 m in VIS and 90 m in TIR bands) but only via on-demand
request of acquisitions, with a maximum temporal resolution of 16 days in
full mode (Abrams and Hook, 2002).
It is important to stress how the reported temporal resolutions corre-
spond to a theoretical one obtainable only in absence of cloud coverage.
In the practical applications, the effective temporal resolution is generally
lower than the theoretical one especially during the cloudy winter period.
Moreover, as highlighted by this brief overview, there is a significant gap
between the desired resolutions and the practical scale at which processes
should be represented. Methods to address spatial and temporal disparities
between landscape heterogeneity and sensor and model resolution are
limited, since widely accepted theory of scaling in hydrology does not yet
exist (Beven and Fisher, 1996), especially for the land surface temperature
(see e.g., Kustas et al., 2003; Mostovoy et al., 2008; Vazifedoust et al.,
2009).
In this context, high resolution on-demand airborne campaigns could
provide an useful support in understanding the processes at adequate
spatial scale with the desired temporal resolution, overtaking the limitation
of satellite overpass frequency.
In fact, in agricultural applications, hydrological balance should be
resolved at field scale, and at least with daily frequency, in order to be
a valid support in the optimization of irrigation practise, thus avoiding
waste of water resource.
Continuous land surface modelling, which introduces remotely observed
information acquired in the short-wave range (Boulet et al., 2000; Olioso
et al., 1995; van der Keur et al., 2001), avoiding the limitations related to
cloud coverage by means of de-clouded products obtained from temporal
mosaicking of a set of consecutive images. This procedure is allowed by the
slight temporal trend in the observed characteristics (e.g., vegetation den-
sity). Despite that, these approaches do not take advantage of the precious
information acquired in the thermal bands. Moreover, the requirement of
soil hydraulic/hydrological characteristics, difficult to be retrieved from
remotely sensed data, makes the use of these approach problematic for
wide area applications.
On the contrary, residual energy balance models (Bastiaanssen et al.,
1998a; Norman et al., 1995; Su, 2002) allow the assessment of actual
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evapotranspiration without involving the water balance, thanks to the
introduction of remotely observed surface temperature. However, these
approaches suffer of the above introduced limited availability of high
temporal and spatial resolutions thermal data, requiring the use of data
filling˝ procedure to continuously assess the evapotranspiration.
1.2 Thesis objectives
As introduced in the previous sub-sections, the open topics related to
the modelling of water and energy balance in the SPA are numerous, yet,
and under investigation by worldwide experimental research projects.
The main goal of this thesis is to address some key arguments related to
the field scale modelling and measuring of main energy and water balance
components in a typical Mediterranean agricultural landscape.
In particular, the surface energy fluxes partitioning and the connections
with actual evapotranspiration will be investigated at both high temporal
and spatial resolution by means of ad hoc airborne remote sensing acquisi-
tions and contextual in field campaigns. The principal research activities
can be subdivided in two main lines:
• measurements of energy fluxes in sparse tall agricultural systems by
means of micro-meteorological techniques, as scintillometry and eddy
correlation;
• modelling of actual evapotranspiration by means of remote sensing-
based approaches.
Regarding the first points, the key goal is the analysis of the reliability
of micro-meteorological derived fluxes in systems characterized by hetero-
geneity at the scale of 100–101 m, as the tree crops typical of Mediterranean
environment (e.g., olive, vineyard). This analysis, in addition to test the
effective complexity of the micro-meteorological measurements in these
particular system, allows to define the uncertainties related to the in-situ
measurements, in order to provide a point of reference useful to quantify
and evaluate the performance of the remote sensing-based models.
In this context, two different techniques were analyzed, the consolidated
eddy correlation and the relative new scintillometry. In this analysis, par-
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ticular attention was dedicated to the reliability of heat flux measurements
and surface energy budget closure.
As regards to the SPA system modelling, the attentions were focused on
both the residual energy budget approach and the land surface interaction
models. The availability of high spatial resolution images (characterized
by pixel dimension lower than the average heterogeneity scale) allows, first
of all, to analyze some fundamental hypotheses of the so-called residual
two-source models. Moreover, different methodologies to assess field scale
actual evapotranspiration at hourly/daily temporal scale were critically
compared, adopting the micro-meteorological observations as validation
data sources.
The final aim of the work is to provide confirmations, supported by
practical evidences, on the applicability of remote sensing-base technique
in the framework of high temporal and spatial resolution modelling of
water and energy balance also in areas characterized by sparse crops and
high water stress conditions.
1.3 Outline
This thesis is organized into 9 chapters, the first and the latter report the
introduction and the conclusions of the work, respectively. The remaining
chapters can be schematically subdivided in three main parts: the first
part is relative to the theoretical background, the second one deals with
the description of available materials and adopted methodologies and the
last one describes the applications of the experimental applications and
modelling.
Introduction
In the Chapter 1 (this chapter) the key problematics of the water
scarcity and the enhancements in spatially distributed hydrological models,
related to increasing remote sensing data availability, are briefly introduced.
The main research objectives of the research are also reported, with the
addition of this outline of the thesis structure.
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Part I: Theoretical Background
The theoretical background part is constituted by the Chapter 2,
where the theoretical basis of the surface energy budget are reported, in-
cluding the description and modelling of the main balance components as:
net radiation, soil heat flux, and heat and water vapour fluxes. Moreover,
the connections between energy and water balance are highlighted with par-
ticular regards to the effects of water flow in the soil on evapotranspiration
process.
Part II: Materials and Methods
The materials and methodologies part represents the core of the thesis,
where the methodologies adopted in the observation of surface energy fluxes
and in the modelling of exchange processes are described.
In particular, Chapter 3 describes the eddy correlation and the scin-
tillometry techniques for heat fluxes observation, and the model adopted
for the footprint detection. The problematic related to the balance closure
check Are also introduced.
Instead, Chapter 4 reports the description of the applied remote
sensing-based approaches, distinguish among residual surface energy budget,
approaches based on water stress indices and modelling of land-atmosphere
interactions.
In the Chapter 5 the descriptions of the study area and the experi-
mental installations are reported. The elaborations of the remotely sensed
images, including airborne and satellite data, with particular attention
on the retrieval of the parameters of hydrological interest (e.g., albedo,
leaf area index, vegetation indices) are also discussed. More details on
the pre-processing of airborne imagery, data calibrations and geometric
corrections, are reported in Appendix A.
Part III: Applications and Results
The applications and results part is the main component of the thesis,
where all the results obtained from the applications of the previously
introduced methodologies were tested and critically analyzed, also by
means of objective criteria based on the computation of the statistical
indices described in Appendix B.
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In the Chapter 6 the preliminary analysis of the micro-meteorological
measures is reported, focusing the attention principally on the sensible heat
flux assessment by means of eddy covariance and scintillometry techniques
in an olive orchard. The measures were also used to assess the uncertainties
associated to the fluxes observations, at both hourly and daily scale, in
this specific experimental site.
Chapter 7 reports the results of the applications of residual energy
balance two-source model by means of the airborne images. In particular,
the problems related to the in-canopy wind profile and the uncertainties in
surface temperature retrieval were investigated in the case of sparse tall
crops. The results were validated adopting the measurements retrieved by
micro-meteorological measurements as described in the previous chapter.
Chapter 8 describes the applications of several methodologies to as-
sess actual evapotranspiration at (at least) daily temporal scale in the
olive grove experimental site. The critical analysis of the models perfor-
mances was performed by means of a validation using observed fluxes (from
micro-meteorological installations) and also in terms of model vs. model
comparison. The degree of complexity of the different methodologies (in
terms of data requirements) was also taken into account in the analysis, in
order to emphasize the characteristics of each approach.
Conclusions
Finally, in the Chapter 9 the main results and findings of the research








The surface energy budget
As reported in Fig. 1.1, the surface energy balance (SEB) equation,
under the hypothesis of negligible horizontal advection, reads:
∂S
∂t




[W m−2] represents the heat storage in canopy and air, Rn
[W m−2] is the net radiation density, G0 [W m−2] is the soil heat flux
density, H [W m−2] is the sensible heat flux density, the heat exchange
between surface and atmosphere caused by their temperature gradient,
NPP [W m−2] is the net plant photosynthesis and λET [W m−2] is the
latent heat flux density, which represents the energy amount used for the
surface evaporation and plant transpiration processes.
Adding the hypothesis that canopy and air storage and the energy
required for photosynthesis are negligible, the energy budget equation can
be written in the well-known form:
Rn −G0 −H − λET = 0 (2.2)
By convention, Rn is considered positive when radiation is directed
downwards in the surface, while G0, H and λET are considered positive
when directed away from the land surface. Additionally, despite the terms
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in Eq. (2.2) represent flux density, is common practise to adopt the name
energy flux.
The Eq. (2.2) represents the energy conservation principle applied to
the entire SPA system. Analogous equations can be derived for the specific
components, such soil and canopy:
Rn,s −G0 = Hs + λEs (2.3a)
Rn,c = Hc + λETc (2.3b)
where the sub-scripts s˝and c˝ denote the fluxes relative to the sub-layer
soil and canopy.
The Eqs. (2.3) highlight how the energy balance equations of a mixed
surface allow to split λET in the contributes of soil (λEs) and canopy
(λETc), related to the evaporation and transpiration processes, respectively.
The next sub-sections focus the attention on the description of the
terms in Eqs. (2.2) and (2.3), with particular regards to the partition in
vegetation and soil components.
2.1 Net radiation
The net radiation, Rn, is the result of the radiative budget at the land
surface, generally expressed by the interactions described in Fig. 1.1.
The radiation balance consists of two main parts, namely, the short-
wave radiation balance, Sn, and the long-wave radiation balance, Ln. The
distinction between shortwave (0.3-2.5 µm) and long-wave (3-100 µm) is
suggested by the different diurnal behaviour of the two components, as
highlighted in the next sub-sections.
On the basis of this scheme, the overall radiation balance may be
described by the equation:
Rn = (1− α)Rs + L↓ − L↑ (2.4)
where α is the surface albedo, Rs [W m
−2] is the incoming solar radiation,




2.1.1 Solar radiation modelling
The amount of emitted solar radiation that reaches the land surface is
controlled, at global scale, by the relative location earth-sun and by the
characteristics of the atmosphere (Iqbal, 1983). However, at local scale, the
radiation is also controlled by surface slope, aspect and elevation (Allen
et al., 2006). Additionally, in land surface systems constituted by a mixture
of canopy and soil, the interception of the light by canopy leaves, and the
fraction transmitted to the soil, directly influences many processes (e.g.,
photosynthesis), as well as in the partition between evaporation from soil
and transpiration from leaves (Campbell and Norman, 1998).
Generally, over inclined surfaces, the incoming radiation consists of the
sum of three components:
• direct (beam) radiation, which represents the portion of solar radia-
tion that is not absorbed or scattered by the atmosphere;
• diffuse radiation, which is originated from the solar beam, but is
scattered toward the surface;
• reflected radiation, which is a small component reflected from surfaces
in view of the inclined surface.
The analytical calculation of the total amount of incoming radiation
is commonly carried out only for clear-sky conditions, starting from the
computation of the extraterrestrial solar radiation, and then correcting
that by the atmospheric influence.
Extraterrestrial solar radiation
The extraterrestrial solar radiation, Ra [W m
−2], at any daylight time,
can be computed using the relationship:
Ra = KTOAdr cos(θs) (2.5)
in which KTOA is the solar constant (1367 W m
−2), dr is the inverse of
the square relative distance earth-sun in astronomical units and θs [rad] is
solar incident angle relative to the normal to the surface.
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Figure 2.1: Scheme of tilted surface generically oriented.
The term dr can be calculated using the relationship proposed by Duffie
and Beckman (1980):







where DOY is the day of the year.
The incidence angle of the solar beam can be computed, for a sloping
surface generally oriented (Figure 2.1), by means of the equation (Garner
and Ohmura, 1968):
cos(θs) = sin(δ) sin(φ) cos(s)
− sin(δ) cos(φ) sin(s) cos(ξ)
+ cos(δ) cos(φ) cos(s) cos(ω)
+ cos(δ) sin(φ) sin(s) cos(ξ) cos(ω)
+ cos(δ) sin(ξ) sin(s) sin(ω)
(2.7)
where δ [rad] is the solar declination, φ [rad] is the latitude (positive for
the northern hemisphere and negative for the southern hemisphere), s [rad]
is the surface slope, where s = 0 for horizontal and s = pi/2 for vertical
slope, ξ [rad] is the surface aspect angle, where ξ = 0 for slope oriented
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due south, ξ = −pi/2 for slopes oriented due east, ξ = +pi/2 for slopes
oriented due west and ξ = ±pi for slopes oriented due north, and ω [rad]
is the hour angle, assuming values equal to 0 at the solar noon, positive
values in the afternoon and negative value in the morning.
The solar declination is a function of DOY by means of the relationship:







For hourly (or shorter periods) applications of Eq. (2.5), ω can be






(t+ 0.06667(Lz − Lm) + Sc)− 12
]
(2.9)
where t [s] is the standard clock time, Lz [deg] is the longitude of the
centre of the local time zone (west of Greenwich: e.g., Lz = 345°for Rome),
Lm [deg] is the longitude of the site (west of Greenwich) and Sc [h] is the
seasonal correction for solar time, defined as:






The Eq. (2.7) can be simplified in a number of instances. When the
surface is flat (s = 0), therefore Eq. (2.7) becomes (θs = θhor):
cos(θhor) = sin(δ) sin(φ) + cos(δ) cos(φ) cos(ω) (2.12)
instead, when the surface is tilted towards the equator (e.g., facing south
in the northern hemisphere) Eq. (2.7) reads (θs = θN ):
cos(θN ) = sin(δ) sin(φ− s) + cos(δ) cos(φ− s) cos(ω) (2.13)
The values of θs returned by Eqs. (2.7), (2.12) and (2.13) are useful
only when |ω| < |ω0|, with ω0 [rad] defined as the sunset/sunrise hour
angle (see sub-section 2.1.5). In the other instances the incoming solar
radiation is assumed equal to 0.
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Clear-sky solar radiation
Usually, the clear-sky solar radiation, Rso [W m
−2], is simulated using
the relationship:
Rso = τswoRa (2.14)
where τswo is the broadband short-wave atmospheric transmissivity for
cloud-free conditions.
Following the simplified methodology proposed by Allen et al. (1998),
τswo ca be computed as follow:
τswo = 0.75 + 2· 10−5z (2.15)
where z [m] represents the elevation above the sea level.
A more detailed approach, proposed by Allen (1996) and successively
updated by ASCE-EWRI (2005), suggests to calculate separately the
transmissivity for beam and diffuse radiations:
τswo = KBo +KDo (2.16)
where KBo is the clearness index for direct beam radiation and KDo is the
index for diffuse radiation.
ASCE-EWRI (2005) proposed a procedure for KBo computation, based
on the form of the equation introduced by Majumdar et al. (1972):










in which Kt is an empirical turbidity coefficient, 0 < Kt ≤ 1, where Kt = 1
for clear air (typical of regions of agricultural and natural vegetation) and
Kt = 0.5 for extremely turbid or polluted air, Pa [kPa] is the atmospheric
pressure, and W [mm] is the equivalent depth of precipitable water in the
atmosphere.
In the ASCE-EWRI (2005) procedureW is computed following Garrison
and Adler (1990) as:
W = 0.14eaPa + 2.1 (2.18)
where ea [kPa] is the actual vapour pressure in the atmosphere.
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The direct component of global radiation, RBo [W m
−2], can be com-
puted as:
RBo = KBoRa (2.19)
taking into account the effects of sun angle, elevation, and water vapour
content of the effective optical mass of the atmosphere (Allen et al., 2006).
The diffuse radiance over a generically inclined surface under clear
sky conditions is computed starting from the corresponding value for a
horizontal surface, RDohor [W m
−2]:
RDohor = KDohorRahor (2.20)
in which Rahor [W m
−2] is the extraterrestrial solar radiation received on a
horizontal surface, computed by means of Eqs. (2.5) and (2.12), and KDohor
is the diffuse radiation index for a horizontal surface. Continuing to follow
the ASCE-EWRI (2005) procedure, KDohor is computed as a function of




0.35− 0.36KBohor KBohor ≥ 0.15
0.18 + 0.82KBohor 0.065 < KBohor < 0.15
0.10 + 2.08KBohor KBohor ≤ 0.065
(2.21)
where KBohor is the clearness index for horizontal surface, computed by
means of Eq. (2.17) with θs = θhor (using the Eq. (2.12)).
The empirical coefficients in Eq. (2.21) were retrieved by ASCE-EWRI
based on 49 locations across the U.S. (Allen et al., 2006). Furthermore,
the results found by ASCE-EWRI (2005) well agree with data from Liu
and Jordan (1960) as well as Boes (1981).
Even though the Eqs. (2.21) were developed for both cloud-free and
cloudy conditions, its accuracy is high only for clear or near clear sky
conditions (Allen et al., 2006).
The diffuse irradiance on an inclined surface under clear sky conditions,
RDo [W m
−2], is then computed as a fraction, fi, of RDohor :
RDo = fiRDohor (2.22)
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A number of models for fi computations were proposed in the literature
due to the empiricism adopted to modelling the process (Perez et al., 1990).
In particular, diffuse models for slopes surface are generally subdivided
between isotropic and anisotropic, where isotropic models assume that
diffuse radiation has the same intensity from all directions (Allen et al.,
2006).
Isotropic approaches (Duffie and Beckman, 1980) estimate fi as a simple
function of the cosine of slope. For example, the formulation proposed by
Tian et al. (2001):
fi = 0.75 + 0.25 cos(s)− 0.5s
pi
(2.23)
approximates the solution found by Revfeim (1978) averaging the general
cosine function and using a simple linear function of the slope.
Despite the assumption of isotropic diffuse radiation is less accurate
of anisotropic one, especially for clear sky conditions (Perez et al., 1990),
isotopic models are largely applied.
Reflected radiance from surfaces in view of the inclined surface is
estimated if known the average albedo (see section 2.1.2 for his definition)
and the average incident radiation (beam+diffuse) of the surrounding
surface. This contribute becomes significant only in mountainous regions
(characterised by high slope surfaces) (Tian et al., 2001). Due to the relative
small amount of this component for agricultural areas, the reflected radiance
is generally neglected in the practical applications.
On the basis of these considerations, Rso for a generic slope is finally
calculated as:
Rso = KBoRa + (fiRDohor)Rahor (2.24)
In order to use the radiations obtained by the above described pro-
cedures in energy balance modelling, it is common to re-project solar








in which Rs referees to all the radiation components (e.g., beam, diffuse,
clear-sky, etc.). For this reason, all the radiations recalled in the next-
sections refer always to horizontal equivalent value, even if missing the
corresponding sub-script.
Solar radiation in practical applications
For the common remote sensing-based applications, generally realised
under clear-sky conditions, the incoming radiation can be assumed almost
equal to the clear sky value (Rs = Rso).
In case of generic atmospheric conditions (non-clear sky), Rs can be
computed yet by means of Eq. (2.14), assuming the atmospheric transmis-
sivity corresponding to the effective atmospheric conditions. However, in
the practical applications, the use of Eq. (2.14) is rarely adopted (especially
for short time, hourly, periods), preferring to acquire Rs measurements by
means of meteorological stations. In this case, Rso values should plot as an
upper envelope for measured Rs, and it is useful for checking calibration
on instruments and for in-situ data quality controls.
Recently, geostationary satellites (e.g., GOES and MSG) increase the
availability of remotely sensed estimation of Rs, in a wider range of meteo-
rological conditions, due to the capability to obtain reliable estimation of
cloud coverage conditions.
For European area (and also Africa and South America), MSG provides
estimations of the down-welling surface short-wave radiation flux (namely
DSSF) by means of the algorithm implemented in the LSA SAF (Land
Surface Analysis Satellite Application Facility) system (LSASAF, 1994).
This algorithm uses three SEVIRI bands (0.6 µm, 0.8 µm and 1.6 µm)
and it is largely based on the methodology adopted by Me`te`o-France in
the framework of OSI (Ocean and Sea Ice) SAF (Brisson et al., 1999).
The computation of the total incoming solar radiation is based on the
Eq. (2.14), in which τsw is computed differently if the pixel is marked as
clear or cloudy (Figure 2.2).
The information on cloud cover is provided by the cloud mask software
that was developed by the NWC (Nowcasting and Very Short Range
Forecasting) SAF, which is integrated in the LSA SAF system.
In the case of clear pixels the effective atmospheric transmittance is
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Figure 2.2: Scheme illustrating main elements of the clear (left) and cloudy sky (right)
DSSF estimation methods (LSASAF, 1994).




where τa represents the apparent transmittance of the atmosphere and
quantifies the contribution to the surface flux by the direct radiation as well
as the diffuse radiation, and αa is the spherical albedo of the atmosphere.
Equation (2.26) results from a geometric series taking into account an
infinite number of scattering orders between land surface and atmosphere
(LSASAF, 1994).
The term τa is computed, following Frouin et al. (1989), as:
τa = exp(−τH2O) exp(−τO3) exp(−τA+CO2+O2) (2.27)
with τH2O, τO3 and τA+CO2+O2 computed as a function of water vapour
column density, total ozone content of the atmosphere, solar zenith angle,
and a visibility factor (V , fixed to a value of 20 km).
The spherical albedo of the atmosphere is also parameterised as a
function of visibility according to Frouin et al. (1989):




Finally, the surface albedo is taken from the LSA SAF near-real time
albedo product (LSASAF, 2005).
24
2.1 Net radiation
For cloudy pixels the DSSF estimates relies on a simplified physical
description of the radiation transfer in the cloud-atmosphere-surface system
(LSASAF, 1994) according to Brisson et al. (1999) and Gautier et al. (1980).
It assumes that the whole pixel is covered by an homogeneous cloud layer,




where in the numerator, differently from clear-sky conditions, the cloud
transmittance, τcloud, appears. The denominator assumes a similar sig-
nificance as in Eq. (2.26), and quantifies multiple scattering between the
surface and the bottom of the cloud. In this equation αcloud denotes the
albedo of the cloud, and τbc represents the transmittance of the atmosphere
between the surface and the cloud layer.
The cloud characteristics (τcloud and αcloud) are retrieved from SEVIRI
measured spectral reflectances starting from the top-of-atmosphere albedo
and applying the spectral conversion relations proposed by Clerbaux et al.
(2005) and the angular reflectance model of Manalo-Smith et al. (1998).
2.1.2 Surface albedo
The surface albedo, α (also named short-wave reflectivity), represents
the ratio between the outgoing and the incoming radiation in the whole
short-wave range. While the reflectance, r, is commonly refereed to a











R↑(ϑ, ϕ, λwl) cosϑ sinϑdϑdϕdλwl (2.30)
where R↑(ϑ, ϕ, λwl) [W m−2 sr−1 µm−1] is the reflected radiance, function
of observation zenith angle, ϑ [rad], azimuth angle, ϕ [rad], and wavelength,
λwl [µm].
Adopting the common assumption of lambertian˝ behaviour of the
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in which the term pi represents the result of the integration in the upper
hemisphere volume.
The albedo of different land surface is strongly influenced by a number
of factors, mainly represented by the amount of cover, colour of soil or
vegetation, roughness of the surface, water content (Campbell and Norman,
1998). Also water surfaces are characterised by a wide range of variability
of α, depending on solute content.
Additionally, especially for tall sparse canopies and water surfaces,
albedo depend strongly on solar zenith angle. In the first case (tall sparse
crop) mainly due to the different penetration of sun rays during the day; in
the second one, due to the different behaviour of these surfaces to direct and
scattered sky radiation inputs (Robinson, 1966). A further factor which is
responsible for the α diurnal variation is the difference in incident radiation
spectral composition during the day; in fact, the incident radiation contains
a higher proportion of short-wave radiation as the elevation of the sun
increases. The effect of the wavelength dependence on α shows a trend
toward an increase in albedo with decreasing sun elevation (Robinson,
1966).
For the above mentioned reasons, generally the daytime course of α
assumes an almost constant value during the hours across midday, and
higher value just after(before) the sunrise(sunset), with the typical U˝
shape.
Additionally, for bare soil it is possible to affirm that the increase of
water content causes a reduction in the albedo, because the albedo of water
is lower than the soil surface one.
Albedo modelling in canopy-soil system
The albedo modelling, in the generic case of not dense canopy system,
needs to take into account the radiation reflected from the soil, the trans-
mission of beam radiation (including its scattered component) and the
radiation re-reflected from the leaves in the foliage space (Campbell and
Norman, 1998).
Despite the values of soil albedo, αs, vary as a function of surface soil
moisture (primarily), texture, plant residue, etc., generally its modelling for







where the soil albedo in the visible, αs,vis, and near-infrared, αs,nir, wave-
lengths are set equal to a constant value of 0.15 and 0.25, respectively
(M.C. Anderson, personal communication).
As regard of the canopy albedo, αc, the approach proposed by Campbell
and Norman (1998) (in Chapter 15), also adopted in the Cupid model








where WD,vis, WB,vis, WD,nir and WB,nir are the weighting factors for diffuse
visible radiation, beam visible radiation, diffuse near infrared radiation
and beam near-infrared radiation, respectively; αcD,vis, αcB,vis, αcD,nir
and αcB,nir are canopy albedo for diffuse visible radiation, beam visible
radiation, diffuse near infrared radiation and beam near-infrared radiation,
respectively.
The weighting factors in Eq. (2.33) assume generally values of 0.2 and
0.8 for diffuse and beam visible radiation, respectively, and 0.1 and 0.9
for diffuse and beam near-infrared radiation, respectively (Campbell and
Norman, 1998).
The different components of canopy albedo can be computed using the





in which the albedo for diffuse (X = D) and beam (X = B) radiation in
visible (y = vis) and near-infrared (y = nir) spectral regions are computed
using the corresponding reflectance and η parameter values.
The formulations adopted for η parameters computation differ for direct
and diffuse radiation. In particular, for beam radiation η is a function of




X + 1.774(X + 1.182)−0.733
(2.35)
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where X is the ratio of average area of canopy elements projected onto
the horizontal surface to the average area of canopy elements projected
onto the vertical surface. For a spherical leaf angle distribution, X = 1
(Campbell and Norman, 1998).
Instead, η values for diffuse radiation is a function of the vegetation
extinction coefficient for diffuse radiation, KDe, which, for spherical leaf
angle distribution, can be computed as (Campbell and Norman, 1998):
KDe = 0.82− 0.18 log(LAI) (2.36)
where LAI [m2 m−2] represents the leaf area index.
It is interesting to notice how this approach highlights the variability of
beam albedo during the day, by means of θs which appears in Eq. (2.35),
differently from diffuse albedo.
The above described approach suffers of an expensive requirement of
input parameters, primarily due to the extreme detailed knowledge of
canopy structure.
More details on in-canopy radiation extinction are reported in sub-
section 2.1.4.
Remotely sensed-based albedo estimation
Thanks to the remote sensing capability to observe the energy reflected
by surfaces in defined portion of the electromagnetic spectrum, a number
of study in the past (Brest and Goward, 1992; Li and Leighton, 1992;
Price, 1990; Saunders, 1990) have focused the attention on the retrieving of
short-wave albedo using a combination of narrowband reflectances (Liang,
2004).
Starting from the α definition under lambertian˝ surface hypothesis
(Eq. (2.31)), and subdividing the incoming solar radiation in its spectral







where K↓(λwl) [W m−2 sr−1 µm−1] is the incoming extraterrestrial radiance




On the basis of these hypotheses, and introducing the surface reflectance






where N represents the number of sensor bands in the short-wave, and wi







in which the incoming extraterrestrial radiance in the specific narrowband,
K↓i [W m
−2 sr−1 µm−1], is derived from the theoretical extraterrestrial
solar spectrum. This weighted linear combination approach (Price, 1990)
assumes that the surface-level radiation and extraterrestrial radiation have
similar behaviour.
Another approach is based on a simple multi-regression analysis be-
tween up-welling and down-ward fluxes, retrieved by atmospheric transfer
simulations or from in-situ measurements, in a wide range of atmospheric
conditions and surface types (Liang, 2004). This approach allowed to
retrieve the regression coefficients for a number of operational sensors (e.g.,
MSG, MODIS, Landsat, etc.).
2.1.3 Long-wave radiation modelling
Differently from short-wave radiation, mainly related to the solar daily
and seasonal cycles, the long-wave components of the ratiative budget is
related to the radiation emitted by the atmosphere and land surface.
These amounts of energy can be easily computed on the basis of the
Stefan-Boltzmann law applied to grey (nonblack) bodies. On the basis of
this preface, the net long-wave budget equation for a generic surface reads:
Ln = L
↓ − L↑ = 0′σT 4a − 0σT 4RAD (2.40)
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where σ is the Stefan-Boltzmann constant (5.67×10−8 W m−2 K−4), 0 is
the surface emissivity, ′ is the apparent atmospheric emissivity, Ta [K] is
the air temperature and TRAD [K] is the surface radiometric temperature.
Several formulation were proposed in the past decades for computing
estimates of atmospheric emissivity. A simple semi-empirical relationship,
for clear-sky conditions, is the one proposed by Bastiaanssen (1995) for
the western Egypt:
′ = 1.08(− ln τswo)0.265 (2.41)
A physically based expression, developed by Brutsaert (1982) on the







The reasoning of this formulation is that atmospheric thermal radiation
is primarily a function of the water vapour concentration in the first few
hundred meters of the atmosphere (Campbell and Norman, 1998).
The surface emissivity is used to take into account the difference between
natural surfaces and theoretical black body. Since land natural surfaces are
generally constituted by a mixture of bare soil and vegetation, therefore 0
can be assumed to be a linear combination between soil emissivity, s, and
canopy emissivity, c (Sobrino and Raissouni, 2000):
0 = cfc + s(1− fc) + d (2.43)
where fc is the fractional vegetation coverage and d is a term which takes
into account the cavity effect due to surface roughness.
The term d is negligible for flat surfaces, but in heterogeneous land-
scape this term assumes significant values, and can be calculated as:
d = (1− s)(1− fc)F ′c (2.44)
where F ′ is a shape factor (Sobrino et al., 1990), ranging between 0 and
1, depending on the geometrical distribution of the surface. When Eqs.
(2.43) and (2.44) are used for remotely sensed applications, a mean value
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for F ′ is chosen, due to the impossibility to estimates this parameter from
remote sensing data.
For a long-wave broadband applications, as in the Eq. (2.40), the soil
and canopy emissivity are assumed equal to 0.97 and 0.98, respectively.
In the case of application of Eq. (2.43) for remote sensing thermal data
calibration, s and c values for specific wavelengths can be derived by the
values suggested by Sobrino et al. (2007) for different operational satellite
and airborne sensors.
In particular, the simple expressions derived for the 5 bands of ASTER
sensor by Sobrino et al. (2007) are useful also for other sensors characterised
by similar wavebands. These relationships assume the linear form:
0 = a + bfc (2.45)
where the parameters a and b were defined by Sobrino et al. (2007) for
each ASTER bands, and also adapted for some airborne sensors (e.g.,
Airborne Hyperspectral Scanner, AHS) and field instruments (e.g., CIMEL
312 -1 and -2).
Table 2.1 reported the values suggested by the authors for a and b
parameters for ASTER, AHS and CIMEL 312-1 sensors.
The above described method is valid only for land surface; for water
bodies an approximate emissivity value of 0.99 can be assumed for both
broad and narrow band applications.
2.1.4 Soil-canopy radiation partitioning
As previously highlighted in albedo modelling (sub-section 2.1.2), the
analysis of the interaction between canopy and soil is fundamental in the
partition between evaporation from soil and transpiration from leaves,
especially for surfaces charachrezied by sparse canopy or low density veg-
atation.
Radiation, Φ0, propagating through a homogeneous medium that at-
tenuates the beam, suffers of a decrease in flux density well described by
Beer’s law (Figure 2.3):
Φ = Φ0 exp(−κxz) (2.46)
where Φ is the attenuated flux density, xz [m] is the beam travel the
distance in the medium, and κ is the extinction coefficient.
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Table 2.1: Parameters for surface emissivity estimation using the approach suggested by





10 8.12-8.47 0.946 0.044
11 8.47-8.82 0.949 0.041
12 8.92-9.27 0.941 0.049
13 10.25-10.95 0.968 0.022
14 10.95-11.65 0.970 0.020
AHS
71 8.18 0.945 0.045
72 8.66 0.967 0.023
73 9.15 0.971 0.019
74 9.60 0.969 0.021
75 10.07 0.974 0.016
76 10.59 0.979 0.011
77 11.18 0.980 0.010
78 11.78 0.981 0.009
79 12.35 0.985 0.005
80 12.95 0.985 0.005
CIMEL 312-1
1 8.00-14.00 0.962 0.021
2 11.96 0.976 0.008
3 10.80 0.969 0.013
4 8.82 0.946 0.036
This law is strictly applied only for wavebands narrow enough that κ
remains relatively constant. However, if changes in κxz are small, the Eq.
(2.46) can still give a good approximation, as commonly happen for solar
radiation in the atmosphere.
Frequently, Beer’s law is applied to direct model the divergence of net
radiation in the canopy foliage space as (Anderson et al., 1997):
Rn,s = Rn exp(−κLAI) (2.47a)
Rn,c = Rn[1− exp(−κLAI)] (2.47b)
where the extinction coefficient can be computed as κ = 0.6⁄
√
2 cos(θs).
These relationships are a modification of the formulations proposed by
Norman et al. (1995), where the effect of solar zenith angle was neglected
(
√
2 cos(θs) = 1) and the extinction coefficient was assumed equal to 0.45.
32
2.1 Net radiation
Figure 2.3: Graphical exemplification of Beer’s law (redraw from Schmid, H.P.).
Following Anderson et al. (1997) the value 0.6 is used, in order to obtain for
low solar zenith angle (< 30°) values of κ ≈ 0.45, in the midway between
its likely limits (0.3 to 0.6) (see Ross, 1981).
A more physically-based approach to estimate the divergence of Rn is
based on the separate analysis of the transmission of short-wave, Sn, and
long-wave, Ln, net radiation:
Rn,s = Sn,s + Ln,s (2.48a)
Rn,c = Sn,c + Ln,c (2.48b)
This approach is discussed separately for short-wave and long-wave
components in the following sub-sections.
Short-wave divergence in canopies
Given that Beer’s law is not strictly applied to the net radiation, the
extinction coefficient for beam radiation, KBe, can be estimated under the
hypothesis of randomly distributed leaves in space (Campbell and Norman,
1998) using the Eq. (2.35).
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Since diffuse radiation comes from all directions, it is attenuated differ-
ently from beam radiation, the extinction coefficient for diffuse radiation,
KDe, must be computed differently from KBe, by means of Eq. (2.36).
As highlighted by both Eqs. (2.35) and (2.36), extinction coefficients
are strongly influenced by canopy structure and leaf angles distribution.
Additionally, for canopies characterised by low foliage density, radiation
reflected from soil and re-reflected from the leaves is not negligible, making
more complex the modelling.
For a defined crop type (if known canopy structure and leaves average
orientation) diffuse and beam extinction coefficients assume: the first a
constant value, the second a simple function of solar zenith angle. In
order to simplify the computation for practical applications in wide areas,
similarly to the approach adopted by Anderson et al. (1997), the divergence
of the total solar radiation in canopy and soil components can be modelled
as:
Sn,s = (1− αs)Rs exp(−κLAI) (2.49a)
Sn,c = (1− αc)Rs[1− exp(−κLAI)] (2.49b)
where κ is computed as described above for Eq. (2.47).
The described simple radiative exchange schemes are valid, as men-
tioned, only for canopies with leaves that are randomly distributed through-
out the canopy space (Campbell and Norman, 1998). When leaves are
not randomly distributed in space, a number of models (e.g., Gijzen and
Goudriaan, 1989) to estimate radiation extinction for sparse crops have
been developed. However, these models are generally rather complex, re-
quiring additional information about the surface not available operationally
(Kustas and Norman, 1999).
For practical application, an alternative approach is to take into account
the effect of this heterogeneity introducing a correction factor in the
exponential decay equations by replacing LAI with Ω(θs)LAI; where Ω(θs)
is the clumping factor that is a function of the solar zenith angle (Chen
and Cihlar, 1995).
The clumping factor takes into account reduced extinction through a
clumped canopy compared to uniformly distributed vegetation, making
possible to extend the formulations generated for random canopies to
heterogeneous ones. Generally, for common agricultural species Ω(θs) ≤ 1.
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To compute the clumping factor, Campbell and Norman (1998) suggest





1− Ω(0)] exp[−2.2(θs)p0] (2.50)
where Ω(0) is the clumping factor for a nadir solar zenith angle, and p0 is
an empirical expression given by:
p0 = 3.8− 0.46 hc
srowfc
(2.51)
where hc [m] is the canopy height, and srow [m] is the mean row spacing of
the crops.
The clumping factor for a nadir solar zenith angle ca be computed as:
Ω0 = − ln(Tv)
0.5LAI
(2.52)
in which Tv is the fraction of total transmission of radiation to the surface,
gave by:
Tv = fc exp(−0.5LAIc) + (1− fc) (2.53)
where LAIc [m
2 m−2] is the LAI refereed to the vegetated region (leaf area
per projection of canopy crow), estimable as: LAIc = LAI⁄fc.
In this thesis, excepting when explicitly declared, the term LAI refers
to the clumped value, Ω(θs)LAI.
Long-wave partitioning
The long-wave balance, separately for canopy and soil systems, can
be derived by the simple formulation proposed by Ross (1975). This
formulation was derived using a single exponential equation to estimate the
transmission for both soil and canopy layer (Kustas and Norman, 1999):
Ln,s = exp(−κLLAI)La + [1− exp(−κLLAI)]Lc − Ls (2.54a)
Ln,c = [1− exp(−κLLAI)][La + Ls− 2Lc] (2.54b)
where κL is the long-wave extinction coefficient (≈ 0.95), similar to the
extinction coefficient for diffuse radiation under low vegatation coverage
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(Campbell and Norman, 1998), and La, Lc and Ls [W m
−2] are the
emissions from atmosphere, canopy and soil, respectively.










where the terms Ts and Tc [K] represent the soil and canopy surface
temperature, respectively.
The emissivity of canopy and soil surfaces in Eq. (2.55) can be assumed
equal to the values reported in sub-section 2.1.3, instead ′ can be computed
via Eq. (2.41) or (2.42).
2.1.5 Daily estimation
Estimation of net radiation at daily scale is generally carried out by
means of a numerical integration of the previous mentioned approaches
(applied at hourly scale), or adopting a relationship formally similar to Eq.
(2.4):
Rn,24 = (1− α)Rs,24 −Rn,lw24 (2.56)
where Rs,24 [W m
−2] is the daily total solar radiation, Rn,lw24 [W m−2] is
the daily long-wave net radiation, and α is the average daytime surface
albedo.
Generally, despite the considerations on daily variability of α (see
sub-section 2.1.2), daily averaged value is assumed equal to the value at
midday.
This assumption is justified by the relative small amount of incoming




The daily calculation of incoming solar radiation, Rs,24 [W m
−2], is





sin(δ) sin(φ) cos(s)(ω2 − ω1)
− sin(δ) cos(φ) sin(s) cos(ξ)(ω2 − ω1)
+ cos(δ) cos(φ) cos(s)(sin(ω2)− sin(ω1))
+ cos(δ) sin(φ) sin(s) cos(ξ)(sin(ω2)− sin(ω1))
− cos(δ) sin(ξ) sin(s)(cos(ω2)− cos(ω1))
(2.57)
where ω1 and ω2 [rad] are the beginning and ending sun-hour angles.





For horizontal surface ω1 and ω2 are set equal to −ωs and ωs, corre-
sponding to the sunset time angle calculated as:
ωs = arccos(− tan(δ) tan(φ)) (2.59)
For a sloping surface the sun-hour angle where the solar beam first
strikes or last strikes the slope occurs when cos(θs) = 0 (Allen et al.,
2006). Under this hypothesis in Eq. (2.7), it is possible to derive other two
candidates˝ for sunrise and sunset hour angles. In particular, if surface
is tilted from the horizontal and facing the equator, the sunset angle, ω
′
s
[rad], is given by:
ω
′
s = arccos(− tan(δ) tan(φ− s)) (2.60)
In this case the sunrise and sunset angles still remain numerically equal
(in absolute value).
For generically oriented surfaces the two angles, ω”s [rad], are not the
same, and the computation is more complex, and taking into account also
the effect of surface aspect (Allen et al., 2006).
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The effective sunset/sunrise hour angles, ω0, used as integration limits
of Eq. (2.57), are derived as:





The integration of Eq. (2.57) and application of Eq. (2.14) presume
that there is a single, continuous direct beam period during the day; this
is generally valid for west, south and east facing slopes (in the northern
hemisphere). In areas having steep slopes away from the sun, is possible to
identify situations where the sun beam strikes the surface during two sepa-
rate periods. The procedure adopted to take into account this possibility
is reported in detail in Allen et al. (2006).
Also in this case, using a clear-sky transmittance in Eq. (2.14) the
obtained radiation is a clear-sky daily radiation, Rso,24. The effective Rs,24
value can be obtained from Eqs. (2.14) and (2.57) only using the effective
daily transmittance value.
Daily long-wave radiation
For daily meteorological applications, net long-wave radiation, Rn,lw24
[W m−2], can be computed taking into account the role assumed by
atmospheric humidity and cloudiness.
For grass crop, supposing that the concentration of the other (than
water vapour) absorbers are constant, Rn,lw24 can be modelled by the
relationship (Allen et al., 1998):
Rn,lw24 = σ
[






where Ta,max and Ta,min [K] are the maximum and minimum daily air
temperature respectively, fcloud is the cloud factor, and fw is the correction
for air humidity.

















2.2 Heat flow in the soil
and it is smaller as the humidity increases.
The Eq. (2.62) assuming a daily average surface temperature, TRAD,m
[K], equal to the daily average air temperature, Ta,m [K], hypothesis
generally true for grass well-irrigated crop. In the case of sparse vegetated
areas, writing the surface average temperature as: T 4RAD,m = T
4
a,m +KT ,
the Eq. (2.62) reads:
Rn,lw24 = σ
[








where K∗T [W m
−2] is an empirical correction coefficient, defined as
K∗T = σ0KT , retrievable from the analysis of in-situ Ta,m and TRAD,m
measurements.
2.2 Heat flow in the soil
The soil heat flux density, G(z) [W m−2], can be modelled, according
to the law governing the heat conduction, as:
G(z) = −λg ∂T (z)
∂z
(2.66)
where λg [W m
−1 K−1] is the soil thermal conductivity, T (z) [K] is the soil
temperature and z [m] is the distance along vertical axes. The negative
sign in Eq. (2.66) indicates that G(z) is in the positive direction when the
temperature gradient is negative.
The value assumed by the soil heat flux in the surface soil layer (z = 0)
is defined as G0 and it is the same term which appears in the energy budget
equation. Expressing the Eq. (2.66) at the finite differences, it is possible
to derive the G0 as:
G0 = −λg Ts − Td
∆z
(2.67)
where ∆z [m] is the depth of a surface tin layer, Ts [K] is the surface soil
temperature, Td [K] is the soil temperature at the depth ∆z.
The connection between G(z) and the soil temperature variation in
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where ρs [kg m
−3] is the soil bulk density, Cs [J kg−1 K−1] is the soil
specific heat and t is the time [s]. The product ρsCs is defined as soil
volumetric heat capacity, Hsc [J m
−3 K−1]. The left hand-side of Eq. (2.68)
represents the heat storage in the soil, that cannot be neglected as in the
atmosphere.
Combining Eqs. (2.66) and (2.68), in the hypothesis of λg constant








2 s−1] is the soil thermal diffusivity, ratio between λg and
Hsc. The Eq. (2.69) defines how the soil temperature changes in time and
space. As example, the location in the soil where temperature will change
faster in time is the point where the change with depth of the temperature
gradient is largest (Campbell and Norman, 1998).
2.2.1 Soil thermal properties
The modelling of soil thermal properties which appear in the Eqs. (2.66)-
(2.69) was the topic of a number of studies (Campbell, 1985; Johansen,
1975; McCumber and Pielke, 1981; van Wijk and de Vries, 1963).
The Johansen (1975) model allows to compute the thermal conductivity,
λg, using the relationship:
λg = Kd(λ∗ − λ0) + λ0 (2.70)
where λ∗ and λ0 [W m−1 K−1] are the thermal conductivity of saturated
and air-dry soil, respectively. Kd is the dimensionless normalized thermal
conductivity, known as Kersten number, for which it is possible to use the
simplified equation suggested by Lu et al. (2007):
Kd = exp{γs[1− Sγs−δsr ]} (2.71)
where Sr is the degree of saturation (computed as a ratio of actual, θ,
and saturation, θsat, soil water content), γs is a soil texture dependent
parameter (γs=0.96 for soil with sand fraction, fs, >0.4 and γs=0.27 for
soil with fs <0.4; see Table 2.2 for typical fs values) and δs (=1.33) is a
shape parameter.
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Table 2.2: Soil parameters (saturation volumetric water content, θsat, sand fraction, fs,
quartz content, QC, soil bulk density, ρs) for thermal properties computations
for the 11 soil types of the USDA textural classification (Lu et al., 2009;




[m3 m−3] [kg m−3]
1. Sand 0.395 0.92 0.92 1600
2. Loamy sand 0.410 0.82 0.82 1500
3. Sandy loam 0.435 0.60 0.58 1390
4. Silt loam 0.485 0.25 0.17 1320
5. Loam 0.451 0.40 0.43 1380
6. Sandy clay loam 0.420 0.60 0.58 1350
7. Silty clay loam 0.477 0.10 0.10 1300
8. Clay loam 0.476 0.35 0.32 1290
9. Sandy clay 0.426 0.52 0.52 1250
10. Silty clay 0.492 0.10 0.06 1200
11. Clay 0.482 0.25 0.22 1100
The dry soil thermal conductivity, λ0 [W m
−1 K−1], can be estimated
by the linear equation (Lu et al., 2007):
λ0 = −0.56n+ 0.51 (2.72)
where n is the soil porosity. The use of this relationship, instead of the
non-linear function retrieved by Johansen (1975), is suggested by Murray
and Verhoef (2007a).
The saturated thermal conductivity, λ∗ [W m−1 K−1], is estimated
using:
λ∗ = λ(1−n)s λ
n
w (2.73)
where λw is the thermal conductivity of the water (0.57 W m
−1 K−1) and
λs [W m






where QC is the quartz content (see Table 2.2), very similar to sand fraction,
λq is the thermal conductivity of quartz (7.7 W m
−1K−1) and λO is the
thermal conductivity of other minerals (2.0 W m−1 K−1 for QC >0.2 and
3.0 W m−1 K−1, otherwise).
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The volumetric heat capacity, Hsc, is defined by the standard equation
suggested by van Wijk and de Vries (1963):
Hsc = Hsc,wθ + (1− θsat)Hsc,s (2.75)
where Hsc,s and Hsc,w are the heat capacity of soil minerals (2.0 ×106 J
m−3 K−1) and water (4.2 ×106 J m−3 K−1), respectively. While air is
almost always present, its contribution to Hsc is negligible in practical
applications. Typical value of θsat for different soil type can be found in
Table 2.2.
The thermal diffusivity, Ds, can be computed for a variety of soil types
using the relationship proposed by Campbell (1985):





where Ac, Bc and Dc [m
2 s−1] are functions of ρs, Bc is also dependent on
θ, Cc is a function of the clay fraction, and Ec is a constant (=4).






2.2.2 Soil temperature variations
The analytical solution of the Eq. (2.69) is restricted only to very
simple conditions. If the soil is assumed to be infinitely deep, the ther-
mal properties are vertical uniform, and the surface temperature varies
sinusoidally, the temperature at any depth can be computed as:
T (z, t) = Ts,ave + ∆T exp(−z/D) sin[ω(t− t0)− z/D] (2.78)
where Ts,ave [K] is the average soil temperature over the temporal cycle,
∆T [K] is the amplitude of the soil surface temperature fluctuation, t0 [s]
is a phase shift that takes into account if t is expressed in local or universal
time, ωt [s
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where τt [s] is the period of daily temperature fluctuations, equal to 86400







which determines how the surface temperature fluctuations are attenuated
inside the soil with the depth, and quantifies the shift in time.
The dumping depth therefore give information on how deep the effects
of surface fluctuations are relevant. As example, from Eq. (2.78) it is
possible to derive how at a deep z = 4.5D the amplitude is of about 0.01
of the at surface value. At this depth the soil temperature can be assumed
constant during the day.
Using this finding, substituting ∆z = 4.5D in Eq. (2.67), G0 can be





where Tdeep [K] represents the soil temperature at the depth where the
daily temperature fluctuations can be assumed negligible.
These conventional simplifications, thought non realistic, are accepted
because carry to errors generally comparable to the range of uncertainties
in G0 observations (Campbell and Norman, 1998).
2.2.3 Relationship between Rn and G0
In many practical application, especially using remote sensed data,
G0 cannot be directly inferred using the physically-based relationships
proposed in the previous sections. However, many studies (Choudhury
et al., 1987; Friedl, 1995, 1996; Kustas and Daughtry, 1990) have focused
the attention on empirical relationships for daytime G0 computation, based
on the analysis of ratio G0/Rn.
For bare soil surfaces, it is generally assumed that this ratio is a
function of both soil type and moisture content (Santanello and Friedl,
2003). Additionally, for vegetated or partially vegetated surface, also the
amount of radiation that directly reaches the soil surface, significantly
influences G0.
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Choudhury et al. (1987) proposed a simple relationship based on the
Beer’s extinction law:
G0 = cgRn,s (2.82)
where the coefficient cg ranges between 0.2 and 0.5.
However, Kustas and Daughtry (1990) highlight how cg is constant
only for several hours around solar noon; for this reason, Friedl (1996)
introduced the effect of cg temporal variability by multiplying Eq. (2.82)
by cos(θs).
Another approach, developed by Kustas et al. (1998), is based on the





where ts is the time of the solar noon [s]. On the basis of experimental
observations, Kustas et al. (1998) suggest to use a cg constant value for
tn < 0.3 and a linear least square regression equation between cg and tn,
otherwise.
Similarly, Santanello and Friedl (2003) use a weighted cosine model to
take into account the cg diurnal course:






where cg,max is the maximum value assumed by cg during the day, Ct [s] is
the peak in time position and Bt [s] is the shape parameter of the daily cg
function.
Despite the wider applications, all these approaches not do not account
for possible variation of cg due to soil moisture conditions Friedl (1996).
To overcome this limitation, Santanello and Friedl (2003) introduced a soil
temperature dependence in the cg,max computation, using the empirical
expression:
cg,max = 0.0074∆T + 0.088 (2.85)
This relation, valid for bare soil and sparse vegetation, assumes that
the diurnal change in surface temperature allows to integrate the effect of
soil type and moisture content on soil thermal properties.
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When a distinction between soil and canopy radiation component is
not needed, the empirical formulation developed by (Bastiaanssen, 2000)




(TRAD− 273.16)(0.0038 + 0.0074α)(1− 0.98NDVI4)
]
Rn (2.86)
where the vegetation index NDVI (Normalised Difference Vegetation Index)
is derived from remotely sensed red and near-infrared reflectance (see pag.
160).
More recently, Tasumi (2003) established the following equations for
bare soil (assumed having a LAI ≤ 0.5) and for vegetated surface, respec-









Rn LAI ≤ 0.5
[
0.05 + 0.18 exp(−0.52LAI)
]
Rn LAI > 0.5
(2.87)
An intermediate approach, adopted in the framework of SEBS (Surface
Energy Balance System) model (Su, 2002), is the following:
G0 = Rn[Γc + (1− fc)(Γs − Γc)] (2.88)
in which the ratio of soil heat flux and net radiation is 0.05 (Monteith,
1973) for fully vegetated area, Γc, and 0.315 (Kustas and Daughtry, 1990)
for bare soil, Γs.
2.2.4 Daily estimation
Daily estimations of soil heat flux, G0,24 [W m
−2], are based on empirical
formulations derived from in-situ observations of its diurnal course. For
dense grass surface the magnitude of soil heat flux is relatively small, and
it may be ignored thus (Allen et al., 1998):
G0,24 ≈ 0 (2.89)
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For other, non-homogeneous, surfaces an empirical expression suggested
by Fuchs and Hadas (1972) is:
G0,24 = 0.35Rn,24 − 39.35 (2.90)
However, in many practical applications it is common to consider
negligible the daily soil heat flux; especially because no information for a
reliable parametrisation were available, and also because the error due to
its neglecting is generally estimated to be not greater than 5%, comparable
to the uncertainties associated with the retrieval of daily net radiation
(Somma, 2003).
2.3 Heat and water transport in the atmosphere
The transport processes of heat and mass in atmosphere can be generally
considered as turbulent phenomena, in particular in the Atmospheric
Boundary Layer (ABL) which is the interface˝ where all the exchange
between land and the higher atmosphere happen.
The ABL is defined as the lowest layer of the atmosphere that is in
direct contact with Earth’s surface. Conditions and processes within the
ABL will react to changes at the surface within a period of less than an
hour and within a distance of less than 100 km.
The ABL can be schematically subdivided in several sub-layer, as
reported in Figure 2.4. The lowest part of the ABL, generally smaller than
10% of the total boundary layer height, is referred as Surface Layer (SL).
That represents the region where the fluxes do not change significantly with
the height. Inside this region it is possible to identify other two sub-layers:
the Roughness Sub-Layer (RS-L) and the Inertial Sub-Layer (IL). The
RS-L is a region, extended from the surface to an height, z∗ [m], at which
the influence of the singular rough elements is mixed-up by the turbulence
(Raupach and Thom, 1981). The IL represents instead the region, above
the RS-L, where the flow can be considered horizontally homogeneous if
the characteristics of roughness elements do not vary in the upper wind
direction (Kaimal and Finnigan, 1994).
The core of the ABL is constituted by the Mixing Layer (ML), which
represents the layer where active turbulence has homogenised some range of
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Figure 2.4: Scheme of the subdivision of the ABL in sub-layer.
depths. For this reason, ML is characterised by nearly uniform properties
(e.g., potential temperature and specific humidity) throughout the layer.
At the top of ABL exists a separation zone, named entrainment zone,
where a strong inversion of temperature profile causes the capping of the
ABL. Above the ABL, separated by the entrainment zone, there is the
free atmosphere where the wind is approximately geostrophic (parallel
to the isobars). The free atmosphere is usually non-turbulent, or only
intermittently turbulent. The ML assumes also the role of interface for the
entrainment of the free atmosphere in the ABL.
Typical extension values of the single ABL sub-regions are indicated in
Figure 2.4.
As above introduced, the ABL, with the exception of a thin layer of air
very close to the surface, is essentially turbulent (Campbell and Norman,
1998). Turbulence in the atmosphere is caused by random fluctuations of
wind speed and direction, temperature and gasses concentration, connected
with eddy motion of the air. These eddy are substantially generated in
two ways: i) mechanical turbulence, generated by friction between moving
air and land surface; ii) thermal turbulence, caused by air heated/cooled
at a surface and moved upward/downward due to the buoyancy.
The size of the eddies caused by these two processes are different; in
fact, generally, the fluctuations from mechanical turbulence tend to be
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smaller than thermal fluctuations (Campbell and Norman, 1998).
The analogies between turbulence in the atmosphere and the molecular
diffusion processes, suggest for the modelling the uses of the following





H = −ρcpKH ∂θa
∂z
(2.91b)
λET = −ρKv ∂q
∂z
(2.91c)
where τ [kg m−1 s−2] is the shear stress, H is the sensible heat flux, λET
is the latent heat flux, and the transport coefficients for turbulent diffusion
replace the molecular viscosity and diffusivities (Campbell and Norman,
1998).
In Eq. 2.91 Km, KH and Kv [m
2 s−1] are the turbulent transfer
coefficients for horizontal momentum, sensible heat and water vapour
respectively, ρ [kg m−3] is the air density, cp [J kg−1 K−1] is the specific
heat of air at constant pressure, λ [J kg−1] is the latent heat of vaporisation,
u [m s−1] is the horizontal wind speed, θa [K] is the potential temperature,
and q [kg kg−1] is the specific water vapour concentration in the air,
computed as the ratio between the water mass in the air and the mass of
the moist air.
Commonly, the momentum flux in the surface layer is expressed using






The potential temperature, which appears in Eq. (2.91b) is related







and then for applications closer to the land surface (where Pa ≈ 100 kPa),
it is a common practise to replace θa with Ta.
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Unfortunately, Eqs. (2.91) are not useful for practical applications due
to the impossibility to assign a values to turbulence transfer coefficients.
Experimental evidences showed that the turbulence transport coeffi-
cients must be expected to increase with height (Schwerdtfeger, 1976).
Additionally, in the surface boundary layer the flux densities, τ , H and
λET are assumed vertically constant. As a consequence, the increases of
K with z must be balanced by the decreases in the gradients.
On the basis of these assumptions K coefficients assume the form:
Km = kvu∗(z − d0)φm (2.94a)
KH = kvu∗(z − d0)φh (2.94b)
Kv = kvu∗(z − d0)φv (2.94c)
where kv is the von Karman constant (0.41), d0 [m] is the displacement
length (see sub-section 2.3.1), and φm, φh and φv are dimensionless buoy-
ancy influences factors (equal to 1 for pure mechanic turbulence).
Assuming negligible the surface heating/cooling (φm = φh = φv = 1),
substituting Eqs. (2.94) into Eqs. (2.91), and integrating the obtained
equations between the exchange surface and a generic height z, the resulting


























where z0m, z0h and z0v [m] are the roughness length for momentum,
heat and water vapour transfer, respectively, T0 [K] is the aerodynamic
temperature and q0 [kg kg
−1] is the specific water vapour concentration at
the exchange height. Definitions of the introduced roughness parameters
can be found in the sub-sections 2.3.1 and 2.3.2.
The effects of thermally produced turbulence on Eqs. (2.95) can be
introduced taking into account the divergences of profiles in non-adiabatic
conditions.
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Figure 2.5: Schematic description of unstable, neutral and stable atmospheric conditions
assuming adiabatic lapse rate of 1K per 100 m. On the left panel positive
sensible heat flux (red arrows) causing thermal gradient greater than the
reference adiabatic; on the central panel null sensible heat flux causing
adiabatic gradient; on the right panel negative sensible heat flux (blue
arrows) causing thermal gradient lower of the reference adiabatic (Allen
et al., 2002).
As expressed above, the buoyancy term can assume a role of production
or destruction of the turbulence, depending on the effects of surface tem-
perature on the atmosphere temperature. In fact, heating of the air near
the surface causes an increase in turbulence and mixing; on the opposite,
cooling suppress mixing and turbulence. The first condition generally
happens during daytime, instead, the second one is typical of the night
period (Figure 2.5).
This production/destruction of thermal turbulence is directly related to
the sensible heat flux; for this reason, when H is positive (surface warmer
than air) the atmosphere is said to be unstable, when H is negative (surface
cooler than air) the atmosphere is said to be stable (Campbell and Norman,
1998).
Corrections of Eqs. (2.95) are realised on the basis of the Monin-
Obukhov Similarity Theory (MOST), which was the starting point for the
development of the diabatic correction˝ universal functions.
The diabatic condition of the atmosphere can be expressed by means
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of the Monin-Obukhov length, L [m], defined as the ratio of mechanical





When L assumes negative value (L < 0) the atmospheric conditions
are unstable, then the actual thermal gradient is greater of the reference
adiabatic one. When L assumes positive value (L > 0) the atmospheric
conditions are stable, and the actual thermal gradient is lower of the
adiabatic value. When |L| > 100 the effects of thermal turbulence are
negligible, and the atmosphere is in adiabatic (neutral) conditions.
Since the process of momentum exchange differs from the scalar (e.g.,
temperature and water vapour) exchange processes (Garratt and Hicks,
1973), the diabatic correction factors are shown only for wind and temper-
ature, assuming for water vapour and other gasses concentration the same
relationships to those for temperature (φh = φv).
Although still no unanimity has been reached about the exact form of
the stability correction functions, Brutsaert (1999) suggests the following
formulations for the correction functions, based on the physically based































where ζ [m] is the height above the zero plane displacement (ζ = z − d0),
and am,h, bm,h, cm,h, dm,h are universal constants for momentum (m)
and heat (h) transport. Generally, these factors are determined by field
experiments using the least square method (Marques-Filho et al., 2008).
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The integration of Eqs. (2.97) drives to the following profiles adiabatic
correction factors, valid for both stable and unstable flows (Paulson, 1970;
Webb, 1970):










− 2 arctanµm + pi
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(2.98a)














0 L ≥ 0
(2.99)
Introducing these correction factors in the profiles Eqs. (2.95), it is





























The expressions presented in Eqs. (2.100) are obtained considering
negligible the values assumed by correction functions in correspondence
of the exchange surface. In the case of neutral conditions the diabatic
corrections factor are zero, returning to the Eqs. (2.95).
2.3.1 Wind profiles
In this section the analysis of wind profile is carried out assuming
the simpler adiabatic conditions, considering that similar results can be
obtained also for the diabatic ones.
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Wind profile modelled by means of Eq. (2.95a) shows how the horizontal
wind speed follows a logarithmic law, assuming a fairly constant value far
from the surface, and becoming null at an elevation z = d0 + z0m. This
equation is appropriate only in the surface layer, where u∗ is constant.
Additionally, as a lower boundary, the relationship is valid only for z ≥
(d0 + z0m).
The shape of this profile is related to the efficiency of turbulent transfer;
in fact, closer to the surface only small eddies are present and then the
transport is less efficient compared to the higher air space where the eddies
are larger.
From experimental evidences, the wind profile is equal to 0 for the
bare soil near the surface. Differently, the profile over a crop is similar but
shifted upward (Campbell and Norman, 1998). The term d0 [m], named
zero plane displacement, have the role to take into account this shift into
Eq. (2.95a).
For a bare soil the effects related to the roughness of the surface occurs
directly on the surface itself, for this reason d0 = 0 and the roughness can
be assumed equal to a constant typical value of z0m = 0.01 m.
For the crop the drag of the surface occurs inside the foliage space,
in correspondence of an height that have the effect to make this surface
equivalent to the wind speed by means of a simple reference plane transla-
tion. A number of practical expressions for d0 and z0m calculation have
been proposed on the basis of experimental observation of wind velocity ad











These relationships allow to assess zero plane displacement and rough-
ness length for uniform vegetated surface by knowing just the canopy
height.
Adopting Eq. (2.95a) is relatively easy to obtain an estimation of wind
velocity above the plant canopy. However, this equation cannot be used for
wind velocity estimation in the air space inside or below the canopy crow.
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Figure 2.6: Horizontal wind speed: (I) just above the canopy, (II) within the canopy
and (III) closer to the soil surface.
Commonly, in order to model the wind in canopy spaces, the vertical
profile is divided into at least three layers (Figure 2.6) located:
(I) above the canopy;
(II) within canopy space;
(III) closer to the soil surface.
In the layer (I), z ≥ hc, the wind velocity can be still modelled using
the Eq. (2.95a) with the roughness parameter derived by means of the
Eqs. (2.101) and (2.102). In the layer (II), 0.9hc ≤ z ≤ hc, the wind speed
decreases with depth as a function of the foliage density. In the layer (III),
corresponding to the bottom 10% of the canopy (zs ), a new logarithmic
profile is developed, computed assuming d0 = 0 and z0m related to the
characteristics of the underlying soil surface.
In most of the canopy the wind speed in the layer (II) is well modelled
by means of an exponential decay profile (Goudriaan, 1977):
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where uc [m s
−1] is the wind speed at the top of the canopy, computed from
Eq. (2.95a) assuming z = hc, a is the extinction factor for the exponential
profile.
Goudriaan (1977) suggests a simple equation for extinction coefficient
computation as a function of crop structure:
a = 0.28LAI2/3h1/3c w
−1/3
l (2.104)
where wl [m] is the mean leaf size, computed by four times the leaf area
divided by the perimeter.
As observed by Brutsaert (1982), the use of an exponential wind profile
inside the foliage space is not always appropriate, especially in proximity
of the soil surface. For this reason the logarithmic profile is suggested in
the layer (III).
In tall tree canopies, with dense foliage in the upper space and open
steam space in the lower one, a number of past studies highlighted the
difficulty of specifying a unified wind profile extinction formulation (Fons,
1940; Petit et al., 1976; Shaw, 1977; Uchijima and Wright, 1964).
Shaw (1977) observed that in the lower region of the canopy a hyperbolic-
cosine profile may be more appropriate. On the basis of this consideration,
and assuming a uniform vertical distribution of foliage, Massman (1987)








in which β0 represents the extinction coefficient for hyperbolic-cosine profile,






where Cd is the drag coefficient, typically equal to 0.2, and α∗ is a dimen-
sionless coefficient that describes the roughness of the underlying vegetative
surface, having values between 1.0 and 2.0 (Raupach and Thom, 1981).
More recently, on the basis of the analysis of observed wind speed profiles
acquired inside pine forests in Great Britain and the Shasta Experimental
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Forest in USA, Lalic et al. (2003) suggest the following profile for the wind









zd ≤ z ≤ hc
Cuuc zs ≤ z ≤ zd
(2.107)










and it is adopted to ensure the continuity in the two wind speed sub-profiles.
The exponent 7/2 in Eq. (2.107) replaces the value 0.5 adopted by
Massman (1987); this value was derived by fitting wind speed measurements
in a forest in Great Britain with an empirical relationship.
2.3.2 Temperature and water vapour profiles
Due to the analogies in temperature and water vapour concentration
profiles in the ABL, the analysis of the characteristics of these variables is
realised jointly in this sub-section.
The shape of the two profiles can be inferred directly from the analysis of
Eqs. (2.95b) and (2.95c). The relationships highlight how both temperature
and specific humidity increase/decrease with z starting from a value at the
source height named T0 and q0, respectively. The increasing or decreasing
trend depends on the sign of H and λET fluxes; generally, during daytime
the positive values of these fluxes causes a decrease in T and q, opposite
behaviours happen during night time. However, as in the case of wind
speed, this relationships are strictly applicable only for the SL.
The application of Eqs. (2.95b) and (2.95c) requires the knowledge of
roughness parameter to the temperature and water vapour transfer. A
common practise is to assume a correspondence between the two parameters,
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Figure 2.7: Typical shape of potential temperature (red line) and specific humidity (blue
line) in the ABL during daytime.
as z0h = z0v. This approach presuppose that the drag of the surface is the
same for the transport of all the scalars.
The relationship between the terms z0m and zoh (z0v) is generally







where B−1 is the dimensionless bulk parameter, which represents the
inverse of Stanton number (Owen and Thomson, 1963).
Using Raupach (1989) localized near-field˝ Lagrangian theory, Mass-
man (1999) developed a relatively complex model to calculate B−1. This
model explicates the dependence from properties of the canopy at both
micro- and macro- scale.
For practical application, kvB
−1 have a value ≈ 2.3 for densely vege-
tated areas. On the basis of this value, z0h can be computed as:
z0h = 0.1z0m (2.110)
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In order to emphasise the temperature differences of interest for buoy-
ancy, the analysis is carried out on the above defined potential temperature.
In fact, it is known that the air temperature is characterised by a decrease
with z due to the reduction of atmospheric pressure. This decrease depends
on the adiabatic/diabatic conditions and also on the atmospheric water
content. A typical value adopted for the lapse rate is of 0.0065 K m−1
for neutral atmospheric conditions. Differently, the specific water content
takes into account the effect of moist air mass. The qualitative analysis
of θa and q is realised only for the unstable conditions, because of major
interest for hydrological applications.
Figure 2.7 (red line) represents the typical diurnal shape of the potential
temperature. In the SL θa decreases with the height, due to the negligible
effect of pressure differences and the high contribution of the sensible
heat flux. In the mixed layer, the air within the layer is characterized by
an uniform value of θa. At the top of ML there is a strong inversion of
temperature gradient in the entrainment zone.
The specific water content (blue line in Figure 2.7) shows similar trend
of θa in both SL and ML; the main difference in the two profiles is the
inversion in specific humidity that shows an opposite behaviour with a
reduction in the entrainment zone.
Commonly, the inversion in potential temperature and specific humidity
are represented as a discontinuous jump between the ABL and the free
atmosphere, increasing in magnitude (as absolute value) when the boundary
layer grows (Margulis and Entekhabi, 2004).
2.3.3 Sensible and latent heat fluxes modelling










it is possible to assess u∗ if known the horizontal wind speed at an elevation
zu.
Introducing Eq. (2.111) in Eqs. (2.100b) and (2.100c) it is possible to
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In Eq. (2.113) the specific humidity was substituted by the water
vapour content: e = γλ⁄cpq [kPa], were γ [kPa K−1] is the psychrometric
constant, and the subscripts continuing to assume the same meaning.
The term rah [s m
−1], defined as aerodynamic resistance for heat and












where zT (zq) represents the elevation of measurement of air temperature
(humidity). The introduction of this resistance term is known as the
electrical analogy˝, for the parallelism between the modelling of electron
fluxes in circuits and energy fluxes in atmosphere.
The solution of Eqs. (2.112) and (2.113) requires, additionally to wind
speed, air temperature and humidity measurements, the knowledge of the
aerodynamic temperature and the water vapour content at the source
height. These variables are generally not known, and difficult to measure
due to the theoretical origin of their definition, especially for heterogeneous
surface.
The approaches adopted for the solution of Eqs. (2.112) and (2.113)
can be subdivided in two main classes: the Big-leaf approach and the two-
source scheme. Moreover, two different two-source scheme were proposed
in literature, the so called in-series scheme and the in-parallel scheme,
that differ for the configuration of the resistances network adopted.
The big-leaf approach
The energy flux modelling based on the big-leaf approach starts from
the theoretical background developed by Penman (1948) for surface char-
acterised by wet surface-atmosphere interface (generally water body).
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The relationship retrieved for saturated surface was extended by Pen-
man (1956) to the case of single leaf introducing a resistance, in series with
the aerodynamic resistance, which takes into account the resistance of the
stomata to the flux of vapour, named stomatal resistance, rc [s m
−1].
Finally, the scaling up of the model from leaf to canopy scale was
realised by Monteith (1965) introducing the big-leaf concept. Substantially,
adopting this hypothesis, the canopy is modelled as a single large leaf
placed at the height (d0 + z0h) inside the crop.
On the basis of the modification of the Penman approach suggested by









where e∗0 [kPa] is the water vapour pressure at saturation at the temperature
T0, and the resistance rc represents an equivalent resistance for a single
big-leaf, computed as a combination of all leaves stomatal resistances
between the saturated surface inside the leaves (under the stomata) and
the source height.
The term e∗0 [kPa] can be computed by means of a linearization of the









where e∗a [kPa] is the air water vapour content at saturation and ∆ [kPa
K−1] is the slope of saturation curve.
Introducing Eq. (2.116) in the (2.115), and combining the result with
sensible heat definition, Eq. (2.112), and energy balance equation, Eq.
(2.2), it is possible to obtain the well-known form of the Penman-Monteith
(PM) equation:
λET =










Due to the connection between stomatal resistance and crop water
availability, a detailed analysis of this term is carried out in the section 2.5.
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The above described approach was adopted by FAO-56 paper (Allen
et al., 1998) in order to define the so-called reference evapotranspiration.
This particular value of evapotrasnpiration, denoted as ET0, is defined
as the evapotranspiration of a hypothetical grass reference crop with an
assumed crop height of 0.12 m, a fixed stomatal resistance and an albedo
of 0.23.
In a more recent publication (ASCE-EWRI, 2005), the fixed value of
stomatal resistance was defined differently for daily and hourly applications.
In particular, the daily value can be assumed equal to 70 s m−1, the hourly
value was fixed equal to 50 s m−1 for daytime and 200 s m−1 for nighttime
computations.
The reference evapotraspiration definition allows to compute the poten-
tial (well watered-unstressed) value for every crop type, ETp, introducing





Values of Kc for a number of different crop types are reported in the
FAO-56 paper, and are also widely discussed in literature.
In order to take into account the special features of sparse crop, the same
paper proposed a more detailed approach, known as dual-crop approach,
which define ETp as:
ETp = (Kcb +Ke)ET0 (2.119)
where Kcb is the basal crop coefficient, related to the canopy transpiration,
and Ke is the coefficient for soil evaporation.
The effects of surface soil water availability on evaporation are taken into
account in the dual-crop approach by means of the following relationship:
Ke = Kr(Kc,max −Kcb) (2.120)
where Kc,max is the maximum value of Kc, and Kr is a dimensionless
evaporation reduction coefficient, ranging between 0 and 1, dependent on
water availability.
In both approaches the environmental and water stress conditions are
taken into account introducing multiplicative reducing factors (Allen et al.,
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Figure 2.8: Scheme of the resistance network for the in-series (left panel) and the
in-parallel (right panel) approaches.
1998), obtaining the following general relationships:
ET = KsKcET0 (2.121a)
ET = (KsKcb +Ke)ET0 (2.121b)
where Ks describes the effect of soil water stress on crop transpiration.
The two-source approach
In sparsely vegetated areas the big-leaf hypothesis become unrealistic
due to the interaction that occurs between the fluxes generated by the two
sources (canopy and soil). Following also in this case the electrical anal-
ogy˝, two different schemes were proposed in literature for the modelling
of H and λET fluxes exchange for sparse crops (Figure 2.8).
In the in-parallel approach (Figure 2.8, right panel) the flux from each
patch (canopy or soil) acts independently from the other. On the basis of
this assumption the fluxes can be computed as:
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rah + rs + rss
]
(2.123)
where rs [s m
−1] is the resistance to heat flow in the boundary layer above
the soil surface and rss [s m
−1] is the soil resistance to vapour flux.
It is interesting to observe how the in-parallel scheme adopts the
same resistance for canopy fluxes modelling of the big-leaf approach, only
replacing the canopy temperature with the aerodynamic one. The resistance
rs aims instead to take into account the different course of the soil flux,
which is partially influenced by the canopy air space.
The parallel arrangement of the resistances permits a simpler solution
of the equations system and may be slightly more appropriate for very
sparse vegetation where the canopy and soil less interact (Norman et al.,
1995).
In the in-series approach (Figure 2.8, left panel) the interactions between
canopy- and soil- generated fluxes are taken into account. The formulations
for H and λET fluxes computations have the forms:




















where rx [s m
−1] is the resistance of the canopy boundary layer, which
represents the resistance of the thin air layer closer to the leaves surface
(Nobel, 2005).



















where the resistance ra is computed using the Eq. (2.114) assuming
z0h = z0m. This assumption causes that this temperature is defined as
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the aerodynamic temperature for momentum, and it differs in theoretical
definition from the aerodynamic temperature for heat introduced above.



















Adopting the same hypothesis of the big-leaf approach, es and ec [kPa]
can be computed assuming that the stomatal air space inside the leaves and
















Norman and Campbell (1983) suggest how for vegetated, semi-arid
regions with low to moderate coverage, the resistance networks are indis-
tinguishable because gradients of air temperature in the upper canopy are
small. However, when the vegetation-soil system is dry, the sensible heat
exchange from soil most affects the air temperature at the source height,
and this effect is better captured by the in-series approach (Norman et al.,
1995).
Boundary layer resistances
The canopy boundary layer resistance, rx [s m
−1], can be parameterised









where C ′ is set equal to 90 s1/2 m−1 as suggested by Grace (1981), and
ud0+z0m [m s
−1] is the wind velocity at the height (d0 + z0m), obtained
by extrapolation of extinction wind profile inside the canopy structure, as
described in sub-section 2.3.1.
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The resistance of the atmosphere between soil and mean source height,
rs [s m






where a′ [m s−1] and b′ are equal to 0.004 and 0.012 respectively, and us [m
s−1] is the wind velocity just above the soil surface, computable by means
of extinction wind laws (Eqs. 2.103, 2.105 or 2.107) in correspondence of
z = zs = 0.1 m.
In the case of partial or open canopy cover, under strong convective
conditions with hot, dry soil, rs can be estimated following the modification
of Eq. (2.130) proposed by Kustas and Norman (1999) based on the study
of Kondo and Ishida (1997):
rs =
1
c′(Ts − Tc)1/3 + b′us
(2.131)
where the coefficient c′ [m s−1 K−1/3] ranges between 0.0011 and 0.0038
as function of the surface roughness. Sauer (1993) and Sauer et al. (1995)
suggest a c′ value of 0.0025 for surfaces characterised by cultivated crops.
Descriptions of the resistances to the vapour flux (rc and rss) is reported
in sub-section 2.5, due to the connections with soil water content.
2.4 Energy fluxes ratios
All the above described components of the energy balance display a
typical diurnal variability, mainly related to the sinusoidal shape of the
incoming solar radiation (see sub-section 2.1.1). Despite that, a number of
indices retrieved as fluxes ratio showed a relative constant behaviour during
daytime hours (Jackson et al., 1983; Lewis, 1995). Particular interest was
focused in the last years on the bowen ratio, β, and the evaporative fraction,
Λ, due to its capability to take into account the available energy (Rn−G0)
partition and, in some case, to convert instantaneous H and λET fluxes
estimations into daily values.
A number of studies (Brutsaert and Sugita, 1992; Crago, 1996; Shuttle-
worth et al., 1989) have analysed the diurnal variation of these parameters,
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in both clear and cloudy days. Especially for no-cloudy days, these pa-
rameters usually exhibit a slightly concave-up shape characterised by a
minimum across the solar noon (with low standard deviation) and two
maxima near sunrise and sunset (with high standard deviation).
2.4.1 Bowen ratio
The Bowen ratio, β, was originally introduced by Bowen (1926) and it
is a energy partition indicator computed as a ratio between the sensible





Although it was defined as in Eq. (2.132), its indirect estimation (by
means of temperature and humidity measurements at two elevations) was
used for H and λET assessment when the available energy is known:
H = (Rn −G0) β
1 + β
(2.133)
λET = (Rn −G0) 1
1 + β
(2.134)
The Analysis of β definition shows that it can theoretically assumes
values from zero to infinite; however, typically daytime values are in the
range 0–1 for well-watered areas, and up-to 10 for dry areas (Somma,
2003).
When β approaches negative values, it becomes a poor descriptor of
the energy partition. Fortunately, this situation usually occurs only closer
to dawn and sunset, when the fluxes are small (Brutsaert, 1982).
Despite the terms 1/(1 + β) corresponds to the evaporative fraction
(see definition in the sub-section 2.4.2), Crago and Brutsaert (1996) demon-
strated the scarce stability of β during the day, and a clear daily cycle due
to changes in energy partitioning related to the closure of stomata in early
afternoon. As a consequence, daily evapotranspiration can be assessed only
by means of an integration of a sequence of measurements/estimations,
but not from a single instantaneous midday value.
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2.4.2 Evaporative fraction
The evaporative fraction, Λ, is defined as the ratio between latent heat




Usually the evaporative fraction scaled between 0 and 1, exceeding
the unity only during night time or cloudy-day. Additionally, the main
characteristic of Λ is its constancy during daytime, making it an useful
tool to describe surface energy partition at daily scale.
The daytime integration is based on the hypothesis that Λ removes
available energy diurnal cycle, and isolates the surface control on turbulent
flux partition which vary approximately at daily-time scale (Gentine et al.,
2007).
The diurnal behaviour of Λ depends on environmental factors such
as air temperature, soil water content and leaf area index, whereas it is
found to be almost independent of wind speed even if wind is an important
forcing factor driving turbulent exchange at the surface (Gentine et al.,
2007).
Typically, Λ daily trend shows a concave-up shape, which is partially
related to the phase difference between soil heat flux and net radiation,
observed by many authors (Fuchs and Hadas, 1972; Idso et al., 1975;
Santanello and Friedl, 2003).
The diurnal shape of Λ could causes the underestimation of daily
evapotranspiration when the instantaneous value is used as time integration
parameter (Crago, 1996). However, the systematic underestimations of Λ,
due to the concave-up shape, are generally smaller than those for β, this
because the use of the more stable available energy in the computation of
Λ instead of the sensible heat flux adopted for the retrieval of β (Crago
and Brutsaert, 1996).
On the basis of these considerations, Kustas et al. (1994), among others,
used Λ to extrapolate daily evapotranspiration from instantaneous remote
sensing flux estimates under cloud-free conditions, and estimated at most
10% underestimation due to the night evaporation not accounted by this
method. These results suggest a relative constant daytime behaviour,
generally known as self preservation˝.
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2.5 Connection between water flow in the soil and
evapotranspiration
In the hydrological cycle the soil water content plays a fundamental role,
due to his key involvement in energy and water mass exchange processes
in the land-atmosphere system.
The term soil water content (or soil moisture) refers to the water that
occupies the spaces between the soil particles. The actual value of the soil
water content is mainly influenced by:
• the soil texture, as percentage of clay, sand and silt, which determines
the soil water-holding capacity. Also variations in organic matter,
porosity and soil structure affect the water content distribution.
Generally, soil characterized by fine structure (clay and loam) have
higher water-holding capacity of sandy soil, according to the higher
porosity;
• the topography, and in particular the slope of the surface. The soil
moisture at the top of an hill is generally lower than the values in
the lower part; additionally, the slopes facing the south (in the north
hemisphere) tend to be drier than the slopes facing the north due to
the higher incoming radiation;
• the vegetation coverage and the land use. The vegetation density
affects directly the available precipitation (and then infiltration and
stream flow), moreover, water uptake from crop causes a reduction
in water content in the soil interested by roots;
• the precipitation (and irrigation) previous history, and in particular
the eventual phase shift between the wet season and the crops growing
season.
The water content of the soil is commonly expressed in terms of mass





where mw [kg] is the mass of water and ms [kg] is the total mass of soil.
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where ρw [kg m
−3] is the water density (approximately equal to 1000 kg
m−3). Typical values of ρs can be found in Table 2.2.
Generally the volumetric water content is more useful for the in-field
studies. For this reason in this thesis the term water content refers always
to the volumetric one.
Theoretically, volumetric water content ranges between 0 (completely
dry soil) to a maximum value equal to the soil porosity (all the pores are
filled with water). However, for agricultural purposes some other typical
values are of interest (Cavazza and Patruno, 2005):
• the practical saturated soil water content, θsat, corresponding to a
water potential of 0, generally lower than the porosity due to the air
trapped in the soil in practical saturation processes;
• the field capacity, θfc, which represents the water content held in the
soil after the excess water has drained away, computed in correspon-
dence of a suction pressure of -33 J kg−1;
• the wilting point water content, θwl, which is the value that occurs
when the soil becomes too dry, and the plants are not longer able
to extract the water, defined as the value at -1500 J kg−1 of suction
pressure.
2.5.1 Modelling of soil water content dynamic
The in-time dynamic of soil water content can be analysed by means of
the water budget equation, which represents the balance between hydrolog-
ical inputs and losses (as briefly introduced in Figure 1.1). Water balance
can refer to various soil depth, depending on the aim of the analysis.
An approach, based on the force-restore scheme, is the one proposed by
Noilhan and Planton (1989) for the modelling of the soil moisture in the
root zone. Following Deardorff (1977) the model considers the surface soil
water content, θ1 [m
3 m−3], representative of a thin surface layer (which
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Figure 2.9: Scheme of the force-restore water balance.
interacts directly with the atmosphere) and the mean root zone water
content, θ2 [m
3 m−3].
This approach divides the soil into two reservoirs (see Figure 2.9), of






(Pe + Ir − Es)− C2
τt






(Pe + Ir − Es − ETc −Q) (2.138b)
where Pe [mm s
−1] is the precipitation rate infiltrating into the soil, Ir [mm
s−1] is the irrigation rate, Es and ETc [mm s−1] are the soil evaporation and
canopy evapotranspiration, respectively, and Q [mm s−1] is the subsurface
drainage to soil layers beneath the rooting zone.
The first term on the right side of Eq. (2.138a) represents the influences
of surface fluxes where the contribution of the root uptake is negligible,
and the second term characterises the diffusivity of water in the soil.
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Table 2.3: Coefficients for soil hydraulic parametrisation of the force-restore water
balance scheme for the 11 soil types of the USDA textural classification.
Values of b∗ are the slopes of retention curve given by Clapp and Hornberger
(1978), other coefficients are estimated by Noilhan and Planton (1989).
Soil texture b∗ p∗ a∗ C1,sat C2,ref
1. Sand 4.05 4 0.387 3.9 0.082
2. Loamy sand 4.38 4 0.404 3.7 0.098
3. Sandy loam 4.90 4 0.219 1.8 0.132
4. Silt loam 5.30 6 0.105 0.8 0.153
5. Loam 5.39 6 0.148 0.8 0.191
6. Sandy clay loam 7.12 6 0.135 0.8 0.213
7. Silty clay loam 7.75 8 0.127 0.4 0.385
8. Clay loam 8.52 10 0.084 0.6 0.227
9. Sandy clay 10.40 8 0.139 0.3 0.421
10. Silty clay 10.40 10 0.075 0.3 0.375
11. Clay 11.40 12 0.083 0.3 0.342
The term θeq [m
3 m−3] is the water content when gravity balances the
capillary forces, computable following the polynomial function suggested



















where the two parameters a∗ and p∗ are defined for all the 11 USDA soil
types (see Table 2.3).
The coefficient C1 describes the relative depth of soil influenced by the
surface external hydrological forces, calculated starting from the Darcy’s
law, assuming constant hydraulic proprieties and sinusoidal variation of







where the coefficient C1,sat is calculated starting from the values of hydraulic
parameters at saturation and b∗ is the slope of the retention curve on a
logarithmic graph (Clapp and Hornberger, 1978). Values assumed by both
coefficients for different soil types are reported in Table 2.3.
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The parameter C2 characterises the velocity at which the water profile
is restored to its equilibrium. Following the force-restore approach (Noilhan
and Planton, 1989), this parameter is related to the soils texture properties




θsat − θ2 + 0.001
)
(2.141)
where, also in this case, the values assumed by coefficient C2,ref are reported
in Table 2.3.
The drainage can be computed as a function of the soil saturated
hydraulic conductivity, Ksat [m s
−1], the saturated water content and the








The partition of the total precipitation between intercepted and effective
components can be estimated on the basis of the following equation for
canopy water storage, Wc [mm]:
∂Wc
∂t
= Pr − Ewc (2.143)
were Pr [mm s
−1] is the total rainfall and Ewc [mm s−1] is the wet canopy
evaporation, computed using the Eq. (2.117) setting rc = 0.
This approach assumes that the irrigation is not intercepted by foliage,
and the canopy have a maximum water holding capacity, Wc,max = 0.2LAI
(Crow et al., 2008).
When Wc is below the threshold Wc,max, then Pe is equal to zero. In
contrast, when Wc exceeds the value of Wc,max, then Pe = Pr − Ewc .
Surface runoff is produced when Eqs. (2.138a) or (2.138b) estimate a soil
water content value exceeding θsat.
Equations (2.138) highlight how the evapotranspiration terms directly
influence soil water content dynamic both in the surface layer and the root
zone. The next sub-sections (2.5.2 and 2.5.3) report how to introduce the
effects of soil water dynamic within the energy fluxes modelling.
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2.5.2 Evaporation from soil surface
Commonly, experimental observations highlight how the process of
evaporation from the soil surface proceeds differently when the soil is wet
and when it become drier. In the first stage a constant high rate occurs,
followed in the second stage by a falling rate. Generally, the first stage is
significant only when the atmospheric water demand is low.
In the past, a number of relationships were proposed to take into
account the effects of the surface water content on the evaporation, by
means of the resistance rss introduced in sub-section 2.3.3.
Camillo and Gurney (1986) suggest the following empirical relationship
for rss modelling:
rss = ass(θsat − θ1)− bss (2.144)
where the parameters ass [s m
−1] and bss [s m−1] were derived empirically
by different authors by means of liner regression analysis of observed
evaporation values. As examples, Cayrol et al. (2000) suggest value of 7000
and 1520 s m−1, respectively, instead Saito et al. (2006) suggest values of
4140 and 805 s m−1.








where the empirical parameters Ass and Bss are set equal to 8.2 and 4.3,
respectively (Kustas et al., 1998).
2.5.3 Transpiration water control
The interactions between water flow in the soil and plant transpiration
are quite complex, due to the mutual effect of roots on the water re-
distributions, and of water availability on plants uptake.
Generally, detailed modelling of how water moves from soil to roots,
through the xylem, to the leaves and then it evaporates in the stomatal
cavities of the leafs is not-useful in practical hydrological applications.
Due to the analogies between water flow in the plant and electric circuits,
Ohm’s law is used to describe the water flow in the soil-plant-system.
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Adopting this analogy, the idea of introducing the control acted by water
availability on plant transpiration is then realised by means of the stomatal
resistance, described in sub-section 2.3.3. The reduction of transpiration
rate due to the limited water availability is known as water stress.
A widely-adopted approach for water control modelling is the following,








where rc,min [s m
−1] is the resistance value in absence of stress conditions,
and the multiplicative coefficients F1, F2, F3 and F4 take into account the
effects of photosynthetic activity, soil moisture, atmospheric water pressure
deficit and air temperature on stomatal closure, respectively.
The minimum stomatal resistance can be computed adopting the for-





where rl [s m
−1] represents the single leaf stomatal resistance, and the
coefficient 0.5 is used to take into account the leaf area that actively
contribute to the transpiration process (Allen et al., 1998).
As briefly introduced above, the Eq. (2.146) allows to take into account
the stress effects related to different state variables (solar radiation, air
temperature, atmospheric water pressure), not only to the soil moisture
deficit.
If the soil water content is the only limiting factor, the coefficients F1,
F3 and F4 can be set equal to 1, and the stress conditions are computable
by means of the parameter F2, defined as (Thompson et al., 1981):
F2 =

1 θ2 > θcr
θ2 − θwl
θcr − θwl θwl ≤ θ2 ≤ θcr
0 θ2 < θwl
(2.148)
where θcr is the critical water content at which plant stress starts, parame-
terized as 0.75θsat.
If the other stress factors are not negligible, then it can be computed
following the relationships proposed by Dickinson (1984) and Sellers (1986).
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in which rc,max is the maximum stomatal resistance typically set to 5000 s
m−1 (Crow et al., 2008), Rsl is a minimum solar radiation for the beginning
of photosynthetic activity (30 W m−2 for a forest and 100 W m−2 for a
crop).
The F3 factor, which takes into account the atmospheric water pressure
deficit, can be computed as (Sellers, 1986):
F3 = 1− 0.025(e∗a − ea) (2.151)
Finally, the F4 factor takes into account the effect of air temperature,
and can be estimated as (Dickinson, 1984):
F4 = 1− 0.0016(298− Ta)2 (2.152)
Detailed analyses on daily shape of the stomatal resistance, realised by
means of in-situ measurements, highlight a diurnal behaviour also on the
unstressed single leaf value (Ferna`ndez et al., 1997). For this reason the
value rl in Eq. (2.147) can be fixed different during daytime and nighttime









The observation of meteorological variables in a specific environment
is fundamental to understand the connections between land-atmosphere
system status and external forces, and it is known as micro-meteorology.
Generally, the meteorological conditions of a site are well defined if known
the main variables (e.g., air temperature and humidity, rainfall, solar
radiation, wind velocity). However, the analysis of energy and water
balance requires to observe how these factors combines to define the
principal variables involved in the balance.
Following the format adopted in the previous chapter, a distinction
between measurements of turbulent drive fluxes, radiative fluxes, and heat
diffusion in the soil will be carried out.
3.1 Turbulent heat and water transfer
The intensity of the turbulence in the ABL is generally be quantified
by means of the Turbulent Kinetic Energy (TKE). Assuming:
• horizontal homogeneity;
• stationary flow;
• negligible transport and pressure correlation terms;
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• a coordinate system aligned with the mean horizontal wind direction
(x);







where  [m2 s−3] is the dissipation rate and the first and second terms on
the right-hand side represent the mechanical TKE production, generated
by wind shear, and the thermal production/destruction generated by the
sensible heat flow, respectively.
The mechanical shear term is expressed by the product of the vertical
gradient of the mean horizontal wind speed,
∂u
∂z
[s−1], and of the covariance
of horizontal (u′ [m s−1]) and vertical (w′ [m s−1]) wind speed fluctuations,
−u′w′ [m2 s−2].
The buoyancy term is defined by the product of
g
T
, where g is the
standard gravitational acceleration (equal to 9.81 m s−2) and T [K] is the
average air (potential) temperature, and of the covariance between vertical
wind speed fluctuations and air temperature fluctuation (T ′ [K]), w′T ′ [m
s−1 K].
Analogously, it is possible to derive the budget equation for all the
scalar variables in a turbulent medium. As example, on the basis of the
same assumptions of Eq. (3.1), the budget equation for the air temperature
can be expressed as (Stull, 1988):








[K m−1] is the vertical gradient of air temperature.
Instead, the budget equation for the air water vapour concentration
reads (Stull, 1988):
q = −w′q′ ∂q
∂z
(3.3)
in which q [m s
−2] represents the dissipation rate for specific water vapour
concentration, −w′q′ [m s−1 kg kg−1] is the covariance of vertical wind
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kg−1 m−1] is the vertical gradient of specific water vapour concentration.
The budget Eqs. (3.1) and (3.2) ca be also expressed in a non-
dimensional form, introducing the dimensionless groups f and fT , as
following:














where φm = kvζ/u∗
∂u
∂z
and φh = kvζ/T∗
∂T
∂z
are the dimensionless factors
introduced in sub-section 2.3 (Eqs. (2.97)). The term T∗ [K] is the
temperature scale (defined in the sub-section 3.1.2 via Eq. (3.19)).
The Eqs. (3.1)-(3.3) and the Eqs. (3.4) and (3.5) are the basis for
eddy correlation and scintillometry energy fluxes measurements techniques,
described in the following sub-sections.
3.1.1 Eddy correlation technique
As introduced in the section 2.3 the environmental variables involved
in the sensible and latent heat fluxes are fundamentally the wind velocity,
the air temperature and the water vapour concentration.
The main difference between wind and the other variables is that wind
is a vector quantity, which requires 3 components for his definition. For
convenience, the coordinate system is oriented with the x axis point the
mean wind direction, the y axis orthogonally to the x one, on the same
horizontal plane, and the z axis oriented vertically. The wind velocity
components are then named u, v and w, where u is the component in the
x direction, v in the y direction and w in the z direction.
As previously introduced, turbulent flow in the atmosphere consists of a
number of eddies (of different size); focusing the attention on the eddies in
a defined point of the ABL, the processes can be schematically represented
as in Figure 3.1. This figure highlights how the turbulent transfer of a
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Figure 3.1: Schematic representation of transport process of any scalar by means of
eddies. At one location, at time 1, eddy 1 moves air parcel down at the
speed w1. Then, at time 2, eddy 2 moves another parcel up at the speed w2.
Each parcel has a concentration of any scalar, sc, at time 1 and 2 (redraw
from Burba and Anderson, 2005).
scalar is related to the variation of wind speed and of the scalar itself at
the same point in time.
For this reason, the observation of these 5 scalar quantities (3 wind
components, air temperature and humidity) allows to infer the heat and
water vapour fluxes in the ABL. In fact, the generic flux, on the basis of
eddy correlation (EC) technique, can be computed as a covariance between
instantaneous deviation in vertical wind speed (w′) from the mean value
(w) and instantaneous deviation of the generic scalar (sc
′), from its mean
value (sc), multiplied by mean air density.
This energy fluxes definition is based on the assumptions that: i) all
the eddy (including the smaller and the bigger ones) are taken into account
in turbulent fluctuation computation, ii) the Raynolds decomposition
is applicable, iii) the air density fluctuations are negligible (Burba and
Anderson, 2005).
The first assumption influences directly the measurements sampling
frequency, that must be higher than 10 Hz, and the in-time averaging
window which must be wide enough to observe the larger eddies. The
application of Reynolds decomposition requires, instead, the removing of
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Figure 3.2: Scheme of the Internal Boundary Layer (IBL) development from smooth to
rough surface: the IBL grows downstream depending on the magnitude of
the modification.
low frequency trend, and that limits the amplitude of the average window.
Additionally, others two fundamental hypotheses of EC technique are
the absence of advection (steady state conditions) and the negligibility of
fluxes divergence/convergence. Both of these hypotheses are well verified
for horizontal homogeneous terrains. Advection, in fact, is significantly only
when spatial gradient in wind velocity exists. In steady state condition
(u = cost.), when two adjacent surfaces are characterised by different
roughness length, the wind vertical profile, in the passage from a surface to
another, requires a development of a new Internal Boundary Layer (IBL),
in equilibrium with the new surface condition (Figure 3.2).
As reported by Kaimal and Finnigan (1994), a relationship developed
to model the IBL growth, as a function of the roughness length of the two
surfaces and the upwind distance, is the one proposed by Elliott (1958):
δIBL
z0m2









where δIBL [m] is the IBL elevation at the upwind distance xf [m], z0m1 and




To ensure that the surface in upwind distance is homogeneous enough
to establish a full developed IBL, a number of simple criteria on minimum
















in which xf90 [m] is the upwind distance (under neutral stability conditions)
required to obtain the adjustment of 90% of the IBL.
For moderate rough surfaces (as typical agricultural field) and classi-
cal EC installation height, Eq. (3.7) drives to the well-known practical
expression: xf90 = 100ζ (Leclerc and Thurtell, 1990; Pac¸o et al., 2006).
On the basis of these preliminary considerations and assuming all the
described hypotheses, the momentum, sensible heat and latent heat fluxes
can be measured by means of the following relationships:
u∗ =
√−σuw (3.8a)
H = ρcpσwT (3.8b)
λET = λρσwq (3.8c)
where σuw [m
2 s−2] is the covariance between horizontal and vertical wind
velocities, σwT [m s
−1 K] is the covariance between vertical wind speed
and temperature and σwq [m s
−1] is the covariance between vertical wind
speed and water vapour concentration.
In order to compute the covariances in Eqs. (3.8), the following correc-
tions to the raw data are applied:
• linear de-trending;
• coordinate system rotation;
• correction for spectral loss;
The linear de-trending aims to remove the low frequency trends
in the data, as required by the steady state hypothesis. Commonly, the
data de-trending is realised by using linear departures from a short term
84
3.1 Turbulent heat and water transfer
(running) mean (Moncrieff et al., 2004), computed recursively as (taking










where ∆tu is the sampling interval and τu is the time constant.
The coordinate rotation transforms are applied to the average wind
components obtained from the running means in order to generate a null
vertical and lateral mean wind speeds (Finnigan et al., 2003). A first
rotation of the z axis is realized in order to remove the v component equal
to 0, a second rotation around the y axis aims to remove the w component
of wind velocity, finally, a third and last rotation of the new x axis make
equal to 0 the covariance between v and w. The results of these rotations
are the average rotated wind velocity components:
〈u〉 = u cos θr cosφr + v sin θr cosφr + w sinφr (3.10a)
〈v〉 = v cos θr cosψr − u sin θr cosψr
+ w cosφr sinψr − u sinφr sinψr
(3.10b)
〈w〉 = w cosφr cosψr − u cos θr sinφr cosψr
− v sin θr sinφr cosψr + u sin θr sinψr
− v cos θr sinψr
(3.10c)







u cos θ + v sin θ
(3.11b)
and the rotation ψr is defined as halftime the arctangent of the ratio
between vw covariance and its square difference before the final rotation.
Analogously, is possible to define the rotated variances of the wind
speed components and the rotated covariances, not reported for concision.
The correction for spectral loss attempts to correct the measured
data from the influences of the measurement system itself, and from the
imperfect responding of the sampling system (Moncrieff et al., 1997).
Additionally, in order to compute the latent heat flux using the Eq.
(3.8c), the Webb-Pearman-Leuning correction is performed on the water
vapour for the density effects (Webb et al., 1980).
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The computation of sensible heat flux by means of Eq. (3.8b) requires
high frequency measurements of air temperature (such the ones performed
by a platinum resistance wire). These measurements can be, in alternative,
replaced by a temperature retrieved from anemometer data, called sonic











where cs [m s
−1] is the speed of sound in air.
According to Stull (1988) Tson is close to the potential temperature, and
then Tson is an adequate surrogate of Ta in most conditions. However, when
vapour pressures are high, Webb-Pearman-Leuning corrections should be
applied (Moncrieff et al., 1997). At high wind speeds there are additional
errors owing to wind speed and momentum stress, which need to be
considered (Liu and Peters, 2001; Schotanus et al., 1983).
On the basis of these corrections H can be computed directly from
three-dimensional wind velocity measurements as:
H = ρcp(σwTson − 0.000321σwqT son) (3.13)
Finally, in order to remove the lower quality data, a despiking procedure
can be applied to the average fluxes data, as the one suggested by Vickers
and Mahrt (1997).
3.1.2 Scintillometry technique
While the eddy correlation technique is a sort of direct˝ measure-
ments of the turbulence, a number of more indirect micro-meteorological
techniques were developed to observe ABL turbulent fluxes.
An interesting alternative, which had in the last decade a strong
renaissance (de Bruin, 2002), is the scintillometry, mainly due to the
capability to observe source areas bigger than EC system, and then more
useful for remotely sensed data validation.
The scintillometry technique is based on the detection of the light
intensity fluctuations caused by fluctuations of the refractive index of air.
These fluctuations, known as scintillations, are indicators of the turbulent
86
3.1 Turbulent heat and water transfer
Figure 3.3: Schematic drawing of an electromagnetic radiation transfer in the scintil-
lometer path. The energy emitted by the transmitter (constant intensity
at the wavelength λwl) is scattered by eddies in the atmosphere and then
acquired by the receiver at the distance P (fluctuations of the beam intensity)
(redraw from Meijninger, 2003).
strength˝of the atmosphere, and then, of the ability of the atmosphere to
transport sensible heat and water vapour.
Generally, a scintillometer is constituted by a transmitter and a re-
ceiver: the transmitter is an electromagnetic radiation emitter, with an
aperture diameter, D [m], the receiver measures the intensity fluctuations
in the signal, caused by diffractive scattering by turbulent eddies in the
propagation path, P [m] (see Figure 3.3).
The dissipation process of turbulent kinetic energy can be represented
by means of the energy spectrum. Similarly, it is possible to define the three-
dimensional spectrum of refractive index fluctuations, φn, schematically
depicted in Figure 3.4 as a function of the wave number (K = 2pi/λwl).
From this scheme it is possible to distinguish three regions of the
spectrum:
• the production region, including the eddies greater than the outer
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scale, L0 (≈ 101 m), where the energy is introduced in the turbulent
spectrum. In this region the turbulence is not isotropic and not
homogeneous;
• the inertial range, the part of the spectrum included between the outer
scale and the inner scale, l0 (≈ 10−3 m). This part of the spectrum
is not dependent on the energy input and on the dissipation, then
only energy transfer is relevant (energy cascade);
• the dissipation region, the part of the spectrum, characterized by
eddies smaller than l0, where the viscous dissipation become signifi-
cant.
Modelling of φn in the inertial range and in the dissipation region was
realized by Tatarskii (1961) and Hill and Clifford (1978), respectively, by








−11/3fB(Kl0) K > 2pi/l0 (3.14b)
where C2n [m
−2/3] is the structure parameter of the refractive index of air,
and the function fB(Kl0) [m
−4] is used to model the so-called Hill bump
in the dissipation range.
The Eqs. (3.14a) and (3.14b) highlight how the fluctuations of the
refractive index of air are a function of only C2n in the inertial range, and
of both C2n and l0 in the dissipation region.
According to the wave propagation theory in a random media, the in-
teractions between turbulent eddies and electromagnetic wave are different
in function of the relationship between eddies size and the first Fresnel
zone (F =
√
λwlP , [m]) . Statistical solution of this equation allows to
find a connection between scintillometer measured signal and C2n and l0
variables.
Depending on the wavelength of the emitted electromagnetic radiation
and the typical path distance, the scintillometers differ in the theoretical
assumptions adopted to resolve the wave propagation theory.
In Table 3.1 the main characteristics of scintillometers are reported for:
SAS (Small Aperture Scintillometer), LAS (Large Aperture Scintillometer),
88
3.1 Turbulent heat and water transfer
Figure 3.4: Schematic representation of the three-dimensional spectrum of refractive
index fluctuations.
XLAS (eXtra Large Aperture Scintillometer) and RWS (Radio Wave
Scintillometer).
The analyses of this chapter refer always to the SAS. For this type of
scintillometer, as reported in Table 3.1, the most effective eddy have the
same dimension of the inner scale, then the signal fluctuations are related to
both C2n and l0. For this reason, the emitted radiation of a SAS is generally
a laser coherent source, split in two beams of orthogonal polarisations. The
variance of the single beam, named B11 and B22 [m
−11/3], respectively, and
the covariance of the two amplitudes, B12 [m
















where the function fB describes the decrease of B12 in the dissipation range
with increasing of l0, D and d (separation between the two laser beams, ≈
2.7 mm).
In order to retrieve the single channel variances (B11 or B22) using the
Eq. (3.15), the term d must be set equal to zero.
Due to the dependence of refractive index of air in the dissipation range
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Table 3.1: Overview of different scintillometer types: the Small Aperture Scintillometer
(SAS), the Large Aperture Scintillometer (LAS), the eXtra Large Aperture
Scintillometer (XLAS) and the Radio Wave Scintillometer (RWS) (redraw
from Meijninger, 2003).
Type
λwl P D F Most effective
[nm] [km] [m] [m] eddy
SAS 670 0.02–0.25 0.002 ≈ 0.01 ≈ F
LAS 930 0.25–5 0.15 ≈ 0.05 ≈ D
XLAS 930 1–10 0.32 ≈ 0.08 ≈ D
RWS 11000 1–10 0.60 ≈ 5 ≈ F
to C2n and l0, the simultaneous measurements of the fluctuations of two
different beams allow the determination of the terms C2n and l0 using the set
of Eqs. (3.15). In particular, the estimation of l0 and C
2
n from the raw SAS
observations is performed following the approach introduced by Thiermann
(1992): the correlation coefficient R12 = B12/(B11B22)
1/2 is a function
of normalized l0 only (fixed d and D), then the inner scale is directly
computed from the simultaneous measurements of the fluctuations of two
different beams. When l0 is known, B11 (or B22) allows the determination
of C2n using Eq. (3.15).
Following Hill et al. (1980), the C2n can be related to three terms:
structure parameters of the temperature, C2T [K
2 m−2/3], humidity, C2q

















where AT and Aq are two parameters that take into account the relative
contribution of temperature and humidity to the observed C2n value.
Generally, for the adopted wavelength, the term that contain C2T is
prevalent to the others, then the temperature structure parameter can be













where cλ is the refractive index coefficient for air at 670 nm, equal to 7.89
× 10−5 K hPa−1.
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In the Eq. (3.17) the humidity correction term, proposed by Wesely
(1976), can be assumed equal to 1 when the Bowen ratio is not far away
from the unity.
The inner scale can be used to assess the dissipation rate of TKE








where ν [m2 s−1] is the air kinematic viscosity, and the constant 7.4 was
derived by Hill (1997).
Using the MOST it is possible to connect  and C2T with u∗ and
temperature scale, T∗ [K]:
T∗ = − H
ρcpu∗
(3.19)
respectively, by means of the dimensionless analysis.



















where the universal functions f and fT , determined experimentally, differ
for stable and unstable conditions. Unfortunately, nowadays there is
no unanimity between their final mathematical forms found by different
authors (see as example the review of Savage, 2008).
One of the wider used approach, adopted also by the Scintec AG
acquisition and processing software (Scintec, 2006), is the one proposed

































































valid when L > 0. The parameter β1 is Obukhov-Corrsin constant, equal
to 0.86.
Once computed the variables T∗ and u∗ it is possible to derive the
sensible heat flux as:
H = −ρcpT∗u∗ (3.24)
The solution of the system of Eqs. (3.24) and (3.22)-(3.23), requires an
iterative procedure that drives to the correct estimation of sensible heat
flux for both stable and unstable conditions.
Unfortunately, the SAS does not allow to infer directly the latent heat
flux, due to the negligible effect of the air humidity fluctuations on the
beams in the red wavelength. For this reason, additional measurements of
net radiation and soil heat flux are required for latent heat flux estimation
as residual term of the energy balance Eq. (2.2).
As reported in many papers (e.g., Foken, 2006), the use of similarity
theory is limited by the validity only in the inertial sub-layer (constant flux
layer) above the roughness sub-layer (see sub-section 2.3 for the sub-layers
definition).
Generally, for small dense canopies the thickness of RS-L is negligible if
compared to the IS height; however, in the case of tall vegetation a number
of different criteria have been proposed to determine the z∗ height (see the
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Figure 3.5: Flow-chart describing the iterative procedure for SAS sensible heat flux
estimation.
extensive review of de Ridder (2010)). As example, Garratt (1978) and
Garratt (1980) suggested the following formulations:
z∗ = 3srow (3.25a)
z∗ = 4.5hc (3.25b)
where the roughness sub-layer height is scaled using the horizontal inho-
mogeneity (expressed by means of row spacing or canopy height).
When the instrument height is lower than z∗, an alternative approach
can be adopted, following the flow-chart described in Figure 3.5. The
description of this methodology is focused on the daytime (unstable)
conditions, due to the preponderant contribute to the evapotranspiration
fluxes.
As described in Figure 3.5 a first-guess estimation of u∗ and T∗ is
obtained on the basis the approach proposed by de Bruin et al. (1993).















derived from the expression suggested by Wyngaard et al. (1971).
The friction velocity can be assessed using an additional standard wind
speed measurements above the canopy, by means of the MOST vertical
wind profile definition (see Eq. (2.111)).
The first guess estimation of the friction velocity allow to retrieve l0,















This new value of l0 is used to retrieve a new estimation of C
2
n on the


















−4] and l0c [m] are fitting parameters, function of
the installation configuration (e.g., path length). The use of a simple
empirical fit is suggested only by computational convenience and implies
no theoretical foundation.
The new value of C2n derived from single beam amplitude (B11 or B22)
allows to restart the described procedure, continuing with an iterative
procedure since the convergence in L (and then H) is reached.
The use of this approach introduces an independent estimation of u∗
starting from a simple measurements of horizontal wind speed, allowing to
disregard the link between l0 and R12. Additionally, the locally-fitted law
of fB allows to take into account the dependence of SAS B11 (B22) signal
from both l0 and C
2
n in the dissipation range of the spectrum, differently
from LAS for which C2n can be derived directly from B11 (B22) without
the knowledge of l0.
3.1.3 Source area and footprint function detection
As a consequence of the turbulent nature of the micro-meteorological
measurement of scalar fluxes in the atmosphere, a fundamental issue is
the definition of the relationship between the measurements realized at a
certain location and the area which generate these fluxes.
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Figure 3.6: Schematic representation of the footprint function. The source weight is
small for small separation distances. It rises to a maximum with increasing
distance and then falls off again to all sides as the separation is further
increased (redraw from Schmid, 1994).
In the last fifteen years, boundary-layer meteorologists have introduced
the concept of footprint function to describe the source area of turbulent
fluxes (Kormann and Meixner, 2001).
In literature two different approaches were suggested to estimate the
footprint:
• the formulations based on the solution of advection-diffusion equation;
• the modelling based on the Lagrangian approach.
For practical applications the attention was generally focused on analyt-
ical solution of the two-dimensional advection-diffusion equation, despite
these approaches are valid only under the hypotheses of horizontal homo-
geneity and stationarity, and neglecting the in-canopy flow characteristics
(Go¨ckede et al., 2005).
On the basis of these assumptions, the vertical turbulent flux, Fl(0, 0, zm),
measured at an height z = zm > 0 in correspondence of the origin of the
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coordinate system is related to the surface flux upwind of the measurement
point, Fl(x, y, 0), by (Schuepp et al., 1990):





Fl(x, y, 0)φF (x, y, zm)dxdy (3.29)
where φF [m
−2] is the footprint function. This function describes the
flux portion seen at (0, 0, z) which is caused by a unit point source at the
location (x, y, 0). On the basis of this definition, φF has the role of weighting
function of the surface originated fluxes; for this reason the integration of
φF returns a unitary value. Definition of the adopted coordinate system is
reported in Figure 3.6, with the schematic representation of φF function.
Footprint function for eddy correlation systems
Following the footprint generic definition, the approach proposed by
Kormann and Meixner (2001) is now discussed. This methodology assumes:
1. stationary conditions;
2. horizontally homogeneous turbulent flow;
3. homogeneous and isotropic terrain at z = 0;
4. power-law for the vertical profile of horizontal wind speed and eddy
diffusivity;
5. analytical approximation of vertical profiles with power-law functions.
The footprint, per unit point source, is described as a gradient diffusion
process:
φF (x, y, z) = −K(z)∂γc
∂z
(3.30)
where K(z) [m2 s−1] is the eddy diffusivity profile and γc [s m−3] is the
downwind (x > 0) concentration distribution of a unit point source.
Equation (3.30) can be integrated over the crosswind direction (y),
obtaining the crosswind integrated flux footprint (or vertical flux per unit
point source), fF (x, z) [m
−1].
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The footprint function can be expressed as:
φF (x, y, z) = DyfF (x, z) (3.31)
where Dy [m
−1] is the crosswind distribution function.
Assuming a Gaussian distribution across the crosswind direction, Dy











where the dispersion σy [m] is commonly assumed to depend on atmospheric
stability and downwind distance as (Pasquill, 1974; Schmid, 1994) σy =
σvx/u, with σv [m s
−1] being the constant crosswind fluctuation.








the fF (x, z) function can be expressed, using the continuity equation (see
Kormann and Meixner (2001) for more details), as:






where γ(· ) is the Gamma function of argument (· ), µ is a constant defined
as µ = (1 +mz)/h, with the shape factor h = 2 +mz − nz, and ξz [m] is





The Eq. (3.34) include the well-known footprint model of Schuepp
et al. (1990) when the exponents of power-law are assumed mz = 0 and
nz = 0, respectively.
The wind velocity and eddy diffusivity power-law constants (uz, mz,
kz and nz) are determined by means of MOST following the analytical
approach suggested by Huang (1979).
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Instead, the constants uz [s
−1] and kz [m s−1] can be determined by
the inversion of Eqs. (3.33), with u(z) computed using the Eq. (2.111),

















)−1/2 L < 0
(3.38)
with ζ computed for z = zm.
Finally, the the maximum values of the footprint function, φF,max [m
−2],











3.1 Turbulent heat and water transfer
Figure 3.7: Normalized path weighting function for scintillometer footprint computation.
Even though its simplifications, this analytical approach allows to detect
the main characteristics of the source area for measurements collected in
one point.
Footprint function for scintillometer systems
The peculiarities of a scintillometer measurements requires a footprint
model that takes into account the differences from point source techniques
as the EC one. The adopted approach considers a spatial integration of
single point footprints (computed as described in the previous sub-section
for EC systems) by means of the weighting function suggested by Go¨ckede
et al. (2005):





x11/6(P − x)11/6)]−1 (3.41)
This technique requires a discretization of the path length in a finite
number of elements, then one footprint is computed for each single segment.
The final foortprint is obtained by averaging the single footprint and
assuming for each one the corresponding weighting factor computed by
means of Eq. (3.41).
This approach allows to consider that the centre part of the path
has the highest influence on the scintillometer measurements (Figure 3.7).
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Finally, the addition of all individual normalised source areas along the
scintillometer path yield to the source area for a linear measurement.
It is interesting to highlight how both the total size and the shape of
the source area for scintillometer measurements are highly dependent on
the relationship between wind direction and path orientation, as already
demonstrated by Meijninger et al. (2002).
3.2 Other energy fluxes measurement
As reported in the previous sub-section, scintillometry technique allows
to measure˝only the sensible heat flux, requiring additionally measure-
ments of net radiation and soil heat flux for latent heat flux retrieval. Also
for the eddy correlation technique the availability of additional information
on energy budget terms permits to evaluate the quality of the turbulence
measurements and the reliability of balance closure (see sub-section 3.3).
Moreover, net radiation measurements are essential for many appli-
cations, e.g., albedo retrieval (Betts and Ball, 1997). Analogously, soil
heat flux measurements are fundamental, for example, in thermal iner-
tia applications for soil water content assessment (Murray and Verhoef,
2007a,b).
3.2.1 Net radiation measurements
Net radiation measurements can be directly performed by using a net-
radiometer, or separately measuring its components using pyranometer,
for short-wave radiation, and pyrgeometer, for long-wave radiation (Figure
3.8).
The net-radiometer (Figure 3.8, left panel) is used to measure the net
radiative flux in the wavelength range 0.3 to 40 µm. The net radiation flux
is computed as the difference between the radiative power received from
(or emitted to) the upper hemisphere and the radiative power received
from (or emitted to) the lower hemisphere, where both refer to the same
horizontal plane.
The operation principle of the instrument is based on the measurement
of the difference between the case temperature and the temperature of two
horizontal sensor planes, one looking upwards and one looking downwards.
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Figure 3.8: Schematic representation of instruments for net radiation measurements and
main measured variables. On the left panel a net-radiometer, on the right
panel a pyranometer and a pyrgeometer.
The case temperature is sensed separately by means of Pt-100 resistance
thermometer or similar.
Despite this instrument provides a simple way to measure Rn, its
operational principle do not allow to infer separately on the net radiation
short-wave and long-wave components.
When detailed information of radiative balance are required, the joint
use of a pyranometer and pyrgeometer represents an adequate tool (Figure
3.8, right panel). The coupled use of these two instruments is commonly
known as 4-component net radiometer.
Pyranometer easily provides short-wave radiation measurements adopt-
ing calibration to international standards or solar cells. In particular, the
instrument generates a electrical signal, converted in radiation by means of
a calibration constant. Generally this instrument is a blackened thermopile
devices equally sensitive across the solar spectrum (0.3–2.5 µm). Some
silicon photodetector sensors are sensitive in a limited part of the spectrum
only (0.4–1.1 µm), but are calibrated to give accurate readings in a wide
range of light conditions.
Ideally, solar radiation measurement requires that the sensor response
varies with the cosine of the angle of incidence. For this reason the
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pyranometer should have a so-called cosine response˝ that is close to the
ideal cosine characteristic. Generally the instrument is covered by a glass
or quartz dome, which improves directional response and provides both a
protection function (from convection) and a filtering of radiation outside
the measurement range.
Incoming and outgoing radiations are measured placing the instrument
facing -up or -down, respectively. Instruments which provide contemporary
upward and downward measurements are named albedometers, due to the
capability to infer the albedo as a ratio between downward and upward
observations.
Similar to pyranometer, the pyrgeometer measures the long-wave com-
ponents of the net radiation (4–40 µm) by means of a thermistor and a
resistance temperature detector built-in for case temperature compensating.
In fact, the measured signal represents the energy exchange (in the thermal
infrared) between the case of the instrument and the surface that it is
facing. In order to obtain a measurements of energy flux a correction for
case temperature is needed.
The filtering of solar radiation is generally realized by means of a silicon
dome with a solar blind filter coating.
If a double pyrgeometer (one facing up and one facing down) is used
for net log-wave radiation computation, the correction of the upward and
downward fluxes are not needed, because the two correction terms nullify
each other.
The joint use of pyrgeometer and suitable surface temperature mea-
surement allow the estimation of surface emissivity, by inversion of the
StefanBoltzmann law.
3.2.2 Soil heat flux measurements
Commonly, soil heat flux measurements are carried out by means of flux
plate; this sensor is constituted by a flat plate sensitive to the flow in the
direction perpendicular to the sensor surface (Figure 3.9). A thermopile
(i.e., a number of thermocouples connected in series) is used, generating
a voltage that is proportional to the temperature difference between the
joints. This temperature difference is proportional to heat flux, depending
only on the thickness and the thermal conductivity of the sensor and
surrounding medium. Generally, the thermopile is embedded in a filling
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Figure 3.9: Schematic representation of soil heat flux plate (redraw from Hukseflux,
2000).
material (usually a plastic).
In practical applications of measuring soil heat flux, conventional heat
flux sensors are not very reliable, this because the soil thermal param-
eters changes with soil water content. For this reason, the more recent
instruments are based on the self-calibration procedure.
Adopting this approach the sensor generates a known heat flux, and
the output signal is registered. If the output deviates from the predicted
value the thermal properties of the sensor and the surrounding medium
(soil) is different, and the conversion factor is re-calibrated.
Another (additive) correction to the measured data is related to the
energy stored in the layer above the heat flux plate. This correction is
required because plates are installed at a depth of about 5–10 cm whereas
surface fluxes (at z = 0) are required for practical applications.
The storage term can be computed if the change in soil temperature and
the volumetric soil heat capacity are known, this requires the knowledge
of the surface soil water content, as expressed by Eq. (2.75). These
measurements are generally provided by ancillary instruments conveniently
located (see as example Campbell-Inc. (2007) for more details).
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3.3 Energy balance closure check
One method to independently evaluates scalar fluxes estimated from
eddy covariance is energy balance closure. An imbalance between the
fluxes measured by eddy correlation system, H+λET , and an independent
measurement of the remaining available energy, Rn − G0, may indicate
inaccurate observation of turbulent fluxes (Wilson et al., 2002).
The emphasis on the word may is reported because, as introduced in
Chapter 2, the commonly adopted from of the surface energy budget, Eq.
(2.2), neglects the contributes of some terms that appear in the complete
formulation, Eq. (2.1). As a consequence, the imbalance of simplified
energy budget can be ascribed to these two different causes (instruments
inaccuracy and/or not negligible terms).
As observed by Wilson et al. (2002) the FLUXNET dataset shows
frequently (but not always) an underestimations of about 10–30%ofH +
λET with respect to the available energy. In literature several reasons of
this incongruity have been discussed, as summarized by Culf et al. (2004)
and Foken et al. (2006):
• the main source of uncertainties on energy balance closure is related
to the measurement errors of the eddy covariance technique, which
cause a systematic underestimation of the turbulent fluxes. However,
in the recent years the improvements in sensors and in the correction
methods have made the acquired data more reliable than in the past
(Moncrieff, 2004);
• the effective negligibility of storage terms is another aspect that
influences the balance closure, especially at local scale where their
contribute can be significant (Foken and Wichura, 1996);
• the unclosure of the energy balance was also connected with the
heterogeneity of the land surface (Panin et al., 1998). The authors
assumed that the heterogeneities generate eddies at larger time scales
than eddies measured with the eddy-covariance method; additionally,
advection and organized turbulence structures cause similar problems
(Finnigan et al., 2003; Kanda et al., 2004);
• energy imbalance can be also considered as a scale problem, related
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to the differences in source area sizes of the different measurement
techniques. Energy balance is based on the hypothesis that the source
area is the same for all the measured fluxes; actually, each flux is
a spatial average of a different source area. In fact, net radiation
and soil heat flux source areas are time-invariant, differently from
latent and sensible heat fluxes; moreover, G0 source area (≈ 1 m2) is
several order of magnitude smaller than H and λET ones (≈ 1 × 104
m2), and similar consideration can be made for Rn measurements
(≈ 1 × 102 m2).
Despite these considerations, traditionally, energy balance closure check
has been accepted as an important test of eddy covariance data (Anderson
et al., 1984; Mahrt, 1998). Additionally, due to the use of EC measurements
as a ground truth˝ for energy balance models validation, in practical
applications energy balance closure is enforced.
In the past years a number of studies (Anandakumar, 1999; Ezzahar
et al., 2009; Savage, 2008) have focused the attention on the estimation
of the uncertainties in H observations using different methodologies (e.g.,
eddy correlation, scintillometry, Bowen ratio, surface renewal).
As example, Foken (2008) found that λET and H errors are in the
ranges of about 10–20% and 5–15%, corresponding to 20–50 W m−2 and
15–30 W m−2, respectively.
The same author, found that the most accurate measurement is the net
radiation, with an error of about 6% and that the ground heat flux have
an higher percentage error, but with the lower value in terms of energy (≈
15 W m−2 for canopies full cover). The resulting, total, probable error of
Rn −G0 is of about 10% for homogeneous sites.
As introduced above, all models of surface energy and mass exchange
are based on the conservation principles; therefore, the use of surface flux
data to validate land surface models requires that conservation of energy
has to be satisfied, and the measured energy budget must be closed using
some method (Prueger et al., 2005; Twine et al., 2000).
A simple approach to check and enforce the closure is the one proposed
by Prueger et al. (2005), adopted for the SMACEX experimental campaign.
Following this approach, energy balance closure was computed from the
30-min averaged components and summed into daytime flux totals, defining
daytime periods by using the criteria: Rn > 100 W m
−2. The closure ratio
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and the offset between the average value of this ratio and the unitary
value was evaluated. The balance closure is considered satisfactory when
CR > 0.85 (Meyers and Hollinger, 2004; Prueger et al., 2005; Wilson et al.,
2002).
Moreover, Prueger et al. (2005) on the same dataset found that the
greater scatter in the data is in the λET measurements, suggesting that
when energy balance closure is problematic it tends to be concentrated in
λET . For this reason, the closure approach suggested by the authors is
to compute the latent heat flux as a residual terms of the energy budget
assuming unbiased the measurements realized for the other fluxes.
This methodologies, known as residual closure, draw up the eddy
correlation measurements to the scintillometer one, which adopts necessarily
the same assumption for λET determination. This method of closure is
generally very appealing because the measurements of λET are ignored
and unneeded (Stannard et al., 1994).
Another approach is to assume that β is correctly measured by EC
system, so the values of H and λET can be adjusted to balance the
available energy (Twine et al., 2000); in literature this methods is refereed
as the Bowen ratio closure.
Following this approach the SEB equation can be rearranged as:
Rn −G0 = (Hmis + ∆H) + (λETmis + ∆λET ) (3.43)
where the sub-script mis˝ represents the EC measured value, ∆H and
∆λET are the closure errors for H and λET , respectively.
Equation (3.43) assumes that errors in the measured available energy
are absent or negligible.
The two correction terms can be computed, preserving the measured








∆H = β(λETmis + ∆λET )−Hmis (3.44b)
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So, the corrected values of the fluxes can be computed as:
λET = λETmis + ∆λET (3.45a)
H = Hmis + ∆H (3.45b)
This approach have the advantage to take into account the measured
values of latent heat flux, spreading the error between the two most
uncertain data, proportionally to the magnitude. Despite that, due to the
well-known instability of β when it approaches negative values (see sub-
section 2.4.1), the application of this methodology can become problematic




SEB remote sensing-based approaches
Spatially distributed assessment of evapotranspiration was recognised
as one of the main topic in hydrological science in the last 30 years, due
to the significant spatial variability of this quantity in both natural and
agricultural landscape.
Despite the numerous approaches developed to estimate evapotranspira-
tion, it is widely recognized that the up-scaling of point-scale observation is
inapplicable, and a realistic parametrisation of spatially distributed model
is complex and extremely time-consuming.
The limitations in the application of hydrological and meteorological
approaches for evapotranspiration retrieval were partially addressed by
the increase in remotely sensed data availability. The attraction of using
remote sensing to monitor land surface temperature (using thermal infrared
spectral bands) and reflectivity (in visible and near infrared regions) is
explained by the ability of this tool to: i) return spatially distributed in-
formation on vegetation coverage and spectral characteristics (e.g., albedo)
over large heterogeneous regions; ii) observe surface temperature which
is closely related to surface energy fluxes partition, due to the impact of
land surface temperature in all the four main energy balance variables (see
Chapter 2).
The integration of remotely sensed data and land surface modelling
for evapotranspiration assessments can be realized in three different ways
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(Kalma et al., 2008):
• the first class of approaches calculates the latent heat flux (at the
remote observation overpass time) as the residual term of the energy
balance equation, using the remotely-sensed radiometric temperature
as a direct input of the SEB models. Daytime integration is realised
using self preservation parameters (see sub-section 2.4);
• the second type of approaches uses a combination of water stress
indices and meteorological-based ETp estimation to obtain time-
continuous evapotranspiration maps. Water stress indices can be
obtained by means of empirical approaches or SEB residual models;
• the third approaches are developed to compute all the components
of the surface energy budget (in the simplified form of Eq. (2.2))
using continuous Land Surface Models (LSMs) which include Soil-
Vegetation-Atmosphere Transfer (SVAT) schemes. In this context,
remotely-sensed data can be used to retrieve models input parameters
and as additional observations for data assimilation.
The next sub-sections briefly describe the approaches investigated in
this thesis, following the above introduced subdivision and referring to the
fluxes theoretical modelling drawn in the Chapter 2.
4.1 Residual SEB approaches
The so-called residual approaches base the estimation of evapotran-
spiration on the assumption of the reliability of energy budget equation,
computing the latent heat flux as a residual term.
In fact, all the remaining energy budget terms in Eq. (2.2) depend on
the land surface temperature, so the observation of this variable allows to
adopt the latent heat flux as an unknown in the energy budget modelling.
Of particular interest is the connection between remotely-observed
radiometric temperature and the aerodynamic temperature which appears
in Eq. (2.112) for sensible heat flux modelling. The replacing of T0 with
TRAD is generally accepted for dense canopies but this drives to high errors
for sparse canopies (Troufleau et al., 1997). To resolve the non-uniqueness
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of the T0 vs. TRAD relationship, a number of approaches were recently
developed.
The SEB models developed in the last two decades can be classified,
depending on the adopted scheme (see sub-section 2.3.3), in one-source, or
big-leaf, models (Monteith, 1965), two-source models (Shuttleworth and
Wallace, 1985) or multi-layer models, which are essentially an extension of
the two-source approach.
Table 4.1 reports a synthetic review of the main residual models devel-
oped to combine remotely-sensed data and SEB schemes.
In the next sub-sections the descriptions of the TSEB (Two Source En-
ergy Balance) model (Kustas and Norman, 1999; Norman et al., 1995) and
ALEXI (Atmosphere-Land Exchange Inverse) approach (Anderson et al.,
1997) are reported, with particular attention to the adopted hypotheses
for the numerical solutions of the two-source budget equations.
4.1.1 The TSEB model
The TSEB model, originally developed by Norman et al. (1995) and
subsequently adapted by Kustas and Norman (1999) for strongly sparse
vegetation, aims to accommodate the difference between aerodynamic
temperature and remotely-observed radiometric temperature by means of
the separation of canopy and soil contributions.
In fact, the soil and vegetation temperatures contribute to the radio-
metric temperature proportionally to the fraction of the radiometer field
of view occupied by each component. Instead, the contribution of these
temperatures to the aerodynamic one is proportionally to the resistances
to turbulent transport, and then there is no obvious relationship between
radiometric and aerodynamic temperatures.
The TSEB model bases its estimation on the following relationship for





c + (1− fc)T 4s
]1/4
(4.1)
where the effects of the sensor view angle on radiometric temperature and
fraction coverage were removed for near-nadir acquisitions.
A schematic description of the TSEB model is reported in Figure 4.1.
This flow chart highlights the connections among the main inputs, state
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4.1 Residual SEB approaches
Figure 4.1: Flow chart of the TSEB model. Orange boxes highlight remotely sensed
variables and blue boxes highlight the meteorological ancillary data.
variables and outputs of the model, summarizing the adopted procedure
later on described in this sub-section.
The modelling of net radiation is carried out, separately for canopy
and soil layers, by means of the Eqs. (2.48).
The short-wave components can be derived from Eqs. (2.49), assuming
clear sky conditions at the sensors time-overpass and so a solar radiation
computable using Eq. (2.24).
Differently, the long-wave components computation by means of Eqs.
(2.54) requires the knowledge of canopy and soil temperature. For this
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reason, a first guess estimation of Ln,s and Ln,c can be obtained assuming
Tc = Ta, then Ts by means of Eq. (4.1) inversion.
The soil heat flux is computed adopting the approach suggested by
Norman et al. (1995) in the original TSEB formulation (Eq. (2.82)), but
taking into account cg daily variability as introduced by (Santanello and
Friedl, 2003) via Eq. (2.84).
The parameters in the latest equation were assumed equal to: cg,max =
0.2 according to the variability explored by the studies of Choudhury (1987),
Friedl (1996) and Kustas and Daughtry (1990), Ct = 3600 s following Cellier
et al. (1996), and Bt = 74000.
In order to solve the system of Eqs. (2.124), (2.126) and (4.1) for
sensible heat fluxes modelling another equation is required. As initial
hypothesis, a reasonable estimation of Tc is obtained by partitioning the
net radiation in canopy layer into sensible and latent heat fluxes using
the Priestley-Taylor approximation (Priestley and Taylor, 1972). This







where fg is the fraction of LAI that is green (assumed to be unity when
no information is available), and αP-T is the Priestley-Taylor coefficient
equal to 1.26 for potential (unstressed) conditions.
The numerical solution adopted to assess Tc and Ts is the one reported
in the in the Appendix A of Norman et al. (1995), based on the linearization
of Eq. (4.1).
The linear approximation of vegetation temperature, Tc,lin, is repre-




























where the resistances ra, rs and rx are computed by means of Eqs. (2.114),
(2.131) and (2.129), respectively.
As reported in sub-section 2.3.3, the resistance ra is analogous to rah
assuming z0h = z0m.
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Considering valid the following approximation:
(Tc,lin + δTc)
4 = T 4c,lin + 4T
3
c,lin∆Tc (4.4)
which is realistic when Tc,lin  ∆Tc, a relationship for ∆Tc computation is
derived:
∆Tc =





























Finally, the correct value of Tc is given by:
Tc = Tc,lin + ∆Tc (4.7)
The soil temperature can be obtained from Eq. (4.1), therefore aerody-
namic temperature and soil heat sensible flux can be retrieved applying
Eqs. (2.126) and (2.124), respectively.
At this point, the soil evaporation can be computed as a residual term
of the soil energy balance equation (2.3a), as:
λEs = Rn,s −G0 −Hs (4.8)
If λEs is positive, then a correct partition of energy fluxes in soil and
canopy layers is reached. If λEs is negative, the energy assigned to the
transpiration process is too high, so a smaller value of αP-T is used since
λEs becomes zero, and Hs is equal to:
Hs = Rn,s −G0 (4.9)
An analytical solution of this second hypothesis can be obtained, start-
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Using the same approximation given by Eq. (4.4) but for T0:
∆T0 =































T0 = T0,lin + ∆T0 (4.13)
Finally, the soil surface temperature can be calculated as:




and the canopy temperature can be derived from Eq. (4.1). The canopy
sensible heat flux, calculated using Eq. (2.124), allows to obtain λETc as
a residual term of Eq. (2.3b).
This solution corresponds to a computation of canopy transpiration
using the Priestley-Taylor approximation with αP-T < 1.26.
If the difference between TRAD and Ta is very large, this second solution
can drive to negative value of λETc. In this case transpiration and soil
evaporation may be both equal to zero, and the balance closure is addressed
assuming Hc = Rn,s and G0 as a residual term of Eq. (2.3a).
During the iterative procedure adopted to solve the energy balance
equation with the correct value of αP-T, the stability functions (see Eqs.
(2.98) in sub-section 2.3) are computed as a function of H = Hc +Hs, in
order to correct the resistance values for diabatic conditions. Additionally,
the new value of Ts and Tc obtained from the sensible heat fluxes com-
putation are used to replace the first guess values used in net radiation
computation.
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Scene-based internal calibrated air temperature
Unlike the internally calibrated remote sensing based model (Allen
et al., 2007; Bastiaanssen et al., 1998a; Roerink et al., 2000; Su, 2002),
the TSEB approach uses the remotely observed surface temperature as a
direct input. As a consequence, the TSEB scheme has greater sensitivity
to uncertainties in TRAD retrieving procedure (Choi et al., 2009).
One of the main problem of using surface temperature derived by
remote sensing, is related to the uncertainties in its estimation, especially
when it is used jointly to in-situ air temperature measurements. In many
cases, in fact, the magnitude of the uncertainties is often comparable with
the aerodynamic difference (T0 − Ta) values (Norman et al., 2000).
Numerous factors need to be quantified in order to assess the accuracy
of surface temperature retrieval (Goetz et al., 1995), including sensor
radiometric calibration, correction for atmospheric attenuation of the at-
sensor signal, correction for surface emissivity, characterization of spatial
variability in ground cover (Hatfield et al., 1984), and the combined effects
of viewing geometry, background, and fractional vegetative cover (e.g.,
Friedl and Davis, 1994; Kimes et al., 1980; Norman et al., 1990).
Additionally, the use of measured air temperature requires the presence
of weather station in proximity of the study area, and an instrument
elevation (above the ground) greater than the maximum canopy height.
Especially the latest issues, can become problematic for applications in
areas characterized by tall vegetation.
An improvement in TSEB model performances can be obtained, as sug-
gested by Norman et al. (2006), introducing the internal-scene calibration
(IC) approach adopted by SEBAL (Surface Energy Balance Algorithm for
Land) model (Bastiaanssen et al., 1998a,b), in order to derive an estima-
tion of the air temperature. Assuming the presence in the scene of a well
irrigated full covered vegetation area, the air temperature, Ta,IC, can be
assessed using the relationship:









where T0 can be assumed equal to the observed radiometric temperature,
due to the absence of soil layer.
117
SEB remote sensing-based approaches
The air temperature obtained by Eq. (4.15), on the hypothesis of
uniform atmospheric forcing, can be used as upper boundary condition for
the whole scene.
4.1.2 The ALEXI approach
The ALEXI (Anderson et al., 1997) is an operational two-source model
able to evaluate the surface energy balance given measurements of the
time rate of change in surface radiometric temperature during the morning
hours.
The need of two-times morning remotely sensed TRAD observations
restrict the applicability to geostationary satellite. Currently, the regional
ALEXI model is being applied on a daily basis at 10-km resolution over the
continental U.S. using measurements of morning rise of surface temperature
from GOES-E and -W (Anderson et al., 2007a,b). Additionally, similar
projects are in development for Europe and Africa continents, thanks to
the high observation frequency of the new MSG/SEVIRI system (Anderson
et al., 2011; Li et al., 2009).
The two-source surface layer model adopted in ALEXI is analogous to
the TSEB model described in the previous section. In this case, due to the
not-negligible effect of the sensor field of view, the radiometric temperature












where fc(ϑ) is the fraction of the sensor field of view occupied by vegetation
when viewed at a zenith angle ϑ [rad].
For a canopy with a random distribution of leaves (see sub-section 2.1.4
for the extensions to clumped vegetation), fc(ϑ) ca be expressed as:






Assuming in the ALEXI the air temperature as additional unknown,
the system of equation described in sub-section 4.1.1 become unresolvable.
The ALEXI takes advantage from the temporal information, using it to
eliminate the need of ground measurements of air temperature.
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Figure 4.2: Scheme of the procedure used to diagnose ABL growth during the time
interval from t1 to t2. Dashed line represents the observed morning sounding.
Continuous line represents the shifted sounding (redraw from Anderson et al.,
1997).
In order to internally computes an above canopy air temperature at a
nominal blending height consistent with the observed surface temperature
(Anderson et al., 2008), in the ALEXI model the evolution of air tem-
perature is evaluated according to the independent balance of the energy
budgets at the surface (at two times t1 and t2) and the ABL growth.
The development of ABL and its energy conservation is described
by means of a simple slab-model of the mixing layer (McNaughton and
Spriggs, 1986). The slab-model assumes that the air within the layer is at
an uniform potential temperature (see section 2.3).
The subscript i˝ is used hereafter to indicates the quantities at the
specific time ti (with i = 1, 2).
Assuming that the height of boundary layer at time ti can be approxi-
mated by the value zi at which an adiabatic curve at the current mixed
layer potential temperature, θa,i, intersects an early morning temperature
profile (see Figure 4.2), similarly to Tennekes (1973).
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On the basis of this assumption, the height of ABL during the convective
phase is uniquely defined by the current surface air temperature and the
morning sounding. Neglecting the effects of subsidence and horizontal
advection, McNaughton and Spriggs (1986) suggest the following simplified
conservation equation of ABL over the time:







where θa(z) is the potential temperature profile in the mixing layer at the
time t1, obtained, for example, from an early morning sounding.
Following this scheme, the growth of the mixed layer, from height z1
to z2, is determined by the amount of energy supplied to the mixed layer
from the surface during the time interval t2 − t1 as sensible heat flux and
by the resistance to ABL growth.
Despite the extreme simplification, the errors related to these ones are
generally negligible in the practical applications, during morning and under
clear-sky conditions (Wetzel et al., 1984).
In order to solve Eq. (4.18), a linear sensible heat behaviour increasing
with time is assumed, valid in the morning hours from just after the sunrise
until just before the noon. This assumption allows to express the sensible











where the potential temperature in the mixed layer is assumed equal to
the air temperature of the surface.
The application of Eq. (4.19) requires that the temperatures of the
morning sounding are consistent with the air temperature derived from
the surface energy balance model component. However, in the practical
applications, local atmospheric soundings are unavailable; additionally,
systematic bias in the observed radiometric temperature will translated
into a bias in the estimates of θa.
To overcome these problems, the time-change in temperature is adopted
instead of absolute measured values assuming that the height of ABL at
time t1 is a small fixed value (z1 ≈ 50 m). As a consequence, the observed
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early morning sounding is shifted in order to obtain a value of θa,1 for
z = z1, and the integration in Eq. (4.19) is realized over this shifted profile
(see Figure 4.2).
Starting from a first guess estimation of Ta,1 and Ta,2, the use of Eq.
(4.19) allows a fist guess estimation of H1 and H2. These fluxes can be used
as input for the assessment of new values for Ta,1 and Ta,2 in according to
the surface energy budget at the two times:







In the Eq. (4.20) a first-pass estimation of Hc,i is obtained from
Eq. (4.2), with the Priestley-Taylor coefficient equal to 1.26, and Hs,i =
Hi −Hc,i.
The previous first guess estimations of Ta,i are replaced with these
new values, and the morning sounding is shifted according to the new Ta,1
value. The hypothesis of canopy potential transpiration is replaced using
an iterative approach following the same consideration described in the
TSEB sub-section (4.1.1).
On the basis of this description, it is clear how the main difference in the
TSEB and ALEXI required data is the absence of in-situ air temperature
measurements for the ALEXI, replaced by the early morning sounding. All
the ancillary meteorological data, including radio sounding, can be obtained
by global circulation model products, for example the ones provided by
ECMWF (European Centre for Medium-range Weather Forecast).
The choice of the time integration limits in Eq. (4.19) directly affects
the accuracy of the model estimates of surface fluxes. Obviously, the choice
of t1 and t2 is bounded by the assumption of the sensible heat flux linearity.
This limits the choice of t2 at least one hour before local noon, and of
t1 at least one hour after the sunrise. Additionally, the two observations
should be placed far enough in time so that a strong temperature change
is detected.
On these bases, the authors suggest to use radiometric surface temper-
ature measurements acquired at 1.5 and 5.5 hours past sunrise, yielding a
time interval between the two observation of t2 − t1 = 4 h .
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4.1.3 Daytime integration
All the remote sensing-based approaches provide instantaneous estima-
tions corresponding to the sensors overpass time. However, generally the
practical applications require integrated values of evapotranspiration over
the day.
The most common approach adopted the self-preservation of evaporative
fraction (Brutsaert and Sugita, 1992; Crago, 1996) and the negligibility
of the daily soil heat flux compared to the daily net radiation. On these





For instantaneous value computed around the 5.5 h past sunrise, An-
derson et al. (1997) found differences of about 10% between estimated and
measured energy fluxes. For this reason, these authors suggest to adopt a
value of evaporative fraction equal to Λ′ = 1.1Λ.
Another approach for the daily evapotranspiration assessment is based
on the dependence of evapotranspiration flux on incoming solar radiation,







The last method uses the ratio between instantaneous and daily refer-







where the ratio between instantaneous actual and reference evapotranspi-
ration represents the adjusted crop coefficient (KcKs) introduced by Allen
et al. (1998).
4.2 Water stress index approaches
High temporal and spatial resolutions ET assessment using the residual
approach requires the availability of adequate remotely sensed observations,
especially as regards as surface radiometric temperature maps.
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Figure 4.3: General scheme of the ET estimations based on water stress index approaches.
Continuous estimations of base variable is corrected by means of hot-spot
stress index in order to obtain continuous ET assessments.
In the case of operational high resolution thermal data (e.g., Landsat,
ASTER) the poor temporal resolution (≈ 15 days) allows only hot-spot˝
estimations of ET. On the contrary, daily available thermal data (e.g.,
MSG, MODIS) are charachterized by moderate/low spatial resolution, not
adequate for field scale applications in fragmented areas.
Additionally, the theoretical acquisition frequency of operational satel-
lites is reduced by cloud coverage, which limits also direct daily application
of residual approaches using moderate/low spatial resolution data.
For all these reasons, continuous daily ET estimations can be obtained
only combining stress index, derived from hot-spot ET estimates, with a
continuous estimation of a base˝ variable (Figure 4.3).
In the next sub-sections three methodologies are described, different
for the adopted base variable, focusing the attentions on the ancillary data
required for their application.
4.2.1 The Dis-ALEXI technique
The high temporal resolution of geostationary data, adopted for the
application of ALEXI model, generally allows almost daily ET estimations.
In fact, cloud coverage affects the estimates, for each pixel, only for few
days. The filling of these gaps is generally obtained using continuous
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Figure 4.4: Diagram representing the ALEXI (a) and Dis-ALEXI (b) modelling schemes,
highlighting sensible heat fluxes (H) resistances network. Dis-ALEXI uses
the air temperature predicted by ALEXI near the blending height (Ta,Dis-A)
to disaggregate low-resolution ALEXI fluxes, given high-resolution surface
radiometric temperature.
estimations of daily net radiation (as described in sub-section 2.1.5) and
applying Eq. (4.21) with Λ, for the cloudy pixels, assumed equal to the
value of the previous day.
Starting from ALEXI ET estimations, the Dis-ALEXI technique, (de-
veloped by Norman et al. (2003)), spatially disaggregate these coarse-
resolution regional maps (≈ 5-10 km) to finer resolution flux estimates
for local application. Dis-ALEXI uses the air temperature diagnosed by
ALEXI (Ta,Dis-A), instead of local observed air temperature (Figure 4.4), to
evaluate energy fluxes at local scale using a single high/moderate-resolution
thermal image.
Adopting this approach, the continuous variable is the estimate of
ET at coarse resolution available from ALEXI daily application, and the
hot-spot stress index is derived from ET estimates obtained when at high
resolution images are available (Figure 4.5). The ratio between high and
low resolution maps allows to obtain a proxy variable, useful for the coarse-
resolution ET maps disaggregation when high resolution thermal maps are
not available.
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Figure 4.5: Schematic representation of the time-integration of ALEXI/Dis-ALEXI ap-
proach. MSG/SEVIRI data allow continuous daily ET estimates (ETALEXI)
used as base variable. The ratio between ALEXI and Dis-ALEXI maps
represents the hot-spot stress index.
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This approach assumes that the spatial distribution of the stress factors
(e.g., water availability) within the low resolution pixel is the same between
two high resolution acquisition, but the average stress of the low resolution
pixel is variable in time.
4.2.2 The remote sensing physically-based method
This approach (named PM-based) is based on a continuous daily esti-
mations of ETp (base variable) by means of a direct applications of the
PM relationship (Eq. (2.117)) and hot-spot stress index represented by Ks
coefficient retrieved as ratio between ET, derived from residual approach,
and ETp itself (Figure 4.6).
The ETp estimations based on the PM approach can be expressed by
means of the following functional relationship:
ETp = f(Ta, u,RH,Rs, α,LAI, hc, rc,min) (4.24)
where the 4 variables (Ta, u,RH,Rs) represent the required meteorological
data, obtainable from weather station measures, α, LAI and hc are the
remote sensing-derived variables and rc,min, computed using Eq. (2.147),
substitutes the stomatal resistance in Eq. (2.117) for unstressed condition
(rc = rc,min).
The application of PM formulation when high resolution images are
not available is possible due to the low temporal variability of the remotely
observed surface parameters (α, LAI and hc), considered constant between
two consecutive high resolution acquisitions.
The hot-spot high spatial resolution observations of ET allow the





assumed constant between two acquisitions of high resolution image, and
used for ET assessment in absence of thermal data by inverting the Eq.
(4.25).
This approach allows to directly take into account the effective crop
characteristics in a spatial distributed way, replacing the assumption of
tabled crop coefficients, still requiring detailed measurements of meteo-
rological variables for the PM relationship applicability. However, the
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Figure 4.6: Schematic representation of the time-integration approach based on
phisically-based ETp estimations. PM formulations is used for ETp as-
sessment (base variables) and the stress parameter Ks (ratio between ET
and ETp) is the hot-spot stress index.
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use of constant stress condition between two high resolution images do
not allow to take into account the reduction of water availability due to
the evapotranspiration process or the increase in water availability due to
rainfall/irrigation.
4.2.3 The remote sensing simplified approach
The applicability of the previous described approach can be limited
by the availability of local weather station observation, especially for ET
estimations in wide areas.
For this reason, a number of approaches were developed in order to
assess reference evapotranspiration and crop coefficient using remotely-
sensed data, minimising the need of ancillary meteorological data.
A simple approach is based on the possibility to assess, in a reliable
manner, ET0 using an empirical-corrected version of the Priestley and Tay-
lor (1972) formulation, and on the relationship between the crop coefficient
and the remote sensing-derived vegetation index (e.g., NDVI), as reported
in Figure 4.7.
The methodology (named RS-based) suggest to assess ET0 [mm d
−1]







However, in warmer and dryer conditions, the classical PT formulation
appears to lead to an underestimation of the effective values. For this
reason a correction additional term is proposed, ∆corr [mm d
−1], to take
into account this discrepancy (de Bruin, 1987):








in which Rs is derived from MSG data (as reported in sub-section 2.1.1)
and Rso can be assessed using Eq. (2.58) with τsw = τswo.
The total net radiation can be computed separately for the short-wave
and long-wave radiations; the first one assuming the albedo equal to 0.23
and using the 30-minutes incoming solar radiation maps produced by the
LSA SAF from the MSG data (see sub-section 2.1.1). The long-wave
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Figure 4.7: Schematic representation of the time-integration approach based on simpli-
fied ETp estimations. Low resolution MSG data are used for ET0 assessment
and Kc −NDVI relationship is adopted for high resolution ETp assessment
(base variables). The stress parameter Ks (ratio between ET and ETp)
represents the hot-spot stress index.
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component, in the case of well-watered crop, can be reasonably assessed






where the extra-terrestrial solar radiation is computed using Eq. (2.5), and
the empirical coefficient assumes the same value suggested by de Bruin
(1987) for the Netherlands.
The only ancillary data required by this methodology for ET0 compu-
tation is the average daily air temperature, used for the computation of ∆
and γ in Eq. (4.26). This variable can be derived, for not-monitored area,
from ECMWF global circulation model products.
The potential evapotranspiration is assessed from the reference value by
means of the inversion of Eq. (2.118), adopting a crop coefficient derived
by the NDVI by means of the following empirical relationship proposed by
D’Urso and Menenti (1995):
Kc = 1.25NDVI + 0.2 (4.29)
High spatial resolution maps of NDVI can be retrieved by hot-spot
remotely observations, assuming a tiny temporal variability of this one and
then a constant value between two successive acquisitions.
This simplified approach, and analogous ones, was applied in a variety
of meteorological conditions and crop types, see for example Calera et al.
(2004), Er-Raki et al. (2007), Gonza`lez-Dugo and Mateos (2008), Heilman
et al. (1982), Neale et al. (1989).
The greater advantage of this approach is the simplification in ET0
estimation, which allows potential evapotranspiration assessment also in
area characterized by the absence of weather station.
4.3 Land Surface Models
Land Surface Models (LSMs) are a wide category of models developed
to estimate heat and mass transfer at the land surface. LSMs generally
contain physical, or empirical, descriptions of the transfer processes in
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the SPA continuum, and under proper initial conditions, they provide
continuous simulations when driven by weather data (Kalma et al., 2008).
One of the main limitation of LSMs applicability is the requirements of
a number of input parameters related to vegetation and soil characteristics,
which are not readily available for landscapes or regions. For this reason, as
discussed by Overgaard et al. (2006), energy-based LSMs are of particular
interest because their strong link to remotely sensed variables.
The two LSMs adopted in this thesis are both based on the numerical
solution of the hydrological balance based on the force-restore scheme. As
described in sub-section 2.5.1, this approach models separately the water
content dynamic in the surface layer and in the root zone by means of two
reservoirs scheme.
Starting from a defined initial conditions for θ1 and θ2, at t = 0, the
Eqs. (2.138a) and (2.138b) can be expressed, using the finite differences
method, as:

















Pe,i+1 + Ir,i+1 − Es(θ1,i) + ETc(θ2,i) +Q
)]
(4.30b)
where the sub-script i˝ represents the integration time step, fixed equal
to ∆t = 3600 s. The explicit dependence of Es and ETc from θ1 and θ2,
respectively, is adopted on the basis of the slow dynamic of soil water
contents.
The availability of meteorological variables at hourly scale allows the
solution of Eqs. (4.30a) and (4.30a) once defined the connections between
evapotranspiration process and soil water content. In the next sub-section
two approaches are described to model Es and ETc.
4.3.1 The dual-crop coefficient approach
A simple way to model the soil evaporation and the canopy transpiration
processes is the dual-crop coefficient approach (named 2-CC), introduced
by the FAO-56 paper (Allen et al., 1998) and described in sub-section 2.3.3.
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Adopting this approach soil evaporation can be expressed as:
Es = KeET0 (4.31)
where the coefficient for soil evaporation is modelled using the approach
introduced by Eq. (2.120).
The maximum value of Kc in Eq. (2.120) is assumed equal to a fixed




1 θ1 > θcr
θ1 − θwl
θcr − θwl θwl ≤ θ1 ≤ θcr
0 θ1 < θwl
(4.32)
Analogously, the crop transpiration can be simply modelled as:
ETc = KsETp (4.33)
where the potential evapotranspiration can be modelled in a physically-
based way as described in sub-section 4.2.2.
The stress coefficient, considering the water availability the only envi-
ronmental reducing factor, can be expressed as:
Ks =

1 θ2 > θcr
θ2 − θwl
θcr − θwl θwl ≤ θ2 ≤ θcr
0 θ2 < θwl
(4.34)
The values obtained from the Eqs. (4.31)–(4.34) allow the solution of
the hydrological balance for each time step.
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4.3.2 The SVAT approach
The approaches based on the detailed modelling of mass and energy
exchange in the SPA are generally known as Soil-Vegetation-Atmosphere
Transfer (SVAT) models.
A more detailed modelling of the evapotranspiration process can be
obtained on the basis of the complete solution of the two-source energy
budget Eqs. (2.3a) and (2.3b). In fact, the additional modelling of λEs
and λETc, by means of Eq. (2.125), allows to resolve the energy balance
also in absence of surface temperature measurements.
In particular, assuming:
• the in-series modelling of sensible and latent heat fluxes, Eqs. (2.124)
and (2.125),respectively;
• the net radiation partitioning modelled as described in sub-section
2.1.4;
• the soil heat flux defined by means of Eq. (2.81);
the solution of two-source surface energy budget can be obtained from the
following system of equations:
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34














where the four unknowns T0, Tc, Ts and e0 allow the estimation of all the
fluxes in Eqs. (2.3a) and (2.3a), including the latent heat one.











a12 = − 1
rx
(4.36b)
a13 = − 1
rs
(4.36c)
a14 = 0 (4.36d)
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a21 = 0 (4.36e)
a22 = − ∆
rx + rc
(4.36f)



























a33 = 0 (4.36k)





















a44 = − ρcp
γ(rs + rss)
(4.36p)




















































4.4 Data Assimilation in LSMs
The dependence of known coefficients b3 and b4 from the unknowns Tc
and Ts (by means of the terms Rn,c and Rn,s, see Eqs. (2.54) and (2.55))
is addressed by the iterative solution of the system of Eqs. (4.35). The
iterative approach allows also to take into account the effects of stability
conditions on resistance, analogously to the approach described for the
TSEB.
The functional connection between Es–ETc and hydrological balance
is obtained, in this case, by the dependence of the resistance rc and rss on
θ1 and θ2, expressed by Eqs. (2.145) and (2.146).
4.4 Data Assimilation in LSMs
The basic objective of data assimilation technique is to merge different
information sources, with the purpose to provide the best estimate of the
current state of an environmental system.
In the past, meteorologists and oceanographers have successfully man-
aged this challenge, developing numerous data assimilation techniques (see
Bennett and Ho, 1992; Courtier et al., 1993). Data assimilation has been
recently applied also in hydrological problems (McLaughlin, 1995), within
three data assimilation frameworks (McLaughlin, 2002):
• interpolation, adopted to characterize the state of the system in a
time-invariant condition;
• smoothing, adopted to characterize the time-dependent state of the
system over a fixed data interval when a set of observations are
available;
• filtering, adopted to characterize the state of the system over a grow-
ing data interval when new observation are continuously available.
In the context of continuous modelling of soil water content and evap-
otranspiration is obvious to refer to the filtering problem, which can be
solved with variational method or sequential assimilation. In the first case,
the whole set of available observations is used to update model state and
parameters. The second approach, involves the correction of state variables
(e.g., soil moisture) whenever new observation are available.
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In practise, due to the indefinitely increasing of observations, the varia-
tional schemes generally adopt fixed lag windows (Meirink and Bergamaschi,
2008) sometimes computationally inefficient. For this reason, the sequential
scheme are usually widely used.
Remotely sensed land surface temperature have been assimilated into
various point-scale scheme for land surface modelling (Kalma et al., 2008)
by comparing simulated and observed temperatures and adjusting either
state variable (e.g., Caparrini et al., 2003; Olioso et al., 2002) or model
parameters (e.g., Boulet et al., 1999; Braden and Blanke, 1993; Couralt
et al., 2005).
Significant progresses in the recent years in estimation surface fluxes
from thermal imagery sequences considerably improve the case studies on
the assimilation of ET or soil moisture maps derived from satellite, as
described by van der Hurk et al. (1997) and Pan et al. (2008).
Sequential assimilation algorithms typically divide the estimation pro-
cess into two steps (McLaughlin, 2002): 1) the propagation of the system
state between two following measurement times (also known as prediction),
and 2) the update of the state to account the new information (correction).
This approach is schematically described in Figure 4.8. Due to the stochas-
tic framework of the data assimilation, both propagation and updating
provide estimation of the probability density of the state.
Close form solution of the propagating of state density function and
successive updating is available, on the basis of Bayes theorem, only in the
simple linear Gaussian case. The solution of this problem is the widely
used Kalman filter (Kalman, 1960), which is the base for almost all the
practical filtering applications.
4.4.1 Kalman filtering problem
The theory on the optimal filtering of linear dynamic system with ad-
ditive Gaussian noise was initially developed by Kalman (1960). Following
his approach, the temporal evolution of the state of the system (in our
case the soil water content) can be functionally described as:
θt+1 = f(θt, jt, ψ, t) +$t (4.38)
where θt+1 and θt are the state of the system at the time t + 1 and t,
respectively, jt is the vector of forcing data (external inputs), ψ is the
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Figure 4.8: Sequential data assimilation filtering. The probability density of the state
is propagated forward to the next observation time and then updated by
means of the new measurements (redraw from McLaughlin, 2002).
vector of the model parameters and $t is the additive model uncertainty.
Since the system states are not necessarily observable, it is useful to
define a vector, yt, of the observable outputs (e.g., surface temperature,
energy fluxes) that depend on the states:
yt = g(ψ, t) (4.39)
The vector y (also known as prediction vector) is generally associated
to the observation vector, yˆ, which represent the remotely observed values
of the outputs.
If the Eqs. (4.38) and (4.39) are linear, with independent, Gaussian and




t+1 + Ξt+1(yˆt+1 − yt+1) (4.40)
in which the super-scripts +˝ and -˝ identify the update and propagate
state of the system, respectively.
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where Σθy is the forecast cross covariance of the state and the prediction,
Σyy is the forecast error covariance matrix of the prediction and Σy is the
covariance of the remote observation.
In the Eq. (4.41) the sub-script t˝ was skipped just for simplicity
from all the terms.
4.4.2 The ensemble Kalman filter
Despite its interesting features (e.g., optimality, analytical solution)
the hypotheses adopted for the derivation of the Kalman filter preclude
the applicability in strongly non-linear model or system characterized by
non-Gaussian errors.
For this reason, Evensen (1994) have introduced the so-called Ensemble
Kalman Filter (EnKF), which bases the computation of the error covariance
matrices by means of Monte Carlo method (Liu and Chen, 1995).
Ensemble filtering provides an alternative that addresses many of the
difficulties posed by high-dimensional non-linear filtering problem (Evensen,
1994; Miller et al., 1994; Reichle et al., 2002). More recently, smother
methods were also introduced (e.g., Cohn et al., 1994; Evensen and van
Leeuwen, 2000), but these ones are not considered in this work.
In the EnKF framework, the covariance matrices are computed by
means of an appropriate ensemble of the model states. Because an en-
semble of finite size, nr, only provides an approximation of the true error
covariance matrix, the ensemble size in the Monte Carlo sampling should
be opportunely chosen.
The use of Monte Carlo procedure allows to compute the covariances
in Eq. (4.41) by means of a numerical solution. The Eq. (4.41) can be
applied to update both the system state and the model parametrisation,
as described in the following sub-sections.
State update filtering
The flow chart in Figure 4.9 schematically represents the EnKF proce-
dure adopted to update the system state.
After defining the sample size, the forcing data are perturbed by adding
a noise, ηit, with covariance Σ
j to the i-th (of nr) replicate:




t ∼ N(0,Σj) (4.42)
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Figure 4.9: State update flowchart using the ensemble Kalman filter (adapted from
Moradkhani et al., 2005).
The nr model forecasts are obtained by propagating the forcing data





t , ψ, t) +$
i
t i = 1, ..., nr (4.43)
where the model parameter vector are time-invariant and defined a priori.
When the observation are available, the i-th trajectory of the observa-
tion replicates are generated by adding the noise ς it with covariance Σ
y, as
defined in Eq. (4.41).
The replicates of the state are then updated by means of the ensemble







t+1 − yit+1) (4.44)
where Ξθ is computed by means of Eq. (4.41). The main advantage of
this approach is that the estimation of the a priori error covariance is
not needed, although it can be numerically computed from the ensemble
replicates.
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Dual state-parameter filtering
Although models are generally defined by means of parameters that are
physically defined and time-invariant, one of the main source of uncertain-
ties in a model prediction is its parametrization. Models parameter can be
estimated in a batch-processing using historical data or by means of their
physical meaning. Because there is no guarantee that model parametriza-
tion is correctly realised and its behaviour does not change over the time,
model adjustment through the time may be required (Moradkhani et al.,
2005).
An alternative way for model parameters estimation problem is the
dual state approach, designed as two sub-sequential filters as described in
Figure 4.10.
Following this approach, the time-dependent model parameter, ψt, are
updated similarly to the system state according to the standard Kalman
filter equation. In order to extend the applicability of this approach to
parameter estimation, we need to treat the parameters similarly to the
state variables with the difference that parameter evolution should be set
up artificially (Gordon et al., 1993).
Following the approach suggested by West (1993a,b), known as kernel
smoothing, the parameters samples are artificially propagated as:
ψi−t+1 = αpψ
i+
t + (1− αp)ψ+t + hpυit υit ∼ N(0,Σψ) (4.45)
where ψ+t is the samples average, αp is the shrinkage factor (0,1), and hp
is the smoothing or variance reduction parameter. The last two are related
by: α2p + h
2
p = 1.
The propagated parameter samples are updated, before to update the







t+1 − yit+1) (4.46)
The Kalman filter for the case of parameters vector update is defined,






where Σψy is the cross covariance of the parameter ensemble and prediction
ensemble.
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Figure 4.10: Dual state-parameter estimation flowchart using the ensemble Kalman
filter by kernel smoothing of parameters (redraw from Moradkhani et al.,
2005).
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Equality constrain
Due to the update of system state, the EnKF causes the water budget
imbalance. For this reason, the final step in data filtering is the application
of a water balance constraint filter, as suggested by Pan et al. (2008). This
constraint works as a post-processor that redistributes the budget imbalance
term back into various balance terms according to their uncertainty levels.
In particular, we adopts a simplified version of this approach which as-
signs the imbalance term only to soil evaporation and canopy transpiration,
proportionally to the fluxes magnitudes.
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Chapter 5
Study area and materials
In this chapter the description of the test site monitored during the
2007–2009 period by means of micro-meteorological installations, including
two eddy-covariance and a scintillometer systems is reported. During the
2008 the same area was interested by a set of remote sensing airborne
acquisitions, in order to retrieve high resolution maps of some variables
of hydrological interest. Contextually, MSG products, processed by LSA
SAF system, were acquired and used for coarse spatial resolution variables
retrieval. This dataset was used for the analysis of micro-meteorological
measurements reliability, following the criticisms highlighted in Chapter
3, and for the application and validation of the approaches described in
Chapter 4.
5.1 Test site description
The study site is located in southern Italy, Sicily, in a highly fragmented
agricultural landscape, mainly dominated by orchards and vineyards with
strongly clumped vegetation cover, set in a typical Mediterranean climate.
In detail, the experiment site is located in south-west coast of Sicily
about 5 km south-east of the town of Castelvetrano (TP) (37°38’35” N
latitude and 12°50’50” E longitude). The crops grown in this region are
mainly olive trees, grapes and citrus trees. The landscape around the study
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Figure 5.1: Geographical localization of the study area. The blue box demarcates the
area interested by airborne acquisitions, highlighted on the right. Red and
yellow boxes demarcate an area one and three-times the average MSG pixel
(≈ 3.2 km side length), respectively. Both the boxes are centered on the
airborne acquisition area. The green filled area in the right-side images
highlights the field interested by micro-meteorological installations.
site is generally flat and highly fragmented, with a mean field size of few
hectares, alternating different crop types and fallow fields with bare soil
(Figure 5.1).
The area interested by airborne remote sensing acquisitions encompasses
a surface of approximately 160 ha (1.6 km2) in area. In the eastern side
of this area is located a meteorological installation of the SIAS (Servizio
Informativo Agrometeorologico Siciliano), which provides measurements
of the main meteorological variables (e.g., incoming solar radiation, air
temperature, pressure and humidity, wind velocity and rainfall).
From a climatic standpoint, the area is characterized by a typical
Mediterranean climate with moderate rainfall during the autumn and
winter periods and very high air temperature, with little precipitation
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Figure 5.2: Daily average solar radiation observed by SIAS station from June to October
2008. Orange line with circles represents Rs, dotted black line Rso. Black
vertical bars highlight the airborne overpasses.
during the summer months. The phase shift between the crop phenological
(growth) cycle and the rainfall events generally results in a high evaporative
demand during the Summer period, especially in absence of precipitation
during the Spring. The average annual rainfall ranges, in the last 5 years,
from 450 to 650 mm; on the contrary, atmospheric evaporative requirement
(computed using the FAO-56 formulation) generally exceeds the annual
rainfall, and ranges, in the same period, between 1000 and 1200 mm.
Figures 5.2–5.6 show the daily values of the main meteorological vari-
ables in the period June–October 2008.
The observed solar radiation values (Figure 5.2) highlight an almost
constant value of about 350 w m−2 in the first two observed months (June
and July), and a decrease close to linearity in the remaining period, to a
value of about 150 w m−2 in the last days of October. The upper envelope
of Rs values with the Rso ones confirms the good response of the station
on the basis of the integrity analysis suggested by Allen et al. (1998).
Air temperature data (Figure 5.3) analysis shows how the dataset can
be subdivided in two main periods: a first one, June-August, with an higher
average value (≈ 298 K) and strong variability; a second one, September-
October, with lower average value (≈ 292 K) and smaller variability.
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Figure 5.3: Daily average air temperature observed by SIAS station from June to
October 2008. Black vertical bars highlight the airborne overpasses.
Figure 5.4: Daily average air relative humidity observed by SIAS station from June to
October 2008. Black vertical bars highlight the airborne overpasses.
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Figure 5.5: Daily total rainfall observed by SIAS station from June to October 2008.
Black vertical bars highlight the airborne overpasses.
Figure 5.6: Daily average horizontal wind speed observed by SIAS station from June to
October 2008. Black vertical bars highlight the airborne overpasses.
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Opposite behaviour can be found in air relative humidity data (Figure
5.4), where a first low humidity period is followed by a second moist period.
Both these behaviours can be explained by the analysis of rainfall
plot (Figure 5.3), which presents two significant rainfall periods in the
middle-end of September, with a total rainfall of about 40 mm, and at the
end of October (60 mm).
Finally, the analysis of horizontal wind speed data (Figure 5.6) do not
show particular trend in the data, with an average value of about 2.5 m
s−1, with extremes of about 1 and 5.5 m s−1.
The southern part of the area is mainly characterized by olive orchards,
and in particular an olive (Nocellara del Belice) field of about 13 ha in
size (demarcated by green-filled area in Figure 5.1) located within the
Consiglio˝ farm. This orchard was the object of micro-meteorological
measurements by means of the experimental stations.
The orchard olive trees have been planted on regular grid with a plants
density of about 250 trees/ha. The mean olive canopy height is about 3.3
m with a mean fractional canopy cover of approximately 0.35. The soil
can be classified as silty clay loam, according to the USDA classification,
with average content of clay, silt and sand of 24, 16 and 60% respectively.
In order to analyze the in-field homogeneity, the entire olive orchard
was subdivided into 7 sub-plots (Figure 5.7). The main average sub-plots
characteristics are reported in Table 5.1.
The small standard deviation (±0.04) of the field fraction cover confirms
a quite good homogeneity, allowing to consider the field suitable for micro-
meteorological installations.
In Figure 5.7 the locations of the micro-meteorological installations, as
detailed in the next sub-section, are also reported.
5.2 Experimental installations
As introduced in the previous sub-section, the experimental olive or-
chard was monitored by means of three micro-meteorological installations.
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Figure 5.7: Orthophoto of the test field, and its partition in sub-plots with localization
of the eddy covariance (EC1 and EC2) and small aperture scintillometer
(SAS) installations.




fc Irrigation[ha] [m × m]
1 3.15 8 × 8 0.32 trickle
2 0.95 6 × 6 0.39 sprinkler
3 3.00 5 × 8 0.30 trickle
4 2.71 8 × 5 0.36 sprinkler
5 1.46 8 × 8 0.41 aspersion
6 1.31 5 × 8 0.32 sprinkler
7 1.11 5 × 8 0.35 sprinkler
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Figure 5.8: Eddy-covariance installation EC1.
5.2.1 Eddy-covariance system, EC1
The eddy-covariance system EC1 is located, as reported in Figure
5.7, in the northern part of the experimental field and it is part of the
CarboItaly project, the Italian network of eddy covariance installations
for agricultural and forest sink˝ (Papale, 2006).
The installation was set-up in the spring of the 2006 and it still provides
continuous measurements of water vapour, carbon dioxide and other energy
balance component fluxes. It is propriety of the SIAS and is managed
by the research group of Prof. Motisi (Dipartimento di Colture Arboree,
Universita` degli Studi di Palermo) and by the CNR-IBIMET (Bologna).
The EC1 system (Figure 5.8) consists of a NR-Lite-L net radiometer
(Kipp & Zonen), placed at an elevation of 8.5 m, for field representative
(canopy and soil) measurements of: i) incoming beam and diffuse solar
radiation plus long-wave irradiance from the sky, ii) outgoing reflected
solar radiation plus terrestrial emitted long-wave component. The soil heat
flux was measured using three flux plates (HFP01, Hukseflux ) located in
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Figure 5.9: Detail of CSAT3-3D sonic anemometer and LI7500 open-path gas analyzer
the of the EC1 system.
the exposed bare soil at a measurements depth of about 5 cm. Both net
radiation and soil heat flux measurements were stored at 30-minute time
interval.
The high frequency measurements were carried out by means of a
CSAT3-3D sonic anemometer (Campbell Scientific Inc.) and a LI7500
open-path gas analyzer (Li-cor Biosciences Inc.), that measured the concen-
tration of H2O and CO2, installed at an elevation of 8 m above the ground
(Figure 5.9); sample frequency for the raw data for both instruments was
10 Hz.
All the data were recorded using a CR3000 datalogger (Campbell
Scientific Inc.) equipped with a PCMCIA memory card, without the need
of external portable computer for data storage. The half-hourly values
were successively derived in the post-processing phase.
The post-processing phase follows the CarboEurope IP standard pro-
tocol. In summary, the de-trending technique, reported in (Moncrieff
et al., 2004), was applied, sonic anemometer data were transformed using a
coordinate rotation (Finnigan et al., 2003) and the correction for spectral
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Table 5.2: Main characteristics of SLS20 double beam small aperture scintillometer.
Parameter Symbol Unit Value
Wavelength λwl nm 670
Diameter D mm 2.5
Separation between two beams d mm 2.7
Path length P m 95
Fresnel zone F mm 8.0
loss was performed (Moncrieff et al., 1997).
High frequency anemometer data were corrected for sonic temperature
and sensible heat flux (Liu and Peters, 2001; Schotanus et al., 1983) and
vapour pressure data were corrected by means of Webb-Pearman-Leuning
procedure (Moncrieff et al., 1997).
Finally, the data were adjusted by means of a de-spiking procedure as
described by Vickers and Mahrt (1997).
5.2.2 Scintillometer system, SAS
The scintillometer installation was located in the middle of the olive
experimental site (see Figure 5.7) and acquired data during three separate
periods: July–September 2007, August–October 2008 and May–August
2009.
The instruments used in this experiment were composed by the Optical
Energy Balance Measurement System (OEBMS1) developed by Scintec
AG. In detail, the system included a SLS20 double beam small aperture
scintillometer (Figure 5.10), characterized by an aperture size of 2.5 mm,
a beam displacement of 2.7 mm, a beam divergence of 5 mrad, and an
operational beam wavelength of 670 nm. These and others main SAS
characteristics are reported in Table 5.2.
Both transmitter and receiver were installed on two tubular scaffolding
iron-frameworks, with a path distance of about 95 m, along the north-south
direction almost perpendicularly to the dominant wind direction. The
instrument height was set-up at 5.8 m for the 2007, and 7.1 m for the 2008
and 2009.
Net radiation was measured using a two component pyrradiometer
(Schenk GmbH, model 8111), installed at an elevation of 7.5 m a.g.l., as the
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Figure 5.10: Scintillometer installation SAS.
difference between the radiation received from the upper sensor hemisphere
and the radiation received from the lower sensor hemisphere, where both
refer to the same horizontal plane (Figure 5.11).
Soil heat flux was computed using three soil heat plates (HFP01SC,
Hukseflux ), placed respectively: one in correspondence of canopy foliage
projection, in order not to be exposed to direct solar radiation; one in an
always directly exposed bare soil; and the last in an intermediate position.
Data from the three soil plates have been finally averaged to retrieve a
field scale representative value.
All the OEBMS1 data were acquired every 2 minutes, with scintillome-
ter raw data coming from an average of 20 acquisitions, using a signal
processing unit interface with all the sensors and a connection with a PC.
The SAS raw data were directly post-processed by the acquisition
software, which returns as output: sensible heat flux, friction velocity,
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Figure 5.11: Pyrradiometer (Schenk GmbH, model 8111) of the OEBMS1 system in-
stalled on the SAS transmitter iron-frameworks at an elevation of 8 m a.g.l.
(upper panel). In the lower panel a detail of the pyrradiometer (on the
right side) and of the solar radiometer (on the left side).
scale temperature and Monin-Obukhov length for both stable and unstable
conditions.
As described in sub-section 2.3, the latent heat flux is computed directly
by the acquisition software as a residual of the energy balance equation,
on the basis of the other components measurements, and also in this case
both for stable and unstable sensible heat flux cases.
The choice of the proper stability condition, and the relative MOST
derived fluxes, was done with auxiliary air temperature gradient measure-
ments realized by two aspirated temperature sensors PT-1000 (Figure 5.12),
placed above the ground at about 4 and 5.5 m.
In addition, in the post-processing phase, the 2-minutes time step fluxes
154
5.2 Experimental installations
Figure 5.12: Detail of the two aspirated temperature sensors PT-1000 of the OEBMS1
system. The two sensors, placed at an elevation above the ground of about
4 and 5.5 m, allow to detect the proper stability conditions.
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were averaged to a 30-minute and 1 hour time interval, to allow the direct
comparison with the eddy-covariance outputs ad models estimations.
5.2.3 Eddy-covariance system, EC2
The eddy-covariance system EC2 was installed in the 2009 in the middle
of the SAS path, as highlighted in Figure 5.7, with the aim to minimize
the discrepancies in the two technique source areas.
The EC2 system (Figure 5.13) is constituted by a CNR-1 four compo-
nent net radiometer (Kipp & Zonen), placed at an elevation of 8.5 m. This
instrument, in the 4SCM configuration, allows to measure separately two
short-wave radiation signals (incoming and outgoing) and two far infrared
signals (emitted and incident) and, for calculation purpose (see sub-section
3.2.1), case temperature by means of one PT-100 signal. The two solar
radiation measurements were performed by face -down -up CM3 sensors,
and the far infrared radiation by means of two analogous CG3 sensors.
The soil heat flux was measured using two flux plates (HFP01, Huk-
seflux ) located in the exposed and shadowed bare soil, respectively, at a
measurements depth of about 10 cm. Both net radiation and soil heat flux
measurements were stored at 30-minute time interval.
The high frequency measurements were carried out, similarly to the EC1
system, by means of a CSAT3-3D sonic anemometer (Campbell Scientific
Inc.) and a LI7500 open-path gas analyzer (Li-cor Biosciences Inc.), that
measured the concentrations of H2O and CO2, installed at an elevation of
7 m above the ground (Figure 5.13); sample frequency for the raw data for
both instruments was 20 Hz. The EC2 high frequency instruments were
placed at the same height of the SAS laser path, in order to minimize, also
in this case, the discrepancies between the two measurements.
Additionally measures are canopy and soil surface radiometric tem-
perature realized using two IRTS-P precision infrared sensors (Apogee
Instruments Inc.), placed at an elevation above the ground of 4 and 1.5 m,
respectively.
Moreover, standard low-frequency (30-minutes) meteorological mea-
surements as air temperature, pressure and humidity, wind speed and
direction, were realized. Photosynthetically Active Radiation (PAR, in-
coming radiation in the range 0.35–0.75 µm) was measured, separately for
total and diffuse components, by means of two SKP 215 quantum sensor
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Figure 5.13: Eddy-covariance installation EC2.
(Skye Instruments Ltd.), one of which was equipped with a shadow-band
to obscure the solar disk from the sensor.
Finally, vegetation growth were continuously monitored by means
of SKR 1800 two channel light sensor (Skye Instruments Ltd.), for the
measurements of reflectances in red (0.66 µm) and near-infrared (0.73 µm)
bands, used for vegetation indices assessment (e.g., NDVI).
All the data (low and high frequency) were recorded using a CR5000
datalogger (Campbell Scientific Inc.) equipped with a PCMCIA memory
card.
The high frequency data were pre-processed adopting the procedure
implemented by Manca (2003), substantially analogous to the one described
for the EC1 raw data.
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Figure 5.14: Duncantech MS4100 relative spectral responses for green (G), red (R) and
near-infrared (NIR) bands.
5.3 Acquisition and processing of remotely sensed
data
The remotely-sensed dataset used to apply the previous described
approaches is constituted by 7 high resolution airborne images, acquired
between June and October 2008 as part of the DIFA (DIgitalizzazione
della Filiera Agroalimentare) project, and LSA SAF products derived from
MSG images acquired in 2007 and 2008.
5.3.1 Airborne - high resolution images
The airborne remote sensing data were collected by Terrasystem s.r.l.
using a SKY ARROW 650 TC/TCNS aircraft, at a height of nearly 1000
m a.g.l.. The platform had on board a multispectral camera Duncantech
MS4100 with 3 spectral bands at green (G, 530-570 nm), red (R, 650-
690 nm) and near-infrared (NIR, 767-832 nm) wavelengths, and a Flir
SC500/A40M thermal camera for radiometric temperature estimation.
The Duncantech sensor relative spectral responses are reported in Figure
5.14. The nominal pixel resolution was approximately 0.6 m for VIS/NIR
acquisitions, and 1.7 m for the thermal-IR data.
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Table 5.3: Scheduling of the airborne remotely-sensed images.
n. flight Date DOY
Time
[local∗]
1 11/06/2008 163 13:30
2 03/07/2008 185 11:00
3 22/07/2008 204 11:30
4 22/08/2008 235 12:00
5 03/09/2008 247 11:30
6 10/10/2008 284 11:00
7 21/10/2008 295 11:30
∗local time = UTC + 2
In Figures 5.2–5.6 the scheduling of the acquisitions (vertical black
lines), along with the temporal trend of the main meteorological variables
observed by SIAS weather station are overimposed. A summary of the
acquisition days and time are also reported in Table 5.3.
Of particular interest are the two moderate rainfall events (of about
10 and 25 mm) that occurred between the 5th and the 6th remote sensing
acquisitions on DOY 258 and 267 (see Figure 5.5). These events made
the last two acquisitions different from the previous overpasses in terms
of water availability and, consequently, potential water stress conditions.
Additionally, the analysis of Figures 5.3, 5.4 and 5.2 highlights how the
air temperature and humidity and the solar radiation were completely
different for these last two acquisitions.
Measurement campaigns for airborne data calibration
To produce reliable surface reflectance and radiometric surface temper-
ature maps, removing effects of atmospheric absorption and scattering, the
aircraft imagery was semi-empirically calibrated using in-situ radiometric
observations. Additionally, retrievals of vegetation properties such as LAI
and canopy height were improved using ground-truth data.
The ground measurement campaigns were conducted during each of
the 7 acquisition days, starting 2 hours before the acquisition and finishing
2 hours after the aircraft overpass.
Specifically, spectroradiometric measurements were collected with an
ASD Inc. FieldSpec HandHeld spectroradiometer over a number of natural
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and artificial surfaces with different radiometric characteristics, surface
temperature was measured using non-contact thermal-IR radiometers, LAI
was measured for different crops using a LAI2000 optical instrument (Li-cor
Biosciences Inc.), together with canopy height measurements. A linear
interpolation (in time) of both spectroradiometric and surface temperature
measurements was used for all the ground targets, in order to extrapolate
the values at the same time of aircraft overpass.
Retrieval of variables of hydrological interest
In order to obtain the spatial distribution of the variables of interest for
hydrological applications, the acquired snapshots were combined into a set
of mosaics to overlap the entire study area. The obtained G, R and NIR
maps of the 7 date were geo-referenced, radiometrically calibrated, and the
atmospheric influence was removed by means of the empirical line method
(Slater et al., 1996) using the spectroradiometric information collected by
in-situ measurements.
Similar corrections were applied to the thermal images to obtain ground-
emitted radiance, R↑ [W m−2 µm−1 sr−1], starting from the at-sensor data,
Rsens [W m
−2 µm−1 sr−1].
Details on the pre-processing phase are reported in the Appendix A,
with particular regard on the empirical radiometric calibrations of the
multispectral and thermal images.
The multispectral images were used to derive the Normalized Difference





This index assumes value between -1 and +1, and it is useful to distin-
guish water body (NDVI <0) and land surface (NDVI >0). Additionally,
NDVI can be used to discriminate full covered area and bare soil pixels;
for this purpose limit values of NDVImax = 0.85 and NDVImin = 0.15 were
assumed.
These limits can also be used for nadiral fraction cover retrieval by
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where the exponent 0.9 is equal to the one suggested by Richter and
Timmermans (2009).
This relationship was validated by means of a comparison with plot-scale
average fraction coverage derived from an orthophoto (0.4 m resolution)
acquired in correspondence of the first flight using a Canon EOS 20D digital
camera. The average fraction coverage was derived, for each sub-plots
demarcated in Figure 5.7, by means of a fixed threshold to distinguish
between vegetate and non-vegetated areas. The results obtained for the
sub-plots using Eq. (5.2) are the same reported in Table 5.1.
The surface albedo was retrieved using Eq. (2.38), with the weighting
factors calibrated by means of a weighted linear combination of the observed
reflectances (Price, 1990). For this purpose, true˝ albedos were derived by
means of spectral integration of signatures on different targets. Artificial
reflectances for bands G, R and NIR were retrieved from the same data using
the relative spectral response functions. Minimization of the difference
between true˝ albedos and simulated ones led to the following relationship:
α = 0.312rG + 0.277rR + 0.411rNIR (5.3)
A comparison of the true˝ albedo vs. simulated one is reported in
Figure 5.15 in order to highlight the high performance of Eq. (5.3).
Leaf area index maps were derived using the following formula, intro-
duced by Clevers (1989):








where the parameters 0.75 and 0.95 were locally calibrated using the in-situ
measurements of LAI at plant scale. The lower limit of validity of Eq.
(5.4) was fixed equal to NDVI > 0.15, assuming the LAI null for the lower
values.
The results of calibration procedure for the first images are reported
in Figure 5.16, where the measured LAI is compared with the modelled
one derived from the NDVI maps. Due to the negligible variability of LAI
for the olive trees (observed in the in-situ measurements), the calibration
parameters were taken constant during the whole study period.
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Figure 5.15: Analysis of weighted linear combination approach for albedo retrieval.
Reference values were derived from spectral integration of signature on
different targets, modelled values were obtained from simulated remotely
sensed data using Duncantech MS4100 camera relative spectral response
functions.
Finally, the canopy heights were retrieved by means of local calibrated
LAI-based polynomial empirical relationship, as suggested by Anderson
et al. (2004). The result of the calibration procedure is reported in Figure
5.17.
Radiometric surface temperature maps, primary input of the TSEB
model, were retrieved from ground-emitted radiance (see Appendix A) by












where c1 and c2 are two constants from Plank’s law, λwl is the middle
wavelength of the Flir camera spectral response (≈ 10.5 µm) and 0 was
estimated using the relationship proposed by Sobrino et al. (2007) for
the CIMEL 312-1 band 1 (see sub-section 2.1.3). In this equation the
dependencies of R↑ and 0 from wavelength are removed just to simplify
the notation.
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Figure 5.16: Analysis of LAI images calibration procedure. The measured values were
derived, at plant scale, by means of Li-cor measurements and modelled
values were obtained by means of calibrated Clevers model.
The surface temperature and biophysical parameters obtained maps
were aggregated and co-registered to a common resolution of 12 m, to
avoid spatial discrepancies between the multi-spectral and thermal datasets,
following the suggestion of Anderson et al. (2004).
The aggregation procedure was essentially performed by means of the





where the subscript i˝ indicates the high resolution pixel inside the lower
resolution one, and fi is a weighting factor which takes into account the
fraction of low-resolution pixel occupied by a high resolution one.
In the case of surface albedo, in order to determine separately the albedo
of canopy and soil inside the 12 m resolution pixel, the average expressed
by Eq. (5.6) is extended only to the vegetated pixels (NDVI > 0.85) and
bare soil pixels (NDVI < 0.15), respectively.
The up-scaling of radiometric temperature was performed, instead, by
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Figure 5.17: Analysis of hc images calibration procedure. The measured values were
measured for the same plant adopted for LAI calibration and modelled
values were obtained by means of locally-calibrated empirical relationship.








The resolution of 12 m was also selected in order to obtain a pixel
dimension just greater than the average rows space, minimizing the presence
of bare soil (or full covered) pixels inside sparse vegetated fields. In fact, at
higher resolutions (in the order of 100 m), these areas are constituted by
an alternation of full vegetated and bare soil pixels, not well schematized
using the two-source in-series resistance network.
5.3.2 MSG satellite - low resolution images
The adopted low resolution maps were obtained, as previously intro-
duced, by LSA SAF system (Figure 5.18, http://landsaf.meteo.pt/) for
the period 2007–2008. The products used in this thesis are the radiometric
temperature (named LST), fraction coverage (named FVC) downwelling
short-wave (named DSSF) and long-wave (named DSLF) radiations.
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Figure 5.18: Homepage of the LSA SAF system (http://landsaf.meteo.pt/).
The entire dataset consist of 717 daily FVC images (743 MB), 34,006
half-hour DSSF images (1.3 GB), 34,098 half-hour DSLF images (14.5
GB) and 67,967 15-minutes LST images (18.2 GB). All the data were in
bzip2 format, and the de-compressed files were codified following the HDF5
standard. The raw data include 4 specific geographical regions (Europe,
north and south Africa and south America).
Automatic Quality Control is performed on all products, and LSA
SAF provides quality information on a pixel basis. Quality control data
contain the error estimate and it defines the confidence level of the different
products on the basis of theoretical model assumptions and considering
the statistical uncertainties of the observations and model parameters.
Additionally, a post-processing of the data was required in order to
remove some gap in the original dataset, as described below, and the
obtained filled hourly maps were used to extract the ALEXI inputs at the
time t1 and t2 by means of in-time linear interpolation.
FVC product
Fraction coverage maps are generated daily at the full MSG/SEVIRI
instrument spatial resolution, using the three sensor short-wave channels.
The product is based on an optimised spectral mixture analysis to take into
account the sub-pixel heterogeneity of vegetation (Garc`ıa-Haro et al., 2005).
A Bayesian model is used to compute the relative likelihood of membership
in each soil/vegetation single-model and unmixing is performed using
standardised signatures in order to reduce the influence of external factors.
FVC is finally estimated using a linear-weighted combination single-model
estimate (for more details see LSASAF, 2008).
In order to remove missing pixels from the dataset, a simple procedure
was applied: the missing data were replaced with the value of the same
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pixel in the previous day, under the hypothesis of negligible variation of
the fraction coverage in 1 day.
DSSF product
The DSSF product is generated following the procedure described in
sub-section 2.1.1, based on the methodology adopted by Me`te`o-France in
the framework of OSI SAF (Brisson et al., 1999). The system provides
30-minutes based solar radiation estimations for all the cloudy coverage
conditions.
From this dataset, hourly estimations were realized on the basis of
pixel-by-pixel estimation of clear sky solar radiation. In particular, when
a hour is missing, it is replaced with the average of the previous and
following half hour data; in the case of sparse missing window, larger than
half-hour, the filling data are obtained by multiplying the correspondent
clear sky radiation by a cloud factor computed by means of the ratio of
MSG and clear sky solar radiation in the previous hour. Finally, in the
case of missing data for the whole day and domain (due to malfunctioning
of the sensor), in absence of information on the cloudy condition, the solar
radiation was assumed equal to the clear sky one.
DSLF product
The DSLF product is derived by combining satellite and numerical
weather prediction data. In particular, the adopted algorithm consists of
an hybrid method based on two different bulk parameterisation schemes
(Josey et al., 2003; Prata, 1996) using as input ECMWF forecasts of 2 m
temperature, 2 m dew point temperature and total column water vapour
as well as cloud products from NWC SAF (see LSASAF, 2010, for more
details).
Also in this case, the DSLF maps were aggregated at hourly scale, in
order to minimize the missing data, and the missing data were replaced by
means of the procedure described in sub-section 2.1.3.
LST product
Radiometric surface temperature retrieval is based on the generalised
split-window algorithm (Wan and Dozier, 1996). This algorithm performs
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Figure 5.19: Homepage of the ECMWF system (http://www.ecmwf.int/).
corrections for atmospheric effects based on the differential absorption in
two thermal-IR bands. A look-up table of optimal coefficients is previously
determined at individual classes of satellite viewing angles, and covering
different ranges of water vapour and near-surface air temperature (see
LSASAF, 2009). The surface emissivity is retrieved using the approach
suggested by Caselles et al. (1997), based on the FVC maps, also retrieved
by the LSA SAF.
The identification of cloudy pixels is based on the cloud mask generated
by the NWC SAF software: also in this case the missing data were filled
analogously to the DSSF case. Initially, the hourly LST maps were set
equal to the correspondent one of the raw MSG dataset. The missing
pixels were then substituted by the average of the previous and following
15 minutes data. The remains missing data were filled in the same way,
using the 30 minutes across images. This procedure allows removing the
missing data related only to the malfunctioning of the system.
5.3.3 Other ancillary meteorological data
In addition to the meteorological observation acquired by SIAS weather
station, meteorological variable fields required by ALEXI models were
obtained from the ECMWF (European Centre for Medium-range Weather
Forecast) interim re-analysis retrieved data (Figure 5.19, http://www.
ecmwf.int/).
This ECMWF dataset stores data since the 1989 at the temporal
resolution of 6 hours (0, 6, 12, 18 UTC), in 38 pressure levels (from 1000
to 1 hPa) and with a spatial resolution of 1.5°× 1.5°on the Europe domain.
The products acquired from the ECMWF dataset include vertical
profiles of air temperature, pressure and humidity, and wind velocity
components. All the data are available in two different standard formats:
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the GRIB (GRIdded Binary) or the NetCDF (Network Common Data
Form).
Of particular interest for the ALEXI applications are the potential tem-
perature profiles at the early morning, obtained from the air temperature
and pressure fields at the 6 UTC, assuming this observation time as the
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The energy fluxes observed by micro-meteorological installations de-
scribed in the section 5.2 were used as reference to evaluate the remote-
sensing based models performance.
In order to adopt these measures as a reliable reference, their accuracy
should be quantified; in particular, the uncertainties related to assuming
the observations representative of the field-scale fluxes were analyzed both
at hourly and daily time scale. Additionally, reliability of the surface
energy budget closure was analyzed, testing different approaches to force
the balance closure of the eddy covariance observations.
To enlarge the investigation to a more consistent dataset, the analyses
were performed for the triennium 2007-2009. The derived remarks were
used to obtain the most reliable dataset for the 2008, assuming it as the
reference for all the subsequent models validation.
6.1 Comparison between EC and SAS H fluxes
As highlighted by the theoretical background on turbulent transfer,
the observation of turbulent fluxes in the lower atmosphere represents, at
the present, the complexest issue in the measurements of surface energy
budget terms.
Actually, despite the already numerous applications of EC, the reliability
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of its measurements in areas characterized by sparse tall canopies can lead
to inaccurate observations of the field-average fluxes (Vogt et al., 2004),
mainly because the relatively small footprint of a single EC system may
not well represent the complex spatial variability of surface fluxes in these
systems.
On the contrary, the scintillometer technique had in the last few decades
a strong renaissance˝(de Bruin, 2002) especially due to the larger source
area, comparable with typical extension of agricultural fields. Despite
that, the indirect approach at the base of scintillometry requires detailed
analyses of the reliability of the assumed hypotheses, especially in areas
characterised by significant interactions between soil and vegetation transfer
processes.
Additionally, the scintillometer provides only sensible heat flux mea-
surements; as a consequence, latent heat flux can be obtained only as
residual term of the surface energy budget equation if the available energy
at-surface is accurately known. This limitation requires accurate analysis
of the effective reliability of theoretical balance closure, obtainable only by
analyzing EC latent heat flux direct observations.
6.1.1 Source areas and footprints evaluation
Before to proceed with the analysis of turbulent fluxes observations, a
preliminary analysis of the study area was focused on the wind field charac-
teristics in order to detect the source area extension for each experimental
installation.
First of all, an analysis of the wind direction was performed using
the hourly data observed by SIAS station in the period 2007-2009. The
data were subdivided in 18 classes, 20°wide, and the occurrence frequency
function was derived for both the whole dataset and the dayhours data
only.
The radar-plots in Figure 6.1 show the results obtained from the
frequency analysis. By observing the graph obtained from the entire
dataset (left panel) it is clear the presence of 3 predominant directions:
the SE sector (around 140°), the NW sector (around 320°) and the N-
NE sector (between 0°and 40°). The analysis of the only dayhours data,
more interesting for hydrological applications, highlights how the two
opposite directions NW and SE are prevailing, with the higher frequency
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Figure 6.1: Frequency analysis of the 10-m wind direction during the study period
2007-2009. The left panel reports the results relative to the whole day;
the right panel reports the results limited to the dayhours. The value u
represents the average wind speed retrieved from the corresponding dataset.
in correspondence of the direction 140°(about 10%).
On the basis of this analysis, Figure 6.2 reports the footprints, retrieved
by means of the Kormann and Meixner (2001) model, for the EC1 (left
panel), SAS (centre panel) and EC2 (right panel) installations relative to
the predominant daytime condition. In particular, these conditions were
assumed equal to an average wind speed of 3.1 m s−1 originates from 140°in
unstable conditions defined by u∗ = 0.4 m s−1 and L = −50 m.
These plots highlight how all the three source areas, relative to the 90%
of the observed fluxes, are within the study field in the average daytime
conditions for predominant wind direction.
Additionally, the theoretical circle with radius equal to the maximum
extension of the plotted footprints enclose the source areas for all the
direction in the average meteorological conditions. These areas result
almost always within the study field, with the exception of the infrequently
200-180°directions for the SAS and EC2 installations.
This analysis allows to affirm how the observed fluxes can be considered,
on average representative of the olive orchard during the study period.
Moreover, it is evident that the source area of the installation EC2, located
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Figure 6.2: Footprints for the installations: a) EC1, b) SAS and c) EC2, calculated using
the model of Kormann and Meixner (2001) for the daytime predominant
wind direction (140°). The three areas encompass the 90% of the observed
fluxes in the unstable conditions defined by u∗ = 0.4 m s−1 and L = −50 m.
in the middle of the SAS path, is partially overlapped with the SAS one,
suggesting a possible increase in the fluxes matching between these tow
installations compared to the EC1 one.
6.1.2 Analysis of stand alone-SAS observations
In order to analyze the capability of stand alone-SAS installation to
provide reliable observations of turbulence characteristics, the approach
proposed by Thiermann and Grassl (1992) (described in sub-section 3.1.2)
was tested. In particular, the SAS measures were compared with the EC1
system ones in terms of H and u∗ derived variables.
The plots in the Figures 6.3 and 6.4 show the comparisons for the years
2007 and 2008, respectively, both in terms of sensible heat flux (left panels)
and friction velocity (right panels).
The analysis of H highlights an underestimation for the SAS, more
relevant in the 2007 (linear regression slope equal to 0.77) than in the 2008
(linear regression slope equal to 0.83). On the contrary, the determination
coefficient is higher in the 2007 (R2=0.83) compared to the 2008 (R2=0.71),
highlighting an improvement in the agreement of the H estimations with
the increase of SAS elevation but with a detriment in the data correlation.
An explanation of these results can be found by observing the similar
behaviour of the u∗ data (Figures 6.3 and 6.4, right panels), which highlights
the clear underestimation of SAS friction velocity in 2007, but with a
relatively high R2 (≈ 0.65). The change in instrument height made in
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Figure 6.3: Scatterplots comparing the EC1 and SAS sensible heat flux (left panel) and
friction velocity (right panel) measurements during 2007.
Figure 6.4: Scatterplots comparing the EC1 and SAS sensible heat flux (left panel) and
friction velocity (right panel) measurements during 2008.
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Table 6.1: Summary of the statistics of the SAS retrieved variables compared with the
observations made by EC1 system.
Variable Year Scale slope R2 MAD RMSD
H
2007
z − d0 0.77 0.83 47 60
z 1.08 0.79 40 53
2008
z − d0 0.83 0.71 34 47
z 0.99 0.76 30 42
u∗
2007
z − d0 0.40 0.65 0.25 0.28
z 0.56 0.65 0.24 0.27
2008
z − d0 0.50 0.30 0.14 0.17
z 0.56 0.33 0.14 0.17
the 2008 improves the agreement in the estimation of EC1 and SAS
(increase of Root Mean Square Difference, RMSD, and Mean Absolute
Difference, MAD), but at disadvantage of the correlation between the two
measurements, emphasized by the drastic reduction of R2.
These results, obtained scaling the fluxes with (z − d0), should be
affected by the considerable thickness of the roughness sub-layer in this
sparse tall crops system. Hypothesising the measurements realized within
the RS-L, the fluxes computation should be modified scaling the MOST
with z. This modification allows an improvement in the agreement between
SAS and EC1 H fluxes, obtaining regression slopes (forced to pass through
the origin) close to 1. Despite that, the analysis of u∗ shows up no-
improvement in the agreement (as summarized in Table 6.1). These results
suggest that the better performances of the z-scaled H fluxes are not
supported by a better performance in terms of u∗ and T∗ assessments, and
so this should not be considered as an optimal result.
As a consequence of these suboptimal performances of the stand alone
installation, the successive analyses were focused on the friction velocity
assessment in this sparse tall crops system. The choice to focus the
attentions on this topic is supported by the finding of de Bruin (2002) and
Hartogensis et al. (2002), which have attributed the H underestimation to
the errors in u∗ assessment.
Moreover, de Bruin (2002) highlights how the same underestimations
were present also in the l0 assessed in stable conditions. Additional analyses
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Figure 6.5: Scatterplots comparing the MOST-derived and the EC1-observed friction
velocity in the 2007 (left panel) and 2008 (right panel).
made by Hartogensis (2006) suggest how the errors in u∗ seems to be
independent of MOST scaling and related to the assessment of l0 from the
two beams covariance.
6.1.3 Diagnosis of friction velocity characteristics
On the basis of the results reported in the previous sub-section, the
attention was pointed out on the behaviour of u∗ for this sparse tall crops
system. For this reason, the observations realized by EC1 system were
analyzed in details and compared with the theoretical one obtained using
the MOST-based relationship.
The observation of the scatterplot between the EC1 measured wind
speed and friction velocity shows a strong linear relationship between
these two variables, characterized by a slope parameter that increases with
canopy height.
Assuming a zero-plane displacement height and a roughness length
for momentum transfer equal to the classical fraction of canopy height,
as reported in the Eqs. (2.101) and (2.102) (see sub-section 2.3.1), the
application of Eq. (2.111) returns the results reported in Figure 6.5.
These plots show the scatterplots between MOST-derived and EC1-
observed friction velocity at half-hourly time scale, for 2007 (Figure 6.5,
left panel) and 2008 (Figure 6.5, right panel), respectively.
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It is clear how the observed friction velocity are quite well reproduced
by the theoretical one obtained from the classic MOST approach in spite
of the simple parametrization of the roughness parameters. However, even
if the adopted roughness parameters seems to be unrealistic for this sparse
crops, the analysis of different parametrizations for d0 and z0m suggests
how this solution represents the best fitting of the observed u∗ values.
Another consideration can be made on the weight of stability correction
factor, which only slightly influences the values modelled via Eq. (2.111),
mainly due to the measurements height relatively close to the surface which
made small the corrections also for large H fluxes.
These considerations drive to two principle findings: i) the roughness
parameters for this complex crop seems to be well represented by the
classical values proposed in literature (e.g., Brutsaert, 1982); ii) the friction
velocity can be moderately well modelled using the classical MOST formu-
lation and the corrections to take into account the non-neutral conditions
(see sub-section 2.3) are generally small.
6.1.4 Evaluation of SAS alternative approach
On the basis of the finding summarized in the previous sub-sections,
the applicability of the alternative methodology was encouraged. As a
consequence, this approach was tested for the three study periods, including
the previously unanalyzed measures made by EC2 installation in the 2009.
The scatterplots of Figures 6.6 and 6.7 show the comparison of the
EC1 sensible heat flux (left panels) and friction velocity (right panels) with
the SAS ones after the application of the proposed alternative procedure.
These results highlight the improvements in the agreement both in terms
of H and u∗, with a slope of the regression lines very close to the best fit.
Moreover, the indices of agreement MAD and RMSD for H are of about
35 and 45 W m−2, respectively, generally lower than the ones retrieved
with the classical MOST approach, especially for 2007, and comparable to
the uncertainties found by other authors for the SAS technique (Ezzahar
et al., 2009; Savage, 2008). The improvements in u∗ assessment are more
evident, confirming the reliability of the adopted relationship.
Additionally, the plots of Figure 6.8 reports the same comparisons
relative to the observations of H (left panel) and u∗ (right panel) realized
by EC2 and SAS systems in the 2009. The better results obtained in
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Figure 6.6: Scatterplots comparing the EC1 and SAS sensible heat flux (left panel) and
friction velocity (right panel) measurements collected during 2007, applying
the alternative approach to SAS data.
Figure 6.7: Scatterplots comparing the EC1 and SAS sensible heat flux (left panel) and
friction velocity (right panel) measurements collected during 2008, applying
the alternative approach to SAS data.
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Figure 6.8: Scatterplots comparing the EC1 and SAS sensible heat flux (left panel) and
friction velocity (right panel) measurements collected during 2009, applying
the alternative approach to SAS data.
this case are probably due to the best matching of the source areas of
these two installations, showing an increase in H measures agreements
demonstrated by the reduction of MAD and RMSD to values of 29 and 37
W m−2, respectively.
These results allow to affirm the reliability of the assumptions adopted
in the proposed approach; moreover, the improvements in the agreement
between the two techniques with the simple addition of a wind speed
measurements seems to endorse the applicability of the alternative approach
in this study area.
Furthermore, despite the parameterization of displacement and rough-
ness lengths seems to be problematic for sparse tall crops, in this study
case the EC-observed values are well reproduced adopting the classical˝
formulation proposed by Brutsaert (1982).
6.2 Uncertainties in available energy assessment
Generally, the measurement of available energy, or separately of the
net radiation and soil heat flux, is considered easier and more reliable if
compared with the turbulent fluxes. Despite that, the limited influencing
area of the measurements technique, especially for G0 observations, could
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Figure 6.9: Scatterplot between hourly net radiation (orange dots) and soil heat flux
(green dots) observed by ECs (EC1 in 2007 and 2008, EC2 in 2009) and
SAS during the study period.
cause remarkable differences with field scale averaged fluxes.
For this reason, the observations realised by the ECs and SAS indepen-
dent systems were compared at hourly scale to quantify the uncertainties
associated to the values obtained averaging all the available observations.
The plot in Fig. 6.9 shows the scatterplots between ECs and SAS
hourly net radiation (orange dots) and soil heat flux (green dots). The
analysis of this plot highlights the good agreement among the two fluxes
measured by the three installations (EC1 and SAS in 2007 and 2008, EC2
and SAS in 2009) despite the differences in instruments location.
In particular, the only remarkable difference can be observed for the
higher G0 values, where the values measured by EC installations showed a
little overestimation, mainly due to the location of EC1 heat plates only
in correspondence of exposed bare soil.
Table 6.2 summarises the statistical indices adopted to evaluate the
agreement between the fluxes observed with the different installations. In
particular, the dimensional indices MAD and RMSD and the relative index
RE (Relative Error) were used.
The values assumed by MAD and RMSD for the Rn suggest uncer-
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Table 6.2: Statistics derived by the comparison between ECs and SAS 30-min observed
available energy.
Flux Data
Mean MAD RMSD RE
[W m2] [W m2] [W m2] [%]
Rn
All
124 18 34 14.5
G0 9 12 19 133.3
Rn
Day
320 24 37 7.5
G0 30 14 22 46.7
tainties in the order of 20-35 W m−2, which only slightly increase if the
daytime observations only were analysed. Also the magnitude of RE is only
partially influenced by avoiding the nighttime values from the analysis,
obtaining RE values of 14.5% and 7.5% in the cases of all data and daytime
data, respectively.
In the case of G0 MAD and RMSD assume values between 10 and 20
W m−2, only slightly influenced by the dataset adopted. The analysis of
RE highlights higher value of this index compared to the value assumed for
Rn. The greater relative error obtained considering the complete dataset is
mainly due to the reduced value of the average G0, this despite the relative
large amount of exposed bare soil.
This analysis confirms how the uncertainties, quantified in terms of
MAD and RMSD, in the fluxes that constitute the available energy is
generally smaller than the one observed for the sensible heat flux. Never-
theless, the values assumed by RE show how the high spatial variability
of G0 is not well represented by the local measurements realized with the
flux plates, and how the efficacy of these measurements is guaranteed only
by the small magnitude of this flux.
6.3 Surface energy balance closure
The problems related to the effective theoretical energy balance closure
was previously introduced in the sub-section 3.3. Here, the reliability of
the closure for the two EC installations is evaluated, analysing also the
better method to force the closure.
Additionally, the latent heat flux derived from ECs observations are
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Figure 6.10: Scatterplot between hourly available energy and turbulent fluxes measured
by: left panel, EC1 system in both 2007 and 2008; right panel, EC2 system
in 2009.
compared with the one retrieved with the residual approach from SAS
observations, in order to quantify the uncertainties associated to the
observation adopted in the next models validation phase.
6.3.1 Balance closure for EC systems
As preliminary analysis, the surface energy balance closure was checked
for both EC1 and EC2 systems by means of the scatterplots between
available energy and turbulent fluxes. The scatterplots, were used to
compute the CR index, previously defined by Eq. 3.42 in sub-section 3.3,
on the whole EC1 and EC2 datasets.
The plots in Figure 6.10 report the results relative to the EC1 system,
including both 2007 and 2008 data, and the EC2 system for 2009. The
plots reports also the value assumed by CR index, equal to 0.86 for the EC1
and 0.90 for the EC2. These values are slightly greater than the admissible
value of 0.85 adopted by numerous authors (Meyers and Hollinger, 2004;
Prueger et al., 2005; Wilson et al., 2002).
Despite a satisfactory degree of closure was obtained for both EC
systems, the aim to use these data to validate models based on an implicit
closure of the budget suggests to force the closure of the energy balance to
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Figure 6.11: Scatterplots between hourly measured and residual latent heat fluxes from
EC1 measures in 2007 (left panel) and 2008 (right panel).
set uniform the following comparisons.
For these reasons, the residual approach was applied to the EC1 data,
and the obtained λET fluxes were compared with the observed ones.
The plots of Figure 6.11 report these comparisons, which highlight high
discrepancies and modest correlations between the residual and the observed
latent heat fluxes. This analysis suggests how the balance unclosure for
the EC1 system is strongly related to the high underestimation of the real
λET flux by the measured one.
These considerations are partially confirmed by the comparison of the
EC1 H fluxes with the SAS ones, reported in the sub-section 6.1, which
shows always a high correlation, also in the case of the stand alone-SAS
retrieved fluxes.
The analysis of the observations collected by EC2 system confirms the
previouly reported considerations, showing a definitely better agreement
between the residual and the observed λET fluxes, as reported in Figure
6.12 (left panel).
It is interesting to highlight how in this latter case both the correlation
and the agreement between the observed fluxes and the ones retrieved with
the Bowen ratio closure method (see sub-section 3.3 for the definition) are
high (Figure 6.12, right panel). Additionally, also the correlation between
residual and Bowen λET fluxes is quite high (not reported) and very close
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Figure 6.12: Scatterplots report the comparison between the hourly measured latent
heat flux and the residual (left panel) and bowen (right panel) ones for the
EC2 measures in 2009.
to the best fit line.
It is important to notice how, due to the well known instability of β
when it approaches negative values (see sub-section 2.4.1), the Bowen ratio
closure method was used only when β > 0, adopting the residual closure
in the other cases.
These considerations suggest that the Bowen ratio closure method
seems to be the better method to force the closure only when the quality
of the observed λET fluxes is high, and the discrepancies with the residual
ones are small, i.e., the case of EC2 observations. In the case of small
correlation between the observed and the residual values, the analysis of
the data suggests to skip the observed values, and to assume the residual
closure as the reference method. This last consideration is confirmed by
the good agreement between residual and Bowen λET fluxes when the
λET observed data are reliable.
On the basis of this analysis, the λET fluxes for the EC1 system were
derived adopting the residual closure approach, instead, the budget closure
of the fluxes observed by EC2 system was forced adopting the Bowen ratio
closure method.
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Table 6.3: Summary of hourly surface energy fluxes statistics derived from ECs and
SAS observations collected during daytime.
Flux Data
Mean MAD RMSD RE
[W m2] [W m2] [W m2] [%]
Rn
All
124 18 34 14.5
G0 9 12 19 133.3
H 69 18 38 26.1
λET 46 38 53 82.6
Rn
Day
320 24 37 7.5
G0 30 14 22 46.7
H 170 28 44 16.5
λET 120 42 56 35.0
6.3.2 Retrieval of reference hourly fluxes dataset for 2008
Focusing the attentions on the measurements collected during the
June-October 2008, due to the availability of high resolution remotely
sensed-data only in this period, the analyses reported in the previous
sub-section were used to derive the most reliable dataset relative to the
monitored olive orchard.
In particular, the data measured by the two installations EC1 and
SAS were independently averaged at hourly scale, and a unique field-
scale reference dataset was constituted by means of a combination of the
independent two.
The obtained dataset is reported in Figure 6.13, including approximately
the 94% and the 77% of useful data for the available energy and turbulent
fluxes, respectively.
Due to the availability of two independent measurements dataset of
each surface energy budget flux, the average dataset was associated to an
estimation of the measures uncertainties, as summarized in Table 6.3 for
both the all-day and the sole daytime.
The data reported in Table 6.3 highlight how the main uncertainties in
terms of absolute indices (MAD and RMSD) is associated to the turbulent
fluxes, even if the indices for H are very similar to the one for Rn. The
analysis in terms of relative errors confirms the greater uncertainties for
λET , highlighting how the higher magnitude of the Rn fluxes reduce
sensibly the RE value compared to the H one.
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6.4 Daily fluxes estimation
Analogously to the analysis carried on in the previous sub-section on
the hourly data, the most reliable dataset at daily scale was retrieved with
particular regards to the net radiation and the actual evapotranspiration.
Additionally, analyses on the self preservation of some fluxes ratios and
on the reliability of daily net radiation modelling were performed in this
section.
6.4.1 Analysis of daily net radiation
The modelling of daily net radiation, as reported in the sub-section
2.1.5, is widely performed by means of the well known formulation proposed
in the FAO-56 paper.
As previously highlighted, in this formulation, the scheme adopted for
the long-wave modelling is realistic only in the case of well watered grass
surface. In this case, in fact, the daily average surface temperature can
be considered well described by the average air temperature, allowing the
computation of Rn,lw24 by means of the simple Eq. (2.62).
The availability in the EC2 installation of a 4-component net radiometer
allows to validate the applicability of this relationship in the study case of a
sparse tall crop. The graph of Figure 6.14 reports the comparison between
the observed daily long-wave net radiation on the FAO-56 modelled one.
This scatterplot clearly highlights the underestimation of the FAO-56
approach, quantifiable in about the 42%. This underestimation can be
connected with the underestimation of daily average surface temperature,
also reported by the scatterplot in Figure 6.15.
As highlighted by Figure 6.15, during the study an almost constant
bias between air and surface temperature occurred, quantifiable in about 5
K. This value can be used to derive the constant K∗T in Eq. (2.65), which
in this case assumes the value of 30.2 W m−2.
This approach, despite its empirically calibration with respect of in-situ
observations, is useful to quantify the bias between the values retrieved
with classical FAO-56 formulation and the effective Rn,lw24.
Figure (6.16) reports the comparison between the observed Rn,lw24 (left
panel) and Rn,24 (right panel) and the modelled ones taking into account
the K∗T correction.
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Figure 6.14: Scatterplot between measured and FAO-56 modelled net long-wave radia-
tion at daily scale in 2009.
Figure 6.15: Scatterplot between daily average air temperature and surface temperature
measured during 2009. The surface temperature was derived from half-
hourly measures collected by IRTS-P precision infrared sensors, corrected
by surface emissivity as reported in sub-section 2.1.3.
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Figure 6.16: Scatterplots between measured daily long-wave (left panel) and total net
radiation (right panel) and the same ones taking into account the K∗T
correction factor.
The good performances of the new modelling approach are confirmed
by the small values assumed by MAD and RMSD for both long-wave
component and global Rn,24, with values in the order of 10-15 W m
−2.
6.4.2 Self conservation and daily ET extrapolation
The daily observations of net radiation and actual evapotranspiration
allow to validate some assumption adopted by residual remote sensing-
based approaches in the ET24 extrapolation from instantaneous fluxes.
In particular, the relationships described in sub-section 4.1.3 were tested
adopting as reference the daily ET retrieved by temporal integration of
the hourly λET fluxes reported in the previous sub-section 6.3.2.
In order to simulate the remotely sensed instantaneous Λ, the values
observed between the 9 and the 12 UTC were used. Similarly, also the
instantaneous Rs and ET0, required by Eqs. (4.22) and (4.23), respectively,
were derived by averaging the values in the same temporal window.
The plot in Figure 6.17 reports the results relative to the application
of the Eq. (4.21) with the modified Λ′ (equal to 1.1Λ) as suggested by
Anderson et al. (1997).
This graph shows the satisfactory performance of the tested formulation,
which returns indices of agreement in the order of 0.3 mm d−1. These
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Figure 6.17: Scatterplot between daily evapotranspiration derived from hourly measures
and extrapolated by means of daytime evaporative fraction. The data are
relative to the observation realized by EC1 and SAS systems in 2008.
results, according to the finding of Brutsaert and Sugita (1992), Gonza`lez-
Dugo et al. (2009) and Gurney and Hsu (1990), highlight how the neglecting
of G0,24 and the underestimation of daily Λ from morning hours values
can be quantified in 10% in this dataset of observations.
On the basis of this finding, the Eq. (4.21) with the modified evaporative
fraction was chosen for the daily integration of the instantaneous remotely
sensed fluxes obtained by the models applied in the next Chapter.
6.4.3 Analysis of daily evapotranspiration
The hourly fluxes reported in the sub-section 6.3.2, and in particular
the λET observations, were used to derive daily actual evapotranspiration
for the study field in the period June-October 2008. This variable is the
common one adopted in the practical applications of crop water stress
detection.
The Figure 6.18 shows the temporal trend of the actual evapotran-
spiration (blue dots) obtained as average of the available hourly fluxes.
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Figure 6.18: Daily actual (blue dots) and reference (grey dots) evapotranspiration
observed in the period June-October 2008. The actual values were obtained
by a combination of EC1 and SAS hourly measures, instead, the reference
values were derived from hourly SIAS weather station observations by
means of FAO-56 formulation (see sub-section 2.3.3).
Table 6.4: Statistics derived by the comparison between ECs and SAS observed daily
evapotranspiration.
Variable
Mean MAD RMSD RE
[mm d−1] [mm d−1] [mm d−1] [%]
ET24 2.06 0.40 0.49 19.5
In the study period, constituted by 153 days, there were 92 useful data,
corresponding to the 60% of the whole period.
Table 6.4 reports some statistics derived from EC1 and SAS observed
values; the average evapotranspiration results equal to about 2 mm d−1
and the correspondent uncertainties can be quantified in the order of 0.4
mm d−1 (by means of RMSD and MAD indices).
It is interesting to notice how the relative high RE, equal to 19.5%,
is not so far from the uncertainties suggested by Allen et al. (1998) for
standard ET0 estimations, equal to the 10-15%; this result, considering
the significant major complexity in the actual ET measurements, can be
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Figure 6.19: Daily stress index (grey dots) and evaporative fraction (blue dots) observed
in the period June-October 2008. The stress index represents the product
between crop coefficient (Kc) and stress coefficient (Ks) as defined in
sub-section 2.3.3. The evaporative fraction was derived as average of the
hourly values observed between the 9 and 12 UTC.
considered satisfactory. Moreover, the results reported in literature for
similar studies (Shuttleworth, 2008; Wilson et al., 2001) highlighting results
in the order of 0.4–0.5 mm d−1 also for crops characterized by simpler
structures (e.g., full covered grass field).
The ET24 data reported in Figure 6.18 highlights a slightly constant
trend, with values ranging between 1.5 and 3 mm d−1 during all the
observed period. The analysis of the ET0 values (grey dots in Figure 6.18)
shows instead a decreasing trend in September-October (approximately
between DOY 246 and 308), suggesting a reduction in water stress during
this period.
This consideration is confirmed by the analysis of the ration between
ET24 and ET0, reported in Figure 6.19, which corresponds to the product
KcKs as defined by Eq. (2.121a) in sub-section 2.3.3. In fact, this plot
highlights an increase of this index from values of about 0.3 to values equal
to 0.55.
It is interesting to analyze also the temporal trend of daytime Λ (blue
193
Analysis of surface fluxes measurements
dots in Figure 6.19), defined as described in the previous sub-section, which
shows the same behaviour of the product KcKs.
Finally, also the magnitude of Λ and KcKs seems to be very similar, but
this last instance should be just a coincidence and it is not supported by
physical justification. However, the similarity in temporal shape supports




Application of residual SEB models
This chapter is dedicated to the analysis of the results obtained by
applying the residual SEB models by means of the airborne high resolution
images acquired in 2008. In particular, the TSEB model was analyzed,
focusing on some critical point related to high resolution applications.
Moreover, the applicability of ALEXI/Dis-ALEXI procedure was investi-
gated.
7.1 Validation of TSEB at local scale
In this section the results relative to the application of TSEB model
(described in sub-section 4.1.1) at local scale are reported. In particular,
the data retrieved by airborne overpasses were used as main inputs of the
model, in order to analyze the model’s performance at field scale using
high resolution detailed information. Moreover, two sensible features of the
model were investigated in details: the first, strongly related to the sparse
configuration of olive trees, was the effects of different in-canopy wind
profiles on heat fluxes assessment; the second was the possibility to minimize
the errors related to the imperfect surface temperature data calibration by
means of scene-based approaches or time-differencing schemes.
In order to validate the TSEB model results, the observations made by
EC1 and SAS, processed as described in Chapter 6, were used as reference
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Table 7.1: Fluxes observed by EC1 and SAS installations during the airborne overpasses.
All the fluxes are in [W m−2].
n. Date DOY
Time Rn G0 H λET
[local∗] [W m−2] [W m−2] [W m−2] [W m−2]
1 11/06/2008 163 13:30 601 111 403 87
2 03/07/2008 185 11:00 460 56 246 158
3 22/07/2008 204 11:30 521 44 332 145
4 22/08/2008 235 12:00 480 54 227 199
5 03/09/2008 247 11:30 461 41 247 173
6 10/10/2008 284 11:00 335 41 146 148
7 21/10/2008 295 11:30 390 29 200 161
∗local time = UTC + 2
ground truth characterized by the uncertainties summarized in Table 6.3
(sub-section 6.3.2).
The fluxes observed at the airborne overpass times, each obtained as
a temporal average of the values in a window of 2 hours centred on the
overpass time itself, are reported in Table 7.1.
With the intent to clarify the application of TSEB model in the study
area, Table 7.2 briefly summarizes the main lumped parameter adopted in
the simulations.
More details on the physical meaning of each parameter can be found
in Chapter 2 where the theoretical background is described. The choice
related to the rs resistance parametrization and in-canopy wind profile
models are deeply discussed in sub-section 7.1.2.
7.1.1 Analysis of olive field uniformity
Before to proceed with the comparison between EC-SAS observed fluxes
and the modelled ones, an analysis of the effective homogeneity of the
olive field was performed; this topic is crucial to assess whether the micro-
meteorological installations provide flux measurements representative of
the field-average fluxes obtainable by averaging the spatially distribute
TSEB outputs on the field extension.
In fact, as reported in sub-section 6.3.2, fluxes from the SAS and EC
systems were averaged and taken as reference values characterizing the
entire olive orchard.
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Table 7.2: Main parameters used in the TSEB model simulations.
Variable Parameter Description Value
Rn
κ Extinction coefficient for solar radiation 0.60
κL Extinction coefficient in the long-wave 0.95
c Emissivity of canopy layer 0.98
s Emissivity of soil layer 0.97
G0
cg,max Maximum value assumed by cg during the day 0.20
Bt Shape parameter of the daily cg function 3600
Ct Position on the daily cg peak 74000
ra
d0 Zero-plane displacement length 2/3hc
z0m Roughness length for momentum transfer 1/8hc
rx
C′ Coefficient for leaf boundary-layer resistance 90
wl Mean leaf size 0.04
rs
b′ Coefficient for wind speed 0.012
c′ Coefficient for convective velocity 0.0025
us
zs Height above the soil where is minimal the effect
of soil surface roughness
0.10
Cd Drag coefficient 0.20
α∗ Roughness of the underlying surface 1.5
zd Crown bottom height 1/3hc
To endorse the hypothesis of uniformity in this field, with particular
regards to the 7 airborne acquisitions, spatial variability in remotely-
observed NDVI and TRAD was assessed for each of the sub-plots reported
in Figure 5.7 in the section 5.1. In particular, the 7 sub-plots reported in
Figure 5.7 were partially joined in 5 sub-areas uniform in terms of irrigation
system.
The results of this analysis, reported in Tables 7.3 and 7.4, demon-
strated that the deviation of single sub-area mean values from the global
mean (reported in the column All˝) is always lower than the standard
deviation for both NDVI and TRAD. Moreover, the single sub-plot stan-
dard deviation is always comparable with the global one, confirming a
substantial uniformity on the spatial distribution of vegetation in the whole
plot.
The only observed exception is for radiometric temperature in sub-plot
O5 for the 3rd acquisition (DOY 204). This behaviour can be explained by
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Table 7.3: NDVI mean and standard deviation (in brackets) for the olive sub-fields and
the whole field, computed for the 7 airborne acquisition dates.
DOY O1 O3 O2+O4 O5 O6+O7 All
163
0.43 0.41 0.43 0.41 0.38 0.41
(0.06) (0.05) (0.05) (0.05) (0.06) (0.05)
185
0.40 0.39 0.40 0.41 0.37 0.39
(0.05) (0.05) (0.05) (0.05) (0.05) (0.05)
204
0.39 0.39 0.40 0.40 0.36 0.39
(0.05) (0.05) (0.05) (0.05) (0.05) (0.05)
235
0.41 0.39 0.41 0.40 0.37 0.40
(0.05) (0.04) (0.05) (0.04) (0.05) (0.04)
247
0.46 0.41 0.45 0.43 0.38 0.43
(0.06) (0.05) (0.05) (0.05) (0.05) (0.05)
284
0.50 0.46 0.53 0.51 0.48 0.50
(0.04) (0.05) (0.05) (0.04) (0.05) (0.04)
295
0.51 0.47 0.54 0.54 0.51 0.51
(0.04) (0.05) (0.04) (0.04) (0.05) (0.04)
a break in the irrigation system a few days before the airborne overpass,
which caused a local increasing in surface soil moisture and, consequently,
a reduction of soil surface temperature.
Fortunately, the mean wind direction during the 3rd acquisition pre-
cludes the possibility that the instrument source areas include this sub-plot
(see also frequency distribution of wind direction during daytime reported
in Figure 6.1). For this acquisition, TSEB results from sub-plot O5 have
been removed from spatial averages.
On the basis of this analysis of spatial variability, the fluxes maps
retrieved by the TSEB model were spatially averaged over the whole field
(with the above mentioned exception), and the mean values were compared
with the fluxes reported in Table 7.1.
7.1.2 Impact of in-canopy wind profile modelling
In this study case the absence of in-situ in-canopy wind profile mea-
surements, due to the difficulty to characterize it in such sparse tall system,
suggests to evaluate the performance of the three different models by means
of the impact on heat fluxes assessment.
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Table 7.4: TRAD mean and standard deviation (in brackets) for the olive sub-fields and
the whole field, computed for the 7 airborne acquisition dates.
DOY O1 O3 O2+O4 O5 O6+O7 All
163
319.94 317.68 318.94 317.90 319.43 318.78
(2.71) (2.02) (3.00) (1.99) (2.02) (2.35)
185
317.69 316.56 315.57 315.71 317.55 316.62
(2.73) (2.11) (2.58) (2.00) (2.10) (2.30)
204
316.39 315.43 315.35 312.06 316.68 315.18
(2.03) (2.18) (2.24) (3.67) (1.84) (2.39)
235
314.57 317.40 316.67 318.06 318.16 316.97
(2.87) (1.67) (1.91) (1.75) (1.73) (1.99)
247
314.08 315.26 313.26 315.52 314.55 314.53
(2.34) (2.00) (2.68) (2.30) (1.92) (2.25)
284
300.95 301.46 300.98 302.55 302.34 301.66
(0.97) (0.96) (1.15) (1.25) (1.27) (1.12)
295
301.95 302.57 300.75 302.18 301.40 301.77
(1.93) (1.43) (1.83) (2.07) (1.78) (1.81)
Sensitivity analysis
A preliminary qualitative analysis of the three wind profile formulations
has been performed to highlight the general behaviours of each one. Figure
7.1 reports in-canopy wind profiles obtained using the Goudriaan, Eq.
2.103, Massman, Eq. (2.105), and Lalic, Eq. (2.107), models, generated
using mean field properties retrieved for the olive trees of the study site.
For comparison purposes, elevation a.g.l. was normalized by canopy
height, whereas wind speed was normalized with respect to the speed just
above the canopy. In this way, both variables range between 0 and 1.
These comparisons show that the Goudriaan and Massman approaches
return very similar values in the upper canopy layer, with divergent results
in the lower profiles characterized by higher wind speeds from the Mass-
man relationship. The Lalic model, instead, is characterized by a larger
extinction in the upper layer and very low wind speeds in the lower portion
of in-canopy airspace.
Additionally, it is interesting to highlight how the greater differences
among the three models can be observed in the lower portion of the
profiles, which is the more interesting for the assessment of sensible heat
flux generated by the soil surface.
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Figure 7.1: Example of normalized in-canopy wind profiles retrieved using Goudriaan
(blue rhombus), Massman (orange circles) and Lalic (green squares) schemes.
It should be stressed, however, that these considerations are strongly
related to the values assigned in the analysis of canopy structure, then can
not be considered as a general finding, but only specific result for this (or
similar) case study.
To better understand the effects upon in-canopy wind profile models
of primary biophysical variables, a sensitivity analysis was carried out.
In particular, we focused the attention on the effect on above-soil wind
speed (us) at an height zs = 0.1 m, which, as defined in sub-section 2.3.3,
represents the variables of interest for TSEB model application.
Figure 6 shows the variability in us/uc changing the values of LAI
and hc, chosen inside the typical range of variability for Mediterranean
agricultural crops. Looking at Figure 7.2 we see that the Massman (left
panel) and Lalic (centre panel) models show low sensitivity to the assumed
hc, whereas the Goudriaan (right panel) model shows wind speed reduction,
increasing the non-linearly with canopy height. Moreover, the Goudriaan
approach shows an almost linear dependence on LAI over this range, while
the Massman and Lalic formulations show saturation in the extinction
effect for higher values of LAI.
At all values of LAI and hc, the Lalic model generates the lowest
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Figure 7.2: Sensitivity of us/uc to the three selected in-canopy wind profiles to variations
in LAI and hc. Panel (a) shows the results for Massman model (square
dotted lines); panel (b) shows the results for Lalic model (circle dotted lines);
panel (c) shows the results for Goudriaan model (triangle dotted lines).
values of us (as seen in Figure 7.1). In contrast, the Goudriaan approach
returns low values of us only under conditions of high LAI and hc, while the
Massman model requires only high LAI for significant wind speed reduction.
The net effect is that the Lalic model typically produces higher values of rs,
tending to reduce the influence of soil fluxes on the in-canopy microclimate.
This has the effect of reducing sensible heat flux estimates from the TSEB
model under sparse canopy conditions where Rn,s is relatively large.
Models comparison on olive field
The previously reported sensitivity analysis suggests how the olive crop
represents an optimal condition to test the performance of the different
in-canopy wind speed profiles. The fluxes modelled by TSEB at high spatial
resolution were aggregated at field scale and in Figure 7.3 are compared
vs. the measured fluxes.
Both modelled net radiation and soil heat flux show good agreement
with measured fluxes. For sensible heat, both the Goudriaan and Massman
models provide reasonable estimates while the Lalic model underestimates
H by 90 W m−2 on average. This results in an overestimation of la-
tent heating by the Lalic model, whereas the Massman and Goudriaan
approaches both return reliable results for λET .
Statistical comparisons between modelled and measured fluxes are
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Figure 7.3: Scatterplots of measured vs. TSEB modelled net radiation (upper left panel),
soil heat flux (upper right panel), sensible heat flux (lower left panel) and
latent heat flux (lower right panel) using the three different in-canopy wind
profile models.
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Table 7.5: RMSD and MAD statistics [W m−2] computed using TSEB modelled and
EC-SAS measured values collected during the 7 acquisition dates in corre-
spondence of the olive field.
Model Index Rn G0 H λET
Goudriaan
MAD 23 15 32 37
RMSD 28 17 40 43
Massman
MAD 23 14 25 34
RMSD 28 16 32 40
Lalic
MAD 23 15 89 96
RMSD 29 17 92 98
shown in Table 7.5. In terms of RMSD and MAD, the Massman approach
yields the lowest errors in sensible and latent heat fluxes. The Goudriaan
approach, used in the standard implementation of the TSEB, also returns
reasonable estimates in H and λET , comparable with the measurement
uncertainties (see Table 6.3 in sub-section 6.3.2). In contrast, the Lalic
in-canopy wind profile model yields unacceptable high errors with respect
to measured fluxes.
The statistics in Table 7.5 also suggest that the TSEB yields reasonable
estimates of net radiation and soil heat flux, and that model-measurement
agreement for flux components is not very sensitive to the choice of in-
canopy wind profile law.
Figure 7.4 finally shows in detail a histogram of the mean observed
sensible heat flux for each remote sensing acquisition date, along with
modelled values obtained using the 3 in-canopy wind profile formulations.
This plot shows that in these cases the Massman and Goudriaan approaches
yield values very close to the measurements. In contrast, the Lalic approach
yields relatively poor flux estimates.
The analysis of standard deviation values (vertical bars in Figure 7.4),
representing the within-field spatial variability, highlights a significant
heterogeneity in the H flux (standard deviation in the order of 70 W m−2)
due to the sparse configuration of the threes in the field.
It should be noted that results from the Massman model are strongly
related to the choice of the α∗ parameters in Eq. (2.105), which can change
considerably for different land uses, and for the same field during the year.
This provides additional complexity in spatially distributed applications of
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Figure 7.4: Bar plot comparing measured and modelled sensible heat fluxes using differ-
ent in-canopy wind profiles for the 7 acquisition dates. The modelled values
correspond to the mean olive field values and the vertical lines represent the
standard deviation error bars.
TSEB, because of the introduction of an additional parameter not easily
retrievable from remote sensing data.
7.1.3 Scene-based estimation of air temperature
The previously discussed applications were realized using as input the
air temperature measured by SIAS weather station located within the
study area (see Figure 5.1). In this section, adopting these results as
a reference, the methodology to assess Ta directly from the information
embedded in the scene (introduced in sub-section 4.1.1) will be discussed.
This approach aims to reduce the model uncertainties related to possible
imperfection in air-surface temperature difference computation. In this
case, due to the availability of in-situ measurements for images correction,
the calibrated surface temperature allows to directly compare both the
modelled fluxes and air temperature.
Due to sparse clouds cover during the 6th acquisition (DOY 284), which
precludes the application of ALEXI/Dis-ALEXI approach (reported in the
next sub-sections), for homogeneity the following analyses were focused on
the remaining 6 acquisitions only.
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TSEB sensitivity to temperature biases
In order to test how TSEB approach behaves in the face of uncalibrated
or biased TRAD data, a sensitivity analysis was conducted, perturbing the
calibrated surface temperature fields by known amounts and assessing the
impact on derived air temperatures and surface fluxes.
Particularly, in this analysis synthetic˝ radiometric temperature maps
were derived from the 6 calibrated data by adding ±1 and ±3 K and
using models outputs obtained with the actual thermal observations as
a reference. The advantage of this approach is to quantify the errors
considering different scenarios (in terms of wind speed, solar radiation, air
temperature, etc.) representative of the real conditions.
Plots in Figure 7.5 show the behaviour of scene-averaged TSEB surface
fluxes differences (expressed as percentage) over the image as a function of
surface temperature induced errors (∆TRAD). For each graph the box in the
upper-right corner highlights the average slope of the 6 lines, corresponding
to the errors related to a unitary error in surface temperature. These
values indicate the sensitivity of the modelled fluxes to the uncertainties
in the radiometric temperature calibration procedure.
Figure 7.5 (upper -left and -right panels) demonstrates weak sensitivity
of the net radiation and soil heat flux, with mean error of -1.5% K−1 and
-1.6% K−1, corresponding to about -7 and -1 W m−2 K−1, respectively. In
contrast, the sensitivity of H and λET is quite relevant, as highlighted by
the plots in Figure 7.5 lower -left and -right panels. The average slopes are
of about 10% K−1 and -20% K−1, respectively, corresponding to 26 and
-32 W m−2 K−1.
Moreover, it is clear how the errors in H and λET are also significantly
different for each acquisition, mainly due to the combined effects of wind
speed (and then the aerodynamic resistances) and surface temperature
magnitude on the assessed fluxes.
For this reason, in Table 7.6 the results obtained for each energy flux
are summarized, reporting the average slope of the errors lines and also
the minimum and maximum values.
From the analysis of these data it is evident how the sensitivity of
Rn and G0 is not only small, but also the range of variability is slightly
significant. Conversely, the range of variability of errors in H and λET is
consistent and equal to 7% K−1 and 8.5% K−1, respectively.
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Figure 7.5: Sensitivity of scene-averaged TSEB modelled surface fluxes from the additive
errors in surface radiometric temperature. Upper left panel shows the results
for Rn; upper right panel shows the results for G0; lower left panel shows
the results for H and lower right panel shows the results for λET . Coloured
lines represent the results in correspondence of the airborne acquisitions.
Moreover, it is possible to observe in Figure 7.5 how the relationships
between errors in H and λET and ∆TRAD is slightly non-linear, reducing
their slope with the increase of the surface temperature error. Even though
that evidence, to simplify the analysis, the average slopes were considered
to obtain a simpler indicator of the sensitivity.
Finally, it is important to emphasize that the average error in latent
heat flux estimation results as a composition of the errors in the other
balance components, due to the residual approach adopted by the TSEB
model.
Analysis of internal-calibrated TSEB performance
Afterwards the quantification of model sensitivity to errors in tempera-
ture, the internal calibration procedure was introduced to TSEB model,
naming this version TSEB-IC (see sub–section 4.1.1).
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Table 7.6: Summary of the results obtained from the sensitivity analysis of TSEB model,
reporting the percentage errors (minimum, mean and maximum values) in
surface fluxes related to additive errors introduced in surface temperature.
〈slope〉
Rn G0 H λET[%]
Min -1.4 -1.4 8.2 -16.8
Mean -1.5 -1.6 12.0 -20.4
Max -1.8 -1.8 15.2 -25.3
Figure 7.6: Comparison between air temperature measured by weather station (WS)
and modelled ones by scene-based approach (IC) in correspondence of the
airborne acquisitions.
For the TSEB-IC applications, the nominal scene air temperatures
were computed for a pixel in an irrigated citrus grove located in the
middle of the test site (dense vegetated area with rectangular shape in
Figure 5.1). This area fulfils the two main hypotheses that dictated the
choice of the boundary condition: an almost full covered area (to minimize
the contribution of the soil layer) and the absence of limitation in water
availability.
The application of TSEB model and Eq. (4.15) for the 6 selected dates
allows to assess both surface energy fluxes and air temperature at the
reference height (Ta,IC). In particular, Figure 7.6 reports the values of air
temperature obtained from TSEB-IC applications together with the ones
measured by weather station (WS).
The analysis of Figure 7.6 highlights the satisfactory matching between
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Figure 7.7: Bar-plot comparing the average (in time and space) fluxes modelled by
TSEB and TSEB-IC approaches.
observed and modelled Ta, with differences lower than 1 K. These differ-
ences, under the evidences of sensitivity analysis, correspond to differences
in modelled energy fluxes comparable with the uncertainties observed for
the TSEB model in the previously reported validation phase.
It is important to stress that this might not be the case if the surface
temperature maps had not been well calibrated. In the case of uncalibrated
TRAD maps, the TSEB-IC is specifically designed such that the derived
values of Ta,IC would adjust to absorb the bias and to preserve the fluxes.
To better quantify the differences induced by the air temperature
internal calibration procedure, the scene-averaged fluxes retrieved by TSEB-
IC were compared with the fluxes computed by TSEB. Figure 7.7 reports
the mean surface energy fluxes from both modelling approach, computed
over all acquisition dates.
For Rn and G0, the differences are practically negligible, whereas H
and λET computed without local air temperature show biases of only
10% compared to TSEB ones. These behaviours are justified by the non
systematic differences between IC and WS air temperatures, which causes
a sort of compensation effects in the temporal average.
To evaluate how modelling discrepancies vary with date, Figure 7.8
displays bar-plots representing the differences between classical TSEB and
TSEB-IC for all the main surface energy fluxes. In these plots, as horizontal
dashed lines, are also shown the uncertainties in fluxes measurements (as
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Figure 7.8: Bar-plots representing the differences between scene-averaged fluxes modelled
by TSEB and TSEB-IC approaches. Upper left panel shows the net radiation,
upper right panel shows the soil heat flux, lower left panel shows the sensible
heat flux and the lower right panel shows the latent heat flux. Horizontal
dashed lines represent ±MAD values derived from micro-meteorological
measures.
±MAD values) assumed as limits of admissibility.
In many cases, the inter-model flux differences are smaller than the
observational uncertainties. In particular, the differences in terms of Rn
and G0 are negligible in comparison, with values lower than 10 W m
−2,
due to the weak sensitivity of TSEB available energy to errors in air
temperature values. Differences in H and λET fluxes are more substantial,
approaching the observational MAD especially for the DOY 185 and 204,
where Figure 7.6 shows the largest overestimation in air temperature. This
result may have been due to the ET reference field values less than the
potential ones, perhaps due to small degree of moisture stress.
Nevertheless, even for these dates the differences are only slightly larger
than the observational uncertainty. Additionally, in average the differences
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are lower than the MAD values, allowing to affirm that these differences can
be considered acceptable in both cases. Inter-model differences were smaller
for the last two acquisitions (DOY 247 and 295), when the wind speeds
were lower and the sensible heat fluxes were smaller. The small differences
for the first acquisition (DOY 163) are due to the good agreement between
air temperatures used in the two approaches (Figure 7.6).
7.2 Application of ALEXI/Dis-ALEXI procedure
The ALEXI model, due to its characteristics, was developed to assess
surface energy fluxes partition at continental scale. However, it can be
used also as a boundary condition for local-scale applications by means of
the previously introduced Dis-ALEXI procedure (see sub-section 4.2.1).
The base of this sub-section are the ALEXI applications in the Italian
domain based on the full-resolution MSG products. In particular, the
main inputs of the ALEXI model were the maps reported as example
in Figure 7.9. More details on the MSG-derived inputs can be found in
the sub-section 5.3.2; moreover, a detailed analysis of the ALEXI model
performance on the Italian domain are reported in Cammalleri et al. (2011).
In this section the results at local scale are analyzed in correspondence
of the olive study field. In particular, the indirect validation of the ALEXI
outputs and the use of ALEXI-derived H fluxes for the assessment of air
temperature in the study case, similarly to the previously discussed TSEB
internal-calibrated case, are deeply discussed.
7.2.1 Investigation of ALEXI fluxes at local scale
The application of ALEXI model at local scale was realized in 2008
extracting the data used in Italian domain on the pixels centred on the study
site. As example, Figure 7.10 reports the temporal behaviour of incoming
solar radiation (DSSF product) at the time t2 of ALEXI application,
together with the values observed by SIAS weather station located in the
study area.
Ii is clear a general agreement of the two Rs trends, and also the
analysis of the scatterplot between the two quantity (not reported here)
shows a satisfactory agreement.
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Figure 7.9: Example of the ALEXI inputs derived from Meteosat satellite data acquired
on 1 July 2008. See sub-section 5.3.2 for acronym definitions.
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Figure 7.10: Measured (orange dots, from SIAS weather station) and remotely-derived
(blue dots, from MSG data) incoming solar radiation in the study site for
the 2008. The data correspond to the time t2 of application of the ALEXI.
The grey-filled area highlights the study period (June-October).
Figure 7.11: Remotely-derived fraction coverage in the study site at daily scale for the
2008. The grey-filled area highlights the study period (June-October).
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Figure 7.12: Scatterplot of observed vs. ALEXI-derived available energy at the time t2
for the study period (June-October). The red dots represent the incoming
solar radiation, the orange dots the net radiation and the gree dots the soil
heat flux.
Similarly, Figure 7.11 reports the temporal trend of the fraction cover
(FVC product) derived at daily scale from the LSA SAF. This variable
shows a concave-up shape, with an almost constant value during the study
period (highlighted by the grey-filled box) approximately equal to 0.2.
Some preliminary analyses of the ALEXI data were performed by a
brute comparison between the locally observed fluxes and the modelled one.
In particular, Figure 7.12 shows the scatterplot relative to the incoming
solar radiation (ALEXI model input) and the two components of available
energy (Rn and G0) relative to the study period (June-October 2008).
These comparisons show a fair agreement between the measured data
and the remotely-derived ones, through the evident differences in source
areas. In fact, despite the ranges of variability of the data are relatively
small, these are scattered close to the 1:1 line, and this seems to suggest a
significant correlation between the remotely-derived and in-situ measured
values.
Unfortunately, similar behaviour can not be found in the turbulent
fluxes, which show, as expected, a significant dispersion that made complex
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the analysis of the agreement with the in-situ measured fluxes.
This behaviour is partially explained by the higher spatial variability
of the turbulent fluxes due to the heterogeneity of the landscape in the
study area. This problem, widely known in literature (Famiglietti and
Wood, 1995; Hall et al., 1992; Norman et al., 2003), made complex the
direct validation of the ALEXI model outputs, suggesting to use an indirect
approach, as the Dis-ALEXI.
On the basis of the above reported considerations, the ALEXI H fluxes
retrieved in correspondence of the airborne acquisitions were preliminary
compared with the scene-averaged fluxes assessed by TSEB model. As
previously reported, the presence of sparse clouds during the 6th acquisition
does not allow the application of ALEXI in this date; moreover, the airborne
overpass times do not coincide with the ALEXI application times (t1 and
t2); for this reason a linear interpolation was realized to obtain the ALEXI
fluxes at the time of the overpasses.
Figure 7.13 reports the comparison between TSEB scene-averaged H
fluxes and the ALEXI ones retrieved as described in the paragraph above.
Despite the differences in source areas (100 km2 for the ALEXI and 1.6
km2 for the TSEB) the comparison is surprising good, showing a small
dispersion of the data around the 1:1 line.
This results represents a promising starting step for the application
of Dis-ALEXI procedure, which is analyzed and discussed in the next
sub-section.
7.2.2 Validation of ALEXI using Dis-ALEXI approach
As described in the sub-section 4.2.1, the general idea of the Dis-ALEXI
approach is to use the air temperature diagnosed by ALEXI instead of a
locally observed air temperature, along with high resolution temperature
fields typically acquired by aircraft or polar orbiting satellites. This
approach implicitly implies two basic hypotheses:
1. the local application of TSEB is realized exactly in correspondence
of the ALEXI t2 time;
2. the errors in high-resolution TRAD maps are the same of the ones in
low-resolution (MSG) products.
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Figure 7.13: Scatterplot comparing the scene-averaged H fluxes, derived from TSEB
model applied using airborne images, and H fluxes at the airborne over-
passes time derived from ALEXI modelled values in the pixel centred on
study area.
It is easy to understand how both these hypotheses are difficult to be
respected in the practical applications: the first one due to the limitation
in overpass time of high resolution sensors, depending on the polar sun-
synchronous orbit or airborne flight time; the second one due to the
impossibility to correctly quantify the errors in radiometric temperature
calibration.
To ensure that Dis-ALEXI H fields reaggregate to values generated by
ALEXI, the air temperature (named Ta,Dis-A) is iteratively modified until
the average of Dis-ALEXI fluxes matches ALEXI at each ALEXI pixel
(Anderson et al., 2008). This allows to use the same TRAD field for of the
TSEB and TSEB-IC applications. The ALEXI sensible heat flux used to
normalize the area-averaged Dis-ALEXI H field via Ta,Dis-A adjustment
was derived at the airborne overpass time by means of temporal linear
interpolation between the two ALEXI H fluxes at the times t1 and t2.
The plot in Figure 7.14 reports the air temperature values derived
applying the Dis-ALEXI procedure (Dis-A) compared with the one observed
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Figure 7.14: Comparison between air temperatures measured by weather station (WS)
and modelled ones by Dis-ALEXI (Dis-A) in correspondence of the airborne
acquisitions.
by SIAS weather station.
As evident by the analysis of the data reported in this figure, the
Dis-ALEXI procedure was applied only for 6 acquisitions, this because (as
previously refereed) the date of the 6th acquisition was characterised by
sparse clouds during the day, which precludes the application of ALEXI.
The results reported in Figure 7.14 highlight the good agreement
between the modelled data and the in-situ observations, with differences
in the order of 1 K in average. These results are aligned with the ones
obtained by applying the internal-calibrated approach (see sub-section
7.1.3) despite the above mentioned differences in the extension of the areas
covered by a single MSG full-resolution pixel and the airborne scene.
Analogously to the case of TSEB-IC model, also in this case the Dis-
ALEXI performances were analyzed by comparing the scene- and time-
averaged fluxes with the classical TSEB one. The results, represented
by means of a bar plot in Figure 7.15, show the practically negligible
differences between the two models outputs, lower than 10 W m−2.
In order to evaluate how the errors are distributed across the different
acquisitions, in Figure 7.16 are reported the bar-plots (one for each surface
energy flux) representing the differences between the TSEB and Dis-ALEXI
scene-averaged fluxes for the different airborne acquisition dates. Also
in this case, two dashed lines are reported on the plots representing the
±MAD of the corresponding measurements.
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Figure 7.15: Bar-plot comparing the average (in time and space) fluxes modelled by
TSEB and Dis-ALEXI approaches.
The analysis of this data highlights how the results are similarly to
the one obtained for the TSEB-IC model. Indeed, the differences between
the TSEB and Dis-ALEXI models are practically always lower than the
corresponding MAD value. In particular, the differences in terms of Rn
and G0 result practically negligible, due to the very small sensitivity of
TSEB to errors in temperature values (see sensitivity analysis, Figure 7.6).
More substantial are the differences in H and λET fluxes, with magni-
tudes comparable with the MAD of the observations, especially for the DOY
185 and 204. The discrepancies on these two dates are probably due to the
differences between H ALEXI and scene-averaged TSEB fluxes. However,
also in the case of these fluxes, the differences can be considered acceptable
because lower in average of the MAD values of the measurements.
These results confirm how the ALEXI/Dis-ALEXI approach, despite it
was developed for the disaggregation of ALEXI fluxes at basin or regional
scale, seems to provide realistic upper boundary condition also in such
small area applications.
7.3 Validations and comparisons at daily scale
Afterwards the detailed analysis of instantaneous energy fluxes estima-
tion, and the considerations on in-canopy wind speed profiles, the capability
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Figure 7.16: Bar-plots representing the differences between scene-averaged fluxes mod-
elled by TSEB and Dis-ALEXI approaches. Upper left panel shows the
net radiation, upper right panel shows the soil heat flux, lower left panel
shows the sensible heat flux and the lower right panel shows the latent
heat flux. Horizontal dashed lines represent ±MAD values derived from
micro-meteorological measures.
of the TSEB modelling framework to provide robust estimates of daily
evapotranspiration, with and without local observations of air temperature,
was also tested.
This is a crucial issue, because in practical hydrological applications the
required final product is generally represented by ET24 maps. Furthermore,
because the TSEB computes λET as a residual, daily ET represents a sort
of summary of the models uncertainties in all flux components.
Additionally, as preliminary shown on the micro-meteorological mea-
surements, the pertinence of some assumptions on daily net radiation
estimation (see sub-section 6.4.1) and self preservation of evaporative
fraction (see sub-section 6.4.2) have to be confirmed.
As first test, the fluxes derived from classical TSEB model (adopting
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Figure 7.17: Scatterplot comparing the measured and TSEB-derived daily evapotran-
spiration in correspondence of the olive groove.
in this phase always the Massman in-canopy wind speed formulation,
sub-section 7.1.2) were integrated at daily scale using the formulations
described in sub-section 4.1.3. In particular, the best results were obtained
adopting the Eq. (4.21) with the correction to Λ suggested by Anderson
et al. (1997).
These results, reported in Figure 7.17, are similar to the ones obtained
by analyzing the daily evapotranspiration measured by EC1 and SAS micro-
meteorological stations, confirming the finding reported in sub-section 6.4.2.
It is important to stress that the daily long-wave net radiation adopted
to derive Rn,24, to be introduced in Eq. (4.21), was assessed by means of
the theoretical relationship proposed in sub-section 2.1.5 (see Eq. (2.65))
after the introduction of the empirically assessed coefficient K∗T . This
solution suggests the requirements of further studies on this coefficient to
generalize the procedure for a variety of canopy coverage.
On the other hand, the estimations obtained with the other method-
ologies were not so far from this optimal results, suggesting the possibility
to obtain reliable results also with scale parameters derivable in a simpler
way.
The obtained results showed a satisfactory agreement with the observed
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Figure 7.18: Scatterplots comparing the six acquisitions-average daily evapotranspira-
tion derived from: left panel, TSEB and TSEB-IC; right panel TSEB and
Dis-ALEXI.
values, characterized by average deviation from the observations quantified
by RMSD and MAD of 0.42 and 0.39 mm d−1, respectively. These values
are comparable with the measurement uncertainties, generally assumed
equal to 0.5 mm d−1 (see Table 6.4).
On the basis of these results, the analysis of the ET24 maps obtained by
means of TSEB-IC and Dis-ALEXI was performed, focusing the attentions
on both the agreement with the TSEB ones and the accord in terms of
spatial distribution of ET24 within the airborne scenes.
The two scatterplots reported in Figure 7.18 show the comparison
between the 6-scenes average TSEB ET24 values and the corresponding
ones retrieved by TSEB-IC (left panel) and Dis-ALEXI (right panel).
These plots highlight the small dispersion of the data across the 1:1 line,
with an overestimation of about 0.2 mm d−1 on average in both TSEB-IC
and Dis-ALEXI approaches.
The analysis of ET24 spatial patterns was realized by mapping the
ET24 averaged over each of the 6 acquisitions as reported in Figure 7.19.
These maps demonstrate the good agreement in the spatial patterns
among the three models across the whole scene. The only remarkable
difference can be found in the dry areas in the north-west part of the scene,
where TSEB returns lower values compared with the other two approaches.
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Application of residual SEB models
The good correspondence of spatial patterns observable in Figure
7.19, and the small additive bias, suggests that the errors related to the
differences in air temperature are uniformly distributed across the scene.
This is not surprising given that the air temperature is assumed constant
within the scene by all the three models.
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Chapter 8
Continuous daily ET estimations
In this chapter the estimations of evapotranspiration in the olive study
field are analyzed. The tested models include remote sensing-based residual
approaches and schemes based on the coupling of energy and hydrological
balances. The 5 applied models were previously described in the sub-
sections 4.2 and 4.3.
The simulations cover a time interval of 153 days (from 1 June to
31 October of the 2008) and adopt the airborne images to derive all the
parameters required to define the surface characteristics.
All the applied models allow to assess the outputs in a spatially dis-
tributed way at the spatial resolution of 12 m; then, the retrieved results
were averaged in correspondence of the olive field and compared with the
observed values.
Model’s performances were tested both in terms of evapotranspiration
and stress indices at daily scale, and hourly surface fluxes. Overall accuracy
of the models was assessed using the previously introduced MAD, RMSD
and RE and two different efficiency indices: the efficiency index of Nash
and Sutcliffe, E, and the Willmott’s index of agreement, IA, (see Appendix
B for more details).
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Figure 8.1: Scatterplot comparing the daily net radiation locally-measured and modelled
by ALEXI. The data refer to June–October 2008 study period.
8.1 Application of ALEXI/Dis-ALEXI at daily scale
The ALEXI/Dis-ALEXI application, previously discussed in sub-section
7.2.2, allows us to assess the daily evapotranspiration, at high spatial
resolution, in correspondence of the airborne overpasses.
However, as described in sub-section 4.1.2, the ALEXI procedure pro-
vides continuous low resolution estimation of ET24 by means of continuous
assessment of Rn,24 and assessment of Λ in cloud-free days (see sub-section
4.1.2 for details).
On the basis of these low resolution modelled fluxes the high resolution
ET24 assessment is obtained by means of the simple downscaling procedure
reported in sub-section 4.2.1.
As first evaluation of the performance of this procedure, the continuous
estimations of Rn,24 were compared with the locally observed values by
means of a scatterplot analysis, as reported in Figure 8.1.
These estimations, despite the significant differences between pixel
resolution (3.5 km) and instrument footprint (∼ 20 m), showed a substantial
agreement between modelled and measured values, with an average error
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Figure 8.2: Temporal trend of daily evapotranspiration modelled by ALEXI/Dis-ALEXI
procedure. The Obs. values correspond to the observations made by
EC1/SAS systems; Mod. values are the ones modelled by ALEXI/Dis-
ALEXI procedure; and Ref. values are the ET0 derived applying the FAO-56
formulation on the locally observed weather data.
quantified by a MAD of 15 W m−2 (equivalent to about 0.5 mm d−1).
Moreover, the scatterplot analysis shows a slightly bias between observed
and modelled values, with an overestimation of the higher values and an
underestimation of the lower ones; however, this bias is comparable with
the data dispersion.
These data were joined with the low resolution ET24 estimations, which
cover directly the 51% of the simulation period (78 days), in order to obtain
continuous estimation of daily ET at low resolution.
Finally, adding the information obtained by means of airborne over-
passes, high-resolution maps of daily ET were obtained for the whole
study period. Figure 8.2 reports the olive field-averaged ET24 values ob-
tained taking into account the fluxes downscaling performed by Dis-ALEXI
technique.
These results show a moderate agreement with the observed values,
with a slight underestimation in the second part of the study period (after
the DOY 230). This behaviour can be partially explained by the irrigation
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supplies which occur in the second part of the simulation period. Instead,
it is interesting to notice how the models is able to catch the increase of
ET24 in the days after the rainfall events in the DOY 258 and 267 due to
the use of a low resolution actual evapotranspiration as proxy variable; the
latter accounts for the variability in water availability at large scale, as the
one caused by a rainfall event.
The indices of agreement MAD and RMSD assume values slightly
greater than the measurements uncertainties, equal to 0.51 and 0.60 mm
d−1, respectively. These values are generally comparable with the accuracy
associated to large scale ET assessment, confirming an almost acceptable
performance of the model. Moreover, the relative error (24.5%) is only
slightly higher than the measurements uncertainties.
8.2 Use of hot-spot TSEB estimations for daily ET
monitoring
The outputs of TSEB, similarly to the Dis-ALEXI ones, were used
to rescale a continuous variable, represented in this case by the potential
evapotranspiration (see sub-sections 4.2.2 and 4.2.3).
The procedures adopted for the ETp assessment were represented by two
different schemes: the former based on the direct application of Penman-
Monteith formulation (PM-based approach, sub-section 4.2.2); the latter
one is based on a remote estimation of both ET0 and Kc (named RS-based
approach, sub-section 4.2.3).
As deeply discussed in Chapter 4, the remote estimation of ET0 was
realized mainly by means of MSG observation of incoming solar radiation.
As first step, these estimations were compared with the one retrieved
applying the FAO-56 standard formulation by means of locally observed
weather data. The latter method was assumed as the reference one for the
assessment of ET0 in absence of local measurements of this variable.
This comparison is reported in the scatterplot of Figure 8.3, corre-
sponding to the values simulated for the years 2007 and 2008.
The results obtained by applying the Eq. (4.26), despite the numerous
simplifications, showed a good agreement with the locally derived values,
with MAD and RMSD equal to 0.49 and 0.62 mm d−1, respectively. These
values, considering an average ET0 of about 3.5 mm d
−1, correspond to
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Figure 8.3: Scatterplot comparing the reference evapotranspiration derived from FAO-56
formulation (ET0-FAO) and modelled using remotely-sensed data (ET0-RS).
a relative error of about 14–18%, only slightly higher than the accuracy
assumed by FAO-56 formulation.
Moreover, also the analysis of linear regression line returns a significant
high determination coefficient (R2 = 0.90) and a slope close to the unity.
These continuous remote estimations of ET0, together with the Kc
modelled at high resolution by means of Eq. (4.29), allow to obtain
continuous estimation of daily ETp during the study period.
Analogously, the application of PM formulation at hourly basis, as
described by the functional relationship in Eq. (4.24), allows the direct
assessment of high spatial resolution of ETp for the whole airborne scene.
The temporal trend of these two estimations of ETp, averaged in
correspondence of the olive field, was plotted in the Figure 8.4 together with
the one of FAO-56 standard procedure (assumed again as the reference).
The comparison reported in Figure 8.4 shows a general agreement
among the three ETp is observable, with a quite good correspondence
between the FAO-56 one and the PM-based. The RS-based approach
returns values that agrees well in the main trend but which misses some
small scale dynamic due to the invariance of Kc between two airborne
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Figure 8.4: Temporal trend of potential evapotranspiration modelled by RS-based (blue
dots) and PM-based (green dots) approaches. The Obs. values correspond
to the ETp derived applying the FAO-56 standard formulation on the locally
observed weather data.
acquisitions.
It is important to notice how the application of FAO-56 approach
was possible only because of the detailed knowledge of study area, which
permits to correct the standard tabled Kc values to take into account the
effective crop characteristics (e.g., fraction cover, canopy height).
In this context, the extremely good performance of the PM-based
approach confirms its capability to obtain reliable ETp also in absence
of in-situ information on crop characteristics. Moreover, considering the
reduced amount of information required by the RS-based approach (all
derived from remote observation), also the latter estimations become
interesting in the framework of the applicability in absence of local weather
station.
Both these estimations of ETp were used to derive continuous daily
actual evapotranspiration by means of a stress coefficient computed on the
base of hot-spot ET24 maps obtained by means of TSEB model.
The plot in Figure 8.5 shows the results relative to the use of RS-
based ETp as continuous proxy variable. The red rhombus in the same
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Figure 8.5: Temporal trend of daily evapotranspiration modelled by RS-based approach.
The Obs. values correspond to the observations made by EC1/SAS systems;
Mod. values are the ones modelled by means of remotely sensed ETp and
hot-spot TSEB estimations (red rhombus); and Ref. values are the ET0
derived applying the FAO-56 formulation on the locally observed weather
data.
figure highlight the estimations realized by TSEB in correspondence of
the airborne overpasses, used for the assessment of Ks values, which are
constant between two acquisitions.
The results reported in Figure 8.5 showed how in many cases the
estimations retrieved by RS-based approach are unsatisfactory, with clear
biases especially in the first period (until DOY 246). This behaviour is
mainly due to the direct influences of single hot-spot bias on the assessment
of ET in a long period (approximately 2 weeks) between two successive
airborne acquisitions.
In fact, the errors in TSEB hot-spot estimations, previously considered
globally acceptable (see sub-section 7.3), becomes the cause of systematic
biases in long term assessments. This behaviour is clearly evidenced by the
jumps in modelled ET24 values between two following airborne acquisitions.
The previously reported consideration of smaller errors in the esti-
mations performed in the last acquisitions (characterized by lower water
stress) is again confirmed by the better performance in the last days of the
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Figure 8.6: Temporal trend of daily evapotranspiration modelled by PM-based approach.
The Obs. values correspond to the observations made by EC1/SAS systems;
Mod. values are the ones modelled by means of Penman-Monteith ETp and
hot-spot TSEB estimations (red rhombus); and Ref. values are the ET0
derived applying the FAO-56 formulation on the locally observed weather
data.
simulation period.
The indices of agreement assume in this case values approximately
equal to 1 mm d−1 (MAD = 0.91 and RMSD = 1.09), two times the
measurements accuracy, confirming the poor performance of the RS-based
approach. Also the RE value, close to 45%, suggests the poor performance
of the RS-based model.
Similar considerations can be expressed for the PM-based model, which
results are reported in Figure 8.6. Despite that, in this case the agreement
with the observed values seems slightly better, showing however the same
characteristic jumps in correspondence of the TSEB hot-spot estimations.
The analysis of MAD and RMSD indices, which are equal to 0.72
and 0.86 mm d−1, respectively, highlights the improvement in model
performance compared with the RS-based case. Also the relative error
(RE = 33%) become closer to the one for the ALEXI/Dis-ALEXI, still
remaining unsatisfactory. An explanation of this better performance can
be found in the better agreement in the day-by-day comparison of ETp
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values with the effective atmospheric requirement; this behaviour limits
the systematic biases which is dragged to the days comprised between two
successive airborne acquisitions.
However, despite the improvements in PM-model performance, the
statistical indices suggest how the obtained outputs are characterized by
an unsatisfactory degree of accuracy for detailed field-scale applications.
Finally, it is interesting to notice how both the PM- and RS- based
models were not able to catch the ET24 increase few days after the rainfall
events; this can be explained by the absence of information related to
these events neither in the adopted hot-spot images (acquired few days
before/after the events) nor in the continuous proxy variables (potential
evapotranspiration values, which is independent from effective soil water
availability).
8.3 Application of land surface models
Differently from the previously analyzed approaches, the models ana-
lyzed in this sub-section introduce the direct modelling of latent heat flux
to overcome the requiring of daily surface temperature observations. In
these cases, adopting an hydrological scheme based on the force restore
approach (see sub-section 4.3), is possible to obtain continuous estimation
of both actual evapotranspiration and soil water content.
Two different models were applied, the first based on a scheme similar
to the one proposed by FAO-56, called dual crop coefficient (2-CC) and
developed for daily estimations; the second one is based on the coupled
solution of energy and hydrological balance at hourly scale by means of a
SVAT scheme.
The inputs involved in these two models include the precipitation and
the irrigation at daily and hourly scale, respectively, further highlighting
the increase in required information compared to the previously reported
approaches.
Additionally, the introduction of an hydrological scheme, even if simple,
requires the definition of soil hydraulic characteristics and root zone exten-
sion. The soil parameters assumed for the simulations are summarized in
Table 8.1. These values were obtained from in-situ charachterization of
the study site (Minacapilli et al., 2009) or directly from the tabled values
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Table 8.1: Soil parameters adopted in the force-restore scheme for 2-CC and SVAT
simulations.
Parameter Description Value Source*
θsat Saturated soil water content 0.42 a
θwl Residual soil water content 0.11 a
Ksat Saturated hydraulic conductivity 1.27 × 10−6 a
dz1 Soil surface layer thickness 0.1 a
dz2 Root zone layer thickness 0.9 a
b∗ Slope of the retention curve on a log graph 10.4 b
a∗ Parameter for θeq computation 0.075 b
p∗ Parameter for θeq computation 10.0 b
C1,sat Value assumed by C1 at saturation 0.375 b
C2,ref Parameter for C2 computation 0.3 b
* Source are as follow: (a) Minacapilli et al. (2009); (b) Noilhan and Planton (1989)
as suggested by Noilhan and Planton (1989).
The initial soil water content conditions, for both the applied models,
were fixed equal to 0.30 m3 m−3 for the root zone layer and 0.10 m3 m−3
for the surface layer; these values were derived from in-situ measurements
acquired few days after the simulations beginning.
8.3.1 Analysis of dual crop coefficient model
The dual crop coefficient (2-CC) approach, as described in sub-section
4.3.1, models the potential crop transpiration by means of a direct applica-
tion of the PM formulation at hourly scale analogously to the approach
previously reported in sub-section 8.2. These estimations, aggregated at
daily scale, were used jointly with stress coefficients Ks and Kr to derive
actual evapotranspiration at daily scale.
Thanks to the application of the dual crop coefficient the estimation of
evaporation and transpiration, separately, was allowed. These two values
were introduced in the hydrological balance Eqs. (4.30) to model water
content in surface layer and root zone.
Analogously to the previous reported cases, the model outputs were
compared with the observations made by micro-meteorological installations
at daily scale. This comparison, reported in Figure 8.7, shows the good
agreement between the modelled and observed values across the whole
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Figure 8.7: Temporal trend of daily evapotranspiration modelled by 2-CC approach.
The Obs. values correspond to the observations made by EC1/SAS systems;
Mod. values are the ones modelled by means of dual crop coefficient scheme
and force restore approach; and Ref. values are the ET0 derived applying
the FAO-56 formulation on the locally observed weather data.
simulation period.
In fact, the temporal trend of the observed ET24 is well reproduced
by the 2-CC model both in the drier and wetter periods. In particular,
the increase of evapotranspiration after the rainfalls that occurs in the
DOY 258 and 267 is also caught by the models due to the increase in soil
evaporation component.
Even if the observed daily ET flux showed only a slight variability during
the study period, is possible to observe how the 2-CC model, differently
from the ones analyzed in the previous section, is able to reasonably catch
the short term fluctuations in the observed ET24.
As introduced by the qualitative analysis, the indices of agreement
MAD and RMSD show the good capability of the 2-CC to model the daily
evapotranspiration, with values equal to 0.48 and 0.61 mm d−1, respectively.
These values are slightly higher of the uncertainties in observed data, but
can be considered not far from the acceptability. Moreover, a RE value
of 23.2% suggests how the performance of the model are very close to the
233
Continuous daily ET estimations
measurements uncertainties (20%).
Despite the approximations in the modelling of water stress (by means
of simple multiplicative coefficients) which seem to be unrealistic especially
for sparse tall crops, the obtained agreement with the observed values
seems to endorse the applicability of this method in such system with the
above reported degree of accuracy.
8.3.2 Analysis of SVAT model
The SVAT model simulation was performed in the previously introduced
study period by means of hourly meteorological inputs. In order to made
comparable the results with the ones obtained with 2-CC approach, a zero
flux was assumed at the bottom of soil profile (Q = 0). This hypothesis
is justified by the presence of a layer with low permeability located at a
depth of 1.2 m, just few cm below the assumed root zone depth.
Due to the temporal scale adopted by the model, the comparison
between simulated and observed values was performed both in terms of
hourly energy fluxes and daily actual evapotranspiration.
Validation at hourly scale
The analysis of hourly energy fluxes was simply realized by comparing
both the agreement in terms of diurnal shape and value-by-value correspon-
dence. Figure 8.8 reports the modelled fluxes for a period of 20 days (from
DOY 200 to DOY 220) with the corresponding measured values. In the
upper panel the data relative to the available energy are reported, instead,
the lower panel reports the values corespondent to the turbulent fluxes.
As observable from these plots the model outputs well agree with the
observations, with a general agreement between simulated and measured
fluxes in the daily shape of all the variables.
A detailed analysis of the temporal trends shows a good agreement in
the day-time values and a slight underestimation in the night-time simulated
fluxes, especially for net radiation and sensible heat flux. Consequently
the simulated values of latent heat fluxes show the overestimation at the
night time (Figure 8.8, lower panel).
In order to quantify the model performance, the modelled fluxes were
plotted against the observed one by means of scatterplots, as shown in
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Figure 8.8: Temporal trend of hourly fluxes modelled by SVAT approach in a subset
of 20 days in the simulation time. Upper panel shows the observed (dots)
and modelled (continuous line) net radiation (in red) and soil heat flux (in
black). Lower panel shows the observed (dots) and modelled (continuous
line) sensible (in green) and latent (in blue) heat fluxes.
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Table 8.2: Summary of hourly energy fluxes statistics derived from the comparison of




[W m2] [W m2]
Rn 28 41 0.97 0.99
G0 16 20 0.67 0.91
H 34 47 0.87 0.95
λET 34 44 0.82 0.93
Figure 8.9.
The analysis of the scatterplots in Figure 8.9 confirms how the data
are moderately little dispersed around the 1:1 line, showing no significant
bias in the modelled fluxes.
Table 8.2 summarizes the values of the statistical indices for all the
terms of the surface energy balance, at an hourly scale. The statistical
metrics indicate that the mean errors for the modelled fluxes are of the same
order of magnitude of the uncertainties associated with the measurements,
with the higher values of MAD and RMSD for H and λET equal for both
to about 35 and 45 W m−2, respectively.
The analysis of agreement index IA shows a good model performance
for all the surface fluxes, with values always higher than 0.9. Similarly, the
analysis of the E index shows values close to 1 (perfect match) for Rn, and
quite high values also for H and λET , confirming a general good accuracy
of the modelled values. The value of E index obtained for G0 (0.67) is also
significantly high, but suggests the possibility to improve the performance
by means of a more physically-based scheme. However, considering the
small impact of G0 value on the daily ET estimation, the accuracy in G0
assessment can be considered acceptable, since the mean errors (MAD and
RMSD) are low.
The obtained accuracy is generally comparable with the ones reported
in similar studies (Boulet et al., 2000; Falge et al., 2005; Schelde et al., 1997;
van der Keur et al., 2001) carried out under different climatic conditions
and crop types.
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Figure 8.9: Scatterplots comparing the surface energy fluxes observed by EC1/SAS
systems and modelled by SVAT at hourly scale. Upper line panels report
the net radiation (left panel) and the soil heat flux (right panel); the lower
lines panels report the sensible (left panel) and latent (right panel) heat
fluxes.
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Figure 8.10: Temporal trend of daily evapotranspiration modelled by SVAT approach.
The Obs. values correspond to the observations made by EC1/SAS systems;
Mod. values are the ones modelled by means of two-source scheme and
force restore approach; and Ref. values are the ET0 derived applying the
FAO-56 formulation on the locally observed weather data.
Validation at daily scale
The modelled latent heat flux was aggregated at daily scale and com-
pared with the observed values. Figure 8.10 shows the comparison between
measured and modelled daily evapotranspiration. As can be generally
observed, the pattern of ET24 is well reproduced by the model both in
terms of ranges of variability and temporal dynamic.
Analyzing in details the plot in Figure 8.10, it is possible to observe
how no significant bias are present between modelled and observed values;
this is confirmed by the analysis of model accuracy, assessed using RE,
MAD and RMSD statistical indices, which reports values equal to 15.4%,
0.32 and 0.43 mm d−1, respectively.
These RE, MAD and RMSD values are slightly lower to the ones
corresponding to the measurements accuracy, and are also similar to
those found for other applications of similar models (Crow et al., 2008).
Moreover, considering the high degree of water stress that occurs in the
simulation period, the accuracy of this model seems to adequate reproduce
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the values obtained from the measured data, as deeply discussed in the
next sub-section.
8.4 Water stress modelling
The effective capability of the model to reproduce the evapotranspira-
tion process can be evaluated also in terms of the capability to reconstruct
the effective environmental stress condition (mainly due to soil water
deficit). In fact, in practical applications the parameter of real interest is
the reduction of the actual condition from the theoretical potential one, in
order to quantify the stress induced by limited water availability.
In the specific case, on the basis of the analogy between KcKs and Λ
measured terms reported in the sub-section 6.4.3, the indicator adopted
to quantify the water stress is the ratio ET24/ET0 (equal to the product
KcKs of the FAO-56 scheme).
To facilitate an objective analysis, in Table 8.3 are reported the statis-
tical indices derived by the comparison of modelled ET24/ET0 values with
the observed one across the whole study period.
First of all it is interesting to notice the quite small variability of MAD
and RMSD indices for the different models, mainly due to the reduced
variability of the adopted stress index (0–1). This consideration suggests
how, differently from ET24 data, these indices are not suitable for the
critical analysis of ET24/ET0 ratio in this study case.
Similarly, the efficiency index IA seems to return high values for all the
models (with the exception of RS-based one), suggesting also in this case
the non-optimality of the use of this statistical metric in the specific case.
After these preliminary considerations, the results in Table 8.3 show,
as previously underlined in the above reported analyses on ET24, the
optimal performance obtained with the SVAT model which returns the
best agreement both in terms of accuracy (RMSD, MAD and RE) and
efficiency (E and IA).
Moreover, the SVAT model is the only one that obtained a satisfactory
efficiency E (0.66); this means both small modelling errors and a good
capability to reproduce the general behaviour of the stress index as well.
This result is particularly significant if analyzed with the regression line
which have a slope closer to the unity (0.97) with a R2 of 0.75 and a
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Table 8.3: Summary of statistical indices of modelled continuous stress factor. A
description of the indices is reported in the Appendix B.
Index ALEXI PM-based RS-based 2-CC SVAT
Mean 0.39 0.44 0.39 0.42 0.46
MAD 0.12 0.15 0.19 0.11 0.07
RMSD 0.15 0.18 0.24 0.15 0.10
RE 25.5 32.3 42.5 24.7 16.1
E 0.28 -0.10 -0.97 0.30 0.66
IA 0.80 0.79 0.49 0.81 0.92
negligible intercept.
The analysis of the statistical indices highlights also how both the 2-CC
and ALEXI/Dis-ALEXI approaches perform similarly in term of almost
all the statistical metrics, as previously highlighted by ET24 data analysis.
Unfortunately, both models return values of the efficiency E significantly
smaller than the SVAT one, suggesting how the performance as slightly
far from optimality.
Additionally, a significant difference between these two models is ob-
servable in terms of the average ET24 (or the ratio with ET0), which is
close to the observed one just for the 2-CC model. This behaviour is prob-
ably related to the above discussed underestimation of ALEXI/Dis-ALEXI
between the DOY 225 and 260, after the irrigation supplies but before the
rainfall events.
Finally, it is clear how the performance of the PM- and RS-based
models is unsatisfactory, with RE, MAD and RSMD values significantly
greater than measurements accuracy, and efficiency (both in terms of E
and IA) inadequate for detailed application at field scale.
Another way to compare the performance of the different models in
terms of water stress is the analysis of the cumulative ET values during the
whole study period of 153 days. This approach allows to analyze the impact
of the model errors on the total water lost in the irrigation period. This
quantity is, in fact, strongly correlated with the irrigation requirements,
representing the total amount of water returned in the atmosphere in a
particular date due to the evapotranspiration process (and then subtracted
from the root zone).
The plot in Figure 8.11 reports the cumulative ET for the 5 tested
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Figure 8.11: Cumulative curves for the evapotranspiration modelled by the analyzed
models for the period June-October 2008 (153 days). The continuous black
line represent the SVAT model, which is takes as a reference due to the
closer results with the observed values.
models. In this analysis, due to the presence of missing value in the
observations during the study period, the SVAT model was taken as the
reference due to the better agreement with the measured values in all the
previously reported analyses.
This graph highlights how the 2-CC model returns, at the end of the
simulation a total amount of ET practically coincident with the SVAT one,
with a difference quantifiable in about the 2.5%. Also the general trend of
the two model is very close, and not show particularly discrepancies along
the whole period.
Differently, the ALEXI/Dis-ALEXI model shows a good agreement
with the SVAT in the first period of simulation, spacing out the SVAT
after the DOY 225 and registering an underestimation of about 12% at
the end of the simulation period.
A comparable amount of underestimation is observable for the PM-
and RS- based models, which show a similar temporal trend characterized
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by sub-periods of local underestimation and overestimation. Globally,
the PM-based approach shows a slighly better final agreement, with an
underestimation of about 8% of the SVAT cumulative ET.
The analysis of the temporal trends, statistical indices and cumulative
values confirms the reliability of the results based on the LSM approaches,
especially in the case of SVAT one which returns the higher performance
in all the analyses. The SVAT model overcome the 2-CC in terms of
RE, MAD and RMSD indices and cumulative ET, obtaining also a signifi-
cant improvement in the Nash and Sutcliffe efficiency index in terms of
quantification of water stress amount.
The consistency of these good performances is partially augmented by
the requirement of root zone soil hydraulic parametrisation, which can
be a limitation for the applicability in non-monitored wide areas. This
particular problem will be partially discussed in the next sub-section.
The results obtained for the ALEXI/Dis-ALEXI procedure are poten-
tially interesting, due to the similarity, in terms of statistical indices, with
the 2-CC one. Nevertheless, the model underestimation after the irrigation
supplies highlights the limitation on the applicability of this procedure
in areas characterised by a considerable amount of external local water
inputs.
The procedure seems promising in the case of large area (watershed
scale) applications, due to the capability to catch the effective water stress
conditions by means of continuous monitoring of the actual evapotranspi-
ration (even if only at low spatial resolution).
Finally, the procedure based on the hot-spot estimation of ET24 made by
TSEB model seems to drive to unacceptable results, mainly due to the small
frequency of the thermal images (about 2 weeks) and the necessity to base
the estimation for a long period on a single estimation of a stress coefficient;
this last behaviour causes systematic errors in the values modelled between
two consecutive acquisitions, magnifying the error obtained in the single
hot-spot estimation.
Despite that, the remote estimations of ETp look useful for the moni-
toring in absence of weather stations, suggesting the possibility to obtain
better performance with more frequent high-resolution acquisitions. Unfor-
tunately, nowadays there are no plan for moderate/high spatial resolution
sensors on satellite platforms which could allow the availability of thermal
242
8.5 Evaluation of data assimilation schemes
data with a frequency higher than 2 weeks.
8.5 Evaluation of data assimilation schemes
As result of the analysis reported in the previous sections, it is pos-
sible to affirm how in this study case the SVAT approach seems to be
suitable for detailed continuous monitoring of ET at both hourly and daily
scale. Despite that, as highlighted by the critical analysis of the results,
the requirements of a sub-surface hydrological balance should limit the
applicability of this methodology in absence of information on root zone
depth or hydraulic characterisation of the soil. This problem is particular
relevant for applications in wide areas, where remote sensing data do not
provide support to these model parameters.
Another interesting feature of the SVAT model is the possibility to
reconstruct the surface energy partitioning also in absence of surface
temperature observations, due to the complete solution of the surface
energy budget. This feature highlights the possibility to take advantage of
the unused information in the thermal region for the improvement of the
model performance in absence of detailed information characterizing the
sub-surface.
In order to test the potentiality of this proposal, the data assimilation
schemes introduced in the section 4.4 were applied. In particular, two
different schemes were analyzed, both based on the ensemble Kalman
filtering: the single filter for the state updating (1EnKF) and the dual
state-parameter filtering (2EnKF).
However, in both cases, as briefly introduced in the sub-section 4.4.2,
some characteristics of the ensemble (e.g., dimension, distribution of errors,
assimilation frequency) should be defined. To reduce the efforts required
by a detailed study of all these problematics, some assumption was made
in order to focus the attention on the applicability of these methodologies
in a real case:
• ensemble size equal to 50 replicates;
• errors in the model input (meteorological data) Gaussian with know
variance;
• errors in the assimilable variables Gaussian with know variance;
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• assimilation frequency of 10 days for the applications with synthetic
data (comparable to the availability of moderate resolution remotely
observed thermal data in practical applications);
• uncertainty in SVAT model parametrization limited to 1 parameter
(the most sensible one).
Regarding the latter point, a preliminary sensitivity analysis was per-
formed in order to establish the more sensible parameter of the SVAT
approach, as discussed in the next sub-section.
8.5.1 SVAT sensitivity analysis
With the aim to detect the more sensitive parameter in the SVAT model
not directly derivable from remotely-sensed data, a sensitivity analysis was
performed using the meteorological dataset available for the seasons 2007
and 2008. In order to take into account the model behaviour for different
crop types, 4 scenarios were analyzed:
1. a tall dense crop (e.g., citrus orchard or forest);
2. a tall sparse crop (e.g., olive trees);
3. a short dense crop (e.g., reference grass);
4. a short sparse crop (e.g., shrub).
For each scenario the parameters not interested by the sensitivity anal-
ysis were fixed, assuming the typical values for each one. The parameters
included in the analysis should be subdivided into 2 classes: 1) lumped
parameters, generally considered spatially invariable; 2) parameters that
characterize the sub-surface system.
The sensitivity analysis was performed by varying the single parameter
in the admissible range of variability (reported in Table 8.4) and assuming
the others equal to the more plausible value for the considered crop type.
This approach allows to analyze the effects related to errors in one parameter
if it is the only source of error. For each parameter 5 values were considered,
uniformly distributed within the admissible range.
The SVAT model sensitivity to each parameter was computed on the
basis of the error in the modelled ET, assuming it as the variable of
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Table 8.4: Summary of the sensitivity analysis of the SVAT model.
Parameter Description Range Error [%]
κ Radiation extinction coefficient 0.3–0.6 13
a′ Free convective velocity constant 0.004–0.011 13
b′ Empirical coefficient for rs computation 0.012–0.024 8
C′ Coefficient for rx computation 90–175 5
θwl Residual soil water content 0.05–0.15 9
θsat Saturated soil water content 0.35–0.55 35
rc,min Stomatal resistance in absence of stress 100–450 40
dz2 Root zone layer thickness 0.2–3.0 88
interest. In particular, the error associated to the parameter was computed
averaging in time the ratio between the maximum range of variability of
ET in the 5 simulations and their mean value. Afterwards, the error was
expressed as percentage.
Table 8.4 reports the obtained results, limited to the most sensible
parameters. The analysis of these data highlights three significantly sensible
parameters: the saturated soil water content, the minimum stomatal
resistance and the root zone layer thickness.
Nevertheless, it is clear how the model sensitivity to the root zone
depth is 2 times greater than the other two. For this reason, as final
consideration on these data, the analysis seems to suggests how the more
sensitive parameter among the ones not retrievable from remotely-sensed
data is the root zone depth, dz2.
8.5.2 Critical analysis with synthetic data
Following the considerations obtained from the sensitivity analysis,
the root zone depth was adopted as the parameters to be modified in
order to evaluate the data assimilation approaches efficacy, in absence of
information on model parametrization.
A preliminary test on the data assimilation schemes was performed
using synthetic observations extracted from the SVAT simulated outputs
reported in the previous sub-section. Assuming that simulation as the
optimal one, synthetic observations of θ2 and λET were extracted every
10 days at the 11 UTC starting from the 21/06/2008 (DOY 173). These
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observations were considered as measures of the true˝ state of the system,
then unaffected by observation errors.
Moreover, the optimal simulation was taken as the reference one to
analyze the performance of the assimilation schemes. Similarly, the sim-
ulations realized with the SVAT assuming dz2 equal to 0.2 and 3.0 m
(named open loop) were considered as boundary conditions to evaluate the
improvements related to data assimilation.
After that, the SVAT model joined with 1EnKF was applied 280 times
assuming uniformly distributed starting values of the parameters dz2 in the
range 0.2–3.0 m. Two different tests were performed: the first assimilating
the perfect˝ observation of θ2 and the second one assimilating the perfect˝
observation of λET .
These simulations were averaged in 14 classes (20 simulations for each
class) for both the tests, and the results were plotted against the optimal
and open loop simulations. The two tests return quite similar results; for
this reason Figure 8.12 (left panel) reports the result relative to the λET
case. This solution was indicated by the fact that λET observations are
more easily obtainable from residual SEB model applications.
The results reported in Figure 8.12 (left panel) show how the 1EnKF
assimilation procedure causes a reduction in the general dispersion of the
simulation around the optimal case, especially if compared with the open
loop ones. However, it is possible to notice how in some cases (i.e., around
the DOY 235) the assimilation do not return significant improvements.
This behaviour can be partially justified by the fact that the 1EnKF do
not modify the model parametrization, but just reinitialises the model state
according to the latter available observation. For this reason, in proximity
of localized water inputs (rainfall or irrigation) the previous update of the
soil water content state can be followed by excessive/moderate modification
in the system state independently from the assimilation renew process (e.g.,
excessive inputs in too small root zone reservoir). These errors affect the
model simulations until the new assimilation, causing in some cases errors
comparable to the open loop cases.
Another interesting feature can be observed by analysing the distri-
bution of model’s errors (assuming as reference the optimal case) as a
function of the initial value of dz2. These results are reported in the right
panel of Figure 8.13, quantifying the errors by means of the MAD index.
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Figure 8.12: Analysis of daily evapotranspiration obtained with 1EnKF using synthetic
perfect observations. Right panel reports the temporal trend of daily evap-
otranspiration modelled with SVAT applying the 1EnKF using synthetic
perfect λET observations derived from optimal simulation (black line); red
lines represent the open loop simulations realized without assimilation and
root zone depth equal to 0.2 and 3.0 m; grey lines are the model replicates
obtained with different initial values for the root zone depth; and the blue
dots are the synthetic assimilation dates. Left panel reports the average
MAD value for each class of initial root zone depth (dz2 class), assuming as
reference the Optimal simulation; the red bars represents the MAD of the
two open loop simulations; and black dashed line represents the optimal
dz2 value.
It is possible to observe how the MAD value is a function of dz2,
assuming smaller value (better matching) in proximity of the optimal
dz2 value (0.9 m). Moreover, the errors in the extremes of the range of
variability of dz2 (especially the lower one) are consistent and not negligible,
somewhat similar to the open loop ones. Despite that, on average, the
differences result quite small for a large range of variability, approximately
from root zone depth of 0.5 to 1.5 m.
An analogous analysis was performed adopting the 2EnKF approach,
as summarized by the plots in Figure 8.13.
In this case, the analysis of the temporal trend of the ET (Figure 8.13,
left panel) highlights how the dispersion around the optimal results is
smaller than the case of the 1EnKF. Additionally, it is evident the absence
of simulations with errors closer to the open loop cases, obtaining a quite
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Figure 8.13: Analysis of daily evapotranspiration obtained with 2EnKF using synthetic
perfect observations. Right panel reports the temporal trend of daily evap-
otranspiration modelled with SVAT applying the 2EnKF using synthetic
perfect λET observations derived from optimal simulation (black line); red
lines represent the open loop simulations realized without assimilation and
root zone depth equal to 0.2 and 3.0 m; grey lines are the model replicates
obtained with different initial values for the root zone depth; and the blue
dots are the synthetic assimilation dates. Left panel reports the average
MAD value for each class of initial root zone depth (dz2 class), assuming as
reference the Optimal simulation; the red bars represents the MAD of the
two open loop simulations; and black dashed line represents the optimal
dz2 value.
small range of variability for ET.
The analysis of the errors reported in Figure 8.13 (right panel), shows,
also in this case, how the MAD results weakly sensitive to the starting value
assumed by dz2, ranging between 0.1 and 0.15 mm d
−1. This latter result is
particular interesting, because it highlights the possibility to obtain results
close to the optimality independently for the initial parametrization of dz2.
Another interesting consideration can be made by analyzing the evo-
lution of the dz2 parameter during the simulations for the 14 classes of
initial value, as reported by the plot in Figure 8.14.
This diagram shows how almost all the simulations converge in time
to the value of dz2 adopted for the optimal simulation, and in particular,
how the range of variability of the assumed dz2 is very small after just 3
assimilations. The velocity of this process is mainly due to the hypothesis
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Figure 8.14: Temporal trend of the root zone depth modelled by 2EnKF starting from
different initial value. Black dashed line represents the optimal value for
the root zone depth obtained from in-situ observations; grey lines are the
average of 20 replicates for each class of starting value of dz2; and blue
dots are the synthetic assimilation dates.
to assimilate perfect˝ observations; in fact, the latter strongly forces the
model to the optimal condition. The effects of real data assimilation will
be discussed in the next sub-section.
8.5.3 Application to the study case
On the basis of the considerations reported in the previous sub-section,
the 2EnKF was chosen as the ideal algorithm to incorporate the TSEB
λET estimations in the SVAT model.
In this case, the assimilation frequency was not defined artificially, but
was imposed by the availability of the airborne acquisitions. Moreover,
the observed values were not assumed perfect˝, but characterised by a
Gaussian distribution with variance equal to 35 W m−2 (derived from the
TSEB model uncertainty analysis reported in the sub-section 7.1.2).
Similarly to the case of the assimilation of perfect˝ observations, the
simulations realized with different initial values of dz2 return quite similar
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Figure 8.15: Temporal trend of daily evapotranspiration modelled by SVAT+2EnKF
approach. The Obs. values correspond to the observations made by
EC1/SAS systems; Mod. values are the average of all the replicates
obtained with different initial parametrization of root zone depth; and
Ref. values are the ET0 derived applying the FAO-56 formulation on the
locally observed weather data. Red rhombus represent the airborne images
acquisition dates.
results just after the fist assimilation. For this reason, in Figure 8.15
is reported the ET temporal trend derived by the average of the 280
simulations starting from the day after the first assimilation.
Comparing the data in Figure 8.15 with the ones of Figure 8.10 (SVAT
with the optimal parametrization) it is possible to observe how the results
are very similar in both magnitude and temporal trend. The computation
of the indices of agreements for this case allows to quantify the accuracy
of the model in terms of RE, MAD and RMSD equal to 16%, 0.35 and
0.49 mm d−1, respectively, just slightly worse than the optimal SVAT
simulation.
Additionally, Table 8.5 reports the statistical indices relative to the
hourly scale results, also in this case referring to the average of the 280
simulations from the day after the first assimilation.
Also this analysis highlights how the results are only very slightly worse
than the one obtained with the optimal SVAT model (see Table 8.9), but
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Table 8.5: Summary of hourly energy fluxes statistics derived from the comparison of
SVAT+2EnKF modelled values (average of 280 simulations with different




[W m2] [W m2]
Rn 27 40 0.97 0.99
G0 16 19 0.69 0.88
H 38 49 0.85 0.96
λET 36 46 0.81 0.93
obtained without the knowledge of the root zone depth.
On the basis of these considerations, the differences found in the com-
parison between optimal SVAT and SVAT+2EnKF should be considered
practically negligible at both hourly and daily scale; moreover, the accu-
racy indices at daily scale result always better than the ones computed for
the other analyzed models, also when it was hypothesized the absence of
knowledge on the root zone depth. In this case, the dual state-parameter
filter seems to be an useful tool to minimize the model uncertainties when
reliable observations of latent heat flux were assimilated, also providing
a sort of calibration of the model parameter, just after few assimilations





In the framework of the reduction of water waste, and in particular in
the support of irrigation practice, the detailed modelling of water loss by
means of evapotranspiration (ET) assessment assumes a central role.
The increased availability of remotely observed images drastically en-
hances the interest of scientific community in the improvements in the
spatially distributed modelling of the hydrological main terms related to
this novel source of data.
With this preface, the general context of this thesis can be identified
in the support of remotely-observed data to hydrological models for high
temporal and spatial resolution modelling of evapotranspiration.
9.1 Concluding remarks
In this thesis, the potentiality of short-wave (visible and near infrared)
and thermal remotely-sensed data was explored, with particular regards to
the assessment of evapotranspiration in sparse tall vegetated areas (i.e.,
olive orchard). Contextually, the capability of the micro-meteorological
techniques to observe the energy fluxes exchange in the SPA was inves-
tigated, in order to obtain reference values on the reliability of these
observations.
To this aim, a set of 7 airborne acquisitions was planned and realised;
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then the acquired images were processed, analyzed and used to derive vari-
ables useful to characterize the land surface for hydrological applications.
Additionally, the test site was interested by numerous field measurement
campaigns, including the monitoring of surface energy fluxes by means
of two different micro-meteorological techniques: eddy correlation and
scintillometry.
The main goals of this research can be summarized in three distinct
objectives: i) the evaluation of micro-meteorological measurements accuracy
in a sparse tall system; ii) the applicability of residual energy balance models
in a typical Mediterranean landscape; iii) the suitability of remotely-sensed
data for the high -spatial -temporal resolution modelling of water losses.
Evaluation of micro-meteorological measurements
Regarding to the observation of surface energy fluxes with micro-
meteorological instruments, the first issue was related to the capability
of the different techniques to provide comparable measurements, and in
particular to return reliable estimations of the sensible heat flux.
This issue, of particular interest in the case of sparse and tall vegetation,
was investigated comparing the fluxes observed by two stand-alone installa-
tions: an eddy covariance tower (EC1) and a scintillometer system (SAS).
The comparison of the observed fluxes highlights the underestimation of
the SAS observations, probably related to the presence of a significantly
thick roughness sub-layer in the olive field.
The implementation and application of an alternative calibration pro-
cedure of the SAS data, which requires an additional measurement of the
above canopy horizontal wind speed, allow to remove the biases between the
observations realized by the two techniques obtaining indices of agreements
in the order of 40 W m−2.
The independent analysis of the proposed approach with a second eddy
covariance system (EC2), located in the same study field, confirms the
applicability of the suggested calibration approach, obtaining agreement
indices slightly better than the EC1 case (30 W m−2); this result is
probably due to the better matching between the source areas of EC2
and SAS instruments. This latter result suggests that the discrepancies
in the observed sensible heat fluxes are only partially attributable to the
difference in footprint locations.
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These fluxes were used, jointly with the observation of available energy,
to evaluate the balance closure in this crop system. The results obtained
from the analysis of budget closure ratio (CR) suggest that the terms
neglected in the standard formulation of the surface energy budget are
effectively negligible. The CR obtained for the EC1 and EC2 system were
equal to 0.86 and 0.90, respectively, in the same order of the acceptable
results suggested in literature.
Moreover, the analysis of EC2 data suggests how no substantial differ-
ences were found in the measured, residual and closure-forced latent heat
fluxes when the observed data were accurately derived.
Further analyses on the observed data were focused on the validation
of some hypotheses generally adopted by remote sensing-based modelling
of ET for the daily integration procedure. In particular, the retrieval of
daily net radiation with the FAO-56 formulation was critically analyzed
for the sparse configuration of the olive trees, suggesting the need of an
empirical correction to account the difference between daily-average air
and surface temperatures.
Additionally, the daytime integration approach from instantaneous
fluxes was analyzed, finding good results using the corrected evaporative
fraction (Λ′ = 1.1Λ) originally suggested by Anderson et al. (1997).
Finally, as a summary of all the uncertainties in the surface fluxes
measurements, the accuracy of daily ET was computed by comparing the
observations provided by the different installations. For this study case, an
accuracy equals to 0.4 mm d−1 was found, similar to the values obtained
in other studies on both dense and sparse crop systems.
Performance of residual SEB model
The principal application of thermal remotely-sensed data in the ET
modelling is the so-called residual surface energy balance (SEB) approach,
where the latent heat flux at the overpass time is derived as residual term
of the energy budget and the daytime value is obtained by means of the
self-preservation hypothesis on the evaporative fraction.
Among the residual SEB schemes, the TSEB (Two Source Energy
Balance) model was tested in this study case. This choice was suggested by
the strong clumping of the olive trees, which causes significant interactions
between the fluxes generated by soil and canopy surfaces.
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The TSEB model was tested on the olive orchard, at both instanta-
neous (overpass times) and daily scale, in correspondence of the 7 images
acquisition dates. In particular, due to the sparse configuration of the
crops in the study area, a detailed analysis of the impact of in-canopy wind
profile was performed.
The analysis aims to quantify the effects of different in-canopy wind
speed models on the sensible heat flux modelled by TSEB, by comparing
three wind profile schemes: the exponential profile (Goudriaan, 1977),
the hyperbolic-cosine profile (Massman, 1987) and an empirical corrected
version of the latter one (Lalic et al., 2003).
The comparison of the fluxes modelled using the three approaches,
with the observed values at hourly scale, suggests the scarce impact of this
component on the available energy, highlighting the higher sensitivity of the
turbulent fluxes. In particular, it was observed how the Massman approach
produced the lowest errors in sensible and latent heat fluxes, the Goudriaan
approach, used in the standard implementation of the TSEB, also returns
reasonable estimates, comparable with the measurement uncertainties. In
contrast, the Lalic in-canopy wind profile model yields unacceptably high
errors with respect to measured fluxes.
The additional parameter requested by Massman model (to model the
roughness sub-layer of the underlying vegetated surface) suggests how this
approach is applicable only when detailed information on canopy structure
are available (i.e., small area applications).
Another analysis on the TSEB model was performed by considering the
possibility to directly infer the surface fluxes also in absence of information
on the local air temperature value above the vegetation. In fact, due to
the difficulties in remotely-observed surface temperature calibration, signif-
icant biases has been found between radiometric temperature and locally
observed air temperature. These biases directly affect the computation
of surface-air temperature gradient and, as a consequence, the sensible
heat flux estimations. Moreover, the availability of suitable air tempera-
ture observation are not always possible, due to imperfect localization (or
absence) of weather stations.
For these reasons, two alternative approaches to the classical TSEB were
implemented and tested: the first one is based on the internal calibration of
the air temperature on the basis of the information directly available within
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the image (TSEB-IC), and the second one is based on the downscaling
procedure of the fluxes assessed at larger scale by the ALEXI model, named
Dis-LEXI.
The analysis of these approaches was performed by comparing the
retrieved air temperature and the assessed fluxes. Both these analyses
suggested not relevant biases among the three models, with differences
practically negligible at both instantaneous and daily scale.
These results are promising to enlarge the applicability of the TSEB
scheme also in absence of air temperature measurements, or to minimize
the errors related to eventual biases in the remotely-derived radiometric
temperature maps.
Accuracy of continuous ET assessment
The efforts focused on the previously summarized topics were finally
put together in the comparative analysis of the different approaches to
retrieve continuous estimation of evapotranspiration at local scale.
In particular, the analyses on fluxes measurements were used to define
the admissible threshold for models accuracy; instead, the temporal sparse
TSEB estimations were used as an index of water stress conditions.
The tested approaches include methodologies that use remotely-sensed
data in various way. It is possible to distinguish three different class of
models:
• approaches based on continuous low-resolution assessment of ET and
downscaling procedure;
• approaches based on continuous potential ET estimations and hot-
spot stress indices;
• approaches based on continuous solution of the hydrological balance.
In the first class of model, the ALEXI/Dis-ALEXI procedure was tested.
This method uses MSG data to continuously asses the ET at coarse spatial
resolution, downscaling it by means of hot-spot high resolution estimations
retrieved by Dis-ALEXI. In this approach the requested ancillary in-situ




In the second class of models, two approaches were tested: the first
one is based on the direct solution of Penman-Monteith formula for the
potetial ET assessment and the stress index derived from TSEB-IC; and
the second one that uses a combination of remotely-observed reference
ET (using the Priestley-Taylor approximation) and crop coefficient (from
NDVI) to assess the potential ET.
Finally, the estimations based on the solution of hydrological balance
adopt the scheme known as force-restore; in particular, this scheme was
joined with two different models of the surface flux exchanges: the first one
is based on the FAO-56 dual crop coefficients (2-CC), and the second one
is based on the complete solution of the two-source energy budget (SVAT).
These latter models do not use the information acquired in the thermal
region, replacing the land surface temperature input with the modelling of
water dynamic in the soil.
The model performances were firstly tested by comparing the daily ET
estimations with the data observed by micro-meteorological stations. These
comparisons highlighted the poor performance of both the approaches based
on the continuous estimation of the potential ET. This results is manly due
to the high degree of stress of the simulated crop, and by the low frequency
of the airborne images (≈ 15 days).
Better results were obtained with the ALEXI/Dis-ALEXI procedure
and the dual crop coefficient approach; however, in both cases, the indices
of agreement of the models were slightly higher than the measurements
uncertainties (accuracy in the order of 0.5 mm d−1).
These results were partially justified in the case of ALEXI/Dis-ALEXI
application by the underestimation of ET during the irrigated period; this
is mainly due to the inability of ALEXI model to reconstruct the local
increase of water availability caused by irrigation supplies.
Instead, the slightly unsatisfactory performance of the dual crop coeffi-
cient approach can be partially justified by the excessive simplification of
the soil-vegetation interactions made by this approximate scheme based
on multiplicative reduction coefficients.
The best results in terms of daily ET were obtained with the application
of the SVAT approach; in fact, this model returns indices of accuracy
generally lower than the measurements uncertainties and it well reconstructs
both the ET magnitude and small scale temporal trend. Moreover, the
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analysis of the model at hourly scale provides also a good agreement at
this temporal scale, with accuracy always comparable with measurements
uncertainties.
Additionally, the analysis of the tested models capability to reconstruct
the effective water stress status returns similar considerations, highlighting
the good performance of the SVAT model.
As final test, the suitability of coupling data assimilation schemes with
the SVAT model was tested, in order to limit the request of sub-surface
parameters not directly derivable from remote-sensed data. With this aim,
two data assimilation approaches based on the ensemble Kalman filtering
were applied: the state updating and the dual state-parameter filtering.
The first one updates the soil water content taking into account the
information provide by external observation, differently, the second one
uses the observations to update both system status (soil water content)
and model parameters.
In order to evaluate the two filtering techniques performances, the root
zone depth was detected as the more sensitive parameter not retrievable
from remote sensing. The capability of the data assimilation schemes to
minimize the errors related to root zone depth uncertainties was analysed
using both artificial un-biases observations and TSEB modelled ones.
The preliminary analysis of the two schemes with artificial un-biases
observations highlights how the dual state-parameter approach provides
good estimations independently from the initial value assumed for the
root zone depth this because the capability of the approach to calibrate
the model along the assimilation phase. Differently, the state updating
filter provides results sensitive to the root depth adopted starting value,
returning satisfactory results only in the 0.5–1.5 m root depths range.
The dual state-parameter method was then applied to the real study
case to assimilate the latent heat flux estimations made by TSEB model.
This application provides a validation of the data assimilation procedure;
in fact, the obtained accuracy indices were very close to the ones computed
for the locally parametrized SVAT application, at both daily and hourly
scale. Additionally, the root zone depth returned by this approach results
very similar to the one experimental observed, confirming the capability of




The combination of SVAT model and dual state-parameter data as-
similation scheme allows to obtain reliable estimations of surface energy
and water fluxes at both daily and hourly scale, limiting the model pa-
rameters not retrievable from remotely-sensed data as the soil hydraulic
characteristics.
9.2 Further development
Within this research several methods to assess the ET at high -temporal
and -spatial resolution were detailed tested. However, many routes for
future researches are still open.
This research, in fact, limited the study to high resolution data and
agricultural environment, with particular regards to the olive orchard.
Further applications of these methodologies should be realized for other
sparse cropped system, i.e., vineyard. In particular, the analysis on the
effects of in-canopy wind speed profile has pointed out the importance of
this issue in sparse system, but further analysis should be performed for
rowed crops where also the wind direction variable can be relevant.
Additional analyses should be realized on the possibility to improve
the capability of residual energy balance approaches by introducing infor-
mation on the plant photosynthesis activity and carbon exchange with the
atmosphere, as suggested by Anderson et al. (2008).
The applicability of the methodologies based on the resolution of
hydrological balance should be furthermore tested in longer simulation
periods, including wet season, to evaluate the suitability of the simple force
restore scheme.
The extension of these methodologies to wider areas introduces further
degrees of complexity to the modelling, related to the spatialization of
meteorological data, and to the availability of detailed information on the
soil type. Moreover, problematics related to the effects of the complex
morphology should be studied in details when basin-scale applications are
realised. In these applications, remotely sensed data could be an additional
source for both model calibration and parameterization (Boulet et al., 2000;
Qin et al., 2008; van der Keur et al., 2001).
In the context of large scale applications, the approaches more directly
based on the remote sensed data, as the ALEXI/Dis-ALEXI one, are
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promising due to the limited amount of requested ancillary information.
Nowadays, remotely sensed images provide optimum spatial information,
although the temporal frequency is currently inadequate for moderate/high
spatial resolution applications. However, the development of new mission,
and the interest in data fusion approaches (see McCabe et al., 2008;
Renzullo et al., 2008) seem to suggests the possibility to reduce this
limitation in the next future.
In this future scenario, the integration of multi-resolution and multi-
frequency data, by means of data fusion approaches, and the assimilation
of information provided by different sources, including in-situ observations
made by micro-meteorological networks, appear the natural development
in this research field. Moreover, the numerous interactions among the
different components of the land-atmosphere continuum seem to suggests





Airborne images calibration and processing
In this appendix the procedures adopted to perform geometric and
radiometric calibrations, and atmospheric correction are described.
A.1 Geometric and radiometric correction
The pre-processing phase, including geometric and radiometric correc-
tions, was performed by Terrasystem s.r.l., which provides radiometrically
calibrated data (in radiance) georeferenced images.
The acquisitions were performed by means of a series of single snap-
shot with a defined minimum overlap for both Duncan and Flir sensors,
by means of a series of strips performed approximately in north-south
direction. In order to obtain a single multi-spectral/thermal image of the
whole study area, as first step the snap-shot suitable for the mosaic were
selected.
The selected snap-shots were then georeferenced by means of ground
truth points (GCP) extracted from a high resolution orthophoto of the
site. The selected georeferencing procedure was a first order polynomial
transformation. A summary of the georeferencing performances are re-
ported in Tables A.1 and A.2 for multi-spectral and thermal acquisitions,
respectively.
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Table A.1: Performance of georeferencing process for multi-spectral images. RMS
represents the average error in X (east-west) and Y (north-south) directions
in meters.
n. flight Date DOY n. images n. GCP X RMS Y RMS
1 11/06/2008 163 4 127 1.04 1.02
2 03/07/2008 185 4 116 1.11 0.99
3 22/07/2008 204 4 121 1.30 1.11
4 22/08/2008 235 4 80 0.75 0.77
5 03/09/2008 247 4 87 1.19 1.03
6 10/10/2008 284 4 110 1.62 1.50
7 21/10/2008 295 4 110 1.93 1.53
Table A.2: Performance of georeferencing process for thermal images. RMS represents
the average error in X (east-west) and Y (north-south) directions in meters.
n. flight Date DOY n. images n. GCP X RMS Y RMS
1 11/06/2008 163 18 311 1.07 0.89
2 03/07/2008 185 17 316 1.24 1.05
3 22/07/2008 204 17 254 0.86 0.80
4 22/08/2008 235 16 181 0.80 0.77
5 03/09/2008 247 17 226 0.69 0.73
6 10/10/2008 284 20 220 0.54 0.54
7 21/10/2008 295 20 207 0.56 0.60
The data re-sampling, after the georeferencing procedure, were per-
formed by means of nearest neighbour approach in order to maintain the
DN value contained in the original raw images.
The radiometric correction of Duncan images was performed following
two main steps:
• devignetting;
• conversion of raw DN in spectral radiance.
The devignetting phase is required as a consequence of the non-uniform
illumination of the acquired scene, mainly due to dispersion of the light
generated by point-source (sun), distortions in the shape of diaphram
across the image and obliquity of the sun ray respect to the focal plane
(Lelong et al., 2008; Mikhail et al., 2001). This non-uniform illumination
is known in literature as vignetting.
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For the Duncan camera the vignetting is different for each spectral
band, then three independent devignettings are required. In particular,
due to the particular position of optical prism, for the R and G bands
was observed an inverse-vignetting with lower illumination in the image
corners.
On the basis of measures made with a standard lamp (Schott DCR
III) in a dark room, was possible to obtain a correction matrix for each
spectral band for the most common diaphragms and exposition times.
Figure A.1 reports an example of a false colours composition (R=NIR,
G=R, B=G) before (upper panel) and after (lower panel) the devignetting.
The conversion of raw DN in spectral radiance was performed on the
basis of a first order regression between DN and spectroradiometric mea-
sures performed in dark room. Also in this case the calibration parameters
were obtained for integration times (8, 10, 12, 15 ms). The obtained
parameters are reliable only for DN <200, condition always respected for
the 7 acquired scenes.
The Flir thermal data were transformed from DN to at-sensor radiance
taking into account air temperature and humidity closer to the surface,
distance sensor-surface and sensor internal temperature during the acquisi-
tion. The obtained emitted radiances were computed assuming a surface
emissivity equal to 1.
A.2 Atmospheric correction of VIS and NIR data
As briefly introduced in sub-section 5.3.1, in order to perform em-
pirical in-reflectance calibrations, several spectroradiometric measures on
different types of field targets have been acquired during the study period,
contextualy to the airborne acquisition.
The main aim of these campaigns was to characterize the heterogeneity
of the study area at the scale of remotely-sensed images resolution. As
example, Figure A.2 reports the spectral signatures of some targets acquired
during the third acquisition (DOY 204). On the same plot (in grey) the
spectral windows interested by Duncan bands are demarcated.
Thanks to the availability of these in-situ observations was possible to
realize in a single step both the radiometrical calibration (conversion of
radiance values in reflectance) and the correction of atmospheric influence.
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Figure A.1: Example of the result of devignetting procedure. Upper image shows a false
color composition (R=NIR, G=R, B=G) obtained from original Duncan
data. Lower panel shows the same composition after the devignetting. To
be notice the reduction of blue component in the scene corner after the
devignetting.
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Figure A.2: Spectral signatures acquired on different targets during the third acquistion
(DOY 204). Blue line represents a water body signature, green line represents
an olive tree signature, orange line represents a bare soil signature and
grey line represents an asphalted road signature. The vertical filled regions
represent the three Duncan sensor spectral bands.
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Table A.3: Summarize of the results of empirical line method. Slopes and intercepts for
each band and date are obtained by means of least square regression fitting.
R2 represents the determination coefficient.
n. flight Date Band Slope Intercept R2
1 11/06/2008
G 0.077 -0.050 0.987
R 0.073 -0.041 0.970
NIR 0.077 -0.148 0.981
2 03/07/2008
G 0.085 -0.066 0.993
R 0.072 -0.025 0.987
NIR 0.068 -0.081 0.978
3 22/07/2008
G 0.079 -0.072 0.941
R 0.065 -0.032 0.990
NIR 0.063 -0.096 0.974
4 22/08/2008
G 0.076 -0.035 0.965
R 0.064 -0.020 0.971
NIR 0.063 -0.076 0.964
5 03/09/2008
G 0.094 -0.069 0.979
R 0.088 -0.052 0.993
NIR 0.079 -0.107 0.980
6 10/10/2008
G 0.096 -0.020 0.970
R 0.098 -0.006 0.988
NIR 0.099 -0.078 0.967
7 21/10/2008
G 0.105 -0.026 0.992
R 0.108 -0.011 0.991
NIR 0.100 -0.060 0.985
These corrections were performed by means of an empirical procedure,
this consists on the assessment of in-reflectance images on the basis of an
empirical linear relation between the at-sensor radiance and in-situ observed
reflectance. This procedure, introduced by Slater et al. (1996), allows
to perform in one step both in-reflectance calibration and atmospheric
correction.
In particular, the in-situ reflectances were derived applying the sensor
spectral responses to the observed signatures, obtaining 3 reflectance values
for each acquired signature. The values adopted for the calibration were
derived by means of an in-time interpolation of all the signatures acquired
for the single target, extrapolating the values in correspondence of the
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overpass time.
The spatial localization of the in-situ signatures, obtained by means of
portable GPS system, was used to extract the at-sensor radiance in the
same area. These data were used to perform a linear least square regression,
allowing the calibration parameters assessment. These parameters, different
for each band, were influenced by atmospheric conditions and then they
differ also for each acquisition. The results of the application of empirical
line method are reported in Table A.3.
The experimental points used for the calibration of empirical line
method, and the derived calibration lines for each date and spectral bands
are reported in Figure A.3.
Finally, Figure A.4 shows the images obtained afterwards the geomet-
ric corrections and calibration procedure. The images are false colour
compositions where in red is represented the near-infrared band (NIR), in
green the red spectral band (R) and in blue the green spectral band (G).
These maps are in the original spatial resolution of 0.6 m and were used to
derive all the surface characteristics of hydrological interest as reported in
sub-section 5.3.1.
From the qualitative analysis of these images it is evident a general in-
crease of vegetation presence in the last two acquisition, clearly highlighted
by the increase in the red tone of these last images. This fact can be
connected with the rainfall event occurred before the last two acquisitions
which has supported the growth of the underlying vegetation.
A.3 Atmospheric correction of TIR data
The relation between observed radiance at-sensor level and the radiance
emitted by the surface can be generally expressed by means of radiative
transfer equation applied to a specific sensor wavelength:
Lsens =
[
R↑ + (1− 0)Ldw
]
τ + Lup (A.1)
where Ldw and Lup [W m
−2 µm−1 sr−1] are the downwelling (or hemispher-
ical) and upwelling (or path) atmospheric radiances, respectively. In this
equation the dependence of all variables for the wavelength was remove
just to simplify the notation.
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Figure A.3: Calibration
of Duncan multi-spectral
data from at-sensor radi-
ance to surface reflectance.
Green triangles are G band
data, red rhombus are R
band data and blue circles
are NIR band data.
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Figure A.4: Radiometrically
calibrated in-reflectance images
(R=NIR, G=R, B=G) acquired
with airborne overpasses. The
order of the images in the same
of the plots in Figure A.3.
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Equation (A.1) neglects the effect of the radiation emitted by the
adjacent areas; additionally, this relationship represents only the transfer
equation at a single wavelength, and then, in the case of measurements
made in a band, a spectral integration procedure is required. Fortunately,
the errors due to the integration are small and generally neglected (Gillespie
et al., 1998).
The analysis of atmospheric variables estimated by MODTRAN3 model,
made by Gillespie et al. (1998) during summer clear days, highlights a
typical order of magnitude of the atmospheric variables of about τ = 0.7,
Ldw = 3.7 W m
−2 µm−1 sr−1, and Lup = 2.4 W m−2 µm−1 sr−1.
On the basis of this order of magnitude of the main variables, generally,
for local application, it is possible to neglect the contribute of downwelling
atmospheric radiance, due to the slight values of the term (1− 0). Under









The coefficients in Eq. (A.2) can be empirically derived by means of least
square regression procedure based on in-situ observation of radiometric
temperature.
The graphs reported in Figure A.5 show the calibration relationships
for the acquired thermal images. The coefficient of determination (R2)
assumes in all cases values between 0.978 and 0.999, which highlight the
quite good performance of the adopted calibration procedure.
Figure A.6 reports the images relative to the land surface temperature
acquired in the 7 dates and calibrated as previously reported. This figure
highlights the clear reduction in the scene-average surface temperature
in the last two acquisitions (darker images) due to the increase in water
availability. Moreover, the first acquisition appears definitely hotter than
the others (lighter image) due to the relatively late overpass time.
The range of TRAD changes, in fact, from 300–330 K in the first acqui-
sitions to 290–315 K in the last two scenes. The choice to represent the
images with the same grey scale (290–330 K) causes a slightly lost in single
images dynamic, but it advantages the comparability of the different maps
and the analysis on temporal dynamic.
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Figure A.5: Calibration
of Flir thermal data from
at-sensor data to surface-
emitted radiance by means
of local in-situ calibration.
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Finally, some preliminary consideration can be made on the spatial
variability of the observed land surface temperature. Regarding that, it is
evident the presence, within the scene, of two different level of heterogeneity:
the first one is related to the alternation of bare soil and full vegetated
areas, representing an heterogeneity in the order of the fields characteristic
dimension (∼ 102 m); the second one is related to the heterogeneity within
the single field, mainly due to the sparse configuration of the trees (e.g.,
olive and grape), in the order of 100–101 m.
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Figure A.6: land surface tem-
perature images acquired with
airborne overpasses. The order
of the images in the same of the




Definition of the adopted statistical indices
Assuming N0 as the size of the sample, O and M two series of obser-
vations and simulations of the same variable, respectively, Mi and Oi the
i-th values of the relative series, is possible to define the following reported
statistical indices. Generally, M assumes the meaning of modelled series
and O of the observed series; however, in the cases of model vs. model
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