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Abstract
We study the influence of edge energy anisotropy on the morphology of crystal surfaces in
non-equilibrium growth. The motivation comes from the fact that edge energy in a Graphene
lattice can be multivalued in some orientations, and as a result one can obtain two edge
energy curves, reconstructed and non-reconstructed. To determine which is more important
in non-equilibrium growth, we used Kinetic Monte Carlo (KMC) simulations to implement
a slanted boundary condition that allows us to vary atomic step orientations and change
step edge energy. In simulations with Bravais lattices, the edge energy curve can be used to
predict stability of the growing front under a small perturbation. In the Graphene lattice,
an example of non-Bravais lattices, the result shows the reconstructed energy curve appears
to be more important than the non-reconstructed energy curve.
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Chapter 1
Introduction
In epitaxial growth, most of the dynamics take place on the surface. Atoms are sent to a
substrate where they will become adatoms, and growth will proceed as atoms diffuse and
organize themselves. Adatoms attach to existing steps, and gradually extend a terrace. This
growth mode is known as step-flow growth. Surface diffusion of adatoms may also result
in island formation, however this is negligible when terrace width is small, as an island
has to reach a critical radius before entering a growth regime and becoming a prominent
feature [29]. An important physical quantity in equilibrium and nonequilibrium growth is
surface/edge free energy.

In a lattice based bond-counting model, one can define an unreconstructed surface/edge
energy γ̄(n) as the density of broken bonds formed by cutting along a perfectly flat plane
or line.

Alternatively, one can define a reconstructed surface energy γ̃(n) by allowing

the atoms to reconfigure after the cleaving surface/edge is introduced, so that a global
minimum is obtained. In a Bravais lattice, there is no difference between reconstructed and
unreconstructed surface/edge energy. However, as shown in recent work by Krumwiede [16],
due to the fact that some edge orientations give rise to multivalued edge energies, there is a
distinction between reconstructed and non-reconstructed surface/edge energy in a Graphene
lattice, an example of non-Bravais lattices. To determine which of these two edge energies is
more important, we utilize the role of edge energy on meandering instability, a phenomena
that has been observed in experiments and well studied in the literatures [3, 14, 29, 22]. This
1

form of instability (see Figure 1.1) is common in systems with high step-edge barrier, where
interlayer diffusion is suppressed. Thus, steps propagate mostly from attachment of atoms
coming from the adjacent lower terrace. It can be shown that this form of instability is also
sensitive to changes in step edge energy (Chapter 2).

In this dissertation, I study the relationship between step flow instability and edge energy
anisotropy. Through linear stability analysis of the classical continuum model we can see that
increasing step edge energy yields a stabilizing effect on disturbances of step flow growth.
Furthermore, we can implement a special kind of boundary condition in Kinetic Monte Carlo
(KMC) simulations and investigate the role of edge energy as a function of orientation. As
mention previously, the Graphene lattice has two edge energy curves: reconstructed edge
energy γ̃(n), and nonreconstructed edge energy γ̄(n). Our KMC simulations results show
γ̃(n) is the more important curve that actually governs stability in non-equilibrium growth.

Figure 1.1: STM of Cu surface [29] undergoes meandering instability. This phenomenon
can be suppressed.

2

Chapter 2
Important Concepts
2.1

Kinetic Monte Carlo

Numerical simulations of crystal growth at an atomistic scale have been done primarily with
Kinetic Monte Carlo (KMC) and Molecular Dynamics (MD). Traditionally, MD has been
used in many-body problems and modeling of fluids [24]. In modeling crystal growth, it is
well-known that MD simulations are only practical in simulations of growth over relatively
short time scales [29, 31, 32]. KMC methods use some random number generator to evolve
the system from one configuration to the next. The configuration of a system of particles
is governed by some potential energy function. Each configuration is associated with an
energy state, which may be in a basin of attraction or at a saddle point in a potential energy
landscape. Each surface configuration can be describled by a height array hij that is one
of many possible configurations, {hij } ∈ H. Let E(s) be the energy associated with state
s := hij . The probability of a system to be in state s is:

P (s) =
where Z =

P

s

1 −E(s)/kB T
e
,
Z

(2.1)

exp (−E(s)/kB T ) is the canonical partition function, kB is the Boltzmann’s

constant and T is temperature. Here we can see that low energy state is more favorable
since P (s) increases as E(s) decreases.

3

In this dissertation, I will adapt some lattice structures (as shown in Figure 2.1) in KMC
simulations. The principle dynamics on the surface are diffusive moves of atoms to vacant
adjacent sites and the system evolves from one state to the next by movement of surface
atoms. This is modeled by the transition rate:
R = Ke−neb /kB T ,

(2.2)

where K is a prefactor, n is the number of existing nearest neighbors, eb is the bond energy,
kB is Boltzmann’s constant, and T is temperature. This Arrhenius type rate reflects the
fact that surface evolution is thermally activated; a higher temperature will yield a higher
transition rate.We also assume no vacancies or overhangs, so that every surface atom is
on top of the previous layer as showed in Figure 2.2. The current set up is known as a
solid-on-solid model. The substrate’s contribution to the hopping rate can be absorbed into
the prefactor K. These transitions form a continuous-time Markov process governed by the
master equation
X
d
P (sj ) =
(R(si → sj )P (si ) − R(sj → si )P (sj )) ,
dt
i

(2.3)

which has the steady state (2.1) as the result of a detailed balance relationship where the
flux between any two states matches, i.e.
R(s1 → s2 )P (s1 ) = R(s2 → s1 )P (s2 ).

(2.4)

The following is a typical KMC algorithm. We will take advantage of the lattice structure
and assume a nearest neighbor bond counting scheme to quantify transition rates. Figure
2.3 shows how we incooperate deposition of new atoms.

KMC Algorithm

1. Calculate the sum RJ =

PJ

j=1

r(si→j ), retaining the partial sums Rj .

4

(a)

(b)

(c)

Figure 2.1: In this work we consider both Bravais and non-Bravais lattice. (a) and (b) are
examples of Bravais lattices where all sites have the same set of bond orientations. On the
other hand, the Graphene lattice in (c) is a well-known example of non-Bravais lattice, sites
are colored red and blue to indicate that they have different sets of bond orientations.

Figure 2.2: Solid on Solid (SOS) model. Steps consist of straight parts and kinks. There
is no vacancy or overhang.

5

2. Choose a random number r ∈ [0, RJ ).
3. Search through the list of partial sums until Rj−1 ≤ r < Rj .
4. Select and execute event j.

We use our KMC to simulate Molecular Beam Epitaxy (MBE). The system under
consideration is far from equilibrium, due to arrival of new material as demonstrated in
Figure 2.4. We can include deposition rate drate by modifying step 2 in the algorithm above
by choosing a random number r ∈ [−drate , RJ ].
In particular, in a triangular lattice, a surface atom can have up to 6 nearest neighbors.
An atom with n nearest neighbors can move to 6−n vacant sites with rate: (6−n) exp(−Eb n),
where Eb is eb /kB T .In this lattice structure, there are 6 types of rates, corresponding to 6
types of atoms that can move. These are not fully coordinated atoms which have at least
one vacant site as a neighbor. We keep track of nj , which is number of atoms with j nearest
neighbors, and this allows quick calculation of the partial sum: Rj = nj (N − j) exp(−En j).
This grouping of rates also allow us to efficiently search through the list of partial sum and
choose an event to execute.
To implement a step flow growth regime, we will need to set up the appropriate boundary
conditions, as well as include a step-edge barrier in the simulation. We will discuss this in
Chapter 4.

0 ≤ r < R0

R0 ≤ r < R0 + R1

Move an atom with 0 neighbor

Move an atom with 1 neighbor

−drate ≤ r < 0
Deposit

−drate

0

R0

R0 + R1

...

R0 + . . . + R5

Figure 2.3: We use a random number generator to pick a an event to execute.

6

Figure 2.4: Basic setup of a MBE apparatus.
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2.2

Molecular Beam Epitaxy

Molecular Beam Epitaxy (MBE) since conception in the late 1960s, has evolved from a tool
in pure research into a production process for commercial applications [9]. MBE takes place
in an ultra high vacuum environment where new material is deposited onto a substrate via a
molecular beam as shown in Figure 2.4. The setup allows precision control over deposition
rate and growth conditions. This is an advantage over growth in a solution in which it is
difficult to control the amount of material deposited [22]. There is a large body of literature
on this technology [10, 14, 30], I aim here to give a brief description and introduce relevant
physical concepts.
The term epitaxy was first used to describe the growth of a crystalline layer upon
a crystalline substrate. The structure of the substrate imposes an order on the deposit
layer. Heteroepitaxy refers to the case when substrate and deposited material are different.
The opposing case is homoepitaxy, when substrate and deposited material are of the same
chemical composition. In this dissertation, we will consider homoepitaxy. One may think of
homoepitaxy as extending the crystal structure of the existing substrate.

We will take for granted the molecular beam that sends atoms to the substrate surface
with a known deposition flux F . Further more, this deposition is uniform over the domain of
interest, which means any two surface area of the same size on the substrate would receive,
on average, the same amount of material per unit time.

Atoms arrive at the substrate surface with some momentum and attach after dissipating
some kinetic energy in collision with the substrate and become adatoms. These freshly
deposited adatoms can either diffuse on the surface or hop out of the plane. Surface survival
time is quantified by τs and surface diffusion is characterized by Ds . Together, they define
√
a length scale: xs = Ds τs . This is the mean surface diffusion distance that has been
traditionally used [3, 5]. This length scale is fundamental in the sense that one can expect
to see concentration of adatoms ρ to vary over distances of the order of xs in a nonconstant

8

concentration profile.

On a flat substrate surface, adatoms may meet each other in their random walks and
start to form clusters as shown in Figure 2.5. Two dimensional nucleation, island shape
and island distribution have been well studied [4, 29]. Let ns be concentration of clusters
consisting of s atoms. If s > i∗ + 1, then the cluster of size s is stable, while s < i∗ implies
an unstable cluster [29]. The total density of stable clusters is:
N=

∞
X

ns .

s=i∗ +1

A very interesting result is the scaling relation:

N∼

F
Ds

i∗ /(i∗ +2)
.

At a glance, we can see qualitatively that when diffusion constant Ds and critical cluster
size are large, island number density is small.

Shapes of islands under growth display a spectacular variability.

Islands grow by

aggregation of atoms coming from the surrounding environment. Island shapes vary with
temperature as shown in Figure 2.5. At low temperature, once attached to an island edge,
an adatom is “locked in”. Dendritic arms are formed as protruding edges grow by capturing
adatoms in the surrounding area, and then, they effectively screen the inner part of the
island from the supply of adatoms. This results in fractal like structures [4]. At a higher
temperature, edge diffusion has a rounding effect around the edge and islands take on more
compact shapes.
In equilibrium condition, when the system has a fixed number of atoms, island shapes reflect
the geometry of the underlying crystal lattice. We can predict island shape with the famous
Wulf Construction [7].

9

Figure 2.5: STM topographs (1560 x 1560 Å) of islands on Pt(111) after deposition of
0.15 ML in (a)-(e) and 0.08 ML in (f) [29].
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In principle, the crystal will take on a shape that minimizes surface free energy at a given
temperature, which is an integral of the form:
Z
γ(n̂)dS,

(2.5)

∂Ω

where the surface free energy density γ is orientation dependent. In a bond counting model,
we can consider the edge energy defined as density of broken bonds formed by cutting along
a perfectly flat line. Edge energies for Bravais and non-Bravais lattices are discussed in the
next section.

It is natural to ask how the surface will evolve as new atoms land on newly created
islands. Multilayer growth can be described by four idealized growth modes: Step flow
growth, layer-by-layer growth, mound formation, and self-affine growth [29]. These growth
modes appear in certain range of physical parameters and conditions. In this dissertation
we will consider step flow growth.

2.3

Edge Energies in Bond-counting Models

Here we consider the edge energies in nearest-neighbor bond-counting models for three
lattices: a simple-cubic lattice, regular triangle and hexagon (Graphene). The first two
of these are Bravais lattices, which have points {x ∈ Rd } that are integer combinations of d
independent primitive vectors {ei }di=1 , where d is the number of dimensions:
x=

d
X

ni ei .

(2.6)

i=1

For the 2D simple cubic lattice we may use the Cartesian unit vectors î = (1, 0) and ĵ = (0, 1)
as primitive vectors. We will also consider the regular triangular lattice with primitive vectors
√
(1, 0) and (1/2, 3/2).

11

A non-Bravais lattice, often referred to as a “lattice plus a basis” [2] or an n-lattice with
n > 1 [12], can be represented by a fixed arrangement of n lattice points for each point in
an underlying Bravais lattice:
{x + yi }ni=1 .

(2.7)

The simplest example is the hexagonal lattice, which models the idealized graphene structure.
In this case, the underlying Bravais lattice is the triangular lattice. There are two hexagonal
lattice points associated with each point in the triangular lattice, which one can take to be
y1 = 0 and y2 = 12 i +

√
3
j.
6

We will also consider the three dimensional hexagonal prism

formed by stacking layers of the hexagonal lattice. This can be loosely thought of as a model
of graphite, which is formed by alternating, offset layers of graphene. Effectively, we would
be ignoring the interlayer bonds responsible for the offset. These are the result of relatively
weak van der Waals forces, as opposed to the much stronger covalent bonds that form the
intralayer bonds. Our primary aim, however, is not to model a specific material, but to make
the most straightforward generalization of the basic cube-on-cube model.

In a pairwise bond-counting model, an energy is defined for a given lattice configuration
N

p
i
}i=1
and corresponding bond energies eij
by defining sets of bond orientations V = {{vij }Jj=1

for each of the Np particles in the system [18]. These sets are often restricted to neighboring
pairs of atoms but, in principle, could include all combinations of atoms. For a crystal with
a Bravais lattice structure, the same set of bonds, {vj }Jj=1 , applies to each particle in the
crystal. In this case, one can show that all orientations yield a translation invariant surface
energy and, for the nearest-neighbor model, there is no reconstruction. The surface/edge
energy of bond-counting models on Bravais lattices is given by
J

1 X |n̂ · vj |
ej
γ̄(n̂) =
2 j=1 | det A|

(2.8)

where n̂ is the normal to the surface/edge and A is a matrix with the lattice primitive vectors
as columns [11]. Figure 2.6 shows the plots of edge energy for square and triangle lattice.
With these graphs, we can use Wulf’s construction to predict the equilibrium shape of a

12

crystal and will get the same result as running a KMC simulation as demonstrated in Figure
2.7.

On the other hand, the edge energy in Graphene lattice has some interesting features as
demonstrated in [16]. We will briefly summarize them here. Consider the idealized Graphene
lattice structure, one can observe that there are are two kinds of sites as shown in Figure
2.8. Liu et al, [17] consider an arbitrary oriented Graphene edge that can be composed into
“zigzag” and “armchair” components, so that the edge energy can be represented using two
energies of these primary configurations along with zigzag and armchair densities that can
be computed from simple geometric configurations:

4
γ̃(χ) = √ A sin(χ) + 2Z sin(π/6 − χ),
3

(2.9)

where A and Z are the energies of an atom in an armchair or zigzag component
respectively and χ is the edge angle. This assumption is equivalent to assuming edges
of the graphene flake reconstruct, so that they do not contain singly-bonded carbon-atoms.

(a)

(b)

Figure 2.6: Polar plot of surface energy of the square lattice and regular triangle lattice.
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(a)

(b)

(c)

(d)

Figure 2.7: (a), (b), and (c) together illustrate the evolution of a cluster of atoms on a
triangular lattice. They attain the equilibrium shape as predicted by the Wulf’s construction
shown in (d).
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Figure 2.8: A regular triangular lattice can be refined to create a hexagonal or graphene
lattice. We can observe there are two types of sites in graphene lattice (b) characterized by
bond orientations. Sites of type A have a set of bonds {vAj }3j=1 , and sites of type B have a
set of bonds {vBj }3j=1 . We can also observe that these sets of bonds are antiparallel.
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Figure 2.10 summarizes the edge energies in graphene lattice. The black curve, described
analytically by
2


2 X
n 
γ̄(χ) = √
cos χ − π/6 + π .
3
3 3 n=0

(2.10)

While it is not surprising that equilibrium shapes are dominated by facets without these
dangling atoms, it seems clear they would appear in non equilibrium structures and could
affect the dynamics of relaxation and growth processes. Artyukhov et al. [1] considered
growth mechanisms involving singly-bonded carbon atoms arriving at and diffusing along
steps similar to what occurs in the traditional Burton-Cabrera-Frank [5] theory of stepflow on surfaces, and singly-bonded atoms at graphene edges have also been observed in
experiments [28]. In view of this, as can be found in Krumwiede’s dissertation and our join
paper [15, 16], a more complete picture of surface/edge energy as a function of perfectly
planar/linear facets at arbitrary orientations and positions is analyzed.
Edge orientations can be categorized as follow:

1. Commensurate orientations: yield a periodic pattern of broken bonds, can pass
through multiple sites, and give rise to the following two sub categories:
(a) Congruent orientations: have translation-invariant edge energies.
(b) Incongruent orientations: have multi-valued edge energies.
2. Non-commensurate orientations: yield an aperiodic pattern of broken bonds, can
pass through only one site, and have translation-invariant edge energies.
Furthermore, an edge with a congruent orientation can be translated so that it passes
through either no sites or sites with both A-oriented and B-oriented bonds, alternating
between the two, on the contrary, an edge with an incongruent orientation can only
pass through no site or sites with the same bond orientations. Figure 2.9 demonstrate
commensurate orientations.
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n̂

γ(n̂) =

2
3

n̂

γ(n̂) =
γ(n̂) =

√2
3

√1
3

Figure 2.9: A hexagonal/graphene lattice cut by two lines in the zigzag orientation (near
the bottom of the figure) and two more in the armchair orientation (near the top of the
figure). In the case of the zigzag orientations, the broken bond density can be altered by
a parallel translation of the edge, while the broken bond density is translation invariant for
the armchair orientation.
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(a)

(b)

Figure 2.10: A polar plot of broken-bond density/edge energy for the hexagonal/graphene
crystal as a function of edge orientation. The entire plot is shown in (a) while (b) contains
only the wedge ranging between armchair and zigzag orientations. Most values lie on
the black curve (2.11), while the discrete set of incongruent orientations gives rise to
discontinuities with two edge energy values for each orientation: the minimum values are
shown in blue and the maximum values are gold. The red curve (2.12) interpolates between
the zigzag and armchair orientation by neglecting dangling bonds. This is taken from the
our recent paper [15].
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Figure 2.10 summarizes the edge energies in graphene lattice. The black curve, described
analytically by
2


2 X
n 
γ̄(χ) = √
cos χ − π/6 + π ,
3
3 3 n=0

(2.11)

is the edge energy that applies to the uncountably infinite number of non-commensurate and
the countably infinite set of commensurate congruent edges. This edge energy is exactly 1/3
of what one would find for a nearest neighbor model based on the related Bravais lattice with
an additional lattice point in the center of each hexagon. This curve is discontinuous at the
incongruent orientations, where one finds two possible values of the edge energy depending
on the placement of the facet in the normal direction. It can be shown that the average of
these two values again lies on the black curve (2.11). Finally, the red curve, given by
2


1X
n 
γ̃(χ) =
cos χ + π ,
3 n=0
3
is the edge energy (2.9) derived in Liu et al. [17] with values A =

(2.12)

2
3

and Z =

√1
3

by assuming

edges that consist of only armchair and zigzag components. This curve is a lower bound
on the defect edge energy and is formed by continuously interpolating between the lower of
the two possible values one can obtain with a zigzag orientation and the single value for the
armchair orientation. Note that if this simple, interpolated edge energy function was used
to evolve a non-equilibrium shape, one would not expect any qualitative difference in the
dynamics compared to that for a material with a triangular lattice structure, i.e. both edge
energies are a six-petaled flower.

2.4

Step Flow Instability

Observations of terraces separated by steps of atomic height, which have straight parts and
kinks, became available with the invention of Scanning Tunneling Microscope. Figure 2.11
is an example frequently shown to demonstrate these surface features. Before any visual
observation of terraces and steps on a crystal surface was available, steps were considered in
the model introduced by Burton, Cabrera and Frank (BCF) [5]. Over the years, the BCF
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Figure 2.11: STM image of terraces and steps on a silicon surface, dimension 3500 x 3500
Å. The lower right is the highest step [19]
.
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model has been studied extensively [33, 8, 14, 23, 21].

Steps are naturally occurred features on crystal surfaces. Step flow growth can also be
induced by using an intentionally misscut surface as a substrate. Deposition of atoms helps
advance existing steps. Adatoms on the crystal surface may also nucleate and form islands
on terraces. As mentioned before, islands are not long lasting features when they can not
reach a critical nucleation size. Thus, in situations when the terrace width is small, island
formation is negligible and instability is caused by the asymmetry attachment of atoms to
the steps in ascending and descending direction. This phenomena is known as the EhrlichSchwoebel Barrier [6, 27]. An atom has to climb an energy barrier to descend a step as
illustrated in Figure 2.12 demonstrates this theory. On the other hand, atoms also have
to overcome a high energy barrier to climb a step. As a result, steps advance mainly from
attachment of adatoms from the lower terrace.

Since attachment to a step from the terrace in front in the direction of step motion
is more preferable. Protruding parts of the step are convex curves that receive more new
material per unit length than indented parts as demonstrated in Figure 2.13. Naturally
wavy steps in the long run meander dramatically and lead to growth instability as shown in
Figure 2.14. This form of instability is known as meandering instability. Bales and Zangwill
studied this form of instability using the BCF model and linear stability analysis in [3] and
concluded that unequal attachment rate of adatoms to a step from opposite directions cause
meandering instability. In our KMC simulations, we include step edge barrier by rejecting
a fraction of interlayer moves. We will demonstrate the effects of step edge barrier in some
KMC simulations in Chapter 4.
This phenomenon is undesirable in industrial applications, however from a theoretical stand
point it gives us an advantage. It can be shown that this form of instability is also sensitive
to changes in step edge energy (Chapter 3). We can utilize this fact to study the inlfuence
of edge energy anisotropy on step flow instability.
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Figure 2.12: The upper drawing shows how surface atoms advance an existing step: by
coordinated exchange shown on the left, by step crossing and attachment of atoms near a
step edge shown on the right. The lower drawing shows the potential energy landscape and
illustrates ES barrier.

Figure 2.13: Heuristic explanation of step meandering. The dotted line enclosed two
terraces of the same size, the protruding segments grow faster than the indented segments
and get amplified overtime.
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Figure 2.14: Meandering instability observed on surface of Cu. [29].
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Chapter 3
Continuum Model
Here we examine Bale-Zangwill instability in step flow growth. The basic set up is illustrated
in Figure 3.1. This model is based on the foundational contribution of Burton, Cabrera and
Frank [5], known in literature as the BCF model. The authors described growth on the
surface as advancement of terrace edges, which is driven by attachment of adatoms.

A relevant quantity to consider is density ρ(x, t) of atoms on the terrace, which is an
approximation of number of adatoms with no lateral nearest neighbors. The BCF model
takes the form of diffusion equation with continuous supply of adatoms and desorption of
atoms that did not get incorporated into the surface. The moving step boundaries is assumed
to take the form of a single continuous, differentiable and single-value curve x = ξ(y, t). The
velocity of the interface is then described by the vector vi = (ξt , 0). Following the approach
in [25], the follow equations model the dynamics of the system:

Figure 3.1: This illustrates the relevant terms included in the BCF model.
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ρ
∂ρ
= Ds ∇2 ρ − + F,
∂t
τ

(3.1)

Ds ∇ρ|+ n̂ = k+ [ρ − ρe + Γκ(s)]+ ,

(3.2)

− Ds ∇ρ|− n̂ = k− [ρ − ρe + Γκ(s)]− ,

(3.3)

ρa vn = Ds [∇ρ|+ − ∇ρ|− ] n̂ − Λ∂s2 κ.

(3.4)

Here we use equation 3.2 and 3.3 to define the total flux into the interface from the left
and right in term of attachment parameters k± for the upper and lower side of the step. ρe is
equilibrium concentration of adatoms. A correction to this equilibrium that is proportional to
Γ times curvature κ(y, t) is included, and Γ is function of step edge free energy as mentioned
in [3]. In the latter work, a quasi-static approximation is adopted. The density of lattice
sites on the surface is represented by ρa , so that Eq. 3.4 enforces conservation of mass at
the interface by balancing the growth of the front with the net loss of mass from the surface,
adjusted by an edge diffusion term [13] along the interface.

We assume the interface position ξ(y, t) is single valued. The normal to the interface
x = ξ(y, t) is:
1
n̂ = p
(1, −ξy )
1 + ξy2
. The curvature κ =
substrate is

ξyy
and the normal velocity of the interface relative to the
(1 + ξy2 )3/2
ξt
.
vn = p
1 + ξy2

We follow the same scalings as in [25] where lengths are measured in multiples of the lattice
constant a, which we take to be the same in all three directions, and time is measured in
multiples of the diffusive time scale a2 /Ds . Under this setup the constants Ds and ρa = 1/a2
scale out of the problem. Also, adatom density will be measured relative to the equilibrium
value of the adatom density ρe , which represents the expected number of adatoms on a
substrate with no flux and no mean interface motion.
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The steady state solution is a quadratic function with respect to lateral spacial variable.
As shown in Figure 3.2. The concentration profile is symmetric when k+ = k− . When
attachment is more favorable from the terrace above, concentration of adatoms in the region
close to the left of the step edge is lower than concentration of adatoms in the region close
to the right of the step edge.

Next, we will linearize about the basic state ρ̄:
ρ(x, y, t) = ρ̄(x) + ρ0 (x, y, t),

(3.5)

ξ(y, t) = 0 + ξ 0 (y, t).

(3.6)

The linearized equations and boundary conditions expanded about the leading order
interface position are:

0 = ∇ 2 p0 ,

(3.7)

0
ρ0x = k+ (ρ0 + Γξyy
),

(3.8)

0
ρ0x = −k− (ρ0 + Γξyy
),

(3.9)

ρ0t = ρ0+ − ρ0− − Λξyyyy .

(3.10)

Figure 3.2: Concentration profile of adatoms around a step. The center line mark position
of a step. From left two right we see the role of k− and k+ . First when k− = k+ , concentration
profile is symmetric around the step. In the middle is when k− > k+ , attachment is more
favorable from above, and the last graph shows the case when k− < k+
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We seek solutions of the linearized system in terms of normal modes:
ρ0 = ρ̂(x) exp (σt + iαy),

(3.11)

ξ = ξˆ exp (σt + iαy).

(3.12)

This leads to a solution for p̂, which takes the form:
ρ̂ = Aeαx + Be−αx

(3.13)

ˆ
The following allows us to solve for A, B and ξ:


   
A
0
   

   
 αL
−e (k− α + 1) e−αL (k− − 1) [−ρ̂xx − k− ρ̄x + Γα2 ]−  B  = 0 .
   

ξˆ
0
α(1 − eαL )
−α(1 − e−αL )
−σ − Λα4
(k+ α − 1)

−1 − k+ α

[ρ̂xx − k+ ρ̄x + Γα2 ]+

This homogenous system will have a nontrivial solution if it is singular. This allows us to
write σ, the growth rate of our perturbation, as a function of α. Figure 3.3 shows this
dispersion relation and illustrates the effects of changing step edge free energy Γ. As we
increase Γ, σ is negative over larger and larger intervals of α. This implies higher step
edge free energy helps the system to stabilize against perturbation. We also observe
this effect in bravais lattice KMC simulations.

A
The dispersion relation is given by: σ(α) = − B
where




A(α) = α6 Λk− k+ e2αL − 1 + α5 Λ e2αL + 1 (k− + k+ ) + α4 e2αL − 1 (Γ(k− + k+ ) + Λ)
2

2
+ 2α3 Γ eαL − 1 − α2 F Lk+ e2αL − 1 − αF eαL − 1 (L + k− − k+ ),
(3.14)
.
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B(α) = e2αL (αk− + 1)(αk+ + 1) − (αk− − 1)(αk+ − 1).

(3.15)

From the expression of σ we can also see the role of step width on growth stability. Figure
3.4 shows by decreasing step width, one also can stabilize growth.This phenomena can be seen
in the graph by contrasting the thickest curve (widest steps) and thinnest curve (narrowest
step). The thin curve is negative over a larger range of wave number α in comparison the
thickest curve which is negative when α is slightly higher than 6.

The influence of step width on stability of step flow growth is apparent (see Figure 3.4).
This presents a challenge that we need to overcome. We want to study the influence of edge
energy anisotropy by varying steps orientations, however this tilting action also varies step
width. Since both have a role in morphological instability, we don’t want to change them
simultaneously. The following chapter goes into details of our implementation and how we
overcome this challenge.

Figure 3.3: Effect of changing step edge free energy Γ. Line thickness is proportional
to surface free energy. Increasing surface free energy yields a stabilizing effect, the thicker
curves are negative over a wider range of wave numbers.
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Figure 3.4: Effect of changing step width L. Line thickness is proportional to step width.
Decreasing step width yields a stabilizing effect, thiner curves are negative over a wider range
of wave numbers.
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Chapter 4
KMC Implementation
In this section, we show a way to model step flow growth with a special kind of boundary
condition that allow us to vary step edge energy. Simulations of meandering or BalesZangwill instability using the cube-on-cube model for epitaxial growth are well established
[20]. Normally, these simulations assume a vicinal surface with steps oriented so that
perfectly flat steps are kink-free. This set up corresponds to interfaces with orientations
at a local minimum/cusp in the polar plot of the surface energy as a function of orientation.
In such simulations, one uses a periodic boundary condition in the direction parallel to the
steps and a helical type boundary condition orthogonal to the steps, so that the top and
bottom step are smoothly joined. If an atom is free to move in a direction parallel (or
orthogonal) to the steps, it will eventually end up at it’s initial position.

To consider a broader class of misscut surfaces, we modify the periodic boundary
condition so that the net number of oriented kinks along each step can be constrained in a
similar way. As one tilts the mean orientation of the steps away from the equilibrium angle,
introducing kinks along the step, one raises the surface energy. Figure 4.1 demonstrates this
modification. Perturbations to such interfaces are therefore higher energy and more difficult
to maintain, with the result that the tilted interfaces are less prone to the meandering
instability as shown in latter chapter in Figure 5.1 and Figure 5.2.
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Figure 4.1: The first figure is a kink-free set up that is traditionally used in the literature.
The second figure is the slanted step set up under consideration.

Our virtual experiment starts with creating a simulation domain, which serves as an
inspection screen of an infinitely large surface. The initial surface starts out as a stair case
of steps with small enough step width to avoid island formations. In the square lattice case,
the highest terrace is on the left edge which is connected to the lowest terrace on the far
right like a portal. This creates an“Escher” like stair case boundary condition. If an atom
cascades down the steps far enough, it will comeback to it’s initial position. We also use a
periodic boundary condition in the direction parallel to the step edge. This means in the
square lattice case, an atom can make jmax hop in the y direction and it will come back to
it’s initial starting point.

We implement tilting of the steps by adding kinks to straight steps. This creates “new”
steps on the top left, which are extensions of steps in lower right as illustrated in Figure 4.1.
This set up still allows an atom to come back to its initial position by ascending/descending
the steps in the perpendicular direction to the edge or in the direction parallel to the edge.

Throughout the simulation, our task is to track the surface configuration that evolves
in time. As mentioned before, we take advantage of the lattice structure to group rates
together. This allows implementation of inverted list data structure that yield efficient
simulations [26]. In each simulation, surface configuration is tracked by an array h of size
imax × jmax. For each (i, j), h(i, j) is a height value. We also label the site and put these
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labels in a neighbor list. In the case of simple cubic lattice, the neighbor list has 5 collums,
each contains site labels grouped by number of nearest neighbors nb ∈ {0, 1, . . . , 4}. Given
a site address (i, j), we can get it’s label, how many nearest neighbor the surface atom, and
location of the label in the neighbor list. When a new atom is deposited on a site or make
a move, we update the local environment by adjusting the height array and shuffling labels
in neighbor list or add a new entry to a list. In kink-free case, the boundary is created as
follow: h(imax, j) − h(1, j) = 1, h(i, jmax) = h(i, 1). In the case where steps have kinks,
the boundary is created so that steps can join smoothly as shown in Figure 4.1.

Meandering instability is caused by step-edge barrier. This is included in the KMC
model by rejecting a portion of inter-layers moves. Figure 4.2 demonstrates effects of stepedge barrier have on surface morphology, we start a KMC experiment with a configuration
with perfectly straight steps as an initial condition (see Figure 4.2 (a) ). It is apparent that
these straight edges can not be maintained with deposition of new material and attachment
of atoms to the step edges. Without step-edge barrier, atoms are free to move up and down
the steps. This results in step edges that are wavy but out of sync as shown in Figure 4.2 (b).
With step-edge barrier, we can see that deep grooves are formed overtime as step waviness
syncronyze as shown in Figure 4.2 (c) and (d).

We use the relative defect energy (broken bond density) as a metric to track evolution of
our simulation surface,
PZ−1

γ̄ − γ̄0 =

(Z − i)Ni
− γ̄0 ,
(ideal facet length)(number of steps)
i=1

(4.1)

where γ̄0 is the non-reconstructed surface energy of the mean edge orientation, Z is the lattice
coordination and Ni is the total number of atoms with i bonds, as a function of monolayers
grown for the various orientations. Figure 4.3 shows this metric is robust to changes in
simulation domain. By adding steps of the same size, we do not significantly change surface
morphology. There is no apparent trend in relative defect energy as we increase the domain
by adding more steps of the same size. On the other hand, when we tilt the steps by adding
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(a)

(b)

(c)

(d)

Figure 4.2: Simple cubic KMC simulation with and without step edge barrier. (a) is
the initial condition, (b) is surface configuration after 70 mono layer of material has been
deposited in absent of step-edge barrier. (c) and (d) are surfaces with step-edge barrier
included in the model with (d) having higher step edge barrier.
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Figure 4.3: Here we plot evolution of relative defect energy of different surface of the same
height, but different width, all have step width 5. If we extend the domain by adding steps
of the same width, we do not introduce any significant perturbation.
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kinks and impose a shift at the boundaries, we change the fundamental geometry of the
surface.

One side effect of tilting the steps is shrinkage of step width measured in the direction
normal to the step edge. Another side effect is that each elementary step also get stretched as
we tilt the steps. These changes are ∆x and ∆y indicated in Figure 4.4. These geometrical
changes yield a stabilizing effect as shown in Figure 4.5 and Figure 4.6. If tilting angle is θ
and original step width is w0 , then change in step width is ∆x = (cos(θ) − 1)w0 . ∆y can
also be quantified with a straight forward geometric calculation. To compensate, we need
to change our simulation set up accordingly to preserve step width as much as possible as
well as keeping the ratio: effective step width / step length, this can be viewed as a shape
measure. The discrete lattice is what keep us from having identical shape measures.

In Figure 4.5, we consider the case when steps are tilled at a 45 degree, which corresponds
to the tip of one of the “edge energy petal” in Figure 2.6 (a). Significant reduction in step
width at this extreme tilt angle causes a strong stabilizing effect as illustrated with the blue
scatter plot. After step adjustment, we can see relative defect energy increases as show
with the red scatter plot. Figure 4.6 demonstrates the role of the fundamental step shape
on stability. “Skinny steps” which have small width:length ratio are generally more stable.
Figure 4.7 demonstrates the effectiveness of current adjustment procedure. Table 4.1 shows
how one can preserve effective width by changing horizontal width.

Tilt Angle
0
6
18
27
45

Horizontal Width Effective Width
5
5
5
4.97
5
4.74
6
5.37
7
4.99

Table 4.1: To maintain effective step width (measured in the direction normal to step
edge), we need to adjust horizontal step width accordingly.
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∆y
Tilt angle

∆x

Figure 4.4: Tilting a step decreases the step width measured in the direction normal to a
step edge while stretches step length.

Figure 4.5: Time evolution of Surface Defect Energy in 45 degree tilt with width adjustment
and without width adjustment. Tilting the steps without width adjustment decreases step
width measured in the direction perpendicular to the step. This has a stabilizing effect on
growth.
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Figure 4.6: This figure shows the effect of changing the ratio “step width: step length”.
Small ratio means “skinny step” and yields a more stable morphology.
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Figure 4.7: This figure shows our correcting procedure is quite accurate. After adjustment,
the adjusted defect energy curve (blue) almost matches the reference Zigzag defect energy
curve (orange).
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Chapter 5
Results
5.1

Bravais Lattice

In Chapter 3, we saw from linear stability analysis of the BCF model that as we increase
surface edge energy, steps are more stable against perturbations. In our KMC simulation,
an analogous effect is observed, as we tilt the steps and increase step edge energy we observe
a stabilizing effect in bravais lattice cases. In Figure 5.1, we can clearly see well defined
ripples in the second plot in the top row where growth takes place on straight steps, after
deposition of 80 mono layer (ML) of material. This phenomenal is further illustrated in the
second plot in Figure 5.2.

The first plot in Figure 5.2 shows some results obtained from not adjusting for changes
in fundamental step shape as we tilt the steps [15]. Comparing the top and bottom graphs
in Figure 5.2 one can again see the effect of step width on step flow instability. The black
curve in the bottom graph shows an exponential growth behavior after about 80 ML while
in the unadjusted case, the the black curve appears to have a small linear growth rate.
We repeat the same experiment in triangular lattice and also observe a similar trend (see
Figure 5.3 and Figure 5.4). With a regular triangle lattice, we also set up our KMC
simulations in a similar way as in square lattice, where straight steps correspond to a cusp
in Figure 2.6 (b). When steps are tilted away from straight orientation we can observe a
more stable growth, as indicated by the evolution of relative edge energy curves in Figure
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Figure 5.1: Snapshots of surface morphology in simple-cubic lattice simulations. Each
row shows snapshots at 0 ML and at 80 ML. The deposition rate F = 10−3 , the bond
strength Eb = 11 and the rejection rate is 90%. The top pair corresponds to the case of
perfectly flat steps with periodic and helical boundary conditions imposed. The next two
pairs correspond to cases where steps are oriented at 27 and 45 degrees. Plots in the second
columns correspond to data points in the bottom figure in Figure 5.2.
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Figure 5.2: The top figure shows the evolution of the relative defect energy in simplecubic lattice simulations with horizontal step width= 5 for all cases. The bottom
figure is the result with horizontal step width adjusted as indicated in Table 4.1. In
both figures, the top curve corresponds to a no-kink condition, where the angle of tilt is zero.
The bottom curve corresponds to the case with the most kinks, where the angle of tilt is 45
degrees. As we increase the angle of tilt, we observe a stabilizing effect.
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Figure 5.3: Time evolution of Relative Defect Energy in triangular lattice case. Deposition
rate 10−6 , Eb = 9 and acceptance rate = 1%.
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Figure 5.4: Snap shots of surface morphology in triangular lattice simulations at 80 ML.
The first plot corresponds to the case when steps are perfectly flat, the following two plots
are results of tilting the steps at 12 and 29 degree. These plots correspond to the data points
in Figure 5.3.
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5.3. Snapshots of the surfaces after 80 ML in Figure 5.4 correspond to the oversized points
in Figure 5.3. We can see the surface with steps tilted at 29 degree appears to be most
stable. These results one more time establish the relationship between step edge energy and
step flow instability.

5.2

Graphene Lattice

In Bravais lattices, we have seen step flow instability is highly correlated with the
corresponding edge energy curve. The step orientation that aligns with the tip of the “edge
energy petal” is most stable. In the same sense, here we observe that armchair orientation
is at the tip of the a petal on the reconstructed edge energy curve and is the most stable,
illustrated by being the bottom curve in Figure 5.5. The most unstable case is the zigzag
orientation, which is at a cusp on the reconstructed edge energy curve. The surface plots in
Figure 5.6 are corresponding to the curves in Figure 5.5.
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Figure 5.5: Time evolution of Relative Defect Energy in graphene lattice case. In contrast
with bravais lattice cases, we are seeing the opposite effect, as we tilt the Deposition rate
10−7 ,Eb = 9 and acceptance rate = 1%.
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Figure 5.6: Snapshots of our simulation surfaces after 80 ML. From top to bottom
are results of titling the step 30 degree, 19 degree and 0 degree away from the armchair
orientation. These are corresponding to the data points in Figure 5.5
45

Chapter 6
Conclusion and Outlook
In this dissertation I have demonstrated a new way to use KMC simulations to study the
influence of edge energy anisotropy on stability of step flow growth. I showed that stability
is governed by the edge energy curve in two examples of Bravais lattices. In a hexagonal
lattice, the reconstructed edge energy γ̃(n) (red curve in Figure 2.10) appears to be the
one that is more closely related to the evolution of disturbances to the moving fronts in the
presence of step-edge barrier.

A possible research direction is to investigate how quantitative changes in perturbation
to the growing fronts grow under different step orientations. This will require identical step
size across all simulations. Step size is important as we demonstrated in Figure 3.4. Width
of each fundamental step has an influence on morphological instability. In this work, we keep
the same lattice structure and adjusted simulation domain to preserve fundamental step size
and shape as much as possible but not completely.

A way to improve the current set up is to find an alternative way to implement the
slanted boundary condition. This can be done by tilting the entire lattice and setting a
viewing window of the same size in all simulations. The new set up will allow a more
quantitative study of the role of reconstructed and non-reconstructed edge energy curves.
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