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Abstract
Gas disaster is one of the most serious disasters in coal mine safety production. Therefore, it is of great significance to strengthen 
the coal mine gas disasters forecasting warning technology research for improving the ability of prevention and control gas 
disaster in coal mine and promoting the development of digital mine in our country. The biggest characteristics of using grey 
prediction model GM (1,1) is that the algorithm is quite simple, and also, when building the model, less data can be used. It is 
convenient for modelling and operation, but the effect of forecast of the grey prediction model for systems with volatility is not 
very ideal, and the prediction accuracy will reduce gradually along with the extrapolation of time. BP neural network has a good 
performance for prediction of nonlinear system, but when the network was trained, it often requires large amounts of data. This 
paper is based on the grey prediction model, using advantages of grey prediction that the model algorithm is simple and the 
procedure of model building needs less data, and the BP neural network that the performance of grey forecast model for 
nonlinear system prediction is good. We revise the grey prediction model through BP neural network and finally we build an 
improved gas concentration prediction model based on grey theory and BP neural network, and carry out a specific computer 
simulation. Results show that the model effectively improved the precision of gas prediction.
Keywords:digital mine, grey theory and BP neural network,gas concentration,prediction;
1. Introduction
With the constant deepening of enterprise reform, the 
information level of the coal mine is getting higher and 
higher. How to improve the internal production, safety and 
operation management condition of coal mines, for realizing 
safer production, more proper operation and more efficient 
management has already become the primary goal of the 
development of the coal mine. Related principals and leaders 
of the enterprise may learn about related information, make 
corresponding decisions, reduce the occurrence rate of coal 
production accidents, and improve the understanding of 
personal management and operation status through mobile 
terminals and PC by collecting the data information of coal 
mine production, safety and operation management, and 
making use of the Internet of things and mobile 
communication technology with digital mine safe production 
management system[1]. The data of safety monitoring, 
equipment operation and output statistics of the existing 
system is extended to the client for inquiry, so as to realize the 
purpose of reducing coal mine accidents and improving the 
operation and management efficiency. Besides, the enterprise 
group and related personnel of the coal mine can grasp the 
first-line production condition and running state of the coal 
mine and improve the consciousness of safety production.   
Gas disaster is the primary disaster in the safety production 
of coal mine, and it has been threatening the healthy 
development of the coal mining industry for a long time, and 
resulting in major property loss and casualties. Consequently, 
the study on the reinforcement of gas disaster forecasting and 
early warning technology is of great significance for the 
improvement of gas disaster prediction and control ability and 
development of digital coal mine. Currently, numerous 
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domestic and foreign researchers have conducted intensive 
researches on the prediction of mine gas concentration, and 
proposed various effective prediction means [2]. These means 
can be divided into two groups, namely the traditional 
forecasting technique and modern forecasting technique. The 
former mainly predicts if one or several indexes exceed the 
critical value or not according to some quantitative indexes 
containing the nature of gas and its existence condition, for 
instance, the coal property index, gas index, crustal stress 
index or comprehensive index. Since the gas disaster is 
decided by various factors, including the crustal stress, high 
gas, coal structural performance, geological structure, 
thickness of coal seam, coal body structure, and 
characteristics of surrounding rocks, but these factors are all 
in complicated non-linear state. Therefore, it is usually 
difficult to reach the requirements of coal mine safety 
production in prediction precision with traditional forecasting 
technique.   
 The greatest characteristic of grey forecasting model GM 
(1,1) shall be the simple algorithm, and it can build a model 
with little data, which is quite convenient for the modeling 
and operation. However, the grey forecasting model fails to 
receive an ideal effect in the prediction of system with 
volatility, and the prediction accuracy may decline gradually 
with the passage of time. Neural network requires good 
performance in the prediction of non-linear system, but it 
usually needs substantial data in the training of the network. 
In this paper, the grey forecasting model is modified with BP 
neutral network on the basis of grey forecasting model by 
making use of the advantages, such as simple algorithm of 
grey prediction model, little data for modeling, and good 
performance of BP neutral network in the prediction for non-
linear system, and a composite pattern is established finally, 
for solving the small-sample prediction problems, and 
improving the gas prediction precision [3]. 
2. Grey theory and BP neural network
2.1. Basic principle of grey theory
Grey prediction is the use of a certain length columns GM 
dynamic model of the time series of gray system which is 
used for prediction of numerical size. That is for the main 
characteristic behavior of the system or the amount of a 
particular index. With its development and changes, it can be 
used for a specific future time Numerical prediction. Although 
the objective world is complex, data representation of an 
object whose behavior may also be ambivalent, such as coal 
mine gas monitoring, it must be ordered and has its inherent 
regular[4].
GM (1,1) model is based on the integrated information 
system known by many factors, time-series data in accordance 
with this differential equation to approximate the dynamic 
process of fitting time sequence described above, and then 
extrapolated to reach prediction purposes. This fitting time 
series models are monobasic first order differential equation, 
therefore, abbreviated as GM (1,1)  model[5].
The modeling principle of grey prediction model: We set a 
time series
(1)( ) ( ) ( ) ( ){ }(0) (0) (0) (0)ˆ ˆ ˆ ˆ1 , 2 ,...,X k X X X n=
By this observation, new sequences are generated from 
accumulation:
(2)( ) ( ) ( ) ( ){ }(1) (1) (1) (1)ˆ ˆ ˆ ˆ1 , 2 ,...,X k X X X n=
The corresponding differential equation of the GM (1,1) 
model is:
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Among them:  is called development grey number; is a μ
called endogenous control grey number.
Set  to be estimated parameters vector then αˆ ˆ= aα μ
⎛ ⎞⎜ ⎟⎝ ⎠
we can use the least square method to get the solution: 
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Solving the solution, then we can get prediction model
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Equation8 is accumulative formula. We can back step to 
get prediction results according to the accumulative formula
2.2. Basic principle of BP neural network
BP neural network is a kind of multilayer forward 
feedback neural network. It goes alone the opposite direction 
of the error-performance function gradient by using of 
optimized gradient descent algorithm to continuously correct 
network weights and threshold value until the error of the 
network output and desired output meet the required 
performance index. BP neural network consists of input layer, 
hidden layer and output layer. There is no coupling among 
nodes in the same layer and node output of each layer only 
influence the node output of next layer. Activation functions 
of each node usually use the S-shape function. BP neural 
network is widely applied to functional approximation, 
pattern recognition and classification and data compression 
and so on [6].
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3. Improved gas concentration prediction model based on 
grey theory and BP neural network
The grey prediction model can give the prediction for data 
sequence in nonlinear and uncertain systems in the case of 
small data. But the prediction error is often high, especially 
when the system appeared in mutation, switching, fault or 
disturbance of the situation, predicted the sequence causing 
interference, there will be anomalies, thus undermining the 
stability of forecast data, then the error will rise sharply. In 
real systems, although some exceptions cannot be predicted, 
such as fault and disturbance, some points can be predicted 
with previous data such as the regular mutation under normal 
conditions, or the extreme points in forecasting data, but the 
grey prediction model, including the grey prediction model 
with error compensation of these data cannot be accurately 
predicted. Compare with the grey model, artificial neural 
network with powerful learning functions, through to learn 
predictable mutation data, enabling to predict the emergence 
of certain special cases. But artificial neural network also has 
its weaknesses are that it needs large-scale training data, 
training data requires not only quantity, is more important to 
have broad representation, which in practice is more difficult 
to meet, and if used without adequate training of artificial 
neural networks to predict, the error is very large. On the 
other hand, if artificial neural network prediction completely 
replace the grey, then accounted for the vast majority of data 
smoothing data must be trained, a plethora of training patterns 
inevitably requires greater network structure, which reduces 
the efficiency of learning, and it also consumes too many 
resources, in addition, few data points may also was 
overwhelmed by the large number of normal data, making it 
not well enough. From the above analysis, to ensure a smooth 
process-oriented, predicting the course of a separate mutation 
point with grey prediction or neural networks prediction is not 
appropriate. Therefore, this paper proposed a way based on 
grey prediction using BP neural network model as its 
compensation [7]. 
Here is the step of establishing an improved gas 
concentration prediction model, as shown in Figure 1. First, 
we exquisite gas concentration data by gas sensor, storing in 
the historical database gas concentration, and then we take the 
gas concentration of historical data as the original data 
sequence to establish GM (1,1) mode l[8].
Note the Sequence data consist of the original data as 
follows:
        (9)( ) ( ) ( ){ }(0) (0) (0) (0)1 , 2 ,...,X X X X n=
Using the grey theory to take once accumulation 
generation, we get:
  Then the corresponding differential equation of the 
GM(1,1) model is:
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we can use the least square method to get the solution: 
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 (13)
(1) (0)ˆ ( 1) (1) 0,1,2,...,akX k X e k n
a a
μ μ−⎡ ⎤+ = − + =⎢ ⎥⎣ ⎦
Among them in equation 12, B and Y are respectively
                (14)
( )
( )
( )
(1) (1)
(1) (1)
(1) (1)
1 (1) (2) 1
2
1 (2) (3) 1
2
1 ( 1) ( ) 1
2
X X
X X
B
X n X n
⎡ ⎤− +⎢ ⎥⎢ ⎥⎢ ⎥− +⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥− − +⎢ ⎥⎣ ⎦
M M
           
(15)' (0) (0) (0)(2) (3) ... ( )Y X X X n⎡ ⎤= ⎣ ⎦
           
(16)(0) (1) (1)ˆ ˆ ˆ( ) ( 1) ( )X k X k X k= + −
  Equation 16 is accumulative formula. We can back step to 
get prediction results according to the accumulative formula.
 The difference between the raw data and the simulated 
values obtained by GM (1,1) model is the residual. We get the 
residual sequence by: 
                                        (17)(0) (0) (0)ˆ( ) ( ) ( )e k X k X k= −
  As shown in Figure 2, we take regression training to 
residuals with BP neural network and train the network using 
basic back-propagation algorithm from Matlab toolbox to 
obtain corresponding weights of the hidden layer and output 
layer. Thus, the weight and the threshold and so on is adaptive 
learning training value obtained through the network, and then 
we can use the network to predict for the residuals sequence 
and get the predicted value [9].
Finally, we construct a new predictive value through GM 
(1,1) model predicted values and prediction residuals, which 
is the predicted value of the combination of BP neural 
network model, denoted by
                                                 (18)'(0) (0) (0)ˆ ˆ ˆ( ) ( )= +X i X i e
       (10)( ) ( ) ( ){ }(1) (1) (1) (1)1 , 2 ,...,X X X X n=
By this observation, new sequences are generated from 
accumulation.
 is to be the predicted value of gas concentration of 
'(0)ˆ ( )X i
the improved gas concentration prediction model based on 
grey model and BP neural network model[10].
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Fig.1. the route of the improved gas concentration prediction model
Fig.2. improved BP neural network structure 
4. Applied research and analysis
Now we are going to put a key coal mine enterprise in 
Shanxi province as the research object to do some empirical 
researches on early warning of coal mine safety production. 
The sample data of the essay comes from the recorded 
original survey data from 2008 to 2015 of this enterprise. In 
our experiment, we adopt data 30 groups of real gas 
concentration, the first 20 sets of data as the training sample 
data, after 10 sets of data for evaluation the performance of 
the model. We compared the predictive effect between the 
combination model, the single grey model and the single BP 
neural network model, which is shown in Table 1. 
It can be seen from Figure 3, the curve of improved 
combinatorial model is closer to the curve of actual gas 
emission compared with the single grey model curve and the 
single BP neural network. From Figure 4, we can conclude 
that the average error of the improved combinatorial model 
for predictive value is the lowest, followed by the single grey 
model and the last is the single BP neural network model. The 
average errors are 6.55%, 12.31%, 3.11%, respectively.
As we can see from the above experiment, the accuracy of 
the improved gas concentration prediction model based on 
grey theory and BP neural network is higher.
Table 1. Prediction and error value of the three models
No. 1 2 3 4 5 6 7 8 9 10
Actual gas emission (m3/min) 4.07 4.30 4.23 3.4 4.15 3.87 3.39 3.06 3.86 4.21
Predictive value of grey theory(m3/min) 4.28 4.04 4.53 3.67 4.06 4.07 3.53 3.45 3.55 3.91
Predictive value of BP neural network (m3/min) 4.48 3.67 4.68 3.7 4.56 4.69 3.66 3.9 3.79 3.77
Predictive value of improved model (m3/min) 4.01 4.24 4.27 3.33 4.2 3.83 3.45 3.22 3.98 4.09
Relative error of grey theory 0.052 0.06 0.071 0.079 0.022 0.052 0.041 0.127 0.08 0.071
Relative error of BP neural network 0.101 0.147 0.106 0.088 0.099 0.212 0.08 0.275 0.018 0.105
Relative error of improved model 0.015 0.014 0.009 0.021 0.012 0.01 0.018 0.052 0.031 0.029
 
Fig.3.comparison of  predictive value                                   
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Fig.4.comparison of relative error
5. Conclusion
This paper established coal mine safety production 
forewarning indicator system from four aspects of personnel, 
equipment, environment and management. The Grey Theory, 
BP neural network and improved gas concentration prediction 
model based on grey theory and BP Neural Network were 
applied to coal mine safety production forewarning instances 
for comparative study. The comparison of simulation results 
of the three models shows that the identification accuracy of 
improved gas concentration prediction model based on grey 
theory and BP Neural Network is higher than that of grey 
theory model and BP neural network model, and has the best 
relative performance. Its high accuracy provides basis for 
early warning and control of the safety accident in coal mine 
enterprises, and promotes the development of digital mine.
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