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Satisfaction
Hubie Chen
Abstract
The constraint satisfaction problem (CSP) on a finite relational structure B is
to decide, given a set of constraints on variables where the relations come from B,
whether or not there is a assignment to the variables satisfying all of the constraints;
the surjective CSP is the variant where one decides the existence of a surjective
satisfying assignment onto the universe of B.
We present an algebraic framework for proving hardness results on surjective CSPs;
essentially, this framework computes global gadgetry that permits one to present a
reduction from a classical CSP to a surjective CSP. We show how to derive a number
of hardness results for surjective CSP in this framework, including the hardness of
surjective CSP on the reflexive 4-cycle and on the no-rainbow 3-coloring relation.
Our framework thus allows us to unify these hardness results, and reveal common
structure among them; we believe that our hardness proof for the reflexive 4-cycle
is more succinct than the original. In our view, the framework also makes very
transparent a way in which classical CSPs can be reduced to surjective CSPs.
1 Preliminaries
When f : A→ B and g : B → C are mappings, we sometimes use g(f) to denote their composition.
We adhere to the convention that for any set S, there is a single element in S0, the empty tuple.
A signature is a set of relation symbols; each relation symbol R has an associated arity (a natural
number), denoted by ar(R). A structure B over signature σ consists of a universe B which is a set,
and an interpretation RB ⊆ Bar(R) for each relation symbol R ∈ σ. We tend to use the letters
A,B, . . . to denote structures, and the letters A,B, . . . to denote their respective universes. In this
article, we assume that signatures under discussion are finite, and also assume that all structures
under discussion are finite; a structure is finite when its universe is finite.
By an atom (over a signature σ), we refer to a formula of the form R(v1, . . . , vk) where R is a
relation symbol (in σ), k = ar(R), and the vi are variables. An ∧-formula (over a signature σ) is a
conjunction β1∧· · ·∧βm where each conjunct βi is an atom (over σ). With respect to a structureB,
an ∧-formula φ over the signature of B is satisfied by an mapping f to B defined on the variables
of φ if, for each atom R(v1, . . . , vk) in φ, it holds that (f(v1), . . . , f(vk)) ∈ R
B; when this holds, we
refer to f as a satisfying assignment of φ.
We now define the computational problems to be studied. For each structure B, define CSP(B)
to be the problem of deciding, given a ∧-formula φ (over the signature of B), whether or not there
exists a map f to B, defined on the variables of φ, that satisfies φ with respect to B. For each
structure B, define SCSP(B) to be the problem of deciding, given a pair (U, φ) where U is a set of
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variables and φ is a conjunction of atoms (over the signature of B) with variables from U , whether
or not there exists a surjective map f : U → B that satisfies φ with respect to B.
Let B be a relational structure. A set of mappings F , each of which is from a finite set S to B,
is ∧-definable over B if there exists a ∧-formula φ, whose variables are drawn from S, such that
F is the set of satisfying assignments f : S → B of φ, with respect to B. Let S be a finite set;
when T is a set of mappings, each of which is from S to B, we use 〈T 〉B to denote the smallest
∧-definable relation over B containing T . (Such a smallest relation exists, since the intersection of
two ∧-definable relations is clearly also ∧-definable.)
Let T be a set of mappings from a finite set I to a finite set B. A partial polymorphism of T is a
partial mapping p : BJ → B such that, for any selection s : J → T of tuples, letting ci ∈ B
J denote
the mapping taking each j ∈ J to (s(j))(i), the mapping sending each i ∈ I to the value p(ci) is
defined at each point i ∈ I and contained in T . When Q ⊆ Bk is a relation, we apply this definition
by viewing each element of Q as a set of mappings from the set {1, . . . , k} to B. A partial mapping
p : BJ → B is a partial polymorphism of a relational structure if it is a partial polymorphism of
each of the relations of the structure.
The following is a known result.
Theorem 1.1 (Galois connection) Let B be a relational structure. Let T be a set of mappings from a
finite set I to B. The set 〈T 〉B is equal to the smallest set containing T that is closed under all partial
polymorphisms of B.
2 Framework
Throughout this section, let B be a finite relational structure, and let B be its universe. Let I be
a finite set; let T be a set of mappings from I to B. Let us say that T is surjectively closed over B
if each surjective mapping in 〈T 〉B is contained in {γ(t) | γ is an automorphism of B, t ∈ T}. The
following is a consequence of Theorem 1.1 and basic closure properties of partial polymorphisms.
Proposition 2.1 Let I, T be as described. For each i ∈ I, let πi : T → B denote the mapping defined
by πi(t) = t(i).
The following are equivalent:
• The set T is surjectively closed over B.
• Each surjective partial polymorphism p : BT → B (of B) with domain {πi | i ∈ I} is essentially
unary.
Let D be a finite set. Let V be a finite set of variables. Let GV,D denote the set of all mappings
from V to D; we will sometimes refer to elements of this set as assignments.
Let F be a finite set of mappings, each of which is from a finite power Dk of D to B; we refer
to k as the arity of such a mapping. For each b ∈ B, we use b0 to denote the mapping from D
0 to
B that sends the empty tuple to b; we use B0 to denote {b0 | b ∈ B}. Define a (V, F )-application to
be a pair (v, f) consisting of a tuple of variables from V and a mapping f ∈ F such that the length
of v is equal to the arity of f . Let AV,F denote the set of all (V, F )-applications.
For each g ∈ GV,D, when α = ((v1, . . . , vk), f) is an application in AV,F , define α[g] to be the
value f(g(v1), . . . , f(g(vk))); define t[g] to be the map from AV,F to B where each application α is
mapped to α[g].
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Proposition 2.2 Let B, D, and F be as described above. There exists a polynomial-time algorithm
that, given a finite set V , computes an ∧-formula (over the signature of B) defining 〈T 〉B, where
T = {t[g] | g ∈ GV,D}.
Proof. The algorithm performs the following. For each relation symbol R of the signature of B, let
k be the arity of R. For each tuple (α1, . . . , αk) ∈ A
k
V,F , the projection of T onto (α1, . . . , αk) can
be computed, by considering all possible assignments on the variables in V that appear in the αi;
note that the number of such variables is bounded by a constant, since both the signature of B and
F are assumed to be finite. If this projection is a subset of RB, then include R(α1, . . . , αk) in the
formula; otherwise, do not. 
Definition 2.3 Let D and F be as described. Define a relational structure B to be F -stable if, for
each non-empty finite set V , letting TV denote {t[g] | g ∈ GV,D}, the following hold:
• each map in TV is surjective, and
• TV is surjectively closed (over B).
Note that only the size of V matters in the definition of TV in Definition 2.3, in the sense that
when V and V ′ are of the same size, TV and TV ′ are equal up to relabelling of indices.
Definition 2.4 LetD and F be as described. An F -induced relation ofB is a relationQ′ ⊆ Ds (with
s ≥ 1) such that, letting (u1, . . . , us) be a tuple of pairwise distinct variables, there exists:
• a relation Q ⊆ Br that is either a relation of B or the equality relation on B, and
• a tuple (α1, . . . , αr) ∈ AU,F
such that Q′ = {(g(u1), . . . , g(us)) | g ∈ GU,D, ((t[g])(α1), . . . , (t[g])(αr)) ∈ Q}. We refer to Q as the
relation that induces Q′, and as (Q, (α1, . . . , αr)) as the definition of Q
′.
Definition 2.5 Let D and F be as described. An F -induced template of B is a relational structure
D with universe D and whose relations are all F -induced relations of B.
Theorem 2.6 Suppose that B is F -stable, and that D is an F -induced template of B. Then, the
problem CSP(D) polynomial-time many-one reduces to SCSP(B).
Proof. Let φ be an instance of CSP(D) with variables V . We create an instance (AV,F , ψ) of
SCSP(B); this is done by defining two formulas ψ0 and ψ1, and setting ψ = ψ0 ∧ψ1. First, set ψ0 to
be an ∧-formula defining 〈TV 〉B, where TV = {t[g] | g ∈ GV,D}; such a formula is polynomial-time
computable by Proposition 2.2. Then, for each atom R′(v1, . . . , vs) of φ, let c : {u1, . . . , us} → V
be the mapping sending each ui to vi, and include the atom R(c(α1), . . . , c(αr)) in ψ1, where R is
the relation symbol such that RB induces R′D, (α1, . . . , αr) is the tuple from Definition 2.4, and c
acts on an application α by being applied individually to each variable in the variable tuple of α.
Observe that, from Definition 2.4, a mapping g ∈ GV,D satisfies an atom R
′(v1, . . . , vs) of φ if and
only if t[g] satisfies the corresponding atom in ψ1.
We argue that φ is a yes instance of CSP(D) if and only if (AV,F , ψ) is a yes instance of SCSP(B).
Suppose that g ∈ GV,D is a satisfying assignment of φ. The assignment t[g] satisfies ψ0 since
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t[g] ∈ TV . By the observation, it holds that t[g] is a satisfying assignment of ψ1. It also holds
that t[g] is surjective by the definition of F -stable. Thus, we have that t[g] is a surjective satisfying
assignment of ψ. Next, suppose that there exists a surjective satisfying assignment t′ of ψ. Since t′
satisfies ψ0, it holds that t ∈ 〈TV 〉B. Since TV is surjectively closed (over B) by F -stability, there
exists g ∈ GV,D such that t
′ = γ(t[g]) for an automorphism γ ofB. Since t′ is a satisfying assignment
of ψ, so is t[g]; it then follows from the observation that g is a satisfying assignment of φ. 
Establishing stability
The following implies a decidability result for stability in the case that F contains only maps of
arity at most 1.
Theorem 2.7 Let B, D, and F be as described. Suppose that F contains only maps of arity ≤ 1, and
that it contains B0 as a subset. The structure B is F -stable if and only if when W has size ≤ |B|, the
set TW = {t[g] | g ∈ GW,D} is surjectively closed (over B).
Proof. The forward direction is immediate, so we prove the backward direction. We need to show
that, for each non-empty finite set V , the set TV = {t[g] | g ∈ GV,D} fulfills the conditions given in
Definition 2.3. Each map in TV is surjective since B0 ⊆ F . We thus argue that TV is surjectively
closed. This follows from the assumptions when |V | ≤ |B|. When |V | > |B|, suppose (for a
contradiction) that TV is not surjectively closed. Then, there exists a surjective mapping t
′ in 〈TV 〉B
violating the definition of surjectively closed; it follows that one can pick a variable u′ such that,
letting Au′ be the applications involving either B0 or the variable u
′, the map t′ restricted to Au′
does not have the form β(t[h]) for an automorphism β and a map h ∈ G{u′},D. As B0 ⊆ F , it is
possible to pick a set A− of applications using at most |B| − 1 variables such that the restriction of
t′ to A− is surjective. Let U be the set of variables appearing in A−; we have |U | ≤ |B| − 1. Set
U ′ = U ∪ {u′}.
It is an immediate consequence of Theorem 1.1 that the restriction of t′ to AU ′,F is contained in
〈TU ′〉B, where TU ′ = {t[g] | g ∈ GU ′,D}. By the choice of u
′, we have that the described restriction
of t′ is not in 〈TU ′〉B; since this restriction, by the choice of U , is surjective, we obtain that TU ′ is
not surjectively closed, a contradiction to the assumption. 
3 The reflexive 4-cycle
Let us use C to denote the reflexive 4-cycle, that is, the structure with universe C = {0, 1, 2, 3} and
single binary relation EC = C2 \ {(0, 2), (2, 0), (1, 3), (3, 1)}. The problem SCSP(C) was shown to
be NP-complete by [2]; we here give a proof using our framework. When discussing this structure,
we will say that two values c, c′ ∈ C are adjacent when (c, c′) ∈ EC. Set D = {0, 1, 3}. For c ∈ C,
we use the notation c to denote the arity 0 function c0 from D
0 to C. We use the notation [abc] to
denote the function f : D → C with (f(0), f(1), f(3)) = (a, b, c), so, for example [013] denotes the
identity mapping from D to C. Define F as
{0, 1, 2, 3, [013], [010], [323], [020], [313], [112], [003], [002], [113]}.
Theorem 3.1 The reflexive 4-cycle C is F -stable.
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Proof. Let V be a non-empty finite set; we need to show that TV is surjectively closed. We use
Proposition 2.1. It is straightforward to verify that each surjective partial polymorphism of the
described form that has a surjective diagonal is essentially unary. We consider a partial polymor-
phism p : CTV → C whose domain is πα over all (V, F )-applications α ∈ AV,F . We show that if
p has a non-surjective diagonal, then it is not surjective. We slightly abuse notation and use p(α)
to denote the value p(πα). For each c ∈ C, we also overload c and use it to denote the unique
(V, F )-application in which it appears. For two applications α,α′, we write E(α,α′) when, for each
g ∈ GV,F , it holds that (α[g], α
′ [g]) ∈ EC; we also say that α and α′ are adjacent.
By considerations of symmetry, it suffices to consider the following values for the diagonal val-
ues (p(0), p(1), p(2), p(3)): (0, 0, 0, 0), (0, 0, 1, 0), (0, 1, 0, 0), (1, 0, 0, 0), (0, 0, 1, 1), (0, 1, 0, 1), (0, 1, 2, 1),
(2, 1, 2, 3).
In each of the first 3 cases, we argue as follows. Consider an application (v, f) with f : D → B
in F and v ∈ V ; it is adjacent to 0, adjacent to 3, or adjacent to both 1 and 2; thus, for such an
application, we have p(v, f) is adjacent to 0. It follows that for no such application do we have
p(v, f) = 2, and so p is not surjective.
Consider the case where the diagonal is (1, 0, 0, 0). Observe that an application (v, f) with
f : D → C in F \ {[013]} and v ∈ V ; any such application (v, f) is adjacent to 1, 2, or 3, and
thus, for any such application, p(v, f) is adjacent to 0. Thus if 2 is in the image of p, there exists a
variable u ∈ V such that p(u, [013]) = 2. But then, for each f : D → C in F \ {[013]}, we have that
(u, [013]) and (u, f) are adjacent; combining this with the observation, we have that p(u, f) = 1.
In order for p to be surjective, there exists a different variable x ∈ V such that p(x, f) = 3. But
(x, [013]) is adjacent to 0, so p(x, [013]) 6= 3; thus, p(x, f) = 3 for a map f : D → C in F \ {[013]};
but since (x, f) is adjacent to (u, f ′) for a map f ′ : D → B in F \ {[013]}, we have a contradiction,
since p(x, f) = 3 and p(u, f ′) = 1.
The other cases are handled via similar reasoning techniques. 
Define D′ to be the structure with universe {0, 1, 3} and with relations
SD
′
1 = {(0, 3), (1, 1), (3, 1), (3, 3)}, S
D′
2 = {(1, 0), (1, 1), (3, 1), (3, 3)},
SD
′
3 = {(1, 3), (3, 1), (3, 3)}, S
D
′
4 = {(1, 1), (1, 3), (3, 1)}.
Each of these relations is the intersection of binary F -induced relations: for SD
′
1 , use the definitions
(EC, (2, (u2, [013]))), (E
C, ((u1, [013]), (u2 , [323]))); for S
D′
2 , the definitions (E
C, (2, (u1, [013]))),
(EC, ((u1, [112]), (u2 , [013]))); for S
D
′
3 , the definitions (E
C, (2, (u1, [013]))), (E
C, (2, (u2, [013]))),
(EC, ((u1, [003]), (u2 , [323]))); and, for S
D
′
4 , the definitions (E
C, (2, (u1, [013]))), (E
C, (2, (u2, [013]))),
(EC, ((u1, [112]), (u2 , [010]))). Let D be the F -induced template of B whose relations are all of the
mentioned F -induced relations. Then, we have CSP(D′) reduces to CSP(D), and that CSP(D)
reduces to SCSP(C) by Theorem 2.6. The problem CSP(D′) is NP-complete, as argued in [2], and
thus we conclude that SCSP(C) is NP-complete.
4 No-rainbow 3-coloring
Let N be the structure with universe N = {0, 1, 2} and a single ternary relation
RN = {(a, b, c) ∈ N3 | {a, b, c} 6= N}.
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The problem SCSP(N) was first shown to be NP-complete by Zhuk [3]; we give a proof which is
akin to proofs given by Zhuk [3, 4] using our framework.
DefineD = {0, 1}, and define F as {0, 1, 2}∪U where U is the set of all injective mappings from
D to N . In general, we use the notational conventions of the previous section, and in particular
use the notation [ab] to denote the mapping f : D → N with (f(0), f(1)) = (a, b).
Theorem 4.1 The structure N is F -stable.
Proof. Let V be a non-empty finite set; we need to show that TV is surjectively closed. We use
Proposition 1.1. It is straightforward to verify that each surjective partial polymorphism of the
described form having a surjective diagonal is essentially unary. Consider a partial polymorphism
p : NTV → N whose domain is πα over all (V, F )-applications α ∈ AV,F . We show that if p has
a non-surjective diagonal, then it is not surjective. By considerations of symmetry, we need only
consider the following values for the diagonal (pˆ(0), pˆ(1), pˆ(2)): (0, 0, 0), (0, 1, 1).
Diagonal (0, 0, 0). Assume p is surjective; there exist applications (v, [ab]), (v′, [a′b′]) such that
p(v, [ab]) = 1, p(v′, [a′b′]) = 2. In the case that {a, b} = {a′, b′}, we have R(a, (v, [ab]), (v′ , [a′b])) but
that these applications are, under p, equal to (0, 1, 2), a contradiction. Otherwise, there is one value
in {a, b} ∩ {a′, b}; suppose this value is b = b′. Let c be the value in N \ {a, b}, and c′ be the value in
N \ {a′, b′}. We claim that p(v, [ac]) = 1: if it is 2, we get a contradiction via R(b, (v, [ab]), (v, [ac])),
and if it is 0, we get a contradiction via R((v, [ac]), (v, [ab]), (v′ , [a′b′])). By analogous reasoning, we
obtain that p(v′, [ac′]) = 2. But since {a, c} = {a′, c′}, we may reason as in the previous case to
obtain a contradiction.
Diagonal (0, 1, 1). Assume p is surjective; there exists an application (v, [ab]) such that p(v, [ab]) =
2. We have that {a, b} 6= {0, 1}, for if not, we would have a contradiction via R(0, 1, (v, [ab])). Anal-
ogously, we have that {a, b} 6= {0, 2}. Thus, we have {a, b} = {1, 2}. Suppose that [ab] is [12] (the
case where it is [21] is analogous). Consider the value of p(v, [02]): if it is 0, we have a contradiction
via R((v, [02]), 1, (v, [12])), if it is 1, we have a contradiction via R(0, (v, [02]), (v, [12])); if it is 2, we
have a contradiction via R(0, 2, (v, [02])). 
Theorem 4.2 The problem SCSP(N) is NP-complete.
Proof. The not-all-equal relation {0, 1}3 \ {(0, 0, 0), (1, 1, 1)} is an F -induced relation of N, via
the definition (RN, (u1, [01]), (u2, [12]), (u3, [20])). It is well-known that the problem CSP(·) on a
structure having this relation is NP-complete via Schaefer’s theorem, and thus we obtain the result
by Theorem 2.6. 
5 Diagonal-cautious clones
We explain how the notion of stability can be used to derive the hardness result of [1]. Let
B = {b∗1, . . . , b
∗
n} be a set of size n. A clone is diagonal-cautious if there exists a map G : B
n → ℘(B)
such that:
• for each operation f ∈ C, it holds that image(f) ⊆ G(fˆ(b∗1), . . . , fˆ(b
∗
n)), and
• for each tuple (b1, . . . , bn) ∈ B
n, if {b1, . . . , bn} 6= B, then G(b1, . . . , bn) 6= B.
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Suppose that the polymorphism clone of a relational structure B is diagonal-cautious. Let P be
the relation defined in that paper. As in that paper, we associate the coordinates of P with the
variables (v1, . . . , vn, x, y1, . . . , ym). Let P
′ be the subset of P that contains each tuple q ∈ P such
that, for each i = 1, . . . , n, it holds that πvi(q) = b
∗
i . Let q1, . . . , qℓ be a listing of the tuples in P
′.
Let D = {1, . . . , ℓ}, and let F contain, for each z ∈ {v1, . . . , vn, x, y1, . . . , ym}, the map fz : D → B
defined by f(i) = πz(qi). Observe that fx is surjective. It can then be verified that the structure B
is F -stable; this is a consequence of the fact that one has non-surjectivity of each tuple in P that is
not surjective when restricted to {v1, . . . , vn}.
For any relation Q ⊆ Bk of B, consider the F -induced relation Q′ ⊆ Dk of B defined by
(Q, (u1, fx), . . . , (uk, fx)). We have that Q
′ is the union of f−1x (b1) × · · · × f
−1
x (bk) over all tuples
(b1, . . . , bk) ∈ Q. Moreover, for each b ∈ B, each set f
−1
x (b) is an F -induced relation. We may
conclude that B∗, the expansion of B by all constant relations (those relations {(b)}, over b ∈ B),
has that CSP(B∗) reduces to SCSP(B).
6 Multiple sorts
We briefly explain how our framework can be extended to allow for multiple sorts, which may be
of utility in the future. Let (Ds)s∈S be a collection of pairwise disjoint finite sets, indexed by a finite
set S. Let F be a finite set of mappings, each of which is from a product Ds1 × · · · × Dsk to B,
where s1, . . . , sk ∈ S. For any collection (Vs)s∈S of pairwise disjoint finite sets of variables, one
can then define the set of all ((Vs), F )-applications, and also the notions of F -induced relation and
F -induced template. Each F -induced relation is a subset of a product Ds1 × · · · ×Dsk . One then
has that, when D is an F -induced template of B, there is a reduction from CSP(D) to SCSP(B).
Acknowledgements. The author thanks Barny Martin, Dmitriy Zhuk, and Benoit Larose for useful
discussions; in particular, the former two are thanked for explanations concerning their results [2,
3], respectively.
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