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Abstract
Silicon resonators are nowadays the subject of an intense research activ-
ity since they can be employed in many different applications due to their
intrinsic advantages such as small footprint and low energy consumption.
For instance, they are utilized in optical networks as multiplexers (MUX)
and demultiplexers (DEMUX), proving to be extremely useful in the case
of Wavelength-Division Multiplexing (WDM) or Dense Wavelength-Division
Multiplexing (DWDM) modulation, a technique used to increase the data
rate of a given network. They are also suitable as optical modulators when
exposed to a varying electric field because of different physical phenomena,
such as Kerr effect or Plasma Dispersion Effect (PDE). Furthermore, they
have also proven useful for sensing purposes, being extremely sensitive to
changes in the environment, such as temperature or physical composition
of the device. In this thesis work, the performance of a ring modulator is
evaluated with simulation software such as MATLAB and Lumerical. The
physical properties are optimized in order to obtain the best results in terms
of modulation efficiency, energy consumption and footprint.
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Chapter 1
Introduction
1.1 Motivation
In recent years we have experienced an enormous increase in research re-
garding photonics. As the name suggests, this relatively young field of study
concerns photons and focuses on how they can be manipulated for signal pro-
cessing, sensing and communication purposes. Since the discovery of light
emission by certain semiconductors that led to the first practical Light Emit-
ting Diode (LED) in the 60s and the advent of the optical fiber due to the
work of Charles K. Kao and colleagues in the 70s (Nobel Prize in Physics,
2009), photonics has seen a significant growth and covers now a wide variety
of different research fields.
Among the most promising ones, silicon photonics is an emerging dis-
cipline that establishes the employment of silicon as the optical medium.
Silicon has been studied and utilized for decades to build transistors and
electrical circuits and as a consequence efficient and well-established manu-
facturing techniques have been developed to reduce the footprint and the cost
of such devices [1]. Furthermore, by integrating photonic systems in electrical
circuits it is possible to realize optical interconnects and allow on-chip com-
munications combining both high speed and low power consumption. In fact,
conventional metal interconnects are prone to high latency and attenuation
limiting their effectiveness at small scale for data rates exceeding 10 Gb/s
[2] and will therefore not be suitable in the future. It is believed that silicon
photonics will be the main factor for beyond Moore’s law computing [3]. In
order to build such optical networks, ring resonators are paramount since they
have been proven useful in designing small-scale modulators (with an area of
few hundreds square micrometers), MUX/DEMUX and delay lines acting as
optical buffers, called Coupled Resonator Optical Waveguide (CROW).
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Other important applications of photonics are sensing and spectroscopy.
In fact, light-matter interaction paves the way for the rise of a large variety
of different effects, spanning from absorption to polarization, not to mention
scattering and temperature variation. These properties can be exploited in
different ways. For example, they might be employed to analyze a particular
setting looking for changes in the air composition or sudden temperature
surges [4]. In addition, photons can be used in optics to break the diffraction
limit allowing nanometric microscopy [5]. Their response to certain materi-
als is beneficial in the case of imaging or spectroscopy, permitting, among
others, high-resolution and harmless medical analysis by reducing the ex-
posure to ionizing radiation [6]. In this regard, ring resonators are proven
once again useful, since their behavior is heavily affected by the environment.
As a consequence, they might react, for instance, to the presence of certain
substances to be detected, acting as a label-free biosensor.
For these reasons, ring resonators play an important role in the devel-
opment and popularity of silicon photonics, and more and more studies are
carried out in order to improve and optimize them accordingly to the target
operation. A brief summary of some papers on ring resonators and modula-
tors can be found in the next section.
1.2 Literature Review
Many research works on ring resonators have been published. Different ma-
terials and structures have been studied to ensure the best efficiency and
functionality possible.
For instance, in [7] a thorough review of the main properties of ring res-
onators and their applications is conducted. All the main design parameters
are listed and explained, as well as the frameworks currently in use, such
as All-Pass (AP) and Add-Drop (AD) resonators, and the possible config-
urations, such as Optical Add-Drop Multiplexer (OADM) or CROW sys-
tem. The authors focused also on the different production techniques now
employed and the effects of the physical properties on the behavior of the
device. In particular, different waveguide sizes and coupling methods are
compared with respect to Transverse Electric (TE) and Transverse Magnetic
(TM) polarization. Furthermore, the matter of the loss due to bend and
waveguide is tackled. Finally, ring modulators are also addressed and their
most important attributes explained.
In [8], [9] and [10], optical modulators are studied with respect to different
device configurations. In particular, in [8] two different methods are evalu-
ated. In the first case a reverse-biased PN diode-like structure is utilized in
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order to achieve modulation by carrier depletion in the optical waveguide,
while the second structure is based on a forward-biased PIN diode operating
so that the modulation is performed by carrier injection. The results thus
found show a substantial difference between the two methods, namely in the
frequency of operation and sensitivity parameter. As regards the 3 dB band-
width, PIN-based modulators are found to be much worse compared to the
other configuration (∼1 GHz in the case of PIN, up to 26 GHz in the case
of PN). On the other hand, the sensitivity parameter VpiL shows an opposite
behavior, namely as low as 0.0025 V·cm when it comes to forward-biased
devices and around 0.5 V·cm for reverse-biased diodes. Therefore, the au-
thors claim that PIN-based modulators are considerably more efficient but
limited to particularly low speed applications, while the other configuration
is preferable in all the other cases, despite being less effective when it comes
to sheer modulating capabilities. The authors of [9] investigated alternative
and advanced waveguide frameworks, such as horizontally-arranged doping
layers so to obtain a modulating frequency in excess of 50 GHz in the case
of carrier depletion devices. Moreover, data rates of more than 10 Gb/s
have been reported by applying to an injection mode modulator a technique
called pre-emphasis. Only carrier injection is considered in [10], where data
rates up to 12.5 Gb/s are demonstrated by pointing out that the optical
response time of the ring is substantially faster compared to the electrical
rise time, allowing a better Non-Return-to-Zero (NRZ) modulation especially
when pre-emphasis is exploited. The main drawback is the necessity of a high
driving voltage (up to 6 V), but accordingly to the authors the issue can be
solved by reducing the series resistance (of the order of 7.7 kΩ) with a careful
redesign of the junction.
In [11] the main concern is a thorough theoretical study of the bandwidth,
with a comparison between optical, electrical and 3 dB bandwidth for a
depletion-mode ring modulator. An interesting observation is that the actual
bit rate is usually higher than the standard bandwidth, up to a 100% increase.
The electrical bandwidth is determined by the RC product, while the optical
one depends on the carrier recombination time (in the case of injection type)
or in the much faster capacitor discharge (in the case of depletion type).
The main parameters concerning ring resonators are evaluated also in [12],
with particular focus on the loss inside the cavity and the self-coupling coeffi-
cient with the waveguide. As pointed out by the authors, the two parameters
are the most important and can be distinguished by evaluating the output
spectrum for different ring configurations and operative wavelengths, since
the latter is loss-dependent while the former relies heavily on the coupling
distance.
The problem of the waveguide loss is addressed also in [13]. The au-
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thors have studied a wide range of waveguides in terms of bend and length,
demonstrating that the loss is mainly due to the surface roughness of the
vertical sidewalls. The horizontal ones are almost atomically flat and do not
constitute a problem in this regard. TM polarization, whose overlap with
the cladding is mostly at the top and bottom of the waveguide, shows minor
loss compared to TE polarization. The loss has been found to increase with
longer wavelengths due to a greater interaction with the cladding. Radii
down to 1 µm are made possible by carefully designing the waveguide, with
losses of only 0.086 ± 0.005 dB/turn because of the extreme confinement of
the Silicon-On-Insulator (SOI) waveguides used in the experiments, while
the standard propagation losses have been calculated to be less than 10 dB/cm
with reference to practical wavelengths.
1.3 Contribution
In this thesis work, the ring modulator configuration based on a PIN junction
driven in forward bias is studied and investigated. First, a solid theoretical
analysis on ring resonators and modulation techniques is carried out based
on previous papers and study material. Afterwards, the injection mode mod-
ulator behavior is simulated by means of Lumerical, a popular optoelectronic
design software, and consequently optimized. The main parameters consid-
ered are:
• Height of the lateral silicon slab connecting the optical waveguide to
the electrodes,
• Distance between the electrodes and the optical waveguide (width of
the lateral silicon slab),
• Optimization of the doping profile in terms of distribution (constant or
diffused) and concentration of dopants,
• Bend of the waveguide, determining the radius of the ring resonator,
and
• Coupling system with the waveguide, comprising different structures
and gaps between ring and input waveguide.
Finally, the important parameters thus extracted, such as loss and refractive
index change, are imported in MATLAB and subsequently analyzed. The
final output spectra are then calculated and the most important Figures
Of Merit (FOMs) are derived and discussed in order to determine the best
configuration possible.
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1.4 Thesis Outline
The thesis is organized as follows:
Chapter 2 discusses some fundamentals of electromagnetic theory, consid-
ering both the wave and the particle concept, together with some im-
portant properties and characteristics.
Chapter 3 deals with light propagation with focus on waveguides and their
structure, as well as some applications.
Chapter 4 regards the modulation part of the work, comprising different
methods with focus on carrier injection.
Chapter 5 describes ring resonators, their layouts, parameters and usage.
Chapter 6 presents the simulation results and the comments on the data
obtained.
Chapter 7 sums up the content of the thesis, and comprises also possible
future works.
Chapter 8 contains some further calculations not presented in the previous
chapters for the sake of brevity and clarity.
6 CHAPTER 1. INTRODUCTION
Chapter 2
Fundamentals
A thorough display of electromagnetic theory can be found in [14], [15] and
[16].
2.1 Maxwell’s Equations
2.1.1 Definition
Maxwell’s equations are the fundamental postulates of classical electromag-
netics explaining every phenomena that refer to light as a wave. In the time
domain, these can be written in the differential form as:
Faraday’s Law:
∇× e¯ (r¯, t) = −∂b¯ (r¯, t)
∂t
(2.1)
Ampere’s Law:
∇× h¯ (r¯, t) = −∂d¯ (r¯, t)
∂t
+ j¯(r¯, t) (2.2)
Gauss’ Law:
∇ · b¯ (r¯, t) = 0 (2.3)
Gauss’ Law for magnetism
∇ · d¯ (r¯, t) = ρv (r¯, t) (2.4)
With ∇× curl operator and ∇· divergence operator. Here, considering
a 3-dimensional cartesian reference frame in which the position vector is
r¯(x, y, z) = xx̂+ yŷ + zẑ with x̂, ŷ and ẑ versors:
8 CHAPTER 2. FUNDAMENTALS
• e¯ (r¯, t) = ex (r¯, t) x̂ + ey (r¯, t) ŷ + ez (r¯, t) ẑ [V/m] is the electric field
vector;
• b¯ (r¯, t) = bx (r¯, t) x̂ + by (r¯, t) ŷ + bz (r¯, t) ẑ [Wb/m2] is the magnetic in-
ductance (flux) field vector;
• h¯ (r¯, t) = hx (r¯, t) x̂ + hy (r¯, t) ŷ + hz (r¯, t) ẑ [A/m] is the magnetic field
vector;
• d¯ (r¯, t) = dx (r¯, t) x̂+dy (r¯, t) ŷ+dz (r¯, t) ẑ [C/m2] is the electric displace-
ment (flux) field vector;
• j¯ (r¯, t) = jx (r¯, t) x̂ + jy (r¯, t) ŷ + jz (r¯, t) ẑ [A/m2] is the electric current
density vector;
• ρv (r¯, t) [C/m3] is the electric charge density.
Equations (2.3) and (2.4) are directly derived from equations (2.1) and (2.2)
by using Stoke’s and Gauss’ (divergence) theorems, as can be seen in Ap-
pendix A, and therefore do not add any information. As a consequence,
these equations cannot be directly solved as the number of unknown vari-
ables exceeds the number of independent equations [17]. As a consequence,
additional constitutive relations linking the field vectors must be taken into
consideration. In particular, it is common to consider e¯ (r¯, t) and h¯ (r¯, t) to be
the “primary” responses whereas b¯ (r¯, t), d¯ (r¯, t) and j¯T (r¯, t) are “secondary”
and therefore written as a function of the electric and magnetic field vectors
[18]. These relations depend on the medium in which the wave is propagating
and can be written in the simplest case (vacuum) as:
d¯ (r¯, t) = ε0e¯ (r¯, t) (2.5)
b¯ (r¯, t) = µ0h¯ (r¯, t) (2.6)
j¯ (r¯, t) = 0 (2.7)
Where
• ε0 ' 8.85419× 10−12 F/m is called vacuum permittivity and
• µ0 ' 1.25664× 10−6 H/m is called vacuum permeability,
2.1. MAXWELL’S EQUATIONS 9
Yielding
∇× e¯ (r¯, t) = −µ0∂h¯ (r¯, t)
∂t
(2.8)
∇× h¯ (r¯, t) = ε0∂e¯ (r¯, t)
∂t
(2.9)
Which is a well-posed problem.
When not in vacuum, the parameters must be such that:
• ε0 becomes the electric permittivity ε = εrε0 with εr dimensionless
quantity called relative permittivity of the specific medium;
• µ0 becomes the magnetic permittivity µ = µrµ0 with µr dimension-
less quantity called relative permeability of the specific medium. It is
usually 1 in the case of dielectric media as the ones considered in this
thesis;
• j¯ (r¯, t) = σe¯ (r¯, t) where σ [S/m] is called electric conductivity. It deter-
mines the nature of the specific material (in particular, when σ  εω,
with ω [1/s] angular frequency of the electromagnetic wave, it is called
conductor, otherwise insulator [17]).
The relations thus derived are only valid for a medium which is linear,
isotropic, homogeneous, time invariant and non-dispersive. A more thorough
and accurate investigation should also take into account real-world properties
of the materials, such as:
• Non-linearity: the response of the medium to the incoming radiation
depends on the field strength. Usually this is considered when the
power density is high and can be modeled by writing the electric per-
mittivity ε(e¯) as a function of the electric field.
• Non-homogeneity: the response is dependent on the position within the
medium. It can be modeled by writing the electric permittivity ε(r¯) as
a function of the position within the material.
• Non-stationarity: the response is dependent on the particular time
instant. Examples of non-stationary materials can be fluids, moving
objects or excited matter. It can be modeled by writing the electric
permittivity ε(t) as a function of the time.
• Anisotropy: the response is dependent on the specific direction of the
electric field vector. It can be modeled by writing the electric permit-
tivity ε as a tensor.
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• Dispersion: the response is dependent on the frequency of the incoming
light. It can be modeled by writing the electric permittivity ε(ω) as a
function of the frequency.
For most of these properties, the ideal situation can be considered. In the
case of transmission through waveguides (for examples when dealing with
ring modulators), neglecting dispersion is however not feasible since it is
not possible to be in a monochromatic regime, thus having only a specific
frequency.
2.1.2 Complex vector representation
In general the fields are functions of time and position. However, the same
information can be represented with complex phasors acting as an envelope
for the field [17], such as
e¯ (r¯, t) = Re[E¯(r¯)e−iωt] (2.10)
h¯ (r¯, t) = Re[H¯(r¯)e−iωt] (2.11)
ρv (r¯, t) = Re[ρ(r¯)e
−iωt] (2.12)
Where E(r¯), H(r¯) ∈ C3 such that the spatial and temporal components
are split and i is the imaginary unit.
The relations are now in the frequency domain after the Fourier transform
has been applied to the time domain versions.
The Maxwell’s equations (2.2), (2.3), (2.8) and (2.9) can therefore be
respectively rewritten with reference to good insulants (σ negligible) as
∇× E¯(r¯) = −iωµ0H¯(r¯) (2.13)
∇× H¯(r¯) = iωεE¯(r¯) (2.14)
∇ · H¯(r¯) = 0 (2.15)
∇ · E¯(r¯) = ρ (r¯) (2.16)
A simple derivation can be made in a region in which the source of the
electromagnetic field is not present. The objective is to study the propagation
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of the fields. By using some well-known vector identities (Appendix B), one
can retrieve the homogeneous Helmholtz equations
∇2E¯(r¯) + ω2µ0εE¯(r¯) = 0 (2.17)
∇2H¯(r¯) + ω2µ0εH¯(r¯) = 0 (2.18)
With ∇2 Laplacian operator. Here different parameters can be defined.
For instance, c = 1√
µ0ε0
' 3× 108 m/s is called speed of light in vacuum, such
that vp = c√εr is the velocity of propagation (also called phase velocity) inside
a medium whose relative permittivity is εr. Furthermore, by separation of
the variables applied to equation (2.17) one can write
E¯(r¯) = E¯0e
−ik¯·r¯ (2.19)
Where k¯ = kxx̂ + kyŷ + kz ẑ [1/m] is called wave vector such that |k¯|2 =
ω2µ0ε [1/m2] and |k¯| = k = ω√µ0ε0√εr = ωc
√
εr =
ω
c
n [1/m] is called wave
number, with n being the refractive index of the material.
Subsequently, by applying equation (2.13) the magnetic field is calculated
as
H¯(r¯) =
k¯ × E¯0
ωµ0
e−ik¯·r¯ =
¯|k|kˆ × E¯0
ωµ0
e−ik¯·r¯ =
=
√
ε
µ0
kˆ × E¯0e−ik¯·r¯ = kˆ × E¯0
η
e−ik¯·r¯ = H¯0e−ik¯·r¯ (2.20)
Where η [Ω] is called intrinsic medium impedance. In the case of vacuum,
η0 ' 377 Ω.
The solution thus found is named plane wave because the plane orthog-
onal to k¯ is called plane of constant phase due to the fact that all the points
there have the same phase. k¯ represents the propagation direction. Moreover,
k¯, E¯(r¯) and H¯(r¯) are all orthogonal to each other, forming a right-handed
triplet of vectors [19]. The periodicity of the wave, that is, the distance along
the propagation direction at which the electric (or magnetic) field recovers
the same pattern is called wavelength, written as λ = 2pi|k¯| [m].
When the phasor is reverted back to its real representation, the wave
recovered is a sinusoidal function that can be written as
e¯(r¯, t) = e0(r¯) cos(k¯ · r¯ − ωt+ ϕe) (2.21)
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h¯(r¯, t) = h0(r¯) cos(k¯ · r¯ − ωt+ ϕh) (2.22)
Where ϕ represents the phase offset which is not important in absolute
terms but it is a useful concept while comparing two or more different waves
(see section 2.7).
This kind of solution represents a wave that travels in a given direction
without losing energy and therefore is not realistic. Moreover, it carries
infinite energy as the plane orthogonal to the propagation vector is infinite
(there is no divergence of the wave vectors) [18]. The concept of plane waves,
however, is still useful because any real wave can be defined as the sum of a
certain number of plane waves. Moreover, far from the source the wave front
can be effectively approximated by a plane wave.
To give an illustration, a more realistic solution would be the so-called
spherical wave, that can be written as [17]
E¯(r¯) =
E¯0
|r¯| e
−ik¯·r¯ (2.23)
In this case, the sphere of radius |r¯| represents the surface of constant
amplitude and phase. The field decays with the distance travelled by the
wave.
2.2 Losses
It is however possible to account for losses due to the material. When σ is
not negligible, the permittivity constant becomes complex and can be written
as εc = ε − iσω . In this case, the propagation vector is no longer real and
comprises also an imaginary part, as s¯ = a¯ + ik¯ where a¯ = Re[s¯] ∈ R3 is
called attenuation vector and k¯ = Im[s¯] ∈ R3 is the previous phase vector.
a¯ and k¯ can be considered parallel [17]. Now the fields of the plane wave can
be written as
E¯(r¯) = E¯0e
−a¯·r¯e−ik¯·r¯ (2.24)
H¯(r¯) = H¯0e
−a¯·r¯e−ik¯·r¯ (2.25)
The electromagnetic field is therefore reducing its amplitude while trav-
elling along the propagation direction, the attenuation coefficient being α =
|a¯| [1/m]. Finally, it is worth noting that as the frequency of the wave in-
creases, the imaginary part tends to zero. As a consequence, at high fre-
quencies conductors (high σ) behave like insulants.
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2.3 Power
The power density of an electromagnetic wave represents the flow of energy
per unit time across a unit area. It is traditionally described with the so-
called Poynting vector as
S¯(r¯) , E¯(r¯)× H¯∗(r¯) = |E¯(r¯)|
2
η
kˆ [W/m2] (2.26)
Where the apex ∗ represents the complex conjugate. The energy flows
orthogonally to both the electric and the magnetic fields and is therefore
parallel to the propagation vector k¯. The complete derivation can be found
in Appendix C.
When the fields are represented by sinusoidal functions, as in equation
(2.19), the oscillation of the Poynting vector is extremely fast and conse-
quently the instantaneous value is not practical to measure. Usual detectors
are able to only record the time-averaged value, integrated over a certain time
interval T , which is often called irradiance (intensity) and can be written as
[19]
I =
|E¯(r¯)|2
2η
=
1
2
ε0cn|E¯(r¯)|2 [W/m2] (2.27)
To calculate the actual power flowing through a surface S one can write
P =

S
I ∂A [W] (2.28)
2.4 Polarization
The polarization is a property of the electromagnetic waves that specifies
the oscillation direction of the fields. In particular, both the electric and
the magnetic fields oscillate and their composition/predictability determines
the degree and type of polarization. Usually, polarization only refers to the
electric field since the two are always perpendicular (see equation (2.20)).
Let us take the case of light travelling in a homogeneous isotropic medium,
as depicted in figure 2.1. This particular wave is called Transverse Electro-
magnetic (TEM) since both electric and magnetic fields are orthogonal to
the direction of propagation (zˆ), meaning that E0z = H0z = 0.
The polarization is defined as the position of the tip of the electric field
vector at a specific position rˆ and time t [18]. To analyze the polarization
state of a specific wave, the electric field vector is usually decomposed in its
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Figure 2.1: Transverse electromagnetic wave [20]
xˆ and yˆ components and their amplitude and relative phase are taken into
consideration, as in
e¯(z, t) = e0x cos(kz − ωt+ ϕx)xˆ± e0y cos(kz − ωt+ ϕy)yˆ (2.29)
Which is equivalent to
e¯(z, t) = e0x cos(kz − ωt)xˆ± e0y cos(kz − ωt+ ϕ)yˆ (2.30)
With phase difference ϕ = ϕx − ϕy (the important parameter to be con-
sidered).
In particular, when we have a positive term +○ the polarization is said
to be right-handed (clockwise from the source point of view), while in the
case of a negative term -○ it is left-handed (counter-clockwise from the source
point of view). The handedness of the polarization results in two independent
degrees of freedom [17].
The field is dependent on both position and time. Let us set z = 0 and
analyze the time evolution regarding a fixed position (analogous to the case
in which the time is fixed and the study is carried out with respect to the
position) [21].
In general, the polarization is said to be elliptical since the tip of the
electric field vector draws an ellipse in time around the position z = 0.
When instead ϕ = mpi, m ∈ N, the wave is called linearly polarized.
In fact, the two components e0x and e0y maintain the same ratio (since they
grow and decrease synchronously). A particular condition is met when either
e0x or e0y are null, which means that the electric field oscillates along one of
the previously defined xˆ or yˆ axes.
The last possibility is to have e0x = e0y and ϕ = (2m+ 1)pi2 , m ∈ N. Here
the polarization is circular because the pattern shown by the vector tip is
circular.
In figure 2.2 the three different polarization types for TEM waves are
shown. The blue and green curves are the amplitudes of the xˆ and yˆ compo-
nents of the electric field.
2.5. WAVE PACKETS 15
Figure 2.2: Polarization: linear (left), circular (center), elliptical (right) [18]
However, natural light is mainly unpolarized, meaning that the polariza-
tion direction (due to the amplitude of the two different components and the
phase difference) fluctuates randomly in an unpredictable way. Even though
natural light sources usually emit incoherent radiation, there is always a cer-
tain degree of polarization, primarily due to scattering (molecules acts as
small antennas and release polarized light because of internal vibrations). It
is therefore possible to define the Degree Of Polarization (DOP) as [18], [21]:
V =
Imax − Imin
Imax + Imin
=
Ip
Ip + Iup
(2.31)
Where Imax and Imin are the maximum and minimum light intensities
that are measured by means of a polarizer (which is an optical filter sensitive
only to a specific type of polarization) rotated by 360◦, Ip is the intensity of
the polarized light while Iup is the intensity of the unpolarized part.
In waveguides no TEM light can propagate. Three are the main categories
of allowed polarization: TE, TM or Hybrid (HE, EH). In the case of TE
polarization (also called s-polarization) the electric field is transverse to the
direction of propagation (E0z = 0) while the magnetic field is orthogonal.
Regarding TM polarization (also called p-polarization), however, the electric
field is orthogonal to the direction of propagation while the magnetic field is
transverse (H0z = 0). Finally, a hybrid polarization entails both the electric
and the magnetic fields not being zero in the direction of propagation (H0z 6=
0, E0z 6= 0) and it can be expressed by a linear superposition of TE and TM
modes.
2.5 Wave packets
All the waves considered so far are monochromatic, meaning that they com-
prise a single frequency therefore being infinite in the time domain (pure
sinusoidal signals). Let us now introduce the concept of wave packets, which
are collections of waves at different frequencies. The simplest case consists
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Figure 2.3: Wave packet [22]
solely of two monochromatic waves whose angular frequencies (ω1 and ω2)
and wave numbers (k1 and k2) are only slightly different. Let us define
ωA =
ω1+ω2
2
and ∆ω = ω1−ω2
2
such that ω1 = ωA + ∆ω and ω2 = ωA − ∆ω.
Furthermore, let us define kA = k1+k22 and ∆k =
k1−k2
2
such that k1 = kA+∆k
and k2 = kA −∆k. Let us assume that the waves are travelling in the direc-
tion of zˆ, so that the electric fields extend in the plane formed by xˆ and yˆ.
The superposition of the two waves can be written as [18]
E¯(x, y, z) = E0(x, y)e
i{(k+∆k)z−(ω+∆ω)t} + E0(x, y)ei{(k−∆k)z−(ω+∆ω)t} =
= 2E0(x, y)e
i(kz−ωt) cos(∆kz −∆ωt) (2.32)
Where ∆kz − ∆ωt is the modulation envelope travelling at the group
velocity vg, which is defined as
vg =
∆ω
∆k
= vp(1− k
n
∂n
∂k
) (2.33)
Based on the group velocity one can also derive the expression for the
group index ng, which is
ng =
c
vg
= n− λ∂n
∂λ
(2.34)
From equations (2.33) and (2.34) one can infer that the refractive index
is not constant over different frequencies. This concept is called dispersion
and is covered in section 3.4.
The energy of the wave packet travels at the group velocity.
In figure 2.3 a generic wave packet is shown. The red dashed line corre-
sponds to the packet envelope, which is travelling at the group velocity. The
blue solid line represents the phase velocity, which is usually considerably
higher.
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Figure 2.4: Time/frequency relation of a generic light pulse [23]
2.6 Light pulses
A wave packet is the composition of waves at different wavelengths and its
shape is different compared to that of a monochromatic wave. In nature no
pure monochromatic radiation exists and the concept of broadband pulses
is similar to that of wave packets. Given the relation between the time and
frequency domain provided by the Fourier transform, it is possible to assume
that a light pulse which is emitted in a short period of time is extremely
spread in frequency, while long pulses in the time domain result in narrow-
band radiation (see figure 2.4).
Following the Heisenberg principle
∆E∆t =
h
4pi
(2.35)
Where ~ ' 6.626×10−34 J·s is the Planck constant, ∆E and ∆t the energy
and time uncertainty respectively. Since ∆E = h∆f is recognized as the
energy carried by a single photon (which is a quantum of the electromagnetic
radiation when the light is considered as a particle [24], see section 2.8 for
more details), we can derive the expression for the frequency uncertainty
∆f =
1
4pi∆t
(2.36)
As we can see, the frequency spectrum ∆f is broader when the emission
time ∆t shrinks. For instance, a Gaussian pulse can be written in the time
domain as [25]
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Figure 2.5: Gaussian pulse in the time domain [26]
E(t) = A(t)eiω0t = E0e
−(t/τC)2ei(ω0t+ϕ(t)) (2.37)
Where A(t) = E0e−(t/τC)
2
eiϕ(t) is the complex envelope, E0e−(t/τC)
2 is the
amplitude of the wave such that τC = cLC is the coherence time (correspond-
ing to the moment in time in which the amplitude becomes lower than 1/e its
initial value E0), ϕ(t) is the phase and ω0 is the central frequency, as can be
seen in figure 2.5.
The same pulse in the frequency domain is [18]
S(f) ∝ e−( f−f0∆f )2 (2.38)
With f0 the central frequency and ∆f the spread of the spectrum in the
frequency domain. In particular,
∆fτC = 0.441 (2.39)
Is the relation between the span in time and frequency accordingly to the
Heisenberg principle in the case of Gaussian pulses [23].
2.7 Interference
Let us consider two waves generated by the same source (and therefore of
the same frequency) travelling different paths (of difference ∆L) and later
superimposing. The two waves can be initially written as
E¯1(r¯) = E¯01e
−i(k¯·r¯−ωt) and E¯2(r¯) = E¯02e−i(k¯·r¯−ωt) (2.40)
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At the crossing point it will be
E¯1(r¯) = E¯01e
−i(k¯·r¯−ωt+ϕ1) and E¯2(r¯)=E¯02e−i(k¯·r¯−ωt+ϕ2) (2.41)
With ϕ1 and ϕ2 phase offsets due to the optical path such that ∆ϕ =
ϕ2−ϕ1 = |k¯| ·∆L is the phase difference. When superimposing, it is possible
to sum E¯(r¯) = E¯1(r¯) + E¯2(r¯) and therefore to write the intensity as [18]
IT =
1
2
ε0cn|E¯(r¯)|2 = 1
2
ε0cn(|E¯1(r¯)|2 + |E¯2(r¯)|2 + 2Re[E¯1(r¯)E¯2(r¯)∗]) =
= I1 + I2 + 2
√
I1I2 cos(∆ϕ) (2.42)
As can be seen, the phase difference ∆ϕ = ϕ2−ϕ1 depends on the optical
path as ϕ = k¯ · r¯ is paramount to determine the total intensity at the crossing
point.
For instance, when ∆ϕ = (2m+ 1)pi, m ∈ N, we have
IT = I1 + I2 − ε0cn|E¯1(r¯)||E¯2(r¯)| < I1 + I2 (2.43)
Which is called destructive interference since the optical power is reduced.
When ∆ϕ = 2pim, m ∈ N, we have
IT = I1 + I2 + ε0cn|E¯1(r¯)||E¯2(r¯)| > I1 + I2 (2.44)
Which is called constructive interference since the optical power is in-
creased.
For all the other intermediate cases, the output wave will have an intensity
included between the intensity IT given in the case of equations (2.43) and
(2.44).
A specific situation, which can be seen in figure 2.6, is given when con-
sidering two waves of the same intensity, such that E¯01 = E¯02 = E¯0 and,
as a consequence, I1 = I2 = I, yielding IT = 0 in the case of destructive
interference and IT = 4I in the case of constructive interference. As can be
seen, it is possible to completely negate the electromagnetic field in specific
points. It is also possible to extend the formula to the case of N impinging
waves, for which the constructive interference reads IT = N2I [19].
However, it is important to point out that interference occurs as long
as ∆ϕ is well-defined, condition which is called temporal coherence. If the
phase varies randomly, no pattern is recognizable and IT = I1 + I2 [18].
Furthermore, light which is not monochromatic experiences interference
as well but on a smaller scale, meaning that the temporal coherence is not
an absolute property but will eventually subside: even light which is highly
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Figure 2.6: Wave interference [27]
coherent when emitted will lose its phase relation after a certain amount of
time. The distance travelled before becoming incoherent is called coherence
length (LC) and it depends, among other factors, on the source and the
purity of the light (i.e. how large is the light frequency spectrum). Examples
of incoherent sources (for which the pulse is spread in the frequency domain)
are light bulbs and the Sun. LEDs can be considered as partially coherent
sources (LC ' 10 mm) while lasers are usually categorized as coherent light
sources (LC up to 400 m) [18].
2.8 Absorption and emission
So far light has been considered as electromagnetic waves. However, many
phenomena could not be explained by considering light only as a wave, giving
rise to the wave-particle duality [24]. In quantum mechanics the concept of
photon has been introduced. A photon is a massless quantum of energy which
is considered as the building block of the electromagnetic radiation, such as
the electron is the the building block of the electric current. A photon carries
a precise amount of energy and a specific momentum which are defined as
(de Broglie hypothesis)
E = hν = ~ω (2.45)
p¯ = ~k¯ (2.46)
Where ~ = h/2pi is called reduced Planck constant.
To explain the interaction between light and matter, the concept of energy
levels has to be introduced. Given an atom, the electrons occupy only specific
quantized orbitals, each one with its own energy (increasing while moving
away from the nucleus), as can be seen in figure 2.7. In particular, only a
certain number of electrons can settle in a single orbital and therefore the
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Figure 2.7: Atomic orbital, examples [29]
more electrons an atom has the more energy levels are occupied. Following
the Aufbau principle, the electrons tend to fill the lowest available energy
orbitals [28].
When numerous atoms are closely packed together, as in common mate-
rials, the orbitals of the different atoms mix together creating energy bands
in which the electrons can settle. The most important bands in photonic
applications are the last one occupied by electrons (called valence band) and
the first empty one (called conduction band) [30]. Electron transport (cur-
rent) takes place in the conduction band where the electrons can physically
move from an empty state to the other. The energy difference between these
two bands is called energy gap (or band gap), such that EG = EC −EV with
E the energy of the band. A distinction can be made regarding the electric
properties, namely conductors are materials in which the energy gap is zero
(and as a consequence electrons can easily move to the conduction band and
start flowing), semiconductors display a small energy gap (the current can
still flow but not as smoothly) and insulators encompass materials whose en-
ergy gap is exceedingly large (leading to little to no current flowing through),
as depicted in figure 2.8.
In particular, electrons can be promoted from a lower energy state to a
higher energy one by providing the right amount of energy EG. The energy
can be supplied by different sources, among which there are photons. In fact,
a photon with energy hν = EG can be absorbed in the material after clashing
with an electron in the valence band, which is subsequently promoted to the
conduction band. The photon thus disappears reducing the overall light
intensity [30]. The inverse process is called emission and entails an already
excited electron which decays to the valence band after emitting a photon,
as can be seen in figure 2.9.
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Figure 2.8: Energy bands for different materials [31]
Figure 2.9: Absorption and emission [18]
2.9 Scattering
Scattering is a phenomenon that describes how the light is deflected when hit-
ting localized particles called scatterers. Scatterers can be anything ranging
from molecules to density fluctuations in a medium otherwise homogeneous.
There are two main kinds of optical scattering: elastic, in which case the
wavelength of the scattered light is the same as the one of the incident light
(there is no loss of energy to the scatterer) and inelastic, in which case the
scatterer is given or taken some energy from the light that therefore expe-
riences a spectrum shift [32]. Well-known elastic events are Rayleigh, Mie
and geometric scattering, while examples of inelastic phenomena are Ra-
man, Brillouin and Compton scattering. In general it is possible to model
the scattering as the absorption of the light (because the scatterer is driven
into oscillatory motion) followed by an instantaneous re-emission of the pho-
ton, which will have the same energy of the incoming one in the case of elastic
scattering or different otherwise [33]. The direction of propagation, however,
will most likely be different (see figure 2.10 to have an illustration).
When it comes to elastic scattering, the main discerning parameter is the
relation between the wavelength of the light and the size of the scatterer. In
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Figure 2.10: Elastic scattering [18]
particular, given k the wavenumber and a the size of the particle, we can
distinguish [18]
• When ka << 1 it is Rayleigh scattering;
• When ka ∼ 1 it is Mie scattering;
• When ka >> 1 it is geometric scattering.
Geometric scattering can be solved macroscopically with a geometrical
approach. In figure 2.10 Rayleigh and Mie scattering are shown. In particu-
lar, Rayleigh scattering is called isotropic, since the photon can be deflected
everywhere around the scatterer with equal probability. On the other hand,
Mie scattering is forward-pointing, meaning that the most probable scatter-
ing direction is opposite to the direction of the incoming photon.
Raman and Brillouin scattering are examples of inelastic scattering in
which part of the energy is conveyed to the medium. They originate from
the interaction of the light with phonons (vibration of the crystal). In par-
ticular, Raman scattering involves optical phonons while Brillouin acts on
acoustical ones. The incoming light interplays with the vibrational and rota-
tional energy levels of the medium losing or gaining energy which is usually
dissipated in heat. In figure 2.11 Raman scattering is compared to Rayleigh
scattering. Stokes scattering is a specific case in which the light at the output
has lower energy compared to the one at the input (and it is more probable
since the medium can be in the ground state) while anti-Stokes scattering
happens in the opposite situation, being therefore less probable since it re-
quires the medium to be already pre-excited to some extent (as in figure 2.11
it is already in the 1st vibrational state before the arrival of the photon) [34].
Finally, Compton scattering refers to the clash between a photon and a
charged particle, usually an electron [35]. As in the case of Rayleigh and
Brillouin scattering, it can entail a red shift of the light or, in the unlikely
inverse case, an increase in the photon energy.
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Figure 2.11: Raman and Rayleigh scattering [18]
2.10 Nonlinear effects
With reference to linear media, as described in section 2.1.1, the electric
displacement field vector can be written as [19]
D¯(r¯) = ε0E¯(r¯) + P¯ (r¯) = ε0(1 + χ)E¯(r¯) = ε0εrE¯(r¯) (2.47)
Where P¯ (r¯) = ε0χE¯(r¯) is called polarization density (or polarization) and
it expresses the density of permanent or induced electric dipole moments in
a given dielectric material. χ = εr − 1 is the electrical susceptibility, which
shows how much the medium reacts to the applied field in terms of position,
orientation and shape of the molecules.
It is found, however, that the polarization density is not a linear func-
tion of the electric field which is more precisely described by a Taylor series
expansion as in
P¯ (r¯) = ε0χ
(1)E¯(r¯) + ε0χ
(2)E¯2(r¯) + ε0χ
(3)E¯3(r¯) + ... (2.48)
Where the n-th order nonlinear optical susceptibility χ(n), which depends
on the specific material, is a tensor that usually becomes smaller as n→ +∞
being therefore negligible except for extremely high power densities. For this
reason no practical nonlinear effect had been studied before the advent of
the laser in the 60s [36]. The nonlinear processes that can be described by
equation (2.48) are also called parametric. The word parametric denotes
a process in which the initial and final quantum-mechanical states of the
system are identical (and therefore ruling out phenomena such as emission or
absorption) and they pertain the real part of the refractive index (see section
3.6) [37]. Furthermore, energy and momentum are always conserved (since
no energy is transferred to the medium) [37]. This last requirement results in
a tight constraint called phase matching (∆E = 0, ∆k¯(r¯) = 0) and is shown
in figure 2.13. When not in the phase matching condition, the likelihood of a
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parametric nonlinear process to take place rapidly plummets. Normal media
cannot achieve such a condition because of dispersion (see section 3.4) and as
a consequence birefringent materials are used instead. Birefringence means
that the refractive index is dependent on the polarization and direction of
the incoming light (it is also called anisotropy, see 2.1.1).
Among the most important nonlinear effects are the Pockels effect and
the Kerr effect. These phenomena refer to the distortion of the position,
orientation and shape of molecules and electron clouds of the crystal, creating
electric dipoles. The refractive index can be written as a function of the
electric field (only the amplitude matters and it will thus be simply denoted
as the scalar E) [33]:
n(E) = n0 − 1
2
Pn30E −
1
2
Kn30E2 − ... (2.49)
Here P [m/V] represents the Pockels effect while K [m2/V2] stands for the
third order nonlinearity named Kerr effect. Higher order parameters are usu-
ally not considered since they are generally negligible. In particular, we have
that P = −χ(2)
n40
spans from 10−14 to 10−12 m/V while K = −χ(3)
n40
ranges from
10−18 to 10−14 m2/V2 [33], [38]. It is immediately noticeable that the Pockels
effect is exceedingly more effective at modulating the refractive index since it
is a lower order nonlinearity. However, while dealing with centrosymmetric
materials (such as silicon), n(E) must be an even-symmetric function since
invariance to the reversal of E is required and therefore they only react to
the square of the applied field [38]. Pockels effect is commonly used in optical
modulators (see section 4.3.2).
Directly stemming from the Kerr effect, another nonlinear effect called
self-focusing takes place when the power density is extremely high [39]. Fol-
lowing equation (2.49), the refractive index increases with the electric field
in the case of positive χ(3). Neglecting the Pockels effect, we can write
n(I) = n0 + n2I (2.50)
With n2 = χ
(3)
2n0
called second-order nonlinear refractive index.
As it is thoroughly explained in 3.2, the light tends to be confined in the
medium with the higher refractive index and therefore a positive feedback is
established. In fact, when the light beam starts converging towards its axis
due to the Kerr effect the field intensity snowballs inducing an even greater
converging rate.
Self-Phase Modulation (SPM) occurs in media subjected to self-focusing.
In figure 2.12 a Gaussian ultrashort light pulse is shown. SPM affects the
frequency of the pulse, namely the front shifts towards lower frequencies and
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Figure 2.12: SPM in the case of a Gaussian pulse
(a) ω1 +ω2 +ω3−ω4 +ω5 = ω0 (b) k¯1 + k¯2 + k¯3 − k¯4 + k¯5 = k¯0
Figure 2.13: Complex six-waves mixing process and phase-matching condi-
tions: energy (a) and momentum (b) [40]
the back towards higher ones while the peak (the center of the Gaussian
shape) remains unchanged.
Another important category of nonlinear effects is called frequency mix-
ing. In this case, the input light (monochromatic or not) interacts with the
medium via “virtual” energy levels and recombines creating light at different
frequencies, as can be seen in figure 2.13.
Among the most important three-wave mixing processes (entailing only
χ(2) and therefore extremely more probable than four- (χ(3)) or n-wave mixing
(χ(n−1))) we have the Difference-Frequency Generation (DFG) shown in figure
2.14 and the Sum-Frequency Generation (SFG) depicted in figure 2.15. The
latter is also called Second-Harmonic Generation (SHG) in the specific case
2.10. NONLINEAR EFFECTS 27
Figure 2.14: Difference-Frequency Generation [41]
Figure 2.15: Sum-Frequency Generation [41]
in which ω1 = ω2 = ω.
Another nonlinear effect takes place when Raman and Brillouin scatter-
ing are stimulated by injecting light at the right frequency (the difference
between the phonon and the signal energy). This gives rise to third-order
nonlinear effects based on χ(3) which are employed in spectroscopy and light
amplification.
Finally, a non-parametric process is presented. Two-Photon Absorption
(TPA) occurs when two photons (of the same or different energy) are ab-
sorbed simultaneously in order to excite an electron to a higher energy level
which is the sum of the energies of the two individual photons. Since it
requires two photons, its likelihood is not comparable to the regular single-
photon absorption. The effect is based on the imaginary part of χ(3) (since
it involves absorption) and as such it is not parametric [42]. TPA can cause
unwanted attenuation of the light even in media that are presumed to be
invisible to the light and has therefore to be avoided.
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Chapter 3
Propagation in Dielectric Media
3.1 Boundary conditions
When an electromagnetic wave crosses two different regions as depicted in
figure 3.1, some boundary conditions must be fulfilled in order to connect the
fields in the two areas. These are directly derived from Maxwell’s equations
and show [18]
nˆ× (E¯2 − E¯1) = 0 (3.1)
nˆ× (H¯2 − H¯1) = J¯s (3.2)
nˆ · (D¯2 − D¯1) = σs (3.3)
nˆ · (B¯2 − B¯1) = 0 (3.4)
Figure 3.1: Boundary between two different regions 1 and 2. nˆ is always
normal to the border [18]
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Figure 3.2: Light incident to an interface, reflection and refraction. yˆ is
considered orthogonal to the plane xˆ− zˆ [43]
Where J¯s and σs are the surface current density and the surface charge
density at the boundary respectively. In absence of charges and currents,
these conditions require both the tangential components of the electric and
the magnetic field to be continuous (E¯t1 = E¯t2, H¯t1 = H¯t2), as well as the
normal electric and magnetic displacement (D¯n1 = D¯n2, B¯n1 = B¯n2).
3.2 Snell’s Law
The propagation of light through dielectric media is made possible by a prop-
erty called Total Internal Reflection (TIR), which is a particular condition
stated by Snell’s Law. A reflection involves a modification of the direction
of the wave propagation due to a variation in the refractive index (and con-
sequently in the speed of propagation, see section 2.1.2). When the so-called
incident (incoming) light hits an interface S between two different media of
refractive indices n1 and n2, part of it is reflected and the remaining trans-
mitted (refracted), as can be seen in figure 3.2.
Since in the case of incident and reflected light the medium is the same,
the two angles θi = θt are equal (and therefore it is also called specular
reflection).
Snell’s Law states that
n1 sin(θi) = n2 sin(θt) (3.5)
TIR occurs when θt becomes 0, meaning that sin(θt) = 1, yielding
3.2. SNELL’S LAW 31
Figure 3.3: Waveguide propagation [44]
Figure 3.4: Specular and diffuse reflection [45]
θC = arcsin(
n2
n1
) (3.6)
When the incidence angle θi exceeds the critical angle θC there is no
transmission of light which is all bounced again into the first medium. The
more n1 is larger than n2 the smaller the critical angle is, allowing larger
amounts of light to be completely reflected, as in figure 3.3.
It is important to notice, however, that specular reflection (calculated via
Snell’s law) occurs only with smooth surfaces, such as mirrors or polished
glass. When the surface is rough and the imperfections have size larger
than the wavelength, diffuse reflection takes place. In this case, the light is
backscattered in all directions (see section 2.9), as depicted in figure 3.4. As
a consequence, polished surfaces are extremely important to maintain control
over light propagation and avoid losses, as discussed in more detail further
on (see section 5.2.2).
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Figure 3.5: Typical optical fiber cable [50]
3.3 Waveguides
3.3.1 Introduction and materials
By employing the TIR effect it is therefore possible to obtain light propaga-
tion in a certain direction provided that the incident angle is small enough
and that the propagation (active) region (the core) has a higher refractive
index compared to the enveloping one (the cladding) which transversely sur-
rounds the core. Once these conditions are met, light is effectively piped and
channeled. Different materials and shapes have been successfully employed
for light transmission.
For instance, optical fibers (figure 3.5) have been utilized since the 80s
due to their inherent advantages over copper. Among the others, an ex-
tremely high bandwidth together with strikingly low intrinsic losses (down
to 0.2 dB/cm in the C-band) [46]. Moreover, they are impervious to elec-
tromagnetic interference, lightweight and durable [46]. For these reasons,
the replacement of common copper wires with optical links is taking place
in Fiber-To-The-Home (FTTH) broadband network architectures to ensure
better Internet connections to customers [47]. Optical fibers are commonly
made of silicon dioxide (SiO2) with a slight doping in the core in order to
ensure a small ∆n = nco− ncl (in the case of 1550 nm light, nco ' 1.466 and
ncl ' 1444, with a difference of ' 1.5% [33]), but when top notch perfor-
mances are not required, as in the case of low-speed, short-reach applications,
Plastic Optical Fibers (POFs) are preferable in virtue of their lower cost [48],
[49].
However, the core can also be made of silicon (Si), whose refractive in-
dex is exceedingly larger (' 3.47). Nowadays silicon photonics is growing
in popularity since it allows the integration of both electronic and photonic
components in the same device by employing well-established and efficient
lithographic techniques. Thus, it results in smaller footprints and less expen-
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Figure 3.6: Different silicon waveguides. The green volume is the core [51]
sive products [1]. Different configurations have been used in the industry.
The main ones are summarized in figure 3.6.
3.3.2 Optical modes
When considering waveguides, the propagation of light is not alike the case
studied in section 2.1 because the medium cannot be considered homoge-
neous. In particular, the solutions of Maxwell’s equations satisfying all the
boundary conditions for a certain waveguide are called guided optical modes,
such that their spatial distribution does not change while propagating along
the longitudinal direction (zˆ in figure 3.6). Each mode has its distinct phase
velocity, group velocity, cross-sectional intensity distribution and polariza-
tion. The characteristics of a waveguide are determined by the transverse
profile of its refractive index along the physical dimensions h,w and d as in
figure 3.6, while they do not depend on the longitudinal coordinate zˆ. A
further simplification can be made in the case of planar (2D) waveguides, in
which the optical confinement occurs only in one transverse direction, the
other being extended enough to be considered infinite for practical purposes.
In the case of regular non-planar (3D) waveguides (such as optical fibers),
the confinement takes place in both the transverse directions, such that the
refractive index is written as n(x, y). The electric and magnetic field of a
particular mode as regards monochromatic light can be written as
E¯m(r¯) = E¯0m(x, y)e
iβmz (3.7)
H¯m(r¯) = H¯0m(x, y)e
iβmz (3.8)
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(a) Strong confinement (b) Weak confinement
Figure 3.7: Comparison between strong (left) and weak (right) confinement
for a silicon waveguide. Image processed using Lumerical
Where E0m(x, y) and H0m(x, y) are the mode field profiles in the cross
section of the waveguide, m is the mode index and βm =
2pineff,m
λ
is the
propagation constant which can be considered as the propagation vector
k¯ when dealing with unguided radiation in a homogeneous medium. The
refractive index varies along the transverse coordinates, but it is possible to
consider an effective refractive index neff acting as a sort of weighted average
calculated along the transverse directions. The averaged index is bounded
by n2, n3 < neff < n1, being n2 and n3 the refractive indices of the cladding
regions (a particular situation is found when n2 = n3, in which case the
waveguide is called symmetric) and n1 is the refractive index of the core. In
particular, if neff ' n1, the mode is said to be tightly confined, while when
neff ' n2, n3 it is weakly confined, as shown in figure 3.7. In fact, since the
wave is not point-like but is instead extended over space, it is not entirely
contained in the core. The overlap with the cladding cannot be neglected,
such that the structure cannot be considered homogeneous. The percentage
of the electromagnetic radiation which is flowing in the core is represented
by the confinement factor Γ , defined as
Γ , Pcore
Ptotal
=

core
|E0m(x, y)|2 ∂x∂y∞
−∞ |E0m(x, y)|2 ∂x∂y
(3.9)
Usually, high order modes are less confined in the waveguide, resulting in
a smaller neff . The concept of modes pertains the spatial distribution of the
fields inside the waveguide and as such they are also polarization-dependent,
being them TE, TM or HEM. Examples of TE and TM modes are shown in
figure 3.8. In a real case scenario, however, no pure TE or TM modes can be
retrieved and they are therefore referred as quasi-TE and quasi-TM modes.
Examples of modes propagating in an optical fiber are displayed in figure
3.9. It is immediately noticeable that when the order of the mode increases, so
does the complexity of the field spatial distribution, with increasing number
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(a) TE polarization (b) TM polarization
Figure 3.8: Comparison between TE (left) and TM (right) polarization for a
silicon waveguide. Image processed using Lumerical
Figure 3.9: LPlm modes in an optical fiber. As l and m increase, so does the
number of nodes (points in which the field drops to zero, the white areas). l
refers to the transverse behavior of the mode, m to its concentric shape [52]
of points of maxima and minima.
The lateral distribution of the modes propagating in a waveguide is plot-
ted in figure 3.10. It is possible to distinguish the nodes when the field
amplitude drops to zero.
Since the concept of optical modes refers to a spatial distribution of the
fields, they are greatly affected by the physical dimensions of the waveguide.
In figure 3.11 the effective refractive index of different modes is drawn com-
pared to the width of the waveguide. It can be seen that if the waveguide
is too narrow they are not excited (1.44 is the lowest value of the effective
refractive index such that the mode is confined within the waveguide).
It is possible to derive an analytical expression for the number of modes
propagating in a silicon waveguide [54]. Let us define a dimensionless pa-
rameter
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(a) TE modes (b) TM modes
Figure 3.10: Lateral field distribution of the first three modes in the case of
a symmetric planar waveguide (n1 = 3.45, n2 = n3 = 1.45) [53]
Figure 3.11: TE modes and their effective refractive index versus waveguide
width [53]
δ , n
2
3 − n22
n21 − n23
=
n23 − n22
NA
(3.10)
Where NA is called numerical aperture. The parameter provides a mea-
sure of the waveguide symmetry, being 0 if n3 = n2. In addition, to calculate
the amount of non-radiating modes, one needs to define the V-number (also
called normalized frequency) so that
V , 2pi
λ
d
√
NA (3.11)
And a reference parameter Vm that is
Vm =
mpi
2
+
1
2
tan−1(
√
δ) (3.12)
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Figure 3.12: Intersymbol interference [55]
Vm =
mpi
2
+
1
2
tan−1(
n21
n23
√
δ) (3.13)
Where relation (3.12) is valid in the case of TE polarization, while relation
(3.13) is valid with TM polarization.
Moreover, the number of allowed mode is the largest value of m for which
Vm < V . As a result, as regards symmetric silicon waveguides (δ = 0) there
will only be one mode propagating as long as V < pi
2
.
With reference to optical fibers (whose core is made of silicon dioxide),
the condition to have monomodal propagation is V < 2.405 [33].
3.4 Dispersion
Dispersion, also known as pulse broadening, is a phenomenon that takes
place in every dielectric medium and results in the spread of the input op-
tical pulse in the time domain after covering the channel distance. It is due
to the dependence of the propagation constant on different parameters, such
as the optical mode considered (modal dispersion), the specific wavelength
(chromatic dispersion) or the polarization of the wave (polarization mode
dispersion). Dispersion will ultimately reduce the bandwidth of a transmis-
sion link because, when considering a stream of bits, spreading the pulses
means creating an overlap with the adjacent bit to the point where the two
are no more distinguishable, which requires a relaxation of the bitrate. This
occurrence is called InterSymbol Interference (ISI) and can be visualized in
figure 3.12.
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Figure 3.13: Modal dispersion [56]
3.4.1 Modal dispersion
Modal dispersion is the expression used to underline that the propagation
of light inside a waveguide depends on the particular mode which is excited.
In fact, as stated in section 3.3.2, distinct modes have dissimilar levels of
confinement leading to different propagation constants which are related to
the separated paths that these modes travel in the waveguide, as can be seen
in figure 3.13. The red mode has a lower propagation constant since it is more
skewed and the optical length is increased. As a consequence, at the end of
the channel it is received after the green and blue ones, therefore spreading
the signal in time. Modal dispersion is especially present in optical fibers
and can be limited by engineering the refractive index profile of the medium
[33] or by employing single-mode devices.
3.4.2 Chromatic dispersion
So far in chapter 3 only monochromatic light sources have been considered.
However, real life signals are made of pulses comprising a wide range of
frequencies (see section 2.6). As already anticipated in section 2.5, every
medium responds differently to light of different colors. This property is
called dispersion (as introduced in section 2.1.1).
Let us consider a generic signal in the frequency domain and a certain
optical channel used to transmit the pulse, as [33]
SOUT (ω) = H(ω)SIN(ω) (3.14)
Where SIN(ω) is the signal at the beginning of the channel, SOUT (ω) is
the signal at the end of the channel while H(ω) = A0eiϕ(ω) is the transfer
function of the channel, such that A0 is mainly related to the attenuation
and eiϕ(ω) represents the phase. Thus, in the time domain we have (Fourier
transform)
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SOUT (t) =
∞
−∞
SOUT (ω)e
−iωtdω =
∞
−∞
A0SIN(ω)e
iϕ(ω)e−iωtdω (3.15)
By taking the Taylor expansion of the phase when considering the central
frequency ω0 = 0 in order to focus only on the behavior around it (base-band
approach), the phase becomes
ϕ(ω) ' ϕ(0) + ωdϕ(ω)
dω
|ω=0 +1
2
ω2
d2ϕ(ω)
dω2
|ω=0 +... (3.16)
Such that
SOUT (t) = A0
∞
−∞
SIN(ω)e
iϕ0eiωϕ1ei(
1
2
ω2ϕ2)...e−iωtdω (3.17)
Where ϕ0 = ϕ(0) is the first order term, ϕ1 = dϕ(ω)dω [s] is the second order
term, ϕ2 = d
2ϕ(ω)
dω2
[s2] is the third order term (which represents dispersion)
and so on and so forth. When the transmission distance is short or the
bandwidth really small it is possible to stop at the first term, obtaining [33]
SOUT (t) = A0
∞
−∞
SIN(ω)e
iϕ0e−iω(t−ϕ1)dω = A0eiϕ0SIN(t− ϕ1) (3.18)
ϕ1 is also called group delay (τg) because it represents the amount of time
that the signal needs to completely traverse the link. In this case the Heav-
iside non-distortion conditions hold true because the pulse only experiences
attenuation and phase changes [57], maintaining its shape throughout the
entire channel.
However, when transmitting over long distances or when short pulses are
considered, the previous approximation is no longer valid and ϕ2 =
dτg
dω
has
to be introduced [33]. In particular, by writing ϕ(ω) = β(ω)z with z length
of the channel and β(ω) propagation factor dependent on the wavelength,
one obtains
• τg = dϕ(ω)dω =
dβ(ω)
dω
z, meaning that the group delay increases linearly
with distance;
• vg = zτg =
1
dβ(ω)/dω
[m/s] is the velocity at which the signal propagates
through the channel;
40 CHAPTER 3. PROPAGATION IN DIELECTRIC MEDIA
Figure 3.14: Chromatic dispersion [58]
• ϕ2 = d
2ϕ(ω)
dω2
= z d
2β(ω)
dω2
= β2z where β2 [s2/m] is the chromatic disper-
sion coefficient per unit length (also called Group Velocity Dispersion
(GVD)).
Therefore different wavelengths travel at different velocities inside the
waveguide, resulting in a broadened output pulse, as can be seen in figure
3.14.
Furthermore, it is possible to write the propagation constant as
β(ω) = neff (ω)
ω
c
(3.19)
Where neff (ω) represents the response of the medium to the specific fre-
quency, such that in figure 3.15 the so-called dispersion diagram (β(ω) versus
ω) for a generic symmetric waveguide is retrieved. Here n2 represents the
refractive index of the core while n3 that of the cladding. The two solid black
lines stand for the linear response of the propagation vector to the frequency
while the red one takes alos into consideration the nonlinear variation of the
effective refractive index. The figure shows how long wavelengths are over-
lapping further with the cladding (and consequently their effective refractive
index is lower) while short wavelengths are more tightly confined resulting
in larger effective refractive indices (a concept similar to those explored in
section 3.3.2 regarding the propagation difference between distinct modes
[1]).
3.4.3 Polarization mode dispersion
Polarization Mode Dispersion (PMD) arises in optical fibers when they do
not have a perfectly circular core cross-section. Random imperfections due
to the fabrication process alter the propagation of the light accordingly to its
polarization, since the fields react to every small alteration of the physical
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Figure 3.15: Dispersion diagram [51]
structure of the medium they are travelling in. Hence, two different polar-
izations will result in slightly different propagation constants which in turn
will lead to an expansion of the pulse at the receiving end [54].
3.5 Coupling
As seen in section 3.3, the optical mode is not entirely confined in the core
and as a result the light leaking in the cladding can be coupled to that of
a different waveguide (cross-talking). When the optical pulse tails interact,
the so-called optical modes are created. The two waves are no longer single
entities but they have to be considered as a whole new system.
Let us consider the simple case of two straight waveguides. In figure 3.16
on the left the two waveguides are not coupled (it happens when the gap is
large) while on the right an even (E, green in the figure) and an odd (O,
red in the figure) supermode are created. These two supermodes compose a
linear combination of the pulses in the single waveguides.
In particular, the pulse number 1 (in the decoupled waveguides case)
can be written as E + O while the pulse number 2 (again in the decoupled
waveguides case) as E − O. These two supermodes are symmetric around
the waveguide axis (which will be called zˆ, while the orthogonal plane will
be defined by xˆ and yˆ) and their propagation constants are slightly different,
such that βE 6= βO. The smaller the gap, the more the two constants are
different, while as regards decoupling the two parameters will be identical.
The even supermode can be written as
E¯E(x, y, z) =
{
ξ(x, y)e−iβEz in 1
ξ(x, y)e−iβEz in 2
(3.20)
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Figure 3.16: Decoupling (left) and coupling (right) [33]
While the odd is
E¯O(x, y, z) =
{
ξ(x, y)e−iβOz in 1
−ξ(x, y)e−iβOz in 2 (3.21)
Consequently, the field in a generic position along zˆ is [33]
E¯T (z) = aEE¯E(z) + aOE¯O(z) (3.22)
With aE and aO balancing coefficients which depend on the pulse first
sent through the coupled system. Consider the case in which no light is sent
through 2, obtaining aE = aO = 1.
Thus, the total field is
E¯T (z) = E¯E(z) + E¯O(z) =
{
ξ(x, y){e−iβEz + e−iβOz} in 1
ξ(x, y){e−iβEz − e−iβOz} in 2 (3.23)
Which, after defining ∆β = βE−βO
2
and βA = βE+βO2 , becomes
E¯T (z) =
{
ξ(x, y)e−iβAz{e−i∆βz + ei∆βz} = 2ξ(x, y) cos(∆βz)e−iβAz in 1
ξ(x, y)e−iβAz{e−i∆βz − ei∆βz} = −2iξ(x, y) sin(∆βz)e−iβAz in 2
(3.24)
In particular, it is possible to notice that the two components are 90◦ out
of phase (because of the i factor) and that in the case of decoupled waveguides
(∆β = 0) there is no light propagating in 2.
As a result, the total power can be written as
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P = |E¯T (z)|2 ∝
{
cos2(∆βz) in 1
sin2(∆βz) in 2
(3.25)
The optical power is therefore flowing from one waveguide to the other,
even if the light is only launched in one of them.
3.6 Attenuation
In a waveguide the light always experiences losses (see section 2.2). Let us
take a waveguide section of length ∆z and calculate the optical power drop
along this portion of the channel. One can write [33]
P (z + ∆z) = P (z)− α∆zP (z) (3.26)
Where α is the attenuation coefficient (see section 2.2). In dB it is αdB =
10 log10(e) · α = 4.343α [dB/m] [51]. After approximating it becomes
P (z + ∆z) ' P (z) + dP (z)
dz
∆z (3.27)
Yielding
dP (z)
dz
= −αP (z) (3.28)
Which can be solved as
P (z) = P (0)e−αz (3.29)
With P (0) the initial power injected in the waveguide.
In particular, the attenuation coefficient comprises the loss due to absorp-
tion (see section 2.8), scattering (see section 2.9) and impurities which are
always present in the waveguide, no matter the accuracy of the fabrication
process.
The loss can be contained in the refractive index by considering also its
imaginary part, as in n = n+ ik where k is called extinction coefficient and
it represents the loss. In this case it is possible to write [59]
α =
4pik
λ
(3.30)
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Chapter 4
Modulators
Modulators are important devices in photonics and as such they are also
paramount in silicon photonics. Their main feature is the ability to turn a
light signal on and off in order to convey a sequence of bits and as a result
they allow digital communications. In this chapter, at first an outline of
the concept is drawn. Afterwards, the Mach-Zehnder Modulator (MZM)
is presented and the main modulating techniques are shown and explained.
Finally, some of the most important modulator parameters are listed.
4.1 Introduction
Modulation is of crucial importance in telecommunications since it is the
backbone of every digital communication. It consists in altering the signal at
the transmitter so that the receiver can distinguish between different states
and recreate the original message. Different kinds of digital modulation are
possible. For instance, in the case of Amplitude-Shift Keying (ASK) the
data is represented as variations in the amplitude of a carrier wave. When
the modulation regards the frequency, meaning that the information is trans-
mitted through discrete frequency changes of the carrier, the modulation is
called Frequency-Shift Keying (FSK). The third major class of digital modu-
lation techniques entails a series of changes in the phase of the signal, leading
to the so-called Phase-Shift Keying (PSK).
In optical communications, though, the modulation is mostly binary,
meaning that the signal is either “on” or “off”, reproducing the bits “1” and “0”
respectively. The most employed technique is called On-Off Keying (OOK)
which represents the simplest form of the ASK modulation. “On” means that
the light is sent while “off” means the lack of the signal [60].
The data is usually sent by means of a laser, whose focused and coherent
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Figure 4.1: Direct and external modulation of the laser source [61]
light allows long-haul communication links over optical fibers without the
need to restore the optical signal repeatedly [33]. In order to modulate the
data, it is possible to work directly on the laser, meaning changing its injec-
tion level, or to rely on an additional component which constructs the flow
of bits while the laser is kept at a steady state. The former is called direct
modulation while the latter is named external modulation (figure 4.1).
The main drawback of employing an external modulation is the greater
complexity of the system due to the presence of a second device which in-
creases the footprint and it is not always directly built on the laser chip.
However, direct modulation entails more numerous and serious downsides.
For starting, the laser needs some time to adjust to the driving signal, mean-
ing there will be a certain transient regime which ultimately bounds the
bitrate to less than 10 Gbps [61]. Two are the possibilities: if the zero level
is put above the threshold, such that the diode is always kept in the lasing
condition, there will be little distinction between the two states unless the
current for the “on” level is extremely high; if the zero is put below the thresh-
old instead, the device switching time will become dependent on the carrier
spontaneous recombination time, which is exceedingly slow. In figure 4.2 this
phenomenon can be understood by looking at the ripples of the transmitted
signal which are due to the oscillations of the laser [62]. Another disadvantage
of a directly-modulated laser is a phenomenon called chirp, which consists of
small variations in the emitted spectrum over time for the same pulse (the
frequency becomes time-dependent) and it is due to the slight change in the
physical properties of the laser while varying the current [63].
As a result, external modulation is preferable in the vast majority of cases.
The modulator receives a constant radiation level coming from the laser as
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Figure 4.2: Transient behavior of the laser under direct modulation [61]
Figure 4.3: Mach-Zehnder Modulator [61]
the input and, taking as the driving signal a varying voltage, turns the light
into a flow of bits.
4.2 Mach Zehnder Modulator
When considering external modulation, the most popular device employed
is the MZM, which is sketched in figure 4.3. The MZM is a two-branches
device such that the light after recombining is amplitude-modulated. The
physical process behind is the destructive interference (see section 2.7): in
the two branches the light undergoes a phase shift due to an applied voltage
∆ϕ(V ) (the phase shift can be achieved with different techniques as further
explained in sections 4.3.2 and 4.3.3) such that when the two flows reunite
they are out of phase and cancel each other out.
The output power can be written as [64]
POUT = PIN cos
2(∆ϕ(V )) = PIN cos
2(
pi
2
V
Vpi
) (4.1)
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Figure 4.4: Franz-Keldysh effect [61]
Where the half-wave voltage Vpi is the voltage necessary to obtain a pi
phase shift (and thus destructive interference) yielding a complete modula-
tion of the signal. In fact, by switching the driving voltage from 0 to Vpi the
output signal is brought to 0.
An improvement of the MZM of figure 4.3 is represented by the so-called
push-pull configuration, in which the modulation occurs in both arms with
opposite bias. The main advantages of this method are the lack of chirp and
the reduction of Vpi [64]. Moreover, one of the two branches usually presents
a small physical delay of ∆L to enhance the sensitivity [65].
4.3 Modulation techniques
Three are the main modulation techniques currently employed to cause a
phase shift in the light signal by means of an applied voltage. They are
listed below, together with a phenomenon which results in the variation of
the optical signal but that is usually considered as noise.
4.3.1 Electro-absorption
Electro-absorption makes use of the so-called Franz-Keldysh effect. This
effect takes place when an electric field is applied to a semiconductor. In band
theory it is known that a bias bends the valence (EV) and the conduction
bands (EC), as displayed in figure 4.4. Let us consider the case of a photon
with slightly less energy compared to the energy gap (EG). In standard
conditions no absorption could take place since electrons and holes are too far
apart in energy. However, when biased, a certain degree of overlap between
the photon and the electron wavefunctions is retrieved, leading to a non-
negligible absorption probability due to the tunnel effect (Fermi’s golden
rule [24]), which is larger the more the applied voltage [66].
This red-shift of the absorption band-edge makes the material turn from
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transparent to absorbant for photons carrying the right amount of energy
and consequently, by modulating the voltage applied, it is possible to reduce
(ideally shut down) the light signal passing through a piece of semiconductor,
therefore implementing the OOK modulation. As of 2018, the ER of such
a modulator is around ∼10 dB [33]. The main advantage is that it can be
directly integrated in the source and does not require a MZM since it is al-
ready an amplitude modulation, which is different from the next phenomena
presented in 4.3.2 and 4.3.3. Moreover, it is not sensitive to polarization [33].
4.3.2 Electro-refraction
Electro-refraction is mainly based on the Pockels effect. By taking equation
2.49 and crossing the contribution due to the Kerr effect (which is signifi-
cantly weaker) one obtains
n(E) = n0 − 1
2
Pn30E (4.2)
The propagation constant β of a standard wave can therefore be written
as [33]
β(E) =
2pin(E)
λ0
= β0 − 2pi
λ0
· 1
2
Pn30E (4.3)
Such that the phase ϕ is represented by
ϕ(V ) = ϕ0 − pi
λ0
Pn30
L
d
V = ϕ0 − pi V
Vpi
= ϕ0 + ∆ϕ(V ) (4.4)
Where L is the length of the modulator (see figure 4.3) and d is the
distance between the electrodes used to apply the bias.
The Pockels effect, however, only arises in crystalline solids lacking inver-
sion symmetry, which unfortunately is not the case of silicon. As a conse-
quence, other materials have been studied and in particular the most popular
electro-refraction modulator is made of Lithium Niobate (LiNbO3), which
shows an extremely high Pockels coefficient (such that χ(2) ' 360 pm/V [67]).
Furthermore, the ER is as high as 25 dB and bit rates of more than 10 Gbps
are achievable [33]. On the other hand, these devices entail many drawbacks.
For instance, they cannot be directly integrated into an electronic circuit
nor built out of the well-known Complementary Metal-Oxide-Semiconductor
(CMOS) which ensures quality, low cost and efficiency. Moreover, they are
bulky and their massive footprint is usually detrimental in small devices.
Furthermore, they require a large driving voltage leading to a higher power
consumption [65], [67], [68].
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As a result, studies have been carried out on how to obtain a second-order
susceptibility in centro-symmetric materials. In particular, it has been proven
that it is possible to break the crystal symmetry by applying a mechanical
stress due to the deposition of a straining layer (usually SiN or Si3N4) on
top of the silicon waveguide so that a finite Pockels coefficient is generated
[65]. By engineering the cross section of the waveguide and the deposition
process it is possible to achieve results close to that of Lithium Niobate,
corresponding to ∆n ' 3.5× 10−5 for an applied voltage of 30 V [1].
4.3.3 Plasma dispersion effect
A third phenomenon that can be employed to modulate light signals is the
variation of the refractive index due to the presence of carriers in the optical
path, also called free carrier concentration variation. In [69] the authors
extensively studied the relation between the behavior of the light and the
concentration of carriers, resulting in the well-know Soref-Bennett relations
for the refractive index (n) and loss (α), which are
∆n = − e
2λ20
8pi2c2ε0n
· (∆Ne
m∗ce
+
∆Nh
m∗ch
) (4.5)
∆α = − e
3λ20
4pi2c3ε0n
· ( ∆Ne
m∗ceµe
+
∆Nh
m∗chµh
) (4.6)
Where e = 1.602×10−19 C is the electron elementary charge, m∗ce andm∗ch
are the conductivity effective mass of electrons and holes respectively, µe and
µh are the electron and hole mobilities respectively. ∆Ne and ∆Nh are the
variation in the electron and hole concentrations in the channel respectively.
The two parameters are related by the so-called Kramers-Kronig relation
[70]
∆n(ω) =
c
pi
P

∆α(ω′)∂ω′
ω′2 − ω (4.7)
Where P is the Cauchy principal value.
In the case of silicon and around the reference wavelength λ0=1550 nm,
they become [71]
∆n = −8.8× 10−22∆Ne − 8.5× 10−18∆N0.8h (4.8)
∆α = 8.5× 10−18∆Ne + 6× 10−18∆Nh (4.9)
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(a) ∆n (b) ∆α
Figure 4.5: Soref-Bennett parameters versus carrier concentration
In figure 4.5 the parameters have been calculated using MATLAB. In
particular, a distinction is made between the contribution of the electrons (e
in the plot) and holes (h in the plot). It is possible to recognize that the hole
contribution is preferable since it allows a more efficient modulation of the
refractive index (up to carrier concentrations close to 1020 which are never
achieved anyway) coupled with a less detrimental loss increase.
As a consequence, in the presence of a carrier concentration of ∆Ne =
∆Nh = 10
18 cm−3, which is easily feasible (see for instance figure 6.23), the
refractive index change would be around 3 × 10−3 and as such considerably
larger compared to that achieved by means of the Pockels effect.
4.3.4 Thermo-optic effect
The refractive index of the optical material is not constant with respect to
temperature oscillations. For instance, in [72] the authors have determined
the dependence of the refractive index on the temperature for silicon at a
wavelength of 1523 nm in a temperature range spanning from 300 to 550 ◦K,
which is
∂n
∂T
= 9.48× 10−5 + 3.47× 10−7 T − 1.49× 10−10 T 2 [K−1] (4.10)
In particular, at 300 ◦K the thermo-optic coefficient is foud to be around
2×10−4 [K−1] and therefore not negligible. Due to the fact that thermo-optic
effects are extremely slow (of the order of ms [73]), however, they are not
useful for modulation purposes. On the contrary, they can be detrimental
since a device might spontaneously heat up during operation, leading to
oscillations of its optical properties. Moreover, there is a direct correlation
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between temperature and energy gap, which can be a serious issue in certain
devices. The correlation can be expressed with Varshni formula as [74]
EG = E0 − α T
2
T + β
(4.11)
Where E0 is the value of the bandgap at 0 ◦K while α and β are fitting
parameters that depend on the specific material.
4.4 Parameters
The most important FOMs in the case of modulators are listed and explained
below.
4.4.1 Insertion Loss
The Insertion Loss (IL) accounts for the total amount of power which is lost
when coupling the device to a waveguide or optical fiber. It can be expressed
as
IL = 10 log10(
Pin
max{P0}) [dB] (4.12)
Where Pin is the optical input power and P0 is the optical output power.
4.4.2 Extinction Ratio
The Extinction Ratio (ER) is defined as the ratio between the maximum and
minimum optical output power. It can be written as
ER = 10 log10(
Pmax
Pmin
) [dB] (4.13)
4.4.3 Optical Modulation Amplitude
The Optical Modulation Amplitude (OMA) expresses the difference between
the maximum and the minimum optical power levels, and reads
OMA = Pmax − Pmin [W] (4.14)
It can also be expressed as a function of the ER as
OMA = 2Pavg
ER− 1
ER + 1
[W] (4.15)
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Where Pavg = (Pmax+Pmin)/2 is the average optical power considering a
perfectly balanced flow of bits (50% “0”, 50% “1”).
4.4.4 Half-wave voltage
The half wave voltage Vpi is the voltage necessary to achieve a complete
modulation of the signal, meaning switching from “0” to “1” (see section 4.2).
4.4.5 Modulation Efficiency
Given a modulator of length L, meaning that the active region subjected
to the applied voltage has size L, it is possible to define the modulation
efficiency VpiL [V · cm] which is one of the most useful FOMs when it comes
to modulators comparison, since the efficacy of the device does not depend
only on the voltage applied but also on the physical length of the active area.
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Chapter 5
Ring Resonators
The main topic of this chapter is ring resonators. They are among the most
promising optical network devices in silicon photonics. They serve a large
variety of purposes and combine direct integration in the well-known CMOS
technology with optical capabilities and advantages (such as speed and band-
width). Furthermore, their footprint is extremely low and they are highly
tunable.
First, ring resonators are described and their main properties and param-
eters discussed. Afterwards, the main fabrication methods are introduced
and finally their most important application presented.
5.1 Introduction and parameters
A ring resonator (or racetrack when not perfectly round) comprises an optical
waveguide which is looped back on itself, as shown in figure 5.1 where a 5
µm radius ring coupled to two waveguides has been imaged with a Scanning
Electron Microscope (SEM).
As a result, the light travelling inside the waveguide undergoes interfer-
ence since it interacts with itself after a full loop. The interference can be both
destructive or constructive according to the wavelength and the particular
structure of the ring. In the case of destructive interference the propagation
for that specific wavelength is denied, while in the other case it can travel
inside the ring until it becomes negligible due to attenuation. Apart from
the ring, one or more waveguides are coupled to the device so that light can
be injected in the circular channel.
In figure 5.2 a generic ring resonator is shown. In A (left) the ring res-
onator is coupled only to one waveguide and the configuration is called all-
pass. In B (right) there are two waveguides attached to the opposite sides
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Figure 5.1: SEM image of two ring resonators [75]
of the ring, assembling an add-drop ring resonator. In chapter 6 only the
former configuration is studied.
The parameters presented in figure 5.2 refer to the physical properties of
the device. For instance, a is the single-pass amplitude transmission, con-
taining both propagation (linear) and coupling losses, the latter pertaining
the coupling region between waveguide and ring (its values are calculated in
6.2). In particular, it can be written as
a = e−
αtotL
2 (5.1)
With αtot [1/cm] the total power attenuation coefficient of the ring and
L [cm] the round trip length of the ring. r is the self coupling coefficient,
that is, the amount of light flowing in the waveguide which is not coupled to
the ring while k, the cross coupling coefficient, represents the amount of light
which is not transmitted to the other side of the waveguide (their calculations
are made in section 6.2) [12]. In the case of ideal coupling regions (no loss),
it has to be that r2 + k2 = 1 since they must sum to unity, representing a
percentage [7].
The condition to be fulfilled in order to obtain constructive interference
in the ring is
λres =
neffL
m
, m ∈ N−{0} (5.2)
Only the resonant frequencies λres (plus a certain offset given that the
spectrum is never a delta function) are found in the ring.
By assuming Continuous Wave (CW) operation and neglecting backre-
flections in the bus waveguide (which are found to be really low, see the loss
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Figure 5.2: Ring resonator and parameters [7]
in section 6.2), the ratio between transmitted and input field in the case of
all-pass rings can be written as [7]:
Epass
Einput
= ei(pi+φ)
a− re−iφ
1− raeiφ (5.3)
Where φ = βL is the single-pass phase shift. To obtain the intensity
transmission, equation (5.3) has to be squared, obtaining
T =
Ipass
Iinput
=
a2 − 2ra cos(φ) + r2
1− 2ar cos(φ) + (ra)2 (5.4)
A peculiar phenomenon appears with reference to critical coupling, in
which the transmission at resonance drops to 0. Critical coupling is the
condition for which the coupled power is equal to the power loss in the ring,
and therefore (1−a2) = k2 leading in the case of ideal couplers to r = a [76].
The other conditions are called undercoupling, when the injected power is
less than the loss in the ring (r > a), and overcoupling, when the injected
power overcomes the total amount of loss (r < a).
In figure 5.3 some of the most important spectral parameters for ring
resonators are presented.
The Full Width at Half Maximum (FWHM) is a common parameter used
to describe the spectral broadening of the resonance. The lower the FWHM
the more selective and “notch-like” is the filter, being it able to react to a
small amount of frequencies only. In the case of all-pass ring resonators it
can be expressed by [7]
FWHM =
(1− ra)λ2res
pingL
√
ra
[m] =
(1− ra)c
pingL
√
ra
[Hz] (5.5)
From the equation above it is possible to notice that the parameter in-
creases with increasing linear loss and decreases when the ring has a large
radius.
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Figure 5.3: Output spectrum of an arbitrary ring resonator
Another important indicator of the quality of the ring resonator is the
Free Spectral Range (FSR), which is used to express the distance between
two consecutive resonant dips. It can be written as [7]
FSR =
λ2res
ngL
[m] =
c
ngL
[Hz] (5.6)
The FSR depends heavily on the length of the ring, with large ones dis-
playing closer resonances. In most applications the FSR is required to be
large and therefore small rings are preferable. Small rings are particularly
easy to fabricate out of silicon because of the high refractive index difference
leading to a tight confinement of the mode inside the waveguide (see section
3.2).
Furthermore, the finesse is defined as the ratio of FSR and resonance
width as
Finesse =
FSR
FWHM
=
pi
√
ra
1− ra (5.7)
The finesse represents the number of round trips that a light signal is
able to complete inside the ring before its initial energy is reduced by 1/e .
As a consequence, it is directly dependent on the linear loss and thus on the
length of the silicon loop.
Similar to the finesse is the quality factor (Q). It is defined as
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(a) Finesse (b) Quality factor
Figure 5.4: Finesse and quality factor versus ring length for different linear
loss parameters [78]
Q =
λres
FWHM
=
pingL
√
ra
λres(1− ra) (5.8)
It represents the number of amplitude oscillations that the light signal
performs inside the ring before its initial energy is reduced by 1/e. It is also
proportional to the ratio of the stored optical energy inside the ring and the
energy loss rate [77]. In this case there is no direct dependence on the length
of the ring (covered by L at the numerator) while the reliance on the linear
loss remains.
In figure 5.4 finesse and quality factor are plotted against the round trip
length of the ring and their response to ring radius and loss is clearly notice-
able.
The last parameter is the ER (see section 4.4.2) which relates to the
difference in dB between the maximum and the minimum transmission (at
resonance), that is
ER = 10 log10(
Tmax
Tmin
) (5.9)
5.2 Physical properties and fabrication process
5.2.1 Fabrication
One of SOI ring resonators main advantage is the ease of fabrication. Since
they are built out of silicon, the well-known and efficient technologies used in
integrated electrical circuits can be employed [79]. The devices are usually
carved on a silicon wafer on which lithographic techniques are applied in
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Figure 5.5: Lithographic process [80]
order to shape the bulk silicon into a specific pattern depending on the device
that is being built. The production process can be subdivided in four main
categories: film deposition, patterning, etching and, if need be, doping. The
schematic of a common lithographic process can be seen in figure 5.5.
Among the different methods for growing layers of a certain material,
Plasma Enhanced Chemical Vapor Deposition (PECVD) is mainly used to
deposit a thin film of a given substance by virtue of chemical reactions caused
by plasma reacting gases [81]. While PECVD is commonly utilized in the
industry because of its speed, it does not provide a high degree of accuracy,
which is the reason why another technique called Molecular-Beam Epitaxy
(MBE) is preferable when high precision is required. MBE takes place in a
high vacuum environment in which single molecules of a specific material are
shot one after the other into a target position in the substrate, obtaining an
exceedingly high accuracy, while the downside is the low deposition rate [82].
Silica layers can also be obtained by direct oxidation of the silicon after air
exposure (passivation) [83].
To model the target layer accordingly to the specific outline of the device
a chemical photoresist layer is applied on the wafer by means of spin coating.
On top of the resist a photomask of a given shape is then deposited [84]. The
sample is subsequently shined with Ultraviolet (UV) light (UV lithography)
in the case of low-accuracy mass-producted devices or exposed to excited
electrons (electron beam lithography) to obtain sub-10 nm resolutions [85].
The photoresist layer not protected by the photomask changes its chemi-
cal composition so that it can be developed, meaning that it reacts with a
suitable chemical (called developer), and it is subsequently easily removed
(positive resist), while when the resist is negative the removed part is the
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one which was not exposed to the high energy radiation.
Etching is the supervised ablation of certain areas of the wafer in order
to dispose of unwanted lumps of material, to free space for a subsequent
deposition or simply to polish a surface so to obtain a pure boundary and
consequently limiting scattering, loss and recombination [85]. The two main
etching techniques are called dry etching (employing plasma) and wet etching
(utilizing a liquid chemical reactant). The ablating agent only reacts with
areas of the device not covered by the photoresist which therefore allows
the fabrication of customly designed devices. Afterwards, the remaining
photoresist is removed, usually with a liquid solution called “resist stripper”
that causes the resist to detach from the substrate.
Finally, a paramount step in nanofabrication is doping, that can be carried
out before the photoresist removal or afterwards if no specific doping profile
is needed. To dope silicon, foreign ions (Group III elements -primarily Boron-
in the case of p-doping or Group V elements -primarily Phosphorus- in the
case of n-doping) are utilized. First, the wafer is annealed (exposed to high
temperatures for a suitable amount of time and subsequently cooled down) to
allow dopant atoms to attach and penetrate into the bulk. Ion implantation
and diffusion doping are the most common doping methods. In the case of
diffusion, dopant atoms are introduced at the wafer surface and from there
they diffuse in the silicon by sheer concentration imbalance creating a doping
gradient rapidly decreasing while moving away from the surface [86]. When
it comes to ion implantation, the dopant ions are accelerated and made to
impinge on the wafer surface. The penetration depth depends on the energy
of the single ion and since it is a statistical process a certain doping gradient
is still recovered, even though it is concentrated in the bulk and not on the
surface [87]. However, particular care must be taken since high energy ions
can deal damage to the device.
5.2.2 Physical properties
SOI ring resonators entail high contrast waveguides, since at the usual com-
munication wavelengths (around 1550 nm) nSi ' 3.477 while nSiO2 ' 1.444
[88]. The high contrast results in tight confinement of the optical mode and
as a consequence allows compact bends without overly compromising the
loss. As already pointed out in figure 3.8, TE modes are mainly overlapping
with the cladding via the lateral sidewalls of the waveguide. These vertical
sidewalls are rough surfaces because usual polishing methods (such as etch-
ing, see section 5.2.1) are not effective when the surface is not horizontal
with respect to the plane of the wafer. As a consequence, it is paramount to
lessen their interaction with the optical mode, for instance by reducing the
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height of the waveguide, which in turns means having to increase the width
to allow the first mode to propagate (see section 3.3). Another possibility
is to use TM polarized light that extends mostly over the smooth horizontal
surfaces of the waveguide (see figure 3.8). However, TM modes are loosely
bound to the waveguide and since they interplay more extensively with the
cladding they cannot be used in the case of tight bends due to the fact that
the radiation loss would be detrimental [7].
Another consequence of the high contrast is a massive dispersion, such
that the group index is almost twice as large as the effective index (for com-
parison, see figure 6.44 (b) and figure 6.45 (a)) [7]. Furthermore, they are
also extremely sensitive to dimensional variations.
For all these reasons, common waveguide cross sections for ring resonators
span from 400 to 500 nm in width and between 200 and 250 nm in height [8],
[13], [89], [90]. This particular size allows monomodal propagation, limiting
the detrimental effects caused by a multimode configuration (see sections 3.3
and 3.4).
The calculation of the linear loss is somewhat arduous since it depends
heavily on wavelength, waveguide structure and fabrication process, such
that values ranging from 2 to 20 dB/cm have been recovered [13], [51], [91],
[92].
5.3 Applications
Ring resonators can be used in a large variety of different applications and
have therefore been extensively studied in academic and scientific enviro-
ments because of their versatility. Follows a list of the main fields in which
ring resonators have proven to be extremely important.
5.3.1 Sensing
For starting, due to their high sensitivity to the variation of the physical
parameters, they are successfully employed for sensing purposes. In partic-
ular, the resonance peak shifts abruptly with the coupling, the loss and the
effective refractive index of the resonant structure. By changing any of those
properties the frequency spectrum of the ring is greatly affected and the re-
sulting variation can be studied to understand its cause. For instance, they
can be used as a strain sensor in order to directly relate to physical deforma-
tions. In [93] the authors claimed a sensitivity of ' 0.6 pm/µ meaning that
a shift of the resonant wavelength of 0.6 pm can be achieved by applying 1
µ. Moreover, rings are also influenced by thermal oscillations so that it is
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Figure 5.6: Biosensing [96]
possible to achieve sensitivities up to 230 pm/◦C, which means that a shift of
230 pm in the resonant wavelength is achievable with just 1 ◦C variation [94].
Important applications are also found in biology when it comes to label-free
biosensors set up to detect the presence of a specific analyte. They consist
of a ring resonator with a surface which is chemically modified by adding
receptor molecules that are selective to the analyte to be detected. The ring
is later flooded with a liquid solution and the spectral response retrieved.
The spectrum of the ring is different whether in the solution the analyte is
present or not (figure 5.6) and its impact on the resonance peaks depends on
its concentration, allowing more accurate and less expensive measurements
compared to other techniques that need labeling of the analyte [95]. The
sensitivity of the device can be measured by considering how much the ad-
hering analyte increases the thickness of the waveguide. For instance, in [78]
a waveguide of size 480×220 nm is considered and the authors claim that
for practical values of the thickness the response is linear. In particular, it is
found as 0.158 nm/nm in the case of TE mode and 0.290 nm/nm in the case of
TM mode, which can be explained with the reduced waveguide confinement
of the latter.
5.3.2 Optical buffer
Additionally, ring resonators are traditionally utilized as optical buffers.
CROW systems of different rings coupled together (high order ring res-
onators) are effective to obtain optical delay lines in photonic integrated
circuits, since near resonance the optical intensity inside the ring is extremely
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Figure 5.7: Ring resonator DEMUX [77]
high. The time delay-bandwidth product is given by [7]
TCROW =
N
2pi
(5.10)
Where N is the order of the filter (that is, the number of cascaded rings).
The delay thus obtained can be as large as 200 ps for filters of order 40, as
claimed in [97].
5.3.3 MUX/DEMUX
Another important application of ring resonators is the multiplexing/demul-
tiplexing of the signal in the case of WDM or DWDM coding. These modu-
lation techniques consist on strikingly enhancing the data rate of an optical
channel by sending simultaneously light at different frequencies provided that
the spectrum of the signal is clearly resolvable. In particular, when it comes
to WDM the light pulses (called channels) are separated by 100 GHz (namely,
' 0.4 nm at λ = 1550 nm) while for DWDM it is 50 GHz (that is, ' 0.8
nm at λ = 1550 nm) [33]. As can be seen in figure 5.7, by employing rings
with different resonant peaks as a DEMUX system it is possible to redirect a
particular channel to its specific detector and, as a consequence, successfully
demodulate the input signal [98]. However, the rings are exceedingly prone
to fabrication defects and as a result they have to be thoroughly tested before
being used for such purpose. Moreover, high order filters provide an improved
spectral behavior since they display a more uniform pass band over a wider
wavelength range, besides the improved ER outside the desired bandwidth
[7].
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Figure 5.8: Carrier depletion modulator [99]
5.3.4 Ring modulator
The last application of ring resonators presented is the modulation, which is
the topic of the thesis and will be further discussed in chapter 6. A silicon
ring modulator is used as an OOK modulated device in which the operating
wavelength is close to the resonance peak such that high ERs can be obtained
with just a relatively small shift of the dip due to a variation in the optical
properties of the waveguide. To do so, high slopes (low FWHM) rings are
needed, resulting in high Q and finesse. On the other hand, if this parameter
is too large, the overall switching time of the device will be negatively affected
being it dependent on how fast the optical power inside the ring is dissipated
[7]. In particular, the 3 dB cut-off frequency can be written as [11]
f3dB =
fOPT · fEL√
f 2OPT + f
2
EL
(5.11)
Where
fOPT =
c
Q(0V ) · λres(0V ) (5.12)
Is the optical component stemming from the lifetime of the photons in
the waveguide (Q and λres are considered at zero bias applied) while
fEL =
1
2piRC
(5.13)
Is the standard bandwidth of the electric circuit due to the RC constant
of the device and as such it strongly depends on the physical size of the
device.
Among the FOMs in the case of ring modulators, VpiL is widely considered
as one of the most important parameters to be taken into considereation (see
section 4.4.5) and can be expressed as [99]
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Figure 5.9: Output spectrum of a depletion mode ring modulator versus bias
[101]
VpiL =
λ · V
2 ·∆neff (5.14)
The modulation occurs by virtue of the refractive index variation (plasma
dispersion effect), which is caused by the oscillation of the carriers in the
waveguide due to the swing of the applied voltage (see section 4.3.3). Two
are the main techniques employed: carrier injection and carrier depletion.
In the case of carrier depletion the ring cross section of the horizontal
junction version can be seen in figure 5.8. The main structure is a PN
diode whose doping concentration extends over the waveguide core, which
can be mixed (top), n-only (middle) or p-only (bottom). Better performing
modulators utilize the so-called vertical junction, in which the p and n areas
are put one on top of each other [100].
The device operates in depletion mode, meaning that, when a reverse
voltage is applied, the space charge region becomes larger and therefore less
carriers are found in the waveguide, causing a variation in the refractive
index. The spectrum thus obtained can be seen in figure 5.9. When the
voltage is negative, the modulation results in a slight red-shift of the resonant
frequency followed by a mild ER decrease.
Positive voltages are usually the case for injection mode modulators,
based on PIN diodes in which the intrinsic layer (which is actually slightly
doped) extends over the waveguide. As can be seen in figure 5.9, positive
voltages lead to a blue-shift of the resonant wavelength and a steep decrease
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of the ER. The modulation is much more effective since the intrinsic region is
flooded with carriers (the diode is turned on, in particular when V is larger
than 0.7 V in figure). The downside is that a current is flowing in the device
and the bandwidth is much smaller since it depends on the minority carriers
lifetime (resulting in bandwidth of around 1 GHz [71]), while in the former
case it depends on the junction capacitance discharge which is much faster
(with modulation speed up to 20 GHz [71]) [7]. Consequently, if the goal
is to obtain an effective modulation with a small VpiL it is better to resort
to carrier injection. On the other hand, if the focus is on the speed of the
device, one better resort to carrier depletion.
A possible improvement of the pin modulator is by means of pre-emphasis,
which consists on using two different bias levels to speed up the modulation
frequency. Results of the order of tens of GHz are retrieved in [102].
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Chapter 6
Simulation Results and
Discussions
This chapter presents the main results obtained in this thesis work. The pro-
grams used are primarily MATLAB and Lumerical. In particular, Lumerical
provided the simulation for what regards the physical parameters of the ring
modulator, such as coupling coefficient, flowing current and effective refrac-
tive index, while MATLAB made the analysis of the data possible in order
to retrieve the output spectrum of the device and the calculation of the most
important parameters, such as FSR, finesse andVpiL. MATLAB was also
employed to code and implement the effective refractive index method. As
regards the data, it was collected for different configurations of the device.
Among the different parameters considered, the lateral slab height, the in-
trinsic region width, the lateral slab width, the doping concentration and the
ring bend.
6.1 Effective index method
The effective index method, as presented in [103] and [104], is a numerical
process useful to calculate the effective refractive index of a given waveguide.
It is based on the subsequent approximations of different areas of the waveg-
uide by calculating their partial refractive indices and consequently merging
the sub-waveguides thus obtained in order to retrieve the final refractive in-
dex. First, the columns (n1 − n4 − n7 → neff,1, n2 − n5 − n8 → neff,2 and
n3 − n6 − n9 → neff,3) are considered and afterwards the remaining rows
(neff,1− neff,2− neff,3 → neff ) are elaborated (consider a subdivision of the
waveguide as in figure 6.1, where the optical waveguide of size w× t is in the
central area n5) .
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Figure 6.1: Waveguide subdivided in small regions [103]
This method has been implemented in MATLAB in the case of a rib
waveguide whose cladding is made of air (n = 1) or SiO2 (n = 1.44) at
1550 nm wavelength. The waveguide is made of silicon with n = 3.45. The
refractive index is extracted sweeping over different lateral heights, ranging
from 50 to 110 nm while the waveguide itself is 220 nm high and 460 nm
wide. In figure 6.2 the transcendental equation to be solved is shown with
reference to an air cladding for the central column (made up of SiO2, Si and
air).
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Figure 6.2: Transcendental equation solved in the case of air as cladding
As can be seen in figure 6.3, with increasing slab height the effective
refractive index grows as well, being the refractive index of the waveguide
larger than the one in the surroundings. At the same time, it is clearly
noticeable that, having an air cladding (whose refractive index is the lowest),
the overall refractive index of the waveguide is significantly lower for all the
configuration tested, with values spanning from −1.7% for the lowest slab
height considered to −1.05% in the case of the 110 nm slab height.
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The results are realistic and can be compared, for instance, with those
retrieved in Lumerical and shown in figure 6.40. Another comparison can be
drawn with [105], where, however, the authors considered a strip waveguide
and therefore the values are lower, namely spanning from 2.36 at λ = 1550
nm.
Figure 6.3: Results plotted as a function of the slab height in the case of air
and silicon dioxide cladding
6.2 Coupling coefficient
To calculate the coupling coefficient between the straight waveguide acting as
the input/output channel for the system and the ring, the Lumerical FDTD
simulator has been used. The model employed is shown in figure 6.4 in
relation to strip waveguides. In particular, the waveguides considered are
both 460× 220 nm. In the case of the rib configuration, the lateral slab has
a height of 70 nm.
As regards the mode solver, a fine mesh has been set up in the area
between the two waveguides in order to achieve a greater accuracy in the
calculation, and the signal launched in the input waveguide has a bandwidth
ranging from 1500 to 1600 nm, as can be seen in figure 6.5, consequently
covering the main transmission window (C-band). The actual simulation
area does not entail the entire ring/waveguide structure but only a section,
so that the calculation proceeds faster without affecting the final results.
In figure 6.6 the behavior of the rib waveguide is analyzed taking into
consideration a certain wavelength only, namely 1556 nm. It can be seen
that the self-coupling coefficient R = |r|2 decreases both with the reduction
of the coupling distance (as explained theoretically in section 3.5 due to a
stronger overlap between the evanescent fields) and with more sizeable rings,
72 CHAPTER 6. SIMULATION RESULTS AND DISCUSSIONS
(a) Side view of the model (b) Top view of the model
Figure 6.4: Model built with Lumerical. The oxide cladding has been disabled
for examination purposes
Figure 6.5: Signal launched, details
because the effective coupling length is larger when the ring waveguide takes
longer to bend away. On the other hand, as expected, the cross-coupling
coefficient K = |k|2 behaves in the opposite way.
In figure 6.7 the light intensity is plotted along the structure. The top
branch is the straight waveguide while the bent bottom one is the input
channel of the ring resonator. It is clearly noticeable that when it comes to
long radii and small gaps the amount of light coupled is remarkably larger
(namely, around 50%) than in the other case, that is, with a small ring and
large gap between the waveguides (namely, around 1%).
When a comparison with the wavelength is made, it is found that shorter
wavelengths result in a lesser coupling, as expected from the theory (section
3.4.2). The result of such a comparison can be found in figure 6.8.
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(a) Self-coupling coefficient (b) Cross-coupling coefficient
Figure 6.6: Coupling coefficients in the case of a rib waveguide versus the
gap distance between the two waveguides for different bends
(a) 10 µm radius ring and 100 nm gap (b) 5 µm radius ring and 300 nm gap
Figure 6.7: Light propagation in the structure for different configurations
It is interesting to find the amount of loss in the coupling region. In a
lossless coupler we would have R+K = 1, but in this case the result is quite
different and can be seen in figure 6.9. The loss is found to increase when
the cross-coupling coefficient is larger, meaning in the case of small gaps and
long wavelengths. Overall though, it is really low, spanning from 0.9% for
small gaps and radii to less than 0.1% when the coupling distance is large.
Afterwards, the analysis of the difference between rib and strip waveguides
is carried out. As depicted in figure 6.10, the rib waveguide is significantly
more efficient at coupling compared to the other one, the reason being the
direct dielectric connection between the two waveguides and the consequent
spread of the light towards the adjacent channel. The behavior is enhanced
especially when the gap gets smaller.
Finally, with reference to strip waveguides, a comparison between the
coupling coefficient and the wavelength is charted in figure 6.11. The im-
provement in coupling capability is strongly determined by the gap width, as
for the rib waveguide; however, it is much more wavelength dependent than
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(a) Self-coupling (b) Cross-coupling
Figure 6.8: Coupling coefficients in the case of a rib waveguide versus the
wavelength considered in the case of a ring with radius 7.5 µm
(a) Loss vs gap (b) Loss vs wavelength
Figure 6.9: Loss due to the coupling region in the case of a ring with radius
7.5 µm
in the other case, as the curve has a remarkably steeper slope as a function
of the wavelength.
Similar results can be found in [7]. Here the coupling is between two
waveguides which are not bent; however, the same pattern can be extracted,
with a minor coupling in relation to short wavelengths and gaps. In addi-
tion, by comparing the cross-coupling coefficient per length with the values
extracted in this thesis work, a certain affinity can be observed (for instance,
as regards the 195 nm gap it is around 0.11 1/µm and when considering that
the ring is large in size the results are comparable).
6.3 Mode overlap
When a waveguide is bent, the mode profile experiences a certain degree of
mismatch due to the curvature of the waveguide, resulting in higher losses
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(a) Self-coupling coefficient (b) Cross-coupling coefficient
Figure 6.10: Coupling coefficients for 1556 nm light and a 10 µm radius ring
in the case of strip and rib waveguides
(a) Self-coupling coefficient (b) Cross-coupling coefficient
Figure 6.11: Coupling coefficients for different wavelengths and gaps in the
case of a strip waveguide
because of leakage in the cladding. In figure 6.12, the difference between a
straight waveguide and a bent one with radius 5 µm is presented. The bent
waveguide tends to expel the light, which results in a defective match.
The overlap coefficient, displayed in figure 6.13, tells how much the mode
is faithful to its original shape. The calculation is made by analyzing a quasi-
TE mode at 1550 nm while varying the silicon area of the structure, namely
the height and the width of the lateral slabs. In particular, the more the
light is allowed to laterally spread, the more it is prone to optical mismatch
when the ring radius is reduced and therefore for 1 µm lateral slabs more
data points are collected in order to increase the quality of the result.
As regards the actual loss due to the bending mismatch, the calculation
is carried out looking at the following formula
Loss [dB] = −20 log10(overlap)
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(a) Straight waveguide (b) Bent waveguide with radius 5 µm
Figure 6.12: Field pattern difference in the case of a straight and of a bend
waveguide for a 1 µm wide and 110 nm high slab
(a) 700 nm slab width (b) 1 µm slab width
Figure 6.13: Mode overlap versus ring radius for different heights of the
lateral slab
And the results are plotted in figure 6.14.
As we can see, the losses are quite low and almost constant for radii down
to 5 µm, size at which they snowball reaching, for certain configurations, 3
dB, which is half the transmitted power. Consequently, we can conclude that
rings with radii as small as 5 µm are still viable in terms of loss, with great
increase of the FSR and other important parameters. In particular, the loss
at common radius lengths (7-10 µm) are close to the ones considered in [7]
(around 0.04 dB), proving the accuracy of the calculation.
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(a) 700 nm slab width (b) 1 µm slab width
Figure 6.14: Loss versus ring radius for different heights of the lateral slab
6.4 Modulator
In this section, the modulating component of a silicon ring resonator is stud-
ied with respect to different physical parameters. The modulator chosen is
the carrier-injection-based pin diode and as such the applied voltage is posi-
tive. The structure, that can be seen in figure 6.15, is a cross section of the
ring (the raised structure in the center of figure 6.15 (a)) and it comprises
two electrodes (anode and cathode, in dark grey in figure 6.15 (a)) arranged
on top of two highly doped silicon pedestals. The silicon regions are conter-
minous with two smaller elongated silicon slabs connecting together at the
center (where the waveguide is placed) and the background material is SiO2.
As regards the physical dimensions, the optical waveguide has height L of
450 nm and width T of 220 nm. The lateral slab height h is initially set to
110 nm while the width w is 1.7 µm. Lastly, the device is studied as it was
straight (no bend applied in MODE solver).
The procedure employed to simulate and analyze the behavior of the
modulator is the following. First, with Lumerical DEVICE, the carrier dis-
tribution and consequently the variation in the refractive index (see section
4.3.3) are calculated for a fine grid of points around the central waveguide by
sweeping over a range of voltages to simulate the current flowing in the pin
diode. Other parameters that are saved in this step are the charge density
(both in the structure in its entirety and the value in the waveguide) and
the current density. Afterwards, the refractive index distribution is loaded
on Lumerical MODE where calculations related to light propagation in the
device are carried out. The values of the refractive index for different levels of
the applied voltage are retrieved in this step. From the refractive index one
can directly derive the difference in the refractive index and the loss caused
by the carriers in the channel.
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(a) DEVICE version
(b) MODE version
Figure 6.15: Device under studying. The cladding has been removed for clar-
ity purposes
6.4.1 Intrinsic region width
The first parameter to have been studied is the width of the intrinsic region.
In this particular case, the doping is set to be homogeneous in different areas,
as explained in table 6.1.
The background doping is set to a lower value compared to other simula-
tion setups found on the Lumerical website (with value of 1015) because that
level of doping was seemingly too high for being an intrinsic region (which
is usually only lightly doped). However, a further analysis has been carried
out sweeping over different background dopings in section 6.4.5 for a differ-
ent model structure. The contact regions are heavily doped since they are
touching the metal electrodes and a low series resistance has to be achieved.
The constant doping model is not realistic but it is a good starting point
to evaluate the performance of the device in order to choose the best config-
uration possible. Starting from section 6.4.4, however, the constant doping
has been substitute with a more realistic diffusion doping profile. A glimpse
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Table 6.1: Doping concentration
Region Concentration Type
Contact region 1020 n/p
Slab region 1018 n/p
Background 1013 n
of the doping distribution around the waveguide is provided in figure 6.16 for
different voltage levels.
(a) 0 V applied (b) 2 V applied
Figure 6.16: Doping profile in dB at the center of the device. n doping on
top, p doping at the bottom
Another unrealistic parameter is the voltage, here spanning from 0 to 3
V, which is an overly high value with respect to the physical size of the ring
and the objective of the modulation. Starting from section 6.4.4, however,
the sweep has been reduced spanning from 0 to 2 V, which is more practical.
First of all, the results obtained by using DEVICE are analyzed in figure
6.17. The charge density (since the monitor used is 2D) is retrieved consid-
ering both the entire structure (a) and focusing on the waveguide area (b).
The behavior resembles that of a diode since we have a steep increase in the
carriers when the voltage exceeds 0.75 V, which is arguably the threshold
voltage of the diode.
Afterwards, by using MODE, the refractive index is retrieved and in figure
6.18 its modulation is presented for both real (n) and imaginary (represented
by the linear loss factor α) part. As we can see in (a), the refractive index dif-
ference increases when the intrinsic region width is reduced, because there is
more current flowing in the device leading to a greater carrier concentration.
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(a) Charge density in the entire device (b) Charge density around the waveguide
Figure 6.17: Charge density in the device versus the applied bias
However, the modulation in the case of 1 V applied is small compared to the
others because the diode is still not fully turned on, as it is more evident
in (b) where the diode influence on the data is clear, since the values are
really low up to 0.75 V and increase rapidly afterwards. In particular, the
focus on the low voltage regime is highlighted in the inset. Here it is possible
to notice that the loss due to the carriers when there is no to little voltage
applied depends heavily on the width of the intrinsic region. For modulation
purposes, the loss at 0 V should be as low as possible, and therefore in light
of the data collected all the subsequent measurement will employ a structure
for which the intrinsic region width is 0.6 µm.
(a) Variation in n versus intrinsic region
width for different voltages
(b) Linear loss versus applied voltage for dif-
ferent intrinsic region widths
Figure 6.18: Refractive index change and loss with focus on the intrinsic
region width and its variation
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6.4.2 Lateral slab height
The next step, once the intrinsic region width has been set to 600 nm, is to
determine the best height of the lateral slabs. All the remaining modeling
parameters are taken equal to the previous step, except for the background
doping which is now n type. In figure 6.19 the current density is plotted
against the voltage applied and the different slab heights. As expected, the
behavior is still diode-like with threshold somewhere around 1 V. It is im-
mediately noticeable that higher lateral slabs result in an increased current
and charge density (since the current monitor is in 2D) present in the device.
It is also important to point out that the dependence of the charge density
on the sweeping parameter is more pronounced in this case than in the pre-
vious analysis, due to the larger length of the lateral slabs compared to the
increased number of carriers due to a narrowing of the intrinsic region.
(a) Current versus voltage (b) Charge density (in the entire device) versus
voltage
Figure 6.19: DEVICE results for different slab heights
As regards MODE, figure 6.20 depicts the behavior of the refractive in-
dex with different heights and voltages applied. Again, the real part of the
refractive index is better modulated when high currents flow and therefore
with high lateral slabs. At the same time, however, we can see that when
the slabs allow the light to spread more, the overlap with the carriers is
larger and therefore the loss at low bias (below threshold) increase (b). This
again is the major discriminating factor ruling out overly high lateral slabs,
responsible also for an increase in the current and the charge in the device
and consequently worsening the speed and the energy consumption of the
device. Because of this, a reasonable slab height of 70 nm is chosen for the
next steps.
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(a) Difference in n due to different heights
and voltage
(b) Linear loss versus applied voltage for dif-
ferent slab heights
Figure 6.20: MODE results for different slab heights
6.4.3 Slab width
In this case the current flowing in the device is higher than in the previous two
sections and as a consequence additional voltage steps have been employed
in order to let the CHARGE simulator in DEVICE converge, for a total of
25 data points (instead of the previous 13). The width range spanned in this
simulation goes from 0.7 to 1.7 µm.
As regards DEVICE, the charge density is plotted in figure 6.21. The
results are consistent with the previous calculations.
(a) Charge density of the entire device (b) Charge density around the waveguide
Figure 6.21: Charge density versus voltage for different widths
With MODE the refractive index variation and loss are evaluated as can
be seen in figure 6.22. First of all, in (a) it can be seen that by reducing
the distance between waveguide and electrodes the modulation capability
strongly increases. At the same time, in (b), the linear loss follows the same
principle, but for widths of less than 1 µm it becomes prohibitive at small
bias (at 0.7 µm we have almost four time the loss experienced at 1 µm). For
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this reason the next steps evaluate the behavior of the device for larger slab
widths.
(a) Variation of n versus slab width for differ-
ent voltages
(b) Linear loss versus voltage for different slab
widths
Figure 6.22: MODE analysis of the device
6.4.4 Doping concentration
A further improvement can be represented by a more realistic doping profile.
DEVICE allows to set up a diffusion kind of doping starting from a sur-
face (see section 5.2.1). In this section, the background doping is still set as
constant and its type and concentration are the same as the previous steps.
However, doping diffusion has been simulated starting from the contact re-
gion and the lateral slab. In particular, the diffusion profile has been set to
Gaussian and the doping intensity spans from 1019 to 1.5 · 1020 cm−3 in the
case of the contact doping and from 1017 to 1.5 · 1018 cm−3 in the case of
the slabs (from now on, 0.1 to 1.5 using as reference concentration (that is,
1) the case 1018 − 1020 cm−3). Three different slab widths have been ana-
lyzed, namely 1 µm, 1.35 µm and 1.7 µm (shorter versions have previously
been discarded in section 6.4.3). In figure 6.23 the doping profile of the area
around the waveguide is charted with reference to the longest slab and for
different voltage levels.
To show the general behavior of such a device, in figure 6.24 and 6.25
the electrical and optical main properties for the 1.35 µm case are shown
(the behavior of the other two configurations is alike). In particular, it is
immediately noticeable that an increase in the doping corresponds to a more
effective modulation (figure 6.25 (a)) and consequently a more pronounced
linear loss (figure 6.25 (b)). At the same time, as expected, both the current
and the charge density in the waveguide increase (figure 6.24 (a) and (b) re-
spectively), although for the former a quite noticeable saturation can be seen
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(a) 0 V applied (b) 2 V applied
Figure 6.23: Diffused doping profile in the center of the device. n doping on
top, p doping at the bottom
for high values of the doping concentration (when more than 1.1). Interest-
ingly enough, it seems that the slope of the curve representing the variation
of the refractive index decreases with a bias larger than 1.5 V, indicating a
possible saturation of the device at high voltages.
(a) Current density versus voltage for different
doping levels
(b) Charge density in the intrinsic region versus
voltage for different doping levels
Figure 6.24: DEVICE data in the case of a 1.35 µm wide lateral slab (values
in the legend to be multiplied by 1018 or 1020 accordingly to the region)
At the same time, when depicting the optical properties versus the doping
concentration, one can deduce that the modulation capability flattens with
high level of doping as well (figure 6.26). In particular, in (a) the plotted
modulation capability shows a steep increase when the doping level is low,
but it quickly stabilizes (especially when less voltage is applied). In (b), the
linear loss shows a similar behavior.
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(a) Variation in n versus voltage for different
doping levels
(b) Linear loss versus voltage for different dop-
ing levels
Figure 6.25: MODE data in the case of a 1.35 µm wide lateral slab (values
in the legend to be multiplied by 1018 or 1020 accordingly to the region)
(a) Variation in n at different bias (b) Linear loss at different bias
Figure 6.26: Optical properties displayed versus doping concentration
From the results above, as a rough approximation it is possible to claim
that a bias higher than 1.5 V does not result in a significant modulation
advantage and it is therefore to be ruled out. Nevertheless, below 1.5 V the
diode is not fully on and a much larger improvement can be achieved by
increasing the voltage. Analogously, in the case of the doping concentration,
when it is below a certain threshold a large gain is recovered by increasing the
diffusion intensity while if it is excessive it will be close to useless modulation-
wise but detrimental when it comes to the loss at zero bias (see the inset in
figure 6.25 (b)) and the total amount of charge in the device (figure 6.24 (b)).
Moreover, at the same time the current behavior becomes erratic (figure 6.24
(a)), therefore meaning that high doping profiles have to be avoided.
It is also important to point out that the results obtained so far are
compatible with the ones previously retrieved with a costant doping profile,
but they are slightly worse due to the more realistic doping profile which
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results in an overall less efficient modulation. Moreover, they are aligned
to the Soref-Bennett equations (4.8) and (4.9) when substituting the carrier
concentration of the formulae with an arbitrary reference value stemming
from the concentration bar of figure 6.23.
The next step comprises the comparison between the three different widths.
In figure 6.27 the linear loss at 0 and 1.5 V is considered. In particular, in
(a) the loss is strikingly lower in the case of longer slabs. Interestingly, there
is virtually no difference between the 1.35 µm and the 1.7 µm configurations.
For useful doping concentrations in (b) the behavior is still the predicted
one, with increasing loss while decreasing the waveguide/contact distance;
however, once again the largest difference is found between 1.0 and 1.35 µm.
(a) Linear loss at 0 V (b) Linear loss at 1.5 V
Figure 6.27: Linear loss versus doping concentration for different widths con-
sidered
In figure 6.28 the real part of the refractive index is analyzed at two
different bias levels. Considering (a), it is possible to point out that there is
almost no difference between the two longest devices. Furthermore, at very
low doping concentration the 1.7 µm version has the upper hand compared to
both the others and retains the advantage over the 1.35 µm long slabs up to
doping levels of 0.9. When the diode is fully turned on at 1.5 V (b), however,
the medium-sized device catches up earlier at concentrations around 0.4. The
short slabs have definitely the advantage, even though at the expense of a
higher overall loss.
Consequently, the current output of the device is studied in figure 6.29.
The curves are similar for both devices, even though the scale in the y-axis is
of course different. As already pointed out by looking at figure 6.24, at high
doping concentrations the current behavior is somewhat erratic since it shows
an interesting decrease which is less pronounced at high bias or short size of
the device. In particular, the 1.0 and 1.35 µm versions display a quite similar
behavior and are preferable in this regard considering that higher currents
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(a) 1 V applied (b) 1.5 V applied
Figure 6.28: Variation in n versus doping concentration for different widths
result in less series resistance and thus increasing the modulation speed of
the device, although the downside is a more detrimental power consumption.
(a) 1 V applied (b) 1.5 V applied
Figure 6.29: Current versus doping concentration for different widths
As regards the charge, figures 6.30 and 6.31 show the charge density
around the intrinsic region and the structure in its entirety respectively.
Clearly, a larger device has the drawback of a sizeable amount of charge,
resulting in a more deleterious RC constant. As expected, denser doping con-
centrations increase the amount of charge. It is interesting to point out that
both the 1.35 and 1.7 µm configurations are fairly similar and the amount of
charge is quite comparable.
Afterwards, the resistivity and capacitance of the junction are calculated
for the 1.35 µm wide slab version and the result is reported in figure 6.32.
When comparing with [89], the capacitance is seen to be similar, while the
resistance (calculated by considering a ring of radius 7.5 µm) is 3 to 4 orders of
magnitude different. However, when compared to [8] or the results obtained
in [106], the resistivity is found to be ' 0.1 V·cm which corresponds to the
values depicted in (b). It is not clear why such a discrepancy in the data
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(a) 1 V applied (b) 1.5 V applied
Figure 6.30: Charge around the intrinsic region versus doping concentration
for different widths
(a) 1 V applied (b) 1.5 V applied
Figure 6.31: Charge in the entire device versus doping concentration for dif-
ferent widths
is retrieved, however the electrical bandwidth calculated with formula (5.13)
appears to be overly low when considering the RC constant recovered with
the data shown in figure 6.32.
Subsequently, some important parameters, such as quality factor, finesse,
FWHM, FSR, VpiL and ER are addressed and discussed. The data has been
collected by means of MATLAB scripts. To retrieve the data, the formulas
presented in sections 4.4 and 5.1 have been employed by considering a 7.5
µm long radius (a more thorough analysis of the influence of the bending on
the device is carried out in section 6.4.6). Some parameters have been chosen
regarding the physical structure of the device. For instance, the usual linear
loss of the silicon waveguide has been set to 4.343 dB/cm, which is an educated
guess (see section 5.2.2). At the same time, the active region in which the
modulation takes place has been limited to 65% of the total ring perime-
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(a) Capacitance per meter (b) Resistivity
Figure 6.32: Electrical parameters in the case of 1.35 µm wide lateral slabs
ter, to allow an easy and noise-impervious coupling with the input/output
waveguide (see figure 6.47). The initial value of the self-coupling has been
chosen so that to be in the critical coupling condition (and therefore equal
to the single-pass amplitude transmission of the ring).
In figure 6.33 the behavior of quality factor and finesse is plotted for
different doping concentrations. It can be seen that these two parameters
are larger with high doping and tend to decrease rapidly as the diode turns
on. A comparison can be made with [107], in which a ring of radius 6 µm
is considered. The quality factor is reported there as 39.350 which is lower
than the one in (a) when no bias is applied but, pointing out that the ring
is smaller and considering the behavior of the quality factor with respect to
the cavity length (see section 5.1), it is possible to infer that the result is
achievable.
(a) Q factor for different doping levels (b) Finesse for different doping levels
Figure 6.33: Q factor and finesse versus voltage in the case of 1.0 µm wide
slabs
Moreover, in figure 6.34 the FSR and the FWHM are shown with respect
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to the doping concentration and compared at different lateral slab widths.
Both parameters worsen with increasing doping, the FSR being smaller (due
to a slight increase in the group index) and the FWHM being larger (broader
resonances). It is also important to point out that the smallest device de-
grades at a larger rate compared to the other two configurations that are
rather interchangeable. In the case of the FWHM, in [107] it is reported a
value of 0.04 nm, which is comparable with that in (b) even if the ring in
said paper has a radius of 6 µm.
(a) FSR for different slab widths (b) FWHM for different slab widths
Figure 6.34: FSR and FWHM versus doping concentration
As regards the FOM VpiL, calculated using formula (5.14), the results
obtained at two different voltage levels, namely 1 V and 1.5 V, are shown
in figure 6.35. The values are significantly better for the 1.5 V case, since
the diode is fully turned on and the modulation more effective. As a general
trend, higher doping concentrations result in better performances, with the
1.0 µm wide device obtaining the best results. The results are certainly
realistically achievable, since for instance in [8] values even lower (namely
0.0025 V·cm) are reported. In [102], the modulation efficiency is revealed to
be 0.011 V·cm, which is quite similar to what has been charted in figure 6.35.
The ER, calculated as the difference in dB between the peak of the res-
onance and the maximum value of the transmission, is depicted in figure
6.36 for two different voltage levels, namely 0.75 V and 1 V. Larger voltages
are not considered since the parameter flattens quickly to small values. In-
terestingly, two opposite behaviors are recovered. In the case of the small
bias, the ER is found to increase with the doping concentration. When the
diode is properly turned on, however, it is seen to decrease. Furthermore,
in figure 6.36 (a) there is a remarkable difference between the short and the
long devices, the former performing better. In (b), on the other hand, they
seem to behave quite similarly. A striking contrast is recovered for such a
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(a) 1 V applied (b) 1.5 V applied
Figure 6.35: V piL versus doping concentration for different slab widths
small bias difference, meaning that the parameter is extremely sensitive to
the concentration of free carriers in the waveguide.
(a) 0.75 V applied (b) 1 V applied
Figure 6.36: ER versus doping concentration for different slab widths
In light of the previous analysis, the optimal configuration found is the
1.35 µm wide. Not only is the loss at zero bias low (figure 6.27 (a)) and the
current comparable to the shorter configuration (figure 6.29), but also the
total amount of charge is close to that of the 1.7 µm device (so that there
would be no advantage in choosing the latter) and important parameters
such as FSR and FWHM do not degrade as fast as in the shortest device.
Moreover, the footprint is significantly less pronounced than in the latter
case. When it comes to the applied voltage, it will be set to less than 0.9 V
for the “on” state. It is true that the diode is not fully on and further bias
will result in a large improvement of the refractive index action. However,
based on the parameters calculated in figures from 6.33 to 6.36, the bias has
to be set lower since an effective modulation is already performed at lower
voltages (see figure 6.48) and these parameters generally worsen with more
92 CHAPTER 6. SIMULATION RESULTS AND DISCUSSIONS
bias applied. Furthermore, it is possible to lower the power consumption and
the wear of the device. As regards the doping concentration, the 1.0 setup
is arguably the best one because it does not suffer from excessive loss when
“off” and at the same time it does not enter the regime in which the current
saturates (figure 6.29 (b)).
6.4.5 Background doping level
Subsequently, the problem about the constant background doping level (pepi)
concentration is addressed. In this regard, both n and p doping types are
considered. Their concentration spans from 1013 to 1.5 ·1014 cm−3 (from now
on, 1 to 15 using as reference concentration (that is, 1) the case 1013 cm−3).
It is important to point out that the background doping has effect only on
the core intrinsic region because the heavily doped lateral regions are not
affected by such a small variation of the carrier density.
In figure 6.37 the electrical properties are charted. In particular, the cur-
rent and the charge density are plotted for both n and p background doping.
However, no noticeable difference has been found, the two doping types being
virtually equivalent. By increasing the doping, though, an important factor
becomes noticeable: the current tends to slightly decrease.
(a) Current density for both n and p doping (b) Charge density for both n and p doping
Figure 6.37: Electrical properties at 1.5 V for different doping levels
An interesting finding, which can be seen in figure 6.38, is that the loss
at zero bias is lower in the case of p doping, the result being explained by
the reduction of n carriers in the channel (which are the most effective in
increasing the absorption coefficient, see figure 4.5 (b)), as depicted in (b).
The data suffers from some oscillations due to inaccuracies of the solver, but
the overall trend is readily extrapolated. It is important to notice, however,
that at low background doping levels the two values converge.
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(a) Linear loss for both n and p background
doping
(b) p free carrier in the intrinsic region for both
n and p background doping
Figure 6.38: Loss and carrier concentration for different doping levels
The last observation can be made regarding the modulation capability
and the variation of the real part of the refractive index. As shown in figure
6.39, in the case of low voltages there is no noticeable difference between
the two types of doping. With increasing voltage, however, there is a slight
advantage when using n doping. This advantage becomes more clearly de-
tectable as the background doping concentration increases.
(a) 1 V applied (b) 1.5 V applied
Figure 6.39: Variation in n due to the background doping
To draw a conclusion, both n and p doping have their own pros and cons.
Therefore, the original background doping (as in table 6.1) is maintained for
the future chapters.
6.4.6 Bend
In this section the calculation made with MODE is repeated considering a
bent structure (to simulate a section of the ring). The bending radius spans
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from 5 to 10 µm (in order to avoid overly penalizing bend losses, see section
6.3). First of all, in figure 6.40, a quick comparison between bent and straight
waveguides is made. First, it is possible to notice in (a) that by increasing the
bend the refractive index is lower, while its modulation is almost constant.
On the other hand, in (b), the linear loss is found to be virtually the same
when the diode is turned on, but it substantially differs when considering
low voltages only. The reason can be found in the lower mode confinement,
such that the effective refractive index depends more on the cladding (and
thus yielding to its reduction) and there is less overlap between free carriers
and light (which in turn results in a lesser linear loss). Therefore, as a first
conclusion, a small ring looks preferable. However, one has also to consider
the loss due to the bend, as in section 6.3. As a consequence, a careful
balancing is needed.
(a) Refractive index (b) Linear loss
Figure 6.40: n and linear loss versus voltage for different bend radius
There is but a slight difference in the optical properties with increasing
bending and therefore a direct visual comparison cannot be made. What
is performed, however, is a differential analysis of the data, meaning that
the difference in the refractive index and loss while decreasing the radius
is performed in order to visually compare the effectiveness of considering a
less sizeable device. In figure 6.41 the difference between the variation in
n for different ring radii is plotted. The values are obtained by subtracting
the variation of the refractive index between two consecutive radii, so that to
obtain the improvement (or deterioration) of said parameter while decreasing
the radius. In this case it is found that there is virtually no difference when
considering the longest structures (the values are four orders of magnitude
lower than the actual variation of n, see figure 6.39 (b)) to draw a comparison,
while a more significative (though still small in absolute terms) gain in the
modulation capability is found by diminishing the radius of the 1.0 µm wide
lateral slabs. The main difference is retrieved for small radii, meaning that
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the refractive index is altered more when reducing the size of the ring when
it is already small.
(a) 1.5 V bias (b) 2 V bias
Figure 6.41: Differential variation in n versus the radius for different lateral
slab widths
Lastly, the differential loss is shown in figure 6.42. The procedure followed
is the same as in the previous case and the results are similar as well, showing
that the largest deviation is found for small rings. Here the absolute values
are more significative when no bias is applied, being them around two orders
of magnitude lower than the actual loss (while in the case of 1.5 V it is four).
When comparing the improvement in the loss at zero bias with the increase
in the overlap loss (see figure 6.14), however, they are found to still be overall
negligible.
(a) 0 V applied (b) 1.5 V applied
Figure 6.42: Differential loss versus the radius for different lateral slab widths
To draw a cocnclusion, it is possible to claim that the analysis of the
ring bend does not provide any possible significative improvement to the
apparatus, whose radius has to be tuned by referring solely to overlap loss,
FSR and other spectral parameters.
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6.4.7 Frequency analysis
The last step regarding the study of the modulator is carried out by sweeping
the analyzed wavelength from 1200 to 1650 nm (with 2 nm steps) in order
to cover all the optical windows usually employed in optical communications
(from the O-band starting at 1260 nm to the L-band ending at 1625 nm [108]).
The model is the one chosen in the past sections and the main features are
displayed in table 6.2. The physical properties are similar to those considered
in [8] and [109].
Table 6.2: Details of the chosen modulator
Property Value
Intrinsic region width 600 nm
Slab height 70 nm
Slab width 1350 nm
Doping concentration 1018 − 1020 cm−3
Background doping (n type) 1013 cm−3
Voltage applied < 0.9 V
Ring radius 7.5 µm
When setting the MODE solver, however, a mistake has been made. With
such a large bandwidth it is necessary to fit the material properties over
several data points which are provided by Lumerical. Nonetheless, the fit
chosen was too demanding and as a result a clearly wrong function for the
imaginary part of the refractive index has been recovered, as shown in figure
6.43 (red square).
As a consequence, the data collected with reference to the imaginary
part of the refractive index is not accurate since it will mirror the ghost
resonance-like green curve (the real data points are the filled red squares
at the bottom of the graph), as can be seen in figure 6.44 (a), where some
values are surprisingly negative. At the same time, the error propagates in
the calculation of the group index as well (figure 6.44 (b)).
On the other hand, however, the real part of the refractive index (green
square in figure 6.43) is mostly correct except for a small lump around 1380
nm (where the huge resonance dip occurs in the case of the imaginary part).
In figure 6.45 (a) n is plotted against the wavelength and it decreases steadily,
as already pointed out in 3.4.2 (due to the rising overlap with the cladding).
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Figure 6.43: Material settings in MODE
(a) k versus wavelength (b) Group index versus wavelegnth
Figure 6.44: Wrong parameters extraction for different voltage levels
The result is similar to that of figure 6.40 (a), where the lesser overlap between
core and propagating mode leads to a decrease in the refractive index. A
comparison of the behavior can be made with [105], in which the same decline
of the refractive index with the wavelength is reported. In addition, in figure
(6.45) (b) the variation in the real part of the refractive index is plotted once
more with reference to different widths of the lateral slabs. As expected,
a small device results in a better modulation. However, with increasing
wavelength it is less effective, the reason being the same as the previous
case, that is, the minor ovelap between the light and the free carriers in the
waveguide.
The decrease of ∆n becomes steeper with longer wavelengths and this
conclusion is corroborated in figure (6.46), in which a differential analysis
similar to the one carried out in section (6.4.6) is performed. First, it has to
be pointed out that the oscillation is due to the misfit in the approximation
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(a) n for five bias levels, 1.35 µm wide slabs (b) Variation of n at 1.5 V, different widths
Figure 6.45: n and its varation versus wavelegth
of the refractive index and has therefore to be overlooked. Thereafter, it
can be seen that in the case of long wavelengths the improvement in the
refractive index is larger while increasing the frequency in comparison with
short wavelengths.
(a) 1.5 V applied (b) 2 V applied
Figure 6.46: Differential variation in n
6.4.8 Output spectrum
The ring modulator model of figure 6.47 is based on the parameters written
in section 6.2 and the radius considered is the same as section 6.4.4, that is,
7.5 µm.
The output spectrum is calculated based on formula (5.4) and is shown in
figure 6.48. The modulation is effective starting from 0.75 V, in which case
the resonant peak is not overlapping with the one that is observable when no
bias is applied. The ER is acceptable and since the diode is not fully turned
on there is no massive power consumption.
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Figure 6.47: Ring modulator
Figure 6.48: Output spectrum
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Chapter 7
Conclusion
7.1 Summary
In this thesis work an overview of the basic electromagnetic theory and
the main interactions between light and matter has been proposed, such
as Maxwell’s equations, light propagation, refractive index, interference, po-
larization and nonlinear effects. Particular focus has been given to waveguide
propagation, starting from Snell’s law and proceeding with an outline of mode
propagation, dispersion and coupling. Follows an introductory chapter about
modulators, in which the main parameters and modulation techniques are
presented. In particular, the phenomenon the simulation is focused on is the
plasma dispersion effect (free carrier concentration variation). Subsequently,
ring resonators are thoroughly explained in terms of structure, fabrication
processes, main parameters and applications, with focus on ring modulators
which are the object of the thesis.
Finally, the results obtained with Lumerical and MATLAB are shown in
chapter 5. First, the effective index method is used to evaluate how this
parameter changes with the structure of the waveguide. An increase of the
refractive index is discovered with increasing silicon area and for higher re-
fractive index claddings. The next step is the evaluation of the coupling
coefficient, which is related to the gap between the straight and bent waveg-
uide and their structure. In particular, it is found to increase with longer
radii and lower gaps, not to mention the presence of slabs which laterally
spread the optical pulse. Afterwards, the impact of the radius on the optical
loss has been studied. Notably, with decreasing bend radius the loss increases
due to the overlap with the cladding. This gain is lesser for radii of more
than 5 µm, below which it starts skyrocketing.
Finally, the ring modulator is optimized taking into account different
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factors:
• First, the impact of the width of the intrinsic region is evaluated. Large
widths correspond to lower modulation capabilities but at the same
time the loss is less pronounced. The optimal value thus found is 0.6
µm.
• Second, the height of the lateral slabs is considered. Bulky slabs allow
a larger interaction between doped areas and optical mode and, as a
result, they are preferable in terms of modulation efficacy. However,
the loss thus introduced is extremely high and therefore a trade-off
height of 70 nm has been chosen.
• Third, the optimization has been focused on the width of the lateral
slabs. Longer slabs result in a minor proximity with the electric con-
tacts and, as a consequence, they provide low currents and poor mod-
ulations. At the same time, however, the capacitance grows due to the
sheer size of the device. On the other hand, overly short slabs entail ex-
ceedingly high losses and therefore cannot be taken into consideration.
The optimal value has been set to 1.35 µm.
• Fourth, the doping concentration is analyzed. In particular, the dop-
ing profile has been changed from constant to a more realistic diffu-
sive. Low doping levels have been discarded since much improvement
could be achieved with only slightly more doped areas. However, at
high doping concentrations a flattening of the modulation efficiency
becomes clearly noticeable while the electrical properties keep steadily
worsening. The analysis of some important optical parameters has been
carried out as well. In particular, the optical spectrum becomes less
desirable with increasing doping while parameters mainly comprising
the refractive index variation, such as the modulation efficiency VpiL,
improve. Consequently, the optimal doping concentration chosen is
1020 cm−3 for the regions in close proximity to the electric contacts and
1018 cm−3 for the slabs in the vicinity of the optical waveguide.
• Fifth, the influence of the background doping (pepi) on the device pa-
rameters is taken into account. It is found that by increasing the doping
in the intrinsic region the modulation is more effective, especially in the
case of n doping, even though the result is almost negligible compared
to other effects.
• Sixth, the behavior of the device due to different bend radii is studied.
In particular, the effective index is seen to decrease with small radii
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since the radiation is further overlapping with the cladding which has
a lower refractive index. Moreover, small rings display a lower loss
when not biased. It is also important to point out that, when the ring
is small, there is more oscillation of the refractive index while varying
the radius, both for the real and the imaginary part. Therefore, once
a critical dimension is reached, not much can be gained in terms of
performance by increasing the radius.
• Lastly, a frequency analysis is carried out in order to investigate the
response of the device at different wavelengths. Unfortunately, a mis-
take has been made while fitting the material properties in Lumerical
and as a result the absorption curve is plainly wrong while the group
index shows an unrealistic resonance peak at certain frequencies. On
the other hand, the real part of the refractive index has been fit prop-
erly and shows a decrease of the refractive index and its variation with
increasing wavelength, with a steeper curve in the case of long wave-
lengths.
It has been found that low voltages (even less than 1 V) are already sufficient
to obtain a full modulation without jeopardizing other parameters such as
ER or causing an excess of current.
7.2 Future Works
In this thesis work no attention has been paid to thermal phenomena that
usually take place in any electronic device during operation. These parasitic
effects can be detrimental for the proper behavior of the apparatus since
they alter its electrical and optical properties. For instance, as pointed out
in 4.3.4, the temperature influences directly the refractive index, leading to
shifts of the output spectrum which can completely negate the modulation by
dephasing the optical wavelength from the ring resonance. As a consequence,
a careful analysis of the temperature dependence has to be carried out to
thoroughly investigate the operation of a ring modulator.
Furthermore, in [110] the authors present a new and improved version of
equations (4.8) and (4.9), which in the case of λ0 = 1550 nm read
∆n = −5.4× 10−22∆N1.011e − 1.53× 10−18∆N0.838h (7.1)
∆α = 8.88× 10−21∆N1.167e + 5.84× 10−20∆N1.109h (7.2)
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Therefore, the analysis should be carried through employing these two
relations instead of the old and outdated ones in order to obtain a more
accurate result.
Another possibility is to take advantage of the different behavior of the
carriers when it comes to light modulation (see figure 4.5) by designing asym-
metric devices in order to increase the contribution of the holes in the waveg-
uide. Hence, it would be possible to achieve a better and more efficient mod-
ulation of the driving signal, increasing the refractive index variation and
reducing the loss with respect to a traditional symmetric device.
Chapter 8
Appendix
8.1 App. A: Derivation of Gauss’ Law
Some common properties of vector calculus are:
∇ · (∇× a¯) = 0 ∀a¯ ∈ R3 (8.1)
∇×∇a = 0 ∀a ∈ R (8.2)
Stokes’ theorem states that (refer to figure 8.1 for a visual representation)

C
a¯ · dl¯ =

S
∇× a¯ · nˆ dS (8.3)
Where nˆ is a versor always orthogonal to the surface S. C is a closed line
that acts as a boundary for S.
Figure 8.1: Surface S with closed boundary curve C [111]
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Gauss’ theorem (divergence theorem) states that (refer to figure 8.2 for a
visual representation)

S
a¯ · nˆ dS =

V
∇ · a¯ dV (8.4)
Where nˆ is a versor always orthogonal to the surface.
Figure 8.2: Volume V bounded by closed surface S [112]
Given equations (2.1) and (8.1), one can write
∇ · (∇× e¯(r¯, t)) = ∇ · (−∂b¯(r¯, t)
∂t
) = − ∂
∂t
(∇ · b¯(r¯, t)) = 0
Therefore we can conclude that ∇ · b¯(r¯, t) = 0. Furthermore, following
Gauss’ theorem, it is

V
∇ · b¯(r¯, t) dV = 0 ⇐⇒

S
b¯(r¯, t) · nˆ dS
Meaning that any component for which b¯(r¯, t) · nˆ is positive is balanced
by a component for which the dot product is negative. As a consequence,
b¯(r¯, t) is said to be a solenoidal field whose field lines are closed [18].
Once again, because of the same property (8.1), we can write
∇ · (∇× h¯(r¯, t)) = ∇ · (∂d¯(r¯, t)
∂t
+ j¯(r¯, t)) =
∂
∂t
(∇ · d¯(r¯, t)) +∇ · j¯(r¯, t) = 0
Furthermore, the circulation of the current density can be written as

S
j¯(r¯, t) · nˆ dS = −∂QV (r¯, t)
∂t
Where QV is the total charge contained in the volume V . Moreover,
QV (r¯, t) =

V
ρV (r¯, t) dV is the integral of the electric charge density in the
volume, yielding (the volume is considered constant in time) [17]
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
S
j¯(r¯, t) · nˆ dS = − ∂
∂t

V
ρV (r¯, t) dV = −

V
∂
∂t
ρV (r¯, t) dV
By applying (8.4) to the left side of the equation we obtain

V
∇ · j¯(r¯, t) dV =

V
− ∂
∂t
ρV (r¯, t) dV
When the volume shrinks to a point we can infer that
∇ · j¯(r¯, t) = − ∂
∂t
ρV (r¯, t)
Obtaining again equation (2.4).
8.2 App. B: Plane wave derivation (generic
media)
A generic medium is a material for which the electrical conductivity is not
negligible (σ 6= 0) and therefore the phasor Maxwell’s equations (2.13) and
(2.14) read [17]
∇× E¯(r¯) = −iωµ0H¯(r¯) (8.5)
∇× H¯(r¯) = σE¯(r¯) + iωεE¯(r¯) + J¯(r¯) = iωεcH¯(r¯) + J¯(r¯) (8.6)
Where εc = ε− iσω is called complex permittivity (accounting for losses).
Moreover, the Laplacian operator ∇2 : R3 7→ R3 is defined as
∇2a¯ , ∇(∇ · a¯)−∇× (∇× a¯) (8.7)
We can further derive in the case of the electric field and σ 6= 0
∇× (∇× E¯(r¯)) = −iωµ0∇× H¯(r¯) = −iωµ0(iωεcE¯(r¯)) = ω2µ0εcE¯(r¯)
And
∇× (∇× E¯(r¯)) =
∇(∇ · E¯(r¯))−∇2E¯(r¯)
Where the canceled term is due to the fact that the source is not present
in the considered region of space [17].
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Combining the two lines above, one obtains again the Helmholtz equations
(2.17) and (2.18).
Furthermore, by writing
E¯(r¯) = Ex(r¯)xˆ+ Ey(r¯)yˆ + Ez(r¯)zˆ
With
Ei(r¯) = Ei(x, y, z) = Eoifx(x)fy(y)fz(z)
Obtained by virtue of separation of the variables, we have
∇2Ei(r¯) + ω2µ0εcEi(r¯) = 0 ∀i = x, y, z
∂2Ei(r¯)
∂x2
+
∂2Ei(r¯)
∂y2
+
∂2Ei(r¯)
∂z2
+ ω2µ0εcEi(r¯) = 0

Eoi
∂2fx(x)
∂x2
fy(y)fz(z) +
Eoi
∂2fy(y)
∂y2
fx(x)fz(z) +
Eoi
∂2f(z)
∂z2
fx(x)fy(y)+
+ ω2µ0εc
Eoifx(x)fy(y)fz(z) = 0
∂2fx(x)
∂x2
1
fx(x)
+
∂2fy(y)
∂y2
1
fy(y)
+
∂2f(z)
∂z2
1
fz(z)
= −ω2µ0εc
Since the right-hand term is a constant, the only possible solution is for
the three left-hand terms to be constants as well and not functions, such as
∂2fi(i)
∂i2
1
fi(i)
= s2i , i = x, y, z
Therefore we can state that
fi(i) = F
+
0ie
−si·i + F−oi e
si·i
s2x + s
2
y + s
2
z = −ω2µ0εc
With F+0i and F
−
0i integration constants depending on the source.
A possible solution, called plane wave solution, is given by
Ei(r¯) = E0ie
−sx·x−sy ·y−sz ·z = E0ie−s¯·r¯
E¯(r¯) = E¯0e
−s¯·r¯
As in chapter 2.1.2.
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8.3 App. C: Power balance (electromagnetic
field)
In the case of lossy media (εc = ε − iσω ) and starting from equations (8.5)
and (8.6), we can write
(∇× E¯(r¯)) · H¯∗(r¯) = −iωµ0H¯(r¯) · H¯∗(r¯) (8.8)
(∇× H¯(r¯))∗ · E¯(r¯) = (σE¯∗(r¯)− iωεE¯∗(r¯) + J¯∗(r¯)) · E¯(r¯) (8.9)
Where E¯(r¯) · J¯∗(r¯) [W/m3] is the power volume density, we obtain, after
subtracting the two equations (8.9)-(8.8)
(∇× H¯(r¯))∗ · E¯(r¯)− (∇× E¯(r¯)) · H¯∗(r¯) = σ|E¯(r¯)|2 − iωε|E¯(r¯)|2+
+ J¯∗(r¯)) · E¯(r¯) + iωµ0|H¯(r¯)|2
That is
−E¯(r¯) · J¯∗(r¯) = σ|E¯(r¯)|2 + iω(µ0|H¯(r¯)|2 − ε|E¯(r¯)|2) +∇ · (E¯(r¯)× H¯∗(r¯))
When considering a volume V and dividing by 2 to account for the power
nature of the components, the relation can be written as

V
(−E¯(r¯) · J¯
∗(r¯)
2
) ∂V =

V
σ|E¯(r¯)|2
2
∂V+iω

V
(
µ0|H¯(r¯)|2
2
−ε|E¯(r¯)|
2
2
) ∂V+
+

V
∇ · (E¯(r¯)× H¯
∗(r¯)
2
) ∂V
By employing relation (8.4)

V
(−E¯(r¯) · J¯
∗(r¯)
2
) ∂V 1○ =

V
σ|E¯(r¯)|2
2
∂V 2○ +
+ iω

V
(
µ0|H¯(r¯)|2
2
− ε|E¯(r¯)|
2
2
) ∂V 3○ +

SV
(
E¯(r¯)× H¯∗(r¯)
2
) · nˆ ∂SV 4○
(8.10)
Where
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• 1○ is the complex power generated by the source inside the volume;
• 2○ is the power dissipation due to Joule effect (active power);
• 3○ is the reactive power accumulated in the volume;
• 4○ is the complex power flowing through SV (the radiated power);
The active power balance reads
Re[

V
(−E¯(r¯) · J¯
∗(r¯)
2
) ∂V ] =

V
σ|E¯(r¯)|2
2
∂V +

SV
Re[(
E¯(r¯)× H¯∗(r¯)
2
)]·nˆ ∂SV
Where the left-hand term is always positive (it is a real generator) and
so is the Joule component. Consequently, the active radiated power can be
either positive or negative (depending on its relation with the surface).
The reactive power balance reads
Im[

V
(−E¯(r¯) · J¯
∗(r¯)
2
) ∂V ] = ω

V
(
µ0|H¯(r¯)|2
2
− ε|E¯(r¯)|
2
2
) ∂V+
+

SV
Im[(
E¯(r¯)× H¯∗(r¯)
2
)] · nˆ ∂SV
Where the right-most term represents the reactive irradiated power which
decays rapidly with the distance from the source (it is only present in the
so-called near field or Fresnel region) [17].
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