ABSTRACT
INTRODUCTION
The integro-differential equations (IDEs) have become progressively more important in numerical analysis for elaborating numerous problems of engineering and scientific fields, such as mechanics, physics, chemistry, astronomy, biology, potential theory, electrostatics, nanohydrodynamics and glass-forming processes (Kurt & Sezer 2008; Rashed 2003; Ren et al. 1999; Wang & Lin 2005; Yalçinbaş & Sezer 2000) . IDEs are functional equations that include an integral and derivatives of unknown function and they can be classified into Fredholm and Volterra types. In this paper, we focus on Fredholm types of first order integro-differential equations (IDEs) as follows (1) where K (x,t) g(x) and p(x) are known functions: λ is the real parameter; and y(x) is the unknown function to be determined. The conditions for the existence and uniqueness of the solution of such problems have been investigated by Agarwal (1983) and Morchalo (1975) .
In many application areas, it is necessary to use the numerical approach to obtain an approximation solution for solving the problem (1). Therefore to be solved by numerically, integral and differential parts in the problem (1) had to be discretized to generate the system of linear algebraic equations, which is the basic concept used by researchers. Recently, methods such as Taylor collocation (Karamete & Sezer 2002 ), quadrature-difference (Fedetov 2009 , Lagrange interpolation (Rashed 2003; Shahsaravan 2012) , Taylor polynomial (Yalçinbaş 2002), WaveletGalerkin (Avudainayagam & Vani 2000) , rationalized Haar functions (Maleknejad et al. 2004 ), Tau (Hosseini & Shahmorad 2003) and Generalised Minimal Residual (Aruchunan & Sulaiman 2010 ) methods have been studied in solving of the problem (1). In this paper, quarter-sweep iteration concept applied on discretization schemes and followed by Conjugate Gradient for Normal Residual (CGNR) (Barrett et al. 1993 ) in solving problem (1).
Profoundly, the proposed Quarter sweep iteration concept on CGNR is inspired by the concept of the half-sweep iterative method. In previous studies, this concept has been introduced by Abdullah (1991) via the explicit decoupled group (EDG) iterative method to solve two-dimensional Poisson equations. The basic idea of the half-sweep iteration is to reduce the computational complexities during iteration process, where it will only consider nearly half of all interior node points in a solution domain. Consequently, the applications of halfsweep iterative methods have been discussed in Abdullah and Ali (1996) , Sulaiman et al. (2004a) , , 2012a , 2012b , 2011a , Muthuvalu and Sulaiman (2011) and Muthuvalu et al. (2013) . In 2000, Othman and Abdullah extended the concept of halfsweep iteration by introducing the quarter-sweep iterative method via the modified explicit group (MEG) iterative method to solve two-dimensional Poisson equations. Further studies to verify the effectiveness of the quartersweep iterative methods have also been carried out (Aruchunan & Sulaiman 2011b; Aruchunan et al. 2014 Muthuvalu & Sulaiman 2011; Sulaiman et al. 2009 Sulaiman et al. , 2004b . Once again, the quarter-sweep iteration inherits the characteristic of half-sweep iteration in which its implementation process will consider approximately a quarter of all interior node points of the solution domain.
The outline of this paper is organized in following way. In the next section, the formulation of the full-, half-and quarter-sweep iteration concept on CS-FD approximation equations will be elaborated. The latter section of this paper, discussion on the formulations of the FSCGNR, HSCGNR and QSCGNR methods and several numerical experiments will be carried out to emphasise the performance of the proposed CG iterative methods. An analysis on computational complexity is discussed on the following section and the conclusion is provided in the last section.
DISCRETIZATION SCHEME BASED ON COMPLEXITY REDUCTION APPROCHES Figure 1 shows the finite grid networks in order to form the full-, half-and quarter-sweep concept on quadrature approximation equations. Based on Figure 1 , the full-, half-and quarter-sweep iterative methods will compute approximate values onto node points of type  only until the convergence criterion is reached. Next, other approximate solutions at remaining points (points of the different type  and ) are computed by using the direct method (Abdullah 1991; Othman & Abdullah 2000) .
DERIVATION OF QUARTER-SWEEP COMPOSITE
SIMPSON'S SCHEME Aforementioned in the first section, the integral term in (1) will be discretized by CS scheme based on quadrature method to construct an approximation equation. In general, the quadrature formula can be defined as follows: (2) where t j (j = 0, 1, …, n) are the abscissas of the partition points of the integration interval (a, b] or quadrature (interpolation) nodes. The standard simpson's in (2) will be modified by combining the half-and quarter-sweep iteration concepts as explained in this section. Therefore, the application of the half-and quarter-sweep iteration concepts, (2) can be illustrated as follows:
where the constant step size, h is defined as:
and n is the number of subintervals in the interval (0, 1). Meanwhile, the value of p corresponds to 1, 2 and 4 which represents the full-, half-and quarter-sweep cases, respectively.
DERIVATION OF QUARTER-SWEEP FINITE DIFFERENCE'S SCHEME
In order to discretize differential terms in (1), the finite difference methods are applied to form an approximation equation. Therefore, for node points i = 1, 2, n -1, the FIGURE 1. a), b) and c) shows the distribution of uniformly node points for the full-, half-and quarter-sweep cases, respectively central difference scheme is applied. The general form of the central difference scheme is as follows:
Nevertheless at the point x n , this work will propose the second order backward difference scheme as follows: (5) where is the size interval between nodes. Both (4) and (5) have the same order of the truncation error. However, the truncation error is mostly under our control because we can choose the number of terms from the expansion of Taylor series. In order to obtain the finite grid work network for formulation of the full-, half-and quarter-sweep finite difference approximation equations over (1), (4) and (5) need to be rewritten in general form as:
Again the value of p corresponds to 1, 2 and 4 which represents the full-, half-and quarter-sweep cases, respectively.
FIRST ORDER LINEAR FREDHOLM INTEGRO-DIFFERENTIAL EQUATIONS APPROXIMATION
In solving LFIDE in (1), combination of proposed discretization schemes (3) and (6) will be applied to the integral and differential parts, respectively, to form approximation equations. In general, formulation of the full-, half-and quarter-sweep approximation equations based on quadrature-difference method for LFIDE can be represented in the form as follows,
The linear system generated either by the full-, halfand quarter-sweep approximation equation can be simply shown as: (8) where, in which,
Obviously E is a dense and non-symmetric coefficient matrix.
FORMULATION OF CONJUGATE GRADIENT FOR NORMAL EQUATION (CGNR) METHOD
Apparently, the coefficient matrices for (1) are nonsymmetric dense matrix, thus the standard conjugate gradient (CG) iterative method does not work for this type of matrices. This is because, the CG algorithm is best known for solving symmetric positive definite linear systems (Barrett et al. 1993) . Therefore, to find a solution for the generated linear systems, (8) will be multiplied by the transpose of the coefficient matrix, E to form symmetric positive definite linear system as follows,
where, now the coefficient matrix E T E is symmetric positive definite and the linear system (9) is called as conjugate gradient normal equations (CGNR). The (9) can also be simplified as follows, (10) where, After convergence, additional calculations are required for proposed CGNR iterative methods to compute the remaining points. Therefore, average values are considered to calculate the remaining points as follows, i). Half-sweep case In order to evaluate the performances of the family of CGNR iterative methods described in the previous section, numerical experiments were carried out from two problems of linear Fredholm integro-differential equations. Both problems are classified as well posed equations.
Problem 1 (Kajani & Vencheh 2007):
Consider the type linear FIDE of first order (11) with initial condition y(0) = 0, and the exact solution is:
Problem 2 (Kajani & Vencheh 2007):
Consider the exponential type linear FIDE of first order (12) with initial condition: ii.
iii.
iv.
v.
vi.
iv. Check the convergence. If the converge criterion is satisfied, If the error of tolerance If go to Step 3. Otherwise, repeat the steps ii to vi until converges.
End
where its exact solution is given as:
To validate the efficiency of the method, three parameters are considered in numerical comparison such as number of iterations, execution time and maximum absolute error. As control comparison, standard or fullsweep conjugate gradient normal equations (FSCGNR) iterative methods is used as a control method. In addition, the results of standard Gauss-Seidel (GS) iterative method also presented to observe the performance and to demonstrate a broad analysis on the proposed method. All the simulations were implemented by a computer with processor Intel(R) Core(TM) 2 Duo CPU 2.4 GHz and the algorithms codes were written in C programming. Throughout the simulations, the convergence test considered the tolerance error, ε = 10 -10 and carried out on several different sizes on n. The numerical results of (1) and (2) have been recorded in Tables 1 and 2 , respectively. Table 3 shows percentage reduction for HSCGNR and proposed QSCGNR compared with FSCGNR. Based on the numerical results in Table 3 , the number of iterations has decreased nearly 50 and 75% corresponding to HSCGNR and QSCGNR, respectively, compared with FSCGNR. Whereas, the execution time has reduced in the range of 75 and 90% for HSCGNR and QSCGNR, respectively, associated to FSCGNR iterative method. In term of accuracy, the QSCGNR slightly decreased as mesh size increases compared with FSCGNR and HSCGNR. This is because, the remaining points calculation are carried out based on average values. However, the accuracy of proposed method for both problems is in good agreement compared with the other existing methods. the quarter-sweep iteration concept in association with the CGNE iterative method is superior and it has reduced the computational complexity significantly.
