Recently a blind source separation model was suggested for spatial data together with an estimator based on the simultaneous diagonalization of two scatter matrices. The asymptotic properties of this estimator are derived here and a new estimator, based on the joint diagonalization of more than two scatter matrices, is proposed. The limiting properties and merits of the novel estimator are verified in simulation studies. A real data example illustrates the method.
Introduction
There is an abundance of multivariate data measured at spatial locations s 1 , . . . , s n in a domain S d . Considering the spatial dependence when modelling such data is essential because measurements taken closer to each other tend to be more similar than measurements taken further apart. Hence, the spatial cross-covariance matrix C is crucial for such modelling. Let X(s) = {X 1 (s), . . . , X p (s)} T be a p-variate random field over the d-dimensional domain S d , where T denotes the transpose operator. The cross-covariance matrix functional is then C(s 1 , s 2 ) = cov{X(s 1 ), X(s 2 )} := {C i,j (s 1 , s 2 )} p i,j=1 .
In a recent extensive review, Genton and Kleiber (2015) discussed different approaches to define such functionals and gave a list of properties and conventions that they should verify. In this paper, we discuss isotropic fields which are both secondorder stationary and invariant under rotations. This means that the direction of the difference h = s 1 − s 2 does not matter and only the distance between the locations determines the covariances, i.e.
where · denotes the Euclidean norm. Such fields are very popular in practice as these working assumptions make methods more tractable.
As Genton and Kleiber (2015) pointed out, to create general classes of models with well-defined cross-covariance functionals is a major challenge. Multivariate spatial models are particularly challenging as many parameters need to be fitted, and in textbooks such as Wackernagel (2003) usually the following two popular models are described.
In the intrinsic correlation model it is assumed that the covariance matrix C(h) can be written as the product of the variable covariances and the spatial correlations:
for all lags h where T is a positive definite p × p matrix and ρ(h) a univariate spatial correlation function.
The more popular linear model of coregionalization is a generalization of the intrinsic correlation model, and the covariance matrix then has the form C(h) = r g=1 ρ g (h)T g , for some positive integer r ≤ p with all the ρ g 's being univariate spatial correlation functions and T g 's being positive definite p × p matrices often called coregionalization matrices. Hence with r = 1 this reduces to the intrinsic correlation model. The linear model of coregionalization implies a symmetric covariance matrix.
Estimation in the linear model of coregionalization is discussed in several papers. Goulard and Voltz (1992) focused on the coregionalization matrices using an iterative algorithm where the spatial correlation functions are assumed to be known. The algorithm was extended in Emery (2010) . Assuming Gaussian random fields, an expectation-maximisation algorithm was suggested in Zhang (2007) and a Bayesian approach was considered in Gelfand et al. (2004) .
Blind source separation is a general multivariate approach to construct models based on latent components with desirable properties. It was established as an independent component analysis for independent and identically distributed data and for stationary and non-stationary time series. Comon and Jutten (2010) and Nordhausen and Oja (2018) are general recent references. The goal in blind source separation is then to estimate the latent components which often allows a dimension reduction and to continue the analysis by fitting univariate models.
Recently Nordhausen et al. (2015) suggested a spatial blind source separation model where the latent components could be assumed to be uncorrelated or independent, allowing, for example, for univariate kriging, which is otherwise quite demanding in higher dimensions (Furrer and Genton, 2011) .
In this paper, in Section 2 we explain the spatial blind source separation model in detail and relate it to the coregionalization model. In Section 3 we derive the properties of the estimator suggested in Nordhausen et al. (2015) and in Section 4 we suggest a novel estimator and present its statistical properties. We demonstrate the theoretical properties and merits of the novel estimator in a simulation study in Section 5 and we conclude with a data example in Section 6. All proofs and technical details are collected in the Appendix.
2 Spatial blind source separation model Multivariate spatial models are often defined starting with their covariance function. In the spatial blind source separation model suggested in Nordhausen et al. (2015) it is more natural to start with the components. They proposed that the observed pvariate random field is a linear combination of p univariate random fields which are all uncorrelated; for convenience often the stronger assumption is made that the p random fields are independent.
Denoting the p unobservable random fields as Z(s) = {Z 1 (s), . . . , Z p (s)} T , the observable p-variate vector X(s) at a location s is a linear mixture of the underlying latent vector Z(s) X(s) = ΩZ(s),
where Ω is a p × p full rank mixing matrix with columns ω 1 , . . . , ω p . In the spatial blind source separation model, the following assumptions are made: Assumption 3. cov{Z(s 1 ), Z(s 2 )} = E{Z(s 1 )Z(s 2 ) T } = D(s 1 , s 2 ), where D is a diagonal matrix.
Assumption 1 is made for convenience and can easily be replaced by assuming a constant unknown mean (see Lemma A.2 in the Appendix). Assumption 2 says that the components of Z(s) are uncorrelated. Furthermore, it implies that the variances of the components of Z(s) are one, which prevents identifiability issues and comes without loss of generality. Assumption 3 says that there is also no spatial cross-dependence between the components. However, the model is not well-defined. The order of the latent fields and also their signs can be changed. This is common for all blind source separation approaches and is not considered as a problem in practice.
The goal in spatial blind source separation is to recover the latent p random fields and then work on them univariately. For centered intrinsic stationary fields, Nordhausen et al. (2015) suggested the use of some local covariance matrix:
In the following, we consider a more general class of functions f : R d → R called kernels and consider M (f ) = n −1 n i=1 n j=1 f (s i − s j )E{X(s i )X(s j ) T }. We denote by A k,l (resp. u k ) the (k, l) (resp. k) element of a matrix A (resp. vector u).
The problem in spatial blind source separation can be formulated as the search for a p×p unmixing matrix Γ such that ΓX(s) = Z(s), where the equality is up to signs and order of the components. Following Nordhausen et al. (2015) , an unmixing functional can be defined as Definition 1. For any function f : R d → R, the unmixing matrix functional Γ(f ) is defined as the functional which jointly diagonalizes M (f ) and M (f 0 ) in the following way
where Λ(f ) is a diagonal matrix with diagonal elements in decreasing order.
The unmixing matrix Γ(f ) can then be found using the generalized eigenvalueeigenvector theory and is well defined if the eigenvalues of
Remark 1. The covariance function C X (h) resulting from a spatial blind source separation model is always symmetric. It can be written also as
where ρ Z,g (h) is the correlation function of the gth component of Z and T g = C Z,g (0) −1 ω g ω T g = ω g ω T g with C Z,g (0) denoting the covariance function of the gth component of Z. Thus the model is a special case of the linear model of coregionalization with r = p and where all coregionalization matrices T g , g = 1, . . . , p, are rank one matrices.
Estimation and asymptotic properties
Let s 1 , . . . , s n be n observation points in S d . Consider the processes X(s) and Z(s) as defined previously with X(s) = ΩZ(s) where Ω is a full rank mixing matrix and suppose that Assumptions 1 to 3 hold. Consider a function f : R d → R and define a local covariance matrix estimator by
The covariance estimator is
Definition 2. The unmixing matrix estimator Γ(f ) jointly diagonalizes M (f 0 ) and M (f ) in the following way
Let cov{Z k (s i ), Z k (s j )} = K k (s i − s j ) = D(s i , s j ) k,k , where K k denotes the covariance function of Z k , for k = 1, . . . , p. Asymptotic results can be derived for the previous estimators assuming that Assumptions 1 to 3 hold together with the following assumptions:
Assumption 4. The coordinates Z 1 , . . . , Z p of Z are uncorrelated stationary Gaussian processes on R d ; Assumption 5. There exists a fixed ∆ > 0 so that, for all n ∈ N and, for all i = j, i, j = 1, . . . , n, s i − s j ≥ ∆; Assumption 6. There exist fixed A > 0 and α > 0 such that, for all x ∈ R d and, for all k = 1, . . . , p,
Assumption 7. There exist fixed A > 0 and α > 0 such that, for all x ∈ R d and, for all k = 1, . . . , p,
Assumption 5 implies that S d is unbounded as n → ∞, which means that we address the increasing-domain asymptotic framework (Cressie, 1993) .
Assumption 7 holds in particular for the function I(s = 0) and for the "ball" and "ring" kernels B(h)(s) = I( s ≤ h) with fixed h ≥ 0 and R(h 1 , h 2 )(s) = I(h 1 ≤ s ≤ h 2 ) with fixed h 2 ≥ h 1 ≥ 0.
Proposition 1 gives (i) the consistency of the estimator M (f ) and (ii) the joint asymptotic distribution of { M (f 0 ), M (f )}, where f satisfies Assumption 7. Proposition 2 gives the joint asymptotic distribution of the estimators Γ(f ) and Λ(f ). The asymptotic normality results are obtained by considering a metric d w generating the topology of weak convergence on the set of Borel probability measures on Euclidean spaces (see, e.g., Dudley (2002) , p. 393). In both propositions, we prove that the distance between the sequence of the estimators' distribution and some Gaussian random variable decreases to zero when n increases. The asymptotic variances are detailed in the Appendix.
Proposition 1. Suppose n → ∞ and Assumptions 1 to 6 hold and let f :
where N denotes the normal distribution and details concerning the matrix V (f, f 0 ) are given in the Appendix. Furthermore the largest eigenvalue of V (f, f 0 ) is bounded as n → ∞.
Taking f (s) = I( s ≤ h) with h > 0 in Proposition 1 gives the asymptotic properties of the method proposed in Nordhausen et al. (2015) .
For a matrix A with rows l T 1 , . . . , l T k , let vect(A) = (l T 1 , . . . , l T k ) T be the row vectorization of A and for a matrix A of size k × k, let diag(A) = (A 1,1 , . . . , A k,k ) T .
Remark 2. The previous proposition remains valid when centering the process X bȳ X = n −1 n i=1 X(s i ). Indeed, we prove in Lemma A.2 of the Appendix that the difference between the centered estimator and M (f ) is of order O p (n −1 ).
In the next proposition, we let L −T = (L −1 ) T for an invertible matrix L.
Proposition 2. Assume the same assumptions as in Proposition 1. Assume also that there exists δ > 0 so that for all n ∈ N, for every pair i = j, i, j = 1, . . . , p,
Assume also that the diagonal elements of Ω −1 M (f )Ω −T are in decreasing order. Let Q n be the distribution of
Then, we can choose Γ(f ) and Λ(f ) in Definition 2 so that when n → ∞
where details concerning the matrix F are given in the Appendix.
The performance of this estimator depends on the choice of M (f ) that should be chosen so that Λ(f ) has diagonal elements as distinct as possible. This is similar to the time series context as described in Miettinen et al. (2012) . To avoid this dependency in the time series context, the joint diagonalization of more than two matrices has been suggested (see, e.g., Belouchrani et al. (1997) ; Miettinen et al. (2014) ; Matilainen et al. (2015) ; Miettinen et al. (2016) ) and this concept will be applied to the spatial context in the following section.
4 Improving the estimation of the spatial blind source separation model by jointly diagonalizing more than two matrices Assume that we have scatter matrices V 0 , V 1 , . . . , V k which are p×p symmetric positive definite affine equivariant matrices in the sense that V i {AX(s) + b} = AV i {X(s)}A T , for all p × p full rank matrices A, all p-vectors b and all i = 0, . . . , k. Assume also that in the spatial blind source separation model under consideration, we have V i {Z(s)} diagonal for i = 0, . . . , k. Then the spatial blind source separation unmixing matrix estimation can be formulated via the following steps:
1. Calculate the standardized field X st (s) = V 0 {X(s)} −1/2 X(s);
2. Find the p × p orthogonal matrix U such that V i {U X st (s)} is diagonal for i = 1, . . . , k;
3. The unmixing matrix is then Γ = U V 0 {X(s)} −1/2 .
When k = 1, we recover the particular case of two matrices from Section 3 and the joint diagonalization can be exact. However, if k > 1, then for finite data, the joint diagonalization may be performed only approximately and the problem is usually formulated as
where off(A) is the matrix obtained by replacing the diagonal elements of A by zeros and A F is the Frobenius norm. From experience in time series blind source separation (see for example Miettinen et al., 2016) , usually the symmetrization of several matrices gives a better separation than those based on two matrices only. One of the main theoretical contributions of this paper is to provide an asymptotic analysis of the joint diagonalization of several matrices in the spatial context. Proposition 3. Suppose Assumptions 1 to 6 hold. Let k ∈ N be fixed. Let f 1 , . . . , f k : R d → R satisfy Assumption 7. Assume that there exists a fixed δ > 0 so that for all n ∈ N, for every pair i = j, i, j = 1, . . . , p, there exists l = 1, . . . , k such that
Then we can choose Γ so that Γ → Ω −1 in probability when n goes to infinity.
Proposition 4. Assume the same assumptions as in Proposition 3. Let ( Γ n ) n∈N be any sequence of p×p matrices so that for any n ∈ N,
Then, there exists a sequence of permutation matrices (P n ) and a sequence of diagonal matrices (D n ), with diagonal components in {−1, 1} so that the distribution Q n of n 1/2 (Γ n − Ω −1 ) withΓ n = D n P n Γ n , satisfies as n → ∞
The idea of joint diagonalization is not new in spatial data analysis. For example in ; ; Iaco et al. (2013) , in a model-free context, matrix variograms have been jointly diagonalized. However, the unmixing matrix was restricted to be orthogonal, which would therefore not solve the spatial blind source separation model.
Simulations
In the following we use simulated data to verify our asymptotic results and to compare the efficiencies of the different local covariance estimates under a varying set of spatial models. All simulations are performed in R (R Core Team, 2015) with the help of the packages geoR (Ribeiro Jr and Diggle, 2016) , JADE (Miettinen et al., 2017) , Rcpp (Eddelbuettel and François, 2011) and RcppArmadillo (Eddelbuettel and Sanderson, 2014) .
Convergence of the unmixing matrix estimator to the limit
We start with a simple simulation to establish the validity of the limiting distribution of the unmixing matrix estimator Γ(f ) for different kernels f and to obtain some preliminary comparative results between the proposed estimators. We consider a centered, three-variate spatial blind source separation model X(s) = ΩZ(s) where each of the three independent latent fields has a Matérn covariance function with (shape, range) parameters (κ, φ) ∈ {(6, 1.2), (1, 1.5), (0.25, 1)}, which correspond to the left panel in Figure 1 . We recall that the Matérn covariance (correlation) function is defined by
where κ > 0 is the shape parameter, φ > 0 is the range parameter and K κ is the modified Bessel function of the second kind. For simplicity, we use as the underlying point pattern the diamond-shaped grid with a varying radii m = 5, 10, . . . , 50, as depicted on the left-hand side of Figure 2 for m = 10. The number of locations as a function of the radius is n = 2m(m + 1) + 1.
As our spatial blind source separation estimators are affine equivariant, we consider without loss of generality the trivial mixing case Ω = I 3 . Any successful unmixing estimator Γ is thus assumed to satisfy Γ ≈ I p already for finite sample sizes (up to sign changes and row permutations). To account for the unidentifiability of the order and signs of the rows of Γ, we quantify our goal with the minimum distance index (Ilmonen et al., 2010b) ,
where C is the set of all matrices with exactly one non-zero element in each row and column. MDI measures how close its argument is to the identity matrix up to scaling, order and signs of its rows and 0 ≤ MDI( Γ) ≤ 1 with lower values indicating more efficient estimation. Moreover, for any Γ such that n 1/2 vect( Γ − I p ) → N (0, Σ) for some limiting covariance matrix Σ, the transformed index n(p−1)MDI( Γ) 2 converges to a limiting distribution k i=1 δ i χ 2 i where χ 2 1 , . . . , χ 2 k are independent chi-squared random variables with one degree of freedom and δ 1 , . . . , δ k are the k non-zero eigenvalues of the matrix,
where D p,p = p j=1 E jj ⊗ E jj and E jj is the p × p matrix with one as its (j, j)th element and the rest of the elements equal zero and ⊗ is the usual tensor matrix product.
In particular, the expected value of the limiting distribution is the sum of the limiting variances of the off-diagonal elements of Γ. This provides us with a useful singlenumber summary to measure the asymptotic efficiency of the method, the mean value of n(p − 1)MDI( Γ) 2 over several replications. Recall that the ball and ring kernels are defined as B(h)(s) = I( s ≤ h) and R(h 1 , h 2 )(s) = I(h 1 ≤ s ≤ h 2 ) for fixed h ≥ 0 and h 2 ≥ h 1 ≥ 0. We simulate 2000 replications of the field for each sample size n and estimate the unmixing matrix in each case with three different choices for the local covariance matrix kernels: B(1), R(1, 2) and {B(1), R(1, 2)}, where the argument s is dropped and the brackets {} denote the joint diagonalization of the kernels inside. The latent covariance functions in the upper half of Figure 1 show that the dependencies of the last two series die off rather quickly, and we would expect that already very local information is sufficient to separate the fields. Moreover, out of all one-unit intervals, the shapes of the three covariance functions differ the most from each other in the interval from 0 to 1 and we may reasonably assume that either B(1) or {B(1), R(1, 2)} will be the most efficient choice.
The mean values of n(p − 1)MDI( Γ) 2 over the 2000 replications are shown as the solid lines in Figure 3 with the dashed lines representing the limiting values towards which the means of the quantity are expected to converge (see Propositions 2 and 4). As evidenced in Figure 3 , this is indeed what occurs, with the sawtooth form most likely being an artefact of our highly geometric choice of a location pattern. Unsurprisingly, B(1) is the most efficient choice of kernel, in both the limit and for finite samples, and also surpasses the joint diagonalization of B(1) and R(1, 2) in efficiency. We also note that the joint use of the two kernels is more effective than using only the ring kernel R(1, 2), which does not utilize the interval (0, 1) where the largest differences in the shapes of the covariance functions lie.
The distribution. In Figure 4 we have plotted the estimated densities of n(p − 1)MDI( Γ) 2 (black lines) against the corresponding limiting densities (red lines) for all kernels and a few selected sample sizes. The density functions of the limiting distributions are estimated from a sample of 100,000 random variables drawn from the corresponding distributions. Overall, the two densities fit each other rather well for all kernels and especially for n = 221 (which corresponds to a diamond of radius m = 10). Apart from the peak, the fit is particularly good. This shows that the limiting distribution of n(p − 1)MDI( Γ) 2 is a good approximation of the true distribution already for very small sample sizes.
The effect of range on the efficiency
The second simulation explores the effect of the range of the latent fields on the asymptotically optimal choice of local covariance matrices. The comparison is made on the basis of "asymptotic efficiency", the expected value of the limiting distribution of n(p − 1)MDI( Γ) 2 using the asymptotic distribution given in Propositions 2 and 4, meaning that no randomness is involved in this simulation. We consider three-variate random fields X(s) = ΩZ(s), where Ω = I 3 and the latent fields have Matérn covariance functions with respectives shape parameters κ = 2, 1, 0.25 and a range parameter φ ∈ {1.0, 1.1, 1.2, . . . , 30.0}. The three covariance functions are shown for φ = 1 in the right panel of Figure 1 . The random field is observed at three different point patterns: diamond-shaped, rectangular and random (simulated once and held fixed throughout the study). The diamond-shaped point pattern has a radius of m = 30 and a total of n = 1861 locations while the rectangular point pattern has a "radius" of m = 15 with a total of n = 1891 locations. In both patterns the horizontal and vertical distance between two neighbouring locations is one unit and examples of the two pattern types are shown in Figure 2 with a radius m = 10. A rectangular pattern with "radius" m is defined to have the width 2m + 1 and the height m + 1. The random point pattern is generated simply by simulating n = 1861 points uniformly in the rectangle (−30, 30) × (−30, 30). These particular point patterns were selected for illustration as their sizes can be easily varied to incorporate different sample sizes. We consider a total of eight different local covariance matrices, B(r), R(r − 1, r) for r = 1, 3, 5, and the joint diagonalizations of the previous sets:
The results of the simulation are displayed in Figure 5 where the two joint diagonalizations are denoted by having value "J" as the parameter r. Recall that the lower the value on the y-axis, the better that particular method is at estimating the three latent fields. The relative ordering of the different curves is very similar across all three plots, and it seems that the choice of the location pattern does not have a large effect on the results. In all the patterns the local covariance matrices with either r = 1 or r = 3 are the best choices for small values of the range φ but they quickly deteriorate as φ increases. The opposite happens for the local covariance matrices with r = 5; they are among the worst for small φ and relatively improve with increasing φ. The joint diagonalization-based choices fall somewhere in between and are never the best nor the worst choice. However, they yield performance very close to the best choice in the right end of the range-scale and are close to the optimal ones in the left end. Thus, their use could be justified in practice as the "safe choice". Comparing the two types of local covariance matrices, balls and rings, we observe that in the majority of cases the rings prove superior to the balls.
Efficiency comparison
To compare a larger number of local covariance matrices and their combinations, we simulate three-variate random fields X(s) = ΩZ(s), where Ω = I 3 and the latent fields have Matérn covariance functions with the shape parameters κ = 6, 1, 0.25 and the range parameter φ = 20 (in kilometers), see the left panel of Figure 1 . We consider two different, fixed location patterns fitted inside the map of Finland, see Figure 6 . The first location pattern has the locations drawn uniformly from the map and the second location pattern is drawn from a west-skew distribution. Both patterns have a total of n = 1000 locations and to better distinguish the scale we have added three concentric circles with the respective radii of 10, 20, and 30 kilometers in the empty area of the skew map. We simulate a total of 2000 replications of the above scheme (with the fixed maps). In each case we compute the minimum distance index values MDI of the estimates obtained with the local covariance matrix kernels B(r), R(r − 10, r), G(r), where r = 10, 20, 30, 100, and the joint diagonalization of each of the three quadruplets The mean minimum distance index values for the 15 estimators are plotted in Figure 7 and show that for both maps and all local covariance types, increasing the radius yields more accurate separation results all the way up to r = 30, whereas for r = 100 the results again worsen. This observation shows that when using a single local covariance matrix the choice of the type and the radius are especially important, most likely requiring some expert knowledge on the study. However, this problem is completely averted when we use the joint diagonalization of several matrices. For both maps and all local covariance types the joint diagonalization produces results very comparable to the best individual matrices, even though the joint diagonalizations also include the "bad choices", r = 10, 20, 100. We also observed similar behaviour in the first and second simulation studies where, in the absence of knowledge on the optimal choice, the joint diagonalization proved a middle ground between the best and worst choices. Thus, we recommend the use of the joint diagonalization of scatter matrices with a sufficiently large variation of radii for the kernels.
Finally, a comparison between the two maps reveals that the relative behaviour of the estimators is roughly the same in both maps but the estimation is generally more difficult in the skew map (the minimum distance index values are on average higher). This is explained by the large number of isolated points which contribute no information to the estimation of the local covariance matrices, making the sample size essentially smaller than n = 1000.
Data application
To illustrate the benefit of jointly diagonalizing more than two scatter matrices from a practical point of view, we reconsider the moss data from the Kola project which is 
Local covariance matrix n(p − 1)MDI(Γ) 2 Figure 7 : The results of the efficiency study. On the left the results for the uniform sampling design and on the right for the skew design. (Filzmoser, 2015) and described in Reimann et al. (2008) , for example. The data consists of 594 samples of terrestrial moss collected at different sites in north Europe on the borders of Norway, Finland and Russia. The amount of 31 chemical elements found in the moss samples was already used as a spatial blind source separation example in Nordhausen et al. (2015) where the covariance matrix and B(50) were simultaneously diagonalized. The radius of 50 kilometers was carefully chosen by a subject expert in that analysis and considered best compared to several other radii not mentioned there. The analysis found six meaningful components, which could be used to distinguish underlying natural geological patterns from environmental pollution patterns. For the analysis we follow the same data preparation steps as in Nordhausen et al. (2015) and then compute several competing spatial blind source separation estimates. Using these methods, we identify the six components with the highest correlations (in absolute values) with respect to the six main components identified in Nordhausen et al. (2015) . The different competing estimators and their components' correlations to the components of the standard are given in Table 1 . The table shows that when using only two scatters (Estimators 1, 2, 3) , some components cannot be easily found. However, when jointly diagonalizing more than two scatters the results are more stable and less dependent on the chosen distances of the scatters (Estimators 4, 5).
A Appendix
Proposition 1, (i) and (ii), correspond to Propositions A.1 and A.2 in the Appendix. Proposition 2 corresponds to Proposition A.4 in the Appendix. Finally, Propositions 3 and 4 follow directly from Proposition A.8 in the Appendix.
A.1 General results
Recall that d ∈ N and p ∈ N are fixed. Z 1 , . . . , Z p are p independent stationary Gaussian processes on R d with zero mean functions, unit variances and covariance functions K 1 , . . . , K p . We have Z = (Z 1 , . . . , Z p ) T and X = (X 1 , . . . , X p ) T = ΩZ with Ω a fixed invertible p × p matrix.
Let s 1 , . . . , s n be the n observation points in S d and let f be a kernel function from R d into R. We recall
and
Let |x| = max i=1,...,m |s i | be the sup norm for x ∈ R m . Since this norm is equivalent to the Euclidian norm, Assumptions 5 to 7 are equivalent to the following conditions. Condition A.1. There exists a fixed ∆ > 0 so that for all n ∈ N and for all a = b, a, b ∈ {1, . . . , n}, |s a − s b | ≥ ∆.
Condition A.2. There exist a fixed A < +∞ and α > 0 so that for all s ∈ R d and for all k = 1, . . . , p,
Condition A.3. There exist a fixed A < +∞ and α > 0 so that for all s ∈ R d and for all k = 1, . . . , p,
For a matrix M , denote by M i,j the element from the i-th row and the j-th column of M . For a vector V n or a matrix M n , denote by [V n ] i the i-th element of V n and by [M n ] i,j the element from the i-th row and the j-th column of M n . The singular values of a n × n matrix M are denoted by ρ 1 (M ) ≥ · · · ≥ ρ n (M ) ≥ 0 and, in the case when M is symmetric, the eigenvalues are denoted by λ 1 (M ) ≥ · · · ≥ λ n (M ). The spectral norm is given by ρ 1 (M ) and M 2 F = i,j |M i,j | 2 denotes the Frobenius norm. For a sequence of random variables X n , we write X n = o p (1) when X n converges to 0 in probability as n → ∞ and we write X n = O p (1) when X n is bounded in probability as n → ∞. Let e i (k) be the i-th base column vector of R k . Let y be the np × 1 vector defined by y (i−1)p+j = X j (s i ), for i = 1, . . . , n, j = 1, . . . , p.
Lemma A.1. Under Conditions A.1 and A.2, there exists a finite constant C < +∞ so that for all n ∈ N,
Proof. Let ψ a denote the ath row of Ω. We have
from Condition A.2. Note also that λ 1 {cov(y)} = λ 1 {cov(ỹ)} whereỹ is the np × 1 vector defined byỹ (j−1)n+i = X j (s i ) for i = 1, . . . , n, j = 1, . . . , p. Hence, the lemma is a direct consequence of Lemma 6 in Furrer et al. (2016) .
The next theorem provides a general multivariate central limit theorem for quadratic forms of Gaussian vectors. It extends standard central limit theorems in spatial statistics (see, e.g., Bachoc (2014) or Istas and Lang (1997) ) by allowing cases where the sequence of covariance matrices is non-converging or asymptotically singular. The full proof is given for self-consistency, although some of the arguments have appeared previously.
Theorem A.1. Let (y n ) be a sequence of n-dimensional centered Gaussian vectors. Let R n be the covariance matrix of y n . Assume that for all n, λ 1 (R n ) ≤ A where A is a fixed finite constant. Let k ∈ N be fixed and let (M 1,n ), . . . , (M k,n ) be k sequences of deterministic n × n symmetric matrices. Assume that for i = 1, . . . , k, for n ∈ N,
Let r n be the k-dimensional vector defined for i = 1, . . . , k, by
Let V n be the k × 1 vector defined for 1 ≤ i ≤ k, by
Let Q n be the probability measure of n 1/2 (V n − r n ) on R k . Let N (0, Σ n ) be the Gaussian distribution on R k with mean vector 0 and covariance matrix Σ n . Let d w denote a metric generating the topology of weak convergence on the set of Borel probability measures on R k ; for specific examples see the discussion in Dudley (2002) p. 393. Then we have, for n → ∞,
Proof. Assume that d w {Q n , N (0, Σ n )} → 0 when n → ∞. Then there exists > 0 fixed and a subsequence n m so that
Hence, we see that Σ nm is a non-negative matrix, and, from the assumptions on (R nm ) and
Hence, by compacity, and up to extracting a further subsequence, we can assume that r nm → r and Σ nm → Σ when n m → ∞. One can show simply that d w {N (0, Σ nm ), N (0, Σ)} → 0 when n m → ∞. Hence, when n m → ∞,
Let a 1 , . . . , a k ∈ R be fixed. Then, let z nm = R −1/2 nm y nm , S nm = P nm D nm P T nm with diagonal D nm and P nm P T nm = I nm and let ξ nm = P T nm z nm . Observe that z nm and ξ nm follow the N (0, I nm ) distribution. We have
Hence
If k i,j=1 a i a j Σ i,j = 0 when n m → ∞, then k i,j=1 a i a j [Σ nm ] i,j → 0. Hence, 2n −1 m Tr(S 2 nm ) → 0 and so var(W nm ) → 0. Hence W nm → N (0, 0) = N (0, k i,j=1 a i a j Σ i,j ) in distribution when n m → ∞. Now, if k i,j=1 a i a j Σ i,j > 0, one can show from the Lindeberg-Feller central limit theorem that when n m → ∞, W nm → N (0, k i,j=1 a i a j Σ i,j ) in distribution (see also Lemma 2 in Istas and Lang (1997) ).
Hence, since both of the above-considered convergences in distribution hold for any a 1 , . . . , a k , we have, by Cramér-Wold theorem, that when n m → ∞, n m 1/2 (V nm − r nm ) → N (0, Σ) in distribution. This is in contradiction with (3). Hence when n → ∞ d w {Q n , N (0, Σ n )} → 0.
A.2 Asymptotics when diagonalizing two matrices
The next proposition gives the consistency of M (f ). Proof. Clearly E{ M (f )} = M (f ). Let k, l ∈ {1, . . . , p} be fixed. In order to prove the proposition, it is sufficient to show that when n → ∞, var{ M (f ) k,l } → 0.
We have,
Let T k,l (f ) be the np×np matrix, that we see as a block matrix composed of n 2 blocks of sizes p 2 , and with block i, j equal to f (s i − s j )(1/2){e k (p)e l (p) T + e l (p)e k (p) T }. With this notation,
The largest singular value of T k,l (f ) is bounded as n → ∞. Indeed, from Gershgorin's circle theorem, ρ 1 {T k,l (f )} is no larger than max i=1,...,np np j=1 |T k,l (f ) i,j |. This maximum is no larger than max i=1,...,n n j=1 |f (s i − s j )|. This last quantity is bounded as n → ∞ from Condition A.3 and Lemma 4 in Furrer et al. (2016) .
with λ 1 {cov(y)} ≤ C from Lemma A.1.
The next proposition is a corollary of Theorem A.1 and gives the asymptotic normality of M (f ).
Proposition A.2. Let, for k, l = 1, . . . , p and f : R d → R, T k,l (f ) be defined as in the proof of Proposition A.1. Let R = cov(y) and let Σ(f ) be the p 2 × p 2 matrix defined by, for i = (s − 1)p + t and j = (u − 1)p + v, with s, t, u, v ∈ {1, . . . , p},
Define, for g : R d → R, Σ(f, g) as the p 2 × p 2 matrix defined for i = (s − 1)p + t and j = (u − 1)p + v, with s, t, u, v ∈ {1, . . . , p} by
.
Assume that Conditions A.1 and A.2 hold. Let f 1 , f 2 :
Proposition 1(ii) is a direct corollary of Proposition A.2 with f 1 = f and f 2 = f 0 . Moreover, Proposition A.2 gives details concerning the matrix V (f 1 , f 2 ).
Proof. Let a, b ∈ {1, . . . , p}. We have seen in the proof of Proposition A.1 that for r = 1, 2,
Furthermore, we have, from Lemma A.1 and the proof of Proposition A.1, that λ 1 (R) and ρ 1 {T a,b (f r )} are bounded as n → ∞. Hence, the proposition is a consequence of Theorem A.1. Finally,
Recall that vect(M ) = (l T 1 , . . . , l T k ) T where l T 1 , . . . , l T k are the k rows of a matrix M . We let D(k) = {1 + (i − 1)(k + 1); i = 1, . . . , k}. Also {vect(M ) i ; i ∈ D(k)} = {M i,i ; i = 1, . . . , k}. LetD k = {1, . . . , k 2 }\D k . Also {vect(M ) i ; i ∈D(k)} = {M i,j ; i, j = 1, . . . , k, i = j}. For a ∈ {1, . . . , k 2 }, let I k (a) and J k (a) be the unique i, j ∈ {1, . . . , k} so that a = k(i − 1) + j. For i ∈ {1, . . . , k}, let d k (i) = 1 + (i − 1)(k + 1) and note that {vect(M ) d k (i) ; i = 1, . . . , k} = {M i,i ; i = 1, . . . , k}. For a matrix M of size k × k, recall that diag(M ) = (M 1,1 , . . . , M k,k ) T .
Let D 0 = D(0, 0) = I p and let
Let f : R d → R satisfy Condition A.3. Let λ 1 > . . . > λ p be the diagonal elements of D(f ), that we assume to be two-by-two distinct for all n ∈ N.
Proposition A.3. Let A be the p 2 × p 2 matrix defined by
otherwise.
Let B be the p 2 × p 2 matrix defined by
Let C be the p × p 2 matrix defined by
Let D be the p × p 2 matrix defined by
Assume that when n → ∞, lim inf(min i =j |λ i − λ j |) > 0. Then, with probability going to one as n → ∞, there exist two sequences of random matrices Γ{ D 0 , D(f )} and Λ{ D 0 , D(f )}, satisfying Definition 2 with M (f 0 ), M (f ) replaced by D 0 , D(f ) and such that, as n → ∞,
Proof. From Proposition A.1, with probability going to one, the eigenvalues of D(f ) are two-by-two distinct. In the rest of the proof, we set ourselves on the event when this is the case. Then, let Γ = Γ{ D 0 , D(f )} and Λ = Λ{ D 0 , D(f )} for which Λ 1,1 ≥ · · · ≥ Λ p,p and p j=1 Γ i,j ≥ 0, for i = 1, . . . , p.
Let
Assume that T 1 − T 2 → 0 in probability when n → ∞. Then there exist > 0 and a subsequence n m → ∞ so that along n m
One can show, as for the proof of Proposition A.1, that lim sup λ 1 {D(f )} < +∞ when n → ∞. Hence, up to extracting a further subsequence, we can assume that when n m → ∞, D(f ) → D ∞ (f ), where D ∞ (f ) has two-by-two distinct, decreasing, eigenvalues.
From Lemma 4.3 in Sun and Sun (2002) 
is diagonal and goes to D ∞ (f ) in probability and so that U nm → I p in probability when n m → ∞. Hence, U nm D −1/2 0 , Λ nm satisfies (4) asymptotically, so that it must coincide with Γ and Λ asymptotically . Indeed, any other matrix obtained by permuting or changing the signs of the rows of Γ and Λ cannot satisfy (4) asymptotically. Hence we have finally obtained Γ → I p and | Λ − D(f )| → 0 in probability when n m → ∞.
The rest of the proof is similar to those given in Ilmonen et al. (2010a) and Miettinen et al. (2012) . By definition of Γ and Λ, we have
Also, from Proposition A.2 (taken in the case Ω = I p ), we have n m
This then yields
This is in contradiction with (5), by definition of A, B, C and D. Hence the proof is finished.
Proposition A.4. Assume the same conditions as in Proposition A.3. Let
LetM Ω −1 be the matrix of size (p 2 + p) × (p 2 + p) defined bȳ
Let Q n be the distribution of X n . LetṼ (f ) be as V (f 0 , f ) in Proposition A.2 but where R is replaced by cov(z) where z is the np × 1 vector defined for i = 1, . . . , n, j = 1, . . . , p, by z (i−1)p+j = Z j (s i ). Let
Then, we can choose Γ{ M 0 , M (f )}, Λ{ M 0 , M (f )} so that when n → ∞,
with probability going to one, Γ{ M 0 , M (f )}, Λ{ M 0 , M (f )} exist and can be chosen so that
and so that Γ{ D 0 , D(f )}, Λ{ D 0 , D(f )} satisfy the last display of Proposition A.3. Hence, by definition ofM Ω −1 we have
SinceM Ω −1 is fixed, we have, from Proposition A.3,
Hence the proof is concluded.
A.3 Asymptotics when diagonalizing more than two matrices
Assume that there exists a fixed δ > 0 so that for all n ∈ N, for every pair i = j, i, j = 1, . . . , p, there exists l = 1, . . . , k such that
Then we can choose Γ so that Γ → I p in probability when n → ∞.
Proof. Let, for U a p × p orthogonal matrix with rows u T 1 , . . . , u T p ,
j(u p ) 2 j and for i = 1, . . . , p,
We observe that any orthogonal matrix can be obtained from a matrix in E 0 , by row permutation and row multiplication by 1 or −1. Hence, for any n, there exists U so that U ∈ arg max U ∈E0 g(U ) and U D −1/2 0 satisfies (6). We now aim at showing that U → I p in probability as n → ∞, which will conclude the proof since D 0 → I p in probability. Assume that this is not the case. Then, there exists > 0 and a subsequence (n m ) m∈N so that for all m ∈ N and along n m
The matrices D(f 1 ), . . . , D(f l ) are bounded (this can be shown as in Proposition A.1). Hence, by compacity, up to extracting a further subsequence, we have that (7) holds along n m and, as m → ∞ and along n m ,
We have, from Proposition A.1 and as observed in Miettinen et al. (2016) , that, as m → ∞ and along n m , sup
in probability as m → ∞. Hence, using a standard M-estimator argument and because E 0 is compact, if the unique maximum of g ∞ on E 0 is I p , we obtain that, as m → ∞ and along n m , U → I p in probability. This is contradictory to (7). Hence, to conclude the proof, it suffices to show that the unique maximum of g ∞ on E 0 is I p . We have
We next show that the identity matrix I p is the unique maximizer of g ∞ in E 0 . To see this, consider an arbitrary orthogonal matrix U which maximizes g ∞ . From (8) we see that U T D ∞ (f l )U is a diagonal matrix for all l = 1, . . . , k. Then, by its non-singularity, the matrix U must have a column with a non-zero first element. Call the first (from the left) such column of U by u. We show that all other elements of u must be zero. By the previous, u is an eigenvector of all D ∞ (f l ) and we have,
for some eigenvalues ψ l ∈ R, l = 1, . . . , k. Assume then that u has a second non-zero element at some arbitrary position q = 1, meaning that both u 1 , u q = 0. Then we write D ∞ (f l ) 1,1 u 1 = ψ l u 1 and D ∞ (f l ) q,q u q = ψ l u q , for all l = 1, . . . , k, which in turn implies that D ∞ (f l ) 1,1 = D ∞ (f l ) q,q for all l = 1, . . . , k. By a continuity argument, this is a contradiction with the assumptions of the proposition. As the choice of q was arbitrary, the only non-zero element in u is the first. Repeating now the same reasoning for other elements besides the first, we observe that each column of the maximizer U must have a single non-zero element, and by its orthogonality we have U = P D for some permutation matrix P and some diagonal matrix D with diagonal components in {−1, 1}. The only matrix of that form belonging to E 0 is I p and thus, for all U ∈ E 0 with U = I p , we have g(U ) < g(I p ).
Proposition A.6. Assume the same setting and conditions as in Proposition A.5. For a diagonal matrix Λ, let Λ r = Λ r,r . Let A 0 , A 1 , . . . , A k and B be p 2 × p 2 matrices defined by
Then, as n → ∞, there exists Γ satisfying (6) so that
Proof. Let Γ satisfy (6) and Γ → I p in probability when n → ∞ (the existence follows from Proposition A.5). The proof of the proposition heavily follows the proofs of ii) in Theorem 2 of Miettinen et al. (2016) and Theorem 3 in Virta et al. (2018) and as such, we present below only some key steps. From Proposition A.2 (taken in the case Ω = I p ), we have n 1/2 ( D 0 − I p ) = O p (1) and n 1/2 { D(f l ) − D(f l )} = O p (1), for all l = 1, . . . , k. By a continuity argument and our assumptions, we further have D(f 1 ) → D ∞ (f 1 ), . . . , D(f k ) → D ∞ (f k ) such that the limit matrices satisfy: there exists a fixed δ > 0 so that for every pair i = j, i, j = 1, . . . , p, there exists l = 1, . . . , k such that |D ∞ (f l ) i,i − D ∞ (f l ) j,j | ≥ δ. [The previous convergence holds up to extracting a subsequence. We omit this step in this proof for concision, but see the proof of Proposition A.3.] Finally, the rotation U so that Γ = U D −1/2 0 also satisfies U → I p in probability.
Then, as in Virta et al. (2018) , the maximization problem, and Diag(M ) is equal to the square matrix M but with its off-diagonal elements set to zero. Linearizing the estimating equations asymptotically and vectorizing, we arrive at the following form,
where K is the p 2 ×p 2 commutation matrix satisfying K 2 = I p , √ n F = 
Summing (9) and (10), we obtain,
where
D l ⊗ D l }K] + I p + K in probability, where we use the notation D l = D ∞ (f l ), l = 1, . . . , k. Using the fact that K(A ⊗ B)K = B ⊗ A for any conformable matrices A, B, we get the alternative form,
Continuing as in Virta et al. (2018) , each diagonal element of U has a corresponding where d la is the ath diagonal element of D l . The inverse of the sub-matrix is
showing that A is invertible as by our assumptions k l=1 (d la −d lb ) 2 = 0 for all distinct pairs a, b = 1, . . . , p. Thus, by Slutsky's theorem, we obtain from (11) that,
showing that, √ n( U − I p ) = O p (1). Consequently, also √ n( Γ − I p ) = O p (1). Finally, we next proceed as in the proof of ii) in Theorem 2 of Miettinen et al. (2016) to obtain that, as n → ∞, n 1/2 ( Γ i,i − 1) = −(1/2)n 1/2 ( D 0,i,i − 1) + o p (1) and for i = j,
Hence, the proposition follows from the definition of A 0 , A 1 , . . . , A k , B.
Proposition A.7. Assume the same settings and conditions as in Proposition A.5. Let Σ(f, g) be as in Proposition A.2 with R replaced by cov(z) where z is the np×1 vector defined by, for i = 1, . . . , n, j = 1, . . . , p, z (i−1)p+j = Z j (s i ). Let f 0 (x) = 1 {x=0} . LetṼ (f 1 , . . . , f k ) be the (k + 1)p 2 × (k + 1)p 2 matrix, composed of (k + 1) 2 blocks of sizes p 2 × p 2 with block (i + 1), (j + 1) equal to Σ(f i , f j ) for i, j = 0, . . . , p.
Let E be the p 2 × (k + 1)p 2 matrix defined by E = B(A 0 , A 1 , . . . A k ) (notation of Proposition A.6). Let M Ω −1 be as in Proposition A.4 and let F = M Ω −1 EṼ (f 1 , . . . , f k )E T M T Ω −1 .
Then, Γ = Γ{ M 0 , M (f 1 ), . . . , M (f k )} satisfying (6) (with D 0 , D(f 1 ), . . . , D(f k ) replaced by M 0 , M (f 1 ), . . . , M (f k )) can be chosen so that, with Q n the distribution of n 1/2 ( Γ − Ω −1 ), we have as n → ∞ d w {Q n , N (0, F )} → 0.
Proof. The proof is the same as that of Proposition A.4. In particular, for Γ{ D 0 , D(f 1 ), . . . , D(f k )} satisfying (6), the matrix Γ{ D 0 , D(f 1 ), . . . , D(f k )}Ω −1 satisfies (6) (with D 0 , D(f 1 ), . . . , D(f k ) replaced by M 0 , M (f 1 ), . . . , M (f k )).
Proposition A.8. Assume the same settings and conditions as in Proposition A.5. Let ( Γ n ) n∈N be any sequence of p×p matrices so that for any n ∈ N, Γ n = Γ n { M 0 , M (f 1 ), . . . , M (f k )} satisfies (6) (with D 0 , D(f 1 ), . . . , D(f k ) replaced by M 0 , M (f 1 ), . . . , M (f k )). Then, there exists a sequence of permutation matrices (P n ) and a sequence of diagonal matrices (D n ), with diagonal components in {−1, 1} so that, withΓ n = D n P n Γ n , the sequence (Γ n ) satisfies the conclusions of Proposition A.5, with the limit I p replaced by Ω −1 , and of Proposition A.7.
Then E( q ) = 0 and var( q ) = n −2 n i=1 n k=1
( n j=1 f i,j )( n j=1 f k,j )cov{X q (s i ), X q (s k )}. as before. Hence q = O p (n −1/2 ). Also, we have seen above that n −1 n i=1 n j=1 |f i,j | is bounded. Hence, from (12), we conclude the proof of the lemma.
From Condition

