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Abstrakt: Markovske´ bodove´ procesy su´ modely bodovy´ch procesov so vza´-
jomny´m poˆsoben´ım bodov. Tieto modely su´ konsˇtruovane´ uvazˇovan´ım husto-
ty bodove´ho procesu vzhl’adom k Poissonove´mu procesu a pridan´ım urcˇity´ch
podmienok zaist’uju´cich markovsku´ vlastnost’. Prva´ cˇast’ sa zaobera´ za´klad-
ny´mi defin´ıciami ty´kaju´cimi sa bodovy´ch procesov, Poisonovy´m procesom
a procesmi dany´mi hustotou. Druha´ cˇast’ obsahuje markovske´ bodove´ pro-
cesy a v tretej cˇasti su´ simula´cie markovsky´ch bodovy´ch procesov meto´dou
Markov Chain Monte Carlo. Pra´ca je ukoncˇena´ simula´ciou Straussovho pro-
cesu.
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Abstract: Markov point processes are models for point processes with inter-
acting points. Such models are constructed by considering a density for a
point process with respect to a Poisson process and imposing certain condi-
tions ensuring Markov property. The first part deals with basic definitions
for point processes, Poisson’s point process and point processes with density.
The second part is concerned about Markov point processes and in the third
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Keywords: Poisson point process, Markov point process, Markov Chain Mon-
te Carlo
4
Kapitola 1
U´vod do bodovy´ch procesov
1.1 Defin´ıcia bodove´ho procesu
Bud’ Bd syste´m borelovsky´ch podmnozˇ´ın Rd a Bd0 bud’ syste´m omedzeny´ch
borelovsky´ch mnozˇ´ın. Dˇalej zaved’me mnozˇinu loka´lne konecˇny´ch konfig-
ura´cii Nlf = {x ⊆ Rd : n(xB) < ∞, ∀B ⊆ Rd, B omedzena´}, kde pre kazˇdu´
podmnozˇinu x ⊆ Rd znacˇ´ı symbol n(x) mohutnost’ mnozˇiny x a xB = x∩B.
Na Nlf moˆzˇeme zaviest’ σ-algebru na´sleduju´cim spoˆsbom:
Nlf = σ({x ∈ Nlf : n(xB) = m} : B ∈ Bd0, m ∈ N0).
Defin´ıcia 1.1.1. Bodovy´ proces X je meratel’ne´ zobrazenie z pravdepodob-
nostne´ho priestoru (Ω,A,P) do (Nlf ,Nlf).
Rozdelenie PX bodove´ho procesu X je pre F ∈ Nlf
PX(F ) = P ({ω ∈ Ω : X(ω) ∈ F}).
Defin´ıcia 1.1.2. Pre bodovy´ proces X definujeme mieru intenzity predpi-
som: Λ(X) = EX(B), B ∈ Bd.
Ak existuje hustota ρ miery Λ vzhl’adom k Lebesgueovej miere, tak sa ρ
nazy´va funkcia intenzity.
Ak jeX staciona´rny bodovy´ proces(t.j. pre l’ubovolne´ y ∈ Rd je rozdelenie
X + y = {x + y : x ∈ X} rovnake´ ako rozdelenie X) s loka´lne konecˇnou
mierou intenzity Λ, tak Λ je na´sobkom Lebesgueovej miery. Funkcia intenzity
je potom konsˇtantna´ a rovna´ tomuto na´sobku, ktory´ sa nazy´va intenzita
staciona´rneho bodove´ho procesu.
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1.2 Poissonov bodovy´ proces
Defin´ıcia 1.2.1. Nech Λ je difu´zna loka´lne konecˇna´ miera na Rd aX bodovy´
proces, pre ktory´ plat´ı
(i) X(B) je na´hodna´ velicˇina s Poissonovy´m rozdelen´ım s parametrom
Λ(B) pre vsˇetky B ∈ Bd0,
(ii) ∀n ∈ N a B1, . . . , Bn ∈ Bd0 po dvoch disjunktne´ su´ X(B1), . . . , X(Bn)
neza´visle´ na´hodne´ velicˇiny.
Potom nazveme X Poissonov bodovy´ proces s mierou intenzity Λ.
Poissonov bodovy´ proces je za´kladny´m modelom bodovy´ch procesov. Je
modelom u´plnej neza´vislosti bodov.
Veta 1.2.2. Poissonov bodovy´ proces existuje a je jednoznacˇne urcˇeny´ mier-
ou intenzity.
Doˆkaz. Pra´zdne pravdepodobnosti Poissonovho bodove´ho procesu su´
P (X(B) = 0) = e−Λ(B).
Ked’zˇe bodovy´ proces je jednoznacˇne urcˇeny´ svojimi pra´zdnymi pravde-
podobnost’ami, zosta´va na´m uzˇ len doka´zat’ existenciu.
Nech 0 ∈ X a uvazˇujme mnozˇiny T1 = b(0, 1) - jednotkova´ gulicˇka so
stredom v bode nula a Ti = b(0, i) \ b(0, i− 1), i ∈ N. Bud’te Ni ∼ Po(Λ(Ti))
neza´visle´. Za podmienky Ni = ni generujeme binomicke´ bodove´ procesy
Xi = {ξi,1, . . . , ξi,ni}, i = 1, 2, . . ., ktore´ su´ navza´jom neza´visle´. Za´rovenˇ plat´ı,
zˇe P (ξi,j ∈ A|Ni = ni) = Λ(A)Λ(Ti) .
Polozˇme X = ∪∞i=1Xi. Potom X(B) =
∑∞
i=1
∑Ni
j=1 1[ξi,j∈B]. Doka´zˇeme, zˇe
X je Poissonov bodovy´ proces overen´ım defin´ıcie.
(i)
P (X(Ti ∩B) = k) =
∞∑
n=k
P (Ni = n)P (X(Ti ∩ B) = k|Ni = n)
=
∞∑
n=k
Λ(Ti)
n
n!
e−Λ(Ti)
n!
(n− k)!k!
(
Λ(Ti ∩ B)
Λ(Ti)
)k (
Λ(Ti \B)
Λ(Ti)
)n−k
=
e−Λ(Ti)
k!
(Λ(Ti ∩ B))k
∞∑
n=k
Λ(Ti \B)
(n− k)! =
Λ(Ti ∩ B)k
k!
e−Λ(Ti∩B).
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Teda X(Ti ∩ B) ∼ Po(Λ(Ti ∩ B)) a X(B) =
∑
i:Ti∩B 6=∅
X(Ti ∩ B) ∼
Po(Λ(B)).
(ii) Nech A,B ∈ B0, A∩B = ∅. Potom z konsˇtrukcie mnozˇ´ın Ti su´X(Ti∩A)
a X(Tj ∩ (B)) su´ neza´visle´ pre i 6= j . Dˇalej potrebujeme doka´zat’
neza´vislost’ pre i = j.
P (X(Ti ∩ A) = k,X(Ti ∩ B) = l)
=
∞∑
n=k+l
P (Ni = n)P (X(Ti ∩A) = k,X(Ti ∩ B) = l|Ni = n)
=
∞∑
n=k+l
Λ(Ti)
n
n!
e−Λ(Ti)
(
n
k
)(
n− k
l
)(
Λ(Ti ∩ A)
Λ(Ti)
)k (
Λ(Ti ∩B)
Λ(Ti)
)l
(
Λ(Ti \ (A ∪B))
Λ(Ti)
)n−k−l
= e−Λ(Ti)
Λ(Ti ∩ A)k
k!
Λ(Ti ∩ B)l
l!
∞∑
n=k+l
Λ(Ti \ (A ∪ B))n−k−l
(n− k − l)!
=
Λ(Ti ∩ A)k
k!
e−Λ(Ti∩A)
Λ(Ti ∩ B)l
l!
e−Λ(Ti∩B)
= P (X(Ti ∩ A) = k)P (X(Ti ∩ B) = l).
1.3 Bodove´ procesy dane´ hustotou
Pozrime sa ako vyzera´ rozdelenie Poissonovho bodove´ho procesu X s mierou
intenzity Λ:
Π(U) = P (X ∈ U) =
∞∑
n=1
P (X(Rd) = n)P (X ∈ U |X(Rd) = n)
=
∞∑
n=1
Λ(Rd)n
n!
e−Λ(R
d)
∫
Rd
. . .
∫
Rd
1[{x1,...,xn}∈U ]
Λ(dx1)
Λ(Rd)
. . .
Λ(dxn)
Λ(Rd)
= e−Λ(R
d)[1[∅∈U ] +
∞∑
n=1
1
n!
∫
Rd
. . .
∫
Rd
1[{x1,...,xn}∈U ]Λ(dx1) . . .Λ(dxn)].
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Defin´ıcia 1.3.1. Bodovy´ proces X na Rd s hustotou f vzhl’adom k Pois-
sonove´mu procesu je taky´ bodovy´ proces, zˇe jeho rozdelenie ma´ tvar
P (X ∈ U) =
∫
Nlf
f(x)Π(dx)
=
∞∑
n=0
e−|R
d|
n!
∫
Rd
. . .
∫
Rd
1[{x1,...,xn∈U}]f({x1, . . . , xn})dx1, . . . , dxn,
pre U ∈ Nlf , kde nulty´m cˇlenom sumy rozumieme e−|Rd|1[∅∈U ]f(∅).
Pozna´mka 1.3.2. Hustota f sa cˇasto uva´dza v tvare f(x) = αh(x), kde
h : Nlf → [0,∞) je zna´ma funkcia a
α =
∞∑
n=0
exp (−|Rd|)
n!
∫
Rd
. . .
∫
Rd
h({x1, . . . , xn})dx1, . . . , dxn
je normovacia konsˇtanta. Ta´to konsˇtanta je pre nasˇe modely nezna´ma azˇ na
niektore´ sˇpecia´lne pr´ıpady.
Zadefinujme si zopa´r za´kladny´ch pojmov pre bodove´ procesy.
Defin´ıcia 1.3.3. Papangelouova podmienena´ intenzita bodove´ho procesu X
s hustotou f je definovana´ vzorcom
λ(x, ξ) =
f(x ∪ ξ)
f(x)
, x ∈ Nlf , ξ ∈ S \ x,
pricˇom vy´raz a/0 polozˇ´ıme rovny´ nule pre a ≥ 0.
Hovor´ıme, zˇe proces X je prit’azˇlivy´, ak plat´ı λ(x, ξ) ≤ λ(y, ξ) pre x ⊂ y,
a odpudivy´, ak plat´ı λ(x, ξ) ≥ λ(y, ξ) pre x ⊂ y.
Pozna´mka 1.3.4. Vsˇimnime si, zˇe Papangelouova podmienena´ intenzita
voˆbec neza´vis´ı na normovacej konsˇtante hustoty f .
Defin´ıcia 1.3.5. Nech je dana´ funkcia h : Nlf → [0,∞). Funkcia h sa
nazy´va Ruelle stabilna´, ak existuje funkcia φ∗ : Rd → [0,∞) taka´, zˇe c∗ =∫
Rd
φ∗(ξ)dξ < ∞ a ak pre nejaku´ kladnu´ konsˇtantu α > 0 a pre vsˇetky
x ∈ Nlf plat´ı
h(x) ≤ α
∏
ξ∈x
φ∗(ξ).
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Ak pre h plat´ı, zˇe
h(x ∪ ξ) ≤ φ∗(ξ)h(x) ∀x ∈ Nlf , ξ ∈ Rd \ x,
potom sa h nazy´va loka´lne stabilna´.
Veta 1.3.6. Ak h : Nlf → [0,∞) je loka´lne stabilna´, tak je aj Ruelle stabilna´.
Doˆkaz. Z defin´ıcie loka´lnej stability plat´ı h(x∪ξ) ≤ φ∗(ξ)h(x). Za´rovenˇ plat´ı,
zˇe φ∗(ξ)h(x) ≤ φ∗(ξ)φ∗(η)h(x\η). Takto pokracˇujeme d’alej a dosta´vame, zˇe
h(x∪ ξ) ≤∏ξ∈x φ∗(ξ)h(∅). Oznacˇen´ım α = h(∅) dostaneme defin´ıciu Ruelle
stability.
1.4 Bodove´ procesy s pa´rovy´mi interakciami
Defin´ıcia 1.4.1. Bodovy´ proces s pa´rovy´mi interakciami nazveme taky´ bo-
dovy´ proces, ktory´ ma´ hustotu f vzhl’adom k rozdeleniu Poissonovho procesu
tvaru
f(x) = α
∏
ξ∈x
φ(ξ)
∏
{ξ,η⊆x}
φ({ξ, η}),
kde φ : Nlf → [0,∞) je interakcˇna´ funkcia a α normovacia konsˇtanta.
Rozsah interakci´ı je definovany´ ako
R = inf{r > 0 : ∀(ξ, η) ⊂ Rd, ‖η − ξ‖ > r : φ({ξ, η}) = 1}.
Bodovy´ proces s pa´rovy´mi interakciami sa nazy´va´ homoge´nny, ak vy´raz
φ(ξ) je konsˇtantny´ a za´rovenˇ vy´raz φ({ξ, η}) je invariantny´ vocˇi posunutiam
a rota´ciam(za´vis´ı len na ‖ξ − η‖).
Vsˇimnime si, ako je to s pojmami, ktore´ sme zaviedli vysˇsˇie. Procesy s
pa´rovy´mi interakciami su´ zrejme dedicˇne´(f(x) > f(y) pre kazˇde´ y ⊂ x).
Predpokla´dajme f(x) > 0 a ξ /∈ x, potom Papangelouova podnienena´ inten-
zita je
λ(x, ξ) =
α
∏
η∈x∪ξ φ(η)
∏
{η,ζ}⊆x∪ξ φ({η, ζ})
α
∏
η∈x φ(η)
∏
{η,ζ}⊆x φ({η, ζ})
= φ(ξ)
∏
η∈x
φ({ξ, η}).
Dˇalej vid´ıme, zˇe tieto procesy su´ odpudive´ ak plat´ı, zˇe φ({ξ, η}) ≤ 1. Ak
navysˇe
∫
Rd
φ(ξ)dξ <∞, tak su´ tieto procesy aj loka´lne stabilne´.
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Defin´ıcia 1.4.2. Bud’ n ∈ N pevne´. Proces X|n(X) = n sa nazy´va´ pod-
mieneny´ bodovy´ proces s pa´rovy´mi interakciami, ak podmienena´ hustota pro-
cesu pri pevnom pocˇte bodov n ma´ tvar
fn(x) =
1
cn
∏
ξ∈x
φ(ξ)
∏
{ξ,η}⊆x
φ({ξ, η}).
Narozdiel od obycˇnajny´ch bodovy´ch procesov s pa´rovy´mi interakcia-
mi, moˆzˇe byt’ normovacia konsˇtanta konecˇna´ aj v pr´ıpade, zˇe φ({ξ, η}) >
1, ∀ξ, η ∈ Rd.
1.4.1 Pr´ıklady bodovy´ch procesov s pa´rovy´mi inter-
akciami
V tejto cˇasti budeme sku´mat’ homoge´nne bodove´ procesy. Oznacˇme preto
φ({ξ, η}) = φ2(‖ξ − η‖), kde φ2 : [0,∞)→ [0,∞).
Pr´ıklad 1.4.3. Najjeddnoduchsˇ´ı netrivia´lny bodovy´ proces s pa´rovy´mi in-
terakciami sa nazy´va Straussov proces, kde
φ2(r) = γ
1[r≤R].
Pricˇom vy´raz 00 = 1, γ je parameter vza´jomne´ho poˆsobenia bodov procesu
a R > 0 je rozsah interakci´ı. Hustota Straussovho procesu ma´ tvar
f(x) = αβn(x)γsR(x),
kde β > 0 a sR(x) =
∑
{ξ,η}⊆x 1‖ξ−η‖≤R je pocˇet dvoj´ıc bodov, ktore´ maju´
od seba vzdialenost’ najviac R. Aby bol proces dobre definovany´, je 0 ≤
γ ≤ 1. Straussov proces sa zava´dza aj pre γ > 1, kedy odpoveda´ modelu
shlukovania, ale hustota nie je integrovatelna´. Vezmime mnozˇinu A ⊂ Rd
taku´, zˇe Λ(A) > 0 a jej diameter je mensˇ´ı nezˇ R. Potom
eΛ(R
d)
[
∞∑
n=0
1
n!
∫
Rd
. . .
∫
Rd
αβnγsR({x1,...,xn})Λ(dx1) . . .Λ(dxn)
]
≥ eΛ(Rd)
[
∞∑
n=0
1
n!
∫
A
. . .
∫
A
αβnγ
n(n−1)
2 Λ(dx1) . . .Λ(dxn)
]
= e−Λ(R
d)
∞∑
n=0
1
n!
αβnγ
n(n−1)
2 Λ(A)n =∞.
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Ak polozˇ´ıme γ = 1, dostaneme Poissonov bodovy´ proces s mierou intenz-
ity βΛ. V tomto pr´ıpade nenasta´va zˇiadne vza´jomne´ poˆsobenie medzi bodmi
procesu. Pre γ < 1 je podmieneny´ Straussov proces odpudivy´ a pre γ = 0
dostaneme proces, kde vzdialenost’ bodov je minima´lne R. Taky´to proces sa
nazy´va proces s pevny´m jadrom R.
Pr´ıklad 1.4.4. Pre pevny´ pocˇet bodov n(x) = n definujeme podmieneny´
Straussov proces hustotou
fn(x) = αγ
sR(x),
kde γ ≥ 0 a sR je rovnake´ ako v predosˇlom pr´ıklade.
Pr´ıklad 1.4.5. Dˇalˇs´ım pr´ıkladom je viacmer´ıtkovy´ proces, kde
φ2(r) = γi, Ri−1 < r ≤ Ri,
0 = R0 < R1 < . . . < Rk < Rk+1 =∞, k ∈ N, γi ≥ 0, i = 1, . . . , k, γk+1 = 1 .
Hustota procesu ma´ tvar
f(x) = αβn(x)
k∏
n=1
γ
si(x)
i ,
kde β > 0 a si(x) =
∑
{ξ,η}⊆x 1[Ri−1<‖ξ−η‖≤Ri]. Rozsah interakci´ı je R = Rk.
Sˇpecia´lny pr´ıpad viacmer´ıtkove´ho procesu je Straussov proces a to pre
k = 1 a 0 ≤ γ1 ≤ 1. Aby bola zarucˇena´ integrovatelnost’ pre k ≥ 2, mus´ı byt’
splenna´ jedna z na´sleduju´cich podmienok:
(i) 0 < γ1 ≤ 1 a 0 ≤ γ2 ≤ 1, . . . , 0 ≤ γk ≤ 1,
(ii) γ1 = 1 a γ2 ≥ 0, . . . , γk ≥ 0.
Ak je splnena´ podmienka (i), jedna´ sa o odpudivy´ a teda loka´lne stabilny´
proces. Ak je splnena´ podmienka (ii) dostaneme proces s pevy´m jadrom R1.
Ked’zˇe pre γ1 = 0, existuje n0 take´, zˇe pre kazˇde´ n(x) > n0 je f(x) = 0,
tak Papangelouova podmienena´ intenzita λ(x∪ ξ) ≤ β∏ki=2max{1, γi}n0−1,
takzˇe dosta´vame opa¨t’ loka´lne stabilny´ proces.
Pr´ıklad 1.4.6. Dˇalˇs´ımi pr´ıkladmi procesov s pa´rovy´mi interakciami su´
• proces s linea´rne sa meniacimi interakcami:
φ2(r) = 1[r≤R]
r
R
,
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• proces prekry´vaju´cich sa ploˆch:
φ2(r) = γ
|b(ξ,R
2
)∪b(η,R
2
)|, r = ‖ξ − η‖, 0 ≤ γ ≤ 1, r ≤ R.
Tieto procesy maju´ konecˇny´ rozsah interakci´ı R, su´ odpudive´ a preto loka´lne
stabilne´.
Pr´ıklad 1.4.7. Ak polozˇ´ıme
φ2(r) = 1− exp(−(r/θ)2), kde θ > 0
dostaneme proces s vel’mi ma¨kky´m jadrom, ktory´ je pr´ıkladom procesu s
nekonecˇny´m rozsahom interakci´ı. Je taktiezˇ odpudivy´ a loka´lne stabilny´.
Pr´ıklad 1.4.8. Nekonecˇny´ rozsah interakci´ı ma´ aj Lennard-Jonesov proces,
pre ktory´
φ2(r) = exp(α1(σ/r)
6 − α2(σ/r)12),
kde α1 ≥ 0, α2 > 0, σ > 0. Pre α1 = 0 je odpudivy´, zatial’ cˇo pre α1 > 0
nie je ani odpudivy´ ani prit’azˇlivy´, pretozˇe pre r > r0 je φ2(r) > 1 a pre
r < r0 je φ2(r) < 1, pricˇom r0 = σ 6
√
α2
α1
. Tiezˇ vid´ıme, zˇe hustota tohto
procesu nie je loka´lne stabilna´, pretozˇe Papangelouova podmienena´ intenzita
λ(x, ξ) = β
∏
η∈x φ2(‖ξ − η‖) nie je omedzena´. Je vsˇak Ruelle stabilna´.
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Kapitola 2
Markovske´ bodove´ procesy
2.1 Defin´ıcia a za´kladne´ pojmy
Defin´ıcia 2.1.1. Reflexivna´ a symetricka´ rela´cia na Rd budeme nazy´vat’
susedstvo a znacˇit’ ∼.
Hovor´ıme, zˇe ξ, η ∈ Rd su´ susedia, ak ξ ∼ η. Definujeme mnozˇinu
Nξ = {η ∈ Rd : η ∼ ξ},
ktoru´ budeme nazy´vat’ susedstvo bodu ξ.
Intuitivne susedstvo mnozˇiny B ⊆ Rd je
NB = ∪ξ∈BNξ = {ξ ∈ Rd : ∃η ∈ B tak, zˇe ξ ∼ η}.
Pozna´mka 2.1.2. Najcˇastejˇsie pouzˇ´ıvanou rela´ciou susedstva jeR-susedstvo,
teda ξ, η ∈ Rd su´ susedia ⇔ ‖ξ − η‖ ≤ R pre dane´ R ≥ 0.
Defin´ıcia 2.1.3. Funkcia h : Nlf → [0,∞) je dedicˇna´, ak pre kazˇde´ x ∈ Nlf
plat´ı: h(x) > 0⇒ h(y) > 0 pre kazˇde´ y ⊆ x.
Defin´ıcia 2.1.4. Nech h : Nlf → [0,∞) je meratel’na´ funkcia. h jemarkovska´
vzhl’adom k rela´cii ∼, ak je dedicˇna´ a plat´ı, zˇe pre kazˇde´ x ∈ Nlf take´, zˇe
h(x) > 0 a kazˇde´ ξ ∈ Rd \ x, h(x∪ξ)
h(x)
za´vis´ı len na ξ a x ∩Nξ.
Defin´ıcia 2.1.5. Bodovy´ proces nazveme markovsky´ bodovy´ proces, ak jeho
hustota vzhl’adom k Poissonovmu procesu je markovska´.
Dˇalej budeme uvazˇovat’ λ(x, ξ) = h(x∪ξ)
h(x)
pre h(x) > 0, kde h : Nlf →
[0,∞) je l’ubovol’na´ meratel’na´ funkcia a λ(x, ξ) = 0 inak. Vid´ıme, zˇe pre
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markovske´ bodove´ procesy za´vis´ı λ(x, ξ) iba na susedoch ξ, teda za´vis´ı na
”loka´lenj informa´cii”. Preto hovor´ıme, zˇe markovsky´ bodovy´ proces splnˇuje
loka´lnu markovsku´ vlastnost’.
2.2 Hammersleyho- Cliffordova- Kellyho- Ri-
pleyho veta
Trieda markovsky´ch funkci´ı je charakterizovana´ Hammersleyho- Cliffordo-
vou- Kellyho- Ripleyho vetou, pricˇom sa pozˇaduje, aby existovala reflexivna´
a symetricka´ rela´cia. Predty´m ako ju sformulujeme a doka´zˇeme, definujeme
si esˇte jeden pojem.
Defin´ıcia 2.2.1. Hovor´ıme, zˇe funkcia φ : Nlf → [0,∞) je interakcˇna´ funk-
cia, ak φ(x) = 1 pra´ve ak existuju´ body ξ, η ∈ x take´, zˇe ξ ≁ η.
Veta 2.2.2. (Hammersleyho- Cliffordova- Kellyho- Ripleyho veta) Mera-
tel’na´ funkcia h : Nlf → [0,∞) je markovska´ pra´ve vtedy, ak existuje inter-
akcˇna´ funkcia φ taka´, zˇe
h(x) =
∏
y⊆x
φ(y), x ∈ Nlf . (2.1)
Potom pre h(x) > 0 plat´ı
λ(x, ξ) =
∏
y⊆x
φ(y ∪ ξ), x ∈ Nlf .ξ ∈ Rd \ x.
Doˆkaz. Nech h(x) =
∏
y⊆x φ(y), potom λ(x, ξ) =
h(x∪ξ)
h(x)
=
∏
y⊆x φ(y ∪ ξ).
Vid´ıme, zˇe λ(x, ξ) za´vis´ı iba na x ∩ ξ, teda je splnena´ loka´lna markovska´
vlastnost’. Zrejme je funkcia h dedicˇna´ a teda je markovska´.
Naopak, predpokla´dajme, zˇe h je markovska´. Definujme indukcˇne φ(∅) =
h(∅), φ(x) = 1 ak existuju´ ξ, η ∈ x take´, zˇe ξ ≁ η a
φ(x) =
h(x)∏
y⊂x φ(y)
inak, pricˇom predpokada´me, zˇe 0
0
= 1. φ je teda interakcˇna´ funkcia. Aby
sme doka´zali, zˇe h je tvaru (2.1), rozdel´ıme doˆkaz na tri pr´ıpady.
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1)Nech h(x) = 0 a
∏
y⊂x φ(y) = 0: Ked’zˇe
∏
y⊂x φ(y) = 0, tak existuje
y ⊂ x taka´, zˇe φ(y) = 0. Teda h(y) = 0. Vzhl’adom na to, zˇe funkcia h je
dedicˇna´, tak h(x) = 0 =
∏
y⊆x φ(y).
2)Nech h(x) = 0 a
∏
y⊂x φ(y) > 0: Potom λ(x \ κ, κ) = h(x)h(x\κ) = 0 pre
vsˇetky κ ∈ x a h(y) > 0 pre kazˇde´ y ⊂ x take´, zˇe λ(x \ {κ, ζ}, ζ) > 0 pre
vsˇetky {κ, ζ} ⊆ x. Nech existuju´ ξ, η ∈ x take´, zˇe ξ ≁ η. Vzhl’adom na to,
zˇe h je markovska´ funkcia, muselo by platit’, zˇe
0 = λ(x \ η, η) = λ(x \ {ξ, η}, η) > 0.
Teda φ(x) = 0 a h(x) = 0 =
∏
y⊆x φ(y).
3)Nech h(x) > 0: Z dedicˇnosti funkcie h plat´ı, zˇe h(y) > 0 pre kazˇde´ y ⊆
x. Ak by vsˇetky ξ, η ∈ x boli susedia, tak vzorec (2.1) plat´ı z defin´ıcie φ(x).
Predpokla´dajme, zˇe existuju´ ξ, η ∈ x take´, zˇe ξ ≁ η a polozˇme y = x\{ξ, η}.
Postupujme indukciou podl’a n = n(x).
Pre n = 0 plat´ı trivia´lne h(∅) = φ(∅).
Nech vzorec (2.1) plat´ı pre n− 1. Potom
h(x) =
h(y ∪ {ξ, η})
h(y ∪ {ξ}) h(y ∪ {ξ}) =
h(y ∪ {η})
h(y)
h(y ∪ {ξ})
=
∏
a⊆y∪{η} φ(a)
∏
b⊆y∪{ξ} φ(b)∏
c⊆y φ(c)
=
∏
a⊆y∪{ξ,η}
φ(a),
kde φ(y) = 1 ak {ξ, η} ⊆ y.
Pozna´mka 2.2.3. Podl’a (2.1) je hustota markovske´ho bodove´ho procesu
tvaru
f(x) =
∏
y⊆x
φ(y) = φ(∅) exp


∑
y⊆x:y 6=∅
logφ(y)

 = φ(∅) exp{−U(x)}.
V sˇtatistickej fyzike sa tento proces nazy´va Gibbsov bodovy´ proces s energiou
U(x) = −
∑
y⊆x:y 6=∅
logφ(y)
a particˇnou funkciou Z = 1
φ(∅)
.
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2.3 Pr´ıklady markovsky´ch bodovy´ch procesov
Najjednoduchsˇ´ım pr´ıkladom su´ procesy s pa´rovy´mi interakciami, ktore´ su´
cˇasto odpudive´ ako sme si uzˇ uka´zali.
Pr´ıklad 2.3.1. Widomov- Rowlinsonov proces(proces objemovy´ch interak-
ci´ı) je dany´ hustotou
f(x) = αβn(x)γ−|Ux,R|,
kde Ux,R = ∪ξ∈xb(ξ, R), β > 0, R > 0, γ > 0 a α je normovacia konsˇtanta.
Tento proces je markovsky´ vzhl’adom k rela´cii 2R-susedstva, pretozˇe
λ(x, ξ) =
αβn(x)+1γ−|Ux∪ξ,R|
αβn(x)γ−|Ux,R|
= βγ−|b(ξ,R)\∪η∈xb(η,R)|
= βγ−|b(ξ,R)\∪η∈x:‖ξ−η‖≤2Rb(η,R)|.
Proces je odpudivy´ pre 0 < γ ≤ 1 a prit’azˇlivy´ pre γ ≥ 1. Pre γ ≥ 1
je λ(x, ξ) ≤ β a pre 0 < γ ≤ 1 je λ(x, ξ) ≤ βγ−|b(x,R)|. Pozrime sa esˇte
ako vyzera´ interakcˇna´ funkcia z predosˇlej vety. Pomocou principu inklu´zie a
exklu´zie plat´ı
|Ux,R| =
∑
y⊆x:y 6=∅
(−1)n(y)+1| ∩ξ∈y b(ξ, R)|,
takzˇe
γ−|Ux,R| =
∏
y⊆x:y 6=∅
γ(−1)
n(y)|∩ξ∈yb(ξ,R)| =
∏
y⊆x:y 6=∅
φ(y).
Pr´ıklad 2.3.2. Geyerov proces s trojny´mi interakciami s hustotou
f(x) = αβn(x)γsR(x)δtR(x),
kde sR(x) =
∑
{ξ,η}⊆x 1[‖ξ−η‖≤R] rovnako ako v Straussovom procese a
tR(x) =
∑
{ξ,η,κ}⊆x
1[‖ξ−η‖≤R,‖ξ−κ‖≤R,‖η−κ‖≤R].
Dˇalej β > 0 a pre parametere γ a δ mus´ı byt’ spnena´ jedna z na´sleduju´cich
podmienok:
(i) 0 ≤ γ ≤ 1 a 0 ≤ δ ≤ 1,
(ii) γ > 1 a 0 < δ < 1.
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Proces je loka´lne stabilny´ a taktiezˇ markovsky´ vzhl’adom k R-susedstvu.
Interakcˇna´ funkcia z vety 2.2.2 ma´ tvar φ(ξ) = β, φ({ξ, η}) = γ1[‖ξ−η‖≤R] ,
φ({ξ, η, κ}) = δ1[‖ξ−η‖≤R,‖ξ−κ‖≤R,‖η−κ‖≤R] a φ(y) = 1 pre n(y) ≥ 4. Nech y ⊆ x,
potom
λ(x, ξ)
λ(y, ξ)
= γ
P
η∈x\y 1[‖ξ−η‖≤R]δ
P
{η,κ}⊆x\y 1[‖ξ−η‖≤R,‖ξ−κ‖≤R,‖η−κ‖≤R] .
Teda pre pr´ıpad (i) je proces odpudivy´, zatial’ˇco pre pr´ıpad (ii) nie je odpu-
sivy´ ani prit’azˇlivy´.
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Kapitola 3
Simula´cie bodovy´ch procesov
Nasˇou u´lohou v tejto kapitole je pop´ısat’ si niekol’ko simulacˇny´ch algorit-
mov. Aj nad’alej bude X znacˇit’ bodovy´ proces s hustotou h vzhl’adom k
Poissonovmu procesu a s rozdelen´ım pi. Dˇalej oznacˇme E = ∪∞n=0En stavovy´
priestor, kde pre B ⊂ Rd je En = {x ∈ Bn : n(X) = n, pi(x) > 0} a ε bud’
σ-algebra na E.
Defin´ıcia 3.0.3. Markovov ret’azec je postupnost’ na´hodny´ch premenny´ch
Y0, Y1, . . . taka´, zˇe podmienene´ rozdelenie Ym+1 pri (Y0, . . . , Ym) je rovnake´
ako podmienene´ rozdelenie Ym+1 za podmienky Ym.
Na simula´ciu pouzˇijeme Markov chain Monte Carlo meto´du(MCMC).
MCMC je algoritmus generovania Markovovho ret’azca Y0, Y1, . . . na B ⊂
R
d s l’ubovol’ny´m pocˇiatocˇny´m rozdelen´ım a prechodovy´m jadrom P (x,A),
ktory´ konverguje v distribu´cii k rozdeleniu sku´mane´ho procesu, cˇo je v nasˇom
pr´ıpade rozdelenie procesu X. Prechodove´ jadro P (x,A) urcˇuje pravde-
podobnost’ prechodu zo stavu x do stavu v mnozˇine A, pricˇom pre kazˇde´
A ∈ ε je P (·, A) neza´porna´ meratel’na´ funkcia na E a pre kazˇde´ x ∈ E
je P (x, ·) pravdepodobnostna´ miera na ε. Dˇalej predpokla´dame, zˇe P je
markovske´ jadro. Budeme rozliˇsovat’ dva pr´ıpady,
(a) proces s pevny´m pocˇtom bodov n = n(X),
(b) proces s na´hodny´m pocˇtom bodov.
Defin´ıcia 3.0.4. MCMC ret’azec je reverzibilny´ vzhl’adom k ciel’ove´mu roz-
deleniu, ak plat´ı: ak sa Ym riadi ciel’ovy´m rozdelen´ım, tak (Ym, Ym+1) a
(Ym+1, Ym) maju´ rovnake´ rozdelenie.
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Defin´ıcia 3.0.5. Ret’azec Y0, Y1, . . . je nerozlozˇitelny´, ak existuje nenulova´
miera φ na ε taka´, zˇe φ(A) > 0⇒ ∀x ∈ E ∃n : P n(x,A) > 0, kde
P n(x,A) =
∫
E
P n−1(y, A)P (x, dy)
je prechodove´ jadro n-te´ho ra´du.
Nerozlozˇitelnost’ ret’azca znamena´, zˇe Markovov ret’azec moˆzˇe nadobud-
nut’ ake´hokol’vek stavu bez ohl’adu na to, kde zacˇal. Ak je ret’azec neroz-
lozˇitelny´ a reverzibilny´ vzhl’adom k ciel’ove´mu rozdeleniu, tak v pr´ıpade, zˇe
rozdelenie ret’azca konverguje, tak konverguje k ciel’ove´mu rozdeleniu.
3.1 Metropolisov- Hastingsov algoritmus pre
pevny´ pocˇet bodov
Predpokla´dajme, zˇe ma´me dany´ pevny´ pocˇet bodov n(X) = n, kde n ≥ 1.
Teda stavovy´ prietor je E = En. Chceme simulovat’ z podmienej hustoty hn.
Usporiadajme n bodov X1, . . . , Xn z X a uvazˇujme hustotu (X1, . . . , Xn)
danu´ ako
pi(x1, . . . , xn) = hn({x1, . . . , xn}),
kde pre jednoduchost’ predpokla´dame, zˇe niektore´ body moˆzˇu byt’ rovnake´.
Tento predpoklad nie je nutny´, pretozˇe s pravdepodobnost’ou jedna budu´
body X1, . . . , Xn navza´jom roˆzne.
Generujeme Markovov ret’azec Y0, Y1, . . .. Pre kazˇde´ x¯ = (x1, . . . , xn) ∈
Bn a kazˇde´ i ∈ {1, . . . , n}, je na B dana´ na´vrhova´ hustota qi(x¯, ·). Dˇalej
definujme Hastingsov pomer
ri(x¯, ξ) =
hn((x \ xi) ∪ ξ)
hn(x)
qi((x1, . . . , xi−1, ξ, xi+1, . . . , xn), xi)
qi(x¯, ξ)
,
pre x = {x1, . . . , xn} a ξ ∈ B, pricˇom a0 = 1 pre vsˇetky a ≥ 0. Nech
su´cˇasny´ stav ret’azca je Ym = x¯ = (x1, . . . , xn). Potom navrhujeme vymenit’
rovnomerne na´hodne vybrany´ bod xi z x¯ bodom ξ, ktory´ vznikol z rozdelenia
a hustotou qi(x¯, ·). S pravdepodobnost’ou
αi(x¯, ξ) = min{1, ri(x¯, ξ)}
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pr´ıjmeme na´vrh a polozˇ´ıme Ym+1 = (x1, . . . , xi−1, ξ, xi+1, . . . , xn), inak po-
lozˇ´ıme Ym+1 = x¯. Ak nepodmieneny´ proces je markovsky´, tak vid´ıme, zˇe v
Hastingsovom pomere jedna cˇast’ za´vis´ı len na loka´lnej informa´cii
hn((x \ xi) ∪ ξ)
hn(x)
=
λ(x \ xi, ξ)
λ(x \ xi, xi) .
Proble´mom vsˇak je ako cˇo najlepsˇie genrovat’ Y0. Obecne algoritmus fun-
guje, ak Y0 je realiza´cia binomicke´ho bodove´ho procesu, alebo ak je vybrane´
tak, zˇe pi(Y0) > 0.
Forma´lny za´pis algoritmu:
Algoritmus 3.1.1. Pre m = 0, 1, . . . bud’ Ym = x¯ = (x1, . . . , xn) ∈ Bn a
x = {x1, . . . , xn}. Potom Ym+1 zostroj na´sledovne:
(i) vygeneruj Im ∼ Uniform({1, . . . , n}) a Rm ∼ Uniform([0, 1]) a pre
Im = i, vytvor ξm ∼ qi(x¯, ·);
(ii) pre Im = i polozˇ Ym+1 = (x1, . . . , xi−1, ξm, xi+1, . . . , xn), ak Rm ≤
ri(x¯, ξm), inak Ym+1 = x¯.
Pricˇom Im, Rm, m = 0, 1, . . . , su´ navza´jom neza´visle´ a pre dane´ Im, Ym je
ξm podmienene neza´visle´ na Rm a vsˇetky´ch premenny´ch vytvoreny´ch v pre-
dosˇly´ch krokoch generovania Y0, . . . , Ym.
Namiesto na´hodne´ho generovania Im moˆzˇeme volit’ hodnoty systemat-
icky, napr´ıklad: I0 = 1, I1 = 2, . . . , In−1 = n, In = 1, In+1 = 2, . . . , I2n−1 =
n, . . ., alebo I0 = 1, I1 = 2, . . . , In−1 = n, In = n, In+1 = n − 1, . . . , I2n−1 =
1, . . ..
Sˇpecia´lnym pr´ıpadom tohto algoritmu je Metropolisov algoritmus, kde
qi(x¯, ·) za´vis´ı iba na xi a qi(xi, ξ) = qi(ξ, xi). Hastingsov pomer ma´ v tom
pr´ıpade tvar
ri(x¯, ξ) =
hn((x \ xi) ∪ ξ)
hn(x)
qi(ξ, xi)
qi(xi, ξ)
=
hn((x \ xi) ∪ ξ)
hn(x)
, qi(ξ, xi) > 0.
Zvycˇajne qi(xi, ξ) ∝ 1[ξ∈Nxi ], kdeNxi ∈ Rd znacˇ´ı susedstvo bodu xi, |Nxi| > 0
a ak ξ ∈ Nxi, tak xi ∈ Nξ. Moˆzˇe sa stat’, zˇe Nxi obsahuje body mimo B, v
tom pr´ıpade definujeme pi(y¯) = 0 pre y¯ take´, zˇe obsahuje bod yi /∈ B.
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V na´sleduju´com algoritme predpokla´dajme, zˇe pre kazˇde´ i = 1, 2, . . . , n a
pre vsˇetky x¯ = (x1, . . . , xn) ∈ En je pre X¯−i = (X1, . . . , Xi−1, Xi+1, . . . , Xn)
margina´lna hustota dana´ vzt’ahom
pi−i(x¯−i) =
∫
B
pi(x1, . . . , xi−1, ξ, xi+1, . . . , xn)dξ
striktne nenulova´ a definujme podmienenu´ hustotu Xi za podmienky, zˇe
X¯−i = x−i ako
pii(xi|x¯−i) = pi(x¯)
pi−i(x¯−i)
.
Pre x¯ /∈ En znacˇ´ı pii(·|x¯−i) hustotu pre Xi.
Dˇalˇs´ı pr´ıpad Metropolisovho- Hastingsovho algoritmu jeGibbsov vy´berovy´
pla´n, v ktorom pre kazˇde´ i = 1, . . . , n je qi(x¯, ·) = pii(·|x¯−i). Pre pevne´
x¯ ∈ En je pii(ξ|x¯−i) = h((x\xi)∪ξ)pi−i(x¯−i) a ri = 1, teda nie je potrebne´ generovat’
Rm. Sˇpecia´lne pre Markovsky´ bodovy´ proces, pii(·|x¯−i) za´vis´ı iba na loka´lnej
informa´cii. Simula´cia z podmienenj hustoty cˇasto obsahuje zamietac´ı vy´ber :
Nech je splnena´ podmienka loka´lnej stability λ(x, ξ) ≤ φ∗(ξ) a nech
0 < c∗ < ∞, kde c∗ = ∫
B
φ∗(ξ)dξ. Nech ma´me Ym = x¯ ∈ En a Im = i.
Generujme d’alej Ym+1 tak, zˇe v algoritme 3.1.1 nahrad´ıme krok (i) ty´mto
krokom:
Pre j = 1, 2, . . . generujeme ξjm ∼ φ∗(·)/c∗ a Rjm ∼ Uniform([0,1]) azˇ
ky´m prvy´kra´t Rjm ≤ λ(x\xi,ξjm)φ∗(ξjm) . Potom polozˇ ξm = ξjm, pricˇom ξjm, Rjm pre
j = 1, 2, . . ., m = 0, 1, . . . su´ navza´jom neza´visle´.
Veta 3.1.2. Nech
J = inf
{
j : Rjm ≤ λ(x, ξjm)
φ∗(ξjm)
}
− 1
znacˇ´ı pocˇet krokov pred prijat´ım, potom ma´ J geometricke´ rozdelenie s para-
metrom
a(x \ xi) = 1
c∗
∫
B
λ(x \ xi, ξ)dξ.
Doˆkaz. Vzhl’adom na to, zˇe (ξjm, Rjm), j = 1, 2, . . . , su´ neza´visle´ rovnako
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rozdelene´, tak pravdepodobnost’ prijatia je
P
(
ξjm ∈ B,Rjm ≤ λ(x \ xi, ξjm)
φ∗(ξjm)
)
=
∫
B
∫ 1
0
1h
ξ∈B,rjm≤
λ(x\xi,ξ)
φ∗(ξ)
idrjmdξ
=
∫
B
∫ 1
0
1h
rjm≤
λ(x\xi,ξ)
φ∗(ξ)
idrjm
φ∗(ξ)
c∗
dξ =
∫
B
φ∗(ξ)
c∗
λ(x \ xi, ξ)
φ∗(ξ)
dξ
=
1
c∗
∫
B
λ(x \ xi, ξ)dξ.
3.2 Metropolisov- Hastingsov algoritmus pre
na´hodny´ pocˇet bodov
Dˇalej si uka´zˇeme Metropolisov- Hastingsov algoritmus na simula´ciu procesu
z nenormalizovanej hustoty h vzhl’adom k Poissonovmu procesu. Oznacˇme
Nf = {x ⊂ B : n(x) < ∞}. Pre x ∈ Nf bud’ p(x) dana´ pravdepodobnost’
pre pridanie bodu ξ, ak x je su´cˇasny´ stav ret’azca a bud’ qb(x, ·) dana´ hustota
na B pre na´vrh na umiestnenie bodu ξ. Ak x = ∅, tak s pravepodobnost’ou
1−p(x) nerob´ıme nicˇ, zatial’ˇco ak x 6= ∅ bud’ qd(x, ·) dana´ diskre´tna hustota
na x pre vy´ber bodu η ∈ x, ktory´ je navrhnuty´ na za´nik. Pre na´vrh zrodenia
je pravdepodobnost’ prijatia na´vrhu, zˇe sa zo stavu x dostaneme do stavu
x ∪ ξ rovna
αb(x, ξ) = min{1, rb(x, ξ)},
kde rb(x, ξ) je Hastingsov pomer
rb(x, ξ) =
h(x ∪ ξ)(1− p(x ∪ ξ))qd(x ∪ ξ, ξ)
h(x)p(x)qb(x, ξ)
.
Pre na´vrh za´niku je pravdepodobnost’ prijatia na´vrhu, zˇe sa zo stavu x
dostaneme do stavu x \ η rovna
αd(x, η) = min{1, rd(x, η)},
kde rd(x, η) je Hastingsov pomer
rd(x, η) =
h(x \ η)p(x \ η))qb(x \ η, η)
h(x)(1− p(x))qd(x, η) .
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V oboch pomeroch berieme pre a ≥ 0, zˇe a/0 = 1. Tento algoritmus vytva´ra
Markovov ret’azec Y0, Y1, . . . ak Y0 je dane´. Moˆzˇe to byt’ napr´ıklad Poissonov
proces alebo Y0 = ∅.
Algoritmus 3.2.1. Metropolisov- Hastingsov algoritmus zrodenia a za´niku:
Pre m = 1, 2, . . . nech sa nacha´dzame v stave Ym = x ∈ Nf . Stav Ym+1
vytvorme na´sledovne:
(i) vygenerujme R′m ∼ Uniform([0,1]) a R′′m ∼ Uniform([0,1]);
(ii) ak R′m ≤ p(x), tak generujme ξm ∼ qb(x, ·) a polozˇme
Ym+1 =
{
x ∪ ξm pre R′′m ≤ rb(x, ξm)
x inak;
(iii) ak R′m > p(x) potom
(a) ak x = ∅, tak polozˇme Ym+1 = x
(b) inak generujme ηm ∼ qd(x, ·) a polozˇme
Ym+1 =
{
x \ ηm pre R′′m ≤ rd(x, ηm)
x inak;
Velicˇiny R′m, R
′′
m a ξm alebo ηm su´ navza´jom podmienene neza´visle´ na
na´hodny´ch velicˇina´ch vytvoreny´ch pri generovan´ı (Y0, . . . , Ym).
Prirodzeny´ priestor stavov je E = {x ∈ Nf : h(x) > 0}. Vsˇimnime si,
zˇe ak x, x \ η ∈ E, tak rd(x, η) = 1rb(x\η,η) . Hastingsove pomery rb, rd za´visia
na h prostredn´ıctvom Papangelouovej podmienenej intenzity a teda ak je h
markovska´, tak za´visia iba na loka´lnej informa´cii.
Ret’azec {Ym} je reverzibilny´ a nerozlozˇitelny´. Ak Y0 ∈ E, p(∅) < 1 a ak
pre kazˇde´ x ∈ E take´, zˇe x 6= ∅, existuje η ∈ x tak, zˇe (1− p(x))qd(x, η) > 0
a h(x\η)p(x\η)qb(x\η, η) > 0, potom ret’azec {Ym} konverguje v distribu´cii
k X.
3.3 Konvergencia a vlastnosti Markovovy´ch
ret’azcov
Majme obecny´ priestor stavov Ω vybaveny´ σ-algebrou a rozdelenie pravde-
podobnosti Π definovane´ na Ω. V mnohy´ch pr´ıpadoch vieme zkonsˇtruovat’
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pomocou MCMC algoritmov cˇasovo-homoge´nny markovov ret’azec Y0, Y1, . . .
so stavovy´m priestorom Ω tak, zˇe Pm(x, F ) konverguje k ciel’ove´mu rozde-
leniu Π(F ), pre F ⊆ Ω, x ∈ Ω, kde
Pm(x, F ) = P (Ym ∈ F |Y0 = x)
je pravdepodobnost’ prechodu m-te´ho ra´du. Cˇasova´ homogenita znamena´, zˇe
prechodove´ jadro P (x, F ) = P (Ym+1 ∈ F |Ym = x) neza´vis´ı na m ∈ N0. Teda
ak ma´me cˇasovo-homoge´nny ret’azec a za´rovenˇ je splnena´ markovska´ vlast-
nost’, tak rozdelenie (Y0, . . . , Ym) je pre kazˇde´ m ∈ N urcˇene´ rozdelen´ım Y0,
ktore´ budeme nazy´vat’ pocˇiatocˇne´ rozdelenie. Poznamenajme, esˇte, zˇe kon-
vergencia pravdepodobnosti prechodu m-te´ho ra´du implikuje, zˇe ak Y0 ∼ Π,
tak potom aj Ym ∼ Π pre kazˇde´ m ∈ N0. To znamena´, zˇe MCMC algo-
ritmy su´ prirodzene vytvorene´ tak, aby Π bolo staciona´rne rozdelenie(t.j.
ak Ym ∼ Π, tak aj Ym+1 ∼ Π). V mnohy´ch pr´ıpadoch na´m algoritmus
vytva´ra reverzibilne´ ret’azce vzhl’adom k Π a to na´m da´va stacionaritu. Inak
povedane´, ak Ym ∼ Π, tak (Ym, Ym+1) a (Ym+1, Ym) su´ rovnako rozdelene´,
teda plat´ı, zˇe pre F,G ⊆ Ω
P (Ym ∈ F, Ym+1 ∈ G, Ym 6= Ym+1) = P (Ym+1 ∈ F, Ym ∈ G, Ym 6= Ym+1).
Z toho nakoniec dostanemem, zˇe
P (Ym+1 ∈ F ) = P (Ym ∈ Ω, Ym+1 ∈ F ) = P (Ym+1 ∈ Ω, Ym ∈ F ) = Π(F ).
Defin´ıcia 3.3.1. Ret’azec je Ψ-nerozlozˇitel’ny´, ak existuje nenulova´ miera Ψ
na Ω taka´, zˇe pre vsˇetky x ∈ Ω a vsˇetky F ⊆ Ω : Ψ(F ) > 0 existuje m ∈ N,
zˇe Pm(x, F ) > 0.
Defin´ıcia 3.3.2. Markovov ret’azec nazveme nenulovy´, ak je Ψ-nerozlozˇitel’-
ny´ a ak v nˇom existuje staciona´rne rozdelenie.
Defin´ıcia 3.3.3. Markovov ret’azec {Yn} je periodicky´, ak existuje q ∈
N, q > 1 a nepra´zdne disjunktne´ mnozˇiny A0, . . . , Aq−1, Aq = A0 take´, zˇe
P (x,Ai+1) = 1 pre kazˇde´ x ∈ Ai, i ∈ {0, 1, . . . , q − 1}.
V opacˇnom pr´ıpade je {Yn} neperiodcky´.
Defin´ıcia 3.3.4. Hovor´ıme, zˇe mnozˇina F je harrisovsky trvala´, ak pre kazˇde´
x ∈ F je
P (∃m ∈ N : Ym ∈ F |Y0 = x) = 1.
Ret’azec nazy´vame harrisovsky trvaly´, ak je Ψ-nerozlozˇitel’ny´ a kazˇda´ F ⊆
Ω taka´, zˇe Ψ(F ) > 0 je harrisovsky trvala´ mnozˇina.
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Defin´ıcia 3.3.5. Nech ret’azec {Ym} je harrisovsky trvaly´, neperiodicky´ a
nenulovy´, potom sa nazy´va ergodicky´.
Defin´ıcia 3.3.6. Hovor´ıme, zˇe ergodicky´ ret’azec {Ym} je geometricky er-
godicky´, ak existuje r ∈ [0, 1) a rea´lna meratel’na´ funkcia M na Ω taka´,
zˇe
sup
A∈Ω
|P n(x,A)− Π(A)| ≤M(x)rn,
pre kazˇde´ x ∈ Ω a n ∈ N.
Tvrdenie 3.3.7. Nech {Ym} je geometricky ergodicky´ Markovov ret’azec so
staciona´rnym rozdelen´ım Π, a nech k je rea´lna funkcia na Ω taka´, zˇe bud’
E|k(X)|2+ε <∞ pre nejake´ ε > 0 alebo {Ym} je reverzibilny´ a Ek(X)2 <∞.
Potom
√
n(k¯n − Π(k)) konverguje v distribu´cii k N(0, σ2) pre n → ∞, kde
za predpokladu, zˇe Y0 ∼ Π je
σ2 = var k(Y0) + 2
∞∑
i=1
cov(k(Y0), k(Yi)).
σ2 je spra´vne definovane´ a konecˇne´ bez ohl’adu na pocˇiatocˇne´ rozdelenie.
Doˆkaz. V pr´ıpade, zˇe E|k(X)|2+ε <∞ pre nejake´ ε > 0 doˆkaz moˆzˇeme na´jst’
v [2].
Ak je {Yn} a Ek(X)2 <∞, tak doˆkaz je uvedeny´ v [3].
3.4 Simula´cie bodovy´ch procesov
V tejto cˇasti si uka´zˇeme konkre´tne simula´cie pomocou Metropolisovho- Hast-
ingsovho algoritmu zrodenia a za´niku. Budeme simulovat’ Straussov pro-
ces pre roˆzne hodnoty parametrov γ a R, pricˇom β = 1.5 zvol´ıme pevne.
Pocˇiatocˇny´ pocˇet bodov nech je 100 a pravdepodobnost’ na´vrhu s prijaty´m
bodom, nech je 1/2. Pocˇiatocˇny´ stav Y0 generujeme ako rovnomerne´ rozde-
lenie sto bodov v okne [0, 10]× [0, 10].
Zvolme najprv γ = 0, R = 0.5 a algoritmus zastavme po tis´ıcej iteraci´ı.
Vid´ıme, zˇe v tomto pr´ıpade je pocˇet susedov na konci simula´cie rovny´ nule.
To znamena´, zˇe body su´ od seba vzdialene´ asponˇo R = 0.5, cˇo odpoveda´
procesu s pevny´m jadrom.
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Pri vol’be γ = 1 a R = 0.5 su´ body simulovane´ho procesu aj bl´ızko seba
aj d’aleko. Proces odpoveda´ Poissonovmu procesu, kde nenasta´vaju´ zˇiadne
interakcie medzi bodmi.
Ak zvol´ıme γ = 3000, R = 0.2 a simula´ciu zastav´ıme po 1500 krokoch,
tak pocˇet bodov sta´le narasta´ a zacˇ´ınaju´ sa tvorit’ zhluky bodov.
Vy´sledky ty´chto simula´ci´ı vid´ıme na na´sleduju´cich stra´nkach. Prvy´ graf
zna´zornˇuje za´vislost’ pocˇtu bodov na pocˇte itera´cii, druhy´ pocˇet susedov
taktiezˇ v za´vislosti na pocˇte itera´ci´ı. Dole je nakoniec zna´zornena´ realiza´cia
Straussovho procesu pre roˆzne hodnoty parametrov pomocou Metropolisov-
ho- Hastingsovho algoritmu.
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Obra´zok 3.1: γ = 0, R = 0.5
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Obra´zok 3.2: γ = 1, R = 0.5
28
Obra´zok 3.3: γ = 3000, R = 0.2
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