Mobile systems provide many means to relay information to a distant partner, but remote communication is still limited compared to face-to-face interaction. Deictic communication and pointing, in particular, are challenging when two parties communicate across distances. In this paper, we investigate how people envision remote pointing would work when using mobile devices. We report on an elicitation study where we asked participants to perform a series of remote pointing tasks. Our results provide initial insights into user behaviors and specific issues in this context. We discovered that most people follow one of two basic patterns, that their individual pointing behavior is very consistent and that the shape and location of the target object have little influence on the pointing gesture used. From our results, we derived a set of design guidelines for future user interfaces for remote pointing. Our contributions can benefit designers and researchers of such interfaces.
INTRODUCTION
Deictic communication permeates everyday life and it is instrumental to successfully exchanging information. For example, it is used to establish joint attention [13] , to express where people or things are, how they are placed and oriented, and which spatial relation they have to each other. Typical terms used to relay deictic information include: this that, there, here, behind or over. There is evidence that deictic expressions are amongst the first words children learn and use [9] , and that they are present in almost every known language [12] . Since human communication is not limited to verbal exchanges, other modalities also play an important role. In Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). . Mockup smartphone prototype used in the study particular, facial expressions and gestures are often essential to understanding our communication partner -be it a human or a computer [51] . In face-to-face communication, we frequently use deictic gestures such as pointing to express or describe the location or shape of an object. For example, a person might utter "Please pass me that." to someone else while extending her arm and pointing her finger in the direction of the pen she would like to obtain. Without properly perceiving the pointing gesture, it will be difficult or impossible for the other person to correctly identify what the speaker means and to thus react appropriately.
MobileHCI '17
The limited field of view might be one reason why there is little research on remote deictic communication. It is also not clear how such communication could be realized technologically and on the interface level. Finally, we currently do not know how people would intuitively/naturally perform pointing gestures for remote deictic communication. In this paper, we therefore explore how people use a mobile device to perform pointing gestures for remote deictic communication.
Our goal is to develop a better understanding of key aspects in this context, to collect different types of gestures, and to gather qualitative feedback on the overall idea of remote deictic communication. For this purpose, we designed a lab-based elicitation study, in which we asked participants to point at different target objects during communication with a remote party.
Our main contributions are initial insights into natural user behavior for remote deictic communication and the identification of three categories of pointing gesture interaction: free-hand pointing, see-through pointing and device pointing. We also developed a tagging scheme for pointing gestures and initial guidelines for designing interfaces for remote pointing. Our contributions can benefit the development and investigation of future interfaces that support pointing across distances.
The remainder of this paper is structured as follows. We first review relevant related work and then describe in detail the elicitation study we conducted. We also report on the analysis we applied to the collected data before highlighting the key results we obtained. Based on these results, we then derive a series of guidelines for designers. A short discussion points out implications and limitations of our work. The final section briefly summarizes our main contributions and provides an outlook on future research.
RELATED WORK
In the following, we first discuss deictic communication in general to highlight its importance and its different facets. We then present previous work on remote collaboration, which defines the broader technological context of our research. In addition, we review work on gestures and gestural communication in general including work on pointing gestures. The section concludes by discussing elicitation studies as a means to derive intuitive gestures.
Deictic Communication
Deictic communication is an active research field across multiple disciplines such as linguistics and cognitive psychology. Also due to this aspect, there is no universally agreed-upon definition that covers all possible facets or uses. The term is derived from the Greek word 'deixis',which refers to pointing or indicating. This can include the use of gestures, demonstratives, pronouns or other means. Tomasello [55] , for example, compared the information shared between speech and gestures in languages, while Dixon [14] did the same with demonstratives. Diessel [12] argued that the primary words used for spatial deictic communication across languages are demonstratives, i.e. this, that, here and there.
There is a substantial body of work highlighting that deictic communication plays a significant role in communication and the evolution of languages. According to the British National Corpus word frequency count 1 , demonstratives appear with the highest frequency terms in a language. Bühler [7] argued that demonstratives play a major role in the evolution of grammar. Furthermore, Clark and Eve [10] observed that demonstratives are among the first words infants acquire, and Iverson [27] found that gestures can predict the acquisition of language. Diessel [13] reported findings indicating that demonstratives are more related to gestures than other words.
People are more likely to use gestures when they are communicating spatial information than when their message does not contain spatial information [2] [35] . It is more challenging to express and understand this type of information without the use of gestures [47] . Occasions, where spatial deictic information plays a major role, include describing the distribution of a room or building [53] , an irregular shape [25] , or motion in space [31] . Giving directions [3] is another example for a person trying to transmit spatial information. This is particularly relevant in a mobile remote communication setting with one partner navigating in situ, while a person at another location remotely provides directions.
Gestural Communication
As mentioned in the previous section, communication is not limited to (spoken or written) language alone. Non-verbal aspects in general and gestures in particular have been the subject of extensive research for quite some time now. Efron [16] [39] also proposed to distinguish between the prestroke, stroke and post-stroke phases of gestures, which facilitates the differentiation between static and dynamic gestures. Poggi [46] introduced a detailed classification of gestures based on a different set of variables ranging from the semantic content, goal, and awareness to cognitive construction.
Since gestures are an important aspect of communication, gestural interfaces have become an established field in HumanComputer Interaction. Several approaches for gesture recognition have been suggested, using a broad range of technologies and sensors (see [40, 48] for a survey). Devices such as the Wii Remote 2 or the Kinect camera 3 have popularized gesture interaction. The broad array of sensors on modern smartphones and mobile devices has enabled mobile gestural interaction as well.
Work on pointing gestures in Human-Computer Interaction can be traced back to the "Put that there" system [6] , which used polhemus sensors to track arm movements for interacting with big displays. More recently, approaches such as Mayer's et. al. [37] proposed pointing interaction using an allocentric perspective and investigated hand pointing as well as gaze pointing [1] . Such approaches frequently require an instrumented environment to work properly, thereby restricting mobility to that augmented area. Other approaches have looked at enabling pointing gestures in a more general mobile context. Magnusson [36] used a separate movement sensor for pointing that was connected to a smartphone via Bluetooth. The ShowMe system [4] facilitates pointing (amongst other gestures) in a mobile setting by recording arm movements and transmitting them to a communication partner to support remote collaboration.
Remote Communication and Collaboration
Modern technology enables remote human interaction and eliminates the requirement to be co-present in order to interact [23, 29, 26] . Unsurprisingly, remote communication has had a profound impact on how people live and work and has changed how people understand time and space [8, 5] . Along these lines, some argue that mobile phones liberate people from place [58, 22] and that the 'sense of belonging to a place' is superseded by 'a sense of belonging to a communicative network' [18] . Based on Palen et. al.'s [44] definition of conversational space, Rettie [49] argues that people can feel as if they were in two places at the same time during remote communication. Apart from the communicative, social and individual considerations pertaining to remote collaboration and communication, there is also a technical component to consider.
The concepts of remote collaboration, mobile communication and presence are well-established fields in Human-Computer Interaction and have been investigated in the context of many different domains. Gestures, in general, and pointing gestures in particular have also received some attention in the context of remote collaboration. For example, Fussell [20] and Kirk [30] explicitly investigated tools and approaches what allowed gesture interaction for supporting remote collaboration in video systems. Gauglitz [21] proposed a framework to enable mobile remote collaboration on tasks that involve the physical environment. The ShowMe system [4] mentioned in the previous subsection is an example of a system that facilitates remote gestural communication.
Elicitation Studies for Gestural Interfaces
In order to design user interfaces for gestural/remote communication, different approaches are possible. Rather than researchers or designers creating such interfaces by themselves, participatory design [52] advocates involving users into the design process. Those users then adopt an active role at different stages in the design process. Particularly in the early stages, elicitation studies can play an important role in this context. In such studies, users are asked to perform specific tasks spontaneously or "instinctively" without being restricted by predefined interaction mechanisms or technology. This approach has the potential to not only empower users but also to produce interactions that are more likely to be user friendly than the ones designed by experts [43] User-centred methodologies and elicitation studies have also been used to generate gestural interactions. Wobbrock et al. [60] used this approach in the context of interaction with a tabletop computer. Morris [42] adopted a user-centered approach to elicit speech and gesture interactions for various functions of a web browser. They also described the maxconsensus and consensus-distinct ratio metrics for analysing elicitation study results. Vavatu and Zait [56] used a similar approach to elicit gestures in the scenario of TV interaction. Döring et al. [15] also used the same approach to elicit a gesture set for multitouch interaction on a steering wheel.
Elicitation studies have also found a place in the context of mobile interaction. Kray et al. [33] carried out such a study to see what actions or gestures people produce in the context of activities involving two different devices. Jokela et al. [28] looked at a more specific case focusing on wearable devices and two everyday tasks. Another example is work by Shimon et al. [54] who carried out an elicitation study to collect gestures to interact with the back of a (mobile) device.
STUDY
From previous work, we can thus conclude that deictic communication is an important component of interpersonal interaction and that there is a substantial potential for it in a mobile context, e.g. for supporting people during navigation. While previous work has covered various aspects related to deictic communication, gestural interaction and remote collaboration, we can also observe a gap in research on remote deictic communication and in particular, pointing in a mobile setting. It is not clear how such communication could be realized technologically and on the interface level. Specifically, we currently do not know how people would intuitively/naturally perform pointing gestures for remote deictic communication. 
Aim
In our study, we thus investigate how people use a mobile device to perform pointing gestures for remote deictic communication. The overall aim is to gain an initial understanding of relevant aspects in this context, to collect different types of gestures and to gather qualitative feedback on the general idea (of remote pointing). In the spirit of participatory design, we carried out an elicitation study to collect gestures that people spontaneously and naturally produce when they perform deictic communication while using a mobile device for remote communication.
Study Design
For our study, we tried to balance realism and openness to ensure eliciting useful gestures. Initially, we considered placing the experimenter in a separate room and performing the experiment remotely via a video-call. We reckoned that this setup would closely resemble the envisioned scenario and thus result in a realistic setting for the participants. However, we decided against this approach as it might have biased the participants towards using the camera to perform deictic communication. Instead, the participants and the experimenter were placed in the same room but were separated by a heavy black curtain. While this avoided interaction between the experimenter and the participant and thus better simulated the remote communication scenario, it also meant that the experimenter was nearby in case of any problems.
In terms of the mobile device to be used, we first considered using a turned-off smartphone during the experiment but then decided against it for a similar reason: we wanted to elicit interactions that were not limited by today's technologies or a specific phone model. Eventually, we opted for crafting a transparent mock-up prototype [45, 57] as a futuristic mobile device (see Figure 1) . We reasoned that the prototypical nature of the mock-up and the absence of clearly identifiable controls such as buttons would free participants from the limitations of current devices.
In order to facilitate the elicitation of 'natural' gestures, we wanted to expose participants to a realistic environment but also needed to maintain a high degree of control. We therefore used panoramic video material of urban scenarios and played them back in an immersive visualization environment. We selected videos from an existing pool that contained target objects with different spatial properties (e.g. small/large, wide/narrow, individual objects/groups of objects). In order to trigger pointing gestures, we designed two sets of questions that we played back as audio instructions (generated via a textto-speech system 4 ). The rationale behind this decision was to simulate a remote communication scenario, where the person in situ would hear but possibly not see the remote communication partner. The first set of questions (see Table 1 ) aimed at eliciting gestures for specific objects. Consequently, they all used the same structure: "Could you please show me the X?", where X was replaced by an object shown in the panoramic video. With the second set of questions our goal was to give participants more freedom with respect to object choices and gestures (see Table 2 ). In total, there were ten questions for each of the three videos we used (see Figure 4) : eight targeting specific objects and two open questions. We randomized the order of the questions to counter any order effects that could result from a fixed sequence.
Participants
We recruited participants through flyers and online channels such as international students groups from the local university community. Twenty people with an average age of 25 years (SD: 5.17, Range: 20-34 years) and approximately equal balance of gender (nine males and 11 females) participated in the experiment. All participants were right-handed, owned smartphones, and had an university-level education. They all stated that they were fluent English speakers and were residents of the city where the panoramic videos were recorded. In addition, they also reported being familiar with all the recorded spots. For the study, a monetary compensation of 10 EUR was offered to the participants.
Apparatus and Material
To ensure that all participants experience the same conditions, the experiment was performed in a lab environment. We used an Immersive Video Environment (IVE) [41] to display panoramic video footage (see Figure2) . With this setting we we were able to realistically simulate environments that participants would encounter in a field study while maintaining full control and ensuring consistent experiences across all participants. The IVE consisted of three big screens connected to a single PC running Windows 7, which played back panoramic videos spanning all three screens. Stereo speakers were hidden behind the center screen and were used to play back audio instructions during the experiment.
Two Canon EOS 550D 5 cameras were used to capture a front view and a side view of the participants. A Logitech HD Pro Webcam C920 6 situated on the top of the front section of the IVE was used as a backup recording device and for allowing the experimenter to have a live video stream of the participants during the experiment. In addition, a Kinect 2 camera was placed in front of the participants (see Figure 3 for full setup). The Kinect, the webcam, and the speakers were connected to the laptop of experimenter (see Figure 2) to play the IVE background audio at the same time as playing the audio instructions. Data from the Kinect device and the Logitech webcam were also recorded during the experiment.
All participants were placed in the same spot of the IVE (Figure 2 .a), which was marked by two footprints. The mock-up smartphone we built (see Figure 1 ) was handed to the participants prior to the experiment. We told them this is a phone from the future, which has all features and sensors they could imagine.
Procedure
After welcoming the subjects, they received printed documents informing them about the experiment, a participation consent form, and an initial questionnaire with a number of demographic questions (age, gender, dominant hand and expertise of using smart-phones). Any questions participants had while reading through the documents were answered by the experimenter. After participants had signed the consent and filled in the questionnaire, the experimenter placed them on a marked position (Figure 2 .a) in front of the center screen. He then provided information regrading the IVE and detailed instructions of the tasks to perform. Participants were asked to behave in the IVE as they would in real life. We also instructed them to pretend that the mock-up phone was a futuristic smartphone capable of doing whatever they could imagine, equipped with any sensor and/or running any kind of app. Furthermore, we asked them to imagine being in a remote communication scenario such as a phone conversation. We also informed the participants that a remote voice would ask them to perform Table 3 . Tagging scheme used to classify deictic pointing gestures ten different tasks in three different scenarios (30 tasks in total) and that they should use the phone for fulfilling those task. These instructions were repeated up to three times during the introduction to ensure participants were clear about what they needed to do and what they had to imagine. This was important as there was no further direct interaction between the experimenter and participants during the study. Finally, the experimenter provided participants with the opportunity to ask any question regarding the procedure of the experiment.
After the setup was completed, the main part of the study began. For each task, the audio message of the task was played, and participants then tried to perform a corresponding pointing gesture. They were also allowed to request repeating the audio message, or to indicate that they wanted to skip to the next task. (The last situation could occur if participants were not able to complete the task or did not know how to do it). The audio message was played back in stereo by speakers place directly in front of the participant. The order of the tasks was randomised across scenarios and subjects. The experimenter was behind a curtain, not visible and did not talk to the participant during this part of the study.
Once the three scenarios were completed, subjects were given a final questionnaire, in which they were asked different questions related to their habits of usage of mobile devices. This included questions such as how much they use their smartphone, their general attitude about using a mobile device in the situation that the experiment introduces, what sensors and features they imagined the mock-up device had and some further questions. After completing the questionnaire, the experimenter debriefed them and they received a small payment to compensate them for their time.
Collected data
We collected different types of data during the study. We asked participants to fill in qualitative questionnaires before and after the main study. The initial questionnaire collected demographic information about the participants. In the final questionnaire, we asked them if they would use a phone in the suggested remote communication scenario of the study. They were also prompted to suggest three positive and three negative aspects about using a phone in this scenario. Finally, we asked the participants to describe the features they would like a phone to have for this purpose, and we gave them the opportunity to provide any further comment. During the main study, we recorded audio and video footage. We placed one camera in the front of the center screen (Figure 2 .b) and a secondary camera from the side (Figure 2.c) . Extra footage from a webcam placed on the top of the center screen (Figure 2.d) was also recorded in order to have another reference view in case any gesture was not clearly visible from the other cameras. In addition, we recorded the the skeleton data from a Kinect 2 device (Figure 2 .e) placed in front of the participant.
ANALYSIS
In order to analyse the recorded video footage we devised a tagging scheme following an iterative process. First, we created a preliminary version of the scheme based on previous work in gestures classification [39, 46] and research on elicitating user-generated gesture interactions [50, 34, 15] . The resulting scheme was modified whenever we encountered new requirements in the form of different ways of gesture interactions. The final tagging scheme is shown in Table 3 . We then analysed all the video footage using the previously defined tagging scheme with the goal to properly distinguish and classify every interaction.
Comparing participants gesture interactions, we identified three different main categories: free-hand pointing, seethrough pointing and device pointing. We defined free-hand pointing as a natural pointing gesture in which the participant was using a hand to relay spatial information without explicitly using or positioning the phone. For a detailed analysis, we tagged each finger used for describing the requested spatial information (F1: thumb, F2: index, F3: middle, F4: ring, F5: little). The gesture could be performed using more than one finger. Hand gestures, of participants using all the fingers, were also included in this category (Figure 8 .b, g, h, i, k and l). If a participant performed the gesture by looking through the transparent screen of the mock-up device to describe the required targets, we classified it as a see-through pointing interaction. In this category we also tagged the orientation of the device as portrait or landscape (Figure 8.a, e, f, j) . Finally, we define device pointing as the gesture interaction where people used the device as an extension of their arm for describing the targets. In this case, as we did not find any difference, all the gestures were tagged in the same way (Figure 8 .c).
The tagging scheme include some further variables such as well: static (when participants remained in a static posture) or dynamic (when they purposefully moved body parts during the gesture) gestures. We tagged as well whether the gesture was performed to describe a single target (e.g. an individual building) or the same gesture was repeated for pointing out multiple targets (e.g. a number of bikes). We also recorded if the participants were using the dominant hand, the nondominant hand or both hands. We further noted when the participant were using speech to support the gesture. Overall, the tagging scheme was very deterministic and easy to apply, which is why a single expert tagged all the videos.
RESULTS
The 20 participants performed 600 tasks in total resulting in three hours of video and audio material that we analyzed as described in the previous section. Figure 5 summarizes the distribution of interaction types we observed. 246 of the 600 task were performed using a see-through pointing gesture, and In case of the free-hand pointing interaction, it was interesting to observe that participants supported by verbal information in 93 of the 245 cases. 43 of those 93 supporting utterances used the demonstrative "over there" and 42/93 used just "there". Less frequently used demonstratives were "here", "over here", Device.Pointing Figure 6 . Number of people agreeing to use the mobile device for remote deictic communication in the future on a seven-point Likert scale (1=strongly disagree, 7=strongly agree), answers colored by predominantly used gesture type.
"in front", "at", and "in". We observed verbal support of gesture interaction as well: 16 times in case of the device pointing interactions and two times in case of the see-through pointing interactions.
For the see-through pointing gestures, we also analyzed how the screen was positioned. For 127 of the 246 gestures in this category, participants used the phone in portrait position, while 119/246 used it in landscape position. The targets, where portrait mode position was most frequent, were: tree (9/9, i.e. for all 9 uses of see-through pointing with the tree as target object, participants held the phone in portrait mode), the bus stop information screen (8/8), and the streetlamp (8/8). Targets, where the landscape mode was more frequent, were the bikes (6/8), the building under construction (6/8).
After completing all pointing tasks, we asked the participants fill a questionnaire to gather information about whether they intend to use a mobile device for remote deictic communication.
We used a seven-point Likert scale, where one corresponded to "strongly disagree (1)" and five to "strongly agree (7)". Figure 6 summarizes the responses we obtained: 1 (4×, 20%), 2 (1×, 5%), 3 (2× ,10%), 4 (3×, 15%), 5 (6×, 30%), 6 (4×, 20%), and 7 (0×, 0%). The bars are colored according to each participants predominantly used gesture type. As can be seen from the diagram, participants using see-through pointing were much more positive about using the device in for remote deictic communication than those using free-hand pointing. For those predominately using device pointing, responses were mixed. In addition to querying participants about their intention to use, the questionnaire also asked them for three positive and negative aspects of using a mobile device as in the experiment scenario. The most frequent comments are summarized in the Table 4 .
DESIGN IMPLICATIONS
From our results we can infer three main implications for the design of future gestural interfaces that facilitate remote deictic communication, in particular pointing. These relate to gesture diversity, environmental aspects, and technical considerations. Below we discuss these three areas in more detail. Table 4 . Participants' most common positive and negative feedback.
Gesture Diversity
Communicating deictic information through pointing gestures raises several challenges regarding gesture diversity that designers for mobile devices may want to consider. Current mobile devices primarily use touchscreen input for gestural interaction. Increasingly, alternative mobile gesture recognition methods are emerging that use the built-in or external sensors. The results of our study indicate that the recognition of pointing gestures should not only rely on a single touch input. Only a few users used the screen as input method when describing the position of the targets. We identified two dominating interaction methods -free-hand pointing and see-through pointing -which should instead be supported.
In the case of free-hand pointing, users ignored the mobile device and used their hand to perform natural pointing gestures. For this type of gesture, primarily the index finger was used, followed by multi-finger pointing and hand gestures. A small set of participants even used both hands for pointing (Figure 8 h) . The observed variety in free-hand pointing indicates that interaction designers would be well-advised to consider more than just one type of pointing for remote deictic communication.
In the case of see-through pointing, users imagined a camera in different positions of the device, e.g. on the top or the back. They also used the mock-up prototype as a see-through display and pointed with the center of the device to the target. On some occasions, users performed a free-hand pointing gesture with their remaining free hand in order to support the interaction.
While we found three main interaction pattern (free-hand pointing, see-through pointing or device pointing), participants were highly consistent in terms of which one they usedmostly regardless of the different types of targets. They stuck to the same interaction method when describing spatial information for most of the experiment. The patterns we observed can inform the design of future interfaces for remote deictic communication as well.
Environmental Implications
Spatial pointing gestures interact with the targets and their different properties such as size or position in the environment. For example, for specific types of targets users performed static or dynamic gestures. By static gestures, we mean gestures where the hand or device was moved towards the target and then its position did not change anymore. In a dynamic gesture the hand or the device was moved along the target one or more times, describing their shape as in what McNeill termed iconic gestures [38] . This dynamic behavior was found when participants targeted objects that covered a large area of the scene such as a street or a large building. For single or small objects such as people or bikes, static gestures were clearly preferred. However, we found no difference in the usage of dynamic or static gestures regarding the free-hand pointing, see-through pointing or device pointing interaction modalities. It is worth mentioning, though, that we did not present any moving targets, which might have resulted in more dynamic gestures. Overall, we did not find any systematic relationship between the used interaction methods and specific targets. These findings imply that future interaction methods for remote deictic communication should focus on the link between static/dynamic gestures and the small/extended size/shape of target objects.
Technical Implications
When designing mobile devices it is crucial to consider the right selection and placement of sensors and displays on the device. In addition, the shape of the device plays an important role in the context of supporting different interaction modalities. These factors might influence how people use the mobile device in general and when communicating deictic information in particular. In this context, the use of a 360 degrees camera (such as [32] or a dedicated hand tracking device (such as the leap motion 7 ) could be very beneficial to support all different types of gesture interactions. Particularly in the case of free-hand pointing interaction, this would be useful as those users mostly ignored the phone. They held it with one hand while performing the pointing gesture with their other hand. Generally, designers should also take into account the different orientations of the device we observed during the study.
For example, users who performed the see-trough pointing gestures were alternating between portrait and landscape orientation, probably depending on the shape and extend of the target object.
Finally, in our study we found participants frequently used verbal expressions such as here, this or that in support of pointing gestures. Given that this is also a very common phenomenon in face-to-face communication, it would make a lot of sense to support multi-modal communication (in particular: audio and gestures) for remote deixis.
DISCUSSION
When designing our experiment, we aimed to a simulate a real life scenario while ensuring a high degree of control. For this purpose, we ran the study in an immersive video environment. There was some evidence that the study setup achieved a high degree of immersion. For example, one participant performed a reverse pointing gesture when asked for where they would set up a business. The participant referred to the part of the city that would be located at her back if she would be located at the location shown by video 2 ( Figure 4) It surprised us somewhat to see a substantial number of participants perform free-hand pointing gestures as their predominant interaction method. The experimenter had informed them up to three times prior to the start of the study that they should use the mobile device for their interactions but these instructions were more or less ignored by this group. One possible explanation would be that participants still assumed to be collocated with their communication partner (despite them not being visible). Alternatively, this might be an artifact of the exploratory nature of the study and the rather open questions. Finally, their behavior might also reflect the implicit assumption that the phone can somehow capture their natural pointing behavior and transmit it to the remote communication partner.
Another phenomenon worth highlighting is the legacy bias reflected, for example, in the negative feedback to some questions (4). It is possible that participants were influenced by the limitations of current technology, which could explain the lack of intention to use the device in the suggested remote communication scenario of the experiment. Another potential legacy bias is the popularity of the free-hand pointing method as it replicates what people currently do in face-to-face situations. It is also worth noting that the lowest intention of use results were predominately observed for participants who had free-hand pointing as their main interaction method (see Figure 6 ).
Our study was subject to a number of limitations that might have effect various aspects of the results we reported above. Besides a limited number of participants and targets, the use of a mock-up device may have affected the study outcome. By providing participants with an imaginary and omnipotent mobile phone, we did not only rely on their imagination but also might have biased them towards envisioning a smartphoneinspired interaction such as the one we observed in the seethrough pointing. We took the decision of introducing the mock-up as a mobile device over not giving them any tool at all to avoid confusing participants. We felt it might have been overly demanding to ask them to imagine any kind of portable device they could use to perform the gestures. (Even with the mock-up, some participants who mainly relied on free-hand pointing interaction did not use the mock-up device at all.) Another limitation relates to the use of the immersive video environment. Even though it has been described as resulting in behavior similar to what is observed in field studies [11] , we cannot be certain that participants would produce the same gestures in the field. Finally, while we simulated parts of a remote communication, it did not constitute an actual conversation between human partners.
CONCLUSION
In this paper, we reported on an exploratory study aimed at eliciting smartphone gestures for remote deictic communication. Our analysis of the collected gestures revealed two dominant and one secondary category of gestures: free-hand and see-through pointing as well as device pointing. Most participants either used the (assumed) camera of the device or their fingers for pointing. A substantially smaller group used the body of the phone for pointing. Our results also indicate that the type or shape of the target does not affect which type of pointing gestures people use, though there are systematic variations within the same type of gestures (e.g. the tendency to use dynamic gestures for elongated targets such as a street). Generally, we observed a very high degree of consistency regarding individual pointing behavior: most people relied on one specific type of pointing gesture throughout the majority of the study. Based on these and other results we obtained during the study, we were able to derive a number of guidelines for the design of user interfaces aimed at supporting remote deictic communication.
Our main contributions are thus initial insights into natural user behavior for remote deictic communication and the identification of three categories of pointing gestures. Further contributions include the tagging scheme we developed and initial guidelines for designing devices and interfaces that facilitate remote deictic communication in the form of pointing gestures. These contributions can benefit designers and researchers developing and investigating future interfaces and tools that support pointing across distances. Based on our results, we identified several promising directions for future research. Investigating technological realizations of the gesture types we discovered is a logical next step. In order to realize deictic communication across distances, we also want to look into how to relay pointing gestures to the remote communication partner. 
