Abstract
Introduction
Performance macromodels are mathematical models that relate the controllable design parameters and performance parameters of an analog circuit. Frequently as an alternative to a circuit level simulator for performance parameter acquisition, performance macromodels take much less time to evaluate than that needed by its counterpart. Often a certain analog circuit topology is configured with different design parameters in various applications. This property of an analog circuit topology makes its corresponding performance macromodels reusable for various applications.
A popular approach to performance macromodeling is using regression based techniques, which often use samples of performance parameters obtained from simulation to fit a regressor. This type of technique is challenged by the high nonlinearity relationship between design variables and performance parameters. S. Zazalaand, J. Eckmuller and H. Grab [4] feasible design space, one can build performance macromodels of higher accuracy. Feasible design space is a multidimensional space determined by certain design constraints.
In this paper, we present a similar two-level modeling approach. The two-level model is composed of a feasibility model and a set of performance models. In contrast to [4] , we will construct a feasibility model of much higher accuracy than [4] by formulating the feasibility modeling problem as a two class classification problem and apply state of the art classification technique, radial basis function Support Vector Machine(SVM) to build the classifier. Performance models in the feasible design space are then constructed by fitting SVM regressor.
Problem formulation
As mentioned in Section 1, feasible design space is a multidimensional space determined by certain design constraints. Given a circuit topology, we can pose three types of constraints: Geometry constraints on the design parameters, primarily device sizes and bias voltages and currents; Functional constraints that insure the functional correctness of the given circuit topology and Performance constraints on the performance measurements depending on the applications. Geometry constraints define the initial design space, usually a hypercube. Feasible design space I is the subspace of the initial design space, in which every design configuration satisfies all the design constraints. While performance constraints have never been used in performance macromodeling, we are enabled to do so by formulating the feasibility modeling problem as a classification problem and thus to handle arbitrary constraints.
Since functional and performance constraints are not directly posed on the design variables, I is not in an analytic form. We thus define a feasibility function y (x) whose output only takes two values {+1, −1} depending on whether x ∈ I .
To build performance macromodels, we use Vapnik [3] proposed radial basis function SVM as our regressor. The original SVM regressor uses a ε-insensitive loss function which is equivalent to minimizing the maximum error. Minimizing the maximum error is favored here because we want to make sure the models will perform well even in the worst case.
Experimental results
We apply the two-level modeling methodology to build feasbility model as well as performance macromodels for an OTA opamp, schematic shown in [2] . Our experiments are conducted on a Sun Blade 1000 machine and computational time is CPU time. The technology is AMI 0.5µm CMOS process and supply voltage is 5V. The functional constraints insure all the transistors are on and in saturation region with some margin. We use a software called libsvm [1] to train and validate the SVM classifier and regressors. Table 2 . Design constraints of OTA opamp
The feasible design space is only about 2.4% of the entire design space in this particular example. Using a set of uniform random samples to train the SVM, we can get a feasibility model of very high overall accuracy but approximate the feasible design space very poorly. We apply the active learning scheme proposed by [2] to solve the problem. The overall accuracy is always above 98.9% due to the powerful classification ability of the SVM. The active learning scheme can approximate the feasible design space much better with the same number of samples.
We construct and validate various performance macromodels using performance parameters of feasible designs. The training set has 7,000 samples and the validation set has 7,101 samples. In Table 3 We also generate performance models without the constraints in Table 2 . As shown in Table 4 , these models are less accurate, take much longer time to train and evaluate. Table 4 . Statistics of performance macromodels of OTA opamp without feasibility constraints
Conclusion
This paper presents a two-level modeling approach which consists a classifier as a feasibility model and a set of regressors as performance models. Experimental results show that it is an efficient approach to performance macromodeling.
