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We introduce and describe the multiconfigurational time-depenent Hartree for indistin-
guishable particles (MCTDH-X) software, which is hosted, documented, and distributed at
http://ultracold.org. This powerful tool allows the investigation of ground state properties
with time-independent Hamiltonians, and dynamics of interacting quantum many-body systems
in different spatial dimensions. The MCTDH-X software is a set of programs and scripts to com-
pute, analyze, and visualize solutions for the time-dependent and time-independent many-body
Schro¨dinger equation for indistinguishable quantum particles. As the MCTDH-X software repre-
sents a general solver for the Schro¨dinger equation, it is applicable to a wide range of problems in
the fields of atomic, optical, molecular physics as well as condensed matter systems. In particular,
it can be used to study light-matter interactions, correlated dynamics of electrons in solid states,
as well as some aspects related to quantum information and computing. The MCTDH-X software
solves a set of non-linear coupled working equations based on the application of the variational
principle to the Schro¨dinger equation. These equations are obtained by using an ansatz for the
many-body wavefunction that is a time-dependent expansion in a set of time-dependent, fully sym-
metrized bosonic (X=B) or fully anti-symmetrized fermionic (X=F) many-body basis states. It is
the time-dependence of the basis set, that enables MCTDH-X to deal with quantum dynamics at a
superior accuracy as compared to, for instance, exact diagonalization approaches with a static basis,
where the number of basis states necessary to capture the dynamics of the wavefunction typically
grows rapidly with time.
Herein, we give an introduction to the MCTDH-X software via an easy-to-follow tu-
torial with a focus on accessibility. The illustrated exemplary problems are hosted at
http://ultracold.org/tutorial and consider the physics of a few interacting bosons or fermions
in a double-well potential. We explore computationally the position-space and momentum-space
density, the one-body reduced density matrix, Glauber correlation functions, phases, (dynami-
cal) phase transitions as well as the imaging of the quantum systems. Although a few parti-
cles in a double well potential represent a minimal model system, we are able to demonstrate
a rich variety of phenomena with it. We use the double well to illustrate the fermionization
of bosonic particles, the crystallization of fermionic particles, characteristics of the superfluid
and Mott-insulator quantum phases in Hubbard models, and even dynamical phase transitions.
We provide a complete set of input files and scripts to redo all computations in this paper
at http://ultracold.org/data/tutorial_input_files.zip, accompanied by tutorial videos at
https://www.youtube.com/playlist?list=PLJIFUqmSeGBKxmLcCuk6dpILnni_uIFGu. Our tutorial
should guide the potential users to apply the MCTDH-X software also to more complex systems.
ar
X
iv
:1
91
1.
00
52
5v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 16
 Ja
n 2
02
0
2I. INTRODUCTION
The time-dependent many-body Schro¨dinger equation (TDSE) is a fundamental equation at the heart of many
different fields of science: quantum chemistry, condensed matter and atomic and molecular physics. Exact solutions
to the TDSE exist only for model systems, like the time-dependent harmonic interaction model [1–4]. Even for the
time-independent many-body Schro¨dinger equation (TISE), exact solutions are scarce [5–12]. These exact solutions,
however, are in most cases not generalizable to current experiments or theoretical studies. To obtain solutions to the
TISE and TDSE, numerical methods as well as their implementation in software are therefore indispensable. Due
to the fundamental nature of the problem, many methods have been put forward – each with their advantages and
shortcomings.
Examples of these numerical methods are matrix-product-state and density matrix renormalization group ap-
proaches, which employ a hierarchical partitioning of the many-body Hilbert space, and are particularly well-suited
for one-dimensional lattice systems [13, 14]. Meanwhile, mean-field approaches like the time-dependent Hartree-
Fock [15] and the time-dependent Gross-Pitaevskii methods [16–18] employ a drastically simplified approximation to
the wavefunction of the state that ignores correlation effects.
Since the 1990s, when the multiconfigurational time-dependent Hartree approach [19–21] (MCTDH) was first put
forward, the method was applied very successfully in the field of theoretical chemistry, where systems involve coupled
and distinguishable degrees of freedom. MCTDH enables the description of correlated wavefunctions; its ansatz
for the wavefunction is a sum of all possible configurations of distinguishable degrees of freedom or particles in a
set of time-dependent variationally-optimized single-particle functions. In 2003, the MCTDH for indistinguishable
fermions [22–24] (MCTDH-F) was formulated and in 2007 MCTDH for indistinguishable bosons [25, 26] (MCTDH-B)
followed. MCTDH-F and MCTDH-B can be formulated in a unified manner [27], where they share the same equations
of motion; henceforth we will use the acronym MCTDH-X to refer to this unified prescription, where X is either X=F
or X=B.
Other notable members of the MCTDH family of methods include the restricted active space (RAS-) and multilayer-
(ML-)methods: RAS-MCTDH-F [28], RAS-MCTDH-B [29, 30], ML-MCTDH [31–33], the ML-MCTDH in (opti-
mized) second quantized representation [34] ([35]), and the ML-MCTDH-X [36]. Here, the “ML-” prefix implies
that a hierarchical format of the tensor representation of the many-body wavefunction is employed. For a review of
multiconfigurational methods for the dynamics of indistinguishable particles including these multilayering and other
methods, see Ref. [4].
In this article, we provide an introduction to the software implementation of MCTDH-X hosted and distributed
at http://ultracold.org [3, 37, 38]. In particular, MCTDH-F can be applied to describe the correlated dynamics
of electrons in atoms and molecules [39–43] or to describe ultracold atomic fermions [3]. MCTDH-B can be used to
describe the many-body properties of ultracold atomic bosons with a focus on the phenomenon of fragmentation [44,
45], where the reduced density matrix of the many-boson state attains several significant eigenvalues [46–51] and, as
a result, quantum fluctuations are non-negligible [52–56].
Below, we provide a tutorial-type introduction to the MCTDH-X software with a focus on simplicity and instructive-
ness. The MCTDH-X software, however, can do way more than the examples we introduce below. The MCTDH-X
software can deal with indistinguishable particles with internal degrees of freedom like spin [38], indistinguishable
particles placed in a high-finesse optical cavity [54, 57–60], indistinguishable particles with long-range dipolar inter-
actions [55, 56, 61, 62] and Hubbard (lattice) models [38]. Moreover, the MCTDH-X software provides the possibility
for an in-depth analysis of the computed solutions of the TISE and TDSE via full distribution functions [56], variances
and quantum fluctuations [51, 52, 56] of observables and correlation functions [2, 51, 56, 63]; the MCTDH-X has been
benchmarked against exact results [1, 2], verified against experimental predictions [52] and was recently reviewed in
Ref. [4].
The objective, workflow and usage of the MCTDH-X software is introduced in Sec. II and exemplified by a detailed
tutorial in Sec. III, where ground states and dynamics of both bosons and fermions are inspected. Our focus is on
introducing the usage of the software; details about the MCTDH-X theory are only complementarily discussed where
necessary. We conclude and summarize our work in Sec. III C.
II. STRUCTURE OF THE MCTDH-X SOFTWARE
A. Objective and main functionality
The objective of the MCTDH-X software is to numerically solve the TISE or TDSE for a given many-body Hamil-
tonian, which describes N interacting, indistinguishable bosons or fermions subject to a confining potential and to
3analyze the computed solutions. A general Hamiltonian has the form
Hˆ =
N∑
i=1
[
−1
2
∂2xi + V (xi; t)
]
+
N∑
i<j
W (xi,xj ; t), (1)
that can be either explicitly dependent on time or not. Here, xi is the coordinate of the i-th particle, − 12∂2x is
the kinetic energy operator, V (x; t) is a general, possibly time-dependent, one-body potential and W (x,x′; t) is a
general, possibly time-dependent interparticle interaction operator. All the quantities are given in dimensionless
units. The length scale L can be chosen to appropriately represent the physical problem; the corresponding time and
energy scales are then determined as mL2/~ and ~2/(mL2), respectively. In particular, in the presence of a harmonic
confinement potential, it is natural to choose the time scale as the inverse of the harmonic trapping frequency ω, i.e.,
L =
√
~/(mω).
The time-independent many-particle Schro¨dinger equation (TISE) corresponding to the Hamiltonian of Eq. (1) is
Hˆ|ΨE〉 = E|ΨE〉, (2)
while the time-dependent Schro¨dinger equation (TDSE) is
Hˆ|Ψ(t)〉 = i∂t|Ψ(t)〉. (3)
Note that Hˆ in the TISE needs to be a time-independent Hamiltonian. In Eq. (2), |ΨE〉 is an eigenstate of Hˆ with
eigenvalue (energy) E. |Ψ(t)〉 stands for the solution of the TDSE at time t. Technically, MCTDH-X is currently
capable of accurately computing few lowest-in-energy eigenstates using Davidson or short iterative Lanczos routine
from the Heidelberg MCTDH package [64].
The MCTDH-X theory [26, 27] uses an ansatz for the wavefunction that is a time-dependent superposition of
time-dependent many-body basis states:
|Ψ(t)〉 =
∑
~n
C~n(t)|~n; t〉; ~n = (n1, ..., nM )T ;
|~n; t〉 = N
M∏
i=1
[
bˆ†i (t)
]ni |vac〉; φj(x; t) = 〈x|bˆj(t)|0〉. (4)
Here, the C~n(t) are referred to as coefficients, the |~n; t〉 as configurations, and the normalization factor isN = 1√∏M
i=1 ni!
for bosons and N = 1 for fermions. Each configuration is a fully symmetric or fully anti-symmetric many-body basis
state built from M orthonormal time-dependent single-particle states, or orbitals, {φk(x, t); k = 1, ...,M}. To fully
specify the solution of the TISE or TDSE, the MCTDH-X software computes and stores the coefficients C~n(t) and
the orbitals {φk(x, t); k = 1, ...,M} at times t that are specified by the user.
The set of equations of motion for the parameters in Eq. (4) comprises a coupled set of first-order differential
equations for time-dependent coefficients C~n(t) and non-linear integro-differential equations for the orbitals φj(x; t).
The details about these equations of motion and their derivation can be found, for instance, in Refs. [3, 4, 26, 27]. The
MCTDH-X software hosted at http://ultracold.org solves these equations of motion using the so-called constant
mean-field integration scheme (see, for instance, Refs. [21, 26]). The constant mean-field scheme features an adaptive
time step for which the coefficients and the orbital’s equations of motion are decoupled.
We note that the equation for the orbitals contains the inverse of the matrix elements of the one-body density
matrix. In cases where the reduced one-body density matrix has zero eigenvalues and is not invertible, the orbital
equations are therefore undefined and problematic. In almost all practical cases and, particularly, for the computations
we present below, the regularization strategy documented in Ref. [21] – a posteriori adding negligibly small eigenvalues
to make the inversion possible – is sufficient. More elaborate schemes to improve or avoid this regularization have
been developed [65, 66].
B. Quantities of interest
Once the coefficients C~n(t) and the orbitals φk(x, t) are computed, the MCTDH-X software can analyze the solution
and calculate several quantities of interest. These include, respectively, the real-space and momentum-space density
distributions
ρ(x) = 〈Ψ|Ψˆ†(x)Ψˆ(x)|Ψ〉/N, (5)
ρ˜(k) = 〈Ψ|Ψˆ†(k)Ψˆ(k)|Ψ〉/N, (6)
4the Glauber one-body and two-body correlation functions,
g(1)(x,x′) =
〈Ψ|Ψˆ†(x)Ψˆ(x′)|Ψ〉
N
√
ρ(x)ρ(x′)
, (7)
g(2)(x,x′) =
〈Ψ|Ψˆ†(x)Ψˆ†(x′)Ψˆ(x′)Ψˆ(x)|Ψ〉
N2ρ(x)ρ(x′)
, (8)
and the natural orbitals φ
(NO)
i and the orbital occupations ρi, which, respectively, are the eigenfunctions and eigen-
values of the reduced one-body density matrix,
ρ(1)(x,x′) =
1
N
〈Ψ|Ψˆ†(x′)Ψˆ(x)|Ψ〉 =
∑
i
ρiφ
(NO),∗
i (x
′)φ(NO)i (x). (9)
The natural orbitals are ranked in the order that the first orbital has the highest occupation while the last orbital
has the lowest ρ1 ≥ · · · ≥ ρM . Another important quantity, the correlation order parameter (COP), is defined as the
sum of the squares of the orbital occupations ρi [55, 56].
∆ =
M∑
i=1
ρ2i . (10)
For the sake of brevity, we omit the dependence of quantities on time above and in the following, unless when
imperative or instructive.
Even more importantly, the MCTDH-X software can simulate single-shot images [52–56]. These single-shot images
are the standard way to measure quantum many-body systems of ultracold atoms [67–70]. By simulating such single-
shot images, the MCTDH-X software can reproduce the quantum measurements in the laboratory. In real space, a
single-shot image can be obtained by drawing random positions (x˜1, x˜2 . . . x˜N ) distributed according to the probability
P (x1, ...,xN ) = |Ψ(x1,x2, . . . ,xN )|2 . (11)
Due to the presence of quantum fluctuations and correlations, a single-shot image, which is distributed according
to |Ψ|2, can be drastically different than the density distributions ρ(x), ρ˜(k) in Eqs. (5) and (6). The deviation of
single-shot images from the density distributions is especially significant when the particle number is small and/or
the quantum correlations are large.
A large collection of single-shot images can be used to provide information on the system and particular its corre-
lations and phases. Below, we consider a total number of Nshot images, with the value of the i-th image at position
x given by Bi(x), and provide two types of single-shot analyses:
1. Single shots for particle correlations between the two wells of a double-well potential: For each shot, the number
of particles in one well, ni =
∑′
x Bi(x), is calculated. Here, Σ′ indicates that the summation is within a certain
well (left or right). We then calculate the probability of finding n = ni particles in the considered well among
all single-shot images
P (n) =
N(ni = n)
Nshot
, n ∈ {0, 1, 2, . . . , N}, (12)
where N(ni = n) denotes the total number of shots with ni = n. We will show that the distribution of this
probability depends on the correlations between particles.
2. Quantum fluctuations can also be extracted from single-shot images [52–56]. To quantify the position-dependent
quantum fluctuations of the particle number, we calculate the variance V(x) from single-shot simulations as:
V(x) = 1
Nshot
Nshot∑
i=1
B2i (x)−
[
1
Nshot
Nshot∑
i=1
Bi(x)
]2
. (13)
All these quantities above are chosen because of their accessibility in experiments and direct comparability to exper-
imental results. For example, the momentum-space density distribution is accessible by time-of-flight measurements,
the one-body particle correlations are accessible by thermodynamic quantities like kinetic energy [71] and single-shot
images are the standard way of measuring cold-atom systems [67–70]. Other quantities of interest currently acces-
sible by MCTDH-X include, for instance, the Glauber one-body and two-body correlation functions in momentum
space [72] and many-body entropies of the system [73].
5C. Workflow
The MCTDH-X software mainly consists of two programs:
1. The main program, MCTDHX, computes the numerical solution of the TISE or TDSE.
2. The analysis program, MCTDHX analysis, analyzes the found solution.
Here and in the following, we use the verbatim font to refer to code, including executable commands, files, statements,
and variables.
To set up a numerical task, the user modifies and chooses the parameters via the text input file MCTDHX.inp.
A detailed description of the available options is given in the manual [74] of the MCTDH-X software. The
file Get 1bodyPotential.F is used to specify custom one-body potentials [V (xi; t) in Eq. (1)], while the file
Get Interparticle.F allows for custom two-body potentials [W (xi,xj ; t) in Eq. (1)]. For custom (initial) states,
the Get Initial Coefficients.F and Get Initial Orbitals.F files can be used to specify the (initial) coefficients
C~n(t = t0) [cf. C~n(t) in Eq. (4)] and orbitals {φk(x; t = t0), k = 1, ...,M} [cf. φj(x; t) in Eq. (4)], respectively.
The workflow and structure of the MCTDH-X software follows naturally from its main objectives to determine a
numerical solution to the TISE or the TDSE and then to extract desired quantities of interest from the solution. This
workflow can be summarized in the following steps, which are also visualized in Fig. 1:
1. Determine the initial state.
(a) Default: compute the ground state of some Hamiltonian Hˆ by running MCTDHX and configuring
the numerical task (“relaxation mode”, Hamiltonian, integration procedure etc.) in the input file
MCTDHX.inp.
(b) Advanced: manually set the coefficients and orbitals that determine the initial wavefunction via the
files Get Initial Coefficients.F and Get Initial Orbitals.F
2. Analyze the initial state by choosing the desired quantities of interest in analysis.inp and running
the analysis program MCTDHX analysis
(a) Default: call supplied visualization scripts or gnuplot to obtain plots or videos of the results
(b) Advanced: create custom visualizations or customize supplied visualization scripts
3. Compute the time-evolution of the initial state with given Hamiltonian Hˆ. The dynamics of
the system is obtained by choosing the numerical task (“propagation mode”, Hamiltonian, integration
procedure etc.) in the input file MCTDHX.inp and running MCTDHX.
4. Analyze the computed time-evolving state by choosing the desired quantities of interest in
analysis.inp and running the analysis program MCTDHX analysis. Visualization of the results as in
step 2.(a) and 2.(b).
The scripts in the MCTDH-X software generally fall into two categories: either scripts to automate computations,
i.e. parameter scans or scripts to visualize data in plots and videos. A series of tutorial videos illustrating the workflow
step-by-step is available at https://www.youtube.com/playlist?list=PLJIFUqmSeGBKxmLcCuk6dpILnni_uIFGu. A
discussion on the convergence, particularly in orbital number, can be found in the supplementary material [75] (includ-
ing Refs. [76–81]). For support and documentation, the website of the MCTDH-X software, http://ultracold.org
[37], the MCTDH-X manual [74] and the email address mctdhx@ultracold.org are available. Feature requests should
be directed towards the support email address and/or be discussed on the web forum.
III. TUTORIAL AND APPLICATION
As a tutorial example, we use the MCTDH-X software to study bosons and fermions in one-dimensional double-
well one-body potentials. The double-well potential has a simple Hamiltonian, and is experimentally relevant [82–84].
Importantly, seen as a lattice with two sites, the double-well potential can be used as a demonstration on how we can
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Questions? See manual at:
http://ultracold.org/data/manual
analysis.inp
analysis.inp
Setup coefficients
and orbitals
Cn(t),  k(x, t)
<latexit sha1_base64="T6oNtBgUhRnVo6WvUMaa4KV2U64=">AAACFnicbVDLSsNA FJ34tr6iLt0MFqEFLUkVdFl041LBPqApYTKd2KGTSZi5kZaQr3Djr7hxoYhbceffOK0RfB3uhcM59zJzT5AIrsFx3q2Z2bn5hcWl5dLK6tr6hr251dJxqihr0ljEqhMQzQSXrA kcBOskipEoEKwdDM8mfvuGKc1jeQXjhPUici15yCkBI/n2wZmfecBGEISZzPMKVPE+9kwlA+4PceXLG+X7GKq+XXZqzhT4L3ELUkYFLnz7zevHNI2YBCqI1l3XSaCXEQWcCpaX vFSzhNAhuWZdQyWJmO5l07NyvGeUPg5jZVoCnqrfNzISaT2OAjMZERjo395E/M/rphCe9DIukxSYpJ8PhanAEONJRrjPFaMgxoYQqrj5K6YDoggFk2TJhOD+PvkvadVr7mGtfnl UbpwWcSyhHbSLKshFx6iBztEFaiKKbtE9ekRP1p31YD1bL5+jM1axs41+wHr9ADrBniQ=</latexit>
Hamiltonian for
eigenstate
Hˆ0| Ei = E| Ei
<latexit sha1_base64="JX+PXQR+LgjqctBnO2alYoG5oM0=">AAACGHicbVDLSsNAFJ34rPVVdelmsAiualIF3QhFKXRZwT6gCWEynbRDJ5MwcyOU2M9w46+4caGI2+78G6ePhbYe uHA4517uvSdIBNdg29/Wyura+sZmbiu/vbO7t184OGzqOFWUNWgsYtUOiGaCS9YADoK1E8VIFAjWCgZ3E7/1yJTmsXyAYcK8iPQkDzklYCS/cO72CWS1kW/jJ+zWNfer2FVE9gTDN7i6JPqFol2yp8DLxJmTIpqj7hfGbjemacQkUEG07jh2Al5GFHAq2CjvppolhA5Ij3UMlSRi2sumj43wqVG6OIyVKQl4qv6eyEik9TAKTGdEoK8XvYn4n9dJIbz2Mi6TFJiks0VhKjDEeJIS 7nLFKIihIYQqbm7FtE8UoWCyzJsQnMWXl0mzXHIuSuX7y2Lldh5HDh2jE3SGHHSFKqiG6qiBKHpGr+gdfVgv1pv1aX3NWles+cwR+gNr/APdDp5p</latexit>
Initial state
| Ei
<latexit sha1_base64="1eciZytSaQh4xWHeeqV/1fjAbWQ=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0mqoMeiCB4r2A9oQthsJ+3SzSbsbgol9p948aCIV /+JN/+N2zYHbX0w8Hhvhpl5YcqZ0o7zbZXW1jc2t8rblZ3dvf0D+/CorZJMUmjRhCeyGxIFnAloaaY5dFMJJA45dMLR7czvjEEqlohHPUnBj8lAsIhRoo0U2PYT9pqKBXfYk0QMOAR21ak5c+BV4hakigo0A/vL6yc0i0FoyolSPddJtZ8TqRnlMK14mYKU0BEZQM9QQWJQfj6/fIrPjNLHUSJNCY3n6u+JnMRKTeLQdMZED9WyNxP/83q Zjq79nIk00yDoYlGUcawTPIsB95kEqvnEEEIlM7diOiSSUG3CqpgQ3OWXV0m7XnMvavWHy2rjpoijjE7QKTpHLrpCDXSPmqiFKBqjZ/SK3qzcerHerY9Fa8kqZo7RH1ifP7AGkww=</latexit>
Get_Initial_Coefficients.F
Get_Initial_Orbitals.F
Hamiltonian for
time evolution
Hˆ
<latexit sha1_base64="Fnr83+zWUumMuokCzNbp/dNw880=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeilx4r2A9oQ9lsN+3SzSbsT oQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7ud+54lrI2L1iNOE+xEdKREKRtFKnf6YYtaYDcoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOyMXVhmSMNa2FJ KF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NbPhEpS5IotF4WpJBiT+e9kKDRnKKeWUKaFvZWwMdWUoU2oZEPwVl9eJ+1a1buq1h6uK/W7PI4inME5XIIHN1CHBjShBQwm8Ayv8OYkzovz7nwsWwtOPnMKf+B8/gBomo+d</latexit>
Time-evolving
state
Hˆ| (t)i = i@t| (t)i
<latexit sha1_base64="kIvh7VGLQj8gxx04CFMKzNZ9cY8=">AAACJXicbVBNSwMxFMzW7/q16tFLsAj1UnZV0INC0UuPFawVuqW8TdM2mM0uyVuhrP0zXvwrXjwoI njyr5i2e1DrQGCYmcfLmzCRwqDnfTqFufmFxaXlleLq2vrGpru1fWPiVDPeYLGM9W0IhkuheAMFSn6baA5RKHkzvLsc+817ro2I1TUOE96OoK9ETzBAK3Xcs2AAmNVG9IEGdSNoGQ9ooEH1JafnVNAgAY0CZAf/SXTcklfxJqCzxM9JieSod9y3oBuzNOIKmQRjWr6XYDsbr2CSj4pBangC7A76vGWpgoibdja5ckT3rdKlvVjbp5BO1J8TGUTGD KPQJiPAgfnrjcX/vFaKvdN2JlSSIldsuqiXSooxHVdGu0JzhnJoCTAt7F8pG4AGhrbYoi3B/3vyLLk5rPhHlcOr41L1Iq9jmeySPVImPjkhVVIjddIgjDySZ/JK3pwn58V5dz6m0YKTz+yQX3C+vgE256M+</latexit>
Quantities of interest
⇢(x), ⇢˜(k), g(1)(x,x’), . . .
<latexit sha1_base64="ZQS3qDHjfSea9SlJzrkDxjdm99I=">AAACRnicbVBNb9NAFHwOtLTpV4BjLyuiqqlURXZbCY4VXHosEmkrxW60Xj8nq6y91u4zamT513HhzI2fwKUHEOLKOjWotIx2pdHMm/2Yu FDSku9/9TpPnq6sPltb725sbm3v9J6/uLC6NAJHQittrmJuUckcRyRJ4VVhkGexwst4/q7xLz+isVLnH2hRYJTxaS5TKTg5adKLQjPTg5DwhuK0uqkPDlnoFkmVYNV49V9z3prT62oQHNT3Qk2g5ft/TlCJJjvp9f2hvwR7TIKW9KHF+aT3JUy0KDPMSShu7TjwC4oqbkgKhXU3LC0WXMz5FMeO5jxDG1XLGmq255SEpdq4nRNbqvcTFc+sXWSxm8w4zexDrxH/541LSt9ElcyLkjAXdxelpWKkWdMpS6RBQWrhCBdGurcyM eOGC3LNd10JwcMvPyYXR8PgeHj0/qR/+ratYw124RUMIIDXcApncA4jEPAJvsF3+OF99m69n96vu9GO12Zewj/owG8yRLBc</latexit>
Run MCTDHX
(relaxation)
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FIG. 1. Workflow of the MCTDH-X software.
use the MCTDH-X software to reveal the static and dynamical properties of the building blocks of lattice systems, i.e.
periodic structures of potential wells. Such periodic structures are particularly interesting since they are commonly
seen in nature and also synthesized in laboratories. Cold atom systems serve as one of such convenient platforms for
the observation of quantum phase transitions [85], since ultracold gases offer an astonishing flexibility – for instance,
the lattice depth and the inter-particle interaction strength can be varied almost at will. Choosing a minimal example
like the double well reduces the computational difficulty and improves the clarity of our presentation. Nevetherless,
some phenomena emerging in large lattices cannot be captured correctly, like for instance the Peierls transition, the
SSH model [86, 87] and more.
The TISE and TDSE for lattices are a cornerstone in many other complex physical systems studied in condensed
matter physics, ultracold atoms and quantum gases, quantum computers, materials and more. Typically, the Hamil-
tonian for lattices (the above-discussed periodic potential) is approximated by the so-called Hubbard Hamiltonian (see
[75] for details). This approximation uses a basis of static, potentially suboptimal site-localized functions, which are
called Wannier functions. The Hubbard model features the the celebrated “superfluid to Mott insulator” transition as
a result of the competition between the hopping between neighboring lattice sites and the on-site interaction [85, 88].
The double-well potential, though having only two lattice sites, also displays well this transition when varying the
barrier between the two wells [89].
A superfluid state of bosons is formed in a shallow lattice, where all particles in neighboring sites “communicate” and
flow freely. It is characterized by quantum coherence between particles in distinct sites of the lattice. Such coherence
results from the fact that all bosons occupy the same single-particle state, i.e. |Ψ〉 ∼ |N, 0, ...; t〉. In contrast, for deep
lattice potentials, the particles are localized inside each site, forming a “frozen” or insulating state analogous to the
Mott insulator known from condensed matter physics. In a Mott-insulating state, all bosons in one potential well
occupy the same single-particle state. Consider, for example, the wavefunction |Ψ〉 ∼ |N/2, N/2, 0, ...; t〉 for N (here
even) bosons in a double well. As a result, the Mott insulator state is characterized by the incoherence of particles
between lattice sites.
The coherence and incoherence between sites in a lattice is also reflected in MCTDH-X simulations. In MCTDH-
X, to correctly simulate a Mott insulator state, each lattice site requires its own orbital. If the number of orbitals
M is smaller than the number of lattice sites, two lattice sites have to “share” the same orbital, the emergence
of Mott-type correlations between these two sites thus cannot be captured correctly. With a sufficient number of
orbitals, the coherence and incoherence between sites are accessible through quantities like the correlation functions
[Eqs. (7)] or the reduced density matrix and its eigenvalues, which are straightforwardly available in simulations with
the MCTDH-X software.
Even though the Bose-Hubbard model is a successful model, it is quite simplistic and cannot capture all the rich
7physics that might emerge. MCTDH-X is able to capture the physics beyond the Bose-Hubbard physics, by virtue of
the used general basis set which is time-dependent, variationally-optimized and not necessarily localized at sites. These
include a multi-band Bose-Hubbard model (see Ref. [75]) and the fermionization of bosons. Specifically, situations
where a Hubbard description breaks down have been found and the improved accuracy that MCTDH-X is necessary
has been discussed in Refs. [47, 49, 90].
In our examples, we follow and illustrate the workflow described in Sec. II. We first investigate the ground states
and, subsequently the time evolution of one-dimensional setups with bosonic and fermionic particles, which are subject
to double-well potential and repulsive interactions. The notation x will be replaced by x in the following.
The double-well potential is modeled as a combination of an external harmonic confinement and a central Gaussian
barrier. In natural units, the MCTDH-X length L =
√
~/mω and energy E = ~ω scale are chosen according to an
harmonic trapping frequency ω. In these natural units, the double-well potential we consider is
Vdw(xi) =
1
2
x2i + Edw exp(−2x2i ). (14)
The two minima to the left and to the right of the Gaussian barrier correspond to two lattice sites, as visualized by the
orange lines in Fig. 2(a,d,g,j,m). The hopping strength of an analogous Hubbard model is mainly controlled by the
barrier height, Edw, while the on-site interaction is mainly determined by interaction strength, g (see supplementary
material [75] for details on the Hubbard model).
The interaction between the particles is chosen as contact interaction for bosons:
WB(xi, xj) = gδ(xi − xj), (15a)
and regularized Coulomb interaction for fermions:
WF (xi, xj) =
g√|xi − xj |2 + α2 exp(−β|xi − xj |) , (15b)
where g > 0 is the repulsive interaction strength, δ(x) is the Dirac delta distribution and the parameters α = 0.1 and
β = 100 are used as in Refs. [3, 91]. These operators substitute W in Eq. (1) for the respective cases.
For illustration purposes and for the ease of computations, the number of particles is chosen to be small and thus far
from the thermodynamic limit in our examples. The finite size of our systems renders the concept of phases and phase
transitions less well-defined, because of the lack of non-analyticity in the ground state energy density during transition.
In the following, for the sake of simplicity and readability, we will use the terms “phase” and “phase transition” for
discussing the properties of the quantum states being aware that they are only the finite-size precursors of the true
quantum phases in the thermodynamic limit. We will thus categorize states into different phases if they exhibit
distinct behaviors of the various quantities of interest discussed in Sec. II B.
All input files and scripts of this section are hosted at http://ultracold.org/data/tutorial_input_files.zip
and a detailed description on how to do the computations is given in the supplementary material [75] and a series of
tutorial videos at https://www.youtube.com/playlist?list=PLJIFUqmSeGBKxmLcCuk6dpILnni_uIFGu.
A. Ground state properties
We first solve the relevant TISE to find the ground state of N = 6 bosons or fermions in the double-well potential of
Eq. (14) by propagating the MCTDH-X coefficients C~n(t) and basis states φi(x; t) in imaginary time [cf. Eq. (4)]. We
vary the barrier heights Edw and interaction strengths g to investigate where the superfluid-Mott insulator transition
happens. The number of orbitals is chosen to be M = 10. The density distributions in position space and momentum
space and the one-body correlation function of the ground states in different potentials are shown in Fig. 2.
A bosonic superfluid state and a bosonic Mott-insulator state are shown in Fig. 2(a-c) and Fig. 2(d-f), respectively.
Compared to the Mott-insulator state, the superfluid state has two extra peaks in momentum space and a non-zero
one-body correlation between the two wells g(1)(x,−x) > 0. The comparison between these two kinds of states has
been investigated thoroughly with MCTDH-X [54, 59, 60, 92] and the results are consistent with other theoretical
and experimental results [85, 93, 94]. In this tutorial, we use the terms “Mott insulating” or “Mott insulation” to
refer to situations where the one-body correlation function [Eq. (7)] has vanishing values in off-diagonal blocks, i.e.,
situations where |g(1)(x, x′)| ≈ 0 is true for positions where x and x′ are in distinct wells or at the position of distinct
peaks of the one-body density, see Fig. 2(f), for instance.
As the interaction between the bosons further increases, it induces a self-organized lattice-like structure of the
density and correlations even within each of the double-well sites [Fig. 2(g-i) for g = 20]. This emergence of structure
heralds the onset of so-called fermionization; the real-space densities of bosons with large contact interactions approach
those of non-interacting fermions [95]. The reason for the emergence of fermionization is that two bosons with infinitely
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FIG. 2. The real-space density distribution ρ(x) (first column blue lines, label on the left), potential V (x) (first column
orange lines, label on the right), momentum-space density distribution ρ˜(k) (second column) and the one-body correlation
function g(1)(x, x′) (third column) of a superfluid bosonic state, (a-c), with Edw = 5, g = 1 (ρ1 ≈ 0.831, ρ2 ≈ 0.157), a Mott
insulating bosonic state, (d-f), with Edw = 20, g = 1 (ρ1 ≈ 0.497, ρ2 ≈ 0.493), a bosonic state en route to fermionization, (g-i),
with Edw = 20, g = 20 (ρ1 ≈ ρ2 ≈ 0.246, ρ3 ≈ ρ4 ≈ 0.152, ρ5 ≈ ρ6 ≈ 0.102), a non-interacting fermionic state, (j-l), with
Edw = 20, g = 0 (ρ1 = · · · = ρ6 = 0.167) and a strongly-interacting crystallized fermionic state, (m-o), with Edw = 20, g = 5
(ρ1 ≈ ρ2 ≈ ρ3 ≈ ρ4 ≈ 0.167, ρ5 ≈ ρ6 ≈ 0.165) . There are N = 6 particles in all systems. The input files of the simulations are
given as simulations #1 to #5 in Table S1 of the supplementary material [75].
9large repulsive contact interactions, like fermions, cannot pass through each other in a one-dimensional system [95].
Such similarities lay the foundation of useful tools like bosonization [96, 97].
However, fermionization and fermionic nature are driven by different mechanisms. This can be intuitively un-
derstood through their many-body wavefunctions. The wavefunction of a fermionized state of bosons, |ΨB〉, is
still symmetric, while the wavefunction of a non-interacting fermionic state, |ΨF 〉, is given by an anti-symmetric
Slater determinant built from the first N single-particle eigenstates. In position-space representation |ΨB |2 ≡ |ΨF |2
holds true in the fermionization limit; the wavefunctions of bosons and fermions, however, are completely different
ΨB(x1, x2, . . . , xN ) =
∏
i<j sgn(xi − xj)ΨF (x1, x2, . . . , xN ) [95]. This difference is reflected in distinct features of the
momentum distributions of bosons in the fermionization limit and non-interacting fermions [see Fig. 2(b),(e),(h),(k),(n)
and discussion below].
The density distribution at g = 20 in Fig. 2(g) is similar to the one of non-interacting fermions in Fig. 2(j). The
one-body correlation function of the fermions has a complicated pattern of significant and non-trivial correlations
[Fig. 2(l)]. The bosons have a slightly different correlation function than the fermions, but the distinct fermionic
pattern is already visible. We thus refer to such states as “en route to fermionization”. As discussed in Ref. [92, 98]
and the supplementary material, if an extremely large repulsive interaction and an adequate number of orbitals are
used, the fermionization limit can be accurately captured by the MCTDH-X approach [75].
The difference between the bosons en route to fermionization and the fermions, however, shows most explicitly in
momentum space. The momentum distribution for the bosons en route to fermionization [Fig. 2(h)] has the same
single-peak structure as the normal Mott insulating bosons [Fig. 2(e)], where both widths and heights of the peaks
are similar. This confirms the similarity between fermionized bosons and Bose-Einstein condensates in momentum
space [95]. In contrast, the fermionic state has three peaks in its momentum distribution due to the Pauli principle
[Fig. 2(k)]. These peaks correspond to the three fermions in each well since the two wells are Mott insulating [Fig. 2(l)].
For long-range dipolar interactions crystallization emerges; for this case, bosons and fermions have been compared,
for instance, in Ref. [99]. A crystallized bosonic state and a crystallized fermionic state have similar real-space
density distributions and they both have many contributing eigenvalues in the reduced one-body density matrix. This
indicates that the long-range interaction dominates over the particle statistics. We note, that crystallized bosons and
fermionized bosons can be distinguished via the spread of their density matrices as a function of the interparticle
interaction strength [98].
A fermionic state crystallizes in the presence of sufficiently strong long-range interactions g = 5 [cf. Eq. (15b)].
As expected, the repulsive interaction increases the distance between the fermions in real space, Fig. 2(m). The
interactions also have a pronounced impact in the momentum space distribution Fig. 2(n) and the particle correlations
Fig. 2(o). The peaks in the real-space density distribution within each of the wells, which are induced by the Pauli
exclusion principle in the absence of interaction [cf. Fig. 2(j),(l)], become Mott insulating for crystallized fermions [cf.
Fig. 2(m),(o)].
The correlations and fluctuations of particles can also be revealed by (simulations of) single-shot images [52–56].
For an illustration of what can be extracted from simulated single-shots, we fix the barrier height Edw = 20 and
compute bosonic and fermionic ground states for various interactions g. For every computed state, we generate
10, 000 simulated single-shots (adapting analysis.inp and running MCTDHX analysis). For each set of single-shot
images, we calculate the frequency of n = 0, . . . , 6 particles being in the left well, P (n), and show it in Fig. 3. For
the fermions, each well contains exactly half of the particles regardless of the presence of interactions. This can be
seen as a consequence of the Pauli principle. For the bosons, in the superfluid limit g = 0, the system is in a coherent
state [g(1) ∼ 1 for all x, x′ in Fig. 2(c)]. In such a coherent state, the distributions of all bosons are independent from
each other. As a result of this and the symmetry of the potential, P (n) should be given by the binomial distribution
B(N, 1/2) =
(
N
n
)
/2N and this is confirmed by the single-shot results. As superfluidity gives way to Mott insulation,
the distributions of different bosons become interdependent. Due to the repulsive interaction, the Hubbard model
predicts that the particles tend to be distributed evenly in each well and P (3) gradually increases while P (n 6= 3)
gradually decreases. For our MCTDH-X results in the Mott-insulator limit, g = 1, Edw = 20, the repulsion between
particles becomes so strong that there are exactly three particles in each well P (3) = 1 as predicted by the Hubbard
model.
The behavior of the system in the superfluid, Mott-insulating and crystal phases can be summarized and represented
by the correlation order parameter (COP) ∆ [Eq. (10)] [55, 56]. The dependence of the COP on the barrier height
Edw and interaction strength g in bosonic and fermionic systems is shown in Fig. 4. In the bosonic system, the COP
decreases from almost unity in the superfluid phase to 0.5 in the Mott insulating phase, as expected for a fragmented
state with ρ1 ≈ ρ2 ≈ 0.5 [Fig. 4(a) and (b)]. As the interaction strength increases and the system is en route to
fermionization, the COP drops further to ∆ ≈ 0.2. In the fermionic system, ∆ is much less sensitive to the interaction
strength. It only drops very slightly when the fermions crystallize [Fig. 4(c)]. The value ∆ ≈ 0.167 indicates each
fermion occupies a single orbital, agreeing with the Pauli principle.
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FIG. 3. The probability P (n) to find n particles in the left well obtained from 10, 000 single-shot images (standard error
O(1%), not shown). For non-interacting bosons (blue), the probability follows a binomial distribution P (0) = P (6) = 1/64,
P (1) = P (5) = 6/64, P (2) = P (4) = 15/64 and P (3) = 20/64. For bosons with large interaction and fermions, the probability
follows the prediction of the single-band Hubbard model and Pauli principles, respectively, both giving P (3) = 1. The input
files of the simulations are given as simulations #1, #2, #5, #6 in Table S1 of the supplementary material [75].
B. Dynamical behavior
Apart from solving the TISE for the ground state, MCTDH-X is also capable of solving the TDSE to capture the
dynamics of a system as a reaction to a time-dependent Hamiltonian or to a quench of a parameter. As an example,
we prepare the system in the ground state of a harmonic trap, Vhar(x) =
1
2x
2 and subsequently, we ramp up a barrier
at x = 0. We thus smoothly transform the harmonic trap into the double-well potential given in Eq. (14). We use a
linear ramp with a time scale τ ,
Edw(t) =
{
Emaxt/τ, t ≤ τ
Emax, t > τ.
(16)
In the following, we compare the states that result for different τ . There are two situations where the resulting state
can be different from the ground state of the instantaneous Hamiltonian. (i) If the system undergoes a first-order
phase transition – while the parameters of the Hamiltonian change smoothly, the system can get stuck in an excited
state of the final Hamiltonian in the absence of a strong perturbation. (ii) With a fast and non-adiabatic change
of parameters in the Hamiltonian, excitations are inevitably triggered. Such a quench thus may result in a finite
occupation of a large number of eigenstates of the final Hamiltonian. To investigate these two scenarios, we now
discuss two examples where the system contains N = 5 or N = 6 weakly-interacting bosons or fermions.
A first-order transition between a superfluid and a Mott insulator has already been observed in the presence of a
three-body interaction [100] in a bosonic system. Such a first-order transition is also observed in our simulations even
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FIG. 4. Correlation order parameter (COP) ∆ [Eq. (10)] as a function of barrier height Edw and interaction strength g in
double-well potentials. Six particles are used in all cases. In panel (a), the bosonic system transitions from the superfluid
phase into the Mott insulator phase. In panel (b), the bosonic system goes from the superfluid phase at g = 0 to the Mott
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slightly when the fermions transition to the crystallized phase at larger values of g. The dashed orange line indicates ∆ = 1/6
for non-interacting fermions. In all these simulations, the barrier is chosen as Edw = 20. The input files of the simulations are
given in Table S2 of the supplementary material [75].
without three-body interactions, when the total number of bosons or fermions is odd (N = 5 in our simulations).
There is a large residual correlation |g(1)(x,−x)| ≈ 0.6 in the time-evolving state – even in the slow evolution limit
with ramping time τ = 100 [Fig. 5(b,d)] for both, the bosonic and the fermionic cases, compared to the ground state
where the one-body correlations between the two wells vanish completely [x, x′ where |g(1)| ≈ 0 in Fig. 5(a,c)].
The interaction between particles is an essential ingredient in this first-order transition. It lifts the degeneracy
between the Mott-insulating state and the state with large residual correlations. However, as the barrier of the double
well increases, one of the particles has no preference for entering either of the two wells and thus straddles across both
wells. This straddling particle builds up the correlations between the two wells that we observe.
To justify the claim of a first-order transition, we investigate the hysteretical behavior of one-body correlations
|g(1)(1,−1)| for N = 5 bosons, as shown in Fig. 5(e). In the ground state, there is clearly a jump at roughly
Edw ≈ 11. To study the dynamical effects, we choose a ground state in the superfluid limit, Edw = 0 and a ground
state in the Mott-insulator limit, Edw = 20. We propagate them in “opposite directions” across the phase boundary
by slowly ramping up (down) the barrier from Edw = 0 to Edw = 20 (Edw = 20 to Edw = 0) in a time of τ = 100. It
is clear that there is a hysteresis in the particle correlations. Strikingly, the hysteresis covers an infinite area [see the
yellow marked region in Fig. 5(e)], as the residual correlations will never vanish in the Mott limit. The jump in the
orbital occupation and the hysteresis is not seen with an even number of particles [Fig. 5(f)]. In this even-number
case, it is thus a second-order phase transition.
Since the system follows the ground state in the slow limit (large τ) with an even number of particles, we now
investigate the effect of a quench (smaller τ) using N = 6 bosons or fermions. We ramp up the barrier from zero to
Edw = 20 in three different ramping times, τ = 1, τ = 10 and τ = 50, to which we refer as a fast, an intermediate, and
a slow ramp, respectively, in the following. Their one-body correlation functions at a given time, t = 80, are shown
in Fig. 6(a-c) for bosons and in Fig. 6(g-i) for fermions.
With a slow ramp (τ = 50), the ground state of the final Hamiltonian is recovered – the correlation between the
two wells vanishes [cf. areas where x is to the left (right) of the barrier and x′ to its right (left) and |g(1)(x, x′)| ≈ 0 in
Fig. 6(c,i)]. As the ramping time becomes shorter τ = 10, fluctuations appear on the correlation function, indicating
excitations [cf. areas where x is to the left (right) of the barrier and x′ to its right (left) and |g(1)(x, x′)| > 0 in
Fig. 6(b,h)]. These excitations accumulate rapidly as the ramping time shortens and, eventually, with a fast ramping
τ = 1, we obtain a strongly fluctuating one-body correlation function [Fig. 6(a,g)].
To analyze the quantum fluctuations in the time-evolving states are affected by the speed of the ramp, we quantify
the density fluctuations using the position-dependent variance V(x) [Eq. (13)] extracted from 10, 000 single-shot
simulations for bosons in Fig. 6(d),(e),(f) and for fermions in Fig. 6(j),(k),(l).
Generally, we find the fluctuations are large where the density is large. For bosons, a slower ramp results in an
increase of the magnitude of fluctuations [compare Fig. 6(d),(e),(f)]. For fermions, the magnitude of fluctuations is
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FIG. 5. (a-d) One-body correlation functions |g(1)(x, x′)| of N = 5 weakly-interacting (g = 1) bosons (a,b) and N = 5 weakly-
interacting (g = 2) fermions (c,d). In (a,c) the ground states and in (b,d) slowly evolving states are shown. (e,f) The one-body
correlations between the two wells |g(1)(1,−1)| as a function of barrier height (blue) in the ground state, when the barrier is
ramping up (orange) and ramping down (green) slowly, for a system with (e) N = 5 and (f) N = 6 bosons. Hysteresis is
clearly seen and marked in yellow in panel (e) but absent in panel (f). The ramping time is chosen as τ = 100 for all cases in
panels (b), (d), (e) and (f), and the correlation functions at t = 100 are shown in panels (b) and (d). The input files of the
dynamical simulations are given as simulations #13 to #17 in Table S3 of the supplementary material [75]. (g,h) Correlation
order parameter (COP) ∆ [Eq. (10)] of (g) N = 6 bosons and (h) N = 6 fermions as a function of time with different ramping
times τ . The dynamical behavior exhibits two different regimes, one for τ . 10 and the other for τ & 10 for bosons and fermions
alike, implying a dynamical phase transition at τ ' 10. The input files of the simulations are given as simulations #20 and
#21 in Table S4 of the supplementary material [75].
practically unaffected by the pace of the ramp [compare Fig. 6(j),(k),(l)]. We infer that the behavior of the magnitude
of the fluctuations is analogous to the correlation order parameter (COP) ∆ [Eq. (10)]: for bosons, the COP increases
a lot as the ramping rate decreases in long time t [cf. Fig. 5(g)], whereas the COP varies only very slightly at
different ramping rates for the case of fermions [cf. Fig. 5(h)]. This analogous behavior of the quantum fluctuations
and the correlation order parameter has previously been used to extract the phases of dipolar ultracold atoms in
lattices [55, 56].
The excitations generated by the quench thus also manifest themselves in the eigenvalues of the reduced one-body
density matrix or orbital occupations as represented by the COP and its time-dependence [Fig. 5(g,h)]. For bosons,
in the case of a slow ramp, only two orbitals are macroscopically occupied as in the ground state, while in the case of
a fast ramp, the contribution of the first 10 orbitals are in the same order of magnitude and the system is thus highly
correlated. The extra fragmentation comes from the dynamics of the system.
For bosons, in the slow case, the COP decreases as the barrier increases and converges to ∆ = 0.5 as in the ground
state [cf. Fig. 4(a)]. As the ramping becomes faster, the COP starts to oscillate and the amplitude becomes larger
and larger. However, the dynamical behavior of COP becomes qualitatively different as the ramping time becomes
shorter than τ = 10. It no longer oscillates in a regular manner but rather decreases rapidly and fluctuates. This
implies that many high-energy eigenstates of the final Hamiltonian are populated in the dynamics of the system.
For fermions, the absolute values of the orbital occupations are not drastically influenced by the system dynamics
and neither is the COP. However, the dynamical behavior of the COP is completely different in the fast and slow
ramping limits – in contrast to the bosonic case, the COP increases slightly for a slow ramp, moving closer to the
value for non-interacting fermions ∆ = 0.167. This indicates that the effects of the interparticle interactions become
weaker since the fermions are now divided into two well-separated groups.
The results for the one-body correlation, the COP, and the single-shot simulations point towards a dynamical phase
transition at roughly τC ∼ 10 for fermions and bosons alike. The system behaves like the ground state for ramps
slower than τC , but becomes highly excited for ramps faster than τC .
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FIG. 6. One-body correlation functions |g(1)(x, x′)| (a-c) and variance V(x) over 10, 000 single-shot experiments (d-f) of N = 6
bosons at t = 80 with different ramping times τ = 1, 10, 50. At fast ramping, τ = 1, the correlations |g(1)| are fluctuative. In
the bosonic system, the distribution of the single-shot variance depends significantly on the ramping rate. The same quantities
as in (a-f), but for fermions (g-l). The one-body correlation functions have a quite similar structure to those of the bosons
[compare panels (g-i) and (a-c)]. Unlike for the bosonic case, the density fluctuations quantified via the variance V(x) in the
fermionic case in (j-l) are only slightly affected by a different ramping rate. The input files of the simulations are given as
simulations #20 and #21 in Table S4 of the supplementary material [75].Video showing the evolution of all these one-body
correlation functions in time is available on https://www.youtube.com/watch?v=l2UsTPmJ6po.
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C. Conclusion and Discussions
In this work, we have described and demonstrated the workflow, usage and structure of the MCTDH-X software
hosted, documented and distributed through http://ultracold.org. In a step-by-step tutorial, we show how to
examine particle correlations and fluctuations using the MCTDH-X software. We exhibited applications of MCTDH-
X to solutions of the time-dependent and time-independent many-body Schro¨dinger equation for systems of bosons and
fermions in a double-well potential. We have computed the many-body wavefunction and calculated various quantities
of interest, including correlations, real- and momentum-space density distributions and single-shot experiments. We
highlight that our paper demonstrates the first application of MCTDH-X to obtain single shot images for fermions, to
analyze correlations via single shot counting statistics, to investigate the dynamical behavior of the correlation order
parameter, and to directly compare the dynamical behavior of bosons and fermions using single-shot images and the
correlation order parameter.
The double-well potential captures many salient features of the Hubbard model, like the superfluid-Mott insulator
transition of bosons. Additionally, we find a crystal state emerging for fermions that bears some similarities with
strongly interacting bosons that are en route to the fermionization limit.
In the ground state, we thus have already observed a wide range of states of fermions and bosons by tuning the
interparticle interactions and the barrier height of the double well. Apart from the transition into the Mott phase,
the bosonic system approaches the non-interacting fermionic one as the interparticle interactions increase towards the
fermionization limit. Fermionized bosonic states have many similarities to non-interacting fermions in the real-space
representation. We demonstrate that the superfluid, Mott insulating, fermionized and crystallized phases of many-
body states can be distinguished by their correlation functions and by a correlation order parameter that is a function
of the eigenvalues of the reduced one-body density matrix.
Dynamics of a system may drive it out of the ground state and induce quantum fluctuations and correlations. We
use MCTDH-X to solve the time-dependent Schro¨dinger equation for bosons and fermions in a one-body potential
that is smoothly transformed from a single into a double well by ramping up a Gaussian barrier at different time
scales. We find a novel and unexpected hysteretic behavior that heralds a first-order phase transition for the case of
an odd number of bosons or fermions. When the particle number is even, there is no hysteresis, heralding a second-
order phase transition. We thus demonstrate that the order of the superfluid-Mott insulator transition depends on the
number of particles in our finite-size double-well system. With an odd number of particles, strong residual correlations
between the two wells prevail even in the limit of large barriers for any pace of the ramp of the barrier. This implies
that the superfluidity of the system cannot be eliminated by increasing the barrier and the system cannot enter the
Mott insulator phase dynamically.
For faster ramps, our tutorial example approaches a quench scenario: when the double well’s barrier is quenched
up rapidly, a considerable amount of eigenstates of the final Hamiltonian become relevantly occupied and participate
in the emergent quantum dynamics. This suggests strong fluctuations, which can be confirmed by an analysis of the
variance in single-shot images. The significant differences between the fast and slow ramps that we observe point to
a dynamical phase transition.
Finally, we note that although we only show examples with a few particles in this tutorial, the MCTDH-X is able
to provide many-body states of systems with a much larger number of particles [101, 102].
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2In this supplemental material, we give details on how to obtain the results and visualizations presented in
the main text in Sec. S1. This guide to reproduce the results of our work is accompanied by video tutorials
at https://www.youtube.com/playlist?list=PLJIFUqmSeGBKxmLcCuk6dpILnni uIFGu. A rough guide to doing
customized simulations is provided in Sec. S2. A discussion on the convergence of MCTDH-X predictions is given
in Sec. S3, and the physics of the Bose-Hubbard model and its comparison to MCTDH-X are discussed in Sec. S4.
This supplemental material is hosted as a webpage at http://ultracold.org/tutorial.
S1. DOING THE MCTDH-X SIMULATIONS IN THE MAIN TEXT
A. Download and installation of the MCTDH-X software
1. Download
We restrict our exposition of the download and installation to a minimum here. A detailed description is given
in the MCTDH-X manual http://ultracold.org/data/manual. The software can be downloaded from the repository
using the command:
hg clone https://bitbucket.org/MCTDH-X/mctdh-x-release
The username and password for the repository can be obtained at http://ultracold.org/forum .
2. Compilation and installation
For the prerequisites of the installation of the MCTDH-X software, please look at the manual at
http://ultracold.org/data/manual.
Navigate to the folder mctdh-x-release and run ./Install MCTDHX.sh. Follow the installation and answer the
questions according to your computer / cluster setup. If the installation is successful, there will be the executables
MCTDHX analysis <compiler>, MCTDHX <compiler>, in the folder mctdh-x-release/bin (here <compiler> will be
either intel or gcc.
B. Repeating the simulations in the main text
Below, we discuss three alternative ways to redo the computations in this tutorial in Secs. S1 B 1, S1 B 2, and
S1 B 3.
Sec. S1 B 1 describes how to redo all computations using supplied bash scripts and provides the easiest access,
however, with little “under-the-hood” knowledge of the MCTDH-X software. Sec. S1 B 1 provides a directory tree
with scripts that perform the computations and their visualization; this is a good starting point for exploring what
happens, if parameters in the presupplied inputs are modified, see below and http://ultracold.org/manual for help.
Sec. S1 B 2 describes how to redo the tutorial computations using the input files collected in this archive. Following
our tutorial provides an understanding of what files are necessary to run a (series of) computation(s) with the
MCTDH-X software.
Sec. S1 B 3 is a rough guide on how to redo the computations in the tutorial “from scratch”: the inputs are
obtained by modifying the default input files distributed with the MCTDH-X software – the scripts and inputs in
this archive are not used at all (or for reference purposes only). Eventually, doing (part of) the tutorial examples
in this way provides the qualification to an independent use of the MCTDH-X software.
1. Using the provided scripts
The included bash scripts are named in analogy to the figures in the manuscript to which they correspond, i.e.,
FIG2 3.sh, FIG4.sh, FIG5.sh, FIG6.sh. See folder tree structure in Figs. S2, S3, S4, S5, S6, S7 and S8 below.
They can be executed as follows:
1. ./FIG2 3.sh <X>
2. ./FIG4.sh <X>
3. ./FIG5.sh <X>
34. ./FIG6.sh <X>
Here, <X> represents the number of processes to use for performing the computation. Usually, replacing <X> by
4 is a good choice, if your system has more than four CPU cores. The above scripts will also automatically create
the visualizations of the data corresponding to Figs. 2 to 6. in the manuscript.
2. Using the provided input files
All inputs necessary to repeat the computations in the manuscript are included (see tree structure in Figs. S2,
S3, S4, S5, S6, S7 and S8 below).
To repeat the computations in the manuscript using the provided inputs, the following steps can guide you:
1. Select a figure and input from the manuscript and navigate to the corresponding directory. For instance, for
Fig.2 (a)–(c): cd Relax1 FIG2abc
2. Optionally: If you restart your computation from a previous one in the folder <restart-from>, copy the
necessary data from there to the working directory (this applies to examples Fig. 5(e), #13–#17 , #20 and
#21 where GUESS='BINR' in Tables S3 and S4), and:
cp <restart-from>/*bin
cp <restart-from>/Header
3. Copy the executables of the MCTDH-X software: bincp
4. Run the program: MCTDHX
5. Run the analysis if it is needed: MCTDHX analysis
6. Plot the results with gnuplot, python or other visualization tools.
In order to re-generate the visualizations shown in the manuscript, the python scripts FIG2.py, ..., FIG6.py
can be adapted such that they reflect the folder tree created. Alternatively, custom visualizations can be done by
resorting to the output description in the manual at http://ultracold.org/manual.
3. Doing the tutorial examples “from scratch”
To prepare the input files in the steps 4. and 6. below, please confer the Tables S1, S2, S3, S4 and S5. These
tables illustrate how to modify the default input files included in the MCTDH-X software in order to repeat the
simulations that are presented in the main text. For a detailed description of the inputs, refer to the manual at
http://ultracold.org/manual.
To run the MCTDH-X software, the following steps are generally taken:
1. Create a new folder.
2. Optionally: If you restart your computation from a previous one in the folder <restart-from>, copy the
necessary data from there to the working directory:
cp <restart-from>/*bin
cp <restart-from>/Header
3. Optionally: If you do not restart a previous computation copy the default inputs and executables:
inpcp
bincp
4. Modify the input file MCTDHX.inp according to your needs (for instance, as indicated in the Tables S1,S2, S3,
S4 below).
5. Run the program: MCTDHX
6. Configure the analysis task by modifying the file analysis.inp to extract the observables you want (for
instance, as indicated in Table S5 below).
47. Run the analysis: MCTDHX analysis
8. Visualize the results using gnuplot or similar. For a detailed description on the structure of the input and
output of the MCTDH-X software, please refer to the manual at http://ultracold.org/manual.
For the relaxations, the program (command MCTDHX ) can be directly executed when the executables and the
modified input file that contains the Hamiltonian are present in the current working directory. For relaxations, we
use randomly generated initial states to circumvent a convergence to excited states. When “repetition” is given as a
keyword in a table, the program should be executed multiple (∼10) times with the same input file, and the energies
of the resulting states should be compared in order to choose the correct ground state (this applies to problem #10,
i.e., Fig. 5(a) and Table S3).
In our simulations of time-evolving states, the initial states are all obtained from relaxations. The results of the
relaxations are saved in the binary files PSI bin, CIc bin and Header. They should be copied into the folder where
propagations are performed. With the input file, binary files, and library in one folder, we can execute the program
with the command MCTDHX. We should always verify that the propagations and the corresponding relaxations have
compatible input variables like orbital number, particle number, grid size, etc..
There are several input variables for which we provide a more detailed explanation.
• The potentials HO1D, HO1D+td gauss, and HO1D+td g r are defined respectively as
V (x) =
1
2
p21(x− p2)2, HO1D (1a)
V (x) =

1
2
p21(x− p2)2 + p3
t
p4
exp
[−(x− p5)2/2p26] , t < p4
1
2
p21(x− p2)2 + p3 exp
[−(x− p5)2/2p26] , t ≥ p4 , HO1D + td gauss (1b)
V (x) =

1
2
p21(x− p2)2 + p3
(
1− t
p4
)
exp
[−(x− p5)2/2p26] , t < p4
0, t ≥ p4
, HO1D + td g r (1c)
where x is the position, t is the imaginary or real time, and p1 to p6 correspond to the input variables
parameter1 to parameter6 in the input file MCTDHX.inp, respectively.
• The interparticle interaction can be chosen in the following way. The contact interaction can be chosen by
setting Interaction Type = 0. In this case, the variables which interaction, Interaction Parameter1,
and Interaction Parameter2 are irrelevant. The regularized Coulomb interaction can be chosen by setting
which interaction = 'regC', Interaction Type = 4, and Interaction Parameter1 and Interaction Parameter2
are respectively α and β in Eq.(14b) in the main text. Other type of interaction can be chosen by using
different keywords for which interaction. Detailed descriptions of these interactions are given in the manual
at http://ultracold.org/data/manual
• The number of grids NDVR X is recommended to be a powers of 2.
If you get stuck, you may check the supplied input files and scripts in Sec. S1 B 1 available for download at
http://ultracold.org/data/tutorial input files.zip and the manual at http://ultracold.org/manual. The structure of
the folder tree in tutorial input files.zip is explained in Figs. S2,S3,S4, S5, S6, S7and S8.
4. Results
The simulation results are saved in the binary files PSI bin, CIc bin and Header. In certain time intervals set
by the input variable Output TimeStep in MCTDHX.inp, the instantaneous results of a few important quantities
of interest are created by running MCTDHX. In the files *.*000orbs.dat (these files are output by calling MCTDHX,
if the Write ASCII parameter in MCTDHX.inp is set to be .T.), the first three columns are the positions in three
dimensions. The fifth column is the instantaneous one-body potential V (x; t). The sixth column is the instantaneous
density distribution. See the manual at http://ultracold.org/manual for a detailed description of the output.
The file NO PR.out contains the orbital occupations (eigenvalues of the reduced density matrix) and system
energy. For relaxations, the values in the NO PR.out should converge for a reasonable and meaningful result.
Further quantities of interest are extracted using the command MCTDHX analysis configured via analysis.inp
(see table S5 below).
For further reference, please use the detailed description of the input and output files in the MCTDHX manual
at http://ultracold.org/data/manual
5C. Folder structure
The folders are named referencing both
1. the number label of simulations in the Tables S1, S2, S3, S4 below, and
2. the figures for which the folders are relevant in the main text. Relaxations and propagations are grouped by
relevance to certain figures as specified in the folder tree shown in Figs. S2,S3,S4, S5, S6, S7and S8 below.
Relevant relaxations and propagations are grouped in the same folder. For example, simultaion #9 is a relaxation
which prepares the initial state for the propagation #15, whose result (off-diagonal of one-body correlation function)
is shown in Fig.5(f) in the main text. The input files of problems #9 and #15 are thus given in the folder
Relax9 Prop15 FIG5f (see below Fig. S4).
1. Folder contents
In each (sub-)folder, the input file for an MCTDH-X computation MCTDHX.inp, i.e., a relaxation or propagation
and (optionally) an analysis input file analysis.inp are given.
In particular:
1. In the subfolders prop a, prop b, prop c of Relax18 Prop20 FIG6a-f, and subfolders prop g, prop h, prop i
of Relax19 Prop21 FIG6g-l/prop g, we provide two analysis input files. The first one, analysis.inp,
generates correlation functions and single-shot images at t = 80.0 for Fig. 6 in the main text. The
second one, analysis2.inp, generates correlation functions from t = 0 to t = 80 for the video pro-
vided at https://www.youtube.com/watch?v=l2UsTPmJ6po. These input files need to be renamed to
analysis.inp when they are used via MCTDHX analysis. This procedure is automatized by the bash script
movie.sh. (see Fig. S7, S8 and S9).
2. In the folder Relax10 Prop16 FIG5ae/relax, due to the presence of low-lying excited states, the relaxation
needs to be run multiple times to ensure that the ground state has been obtained. Due to the random initial
conditions, the different simulations generate different results. We need to compare the energies of the results
to choose the true ground state. This procedure is automatized by the shell script Run multiple.sh (cf.
Fig. S5 and label “repetition” in Table S3).
3. In the folders Relax series FIG5f FIG4a, Relax series FIG4b, Relax series FIG4c and Relax series FIG5e,
we provide a bash script parameter sweep.sh for running parameter sweep for the variable parameter3 (Edw)
or xlambda 0 (g).
4. In the folder Relax series FIG5e, due to the presence of low-lying energy states, we need to simulate multiple
times and choose the ground state at each parameter point. To save time, we use the following method instead.
We first choose a certain parameter point, e.g. parameter3 = 20.d0, and simulate multiple times. We will
obtain two completely different kinds of states: one of them has vanishing correlation between the two wells
and the other one has finite correlation between wells. These two states are provided in the subfolders
relax series1 and relax series2, respectively, as binary files PSI bin, CIc bin, and Header.
The bash scripts parameter sweep.sh in the two subfolders then use these two states as initial states and do
relaxations at different barrier heights Edw. The basic characteristics, i.e., whether the correlations between
the two wells are vanishing or not, remains unchanged during relaxations. As the barrier height changes, these
two kinds of states compete to be the simulation result. At each parameter point, we compare the results in
relax series1 and relax series2, and choose the correct ground state.
S2. CREATING YOUR OWN MCTDH-X SIMULATIONS
After redoing the simulations provided in this tutorial, the readers are encouraged to create their own simulations
tailored to their own specific problems at hand. In this case, the following steps should be taken:
1. Create a working folder, copy the exemplary input file MCTDHX.inp into the working folder using command
inpcp and modify it according to the following steps:
(a) Determine the type of the problem, i.e., whether it is static (ground state) or dynamic (time-evolving
state). Related input variables in MCTDHX.inp: Job Prefactor.
6(b) Determine the Hamiltonian of the problem, i.e., determine the number and statistics of the particles,
the one-body potential and the two-body interaction. Related input variables in MCTDHX.inp: JOB TYPE,
Npar, whichpot, parameter1, parameter2, . . ., xlambda 0, which interaction, Interaction Type,
Interaction Parameter1, Interaction Parameter2 ... Customized potentials and interactions can
be created using the source files Get 1bodyPotential.F and Get InterParticle Potential.F, respec-
tively.
(c) Determine the other physical parameters used in the simulation, including the number of orbitals, the
dimension of the system, the spatial extent, the spatial grid, etc. Related input variables in MCTDHX.inp:
Morb, DIM MCTDH, NDVR X, x initial, x final, etc.
(d) Determine the initial state of the problem. This is usually done by using a randomly generated initial
state or preparing the initial state with another simulation. In the latter case, the user should set up the
ground state or a time-evolving state of a particular Hamiltonian as initial state with another simulation
directory. Then the user should copy the generated files Header, PSI bin and CIc bin into the working
folder. Related input variables in MCTDHX.inp: GUESS, Binary Start Time.
(e) Determine the integration parameters. Related input variables in MCTDHX.inp: Time Begin, Time Final,
Output TimeStep, Integration Stepsize, Coefficients Integrator.
2. Copy the executables MCTDHX gcc/MCTDHX intel and analysis gcc/analysis intel into the working folder
using command bincp. Run the executable using command MCTDHX.
3. Sanity test of the result
(a) Check the one-body potential in ***orbs.dat to see if they are correctly generated as specified by the
Hamiltonian. Check the evolution of the energy and orbital occupations as functions of real/imaginary
time in the generated file NO PR.out and the evolution of the real-space density distribution in
***orbs.dat to see if they are physically sensible. If not, confirm that there is no mistake/typo in
the input file.
(b) Check if the real-space density distribution vanishes at the boundary. If not, use a wider spatial extent.
(c) Test the convergence in different parameters. Use a different spatial grid and orbital number and check if
the results remain unchanged. A detailed discussion on the convergence in orbital number can be found
in Sec. S3 and in Ref. [1, 2].
4. Analysis of the result
(a) Specify the desired time interval of analysis. Related input variables in analysis.inp: Time From,
Time To.
(b) Specify the desired quantities of interest. Refer to the manual at http://ultracold.org/data/manual for
related input variables in analysis.inp.
(c) Visualize the generated quantities of interest.
S3. DISCUSSION ON THE CONVERGENCE IN THE ORBITAL NUMBER
The convergence in the orbital number is an important issue in MCTDH-X. The choice of the orbital number
is a trade-off between computation speed and simulation accuracy. Without enough orbitals, we will not only
obtain incorrect particle correlations, but sometimes even an incorrect density distribution. The simplest method
to determine the convergence is by comparing the occupations. A higher-order orbital is considered insignificant,
when its occupation is significantly lower than the lower-order orbitals. This criterion sometimes fails when the
seemingly insignificant orbitals contain important information about particle correlations and fluctuations of the
simulated many-body state.
An intuitive example is strongly-interacting bosons. Fig. S1(a) shows the real-space density distribution of N = 2
bosons with extremely strong interaction g = 500 simulated with different orbital number. When M = 1 orbital
is used, the interaction can only be captured in the Gross-Pitaevskii mean-field manner, and the many-body state
simply reduces to a Thomas-Fermi cloud. As soon as the second orbital is used, the double-peak density distribution
can be captured, though an obvious discrepancy with the fermionic distribution can be observed. Such a discrepancy
diminishes as more orbitals are used.
A more intuitive discussion on the convergence of MCTDH-X results with the orbital number can be illustrated
by the comparison between the standard single-band Bose-Hubbard model and the simulation results for bosons in
a Mott insulator state.
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FIG. S1. (a) The real-space density distribution for N = 2 bosons with extremely strong interactions g = 500 performed
with different orbital numbers M =1, 2, 15. As the number of orbitals increases, the simulated density profile becomes closer
and closer to the density profile of fermions. (b,c) The two-body correlation function inside one well g(2)(x > 0, x′ > 0) of a
double-well potential simulated with N = 6 bosons and (b) M = 6 orbitals (c) M = 2 orbitals. More details are unveiled by
the extra orbitals in panel (a), indicating physics beyond the single-band Hubbard model.
S4. BOSE-HUBBARD MODEL AND BEYOND WITH MCTDH-X
The Hubbard model usually serves as good approximation for a lattice system. It assumes only one Wannier
function contributes in each lattice site. We note that the MCTDH-X enables a modelling of the many-body state
with an improved accuracy as compared to the Hubbard-lattice-models, because it uses a general, variationally
optimized and not necessarily site-local basis set. This improved accuracy is of particular importance in cases
where the single-band Hubbard description fails, for instance, due to the action of a blue-detuned cavity [3] or
long-range dipolar interactions [4–6]. Direct comparisons between the MCTDH-X and Hubbard models have been
performed in Refs. [7–16].
The Bose-Hubbard Hamiltonian takes the following form in one dimension,
HˆBH = −t
∑
〈i,j〉
(cˆ†i cˆj + H.c.) + U
∑
i
nˆi(nˆi − 1), (2)
where, cˆi is the annihilation operator for a particle in the Wannier state wi(x) that is localized at site i of the
lattice and nˆi = cˆ
†
i cˆi is the corresponding number operator. In the Hubbard model, the superfluid to Mott-insulator
transition is a result of the competition between the hopping strength t ∝ ∫ dxw∗i (x)∂2xwi+1(x+ a) between lattice
sites with lattice constant a, and the on-site interaction U ∝ ∫ dx|wi(x)|4 between particles. We consider a system
with a fixed total number of particles N and therefore neglect the chemical potential.
In the limit t/U →∞, the system is in the superfluid phase, and the ground state is given by |Ψ〉 ∝
(∑
i a
†
i
)N
|0〉.
In this state, the U(1) symmetry cˆi → eiθ cˆi of the system is broken spontaneously, such that all the particles have
the same phase. Particles in different sites are coordinated; they are condensed in the same single-particle state.
This condensation entails a Glauber one-body correlation between sites which is unity. In the limit U/t→∞, the
system is in a Mott insulator phase where the ground state of the system is given by |Ψ〉 ∝∏i (a†i)ni |0〉, where ni
is the number of particles in the i-th site and satisfies the constraint
∑
i ni = N . In this state, particles in different
sites are disconnected and have no information on each other’s behaviors. The phases of the particles in different
sites lose coherence. Strong correlation effects build up and the one-body correlation between sites vanishes. The
transition point given in units of t/U depends on the structure of the lattice. In particular, it is roughly proportional
to the filling factor and the inverse of the dimensionality [17].
For illustration, we consider N = 6 weakly-interacting (g = 1) bosons in a double-well potential with high barrier
Edw = 20, where the two wells are Mott insulating from each other. According to the single-band Bose-Hubbard
model, the energy of this system is minimzed when the bosons are evenly distributed into the two wells, with
three bosons in each well. The many-body state can thus be written as |Ψ〉 ∝
(
cˆ†L
)3 (
cˆ†R
)3
|0〉, where cˆ†L and cˆ†R
are the creation operators for the band in the left and right well, respectively. Although such a picture is well
supported by the momentum space density distribution and the one-body correlation function [g(1)][cf. Fig. 2(e,f)
in the main text], it contradicts with the two-body correlation function [g(2)] obtained from the simulations. In
8a Mott insulator state where g(1) between lattice sites vanishes, the diagonal term of g(2) is directly related to
the number of particles ni in the corresponding site through g
(2)(x, x) = 1 − 1/ni [16]. If the single-band Bose-
Hubbard model holds true, the diagonal term of g(2) would be uniformly g(2)(x, x) = 2/3 since ni = 3. This is not
the case in the simulations when sufficiently many orbitals are used. The landscape of the correlation function is
uneven, with values ranging from 0.4 to 0.8 [Fig. S1(b)]. On the contrary, if only M = 2 orbitals are used in the
simulations, indeed g(2)(x, x) = 2/3 holds uniformly [Fig. S1(c)]. These results show that the higher-order (M > 3)
orbitals are indispensable for correctly capturing the particle correlations, and indicate that more than one mode
has contributions in each well. The single-band Bose-Hubbard model is an over-simplification for the system. We
have seen that although the third orbital ρ3 = 4.432×10−3 is two order of magnitude lower than the second orbital
ρ2 = 0.493, it has significant impact on the simulated particle correlations.
In summary, to decide whether the convergence in orbital number has been achieved, we should perform simula-
tions with more orbitals and compare the convergence in different quantities of interest.
9Example No #1 #2 #3 #4 #5 #6
Use in the main text figures 2(a-c) 2(d-f), 3 2(g-i), 3 2(j-l), 3 2(m-o), 3 3
Input variable names Basic parameters
JOB TYPE Bosons or fermions BOS BOS BOS FER FER BOS
Morb Number of orbitals M 10 10 10 10 10 8
Npar Number of particles N 6 6 6 6 6 6
Job Prefactor Relaxation or propagation (-1.0d0, 0.0d0)
One-body potential
whichpot Potential V (x) ''HO1D+td gauss''
parameter1 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0
parameter2 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0
parameter3 5.d0 20.d0 20.d0 20.d0 20.d0 20.d0
parameter4 0.01d0 0.01d0 0.01d0 0.01d0 0.01d0 0.01d0
parameter5 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0
parameter6 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0
Two-body interaction
xlambda 0 Interaction strength g 1.d0 1.d0 20.d0 0.d0 5.d0 0.d0
which interaction Interaction W (x, x′) 'gauss' 'gauss' 'gauss' 'regC' 'regC' 'gauss'
Interaction Type Interaction W (x, x′) 0 0 0 4 4 0
Interaction Parameter1 0.d0 0.d0 0.d0 0.1d0 0.1d0 0.d0
Interaction Parameter2 0.d0 0.d0 0.d0 100.d0 100.d0 0.d0
Initial state, system and integration parameters
GUESS Choose initial state 'HAND'
Binary Start Time 0.d0 (Not relevant)
DIM MCTDH System dimension 1
NDVR X Number of grids 512
x initial Grid left boundary -8.d0
x final Grid right boundary 8.d0
Time Begin Initial time 0.d0
Time Final Final time 10.d0 10.d0 10.d0 10.d0 10.d0 30.d0
Output TimeStep Output time step 1.d0
Integration Stepsize Integration step size 0.1d0
Coefficients Integrator 'DAV'
TABLE S1. Important input variables in the input files for the relaxations shown in Figs. 2 and 3 of the main text. The
inputs can be downloaded at http://ultracold.org/data/tutorial_input_files.zip.
10
tutorial input files
FIG2 3.sh (Script for automation, runs MCTDHX and MCTDHX analysis in each folder)
FIG2.py (Visualization of Fig.2)
FIG3.py (Visualization of Fig.3)
Relax1 FIG2abc
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g = 1, Edw = 5
Running MCTDHX analysis on analysis.inp yields
ρ(x), ρ(k) and g(1)(x, x′) for Fig.2(a,b,c), SSI for Fig.3 (orange bins)
Relax2 FIG2def
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g = 1, Edw = 20
Running MCTDHX analysis on analysis.inp yields
ρ(x), ρ(k) and g(1)(x, x′) for Fig.2(d,e,f), SSI for Fig.3 (green bin)
Relax3 FIG2ghi
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g = 20, Edw = 20
Runs MCTDHX analysis on analysis.inp,
yields ρ(x), ρ(k) and g(1)(x, x′) for Fig.2(g,h,i)
Relax4 FIG2jkl
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 fermions, g = 0, Edw = 20
Running MCTDHX analysis on analysis.inp,
yields ρ(x), ρ(k) and g(1)(x, x′) for Fig.2(j,k,l)
Relax5 FIG2mno
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 fermions, g = 5, Edw = 20
Running MCTDHX analysis on analysis.inp yields
ρ(x), ρ(k) and g(1)(x, x′) for Fig.2(m,n,o), SSI for Fig.3 (red bin)
Relax6 FIG3
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g = 0, Edw = 20
Running MCTDHX analysis on analysis.inp yields SSI for Fig.3 (blue bins)
FIG. S2. Files in tutorial input files.zip necessary to reproduce the results in Fig. 2 and Fig. 3 of the main text. By
executing the command ./FIG2 3.sh (or ./FIG2 3.sh X, with X the number of parallel processes), all the results in Fig. 2
and Fig. 3 can be obtained and the figure can be plotted. The background colors indicate folders (green), input files (purple),
executables (yellow), and explanations (white). Here, SSI is short for single-shot images. The input files can be downloaded
at http://ultracold.org/data/tutorial input files.zip.
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Example No Series #22 Series #23 Series #24 Series #25
Use in the main text figures 4(a), 5(f) 4(b) 4(c) 5(e)
Input variable names Basic parameters
JOB TYPE BOS BOS FER BOS
Morb 10 10 10 10
Npar 6 6 6 5
Job Prefactor (-1.0d0, 0.0d0)
One-body potential
whichpot ''HO1D+td gauss''
parameter1 1.d0 1.d0 1.d0 1.d0
parameter2 0.d0 0.d0 0.d0 0.d0
parameter3 various 20.d0 20.d0 various
parameter4 0.01d0 0.01d0 0.01d0 0.01d0
parameter5 0.d0 0.d0 0.d0 0.d0
parameter6 0.5d0 0.5d0 0.5d0 0.5d0
Two-body interaction
xlambda 0 1.d0 various various 1.d0
which interaction 'gauss' 'gauss' 'regC' 'gauss'
Interaction Type 0 0 4 0
Interaction Parameter1 0.d0 0.d0 0.1d0 0.d0
Interaction Parameter2 0.d0 0.d0 100.d0 0.d0
Initial state, system
and integration parameters
GUESS 'HAND' 'BINR'
Binary Start Time 0.d0 (Not relevant) 10.d0
Time Begin 0.d0
Time Final 10.d0
Integration Stepsize 0.1d0
Coefficients Integrator 'DAV'
TABLE S2. Important input variables in the input files for the relaxations shown in Fig. 4 and Fig. 5(e,f) of the main text.
In the table, “various” means from 1.d0 to 20.d0 for parameter3, or from 0.d0 to 20.d0 for xlambda 0. The inputs can be
downloaded at http://ultracold.org/data/tutorial input files.zip.
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tutorial input files
FIG4.sh (Script for automation, runs parameter sweep.sh in each folder)
FIG4.py (Visualization of Fig.4)
Relax series22 FIG5f FIG4a
MCTDHX.inp analysis.inp
parameter sweep.sh
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g = 1, Edw ∈ [1, 20]
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) at each Edw
Collects g(1)(1,−1) at each Edw in corr all.dat for Fig.5(f) (blue line)
Collects ρi at each Edw in NO all.out for Fig.4(a)
Relax series23 FIG4b
MCTDHX.inp
parameter sweep.sh
Running MCTDHX on MCTDHX.inp: N = 6 bosons, g ∈ [0, 20], Edw = 20
Collects ρi at each g in NO all.out for Fig.4(b)
Relax series24 FIG4c
MCTDHX.inp
parameter sweep.sh
Running MCTDHX on MCTDHX.inp: N = 6 fermions, g ∈ [0, 20], Edw = 20
Collects ρi at each g in NO all.out for Fig.4(c)
FIG. S3. Files in tutorial input files.zip necessary to reproduce the results in Fig. 4 of the main text. By executing
the command ./FIG4.sh (or ./FIG4.sh X, with X the number of parallel processes), all the results of Fig. 4 can be obtained
and the figures can be plotted. The background colors indicate folders (green), input files (purple), executables (yellow), and
explanations (white). The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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Example No #7 #8 #9 #10 #11 # 12 #13 #14 #15 #16 #17
Use in the main text figures 5(a) 5(c) 5(d) 5(b,e) 5(f) 5(e) 5(f)
Relaxations for initial states Propagations
Input variable names Basic parameters
JOB TYPE FER BOS BOS BOS BOS FER FER BOS BOS BOS BOS
Morb 8 8 8 8 8 8 8 8 8 8 8
Npar 5 5 6 5 6 5 5 5 6 5 6
Job Prefactor (-1.0d0, 0.0d0) (0.0d0, -1.0d0)
One-body potential
whichpot ''HO1D'' ''HO1D+td gauss'' ''HO1D+td g r''
parameter1 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0 1.d0
parameter2 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0
parameter3 0.d0 0.d0 0.d0 20.d0 20.d0 20.d0 20.d0 20.d0 20.d0 20.d0 20.d0
parameter4 0.d0 0.d0 0.d0 0.01d0 0.01d0 0.01d0 100.d0 100.d0 100.d0 100.d0 100.d0
parameter5 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0 0.d0
parameter6 0.d0 0.d0 0.d0 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0 0.5d0
Two-body interaction
xlambda 0 2.d0 1.d0 1.d0 1.d0 1.d0 2.d0 2.d0 1.d0 1.d0 1.d0 1.d0
which interaction 'regC' 'gauss' 'gauss' 'gauss' 'gauss' 'regC' 'regC' 'gauss' 'gauss' 'gauss' 'gauss'
Interaction Type 4 0 0 0 0 4 4 0 0 0 0
Interaction Parameter1 0.1d0 0.d0 0.d0 0.d0 0.d0 0.1d0 0.1d0 0.d0 0.d0 0.d0 0.d0
Interaction Parameter2 100.d0 0.d0 0.d0 0.d0 0.d0 100.d0 100.d0 0.d0 0.d0 0.d0 0.d0
Initial state, system and integration parameters
GUESS 'HAND' 'BINR'
Binary Start Time 0.d0 (Not relevant) 10.d0
Time Begin 0.d0 0.d0
Time Final 10.d0 100.d0
Integration Stepsize 0.1d0 0.01d0
Coefficients Integrator 'DAV' 'MCS'
Notes
Repetition∗ Required N/A
Binary file∗ N/A #7 #8 #9 #10 #11
TABLE S3. Important input variables in the input files for the results shown in Fig. 5 of the main text. The input variables
DIM MCTDH, NDVR X, x initial, x final, Output TimeStep are unchanged from the Table S1 and therefore not shown here.
The six relaxations #6 – #11 are used as initial states for the propagations #12 – #17, respectively. The input files can be
downloaded at http://ultracold.org/data/tutorial input files.zip.
.
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tutorial input files
FIG5.sh (Script for automation)
Runs Run (folder name).sh in most folders, MCTDHX and MCTDHX analysis in Relax12 FIG5c,
and parameter sweep.sh in Relax series FIG5e and Relax series FIG5f FIG4a
FIG5.py (Visualization of Fig.5)
Relax7 Prop13 FIG5d
N = 5 fermions, g = 2
relax
MCTHDX.inp
Running MCTDHX on MCTDHX.inp: relaxation in V (x) = 12x
2
prop
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 100
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) at t = 100 for Fig.5(d)
Run Relax7 Prop13 FIG5d.sh
Runs MCTDHX in relax, MCTDHX and MCTDHX analysis in prop
Relax8 Prop14 FIG5be
N = 5 bosons, g = 1
relax
MCTHDX.inp
Running MCTDHX on MCTDHX.inp: relaxation in V (x) = 12x
2
prop
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 100
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) from t = 0 to 100
g(1)(x, x′) at t = 100 is used for Fig.5(b)
collect correlations.sh
Collects g(1)(1,−1) from t = 0 to 100 in corr all.dat for Fig.5(e) (orange line)
Run Relax8 Prop14 FIG5be.sh
Runs MCTDHX in relax, MCTDHX, MCTDHX analysis and collect correlations.sh in prop
FIG. S4. Files in tutorial input files.zip necessary to reproduce the results in Fig. 5 of the main text (part 1/3). By
executing the command ./FIG5.sh (or ./FIG5.sh X, with X the number of parallel processes), all the results of Fig. 5 can be
obtained and the figure can be plotted. The background colors indicate whether it is a folder (green), an input file (purple),
an executable (yellow), or an explanation (white). Here, SSI is short for single-shot images. The input file analysis2.inp is
used for the supplementary movie. The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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tutorial input files
Relax9 Prop15 FIG5f
N = 6 bosons, g = 1
relax
MCTHDX.inp
Running MCTDHX on MCTDHX.inp: relaxation in V (x) = 12x
2
prop
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 100
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) from t = 0 to 100
collect correlations.sh
Collects g(1)(1,−1) from t = 0 to 100 in corr all.dat for Fig.5(f) (orange line)
Run Relax9 Prop15 FIG5f.sh
Runs MCTDHX in relax, MCTDHX, MCTDHX analysis and collect correlations.sh in prop
Relax10 Prop16 FIG5ae
N = 5 bosons, g = 1
relax
MCTHDX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: relaxation in a double-well potential with Edw = 20
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) for Fig.5(a)
Run multiple.sh
Chooses the ground state from 10 attempts with different random initial conditions
prop
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 20 to 0 in τ = 100
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) from t = 0 to 100
collect correlations.sh
Collects g(1)(1,−1) from t = 0 to 100 in corr all.dat for Fig.5(e) (green line)
Run Relax10 Prop16 FIG5ae.sh
Runs Run multiple.sh in relax, MCTDHX analysis in the created relax/groundstate folder,
and MCTDHX, MCTDHX analysis and collect correlations.sh in prop
FIG. S5. Files in tutorial input files.zip necessary to reproduce the results in Fig. 5 of the main text (part 2/3). By
executing the command ./FIG5.sh (or ./FIG5.sh X, with X the number of parallel processes), all the results of Fig. 5 can
be obtained and the figure can be plotted. The background colors indicate folders (green), input files (purple), executables
(yellow), and explanations (white). Here, SSI is short for single-shot images. The input file analysis2.inp is used for the
supplementary movie. The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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Relax11 Prop17 FIG5f
N = 6 bosons, g = 1
relax
MCTHDX.inp
Running MCTDHX on MCTDHX.inp: relaxation in a double-well potential with Edw = 20
prop
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 20 to 0 in τ = 100
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) from t = 0 to 100
collect correlations.sh
Collects g(1)(1,−1) from t = 0 to 100 in corr all.dat for Fig.5(f) (green line)
Run Relax11 Prop17 FIG5f.sh
Runs MCTDHX in relax, MCTDHX, MCTDHX analysis and collect correlations.sh in prop
Relax12 FIG5c
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: relaxation with
N = 5 fermions in a double-well potential with Edw = 20
Running MCTDHX analysis on analysis.inp yields g(1)(x, x′) for Fig.5(c)
Relax series25 FIG5e
relax series1 and relax series2 (both folders have the same structure)
MCTDHX.inp analysis.inp PSI bin CIc bin Header
PSI bin, CIc bin and Header store initial conditions.
Two different initial conditions are stored in relax series1 and relax series2, respectively
parameter sweep.sh
Runs MCTDHX on MCTDHX.inp, using these different initial conditions,
for N = 5 bosons, g = 1, Edw ∈ [1, 20]
Collects energies of the states in NO all.out and g(1)(x, x′) in corr all.out for Fig.5(e)
In FIG5.py, the ground state at each Edw is chosen by
comparing the energies of the states from different series.
Relax series22 FIG5f FIG4a (See Fig. S3 for details, yields g(1)(1,−1) for Fig.5(f))
Relax18 Prop20 FIG6a-f (See Fig. S7 for details, run by FIG6.sh , yields ρi for Fig.5(g))
Relax19 Prop21 FIG6g-l (See Fig. S8 for details, run by FIG6.sh, yields ρi for Fig.5(h))
FIG. S6. Files in tutorial input files.zip necessary to reproduce the results in Fig. 5 of the main text (part 3/3). By
executing the command ./FIG5.sh (or ./FIG5.sh X, with X the number of parallel processes), all the results of Fig. 5 can
be obtained and the figure can be plotted. The background colors indicate folders (green), input files (purple), executables
(yellow), and explanations (white). Here, SSI is short for single-shot images. The input file analysis2.inp is used for the
supplementary movie. The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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Example No #18 #19 #20 #21
Use in the main text figures 5(g), 6(a-f) 5(h), 6(g-l)
Initial states Propagations
Input variable names Basic parameters
JOB TYPE BOS FER BOS FER
Morb 10 10 10 10
Npar 6 6 6 6
Job Prefactor (-1.0d0, 0.0d0) (0.0d0, -1.0d0)
One-body potential
whichpot ''HO1D'' ''HO1D+td gauss''
parameter1 1.d0 1.d0 1.d0 1.d0
parameter2 0.d0 0.d0 0.d0 0.d0
parameter3 0.d0 0.d0 20.d0 20.d0
parameter4 0.d0 0.d0 various various
parameter5 0.d0 0.d0 0.d0 0.d0
parameter6 0.d0 0.d0 0.5d0 0.5d0
Two-body interaction
xlambda 0 1.d0 2.d0 1.d0 2.d0
which interaction 'gauss' 'regC' 'gauss' 'regC'
Interaction Type 0 4 0 4
Interaction Parameter1 0.d0 0.1d0 0.d0 0.1d0
Interaction Parameter2 0.d0 100.d0 0.d0 100.d0
Initial state, system and integration parameters
GUESS 'HAND' 'BINR'
Binary Start Time 0.d0 (Not relevant) 10.d0
Time Begin 0.d0 0.d0
Time Final 10.d0 100.d0
Integration Stepsize 0.1d0 0.01d0
Coefficients Integrator 'DAV' 'MCS'
Notes
Binary file∗ N/A #18 #19
TABLE S4. Important input variables in the input files for the results shown in Fig. 6 of the main text. In the table,
“various” means 1.d0, 10.d0, 50.d0 for different ramping rates. The input variables DIM MCTDH, NDVR X, x initial, x final,
Output TimeStep are unchanged from the Table S1 and therefore not shown here. The six relaxations #6 – #11 are used as
initial states for the propagations #12 – #17, respectively. The input files can be downloaded at http://ultracold.org/
data/tutorial_input_files.zip.
.
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tutorial input files
FIG6.sh (Script for automation, runs Run (folder name).sh in each folder)
FIG6.py (Visualization of Fig.6)
Relax18 Prop20 FIG6a-f
N = 6 bosons, g = 1
relax
MCTDHX.inp
Running MCTDHX on MCTDHX.inp: relaxation in V (x) = 12x
2
prop a
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 1
NO PR.out generated from propagation contains ρi for Fig.5(g)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(a) and SSI for Fig.6(d)
prop b
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 10
NO PR.out generated from propagation contains ρi for Fig.5(g)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(b) and SSI for Fig.6(e)
prop c
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 50
NO PR.out generated from propagation contains ρi for Fig.5(g)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(c) and SSI for Fig.6(f)
prop tau5 and prop tau20
MCTDHX.inp analysis.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 5 (τ = 20)
NO PR.out generated from propagation contains ρi for Fig.5(g)
Run Relax18 Prop20 FIG6a-f.sh
Runs MCTDHX and/or MCTDHX analysis in each folder
FIG. S7. Files in tutorial input files.zip necessary to reproduce the results in Fig. 6 of the main text (part 1/2). By
executing the command ./FIG6.sh (or ./FIG6.sh X, with X the number of parallel processes), all the results of Fig. 6 can be
obtained and the figure can be plotted. The background colors indicate whether it is a folder (green), an input file (purple),
an executable (yellow), or an explanation (white). Here, SSI is short for single-shot images. The input files analysis2.inp
are used for generating g(1)(x, x′) at t = 0 ∼ 80 for the supplementary movie. They should be renamed as analysis.inp
when used. The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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Relax19 Prop21 FIG6g-l
N = 6 fermions, g = 2
relax
MCTDHX.inp
Running MCTDHX on MCTDHX.inp: relaxation in V (x) = 12x
2
prop g
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 1
NO PR.out generated from propagation contains ρi for Fig.5(h)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(g) and SSI for Fig.6(j)
prop h
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 10
NO PR.out generated from propagation contains ρi for Fig.5(h)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(h) and SSI for Fig.6(k)
prop i
MCTDHX.inp analysis.inp analysis2.inp
Running MCTDHX on MCTDHX.inp: propagation with Edw ramped from 0 to 20 in τ = 50
NO PR.out generated from propagation contains ρi for Fig.5(h)
Running MCTDHX analysis on analysis.inp yields
g(1)(x, x′) at t = 80 for Fig.6(i) and SSI for Fig.6(l)
Run Relax19 Prop21 FIG6g-l.sh
Runs MCTDHX and MCTDHX analysis in each folder
FIG. S8. Files in tutorial input files.zip necessary to reproduce the results in Fig. 6 of the main text (part 2/2). By
executing the command ./FIG6.sh (or ./FIG6.sh X, with X the number of parallel processes), all the results of Fig. 6 can
be obtained and the figure can be plotted. The background colors indicate folders (green), input files (purple), executables
(yellow), and explanations (white). Here, SSI is short for single-shot images. The input files analysis2.inp are used for
generating g(1)(x, x′) at t = 0 ∼ 80 for the supplementary movie. They should be renamed as analysis.inp when used. The
input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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For relaxations For propagations For propagations
Use in the simulations (all relaxations) #13,#20,#21 #14-#17
Input variable names Zero body
Time From Analysis starting time 10.0d0 80.d0 or 100.d0 0.d0
Time To Analysis final time 10.0d0 80.d0 or 100.d0 100.d0
Time Points Number of analysis time point 1 1 101
Dilation Resolution in the momentum space 10 10 10
One body
Density x Real space density ρ(x) .T. .T. .T.
Density k Momentum space density ρ˜(k) .T. .T. .T.
Correlations X One-body and two-body reduced density matrices .T. .T. .T.
Many body
SingleShot Analysis Single shot analysis .T. .T. or .F. .F.
NShots Number of shots 10000 10000 0
TABLE S5. Important variables in the input files for the analysis used for Sec. III in the main text. This analysis.inp
extracts quantities of interest from the computed eigenstates and time-evolutions. The variable SingleShot Analysis
is set as .F. for simulation #13, and .T. for simulations #20 and #21. The input files can be downloaded at
http://ultracold.org/data/tutorial input files.zip.
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tutorial input files
movie.sh
Renames analysis2.inp as analysis.inp in the subfolders, runs MCTDHX analysis on these input files
movie.py (Collect the correlations and make movie)
Relax18 Prop20 FIG6a-f
N = 6 bosons, g = 1
prop a
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
prop b
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
prop c
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
Relax19 Prop21 FIG6g-l
N = 6 fermions, g = 2
prop g
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
prop h
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
prop i
analysis2.inp
Needs to be renamed as analysis.inp when used
Running MCTDHX analysis on analysis2.inp yields g(1)(x, x′) from t = 0 to 80 for the movie
FIG. S9. Files in tutorial input files.zip necessary to reproduce the movie on
https://www.youtube.com/watch?v=l2UsTPmJ6po. By executing the command ./movie.sh after ./FIG6.sh, the
movie file can be generated. The background colors indicate folders (green), input files (purple), executables (yellow), and
explanations (white). The input files can be downloaded at http://ultracold.org/data/tutorial input files.zip.
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