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Resumo
Este trabalho apresenta aplicações baseadas em uma recente primitiva intitulada
Funções Fisicamente não Clonáveis (PUFs), e como elas podem ser utilizadas para es-
tabelecer serviços de segurança. No trabalho, PUFs são empregadas para construir uma
cifra de blocos e um autenticador, onde a primeira é construída a partir de uma cifra Luby-
Rackoﬀ com 4 rodadas envolvendo PUFs e funções de hash universal. A cifra aprimora o
estado da arte de cifração baseada em PUFs tanto em segurança quanto no tamanho do
criptograma resultante. Já no segundo, é construído um Código de Autenticação de Men-
sagem (MAC) pela combinação de um MAC clássico de tamanho ﬁxo com uma função
de hash universal. Em ambos os casos, análises de segurança são fornecidas considerando
noções padronizadas na literatura. Como as PUFs codiﬁcam chaves criptográﬁcas implíci-
tas, as técnicas apresentadas podem ser empregadas em esquemas de cifração autenticada
de discos rígidos ou dispositivos móveis, com incremento de segurança por resistência ao
vazamento de bits da chave. Além da proposta de construção de uma cifra e um auten-
ticador, é proposto um protocolo de autenticação para aplicações bancárias combinando
PUFs com protocolos para acordo autenticado de chave baseado em senha (PAKE). O
protocolo resultante fornece autenticação mútua entre cliente e servidor e estabelecimento
de uma chave de sessão entre as partes autenticadas, importantes características que não
foram encontradas simultaneamente na literatura de autenticação baseada em PUFs. A
combinação aprimora o estado da arte, garantindo que a chave de sessão estará disponível
apenas para detentores legítimos da PUF, reduzindo a possibilidade de vazamento de
segredos armazenados explicitamente. O protocolo suporta autenticação multi-fator e
fornece proteção contra ataque de dicionário oine sobre a senha de autenticação. Além
disso, ele satisfaz noções usuais de segurança quando a saída da PUF é imprevisível, e
permite o cliente notiﬁcar o servidor em caso de emergência.




This work presents applications based on a recent primitive called Physically
Unclonable Functions (PUFs), and how they can be used to establish security
properties. In this work, PUFs are employed to construct a block cipher and authenticator,
where the ﬁrst is constructed from a Luby-Rackoﬀ cipher with 4 rounds involving
PUFs and universal hash functions. The cipher improves the state of the art of PUF-based
encryption in two aspects: security and size of the resulting ciphertext.
The second, a Message Authentication Code (MAC) is built by the combination of a
classic ﬁxed-size MAC with a universal hash function. In both cases, security analysis
are provided considering standard notions in the literature. Since the PUFs implicitly
encode cryptographic keys, the techniques presented can be used in authenticated
encryption schemes of hard drives or mobile devices, increasing resistance against leakage
of key bits. Besides the proposed construction of a cipher and an authenticator, we propose
an authentication protocol for banking applications combining PUFs with
protocols for Password-based Authenticated Key Exchange (PAKE). The resulting
protocol provides mutual authentication between client and server and establishes a
session key between the authenticated parties, important features that were not found
simultaneously in the literature of PUF-based authentication. This combination improves
the state of the art, ensuring that the session key is only available to legitimate holders
of the PUF, reducing the possibility of leaking secrets stored explicitly. The protocol
supports multiple authentication factors and provides protection against oine
dictionary attacks on the password authentication. Moreover, it satisﬁes the usual
security notions when the PUF output is unpredictable, and allows the client to notify
the server in case of emergency.
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Atualmente, a preocupação com a segurança da informação se apoia em tecnologias e
ferramentas que podem ser utilizadas para garantir propriedades de segurança, como dis-
ponibilidade, integridade, autenticidade e a conﬁdencialidade da informação que trafega
pela rede [75]. Para que essas informações sejam tratadas de forma rápida e segura, exis-
tem diversas abordagens que podem ser utilizadas, dentre elas, o emprego de protocolos
criptográﬁcos de comunicação que visam fornecer garantias de segurança.
Várias tecnologias e serviços se tornam viáveis graças à utilização destes protocolos,
como por exemplo, operações governamentais, transações bancárias, comunicações milita-
res e comércio eletrônico. Eles também podem ser utilizados na construção de mecanismos
de identiﬁcação (protocolos de autenticação), para que uma ou ambas as partes de uma
comunicação consigam provar a sua identidade para a outra.
Esses mecanismos são muito importantes para soluções bancárias online (de e-banking),
pois permitem veriﬁcar se o serviço está sendo acessado por um dispositivo autorizado
pelo usuário, bem como permite ao usuário atestar que os dados serão acessados ape-
nas pelo banco. Sendo assim, é importante permitir que as partes comunicantes sejam
capazes de detectar a alteração maliciosa de mensagens em trânsito. Assim, a autenti-
cação é utilizada para veriﬁcar a identidade dos usuários e fornecer um canal seguro de
comunicação.
Para que tais protocolos sejam utilizados de forma segura, pode-se empregar constru-
ções baseadas em criptograﬁa de chave simétrica, onde a chave de decifração pode ser
facilmente deduzida, em tempo polinomial, a partir da chave de cifração (podendo ser a
mesma) [54] e criptograﬁa de chave assimétrica, na qual a chave de decifração não pode
ser facilmente deduzida em tempo polinomial da chave de cifração1 [54].
A criptograﬁa simétrica é rápida, porém a gerência e distribuição de chave é complexa.
Já a criptograﬁa assimétrica é lenta (já que depende de problemas complexos da Teoria
1A chave de cifração é dita chave pública e a chave de decifração é dita chave privada.
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dos Números), mas a gerência e distribuição de chave é mais simples. Devido as vantagens
e desvantagens de ambos, o mais comum é empregar uma construção híbrida. Assim, a
criptograﬁa simétrica é utilizada para o processo de cifração da informação, pois é mais
rápida (já que não depende de problemas da Teoria dos Números) que a assimétrica, e
a criptograﬁa assimétrica é utilizada para o compartilhamento da chave secreta, que é
necessária no processo simétrico de cifração. Um exemplo de construção híbrida pode ser
visto em [56], onde é proposta uma construção baseada no problema de Diﬃe-Hellman [22]
combinado com cifração simétrica, código autenticador de mensagem (do inglês, Message
Authentication Code  MAC) e funções de hash.
Tanto em outras abordagens quanto no modelo híbrido, protocolos de autenticação de-
pendem, na maioria da vezes, do conhecimento de uma longa chave criptográﬁca de posse
exclusiva dos detentores legítimos. Por essa razão, é comum o emprego de um dispositivo
para o armazenamento seguro dessa chave, uma vez que a memória humana, na maioria
das vezes, é incapaz de memorizá-la sem erros. Protocolos para acordo autenticado de
chaves baseado em senha (do inglês, Password-based Authenticated Key ExchangePAKE)
[6, 7, 15, 39, 42] relaxam esse requisito, na medida que exigem apenas o conhecimento de
uma chave muito mais curta (senha), não sendo necessário nenhum dispositivo extra para
o seu armazenamento, pois é possível memorizá-la sem erros.
No entanto, mesmo utilizando protocolos PAKEs, para o caso de protocolos de au-
tenticação, ou em outras aplicações criptográﬁcas, como por exemplo cifras de blocos, a
chave é armazenada de maneira explícita. Esse armazenamento pode acontecer tanto em
memória não-volátil (memória somente de leitura, do inglês (Read-Only Memory  ROM),
memória ﬂash, entre outras) quanto em memória volátil (na memória de acesso aleatório
(do inglês, Random Access Memory  RAM)).
Em ambos os casos, há clara diﬁculdade em se armazenar chaves de forma segura,
uma vez que, adversários com acesso físico ao equipamento, podem montar ataques de
canal lateral [44] para recuperar bits da chave a partir do estado latente da memória [35],
ou pelo monitoramento de características físicas do sistema [45]. Desta forma, os bits
restantes podem ser recuperados por ataques de busca exaustiva de menor complexidade
[9] ou por heurísticas mais avançadas [14, 37, 62].
Assim, para resolver o problema do armazenamento da chave explicitamente, podemos
empregar funções ﬁsicamente não clonáveis (Physically Unclonable Functions  PUFs),
introduzidas em 2002 por Gassend et al. e Pappu et al. [30, 60], como uma nova primitiva
criptográﬁca, graças às suas propriedades (não clonabilidade, saída imprevisível, entre
outras), uma vez que a chave está armazenada implicitamente em sua estrutura, através
da correspondência entre desaﬁos (entradas) e respostas (saídas), determinados pelo seu
processo de fabricação.
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Conforme serão apresentados nos Capítulos 4 e 5, PUFs podem ser empregadas para
a cifração de disco ou dispositivos móveis, bem como combinadas com protocolos PAKE,
respectivamente. PUFs incorporadas em cifras de bloco, tem como grande vantagem o
não armazenamento da chave na memória, além de que combinada com uma cifra de Luby
Rackoﬀ atinge uma noção de segurança maior que o estado da arte. O cenário ideal para
uma cifra baseada em PUFs é a cifração de disco ou dispositivos móveis, pois em uma
aplicação convencional (duas ou mais partes comunicantes) exigiria a transmissão da PUF
por um meio físico.
Já PUFs combinadas com protocolos PAKEs fornecem um protocolo para transações
bancárias, que reúne algumas características úteis que não foram encontradas simulta-
neamente em outros protocolos. Além disso, aprimora o estado da arte, garantindo que
a chave de sessão estará disponível apenas para detentores legítimos da PUF. Ademais,
o protocolo também pode ser facilmente adaptado para suportar senha de pânico, que
permite o cliente notiﬁcar ao servidor em caso de emergência.
1.1 Objetivos
O objetivo geral deste trabalho é a construção de protocolos criptográﬁcos eﬁcientes
baseados em PUFs, com noções e reduções formais de segurança. Para alcançar esse
objetivo tem-se os seguintes objetivos especíﬁcos:
• Construção de uma cifra simétrica autenticada segura nas noções de segurança pa-
dronizadas na literatura que envolvem a cifra de bloco com PUFs proposta em [2]
e a estrutura de uma cifra de Luby-Rackoﬀ com 4 funções de rodada proposta em
[61, 65]. A cifra é ideal para aplicações que exijam garantias de sigilo e autenticidade
de discos ou dispositivos móveis.
• Construção de um MAC baseado em PUFs, para poder detectar qualquer alteração
maliciosa no texto claro resultante da decifração ou corrupção do conteúdo arma-
zenado sem possibilidade de detecção posterior, garantindo assim a integridade da
mensagem.
• Construção de um protocolo seguro combinando PUFs com protocolos PAKE que
satisfaçam noções de segurança criptográﬁca padronizadas, como por exemplo a
semântica (explicada na Seção 2.7.1), para soluções onde os clientes já estão acostu-
mados a ter um dispositivo de autenticação adicional, de modo que os dispositivos
atuais poderiam ser incrementados com uma PUF para fornecer autenticação com
múltiplos fatores com base em hipóteses computacionais e físicas.
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• Adaptar o protocolo proposto no item acima para que ele possa ter suporte a senha
de pânico para situações de emergência, onde o cliente é coagido a entregar a PUF
e revelar a sua senha.
1.2 Contribuições do trabalho
As contribuições deste trabalho são as seguintes:
1 Uma cifra de bloco construída combinando uma cifra de Luby-Rackoﬀ com 4 ro-
dadas (que envolve funções de hash universal) com PUFs modeladas como funções
pseudoaleatórias (fracas);
2 Análise formal de segurança da cifra proposta, considerando noções de segurança
padronizadas que garantem tanto indistinguibilidade contra ataques de texto claro
escolhido (do inglês, Indistinguishability under Chosen Plaintext Attack  IND-CPA)
quanto a indistinguibilidade contra ataques não-adaptativos de criptograma esco-
lhido (do inglês Indistinguishability under non-adaptive Chosen Ciphertext Attack 
IND-CCA1);
3 Um MAC construído pela combinação de um MAC clássico de tamanho ﬁxo com
uma função de hash universal, com sua análise de segurança para garantir um MAC
inforjável contra ataques de mensagem escolhida;
4 Um protocolo combinando PUF e PAKE para autenticação mútua com múltiplos
fatores e estabelecimento de uma chave de sessão entre as partes autenticadas, com
análises heurística e formal de segurança, considerando cenários realistas e noções
de segurança padronizadas para acordo autenticado de chaves;
5 Uma adaptação do protocolo proposto, que permite notiﬁcação do servidor em caso
de emergência;
6 Um ataque de personiﬁcação do servidor contra o protocolo apresentado em [18]
demonstrando que a correção sugerida pelos autores para o protocolo proposto em
[78] não é suﬁciente;
7 Um ataque de dicionário contra o protocolo [28], que é o estado da arte de soluções
de autenticação baseadas em PUFs, que depende apenas da posse temporária da
PUF e observação de um único traço de comunicação cliente/servidor;
As contribuições 1, 2 e 3 foram publicadas e apresentadas no XIII Simpósio Brasileiro
em Segurança da Informação e Sistemas Computacionais  SBSeg 2013 na forma de
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um artigo intitulado Cifração autenticada utilizando PUFs. Já a contribuição 4 foi
apresentada no Third International Conference on Cryptology and Information Security
in Latin America  Latincrypt 2014 como um resumo estendido intitulado PUF+PAKE
= Mutual multifactor authentication for secure banking.
1.3 Estrutura do trabalho
No Capítulo 2, serão apresentadas as notações e terminologias empregadas, bem como
as deﬁnições necessárias para a compreensão do trabalho. No Capítulo 3 será apresentada
a principal primitiva criptográﬁca utilizada para a elaboração deste trabalho, as PUFs,
exibindo propriedades, tipos e modelagens.
Nos Capítulos 4 e 5 serão expostas as contribuições deste trabalho. No Capítulo 4 serão
apresentadas uma proposta de cifra de bloco baseada em PUFs bem como a proposta de
um autenticador que também utiliza PUFs. Já no Capítulo 5 será apresentada a proposta
de um protocolo seguro combinando PUFs com protocolos PAKE. Também é mostrada a
proposta de uma adaptação para o protocolo de forma que ele possa ter suporte a senha
de pânico para situações de emergência. E por ﬁm, no Capítulo 6, serão apresentadas as




Neste Capítulo serão descritas as notações utilizadas no decorrer do trabalho, assim
como as deﬁnições relevantes. Nas Seções 2.1 e 2.2 serão deﬁnidas as notações básicas uti-
lizadas bem como uma revisão sucinta de criptograﬁa simétrica e criptograﬁa assimétrica.
Na Seção 2.3 serão apresentadas as noções de segurança que foram utilizadas. Nas Seções
2.4 e 2.5 serão mostradas as deﬁnições de funções de hash universal e funções pseudoale-
atórias (fracas). Na Seção 2.6 serão apresentadas as funções ruidosas e como esses ruídos
podem ser corrigidos para utilizar tais funções em aplicações criptográﬁcas. E por ﬁm,
na Seção 2.7 serão deﬁnidos protocolos PAKE bem como suas noções de segurança.
2.1 Notação e terminologia
A seguir serão apresentadas as notações utilizadas no trabalho.
• Texto claro (do inglês, plaintext) é o texto (mensagem) original, inteligível.
• Texto cifrado ou criptograma (do inglês, ciphertext) é o texto resultante do
processo de cifração aplicado por algum sistema criptográﬁco.
• Chave criptográﬁca é uma cadeia de bits que funciona junto com o algoritmo
criptográﬁco para prover sigilo e autenticação, dentre outras propriedades de segu-
rança.
• Cifração é o processo de converter o texto claro em um texto cifrado, dada uma
chave criptográﬁca.
• Decifração é o processo reverso da cifração, onde se restaura o texto claro a partir
do cifrado e da chave.
• O conjunto K denota o espaço de chaves criptográﬁcas.
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• O conjuntoM denota o espaço de mensagens.
• ε é um algoritmo/função de cifração, onde εk(m), com k ∈ K e m ∈ M, denota a
cifração de um texto claro m usando a chave k.
• ∆ é um algoritmo/função de decifração, onde ∆k(m), com k ∈ K e m ∈M, denota
a decifração de um texto cifrado m usando a chave k.
• || denota a concatenação de cadeias de caracteres.
• Para uma cadeia de caracteres x, |x| denota seu comprimento.
• Para um conjunto S, a notação x R← S indica a seleção de um elemento x de um
conjunto S com distribuição uniforme de probabilidade (amostragem aleatória).
• x ∈ {0, 1}n denota uma cadeia de bits x de comprimento n.
• A operação a ?= b denota a comparação se a é ou não igual a b.
• Oráculos aleatórios são argumentos heurísticos que fornecem segurança para pro-
tocolos criptográﬁcos modelando certos algoritmos, normalmente funções de hash
criptográﬁcas, como oráculos (teoricamente uma caixa preta), neste sentido cha-
mados oráculos de hash. Os oráculos respondem cada pergunta com uma resposta
verdadeiramente aleatória escolhida uniformemente no intervalo de saída (funções
aleatórias perfeitas).
• Uma função f é uma função desprezível (do inglês, negligible function) se para
todo polinômio p(·), existe N > 0 ∈ Z tal que para todo n > N , |f(n)| < 1
p(n)
, onde
|f(n)| é o módulo de f(n).
• O nível de segurança n de uma primitiva criptográﬁca, indica que o melhor
algoritmo conhecido para atacá-la exige complexidade 2n.
• Criptograma de desaﬁo é o criptograma utilizado para formalizar noções de
segurança criptográﬁcas, de modo a desaﬁar o adversário a responder uma pergunta,
que pode variar em cada formalização, relacionada a este criptograma.
• Ataque de dicionário é um mecanismo de ataque criptográﬁco, normalmente
utilizado para palpites de senhas, que emprega um dicionário regular que contêm
palavras populares (por exemplo, data de nascimento e apelido).
• Chave de sessão é uma chave utilizada apenas uma vez para cifrar e decifrar todas
as mensagens em uma sessão de comunicação entre duas ou mais partes.
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2.2 Criptograﬁa simétrica e criptograﬁa assimétrica
Os sistemas criptográﬁcos podem ser classiﬁcados quando se diz respeito à chave em
dois tipos: criptograﬁa simétrica e criptograﬁa assimétrica. A criptograﬁa é simétrica (de
chave secreta ou convencional) se a chave usada para decifrar é facilmente deduzida, em
tempo polinomial, da chave usada para cifrar e vice-versa [54]. Já a criptograﬁa é dita
assimétrica ou de chave pública, quando a chave usada para decifrar (chave privada) não
pode ser facilmente deduzida, em tempo polinomial, a partir da chave usada para cifrar
(chave pública) [54].
2.2.1 Criptograﬁa convencional, simétrica ou de chave secreta
Na criptograﬁa simétrica (Figura 2.1), a chave empregada deve ser mantida em segredo,
pois quem conhece a chave de cifração consegue decifrar a mensagem, de forma que
seja conhecida apenas pelas partes comunicantes. Essa chave tem que ser compartilhada
através de um canal seguro para evitar que uma pessoa não autorizada a capture.
Os algoritmos na criptograﬁa simétrica podem ser divididos em dois tipos: cifra de
ﬂuxo (ou contínua), onde a cifração é realizada bit a bit da mensagem e cifra de bloco,
onde a mensagem é dividida em blocos de tamanhos que são aceitos pelas cifras. São
exemplo de cifras de ﬂuxo a HC-128 [81], Rabbit [13], Salsa20 [10] e Sosemanuk [8] que
fazem parte do The eSTREAM Project [68]. Já as cifras de blocos mais conhecidas são
o Data Encryption Standard (DES) [27] e o Advanced Encryption Standard (AES) [21],
que é a cifra adotada como padrão de criptograﬁa pelo governo dos Estados Unidos em





















Figura 2.1: Criptograﬁa simétrica.
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2.2.2 Criptograﬁa assimétrica ou de chave pública
Na criptograﬁa assimétrica (Figura 2.2), a chave utilizada para cifrar é chamada de
chave pública e a chave para decifrar é a chave privada. A chave pública do destinatário
é distribuída livremente para qualquer pessoa, enquanto a chave privada é mantida em
segredo.
Os algoritmos na criptograﬁa assimétrica são normalmente construídos a partir da
diﬁculdade computacional de problemas da Teoria dos Números. O RSA [67] e o Rabin
[64], por exemplo, são algoritmos baseados no problema da fatoração de inteiros, enquanto
o ElGamal [25] é baseado no problema do logaritmo discreto e no problema de Diﬃe-
Hellman [22].
Um problema em criptograﬁa assimétrica é garantir que a chave pública de uma pessoa
é realmente dela e não de outra pessoa. Por exemplo, Alice quer receber mensagens
cifradas e então divulga sua chave pública. Qualquer pessoa que possua a chave pública
de Alice pode lhe enviar uma mensagem, entretanto, outra pessoa, por exemplo Eve, pode
divulgar uma chave pública (que ela conheça a respectiva chave privada) alegando ser de
Alice. Assim, quando alguém enviar uma mensagem criptografada pensando ser para
Alice (utilizando a chave pública que foi divulgada por Eve), Eve poderá decifrá-la, pois
a mensagem havia sido cifrada com a chave pública de Eve, e desse modo ela possui a
chave privada correspondente.
No entanto, se Alice possuir um certiﬁcado de sua chave púbica através de uma enti-
dade conﬁável, qualquer pessoa que conﬁa na entidade também pode conﬁar em Alice e
assim sucessivamente. Este mecanismo é chamado de infraestrutura de chave pública (do


















Figura 2.2: Criptograﬁa assimétrica.
2.2.3 Modelo híbrido
A grande limitação da criptograﬁa simétrica é o compartilhamento da chave através
de um canal seguro, o que não se pode garantir sempre, uma vez que ataques podem
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ser efetuados. Assim, a chave poderá ser descoberta e outras pessoas que não sejam o
destinatário podem decifrar a mensagem. Esse problema é conhecido como problema de
distribuição de chaves.
Para evitar esse problema, pode-se utilizar criptograﬁa de chave assimétrica. Assim,
apenas o destinatário correspondente terá a posse da chave, sem precisar de nenhum
tipo de compartilhamento. Entretanto, a criptograﬁa simétrica é computacionalmente
mais simples, e consequentemente mais rápida do que a assimétrica, pois não depende de
problemas da Teoria dos Números e, assim, pode ser projetada a partir de operações bem
mais simples. Por isso, geralmente constrói-se um modelo híbrido utilizando as vantagens
de ambas, onde se utiliza a criptograﬁa assimétrica para a distribuição de chave e a
criptograﬁa simétrica para a cifração e decifração da mensagem.
2.3 Noções de segurança
As principais noções de segurança utilizadas na literatura são a IND-CPA e a indistin-
guibilidade contra ataques de criptograma escolhido (do inglês, Indistinguishability under
Chosen Ciphertext Attack  IND-CCA). Existem outras noções de segurança, tais como:
esquerda ou direita (do inglês, Left or Right  LOR), encontra então adivinha (do inglês,
Find then Guess  FTG) e segurança semântica (do inglês, semantic security  SEM) [4].
Essas noções podem ser equivalentes ou implicarem umas nas outras. Por exemplo,
sabe-se que segurança semântica e indistinguibilidade são noções equivalentes [32]. Neste
trabalho, se utiliza a noção de segurança real ou aleatória (do inglês, Real or Random 
ROR) (Deﬁnição 2.3.2), por sua conveniência na análise de construções de cifras de bloco
e equivalência com a noção de indistinguibilidade que será deﬁnida na Seção a seguir.
2.3.1 Indistinguibilidade
A noção de indistinguibilidade contra ataques de texto claro escolhido (Deﬁnição 2.3.1)
reﬂete a diﬁculdade computacional de um adversário em diferenciar a cifração de duas
mensagens de sua escolha, mesmo que ele tenha acesso a um oráculo de cifração para
cifrar mensagens arbitrárias.
Na deﬁnição para ataques de criptograma escolhido, IND-CCA, o adversário tenta
realizar a mesma tarefa, mas agora com o incremento do acesso a um oráculo de decifração
que decifra criptogramas também arbitrários. Na versão não adaptativa, IND-CCA1, o
adversário pode fazer consultas aos oráculos somente até que receba o criptograma de
desaﬁo. Já na deﬁnição adaptativa, indistinguibilidade contra ataques adaptativos de
criptograma escolhido (do inglês, Indistinguishability under adaptive Chosen Ciphertext
Attack  IND-CCA2), o adversário pode continuar a fazer consultas aos oráculos mesmo
10
após ter recebido o criptograma de desaﬁo, com a restrição de não poder consultar o
oráculo de decifração com o criptograma de desaﬁo pois, caso contrário, a tarefa seria
trivial.
Deﬁnição 2.3.1. Indistinguibilidade sob ataques de texto claro escolhido  IND-CPA.
[41, Adaptada da Deﬁnição 3.21].
Sejam A um adversário com poder computacional polinomial, Γ = (ε,∆) uma cifra simé-
trica e PrivkcpaA,Γ(n) a execução de um experimento com A no nível de segurança n:
• A chave k é gerada fazendo-se k R← K;
• A recebe o oráculo de cifração εk(·) e produz m0, m1 ∈ M com |m0| = |m1|;
• Um bit b R← {0, 1} é escolhido, e então o criptograma de desaﬁo c = εk(mb) é
calculado e entregue a A;
• O adversário A continua a ter acesso ao oráculo εk(·) e produz o bit b′;
• A saída do experimento é 1 se b′ = b e 0 caso contrário. A tem sucesso quando
PrivkcpaA,Γ(n) = 1.
Uma cifra Γ é indistinguível sob ataques de texto claro escolhido se para todo adversário
A, existe função λ desprezível tal que:




Essa deﬁnição pode ser facilmente adaptada para ataques de criptograma escolhido
(IND-CCA), acrescentando o acesso ao oráculo de decifração por parte do adversário e
restrições correspondentes.
2.3.2 Real ou Aleatório
Na noção de segurança ROR (Deﬁnição 2.3.2), o adversário não pode diferenciar a
cifração de uma mensagem de sua escolha da cifração de uma mensagem escolhida alea-
toriamente com vantagem não desprezível. Deve-se considerar dois diferentes jogos. No
jogo real (real), inicia-se escolhendo uma chave aleatória a R← K. Então é fornecido para
o adversário A um oráculo que, quando consultado com uma cadeia de caracteres x ∈M,
responde com uma cifração de x sob a chave a.
Já no jogo aleatório (random), inicia-se escolhendo uma chave aleatória a R← K, como
no jogo real. Então é fornecido para o adversário A um oráculo que quando consultado
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com x ∈ M, responde com uma cifração, sob a chave a, de uma cadeia de caracteres
aleatória de tamanho |x|.
Um sistema de cifração é considerado seguro para essa noção de segurança se nenhum
adversário pode obter vantagem signiﬁcativa, ou seja, não desprezível, em distinguir entre
o jogo real e aleatório com complexidade polinomial no parâmetro de segurança n.
Deﬁnição 2.3.2. Real ou Aleatório (ROR). [4, Adaptada da Deﬁnição 1].
Sejam A um adversário com poder computacional polinomial, Γ = (ε, ∆, K) uma cifra
simétrica e Expror−atkA,Γ (n) a execução de um experimento com A no nível de segurança n,
onde atk é a noção de segurança IND-CPA ou IND-CCA:
• A chave k é gerada fazendo-se k R← K.
• Um bit b R← {0, 1} é escolhido.
• A instância o oráculo de cifração εk(mib) para responder consultas mi de cifração
que gera εk(mi1) se b = 1 ou escolhe m
′i R← {0, 1}|m| e então retorna εk(m′i0 ) se b = 0.
Se atk = IND-CCA, então o oráculo de decifração ∆k(mib) também é instanciado e
criptogramas são decifrados, salvo criptogramas gerados anteriormente pelo oráculo
de cifração.
• O adversário A produz o bit b′.
• A saída do experimento é 1 se b′ = b e 0 caso contrário. A tem sucesso quando
Expror−atkA,Γ (n) = 1.
A cifra simétrica Γ possui segurança (t, q, µ; )-ROR se qualquer adversário que executa
em tempo no máximo t, faz no máximo q consultas ao oráculo totalizando no máximo µ
bits e possui vantagem limitada por uma função  desprezível no parâmetro de segurança
n tal que:





As noções de segurança para primitivas de autenticação são ligeiramente diferentes,
pois reﬂetem a diﬁculdade computacional enfrentada por um adversário que objetiva for-
jar um autenticador para uma mensagem de sua escolha. O adversário tipicamente possui
acesso a um oráculo de cálculo de autenticadores, sob a restrição de que a mensagem ofe-
recida pelo adversário como evidência de forja não pode ter sido consultada como entrada
12
do oráculo. Antes de deﬁnir inforjabilidade é necessário deﬁnir um código autenticador
de mensagem.
Deﬁnição 2.3.3. Codigo Autenticador de Mensagem  MAC. [41, Adaptada da Deﬁnição
4.1].
Uma MAC é uma tupla de algoritmos probabilísticos (MAC, V rfy) tais que:
• A chave k é gerada fazendo-se k R← K.
• O algoritmo de geração de tag MAC recebe com entrada a chave k e a mensagem
m ∈ {0, 1}∗ e gera a tag T ←Mack(m).
• O algoritmo de veriﬁcação V rfy recebe como entrada a chave k, a mensagem m e
a tag T . Então é gerado um bit b = V rfyk(m, T ), com b = 1 para um autenticador
válido e b = 0 caso contrário.
Deﬁnição 2.3.4. Inforjabilidade. [41, Adaptada].
Sejam A um adversário com poder computacional polinomial, ψ = (Mac, V rfy) um
código de autenticação de mensagem e Mac-forgeA,ψ(n) a execução de um experimento
com A no nível de segurança n:
• A chave k é gerada fazendo-se k R← K;
• A recebe acesso ao oráculo Mack e produz (m, T ) após Q consultas ao oráculo;
• A saída do experimento é 1 se V rfy (m, Mac(m, T )) = 1, com m 6= Q, e 0 caso
contrário.
Um código de autenticação de mensagens ψ é existencialmente inforjável contra ataque
adaptativo de mensagem escolhida se, para todo adversário A, existe função φ desprezível
no parâmetro de segurança n tal que:
Pr[Mac-forgeA,ψ(n) = 1] ≤ φ(n).
2.4 Funções de hash universal
Uma função de hash (Deﬁnição 2.4.1) é uma candidata à função de sentido único
(do inglês, One-way Function) [80] que tem como entrada uma sequência de tamanho
arbitrário e gera uma sequência de tamanho ﬁxo. A função de hash é dita candidata
porque é fácil calcular o hash de uma mensagem, mas o processo reverso parece ser difícil,
ou seja, calcular qualquer uma das inﬁnitas mensagens que geram o hash.
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Deﬁnição 2.4.1. Função de hash [41, Adaptada da Deﬁnição 4.11].
Uma função de hash é um algoritmo probabilístico de tempo polinomial H que satisfaz o
seguinte:
• A chave k é gerada fazendo-se k R← K;
• Existe um l polinomial tal queH toma como entrada k e uma sequência x ∈ {0, 1}∗ e
gera uma sequência Hk(x) ∈ {0, 1}l(n) (onde n é o valor do parâmetro de segurança).
Se Hk é deﬁnido apenas para entradas x ∈ {0, 1}l′(n) e l′(n) > l(n), é dito que H é
uma função de hash de tamanho ﬁxo para entradas de tamanho l′(n).
Funções de hash tem inúmeras aplicações em criptograﬁa, tais como armazenamento
de senha, derivação de chaves, veriﬁcação de integridade, assinaturas digitais e códigos
autenticadores de mensagem. Esta última aplicação é proposta neste trabalho.
As funções de hash podem ser divididas em duas famílias quanto à chave: família de
funções de hash chaveadas (Deﬁnição 2.4.2) e família de funções de hash não chaveadas.
Deﬁnição 2.4.2. Família de funções de hash chaveadas [73, Adaptada da Deﬁnição 4.1].
Uma família de funções de hash chaveadas é uma quádrupla (M,Y ,K, H), onde:
• Y é um conjunto ﬁnito de hash de mensagem ou tags de autenticação;
• Para cada k ∈ K, existe uma função de hash hk ∈ H, onde cada hk :M→ Y .
Já a segunda família, é uma função h : M → Y , onde M e Y são iguais aos da
Deﬁnição 2.4.2.
Em [54], são enumeradas 3 propriedades para uma função de hash h que não é cha-
veada: 1 resistência à pré-imagem, 2 resistência à segunda pré-imagem e 3 resistência à
colisões. É importante ressaltar que cada propriedade implica à anterior (3 ⇒ 2 ⇒ 1)
[41], sendo deﬁnidas como as seguintes:
1 Resistência à pré-imagem: Dado um valor de hash y, deve ser computacional-
mente inviável encontrar x tal que y = h(x);
2 Resistência à segunda pré-imagem: Dado um valor de hash y e uma mensagem
x tal que y = h(x), deve ser computacionalmente inviável encontrar uma mensagem
x′ 6= x tal que h(x) = h(x′);
3 Resistência a colisões: Deve ser computacionalmente inviável encontrar duas
mensagens distintas x e x′ tais que h(x) = h(x′).
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Em [19], Carter e Wegman introduzem o conceito de funções de hash universal (Deﬁni-
ção 2.4.3) (do inglês, Universal Hash Function). Essas funções são selecionadas aleatoria-
mente de uma família H de funções cuidadosamente escolhidas, de forma que, raramente
irão mapear elementos distintos do domínio D para o mesmo elemento da imagem R.
Em [79], foi deﬁnido formalmente um conjunto de famílias de hash fortemente universal
(do inglês, strongly universal hash families) e também foi introduzido, mesmo que não
formalmente, o conceito de família de hash quase fortemente universal (do inglês, Almost
Strongly Universal).
Stinson [71, 72] deﬁne famílias -quase universal de hash (Deﬁnição 2.4.4) (do inglês, -
almost universal hash families) que é uma das famílias utilizadas neste trabalho e também
apresenta uma família -quase fortemente universal de hash (do inglês, -almost strongly
universal hash families). Outra família que é utilizada neste trabalho é a família -
bissimétrica de funções de hash (Deﬁnição 2.4.5) proposta por Ramzan [65].
Deﬁnição 2.4.3. Funções de Hash Universal [53, Deﬁnição 11].
Seja H um conjunto de funções de hash de U em 1, 2, ...., Υ associada a uma distribuição
de probabilidade que é chamada também de H. É dito que H é universal se para todo









R←H [h(x) = h(y)] é a probabilidade de h(x) = h(y).
Considere agora que H é uma família de funções de hash chaveadas, com domínio D
e imagem R.
Deﬁnição 2.4.4. Família 1-quase-universal de funções de hash [65, Deﬁnição 13].
É dito que H é uma família 1-universal de funções de hash se para todo x, y ∈ D tal que
x 6= y, z ∈ R,
Pr[a
R← KH : ha(x)− ha(y) = z] ≤ 1(n).
onde Pr[a R← KH : ha(x) − ha(y) = z] é a probabilidade de ha(x) − ha(y) = z, com
a
R← KH .
Deﬁnição 2.4.5. Família 2-bissimétrica de funções de hash [65, Deﬁnição 15].
É dito que H é uma família 2-bissimétrica de funções de hash se para todo x, y ∈ D
(aqui permite-se que x = y), z ∈ R,
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Pr[a1
R← KH , a2 R← KH : ha1(x) + ha2(y) = z] ≤ 2(n).
onde Pr[a1
R← K(H), a2 R← KH : ha1(x)+ha2(y) = z] é a probabilidade de ha1(x)+ha2(y) =
z, com a1
R← K(H), a2 R← KH .
Os valores 1 e 2 são desprezíveis em função de um parâmetro de segurança n.
2.5 Funções pseudoaleatórias (fracas)
Um função pseudoaleatória (do inglês, Pseudorandom Function  PRF ) é uma função
que não pode ser distinguida de uma função verdadeiramente aleatória em tempo polino-
mial [17]. As análises em sistemas baseados em PRF, de maneira geral, primeiramente
reduzem sua segurança para a suposição de uma função verdadeiramente aleatória, de-
pendendo apenas de uma análise probabilística, em vez de limites de poder computacional
ou diﬁculdade de problemas computacionais [41].
A Deﬁnição formal 2.5.1 é a clássica de uma PRF dada em [41]. Nessa deﬁnição é
usado um distinguidor D cujo objetivo é determinar dada uma entrada, se ela foi gerada
por uma função Fk (com k
R← {0, 1}n) ou por uma função f que é escolhida aleatoriamente
entre todas as funções que mapeiam cadeias de n bits em n bits.
Deﬁnição 2.5.1. Função Pseudoaleatória  PRF [41, Deﬁnição 3.23].
Seja F : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ uma função chaveada eﬁcientemente computável. É
dito que F é uma função pseudoaleatória se para todo distinguidor probabilístico de tempo
polinomial (do inglês, polynomial-time distinguisher) D, existe uma função desprezível Φ
tal que:
|Pr[DFk(·)(1n) = 1]− Pr[Df(·)(1n) = 1]| ≤ Φ(n),
onde k R← {0, 1}n é escolhida de maneira uniformemente aleatória e f é escolhida de
maneira uniformemente aleatória entre todas as funções que mapeiam cadeias de n bits
em n bits.
Para o desenvolvimento deste trabalho, é utilizada um versão limitada de PRF, pois
suas entradas são escolhidas aleatoriamente e não pelo adversário, intitulada função pseu-
doaleatória fraca (Deﬁnição 2.5.2) (do inglês, weak Pseudorandom Functions  wPRF).
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Deﬁnição 2.5.2. Função Pseudoaleatória Fraca  wPRF. [2, Adaptada da Deﬁnição 4].
Considere uma família de funções F com entrada {0, 1}l e saída {0, 1}m. É dito que F é
(qprf , prf )-pseudoaleatória em relação a uma distribuição1 D˜ sobre {0, 1}m, se a vantagem
de distinguir entre as duas distribuições a seguir, fazendo no máximo qprf consultas para
escolhas adaptativas distintas entre si de entradas x1, ..., xqpfr , é no máximo prf :
• yi = f(xi) onde f R← F .
• yi ← D˜.
F é chamada de pseudoaleatória fraca em relação a uma distruibuição D˜, se suas
entradas não são escolhidas por um adversário, mas sim escolhidas aleatoriamente de
{0, 1}l. Essas funções diferem da deﬁnição clássica [41] que considera a distribuição D
como a distribuição uniforme Um.
2.6 Extrator difuso
Uma das características da PUF (Seção 3) é que para a mesma entrada, a mesma PUF
gera saídas diferentes devido a ruídos inseridos no meio, ou seja, PUFs se comportam
como funções ruidosas (Deﬁnição 2.6.1). Em aplicações criptográﬁcas, por questões de
segurança, é importante que a chave utilizada seja exatamente a mesma, ou seja, sem
ruídos. Para que se obtenha, para a mesma PUF, saídas iguais quando as entradas forem
iguais, faz-se necessário o emprego de ferramentas que possam extrair esses ruídos, tais
como, esboços seguros [24, 47] (do inglês, secure sketch) ou extratores difusos [23, 24] (do
inglês, fuzzy extractor).
Deﬁnição 2.6.1. Função ruidosa [2, Deﬁnição 2].
Para três inteiros positivos l, m, δ ∈ N com 0 ≤ δ ≤ m, uma (l, m, δ)-função ruidosa
f ∗ é um algoritmo probabilístico que aceita entradas (desaﬁos) x ∈ {0, 1}l e gera saídas
(respostas) y ∈ {0, 1}m tais que a distância de Hamming2 entre duas saídas para a mesma
entrada seja no máximo δ.
O esboço seguro resolve o problema da tolerância a erro, ou seja, dada uma entrada r,
é emitido um valor público v, que embora revelando pouco sobre r, permite a reconstrução
exata de qualquer entrada r′ ruidosa que é suﬁcientemente próxima (distância de Hamming
entre r e r′ no máximo δ). No entanto, essa abordagem soluciona apenas o problema de
1Distribuição qualquer, pode ou não ser igual a D.
2A distância de Hamming entre duas sequências de mesmo comprimento é o número de posições nas
quais elas diferem entre si.
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tolerância a erro, mas não a não uniformidade [24], por isso esse trabalho utiliza extratores
difusos, que resolvem tanto o problema de tolerância a erro, quanto o problema da não
uniformidade.
Extratores difusos (Deﬁnição 2.6.2) extraem de forma conﬁável uma sequência alea-
tória e uniforme s de uma entrada r que tem tolerância a ruído. A primeira vez que s é
gerado, o extrator difuso produz uma sequência auxiliar ω que pode ser pública sem com-
prometer a segurança de s, sendo utilizado para recuperar s dada uma entrada ruidosa r′
que é próxima de r (distância de Hamming entre r e r′ no máximo δ).
Deﬁnição 2.6.2. Extrator Difuso. [2, Deﬁnição 5].
Um (m, n, δ, FE) extrator difuso E é um par de procedimentos probabilísticos de geração
Gen: {0, 1}m → {0, 1}n × {0, 1}∗ (ver Figura 3.6) e de reprodução Rep: {0, 1}m × {0, 1}∗
→ {0, 1}n (ver Figura 3.7), onde o procedimento de geração produz informação auxiliar
ω para que sua saída possa ser recuperada a partir do procedimento de reprodução.
A propriedade de correção garante que para a saída z e sua correspondente informação
auxiliar ω (z, ω) ← Gen(y) e uma entrada ruidosa y′ ∈ {0, 1}m com a distância de
Hamming dist(y, y′) ≤ δ, leva ao procedimento Rep(y′, ω) = z. Se dist(y, y′) > δ, então
nenhuma garantia é fornecida sobre a saída de Rep. A propriedade de segurança garante
que, mesmo para adversários com acesso à informação auxiliar ω, a distância entre a
distribuição observada de z e a distribuição uniforme é no máximo FE.
2.7 Protocolo de acordo autenticado de chaves baseado
em senha (PAKE)
Um protocolo para acordo autenticado de chaves baseado em senha (PAKE) estabelece
uma chave compartilhada sobre um canal inseguro dependendo apenas de um pequeno
segredo compartilhado, chamado senha. Essa é uma característica bastante útil, pois não
é necessário nenhum dispositivo extra para armazenar uma longa chave criptográﬁca, mas
apenas a capacidade da memória humana para guardar um curto segredo.
Os primeiros PAKEs surgiram na década de 90, com o protocolo de acordo de chaves
Diﬃe-Hellman cifrado (do inglês, Diﬃe-Hellman Encrypted Key Exchange  DH-EKE )
em 1992 [7] e com o protocolo de acordo de chaves exponencial simples com senha (do
inglês, Simple Password Exponential Key Exchange  SPEKE) em 1996 [39]. Ambos
possuem algumas variantes que são descritas resumidamente em [40].
Na atualidade, começando em 2000, o principal PAKE é o protocolo AuthA [6] de
Bellare e Rogaway, que fornece as mesmas propriedades de segurança dos anteriores, con-
tudo sendo mais simples, com menor custo de comunicação e mais versátil. Os trabalhos
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[1, 16] propõem protocolos que são baseados em AuthA [6]. Outros protocolos PAKE são
propostos em [15, 42]. Neste trabalho, será utilizado o protocolo proposto por Bresson et
al. [16] como escolha de PAKE para ﬁns de ilustração, mas qualquer PAKE seguro com
a propriedade de freshness (Seção 2.7.1) pode ser utilizado.
Um protocolo para acordo de chave autenticada precisa satisfazer duas noções de
segurança: a segurança semântica (também chamada de propriedade freshness, nesse
contexto) e a propriedade de autenticação. Ambas as noções de segurança são deﬁnidas
a seguir.
2.7.1 Segurança semântica (Freshness)
Protocolos estão sujeitos a vários tipos de ataques, pois as trocas de mensagens ocor-
rem em um canal inseguro. Deste modo, as informações transmitidas também estão
propensas a diversas ameaças tais como espionagem e adulteração. Um agente malicioso
pode espionar conversas honestas entre duas entidades e gravar todas as trocas de mensa-
gens para no futuro tentar se passar por alguma das duas partes, simplesmente enviando
as mensagens que foram anteriormente obtidas em uma execução honesta. Esse tipo de
ataque é chamado de ataque de replay ou repetição.
Uma maneira de evitar esse tipo de ataque é garantir que os protocolos forneçam a
propriedade de freshness. Essa propriedade garante que as mensagens provavelmente per-
tencem apenas à execução atual e não a repetições de mensagens anteriores trocadas em
alguma conexão honesta. A propriedade de freshness pode ser obtida de várias maneiras,
como por exemplo, com o uso de relógios ou com o uso de operações de desaﬁos/respos-
tas [46].
A utilização de relógio para assegurar freshness é possível através do incremento de
marcas de tempo (do inglês, timestamp) em cada criptograma. A mensagem será aceita se
conter a marca de tempo perto o suﬁciente do conhecimento do tempo atual. Um exemplo
do uso do relógio para alcançar este objetivo é o sistema de autenticação Kerberos [57, 70].
Mecanismos de desaﬁos/respostas são geralmente mais utilizados, pois não necessitam
de sincronização dos relógios entre as entidades e, consequentemente são muito robustos e
populares em projetos de protocolos criptográﬁcos. Neste método, uma entidade A envia
para uma entidade B um valor aleatório (desaﬁo) e requer que esse valor esteja em uma
próxima mensagem (resposta) recebida de B e vice versa.
O desaﬁo deve ser protegido de forma que possa ser lido apenas pelo verdadeiro des-
tinatário. Isso pode ser feito de algumas maneiras como, por exemplo, em [16], onde o
cliente escolhe um valor aleatório x ∈ [1, q− 1] onde q é o tamanho do grupo cíclico ﬁnito
G, calcula o valor de gx para um gerador g ∈ G e envia para o servidor que, por sua
vez, escolhe um valor aleatório y ∈ [1, q − 1], calcula gy, cifra o resultado utilizando o
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segredo compartilhado e envia o resultado para o cliente. Depois, cada uma das partes
veriﬁca implicitamente se a outra parte recebeu o valor correto. Outros exemplos de tal
uso podem ser encontrados em [15, 39].
2.7.2 Autenticação
Um dos objetivos de protocolos de acordo de chaves autenticado é garantir a propri-
edade de autenticação, que assegura que a chave criptográﬁca compartilhada seja obtida
apenas pelas partes que satisfazem os requisitos de autenticação. A probabilidade do
adversário conseguir personiﬁcar o cliente ou o servidor em uma execução do protocolo P
é denotada por Advm−authA,P (n) e, assim, o protocolo P é dito seguro se tal probabilidade é
desprezível no parâmetro de segurança n.
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Capítulo 3
Funções ﬁsicamente não clonáveis
A ideia de utilizar características físicas difíceis de duplicar para a identiﬁcação de
objetos, sistemas e pessoas não é nova. Em [38], William Herschel apresenta o uso de im-
pressões digitais para a identiﬁcação de humanos desde o século XIX. A formalização do
conceito sobre o uso de características físicas difíceis de duplicar foi introduzida primeira-
mente como função física unidirecional (do inglês, Physical One-Way Function  POWF)
[60, 66], depois como função aleatória física (do inglês, Physical Random Function) [30] e
ﬁnalmente como funções ﬁsicamente não clonáveis (PUF).
PUFs foram introduzidas por Gassend et al. [30] e Pappu et al. [60] para se construir
primitivas criptográﬁcas que dependam de hipóteses tanto físicas quanto computacionais.
Como as funções são geralmente implementadas a partir de um efeito físico imprevisível
intrinsicamente ligado à instanciação de cada PUF individual, PUFs não podem ser fa-
cilmente duplicadas ou manipuladas sem alterar seu comportamento consideravelmente,
apresentando propriedades que são bastante úteis em aplicações criptográﬁcas.
O mecanismo de acesso a uma PUF é do tipo desaﬁo-resposta, conforme Figura 3.1,
onde as entradas são os desaﬁos e as saídas constituem as respostas [52]. A correspondên-
cia entre desaﬁos e respostas, determinada pelo processo de fabricação da PUF, codiﬁca
implicitamente um segredo permanente. Por essa razão, diversos trabalhos na literatura
já utilizaram PUFs para construir primitivas criptográﬁcas ou aplicações de segurança,
como por exemplo: cifra de bloco resistente ao vazamento de chave [2], autenticação de
dispositivos [74], geração de chaves criptográﬁcas [51], geração de números aleatórios [59],
proteção de propriedade intelectual [34] e construção de protocolos de autenticação, com
foco em aplicações bancárias [28, 78].
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Figura 3.1: Mecanismo de acesso a PUF.
Algumas PUFs, com certas propriedades de segurança, estão sendo contestadas na
literatura [36, 43, 50]. No entanto, este trabalho depende da escolha adequada de uma
PUF que satisfaça propriedades de segurança rigorosas.
Neste Capítulo serão apresentados nas Seções 3.1 e 3.2 as propriedades de uma PUF,
bem como os diferentes tipos de PUFs existentes, com uma breve descrição, respectiva-
mente. A Seção 3.3 modela a PUF em três diferentes tipos e por ﬁm, na Seção 3.4 é
apresentado o jogo de respostas e o jogo de indistinguibilidade de resposta da PUF, que
mostram seu comportamento imprevisível.
3.1 Propriedades
Abaixo estão as principais propriedades de PUFs que são importantes em aplicações
criptográﬁcas.
• Independência: Duas diferentes PUFs apresentam comportamentos completa-
mente independentes [2];
• Não clonabilidade: Nenhum processo físico eﬁciente é conhecido que permite a
clonagem física de PUFs, ou seja, cada PUF é única;
• Evidência de violação: Violações físicas na PUF provavelmente irão destruir a
sua estrutura física, tornando-a inútil, ou transformando-a em uma nova PUF;
• Saídas ruidosas: A mesma entrada pode gerar saídas diferentes, desde que a
distância entre as possíveis saídas seja limitada superiormente;
• Distribuição não uniforme: As saídas da PUFs não são uniformes, ou seja, a
distribuição de probabilidade não é igual.
3.2 Tipos de PUFs
Aqui serão descritas brevemente alguns tipos de PUFs e seu funcionamento. Em [52],
são divididas todas as PUFs propostas na literatura até o momento, baseando-se nos
princípios de construção e funcionamento. A primeira categoria engloba as PUFs nas
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quais sua construção e/ou funcionamento são intrinsecamente não eletrônicos, o que não
impede que algumas técnicas eletrônicas e digitais sejam usadas para um processamento
e armazenamento mais eﬁciente de suas respostas.
A segunda categoria são as PUFs cujo funcionamento básico depende de uma medição
analógica de uma quantidade elétrica ou eletrônica. A terceira e a quarta categorias são
baseadas em PUFs intrínsecas, onde uma é baseada em atraso e a outra é baseada no
estado de sedimentação de células da memória digital.
E por ﬁm, a quinta e última categoria é composta de conceitos propostos que estão
intimamente relacionados com PUFs. A seguir será apresentado um breve exemplo das
quatro primeiras categorias. Para maiores detalhes ver [52].
3.2.1 PUF ótica
PUFs óticas (Figura 3.2) baseadas em transparência média foram propostas em [60, 66],
como uma POWF. Sua construção não depende de operações elétricas e são bastantes
trabalhosas devido às conﬁgurações do laser e de mecanismos de posicionamento do sis-
tema. Seu principal elemento é um token ótico que contém uma micro estrutura ótica
construída pela mistura de esferas de vidro microscópicas (50µm) de refração em uma
















Figura 3.2: Descrição do funcionamento básico de uma PUF ótica [52, Adaptada].
O token é irradiado com um laser Hellium-Neon e a frente da onda emergente torna-se
muito irregular devido ao espalhamento múltiplo do feixe de partículas de refração. O
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padrão de mancha que surge é capturado por uma câmera Charge-Coupled Device (CCD)
para processamento digital. Hash de Gabor1 é aplicado ao padrão de mancha observada
como um processo de extração de características. O resultado é uma sequência de bits
que representam o valor de hash. O desaﬁo da PUF é a exata orientação do laser e a
resposta é o resultado do hash de Gabor de um padrão de mancha.
3.2.2 PUF de revestimento
PUFs de revestimentos (Figura 3.3), introduzidas em [77], tem como funcionamento
básico a medição analógica de uma quantidade elétrica ou eletrônica. Ela considera a
aleatoriedade das medições de capacitância em sensores em forma de pente no topo da
camada de metal de um circuito integrado. Em vez de conﬁar apenas no efeito aleatório
da variabilidade de fabricação, os elementos aleatórios são explicitamente introduzidos
por meio de um revestimento passivo dielétrico pulverizado diretamente em cima dos
sensores. E, uma vez que esse revestimento é opaco e quimicamente inerente, ele oferece
forte proteção contra ataques físicos. O desaﬁo da PUF é a seleção do sensor e a resposta

































Figura 3.3: Descrição do funcionamento básico de uma PUF de revestimento [52, Adap-
tada].
1É um algoritmo de hash, cuja função é capturar os dados de uma mancha bruta e reduzi-lo a uma
sequência de bits.
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3.2.3 PUF oscilador em anel
PUFs construídas a partir de osciladores em anel (do inglês, Ring Oscillator PUF
 RO-PUF ) (Figura 3.4) introduzidas em [29, 30], são baseadas em atrasos intrínsecos.
A saída de uma linha digital de atraso é invertida e alimentada de volta para a sua
entrada (conforme mostrado pela linha vermelha na Figura 3.4), criando um laço chamado
oscilador em anel. A frequência f do oscilador (linha roxa da Figura 3.4) é precisamente
determinada pelo exato atraso da linha de atraso.
Assim, medir a frequência f é medir o atraso e devido às variações aleatórias de fabrica-
ção sobre o atraso, a frequência exata também será parcialmente aleatória
(∼ f ) e dependente do dispositivo. Para a medição da frequência um detector de bordas
encontra as bordas crescentes (linha laranja na Figura 3.4) em uma oscilação periódica
e um contador digital conta o número de arestas ao longo de um período de tempo. O








Resposta ~ f 
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Figura 3.4: Descrição do funcionamento básico de uma PUF oscilador de anel. [52,
Adaptada].
3.2.4 PUF SRAM
PUFs de memória estática de acesso aleatório (do inglês, Static Random Access Me-
mory  SRAM), introduzidas em [33], são baseadas no estado de sedimentação de células
da memória digital.
Uma SRAM é um tipo de memória digital que consiste de células que são capazes, cada
uma, de armazenar um dígito binário. Sua célula (Figura 3.5) é logicamente construída
com dois inversores cruzados acoplados, conduzindo assim a dois estados estáveis. A partir
da descrição lógica da célula, não é claro em qual estado ela deverá estar depois que a
memória for inicializada. Observa-se que algumas células tem preferência por armazenar
0 quando são inicializadas, outras tem preferência de armazenar 1 e em algumas não há
preferência.
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No entanto, esses três tipos de células estão distribuídas de forma aleatória na memória.
Assim, a aleatoriedade da distribuição das células na memória, causada pela variação na
fabricação, determina o comportamento da inicialização. O desaﬁo da PUF é o endereço
da SRAM e a resposta é o estado de inicialização das células endereçadas.
Até 2013, acreditava-se que este tipo de PUF possuía as características necessárias
de uma PUF ideal, entretanto, Helfmeier et al. [36] demonstra que PUFs SRAM não
atendem a vários requisitos que constituem uma PUF ideal, como por exemplo a não
clonabilidade, e assim não são adequadas. Isso acontece devido a natureza compacta da
SRAM, as interconexões padrão e a resiliência aos efeitos ambientais, tornando-a fácil de
clonar.
Figura 3.5: Circuito lógico de uma célula PUF SRAM. [52, Adaptada].
3.3 Modelagem
PUFs podem ser modeladas de três formas: como função ruidosa (Deﬁnição 3.3.1),
como pós-processada (Deﬁnição 3.3.2) e como uma função pseudoaleatória fraca (Deﬁnição
3.3.3). A primeira forma, como funções ruidosas, é onde a saída da PUF é bruta.
Deﬁnição 3.3.1. PUF como função ruidosa.
Uma PUF é uma função PUF: {0, 1}m → {0, 1}n que sob entrada de tamanho m pro-
duz uma saída de tamanho n. A saída bruta da PUF é ruidosa e não uniformemente
distribuída.
A segunda forma, como pós-processada, é quando a saída da PUF passa por um
extrator difuso (Seção 2.6). Esta modelagem é útil para que a saída da PUF possa ser
empregada em aplicações criptográﬁcas, uma vez que é necessário a eliminação de ruídos
inseridos e, assim, a mesma entrada para a mesma PUF, gere a mesma saída em instantes
de tempo distintos.
Deﬁnição 3.3.2. PUF pós-processada.
Sejam η uma família de PUFs e E um extrator difuso. Uma família ηE é um conjunto de
pares de procedimentos probabilísticos de geração (Figura 3.6) e reprodução (Figura 3.7),
26
com geração Gen(Π), para Π ∈ η com entrada x ∈ {0, 1}l e saída (z, ωx) def= Gen(Π(x))
∈ {0, 1}n × {0, 1}∗; e reprodução Rep(Π) com entrada (x′, ωx) ∈ {0, 1}l × {0, 1}∗ e saída
z = Rep(Π(x′), ωx), onde x′ é a entrada ruidosa.
Figura 3.6: Processo de geração.
Figura 3.7: Processo de reprodução.
Após a deﬁnição de uma PUF pós-processada, que é a composição de PUF e extratores
difusos, resta agora enunciar sua propriedade de segurança, derivada em [2].
Proposição 3.3.1. Pseudoaleatoriedade da composição PUF com extrator difuso E. [2,
Teorema 1]. Seja P uma família de PUFs (qprf , prf )-pseudoaleatória com respeito a
uma distribuição D e E = (Gen, Rep) um extrator difuso. A vantagem de qualquer
adversário que escolhe entradas adaptativas distintas entre si x1, . . . , xqprf e recebe como
saídas (z1, ω1), . . . , (zqprf , ωqprf ) para diferenciar entre as duas distribuições a seguir é no
máximo prf + qprf × FE:
• (zi, ωi) = Gen(Π(xi)), onde Π R← P.
• (zi, ωi) onde zi ← Un, (z′i, ωi) = Gen(Π(xi)) e Π R← P.
E, por ﬁm, a terceira e ultima modelagem, como função pseudoaleatória fraca, intitu-
lada PUF-wPRF, proposta por Armknecht et al. [2], e utiliza a segunda modelagem.
Deﬁnição 3.3.3. PUF-wPRF. [2, Deﬁnição 6].
Considere a família V de funções PUF-wPRF, construída a partir de uma família P de
PUFs pseudoaleatórias fracas e um extrator difuso E. Uma família V é um conjunto de
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pares de procedimentos probabilísticos de geração (Figura 3.6) e reprodução (Figura 3.7),
com geração Gen(Π), para Π ∈ P com entrada x ∈ {0, 1}l e saída (z, ωx) def= Gen(Π(x))
∈ {0, 1}n × {0, 1}∗; e reprodução Rep(Π) com entrada (x′, ωx) ∈ {0, 1}l × {0, 1}∗ e saída
z = Rep(Π(x′), ωx) onde x′ é a entrada ruidosa.
3.4 Imprevisibilidade
Nesta Seção serão apresentados dois jogos que estão relacionados com a característica
de imprevisibilidade da PUF. O primeiro jogo é o jogo de resposta contra um adversário
polinomial A e o segundo é sua versão decisional, chamado jogo de indistinguibilidade de
respostas da PUF. Ambos são deﬁnidos por Frikken et al. [28].
Dado o comportamento imprevisível, uma PUF pode ser modelada matematicamente
como uma função PUF : {0, 1}m → {0, 1}n, para a qual pode ser deﬁnido o seguinte jogo
de respostas para um adversário A polinonimal [28]:
• Fase 1: O adversário A solicita e recebe respostas (ri, ωi) para qualquer desaﬁo da
PUF di de sua escolha;
• Desaﬁo da PUF: A escolhe um desaﬁo da PUF d não consultado anteriormente e
recebe a informação auxiliar ω produzida por Gen(PUF (d)), mas não sua saída;
• Fase 2: A pode fazer mais solicitações para a PUF para quaisquer outros desaﬁos
da PUF que não sejam d;
• Resposta: Eventualmente, A gera seu palpite para r′ para a resposta
r = Rep(PUF (d), ω).
O adversário A vence caso r = r′. Para uma PUF imprevisível, tem-se a probabilidade
AdvPUFA (n) = Pr[r = r
′] de A vencer como uma função desprezível. Para o jogo de
respostas acima, pode-se deﬁnir sua versão decisional como o jogo de indistinguibilidade
de respostas da PUF como a seguir [28]:
• Inscrição: A executa a fase de inscrição para qualquer valor di de sua escolha,
recebendo o ωi correspondente. Deﬁne-se o conjunto desses pares (di, ωi) como C;
• Fase 1: A solicita e recebe as respostas ri da PUF para qualquer (di, ωi) ∈ C de
sua escolha;
• Desaﬁo da PUF: A escolhe um desaﬁo da PUF d que foi consultado na fase de
Inscrição mas não na Fase 1. Um bit aleatório b é escolhido. Se b = 0, A recebe
R = Rep(PUF (d), ω), onde (d, ω) ∈ C; caso contrário, ele recebe uma sequência
uniformemente escolhida a partir de {0, 1}n;
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• Fase 2: A é permitido consultar a PUF para desaﬁos da PUF em C exceto (d, ω);
• Resposta: Eventualmente, A gera um bit b′.
O adversário A vence quando b = b′. Temos AdvPUF−indA = Pr[b = b′] como a
probabilidade de A vencer o jogo. Assume-se que AdvPUF−indA (n)− 12 é desprezível.
3.5 Trabalhos relacionados
PUFs são utilizadas no escopo de vários trabalhos graça às suas propriedades e o fato
da chave criptográﬁca estar armazenada implicitamente em sua estrutura. Para gerar
números aleatórios, Odonnell et al. [59] descrevem como usar PUFs, especiﬁcamente
PUFs de silício, para criar um hardware candidato à gerador de números aleatórios. O
hardware tenta extrair aleatoriedade de sistemas físicos complexos, neste caso a PUF.
Eles apresentam um argumento a favor da viabilidade dos métodos e fornecem um breve
estudo da aleatoriedade dos números gerados usando PUFs, através de uma série de testes
estatísticos, que mostram um promissor caminho para o uso de PUFs em um hardware
gerador de números aleatórios.
Para autenticação de dispositivo, Suh e Devadas [74] propõem um projeto com PUFs
que explora características de atrasos (por exemplo, Seção 3.2.3) inerentes de ﬁos e transis-
tores, que diferem de chip para chip. Além disso, descrevem como PUFs podem permitir
autenticação de baixo custo para circuitos integrados individuais e como gerar chaves
secretas voláteis para operações criptográﬁcas.
Guarjado et al. [34], propõem o uso de PUFs para a proteção de propriedade intelec-
tual. Eles apresentam novos protocolos para o problema de proteção de um protocolo de
internet (do inglês, Internet Protocol  IP) em arranjo de portas programável em campo
(do inglês, Field Programmable Gate Arrays  FPGA) baseado em criptograﬁa de chave
pública, analisando as vantagens e custos da abordagem e descrevem uma PUF intrínseca
para FPGAs baseada em PUF-SRAM. Entretanto, conforme visto na Seção 3.2.4, em
2013 Helfmeier et al. [36] demonstram que SRAM não possui as propriedades necessárias
para ser uma PUF.
Maes et al. [51], apresenta o uso de PUF, especiﬁcadamente RO-PUF, para geração
de chaves criptográﬁcas. O projeto que é intitulado PUFKY, é prático e modular, e sua
implementação foi desenvolvida e avaliada em um conjunto de dispositivos PFGA.
Outra forma de empregar PUF é para projetar cifras de blocos resistentes ao vaza-
mento de bits da chave. Essa é uma forma no qual PUFs foram empregadas para o
desenvolvimento deste trabalho (Capítulo 4). Em [2], Armknecht et al. propõem uma
cifra combinando uma cifra de Luby-Rackoﬀ, com 3 funções de rodada, (que será expli-
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cado na Seção 4.1.1) com PUF-wPRF (Seção 3.3.3). Na cifra cada função de rodada é
uma PUF-wPRF diferente e possui o valor aleatório ρ para tornar aleatória a primeira
função de rodada e, assim, a PUF-wPRF se comportará como uma PRF. A análise da
cifra mostra que ela oferece segurança IND-CPA.
E, por ﬁm, PUFs podem ser empregadas na construção de protocolos de autenticação,
com foco em aplicações bancárias. Essa é outra forma na qual PUF foram empregadas
neste trabalho (Capítulo 5). Em [28], Frikken et al. apresentam a construção de um
protocolo apenas de autenticação, sem o estabelecimento de uma chave de sessão, onde
o usuário se autentica usando uma I-PUF (PUF integrada) emitida pelo banco e uma
senha. Além disso, eles mostram uma adaptação do protocolo para suportar senhas de
pânico (deﬁnidas na Seção 5.3).
Outra proposta é feita por Tuyls e kori¢ [78]. Eles propõem um protocolo de auten-
ticação com estabelecimento de uma chave de sessão baseado em PUFs. O protocolo é
similar ao anterior, sendo utilizado para autenticação entre o cliente e o servidor, com o
incremento do estabelecimento de uma chave de sessão. Entretanto, para um modelo de
atacante mais realista no cenário de autenticação, onde o atacante tem o controle físico
da PUF e de seu respectivo leitor por um curto espaço de tempo, é possível personiﬁcar
o servidor, conforme demonstrado por Bush et al. [18].
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Capítulo 4
Cifração autenticada utilizando PUFs
Neste Capítulo será apresentada a proposta de uma cifra de bloco baseada em PUFs,
que é construída a partir de uma cifra de Luby-Rackoﬀ com 4 rodadas envolvendo tanto
PUFs (Seção 3) quanto função de hash universal (Seção 2.4) e aprimora o estado da arte
[2] tanto em segurança quanto no comprimento do criptograma resultante. Além disso,
apresenta a proposta de um autenticador que também utiliza PUFs e é construído combi-
nando um MAC clássico de tamanho ﬁxo com uma função de hash universal. Para ambas
as propostas são fornecidas análises de segurança que consideram as noções padronizadas
na literatura.
Cifras de blocos baseadas em PUFs são utilizadas para cifração de disco ou disposi-
tivos, pois o proprietário da PUF irá cifrar dados para ele próprio futuramente decifrar.
Entretanto, o emprego dessas cifras para cifrar informações entre duas ou mais entidades
não é viável, pois seria necessário que a entidade emissora da mensagem enviasse sua
PUF, por um meio seguro, à entidade receptora, para que ela seja capaz de decifrar a
mensagem. E, caso fosse possível enviar a PUF através de um canal seguro, seria melhor
enviar a mensagem diretamente através desse canal.
O Capítulo está dividido da seguinte forma: Na Seção 4.1 será apresentada uma cifra
de bloco que é construída a partir de uma cifra de Luby-Rackoﬀ (Seção 4.1.1) com 4
rodadas envolvendo PUFs (Seção 3) e funções de hash universal (Seção 2.4) que aprimora
o estado da arte de cifração baseada em PUFs tanto em segurança quanto no compri-
mento do criptograma resultante. Na Seção 4.2 será apresentado um MAC construído
pela combinação de um MAC clássico de tamanho ﬁxo com uma função de hash univer-
sal. Em ambas as Seções, as análises de segurança são fornecidas considerando noções
padronizadas na literatura.
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4.1 Proposta de cifra de bloco
Nesta Seção, será apresentada a construção de uma cifra de bloco baseada em PUFs.
Mas antes de apresentar a cifra proposta, será mostrado na Seção 4.1.1, uma breve des-
crição da cifra de Luby-Rackoﬀ, bem como suas melhorias. Nas Seções 4.1.2 e 4.1.3,
será apresentada a cifração e decifração da cifra proposta, respectivamente. Na Seção
4.1.4, serão demonstradas as provas de segurança que garantem segurança IND-CPA e
IND-CCA1. E por ﬁm, na Seção 4.1.5 é feita uma comparação da cifra com os trabalhos
propostos em [2] e [61, 65].
4.1.1 Cifra de Luby-Rackoﬀ
Redes de Feistel (Figura 4.1) são as principais ferramentas para construir permutações
pseudoaleatórias sobre sequências de bits a partir de funções que preservam o comprimento
sobre uma sequência bits [65]. A Figura 4.1 ilustra uma rede de Feitel com i rodadas,
onde a entrada é divida em duas metades L0 e R0. Se a entrada tem comprimento n bits
então Li e Ri, cada um, tem comprimento n2 . Cada função de rodada fi é uma função
não-inversível e Li e Ri são as saídas geradas pela rede depois de i rodadas.
Figura 4.1: Rede de Feistel, onde fi são funções de rodada, L0 e R0 são as entradas e Li
e Ri as saídas. [65, Adaptada]
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As rede de Feistel foram usadas em várias cifras de blocos conhecidas como, por
exemplo, o DES. Uma de suas grandes vantagens é que a cifração e a decifração são
bastante semelhantes e, em alguns casos até iguais, onde é necessário apenas utilizar a
cifra de forma inversa fazendo como que sua implementação seja mais resumida, pois não
precisa implementar algoritmos diferentes para cifração e decifração. Vale destacar que
uma Rede de Feistel é inversível mesmo que suas funções de rodada não sejam [41].
Devido à sua praticidade e eﬁciência, Michael Luby e Charles Rackoﬀ em [48, 49]
analisaram a construção de uma rede de Feistel (Figura 4.1), e provaram que apenas 3
funções de rodada (Figura 4.2 (a)) eram suﬁcientes para tornar a rede uma permutação
pseudoaleatória se as funções de rodada f1, f2 e f3 fossem PRFs, conforme deﬁnidas
na Seção 2.5, enquanto que 4 funções de rodada (Figura 4.2 (b)) eram necessárias para
tornar a rede uma permutação super pseudoaleatória, que é quando a rede continua segura
mesmo na presença de um adversário que tem acesso ao oráculo de decifração. Devido a
esse importante resultado, uma rede de Feistel que contenha 3 ou 4 funções de rodada é
chamada de Cifra de Luby-Rackoﬀ.
(a) Cifra de Luby-
Rackoﬀ com 3 fun-
ções de rodada
(b) Cifra de Luby-
Rackoﬀ com 4 fun-
ções de rodada
Figura 4.2: Cifra de Luby-Rackoﬀ, onde f1, f2, f3 e f4 são PRFs, L e R são as entradas e
V e W são as saídas.
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Em [58], Naor e Reingold melhoraram a cifra de Luby-Rackoﬀ que contém 4 funções
de rodada, trocando a primeira e a última rodada da Cifra de Luby-Rackoﬀ por funções
de hash fortemente universal, h1 e h2, conforme Figura 4.3, onde tais funções tem que
consistir de permutações para que a cifra continue inversível.
Figura 4.3: Construção de Naor-Reingold, onde h1 e h2 são funções de hash fortemente
universal. [58, 65, Adaptada]
Essa construção é mais eﬁciente porque utiliza funções de hash fortemente universal
que envolvem apenas propriedades estatísticas especíﬁcas, e por isso podem ser implemen-
tadas de forma mais eﬁciente que boas PRFs e também tais funções não fazem qualquer
suposição criptográﬁca [65]. Assim, Naor e Reingold [58] alcançaram um importante
resultado reduzindo de 4 para apenas 2 chamadas à PRF, garantindo, portanto, uma
implementação mais eﬁciente.
Além de propor a utilização de funções de hash fortemente universal na primeira e na
última função de rodada no lugar das PRFs, Naor e Reingold [58] também propõe duas
otimizações. A primeira é utilizar a mesma PRF na segunda e terceira rodada, o que
economiza material de chave. E a segunda é operar apenas com metade dos dados, onde
as funções de hash universal hi, são funções de hash quase universal, o que economiza
tempo de execução e material de chave. Infelizmente as duas otimizações não podem ser
utilizadas juntas, pois nem sempre produz uma cifra segura.
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Entretanto, Ramzan et al. [61, 65] demonstraram que as duas otimizações podem ser
utilizadas simultaneamente se as funções de hash universal forem funções de hash quase
universal bissimétricas 1. A cifra de Luby-Rackoﬀ com essas otimizações é conhecida como
cifra Patel-Ramzan-Sundaram conforme Figura 4.4.
Figura 4.4: Construção de Patel-Ramzan-Sundaram, onde h1 e h2 são funções de hash
quase universal bissimétricas. [61, 65, Adaptada]
4.1.2 Cifração
Sejam V uma família de PUF-wPRFs com entrada e saída em {0, 1}n, H uma família
de funções de hash 1-quase universal 2-bissimétricas com entrada e saída também de
comprimento n e a entrada para a cifra em {0, 1}2n.
A cifra de bloco εVH possui 4 rodadas e se baseia na construção Luby-Rackoﬀ [48, 49]
com modiﬁcações de [58, 61, 65]. Na construção original de [61, 65], as funções de rodada
consistiam em PRFs ou funções de hash universal. Na construção proposta, são realizadas
duas invocações a uma PUF-wPRF f ∈ V e a duas funções de hash universal distintas hi
∈ H, i = 1, 2. Como pode ser visto na Figura 4.5, a primeira e a última funções de rodada
1Que são deﬁnidas separadamente na Seção 2.4.
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são as funções de hash universal hi. O texto cifrado é (V , W , ω1, ω2 e ρ) e compreende
os blocos propriamente ditos, as informações auxiliares ω1, ω2 produzidas pelo extrator
difuso e o vetor de inicialização aleatório ρ ∈ {0, 1}n.
Figura 4.5: Proposta de cifração baseada na construção de Luby-Rackoﬀ, onde f é uma
PUF-wPRF.
4.1.3 Decifração
A decifração, que pode ser vista na Figura 4.6, é similar para o caso de uma cifra de
Luby-Rackoﬀ tradicional, onde a informação auxiliar ωi é utilizada junto com o proce-
dimento de reprodução para reconstruir as saídas z2 e z3 das PUF-wPRFs da segunda e
terceira funções de rodada e o valor ρ para reverter a entrada utilizada na primeira função
de rodada durante a cifração.
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Figura 4.6: Decifração da construção baseada na cifra de Luby-Rackoﬀ, onde f é uma
PUF-wPRF.
4.1.4 Análise de segurança
Nesta Seção são apresentadas as provas de segurança que garantem tanto segurança
IND-CPA quanto segurança IND-CCA1.
Segurança contra ataques de texto claro escolhido
A intuição para a demonstração a seguir é baseada na noção de segurança ROR-CPA,
onde o jogo 1 consiste na randomização da saída da primeira ocorrência de f , o que
equivale a randomizar R, e o jogo 2 consiste na randomização da entrada da primeira
ocorrência de f , o que equivale a randomizar L.
Como a vantagem de distinguir L de L′ (lado esquerdo da mensagem escolhida alea-
toriamente) é desprezível, a vantagem de distinguir R de R′ (lado direito da mensagem
escolhida aleatoriamente) também é desprezível, e os jogos 1 e 2 são indistinguíveis entre
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si, o adversário tem vantagem desprezível em distinguir a cifração de um texto claro de
sua escolha da cifração de uma mensagem aleatória.
Teorema 4.1.1. Seja εVH a cifra da Figura 4.5 usando a família V de PUF-wPRFs e a
família H de funções de hash 1-quase universal 2-bissimétricas. Então a vantagem do
adversário que realiza até qprf consultas é no máximo:
4prf + 2qprf × FE +
q2prf
2n−1
+ 2q2prf × 1(n)
Demonstração. Seja (L(i), R(i)), i = 1, . . . , qprf ; a sequência de escolhas adaptativas de
textos claros e x(i)j , z
(i)
j a entrada e saída respectivamente para a função de rodada j dentre
(h1, f , f e h2), e ρ é um valor uniformemente aleatório utilizado para tornar aleatório a
parte R do texto claro. O teorema será provado pela deﬁnição de uma sequência de jogos
e estimativa da vantagem de se distinguir entre eles. O jogo real é, portanto, o cenário
onde o adversário recebe a cifração do texto claro escolhido por ele.
No jogo 1, as saídas z(i)2 da segunda função de rodada f são trocadas por valores
uniformemente aleatórios z˜(i)2
R← {0, 1}n. Sob a hipótese de que os valores x(i)2 são distintos
entre si, a vantagem de distinguir entre os dois casos de acordo com a Proposição 3.3.1
é no máximo prf + qprf × FE. Além disso, temos que considerar a probabilidade de





de colisão em h1 para dois valores x
(i)
1 distintos que é q
2
prf × 1(n). Como consequência, a
vantagem para distinguir entre o jogo real e o jogo 1 é limitada superiormente por prf +




+ q2prf × 1(n).
O jogo 2 é deﬁnido como o jogo 1, onde agora as entradas x(i)2 para a segunda função
de rodada são trocadas por x˜(i)2
R← {0, 1}n selecionados aleatoriamente. Observe que os
valores de x(i)2 são usados em dois diferentes contextos: i) para calcular o lado esquerdo
do criptograma (pela adição módulo 2 com a saída da terceira função de rodada) e ii)
como entrada para a segunda função de rodada.
Em relação a i), observe que as saídas da terceira função de rodada são independentes
dos valores de x(i)2 , com os valores de z˜
(i)
2 (e portanto as entradas da terceira função de
rodada) uniformemente escolhidos por deﬁnição, e que os valores x(i)2 são independentes do
texto claro (por causa da escolha da função de hash universal). Assim, i) e ii) representam
duas características independentes, possibilitando distinguir entre o jogo 1 e o jogo 2, e
assim são examinadas separadamente.
A vantagem de distinguir entre o jogo 1 e o 2 baseado em i) é equivalente a decidir se
os valores L(i) ⊕ z1 ⊕ z3 são uniformementes aleatórios ou pertencem às saídas da terceira
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função de rodada. Com os mesmos argumentos acima utilizados, a vantagem é limitada




+ q2prf × 1(n).
A vantagem de distinguir entre o jogo 1 e o jogo 2 baseado em ii) é no máximo
a vantagem de distinguir (Π(x1), . . . ,Π(xqprf )) de (Π(x˜1), . . . ,Π(x˜qprf )) onde Π denota
a PUF usada na segunda função de rodada. Pela deﬁnição de PUFs, a vantagem de
distinguir entre (Π(x1), . . . ,Π(xqprf )) e y1, . . . , yqprf , onde yi← D para D uma distribuição
apropriada é no máximo prf [2]. Na verdade, o mesmo vale para (Π(x˜1), . . . ,Π(x˜qprf ))
(o fato de que os valores x˜(1)i são desconhecidos não pode aumentar a vantagem). Assim,
por desigualdade triangular, segue-se que a vantagem em relação a ii) é no máximo 2prf .
No total a vantagem de distinguir entre o jogo 1 e o jogo 2 é menor ou igual a 3prf +




+ q2prf × 1(n).
Finalmente, observamos que é indistinguível se x(i)2 ou L
(i) é aleatório e também se z(i)2
ou R(i) são aleatórios. Assim, o jogo 2 é indistinguível de um jogo aleatório onde os textos
claros são aleatórios. Por transitividade, a vantagem de um adversário real ou aleatório é






Segurança contra ataques de criptograma escolhido
A intuição para a demonstração a seguir é baseada na noção de segurança ROR-
CCA1 e segue a demonstração do Teorema 4.1, com a única diferença que nesse teorema
o adversário pode fazer consultas ao oráculo de decifração.
Teorema 4.1.2. Sejam εVH a função de cifração (Figura 4.5) e ∆VH a função decifração
(Figura 4.6) usando a família V de PUF-wPRFs e a família H de funções de hash 1-quase
universal 2-bissimétrica. Então a vantagem do adversário que realiza até qprf consultas
é no máximo:
8prf + 4qprf × FE +
q2prf
2n−2
+ 4q2prf × 1(n) + q2prf × 2(n).
Demonstração. Para o caso de cifração temos que a vantagem de um adversário distinguir






de acordo com o Teorema 4.1.1.
Agora será considerado o caso em que o adversário pode fazer consultas de decifração.
Seja (V (i), W (i)), i = 1, . . . , qprf ; uma sequência de escolhas adaptativas de criptogramas,
onde x′ (i)j , z
′ (i)
j são entradas e saídas respectivas para a função da rodada j dentre (h2,
f , f , h1) e o valor ρ reverte a entrada utilizada na primeira função de rodada durante a
cifração. O teorema será provado pela estimativa da vantagem de se distinguir entre uma
sequência de jogos, na verdade os mesmos utilizados no Teorema 4.1, com a diferença que
agora o adversário possui acesso ao oráculo de decifração ∆VH .
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Temos que o jogo 1 consiste na randomização da saída da primeira ocorrência de f ,




R← {0, 1}n o que equivale a randomizar W . Já o jogo 2
consiste na randomização da entrada da primeira ocorrência de f , ou seja, as entradas
x′(i)2 para a segunda função de rodada são trocadas por x˜′
(i)
2
R← {0, 1}n, o que equivale a
randomizar V .
Como a vantagem de distinguir V de V ′ (lado esquerdo do criptograma) aleatório é
desprezível, a vantagem de distinguir W de W ′ (lado direito do criptograma) aleatório
também é desprezível, e os jogos 1 e 2 são indistinguíveis entre si, assim o adversário tem
vantagem desprezível em distinguir a decifração do criptograma normal de um criptograma
aleatório.
Assim, utilizando o mesmo argumento do Teorema 4.1.1, tem-se que a vantagem do





prf × 1(n). Como agora o adversário tem acesso ao oráculo de decifração,
tem-se que analisar o evento onde 1 ≤ i, j ≤ q tal que h1(R(i)) ⊕ L(i) = W (j) ⊕ h2(V (j)).
De acordo com [65], temos que:










(i))⊕ h2(V (j)) = W (j) ⊕ L(i)]
≤ q2prf × 2(n).
Assim, a vantagem do adversário distinguir entre o jogo real ou aleatório baseado na









Desta forma, a segurança da construção ﬁca reduzida às propriedades de segurança da
composição PUF com extrator difuso, tanto para ataques de texto claro escolhido quanto
ataques de criptograma escolhido.
4.1.5 Comparação com trabalhos propostos
A cifra proposta em [2], mostrada na Figura 4.7, é uma combinação da construção
Luby-Rackoﬀ com PUF-wPRF e possui 3 funções de rodada, onde cada rodada (f1, f2
e f3), é uma PUF-wPRF diferente e possui o valor aleatório ρ para tornar aleatória a
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entrada da primeira função de rodada. O criptograma resultante contém 3 informações
auxiliares (ω1, ω2 e ω3), que são geradas pela invocação da PUF-wPRF em cada uma das
3 funções de rodada, além do valor aleatório ρ, V e W . A análise mostra que a cifra
oferece segurança IND-CPA.
Figura 4.7: Cifra proposta em [2] onde f1, f2 e f3 são PUF-wPRF.
Diferentemente da cifra mencionada acima, a construção proposta utiliza 4 funções
de rodada, onde apenas a segunda e a terceira funções de rodada utilizam PUF-wPRFs,
reduzindo assim o tamanho do criptograma, uma vez que cada chamada a uma PUF-
wPRF gera informação auxiliar (ωi) que precisa ser fornecida durante a decifração. Como
a cifra de Luby-Rackoﬀ com 4 rodadas possui a vantagem de fornecer segurança IND-
CCA [61, 65], a cifra proposta preserva essa vantagem, de modo a possuir uma noção
de segurança maior do que a cifra apresentada em [2], que possui segurança IND-CPA.
Desse modo a cifra proposta aprimora o estado da arte tanto em segurança quanto no
comprimento do criptograma resultante.
A estrutura da cifra proposta com 4 rodadas é praticamente a mesma apresentada
em [61, 65], com algumas diferenças. A segunda e terceira funções de rodada em [61, 65]
são PRFs, diferentemente da construção proposta que utiliza PUF-wPRFs. A principal
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vantagem de se utilizar PUF-wPRFs é não ser necessário armazenar uma chave passível
de captura, visto que a chave está implicitamente embutida na conﬁguração da PUF. É
importante observar que essa substituição nem sempre é trivial e exige tanto adaptações
na construção, para reﬂetir a pseudoaleatoriedade fraca de uma PUF-wPRF [2], quanto
modiﬁcações nos argumentos formais de segurança. A primeira e quarta funções de rodada
consistem em uma função de hash universal em ambos os casos.
4.2 Proposta de autenticação
Nesta Seção será apresentada a proposta de um autenticador baseado em PUFs e fun-
ção de hash universal combinados com um MAC clássico de tamanho ﬁxo. Em aplicações
de cifração, a conﬁdencialidade não é o único serviço de segurança desejável, visto que a
simples cifração não impede um adversário ativo de manipular texto cifrado com o obje-
tivo de causar alterações maliciosas no texto claro resultante da decifração ou corrupção
do conteúdo armazenado sem possibilidade de detecção posterior.
Para que essa detecção seja possível, utiliza-se tipicamente construções para MAC,
o que permite alcançar a mais alta noção de segurança, IND-CCA2. A combinação de
um esquema de cifração com IND-CPA com um autenticador inforjável contra ataques de
mensagem escolhida, a partir de construções genéricas (por exemplo, [5]), permite atingir
a noção de segurança IND-CCA2.
É importante observar que cifração autenticada de discos, quando realizada na gra-
nularidade natural de bloco, apresenta limitações intrínsecas do ponto de vista de auten-
ticação, visto que um atacante ativo pode sempre substituir um bloco cifrado por um
bloco autêntico anteriormente escrito sem ser detectado. A proposta de autenticação aqui
apresentada se concentra apenas em detectar tentativas maliciosas de se alterar blocos
cifrados do disco que não reutilizam blocos autênticos anteriores.
Em [11], Rogaway et al. propõem uma construção de MAC seguro utilizando funções
de hash universal e PRFs. O MAC proposto a seguir é baseado nessa construção com
a diferença que, ao invés de utilizar PRFs, emprega-se uma PUF-wPRF. Vale ressaltar
que, como a saída da cifra proposta possui comprimento ﬁxo (saída da quarta função de
rodada) e a entrada do MAC tem comprimento ﬁxo, a construção do MAC se torna muito
mais simples.
Deﬁnição 4.2.1. Seja uma família de funções de hash universal H = {h : {0, 1}m →
{0, 1}m}, uma família de PUF-wPRF V = {{0, 1}m → {0, 1}m × {0, 1}∗} e um vetor
de inicialização σ ∈ {0, 1}m. O código de autenticação de mensagem FMAC(H, V) =
TAG, onde a TAG é composta pelo autenticador T e pela informação auxiliar ω conforme
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a Figura 5.6, é deﬁnido pelos algoritmos de geração de parâmetros, cálculo do MAC e
veriﬁcação como a seguir, respectivamente:
• GenP : escolher σ R← {0, 1}m uniformemente aleatório e h R← H;
• Mac: ao receber como entrada σ ∈ {0, 1}m, h ∈ H e a mensagem M , calcular:
T = Mac(M) = f(h(M)⊕ σ).
• Vrfy : ao receber a mensagem M , h ∈ H e o autenticador T , produz a saída 1 se e
somente se:
T ?= f(h(M))⊕ σ).
Figura 4.8: MAC utilizando função de hash universal e PUF-wPRF.
4.2.1 Análise de segurança
Nesta Seção será demonstrada a prova de segurança para o autenticador. Fornecer o
argumento formal de segurança da construção de MAC envolve demonstrar que a mesma
é inforjavél contra ataque adaptativo de mensagem escolhida.
Segurança contra ataque adaptativo de mensagem escolhida
Teorema 4.2.1. Sejam H = {h : {0, 1}∗ → {0, 1}m} uma família de funções de hash -
universal e V = {{0, 1}m → {0, 1}m×{0, 1}∗} uma família de PUF-wPRFs. A vantagem
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de um adversário A que realiza até qprf consultas é no máximo:




com λ(n) uma função desprezível do parâmetro de segurança n.
Demonstração. Em [41] é apresentada uma construção segura de MAC a partir de uma
PRF Fk proposta por [31]. A redução de segurança é obtida ao considerar-se primei-
ramente um MAC calculado como uma função verdadeiramente aleatória f ′ e com isso
observar que o adversário não ganha vantagem, além da desprezível, de forjar, em tempo
polinomial, um MAC válido para uma mensagem de sua escolha, ao se substituir f ′ por
um MAC calculado com Fk. Neste caso, a probabilidade do adversário construir um MAC
válido continua desprezível.
Conforme a formulação de PUF-wPRFs apresentada em [2] e na Seção 3.3, uma wPRF
possui o mesmo comportamento de uma PRF se suas entradas são escolhidas de maneira
uniformemente aleatória. Ou seja, a vantagem de se distinguir entre uma PRF e uma
wPRF em tempo polinomial é limitada por uma função desprezível λ(n). Assim, por
transitividade, uma wPRF é indistinguível de uma função ideal em tempo polinomial,
desde que suas entradas sejam uniformemente aleatórias. Como o adversário pode realizar
até qprf consultas, a vantagem do adversário é de qprf × λ(n), é uma função desprezível.
Para que as entradas da wPRF sejam uniformemente aleatórias, temos que considerar
a probabilidade de colisão de h(M) ⊕ σ que é no máximo q2
2m
[41, Lema A.9]. Assim temos
que a probabilidade de um adversário construir um MAC válido construído a partir de
uma PUF-wPRF é no máximo qprf × λ(n) + q22m .
Fica, portanto, demonstrada a segurança da construção proposta para autenticação,
a partir das propriedades de segurança fornecidas pela formalização da PUF.
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Capítulo 5
Proposta de protocolo combinando
PUF com protocolos PAKE
Neste Capítulo será apresentada a proposta de um protocolo seguro combinando PUFs
com protocolos PAKE. O protocolo oferece autenticação mútua entre cliente e servidor e
estabelece uma chave de sessão entre as partes autenticadas, características importantes
que não foram encontradas simultaneamente na literatura de autenticação baseada em
PUF.
A combinação aprimora o estado da arte, garantindo que a chave de sessão esteja
apenas disponível para detentores legítimos da PUF, sem a possibilidade de vazamento
de segredos armazenados explicitamente e também garante proteção contra ataques oine
de dicionário sobre a senha de autenticação. É proposta uma adaptação do protocolo para
que ele possa ter suporte a senha de pânico em situações de emergência, onde o cliente é
coagido a entregar a PUF e revelar a sua senha.
O Capítulo está dividido da seguinte forma: na Seções 5.1 e 5.2 será descrito todo o
protocolo, que é composto por duas fases: a de inscrição e a de autenticação, bem como
sua análise de segurança tanto heurística quanto formal, respectivamente. Na Seção 5.3,
é mostrado o protocolo da Seção 5.1 com algumas modiﬁcações para que ele possa ter
suporte a senha de pânico. E por ﬁm, na Seção 5.4, é feita uma comparação do protocolo
proposto com outros da literatura, bem como os ataques realizados.
5.1 O protocolo
O protocolo demonstrado a seguir utiliza a combinação de uma PUF com um protocolo
PAKE. A ideia é utilizar a saída da PUF para ser o segredo compartilhado requisitado
no PAKE. Na fase de inscrição o servidor utiliza uma PUF para gerar um par de desaﬁo-
resposta da PUF que será utilizado na fase de autenticação. Nesta fase o servidor gera
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o desaﬁo da PUF d composto por um desaﬁo1 c concatenado com a senha do usuário
(pwd), e então armazena esta saída juntamente com c. Observe que outros fatores de
autenticação podem ser concatenados a c como entrada da PUF, como sugerido em [28].
A fase de autenticação é composta de três etapas. Na primeira etapa é estabelecido o
segredo compartilhado (que é a saída da PUF para desaﬁo da PUF d) entre o cliente e o
servidor. Na segunda etapa é executado um protocolo PAKE que possua a propriedade
de freshness para o estabelecimento de uma chave de sessão. E por ﬁm, na terceira etapa
é executado o passo de conﬁrmação de chave para uma autenticação mútua, conforme a
transformação genérica estudada em [6].
5.1.1 Fase de inscrição
A fase de inscrição é uma etapa onde o servidor vai gerar e armazenar o desaﬁo da PUF
para o cliente e sua respectiva resposta, e é considerada que ela seja executada através de
um canal seguro. A fase é descrita abaixo e ilustrada na Figura 5.1.
Fase de Inscrição
1 Servidor S gera um desaﬁo c e o envia para o usuário U ;
2 Usuário U envia H(c||pwd) para o dispositivo D, onde pwd é a senha do usuário U
e H é uma função de hash criptográﬁco;
3 Dispositivo D calcula o desaﬁo da PUF d = H(c||pwd) e executa o procedimento
Gen sobre esse valor e obtém (s, ω) como resposta. O dispositivo D envia (s, ω)
para o usuário U ;
4 Usuário U envia (s, ω) para o servidor S que armazena esse valor juntamente com
c.
Figura 5.1: Fase de inscrição.
1A diferença entre o desaﬁo aqui utilizado e um desaﬁo em um contexto mais geral (nonce) é que
o desaﬁo aqui pode ser ﬁxo em todas as execuções do protocolo, enquanto o nonce é sempre diferente
(aleatório).
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5.1.2 Fase de acordo autenticado de chaves
Nesta fase de autenticação e geração de chave de sessão ilustrada na Figura 5.2, a
primeira etapa, que estabelece o segredo compartilhado K, é padrão para a combinação
de PAKE com PUF. A segunda etapa é ﬂexível, onde o protocolo utilizado pode ser
qualquer PAKE ou similar, como por exemplo qualquer protocolo dentre [7, 16, 39] que
possua a propriedade de freshness.
Na Figura 5.2 o protocolo utilizado é o proposto por Bresson et al. [16], com algumas
adaptações, que apresenta um protocolo de acordo de chave com uma cifração (do inglês,
One-Encryption Key Exchange  OEKE ), o qual é uma variante simpliﬁcada do proto-
colo PAKE proposto em [6]. A terceira etapa também é ﬂexível, onde são possíveis outros
tipos de protocolos para a conﬁrmação de chave, como discutido em [39]. As funções H0
e H1 representam funções de hash criptográﬁcas que podem ser construídas a partir de
H com preﬁxos, ε e ∆ as funções de cifração e decifração de uma cifra de bloco segura,
respectivamente.
Figura 5.2: Fase de autenticação.
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5.2 Segurança
Em qualquer instante de tempo, o adversário não tem acesso simultâneo a todos os
fatores de autenticação, caso contrário, torna-se trivial um ataque. Assim, o adversário
é incapaz de capturar diretamente o segredo K. Como resultado, em cada tentativa de
autenticação entre o cliente e o servidor pode-se usar o mesmo par de desaﬁo-resposta
da PUF, cuja resposta deve ser armazenada de forma segura pelo servidor. Portanto, em
cada comunicação, o segredo compartilhado entre o cliente e o servidor é o mesmo.
Essa decisão de projeto não parece ter impacto sobre a segurança do protocolo, uma
vez que o PAKE proporciona freshness, mesmo para uma senha ﬁxa, mas reduz signiﬁcati-
vamente a exigência de armazenamento do servidor. O desaﬁo constante c pode também
ser armazenado na memória do dispositivo durante a Fase de Inscrição aﬁm de salvar
a primeira rodada de comunicação. No entanto, uma corrupção da memória tornaria o
dispositivo inutilizável.
Na prática, a ﬁm de evitar vazamento progressivo do valor de K por interações con-
tínuas, a restrição pode ser removida por randomizar o desaﬁo c do protocolo à custa de
reduções de segurança mais complexas e maior exigência de armazenamento do servidor
para o desaﬁo da PUF di = H(ci||pwd) e as respostas e informações auxiliares corres-
pondentes. Isto é diferente de outros trabalhos que assumem a existência de uma forte
PUF ligada inseparavelmente à um chip capaz de realizar cálculos (I-PUF) [76], onde a
comunicação entre PUF e chip é inacessível para um atacante e, portanto, não pode ser
adulterada.
Assim, considera-se que o adversário A tem acesso temporário a PUF, quando ele pode
executar um número limitado de consultas para construir um conjunto de pares desaﬁo-
resposta da PUF. Quando o número de tentativas for ultrapassado, o servidor pode impor
um limite de tempo que impede um ataque de busca exaustiva na senha, sem bloquear
completamente o cliente/servidor. O adversário também tem acesso ao tráfego de rede
entre o cliente e o servidor, correspondente às tentativas de autenticações bem-sucedidas.
5.2.1 Análise heurística
• O adversário não tem acesso a PUF e não tem acesso a senha
Neste cenário o adversário não tem acesso a PUF em nenhummomento e não conhece
a senha (pwd) do cliente. O adversário apenas possui tráfego antigo de comunicações
honestas entre o cliente e o servidor.
 Cliente: uma vez que o PAKE é seguro, possuindo a propriedade de freshness,
a probabilidade de um adversário personiﬁcar o cliente é a mesma probabili-
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dade do adversário conseguir descobrir K. Para isso, o adversário teria de ser
capaz de adivinhar qual é a resposta gerada pela PUF, o que acontece com van-
tagem desprezível, conforme a Seção 3.1. Assim, a probabilidade do adversário
conseguir personiﬁcar o cliente com sucesso é desprezível.
 Servidor: a vantagem do adversário de personiﬁcar com sucesso o servidor é
igual ao do cliente, ou seja, o adversário também teria de ser capaz de adivinhar
o valor deK, o que acontece com probabilidade AdvPUFA (n) desprezível. Assim,
a probabilidade do adversário personiﬁcar o servidor com sucesso é desprezível.
• O adversário tem acesso a PUF e não tem acesso a senha
Este cenário onde o adversário tem acesso a PUF por um determinado tempo, mas
não tem conhecimento da senha (pwd) do cliente é o cenário de autenticação mais
realista. Por exemplo, um estabelecimento comercial onde um funcionário possui
acesso temporário ao cartão de crédito do cliente para faturamento. Nele, por
um curto período de tempo, o cliente não tem total controle sobre o dispositivo
e o adversário pode ler vários dados da memória do cartão e obter informações
importantes. Este cenário é igual ao caso de qualquer protocolo PAKE seguro que
possua a propriedade de freshness, onde a segurança está em uma senha menos
complexa que uma chave simétrica;
 Cliente: neste cenário, para o adversário personiﬁcar o cliente com sucesso ele
teria que adivinhar qual é a senha do usuário. Como o adversário está de posse
da PUF e observou pelo menos o tráfego de uma comunicação honesta bem
sucedida entre o cliente e o servidor para saber qual desaﬁo c e ω são utilizados,
ele pode calcular um número limitado (lembrando que isso depende do tempo
de posse da PUF e da quantidade de tentativas permitidas pelo dispositivo)
de di desaﬁos/respostas da PUF, para di = H(c||pwdi). Assim o adversário
vai gerar um conjunto K de valores K ′i, onde K ′i = Rep(PUF (H(c||pwdi), ω)).
Então, após o servidor enviar o desaﬁo c e ω, o adversário escolhe um K ′ ∈
K e executa o protocolo com o servidor. Se o protocolo for encerrado com
sucesso, o adversário conseguiu personiﬁcar o cliente e termina descobrindo
qual é a senha do usuário; caso contrário, ele aborta o protocolo e o inicia
novamente com outro valor de K ′. Neste caso a probabilidade2,3 do adversário
personiﬁcar o servidor com sucesso é Pr[K = K ′ ∧K ′ ∈ K] que é considerada
2Lembrando que a distribuição de probabilidade de senhas é geralmente longe de ser uniforme, devido
ao fato de algumas senhas serem comumente escolhidas e estarem propícias a ataques de dicionários
3Vale ressaltar que o valor de |K| pode ser limitado por algum mecanismo que impeça, por exemplo,
mais de 3 tentativas de comunicação que não foram bem sucedidas.
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desprezível se a distribuição de senhas é próxima de uniforme ou se existir um
limite no número de tentativas não bem sucedidas de autenticação. Observe
que a utilização do PAKE exige que cada tentativa de autenticação envolva
interação entre cliente e servidor.
 Servidor: a vantagem do adversário de personiﬁcar com sucesso o servidor é
igual ao do cliente, ou seja, o adversário também teria de ser capaz de adivinhar
qual é a senha do usuário, que acontece com probabilidade Pr[K = K ′ ∧K ′ ∈
K].
• O adversário não tem acesso a PUF e tem acesso a senha
Neste caso o adversário não tem acesso a PUF, mas conhece a senha do cliente.
 Cliente: para o adversário personiﬁcar o cliente, ele precisa adivinhar a saída
K da PUF, que tem como entrada o c enviado pelo servidor concatenado com
pwd. A probabilidade de o adversário adivinhar o valor de K é desprezível,
conforme Seção 3.1. Assim sendo, a vantagem do adversário personiﬁcar o
cliente com sucesso também é desprezível.
 Servidor: para o adversário personiﬁcar o servidor, ele teria que adivinhar
o valor de K de maneira análoga ao item anterior. Ou seja, a probabilidade
que o adversário adivinhe o valor de K é desprezível. Assim, a vantagem do
adversário personiﬁcar o servidor com sucesso também é desprezível.
• O adversário tem acesso a PUF e tem acesso a senha
Neste caso o adversário tem acesso a PUF por um determinado tempo (por exemplo,
o garçom que pega o cartão de crédito do cliente) e também tem conhecimento da
senha (pwd) do cliente.
 Cliente
Este caso é trivial, pois o adversário estando de posse da PUF e conhecendo
a senha pwd, ele será capaz de personiﬁcar o usuário com 100% de probabili-
dade, pois quando o servidor enviar c para o cliente (adversário), o adversário
poderá calcular a entrada da PUF, pois ele conhece a senha e também obterá
a resposta, pois, estará de posse da PUF e assim conhecerá K.
 Servidor




Um protocolo para acordo de chave autenticada precisa satisfazer duas noções de segu-
rança: a segurança semântica (também chamada de propriedade freshness nesse contexto)
e a propriedade de autenticação. A primeira noção de segurança garante que o protocolo
produz como resultado uma chave criptográﬁca compartilhada. A segunda noção de se-
gurança garante que a chave criptográﬁca compartilhada é obtida apenas para as partes
que satisﬁzerem certos requisitos de autenticação.
Teorema 5.2.1. O protocolo combinado PUF+PAKE utilizando um protocolo PAKE
semanticamente seguro continua semanticamente seguro sob as premissas do protocolo
PAKE e supondo a imprevisibilidade da PUF.
Demonstração. A prova é trivial. Um protocolo PAKE é semanticamente seguro dado
um conjunto de premissas computacionais e a escolha uniformemente aleatória de uma
senha compartilhada. Uma PUF modelada como função imprevisível satisfaz esse re-
quisito. Logo, a construção combinada apenas transfere a segurança semântica e demais
propriedades de segurança do protocolo PAKE para o protocolo PUF+PAKE, sob as mes-
mas premissas computacionais que garantem a segurança semântica do protocolo PAKE
isolado.
Teorema 5.2.2. Um adversário polinomial com acesso à PUF (com parâmetro de segu-
rança `) possui probabilidade desprezível de sucesso no protocolo de autenticação
PUF+PAKE para um cadastro prévio de usuário, supondo que H é um oráculo aleatório,
o protocolo PAKE satisfaça a propriedade de autenticação e senhas são escolhidas de um
conjunto suﬁcientemente grande para a probabilidade de acerto ser também desprezível.
Demonstração. A redução de segurança é uma simples adaptação do Teorema 5.2.1 em
[28]. Supondo que um adversário A com probabilidade de sucesso não-desprezível existe
para a propriedade de autenticação, vamos construir um adversário B para a indistin-
guibilidade da PUF que utiliza A como caixa preta. O adversário B escolhe um desaﬁo
aleatório c e uma senha aleatória pwd, calcula d = H(c||pwd) e escolhe d como seu de-
saﬁo da PUF para o jogo da indistinguibilidade. O adversário B recebe um par (rb, ω)
com probabilidade 1
2
determinada pelo bit b para r0 = Rep(PUF (d), ω), ou o valor esco-
lhido aleatoriamente r1 caso contrário; e instancia o adversário A com os valores (c, ω),
fornecendo oráculos para H e PUF .
Para simular H, B cria um conjunto de tuplas inicializado como HS = (c||pwd, h)
para um valor h escolhido aleatoriamente. Quando A consulta o oráculo com entrada x,
B veriﬁca se um par (x, y) já existe em HS e retorna y; caso contrário adiciona (d′, h′)
ao conjunto HS e retorna h′ como resultado, para um valor h′ escolhido aleatoriamente.
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Para simular a PUF para uma consulta (d′, ω′), B veriﬁca se d = d′ e retorna FALHA em
caso positivo. Caso contrário, B retorna (r′, ω′) = Gen(d′) como resultado. Desta forma,
A possui visão indistinguível do protocolo real e eventualmente produz uma prova de
autenticação a partir da chave possivelmente compartilhada. Se esta prova de autenticação
for correta, B retorna 0 como resultado, ou um bit aleatório b′ caso contrário.
Agora resta analisar a probabilidade Pr[b = b′]. Seja F o evento em que B retorna
FALHA. Este evento ocorre com probabilidade apenas desprezível, pois exige que o ad-
versário A acerte a senha pwd ou o desaﬁo da PUF d. Pode-se dividir o caso restante
Pr[b = b′|F ] nos dois valores de b:
Pr[b = b′|F ] = 1
2
Pr[b = b′|F , b = 0] + 1
2
Pr[b = b′|F , b = 1].
Agora seja G o evento em que A produz uma prova correta de autenticação e a probabi-
lidade associada ao caso b = 1:
Pr[b = b′|F , b = 1] = Pr[b = b′|F , b = 1, G] Pr[G|F , b = 1] + Pr[b = b′|F , b = 1, G] Pr[G|F , b = 1].
Temos que Pr[b = b′|F , b = 1, G] = 0, pois b′ = 0 na ocasião do evento G; Pr[b = b′|F , b =
1, G] = 1
2
, pois b = 1 ocorre com 50% de chance na ocasião do evento G; e Pr[G|F , b = 1] é
uma função λ(`) desprezível pela propriedade de autenticação do protocolo PAKE. Assim,
para B possuir probabilidade de sucesso não-desprezível:
Pr[b = b′|F , b = 1] > 1
2
− λ(`).
O caso b = 0 é similar:
Pr[b = b′|F , b = 0] = Pr[b = b′|F , b = 0, G] Pr[G|F , b = 0] + Pr[b = b′|F , b = 0, G] Pr[G|F , b = 0].
Agora, Pr[b = b′|F , b = 0, G] = 1,Pr[b = b′|F , b = 0, G] = 1
2
e Pr[G|F , b = 0] > 1
f(`)
para
algum polinômio f , sendo não-desprezível pela premissa da probabilidade de sucesso do
adversário A. Logo:



































Como temos Pr[b = b′|F ]− 1
2
não-desprezível, Pr[b = b′]− 1
2
é também não-desprezível e
o atacante A precisa existir, contrariando a hipótese de que o protocolo PAKE é seguro.
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5.3 Protocolo de emergência
Senhas de pânico são mecanismos que permitem que os usuários usem um tipo especial
de senha, neste sentido chamado de senha de pânico, para sinalizar para o servidor (ou
qualquer outra parte comunicante) que sua senha está sendo inserida como resultado de
uma ação coerciva [20]. Elas também são conhecidas com senhas ou códigos de socorro
na literatura.
Devido ao uso de tais senhas em cenários militares e de inteligência, não é possível
determinar exatamente a dimensão dos estudos sobre o seu uso, pois podem existir vários
trabalhos que são mantidos em sigilo. Assim, a literatura não é muito extensa.
Existem sistemas que utilizam senhas de pânico que são patenteados. Entre eles
incluem um sistema onde caixas eletrônicos exibem uma lista de palavras a partir do
qual o usuário pode escolher um opção predeﬁnida para autenticar-se normal ou qualquer
das outras palavras para sinalizar que está sendo coagido e, assim, limitar a quantidade
disponível de dinheiro para saque [69].
Outro exemplo de senhas de pânico, é um dispositivo onde o usuário tenta se autenticar
em uma rede e quando é coagido a revelar/digitar sua senha, ele insere a senha de pânico
que retransmite o usuário para um banco de dados diferente do normal, de uma forma
aparentemente comum, que é desconhecida pelo atacante [3].
Um exemplo mais popular do uso de senhas de pânico foi empregado em versões
antigas do dispositivo RSA SecurID [63], cujas versões recentes não possuem mais essa
característica. Este dispositivo tem como ﬁnalidade executar uma autenticação de dois
fatores para um usuário acessar um recurso de rede como, por exemplo, um ﬁrewall, onde
para o usuário acessa-ló pode ser necessário tanto um número de identiﬁcação pessoal
quanto um número que estará sendo exibido naquele momento no seu token RSA SecurID.
O protocolo apresentado na Figura 5.2 pode ser facilmente adaptado para suportar
senhas de pânico [20]. Utilizaremos a mesma técnica apresentada em [28], onde existem
duas senhas válidas para cada usuário, ambas com um preﬁxo compartilhado (pwd1) e
suﬁxos distintos que indicam situação normal (pwd2) e situação de emergência (pwd3) e
tendo pwd∗ sendo o preﬁxo compartilhado pwd1 com o suﬁxo pwd2 ou pwd3. A fase de
inscrição sofre algumas adaptações e é descrita abaixo e ilustrada na Figura 5.3.
Fase de inscrição:
1 Servidor S gera um desaﬁo c e envia para o usuário U ;
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2 Usuário U envia H(c||pwd1), pwd2 e pwd3 para o dispositivo D, onde pwd′is são as
3 partes da senha do usuário U e H é uma função de hash criptográﬁco;
3 Dispositivo D calcula o desaﬁo da PUF d = H(c||pwd1) e executa o protocolo Gen
sobre esse valor e obtém (s, ω) como resposta. O dispositivo D envia (H(s||pwd2),
H(s||pwd3), ω) para o usuário U ;
4 Usuário U envia (H(s||pwd2), H(s||pwd3), ω) para o servidor S que armazena esse
valor juntamente com c.
Figura 5.3: Fase de inscrição com suporte a senhas de pânico.
A análise formal de segurança da variante será omitida, visto que apenas modiﬁcações
simples são necessárias no protocolo. Na fase de autenticação, serão invertidos os papéis de
cliente e servidor no PAKE ilustrativo, o que não provoca impacto de segurança no PAKE
quando a transformação genérica de autenticação mútua [6] é aplicada. Esta inversão é
necessária para transferir o passo de cifração para o cliente, que enviará a cifração sob uma
de duas chaves possíveis, novamente indicando situação normal ou situação de emergência.
O servidor pode, então, decifrar a mensagem recebida e veriﬁcar para qual tipo de situação
a próxima mensagem do cliente corresponde.
Quando o servidor detecta uma situação de emergência, ele executa o protocolo nor-
malmente, de modo que o adversário não perceba que a senha de pânico foi utilizada, ou
seja, indistinguibilidade entre a execução do protocolo com a senha normal e a senha de
pânico. Neste caso o servidor pode emitir algum sinal para a policia, avisando que está
acontecendo algo de suspeito, limitar a quantidade de dinheiro disponível para saque e
até mesmo marcar quais notas estão sendo retiradas.
No mais, quando não houver situação de emergência, o servidor prossegue normal-
mente e envia sua mensagem para autenticação mútua. O protocolo resultante encontra-
se descrito na Figura 5.4. Naturalmente, quando a notiﬁcação de emergência é desejável,
todos os clientes sob qualquer situação devem utilizar o protocolo abaixo, para que ins-
tâncias normais do protocolo possuam o mesmo padrão de comunicação que situações de
emergência.
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Figura 5.4: Fase de autenticação com suporte a senhas de pânico.
5.4 Ataques propostos contra protocolos da literatura
Nesta Seção são apresentados os trabalhos propostos em [28] e [78]. Para [28], é
demonstrado um ataque de dicionário contra o protocolo, que depende apenas da posse
temporária da PUF e observação de um único traço de comunicação cliente/servidor. É
também apresentado um ataque de personiﬁcação do servidor contra o protocolo exibido
em [18], que demonstra que a correção sugerida pelos autores para o protocolo proposto
[78] não é suﬁciente. No decorrer desta Seção, é conservada a maioria das notações usadas
nos trabalhos relacionados para compatibilidade.
5.4.1 Autenticação robusta usando PUFs
Em [28], PUFs são utilizadas na construção de um protocolo apenas de autenticação
(Figura 5.5) sem o estabelecimento de uma chave de sessão, onde um usuário se autentica
usando uma I-PUF emitida pelo banco e uma senha adicional. Levando em consideração os
cenários mostrados na Seção 5.2.1 esse protocolo tem as mesmas propriedades de segurança
que o protocolo proposto, salvo o cenário em que o adversário possui acesso temporário à
PUF, mas desconhece a senha do usuário.
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No protocolo PUF+PAKE, o adversário personiﬁca com sucesso o cliente ou o servidor
sobre esse cenário com probabilidade Pr[K ′ ∈ K ∧ K = K ′] para cada tentativa de
autenticação. Será mostrado que a personiﬁcação do servidor em [28] tem uma maior
probabilidade (equivalente a Pr[K = K] = ∑K′∈K Pr[K = K ′]).
Como o desaﬁo c é ﬁxo em [28], o desaﬁo da PUF d = H(H(c||pwd), g, P ) também o é,
para alguma informação auxiliar4 P . De posse da PUF, o adversário calcula um conjunto
R de valores gri correspondentes para desaﬁos da PUF di = H(H(c||pwdi), g, P ), onde
pwdi é uma candidato a senha (ataque de dicionário). Observe que pela hipótese de uma
I-PUF não é permitido a um atacante obter a resposta ri diretamente, mas sim o resultado
do cálculo gri .
Posteriormente, o adversário repete para o cliente o desaﬁo c, a descrição do grupo
〈Gq〉, q, a informação auxiliar P e um nonce N observado em uma comunicação honesta
anterior entre cliente e servidor. O usuário então envia (H(c||pwd), 〈Gq〉, q, P,N) para o
dispositivo que calcula d = H(H(c||pwd), g, P ) e executa o procedimento Rep para obter
r. O dispositivo escolhe um valor aleatório v ∈ Zq e calcula t = gv.
Seguindo o protocolo, o dispositivo calcula c′ = H(g, gr, t, N) e w = v − c′r mod q, e
envia c′ e w para o cliente, que envia esses valores para o adversário. O adversário então





, pois ele conhece o valor de g, w, c′, e
possui um conjunto R de gri candidatos. Então o adversário checa se c′ = H(g, gri , ti, N)
para algum valor de i e aprende a senha do usuário se pwd = pwdi.
A probabilidade do adversário personiﬁcar o servidor em [28] é maior do que a do
protocolo proposto, pois o adversário apenas precisa personiﬁcar o servidor uma vez para
veriﬁcar se a senha do usuário está incluída no conjunto de senhas candidatas consultadas
através da PUF e o restante do trabalho pode ser feito oine. Já o PAKE no protocolo
proposto restringe o adversário personiﬁcar o cliente/servidor para veriﬁcar uma única
senha candidata por tentativa de autenticação, permitindo ainda o cliente ou o servidor
monitorar o comportamento malicioso da outra parte.
Além deste ataque, é possível construir um outro onde uma fonte, funcionário do banco
(agente interno) por exemplo, que rouba os registros de autenticação em [28], consegue
recuperar o valor gr para algum usuário e é capaz de montar um ataque oine da mesma
maneira se, posteriormente ele obtém acesso ao dispositivo e consulta a PUF com vários
desaﬁos di = H(H(c||pwdi), g, P ), na esperança de receber gri = gr como resposta.
Esta observação contradiz diretamente uma aﬁrmação de segurança indicada no Re-
sumo e Introdução de [28], onde é aﬁrmado que o protocolo é resistente contra ataques
internos. Vale ressaltar que este ataque também pode ser feito no protocolo proposto com
a recuperação de K por algum agente interno.
4Vale lembrar que ω é a notação utilizada como padrão, neste trabalho, para informação auxiliar.
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Comparando o protocolo proposto com o apresentado em [28], ele fornece um trade-oﬀ
de segurança interessante: enquanto o protocolo proposto fornece maior resistência contra
ataques de dicionário, um ataque interno é mais fácil de montar, porque a resposta K da
PUF é armazenada diretamente no servidor.
Figura 5.5: Protocolo de autenticação utilizando PUF de [28].
5.4.2 Autenticação forte usando PUFs
Tuyls e kori¢ [78] propõem um protocolo de autenticação com estabelecimento de
chave baseado em PUFs, que é similar ao protocolo anterior, utilizado para autenticação
entre o cliente e o servidor, com o incremento de estabelecimento de uma chave de sessão.
O protocolo é dividido em duas partes, sendo a primeira chamada de fase de inscrição
na qual é atribuído um identiﬁcador IDPUF para a PUF, é escolhida uma sequência
aleatória rd, é também criado um conjunto de desaﬁos C, onde para cada desaﬁo ci ∈
C é gerada uma saída ri e informação auxiliar ωi (formando o conjunto W) que são
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entradas para o procedimento de reprodução5 G(ri, ωi) para gerar o valor correspondente
si (formando o conjunto S).
Na memória do cartão, são armazenados IDPUF , n = 0, m = rd e, por ﬁm, os valores
IDPUF , n′ = 0, m′ = rd e {C,W ,S} são armazenados no banco de dados do servidor. Já
a segunda parte do protocolo funciona conforme descrito na Figura 5.6. No modelo de
ataque desse protocolo, o adversário tem acesso apenas a PUF.
Figura 5.6: Protocolo de autenticação e estabelecimento de chave utilizando PUF de [78].
Bush et al. [18] propõem um modelo de atacante diferente de [78], onde o atacante tem
o controle físico da PUF e de seu respectivo leitor por um curto espaço de tempo. Esse tipo
de atacante é bastante realista no cenário de autenticação, como por exemplo, na situação
em que o funcionário de um estabelecimento comercial leva o cartão de crédito do cliente
para longe de seu campo visual para faturamento. Durante esse tempo o funcionário
(adversário) pode ler dados armazenados em sua memória, como fazer algumas consultas
de pares de desaﬁo-resposta.
Com esse modelo de atacante, Bush et al. [18] propõem um ataque onde o adversário
consegue personiﬁcar o servidor no protocolo proposto em [78]. O ataque funciona da
seguinte maneira: tem-se A como um adversário que tem acesso ao cartão de crédito,
incluindo a PUF uma única vez. O adversário A escolhe um pequeno número de desaﬁos
5Procedimento Rep descrito na Seção 3.1
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C∗ e calcula suas respectivas respostas R∗. Além disso, ele lê o identiﬁcador IDPUF , o
contador de uso n e o atual valor de hash de m que estão armazenado na memória do
cartão.
De posse dessas informações o adversário pode personiﬁcar o servidor da seguinte
maneira: o adversário calcula o valor M∗ = hn−n
∗
(m), que é possível porque A obtém
o contador n e o valor de hash m = h(M) a partir da memória. Então, A calcula
K∗1 = h(M
∗||IDPUF ) e gera um nonce aleatório β∗. Assim A escolhe um c∗i ∈ C∗ e
gera sua respectiva saída ri juntamente com a informação auxiliar ωi e então executa o
algoritmo de reprodução G para obter si ∈ S∗.
Em seguida, A produz o MAC sobre a tupla (α, c∗i , ω∗i , β∗) usando a chave K∗1 , e cifra o
MAC com K∗1 e envia EncK∗1 [(α||c∗i ||ω∗i ||β∗)||MACK∗1 (α||c∗i ||ω∗i ||β∗)] para o leitor. O leitor
subsequentemente calcula o valor de K1 = (m||IDPUF ), e decifra EncK∗1 [(α||c∗i ||ω∗i ||β∗)||
MACK∗1 (α||c∗i ||ω∗i ||β∗)] e veriﬁca se o MAC é válido.
Assim, uma vez que o MAC e o nonce α decifrados são válidos, o protocolo não aborta
com uma mensagem de erro. E desse modo o restante do protocolo é executado até o seu
ﬁnal, onde uma chave simétrica K∗ (respectivamente K) é estabelecida entre o leitor e o
adversário e, desse modo, o adversário consegue personiﬁcar o servidor com sucesso.
Para tentar sanar esse tipo de personiﬁcação, [18] propõe o uso de ﬁltros de Bloom
[12] ou árvores de hash [55] para poder armazenar apenas na memória do cartão um sub-
conjunto de desaﬁos que foi inicialmente consultado pelo servidor pois, devido à natureza
simétrica do protocolo, o leitor não pode decidir se ele foi consultado pelo servidor ou
pelo adversário, dado um desaﬁo durante a execução.
Segundo [18], esse armazenamento é feito de forma compacta e não permite que o
adversário com poder computacional limitado ganhe informações úteis sobre os desaﬁos.
Veremos a seguir que a sobrecarga adicional de armazenamento imposta ao cliente não
resolve a vulnerabilidade contra personiﬁcação do servidor.
Conforme mencionado a solução proposta feita por [18] não resolve o problema de [78]
para o modelo de atacante criado. O atacante que tem acesso ao cartão de crédito com a
PUF por um curto período de tempo ainda consegue personiﬁcar o servidor. Assume-se
que a fase de inscrição do protocolo, que vai desde a fabricação da PUF até a entrega do
cartão de crédito para o usuário, seja segura.
Para demonstrar que é possível personiﬁcar o servidor com sucesso mesmo utilizando
ﬁltro de Bloom ou árvore de hash o seguinte adversário é descrito. Tem-se o adversário
A que tem acesso ao cartão de crédito incluindo a PUF apenas uma vez. Com acesso ao
cartão, como descrito em [18], A consegue ler através da memória do cartão o IDPUF ,
o contador de uso n e o atual valor de hash de m e armazena esses dados para uso
posterior. Depois, o adversário estabelece uma comunicação honesta com o servidor e
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consegue obter α∗, n∗, IDPUF , EncK∗1 [T
∗||MACK∗1 (T ∗)], onde T ∗ = α∗||c
′∗
i ||ω∗i ||β∗.
Assim, com esses dados A consegue encontrar o desaﬁo utilizado nesta conversa da
seguinte forma: A calcula o valor de M∗ = hn−n∗(m), que é possível, pois A tem o
contador de uso n e o valor de m = H(M). Então, A calcula K∗1 = h(M∗||IDPUF ) e assim
consegue decifrar EncK∗1 [T
∗||MACK∗1 (T ∗)].
Com o valor de T ∗, o adversário consegue obter o ci e ωi que foram utilizados na
conversa espionada. Com o desaﬁo ci e sua correspondente informação auxiliar ωi válidos,
o adversário pode personiﬁcar o servidor com sucesso da mesma forma que foi feita em
[18], com exceção de escolher o ci descoberto anteriormente ao invés de ci ∈ C.
Este ataque funciona porque o cliente não veriﬁca o reuso de um mesmo ci. Para que
essa veriﬁcação ocorra, é necessário remover cada ci utilizado da memória do cartão
do cliente e para esse ﬁm é obrigatório a remoção do ci armazenado no ﬁltro de Bloom
B ou na árvore de hash, agregando um custo adicional de complexidade. Por exemplo,





A utilização de PUFs como primitiva criptográﬁca é um campo promissor de pesquisa
e promete fornecer soluções elegantes e inovadoras para diversos problemas de ordem
criptográﬁca, como autenticação de transações e identiﬁcação de dispositivos.
Neste trabalho foram propostas construções para cifração e autenticação baseadas na
combinação de PUFs e funções de hash universal. O objetivo das construções é fornecer
serviços de segurança resistentes ao vazamento de bits da chave, uma vez que não há
necessidade de armazenamento de material criptográﬁco em memória, cenário ideal para
aplicações que exijam garantias de sigilo e autenticidade de discos ou dispositivos móveis.
A cifra de bloco proposta aprimora a melhor construção presente na literatura, fornecendo
tanto segurança contra ataques de criptograma escolhido, IND-CCA1, quanto redução do
fator de expansão provocado pelo processo de cifração. A construção de autenticação,
por sua vez, é bastante simples e envolve apenas uma chamada à PUF. Ambas as cons-
truções foram analisadas do ponto de vista de segurança utilizando noções de segurança
padronizadas na literatura.
O trabalho também apresenta a proposta de um protocolo de autenticação ﬂexível,
baseado em uma combinação de PUF com protocolo PAKE e que fornece autenticação
mútua entre cliente e servidor e o estabelecimento de uma chave de sessão, algumas das
principais características de um protocolo de autenticação útil que não foram encontradas
juntas na literatura. Este protocolo pode ser utilizado em diversos ambientes, sendo um
deles a autenticação de aplicações bancárias, em que a chave de sessão pode ser usada
para autenticar transações posteriores ou proteger informação ﬁnanceira em trânsito.
Em particular, a combinação de PUF+PAKE melhora o estado da arte de soluções de
autenticação baseadas em PUFs, de acordo com a análise heurística e formal apresentadas.
Além disso, é proposta uma adaptação do protocolo com suporte a senha de pânico para
situações de emergência, onde o cliente é coagido a entregar a PUF e revelar sua senha.
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6.1 Trabalhos futuros
Como possíveis trabalhos futuros do Capítulo 4 são propostas as seguintes sugestões:
• Reduzir o tamanho do criptograma: Diversas alternativas são possíveis para
reduzir o tamanho do criptograma resultante da construção de cifração apresentada;
 Adotar extratores determinísticos no lugar de extratores difusos pode tornar
as informações auxiliares ωi constantes para todas as cifrações;
 Relaxar os requisitos de segurança dos vetores de inicialização, para que os
mesmos sejam determinísticos para um mesmo bloco sendo cifrado. Desta
forma, a PUF pode ser utilizada para derivar os vetores de inicialização a
partir de metadados que identiﬁcam o bloco ﬁsicamente.
• Integração da cifra de bloco e MAC: Integrar as construções de cifra de bloco
e MAC propostos permitindo uniﬁcar os dois vetores de inicialização;
• Implementação: Implementar a cifra de bloco e o autenticador para obtenção de
medidas de desempenho e comparações com cifras convencionais.
Para o Capítulo 5, o primeiro tópico está em andamento enquanto o segundo segue
com possível trabalho futuro:
• Construir um protocolo que ofereça segurança contra agentes internos:
O protocolo proposto em [28] foi adaptado para fornecer tanto segurança contra
agentes internos quanto contra ataques de dicionário oine. Essa adaptação apa-
rentemente descarta o ataque montado na Seção 5.4.1. Resta enunciar a prova
formal de segurança desta adaptação;
• Implementação e medidas de desempenho: É importante implementar a pro-
posta para a obtenção de medidas de desempenho, como o tempo de execução e o
consumo de energia para a conﬁrmação de sua viabilidade prática.
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