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Abstract
In [17], Malliaris and Shelah famously prove that Keisler’s order E has infinitely
many classes. In more detail, for each 2 ≤ k < n < ω, let Tn,k be the theory of
the random k-ary n-clique free hypergraph. Malliaris and Shelah show that whenever
k + 1 < k′, then Tk+1,k 6E Tk′+1,k′ . However, their arguments do not separate Tk+1,k
from Tk+2,k+1, and the model-theoretic properties detected by their ultrafilters are
difficult to evaluate in practice.
We uniformize the relevant ultrafilter constructions and obtain sharper model-
theoretic bounds. As a sample application, we prove the following: suppose 3 ≤ k < ℵ0,
and T is a countable low theory. Suppose that every independent system (Ms : s ( k)
of countable models of T can be independently amalgamated. Then Tk,k−1 6E T . In
particular, for all k < k′, Tk+1,k 6E Tk′+1,k′ .
1 Introduction
Keisler proved the following fundamental theorem in [9]:
Theorem 1.1. Suppose T is a complete countable theory, and U is a λ-regular ultrafilter
on P(λ), and M0,M1 |= T . Then Mλ0 /U is λ+-saturated if and only if Mλ1 /U is.
Motivated by this theorem, Keisler investigated the following pre-ordering E on complete
first-order theories; E is now called Keisler’s order.
Definition 1.2. Suppose U is a λ-regular ultrafilter on P(λ). Then say that U λ+-saturates
T if for some or every M |= T , Mλ/U is λ+-saturated.
Given complete countable theories T0, T1, say that T0 Eλ T1 if whenever U is a λ-regular
ultrafilter on P(λ), if U λ+-saturates T1 then U λ+-saturates T0. Say that T0 E T1 if T0 Eλ T1
for all λ.
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We are interested in constructing dividing lines in Keisler’s order. To be precise, a
dividing line in Keisler’s order is a set of complete countable theories which is downward-
closed under E. A principal dividing line in Keisler’s order is a dividing line induced by a
single ultrafilter U ; in other words, T is a principal dividing line if T is the set of all complete
countable theories λ+-saturated by some λ-regular ultrafilter on P(λ). In [19], Mallairis and
Shelah show that if there is a supercompact cardinal, then simplicity is a principal dividing
line in Keisler’s order. In [17], they use the ultrafilters constructed in [19] to show (in ZFC)
that Keisler’s order has infinitely many classes, and in [24], I use the same ultrafilters to
show that lowness is a principal dividing line in Keisler’s order.1 Finally, in [15], Malliaris
and Shelah use these ultrafilters to show that Keisler’s order is not linear in ZFC, improving
earlier consistency results obtained independently by the authors [16] and myself [25].
In this paper, we give a uniform treatment of these ultrafilter constructions, and we
investigate the model-theoretic properties detected by the ultrafilters of [17]. The main
focus of our treatment is on generalized amalgamation properties of simple theories. In
particular, we study the hypergraph examples Tn,k of Hrushovski [6]: for n > k ≥ 2, Tn,k is
the random k-ary n-clique free hypergraph. These were used by Malliaris and Shelah in [17]
to show that Keisler’s order has infinitely many classes, although they subtract 1 from both
indices in Tn,k. Each Tn,2 has SOP2, and thus is maximal in E. In this paper, we will mainly
be interested in the case when k ≥ 3 and n = k + 1. Malliaris and Shelah prove that for all
k < k′ − 1, Tk+1,k 6E Tk′+1,k′ ; we are able to show this holds for all k < k′, as expected.
We now give a more detailed overview of the paper. To begin, in Section 2, we refine the
combinatorics used by Malliaris and Shelah to get infinitely many classes in Keisler’s order
[17], and explain how this yields at once that Tk+1,k E Tk′+1,k′ for all k < k′. We do not give
full details since that would require importing a substantial amount of technology from [19]
[17], and we intend to prove a sharper result by different means.
In Sections 3, 4 and 5, we study several notions of generalized amalgamation, which are
conjecturally equivalent.
In Section 3, we define independent system of models, and what it means to amalgamate
them. Specifically, suppose T is a countable simple theory and n < ω. Let P−(n) denote
the set of all proper subsets of n. Then T has P−(n)-amalgamation of models if every
independent system of models (Ms : s ∈ P−(n)) indexed by P−(n) has a solution (note
n = {0, 1, . . . , n − 1}). This is similar to the notion of n-simplicity investigated by Kim,
Kolesnikov and Tsuboi [11], although we just look at independent systems of models, rather
than boundedly closed sets. This is also related to the more technical notion of < k-type
amalgamation, introduced in [21] (joint with Shelah). In fact, Theorem 3.11 states that
P−(k)-amalgamation of models implies < k-type amalgamation.
In Section 4, we consider chromatic numbers of the comparability graphs of partial types.
In more detail:
Definition 1.3. Suppose k ≤ ℵ0 and H ⊆ [X]<k is a hypergraph. Then let χ(H), the
chromatic number of H, be the least cardinal µ such that there is some coloring c : X → µ
such that for all α < µ, H ∩ [c−1(α)]<k = ∅.
1We use the original definition of Buechler [2], so in particular low implies simple.
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Suppose P is a partial order; for each 3 ≤ k ≤ ℵ0, let χ(P, k), the k-ary chromatic
number of P , be the least cardinal µ such that there is some function c : P → µ such that
for all u ∈ [P ]<k, if c u is constant then u has a lower bound in P . In other words, χ(P, k)
is the chromatic number of H := {u ∈ [P ]<k : u has no lower bound in P}.
Suppose θ is a regular cardinal, T is a countable simple theory, M |= T and M0  M is
countable. Then let ΓθM,M0 be the partial order of all partial types p(x) over M of cardinality
less than θ, which do not fork over M0; we order Γ
θ
M,M0
by reverse inclusion. x can be a
finite tuple here; alternatively, we should pass to the elimination of imaginaries T eq.
Suppose θ is a regular cardinal, µ = µ<θ, λ ≤ 2µ, and 3 ≤ k ≤ ℵ0. Then say that T has
the (λ, µ, θ, k)-coloring property if whenever M |= T with |M | ≤ λ and whenever M0  M
is countable, then χ(ΓθM,M0 , k) ≤ µ.
We also define the (λ, µ, θ, k)-coloring property for λ > 2µ, but the right way to do this
is slightly different.
In Section 5, we first recall some definitions from [22].
Definition 1.4. ∆ is a pattern on I if ∆ ⊆ [I]<ℵ0 is closed under subsets. If T is a complete
first order theory, and ϕ(x, y) is a formula of T , then say that ϕ(x, y) admits ∆ if we can
choose M |= T and (ai : i ∈ I) from M |y|, such that for all s ∈ [I]<ℵ0 , M |= ∃x
∧
i∈s ϕ(x, ai)
if and only if s ∈ ∆.
In [22], we isolated a particular pattern ∆k+1,k, such that Tk+1,k is the E-minimal theory
admitting ∆k+1,k.
Corollary 5.7 states the following; (B) implies (C) is proved in [21].
Corollary 1.5. Suppose T is simple and 3 ≤ k ≤ ℵ0. Then (A) implies (B) implies (C)
implies (D):
(A) T has P−(k)-amalgamation of models;
(B) T has < k-type amalgamation;
(C) For every regular uncountable θ, for every µ = µ<θ, and for every λ ≤ 2µ, T has the
(λ, µ, θ, k)-coloring property, and moreover this statement continues to hold in every
forcing extension;
(D) T does not admit ∆k′+1,k′ for any k
′ < k.
Conjecture 1.6. (A), (B), (C), (D) above are equivalent.
In Section 6, we give some refinements of Corollary 1.5 when λ is small. In Section 7, we
review complete Boolean algebras and forcing iterations.
In Section 8, we recall the setup of full Boolean-valued models from [23]. In particular,
for every ultrafilter U on a complete Boolean algebra B, and for every complete countable
theory T , we define what it means for U to λ+-saturate T . Keisler’s order can be framed as
follows: T0 Eλ T1 if and only if for every complete Boolean algebra B with the λ+-c.c. and
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for every ultrafilter U on B, if U λ+-saturates T1, then U λ+-saturates T0; and T0 E T1 if
and only if T Eλ T1 for all λ.
To motivate our strategy for attacking Keisler’s order, consider Corollary 1.5(C) above.
It turns out that the quantification over forcing extensions is necessary. Specifically, in
joint work with Shelah [21], we prove the following theorem; it is key in our analysis of
≤SP -ordering.
Theorem 1.7. Suppose 3 ≤ k ≤ ℵ0 and θ = θ<θ > ℵ0, and λ ≥ θ+ω is a cardinal. Then after
passing to a θ-closed, θ+-c.c. forcing extension, we can arrange that 2θ ≥ λ, and further:
• If T is a countable simple theory with < k-type amalgamation, then T has the
(λ, θ, θ,ℵ0)-coloring property;
• If T admits ∆k′+1,k′ for some k′ < k, then T fails the (λ, θ, θ, k)-coloring property (and
hence also the (λ, θ, θ,ℵ0)-coloring property).
The forcing extension is not hard to describe. Namely, begin by adding λ-many θ-Cohens.
In this forcing extension, every theory T which admits ∆k′+1,k′ for some k
′ < ℵ0 will fail
the (λ, θ, θ, k′)-coloring property (and hence also the (λ, θ, θ,ℵ0)-coloring property). Now
suppose T is a countable simple theory with < k-type amalgamation; we want to arrange
that T has the (λ, θ, θ,ℵ0)-coloring property. Let M |= T have |M | ≤ λ, and let M0  M
be countable. We need to arrange that χ(ΓθM,M0 ,ℵ0) ≤ θ. The natural way to achieve this
is by forcing over
∏
α<θ Γ
θ
M,M0
, where the product is taken with < θ-supports; indeed, this
adds a sequence of θ-many generic types over M which do not fork over M0, and we can
color p(x) ∈ ΓθM,M0 by the least α < θ such that the α’th generic type extends p(x). To
make this work we prove a certain iteration preservation theorem (Theorem 3.5 of [21], or
see Theorem 9.4 of the present work).
In this way, we get in ZFC some large poset P which forces that the statement of
Theorem 1.7 holds. But now, instead of forcing over P , we instead take the Boolean algebra
completion B(P ) and attempt to construct sufficiently generic ultrafilters on it in V. It turns
out that the combinatorics of arranging (λ, µ, θ,ℵ0)-colorability in the forcing extension are
deeply intertwined with saturation by sufficiently generic ultrafilters in V, and in particular,
sufficiently generic ultrafilters on B(P ) will (with some caveats) detect the division between
< k-type amalgamation and admitting ∆k′+1,k′ for some k
′ < k.
In Section 9, we review the relevant forcing iteration theorem from [21], and extend it to
the case θ = ℵ0. In particular, given a regular cardinal θ, a cardinal µ = µ<θ and a cardinal
3 ≤ k ≤ ℵ0, we define a class of forcing notions Pµ,θ,k. Every P ∈ Pµ,θ,k has the µ+-c.c.
and is θ-closed, and Pµ,θ,k is closed under < θ-support forcing iterations. We remark that
essentially any iteration preservation theorem can be plugged into our proof to get a dividing
line in Keisler’s order.
In Section 10, we give the general ultrafilter construction.
Definition 1.8. The cardinal τ is supercompact if for every set X, there is a normal, τ -
complete ultrafilter over [X]<τ . In more words, there is a τ -complete ultrafilter U over [X]<τ ,
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such that for every x ∈ X, {u ∈ [X]<τ : x ∈ u} ∈ U , and further, if f is a choice function on
[X]<τ\{∅} then f is constant on some set in U .
(λ, µ, θ, τ, k) is a suitable sequence of cardinals if:
• τ ≤ θ and µ = µ<θ and λ > µ;
• θ is regular, and τ is either ℵ0 or else supercompact.
For our construction, we take as input a suitable sequence s = (λ, µ, θ, τ, k) of cardinals.
We then build a long forcing iteration P from Pµ,θ,k and a sufficiently generic τ -complete
ultrafilter U on the Boolean algebra completion B(P ), and check which complete countable
theories does U λ+-saturate.
In more detail, for every suitable sequence s and for every 3 ≤ k ≤ θ, we define two prop-
erties of theories, namely: the s-extension property, and the smooth s-extension property.
Essentially, these detect ways in which we can locally solve saturation problems. Theo-
rem 10.6 states that there is some P ∈ Pµ,θ,k and some τ -complete ultrafilter U on B(P ),
such that U λ+-saturates every theory with the smooth s-extension property, and does not
λ+-saturate any theory without the s-extension property. In particular, there is a principal
dividing line in Keisler’s order somewhere between the s-extension property and the smooth
s-extension property. We also show that this principal dividing line excludes every unsimple
theory, and if τ = ℵ0 then it excludes every nonlow theory.
In Section 11, we prove the following:
Theorem 1.9. For every suitable sequence s = (λ, µ, θ, τ, k), and for every complete count-
able theory T , if T admits ∆k′+1,k′ for some k
′ < k, and if λ ≥ µ+ω, then T fails the
s-extension property.
Theorem 1.10. Suppose s = (λ, µ, θ, τ, k) is suitable. Suppose T is simple, and either
τ > ℵ0 or else T is low. Suppose that every P ∈ Pµ,θ,k forces that T has the (λ, |µ|, θ, k)-
coloring property (we write |µ| because µ may be collapsed in the forcing extension). Then
T has the smooth s-extension property.
In Section 12, we summarize our results. In particular, for every 3 ≤ k ≤ ℵ0, there is
a dividing line in Keisler’s order which contains every theory with < k-type amalgamation,
and which excludes every theory which admits ∆k′+1,k′ for some k
′ < k. In particular, this
dividing line includes every theory with P−(k) amalgamation of models. Thus: Tk+1,k 6E
Tk′+1,k′ for all k < k
′. We also list several conjectures and questions.
Acknowledgements. We would like to thank Vincent Guingona, Alexei Kolesnikov, Chris
Laskowski and Jindrich Zapletal for several helpful discussions. We also note that much of
the work here is inspired by joint work with Saharon Shelah on the ≤SP -ordering [21].
2 A refined set mapping theorem
In [17], Malliaris and Shelah proved that for all k+1 < k′, Tk+1,k 6E Tk′+1,k′ . A combinatorial
difficulty prevented the authors from concluding this for all k < k′; here, we sketch one way
to overcome this difficulty.
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The following combinatorial notion is key to the arguments of [17]; we refer the reader
to Sections 44 through 46 of [5] for a history.
Definition 2.1. Suppose F : [λ]k → [λ]<µ. Then t ∈ [λ]n is independent with respect to F
if for each s ∈ [t]k, F (s) ∩ t ⊆ s.
Given cardinals λ ≥ µ and numbers n > k, say that (λ, k, µ)→ n if whenever F : [λ]k →
[λ]<µ, there is some t ∈ [λ]n which is independent with respect to F .
The following theorem is due to Kuratowski and Sierpin´ski [14]; or see Theorems 45.7
and 46.1 of [5].
Theorem 2.2. Suppose λ, µ are cardinals. Then (λ, `, µ)→ `+ 1 if and only if λ ≥ µ+`.
However, it turns out this is not quite the right notion for what we want. The following
refinement, made with a great deal of hindsight, isolates the combinatorial contingency on
which the arguments of [17] depend:
Definition 2.3. Suppose θ is a regular cardinal, and µ = µ<θ, and 2 ≤ k < ℵ0, and λ is
infinite. Say that F : [λ]<ℵ0 → [λ]<θ is inflationary if for all w ∈ [λ]<ℵ0 , w ⊆ F (w). For
every set X, let PXµθ be the poset of all partial functions from λ to µ of cardinality less than
θ, ordered by reverse inclusions.
Say that λ is big enough for (µ, θ, k) if the following holds: suppose F : [λ]<ℵ0 → [λ]<θ
is inflationary, and G : [λ]<ℵ0 → Pλµθ. Then there is some t ∈ [λ]k and some sequence
(ws : s ∈ [t]k−1) from [λ]<ℵ0 , such that each ws ∩ t = F (ws) ∩ t = s, and such that
{G(ws) : s ∈ [t]k−1} has a lower bound in Pλµθ (i.e.
⋃{G(ws) : s ∈ [t]k−1} is a function).
Remark 2.4. Suppose θ is a regular cardinal, µ = µ<θ, 2 ≤ k′ < k < ℵ0, and λ < λ′. If
λ is big enough for (µ, θ, k) then λ′ is big enough for (µ, θ, k′) (i.e. we can increase λ and
decrease k).
Thus the following definition makes sense:
Definition 2.5. Suppose θ is a regular cardinal, µ = µ<θ, 2 ≤ k < ℵ0. Then let Ψ(µ, θ, k)
be the least λ such that λ is big enough for (µ, θ, k) (such a λ will always exist). Rephrasing,
λ is big enough for (µ, θ, k) if and only if λ ≥ Ψ(µ, θ, k).
The arguments of Malliaris and Shelah [17] show, under different terminology, that
µ+(k−1) ≤ Ψ(µ, θ, k) ≤ µ+k, and that Ψ(µ, θ, 2) = µ+. The worrisome scenario that might
allow Tk+1,k E Tk+2,k+1 is Ψ(µ, θ, ·) might not be injective: more exactly, there may be some
k such that Ψ(µ, θ, k) = Ψ(µ, θ, k + 1) = µ+k. In this case, it is possible that none of the
ultrafilters constructed by Malliaris and Shelah in [17] would separate Tk+1,k from Tk+2,k+1.
But we will show in fact that Ψ(µ, θ, k + 1) > Ψ(µ, θ, k) for all k, so this cannot happen.
We begin with the following simple observation; it is the combinatorial content of Lemma
4.2 of [19].
Theorem 2.6. Suppose θ is a regular cardinal and µ = µ<θ. Then Ψ(µ, θ, 2) = µ+.
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Proof. First, we show that µ+ is big enough for (µ, θ, 2). Write λ = µ+. Suppose F :
[λ]<ℵ0 → [λ]<θ is inflationary, and G : [λ]<ℵ0 → Pλµθ. For each α < λ let gα = G({α}). By
the ∆-system lemma we can find some X ∈ [λ]λ such that for all α, β ∈ X, gα and gβ are
compatible. Since λ ≥ µ+ ≥ θ+ and (µ+, 1, µ) → 2 we can find α < β both in X such that
α 6∈ F (β) and β 6∈ F (α). Then t := {α, β} and w{α} := {α}, w{β} := {β} witness that λ is
big enough for (µ, θ, 2).
So it suffices to show that µ is not big enough for (µ, θ, 2). But this is clear, since we can
choose G : [µ]<ℵ0 → Pµµθ so as to put [µ]<ℵ0 in bijection with an antichain of Pµµθ.
The following is essentially Lemma 1.6 of Malliaris and Shelah [17].
Theorem 2.7. Suppose θ is a regular cardinal, µ = µ<θ, and k ≥ 2. Then Ψ(µ, θ, k) ≤ µ+k.
Proof. Suppose λ ≥ µ+k; we show λ is big enough for (µ, θ, k). Suppose F : [λ]<ℵ0 → [λ]<θ
is inflationary, and G : [λ]<ℵ0 → Pλµθ. Let Bλµθ be the Boolean algebra completion of Pλµθ.
For each t ∈ [λ]<ℵ0 let A(t) ∈ Bλµθ be defined as
∨{G(t′) : t ⊆ t′ ∈ [λ]<ℵ0}. Note that t ⊆ t′
implies 0 < A(t′) ≤ A(t).
Since Pλµθ (and hence Bλµθ) has the µ+-c.c., for each s ∈ [λ]k−1 we can find H(s) ∈ [λ]≤µ
such that A(s) =
∨{G(t) : s ⊆ t ∈ [H(s)]<ℵ0}. By fattening H we can suppose that
s ⊆ H(s) for all s ∈ [λ]k−1, and that H(s) is closed under F . Note λ ≥ (µ+)+(k−1). Hence
(λ, k− 1, µ+)→ k; thus we can find some t ∈ [λ]k such that for all s ∈ [w]k−1, H(s)∩w = s.
Enumerate [t]k−1 = (s0, . . . , sk−1). Inductively choose wsi with s ⊆ wsi ∈ [H(s)]<ℵ0 such
that G(wsi) is compatible with G(t) ∪
⋃
j<iG(wsj); this is possible because G(t) ≤ A(si).
Note then that for each s ∈ [t]k−1, ws ∩ t = F (ws)∩ t = s since F (ws) ⊆ H(s), and note also⋃
s∈[t]k−1 G(ws) is a function. This witnesses λ is big enough for (µ, θ, k).
Finally, we prove the following. Lemma 2.5 of [17] implies that Ψ(µ, θ, k) ≥ µ+(k−1); what
we prove is stronger, since we know Ψ(µ, θ, 2) = µ+.
Theorem 2.8. Suppose θ is a regular cardinal, and µ = µ<θ. Then for all 2 ≤ k < ℵ0,
Ψ(µ, θ, k + 1) > Ψ(µ, θ, k).
Proof. Suppose λ is not big enough for (µ, θ, k); it suffices to show λ+ is not big enough for
(µ, θ, k + 1). Choose F : [λ]<ℵ0 → [λ]<θ, G : [λ]<ℵ0 → Pλµθ witnessing that λ is not big
enough for (µ, θ, k).
For each α < λ+, let hα : α→ |α| be a bijection; note then that each range(hα) ⊆ λ.
Let F ′ : [λ+]<ℵ0 → [λ+]<θ be defined as follows. Put F ′(∅) = ∅. If w′ ∈ [λ+]<ℵ0
is nonempty, then write max(w′) = α∗ and write w = hα∗ [w
′\{α∗}] and put F ′(w′) =
w′ ∪ h−1α∗ [F (w)]. Define G′ : [λ+]<ℵ0 → Pλ+µθ so that if G′(w) and G′(w′) are compatible,
then:
(I) w and w′ have the same cardinality; let ϕ : w → w′ be the unique order-preserving
bijection;
(II) ϕ is the identity on w ∩ w′;
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(III) For all α ∈ w and for all v ⊆ w ∩ α, G(hα[v]) and G(hϕ(α)[ϕ[v]]) are compatible.
To see that this is possible: first of all, write X = λ+ + 1 and define G0 : [λ
+]<ℵ0 → PXµθ
as follows (we can reindex to get a map into Pλµθ afterwards). Suppose w ∈ [λ+]<ℵ0 ;
enumerate w = {αi : i < n} in increasing order. Then let dom(G0(w)) = w ∪ {λ+}, and put
G0(w)(αi) = i, and put G0(w)(λ
+) = n. Then G0 clearly works for conditions (I) and (II).
Also, for each nonempty s ∈ [ω]<ℵ0 (this is ω the ordinal, not w), define Gs : [λ+]<ℵ0 →
Pλµθ as follows: suppose w ∈ [λ+]<ℵ0 ; enumerate w = {αi : i < n} in increasing order. If s 6⊆
n then let Gs(w) = ∅. Otherwise, let i∗ = max(s), and let Gs(w) = G(hi∗ [αi : i ∈ s, i < i∗]).
Then choose G′ : [λ+]<ℵ0 → Pλ+µθ so that if G′(w) and G′(w′) are compatible, then
G0(w) and G0(w
′) are compatible, as are Gs(w) and Gs(w′) for each nonempty s ∈ [ω]<ℵ0 .
Easily, this works.
Suppose towards a contradiction F ′, G′ did not witness that λ+ is not big enough for
(µ, θ, k + 1). Then we can find t′ ∈ [λ+]k+1 and (w′s : s ∈ [t′]k) from [λ+]<ℵ0 , such that
each w′s ∩ t′ = F ′(w′s) ∩ t′ = s and such that
⋃{G′(w′s) : s ∈ [t′]k} is a function. Write
α∗ = max(t′).
For each s, s′ ∈ [t′]k with s 6= s′, let ϕs′,s : ws′ → ws be the unique order-preserving
isomorphism. Write vs′,s := s ∪ ϕs′,s. I claim that vs′,s only depends on s. Indeed, write
u = s ∩ s′, and write t′\s = {α}, so s′ = u ∪ {α}. Then ϕs′,s[s′] = u ∪ ϕs′,s(α), since ϕs′,s is
the identity on u. Thus vs′,s = s ∪ ϕs′,s(α). But if s′′ ∈ [t′]k is distinct from both s and s′,
then α ∈ s′ ∩ s′′, and so ϕs′,s(α) = ϕs′′,s(α), and so vs′,s = vs′′,s.
For each s ∈ [t′]k write vs = vs′,s, for some or any s′ ∈ [w′]k with s′ 6= s. Then
s ⊆ vs ∈ [λ+]k+1. Moreover, if max(s) = α∗ (which is the only case we will use) then
max(vs) = α∗, since each ϕs′,s is order-preserving.
Let t = hα∗ [t
′\{α∗}]. For each s ∈ [t]k−1, let us = h−1α∗ [s] ∪ {α∗} ∈ [t′]k, and let ws =
hα∗ [vus\{α∗}].
Note that each ws ∩ t = F (ws)∩ t = s, since visibly each s ⊆ ws, and if some F (ws) ⊇ t,
then F ′(w′us) ⊇ t′ by definition of F ′.
So it suffices to show that
⋃{G(ws) : s ∈ [t]k−1} is a function, for which it suffices to check
each pair. So suppose s, s′ ∈ [t]k−1. Write u = us, write u′ = us′ . Note that ϕu,u′ [vu] = vu′ :
indeed, ϕu,u′ [vu] = ϕu,u′ [u ∪ ϕu′,u[u′]] = ϕu,u′ [u] ∪ u′ = vu′ . Thus, G(ws) and G(ws′) are
compatible, by condition (III) in the definition of G.
Corollary 2.9. Suppose θ is a regular cardinal and µ = µ<θ. Then there is a unique k∗
with 3 ≤ k∗ ≤ ℵ0, such that for all 2 ≤ k < k∗, Ψ(µ, θ, k) = µ+(k−1), and for all k∗ ≤ k < ℵ0,
Ψ(µ, θ, k) = µ+k.
Question 2.10. What is this k∗?
It is not too hard to use Corollary 2.9 to verify that Tk+1,k 6E Tk′+1,k′ for all k < k′,
following the proof of Malliaris and Shelah in [19] for the case k + 1 < k′. We prefer to take
a different approach, where we will always take λ to be large (say ≥ µ+ω); this will give
sharper model-theoretic bounds for our dividing lines.
Before moving on, we give a characterization of “not big enough” that will be helpful
later, in the case when θ is uncountable. Recall (for instance, see [7]):
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Definition 2.11. Suppose θ is an uncountable regular cardinal and λ ≥ θ. Then C ⊆ [λ]<θ
is closed unbounded (club) if C is closed under unions of ascending chains (or equivalently,
upwards-directed systems), and for all w ∈ [λ]<θ there is v ∈ C with w ⊆ v.
Theorem 2.12. Suppose θ is a regular uncountable cardinal, and µ = µ<θ, and 2 ≤ k < ℵ0.
Then λ is big enough for (µ, θ, k) if and only if for every club C ⊆ [λ]<θ and for every map
G : C → Pλµθ, there is some t ∈ [λ]k and (ws : s ∈ [t]k−1) from C, such that each ws ∩ t = s,
and such that
⋃{G(ws) : s ∈ [t]k−1} is a function.
Proof. Suppose first that λ is big enough for (µ, θ, k). Let C,G be given. Define F ′ : [λ]<ℵ0 →
C so that each w ⊆ F ′(w) ∈ C (possible since C is unbounded). Define G′ : [λ]<ℵ0 → Pλµθ
via G′(w) = G(F ′(w)). By hypothesis there is some t ∈ [λ]k and some (w′s : s ∈ [t]k−1) such
that each w′s ∩ t = F ′(w′s) ∩ t = s, and such that
⋃{G′(w′s) : s ∈ [t]k−1} is a function. Write
ws = F
′(w′s); then (ws : s ∈ [t]k−1) is as desired.
Next, suppose λ is not big enough for (µ, θ, k), as witnessed by F ′, G′. Let C ⊆ [λ]<θ be
the club set of all w with F ′[[w]<ℵ0 ] ⊆ w. As in the proof of Theorem 2.8, we can choose
some G : C → Pλµθ so that for all w,w′ ∈ C, if G(w) and G(w′) are compatible, then:
(I) w and w′ have the same order-type; let ϕ : w → w′ be the unique order-preserving
bijection;
(II) ϕ is the identity on w ∩ w′;
(III) For all v ∈ [w]<ℵ0 , G′(v) and G′(ϕ[v]) are compatible.
Suppose t ∈ [λ]k, and suppose (ws : s ∈ [t]k−1) is a sequence from C with each ws∩ t = s.
For each s 6= s′ ∈ [t]k−1, let ϕs′,s : ws′ → ws be the unique order-preserving isomorphism.
As in Theorem 2.8, s ∪ ϕs′,s[s′] only depends on s For each s ∈ [t]k−1 write vs = s ∪ ϕs′,s[s′],
for some or any s′ 6= s with s′ ∈ [t]k−1. Then s ⊆ vs ∈ [ws]k, and ϕs,s′(vs) = vs′ . Now⋃{G′(vs) : s ∈ [t]k−1} cannot be a function, by choice of F ′, G′; thus by condition (III) in
the definition of G,
⋃{G(ws) : s ∈ [t]k−1} cannot be a function.
3 Independent Systems of Models
We define what we mean by independent systems of sets and models, quote some results
from [21] (joint with Shelah), and define what it means for a simple theory to have P−(k)-
amalgamation of models. Finally, we recall the notion of < k-type amalgamation from [21],
and show that P−(k)-amalgamation of models implies < k-type amalgamation.
The following definition is similar to the definition of stable system in Shelah [20] for
stable theories, see Section XII.2. In fact we are modeling our definition after Fact 2.5 there
(we cannot take the definition from [20] because we allow P to contain infinite subsets of
I). The terminology “non-forking diagrams” is used in [21], but we prefer “independent
systems” to align with [11]. Typically we will deal with the case where ∆ is closed under
subsets, i.e. is a pattern.
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Alert: we emphatically do not adopt the convention of always working in the monster
model C. This is important because systems of submodels of C can always be amalgamated.
Definition 3.1. Let T be simple.
Suppose ∆ ⊆ P(I) is closed under finite intersections, and suppose M |= T . Say that
(As : s ∈ ∆) is a system of subsets of M if each As ⊆M and s ⊆ t implies As ⊆ At, and each
As ∩ At = As∩t. Say that (As : s ∈ ∆) is an independent system if for all si : i < n, t ∈ ∆,⋃
i<nAsi is free from At over
⋃
i<nAsi∩t. If each As is an elementary submodel of M , we say
that (As : s ∈ ∆) is a system of submodels of M .
Say that (Ms : s ∈ ∆) is a system of models if each Ms |= T and for each s ∈ I,
(Mt : t ∈ ∆, t ⊆ s) is a system of submodels of Ms, and for all s, t ∈ ∆, Ms ∩Mt = Ms∩t.
Say that (Ms : s ∈ ∆) is independent if for each s ∈ P , (Mt : t ∈ ∆, t ⊆ s) is independent.
Finally, say that M is a solution to (Ms : s ∈ ∆) if M is a model of T and (Ms : s ∈ ∆) is
an independent system of submodels of M .
The following gives some alternative equivalences of our definition of independence. It is
Lemma 4.2 of [21].
Lemma 3.2. Suppose (As : s ∈ ∆) is a system of subsets of M , where ∆ ⊆ P(I) is closed
under finite intersections. Then the following are equivalent:
(A) For all downward-closed subsets ∆0,∆1 ⊆ ∆,
⋃
s∈∆0 As is free from
⋃
s∈∆2 As over⋃
s∈∆0∩∆1 As.
(B) For all si : i < n, tj : j < m from ∆,
⋃
i<nAsi is free from
⋃
j<mAtj over
⋃
i<n,j<mAsi∩tj .
(C) (As : s ∈ ∆) is independent.
The following is Lemma 4.3 of [21].
Lemma 3.3. Suppose ∆ ⊆ P(I) is closed under finite intersections, M |= T , and (As : s ∈
∆) is a system of subsets of M . Suppose there is a well-ordering <∗ of
⋃
sAs such that for
all a ∈ ⋃sAs, and for all s∗ ∈ ∆ with a ∈ As∗ , a is free from {b ∈ ⋃sAs : b <∗ a} over
{b ∈ As∗ : b <∗ a}. Then (As : s ∈ ∆) is independent.
Many of the arguments of Malliaris and Shelah concerning complete Boolean algebras
B [18], [19] [17] implicitly take place in the generic extension by B. Specifically, “collision
detection” is the filtrations of models in the generic extension V[G]. The following thus
captures these arguments, with significant notational savings; it is Theorem 4.4 of [21].
Theorem 3.4. Suppose T is a simple theory in a countable language, and suppose M∗ |= T
is sufficiently saturated, and suppose A∗ ⊆ M∗ has size at most λ. Then we can find an
independent system of countable submodels (Ms : s ∈ P(λ)) of M∗, with A∗ ⊆
⋃
sMs, which
satisfies the following:
(I) For each s ⊆ λ, Ms =
⋃{Mt : t ∈ [s]≤ℵ0};
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(II) For each s ⊆ λ, |Ms| = |s|+ ℵ0;
(III) For each X ⊆ P(λ), M⋂X = ⋂{Ms : s ∈ X}.
We now describe some amalgamation properties that a theory can have.
Definition 3.5. Suppose ∆ ⊆ P(I) is closed under intersections, and T is a countable
simple theory. Then T has ∆-amalgamation of models if every independent system of models
(Ms : s ∈ ∆) of T has a solution.
We collect together some straightforward remarks. If X is a set then let P−(X) be the
set of proper subsets of X. In particular, if n < ω then P−(n) is the set of all proper subsets
of n; note n = {0, 1, . . . , n− 1}.
Remark 3.6. • If k′ < k and T has P−(k)-amalgamation of models, then T has P−(k′)-
amalgamation of models.
• If ∆ ⊆ P(I) is countable, then T has ∆-amalgamation of models if and only if every
independent system of countable models (Ms : s ∈ ∆) has a solution.
• Every simple theory has P−(3)-amalgamation of models.
• It follows from Conclusion XII.2.12 of [20] that every stable theory has ∆-amalgamation
of models, whenever ∆ ⊆ [I]<ℵ0 is closed under subsets.
• Trg, the theory of the random graph, has ∆-amalgamation of models, whenever ∆ ⊆
P(I) is closed under finite intersections.
• For each 3 ≤ k < n, Tn,k has P−(k)-amalgamation of models, but fails P−(k + 1)-
amalgamation of models.
Now we discuss type amalgamation; this was first introduced in joint work with Shelah
[21]. It is hand-tailored to the ≤SP -ordering, and in fact this amounts to being hand-tailored
to the Keisler ordering as well. Given natural numbers n,m, we write nm for the set of
functions from n to m, to avoid ambiguity with exponentiation mn.
Definition 3.7. Given Λ ⊆ nm, let ∆Λ be the set of all partial functions from n to m which
can be extended to an element of Λ; so ∆Λ ⊆ P(n ×m) is closed under subsets, and Λ is
the set of maximal elements of ∆λ.
By a Λ-array, we mean an independent system (Ns : s ∈ ∆Λ) of submodels of C together
with maps (piη,η′ : η, η
′ ∈ Λ) such that:
• Each piηη′ : Nη → Nη′ is an isomorphism,
• For all η, η′, η′′, piη′,η′′ ◦ piη,η′ = piη,η′′ ;
• For all η, η′, if we put u = {i < n : η(i) = η(i′)}, and if we put s = η u= η′ u, then
piη,η′ Ns is the identity.
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Suppose (N, pi) is a Λ-array and x is a finite tuple of variables. Then say that p(x) =
(pη(x) : η ∈ Λ) is a coherent system of types over (N, pi) if each pη(x) is a type over Nη
which does not fork over N0, and each piηη′ [pη(x)] = pη′(x).
Definition 3.8. Suppose Λ ⊆ nm. Then T has Λ-type amalgamation if, whenever (Ns : s ∈
∆Λ), (piη,η′ : η, η
′ ∈ Λ) is a Λ-array, and (pη(x) : η ∈ Λ) is a coherent system of types over
(N, pi), then
⋃
η∈Λ pη(x) does not fork over N0 (as computed in C).
Let Λ be the set of all Λ ⊆ nm, for varying n,m < ω. Say that T has < k-type
amalgamation if for all Λ ∈ Λ with |Λ| < k, T has Λ-type amalgamation.
The role of the isomorphisms piη,η′ is to exclude certain trivial failures of type amalgama-
tion. We have the following example from [11], for instance: work in T eqrg , the elimination of
imaginaries of the random graph. Suppose x is a variable corresponding to unordered pairs
from the home sort; write x = {y, z}, so types in the variable x correspond to symmetric
types in the variables y, z extending y 6= z. To show T has Λ-type amalgamation, we need
to show that there is no Λ-array (N, pi) such that there are a0, a1, a2 C for which
⋃
η∈Λ pη(x)
asserts the following:
• For each i < 2, yRai if and only if ¬zRai;
• For all i < j < 2, yRai if and only if ¬yRaj, and zRai if and only if ¬zRaj.
But this cannot happen: otherwise, for each i < j < 3 we can find ηij ∈ Λ with {ai, aj} ⊆
Nηij . Write b0 = a0 and write b1 = a1. Also, write b2 = piη02 η01(a2) = piη12 η01(a2). Then since
piηη′ [pη(x)] = pη′(x) (applied to η
′ = η01 and η ∈ {η02, η12}), we get that pη01(x) implies the
following:
• For each i < 2, yRbi if and only if ¬zRbi;
• For all i < j < 2, yRbi if and only if ¬yRbj, and zRbi if and only if ¬zRbj.
But then pη01(x) is inconsistent, contradiction.
The following lemma is straightforward.
Lemma 3.9. Suppose Λ ⊆ nm. Then in the definition of Λ-type amalgamation, the follow-
ing changes would not matter:
(A) We could restrict to just countable models Ns.
(B) We could allow pη(x) to be any partial type, or insist it is a single formula. Also, we
could allow x to be of arbitrary length.
Example 3.10. Every simple theory has < 3-type amalgamation. Trg has < ℵ0-type amal-
gamation, as does every stable theory.
More generally, we have the following:
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Theorem 3.11. Suppose T is a countable simple theory and 3 ≤ k ≤ ℵ0. If T has P−(k)-
amalgamation of models, then T has < k-type amalgamation.
Proof. It suffices to consider the case k < ℵ0, since if T has P−(ℵ0)-amalgamation of models,
then T has P−(k)-amalgamation of models for all k < ℵ0.
Suppose Λ ⊆ nm has |Λ| ≤ k − 1, and suppose (Ns : s ∈ ∆Λ), (piη,η′ : η, η′ ∈ Λ) is a
Λ-array, and (pη(x) : η ∈ Λ) is a coherent system of types over (N, pi). It is not hard to
extend (Ns : s ∈ ∆λ) to an independent system of submodels (Ns : s ⊆ P(n×m)) of C; we
can suppose Nn×m = C.
Fix some η∗ ∈ Λ (if Λ = ∅ then there is nothing to do). Let ∗ be some new index
element. Choose some Nη∗∪{∗} |= T sufficiently saturated, such that Nη∗  Nη∗∪{∗} and such
that Nη∗∪{∗} contains a realization a of pη∗(x); we can suppose that Nη∗∪{∗} ∩ C = Nη∗ . It
is not hard to extend (Ns : s ∈ P(η∗) ∪ {η∗ ∪ {∗}}) to an independent system of models
(Ns : s ⊆ η∗ ∪ {∗}) so that a ∈ N{∗}.
Let ∆ ⊆ P(n×m ∪ {∗}) be the closure of {η ∪ {∗} : η ∈ Λ} ∪ {n×m} under ⊆. Using
the isomorphisms piη∗η : η ∈ Λ, we can copy (Ns : s ⊆ η∗ ∪ {∗}) over each η ∈ Λ to get an
independent system of models (Ns : s ∈ ∆), such that for each η ∈ Λ, a realizes pη(x) in
Nη∪{∗}. Thus, to finish, it would suffice to show that (Ns : s ∈ ∆) has a solution N , such
then a would realize
⋃
η∈Λ pη(x) in N , and by independence, a would be free from C over N∅.
Actually, we don’t quite know how to show that (Ns : s ∈ ∆) has a solution; we will
only be able to show that a coarser independent system has a solution. Namely, enumerate
{η ∪ {∗} : η ∈ Λ} ∪ {n×m} = {su : u ∈ [k]k−1}, with repetitions if necessary. We are using
that [k]k−1 has k elements, and |Λ| < k. For each u ∈ P−(k), define f(u) = ⋂{sv : v ∈
[k]k−1, u ⊆ v}. Note that f(u) ∩ f(u′) = f(u ∩ u′) for all u, u′ ∈ P−(k). Define Mu = Nf(u),
for each u ∈ P−(k); it is straightforward to check that (Mu : u ∈ P−(k)) is an independent
system of models. By hypothesis, it has a solution Mk. (We suspect that Mk is also a
solution to (Ns : s ∈ ∆Λ), but we don’t know how to show this, and in any case we don’t
need it.)
Now a realizes
⋃
η∈Λ pη(x) in Mk. We need to show that a is free from Nn×m = C over
N∅ in Mk. After reindexing, we can suppose i∗ < k is such that for all i < k, sk\{i} = n×m
if and only if i < i∗. Note then that a ∈ Mi∗ and Mk\i∗ = Nn×m. By independence of
(Mu : u ∈ P(k)), Mi∗ is free from Mk\i∗ over M∅, and so a is free from Nn×m over M∅. Let
η ∈ Λ; note that M∅ ⊆ Nη∪{∗} ∩Nn×m = Nη. Since pη(x) does not fork over N∅, we get that
a is free from M∅ over N∅. By transitivity of independence, we get that a is free from Nn×m
over N∅, as desired.
Conjecturally, the converse to the above theorem is true as well.
4 Coloring Partial Types
In this section, we shall given some set-theoretic consequences of amalgamation.
First, some definitions:
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Definition 4.1. Suppose k ≤ ℵ0 and H ⊆ [X]<k is a hypergraph. Then let χ(H), the
chromatic number of H, be the least cardinal µ such that there is some µ-coloring of H, i.e.
some coloring c : X → µ such that for all α < µ, H ∩ [c−1(α)]<k = ∅.
Suppose P is a partial order; for each 3 ≤ k ≤ ℵ0, let χ(P, k), the k-ary chromatic number
of P , be the least cardinal µ such that there is some (µ, k)-coloring of P , i.e. some function c :
P → µ such that for all u ∈ [P ]<k, if c u is constant then u has a lower bound in P . In other
words, χ(P, k) is the chromatic number of H := {u ∈ [P ]<k : u has no lower bound in P}.
Suppose θ is a regular cardinal, T is a countable simple theory, M |= T and M0  M is
countable. Then let ΓθM,M0 be the poset of all partial types p(x) over M of cardinality less
than θ, which do not fork over M0; we order Γ
θ
M,M0
by reverse inclusion. Really x is allowed
to be a finite tuple here, but we suppress this (alternatively, we should pass to T eq).
Suppose θ is a regular cardinal, µ = µ<θ, λ ≤ 2µ, and 3 ≤ k ≤ ℵ0. Then say that T has
the (λ, µ, θ, k)-coloring property if whenever M |= T with |M | ≤ λ and whenever M0  M
is countable, then χ(ΓθM,M0 , k) ≤ µ.
Question. For which λ, µ, θ, k does T have the (λ, µ, θ, k)-coloring property?
When λ > 2µ, we should tweak our definition of coloring property. Towards this:
Definition 4.2. Given sets X, Y and a regular cardinal θ, let PXY θ be the poset of all partial
functions from X to µ of cardinality less than θ, ordered by reverse inclusions.
Suppose P and R are forcing notions, and k ≤ 3 ≤ ℵ0 is a cardinal. Then say that
F : P → R is an (R, k)-coloring, and that P is (R, k)-colorable, if whenever s ∈ [P ]<k, if
F [s] has a lower bound in R, then s has a lower bound in P .
One can view colorability as a generalization of chromatic numbers. Specifically, for each
cardinal µ let (µ, ∅) be the partial order on µ in which all elements of µ are incomparable.
Then for every partial order P and for every cardinal 3 ≤ k ≤ ℵ0, χ(P, k) ≤ µ if and only if
P is ((µ, ∅), k)-colorable.
Some simple facts:
Lemma 4.3. Suppose θ is a regular cardinal, and 3 ≤ k ≤ ℵ0. Then for all forcing notions
P,R, if P is (R, k)-colorable, then so is every dense subset of B(P )+. Also, if P is (R, k)-
colorable and R is (R′, k)-colorable, then P is (R′, k)-colorable.
The following theorem is closely related to the classical Hewitt-Marczewski-Pondiczery
theorem of topology; it is proved by Engleking and Karlowicz in [4].
Theorem 4.4. Suppose θ ≤ µ ≤ λ are infinite cardinals such that θ is regular, µ = µ<θ,
and λ ≤ 2µ. Then there is a sequence (fγ : γ < µ) from λµ such that for all partial functions
f from λ to µ of cardinality less than θ, there is some γ < µ such that fγ extends f .
Reformulating:
Corollary 4.5. Suppose θ ≤ µ are infinite cardinals such that θ is regular and µ = µ<θ.
Then for every set X with |X| ≤ 2µ, χ(PXµθ,ℵ0) ≤ µ. Hence, for every partial order P with
|P | ≤ 2µ and for every 3 ≤ k ≤ ℵ0, χ(P, k) ≤ µ if and only if P is (PXµθ, k)-colorable for
some set X (since then we can arrange |X| ≤ 2µ).
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We remark that in practice, all colorings of ΓθM,M0 naturally take values in some PXµθ,
and then we apply Corollary 4.5 to get a coloring in µ.
Definition 4.6. Suppose θ is a regular cardinal, µ = µ<θ, 3 ≤ k ≤ ℵ0, λ is arbitrary, and T
is a countable simple theory. Then say that T has the (λ, µ, θ, k)-coloring property if for all
M |= T with |M | ≤ λ and for all M0  M countable, ΓθM,M0 is (PXµθ, k)-colorable for some
set X.
Remark 4.7. We differ notation slightly from [21]. There, SP 1T (λ, µ, θ) means that for every
M |= T with |M | ≤ λ and for every M0 ⊆M countable, χ(ΓθM,M0 ,ℵ0) ≥ µ (so when λ ≤ 2µ,
this is equivalent to T having the (λ, µ, θ,ℵ0)-coloring property). Also, what we are calling
the (λ, µ, θ, k)-coloring property of theories is called the (< k, λ, µ, θ)-amalgamation property
in [21]. Finally, in [21], a forcing notion P is defined to have the (< k, µ, θ)-amalgamation
property if it is (PXµθ, k)-colorable for some X.
Remark 4.8. Suppose θ is regular and µ = µ<θ and T is a countable simple theory.
If λ ≤ µ then T has the (λ, µ, θ, k)-coloring property.
If T is stable then T has the (λ, µ, θ,ℵ0)-coloring property for all λ.
If T is unstable and λ > 2µ, then there is some M |= T with |M | ≤ λ and some M0 M
with M0 countable, such that χ(Γ
θ
M,M0
, 3) > µ.
Proof. This is essentially worked out in [21] (joint with Shelah) but the notation is quite
different. The first claim is clear.
Suppose next that T is stable. We break into cases depending on the value of θ; first
suppose θ > ℵ0. Note then that µ ≥ 2ℵ0 . Let M |= T and let M0  M be countable. We
show that χ(ΓθM,M0 ,ℵ0) ≤ 2ℵ0 , which suffices. Indeed, let (pα(x) : α < 2ℵ0) list all types over
M which do not fork over M0, and given p(x) ∈ ΓθM,M0 let c(p(x)) be the least α < 2ℵ0 with
p(x) ⊆ pα(x). If on the other hand θ = ℵ0, then a similar argument applies, using that for
every finite set ∆ of partitioned formulas ϕ(x, y), there are only countably many complete
∆-types over M which do not fork over M0.
Finally, suppose T is unstable and λ > 2µ. Let ϕ(x, y) have the independence property,
and choose M |= T with |M | = λ such that there is some countable M0  M and some
Morley sequence (bα : α < λ) over M0 in M witnessing the independence of ϕ. For every
f ∈ Pλ2θ, we get a corresponding partial type pf (x) over M of size less than θ, namely
pf (x) = {ϕ(x, bα) : α ∈ dom(f) and f(α) = 0} ∪ {¬ϕ(x, bα) : α ∈ dom(f) and f(α) = 1}.
Note that each pf (x) does not fork over M0, since (bα : α < λ) is a Morley sequence over
M0. Hence pf (x) ∈ ΓθM,M0 .
Then f 7→ pf (x) witnesses that Pλ2θ is (ΓθM,M0 , 3)-colorable. So it suffices to note that
χ(Pλ2θ, 3) > µ. Suppose towards a contradiction that c : Pλ2θ → µ is a (µ, 3)-coloring. For
each α < µ, extend c−1({α}) to a function fα : λ → θ. For each γ < λ, let Iγ = {α < µ :
fα(γ) = 1}. Then γ 7→ Iγ is an injection from λ to P(µ), contradicting λ > 2µ.
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5 Consequences of P−(k)-amalgamation of models
In this section, we deduce several consequences of P−(k)-amalgamation of models, all of
which conjecturally reverse. Note that we have already proved that P−(k) amalgamation of
models implies < k-type amalgamation.
The following is Theorem 5.6 of [21] (joint with Shelah). Note that the case k = 3 proves
that for every simple theory T , for every regular uncountable cardinal θ, for every µ = µ<θ
and for every cardinal λ, T has the (λ, θ, 3)-coloring property. (Actually, in [21], only the
case µ = θ = θ<θ is considered, but the general case is the same.)
Theorem 5.1. Suppose θ is a regular uncountable cardinal, µ = µ<θ, 3 ≤ k ≤ ℵ0, and
T is a countable simple theory. Suppose T has < k-type amalgamation. Then T has the
(λ, µ, θ, k)-coloring property for all λ.
Proof. For the reader’s convenience, we repeat the proof from [21].
Suppose M |= T has |M | ≤ λ, and suppose M0 M is countable. We wish to show that
ΓθM,M0 is (PXµθ, k)-colorable for some set X.
After applying Theorem 3.4 and possibly increasing M and M0, we can suppose M =⋃
s∈P(λ) Ms, where (Ms : s ∈ P(λ)) is an independent system of models satisfying the three
conditions of Theorem 3.4. (We will need to increase M0 so that M0 = M∅.) Let <∗ be a
well-ordering of M .
Given A ∈ [M ]<θ let sA be the ⊆-minimal s ∈ [λ]≤ℵ0 with A ⊆ MsA , which exists by
condition (III) on (Ms : s ∈ P(λ)).
Let P be the set of all p(x) ∈ ΓθM,M0 such that for some s ∈ [λ]<θ, p(x) is a complete type
over Ms; we write p(x,Ms) to indicate this. P is dense in Γ
θ
M,M0
, so it suffices to show that
P is (PXµθ, k)-colorable for some set X.
Choose X large enough, and F : P → PXµθ so that if F (p(x,Ms)) is compatible with
F (q(x,Mt)), then:
• s and t have the same order-type, and if we let ρ : s→ t be the unique order-preserving
bijection, then ρ is the identity on s ∩ t;
• Ms and Mt have the same <∗-order-type, and the unique <∗-preserving bijection from
Ms to Mt is in fact an isomorphism τ : Ms ∼= Mt;
• For each finite a ∈ M<ωs , if we write s′ = sa and if we write t′ = sτ(a), then: ρ[s′] = t′
and τ Ms′ : Ms′ ∼= Mt′ .
• τ [p(x)] = q(x).
This is not hard to do. Note that it follows that for every s′ ⊆ s, τ Ms′ : Ms′ ∼= Mρ[s′],
since Ms′ =
⋃{Msa : a ∈ (Ms′)<ω} and similarly for Mt′ .
I claim that F works.
So suppose pi(x,Msi) : i < i∗ is a sequence from P for i∗ < k, such that (F (pi(x)) : i < i∗)
is compatible in PXµθ.
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Let γ∗ be the order-type of some or any si. Enumerate each si = {αi,γ : γ < γ∗} in
increasing order. Let E be the equivalence relation on γ∗ defined by: γEγ′ iff for all i, i′ < k,
αi,γ = αi′,γ iff αi,γ′ = αi′,γ′ . Let (Ej : j < n) enumerate the equivalence classes of E. For
each i < i∗, and for each j < n, let Xi,j = {αi,γ : γ ∈ Ej}. Thus si is the disjoint union
of Xi,j for j < n. Moreover, Xi,j ∩ Xi′,j′ = ∅ unless j = j′; and if Xi,j ∩ Xi′,j 6= ∅ then
Xi,j = Xi′,j. For each j < n, enumerate {Xi,j : i < i∗} = (Y`,j : ` < mi) without repetitions.
Let m = max(mj : j < n); and for each i < i∗, define ηi ∈ nm via: ηi(j) = the unique
` < mi with Xi,j = Y`,j.
Let Λ = {ηi : i < i∗}. For each s ∈ PΛ, let Ns = Mts where ts =
⋃
(j,`)∈s Y`,j.Then the
hypotheses on F give commuting isomorphisms piη,η′ : Nη ∼= Nη′ for each η, η′ ∈ Λ, in such a
way that (N, pi) is a (λ,N)-array, and each piηi(p0(x)) = pi(x). It follows by hypothesis on
T that
⋃
i<i∗ pi(x) does not fork over N0. Since p0(x) N0 does not fork over M0, it follows
by transitivity that
⋃
i<i∗ pi(x) does not fork over M0.
To state our next theorem, we need to recall some results from [22].
Definition 5.2. ∆ is a pattern on I if ∆ ⊆ [I]<ℵ0 is closed under subsets. If T is a complete
countable theory and ϕ(x, y) is a formula of T , then say that ϕ(x, y) admits ∆ if we can
chooseM |= T and (ai : i ∈ I) fromM |y|, such that for every s ∈ [I]<ℵ0 , M |= ∃x
∧
i∈s ϕ(x, ai)
if and only if s ∈ ∆.
The following patterns will be key for analyzing the Tn,k’s.
Definition 5.3. Suppose S ⊆ [I]k for some k, and suppose n > k. Then let ∆n,k(S) be
the pattern on [I]k−1, consisting of all s ∈ [[I]k−1]<ℵ0 such that there is no v ∈ [I]n−1 with
[v]k−1 ⊆ s and [v]k ⊆ S.
For each k ≥ 2 and for each n > k, let Sk be a random k-ary graph on ω, and let
∆n,k = ∆n,k(Sk).
We prove the following in [22].
Theorem 5.4. Suppose 3 ≤ k < n < ω. Then Tn,k is a E-minimal theory admitting ∆n,k.
We also show that if T admits ∆n,k then it does so in a particularly nice way:
Theorem 5.5. Suppose T is a countable simple theory and ϕ(x, y) is a formula of T which
admits ∆n,k (so n > k ≥ 3, since T is simple; possibly x, y are tuples here). Let C be the
monster model of T . Then for every index set I and for every S ⊆ [I]k, we can find some
countable N  C and some (bu : u ∈ [I]k−1) from C, such that for all s ∈ [[I]k−1]<ℵ0 :
• If s ∈ ∆n,k(Sk), then {ϕ(x, bu) : u ∈ [w]k−1} does not fork over N ;
• Otherwise, {ϕ(x, bu) : u ∈ [w]k−1} is inconsistent.
We now prove the following theorem. This won’t be directly used in our arguments for
Keisler’s order, but gives useful insight to our nonsaturation argument (Theorem 11.1).
17
Theorem 5.6. Suppose θ is regular, µ = µ<θ, 3 ≤ k∗ ≤ ℵ0, and T is a countable simple
theory which admits ∆k+1,k for some k < k∗.
Suppose λ is big enough for (µ, θ, k). Write P = P[λ]kµθ. Then P forces that T fails the
(λ, θ, θ, k∗)-coloring property.
Proof. Say ϕ(x, y) admits ∆k+1,k (where possibly x, y are tuples).
Let G be P -generic over V; we show that T fails the (λ, θ, θ, k∗)-coloring property in V[G],
which suffices. Note that in V[G], |µ| = θ = θ<θ, so this makes sense. Now, in V[G], let f :
[λ]k → θ be the generic function adding by G (so f = ⋃G). Let R = {v ∈ [λ]k : f(v) 6= 0}.
By Theorem 5.5, we can find M |= T and M0 M countable, and (bu : u ∈ [λ]k−1) from M ,
such that for every s ∈ ∆k+1,k(R), {ϕ(x, bu) : u ∈ s} does not fork over M0, and for every
s ∈ [[λ]k−1]<ℵ0\∆k+1,k(R), {ϕ(x, bu) : u ∈ s} is inconsistent. We can suppose |M | ≤ λ.
Suppose towards a contradiction that ΓθM,M0 is (θ, θ, k)-colorable in V[G]; let F : Γ
θ
M,M0
→
PXθθ be a (PXθθ, k)-coloring. We can suppose X ∈ V (in fact we can suppose it is a cardinal
in V). Pull everything back to V to get names f˙ , R˙, M˙ , M˙0, (b˙u : u ∈ [λ]k−1), F˙ .
For each v ∈ [λ]<ℵ0 , let ψ˙v(x) be the P -name for the formula ∃x
∧
u∈[v]k−1 ϕ(x, b˙u). Choose
pv ∈ P such that pv forces {ψ˙v(x)} ∈ Γ˙θM˙,M˙0 (i.e. ψ˙v(x) does not fork over M˙0) and such
that pv decides F˙ (ψ˙v), say pv forces that F˙ (ψ˙v) = fˇv for some fv ∈ PXθθ.
Define F : [λ]<ℵ0 → [λ]<θ via F (v) = v ∪⋃ dom(pv). Write Y = X ∪ [λ]k−1, and define
G : [λ]<ℵ0 → PY µθ via G(v) = pv ∪ fv. Since λ is big enough for (µ, θ, k), we can find some
v ∈ [λ]k and some (wu : u ∈ [v]k−1) from [λ]<ℵ0 , such that each wu ∩ v = F (wu)∩ v = u, and
such that
⋃{G(wu) : u ∈ [v]k−1} is a function.
Write p =
⋃
u∈[v]k−1 pwu ∈ P . Then p forces each {ψ˙wu(x)} ∈ Γ˙θM˙,M˙0 , and each F˙ (ψ˙wu(x)) =
fˆwu ; since
⋃{fwu : u ∈ [v]k−1} is a function, we get that p forces {ψ˙wu(x) : u ∈ [v]k−1} ∈
Γ˙θ
M˙,M˙0
, in particular it is consistent. Note that v 6∈ dom(p), since if v ∈ dom(pwu) say, then
v ⊆ ⋃ dom(pwu), contradicting that F (wu) ∩ v = u. Thus we can choose p′ ≤ p in P with
p′(v) = 1.
But then p′ forces that v ∈ R˙ and {∃x∧u∈[v]k−1 ϕ(x, b˙u)} is consistent, contradiction.
Corollary 5.7. Suppose T is simple and 3 ≤ k ≤ ℵ0. Then (A) implies (B) implies (C)
implies (D):
(A) T has P−(k)-amalgamation of models;
(B) T has < k-type amalgamation;
(C) For every regular uncountable θ, for every µ = µ<θ, and for every cardinal λ, T has the
(λ, µ, θ, k)-coloring property, and moreover this statement continues to hold in every
forcing extension;
(D) T does not admit ∆k′+1,k′ for any k
′ < k.
Proof. (A) implies (B) is Theorem 3.11. (B) implies (C) is Theorem 5.1. (C) implies (D) is
Theorem 5.6.
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Remark 5.8. In the version stated in the introduction, we required λ ≤ 2µ. This follows,
since in the forcing extension of Theorem 5.6, λ ≤ 2µ.
Conjecture 5.9. (A), (B), (C), (D) above are equivalent.
6 When λ is Small
In this section, we discuss some generalizations of Theorem 5.1, covering the cases where λ
is not big enough for (µ, θ, k); we also discuss the cases where θ = ℵ0.
We will want the following notion of dimension.
Definition 6.1. Suppose ∆ ⊆ P(I) is closed under finite intersections and k ≥ 2. Then say
that dim(∆) ≥ k if there is some t ∈ [I]k and some sequence (ws : s ∈ [t]k−1) from ∆, such
that for all w′s ∈ ∆ with ws ⊆ w′s, we have w′s ∩ t = s.
Note that 2 ≤ k′ ≤ k and dim(∆) ≥ k implies dim(∆) ≥ k′; thus we can let dim(∆)
be the supremum of all 2 ≤ k < ℵ0 such that dim(∆) ≥ k. (If dim(∆) 6≥ 2 then define
dim(∆) = 1.)
Suppose ∆ ⊆ P(I) is closed under finite intersections. Then define ∆+ ⊆ P(I ∪ {∗}) to
be ∆ ∪ {w ∪ {∗} : w ∈ ∆} ∪ {I}.
We make several easy remarks:
Lemma 6.2. (A) dim(P−(k)) = k for each k ≥ 1, as witnessed by t := k and ws := s.
More generally, dim([n]<k) = k for all n ≥ k ≥ 1.
(B) Suppose n > k ≥ 3, and ∆ ⊆ P(I) is closed under finite intersections and dim(∆) ≤ k.
Then Tn,k has ∆-amalgamation of models.
(C) Suppose ∆ ⊆ P−(k) is closed under finite intersections. Then dim(∆+) = min(dim(∆)+
1,ℵ0).
(D) If T has ∆-amalgamation of models whenever ∆ ⊆ P(n) is closed under subsets and
satisfies dim(∆) ≤ k, then T has Λ-type amalgamation whenever Λ ∈ Λ satisfies that
dim(∆Λ) < k.
Proof. The only claim that is not immediate is (D). This follows from the first half of the
proof of Theorem 3.11.
We make the following extension to Conjecture 5.9:
Conjecture 6.3. Suppose 3 ≤ k ≤ ℵ0. If T has P−(k)-amalgamation of models, then T
has ∆-amalgamation of models whenever ∆ ⊆ P(I) is closed under finite intersections and
satisfies that dim(∆) ≤ k.
Theorem 5.1 has the following adaptation when λ is small:
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Theorem 6.4. Suppose T is simple, and 3 ≤ k ≤ ℵ0, and θ is a regular uncountable
cardinal, and µ = µ<θ, and λ is not big enough for (µ, θ, k). Finally, suppose T has Λ-
type amalgamation for all Λ ∈ Λ with dim(∆Λ) < k. Then T has the (λ, µ, θ,ℵ0)-coloring
property.
Proof. Suppose M |= T has |M | ≤ λ, and suppose M0  M is countable. We wish to show
that ΓθM,M0 is (PXµθ, k)-colorable for some set X.
As in Theorem 5.1, M =
⋃
s∈P(λ) Ms, where (Ms : s ∈ P(λ)) is an independent system
of models satisfying the three conditions of Theorem 3.4.
Choose C ⊆ [λ]<θ unbounded and G : C → Pλµθ as in Theorem 2.12. Let P be the set of
all p(x) ∈ ΓθM,M0 such that for some s ∈ C, p(x) is a complete type over Ms; we write p(x,Ms)
to indicate this. P is dense in ΓθM,M0 , so it suffices to show that P is (PXµθ,ℵ0)-colorable for
some set X.
We can choose X large enough, and F : P → PXµθ so that if F (p(x,Ms)) is compatible
with F (q(x,Mt)), then:
• s and t have the same order-type, and if we let ρ : s→ t be the unique order-preserving
bijection, then ρ is the identity on s ∩ t;
• Ms and Mt have the same <∗-order-type, and the unique <∗-preserving bijection from
Ms to Mt is in fact an isomorphism τ : Ms ∼= Mt;
• For each finite a ∈ M<ωs , if we write s′ = sa and if we write t′ = sτ(a), then: ρ[s′] = t′
and τ Ms′ : Ms′ ∼= Mt′ .
• τ [p(x)] = q(x).
Note that it follows that for every s′ ⊆ s, τ Ms′ : Ms′ ∼= Mρ[s′], since Ms′ =
⋃{Msa : a ∈
(Ms′)
<ω} and similarly for Mt′ .
I claim that F works.
So suppose pi(x,Msi) : i < i∗ is a sequence from P for i∗ < ℵ0, such that (F (pi(x)) : i <
i∗) is compatible in PXµθ.
Let γ∗ be the order-type of some or any si. Enumerate each si = {αi,γ : γ < γ∗} in
increasing order. Let E be the equivalence relation on γ∗ defined by: γEγ′ iff for all i, i′ < k,
αi,γ = αi′,γ iff αi,γ′ = αi′,γ′ . Let (Ej : j < n) enumerate the equivalence classes of E. For
each i < i∗, and for each j < n, let Xi,j = {αi,γ : γ ∈ Ej}. Thus si is the disjoint union
of Xi,j for j < n. Moreover, Xi,j ∩ Xi′,j′ = ∅ unless j = j′; and if Xi,j ∩ Xi′,j 6= ∅ then
Xi,j = Xi′,j. For each j < n, enumerate {Xi,j : i < i∗} = (Y`,j : ` < mi) without repetitions.
Let m = max(mj : j < n); and for each i < i∗, define ηi ∈ nm via: ηi(j) = the unique
` < mi with Xi,j = Y`,j.
Let Λ = {ηi : i < i∗}. For each s ∈ PΛ, let Ns = Mts where ts =
⋃
(j,`)∈s Y`,j.Then the
hypotheses on F give commuting isomorphisms piη,η′ : Nη ∼= Nη′ for each η, η′ ∈ Λ, in such a
way that (N, pi) is a (λ,N)-array, and each piηi(p0(x)) = pi(x).
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To finish, it suffices to show that dim(∆Λ) < k. Suppose towards a contradiction that
there was some t ∈ [n×m]k and some sequence (ws : s ∈ [t]k−1) from ∆λ such that whenever
ws ⊆ w′s ∈ ∆Λ, then w′s ∩ t = s. We can suppose each ws ∈ Λ.
Now, since k ≥ 3, every pair from tmust be covered by some ws; since each ws is a function
from n to m, t must be a partial function from n to m. For each j ∈ dom(t), choose some
αj ∈ Yt(j),j. Write t′ = {αj : j ∈ dom(t)}. For each s′ ∈ [t′]k−1, write s = {(j, t(j)) : αj ∈ s′},
write ws = ηi, and define w
′
s′ = si. Then t
′ ∈ [λ]k, and for each s′ ∈ [t′]k−1, w′s′ ∈ C satisfies
that w′s′ ∩ t′ = s′. Further,
⋃
G(w′s′) : s
′ ∈ [t′]k−1 is a function. This contradicts the choice
of G,C.
Recall from Section 2 that µ+(k−2) is never big enough for (µ, θ, k), but µ+(k−1) may or
may not be (as far as we know). It turns out that when λ ≤ µ+(k−2) we can weaken the
hypothesis on T slightly. The key fact is the following; the case k = 3 is Lemma 4.8 of [24],
and is also implicit in arguments in [19].
Theorem 6.5. Suppose θ is a regular uncountable cardinal, µ = µ<θ, 3 ≤ k < ℵ0, and
λ ≤ µ+(k−2). Then we can find some closed unbounded C ⊆ [λ]<θ and some function
G : C → µ such that for all t ∈ [λ]k−1 and for all sequences (ws : s ∈ [t]k−2 ∪ {t}) from C, if
each ws ∩ t = s, then (G(ws) : s ∈ [t]k−2 ∪ {t}) is not constant.
Proof. Suppose n < ω. It suffices to show that there is some club C ⊆ [µ+n] and some map
G : C → Pµ+nµθ, such that whenever t ∈ [λ]n+1 and whenever (ws : s ∈ [t]n ∪ {t}) is a
sequence from Cn, if each ws ∩ t ⊇ s and if each (G(ws) : s ∈ [t]n ∪ {t}) is constant, then
there is some s ∈ [t]n with ws ⊇ t. The proof is by induction on n; n = 0 is trivial, and the
step case is like Theorem 2.8.
We thus make the following definition.
Definition 6.6. Suppose Λ ∈ Λ; say Λ ⊆ nm. Suppose 2 ≤ k < ℵ0. Then say that
dim∗(Λ) ≥ k if there is some t ∈ [n×m]k−1 and some sequence (ws : s ∈ [t]k−2 ∪ {t}) from
Λ, such that each ws∩ t = s. (In particular, this implies t is a partial function from n to m.)
Note that 2 ≤ k′ ≤ k and dim∗(Λ) ≥ k implies dim∗(Λ) ≥ k′; thus we can let dim∗(Λ) be the
supremum of all 2 ≤ k < ℵ0 such that dim(Λ) ≥ k. (If dim∗(Λ) 6≥ 2 then let dim∗(λ) = 1.)
Note that always |Λ| ≥ dim∗(Λ) ≥ dim(∆Λ). Further, dim∗(Λ) = 1 if and only if Λ is a
singleton, and dim∗(Λ) ≤ 2 if and only if the closure of Λ under intersections forms a tree
under ⊆.
Theorem 6.7. Suppose θ is a regular uncountable cardinal, µ = µ<θ, 3 ≤ k < ℵ0 and
λ ≤ µ+(k−2). Suppose T is a countable simple theory with Λ-type amalgamation for all
Λ ∈ Λ with dim∗(Λ) < k. Then T has the (λ, µ, θ,ℵ0)-coloring property.
In particular, if T is any countable simple theory, then T has the (µ+, µ, θ,ℵ0)-coloring
property.
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Proof. The first claim follows by exactly the same proof as Theorem 6.4.
For the second claim, it suffices to note that in every simple theory, we can amalgamate
systems of types indexed by independent trees of models, provided the types do not fork
over the root. This follows easily from the independence theorem, as spelled out in Lemma
4.9 of [24].
We now consider the case when θ = ℵ0. Not much is known here, although the following
theorems can be proved analogously to Theorems 5.1 and 6.4, respectively.
Theorem 6.8. Suppose 3 ≤ k < n < ℵ0. Then for all cardinals µ and λ, Tn,k has the
(λ, µ, θ, k)-coloring property.
Theorem 6.9. Suppose 3 ≤ k < n < ℵ0. Then for all cardinals µ and for all cardinals λ
which are not big enough for (µ,ℵ0, k), Tn,k has the (λ, µ, θ,ℵ0)-coloring property.
7 Boolean Algebras and Forcing
In this section, we fix notation for forcing and forcing iterations and observe some basic facts
about them; essentially we follow [13] and [7].
We assume the reader is familiar with the standard treatment of forcing in terms of partial
orders; see for instance [12] as a reference. In the special case of forcing by a complete Boolean
algebra B (or really, by the set B+ of positive elements of B), certain notational simplications
take place. Normally, passing to the Boolean algebra completion is not worth the trouble;
however, since we are obliged to consider Boolean algebra completions in any case, we may
as well avail ourselves of the advantages.
A forcing notion is a pre-order (P,≤) with a maximal element 1; in other words, ≤ is a
transitive relation. We will always identify P with its separative quotient, defined by putting
p ∼ q if for all p′ ∈ P , p′ is compatible with p if and only if p′ is compatible with q. When
we say that P is a forcing notion, we always mean P is a set (rather than a proper class). If
P is a forcing notion and p, q ∈ P , then say that p decides q if either p ≤ q or else p and q
are incompatible. By separativity, the set of all elements of P which decide q is dense in P .
A complete boolean algebra B is a structure (B,≤, 0, 1,∧,∨,¬) satisfying the axioms
for a Boolean algebra, with the greatest lower bound property (equivalently, the least upper
bound property). When we view B as a forcing notion, we always mean B+, the set of
positive elements of B.
Suppose B0,B1 are complete Boolean algebras. Then say that B0 is a complete subalgebra
of B1 if B0 is a subalgebra of B1, and for every X ⊆ B0, the join of X as computed in B0 is
the same as computed in B1. (This implies the corresponding statements for meets.)
Given a forcing notion P , let B(P ) be its Boolean algebra completion; this is the Boolean
algebra (unique up to isomorphism) such that P densely embeds into B(P ). (See Theorem
14.10 of [7].) We always view P as a dense subset of B(P ); this is possible because, as
mentioned above, we always identify P with its separative quotient. Every element of B(P )
can be written as
∨
X for some X ⊆ P , which in fact can be chosen to be an antichain.
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Further,
∨
X ≤ ∨Y if and only if for every x ∈ X, there is x′ ≤ x and y ∈ Y such that
x′ ≤ y.
Say that the forcing notion P is θ-closed if every descending chain from P of length less
than θ has a lower bound in P . Say that P is κ-c.c. if every antichain from P has size less
than κ. Say that P is < θ-distributive if the intersection of every family of < θ-many dense,
downward closed subsets of P is dense. Note that the latter two properties are preserved
under passing to B(P ), and if P is θ-closed then it is < θ-distributive.
Suppose B is a complete Boolean algebra. Then define NB, the class of nice B-names, as
follows: σ˙ ∈ NB if σ˙ is a partial function from NB into B. For any forcing notion P , define
NP , the set of nice P -names, to just be NB(P ). Note that whenever P is a forcing notion,
then every P -name is equivalent to a nice P -name.
Suppose B is a complete Boolean algebra, ϕ(xi : i < n) is a formula of set theory, and
σ˙i : i < n is a sequence of nice B-names. Then define ‖ϕ(σ˙i : i < n)‖B to be the supremum of
all a ∈ B+ such that a B+ ϕ(σ˙i : i < n). Note that ‖ϕ(σ˙i : i < n)‖B  ϕ(σ˙i : i < n), i.e. the
supremum is attained. Thus, whenever G is B+-generic over V, then V[G] |= ϕ(σ˙Gi : i < n)
if and only if ‖ϕ(σ˙i : i < n)‖B ∈ G.
Suppose B is a complete Boolean algebra and X˙ ∈ NB. Then a partition of B by X˙ is
a map A˙ : dom(X˙) → B (so in particular A˙ ∈ NB) such that B forces that A˙ has a single
element
⋃
A˙, which is in X˙. Define NB(X˙), the set of nice names for elements of X˙, to be
the set of all
⋃
A˙, for A˙ a partition of B by X˙ (formally, for each partition A˙ of B by X˙,
pick some name
⋃
A˙ ∈ NB for the unique element of A˙). The point is that when considering
names for elements of X˙, it is enough to consider just names in NB(X˙), which is a set.
If P is a forcing notion and X˙ is a nice P -name, then let NP (X˙) := NB(P )(X˙).
Definition 7.1. Suppose α∗ > 0 is an ordinal. By a < θ-support forcing iteration of length
α∗, we mean sequences (Pα : α ≤ α∗), (Q˙α : α < α∗), where:
• Each Pα is a forcing notion consisting of α-sequences, so P0 = {0} is the trivial forcing
notion;
• For each α < α∗, Q˙α is a nice Pα-name for a forcing notion; we can always suppose Pα
decides what 1Q˙α is;
• For each α < α∗, Pα+1 is the set of all α+1-sequences p such that p α∈ Pα and p(α) ∈
NPα(Q˙α), and where p ≤Pα+1 q if: p α≤Pα q α, and p α forces that p(α) ≤Q˙α q(α).
• For all α ≤ α∗ limit, Pα is the set of all α-sequences p such that for all β < α, p β∈ Pβ,
and further, supp(p) has cardinality less than θ, where supp(p) is {β < α : p(β) = 1Q˙β};
put p ≤Pα q if for all β < α, p β≤Pβ q β.
Note that Q˙0 is really just a forcing notion in V, so we write it as Q0. In the case α∗ = 2,
we write P2 = Q0 ∗ Q˙1.
Note that under our definitions, if P,Q are forcing notions, then P ∗ Q˙ is larger than
P × Q (although they both have the same Boolean algebra completions). Also, it is not
23
generally true that < θ-support products are equivalent to the corresponding < θ-support
forcing iterations. However, we will only consider < θ-forcing iterations where each Pα forces
that Q˙α is θ-closed; this avoids such pathologies. Recall the standard fact that if each Pα
forces that Q˙α is θ-closed, then Pα∗ is θ-closed; see [13].
Note that forcing iterations P ∗ Q˙ are almost never separative, since whenever P and Q˙
are nontrivial, then we can find p ∈ P and distinct q˙0, q˙1 ∈ NP (Q˙) such that p  q˙0 = q˙1.
Nonetheless, we remind the reader of our notational deceit of always identifying forcing
notions with their separative quotients.
If (Pα : α ≤ α∗), (Q˙α : α < α∗) is a forcing iteration, then for all α < β ≤ α∗, B(Pα) is a
complete subalgebra of B(Pβ). It turns out we get projection maps in this scenario. These
maps will be very helpful later:
Definition 7.2. Suppose B0 is a complete subalgebra of B1. Then define pi = piB1B0 : B1 → B0
as follows. Suppose a ∈ B1; then let pi(a) be the meet of all b ∈ B0 with b ≥ a.
We now have a couple of lemmas exploring this notion.
Lemma 7.3. (A) Suppose B0 is a complete subalgebra of B1 and a ∈ B1. Then piB1B0(a) ≥
a, and is the least element of B0 satisfying this.
(B) Each piB,B is the identity of B. If B0 ⊆ B1 ⊆ B2 are complete subalgebras, then
piB1B0 ◦ piB2B1 = piB2B0 .
(C) Suppose B0 is a complete subalgebra of B1, and a ∈ B1. Write pi = piB1B0 . Then for
every b ∈ B0, b ∧ pi(a) is nonzero if and only if b ∧ a is nonzero. This characterizes
pi(a).
Proof. (A): Let X be the set of all b ∈ B0 with b ≥ a. Since a is a lower bound to X, we
get that a ≤ ∧X = piB1B0(a). The second statement is clear.
(B): Clearly, piBB is the identity. For the second part, suppose a2 ∈ B2 is given. Let X21
be the set of all a ∈ B1 with a ≥ a2, and write a21 =
∧
X21. Similarly, let X20 be the set of
all a ∈ B0 with a ≥ a0, and write a20 =
∧
X20; and let X210 be the set of all a ∈ B0 with
a ≥ a21, and write a210 =
∧
X210. We wish to show that a210 = a20; for this it suffices to
show that X210 = X20. That is, given a ∈ B0, we show that a ≥ a21 if and only if a ≥ a2.
By part (A) we have that a21 ≥ a2, so suppose a ≥ a2; we show a ≥ a21. But this is clear,
since a must be in X21.
(C): Since pi(a) ≥ a, we have that if b ∧ a is nonzero, then so is b ∧ pi(a). On the other
hand, if b ∧ a = 0, then ¬b ≥ a, so pi(a) ≤ ¬b, so b ∧ pi(a) = 0. Uniqueness is clear.
We relate this to forcing:
Lemma 7.4. Suppose (P, Q˙) is a two-step forcing iteration. Write B1 = B(P ∗Q˙), and write
B0 = B(P ), and write pi = piB1B0 .
(A) Suppose (q, q˙) ∈ P ∗ Q˙ ⊆ B1; then pi(q, q˙) = q.
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(B) More generally, if a =
∨
δ<δ∗(qδ, q˙δ) ∈ B1, then pi(a) =
∨
δ<δ∗ qδ.
(C) If a ∈ B1, then pi(a) is the join of all q ∈ P such that for some q˙ ∈ NP (Q˙), we have
(q, q˙) ≤ a.
(D) If a ∈ B1, and q ∈ P , then q ≤ pi(a) if and only if there is some q˙ ∈ NP (Q˙) such that
(q, q˙) ≤ a. This characterizes pi(a).
Proof. (A) follows from (B).
(B): Write a0 =
∨
δ<δ∗ qδ. We show that for all b ∈ B0, b ∧ a0 is nonzero if and only if
b ∧ a is nonzero; this suffices, by Lemma 7.3. Suppose b ∧ a0 is nonzero; then we can find
δ < δ∗ such that b ∧ qδ is nonzero. Choose q ∈ P with q ≤ b ∧ qδ; then (q, q˙δ) ≤ b ∧ a
is nonzero, as desired. Conversely, if b ∧ a0 is nonzero, then we can find δ < δ∗ such that
b∧ (qδ, q˙δ) is nonzero; thus b∧ qδ is nonzero. (We are identifying q ∈ P with (q, 1) in P ∗ Q˙.)
(C) follows from (B) (let (qδ, q˙δ) : δ < δ∗ list all elements of P ∗ Q˙ below a).
(D): let X be the set of all q ∈ P such that there is some q˙ ∈ NP (Q˙) with (q, q˙) ≤ a. By
(C) (or (B)), pi(a) =
∨
X. Thus, whenever q ∈ X then q ≤ pi(a). (D) asks for the converse.
So suppose q ≤ pi(a). Let C be a maximal antichain of P below q, such that C ⊆ X (this is
possible since pi(a) =
∨
X). For each p ∈ C choose p˙(p) ∈ Q˙ such that (p, p˙(p)) ≤ a. Let
q˙ ∈ NP (Q˙) be a P -name for an element of Q˙, such that for each p ∈ C, p  q˙ = p˙(p). I claim
that (q, q˙) ≤ a. It suffices to show that (q, q˙) ≤ ∨p∈C(p, p˙(p)). This amounts to showing
that if (r, r˙) ≤ (q, q˙), then (r, r˙) is compatible with (p, p˙(p)) for some p ∈ C; but this is clear,
since we can find some p ∈ C such that r is compatible with p (since q = ∨C), so choose
r′ ≤ r ∧ p. Then r′  p˙(p) = q˙, so (p, p˙(p)) and (r˙, q˙) are compatible, as witnessed by the
lower bound (r′, p˙(p)) = (r′, q˙) (recalling our convention that we really always work in the
separative quotient). Uniqueness is clear.
Finally, we will need the following lemma. The special case when B = P(λ) is Proposition
4.1 of [8]. A cardinal τ is strongly compact if, whenever Γ is a set of Lττ -formulas, if every
subset of Γ of size less than τ is satisfiable, then Γ is satisfiable. Every supercompact cardinal
is strongly compact.
Lemma 7.5. Suppose τ is strongly compact, and B is a complete Boolean algebra, and D
is a τ -complete filter on B. Suppose B is < τ -distributive. Then D extends to a τ -complete
ultrafilter on B.
Proof. Let L be the language with a constant symbol for each element a ∈ B (also denoted
a), and with a unary relation symbol U . Let Γ assert the following:
• {a ∈ B : U(a)} is an ultrafilter (this is first-order);
• For every descending chain (aγ : γ < γ∗) from B of length less then τ , if U(aγ) holds
for each γ then U(
⋂
γ aγ) holds;
• U(a) holds for all a ∈ D.
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To see that this is τ -satisfiable: let Γ0 ⊆ Γ have size less than τ . Choose X ∈ [B]<τ
containing all the constants appearing in Γ0. Let a0 =
⋂{a : a ∈ X ∩ D}, so a ∈ D is
nonzero (as D is τ -complete). Choose a1 ≤ a0 nonzero such that a1 decides every element
of X (this is possible since B is < τ -distributive). For all b ∈ B, define U(b) to hold if and
only if a ≤ b. Then this clearly defines a model of Γ0.
8 Full Boolean-Valued Models
We recall the setup of [23].
As a convention, if X is a set and L is a language, then L(X) is the set of formulas of L
with parameters taken from X.
Suppose B is a complete Boolean algebra. A B-valued structure is a pair (M, ‖·‖M) where
M is a set and ‖·‖M is a map from L(M) to B, which satisfies a natural list of axioms, for in-
stance: for every formula ϕ(x, a) ∈ L(M), ‖∃xϕ(x, a)‖M = supa∈M ‖ϕ(a, a)‖M. We are only
interested in the case when M is full, i.e. when in fact ‖∃xϕ(x, a)‖M = maxa∈M‖ϕ(a, a)‖M.
If T is a theory, then we write M |=B T , and say that M is a full B-valued model of T , if
‖ϕ‖M = 1 for all ϕ ∈ T .
For example, (ordinary) L-structures are the same as full {0, 1}-valued L-structures,
which can thus be viewed as full B-valued structures for any B. Also, if M is an L-structure
and λ is a cardinal, then Mλ is a P(λ)-valued L-structure; moreover, we have the canonical
elementary embedding i : M  Mλ, given by the diagonal map. We call this the pre- Los´
map.
If M is a full B-valued model of T and U is an ultrafilter on B, then we can form the
specialization M/U |= T , which comes equipped with a canonical surjection [·]U : M →
M/U , satisfying that for all ϕ(a) ∈ L(M), M/U |= ϕ([a]U) if and only if ‖ϕ(a)‖M ∈ U .
This generalizes the ultrapower construction Mλ/U ; note that the  Los´ embedding of M into
Mλ/U is the composition of the pre- Los´ embedding with [·]U .
In [23], we prove the following compactness theorem for full Boolean-valued models:
Theorem 8.1. Suppose B is a complete Boolean algebra, X is a set, Γ ⊆ L(X), and
F0, F1 : Γ→ B with F0(ϕ(a)) ≤ F1(ϕ(a)) for all ϕ(a) ∈ Γ. Then the following are equivalent:
(A) There is some full B-valued structure M and some map τ : X →M, such that for all
ϕ(a) ∈ Γ, F0(ϕ(a)) ≤ ‖ϕ(τ(a))‖M ≤ F1(ϕ(a));
(B) For every finite Γ0 ⊆ Γ and for every c ∈ B+, there is some {0, 1}-valued L-structure
M and some map τ : X → M , such that for every ϕ(a) ∈ Γ, if c ≤ F0(ϕ(a)) then
M |= ϕ(τ(a)), and if c ≤ ¬F1(ϕ(a)) then M |= ¬ϕ(τ(a)).
Here is a first application: given B-valued models M ⊆ N, say that M  N if ‖ · ‖M ⊆
‖ · ‖N. Say that N is λ+-saturated if for every M0  N with |M0| ≤ λ and for every
M1  M0 with |M1| ≤ λ, there is some elementary embedding f : M1  N extending
the inclusion from M0 into N. Then in [23], we show that for every B-valued structure M
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and for every λ, there is an elementary extension N M such that N is full and moreover
λ+-saturated.
Suppose T is a complete countable theory, and U is an ultrafilter on the complete Boolean
algebra B. We observe in [23] that if there is some λ+-saturated M |=B T with M/U λ+-
saturated, then for every λ+-saturated M |=B T , M/U is λ+-saturated. We define that U
λ+-saturates T in this case. This coincides with Malliaris and Shelah’s notion of (λ,B, T )-
morality.
Finally, in [23] we give the following generalization of Malliaris and Shelah’s Existence
Theorem and Separation of Variables:
Theorem 8.2. Suppose B0,B1 are complete Boolean algebras such that c.c.(B0) > λ (i.e.
B0 has an antichain of size λ) and 2<c.c.(B1) ≤ 2λ. Suppose U1 is an ultrafilter on B1. Then
there is a strongly λ-regular ultrafilter U0 on B0 such that for all complete countable theories
T , U0 λ+-saturates T if and only if U1 does.
We immediately obtain the following corollary:
Corollary 8.3. Suppose T0, T1 are theories. Then T0 E T1 if and only if for every λ, for
every complete Boolean algebra B with the λ+-c.c., and for every ultrafilter U on B, if U
λ+-saturates T1, then U λ+-saturates T0.
In fact, if B has the λ+-c.c. and U is an ultrafilter on B, then the set of all complete
countable theories which are λ+-saturated by U is a principal dividing line in Keisler’s order.
It will be convenient to have a more combinatorial formulation of U λ+-saturating T .
Definition 8.4. Given an index set I, an I-distribution in B is a function A : [I]<ℵ0 → B+,
such that A(∅) = 1, and s ⊆ t implies A(s) ≥ A(t). If D is a filter on B, we say that A is
in D if im(A) ⊆ D. I will often be λ, but at other times it is convenient to let I be a partial
type p(x).
Say that A is multiplicative if for all s ∈ [I]<ℵ0 , A(s) = ∧i∈s A({i}). Clearly, multiplica-
tive distributions are in correspondence with maps A : I → B+ such that the image of A
has the finite intersection property.
If A,B are I-distributions in B, then say that B refines A if B(s) ≤ A(s) for all s ∈ [I]<ℵ0 .
Suppose T is a theory, and I is an index set. Say that ϕ is an I-sequence of formulas if
ϕ = (ϕi(x, yi) : i ∈ I) for some sequence of formulas ϕi(x, yi), where all of the yi’s are disjoint
with each other and with x. If B is a complete Boolean algebra and A is an I-distribution
in B, then say that A is an (I, T, ϕ)- Los´ map if there is some M |=B T and some choice of
ai ∈ M|yi| such that for every s ∈ [I]<ℵ0 , A(s) = ‖∃x
∧
i∈s ϕi(x, ai)‖M. Say that A is an
(I, T )- Los´ map if it is an (I, T, ϕ)- Los´ map for some ϕ.
In [23] we prove the following:
Theorem 8.5. Suppose U is an ultrafilter on the complete Boolean algebra B, and T is a
complete countable theory. Then U λ+-saturates T if and only if every (λ, T )- Los´ map in U
has a multiplicative refinement in U .
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Finally, we quote a pair of nonsaturation theorems from [22]. Trf is the theory of the
random binary function; it is proven to be a Keisler-minimal unsimple theory in [22]. Tnlow
is a supersimple nonlow theory defined by Casanovas and Kim [3]; it is proven to be a
Keisler-minimal nonlow theory in [22].
Theorem 8.6. Suppose B is a complete Boolean algebra; write λ = c.c.(B). Suppose U is
a nonprincipal ultrafilter on B. Then U does not λ+-saturate any nonsimple theory. In fact,
we can find a (λ, Trf )- Los´ map A in U , such that whenever B is a complete subalgebra of
B∗, if B∗ has the λ-c.c., then A has no multiplicative refinement in B∗.
Theorem 8.7. Suppose B is a complete Boolean algebra; write λ = c.c.(B). Suppose U is
an ℵ1-incomplete ultrafilter on B. Then U does not λ+-saturate any nonlow theory. In fact,
there is a (λ, Tnlow)- Los´ map A in U such that whenever B is a complete subalgebra of B∗,
if B∗ has the λ-c.c., then A has no multiplicative refinement in B∗.
9 Colorability is Preserved Under Forcing Iterations
This section is a mild generalization of results from [21]; there, only the case θ > ℵ0 is dealt
with.
The following will follow from Theorem 9.4 (and has a somewhat easier proof):
Theorem. Suppose θ is a regular cardinal, (Pα : α ≤ α∗, Q˙α : α < α∗) is a < θ-support
forcing iteration, and suppose R is a forcing notion. Suppose 3 ≤ k ≤ θ, and each Pα forces
that Q˙α is θ-closed, has the greatest lower bounds property, and is (Rˇ, k)-colorable. Then
Pα∗ is (
∏
α∗ R, k)-colorable, where
∏
α∗ R is the < θ-support product of α∗-many copies of
R.
In fact, this would be enough for our applications, but it is inconvenient that the hypothe-
ses are not fully preserved. Namely, the greatest lower bound property is not necessarily
preserved under < θ-forcing iterations.
First of all, this is in fact only a problem when θ > ℵ0. The following is a mild general-
ization of Lemma 1.4 of [1], which addresses the case α∗ ≤ 2ℵ0 and R = (ω, ∅).
Theorem 9.1. Suppose (Pα : α ≤ α∗, Q˙α : α < α∗) is a finite support forcing iteration, and
suppose R is a poset. Suppose 3 ≤ k ≤ ℵ0, and each Pα forces that Q˙α is (Rˇ, k)-colorable.
Then Pα∗ is (
∏
α∗ R, k)-colorable, where
∏
α∗ R is the finite support product of α∗-many
copies of R.
Proof. Suppose (Pα : α ≤ α∗), (Q˙α : α < α∗) and R are given. For each α < α∗, Pα forces
there is some (Rˇ, k)-coloring F˙α : Q˙α → Rˇ of Q˙α. We can suppose Pα forces that F˙α(1) = 1.
Let R′ =
∏
α∗ R be the finite support product of α∗-many copies of R; we show that Pα∗ is
(R′, k)-colorable.
Let P 0 ⊆ Pα∗ be the set of all p such that for each α < α∗, p α decides F˙α(p(α)). I
claim that P 0 is dense in Pα∗ . Suppose towards a contradiction p ∈ Pα∗ had no extension
in P 0. Write p0 = p. Having defined pn ≤ p, let αn < α∗ be largest so that pn αn does
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not decide F˙αn(pn(αn)) (this is possible since supp(pn) is finite). Choose qn ≤ pn αn in Pαn
which decides F˙αn(pn(αn)). Let pn+1 ∈ Pα∗ be defined by: pn+1(α) = pn(α) for all α ≥ αn,
and pn+1(α) = qn(α) for all α < αn. Then pn+1 < pn and we can continue. But this will give
an infinite decreasing sequence of ordinals (αn : n < ω).
Thus P 0 is dense in Pα∗ . We now find an (R
′, k)-coloring F : P 0 → R′, which suffices.
Given p ∈ P 0 and α < α∗, let rα(p) ∈ R be such that p α forces that F˙α(p(α)) = rˇα(pˇ).
Let r = (rα : α < α∗); since rα = 1 whenever α 6∈ supp(p), we have that r ∈ R′. Define
F (p) = r.
Now suppose (pi : i < i∗) is a sequence from P 0 with i∗ < k, such that (F (pi) : i < i∗)
are compatible in R′. Write Γ =
⋃
i<i∗ supp(pi).
By induction α ≤ α∗, we construct a lower bound sα to (pi α: i < i∗) in Pα, such that
supp(sα) ⊆ Γ ∩ α, and for α < α′, sα′ α= sα.
Limit stages of the induction are clear. So suppose we have constructed sα. If α 6∈
Γ clearly we can let sα+1 = sα
_(1Q˙α); so suppose instead α ∈ Γ. sα forces that each
F˙α(pi(α)) = rˇα(pˇi), and (rα(pi) : i < i∗) are compatible in Rα, thus we can choose q˙ ∈
NPα(Q˙α), such that sα forces q˙ is a lower bound to (pi(α) : i < i∗) in Q˙α. Let sα+1 = sα _(q˙).
Thus the induction goes through, and sα∗ is a lower bound to (pi : i < i∗).
For θ > ℵ0, we find the following sweet spot intermediate between being (R, k) colorable,
and being (R, k)-colorable and θ-closed and having the greatest lower bounds property.
Definition 9.2. Suppose P,R are forcing notions and 3 ≤ k ≤ ℵ0. Then say that P is
strongly (R, k)-colorable if for some dense subset P0 of P , there is some F : P0 → R, such
that for every sequence s ∈ [P0]<k, if F [s] is compatible in R, then s has a greatest lower
bound in P . We also say that F : (P, P0)→ R is a strong (R, k)-coloring of P .
Say that P has greatest lower bounds for < θ-chains if whenever (pα : α < α∗) is a
descending chain from P of length α∗ < θ, then (pα : α < α∗) has a greatest lower bound in
P . (In particular, this implies P is θ-closed.)
The following lemma sums up some immediate facts.
Lemma 9.3. Suppose θ is a regular cardinal, 3 ≤ k ≤ ℵ0, and P,R are forcing notions.
1. If P is strongly (R, k)-colorable then P is weakly (R, k)-colorable.
2. If P is strongly (R, k)-colorable and R is (R′, k)-colorable, then P is strongly (R′, k)-
colorable.
3. If P has the greatest lower bound property, then P is (R, k)-colorable if and only if P
is strongly (R, k)-colorable. In particular, this holds whenever P is of the form ΓθM,M0 .
Theorem 9.4. Suppose θ is a regular uncountable cardinal, (Pα : α ≤ α∗, Q˙α : α < α∗) is
a < θ-support forcing iteration, and suppose R is a forcing notion. Suppose 3 ≤ k ≤ ℵ0,
and each Pα forces that Q˙α has greatest lower bounds for < θ-chains, and is strongly (Rˇ, k)-
colorable. Then Pα∗ has greatest lower bounds for < θ-chains, and is strongly (
∏
α∗ R, k)-
colorable, where
∏
α∗ R is the < θ-support product of α∗-many copies of R.
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Proof. This is theorem 3.5 of [21], but we repeat the proof for the reader’s convenience.
Suppose (Pα : α ≤ α∗), (Q˙α : α < α∗) and R are given. For each α < α∗, Pα forces there
is some strong (Rˇ, k)-coloring F˙α : (Q˙α, Q˙
0
α)→ Rˇ of Q˙α (so Q˙0α is forced to be a dense subset
of Q˙α, and F˙α : Q˙
0
α → Rˇ). We can suppose Pα forces that F˙α(1Q˙α) = 1Rˇ. Since each Q˙0α
is forced by Pα to be dense in Q˙α, the sequence (Q˙
0
α : α < α∗) induces a forcing iteration
(P 0α : α ≤ α∗), (Q˙0α : α < α∗), with each P 0α dense in Pα (so these are equivalent forcing
iterations).
We begin by proving the following easy claim.
Claim. Pα∗ has greatest lower bounds for < θ-chains. In fact, suppose γ∗ < θ, and (pγ :
γ < γ∗) is a descending chain from Pα∗ ; then it has a greatest lower bound p in Pα∗ , such
that supp(p) ⊆ ⋃γ<γ∗ supp(pγ).
Proof. By induction on α ≤ α∗, we construct (qα : α ≤ α∗) such that each qα ∈ Pα with
supp(qα) ⊆
⋃
γ<γ∗ supp(pγ) ∩ α, and for α < β ≤ α∗, qβ α= qα, and for each α ≤ α∗,
qα is a greatest lower bound to (pγ α: γ < γ∗) in Pα. At limit stages there is nothing
to do; so suppose we have defined qα. If α 6∈
⋃
γ<γ∗ supp(pγ) then let qα+1 = qα
_(1Q˙α).
Otherwise, since qα forces that (pγ(α) : γ < γ∗) is a descending chain from Q˙α, we can find
q˙, a Pα-name for an element of Q˙α, such that qα forces q˙ is the greatest lower bound. Let
qα+1 = qα
_(q˙).
Now, if α∗ < ℵ0, then we can finish as in Case 1 (since finite iterations are also finite
support iterations). Thus we can suppose α∗ ≥ ℵ0. Let R′ =
∏
ω×α∗ R be the finite support
product of ω×α∗-many copies of R; we show that Pα∗ is (R′, k)-colorable. (The only reason
we need α∗ ≥ ℵ0 is to get R′ ∼=
∏
α∗ R.)
Fix some p ∈ P 0α∗ for a while. Note that supp(p) ∈ [α∗]<θ.
It is easy to find, for each n < ω, elements qn(p) ∈ P 0α∗ with q0(p) = p, so that for all
n < ω:
• qn+1(p) ≤ qn(p);
• For all α < α∗, qn+1(p) α decides F˙α(qn(α)).
For each n > 0 and for each α < α∗, we can find rn−1,α(p) ∈ R such that qn α forces
that F˙α(qn−1(α)) = rˇn−1,α(p). (Whenever α 6∈ supp(an−1), we have rn−1,α(p) = 0.)
Let qω(p) ∈ Pα∗ be the greatest lower bound of (qn(p) : n < ω); this exists by the claim.
Define P 0 = {qω(p) : p ∈ P 0α∗}. For each q ∈ P 0, choose p(q) ∈ P 0α∗ such that q =
qω(p(q)). For each n < ω, let pn(q) = qn(p(q)), and for each α < α∗, let rn,α(q) = rn,α(p(q)).
We have arranged that for all q ∈ P 0, q is the greatest lower bound of (pn(q) : n < ω),
and for all n < ω and α < α∗, pn+1(q) α forces that F˙α(pn(q)(α)) = rˇn,α(qˇ).
Define F : P 0 → R′ via F (q) = (rn,α(q) : α < α∗, n < ω). I claim that F : (P, P0) → R′
is a strong (R′, k)-coloring.
So suppose (qi : i < i∗) is a sequence from P 0 with i∗ < k, such that (F (qi) : i < i∗) are
compatible. Write Γ =
⋃
i<i∗,n<ω supp(pn(qi)).
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By induction α ≤ α∗, we construct a greatest lower bound sα to (pn(qi) α: i < i∗, n < ω)
in Pα, such that supp(sα) ⊆ Γ ∩ α, and for α < α′, sα′ α= sα.
Limit stages of the induction are clear. So suppose we have constructed sα. If α 6∈ Γ
clearly we can let sα+1 = sα
_(1Q˙α); so suppose instead α ∈ Γ. Let n < ω be given. Then
(rn,α(qi) : i < i∗) are compatible, and sα forces that F˙α(pn(qi)(α)) = rˇn,α(rˇi) for each i < i∗,
since pn+1(qi) α does. Thus sα forces that (pn(qi)(α) : i < i∗) has the greatest lower bound
s˙n in Q˙α. Now sα forces that (s˙n : n < ω) is a descending chain in Q˙α, and hence has the
greatest lower bound s˙. Let sα+1 = sα
_(s˙).
Thus the induction goes through, and sα∗ is a greatest lower bound to (qi : i < i∗) in Pα∗ .
Definition 9.5. Suppose θ is a regular cardinal and Y is a set. Let PY,θ,∞ be the class of all
forcing notions of the form PXY θ, for some set X. Suppose also 3 ≤ k ≤ ℵ0. If θ > ℵ0, then
let PY,θ,k be the class of all forcing notions which are strongly (PXY θ, k)-colorable for some
set X. Also, let PY,ℵ0,k be the class of all forcing notions which are (PXY ℵ0 , k)-colorable for
some set X.
We will only be interested in the case where Y = µ is a cardinal with µ = µ<θ, but we
formulate the definition as above because forcing notions in Pµ,θ,k will typically collapse µ,
and we still wish to speak of Pµ,θ,k in the forcing extension.
In [18] and the sequel [19], Malliaris and Shelah obtain dividing lines in Keisler’s order
by constructing sufficiently generic ultrafilters on the Boolean-algebra completion of P2λµθ
where µ = θ<θ. In other words they are working with Pµ,θ,∞. In order to detect various
amalgamation properties of theories, they vary the target level of saturation µ+ ≤ λ ≤ µ+ω.
Working with Pµ,θ,k allows us to obtain sharper model-theoretic results.
The following are some key properties of Pµ,θ,k.
Theorem 9.6. Suppose θ is a regular cardinal and µ = µ<θ.
(A) For every P ∈ Pµ,θ,k, P is θ-closed and has the µ+-c.c.
(B) Suppose P,Q ∈ Pµ,θ,k. Then P forces that Qˇ ∈ PV[G˙]µ,θ,k.
(C) Suppose (Pα : α ≤ α∗), (Q˙α : α < α∗) is a < θ-support forcing iteration, such that each
Pα forces Q˙α ∈ PV[G˙α]µ,θ,k , where G˙α is the Pα-generic filter. Then Pα∗ ∈ Pµ,θ,k.
(D) Pµ,θ,k is closed under < θ-support products.
Proof. (A): P is θ-closed by definition of Pµ,θ,k. For the µ+-c.c.: we can find some R := PXµθ,
and some (R, 3)-coloring F : P → R. Now R has the µ+-c.c. by the ∆-system lemma, so it
immediately follows that P does as well.
(B): If F : (Q,Q0)→ R is a strong (R, k)-coloring, then this will continue to work in any
forcing extension by P , because k ≤ θ and P is θ-closed.
(C): We want to apply Theorem 9.1 or Theorem 9.4 (depending on whether θ = ℵ0).
To do so, we need to find some fixed R ∈ Pθ,µ,∞ such that each Pα forces Q˙α is (strongly)
(R, k)-colorable. Take R = Pλµθ for λ large enough.
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(D) follows immediately from (B) and (C) (and also using that each P ∈ Pµθk is θ-closed,
so that< θ-support products are equivalent to the corresponding< θ-support iterations).
10 The Ultrafilter Constructions
In this section, we give a streamlined construction of the perfect and optimal ultrafilters of
Malliaris and Shelah from [18], [19].
Recall that s = (λ, µ, θ, τ, k) is a suitable sequence of cardinals if:
• τ ≤ θ ≤ µ = µ<θ < λ;
• θ is regular, and τ is either ℵ0 or else supercompact;
• 3 ≤ k ≤ ℵ0.
Suppose s is a suitable sequence. Our goal is to build a long forcing iteration (Pα :
α ≤ α∗, Q˙α : α < α∗) from Pµ,θ,k, then build a sufficiently generic τ -complete ultrafilter on
B(Pα∗), and then check which theories it λ+-saturates. While we follow the general outline
of Malliaris and Shelah, our treatment differs in two respects. First, Malliaris and Shelah use
Pµ,θ,∞ rather than Pµ,θ,k; our approach allows us to circumvent some ingenious but ad-hoc
coding methods (e.g. “collision detection”) and obtain sharper bounds on our final dividing
lines. Second, in our construction of (Pα : α ≤ α∗), (Q˙α : α < α∗), we will be anticipating not
only (λ, T )- Los´ maps in B(Pα), but also entire ultrafilters on B(Pα). The upshot is that we
get a better handle on which theories our eventual ultrafilter will λ+-saturate. On the other
hand, we lose control over the length α∗ of the forcing iteration. In view of Corollary 8.3,
this is not actually important, since B(Pα∗) will have the λ+-c.c (in fact, the λ-c.c.)
If A is an I-distribution in B, then for S ⊆ I, it is convenient to define A(S) =∧
s∈[S]<ℵ0 A(s). We will only use this notation when A is in a τ -complete ultrafilter U
and |S| < τ , in which case A(S) is also in U .
The following lemma describes the situation we will be interested in while building our
generic ultrafilter U on B(Pα∗).
Lemma 10.1. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence, and T is a complete first
order theory. Suppose P ∈ Pµ,θ,k, and U is a τ -complete ultrafilter on B(P ), and A is a
λ-distribution in U . Then the following are equivalent:
(A) There is some Q˙ ∈ PV[G˙]µ,θ,k and some multiplicative refinement B of A in B(P ∗ Q˙), such
that for every S ∈ [λ]<τ , pi(B(S)) ∈ U . (Here G˙ is the name for the P -generic filter,
and pi = piB(P∗Q˙),B(P ) : B(P ∗ Q˙) → B(P ) is the projection map. PV˙ [G]µ,θ,k is the class of
P -names for elements of Pµ,θ,k, as computed in the forcing extension.)
(B) There is some Q˙ ∈ PV[G˙]µ,θ,k and some τ -complete ultrafilter V on B(P ∗ Q˙) extending U ,
such that A has a multiplicative refinement B in V .
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Proof. (A) implies (B): for each S ∈ [λ]<τ , we have that pi(B(S)) ∈ U . By Lemma 7.3(C), it
follows that U ∪ {B(S) : S ∈ [λ]<τ} generates a τ -complete filter on B(P ∗ Q˙). Since either
τ = ℵ0 or else is supercompact (and in particular strongly compact), by Lemma 7.5 we can
find a τ -complete ultrafilter V on B(P ∗ Q˙) extending U such that B is in V .
(B) implies (A): trivial.
We turn the lemma into a definition.
Definition 10.2. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence, and T is a complete
first order theory. Then say that (P,U ,A) is a (T, s)-problem if P ∈ Pµ,θ,k, and U is a
τ -complete ultrafilter on B(P ), and A is a (λ, T )- Los´ map in U . (P ∗ Q˙,B) is an s-solution
to (P,U ,A) if Q˙ ∈ PV[G˙]s,k , and B is a multiplicative refinement of A in B(P ∗Q˙), and for every
S ∈ [λ]<τ , pi(B(S)) ∈ U . Say that T has the s-extension property if every (T, s)-problem
has an s-solution.
The s-extension property will be an upper bound for our eventual principal dividing line
in Keisler’s order. In fact, if τ = ℵ0 then it will exactly be a principal dividing line in Keisler’s
order—given a sufficiently generic iteration sequence (Pα : α ≤ α∗), (Q˙α : α < α∗), we will
build our desired ultrafilter U on B(Pα∗) as a union of a chain of ultrafilters Uα on B(Pα),
and the s-extension property for T will be exactly what we need to arrange a multiplicative
refinement for a given (λ, T )- Los´ map at stage α.
For τ > ℵ0, we cannot construct τ -complete ultrafilters so na¨ıvely, and we will need
the following technical strengthening for our lower bound. This is essentially the difference
between perfect and optimal ultrafilters in [19].
Definition 10.3. Suppose s, T are as above. Suppose (P,U ,A) is a (T, s)-problem. Then
say that (P ∗ Q˙,B) is a smooth s-solution to A if it is an s-solution to A, and for each
S ∈ [λ]<τ , pi(B(S)) = ∧s∈[S]<ℵ0 pi(B(s)). Say that T has the smooth s-extension property if
every (T, s)-problem has a smooth solution.
Note that if τ = ℵ0, then every solution is smooth.
The following example explains why we require λ > µ in the definition of suitable se-
quence.
Example 10.4. Suppose, in the definition of suitable sequences s = (λ, µ, θ, τ, k), we had
allowed λ ≤ µ. Then for any such suitable sequence s, we would have that every theory T
has the smooth s-extension property.
Proof. Choose P0 ∈ s with an antichain of size λ, and let P1 be the < θ-support product
of τ -many copies of P0. Easily, P1 has an antichain of size λ
<τ . Let (cS : S ∈ [λ]<τ ) be an
antichain of P1.
Suppose (P,U ,A) is a (T, s)-problem for some T . Let Q˙ = Pˇ1. For each s ∈ [λ]<ℵ0 , let
B(s) =
∨
s⊆S∈[λ]<τ (A(S), cS) ∈ B(P )×P1 ⊆ B(P ∗Q˙). Then B is a multiplicative refinement
of A, and in fact B(S) =
∨
S⊆S′∈[λ]<τ (A(S
′), cS′) for all S ∈ [λ]<τ .
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We check that each pi(B(S)) = A(S), which shows that (P ∗ Q˙,B) is a smooth solution
to (P,U ,A). We apply Lemma 7.3(C). It suffices to show that for all a ∈ B(P ), a ∧A(S)
is nonzero if and only if a ∧ B(S) is nonzero. Since B(s) ≤ A(s), the reverse direction is
trivial, so suppose a ∧A(S) is nonzero. Then (a ∧A(S), cS) ≤ B(S) is nonzero, as desired.
On the other hand, this never happens when λ > µ. Indeed, we can establish at once the
following baselines for the s-extension properties:
Theorem 10.5. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence.
(A) Trf fails the s-extension property.
(B) If τ = ℵ0, then Tnlow fails the s-extension property.
Hence, if T is a dividing line in Keisler’s order (i.e. a E-downward closed set of complete
countable theories) such that every T ∈ T has the s-extension property, then T does not
contain any unsimple theory; if τ = ℵ0, then T does not contain any nonlow theory.
Proof. The final claim follows, since Trf is a E-minimal unsimple theory and Tnlow is a
E-minimal nonlow theory [22].
(A): Let P ∈ Pµ,θ,k have an antichain of size µ (or at least τ). Then Theorem 8.6 together
with Lemma 7.5 give a (Trf , s)-problem (P,U ,A) with no s-solution (namely, let U be any
nonprincipal, τ -complete ultrafilter on B(P ), and let A be as given in Theorem 8.6. A
will be a (λ′, T )- Los´ map for λ′ = c.c.(B(P )) ≤ λ; by Theorem 8.1, we can extend A to a
(λ, T )- Los´ map.)
(B): Similarly, by Theorem 8.7.
And the following shows that we are doing is relevant. The case τ = ℵ0 is similar to the
construction of perfect ultrafilters in [19], and the case τ > ℵ0 is similar to the construction
of optimal ultrafilters there.
Theorem 10.6. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence. Then for some P ∈ Pµ,θ,k,
there is an ultrafilter U on B(P ) which λ+-saturates every theory with the smooth s-extension
property, and does not λ+-saturate any theory which fails the s-extension property.
Proof. As a convenient abbreviation, say that (P,U ,A) is a solvable s-problem if it is a
(T, s)-problem for some countable theory T , and it has a smooth s-solution.
Let (Tδ : δ < 2
ℵ0) enumerate all complete first order theories which fail the s-extension
property. For each δ < ℵ0, let (Q0,δ,U0,δ,A0,δ) be a (Tδ, s)-problem with no s-solution. Let
Q0 be the < θ-support product of (Q0,δ : δ < 2
ℵ0); so Q0 ∈ Pθ,k. Let V1 be a τ -complete
ultrafilter on B(Q0) extending each U0,δ. Easily, for each δ < 2ℵ0 , (Q0,V0,A0,δ) is a (Tδ, s)-
problem with no s-solution (this is what we need, going forth).
The following setup is straightforward to arrange:
1. α∗ is an ordinal, and (χδ : δ < λ+) is a cofinal sequence of cardinals in α∗ (so α∗ is a
limit cardinal of cofinality λ+);
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2. (Pα : α ≤ α∗), (Q˙α : α < α∗) is a < θ-support forcing iteration, and each Pα forces
that Q˙α ∈ Pθ,k;
3. For each 1 ≤ α < α∗: βα ≤ α and (Pβα ,Uα,Aα) is a solvable s-problem, with the
smooth s-solution (Pβα ∗ Q˙α,Bα) (so in particular Q˙α is a Pβα-name);
4. For each 1 ≤ δ < λ+, for each β ≤ χδ, and for each solvable s-problem (Pβ,U ,A),
there is some α < χδ+1 such that βα = β, Uα = U and Aα = A.
By Corollary 9.6, each Pα ∈ Pµ,θ,k, and hence is θ-closed and has the µ+-c.c. It suffices to
find a τ -complete ultrafilter V on B(Pα∗) which λ+-saturates every theory with the smooth
s-extension property, and no theory which fails the s-extension property.
I claim that it suffices to find a τ -complete ultrafilter V on B(Pα∗) extending V1, such
that for all 1 ≤ α < α∗, if V extends Uα then Bα is in V (i.e. Bα(s) ∈ Uα for all s ∈ [λ]<ℵ0 ,
or equivalently for all S ∈ [λ]<τ ). Indeed, suppose V is given as such.
First suppose δ < 2ℵ0 ; then V does not λ+-saturate Tδ, since if B were a multiplicative
refinement of A0,δ in V , then (P˙ ,B) would be an s-solution to (Q0,V0,A0,δ), where P˙ is the
natural Q0-name such that B(Pα∗) ∼= B(Q0 ∗ P˙ ).
Next, we show that V λ+-saturates every T with the smooth s-extension property. Indeed,
suppose A is a (T,B(Pα∗), λ)- Los´ map in V . Since cof(α∗) = λ+ and since B(Pα∗) has the
λ+-c.c., we have that B(Pα∗) =
⋃
α<α∗ B(Pα), and so A is in B(Pβ) for some β < α∗. LetU = V ∩ B(Pβ). Since T has the smooth s-extension property, (Pβ,U ,A) is a solvable s-
problem. Choose δ < λ+ with χδ ≥ β. Choose α < χδ+1 such that βα = β, Uα = U and
Aα = A. Since V extends Uα we must have that V extends Bα, but Bα is a multiplicative
refinement to A so we are done.
So it remains to find V . If τ = ℵ0 then this is fairly trivial; having constructed V ∩B(Pα),
if V ∩B(Pα) extends Uα, then note that for all s ∈ [λ]<ℵ0 , piB(Pα+1),B(Pβα )(Bα(s)) ∈ Uα, and so
(V ∩ B(Pα)) ∪ {B(s) : s ∈ [λ]<ℵ0} has the finite intersection property. So we can find Vα+1.
Finally, suppose τ > ℵ0. We cannot adopt a straightforward construction as above, since
we cannot preserve τ -completeness through limit stages. Thus we take a different approach.
The remainder of the argument mirrors Theorem 5.9 of [19].
Let E be a normal, τ -complete ultrafilter on [H(χ)]<τ where χ is large enough, and
where H(χ) is the set of sets of hereditary cardinality less than χ. Let Ω be the set of all
N ∈ [H(χ)]<τ such that N  (H(χ),∈, . . .) where . . . is a list of the finitely many relevant
parameters we have mentioned in the proof so far. Note Ω ∈ E .
Claim. Suppose N ∈ Ω. Then there is some pN ∈ Pα∗ such that pN ≤
∧
(V1 ∩N), and pN
decides every element of Pα∗∩N , and for all α ∈ α∗ ∩N , either pN ≤ Bα(λ ∩N), or else pN
contradicts some element of Uα ∩N .
Proof. Let (αγ : γ < γ∗) enumerate N ∩ α∗ in the increasing order, so γ∗ < τ . By induction
on γ < γ∗ we construct (pγ : γ < γ∗) with each pγ ∈ Pαγ , such that:
• For γ < γ′, pγ ≥ p′γ;
• For each γ < γ∗, and for each α ∈ N ∩ α∗, pγ decides every element of B(Pαγ ) ∩N ;
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• p1 ≤
∧
(V1 ∩N);
• If pγ ≤
∧
(Uαγ ∩N) then pγ+1 ≤ Bαγ (λ ∩N).
The base case is easy. If δ < γ∗ is a limit ordinal, then when constructing pδ we just need
to handle the first and second conditions. We can do this because Pαδ is θ-closed, and hence
τ -closed.
The key point is the following. Suppose pγ is defined; write α = αγ. Suppose pγ ≤∧
(Uα ∩ N). We need to show that pγ ∧ Bα(λ ∩ N) is nonzero. Write S = λ ∩ N , and let
pi = piB(Pα+1),B(Pβα ) be the projection map. It suffices to show that pγ ≤ pi(Bα(S)). Now,
Bα(S) =
∧
s∈[S]<ℵ0 Bα(s), and each pi(Bα(s)) ∈ Uα, by definition of smooth solution. But
then each pi(Bα(s)) ∈ Uα ∩N , since [S]<ℵ0 ⊆ N . Thus pγ ≤
∧
s∈[S]<ℵ0 pi(Bα(s)) = pi(Bα(S)),
as desired. The other conditions are easy to arrange, since Pαγ+1 is τ -closed.
Let pN ∈ Pα∗ be a lower bound to (pγ : γ < γ∗). Then clearly this works, and so we have
proven the claim.
Fix such a pN for every N ∈ Ω. Define V to be the set of all a ∈ B(Pα∗) such that
{N ∈ Ω : pN ≤ a} ∈ E . I claim that V is as desired. V is obviously a filter. Given
a ∈ B(Pα∗), we have that {N ∈ Ω : a ∈ N} ∈ E since E is fine, thus V is an ultrafilter. Since
E is τ -complete, so is V .
Finally, suppose α < α∗; we need to show that either Bα is in V or else V does not extend
Uα. Let C1 := {N ∈ Ω : pN ≤
∧Uα ∩N}, and let C2 = {N ∈ Ω : pN 6≤ ∧Uα ∩N}. Either
C1 ∈ E or else C2 ∈ E . Suppose first that C1 ∈ E . Then for each N ∈ C1 and for each
s ∈ [λ]<ℵ0 ∩ N , pN ≤ Bα(s); since E is fine, it follows that each Bα(s) ∈ V , so B is in V .
Next, suppose C2 ∈ E ; for each N ∈ C2, we can choose f(N) ∈ Uα∩N such that pN 6≤ f(N).
Since E is normal, we can find C ⊆ C2 with C ∈ E , such that f is constant on C, say with
value a ∈ Uα. Then a 6∈ V , so V does not extend Uα. Thus, in either case, either Bα is in V
or else V does not extend Uα.
Corollary 10.7. Suppose s = (λ, θ, τ, k) is a suitable sequence. Then there is a principal
dividing line in Keisler’s order between the s-extension property and the smooth s-extension
property. If τ = ℵ0 then the s-extension property is itself a principal dividing line.
Proof. This follows from Theorem 10.6 since for every P ∈ s, B(P ) has the λ+-c.c. (in fact,
it has the λ-c.c.)
11 The s-extension property
In this section, we give sufficient and necessary conditions (separately) for T to have the
(smooth) s-extension property.
The following is the necessary condition; note the similarity of proof to Theorem 5.6.
Theorem 11.1. Suppose s = (λ, µ, θ, τ, k∗) is a suitable sequence. Suppose 2 ≤ k < k∗, and
λ is big enough for (µ, θ, k). If T admits ∆k+1,k, then T fails the s-extension property.
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Proof. Let P = P[λ]kµθ ∈ Pµ,θ,k∗ . Write B = B(P ); for each v ∈ [λ]k, write cv = {(v, 0)} ∈
P ⊆ B. Let A be the [λ]k−1-distribution in B, defined by putting A(s) = ∧{cv : v ∈
[λ]k, [v]k−1 ⊆ s}. Easily, A is a ([λ]k−1, T )- Los´ map.
Suppose Q˙ ∈ PV[G˙]µ,θ,k∗ is given; it suffices to show that A has no multiplicative refinement
in B(P ∗ Q˙). Suppose towards a contradiction that there were, say B. For a large enough
set X, we can find a B-name F˙ such that B forces F˙ : Q˙ → PˇXˇµθ is a (PˇXˇµθ, k∗)-coloring.
Write R = PXµθ.
For each v ∈ [λ]<ℵ0 choose (pv, q˙v) ∈ P ∗ Q˙ such that (pv, q˙v) ≤ B([v]k−1) and pv decides
F˙ (q˙v), say pv forces that F˙ (q˙v) = fˇv for some fv ∈ R.
Define F : [λ]<ℵ0 → [λ]<θ via F (v) = v ∪ ⋃ dom(pv). Write Y = X ∪ [λ]k, and define
G : [λ]<ℵ0 → PY µθ via G(v) = pv ∪ fv. Since λ is big enough for (µ, θ, k), we can find some
v ∈ [λ]k and some (wu : u ∈ [v]k−1) from [λ]<ℵ0 , such that each wu ∩ v = F (wu)∩ v = u, and
such that
⋃{G(wu) : u ∈ [v]k−1} is a function.
Write p =
⋃
u∈[v]k−1 pwu ∈ P . Then p forces that each F˙ (q˙wu) = fˆwu ; since
⋃{fwu :
u ∈ [v]k−1} is a function, we get that p forces that {q˙wu : u ∈ [v]k−1} are compatible in
Q˙, say with lower bound q˙. So (p, q˙) ∈ P ∗ q˙ is a lower bound to ((pwu , q˙wu) : u ∈ [v]k−1).
Note that v 6∈ dom(p), since if v ∈ dom(pwu) say, then v ⊆
⋃
dom(pwu), contradicting that
F (wu) ∩ v = u. Thus we can choose p′ ≤ p in P with p′(v) = 1; note than (p′, q˙) ∈ P ∗ Q˙.
Now for each u ∈ [v]k−1, (p′, q˙) ≤ (pwu , q˙wu) ≤ B([wu]k−1) ≤ B({u}). Thus, by multi-
plicativity, (p′, q˙) ≤ B([v]k−1) ≤ A([v]k−1) = {(v, 0)}, contradicting the choice of p′.
For the sufficient conditions, we relate the s-extension property to the (λ, µ, θ, k)-coloring
property. This will take some preparation.
Recall that by a theorem of Kim [10], in any simple theory T , forking is the same as
dividing; that is, ϕ(x, a) forks over A if and only if it divides over A. We thus use the terms
forking and dividing interchangeably. Also, we define low:
Definition 11.2. The complete countable theory T has the finite dividing property if there
is some formula ϕ(x, y) such that for every k there is some indiscernible sequence (bn : n < ω)
over the emptyset such that {ϕ(x, bn) : n < ω} is k-consistent but not consistent. T is low
if it is simple and does not have the finite dividing property.
This is equivalent to the original definition of Buechler [2]; however, some authors define
low to mean “not the finite dividing property,” for instance this is the definition in [18].
In [25], we observed the following equivalent of T being low.
Theorem 11.3. Suppose T is simple. Then the following are equivalent:
(A) T is low.
(B) Suppose ϕ(x, b) does not fork over A. Then there is some c ∈ A and some ψ(y, z) ∈
tp(b, c) such that whenever (b
′
, c′) |= ψ(y, z), then ϕ(x, b′) does not fork over c′.
We now make a couple of observations about forking in Boolean-valued models.
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Definition 11.4. Suppose T is a countable complete theory, and M |=B T (recall this
means M is a full B-valued model of T ). Then p(x) is a partial type over M if p(x) ⊆
L(range(x) ∪M), and for every finite Γ(x) ⊆ p(x), ‖∃x∧Γ(x)‖M > 0. If U is an ultrafilter
on B, then let [p(x)]U be the image of p(x) under [·]U ; so this is a set of formulas over M/U .
Say that p(x) is a U -type over M if [p(x)]U is consistent. If T is simple and A ⊆ M, then
say that p(x) does not U -fork over A if [p(x)]U does not fork over [A]U .
Suppose M |=B T . Let V[G] be a forcing extension by B+. Then G is an ultrafilter on
B in V[G]; now B is typically not complete in V[G], but the definition of specializations did
not require completeness, and so we can still form the specialization (M/G, [·]G). Thus, in
V, Mˇ/G˙ is a B-name for a model of T , and [·]G˙ is a name for a surjection Mˇ→ Mˇ/G˙. We
have that for every ϕ(a) ∈ L(M), ‖ϕ(a)‖M = ‖Mˇ/G˙ |= ϕ([a]G˙)‖B. We call (Mˇ/G˙, [·]G˙) the
generic specialization of M.
Then the following lemmas are straightforward:
Lemma 11.5. Suppose B is a complete Boolean algebra, and T is low. Suppose M |=B
T (i.e. M is a full B-valued model of T ), M0  M is countable, and ϕ(x) is a for-
mula over M. Suppose U is an ultrafilter on B. If ϕ(x) does not U -fork over M0, then
‖ϕ(x) does not fork over Mˇ0/G˙ in Mˇ/G˙‖B ∈ U .
Proof. Let U be an ultrafilter on B such that ϕ(x) does not U -fork over M0. Suppose ϕ(x)
is over a ∈ M<ω. Choose ψϕ(a, a0) such that a0 ∈ M0 and M/U |= ψϕ([a]U , [a0]U), such
that whenever M |= T ∧ψϕ(b, b0), then ϕ(x, b) does not fork over b0. Put c = ‖ψϕ(a, a0)‖M.
Then c ∈ U , and clearly c ≤ ‖ϕ(x) does not fork over Mˇ0/G˙ in Mˇ/G˙‖B.
This is false for nonlow theories; in general, we need to restrict to ℵ1-complete ultrafilters.
Lemma 11.6. Suppose B is a complete Boolean algebra, and T is simple. Suppose M |=B T ,
M0 M is countable, and ϕ(x) is a formula over M. Suppose U is an ℵ1-complete ultrafilter
on B. If ϕ(x) does not U -fork over M0, then ‖ϕ(x) does not fork over Mˇ0/G˙ in Mˇ/G˙‖B ∈ U .
Proof. Let U be an ℵ1-complete ultrafilter on B such that ϕ(x) does not U -fork over M0. Sup-
pose ϕ(x) is over a ∈M<ω. Let c = ∧{‖ψ(a, a0)‖M : a0 ∈M0 and M/U |= ψ([a]U , [a0]U)}.
Then c ∈ U , and clearly c ≤ ‖ϕ(x) does not fork over Mˇ0/G˙ in Mˇ/G˙‖B.
We use these lemmas to obtain the following:
Theorem 11.7. Suppose s = (λ, µ, θ, τ, k) is suitable. Suppose T is simple, and either
τ > ℵ0 or else T is low. Suppose that every P ∈ Pµ,θ,k forces that T has the (λ, |µ|, θ, k)-
coloring property (we write |µ| because P might collapse µ, in fact typically P collapses |µ|
to θ). Then T has the smooth s-extension property.
Proof. Let (P,U ,A) be a (T, s)-problem.
By definition of a  Los´-map, we can choose M |=B T , and a partial type p(x) = {ϕα(x, aα) :
α < λ} over M (where xmight be a tuple), such that for all s ∈ [λ]<ℵ0 , ‖∃x∧α∈s ϕα(x, aα)‖M =
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A(s); we can arrange |M| ≤ λ. Choose M0 M countable such that p(x) does not U -fork
over M0.
Let Q˙ = Γθ
Mˇ/G˙,Mˇ0/G˙
. Since P forces that Q˙ is (|µ|, θ, k)-colorable and has the greatest
lower bounds property, we get that Q˙ ∈ PV[G˙]µ,θ,k. For each s ∈ [λ]<ℵ0 , define
C(s) =
∧
α∈s
‖ϕα(x, [aα]G˙) does not fork over Mˇ0/G˙ in Mˇ/G˙‖B
so C(s) ∈ U , by Lemma 11.5 or else Lemma 11.6 depending on whether T is low or else
τ > ℵ0.
For each s ∈ [λ]<ℵ0 , let B(s) = (C(s), {ϕα(x, [aα]G˙) : α ∈ s}) ∈ B(P ) ∗ Q˙ ⊆ B(P ∗ Q˙).
Clearly B is a multiplicative refinement of A. Moreover, letting pi : B(P ∗ Q˙)→ B(P ) be
the projection, note that whenever (c, p˙(x)) ∈ B(P ) ∗ Q˙, we have that pi(c, p˙(x)) = c. Hence
pi(B(s)) = C(s) for each s ∈ [λ]<ℵ0 . But moreover, given S ∈ [λ]<τ , B(S) = ∧s∈[S]<ℵ0 B(s),
so pi(B(S)) = C(S) =
∧
s∈[S]<ℵ0 C(s) =
∧
s∈[S]<ℵ0 pi(B(s)) as desired.
Thus (Q˙,B) is a smooth s-solution to (P,U ,A).
Corollary 11.8. Suppose s = (λ, µ, θ, τ, k) is suitable, with θ > ℵ0. Suppose T is simple,
and either τ > ℵ0 or else T is low. If T has < k-type amalgamation, then T has the smooth
s-extension property.
Proof. By Theorems 5.1 and 11.7.
12 Conclusion
We summarize our results, and state some further conjectures. We begin with several con-
venient definitions.
Definition 12.1. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence. By Theorem 10.6, we can
find a complete Boolean algebra Bs with the λ-c.c. and an ultrafilter Us on Bs such that Us
λ+-saturates every theory with the smooth s-extension property, and does not λ+-saturate
any theory without the s-extension property.
Say that s is of type I if τ > ℵ0. Say that s is of type II if τ = ℵ0 and θ > ℵ0. Say that
s is of type III if τ = θ = ℵ0 and k < ℵ0. Finally, say that s is of type IV if τ = θ = k = ℵ0.
Let k∗(s) = sup{k′ + 1 : 2 ≤ k′ < k and λ is big enough for (µ, θ, k′)}, so 3 ≤ k∗(s) ≤ k.
Recall that if τ = ℵ0, then the smooth s-extension property is the same as the s-extension
property, and hence Us λ+-saturates T if and only if T has the s-extension property. Also,
by Theorem 8.2, the set of complete countable theories which are λ+-saturated by Us form
a principal dividing line in Keisler’s order.
Theorem 12.2. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence, and suppose T is a com-
plete countable theory. If Us λ+-saturates T , then T is simple and does not admit ∆k′+1,k′
for any k′ < k∗(s). If also τ = ℵ0, then T is low.
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Proof. T is simple by Theorem 10.5(A), and if τ = ℵ0 then T is low by Theorem 10.5(B). T
does not admit ∆k′+1,k′ for any k
′ < k∗(S) by Theorem 11.1.
Theorem 12.3. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence of type I. If any of the
following conditions hold, then Us λ+-saturates T .
(A) T is simple and has < k-type amalgamation;
(B) T is simple and has Λ-type amalgamation for all Λ ∈ Λ with dim(∆Λ) < k∗(s);
(C) T is simple and k∗(s) = 3.
Proof. If (A) holds, use Theorems 5.1 and 11.7. If (B) holds, use Theorems 6.4 and 11.7. If
(C) holds and if k = 3, then (A) holds; otherwise, use Theorem 6.7.
Theorem 12.4. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence of type II. If any of the
following conditions hold, then Us λ+-saturates T .
(A) T is low and has < k-type amalgamation;
(B) T is low and has Λ-type amalgamation for all Λ ∈ Λ with dim(∆Λ) < k∗(s);
(C) T is low and k∗(s) = 3.
Proof. If (A) holds, use Theorems 5.1 and 11.7. If (B) holds, use Theorems 6.4 and 11.7. If
(C) holds and if k = 3, then (A) holds; otherwise, use Theorem 6.7.
Theorem 12.5. Suppose s = (λ, µ, θ, τ, k) is a suitable sequence of type III or IV (i.e. such
that θ = ℵ0). Then whenever k∗(s) ≤ k′ < n′ < ℵ0, we have that Us λ+-saturates Tn′,k′ .
Proof. If k = k∗(s), use Theorems 6.8 and 11.7. Otherwise, use Theorems 6.9 and 11.7.
We now use these theorems to get several dividing lines in Keisler’s order. The following
theorem is due to Malliaris and Shelah [19].
Theorem 12.6. Suppose there is a supercompact cardinal. Then simplicity is a principal
dividing line in Keisler’s order.
Proof. Let τ be supercompact. Write θ = µ = τ ; let λ = µ+ω. Then s = (λ, µ, θ, τ, 3) is
a suitable sequence of type I, and k∗(s) = 3. (It would be closer to Malliaris and Shelah’s
proof to take λ = µ+ and to take k = ℵ0.) By Theorem 12.2, if Us λ+-saturates T then T is
simple. By Theorem 12.3, if T is simple then Us λ+-saturates T .
I proved the following in [24].
Theorem 12.7. Lowness is a principal dividing line in Keisler’s order.
Proof. Let τ = ℵ0, let θ = ℵ1, let µ = θ<θ = 2ℵ0 , and let λ = µ+ω. Then s = (λ, µ, θ, τ, 3) is
a suitable sequence of type II, and k∗(s) = 3. By Theorem 12.2, if Us λ+-saturates T then
T is low. By Theorem 12.4, if T is low then Us λ+-saturates T .
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The following theorem sharpens Malliaris and Shelah’s result [17] that for all 3 ≤ k <
k′ − 1, Tk′+1,k′ 6E Tk+1,k.
Theorem 12.8. Suppose 3 ≤ k ≤ ℵ0. Then there is a principal dividing line in Keisler’s
order, which includes every countable low theory with < k-type amalgamation, but does
not include any theory which admits ∆k′+1,k′ for some k
′ < k, nor any nonlow theory. In
particular, Tk′+1,k′ 6E Tk+1,k for all k′ < k.
Proof. Let τ = ℵ0, let θ = ℵ1, let µ = 2ℵ0 , and let λ = µ+ω. Then s = (λ, µ, θ, τ, k) is a
suitable sequence of type II, and k∗(s) = k. By Theorem 12.2, if Us λ+-saturates T then T
is low and does not admit ∆k′+1,k′ for any k
′ < k. By Theorem 12.4, if T is low and has
< k-type amalgamation, then Us λ+-saturates T .
We also get the following, under the presence of a supercompact cardinal.
Theorem 12.9. Suppose 3 ≤ k∗ ≤ ℵ0, and suppose there is a supercompact cardinal. Then
there is a principal dividing line in Keisler’s order, which includes every countable simple
theory T with < k-type amalgamation, but does not include any theory which admits ∆k′+1,k′
for some k′ < k, nor any unsimple theory.
Proof. Let τ be supercompact, let µ = θ = τ , and let λ ≥ µ+ω. Then s = (λ, µ, θ, τ, k) is a
suitable sequence of type I, and k∗(s) = k. By Theorem 12.2, if Us λ+-saturates T then T is
simple and does not admit ∆k′+1,k′ for any k
′ < k. By Theorem 12.3, if T is simple and has
< k-type amalgamation, then Us λ+-saturates T .
I observed the following in [25]; Malliaris and Shelah observed it independently in [16].
Corollary 12.10. If there is a supercompact cardinal, then Keisler’s order is not linear.
Proof. Compare Tnlow with T4,3, say. Tnlow has < ℵ0-type amalgamation, but is not low; T4,3
is low, but admits ∆4,3. Thus we conclude by Theorems 12.7 and 12.9.
We now consider suitable sequences of types III and IV.
Note that if supercompact cardinals exist, then T is simple if and only if there is some
suitable sequence s of type I such that Us λ+-saturates T , and in ZFC, T is low if and only
if there is some suitable sequence s of type II such that Us λ+-saturates T . (We need the
supercompact cardinal for type I because otherwise type I sequences don’t exist).
This inspires the following provisional definitions:
Definition 12.11. Suppose T is a countable complete theory. Then T is strongly low if
there is some suitable sequence s of type III such that Us λ+-saturates T . T is superlow if
there is some suitable sequence s of type IV such that Us λ+-saturates T .
It follows from Theorem 12.2 that strongly low and superlow both imply low; and it
follows from Theorem 12.5 that for all 3 ≤ k < n < ℵ0, Tn,k is strongly low and superlow
(and hence every stable theory is strongly low and superlow).
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We suspect that strongly low = low. On the other hand, Malliaris and Shelah introduce
some new simple theories in [15] and show that they are E-incomparable with each Tn,k; in
our terminology, these new theories are strongly low and have < ℵ0-type amalgamation, but
are not superlow.
We finish with the following conjecture and questions.
Conjecture 12.12. Suppose s is a suitable sequence and T is a complete countable theory.
(I) If s is of type I, then Us λ+-saturates T if and only if T is simple and has P−(k∗(s))-
amalgamation of models.
(II) If s is of type II, then Us λ+-saturates T if and only if T is low and has P−(k∗(s))-
amalgamation of models.
(III) If s is of type III, then Us λ+-saturates T if and only if T is strongly low and has
P−(k∗(s))-amalgamation of models.
(IV) If s is of type IV, then Us λ+-saturates T if and only if T is superlow and has P−(k∗(s))-
amalgamation of models.
Question. Are there model-theoretic characterizations of strongly low and superlow? For-
mally, are these notions absolute?
Question. Are there any dividing lines in Keisler’s order other than stability, NFCP and
the dividing lines indicated in Conjecture 12.12?
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