In response to the threat of DNA damage, cells exhibit a dramatic and multi-factorial response spanning from transcriptional changes to protein modifications, collectively known as the DNA damage response (DDR). Here, we review the literature surrounding the transcriptional response to DNA damage. We review differences in observed transcriptional responses as a function of cell cycle stage and emphasize the importance of experimental design in these transcriptional response studies. We additionally consider topics including structural challenges in the transcriptional response to DNA damage as well as the connection between transcription and protein abundance.
Introduction
DNA is vulnerable to damage from a variety of endogenous and exogenous sources, ranging from metabolic side products to sunlight [1] . Each damaging agent is capable of producing a different type of lesion: ionizing radiation and reactive oxygen species can produce single and double-strand breaks, ultraviolet (UV) light can cause the formation of pyrimidine dimers, and DNA replication errors can result in mismatch lesions, insertions, and deletions [1] [2] [3] . Though DNA damage is mostly considered to be unplanned and undesired, cells can also employ DNA damage in a controlled fashion to facilitate DNA replication and meiotic recombination. Thus, to ensure maintenance of genetic integrity for cellular and organism survival, cells have developed a response mechanism to repair damaged DNA, termed the DNA damage response (DDR). In general, the DNA damage response comprises the variety of intra and inter-cellular processes that occur following the detection of DNA damage, ultimately culminating in the utilization of one of several DNA repair modules of distinct but overlapping function, and occasionally resulting in cell death [1] . Following detection of DNA damage, a robust signaling cascade must occur, rapidly leading to protein modifications, activation of cell cycle checkpoints, and chromatin remodeling; more slowly, changes in cellular transcriptional programs occur. The result is a cell that is poised to repair the lesioned DNA before resuming the cell cycle [1, 2, 4] . At the cellular level, repair failure can lead to apoptosis or senescence. At the level of the organism, consequences of deficient DNA damage repair include the development of detrimental diseases such as cancer, neurological diseases, infertility, and immune deficiencies [1, 2] .
Decades of research have revealed much regarding the mechanisms of the DDR. The specific details of an elicited response depend heavily upon several factors: the type of DNA damage detected and, importantly, the position of the cell in the mitotic cell cycle. The DDR is a modular system, equipped with the tools to repair the diverse repertoire of DNA lesions. Small lesions, such as nucleotide mismatches, are repaired by the mismatch repair (MMR) module. Base excision repair (BER) is responsible for the repair of chemically-altered bases or singlestrand breaks. Bulky or other helix-distorting lesions, such as pyrimidine dimers, are repaired by nucleotide excision repair (NER). Finally, double-strand breaks (DSB) may be repaired accurately by homologous recombination repair (HRR) when possible, or by the more error-prone non-homologous end-joining (NHEJ) pathway [1] [2] [3] . Although some proteins are module-specific, a recent survey of the conserved DNA damage network found many interactions between module components [5] , highlighting the dense interconnectedness of DDR pathways. These major repair modules are reviewed in references [1] [2] [3] .
As mentioned above, the cell's position in the mitotic cell cycle is also extremely important; specific types of DNA damage and DDR pathway choice can be cell cycle-specific. For example, nucleotide mismatches are associated with DNA replication, and replication fork collapse can result in the accumulation of single-stranded DNA. Conversely, specific types of damage repair can only occur during specific cell cycle phases: the double-strand break homologous repair pathway requires the presence of a sister chromatid-a condition only met during the S and G 2 phases [6, 7] . especially as these mechanisms pertain to cell survival following a DNA damage insult. This review specifically covers the transcriptional changes that take place inside cells as they respond to DNA damage, the machinery regulating that response, and interactions between transcriptional changes and the cell's position in the cell cycle. We first briefly review the important background topic of cell cycle checkpoints and then discuss conserved transcriptional programs induced specifically in response to replication stress versus DNA damage experienced outside of G 1 /S phase. Next, we discuss the importance of experimental approach in attempts to study these transcriptional responses. Then, we consider the relationship between transcriptional programs and protein abundance, followed by a brief discussion regarding conflicts between transcription and DNA replication. Finally, we consider future directions.
2. Calling the shots: DNA damage-relevant transcription throughout the cell cycle-goals and foul plays
Many genes are under control of the cell cycle and exhibit periodic transcriptional patterns (Supplemental Table 1 ) [8] [9] [10] [11] [12] [13] [14] . Control of general cell cycle-regulated transcription has been thoroughly reviewed elsewhere [8, 9] . Here, we highlight snapshots of the transcriptional program that appear to play a role in the response to genotoxic assaults.
G 1 /S transcription
In S. cerevisiae, G 1 transcription is mediated by the heteromeric transcription factors SBF (Swi4/6 cell cycle box binding factor) and MBF (MluI cell cycle box binding factor) (Fig. 1a) . SBF transcription is inhibited by Whi5, while MBF acts as a transcriptional repressor before S-phase [8, 15] . Upon commitment, G 1 cyclin-CDK (cyclin-dependent kinase) complexes inactivate Whi5 by phosphorylation [16] , permitting SBF to initiate G 1 transcription. A positive feedback loop reinforces continued Whi5 phosphorylation, producing a strong wave of G 1 transcription that peaks at the S-phase transition [8, [17] [18] [19] . MBF transcriptional activation is also dependent upon G 1 cyclin-CDK complexes (Fig. 1a) . However, the exact mechanism remains unknown [9] . It is unlikely to be controlled by alteration of DNA binding levels, as it is present at target genes throughout the cell cycle. Instead, evidence points toward chromatin remodeling by the INO80 complex at target genes [20] . Transcription is normally shut down in S-phase via a negative feedback loop involving Cyclin B/Cdc28-mediated dissociation of SBF from promoters [8] . MBF transcription is tuned down via a negative feedback loop involving its transcriptional co-repressor Nrm1 and the repressor protein Yox1 [15, 21] .
Despite a lack of sequence homology, there is striking functional conservation for the regulation of the G 1 /S transition in higher-order eukaryotic cells [8, 22] . Pocket proteins, including the well-known retinoblastoma protein (Rb), as well as p103 and p107, play a role analogous to the role of Whi5 in S. cerevisiae, inhibiting G 1 transcription by sequestering E2F transcription factors (Fig. 2a) . G 1 cyclin-CDK complexes phosphorylate pocket proteins, liberating the E2F1-3 transcriptional activators to trigger the G 1 /S transcriptional wave [8, 23] . After cells progress into S-phase, transcription is downregulated via a combinatorial approach. First, the transcriptional E2F1-3 transcriptional activators are thought to be deactivated via a negative feedback loop. In addition, transcriptional activity is limited by the transcriptional repressors E2F6-8, analogous to the regulatory role played by yeast Nrm1 [8, 24] .
The Intra-S-phase checkpoint
The intra-S-phase checkpoint assesses the integrity of DNA replication and is responsible for the detection of DNA replication stress, recognizable by slowed, stalled, or collapsed replication forks. Structural blocks, such as those caused by DNA damage, or nucleotide supply deficiencies may lead to replication fork collapse. Uncoupling of DNA helicase and polymerase at stalled forks exposes single-stranded DNA, which binds Replication Protein A (RPA) [25] . The ATR/ATRIP kinase complex is recruited by RPA and, in turn, recruits activator proteins. Importantly, ATR activates the S-phase checkpoint via phosphorylation of the checkpoint protein kinase Chk1 [25] [26] [27] . Activated Chk1 perturbs the cell cycle by limiting CDK activity [28] . Collectively, this ATR-mediated response is known as the replication stress response (RSR). Fig. 1 . Yeast G1/S Transcription and Replication Stress Response. A) Transcription by SBF and MBF is inhibited prior to S-phase. SBF is inhibited by Whi5; MBF acts as a transcriptional repressor by an unknown mechanism. Upon entrance to S-phase, G1 cyclin/CDK complex promotes transcription by SBF and MBF. The cyclin/CDK complex promotes Whi5 dissociation from SBF by phosphorylation. At the end of S-phase, SBF and MBF transcription are downregulated by negative feedback loops. The Cyclin B/Cdc28 complex promotes SBF dissociation from chromatin, and Nrm1 acts as a transcriptional co-repressor for MBF. B) Replication stress results in activated Rad53, which phosphorylates Nrm1, interfering with its interaction with MBF. This results in continued MBF transcription as repair occurs.
Global transcriptional inhibition in response to DNA damage
It has been well-established in yeast and mammalian systems that DNA damage results in the repression of RNA synthesis and ribosomal genes. Most notable is the regulation of the RNA polymerase. In yeast, it has been found that the environmental stress response (discussed below) involves repression of genes important in the production and translation of mRNA [10, 29, 30] . In human cells, p53 represses the expression of ribosomal genes [31] and DNA damage limits the activity of RNA polymerase II by a combination of post-translational modifications and controlled degradation [32] . As transcription and translation are necessarily tied to the cell cycle, it is conceivable that cells experiencing stress exert global reductions in transcription to promote exit from the cell cycle. Cells must then overcome global transcriptional limitations in order to produce a targeted response to DNA damage. Such a system has recently been demonstrated in human cells, where p53-mediated reduction of Myc levels was shown to reduce global transcriptional reduction, yet leave the expression of direct targets of p53 intact [33] .
Conserved transcriptional responses during replication stress
The first studies revealing that genes could be induced in response to DNA damage were performed in Escherichia coli. Using a randomintegration LacZ reporter approach, researchers delineated a subset of genes whose expression increased in response to DNA damage [34] . Subsequent studies found that, in addition to post-transcriptional regulation, transcriptional control is used to ensure that essential DNA repair proteins are present in bacterial cells that have suffered DNA damage [35] . In yeast and mammalian cells, early experimental approaches to identify DNA damage inducible transcripts employed a differential hybridization approach [36, 37] . Subsequently, the development of microarray [38] [39] [40] and chromatin immunoprecipitation (ChIP) technology permitted genome-wide surveys of transcriptional landscapes in S. cerevisiae in response to different challenges, including genotoxic stress [29, 30, [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] .
In yeast, activation of the RSR produces activated checkpoint kinase Rad53. It has been demonstrated that Rad53-mediated inhibition of Nrm1 results in prolonged G 1 transcription, specifically of MBF targets [50, [57] [58] [59] (Fig. 1b) . MBF targets are enriched for genes involved in DNA replication and repair as well as nucleotide synthesis [60, 61] . Accordingly, prolonged MBF G 1 transcription was associated with increased resistance to hydroxyurea (HU)-induced replication stress in fission yeast [15] . Consistent with these findings, Jaehnig et. al found that Rad53-dependent genes induced following treatment with the alkylating agent methyl methane sulfonate (MMS) were enriched for G 1 transcripts [53] . Interestingly, G 2 /M transcripts were downregulated, consistent with reports of downregulation of this subset of genes in fission yeast [50] . De novo protein synthesis does not appear to be required for survival during yeast replication stress. However, cells treated with cycloheximide following HU exhibited much longer DNA replication times than cells treated with HU alone, prompting investigators to conclude that protein synthesis may be required for resumption of normal DNA synthesis rates following replication stress [62] . In addition, the transcriptional repressor Crt1 is phosphorylated by activated Rad53/Dun1, liberating cells to transcribe the ribonucleotide reductase (RNR) genes, which catalyze the rate-limiting step in maintenance of the deoxyribonucleotide triphosphate pool [63, 64] .
In mammalian cells, a similar circuit has been demonstrated. Relief of E2F6-mediated repression of G 1 transcription (Fig. 2b ) plays an important role in limiting genome instability [28, 65] . E2F6 depletion was important for the regulation of genes involved in DNA replication and the response to DNA damage, among others [28] . In contrast to yeast, de novo protein synthesis is important in limiting DNA damage during replication stress, as cycloheximide-treated cells exhibited increased markers of DNA damage. Furthermore, cells unable to maintain G 1 transcription due to E2F6 overexpression were not only unable to appropriately arrest replication forks in response to replication stress, but also demonstrated decreased recruitment of the stabilization proteins Rad51, FANCD2, and Cdc7 to chromatin in HU-treated cells. Relief of E2F6 transcriptional repression was sufficient to promote cell recovery from replication stress, even in the context of checkpoint deficiency induced by Chk1 drug blockade. Intriguingly, maintenance of E2F expression in the context of Chk1 drug blockade rescued the shortened DNA replication track length defect of these cells following replication stress, indicating that E2F expression is sufficient to permit DNA replication to resume following replication stress, even in the context of checkpoint deficiency [65] . To our knowledge, such experiments have not yet been conducted in S. cerevisiae. It will be interesting to see whether MBF-specific transcription in yeast can produce similar findings. The Rfx family of genes is closely related to S. cerevisiae Crt1. Similar to yeast, it has been shown that Rfx1 binds to the promoter of the RNR2 gene, but is released in the context of HU treatment [66] .
Fig. 2. Human G1/S Transition and Replication Stress
Response. A) Prior to S-phase, E2F transcription is inhibited by Rb binding. Upon entrance to S-phase, G1 cyclin/CDK complex phosphorylates Rb, releasing E2F1 to permit transcription. E2F6 then inhibits transcription of G1/S targets. B) Upon replication stress, ATR activates Chk1 to phosphorylate E2F6, promoting the transcription of E2F1 targets.
The G 1 and G 2 checkpoints
Each time a cell re-enters the cell cycle, there are ample opportunities for the introduction of new mutations, making the "restriction point" in late G 1 , also known as the G 1 /S checkpoint when the cell commits to cell cycle entry, a crucial decision point for the cell [4, [67] [68] [69] . Upon detection of DNA damage, the ATM/ATR kinases activate Chk1/Chk2, which trigger the degradation of Cdc25 phosphatase and, in multicellular organisms, activate p53. The destabilization of Cdc25 occurs rapidly through post-translational modifications, while the activation of p53 occurs somewhat more slowly, requiring transcriptional activation. Ultimately, cell entry into S-phase is prevented [4, 69, 70] . The G 2 /M checkpoint is activated in the event that any unrepaired DNA damage has been detected. The ATM/ATR kinases again activate Chk1/Chk2 to mediate Cdc25 phosphatase degradation, preventing the activation of the Cyclin B/Cdk1 complex needed for the G 2 / M transition. In mammalian cells, p53 and BRCA1 play a role in mediating a sustained G 2 /M checkpoint response [69] . Activation of any checkpoint can result in a delay in cell cycle progression [4, [67] [68] [69] . These ATM/ATR-mediated responses govern the transcriptional programs described below.
Transcriptional responses to DNA damage outside of S-Phase
In Schizosaccharomyces pombe, the replication stress checkpoint and DNA damage checkpoint are controlled by two distinct kinases, Cds1 and Chk1, respectively. While activation of the replication stress checkpoint by Cds1 results in prolonged MBF target gene expression, as described above, activation of the DNA damage checkpoint results in direct phosphorylation of MBF by Chk1 (Fig. 3a) . MBF phosphorylation releases it from chromatin and leads to a concomitant decrease in MBF target gene expression, as measured by ChIP and qPCR using a subset of well-known MBF target genes [71] . The extent to which the full panel of MBF target genes is affected has yet to be specifically queried. Aflatoxin B is thought to alkylate DNA and other biological molecules as well as produce apurinic sites and precursors to reactive oxygen species [72] . Thus, aflatoxin likely elicits a combination of DDRs. In a study using a low dose of aflatoxin in yeast, cell populations demonstrated delayed progression through S-phase, and approximately half of differentiallyexpressed genes were cell cycle-regulated genes. Notably, the differentially expressed cell cycle gene set included repression of S-phase histone genes and late M-phase-specific genes [45] . This finding supports damage-dependent control of multiple cell cycle checkpoints. Similar suppression of histone genes has been observed in human cells in response to ionizing radiation [73, 74] , restriction-induced doublestrand breaks, and p53 stabilization by nutilin [74] .
Notably, a recent study in Arabidopsis thaliana examined the role of SNI1, a subunit of the Structural Maintenance of Chromosome (SMC) 5/ 6 complex with some sequence homology to mouse Rb. It was found that sni1 mutant strains exhibited an over-activated, but deficient, homologous repair pathway, leading to increased amounts of DNA damage [75] . Further work demonstrated that SNI1 also suppressed E2F transcription by recruitment of histone deacetylase to E2F targets (Fig. 3b) . Interestingly, root growth defects and endoreplication defects of the sni1 mutant were suppressed by loss of E2F function, though this strain still demonstrated some sensitivity to DNA-damaging agents [76] . Loss of RBR (Retinoblastoma Related) in Arabidopsis has been shown to result in an E2F-dependent hypersensitive DDR, with excessive cell death [77] . In addition, recent work has indicated that AtMMS21, a DNA damage protein that is an E3 ubiquitin ligase, can negatively regulate the activity of E2F [78] . Though it remains to be directly demonstrated that these events occur in response to DNA damage, it has been demonstrated that AtMMS21 is required for the DDR in Arabidopsis [79] . Taken together, these studies demonstrate the adoption of multiple mechanisms to regulate E2F transcription and that failure to do so may lead to DNA damage.
In mammalian cells, multiple species of modified E2F following DNA damage have been reported (Fig. 3c) , with somewhat conflicting conclusions regarding the downstream transcriptional effects. However, the consensus is that the E2F transcriptional program resulting from these DNA damage-specific species of E2F is distinct from the normal cell cycle transcriptional program. Direct phosphorylation of E2F1 at serine 612 results in Rb binding, creating a complex that, surprisingly, participates in repression of cell cycle control genes and activation of proapoptotic pathways [80] . In an independent study, researchers concluded that an Rb-free population of E2F1 and an pRb-E2F1-ser364 variant produce a net positive effect on the transcription of proapoptotic genes [81] . In Drosophila, loss of E2F1 function was shown to result in a block to apoptosis, even though these mutants exhibited 'normal' apoptotic transcriptional programs. It was discovered that dysregulation of mitochondrial genes led to poor mitochondrial function, explaining the lack of apoptosis [82] .
Rb itself has also proven to be a target of the DNA damage response. In mammalian cells, treatment with etoposide, a topoisomerase has been demonstrated to decrease E2F transcription by recruiting HDAC. In addition, AtMMS21 reduces E2F chromatin binding and nuclear translocation. C) In humans, DNA damage results in diversification of E2F species. Rb methylation interferes with its phosphorylation, resulting in continued sequestration of E2F and reduced E2F transcription. Conversely, specific phosphorylated E2F1 species, with or without Rb are induced by DNA damage and upregulate pro-apoptotic pathways.
inhibitor known to produce double-strand breaks, resulted in the methylation of Rb at K810 (Fig. 3c) , which overlaps known CDK consensus sites. Rb methylation was shown to antagonize phosphorylation of Rb and was important for efficient cell cycle blockade following etoposide treatment [83] . In a related study, methylation of a nearby site, K860, was shown to influence Rb binding to the transcriptional repressor L3MBTL1, though no consistent effect on E2F binding was observed [84] . In both studies, methylation reduced transcriptional induction of E2F targets. To our knowledge, a similar circuit with Whi5 is not seen in yeast, possibly due to the finding that the pocket protein Whi5 regulates SBF transcription, while NRM1 regulates MBF targets [15] .
More recently, a repressor function has been reported for E2F7 and E2F8 in mammalian cells. Loss of E2F7/8 resulted in increased expression of E2F1 and concomitant increased apoptosis, as well as worsened tumorigenesis in mouse models of melanoma [85] . Conversely, loss of E2F7 function at lower, non-lethal doses of DNA damage was shown to result in p53-independent upregulation of DNA damage repair genes, as well as improved DNA repair. It was proposed that E2F7-mediated regulation may be important to prevent inappropriate repair activities once DNA has been restored, which can lead to genomic instability, supporting a role for the E2F7 factor as a tumor suppressor [86] . Another study that analyzed the appearance of nascent transcripts in response to DNA damage found coordinated, p53-dependent, suppression of G 2 /M transcripts and E2F targets in gene set enrichment analysis [74] . ChIP seq data and motif analysis seem to support that p53 is directly responsible for approximately half of the ionizing radiation-induced transcriptional response, while repression events, mostly surrounding M-phase genes, are indirectly mediated by p53 [87] . This result is consistent with findings from a large network motif analysis study in which p53 motifs are not found upstream of genes downregulated in response to p53 stabilization [88] . As E2F7 is a direct p53 target, E2F7 may account for some transcriptional repression.
Structural challenges

Replication stress versus transcription
The processes of DNA replication and G 1 -S transcription create a conflict for resources, as both make use of the same DNA template. In the context of compromised DNA replication -for example, replication in highly-transcribed regions of the genome, or increased replication due to an oncogene -the conflict between transcription and replication is exacerbated [89] .
The process of DNA replication is highly regulated and organized to ensure that the genome is duplicated exactly once per cell cycle. Only during G 1 does a cell begin to prepare for replication. Origins of replication, located in excess throughout the genome, are licensed by the formation of pre-replication complexes, consisting of the origin recognition complex, Cdc6, Cdt1, and the mini-chromosome maintenance complex. Many more origins are licensed than are fired during S-phase. Cyclin dependent kinase and DBF4-dependent kinase activity at the G 1 -S transition activate MCM to recruit additional components, thus permitting them to begin DNA replication. Firing of an origin creates two replication forks which move away from one another as they replicate strands of DNA. Replication is complete when replisomes converge [90, 91] .
Multiple regulatory mechanisms ensure singular duplication of the genome and reduce conflicts that may produce replication stress. As replisomes traverse other (un-fired) origins of replication, they must dis-assemble pre-replicative complexes, thus preventing that origin from firing later. In addition, origin licensing and firing are temporally restricted: licensing occurs only during G 1 and firing occurs in a scheduled manner throughout S-phase, though the fine details are still unknown to researchers [91, 92] .
Collisions of the replicative forks with physical barriers, such as transcription factors, may stall fork progress, and may even lead to DNA damage. In Escherichia coli, these collisions are largely avoided by coorientation of DNA replication and transcription of the most abundant E. coli transcripts. Occasionally, a faster-moving DNA polymerase may catch up to a slower-moving RNA polymerase on a chromosome. in vitro reconstitution experiments indicate that the RNA-DNA conflict may be resolved by the DNA polymerase either slowing down or displacing the RNA polymerase. Head-on collisions between DNA and RNA polymerases appear to have lethal consequences in E. coli [93] . Similar coorientation of replication and transcription of ribosomal genes has been observed in yeast [94] . In human cells, the situation is not as welldefined; there is currently no evidence to support co-orientation of DNA replication and transcription [95] . In fact, it has been demonstrated in B-lymphoblasts that increased breakage at regions known as "chromosomal fragile sites" is due to spatio-temporal overlap of transcription and DNA replication of long genes (i.e. those which take longer than one cell cycle to transcribe). Importantly, it has been proposed that oncogene-induced DNA damage may occur through replication stress. Oncogenes may increase replication stress in a number of ways, from interfering with the replication process itself to increasing the frequency with which cells must replicate their DNA. Interestingly, overexpression of the oncogene Cyclin E has been shown to induce transcription-dependent replication stress by increasing replication initiation [96] . Furthermore, the Myc oncogene has also been shown to increase replication stress by increasing the number of active origins during S-phase [97] . Together, these findings underscore the importance of coordinated replication and transcription.
The role of the chromatin environment
It is becoming apparent that diseases such as cancer are not only the result of accumulated mutations due to DNA repair failure, but are also the result of epigenetic alterations. The role of chromatin modifications and the histone code in promoting repair activity by DNA repair enzymes has been reviewed elsewhere [98] . In this section, we will discuss the interface between transcription and the chromatin environment in the context of DNA damage-both in promoting DNA damage repair and the potential long-term effects on the transcriptome following DNA damage.
Following UV-induced DNA damage, it has been demonstrated that waves of RNA polymerase II are released into transcriptionally active genes, thus permitting transcription-coupled NER of actively-transcribed genes [99] . It is proposed that waves of transcriptional progression through active genes may also create an open chromatin environment, thus promoting further DNA damage repair. Though this hypothesis remains to be directly tested, it is supported by the observation that transcriptionally active regions of the genome in tumor samples demonstrated lower mutation prevalence than inactive regions [99] .
DDR activity on damaged DNA has been demonstrated to produce rapid loss of transcription at the site of damage. In yeast, transcriptional inhibition following double-strand break is mediated by strand resection [100] . In mammalian cells, however, the response is more complex, involving the integration of ATM signaling, histone 2A ubiquitination, histone deacetylation [101] , and even changes in the DNA structure, itself [102] . While originally thought that damage-associated chromatin changes reverted following repair, recent evidence indicates that chromatin modifications following DNA damage are heritable, including retention of repressive histone 3 lysine 9 (H3K9) methylation or recovery of transcriptionally-active H3K4 signal, as observed in GFP HRR reporter systems. Notably, final methylation status at repair sites could be permanently altered by depletion of BER activity following HRR. That drastic differences in expression were observed in clones with the same number of methylated CpG sites surrounding repaired lesions indicates that specific CpG methylation, rather than overall methylation staus, governs the transcriptional activity of the repaired gene [103] . Together, these observations support a model in which methylation status is determined by repair activities, as well as by modifications caused by BER proteins and transcriptional remodeling.
Recent intriguing work has taken advantage of chromosome conformation capture-derivative technique (HiC), which enables 3D mapping of chromosomal conformations, to investigate DSB repair pathway choice. Using a cell line in which DSBs were introduced by restriction enzyme cleavage, it was discovered that DSBs clustered with one another in the nucleus in a manner that was associated with transcriptional activity. HRR was the preferred repair mechanism for actively transcribed regions, while NHEJ was preferentially used in silenced genomic regions. In G 1 cells, DSB clustering was associated with delayed repair; inhibition of transcription alone did not consistently alter clustering, possibly indicating that this phenomenon is due to secondary structures or RNA:DNA hybrids at transcribed regions. The nuclear cytoskeleton, however, was necessary for clustering, indicating that there may be active governance in repair pathway choice. Delayed repair may sequester DSBs to avoid deleterious NHEJ and promote HRR at a more desirable cell cycle point [135] . Given that cell cycle position governs the sensitivity of many standard chemotherapeutic agents [104] , it will be essential to thoroughly investigate the potential implications of this study.
Global models of the transcriptional response
Large collections of genome-wide expression data have made possible the analysis of transcriptional activity from a global perspective. One such study used genetic, biochemical and ChIP-chip data from S. cerevisiae to construct a transcriptional network containing known direct transcriptional regulatory motifs [105] . Conditional gene expression data were then used to highlight active regulatory pathways that were specific to a given condition, resulting in condition-specific subnetworks. Contrary to the longstanding belief that similar transcriptional motifs are used with some constancy across conditions, this dynamic transcriptional network demonstrated that the relative occurrence of transcriptional motifs varied across the surveyed conditions. For DNA damage, stress response, and diauxic shift conditional subnetworks (conditions termed 'exogenous states'), researchers observed that each active transcription factor regulated a large number of target genes; each target gene was, in turn, regulated by only a few transcription factors. Networks generated for 'endogenous states' (cell cycle and sporulation) showed the opposite behavior. Biologically, the larger regulatory network of each transcription factor in exogenous states can be interpreted as evidence that each active transcription factor has greater overall influence by regulating more genes at once. The smaller number of regulatory interactions for any given target gene can be interpreted as evidence that the target genes are regulated by simpler combinations of upstream transcription factors. In addition, the average path length (the shortest path between any two nodes) was shorter in the exogenous states, suggesting that signals might spread more rapidly through these networks in the setting of genotoxic stress. Master regulatory transcription factors, which govern activity of large subsets of genes for each condition, may explain condition-dependent lethality [105] . Workman et al. found that the MMS sensitivity of transcription factor knockouts was highly correlated with the number of genes regulated by that transcription factor [46] . Other studies have demonstrated that transcriptionally responsive gene sets are generally not enriched for genes that affect sensitivity to DNA-damaging agents (though individual cases where deletion of a transcriptionally responsive DNA repair gene does result in DNA damage sensitivity [49] ). That transcription factor deletions result in sensitivity, while independent damage-responsive gene deletion generally does not, supports a scenario in which master regulators produce a wide response that is important to limit damage sensitivity.
In human cells, it has been demonstrated that p53 directly governs ∼50% of the transcriptional response to ionizing radiation in an ATMdependent manner. Interestingly, although p53 bound many regions of the genome by ChIP-seq, its ability to influence transcription was determined by binding-affinity and distance to the transcriptional start site. While induced genes were directly governed, repressed genes were indirectly governed [87] . This is consistent with a more recent study in which downregulation was shown to be attributable to a p53-dependent decrease in Myc levels [33] . Interestingly, while p53-regulated genes were enriched for apoptosis following damage, there was a temporary rise in NFkB-regulated genes, which were associated with anti-apoptotic signals [87] . As the authors note, it is interesting to speculate whether the rise of NFkB target genes occurred in a subpopulation of cells, or whether represents more general transcriptional response of any cell responding to damage that would present a limited window in which a cell must repair damage before succumbing to apoptosis. The NFkB wave likely influences cell survival in p53-deficient cells and presents a tempting therapeutic target.
By integrating transcriptional, epigenetic, and post-translational modification data, we have begun to create a picture of the global changes that occur in cells in response to DNA damage. Integration of multiple types of data has improved the sensitivity of studies to detect general responses to damage. For example, a study integrating massspectrometry data and global expression changes in response to an siRNA screen produced a picture of transcription-coupled NER. Importantly, all known components of transcription-coupled NER could only be identified when integrating all data types [106] . This highlights the observation that the biases inherent to any one experimental approach may be overcome by utilizing multiple data types; increasing numbers of studies are integrating multiple data types to study the DNA damage response.
The importance of experimental approach
Damage matters
Many investigators have studied the effects of methyl methanesulfonate (MMS), an alkylating agent capable of altering not only DNA but also RNA and proteins [107] . Thus, cells responding to MMS treatment are responding to the onslaught of alkylated proteins and RNA, in addition to lesioned DNA. Such a broad response is supported by the body of work surrounding what is known as the environmental stress response (ESR). Jelinsky et. al first demonstrated that a diverse set of genes was differentially expressed in response to MMS [29] . Further work by the Samson group demonstrated that some of these same genes could be induced in response to other stresses, independent of MMS treatment [41] . Gasch et. al thoroughly and clearly delineated the ESR as a stereotyped transcriptional program of ∼900 genes employed by cells to combat environmental stressors. The ESR is a graded response that positions the cell to maintain essential homeostatic functions such as carbohydrate metabolism, cellular osmolarity, and cellular redox potential, thus promoting survival [10] . In fact, in unsynchronized cell populations, the ESR was strongly detected in MMStreated yeast cells [30] . Similarly, ionizing radiation is known to produce free radicals whose damage capacity is not limited to DNA [108] . Accordingly, the ESR signal was also strongly detected, though transiently, in irradiated cells [30] . Studies using genetic models of replication stress [49] and radiomimetic chemicals that specifically damage DNA [47] have demonstrated that, in these cases, the DNA damage-specific transcriptional response is significantly attenuated (hundreds of differentially regulated genes) compared to the damage induced by the nonspecific damaging agents (thousands of genes). Notably, the ESR signal is largely absent, indicating that the choice of DNA-damaging agent is critical.
Cell cycle position
Many investigations have been performed in asynchronous starting E. Silva and T. Ideker DNA Repair 79 (2019) [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] cell populations. It has been shown that treatment with 0.02% MMS or 170 Gy of ionizing radiation induce 100% cell cycle arrest at S-phase and G 2 /M phase, respectively, by 90 min post-treatment [30] , indicating that cell cycle stage is of great importance in th study of the DDR. The most deleterious type of alkylation-induced DNA lesion, O 6 -methylguanine (O6MeG) may be directly repaired throughout the cell cycle by o-6-methylguanine-DNA methyltransferase (MGMT). Recent evidence has demonstrated lower abundance of MGMT during S-phase in human cells [109] . Whether decreased MGMT abundance correlates with decreased repair activity remains to be determined. During Sphase, MMR activity on unrepaired O6MeG produces faulty O6MeG-T pairings. Subsequent rounds of S-phase and associated MMR activity continue this cycle to eventually produce a DSB [110] . DSBs, such as those induced by ionizing radiation, may be detected and repaired by one of two pathways: homologous repair or non-homologous endjoining. Repair pathway choice depends on Cdk1 activity and the presence of a sister chromatid [7, 111] . It is thus conceivable that transcriptional response may correlate with cell cycle arrest position, and this association is supported by multiple reports. While most cell-cycleregulated genes did not overtly correlate with cell cycle arrest point, Gasch et. al found that a small number of G 1 -specific genes were induced in response to MMS, consistent with later reports [57, 59, 112] of sustained G 1 expression in response to replication stress. In addition, some G 2 -specific genes were expressed in response to irradiation [30] . DNA damage-specific transcriptional signals have been detected [30, 41] and have been proposed to differentiate cytotoxicity and genotoxicity [43] . Finally, Chu and colleagues found a ∼3-fold increase in the number of differentially-expressed genes due to HU treatment in a synchronized versus asynchronous population comparison. Cell cyclespecific transcriptional responses may thus be more robustly identified in synchronized populations [50] . Regardless, it is clear that DDR transcriptional datasets are not all equal and should be interpreted with consideration of factors such as off-target cell stress and cell cycle position.
The next level: Transcription to protein abundance
Researchers have traditionally used mRNA abundance as a proxy for protein abundance, partly due to the difficulty of assessing the abundance of thousands of proteins at once. As our ability to detect proteins has improved, however, it is becoming clearer that changes in mRNA levels cannot explain the entire picture. In yeast, for example, imaging analyses under MMS treatment have identified a subset of genes exhibiting differential protein abundance, though this subset is substantially smaller than previously-identified transcriptional responders. This study confirmed a correlation of mRNA induction with increased protein abundance; transcriptional upregulation accounted for ∼60% of protein abundance changes in response to MMS treatment [113] . Conversely, there was almost no concordance (6% in Mazumder, et al.) between transcriptional repression and protein abundance, as determined by single-cell imaging [113, 114] . The correlation between mRNA levels and protein abundance can vary widely across conditions and organisms, typically trending towards lower correlation values in multicellular organisms compared to single-celled organisms such as yeast [115] . Such discoveries beg the question-What is driving the remainder of observed differences in protein levels?
With regard to downregulated genes, poor correlation between transcriptional repression and protein abundance (by mass spectrometry) has previously been observed in response to NaCl treatment, prompting the suggestion that transcriptional repression might serve the purpose of freeing up resources for the production of needed, induced transcripts in the setting of stress, rather than reducing levels of unneeded proteins [116] . Other factors may contribute to these observations, including different protein half-lives, as well as difficulty in detecting proteins at or near background cutoffs in mass spectrometry and image analysis. Anecdotal scenarios for correlation between transcriptional repression and protein reduction exist. For example, E2F7 was observed by mRNA analysis and western blot to repress E2F1 and CDC25 in response to doxorubicin treatment [117] ; p53-dependent repression of PLK1 in response to adriamycin treatment has also been observed by mRNA analysis and western blot [118] . The extent to which protein turnover and detection issues may contribute at a global level to previously observed poor correlation for downregulated genes remains to be determined.
One interesting new area concerns the role of tRNAs. In yeast, the methyltransferase Trm9 has been demonstrated to produce modifications on the wobble position of the arginine (UCU) and glutamic acid (UUC) tRNAs. Importantly, these modifications were needed to enhance transcript levels of RNR1 and 3 in a codon-dependent manner, and trm9Δ cells were sensitive to damaging agents [119] . tRNA modifications have also been discovered to play a role in mammalian cells. Wobble position modifications mediated by AlkBh8, homolog of Trm9, were found to be important in stop codon reprogramming, which is necessary in the production of selenoproteins. AlkBh8-deficient MEFs were deficient in synthesis of selenoproteins involved in detection of reactive oxygen species and demonstrated more double-strand breaks by comet assay [120] .
The role of other post-transcriptional regulation mechanisms, including RNA splicing, RNA turnover, miRNAs, codon reprogramming, codon bias, RNA structures, and RNA binding proteins are all active areas of research, and have been reviewed elsewhere [121] [122] [123] [124] [125] [126] [127] . What is clear is that mRNA abundance alone cannot explain the full breadth of protein level variations seen in the DNA damage response. More research in these areas will be required to determine how the integration of transcription and translation produces a coordinated DDR cell state.
Perspective and future directions
Several aspects of the transcriptional response to DNA damage remain particularly unclear. The contribution of transcription to cell survival following DNA damage remains contested, though evidence seems to indicate that disruption of the transcriptional program does contribute to survival, even though singular disruption of responsive genes may not. While the entire class of DNA damage repair genes may not be upregulated in response to DNA damage, there is strong evidence for the upregulation of specific pathways such as base excision repair [128] . In addition, systematic analyses of tumor transcriptional landscapes have demonstrated disruption of DNA damage repair genes, also at the level of specific pathways [129] . Recent evidence has also indicated that one of the pathways by which PARP inhibitors function is by limiting homologous repair factor availability via transcriptional regulation [130] . While the role of transcription in the DNA damage response is still being elucidated, it is becoming more and more clear that this axis of DDR regulation is important. In addition, the role of the cell cycle should be considered. More studies need to be performed in synchronized cell systems to fully illuminate this topic. The use of multiple DNA damaging agents that produce similar types of DNA damage will help to distinguish true responses to DNA damage from offtarget responses related to cell stress and potentially other factors. Finally, an emerging topic in mammalian DDR systems is the contribution of the circadian clock, which is regulated by a transcription-translation feedback loop [131] [132] [133] [134] . Elucidating the contribution of these different factors will be critical as we move into the age of targeted cancer treatments.
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