Abstract Learning from imbalanced data sets presents a convoluted problem both from the modeling and cost standpoints. In particular, when a class is of great interest but occurs relatively rarely such as in cases of fraud, instances of disease, and regions of interest in large-scale simulations, there is a correspondingly high cost for the misclassification of rare events. Under such circumstances, the data set is often re-sampled to generate models with high minority class accuracy. However, the sampling methods face a common, but important, criticism: how to automatically discover the proper amount and type of sampling? To address this problem, we propose a wrapper paradigm that discovers the amount of re-sampling for a data set based on optimizing evaluation functions like the f-measure, Area Under the ROC Curve (AUROC), cost, cost-curves, and the cost dependent f-measure. Our analysis of the wrapper is twofold. First, we report the interaction between different evaluation and wrapper optimization functions. Second, we present a set of results in a costsensitive environment, including scenarios of unknown or changing cost matrices. We also compared the performance of the wrapper approach versus cost-sensitive learning methods-MetaCost and the Cost-Sensitive Classifiers-and found the wrapper to outperform the cost-sensitive classifiers in a cost-sensitive environment. Lastly, we obtained the lowest cost per test example compared to any result we are aware of for the KDD-99 Cup intrusion detection data set.
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Introduction
Imbalance in class distribution is pervasive in a variety of real-world applications, including but not limited to telecommunications, WWW, finance, biology, and medicine. The minority or positive class is often of interest and also accompanied with a higher cost of making errors. A typical example of this problem is fraud detection. The instances of fraud in the population are generally a very small proportion (often in the neighborhood of 2%). However, it is quite important to be able to detect a fraudulent transaction. At the same time, it is also important to minimize false positives because these result in investigation costs and can also result in losing a customer. Thus, there is a distribution of costs associated with both false positives and false negatives. Another example is large-scale simulation. While, there are not "dollar" costs attached with errors like there may be with fraud detection, there is a cost attached to time spent in poring over "uninteresting regions" in a simulation. It is known that the regions of interest in such simulations are typically rare (Bowyer et al. 2000; Banfield et al. 2005) . Hence, an intelligent tool should be accurate in identifying interesting regions, without too many false alarms. Weiss and Provost (2003) observed that the naturally occurring distribution is not always optimal. Thus, one needs to modify the data distribution, conditioned on an evaluation function. Re-sampling, by adding to the minority (positive) class or removing the majority (negative) class of a given data set, has become a de facto standard to counter the curse of imbalance in various domains. There have been numerous papers and case studies exemplifying their advantages (Chawla et al. 2003 (Chawla et al. , 2004 Kubat and Matwin 1997; Ling and Li 1998; Weiss and Provost 2003; Ferri et al. 2004; Dietterich et al. 2000; Kubat et al. 1998; Zadrozny and Elkan 2001; Batista et al. 2004; Maloof 2003; Drummond and Holte 2003) . However, the one common critique of various works is: how does one effectively identify the potentially optimal sampling technique and parameters for a given data set? An accompanying question is: can the techniques for imbalance generalize across cost-sensitive scenarios?
Driven by these important and pertinent questions and appreciative of the problem that sampling will be highly data dependent, we propose a wrapper framework for empirically discovering the sampling parameters. We fill an important hole in the application of sampling methods to counter the problem of class imbalance by comprehensively demonstrating the efficacy of the wrapper paradigm. Our goal was to empirically evaluate the usefulness of popular techniques for countering class imbalance by tuning the parameters on a validation set before reporting the performance on the testing set. All the work, thus far, has reported the best performance on the testing set by applying different sampling strategies. Thus, there is no empirical estimate of generalization capacity. In addition, we evaluate the generalization performance of the classifiers, learned on such re-sampled data sets, in a large variety of experimental scenarios. We want to analyze the flexibility of learned models in a dynamic environment since misclassification costs are often unknown (Weiss et al. 2007) or may change. We empirically investigated the relationship between choosing the "best" sampling strategy via a wrapper method and its relationship to classification in a costsensitive environment, especially when the costs are unknown or can change. Thus, the over-arching question is: Can we utilize measures and methods that counter class imbalance and do well in a cost-sensitive framework?
Contributions. Our main contributions in this paper are centered around the following research questions.
• Can we effectively discover sampling strategies for a given classifier and domain?
• Does the proposed wrapper paradigm for countering imbalance, guided by the cost-insensitive criteria such as the Area Under the Receiver Operator Characteristic Curve AUROC and the f-measure, perform well in a cost-sensitive testing environment? How does it compare to using cost directly in the wrapper mode to guide the search? How do changing costs or unknown costs effect the performance of the wrapper? • In a cost-sensitive environment, are there potential advantages in accounting for the imbalance first by applying sampling strategies as compared to MetaCost (Domingos 1999) and Cost-Sensitive Classifier (Zadrozny et al. 2003) ?
The remainder of this article is organized as follows. Section 2 introduces the wrapper framework to discover the coupling of a sampling method and corresponding parameters with a classifier and domain. Section 3 presents the experimental framework. Our empirical analyses first illustrate the efficacy of the wrapper framework across data sets using cost-transparent evaluation measures in Sect. 4. Then in Sect. 5, the impact of introducing costs during testing is demonstrated using a variety of cost-ratios. Finally, Sect. 6 discusses the results.
Wrapper paradigm
Re-sampling is a popular solution to the class imbalance problem. However, one persistent limitation of the sampling methods has been automatically discovering the amount and type of sampling to apply to a given data set. To address this limitation, we propose a comprehensive wrapper infrastructure that applies cross-validation to first discover the best amounts of undersampling and oversampling. For oversampling, we use the Synthetic Minority Over-Sampling TEchnique (SMOTE) (Chawla et al. 2002) , which oversamples the minority class by introducing synthetic examples along the line segments joining any/all of the k minority class nearest neighbors. Depending upon the amount of over-sampling required, neighbors from the k nearest neighbors are randomly chosen. Synthetic samples are generated in the following way: take the difference between the feature vector (sample) under consideration and its nearest neighbor. Multiply this difference by a random number between 0 and 1, and add it to the feature vector under consideration. This causes the selection of a random point Obviously, searching the entire space of undersampling and SMOTE combinations can quickly become intractable, so we proceed in a step-wise fashion. This strategy removes the "excess" examples of the majority classes, which reduces the size of the training data set. This also makes learning time more tractable. Then SMOTE is used to add synthetic examples of the minority classes and increase the generalization performance of the classifier over the minority classes. Figure 1 shows the Wrapper_UnderSample_SMOTE algorithm, which can extend to multiple majority and minority classes. The metric values in the pseudo-code indicate the performance criterion, which will be discussed in subsequent sections. We will analyze the crossvalidation approach used in Sect. 2.1, outline the wrapper approach to selecting sampling levels in Sects. 2.2 and 2.3, and survey the wrapper search evaluation metrics in Sect. 2.4.
Using cross-validation to guide sampling
The wrapper approaches are optimized on an independent validation set to avoid any bias in performance on the testing data. To that end, we construct a careful crossvalidation framework. We first split the data set into ten partitions. Each partition is used once as a testing fold, with the remaining 90% as the training fold. This results in ten pairs of training and testing folds (10-fold cross-validation), forming the basis for our comparison of the different methods. We further split each of the training folds, independently, into five partitions for an internal fivefold cross-validation. The wrapper applies this independent validation stage to each fold to discover the appropriate percentages of sampling for a given method and classifier combination. Once these percentages are discovered, the classifier is re-learned on the original training fold using the discovered percentages and tested on the corresponding testing fold. Thus, the purpose of internal fivefold cross-validation is only to guide an independent wrapper stage, keeping the original testing fold separate for an unbiased assessment of the performance. Note that this procedure is repeated for each of the 10-folds. Furthermore, due to the inherent random nature of undersampling and SMOTE, the process of training and testing with wrapper selected undersampling and SMOTE percentages was done a total of five times to get an averaged (more stable) performance measure.
To summarize, for five different runs, the 10-folds were constructed and on each fold a fivefold cross-validation was applied to discover the amounts of SMOTE and undersampling. The final reported performances are the averages over the 50 sets (5 runs × 10 folds). We will now explore the heuristic functions used to optimize the sampling levels.
Wrapper-based algorithm to select undersampling percentages
This algorithm uses a wrapper approach to perform the search through the parameter space of undersampling percentages for the majority class(es), using the chosen learning algorithm as a part of the evaluation function for a fivefold cross-validation on the training data. The purpose is to search for the sampling level in the parameter space with the highest evaluation score guided by some heuristic function. This search in the parameter space has to be restricted to the training data to avoid any estimation biases. Thus, we utilized a fivefold cross-validation on the training set to discover the amount of undersampling.
The wrapper starts with no undersampling for all majority classes and obtains baseline results on the training data. Then it traverses through the search space of undersampling percentages in decrements of Sample Decrement (in this case 10%), in a greedy iterative fashion, to increase performance over the minority classes without sacrificing performance on the majority class. We start with 100% undersampling, implying that all of the majority class examples are retained. And then we remove the majority class examples 10% at a time. This search process continues as long as it does not hamper the performance of any minority class, Minor Metric Value, or drop the performance for any majority class, Major Metric Value, by more than some amount specified by (1-Increment Min). We used Increment Min = 5% for our experiments. The algorithm terminates when the performance threshold is violated for any class specified in Major List or Minor List. The details are presented in Fig. 2 .
Note that Minor Metric Value and Major Metric Value are dependent on the objective evaluation function guiding the wrapper.
Wrapper-based algorithm to select SMOTE percentages
The data set is undersampled by the amounts discovered in the previous step. We choose to undersample first, as we want to first eliminate any majority class examples that did not add any improvement in the evaluation metric. Moreover, it also OutputT rainingData(F old U nderSampleList)
12:
OutputT estingData (F old) The Wrapper SMOTE algorithm evaluates different amounts of SMOTE at steps of 100%. 1 This is a greedy search, and at each step the new performance estimates become the new baseline. That is, the initial baseline is the performance obtained via the Wrapper Undersample. If SMOTE = 100% improves the performance over that baseline by some margin Increment Min (set at 5% for our experiments; see line 17 in the algorithm), then the performance achieved at SMOTE = 100% becomes the new baseline. The amount of SMOTE is then incremented by Sample Increment, and another evaluation is performed to check if the performance increase at new SMOTE amount is at least greater than Increment Min. This process repeats, greedily, until no performance gains are observed. The amount of SMOTE is added at increments of 100%. The fivefold cross-validation, as previously described, is used for guiding the wrapper.
However, there is an important caveat to the search to avoid being trapped in a local maximum. If the average does not improve by 5% then to verify that we have not settled on a local maximum, we look ahead two more steps at increasing amounts of SMOTE. If the look-ahead does not result in an improvement in performance, then the amount of SMOTE is reset to the value discovered prior to the look-aheads. This is done to allow SMOTE to introduce additional examples with the aim of improving performance. However, if the addition of examples does not help, then we go back to using the lesser amount of SMOTE discovered prior to the look-ahead. The pseudo code for the wrapper SMOTE algorithm is presented in Fig. 3 .
We do not check for the Major Metric Value, as we are primarily interested in optimizing the performance on the minority class in this stage, with the premise that the true positives are more important than false positives. for F old ← 1 to NumF olds do
OutputT rainingData (F old, U nderSampleList, SmoteList) 
13:
OutputT estingData (F old) 
14:
Build classifier on the sampled training set and evaluate on validation set 
Evaluation metrics
The only way to determine optimal sampling levels is through empirical analysis. Cross-validation is required because optimality of the sampling methods must be determined on the training data only. One question remains: given our sampling space, how does one determine the "best" sampling levels? Thus, we will explore four classifier evaluation criteria which were deployed and empirically tested.
Cost
When optimizing sampling levels to improve overall cost, a logical evaluation criteria is the cost itself. Cost is calculated as shown in Eq. 1 when we assume
Therefore, once classification occurs in the cross-validation phase, the wrapper calculates the validation cost and uses this information to select optimal sampling levels. This approach is dependent on a priori knowledge of the cost relationship between classes. Different cost ratios may cause selection of the different optimal sampling levels and thus generate very different classifiers.
In the subsequent discussion, we will refer to the wrapper approach using cost as wrapper-cost.
F-measure
The f-measure tends to be used in information retrieval. It is a composite metric based on precision and recall (Dumais et al. 1998; Mladenic and Grobelnik 1999; Lewis and Ringuette 1994; Cohen 1995b) , where precision and recall are defined as follows:
where TP = True Positives, FP = False Positives, TN = True Negatives, and FN = False Negatives. As a composite statistic, f-measure is then calculated from precision and recall to summarize the effects of the two types of errors.
It is desirable to increase recall without a sacrifice in precision. Therefore, an effective wrapper strategy is to determine the sampling levels which maximize the classifier's f-measure. This reduces error on the relatively expensive minority class while maintaining accuracy on the majority class. This wrapper evaluation function has an advantage over the cost-based wrapper in that a priori knowledge of the cost matrices is not required. The generated classifier can be consistently applicable throughout alternative unseen class distributions and cost relationships. In the subsequent discussion, we refer to the wrapper approach using the f-measure as wrapper-f measure.
β varied f-measure
Another wrapper evaluation criterion is based on an alternate derivation of the previously outlined f-measure. Here, a separate β factor is incorporated to introduce an element of relative importance between recall and precision:
As β decreases, the importance of precision diminishes. To adapt this behavior to a cost-based framework the β value must depend on the cost ratio. Therefore, β will be set as:
As misclassifying minority examples becomes more costly relative to majority examples, improving recall affects the f-measure more heavily than precision. Therefore, the minority class accuracy becomes more important as the costs become more divergent. Like the cost-based wrapper, this metric is dependent on a predefined cost matrix. In the subsequent discussion we refer to the wrapper approach using β varied f-measure as wrapper-β.
Area Under the ROC Curve (AUROC)
A Receiver Operating Characteristic curve (or ROC curve) is obtained by modifying the parameters of the learning algorithm to get different true positive/false positive percentages for two class problems. For classifiers which produce class probabilities, a varying threshold on the probability of belonging to a class can be applied to get the different "operating" points (e.g., a threshold of 0.3 would mean all examples classified with probability greater than 0.3 or class A are considered to have label A). After obtaining a set of points, they can be graphed. The points can be connected by lines to approximate a curve. The area under this curve provides a method for comparing classifiers (AUROC). An AUROC of one indicates a classifier, which gets all of the true positives correct and has no false positives. An AUROC of 0.5 would indicate that for every true positive a classifier generates a false positive. The greater the AUROC, the better the classifier is at obtaining true positives with fewer false positives. Like the f-measure wrapper, this metric is cost independent and a classifier constructed in these terms should be flexible through a wide range of costs and distributions. In the subsequent discussion, we will refer to the wrapper approach using AUROC as wrapper-AUROC.
A scalable implementation
The Achilles heel of any wrapper system is the computation time due to the exploration of different parameters. However, the proposed wrapper framework for undersampling and SMOTE lends itself very well to a distributed computing paradigm. This also offers an optimal utilization of idle machines in a department or institution. We used the Condor framework (Thain et al. 2005 ) to enable distributed computation on the University of Notre Dame machines resulting in significantly reduced time to obtain a final classifier. 2 Figure 4 shows the general implementation framework and is discussed below.
1. First, partition the data into 10-folds. Distribute each of the folds to a different computer. 2. Further partition each training fold into fivefolds for the wrapper. Subsequently, each of the fivefolds can also be distributed to five different computers. 3. The sampling parameters were used in each of the fivefolds simultaneously, and an average performance estimate was computed. First, the search for undersampling parameters was undertaken. Once the "best" undersampling parameters were found the SMOTE phase was started. Again, the SMOTE parameters were applied to each of the fivefolds simultaneously. The performance estimates were aggregated from each of the fivefolds, and once the best combination of undersampling and SMOTE parameters were found, the search was stopped.
We exploited this inherent parallelism in the parameter search, and were able to achieve on the order of (average) 30 times speedups as discussed in Sect. 5.1. It is worth noting that our largest data set contains just over 11,000 examples. Using larger data sets may affect the parallel speedup, either negatively or positively.
Classifiers
We used two different machine learning algorithms for our experiments as base classifiers-a decision tree learner, C4.5 release 8 (Quinlan 1993 ) and a rule learner, Ripper (Cohen 1995a) . We converted the leaf frequencies produced by C4.5 decision trees to probability estimates after applying Laplace smoothing (Provost and Domingos 2003) . For Ripper, the probabilities were generated based on rule confidence: the proportion of a single class versus the total examples covered. As with C4.5, this was modified with Laplace smoothing by introduction of a 1/C class prior probability.
We also considered class prediction by setting a probability threshold. Elkan (2001) describes a system for generating optimal predictions in a two class problem based on a known cost matrix. Here, we are interested in the probability threshold for predicting one class over another. Therefore, we consider the conditions under which the expected costs for such a decision are equivalent:
Given that p * = P(y = +|x) and that P(y = +|x) = 1 − P(y = −|x) under the two class assumption:
Rearranging this equation yields:
Under our assumptions, C(+|+) = C(−|−) = 0 and we may therefore drop these terms from consideration.
Therefore, when we observe a probability estimate p on a testing example, an optimal decision is generated by comparing p to the threshold p * . When p > p * , the example is labeled as the positive class, otherwise it is predicted as belonging to the negative class.
Experimental framework
We used a variety of data sets for our study, including the KDD-99 cup data set. Eight data sets have no associated costs and we call them unfixed cost data sets. These are summarized in Table 1 . Four of the data sets are from the UCI repository, and the other four are real-world examples that we acquired from different sources. To establish a context, we will briefly introduce the eight unfixed cost data sets. The fixed cost KDD-99 cup data set will be discussed separately in Sect. 5.
1. The Phoneme data set is used to distinguish between nasal and oral sounds based on five features, and is from the ELENA project. The distribution is 3818 nasal and 1586 oral samples. 2. The Segment data set (Blake et al. 1998 ) originally consisted of six equally distributed classes from an image segmentation problem. We transformed it into a two class problem by considering one class of size 330 examples as the minority class, and the rest of classes as a single majority class with 1980 examples. 3. The E-state data set (Chawla et al. 2002) consists of electro-topological state descriptors for a series of compounds from the National Cancer Institute's Yeast AntiCancer drug screen. The activity classes are either active-at least one single yeast strain was inhibited more than 70%, or inactive-no yeast strain was inhibited more than 70%. The data set has 5,322 samples with 635 samples of active compounds. 4. The Page data set (Esposito et al. 1994) consists of classifying all the blocks of a page layout of a document that has been detected by a segmentation process. This data set originally had five classes, and we have converted it to two classes: 4,913 text examples and 560 non-text examples. 5. The Satimage data set (Blake et al. 1998 ) originally contained six classes. For our purposes, we used the two-class conversion outlined in (Provost et al. 1998) , where the smallest class receives one label and the others are part of the larger class. This produced a data set with 5,809 majority class examples and 626 minority class examples. We extracted various financial ratios from the database, and after filtering companies based on the rating we had a total of 10,358 in the training set and 3,258 in the testing set. To make the problem resemble a real-world scenario, the training set comprised data from 1995 to 2001 and the testing set comprised data from 2002 to 2004. The interested reader can acquire the Compustat data set from the authors. 7. The Oil data set was provided by Kubat et al. (1998) . This data set has 41 oil slick samples and 896 non-oil slick samples. 8. The Mammography data set (Woods et al. 1993 ) has 11,183 total examples with 260 calcifications. Using a trivial classifier would yield 97.68% default accuracy. However, such a classifier would most likely yield a poor total cost, particularly when the cost ratio is very skewed.
We used five random runs of 10-fold cross-validation framework for all but the Compustat data set since it was already associated with a testing set. We wanted to retain the complexity of the original Compustat testing set, as it was derived from a different time period.
While these data sets are devoid of any known testing costs, we injected a range of cost ratios to carefully establish the generality of the wrapper framework and compare to the cost-sensitive learning methods. As a convention, we will use the notation of Apply wrapper and use metrics to select optimal sampling levels. FN:FP) to indicate the cost ratio for making a false negative error to a false positive error. For instance a ratio of (2:1) indicates that it is twice as costly to make a false negative than to make a false positive. This aligns with the premise that it is more costly to call a positive (minority) class negative than to call a negative (majority) class positive.
UCI Datasets with Experimental Cost Values
We compare the wrapper and cost-based learners under several cost scenarios. First, we consider a case where costs are known at training and testing times. Then, we investigate a situation where costs will remain unknown at both training and testing times. Finally, we study the generalization of classifiers through the cost space. We also compare the impact of different evaluation criteria in the wrapper mode. The C4.5 and Ripper classifiers learned on the resampled data sets (after Wraper) are compared with MetaCost (Domingos 1999) and Cost-Sensitive Classifier (CSC) (Zadrozny et al. 2003 ) using the same base C4.5 and Ripper classifiers. We used the Weka implementations of MetaCost and Cost-Sensitive Classifier (Witten and Frank 2005) . Figure 5 provides an overview of our experiments.
Results: unfixed cost data sets
We will first discuss the analysis using AUROC and f-measure and then present the cost-based results.
AUROC and f-measure analysis
Our first experiment considered the effect of using AUROC and f-measure for guiding the wrapper search under a (1:1) cost environment. This experiment allowed us to observe the interaction between an objective function for the wrapper, sampling level, and an evaluation metric on the testing set. Tables 2 and 3 summarize the results with C4.5 and Ripper as base classifiers, respectively. The results are averaged over the 50 runs (five different random trials and 10-fold CV during each trial). The standard deviations are also shown beside the averaged performance measures. The cost column represents the cost of making errors at (1:1); thus, it is essentially the total number of errors. For instance, for the Mammography data set if AUROC is used with the wrapper, the amount of SMOTE is 720%, 14% of the majority class is removed, and the testing set f-measure is 0.619 and AUROC is 0.907.
We found that SMOTE and undersampling generally help the base classifiers learned on the different data sets. The results carry more significance for Ripper (see Table 3 ). Irrespective of the wrapper evaluation function, the sampling methods always result in an improved AUROC over the base classifier. In all but two cases, the f-measure is also improved. The two deviations from the norm are the Page and Mammography data sets. While Page had marginal deterioration over the base classifier, the wrapper-AUROC on the Mammography data set results in a 2.5% drop over the base classifier for the f-measure. However, AUROC is always improved. We believe this to be an artifact of a higher FPrate as we focus on the minority class being less detrimental. We note that there is not a distinct positive correlation between the f-measure in the wrapper-mode and corresponding improvements in the final evaluation. For instance, C4.5 improved the f-measure on four data sets when using AUROC as the wrapper evaluation metric rather than the f-measure. The question then becomes, why does this happen with the f-measure and not with AUROC? We attribute this to the nature of the two metrics. The f-measure is tuned to a fixed threshold of 0.5. This means that the fixed point threshold of 0.5 can become unstable. We believe this results in more generalized performances when using AUROC as the wrapper evaluation function. Essentially, our goal was to identify which one was less prone to reaching a local maximum in the wrapper scheme.
Both wrapper-AUROC and wrapper-f measure generally result in different amounts of SMOTE and undersampling, as they optimize different properties of the classifier. As expected using different classifiers also results in different levels of sampling. We posit that the amount of SMOTE or undersampling is not dependent on the class skew, but on the properties of the feature space. Consider the E-state data set, which has the largest amount of SMOTE and undersampling and yet it is certainly not the most unbalanced data set. If we look at the statistics, both C4.5 and Ripper have a very poor performance on E-state. However, there is a significant improvement offered by the sampling methods. We believe that a wrapper method can allow one to empirically discover the relevant amounts of sampling, as it is certainly intrinsically tied in with the data properties. Lastly, as expected, the base classifier achieves the lowest cost at (1:1) when both FP and FN are equally costly. Table 4 shows the average time (in seconds) taken on a data set for a single fold. We show the time taken by both the sequential and distributed versions of the wrapper framework. As a representative of all the wrappers, we show the timings of the wrapper-AUROC method, especially given that this results in larger amounts of sampling than the wrapper-f measure. Exactly the same underlying code-base is part of the sequential and distributed runs. The distributed implementations provide a significant improvement in timing, making the wrapper a very competitive approach. On an average, it takes only 42 s with C4.5 and 32 s with Ripper to complete the wrapper search, which is very encouraging especially in the light of performance improvements. We note that the wrapper with Ripper is faster than the wrapper with C4.5 because of the relatively lower amounts of undersampling and SMOTE with Ripper as the base classifier. The time taken for the entire wrapper paradigm is largely a function of the number of minority class examples and the associated learning complexity, which drives the search for the SMOTE amount.
Timing

Comparison to cost-sensitive classifiers
We wanted to examine an empirical relationship between learning from imbalanced data sets and cost-sensitive classification. Can we effectively handle the problem of imbalance and achieve lower costs during testing than cost-sensitive classifiers?
We compared the wrapper-induced classifiers with MetaCost (Domingos 1999 ) and CostSensitiveClassifier (CSC) (Zadrozny et al. 2003) . MetaCost wraps a "meta-learning" stage around an error-based classifier to effectively minimize cost. It estimates the conditional probability distributions of a data set via bagging (Breiman 1996) Combining probability estimates with a simple expected-cost framework, MetaCost selects the class as argmin i j P(y = j|x)C(i| j). This essentially relabels a class in the training data such that the expected cost is minimized. A classifier is then learned on the relabeled data and evaluated on the testing set.
The CSC method draws a new training set in accordance with each example's misclassification cost. However, when costs are highly skewed, overfitting tends to occur as a limited number of examples are resampled heavily. To counteract this, rejection sampling is used. The newly drawn training set keeps a selected example with a probability of c Z where c is the examples' misclassification cost and Z is a selected constant greater than the maximum cost of the original training set.
We show comparisons using two illustrations. First, we use cost trends where the y-axis indicates the total cost as the cost ratio varies on the x-axis. Second, we use the cost curves (Drummond and Holte 2006) .
Cost trends
Here, we compared the wrapper framework for countering class imbalance with the MetaCost and Cost-Sensitive Classifier (CSC). We considered various cost ratios of (FN:FP)-(2:1), (5:1), (10:1), and (20:1). We used these cost ratios, as these have been previously considered in other studies (Domingos 1999; Drummond and Holte 2006) .
If the classifiers were built without utilization of a cost-matrix, then the generated posterior probabilities were thresholded at the corresponding cost ratios for the testing set. This scenario can be used when the costs are completely unknown during training. The classifiers generate a posterior probability distribution on the testing set. Depending on the cost environment during the testing stage, the probabilities can effectively be thresholded to reflect the cost distributions. That is the threshold for decision making can be derived from the operating cost ratio (see Eq. 10). However, the classifiers are not re-learned. The base classifier, wrapper-f measure, and wrapper-AUROC fall under this umbrella. This allows us to directly compare the effectiveness of dealing with imbalance without incorporating costs during the training phase. We would like to point the reader to Appendix A, which shows the benefits from thresholding to reflect the costs after applying SMOTE and undersampling. On the other hand, if the classifiers incorporated costs during learning, such as wrapper-cost, wrapper-β, MetaCost and CSC, then no thresholding was performed. This is under the assumption that the classifiers have already been optimized on an objective function attuned to a particular cost. Thus, we generated multiple such classifiers for the different cost ratios.
Figures 6 and 7 show the range of costs obtained across the eight data sets, for different cost ratios. The x-axis in the figures show the different data sets and the y-axis shows the normalized costs. We normalized the costs between 0 and 1 to enable a better display of results.
The results show an interesting trend. At (2:1), the cost-sensitive classifiers generally resulted in lower costs than the wrapper-based methods. However, as we increased the cost ratios, particularly at (10:1) and (20:1), the wrapper based methods begin to result in lower costs than the cost-sensitive classifiers that are directly trained on the corresponding costs. The wrapper-AUROC and wrapper-f measure make a very compelling case at higher costs; without using costs during training, they are able to often outperform the cost-sensitive classifiers. The results hold with both C4.5 and Ripper. Thus, a combination of the sampling approaches for countering class imbalance and thresholding is effective in overcoming the cost distributions. In fact we found that the wrapper-AUROC and wrapper-f measure are quite effective across the cost ranges. We conjecture this to be an outcome of an improvement in the quality of estimates, thus resulting in the reduced overall costs (Cieslak and Chawla 2006) . The effective treatment of imbalance without using costs during training can result in robust posterior probability estimates applicable to a variety of cost scenarios during testing. This is certainly desirable, especially when the costs are unknown or can change during testing. Between C4.5 and Ripper, the former is more effective as a classifier in reducing the costs during testing. Lastly, all the methods result in lower costs over the base classifier at cost ratios > (2:1). Thus, treating for imbalance or changing the objective function to be cost-sensitive is always preferred over the thresholded estimates from a base classifier. Zhou and Liu (2006) found that there might be a disconnect between learning from imbalanced data sets and cost-sensitive learning, which is contrary to our observations. However, we believe the differences in their conclusions can be attributed to a lack of sufficient search in the sampling parameter space. They resort to "default" sampling parameters, but, as we point out, there are really no "default" sampling parameters for a data set and a classifier. We show that using wrapper-induced sampling methods on a multi-class data set, we were able to achieve lower costs than any other known method. Lastly, their cost functions were constrained to 1:10, while we extended our study to 1:100. However, our comprehensive experiments on real-world data sets, including the to be discussed, multi-class KDD-99 Cup data set, demonstrate that treating a data set for imbalance first is often beneficial when compared with cost-sensitive classifiers. 
Cost curves
Conditioning on a particular TP rate or FP rate cut-off may not immediately establish the expected generalization capacity of a classifier. It may be more appropriate to gauge the performance of classifiers across a range of TP rate and FP rate. Thus, cost curves (Drummond and Holte 2006) founded on expected cost may yield a clearer understanding of the classifiers within that operating environment. These curves plot performance (expected cost normalized between 0 and 1) on the Y -axis. This function is given by:
The X -axis combines cost and class distribution in the following manner:
where C(−|+) is the cost of misclassifying a positive example as negative, C(+|−) is the cost of misclassifying a negative example as positive, p(+) is the probability of a positive example and p(−) = 1 − p(+) is the probability of a negative example. This is a multi-faceted tool which enables sophisticated analysis of classifier performance under fluid conditions. Overall, cost curves allow visualization of the interplay of classifiers as the weighted importance of two classes wax and wane. There is a correspondence of a point in ROC space to a line in cost space. A single (TP rate, FP rate) pair from the ROC space gets translated to a line segment in the cost space.
Thus, different operating points from the ROC curve will represent different lines in the cost space. For clarity in presentation, we show the lower envelopes of the cost curves of the following four methods: wrapper-f measure, wrapper-AUROC, CSC, and MetaCost. We wanted to draw our comparisons among classifiers optimized on costinsensitive measures and the cost-sensitive classifiers that incorporate costs during learning. We constructed the cost curves as follows. The cost-sensitive classifiersMetaCost and CSC-were trained with the different cost ratios, drawn from the following FN:FP -1:1, 2:1, 5:1, 10:1, 20:1, 30:1, 40:1, . . .100:1. This resulted in 13 pairs of (TP rate, FP rate) for each of the above methods or a total of 91 (13 × 7) cost curves. After plotting all the possible cost curves from different methods, we only retained their corresponding lower envelopes to reflect their best operating ranges.
Figures 8 and 9 show the cost curves for C4.5 and Ripper, respectively. The x-axis in the figures represents the Probability Cost Function (PCF) and the y-axis represents Normalized Expected Cost (NEC). As seen in the figures, the methods start-off generally overlapping with each other or the cost-sensitive classifiers resulting in lower envelopes, but as the PCF increases the classifiers begin to separate. At lower PCF, the cost-sensitive classifiers result in slightly lower costs than the wrapper classifiers for some data sets. As the PCF increases, the advantage of treating the data sets for class imbalance stands out. Based on the comparisons across all the data sets, we find that treating the data sets for imbalance using the wrapper mode results in the most effective sets of classifiers across the range of PCF. If a classifier produces the lowest envelope it is the most optimal across the entire range of PCF's. Our observations corroborate the findings in the previous subsection. The lower envelopes of the costinsensitive measures generally dominate over the cost-sensitive classifiers, especially at higher costs. Thus, using wrappers to first counter the class imbalance problem was generally more cost-effective than the cost-sensitive classifiers. We also found that wrapper-AUROC was either comparable to or better than wrapper-f measure, and can be the recommended optimization criterion. The results are quite compelling as they imply that optimizing on class imbalance, without incorporating costs, is often a more optimal strategy. Between MetaCost and CSC, we found that MetaCost resulted in lower costs using C4.5 as the base classifier, but this trend got reversed with Ripper. We believe MetaCost relies heavily on the instability of the base classifier, given the bootstraps.
Fixed cost KDD cup intrusion data set
We considered the intrusion detection data set from 1999 KDD Cup. This data set not only provides actual costs for making different types of errors, but also demonstrates the proposed wrapper framework on a multi-class data set. A cost matrix was used in the scoring of the competition as shown in Table 5 (Elkan 1999) .
We pre-processed the data set as follows. There were many duplicate examples in the original 5 million example training set. All duplicate examples were removed. We also undersampled both the normal and neptune (dos) class by removing examples Table 5 , we undersampled the normal class, and for the Training Data 2 we undersampled both the normal and neptune classes. Note that for both of these sets of experiments, the test set remained unchanged. Table 6 shows the results.
It can be seen that our approach with RIPPER as the classifier produced the lowest cost per example after undersampling for both the normal and neptune classes (Training Data 2), and applying 100% SMOTE to the u2r class, while keeping the r2l class unchanged. This was better than the winner of the contest and better than the subsequent results from the literature. Also using C4.5 as the base classifier with SMOTE (200% u2r and 300% for r2l) resulted in lower cost than the other published techniques. Note that the respective amounts of SMOTE and undersampling were discovered via the Wrapper. Using RIPPER on Training Data 2 u2r (100)-r2l (0) 0.2049 (Chawla et al. 2005) The numbers beside u2r and r2l indicate the SMOTE percentage utilized for the experiments
Conclusions
In this work, a wrapper approach was utilized to determine the percentage of minority examples to add to the training set and the percentage for undersampling the majority class examples. We used a variety of data sets with different class distributions and characteristics, including a number of real world data sets. The wrapper approach works by performing a guided search of the parameter space. The evaluation function was applied with a fivefold cross-validation on the training set. Once the best percentages for undersampling and SMOTE are found they can be used to build a classifier on the updated training set and applied on the unseen testing set. We have demonstrated the ability to optimize sampling levels for an evaluation function, resulting in effective generalization performance. We also wished to view the impact of using a threshold function on the probabilities produced by a classifier to generate optimal decisions in a cost-based problem. As we note in Appendix A, cost thresholding works particularly well at reducing the total cost of a classifier, particularly when operating at a higher cost ratio. Thus, we may assume that sampling has allowed classifiers to develop a calibration of probabilities better suited for higher cost ratios.
Our conclusions, connected to the questions posited in Sect. 1, can be summarized as follows.
• The proposed wrapper-based paradigm, when using different evaluation functions, was effective in automatically discovering the potentially optimal amounts of sampling for a data set. This was effective in countering the cost-imbalance during training and testing as well. We showed that the classifiers learned on sampling parameters discovered when using the cost-transparent metrics, such as AUROC and f-measure, retain their effectiveness when costs were introduced during the testing stage. Both the metrics were very effective compared to the base classifier as demonstrated by the AUROC and f-measure on the testing sets. Thus, changing the data distribution is important to learning the classifiers in an imbalanced domain.
• We also compared our approaches to cost-sensitive learners. In an analysis of raw total cost, we found a strong tendency for wrapper-AUROC and wrapper-f measure to generally outperform the other wrapper evaluation functions. Moreover, at higher cost ratios they also dominated over CSC and MetaCost. Another set of comparisons among the classifiers was done using cost curves. Using the lower envelope formed by multiple classifiers learned at different cost ratios, it was also possible to examine each evaluation metric and the cost-based learners throughout cost space. In this section, we have noted that wrapper-AUROC tends to produce classifiers that result in more effective generalization in the PCF space, even better than the cost-sensitive classifiers optimized at different cost ratios.
• We also showed that a combination of undersampling and SMOTE offers a significant advantage over several cost-based classifiers in a number of realistic cost environments, including champion level performance on a KDD Cup Challenge.
