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The structure of the nonlinear space of a spherically invariant process is 
studied and the problem of discriminating between two spherically invariant 
processes as well as the problem of nonlinear estimation for spherically invariant 
processes are solved. 
This paper attempts a systematic study of spherically invariant processes 
(SIP’s), i.e., processes whose finite dimensional distributions are mixtures of 
Gaussian distributions. Section 1 contains the basic properties of SIP’s, including 
their representation in terms of Gaussian processes, which are used throughout. 
The structure of the nonlinear space of a second order SIP is considered in 
Section 2. Section 3 solves the problem of discriminating between two second 
order SIP’s, and Section 4 the nonlinear estimation problem for second order 
SIP’s and in particular for Gaussian processes. 
Our basic notation and terminology is as follows. X = (X, , t E T) is a 
stochastic process defined on a probability space (Q, g’, P). T is an arbitrary 
index set; sometimes it is taken to be a real line interval, but since this is clear 
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from the context it is not emphasized. 2 is usually taken to be 22(X), the u-field 
generated by the random variables of the process X, or a(X), the completion of 
s(X) with respect to P. For each w E 9, X(W) is the corresponding sample path 
of the process X, which is an element of W, the space of all functions defined on 
T. X induces a probability measure p = P . X-l on (W”, %?(‘W)), where 2@W’) 
is the u-field generated by the cylinder sets of ‘W. X is a coordinate process if 
(Q, B, P) = (‘W,%Y(W), CL) and X,(U) = w(t). The nonlinear space of X, 
L,(X) = L&2, B(X), P), is the set of all B(X)-measurable random variables 
with finite second moment which are called (nonlinear) La-functionals of 9. 
X is a second order process if 8X: < co for all t E T. The linear space of a 
second order process X, H(X), is the closed subspace of L,(X) spanned by X, , 
t E T, and its elements are called linear La-functionals of X. For Hilbert spaces 
@ denotes the tensor product and z denotes an isomorphism. 
1. SPHERICALLY INVARIANT PROCESSES (SIP’s) 
It is well known that all mean square estimation problems for Gaussian 
processes have linear solutions and that Gaussian processes are dosed under 
linear operations. Vershik [I91 h s owed that these two properties do not uniquely 
characterize the Gaussian processes. They do, however, characterize the class of 
SIP’S. 
Let X = (X, , t E T) be a second order process with mean m(t) and covariance 
function r(t, s). Then X is said to be an SIP if all r.v.‘s in H(X - m) having 
the same variance have the same distribution. Also, X is called degenerate if 
H(X - m) is finite dimensional. Since the nonlinear structure of a nondegenerate 
and a degenerate SIP are considerably different, we will restrict our present 
investigation to the nondegenerate case; the finite dimensional case will be 
treated elsewhere. A SIP X is a mixture of Gaussian processes. It can be deter- 
mined by its mean m(t), a covariance function R(t, s), and a probability distribu- 
tion F(E) on %+; the characteristic function of Xt, ,.,., Xt,(tl ,..., t, E T) is given 
bY 
s 
e-(~/2)CR(t,.t,)(u,-nl(t,))(zli-m~ti)) W4 (1.1) 
(Vershik [19] and Nagornyi [13]). In order to avoid the trivial case where X is a 
constant process, we will assume throughout that F(O+) < 1. Such a SIP deter- 
mined by m, R and F will be denoted, in short, by SIP(m, R; F). A probability 
measure p on the sample space (W, @‘W)) is said to be a spherically invariant 
measure (SIM) if it is induced by a SIP, or, equivalently, if the coordinate 
process on (W, B(W), p) is a SIP. A SIM induced by a SIP(m, R, F) will be 
denoted by SIM(m, R; F). When F puts all its mass at the point 1 the SIP&, R; F) 
and the SIM(ln, R; F) become Gaussian with mean m and covariance R; we will 
use the notation GP(m, R) and GM(m, R) respectively. 
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LEMMA 1 .l. Let p be an SIM(m, R; F) and for each 012 0 let ~1. be the 
GM(m, cJ?). Then 
P(E) = s P@) dW for all E E .%?(%T). (1.2) 
Furthermore, for any measurable function 0 on (91T, .~%9’(%~), ,u  which is non- 
negatiwe or integrable we hawe 
6%’ = 8,$ dF(ol) 
I (l-3) 
where 86 = S tId, and &# = J 8dpo . 
Proof. (1.2) is easily verified for cylinder sets E. Its truth is then established 
by a standard argument, and (1.3) follows from (1.2). 1 
It follows from Lemma 1 .l that if X is a coordinate SIP(m, R; F) then, under 
each pa , X is a GP(m, orR). The following theorem generalizes this fact. 
THEOREM 1.2. Let X be a SIP(m, R; F) on (Q, g(X), P). Then for each 
01 > 0 there exists a probability measure P, on (Q, g(X)) such that CL, = P, . X-l 
is a GM(m, orR). Hence under each P, , X is a GP(m, “R) and the corresponding 
formulae (1.2) and (1.3) hold. 
Proof. Noting that when restricted to a finite dimensional space pa is abso- 
lutely continuous with respect to t.~, the proof becomes straightforward and is 
omitted. 1 
(1.2) in Theorem 1.2 was proved by Gualtierotti [8] for P an SIM on a 
separable Hilbert space. Note that since X is of second order, it follows from 
co > &X,Z = / G?~X,Z dF(or) = 1 [m2(t) + czR(t, t)] dF(or) 
that 
a1 = s a dF(or) < 00. 
THEOREM 1.3. Let X be a SIP(0, R; F) and {&J a sequence in H(X). Then 
there exist versions of the &,‘s such that under each P, the Y.v.‘s {.$,} are jointly 
Gaussian with zero mean and covariance 
(l-4) 
and, moreover, for any measurable function g on (‘W, B’(?BW)) we have 
~&(h , f2 Y.) = 4lg(~“” 61 , a2 E2 ,...) (1.5) 
whenever one of these expectations exists. 
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Proof. In view of Theorem 1.2 and the fact that every measurable function 
13(u) on (G, 8(X)) is of the form f(X(u)) f or some measurable function f on 
(St’, 9@IV), it suffices to prove the assertion for X a coordinate process. For each 
r.v. f,(x), x E ‘$I=, there is a sequence Zjn)(x) of finite linear combinations of 
{ft(x) = x(t), t E T} such that f,(x) = lim, Z!“)(x) a.s. [CL]. Let C, = 
(x E ‘%r: Z:“)(x) + * as i---f co} and let C = (J C,, . C is clearly a measurable 
linear space having TV probability 1. Now take each 5, to be limi Z:“)(x) for x E C 
and 0 for x 4 C. Since 1 = p(C) = J pJc)dF(o~) by Lemma 1 .I, and F(O+) < 1, 
there is 01s > 0 such that pUO(C) = 1. Let Y be a G(0, R) on some probability 
space (J2, ,a0 , Q). Then since C is a linear space we have for all (Y > 0 
pa(C) = Q((a)““Y E C) = Q((a,,)1’2Y E C) = ,uao(C) = 1. 
Thus f, = lim, It”) a.e. /&J, for all OL 3 0. Since under each pa, {I?), n > 1, 
i > l} is a Gaussian family, it follows that {En} are jointly Gaussian under 
each pm . 
To show (1.4) we recall that for a Gaussian family a.s. convergence implies 
mean square convergence. Thus 
= lim ~y&rll~‘Z@ = 3 & 5 f 1 R 1)1! 
and hence &A, = .f~&,L&~) = ells&&,, = (44 ~&A . 
It is easy to see that (.&} under z.+, has the same probability law as (&” 4,) 
under p1 . (1.5) is now evident. 1 
We now introduce a r.v. A which will play a central role in the representation 
of a SIP as well as in the study of its nonlinear space. 
Pick an orthogonal sequence {&} from H(X) with &en2 = 0~~ . Then by 
Theorem 1.3 we may assume that under each P, , (4,) is a sequence of inde- 
pendent zero mean Gaussian r.v.‘s with gMfn2 = 01. Define 
By the law of large numbers, we have lim A, = ol a.s. [Pm]. Let C* = 
{w E JJ: A,(w) -+ *}. Then 
P(C*) = j- P,(C*) dF(ct) = j- dF(ci) = 1. 
Thus A, converges a.s. [PI. Let 
Jw) = fb’” An(w) if UJEC* 
if w 6 C*. (1.6) 
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Then 
A=or a.s. [PA (l-7) 
and the distribution function of A is F since 
P(A < u) = j P,(A < u) dF(ol) = 1 l[o,al(a’) dF(a?) = F(a). W 
I f  we put .Q* = (W E Q: A(w) = ~1 then P&2,) = 1, and thus the probability 
measures P, , OL > 0, are mutually singular (which is of course well known). 
We now arrive at the main theorem of this section. 
THEOREM 1.4. A nondegenerate second order process X on (9, g(X), P) is a 
SIP(0; R; F) if and only ;f  it has the representation 
X, = A1i2Y t a.s. for all t E T (1.9) 
where A is a nonnegative Y.V. with distribution function F and, conditioned on 
A > 0, Y is a nondegenerate GP(0, R) independent of A. 
Proof. The “if” part is clear. To show the “only if” part, let A be the r.v. 
defined by (1.6) and let 
I 
X 
y  = Al/2 if A>0 (1.10) 
0 if A = 0. 
Then it follows from Theorem 1.2 and (1.7) that P(X, = A1i2Y,) = 
j P,(X, = @YJ dF(ol) = 1; and that Y is a GP(0, R) under each P, for 01 > 0 
and thus also under p(e) = (1 - F(O+))-1 Jco+) P,(.) dF(ol), which is just the 
conditional probability of P given A > 0. Now for D E g(B) and E E ~%(‘%r) 
we have 
H(A E D, YE E):= 
= 1 -kco+) P[AED~(O, ~)]*P(YEE) 
=P(AED)P(YEE) 
since PJY E E) = P( Y E E) for OL > 0. Hence A and Y are conditionally 
independent given A > 0. 1 
The representation (1.9) of a SIP was first noted by Besson [2] who, 
without constructing the r.v. A, showed its existence by employing a result in 
Bretagnolle et al. [3] concerning symmetrically dependent (exchangeable) r.v.‘s. 
Our approach seems more elementary and direct, and also yields further results. 
6W911-s 
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(1.9) reveals that a SIP is merely a conditional Gaussian process. (More 
specifically, given A = 01, the SIP (0, R; F) is a GP(0, &).) By requiring 
F(O+) = 0, Theorem 1.4 may be stated in a more appealing way. 
THEOREM 1.5. A nondegenerate second order process X on (Q, B(X), P) is a 
SIP(0, R; F) satisfying F(O+) = 0 if and only ;f it has the representation 
X, = A1i2Y t as., t E T 
where Y is a nondegenerate GP(0, R) and A is a positive Y.V. independent of Y 
having distribution fun&m F. 
Theorem 1.4 enables one to read off many properties of SIP’s immediately. 
For instance a SIP(0, R; F) X is of order p > 0, i.e., B \ X, 12, < CO, if and only 
if &API2 = Ja9/2dF(a) < co. If X is of order 2, then continuity in probability 
of X is equivalent to mean square continuity [2]. All the usual (local and global) 
analytic properties of the sample functions of X depend only on R and not on F, 
while properties of maxima and crossings depend on both R and F. Kallianpur’s 
[12] zero-one law and Slepian’s [17] lemma take the following form for SIP’s. 
(The proofs are straightforward and are thus omitted.) 
COROLLARY 1.6. If p is, a SIM(0, R; F) and L a @ST)-measurable linear 
subspace of ST, then p(L) = F(O+) or 1. Furthermore, p(L) = 1 if and only iffor 
some a > 0, L is &#$UT)-measurable and p,(L) = 1. 
In Corollary 1.6 pa are as in Lemma 1 .l and a(!RT), resp. ~,#IT), denotes the 
completion of a($IT) with respect to p, resp. p”. . 
COROLLARY 1.7. If Xi is a separable SIP(0, R1 ; F<), i = 1,2, and if 
W, t) = Rz(t, 0, Rdt, 4 d &(t, s) for all t, s E T, 
F,(O+) = J’s@+>, 464 d F&4 for all 01 > 0, 
then for all 24, 
P{s&\P X&) < u> < P(;zp X&) < u]* 
We now give an interesting example of a sample continuous martingale whose 
family of u-fields is not continuous. Let W = {W, , 0 < t < 00) be a Wiener 
process, and let X = A112W where A is a nonnegative r-v. independent of W 
and whose u-field is nontrivial. It is easily checked that X is a sample continuous 
martingale. Let a’t = 33(X,, 0 < s Q t), 0 < t < co. We will show that ait 
is not continuous at t = 0. Fix t > 0 and consider the quadratic variation &Z(t) 
of X over the interval [0, t]. 
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We have 
M(t) = lip li [X (+ t) - X (& f)]’ 
=JJlim8r[W(+t)- W(&t)]’ 
?I 
j=O 
= At a.s. 
where the last equality is a theorem of Levy (Doob [5]). This implies that A is 
at-measurable for all t > 0. 
2. THE NONLINEAR SPACE OF A SIP 
In this section we study the structure of the nonlinear space L,(X) of a 
SIP(0, R; F) X, using the canonical representation of X in Theorem 1.4 and the 
well known properties of the nonlinear space of a GP. When X is second order, 
the relation between the linear space H(X) and the nonlinear space L,(X) is 
shown in Theorem 2.4 and complete orthornormal sets (CONS’s) in L,(X) are 
given in Theorems 2.2 and 2.3. When F has a moment generating function, 
Theorem 2.5 shows that L,(X) has the orthogonal decomposition @&,a0 g,(X), 
where &,(X) is the p-th homogeneous chaos of X; and Theorem 2.6 shows the 
relation between g,(X) and H(X) and gives CONS’s in each B,(X). 
Theorems 2.2 to 2.4 are based on the following property, whose proof is clear 
and thus omitted. 
LEMMA 2.1. Let aI and a2 be two independent o-Jields on a probability space 
(Q, 37, P) such that 9 is generated by aI and A?2 . Then 
under the correspondence fg + f @ g. 
Let X = (X, , t E T) be a second order nondegenerate SIP(0, R;F) and 
X = A1/2Y its canonical representation of Theorem 1.4. Let (5, , y E r> (F 
linearly ordered) and {e, , 1 < rz < N} (N may be infinite) be CONS’s in H(X) 
and L,(dF) respectively. Denote by H,,,a the Hermit polynomial of degree 
p = 0, 1,2 ,... with parameter u2 defined as follows: {HD,,a(X), p = 0, 1,2 ,... } is 
obtained by applying the Gram-Schmidt procedure to orthogonalize the sequence 
of r.v.‘s {Xp, p = 0, 1,2 ,... } in L,(X) w h ere X is a Gaussian variable with mean 0 
and variance oz. Also write H,(X) for HBsl(x). 
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THEOREM 2.2. If F(O+) = 0 then the family 
44 * ( pl, .f. pk! j”’ HP, ((%jl” &j --* 4, ((%jl” t,,) 
= e,(A) . ( pl! .!. pk! ),,( 1 2 
Pi2 
Hp,.~~&J ..* HDR.~~al(&J (2.1) 
where 1 <n<N, k>l, p,+-.-+p,=p>O, yl<“‘<yk in r, iS a 
CONS in L,(X) 
Proof. Assume F(O+) = 0. Then g(A) and g(Y) are independent u-fields 
generating 9(X). By Lemma 2.1 we have 
L,(X) &z L,(A) 0 L,(Y)* (2.2) 
It is easily verified that N2H(Y) = H(X) and {vV = (q/,lA)1/2 [,, , y E r> is 
complete in H(Y). (Recall that Y is a GP.) Indeed {qv, y E r> is a CONS in H(Y) 
since 
(by Theorem 1.3). Now (2.2) and the celebrated theorem of Cameron and Martin 
[4] yield the result. 1 
We remark that in dealing with a SIP, the case F(O+) = 0 (i.e. X cannot be 
zero with positive probability) is of main interest. 
We now show how to obtain the counterpart of Theorem 2.2 when 
0 <F(O+) < 1. Let J?r = {W E !Zr: A(w) = 0}, s2, = {w E 52: A(w) > 0}, and 
consider the restrictions of (m, a(X), P) to Sz, and G2 respectively, (Qr , 
%-@I, Ps~,) ad (52,) %-@h J’S,,). Then 
L,(X) = L,(Q, , %2,(X), Ps,,) W,(Q!, , -%p), h*>. 
It is easily seen that L,(& , goI( P,,) s %, where !% is equiped with the 
usual inner product ((x, Y)~ = xy). Also PD2 = Qo, where Q is defined on 
a(x) by Sk) = .h,.m, Pa(,) W4, and thus 
under the correspondence (1 - F(O+))-lj2 lo,f+f. But under p, X is a 
SIP(0, R; G) where G(or) = (1 - F(O+))-l (F(a) - F(O+)), and Theorem 2.2 
yields the following CONS. 
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THEOREM 2.3. If 0 <F(O+) < 1 and if (en , 1 < n < N} is a CONS in 
L,(d{F - F(O+)}) then th fumdy 
( qi+) ) 
l/2 
ho,(A), 
(2.3) 
( 
1 l/2 
1 -qo+) ) 1 (O.&J) 44 
l 
x pl! *a* p,! ( 
),,, (g2 f4+4l&) --* %&4/&J 
where 1 <n<N, k>l, P,+~~~+p,=P>O, yI<“-<yk in I’, is a 
CONS in L,(X). 
Consider the correspondence 
when F(O+) = 0, and when 0 < F(O+) < 1 the correspondence 
( 1 ) 
l/2 
1 -q-t) 
1 (oA4 
(2.5) 
Since (p!/&! ‘..$J~!))~/~ (tEPl @I *-- @ f$‘k), where k & 1, p, + ... + p, = 
p 2 0, 71 < *** < yk, form a CONS in H(X), we have 
THEOREM 2.4. 
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Suppose that every 5 E H(X) h as all moments finite. Let .9’(X) be the linear 
space of all polynomials in elements of H(X) and let g’,(X) (p > 0) be the 
linear space of all polynomials in 9(X) of degree at most& hence Y,,(X) is the set 
of all constants. Let Q,,(X) = P,(X) and for p >, 1 let QJX) be the set of all 
polynomials in p’,(X) orthogonal to 9,-,(X). Denote by Q,(X) the closure of 
Q,(X) in J%(X)- Q,(X) is called the p-th polynomial chaos and Q,(X) is called 
the p-th homogenous chaos. 
When X is a SIP(0, R; F), in order to have all moments of 5 E H(X) finite we 
introduce the following “moment” condition: 
(M) The moment generating function of F exists, i.e. 
I eat dF(a) < 00 for all t E 93. 
Under the condition (M) we have for .$ E H(X) (by (l.S)), 
THEOREM 2.5. If(M) holds, 
Proof. It is well-known (see Neveu [14]) that if elfI E&(X) for every 5 E H(X) 
then J%(X) = BP>0 Qp(X) (f or arbitrary process X). Thus it suffices to show 
that &I is integrable if(M) holds. Since under each P, ,e is a zero mean Gaussian 
variable with variance u2 = (a/~~) Sp, we have under (M) 
BeIf = f 8ael’l dF(a) < 2 s e(a/2al)g~s dF(a) < 03. 1 
We now establish the relationship between the decomposition of Theorem 2.5 
and the representation of Theorem 2.4. Assume the condition (M). Then 
L,(X) = &,>a Q,(X), and (An, 0 < n < m> is a complete set ofL,(A). For each 
fixed q > 0, applying the Gram-Schmidt orthonormalization procedure to {A”} 
with respect to the inner product <Am, A*), = &Am+*+$ we obtain the set 
{e,,a(A), 0 < 12 < a} which is complete in L,(A) and orthonormal relative to 
<a, .), . Note that e,“(A) is a polynomial in A with degree n. 
Now assumeF(O+) = 0. By Theorem 2.4 we have&(A) @ (@,>a HGP(X)) s 
L,(X). Denote this isomorphism by Qz. Let 
I&a(X) = @ le.‘(A) ($-)“’ 0 HI.(X)/- (2.6) 
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It is not difficult to see from (2.4) that 
fLqwl c %n+um%n+*-l(x) (2.7) 
since A E 8, , from the definition of A. 
THEOREM 2.6. Under conditions (M) andF(O+) = 0, 
!2PW) = 0 fLV) 
2n+eP 
and a CONS in g,(X) is given by 
(2.8) 
Proof. First we show that H,@(X) J- Hz:(X) if (n, q) # (7t’, q’). It is clear 
from (2.6) that H,q(X) J- H$(X) if q # q’. Suppose now that q = q’ and 
n # n’. For 8, 8’ E H&q(X) we have 
6’ I@ (e,,q(A) ($)*” @ 0) @ (et,(A) ($)“* @ B’)/ 
since (eno, ez.)Q = 0 and thus I-&g(X) 1 Hz.(X). 
In order to show. (2.8) it suffices to show that g,(X) = @2nH~l, I&q(X) 
because of (2.7). We need to show that Q a** 62 E @2n+q(D H,,‘J(x) for all 
& E H(X) and r, + **. + rK < p. For ease of exposition we show this for 
$ in&. Write 5 = Al/z?, r] E H(Y). Then 
r = Ar”~’ = AT/2{Hr,&,,z(y) + Const. H,.-a,~&) + Const. H,._4,Bq~(7) + -*a} 
= HT.Ag,p(f) + Const. AfL2.~~&) + Const. A2f4-~,~~,&T) + *** . 
Note that AmH,.-2,,~g,,47) E Cj3~zoHL-2m(X)C Ozn+p~r~nQ(X). Thus 5’ E OBn+a~p 
H,P(X) and (2.8) is proved. 
(2.9) follows from (2.4), (2.6), (2.8) and 11 eng(A)(A/+” II2 = or;‘. f 
Of course gr(X) = H(X) and, f or instance Qe(X) = H,O(X) @ Ho2(X) where 
H,“(X) = sj{A - aI} and 
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3. EQUIVALENCE AND SINGULARITY OF SIP’s 
In this section we combine the representation of SIP’s (Theorem 1.4) and the 
dichotomy of GP’s to study the problem of discriminating between two SIP’s. 
The discrimination problem is completely solved by identifying the Lebesgue 
decomposition of the distributions of the two processes and the Radon-Nikodym 
derivative of the absolutely continuous part. Two processes are called equivalent 
(-), resp. singular (l), if th eir induced measures on B$JlzT) are equivalent (-), 
resp. singular (I). The discrimination problem for two second order SIP’s: 
SIP(0, R; F) and SIP(m, S; G) is fully resolved by first noting that without loss of 
generality we may assume that either GP(0, R) - GP(m, S) or else GP(0, CYR) 1 
GP(m, ,&S) for all 01, fi > 0. When GP(0, R) N GP(m, S), the Lebesgue decom- 
position of SIM(m, S; G) with respect to SIM(0, R; F) is given in Theorem 3.1 
and the Radon-Nikodym derivative of the absolutely continuous part in 
Theorem 3.4. In particular, if GP(0, R) N GP(m, S), then dF N dG implies 
SIP(0, R; F) N SIP(m, S; G), and dF 1 dG implies SIP(0, R; F) J- SIP(m, S; G). 
Theorem 3.2 shows that if GP(0, olR) 1 GP(m, /3S) for all 01, /3 > 0 then 
SIP(0, R; F) 1 SIP(m, S; G). Finally, if dF N dG then SIP(0, R; F) and 
SIP(m, R; G) are either equivalent or singular, and necessary and sufficient 
conditions for equivalence along with an expression for the Radon-Nikodym 
derivative are given in Theorem 3.5. 
For reasons of clarity in this section we attach the underlying probability 
measure to the usual notation for expectation, variance, linear space, etc. 
We first state the general theorem concerning the equivalence and the singula- 
rity of two GP’s (see, for instance, [15]). Fix 01 > 0. Let X = (X, , t E T) be a 
GP(0, aR) on the probability space (JJ, g(X), Pa). Let Q. be a second probability 
on P, a(x)> un d er which X is a GP(m, olS). Then either P, N Qa or P, J- Qa . 
P, N Qa if and only if the following conditions are satisfied: 
(*) There exist positive constants Kr and K, such that 
K2 Varpa t < VarD, 5‘ < Kl VarPo, E 
for every 5 EL(X), the linear space of all finite linear combinations ~~~,X~~, t,E T. 
(**) There exists t E HP=(X) such that m(t) = 8, (5X,), t E T; i.e. 
m c%(R), the reproducing kernel Hilbert space of the covariince R. 
(***) IfB,:Hpti(X)-+HpJX)isth p t e osi ive self-adjoint operator defined 
by Covool(~, 7) = COV,~([, B,T) for all 5, 7 EL(X), then B, - 1 is Hilbert- 
Schmidt. Moreover if conditions (*), (**) and (***) hold true and if {A,} and 
{tn} denote the sets of eigenvalues and corresponding normalized eigenvectors 
of B, , then 
dQa - = exp @“’ 6 - &Var@$21) - 8 C [ &,” ($ - 1) + log A,]) 
dP, 
(3.1) 
n 
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From now on X = (X, , t E T) will be a second order nondegenerated SIP 
(0, R;F) on (Sz, 9(X), P). Recall that R is a covariance function and F is a 
distribution function on %+ with finite first moment ti1 . P is a mixture of 
Gaussian measures, P(E) = s P,(E) dF(~l), and under each P, , X is a GP(0, OLR). 
Let A be the r.v. associated with X and P as in Section 1. 
Now consider a second probability measure Q on (Sz, B(X)) under which X is 
a second order nondegenerate SIP(m, S; G). Then Q(E) = sQa(E) ~G(cY) and 
under each Qa , X is a GP(m, c&). Denote the first moment of G by C$ . We are 
interested in the equivalence and mutual singularity of the measures P and Q. 
Since P,, 1 Q,, if m # 0, we shall assume throughout this section that F(O+) = 0. 
Also we may assume without loss of generality that either PI N Ql or P, 1 Qa 
for all OL, p > 0, since clearly 
a SIP(m, R; F(a)) is also a SIP(m, CR; F(coc)) for every c > 0. (3.2) 
THEOREM 3.1. Let PI N Ql and let dG = dG’ + dG” be the Lebesgue decom- 
position of dG with respect to dF with dG’ < dF and dG” 1 dF. Then 
Q(E) = 1 QaW dG’(4 + j- QZa(E> dG”(4 
is the Lebesgue decomposition of Q with respect o P. Hence if PI - Ql and dF - dG 
then P ~Q;ifPl~Q1anddF~dGthenP_LQ. 
Proof. Note that PI -Qr implies P, N Qol for all 01 > 0. Let P(E) = 0. Then 
s P,(E) dF(ol) = 0 and P,(E) = 0 a.e. [dF]. Since P, N Qu and dG’ < dF, we 
have Q,(E) = 0 a.e. [dG’], and thus jQ,(E) dG’(or) = 0. This implies 
j-Q&> dF(4 << P(*). 
Since dG” 1 dF, there exists E E a(%) such that SE dG”(ol) = j’E’ dF(a) = 0. 
Note that A = 01 a.e. [QJ because A = OL a.e. [PJ and P, -Q6. Thus we have 
P(A E E’) = I P,(A E E’) dF(ol) = jB, dF(or) = 0, 
Q(A E E) = I Q,(A E E) dG”(cu) = s, dG”(ol) = 0, 
which imply JQU(.) dG”(ol) 1 P(.). 1 
The second assertion of Theorem 3.1 was first stated in Gualtierotti [8] for 
P and Q SIM’s on a separable Hilbert space. 
THEOREM 3.2. If P, 1 Qe for all 01, /I > 0 then P 1 Q. 
Proof. The proof is adapted from Pang [15]. 
The following remarks will be used without further comment. For 6,~ E L(X), 
we have 
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If PI and Q1 satisfy (*) then for every sequence {&J in H,r(X) there exist versions 
of &‘s such that (E,,} is also a sequence in HP(X), HP=(X), Ho(X), Ho&X) for all 
OL > 0, and satisfies (3.3). (The proof of this is similar to that of Theorem 1.3). 
Since PI 1 Qr , one of the conditions (*), (**) and (***) must be violated. 
First suppose that (*) is not satisfied; for instance, suppose that there exists no 
constant Kl such that Varol [ < Kl Var,r 4. Then there exists a sequence {e,} 
in L(X) such that VarpI ,$n = 1 and Varo, 4 > ?t2. Then, as n + co, we have 
P(I 5, I > (n)““) < + -+ 0, 
Qtl &a I > (4"") = 1 Qotl 5, I > (4”“) dG(4 
which imply P 1 Q. 
Next suppose (*) holds but (* *) does not hold. Then, for each rz, there exists 
I, EL(X) such that 
{see Pang [15j). Consequently, as n -+ co 
P(5, > fiSo$,) < P{& > 9(K2n VarP,En)1’2} < 2 + 0, 
2 
b Q (I I, - ~A I < 4 (2 Varo L)1’2) 
; >l-$4, 
and thus P 1 Q. 
Finally, suppose that (*) and (**) are satisfied, but (***) is not. We may 
assume in this case that m EE 0. 
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We claim that 
there exists a sequence {&J in H&X) such that COV&~ , 5,) = 6,, 
and CovoJ& , &) = &, where x(1 - ~,,)a = 00 and (l/p,) - 
pn > 0 for all n or <0 for all n. (3.4) 
Given this, consider the events 
We shall deal with the case (l/p,J - p,, > 0 only. Note that K, < p,, < Kl by 
(*). For OL $1 we have 
Thus if E = limsup &, , then P,(E) = 0 for OL 3 1 and QJE) = 1 for /? ,< 1. 
This implies by (3.2) that for all a, b > 0 there exist E,, E &f(X) such that 
P,(E,,) = 0 for 01 > a and Qa(Eab) = 1 for /? < b. Hence, as a + 0 and b + cc. 
we have 
‘tEab) = J;, =, p,(E,b) dF(a) < F(a) -F(O+) = 0, 
!&%) 2 lo bl QdEd WI3 = G(b) - 1, 
and consequently P 1 Q. 
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To complete the proof, we now verify (3.4). Two cases are to be considered. 
First, suppose that B, - I is compact but not Hilbert-Schmidt. Let {h,) and 
(v,,> be the eigenvalues and the corresponding normalized eigenvectors of 
B, - I. We have h, --f 0, C hn2 = co and B,v,, = (1 + h,) 7n . By choosing a 
suitable subsequence of {TV}, we obtain the desired sequence (6,) in (3.4). 
Second, suppose that B, - I is not compact. Being invertible (by (*)), Bl is not 
compact and thus its essential spectrum is not {O}. Furthermore, since B, - I 
is not compact, there is at least one point p # 1 in the essential spectrum of B, , 
and thus also in the essential numerical range of B, . (For a nice discussion of 
essential spectrum and essential numerical range see Fillmore et al. [7].) Now 
by a known result in operator theory (Anderson and Stampfli [I, Lemma 21 
stated for a separable Hilbert space but true for a nonseparable Hilbert space 
as well), there exists an orthonormal sequence {y,} in Hpl(X) such that 
Cov(rli , BT$) = ,u& and pn ---f p. Again (&J in (3.4) is obtained by choosing 
a suitable subsequence of {TV}. 1 
Theorem 3.2 is not true in general, without the Gaussian assumption on 
P, and Qs , since there are uncountably many measures involved. For example, 
if P, is the uniform measure on [0, l] for each CL, if Qs is the one point mass at /3 
for each /3, and if dF N dG N Pl , then P, 1 Q6 for all ol and /3, but P -Q. 
Now suppose that Pl wQ1 and let Q’(.) = fQ&.) dG’(ol) be the absolutely 
continuous part of Q given in Theorem 3.1. We will calculate the Radon- 
Nikodym derivative (dQ’/dP). Th eorems 3.1 and 3.2 together with the expres- 
sion of (dQ’/dP) p rovide a complete solution to the problem of discriminating 
between two SIP’s To this end, we prepare the following 
LEMMA 3.3. Let pu = (dQ,/dP,) as. [PJ. IfpAcW)(u) is a meusurable function, 
then 
(d&‘/W(w) = p,c,,W’lWM~)) as. [PI. 
Proof. For every E E 9(X), we have 
f E PA g (4 df’ = j (s, pa g (4 dp.] dF(a:) 
= I Q,(E) dG’(a) = Q’(E) 
as required. 1 
Note that the measurability of pAcw)( w is not automatic since each pa can be ) 
arbitrarily changed on a set of Pa-measure zero. 
THEOREM 3.4. Suppose Pl N Q1 . Then 
(i) there exists 5 E HP(X) such that m(t) = ~r;l &p(fXJ, t E T; 
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(ii) there exists a self-adjoint positive operator B on HP(X) dejked by 
+ Cov&, 4 = + COVP(& BT)
for all 6 7 EL(X), and such that B - I is Hilbert-Schmidt. 
Moreover if (XJ and {&> is the set of eigenvalues of B and their corresponding 
eigenvectors with norms ar:/‘, then 
dQ' __ = exp 
dP I 
f B-1125‘ _ & Varp(B-1/2E) 
- jf t (5 (f - 1) + log An)/ - g (A). (3.5) 
1 n 
Prooj. Let X = A112Y be the canonical representation of X, where Y is a 
GP(0, R) under P and under each Pa(cx > 0). It is clear that each 5 E HP(X) 
or HP=(X) has a version of the form A1/2r] with 7 E H,(Y). In this sense, we 
have HP(X) = A112H( Y) = Hpti(X). Therefore every operator on HP(X) induces 
an operator on Hpa(X) in an obvious way, and vice versa. 
Since P1 -Qr , there exists a 5 E HP,(x) such that m(t) = 8p1(fXt), t E T, 
and a self-adjoint positive operator B, on Hpl(X) defined by Covo,(s, 7) = 
COVP~(& Bd, 6 17 EL(X). A simple computation shows that 4 satisfies (i) and 
that B, the operator on HP(X) induced by B1 , satisfies (ii). 
By Lemma 3.3, (3.5) will follow if we show 
dQLX - = exp 
dP, I 
1. B-l/2t 
a - $&- Varp(B-l/at) 
- Q $ [$-- (k - 1) + log &]I a.s. [PJ. (3.6) 
Let B, be the operator on HP (X) induced by B. Again, a simple computation 
shows that a-1( satisfies condigon (**), and that B, satisfies condition (***) and 
has eigenvalues {h,) and corresponding eigenvectors {~-l/~[~}. Thus we have 
by (34 
dQLX - = 
@a exp k Bill26 - -&- I Var,=(B,“‘.$) 
- & C [+ (i - 1) + log A,]/ a.s. [PJ 
which is equivalent to (3.6) since Bil/“[ = B-l12[ a.s. [PO;]. 1 
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THEOREM 3.5. Suppose R = S and dF - dG. Then either P -Q or P 1 Q, 
andP-Qifandonlyif 
m(t) = UP, te T, (3.7) 
for some [ E HP(X). In the case of equivalence, 
VQlW = expGd4(f - + Vat- 5)) - (dWW). (3.8) 
Proof. Clearly if (3.7) holds we have Pl wQ1 , and if (3.7) does not hold 
we have P, 1 Qa for all 01, p. The first assertion follows then from Theorems 3.1 
and 3.2. (3.8) follows from Theorem 3.4 by comparing (3.7) with (3.6) and 
noting that R = S implies B = I. 1 
Sytaya [18] derived (3.8) for P and Q SIM’s on a separable Hilbert space 
andF=G. 
4. NONLINEAR ESTIMATION AND PREDICTION 
Using the tensor product structure of the nonlinear space we solve the general 
nonlinear estimation problem for SIP’s, and in particular for GP’s, in the sense 
that we reduce the nonlinear problem to a standard linear estimation problem, 
the theory of which is well developed. Also we derive a lower bound for the mean 
square error of the nonlinear prediction for a certain class of prediction problems. 
(4.1) Nonlinear Estimation 
Let X = (X, , t E T) be a second order process with zero mean. Consider the 
following estimation problem: we observe X, for t E S, a subset of T, and we 
want to estimate an La-functional 19 of X based on the observations. We are 
interested in finding the best estimate 4, an La-functional of (X, , t E S) which 
minimizes the mean square error of estimation S(d - 6)2, and it is well known that 
In general, 0 is extremely difficult to determine. However, if X is a SIP, we have 
a complete solution. In formulating the main result we will use the notation of 
Section 2, and identifyL,(X) withL,(A) @ (@,+,, Hgp(X)) by Theorem 2.4. We 
let L,(X, S) = L,(X, , t E S) and H(X, S) = H(X, , t E S). 
THEOREM 4.1. Let X be a non&generate SIP(0, R; F) with F(O+) = 0 and let 
8 E L,(X) have the following orthognal development 
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Suppose that (X, , t E S) is non&generate. Then 
77 
where for [ E H(X), 
Proof. Recall the definition of the r.v. A and observe that it is independent 
of the choice of the defining sequence {&}. It then follows that A EL-,(X; S) and 
every p E L,(X, S) has the orthogonal development 
where {ya , 8 E A} (A 
We have 
B - E(B 1 x, , 
linearly ordered) is a CONS in H(X, 5’). 
t E S) = ProjL2,,;,,B 
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A similar result can be obtained whenF(O+) > 0. Of particular interest is the 
case where X is in fact a Gaussian process. In this case we have A = I = 01~ ,
L,(X) s &,, H&p(X), Q, = g,(X) z HOP(X); and Theorem 4.1 yields the 
following. 
COROLLARY 4.2. Let X be a GP(0, R) and let 13 E L,(X) have the following 
orthogonal development 
Then 
where for [ E H(X), 
Consequently, 
where Qp(S) denotes the p-th homogeneous chaos of (X, , t E S). 
COROLLARY 4.3. If X is a nondegenerate SIP(0, R; F) and if J etadF(a) < 00 
for all t E %, then for all 4 E H(X), 
In particular, if X is a GP(0, R) and f E H(X), then 
wLrd3 I xt 7 t E s> = fL8& 
b(exp(E - #Zp} 1 X, , t E S) = exp{[ - j$@}. 
If X is a zero mean Gaussian martingale then 
H .,R~@J, exp{Xt - V-%‘) 
are martingales. 
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Proof. Only the first assertion requires proof and we shall prove it for the 
case F(O+) = 0 only. Jeta@(ac) < co, t E %, implies Ap12 E L,(A). Thus 
bY (2.4) 
01 = ffP.L4hI)b&) = (P!Y (&)p'z * (jy,,. (3yz ~P,(‘4/a&&) 
= (p!)l'2 ($)p'2 @ 5 &J EL,(A) @ l+‘(X) CL,(X) 
and by Theorem 4.1 
01 = WY2 ($)p’2 0 $p = Hp,(,,,,),@). 
Now write 
the convergence of the series being pointwise. It follows from the expression 
of 0, that all terms in the above sum are mutually orthogonal and each term 
has square norm (a,/tirP) * ((&p)P/p!), where 01~ = saPdF(ol). Therefore the 
series converges also in L,(X) and 
For X a Wiener process it is well known that (X,Z - t, t 3 0) and (exp{X, - 
t/2}, t > 0) are martingales. 
If X is a zero mean Gaussian process and T = (- co, cc) (or any interval) then 
by Corollary 4.3 we have that for all s < t, 
An expression for X t,s can always be obtained via the Cramer-Hida representa- 
tion of X: 
x, = 5 J” f yt, u) dZ$? 
n=l --m 
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Then we have 
The case with p = 2, i.e. the La-functional Xt2 - &Xt2, is considered in Hida 
and Kallianpur [9] for a special class of Guassian processes X. It should be 
clear that whenever a simple expression is available for X$,, , then a simple 
expression is also found for the nonlinear predictor of Hp,rxt(Xt). 
(4.2) Nonlinear Prediction 
Consider the following prediction problem: Let X = (X, , t E T), T an 
interval, be a second order process and let Y = (Y, = 6,(X,), t E T) with 13~ a 
real function such that SY, = 0 and &Yt2 < co for all t E T. Suppose that on 
the basis of the past values of Y up to time t we want to find the best prediction 
of the future value Yt+7 , 7 > 0. Two predictors are of special interest: the 
optimal linear predictor P,(t, T) and the nonlinear predictor ?,,,(t, 7). The 
optimality is in the sense of minimizing the mean square error within the class of 
all linear and nonlinear predictors respectively. It is well known that 
cdt, 4 = qyt,, I y, 3 s < 0, Pdt, 4 = ProjfOy,,s~t) Yt+, . 
The corresponding mean square predictor errors are denoted by 
Now introduce a “super predictor” P,(t, T) as the nonlinear predictor of Yt+7 
based on (X, , s < t), i.e. 
and denote its mean square error by us2(t, T). It is clear that 
us2(t, T)< ‘J:“,,(t, 7) < us*@, T> (4.1) 
and thus us2 provides a lower bound for the mean square errors of linear and 
nonlinear prediction. If X is a SIP then us2 can be obtained as in Section 4.1 by 
solving an estimation problem. If, in addition, Bt is one-to-one for each t then 
the u-fields generated by X, and Yt coincide. In this case ?,,,(t, T) = P,(t, T) = 
&‘(Yt+7 1 X, , s < t), and the nonlinear predictor can be again obtained by 
solving an estimation problem. 
In the important case where X = (X, , t E %) is a zero mean stationary 
Gaussian process with covariance function R(t, s) = R(t - s) and et = 0 we can 
calculate the lower bound a$*(& T) = U,“(T) as follows. 
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Write 
y* = WG) = f %~9,oW 
57-l 
(4.2) 
Thus we have 
&YtYe = c p!a,W(t - s). 
P>l 
(4.3) 
Let X(4 T) = Q(&+, I X, , s < t) be the optimal nonlinear predictor of 
Xt++ (which is also the optimal linear predictor since X is Gaussian), and ~~(7) 
be the mean square error. Then by Corollary 4.3, 
and hence 
o,“(T) = b( Yt+, - P,(t, T))” = &Y;+, - 8( p,(t, T))” 
= g1 p!a,aP 
= ~lp!U,2{U2p - [O” - Uo”(T)]“}. 
(4.5) 
It is well known from the general theory of stationary processes (e.g., Doob [5], 
Rozanov [16’j) that Uo2(T) can be obtained analytically (if not explicitly) through 
the Wiener-Paley factorization theorem if X is linearly regular, i.e. nt H(X, , 
s < t) = (01. When X is mean square continuous and linearly regular then so is 
Y, and hence U12(T) can be obtained analytically. Y is clearly stationary and its 
mean square continuity follows from the continuity of R and (4.3). The linear 
regularity of Y follows from the fact that a Gaussian process is linearly regular 
if and only if its remote past is trivial. A purely geometric proof of this property 
can be given using Corollary 4.2; for a proof using Kolmogorov’s zero-one law 
see Rosanov [16] and Ibragimov and Linnik [lo]. 
Jaglom [ll] has considered the problem of comparing the performance of 
optimal linear and nonlinear predictors for polynomial functions of certain 
stationary Markov processes. Donelson and Maltx [6j studied this problem in 
detail for polynomial functions of the Ornstein-Uhlenbeck process. The inequ- 
ahty (4.1) plays a central role in such studies. As an example, Iet X be the 
Omstein-Uhlenbeck process, i.e. a zero mean Gaussian process with covariance 
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function R(t, S) = e-It-El, and let Y be given by (4.2). By the Markov property 
of X we have 
rip, T) = E(X,+, 1 x, ) s < t) = e-*X, . 
Thus it follows from (4.4) and (4.5) that 
This result, with Yt a polynomial function of X, , has been obtained by Donelson 
and Maltz using a different approach; they also comprend uS2 with or2 and found 
that these two errors are frequently close to one another. Finally, we remark 
that if Yt = H,(X,) then 
P,,(t, T) = P,(t, T) = em”‘Y, , 
I&(T) = U,“(T) = 1 - e-2P7. 
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