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Horizon-switching Predictive Set-point Tracking under Input-increment
Saturations and Persistent Disturbances
Edoardo Mosca, Pietro Tesi
Dipartimento di Sistemi e Informatica, Università di Firenze, Via di S.Marta, 3-50139 Firenze, Italy
Predictive switching logic schemes are considered
whereby a feedback-gain is switched-on at any time
from a family of candidate feedback-gains so as to deal
with the problem of set-point tracking in Asymptoti-
cally Null-controllable with Bounded Input (ANCBI)
systems under input-increment saturations and persis-
tent arbitrary bounded disturbances. It is constructively
shown that such schemes do exist which ensure, along
with good tracking performance, global asymptotic and
semi-global exponential stability in the noiseless case,
as well as bounded-noise bounded-state l1-stability,
whenever the disturbances enter the system in such a
way to make these properties conceptually achievable.
Keywords: Anti-windup control, control-saturated
systems, nonlinear control, switching control, pre-
dictive control.
1. Introduction
Control of input-saturated dynamic systems, though a
fundamental issue in control engineering, has been
given exhaustive and constructive systematic answers
mainly only during the last 15 years.
From one side it was characterized the class of
dynamical linear time-invariant (LTI) systems
whose state can be asymptotically driven to zero with
arbitrarily small controls [12,26]: the so called ANCBI
(Asymptotically Null-controllable with Bounded
Input) systems. In discrete-time, they coincide with all
stabilizable LTI systems with eigenvalues on the closed
unit disk. Hence, they encompass stable systems with
integrator chains of arbitrary complexity, and are
representative of a great deal of processes of practical
interest [27]. From another side, linear control struc-
tures were shown to only provide semi-global stabili-
zation of input-saturated ANCBI systems [17,20].
Non-linear state feedback schemes for input-saturated
ANCBI plants were discussed in [25,26]. However,
such schemes amount to low-gain control strategies
which feature poor regulation performance. In an
attempt to provide enhanced performance, gain-
scheduling variants, akin to the approach adopted in
[21] and the present paper, were proposed in [1,18]. The
main interest of a different line of research has been on
anti-windup control schemes [7,8,9,28] whereby sui-
table corrections to a pre-designed compensator are
generated whenever input saturations take place.
While positional input saturations have attracted a
great deal of interest, fewer results apply to incre-
mental input saturations. Input-increment saturations
are a serious challenge in many automatic control
applications, e.g., [19], joint position and rate satu-
rated control [20,29], flight control [6,15]. In parti-
cular, it is known [3] that they can induce a significant
destabilizing effects due to phase-lag.
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However, it is to be pointed out that all these con-
tributions mainly deal with the stabilization issue, and
put little emphasis on the performance of the overall
controlled system. Moreover, apart from a few
exceptions [2,4,24], little attention has been devoted
on how to deal with persistent disturbances of
unknown arbitrary magnitude. In such a context
switching control appears to be important not only for
enhancing performance but also with respect to the
stabilization issue [10].
A recent paper [21], though, restricted to the pure
regulation case, has reconsidered the problem from
the viewpoint of both stability and performance of
systems subject to positional input saturations and
affected by persistent disturbances of arbitrary
unknown intensity. The algorithm there proposed
enjoys the following features:
1. It is realized via a supervisory switching control
scheme whereby a feedback-gain, selected from a
finite family of pre-designed candidate feedback-
gains, is at any time switched-on in feedback to the
plant according to the previous feedback-gain and
the information, either complete or partial, on the
current plant state;
2. No disturbance upper-bound need to be known;
3. The feedback-gain selection is made in accordance
with a predictive control philosophy, and each
candidate feedback-gain is tuned on to a different
control-horizon;
4. The supervisory switching logic is flexible enough
so as to enable the designer to simplify the scheme
by trading off performance vs. memory and/or
computational complexity, while retaining guar-
anteed stability properties.
The present paper aims at adapting the approach of
[21] to the case of set-point tracking for LTI systems
subject to incremental input saturations and also
affected by persistent disturbances of unknown arbi-
trary magnitude. The paper is organized as follows.
Section 2 describes the so-called incremental model of
the system to be controlled and formulates the pro-
blem. Section 3 introduces the specific type of feed-
back-gain matrices that are adopted to realize possible
control actions, and describes some property of the
control law. Section 4 shows that the algorithm pro-
posed in [21] can be used also in the presence of
both input-increment saturation and persistent dis-
turbances for the set-point tracking problem. It also
remarks how to deal with partial state information
and how to keep the memory requirement and the
computational load at a moderate level. Section 5
reports a simulation example which illustrates the
effectiveness of the technique proposed. Section 6 ends
the paper with conclusive remarks.
2. Preliminaries and Problem Formulation
The following notations will be used throughout the
paper: m :¼ f1; 2; . . . ;mg, with m  1; kxk ¼ ½x0x1=2
is the usual Euclidean norm, where the prime denotes
transpose; ið8Þ, i 2 n , n ¼ dimð8Þ, and spð8Þ
denote the ith 8-eigenvalue and, respectively, the
whole set of the eigenvalues of 8.
Consider the following discrete-time LTI Under-
lying Positional System (UPS)
sðtþ 1Þ ¼ 8ssðtÞ þ GsuðtÞ þ ðtÞ
qðtþ 1Þ ¼ 8qqðtÞ þ GquðtÞ þ cðtÞ:
(
ð1Þ
where 8s 2 Rns and 8q 2 Rnq ; xðtÞ :¼ ½s0ðtÞq0ðtÞ0,
xðtÞ 2 Rnx , nx :¼ ns þ nq is the plant state;
jið8sÞj < 1, i 2 ns , jjð8qÞj ¼ 1, j 2 nq , with arbi-
trary geometric multiplicities; uðtÞ 2 Rm is the control.
Let
eðtÞ :¼ yðtÞ  rðtÞ ð2Þ
denote the tracking error, yðtÞ ¼ HssðtÞ þHqqðtÞþ
ðtÞ, yðtÞ 2 Rm being the performance variable
(output), and rðtÞ the set-point to be tracked by the
output. The vectors ðtÞ, cðtÞ and ðtÞ represent arbi-
trary bounded disturbances. The following assump-
tion is adopted:
8;Gð Þ reachable ð3Þ
where8 :¼ Diagf8s;8qg, G :¼ ½G0sG0q0. Notice that,
in the case of a pure regulation problem, systems of
the form (1), provided that cðtÞ  0, have the most
general structure in order to achieve state bounded-
ness under the condition of saturated control and
boundedness of arbitrary disturbances (e.g., [11,23]).
2.1. Problem Formulation
The paper aims at finding a feedback control action
which ensures global asymptotic stability and offset-
free tracking in the presence of constant disturbances
and set-point r, as well as finite l1 induced gain to the
disturbance-to-state map in the presence of time-
varying disturbances and set-point, while preserving
the fulfillment of control-increment saturation con-
straints.
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According to the internal model principle, a classic
approach adopted in automatic control to track a
constant reference r is to enforce an ‘‘integral action’’
in the feedback loop. The related design hinges upon
the so-called incremental model ðIMeÞ
ðtþ 1Þ ¼ AðtÞ þ BuðtÞ þ vðtÞ
eðtÞ ¼ CðtÞ þ wðtÞ
(
ð4Þ
with t 2 Z1 :¼ f1; 0; 1;   g






C :¼ ½H Im
ð5Þ
ðtÞ :¼ ½x0ðtÞe0ðt 1Þ0 2 Rn, where n :¼ nx þm and
xðtÞ :¼ xðtÞ  xðt 1Þ; exogenous signals vðtÞ :¼
½0ðtÞ c0ðtÞ w0ðtÞ0, wðtÞ :¼ ðtÞ  rðtÞ. Finally,
the control signal uðtÞ 2 Rm is supposed to be subject
to the following saturation constraint
u 2 D :¼ fu 2 Rm :  < u < þg ð6Þ
where  :¼ ½1 ; . . . ;m0 and þ :¼ ½þ1 ; . . . ;þm0
with i ;
þ
i  0, i 2 m . Notice that the vector
inequality in (6) is to be interpreted in a component-
wise sense. By the sake of simplicity, hereafter it will
be assumed that ¼ þi ¼ i <1. All the results
that follow can be extended to the non-symmetric case
via suitable technicalities.
It is well known that a linear state-feedback law
uðtÞ ¼ FðtÞ, which stabilizes (4), ensures an offset-
free steady-state tracking error for the class of con-
stant disturbances and references. As for (4), direct
application of a PBH rank test (see [13]) shows that
ðA;BÞ is reachable if and only if ð;GÞ is such and
det




The latter is a necessary and sufficient condition for
the existence of a stabilizing linear state-feedback with
integral action for system (1) under (3) (see [4,5]).
2.2. Conceptually Achievable Results
In order to possibly achieve the stated goals it is to be
pointed out that system (4) has not seemingly the
structure of an input-saturated LTI system for which
it makes sense to consider stability and boundedness
under arbitrary l1-disturbances. Hence, it is not
possible to be sure that the direct adoption to the
present case of the approach [21] can achieve such
goals. Indeed, suppose temporarily that wðtÞ  0,
8t 2 Zþ, with ðtÞ entering only the stable modes of
ðtÞ. Even if this was the case, the neutrally stable
modes of ðtÞ would be indirectly affected by ðtÞ via
the stable ones. However, one has to take account that
(4) is a representation for design of the real UPS (1).
Hence, not only the positional and the incremental
instantaneous values of the disturbances are bounded
but also their own incremental sums. As will be seen
this is the property that allows one to prove the con-
jecture that the algorithm in [21] can still work in the
present case of set-point tracking.
Nevertheless, it is worth pointing out that the pre-
sent problem of set-point tracking is subject to the
same intrinsic limitation, similarly to the pure reg-
ulation problem. Indeed, as can be checked, the time-
varying disturbance cðtÞ, entering the neutrally stable
modes of ðtÞ in (4), is generally not allowed to
assume arbitrary values, e.g., cðtÞ cannot assume
arbitrary incremental values1. Consequently, in the
following it will be assumed that such a disturbance
cðtÞ in (1) be constant, i.e., cðtÞ  c. Only a pertinent
result of [21] will be mentioned for the case of time-
varying c(t).
3. Receding Horizon Feedback Gains
In connection with the incremental model (4), let  be
its state at time 0, and hðÞ the set of all control
increments ! of length h, ! ¼ u0ð0Þ; . . . ; u0ðh 1Þ½ 0,
which drive the system state to the zero-state 0 in h
time-steps
hðÞ :¼ ! 2 Rmð Þh: ðhÞ ¼ 0
n o
ð8Þ
where ðhÞ ¼ AhþPh1k¼0Ah1kBuðkÞ. Note that
hðÞ 6¼ ; 8 2 Rn, n :¼ nx þm, if h  , with ,
  n, the reachability index of ðA;BÞ. Let uhðÞ the
element in hðÞ of minimum energy
Xh1
k¼0
u0ðkÞuuðkÞ ¼ !0bu! ð9Þ
where bu :¼ Diag u; . . . ;uf g-ðh-timesÞ, u ¼
0u > 0. For h  , uhðÞ is as follows
uhðÞ : ¼ u0hð0jÞ; . . . ; u0hðh 1jÞ
 0
¼ ½F 0hð0Þ    F 0hðh 1Þ0
¼ F h
ð10Þ
1Consider the system xðtþ 1Þ ¼ xðtÞ þ uðtÞ þ cðtÞ, xð0Þ ¼
x0, cðtÞ ¼ c  ð1Þt, c > 0, with uðtÞ subject to (6). If
 < c :¼ 2c the regulation problem has no solution.
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F h :¼ b1u R0hG1h Ah ð11Þ
where Rh is the h-order reachability matrix
Rh :¼ Ah1Bj . . . jABjB
h i
ð12Þ
and Gh the h-order reachability Gramian
Gh :¼ Rhb1u R0h ð13Þ
The integer hwill be referred to as the control horizon.
Let Fh be as follows
Fh ¼ Im 0m	mðh1Þ
 F h ¼ F hð0Þ ð14Þ
Hence, Fh is recognized to be the feedback-gain matrix
of the receding horizon regulation related to the zero-
terminal state minimum energy control problem of
horizon h. Notice that 8t 2 Zþ




being hðtÞ the control horizon at time t. The latter
equation yields, at each iteration step, the control law
for the system (1)
uðtÞ :¼ uðt 1Þ þ uhðtÞð0jðtÞÞ ð16Þ
Let
MhðÞ :¼ max j uhðkjÞ½ ij

; kþ 1 2 h ; i 2 m 
 
ð17Þ
where ½ui denotes the ith component of the vector u.
Note that the whole sequence uhðÞ does not violate
(6) if and only if MhðÞ  1. If (4) is ANCBI, it is
always possible to find a large enough horizon h so as
to satisfyMhðÞ  1. In fact, it can be shown [21] that
for an ANCBI system
MhðÞ Mh1kk ð18Þ
where M is a positive real depending on ðA;BÞ.
Consider the incremental model (4) and a similarity
transformation T : ! " :¼ ½s0q0"00 (" stands




HsðIs  sÞ1 0 Im
24 35 ð19Þ
Such a transformation always exists as 1=2spðsÞ. As
can be checked, this leads to the next incremental
model (IM") algebraically equivalent to (4)
sðtþ 1Þ ¼ ssðtÞ þ GsuðtÞ þ ðtÞ
qðtþ 1Þ ¼ qqðtÞ þ GquðtÞ
"ðtÞ ¼ "ðt 1Þ þHqqðtÞ þWsuðtÞ þ nðtÞ
8><>:
ð20Þ
whereWs :¼HsðIssÞ1Gs, nðtÞ :¼W^sðtÞþðtÞ
rðtÞ, and W^s :¼ HsðIs  sÞ1. Similarly to (5),






C :¼ ½H^ Im
ð21Þ
with H^ :¼ 0 Hq½ . Because (10) is linear in ",
uhð"Þ ¼ ushðsÞ þ uqhðqÞ þ u"hð"Þ ð22Þ
Thus, by (20) one has ushðkjsÞ :¼ 1u B0ðAhk1Þ0	
G1h s^ where s^ :¼ ½ðhs sÞ000q00"0, and similarly for
uqhðqÞ. Moreover u"hðkj"Þ :¼ 1u B0ðAhk1Þ0	
G1h A^
h








24 35. It is
to be pointed out that (22) allows one to consider
separately the contribution in uhð"Þ given by the
disturbances  injected in the stable modes and the
contribution caused by the disturbances n affecting
the critically unstable ones.
Remark 1. It is to be pointed out that the main results of
this paper, i.e., Theorem 1 and Theorem 2, apply to the
real UPS (1). Both models (4) and (20) are repre-
sentations for design and analysis of (1).
4. Hysteresis Switching Logic
The question to be posed is whether the approach of
[21], restricted to the pure regulation problem, can
also work in the present context of set-point tracking
problem. Let uðtÞ ¼ FhðtÞ"ðtÞ with Fh as in (14) and
hðtÞ chosen according to the following hysteresis
switching logic (h  n; n ¼ nx þm)
hðtÞ ¼




~hðtÞ :¼ maxfh; hðt 1Þ  1g
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h^ðtÞ :¼ min h 2 Zþ : h  hðt 1Þ;f
Mhð"ðtÞÞ  1 g
where t 2 Zþ;  2 ð0; 1Þ is the hysteresis constant;
hð0Þ ¼ h^ð0Þ with hð1Þ ¼ h; and Mhð"Þ as in (17).
Remark 2: The supervisory logic (23) is responsible for
choosing the horizon hðtÞ given the state "ðtÞ. In (23),
h, h  n, denotes the minimum horizon whose choice is
up to the designer (roughly, the larger h, the narrower
the frequency bandwidth of the closed-loop system with
transition matrix Aþ BF h). Stability of the switched
system is ensured by the crucial condition
hðtÞ  hðt 1Þ (the admissibility condition, as indi-
cated [21]). In words, the horizon is not allowed to
decrease more than one unit at a single time-step, while
arbitrary increases of the horizon do not destroy stabi-
lity. The hysteresis constant  makes h ‘‘easier’’ to
decrease than to increase or stay constant.
4.1. Noiseless Case
Theorem 1: Consider the reachable ANCBI system (1)
under the input-increment saturations (6). Let the
control increment be given by uðtÞ ¼ FhðtÞ"ðtÞ with
FhðtÞ as in (14), "ðtÞ as in (20) and h(t) chosen
according to the hysteresis switching logic (23) with
 2 ½0; 1Þ. Then, in the absence of time varying dis-
turbances, viz. ðtÞ  0, ðtÞ  0, the resulting closed-
loop hysteresis switched system yields offset-free
tracking of constant set-point r, global asymptotic sta-
bility and semi-global exponential stability, irrespective
of both the initial state xð0Þ 2 Rnx and the magnitude of
r and of the constant disturbances.
Proof: The proof relies on the fact that, in the pre-
sence of constant disturbances, the design is carried
out by using the incremental model (20), which turns
out to be unaffected by such disturbances. Then, the
result directly follows from [21]. &
4.2. The Horizon Resetting Mechanism
in the Noisy Case
As already pointed out, system (20) has not the
structure of a control-saturated LTI system for which
it makes sense to consider stability and boundedness
under arbitrary l1-disturbances. However, one here
has to take into account that not only the positional
and incremental disturbances are bounded, but also
any partial sum of the incremental ones, viz.
8t; v 2 ½0;1Þ














These properties allow one prove the conjecture
that, for h(t) sufficiently large, there exists an interval,
comprising L consecutive steps, such that the con-
tribution to u of any sequence nðtÞf glt¼0, l 2 L
 
,
which enters the integrator modes, might be of the
same order of
Pl
t¼0 nðtÞ. Specifically, the mentioned
conjecture relies on the following argument. Let
p :¼ ½q0"00 denote the neutrally stable substate of ",
and assume that the control horizon hðÞ grows
unbounded. This implies that "ðÞ is unbounded. As
8s is a stability matrix, and uðtÞ and ðtÞ are boun-
ded, there must be a time t large enough at which
k"ðtÞk2 ¼ ksðtÞk2 þ kpðtÞk2 ’ kpðtÞk2. As
Pt
j¼0 nðjÞ
is bounded, h is chosen after such a large t, according
to the restricted system with state pðtþ lÞ ¼
p^ðtþ lÞ þ ~pðtþ lÞ ﬃ p^ðtþ lÞ, where p^ðtþ lÞ is related
to the noiseless system while ~pðtþ lÞ is the response to
the bounded term
Ptþl1
j¼t nðjÞ. Under these circum-
stances, at times tþ l subsequent to such a large t,
hðtþ lÞ ¼ hðtÞ  l until kp^ðtþ lÞk decreases so as to
make ksðtþ lÞk and/or k~pðtþ lÞk comparable with
kp^ðtþ lÞk and, hence, significant again for the selec-
tion of the horizon. This means that a ‘‘horizon
resetting mechanism’’ is inherently enforced. Then the
conjecture, that will be proved to hold in the
remaining part of this paper, is that such a mechanism
prevents h(t) (and the plant state) from growing
unbounded.
In order to prove the mentioned horizon resetting
property, it is convenient to introduce the following
lemma which is fundamental for the subsequent
developments.
Lemma 1: Let  :¼ 	þ #, 	 :¼ ½00nx"0
0, # :¼ ½x000"0,
with F h as in (11). Then, 8j  1, one has




Si :¼ F hþi1ðkþ i 1ÞBF hþið0Þ; 8i 2 ½1; j
ð26Þ
Proof: See the Appendix. &
Remark 3: As can be seen, the proof of the Lemma 1
hinges upon the key property thatA	 ¼ 	. This property
clarifies, a posteriori, that arbitrary time-varying dis-
turbances in the UPS system (1) cannot be directly
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injected into the critically unstable modes. Indeed, let
cðtÞ denote such a disturbance and let wðtÞ :¼
½00sc0ðtÞ00"0. Under these circumstances Aw ¼
½00ðqwÞ0ðHqwÞ00, and hence, the property given in
Lemma 1 would not hold true. In the presence of such
disturbances, to the best of the authors’ knowledge, one
can only avail of the pertinent result given in [21] (viz.
the condition kcðtÞk < ð1 Þ=M, where  is the
hysteresis constant in (23) and M is as in (18)).
The result of next Theorem 2 hinges upon the fol-
lowing lemma, proved in [21], which the reader is
referred to.
Lemma 2 [21]: Consider the model (20) and its related
Mhð"Þ defined in (17). Then, there exist large enough




h  c=N ð28Þ
for 
, c > 0,  2 ð0; 1Þ and 8" 2 Rn. &
Before proceeding any further, it is worth pointing
out that if the switching supervisory mechanism pre-
vents the state " of IM" (20) from becoming
unbounded, the same property also holds, as next
Lemma 3 proves, for the state x of UPS (1).
Lemma 3: Consider the reachable ANCBI system (1)
under the input-increment saturations (6). Let the
control increment be given by uðtÞ ¼ FhðtÞ"ðtÞ with
FhðtÞ as in (14) and h(t) chosen according to the hys-
teresis switching logic (23). Then, 8t 2 Zþ, hðtÞ boun-
ded implies u(t) and x(t) in the UPS (1) bounded.
Proof: See the Appendix. &
By virtue of Lemma 3, suppose that "ðÞ (and hence
hðÞ) is bounded. Because "ðÞ is bounded, uðÞ and
xðÞ are bounded as well. This property allows one to
focus the attention only on the state ".
Theorem 2: Consider the reachable ANCBI system (1)
under the input-increment saturations (6). Let the
control increment be given by uðtÞ ¼ FhðtÞ"ðtÞ with
FhðtÞ as in (14), "ðtÞ as in (20) and hðtÞ chosen
according to the hysteresis switching logic (23). Then,
the resulting closed-loop hysteresis switched system is
bounded-noise bounded-state l1-stable irrespective of
both the initial state xð0Þ 2 Rnx and the magnitude of
ðÞ, ðÞ and rðÞ 2.
Proof: See the Appendix. &
Theorem 2, along with Theorem 1, completes the
extension of the approach of [21] to the present case of
set-point tracking under input-increment saturations
and persistent disturbances.
Remark 4: Memory/Computational savings. As indi-
cated in [21] and [22] there are some properties of the
feedback-gains (11) which can be conveniently exploi-
ted for keeping the memory/computational load
requirements of the horizon-switching predictive algo-
rithm of this paper at a moderate level. As for memory,
it can be shown that the virtual feedback-gains for a
given horizon are computable from the ones for a larger
horizon. As for computations, in order to perform the
admissibility test, it suffices to store the first n 
feedback-gains, where  denotes the number of the zero
roots of the characteristic polynomial ofA, while all the
remaining ones in the sequence can be generated
recursively.
Remark 5: Partial state information. Suppose that the
true plant state xðtÞ in (1) is replaced by the vector
xðtÞ þ ½#0ðtÞ000, where #ðtÞ is a bounded sensor-noise
acting on the stable modes of the system. It is immediate
to see that the conclusions of Theorem 2 hold true. In
such a case the hysteresis switching logic (23) is based
on the partial state information ^"ðtÞ ¼ ½^s0ðtÞq0ðtÞ	
"0ðt 1Þ0, with ^"ðtÞ as in (20), and where ^sðtÞ is a
filtered-estimate of sðtÞ based on observations
ðtÞ ¼ ½
ðtÞq0ðtÞ"0ðt 1Þ0, 
ðtÞ ¼ EsðtÞ þ ’ðtÞ 2 Rp
with ’ðÞ a bounded noise.
5. An Example
Consider the control of the roll angle of an aircraft
[30]. The discrete-time system (zero-order hold and










24 35uðtÞ þ 1ðtÞ2ðtÞ
cðtÞ
24 35
yðtÞ ¼ 3:9528 0 0½ xðtÞ þ ðtÞ
ð29Þ
System (29) is used to show that, in the presence of
input-increment saturations, a non large enough
constant horizon h makes unstable the closed-loop,
even in the absence of disturbances. The control in
Fig. 1a is generated by F
h
ðtÞ, h ¼ 10, when the
reference is a square wave between 20 and 20, and
2The closed loop system yields also offset-free tracking for the class of
disturbances and the reference sequences which become constant in
finite time.
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the input increment to the plant saturates outside
½5; 5. Fig. 1b shows the related divergence trend of y.
We next verify the horizon resetting property proved
in Theorem 2. It can be shown that (29) is algebrai-
cally equivalent to systems as in (1) with state
x ¼ ½x1x2x30, where x1 and x2 are related to the stable
modes. The aim is to stabilize (29) and make y to track
a square wave between ½1; 1 using a control action
u ¼ FhðtÞðtÞ, which saturates outside ½5; 5. The
simulations in Fig. 2 refer to disturbances uniformly
distributed, 1 2 ½0 0:003, 2 2 ½1 0:05, c 2
½2 105 and  2 ½1 0:01. As already noted, the
(a)








































Fig. 1. (a) Saturated input u; (b) Divergence trend of output y with h ¼ 10.
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Fig. 2. (a) State x; (b) Incremental input u 2 ½5; 5 and input u; (c) Horizon h; (d) Square wave reference r and output y.
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disturbance c, entering the neutrally stable mode x3,
cannot be a time-varying arbitrary bounded sequence.
In order to enforce the horizon resetting mechanism,
an initial state x(0) is used so that ksð0Þk2¼
x21ð0Þþx22ð0Þx23ð0Þ¼q2ð0Þ. Fig. 2c shows, in agree-
ment with the horizon resetting mechanism, that the
control horizon decreases by one at each time-step,
irrespective of the disturbances, as long as
ksð0Þk2  q2ð0Þ. Notice that, depending on the mag-
nitude of the disturbances, the pair (x(t), u(t)) remains
in a neighborhood of the state-input ð½0:5060;
0:4038;24:6895;50:5964Þ and ð½0; 0:5145;
23:9977;50:5964Þ corresponding, in the steady-
state with constant disturbances, to r¼ 1, respectively,
r ¼ 1.
6. Conclusions
This paper provides, relatively alternative approaches
yielding comparable feasibility/performance proper-
ties, a computationally affordable solution to the set-
point tracking problem of discrete-time LTI systems
subject to input-increment saturations and in the
presence of persistent disturbances of unknown arbi-
trary magnitude. One of the main contribution of this
paper is the proof that all arbitrarily bounded dis-
turbances, that can be in principle tolerated by the
positional system under positional input saturations
for the pure regulation problem, are also effectively
handled by the control algorithm of this paper under
input-increment saturations even when the output
that is used for tracking is affected by arbitrary
bounded disturbances. This is a nontrivial result
considering that the disturbances enter the associated
incremental model in a way that, seemingly, does not
conform with the canonical structure that allows to
handle arbitrary bounded disturbances. The proposed
solution enjoys the following features: It consists of a
supervisory switching control logic whereby a feed-
back-gain, selected at any time from a family of pre-
designed candidate feedback-gains, is switched-on in
feedback to the plant according to the information,
either complete or partial, on the current plant state;
the controller selection is made in accordance with a
predictive control philosophy, and each candidate
feedback-gain is tuned on to a different horizon in a
receding-horizon control sense. It is proved that the
adopted switching logic ensures global asymptotic and
semi-global exponential stability in the ideal noiseless
case, as well as bounded-noise bounded-state l1-
stability under the stated persistent arbitrary dis-
turbances.
References
1. Alvarez-Ramírez J, Suárez R. Global Stabilization of
discrete-time linear systems with bounded inputs. Int J
Adapt Control Signal Process 1996; 10: 409–416.
2. Angeli D, Casavola A, Mosca E. Predictive PI-control under
positional and incremental input saturations. Automatica
2000; 36: 1505–1516.
3. Berg JM, Hammett KD, Schwartz CA, Banda SS. An
analysis of the destabilizing effect of daisy chained rate-
limited actuators. IEEE Trans Control Syst Technol 1996; 4:
171–176.
4. Davison EJ. A generalization of the output control of linear
multivariable systems with unmeasurable arbitrary distur-
bances. IEEE Trans Autom Control 1975; 20: 788–792.
5. Davison EJ. The steady state-invertibility and feedforward
control of linear time-invariant systems. IEEE Trans Autom
Control 1976; 21: 529–534.
6. Dornheim MA. Report pinpoints factors leading to YF-22
crash.AviationWeekSpaceTechnology1992;Nov9: 53–54.
7. Glattfelder AH, Ohta Y, Mosca E, Wieland S. Special issue
on anti-windup control. Eur J Control 2000; 6: 403–480.
8. Grimm G, Hatfield J, Postlethwaite I, Teel AR, Turner MC,
Zaccarian L. Anti windup for stable linear systems with
input saturations: an LMI-based synthesis. IEEE Trans
Autom Control 2003; 48: 1509–1525.
9. Hanus R, Kinnaert H, Henrotte J.L. Conditioning technique,
a general anti-windup and bumpless transfer method.
Automatica 1987; 23: 729–739.
10. Hespanha JP, Morse AS. Switching between stabilizing
controllers. Automatica 2002; 38: pp. 1905–1917.
11. Hou P, Saberi A, Lin Z, Sannuti P. Simultaneously external
and internal stabilization for continuos and discrete-time
critically unstable systems with saturating actuators. Auto-
matica 1998; 34: 1547–1557.
12. Hu T, Lin Z. Control Systems with Actuator Saturations.
Bikhäuser, Boston, 2001.
13. Kailath T. Linear Systems. Englewood Cliffs, NJ: Prentice-
Hall, 1980.
14. Landau E. Foundations of Analysis. NewYork: Chelsea Pub
Co., 1951.
15. Lenorovitz JM. Gripen control problems resolved through
in-flight, ground simulations. Aviation Week Space Tech-
nology 1990; June 18: 74–75.
16. Lewis FL, Syrmos VL Optimal Control. Wiley, New York,
1995.
17. Lin Z. Semi-global exponential stabilization of linear
discrete-time systems subject to input saturation via linear
feedbacks. Syst Control Lett 1995; 24: 125–132.
18. Lin Z, Saberi A, Stoorvogel A. Semiglobal stabilization of
linear discrete time systems subject to input saturation via
linear feedback–an ARE based approach. IEEE Trans
Autom Control 1996; 41: 1203–1207.
19. Lin Z, Pachter M, Banda S, Shamash Y. Stabilizing
Feedback Design for Linear Systems with Rate Limited
Actuators. Control of Uncertain Systems with Bounded
Inputs. Lect. Notes in Control and Information Sciences,
Vol. 227, Springer, 1997, 173–186.
20. Lin Z. Semi-global stabilization of discrete-time linear
systems with position and rate limited actuators. Syst
Control Lett 1998; 34: 313–322.
21. Mosca E. Predictive switching supervisory control of
persistently disturbed input-saturated plants. Automatica
2005; 41: 55–67.
12 E. Mosca and P. Tesi
22. Mosca E, Tesi P, Zhang J. Feasibility of horizon switching
predictive control under positional and incremental input
saturations. Automatica, in press.
23. Saberi A, Hou P, Stoorvogel AA. On simultaneous global
external and global internal stabilization of critically
unstable linear systems with saturating actuators. IEEE
Trans Autom Control 2000; 45: 1042–1052.
24. Scokaert POM, Mayne DQ. Min-max feedback model
predictive control for constrained linear systems. IEEE
Trans Autom Control 1998; 43: 648–654.
25. Sussmann HJ, Yang Y. On the stabilizability of multiple
integrators by means of bounded feedback controls. Proc.
30th IEEE Control and Decision Conf. 1991; 70–73.
26. Sussmann HJ, Sontag ED, Yang Y. A general result on the
stabilization of linear systems using bounded control. IEEE
Trans Autom Control 1994; 39: 2411–2424.
27. Teel AR. Global stabilization and restricted tracking for
multiple integrators with bounded controls. Syst Control
Lett 1992; 22: 165–171.
28. Teel AR. Anti-windup for exponentially unstable linear
systems. Int J Robust Nonlinear Control 1999; 9: 701–716.
29. Tyan F, Bernstein DS. Dynamic output feedback compen-
sation for linear systems with independent amplitude and
rate saturations. Int J Control 1997; 67: 89–116.
30. Vegte JV Feedback Control Systems (3rd edn.). Prentice-
Hall, New Jersey, 1994.
Appendix
Proof of Lemma 1: According to Bellman’s principle
of optimality [16], an optimal trajectory remains
such from each intermediate time onward for the cost-
to-go. Hence, F hðkþ 1Þ ¼ F h1ðkÞAh, Ah ¼ Aþ
BF hð0Þ. Consequently, one can write 8j  1
F hþjðkþ jÞ	¼ F hþj1ðkþ j 1ÞAhþj	¼
¼ F hþj1ðkþ j 1ÞðAþBF hþjð0ÞÞ	¼
¼ F hþj1ðkþ j 1Þ	þ
þF hþj1ðkþ j 1ÞBF hþjð0ÞÞ	
where the last equality holds because, as can be
checked, A	 ¼ 	. Defining
Si :¼ F hþi1ðkþ i 1ÞBF hþið0Þ ð30Þ
by arguing in a similar way, the proof follows by
mathematical induction. &
Proof of Lemma 3: The proof is made by contra-
diction. Notice first that hðÞ is bounded if and only if
"ðÞ is bounded. Rewrite (1) in steady-state for






24 35 ¼ ðt 1Þc
wðt 1Þ
24 35 ð31Þ
where wðt 1Þ :¼ ðt 1Þ  rðt 1Þ. Notice that
xsðt^Þ ¼ ½ssðt^Þ0qsðt^Þ00 and usðt^Þ uniquely exist under (7)
and only depend on the system matrices and exogen-
ous inputs ðt 1Þ; c; ðt 1Þ and rðt 1Þ. At every
time-step t, such signals define a new bounded steady
pair ðxsðt^Þ; usðt^ÞÞ. Suppose now that uðÞ grows
unbounded. Then, there exists a subsequence ftjg1j¼1,
with fhðtjÞg1j¼1 and bounded initial conditions
ðxðt1Þ; uðt1ÞÞ, such that limj!1 uðtjÞ ¼ 1. By virtue of
(16), the latter condition can be equivalently written as
limj!1
Pj
i¼1 uhðtiÞð0j"ðtiÞÞ ¼ 1. Notice that (15)
yields uhðtjÞðhðtjÞ  1jðtjÞÞ ¼ usðt^jÞ. Then, 8j 2 ½1;1Þ,
one has













Because both usðt^jÞ and uðt1Þ are bounded, (32) implies
limj!1
PhðtjÞ1
k¼0 uhðtjÞðkj"ðtjÞÞ ¼ 1. Finally, the
saturation constraints juhðtjÞðkj"ðtjÞÞji  , i 2 m ,
kþ 1 2 h contradict the fact that limj!1 hðtjÞ < h.
Hence, uðÞ is bounded. By the same argument it
follows that also qðÞ is bounded. Indeed, suppose
that limj!1 qðtjÞ ¼ 1, and let qsðt^jÞ :¼
qhðtjÞðhðtjÞ  1jðtjÞÞ be the steady-state at time-step tj
with prediction horizon hðtjÞ. One has










bounded contradicts the fact that limj!1 hðtjÞ< h.
Finally, theboundednessof s(t) directly follows fromthe
fact that u(t) and ðtÞ are bounded and 8s is a stability
matrix. &
Proof of Theorem 2: For the reader’s convenience the
proof of Theorem 2 is divided into three steps illus-
trating the conceptual flow of the proof.
Step 1 Analysis of the control law.
For the sake of notational simplicity, it will be
assumed w.l.o.g. that  ¼ i ¼ i, 8i 2 m . It is
also convenient to define
juhð"Þj  b
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where juhð"Þj  b stands for juh kj"ð Þji  b,
8i 2 m e kþ 1 2 h , where juji denotes the abso-
lute value of the ith component of u. Let  :¼ ,
with  as in (23) and where  follows from (6).
Finally, the following shorthand notation will be
used:
^ðtÞ :¼ ½0ðtÞ00q0m0 0; n^ðtÞ :¼ ½00s00qn0ðtÞ0
ð34Þ
Notice that the latter equation, along with (22),
implies
uhð^ðtÞ þ n^ðtÞÞ ¼ ushð^ðtÞÞ þ u"hðn^ðtÞÞ
ð35Þ
Moreover, according to Bellman’s principle of
optimality, if Ah ¼ Aþ BF hð0Þ it follows that
uh1ðkjAh"Þ ¼ uhðkþ 1j"Þ. Consequently, if
horizon decreases, one can write, 8i 2 ½0;1Þ
uhðtþiÞðkj"ðtþ iÞÞ ¼




usðtþ iÞ : ¼ ushðtþiÞþi1ðkþ i 1j^ðtÞÞ
þ . . .þ ushðtþiÞðkj^ðtþ i 1ÞÞ
ð37Þ
denotes the contribution of the disturbance which
enters the stable modes of ", while
u"nðtþ iÞ : ¼ u"hðtþiÞþi1ðkþ i 1jn^ðtÞÞþ
þ . . .þ u"hðtþiÞðkjn^ðtþ i 1ÞÞ
ð38Þ
is the contribution related to the critically unstable
ones.
Step 2 Horizon resetting mechanism.
The proof proceeds similarly to [21]. Let, by con-
tradiction, hðÞ be unbounded. Then, there exists a
subsequence ftjg1j¼1 such that limj!1 hðtjÞ ¼ 1 and
hðtÞ  hðtjÞ, t  tj. By virtue of Lemma 2, there exist
large enough regulation horizons h and integers
L < h, such that the following inequalities jointly
hold
jushlð^Þj  2^ hLþ1s   1=L ð39Þ
ju"hlðn^Þj  2Mðh Lþ 1Þ1N  2 ð40Þ





 ¼ 1 22= ½ðLþ 1Þ=Lð1=Þ,N  Lþ 1
and 8" 2 Rn. Notice, in the definition of 
, that 22
is the L-counterpart of 1ðLþ 1Þ=L.
Choose an j so large that, with  :¼ tj, h ¼ hðÞ
satisfy (39), (40) and (41). Because of switching
criterion (23),
juhðÞð"ðÞÞj    ð42Þ
as hð  1Þ  hðÞ. So, according to Bellman’s
principle, if "ð þ lÞ ¼ AhðÞlþ1"ð þ l 1Þ
þ½0ð þ l 1Þ00n0ð þ l 1Þ0, l 2 L , one has
juhðÞlð"ð þ lÞÞj   ½ðL lÞ=L1 ð43Þ
provided that, with hð þ lÞ ¼ hðÞ  l, we can write
for (38)
ju"nð þ lÞj  2 ð44Þ
Put in other words this means that, for l 2 L , the
control horizon h is allowed to decrease by one unit
at each time-step, provided that (44) holds true.
Step 2.1 Horizon hðtjÞ is never exceeded.
Let N  Lþ 1 be the smallest integer at which
MhðÞNþ1ð"ð þN 1ÞÞ  1 and MhðÞNð"	
ð þNÞÞ > 1. By (41), 8k 2 hðÞ 		 and 8i 2 m one
has
juhðÞðkj"ð þNÞÞji 
 juhðÞðkj"Þji þ 1=Lþ 2 
 MhðÞð"Þ þ 1=Lþ 2 
 
MhðÞNð"Þ þ 1=Lþ 2 
 
þ 1=Lþ 2 ¼  
ð45Þ
with " :¼ AhðÞNþ1"ð þN 1Þ; the first
inequality follows from (39) and (40), while the
last one follows from juhðÞNðkj"Þji ¼
juhðÞNþ1ðkþ 1j"ð þN 1Þji  , 8k 2
hðÞ N 					. Therefore hðtj þNÞ  hðtjÞ.
Moreover, as in [21], future regulation hor-
izons will never exceed hðtjÞ. Let v :¼ tj þN and
consider
juhðvÞ1ðkj"ðrþ 1ÞÞji ¼ juhðvÞ1ðkjAhðvÞ"ðvÞÞ
þ ushðvÞ1ðkj^ðvÞÞ
þ u"hðvÞ1ðkjn^ðvÞÞji:
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Recall that juhðvÞ1ðkjAhðvÞ"ðvÞÞji ¼
juhðvÞðkþ 1j"ðvÞÞji   . Thus, hðvþ 1Þ 
hðvÞ implies jushðvÞ1ðkj^ðvÞÞ þ u"hðvÞ1	
ðkjn^ðvÞÞji > , for some k and i. The latter, in











Hence, hðtj þNþ 1Þ  hðtjÞ. By arguing again
in a similar way, one proves by mathematical
induction that
hðtj þ kÞ  hðtjÞ; 8k 2 Zþ ð46Þ
provided that (44) holds.
Step 3 Fulfillment of (44).
To see this, rewrite (38) for hð þ lÞ ¼ hðÞ
l; l 2 L ,
u"nð þ lÞ :¼ u"hðÞ1ðkþ l 1jn^ðÞÞþ
þ . . .þ u"hðÞlðkjn^ð þ l 1ÞÞ
By virtue of Lemma 1, the jth component of
u"nð þ lÞ is given by
uhðÞlþjðkþ jjn^ð þ l j 1ÞÞ ¼
¼ F hðÞlþjðkþ jÞn^ð þ l j 1Þ ¼
¼ ðS0 þ S1 þ . . .SjÞn^ð þ l j 1Þ
where S0 :¼F hðÞlðkÞ, Si¼F hðÞlþi1ðkþ i1Þ	
BF hðÞlþið0Þ, 8i2½1;j e 8j2½1;lÞ. Consequently (38)
becomes











   2ð S0j j þ S1j j þ . . .þ Sl1j jÞN :
Notice that 8i 2 ½1; j, 9S > 0 such that
S0j j  S OhðÞl
 
Sij j  S OhðÞl
  OhðÞlþ1  ð48Þ
where Oh stands for a quantity at least of the same
order of h1 as h!1 [14]. Finally, because l 2 L ,
and L! h as h!1 (see [21], proof of Lemma 3,
for technical details), one finds
u"nð þ lÞ
   2 S OhðÞL Nþ
þ 2ðL 1ÞS OhðÞL








Hence (44) holds and this completes the proof.&
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