Abstract. In this article, we present an original neural space/latency code, integrated in a multi-layered neural hierarchy, that offers a new perspective on probabilistic inference operations. Our work is based on the dynamic neural field paradigm that leads to the emergence of activity bumps, based on recurrent lateral interactions, thus providing a spatial coding of information. We propose that lateral connections represent a data model, i.e., the conditional probability of a "true" stimulus given a noisy input. We propose furthermore that the resulting attractor state encodes the most likely "true" stimulus given the data model, and that its latency expresses the confidence in this interpretation. Thus, the main feature of this network is its ability to represent, transmit and integrate probabilistic information at multiple levels so that to take near-optimal decisions when inputs are contradictory, noisy or missing. We illustrate these properties on a three-layered neural hierarchy receiving inputs from a simplified robotic object recognition task. We also compare the network dynamics to an explicit probabilistic model of the task, to verify that it indeed reproduces all relevant properties of probabilistic processing.
Introduction
With the advent of Bayesian inference accounts of biological information processing [1] , a large body of literature [2] [3] [4] [5] [6] focuses on probabilistic aspects of neural coding. Most authors explicitly assume that neural population activity is related to probability distributions. Such an assumption faces two major problems trying to give account of neural processing. First, such a coding, which needs multiplication of probabilistic values, collides with summation based neural computation. To overcome this conflict, a very influential idea posits that single-neuron activity is related to log-probability [4, 5] , which would allow to perform multiplications by summation. An alternative approach [3] is to consider single neuron's firing rates as the realizations of Poisson-like random variables. Under certain conditions, sums of such variables come from a distribution whose mean corresponds to the product of individual means, thus realizing a multiplication by summation. Second, probabilistic approaches generally work on the single-neuron level without reference to other neurons in the same population [2] [3] [4] [5] . However, it is a fact that biological processing makes heavy use of lateral connections and population coding.
We aim to overcome these limitations by taking another way: we propose to process probabilistic information in population based processing using the latency of attractor states. There is converging evidence from both physiological [7] [8] [9] [10] and behavioral [11, 12] investigations that latency plays a role in the neural encoding of information. Neurons in the striate cortex, for example, encode stimulus contrast into response latency [8] , whereas decision making processes typically take longer depending on the number of conflicting alternatives [11] , conceivably reflecting increased response latency on the neural level. Similar effects have also been observed in language processing [12] .
Our work is based on the dynamic neural field paradigm [13] [14] [15] of recurrent interactions through lateral connections. We posit that lateral connections implement a data model expressing the conditional probability p(M |S) of an underlying "true" stimulus M given the noisy/mixed/corrupted input S. The competitive neural field dynamics will converge to an attractor state maximally compatible with the input and the data model, see [16] . Furthermore, it is a well-documented effect [17, 13] that latency of this process varies depending on inputs, and we posit that it encodes the match of input to data model. In this combined space/latency code [18] , the position of the emergent activity represents the most likely "true" stimulus M * = arg max p(M |S) and the latency expresses its probability under the data model, p(M * |S), which we term "confidence". Thus, neural populations are not viewed as representing full probability distributions as sub-leading interpretations are suppressed by competition.
While in a previous publication [18] we demonstrated that such our combined space/latency neural code can implement Bayes-optimal decision making in a simple setting, this article is dedicated to the study of this coding in a deeper hierarchy with more complex inputs inspired by works on a simple robotic object recognition task [17] .. In particular, we wish to analyze the effects of model violations (which we will often denote by "uncertainty"), focusing on the encoding of uncertainty into response latency, the transport and accumulation of latency across hierarchy levels, and the decoding of latency into optimal local decisions. Analogies to an exact probabilistic model will be discussed as well.
Model

Architecture
We use a three layered multimodal architecture (see figure 1) as a support of our study on our combined space/latency neural code in hierarchical architecture. Feed-forward connection between maps are plastic and each map of the hierarchy evolves according to a very general mechanisms of competitive neural dynamics so that our study should be valid across a wide range of spiking and non-spiking neural models. Fig. 1 . Neural hierarchy which is the basis for all investigations in this article. Each orange box corresponds a neural field and each oval represents the corresponding neural field input which is basically a weighted sum of the neural activity of the previous layer or input from the environment (see section 2.2 for details). GT is the ground truth that describes the current object corresponding to input features h1, h2 and h3.
Model Equations
the membrane potential of the field which evolves according to a slightly modified version of dynamic neural field proposed in [14] :
with w the fixed lateral interaction kernel, f [u] the point-wise applied transfer
, σ normally distributed white noise, h the resting potential and τ the time scale of field evolution. S L is the afferent input:
with σ a logistic transfer function (refer to figure 1 for other notations). We use an input transfer function g L [S] so that inputs can excite the field effectively:
with a suitably chosen constant k L that depends on average input strength. The coefficients α, β and γ respectively determine the contribution of afferent input, lateral recurrent interactions and noise. The interaction kernel w is usually chosen to be symmetric:
where G µ,σ denotes a Gaussian with mean µ and standard deviation σ, and σ on < σ off . The constants a 0 , b 0 , c 0 are chosen suitably to achieve the desired level of local excitation/inhibition (a 0 , b 0 ) as well as global inhibition (c 0 ). To ensure numerical stability, we clip the neural field potentials u whenever they exceed the range defined by [u min , u max ]. Please notice that all model parameters are identical for each field of the model except for g L function that needs to be tuned for each field so that input is sufficiently high to trigger an activity.
Weights learning All feed-forward weights between fields are trained by online logistic regression [19] with logistic transfer function σ, using a step size λ LR , where the learning target is always the population-encoded object identity GT.
Probabilistic model Using the notation of Fig. 1 , we introduce the following shorthand: M ≡ {M i }, m ≡ {m i }, H ≡ {H i } and h ≡ {h i }. The probability for the presence of a certain object as a function of the inputs is thus expressed as as p(D|h). Using the law of total probability, we can introduce the other network quantities into this expression: Fig. 1 ), the corresponding distributions p(d|M) and p(m|H) are delta-like and the sums over these variable thus vanish. Due to the splitting of the hierarchy into independent modal flows (see Fig. 1 ), the expressions p(H m |h) and p(M k |W M H H) factorize into products of the unimodal probabilities. In order to better approximate the network dynamics, we suppose that the sums over conditional probabilities are approximated by their maxima
As each of the terms in Eqn. (3) represents a confidence tied to a specific neural field, it is very natural to associate them with response latencies. Please note that, in the highest layer D, decisions and confidences are effectively dissociated as the same decision can be reached for many confidence combinations. Each confidence contributes equally to the final expression, independently of its hierarchical position. The functional form of confidences will depend generally on the problem, in our case it would punish deviations from a unimodal distribution.
Experiments
Temporal organization of a single input presentation
Feature histograms h i are presented to the lowest hierarchy levels H i of the network at time t 0 + 1 and maintained for a total of T simulation steps. Directly before this happens, at time t 0 , all field potentials in the hierarchy are reset to the resting potential h, see Sec. 2.2. Subsequently, field potentials and weights evolve freely according to the dynamic models described in Sec. 2.2
Input stimuli
We simulate a robotic object recognition task containing the objects "red screwdriver", "yellow voltmeter" and "blue tape" (see Fig. 2 ). We generate synthetic "measurements" in the modalities of color, aspect ratio and size for a random succession of these three objects drawn from an uniform distribution. Following [17] , measurements are modeled as feature histograms over different modalities. These histograms contain a single Gaussian peak of amplitude A S = 1.0, at a position determined by object identity as shown in Fig. 2 .To serve as inputs, these onedimensional histograms are encoded along one axis of a two-dimensional image of dimensions (60, 10) T using the convolution coding technique with a Gaussian basis function of standard deviation of 3 pixels, see Fig. 2 H i , M i and D are connected as indicated in Fig. 1 . The length of a single input presentation is set to T = 200, the learning rate for all connections is λ LR = 0.05 60·100 . New inputs, as shown in Fig.2 arrive every T iterations, draw from a uniform object distribution. In the beginning there is a learning phase of 12000 iterations corresponding to 20 presentations per object, after which learning is disabled for performing experiments. We choose a uniform parametrization of neural field layers of size 60x10 (see Sec. 2.2): τ = 15, θ = 0, ν = 2.5, α = 1, β = 4, γ = 0.11, σ on =3, σ off = 6, a 0 = b 0 = 1, c 0 = 0.55, h = −1. Zero-padding boundary conditions are used for all lateral interactions. The input transfer function constant k I is set to 1 for the fields H i , to 1.8 for the fields M i and to 1.3 for the field D. Response latency is defined as the time until an activity ≥ 0.9 is observed.
Classification performance
We measure the ability of the network to recognize the currently "presented" object when various levels of noise are applied, which can be of the types "clean" (no noise), "sub-leading noise" (small peak of strength 0.5 introduced at a random position in all h i ), "flip" (peak in the "color" modality is flipped to a wrong position) and "chaos" (peaks in the color and aspect ratio modalities are randomly switched to a wrong position). Fig .3 shows the corresponding classification rates and average response latencies for these four cases. It is clearly visible that latencies increase in the "sub-leading noise" case and even more for the case "flip", even though classification accuracies stay at 100%. This very nicely reflects the probabilistic nature of processing, as the network can signal something was wrong, and to what degree, even though it delivers perfect performance. For the "chaos" case, evidently no above-chance classification is possible as two-thirds of the modalities are corrupted, which is again reflected in the strongly increased latencies for this case.
3.4
Case studies
Using the "clean" condition described in the previous section, we investigate the reaction of the hierarchy to an inherent ambiguity which stems from the fact the size "medium" votes for both "blue tape" and "red screwdriver" in the midlevel of the hierarchy. Instead of one peak of amplitude 1.0, there will now be two peaks of amplitude0.5 in m 3 . As seen in Fig. 4 , activity will still appear in M 3 since the input transfer function of that field scales inputs to a sufficient strength. However, as a consequence of competition, the response will be delayed, reflecting its lower confidence (i.e., probability under the data model). This in turn will delay activity buildup in the highest layer D, expressing that the toplevel decision is not as certain as it could be. Indeed, the vote of M 3 is not really taken into account in defining the response of D as it comes too late, demonstrating the basic principle of probabilistic information processing in this architecture: later-coming inputs have less influence in attractor formation in recurrent layers. Going beyond the "sub-lading noise" and "flip" conditions, we now investigate what happens when the feature histogram in a single modality is ambiguous and also incorrect: for presentations of the "yellow voltmeter" object, we put a Gaussian of strength 1.0 at the (incorrect) position "red", as well as a Gaussian of strength 0.8 at the (correct) position "yellow" in the color histogram input h 1 , simulating a measurement ambiguity leading to a locally Fig. 4 . Selected demonstrations of latency effects. Graphs are organized in three rows corresponding the temporal development of activity in different hierarchy levels. Left: reaction to the ambiguous "blue tape" object. The unambiguous fields H1 (color) and H3 (size) have exactly the same latency. Middle row: unimodal object field M 1 (color) and M 3 (size), the latter having a strongly increased latency due to the ambiguity in object definitions. The lacking input strongly delays activity buildup in the top-level decision field D, which nevertheless occurs since the other modalities are unambiguous. Right: presenting the "yellow voltmeter" object with corrupted histogram input in the color modality. Activity in layers H1 (color) and H2 (aspect ratio) differs in latency as color is corrupted. Activity in unimodal object layers M 1 (color) and M 2 (aspect ratio) retains the low-level latency difference as no ambiguity is present at this level. Top row: final decision of the network, expressed by delayed activity in layer D.
wrong conclusion, see Fig. 4 (right). This wrong conclusion is propagated forward to M 1 where it activates the "screwdriver" population. As the other modalities M i , i = 1 vote for the correct object (yellow voltmeter), a correct high-level decision will still be taken in D.
Discussion and Outlook
Comparison to probabilistic model This article is based on a novel probabilistic interpretation of neural activities making use of biologically plausible neural dynamics. As it is the case with the probabilistic model of eqn. (3), model violations/uncertainty may, with equal influence, originate at any place in the hierarchy as observed in Fig. 4 where uncertainty arising on the lowest or middle layers is transported to the top. This also shows that that confidence from any layer is propagated to the top without change if other layers do not add to it, which is another corollary of eqn.(3). We furthermore observe that not only the fact but also the strength of model violations is transported to the top-level regardless of their origin, although the mapping from conditional probability values to latency is not linear. In addition, the development of response latencies depending on noise, see Sec. 3.3, directly show that decisions and confidences are dissociated as in the model of eqn.(3), thus forming two independent coding dimensions. Lastly, it may be stated that the approximation (and thus the information loss) accepted in eqn.(3), as well as in neural field dynamics, is one that will not usually have negative effects unless a significant part of hierarchy inputs is corrupted.
