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1 Introduction
In this paper we will study artinian quotients A = R/I of the poly-
nomial ring R = k[x1, ..., xr], where k is a field of characteristic zero,
the xi’s all have degree 1 and I is a homogeneous ideal of R. These
rings are often referred to as standard graded artinian algebras.
Before explaining the main results of this work, we establish some of
the notation we will use: the h-vector of A is h(A) = h = (h0, ..., he),
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where hi = dimk Ai and e is the last index such that dimk Ae > 0.
Since we may suppose that I does not contain non-zero forms of de-
gree 1, r = h1 is defined to be the embedding dimension (emb.dim.,
in brief) of A.
The socle of A is the annihilator of the maximal homogeneous ideal
m = (x1, ..., xr) ⊂ A, namely soc(A) = {a ∈ A | am = 0}.
Since soc(A) is a homogeneous ideal, we define the socle-vector of
A as s(A) = s = (s0, ..., se), where si = dimk soc(A)i. Note that
se = he > 0.
We will say that an h-vector h is admissible for the pair (r, s) if there
exists an algebra A with emb.dim.(A)= r, s(A) = s and h(A) = h.
When the pair (r, s) is clear from the context, we will simply say
that h is admissible.
A natural question which arises is the following: what are the ad-
missible h-vectors for a given pair (r, s)?
This problem has been considered in several different guises: e.g.
there are several papers which treat the question of determining the
possible h-vectors of Gorenstein algebras, i.e. finding all the admis-
sible h’s which correspond to a fixed r and s = (0, ..., 0, 1). See e.g.
Stanley ([St], Thm. 4.2), who gives a complete answer to this ques-
tion for the case r ≤ 3 (the case r = 2 was actually already known
to Macaulay, cf. [Ma]). See also Migliore and Nagel’s paper [MN ]
for the h-vectors of Gorenstein algebras with the Weak Lefschetz
Property.
More generally, there are many papers which consider the question
2
for the case of level algebras (e.g. see [BG], [CI]).
The problem of finding all the admissible h-vectors for a given pair
(r, s) seems very difficult in general. Iarrobino (cf. [Ia]) and Fro¨berg
and Laksov (cf. [FL]) considered a more restricted question. More
precisely, Iarrobino showed that, putting some natural restrictions
on a given pair (r, s), any admissible h-vector is bounded from above
by a certain maximal h, and defined an algebra A with the data
(r, s) as compressed if this maximal h satisfies h = h(A); moreover
he proved that, under his hypotheses on r and s, there always exists
a compressed algebra.
This problem of Iarrobino’s was taken up again in [FL] by Fro¨berg
and Laksov, who used a different approach.
We finally recall the seminal work on compressed algebras, Emsalem
and Iarrobino’s 1978 article [EI].
In this paper we take a more general view. We ask the question:
given any (r, s), is there an h which is maximal among all the ad-
missible h-vectors? If such an h exists, we will define as generalized
compressed any algebra with the data (r, s, h) (see Section 2). Nat-
urally, this more general definition coincides with Iarrobino’s in the
cases satisfying his conditions, and, with our generalized definition,
we are enlarging the set of compressed algebras beyond those found
in [Ia] and [FL].
Let us fix the emb.dim. r and the socle-vector s = (s0 = 0, s1, ..., se).
The two main results of this paper are: Theorem A, an upper-bound
H for the h-vectors admissible for the pair (r, s), which improves the
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one given by Fro¨berg and Laksov in [FL]; Theorem B, which asserts
that, under certain conditions on (r, s) (less strong than those of [Ia]
and [FL]), there exist algebras having exactly the upper-bound H
we described above.
In some cases, however, we will see that the H given by Theorem
A is not admissible, and we will supply counter-examples. These
counter-examples, moreover, show that the hypotheses of Theorem
B, in general, cannot be improved.
Here we only mention that, in our forthcoming paper [Za], we will
prove that a generalized compressed algebra does not exist for ev-
ery pair (r, s), where r is greater than or equal to the minimum
embedding dimension of s (briefly, min.emb.dim.(s)), i.e. the least
emb.dim. r such that there exists any algebra A with data (r, s).
The results obtained in this paper will be part of the author’s
Ph.D. dissertation, written at Queen’s University (Kingston, On-
tario, Canada), under the supervision of Professor A.V. Geramita.
2 Definitions and preliminary results
Fix r and s = (s0 = 0, s1, ..., se); from now on we may suppose, to
avoid trivial cases, that r > 1 and e > 1.
Definition-Remark 2.1. Following [FL], define, for d = 0, 1, ..., e,
4
the integers
rd = N(r, d)−N(r, 0)sd −N(r, 1)sd+1 − ...−N(r, e− d)se,
where
N(r, d) = dimk Rd =
(
r − 1 + d
d
)
.
It is easy to show (cf. [FL]) that r0 < 0, re ≥ 0 and rd+1 > rd for
every d.
Define b, then, as the unique index such that 1 ≤ b ≤ e, rb ≥ 0 and
rb−1 < 0.
Let S = k[y1, ..., yr], and consider S as a graded R-module where
the action of xi on S is partial differentiation with respect to yi.
Recall that, in the theory of Inverse Systems, the R-submodule M
of S associated to the algebra R/I with data (r, s) is generated by
si elements of degree i, for i = 1, ..., e, and the h-vector of R/I is
given by the number of linearly independent derivatives in each de-
gree obtained by differentiating the generators of M .
The number
N(r, d)− rd = N(r, 0)sd +N(r, 1)sd+1 + ...+N(r, e− d)se
is an upper-bound for the number of linearly independent deriva-
tives yielded in degree d by the generators of M and, therefore, is
also an upper-bound for the h-vector of R/I. This is the reason for
the introduction of the numbers rd.
For a complete introduction to Inverse Systems, we refer the reader
to [Ge].
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Remark 2.2. It is easy to see that, for any pair (r, s), we must
have
b ≥ e/2.
In fact,
rb = N(r, b)−N(r, 0)sb −N(r, 1)sb+1 − ...−N(r, e− b)se.
If b < e/2, then b < e− b, hence N(r, e− b) > N(r, b). Since se ≥ 1,
we get rb < 0, a contradiction.
Proposition 2.3 (Fro¨berg-Laksov). Let (r, s) be as above, r ≥
min.emb.dim.(s). Then an upper-bound for the h-vectors admissi-
ble for the pair (r, s) is given by
H = (h0, h1, ..., he),
where
hi = min{N(r, i)− ri, N(r, i)}
for i = 0, 1, ..., e.
Proof. See [FL], Prop. 4, i). ⊓⊔
Remark 2.4. Fro¨berg and Laksov have given a direct proof of the
proposition; a second proof follows immediately from our comment
about Inverse Systems and the numbers rd. The same upper-bound
was already supplied by Iarrobino (cf. [Ia]) under the natural re-
striction s1 = ... = sb−1 = 0.
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Lemma 2.5 (Iarrobino, Fro¨berg-Laksov). Let S = k[y1, ..., yr] be
theR-module defined above, and consider n generic forms F1, ..., Fn ∈
S, respectively of degrees d1, ..., dn. Then, for every integer c ≥ 0,
the subspace of Sc spanned by Rd1−cF1, ..., Rdn−cFn has dimension
(as a k-vector space) equal to
min{dimk Sc, dimk Sd1−c + ... + dimk Sdn−c},
i.e. generic forms have derivatives as independent as they can be.
Proof. See [Ia], Prop. 3.4 and [FL], Prop. 20. The case n = 1 was
already known to Emsalem and Iarrobino (see [EI]). ⊓⊔
From the previous lemma we immediately obtain:
Proposition 2.6 (Iarrobino, Fro¨berg-Laksov). Let (r, s) be as
above, r ≥ min.emb.dim.(s). If, moreover, s1 = ... = sb−1 = 0,
then the upper-bound H yielded by Proposition 2.3 is admissible
for the pair (r, s).
Proof. See [Ia], Thm. II A; [FL], Prop. 4, iv) and Thm. 14.
⊓⊔
Definition 2.7.
i) Fix a pair (r, s) such that s1 = ... = sb−1 = 0. Iarrobino (cf.
[Ia]) defined an algebra as compressed with respect to this pair
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(r, s) if its h-vector is the upper-bound H of Proposition 2.3.
ii) Now fix any pair (r, s). We define an algebra as generalized
compressed with respect to the pair (r, s) if its h-vector is the
maximal among all the admissible h-vectors.
Remark 2.8. Proposition 2.6 shows that, for the pairs (r, s) as
in Iarrobino’s definition (see Definition 2.7, i)), there always exists
a compressed algebra. However, from Remark 2.2 we see that the
restrictions required on the socle-vector s in order to satisfy Iar-
robino’s conditions are very strong (at least the first half of s must
be zero). This is one of the main reasons that lead us to extend the
concept and look for generalized compressed algebras.
Example 2.9. Let r = 3, s = (0, 0, 0, 0, 0, 2, 3, 1). It is easy to
see that r4 = −19 < 0 and r5 = 4 ≥ 0, whence b = 5. Since
s1 = ... = s4 = 0, Proposition 2.6 says that there is a compressed
algebra for this pair (r, s), having h-vector
H = (1, 3, 6, 10, 15, 17, 6, 1).
The method used by [Ia] and [FL] (suggested by Lemma 2.5) to con-
struct such a compressed algebra is the following: choose one generic
form of degree 7 (yielding 3 linearly independent first derivatives and
6 linearly independent second derivatives), three generic forms of de-
gree 6 (yielding 9 first derivatives), and two generic forms of degree
5. Then, by Lemma 2.5, the total number of linearly independent
derivatives supplied in degree 4 is = min{10 + 18 + 6, N(3, 4) =
8
15} = 15, whence we obtain that these derivatives span exactly S4;
thus we have constructed our H .
The next two examples illustrate some of the limitations inherent in
Propositions 2.3 and 2.6.
Example 2.10. Let r = 3, s = (0, 0, 0, 0, 0, 3, 3, 1, 2). It is easy
to check that b = 6. By Proposition 2.3, the upper-bound for the
admissible h-vectors for this pair (r, s) is
H = (1, 3, 6, 10, 15, 21, 18, 7, 2).
Is H admissible? Proposition 2.6 gives no information, since sb−1 =
s5 = 3 > 0. We will see later (as a consequence of our Theorem B)
that the answer is positive. We will also show how to construct a
(generalized compressed) algebra with h-vector H .
Example 2.11. Let r = 3, s = (0, 0, 1, 2, 1, 1, 1, 1). Here b = 5 and,
by Proposition 2.3, the upper-bound for the admissible h-vectors for
this pair (r, s) is
H = (1, 3, 6, 10, 15, 10, 4, 1).
Is H admissible? Proposition 2.6 gives no information, since sb−1 =
s4 = 1 > 0. We will see, by our Theorem A, that in this case the
answer is negative, i.e. H is not admissible, since there is an upper-
bound sharper than H for this pair (r, s).
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Definition-Remark 2.12. Let n and i be positive integers. The
i-binomial expansion of n is
n(i) =
(
ni
i
)
+
(
ni−1
i− 1
)
+ ... +
(
nj
j
)
,
where ni > ni−1 > ... > nj ≥ j ≥ 1.
Under these hypotheses, the i-binomial expansion of n is unique.
Following [BG], define, for any integer a,
(n(i))
a
a =
(
ni + a
i+ a
)
+
(
ni−1 + a
i− 1 + a
)
+ ...+
(
nj + a
j + a
)
.
A well-known result of Macaulay is:
Theorem 2.13 (Macaulay). Let h = (hi)i≥0 be a sequence of non-
negative integers, such that h0 = 1, h1 = r and hi = 0 for i > e.
Then h is the h-vector of some standard graded artinian algebra if
and only if, for every 1 ≤ d ≤ e− 1,
hd+1 ≤ ((hd)(d))
+1
+1.
Proof. See [St]. ⊓⊔
Remark 2.14. This result actually holds, with an analogous state-
ment, for any standard graded algebra, not necessarily artinian.
Lemma 2.15 (Bigatti-Geramita). Let a, b be positive integers,
b > 1. Then the smallest integer s such that a ≤ (s(b−1))
+1
+1 is
s = (a(b))
−1
−1.
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Proof. See [BG], Lemma 3.3. ⊓⊔
Remark 2.16. This result yields a lower-bound for the i-th en-
try of an h-vector, once the (i + 1)-st entry is known. In terms of
Inverse Systems, it supplies a lower-bound for the number of linearly
independent first derivatives of any given set of linearly independent
forms of degree i+ 1.
Now we state two fundamental results of Iarrobino about sums of
powers of linear forms. They will play a key role in the proof of our
Theorem B.
Theorem 2.17 (Iarrobino). Let F =
∑m
t=1 L
d
t be a form of degree
d in S = k[y1, ..., yr], where the Lt =
∑r
k=1 btkyk are linear forms,
and let I ⊂ R, I = Ann(F ). Then there exists a non-empty open
subset U of krm such that, for any choice of the coefficients btk from
U , the Gorenstein artinian algebras R/I all have the same h-vector,
denoted by:
h(m, d) = (1, h1(m, d), ..., hd(m, d) = 1) = (1, h1, ..., hd = 1),
where
hs = min{m, dimk Rs, dimk Rd−s}.
Proof. See [Ia], Prop. 4.7. ⊓⊔
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Theorem 2.18 (Iarrobino). For i = 1, ..., n, let Fi =
∑mi
t=1 L
di
it be
sums of powers of generic linear forms as above, with d1 ≤ ... ≤ dn.
Then the algebra A = R/I, where I = Ann(
∑n
i=1(Fi)), has h-vector
h = (1, h1, ..., hdn),
where
hs = min{dimk Rs,
n∑
i=1
hs(mi, di)},
provided that
∑n
i=1 hs(mi, di) ≤ dimk Rs for each s = d1, d2, ..., dn.
Proof. See [Ia], Thm. 4.8 B. ⊓⊔
3 The main results
We are now ready for the two main results of this paper. The
first, as we already mentioned, is an upper-bound H for all the h-
vectors admissible for given emb.dim. r and socle-vector s = (s0 =
0, s1, ..., se):
Theorem A. Let (r, s) be as above, r ≥ min.emb.dim.(s). Then
an upper-bound H for the h-vectors admissible for the pair (r, s) is
given by
H = (h0, h1, ..., he),
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where h0 = 1, h1 = r and, inductively, for 2 ≤ i ≤ e,
hi = min{((hi−1 − si−1)(i−1))
+1
+1, N(r, i)− ri}.
Proof. h0 = 1 and h1 = r is obvious. By induction, let the theo-
rem hold up to some j, 1 ≤ j ≤ e − 1. Then, by Proposition 2.3,
hj+1 ≤ N(r, j + 1)− rj+1, and, using Inverse Systems, by Theorem
2.13, the largest number of linearly independent forms of degree j+1
having hj−sj first derivatives is ((hj−sj)(j))
+1
+1. This concludes the
induction and the proof of the theorem. ⊓⊔
Remark 3.1. Note that, once hi = N(r, i) − ri (i.e. N(r, i) −
ri ≤ ((hi−1 − si−1)(i−1))
+1
+1), then also hi+1 has the same form, i.e.
hi+1 = N(r, i+ 1)− ri+1: in fact
((N(r, i)− ri − si)(i))
+1
+1 ≥ N(r, i)− ri − si =
N(r, 1)si+1 +N(r, 2)si+2 + ...+N(r, e− i)se ≥
N(r, 0)si+1+N(r, 1)si+2+ ...+N(r, e− i−1)se = N(r, i+1)− ri+1.
Remark 3.2. In general, our upper-bound is sharper than that
supplied by Fro¨berg-Laksov. In fact, it is easy to see, by induction,
that
((hi−1 − si−1)(i−1))
+1
+1 ≤ N(r, i),
since, at each step, hi−1 ≤ N(r, i − 1), si−1 ≥ 0 and the function
(n(t))
+1
+1 increases with n.
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For instance, let r = 3 and s = (0, 0, 1, 2, 1, 1, 1, 1), as in Example
2.11. Then, as we already saw, the upper-bound given by Proposi-
tion 2.3 is
H = (1, 3, 6, 10, 15, 10, 4, 1);
instead Theorem A yields the sharper
H = (1, 3, 6, 7, 6, 6, 4, 1).
More precisely, we have the following:
Proposition 3.3. The upper-bounds H yielded by Proposition 2.3
and Theorem A are the same if and only if s0 = s1 = ... = sb−2 = 0
and
sb−1 ≤ N(r, b− 1)− ((N(r, b)− rb)(b))
−1
−1.
Otherwise, Theorem A yields a sharper H .
Proof. By Remark 3.2, it remains only to show the first assertion.
If the two vectors H are the same, then, for i = 2, ..., b− 1,
((hi−1 − si−1)(i−1))
+1
+1 = N(r, i).
Therefore, by induction and the properties of the binomial expan-
sion, we have at once s1 = ... = sb−2 = 0. Moreover, hb =
N(r, b)− rb, whence
((hb−1 − sb−1)(b−1))
+1
+1 ≥ N(r, b)− rb.
If
sb−1 = N(r, b− 1)− ((N(r, b)− rb)(b))
−1
−1 + a,
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for some a > 0, then, by definition, we obtain
((hb−1−sb−1)(b−1))
+1
+1 = ((((N(r, b)−rb)(b))
−1
−1−a)(b−1))
+1
+1 < N(r, b)−rb,
a contradiction.
Conversely, let s1 = ... = sb−2 = 0 and sb−1 ≤ N(r, b−1)−((N(r, b)−
rb)(b))
−1
−1. By induction, it is easy to see that, for every 2 ≤ i ≤ b−1,
((hi−1 − si−1)(i−1))
+1
+1 = N(r, i).
Furthermore,
((hb−1−sb−1)(b−1))
+1
+1 ≥ ((((N(r, b)−rb)(b))
−1
−1)(b−1))
+1
+1 ≥ N(r, b)−rb.
By Remark 3.1, this is enough to show that the two vectors H co-
incide, and the proof of the proposition is therefore complete. ⊓⊔
Let us now take some time to consider the case in which the upper-
bound H of Proposition 2.3 is the same as that of Theorem A, i.e.
when s0 = s1 = ... = sb−2 = 0 and
sb−1 ≤ N(r, b− 1)− ((N(r, b)− rb)(b))
−1
−1.
We want to see when we can achieve H with some (generalized)
compressed algebra.
Proposition 2.6 supplies an answer only when sb−1 = 0. Instead,
using sums of powers of linear forms, we can show the following:
Theorem 3.4. In the above hypotheses for s, the upper-bound
H of Proposition 2.3 and Theorem A is admissible (at least) for
sb−1 ≤ max{N(r, b− 1)− (N(r, b)− rb), 0}.
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Proof. If max{N(r, b − 1) − (N(r, b) − rb), 0} = 0 then we can
apply Proposition 2.6. Suppose then, for the rest of the proof, that
N(r, b− 1)− (N(r, b)− rb) > 0.
We first show the theorem for sb−1 = N(r, b − 1) − (N(r, b) − rb).
Let us choose se forms of degree e which are the sums of e-th powers
of N(r, e− b) generic linear forms, se−1 forms of degree e− 1 which
are the sums of (e − 1)-st powers of N(r, e − 1 − b) generic linear
forms, and so on for e − 2, ..., b + 1, b, ending by choosing sb forms
of degree b which are powers of 1 generic linear form each.
By Theorems 2.17 and 2.18, we obtain an h-vector with
hi = min{N(r, i), simin{N(r, i), N(r, 0), N(r, i− b)}
+si+1min{N(r, i), N(r, 1), N(r, i+ 1− b)}+ ...
+shmin{N(r, i), N(r, h− i), N(r, h− b)} + ...
+semin{N(r, i), N(r, e− i), N(r, e− b)}}
for i = b, b+ 1, ..., e.
Since b ≤ i ≤ h ≤ e, we have h− i ≤ h− b and, since (by Remark
2.2) b ≥ e/2, then h− i ≤ i. It follows that, for every i ≤ h ≤ e,
min{N(r, i), N(r, h− i), N(r, h− b)} = N(r, h− i).
Therefore, for b ≤ i ≤ e,
hi = min{N(r, i), si+si+1N(r, 1)+...+shN(r, h−i)+...+seN(r, e−i)}
= min{N(r, i), N(r, i)− ri} = N(r, i)− ri.
16
Notice that, for i ≥ b, we have achieved (using sums of powers of
linear forms) the same result that [Ia] and [FL] achieved in this
range using generic forms. The advantage of using sums of powers
of linear forms becomes evident when we consider the degree b− 1.
In fact, we see that, in the Inverse System, the forms of degrees
greater than or equal to b generate in degree b − 1 (by Theorem
2.18) a subspace of dimension
h
′
b−1 = min{N(r, b− 1), sbmin{N(r, b− 1), N(r, 1), N(r, 0)}
+sb+1min{N(r, b− 1), N(r, 2), N(r, 1)}+ ...
+shmin{N(r, b− 1), N(r, h− b+ 1), N(r, h− b)} + ...
+semin{N(r, b− 1), N(r, e− b+ 1), N(r, e− b)}}.
Notice that, in each summand of the last formula, the minimum of
the last two terms is always the last, i.e., for every h,
min{N(r, b−1), N(r, h−b+1), N(r, h−b)} = min{N(r, b−1), N(r, h−b)}.
Claim. This minimum is always N(r, h− b).
Proof of claim. Suppose, for some h (naturally for which sh 6= 0),
that N(r, b− 1) < N(r, h− b). By hypothesis,
N(r, b− 1) > N(r, b)− rb = sbN(r, 0) + sb+1N(r, 1) + ...
+shN(r, h− b) + ... + seN(r, e− b) > shN(r, b− 1),
which is a contradiction. This proves the claim.
Then, putting all this together, we obtain
h
′
b−1 = N(r, b)− rb = hb.
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So, if sb−1 = N(r, b − 1)− (N(r, b) − rb), we can simply choose any
set of sb−1 linearly independent forms outside the subspace described
above and we are done for this case.
Now we show the theorem for all the other values of sb−1 ≤ N(r, b−
1) − (N(r, b) − rb). Take, for h = b, ..., e and k = 1, ..., sh, non-
negative integers th,k such that
N(r, h− b) + th,k ≤ N(r, h− b+ 1)
and
N(r, b− 1)− (N(r, b)− rb +
∑
h,k
th,k) > 0.
Let us choose, for every h = b, ..., e, exactly sh forms of degree h
which are, respectively, the sums of powers of N(r, h− b) + th,1, ...,
N(r, h− b) + th,sh generic linear forms.
Reasoning as above, in degrees greater than or equal to b we obtain
again N(r, i) − ri derivatives, and in degree b − 1 (since, similarly,
we have N(r, h− b)+ th,k ≤ N(r, b−1) for every h and k) we obtain
a subspace of dimension
h
′
b−1 +
∑
h,k
th,k = N(r, b)− rb +
∑
h,k
th,k.
Adding
sb−1 = N(r, b− 1)− (N(r, b)− rb +
∑
h,k
th,k)
linearly independent forms of degree b− 1 outside the subspace de-
scribed above, we are done for these values of sb−1.
Notice that, in this way, we have considered all the values of sb−1 ≤
N(r, b− 1)− (N(r, b)− rb). In fact, for the least possible sb−1 such
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that rb−1 < 0, i.e.
sb−1 = N(r, b−1)−N(r, 1)sb−N(r, 2)sb+1−...−N(r, e−b+1)se+1,
(naturally if positive), we need
N(r, 1)sb +N(r, 2)sb+1 + ...+N(r, e− b+ 1)se − 1
derivatives in degree b−1, and these can be obtained choosing each
th,k = N(r, h − b + 1) − N(r, h − b) except, e.g., for the last one,
tb,sb, which we take equal to N(r, 1) − N(r, 0) − 1. For the higher
values of sb−1 ≤ N(r, b− 1)− (N(r, b)− rb), of course, we just need
now to decrease the values of the th,k; finally, when we arrive to
sb−1 = N(r, b−1)− (N(r, b)−rb), as we have seen before, we choose
all the th,k equal to 0.
This completes the proof of the theorem. ⊓⊔
Example 3.5. Let r = 4, s = (0, 0, 0, 0, s4, 3, 0, 1).
It is easy to check that, for s4 ≥ 4, we have b = 5; the upper-bound
given by Proposition 2.3 is H = (1, 4, 10, 20, 35, 13, 4, 1); moreover,
for 4 ≤ s4 ≤ 35 − ((13)(5))
−1
−1 = 35 − 11 = 24, this is also the H
supplied by Theorem A.
By Theorem 3.4, we know that H is admissible at least for 4 ≤ s4 ≤
35 − 13 = 22. Following the method suggested in the proof of the
theorem, if s4 = 22, we have to obtain 35 − 22 = 13 derivatives in
degree 4: a solution is to choose 1 form of degree 7 to be the sum
of the powers of N(4, 7 − 5) = 10 generic linear forms, and 3 forms
of degree 5 which are the 5-th power of 1 generic linear form each.
This way, by Theorem 2.18 and Inverse Systems, we have achieved
19
our H .
For s4 = 21, we can choose the form of degree 7 as the sum of 11
powers and the 3 forms of degree 5 as above. Going on in this way,
we can settle all the cases 4 ≤ s4 ≤ 22; for instance, for s4 = 4,
we choose the form of degree 7 as the sum of 20 powers, 2 forms
of degree 5 as the sum of 4 powers and the third one as the sum
of only 3 powers. This yields 31 derivatives, and the upper-bound
H is therefore achieved by adding s4 = 4 more linearly independent
forms in degree 4.
Remark 3.6. As far as we consider the case s0 = s1 = ... = sb−2 = 0
and sb−1 ≤ N(r, b − 1)− ((N(r, b) − rb)(b))
−1
−1, we can see that, also
in some other particular instances, the upper-bound H is known to
be admissible, even if sb−1 > max{N(r, b− 1)− (N(r, b)− rb), 0}.
For example, H is always admissible if b = e. Indeed, in this case H
is generic up to e−1 and he = se: the fact that we can always find se
forms of degree e yielding the right number of linearly independent
first derivatives for each sb−1 ≤ N(r, b− 1)− ((N(r, b)− rb)(b))
−1
−1 is
shown by Cho and Iarrobino in [CI], Thm. 1.4.
Remark 3.7. We will show later, however, that the upper-bound
H of Theorem A is not always admissible, even in some instances
where it coincides with that of Proposition 2.3. Indeed, in Example
3.14, we will even see that there exist pairs (r, s) for which Theorem
3.4 cannot be improved.
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Let us now come back to the general case, where we impose no
restrictions on our socle-vector s = (0, s1, ..., se).
Definition-Remark 3.8. Fix the pair (r, s), where r ≥min.emb.dim.(s),
and let the h-vector H be as in Theorem A. Define c as the largest
integer such that hc is generic, and t as the largest integer such that
ht = ((ht−1 − st−1)(t−1))
+1
+1 < N(r, t)− rt,
where we set (1(0))
+1
+1 = r and ((h−1 − s−1)(−1))
+1
+1 = 1, in order to
avoid pathological cases.
Notice that we always have 0 ≤ t ≤ e − 1 and 1 ≤ c ≤ t + 1, since
the function rd strictly increases with d.
We are now ready for the second main result of this paper:
Theorem B. Let (r, s) be as above, r ≥ min.emb.dim.(s), and
the upper-bound H given by Theorem A. Then H is admissible (at
least) in the following cases:
i) c = t + 1;
ii) c = t and sc ≤ max{N(r, c)− hc+1, 0};
iii) c ≤ t− 1 and sc ≥ N(r, c)− c.
Proof. If c = t + 1, then rt+1 = 0, whence b = t + 1 and s1 = ... =
sb−1 = 0. Therefore the upper-bound
H = (1, r, ..., ht, ht+1 = hb = N(r, b), hb+1 = N(r, b+1)−rb+1, ..., se)
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is achieved using generic forms, by Proposition 2.6.
Now let c = t and suppose max{N(r, c) − hc+1, 0} = 0. Then we
have si = 0 for every i ≤ c, and H is also given by Proposition 2.3.
It is easy to see that b = t+ 1 if rb > 0 and b = t if rb = 0; in either
case c ≥ b− 1, and therefore H is admissible by Proposition 2.6.
Then let c ≤ t and suppose therefore, if c = t, that N(r, c)−hc+1 > 0
and sc 6= 0. Suppose moreover that st ≤ ht − ht+1.
Reasoning as in the proof of Theorem 3.4, choose se forms of degree
e which are the sums of N(r, e−t−1) powers of generic linear forms,
se−1 forms of degree e− 1 which are the sums of N(r, e− 1− t− 1)
powers, and so on down to st+1 forms of degree t+ 1 which are the
sums of N(r, 0) = 1 power each. By Theorems 2.17 and 2.18, for
i ≥ t+ 1, we get
hi = min{N(r, i), simin{N(r, i), N(r, 0), N(r, i− t− 1)}
+si+1min{N(r, i), N(r, 1)N(r, i+ 1− t− 1)}+ ...
+shmin{N(r, i), N(r, h− i), N(r, h− t− 1)}+ ...
+semin{N(r, i), N(r, e− i), N(r, e− t− 1)}}.
Since b ≤ t + 1 ≤ i ≤ h ≤ e, by Remark 2.2, we have h− i ≤ i and
h − i ≤ h − t − 1. Therefore hi = N(r, i) − ri for i ≥ t + 1, since
b ≤ i.
The forms of degrees higher than t that we have chosen above gen-
erate, in degree t, a subspace of dimension
h
′
t = min{N(r, t), st+1min{N(r, t), N(r, 1), N(r, 0)}+ ...
+shmin{N(r, t), N(r, h− t), N(r, h− t− 1)}+ ...
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+semin{N(r, t), N(r, e− t), N(r, e− t− 1)}}.
Claim.
min{N(r, t), N(r, h− t), N(r, h− t− 1)} = N(r, h− t− 1)
for h = t + 1, ..., e.
Proof of claim. Suppose that, for some h, min{N(r, t), N(r, h −
t), N(r, h − t − 1)} = N(r, t). Then h
′
t = N(r, t), whence we have
ht = N(r, t), c = t and sc = 0, a contradiction. This proves the
claim.
From the claim, since t+ 1 ≥ b, we obtain
h
′
t = N(r, t+ 1)− rt+1 = ht+1.
With an argument similar to that of Theorem 3.4, suitably increas-
ing at each step the number of summands up to N(r, e − t) in de-
gree e, ..., N(r, 1) in degree t + 1, by Theorem 2.18 we still obtain
hi = N(r, i)− ri for i = t+ 1, ..., e and, moreover, (since we are not
in the case t = c and sc = 0) we can get any number of derivatives
in degree t between h
′
t = ht+1 = N(r, t+ 1)− rt+1 and
N(r, 1)st+1 +N(r, 2)st+2 + ... +N(r, e− t)se = N(r, t)− rt − st.
Therefore, for each st ≤ ht − ht+1, we can achieve ht, since
(N(r, t)− rt − st) + st = N(r, t)− rt > ht,
by the definition of t.
If c = t there is nothing else to prove. Then, from now on, let
c ≤ t− 1; suppose, moreover, that st ≤ ht − ht+1, st−1 = ht−1 − ht,
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..., sc = hc − hc+1.
In order to obtain H , now it is enough to add si i-th powers of
one generic linear form each in degree i, for i = c + 1, ..., t. In
fact, for every choice of the forms of degrees higher than t that
we made above in order to reach ht, by Theorem 2.18, the number
of derivatives yielded by those forms stabilizes in degrees less than
or equal to t; thus, since c < t and hc ≥ hc+1 ≥ ... ≥ ht+1, by
a computation similar to the one we made above, we obtain the
desired values for the hi.
Therefore the construction of a generalized compressed algebra with
h-vector H is complete under the hypotheses st ≤ ht − ht+1, st−1 =
ht−1 − ht, ..., sc = hc − hc+1.
To complete the proof, now it is enough to show, for c ≤ t − 1,
that sc ≥ N(r, c) − c, i.e. hc − sc ≤ c, implies st ≤ ht − ht+1,
st−1 = ht−1−ht, ..., sc = hc−hc+1 (actually they will be equivalent).
Observe that, for p = c, ..., t− 1,
hp+1 = ((hp − sp)(p))
+1
+1,
and therefore the equality sp = hp − hp+1 is equivalent to hp − sp =
((hp − sp)(p))
+1
+1, which holds if and only if hp − sp ≤ p.
Thus it remains to show that hc− sc ≤ c implies ht+1 ≤ ht− st and
hp − sp ≤ p, for p = c, ..., t− 1. But, if hc − sc ≤ c, then
hc+1 = ((hc − sc)(c))
+1
+1 = hc − sc,
whence
hc+1 − sc+1 = hc − sc − sc+1 ≤ c ≤ c+ 1.
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By induction, we easily arrive to
ht = ((ht−1 − st−1)(t−1))
+1
+1 = ht−1 − st−1
= hc − sc − ...− st−1 ≤ c ≤ t− 1 < t.
Furthermore, ht − st ≤ ht < t, and thus
ht+1 ≤ ((ht − st)(t))
+1
+1 = ht − st.
This completes the proof of the theorem. ⊓⊔
Remark 3.9. It is easy to check that the hypotheses of Propo-
sition 2.6 are completely covered by those of Theorem B (i) and
ii)).
Moreover, Theorem B is a generalization of Theorem 3.4 to any
socle-vector s. In fact, if s0 = s1 = ... = sb−2 = 0 and sb−1 ≤
N(r, b − 1) − ((N(r, b) − rb)(b))
−1
−1 (i.e. the upper-bound H is also
given by Proposition 2.3), then it is easy to check that t = b − 1,
and c = b− 1 if rb > 0 and c = b if rb = 0. If rb = 0 and c = b, we
require in both theorems that sb−1 = 0, while, for c = t = b− 1, the
hypothesis sb−1 ≤ max{N(r, b − 1) − (N(r, b) − rb), 0} is of course
the same as that of Theorem B, ii).
Remark 3.10. Note that, for c ≤ t − 1, H must be of the fol-
lowing type in order to satisfy the hypotheses of Theorem B: as we
saw in the proof, we must have
hc = N(r, c) > c ≥ hc+1 = hc − sc ≥ hc+2 = hc − sc − sc+1 ≥ ... ≥
ht = hc − sc − ...− st−1 ≥ ht+1 ≥ ... ≥ he = se.
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It is not difficult to show that the hypotheses st ≤ ht − ht+1,
st−1 ≤ ht−1 − ht, ..., sc ≤ hc − hc+1, which are apparently weaker
than those we worked with in the proof of Theorem B for c ≤ t− 1,
i.e. st ≤ ht − ht+1, st−1 = ht−1 − ht, ..., sc = hc − hc+1, are actu-
ally equivalent to them. Thus, as we can see from the argument,
Theorem B seems to be the best result we can show using powers
of linear forms.
Actually, we will see in Examples 3.14 and 3.15 that, in general, the
hypotheses of Theorem B, ii) and iii), cannot be improved; in fact
we will exhibit pairs (r, s) for which the upper-bound H of Theorem
A is not achieved, and such that c = t and sc = N(r, c)+hc+1+1 in
the first example and c ≤ t−1 and sc = N(r, c)−c−1 in the second.
Example 3.11. Let r = 3, s = (0, 0, 0, 8, 0, 1, 0, 0, 1). Then
H = (1, 3, 6, 10, 2, 2, 1, 1, 1).
We have c = 3 and t = 7 and, since s3 = 8 ≥ 10−3 = N(3, 3)−3, by
Theorem B, H is admissible. To construct a generalized compressed
algebra with h-vector H , we may choose F = L81 and G = L
5
2, with
Li generic linear forms, and use Inverse Systems as suggested by the
argument of the theorem.
Now let r = 3, s = (0, 0, 0, 7, 0, 1, 0, 0, 1). Then
H = (1, 3, 6, 10, 3, 3, 2, 2, 1).
Since c = 3, t = 7 and s3 = 7 ≥ 10− 3 = N(3, 3)− 3, by Theorem
B, H is admissible. To construct a generalized compressed algebra
with h-vector H we may choose F = L81 + L
8
2 and G = L
5
3, with the
26
Li generic linear forms, and do as above.
Proposition 3.12. If the emb.dim. is r = 2, then the upper-
bound H yielded by Theorem A is always admissible.
Proof. Let r = 2, s = (s0 = 0, s1, ..., se). If c = t + 1, then
ht = t+ 1 = c and s1 = ... = sc−1 = 0; moreover,
t+ 2 = c + 1 = hc = ht+1 = t+ 2− rt+1,
whence rt+1 = 0 and b = c; therefore we can achieve the upper-
bound H by Proposition 2.6.
If c = t, it is easy to see that H is also given by Proposition 2.3,
and thus s1 = ... = sb−2 = 0 and sb−1 ≤ b − ((hb)(b))
−1
−1. If hb ≤ b,
then hb = ((hb)(b))
−1
−1 and H is achieved by Theorem 3.4. Otherwise,
hb = b+ 1 and we are in the case
sb−1 ≤ b− ((b+ 1)(b))
−1
−1 = b− b = 0,
i.e. sb−1 = 0, which can be settled again by Proposition 2.6, using
generic forms.
Now let c ≤ t − 1. If sc ≥ N(2, c) − c = c + 1 − c = 1, we can
achieve H by Theorem B. The case sc = 0 is clearly never verified
for c ≤ t− 1, and therefore the proof of the proposition is complete.
⊓⊔
Remark 3.13. Proposition 3.12 may be also deduced from [Ia],
Thm. 4.6 C, where all the admissible h-vectors for a given socle-
vector s in emb.dim. 2 are characterized.
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As we have already mentioned, the upper-bound H of Theorem A
is not always admissible and, moreover, the hypotheses of Theorem
B, in general, cannot be improved. We give below some examples
which settle on the symmetry and the unimodality of the Gorenstein
h-vectors in emb.dim. 3.
Actually, in any emb.dim. r ≥ 3, there are examples where the
H of Theorem A is not admissible. Some of them, e.g., can be
found thanks to the symmetry of the Gorenstein h-vectors; other,
trivially, when s1 > 0. In fact, in this degenerate case, in degrees
greater than 1 we are actually working with r − s1 variables, and
therefore the admissible h-vectors are basically those which are ad-
missible in emb.dim. r − s1.
Furthermore, it is reasonable to believe that, as soon as something
more will be known on the admissible h-vectors also for some other
special socle-vectors (e.g. level in emb.dim. at least 3, etc.), other
classes of examples of upper-bounds sharper than H will probably
be found as a consequence.
Example 3.14. Let r = 3, s = (0, 0, 0, 5, 0, 0, 1). Theorem A yields
the upper-bound
H = (1, 3, 6, 10, 6, 3, 1).
If it were admissible, by Inverse Systems, we would find a form F of
degree 6 giving 3 first derivatives, 6 second derivatives and only 5
third derivatives, to allow s3 = 5. Hence, in emb.dim. 3, there would
exist a non-unimodal Gorenstein h-vector h = (1, 3, 6, 5, 6, 3, 1),
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which is impossible (see [St], Thm. 4.2). Therefore H is not admis-
sible. Actually, now it can be easily shown that
H
′
= (1, 3, 6, 10, 5, 3, 1)
is the sharp upper-bound for this pair (r, s).
Notice that here the upper-bound H is given by both Theorem A
and Proposition 2.3, since b = 4, s1 = s2 = 0 and 5 = sb−1 ≤
N(3, b − 1) − ((N(3, b) − rb)(b))
−1
−1 = 10 − (6(4))
−1
−1 = 10 − 5 = 5.
Theorem 3.4 says that this upper-bound H is admissible for all the
five pairs (3, s˜ = (0, 0, 0, s˜b−1, 0, 0, 1)) with 0 ≤ s˜b−1 ≤ 10 − 6 = 4;
therefore, this example shows that Theorem 3.4 cannot be improved.
Thus, not even Theorem B, ii) can be improved (it is easy to check
that here c = t = 3 and sc = 5 = N(r, c)− hc+1 + 1).
Example 3.15. Let r = 3, s = (0, 0, 3, 0, 0, 0, 0, 1). Theorem A
yields the upper-bound
H = (1, 3, 6, 4, 5, 6, 3, 1).
If it were admissible, by Inverse Systems, we would have a form
F of degree 7 with 6 second derivatives; by the symmetry of the
Gorenstein h-vectors, F should also have 6 = N(3, 2) derivatives
in degree 2, which is impossible, since s2 = 3. Therefore H is not
admissible. (Alternatively, reasoning as in the previous example, we
can get a contradiction by observing that such an F would supply
a non-unimodal Gorenstein h-vector, which moreover is not even
symmetric regardless of the value of s2, since 5 < 6 and 4 6= 5).
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Actually, we will see in [Za] that this pair (r, s) admits no general-
ized compressed algebra.
Notice that, in this example, c = 2, t = 4 (whence c ≤ t − 1) and
sc = 3 = N(r, c) − c − 1. Therefore, not even Theorem B, iii) can
be improved.
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