We address the problem of tracking multiple objects encountered in many situations in signal or image processing. We consider stochastic dynamic systems nonlinearly and uncompletely observed. The diflculty lies on the fact that the estimation of the states requires the assignation of the observations to the multiple targets. We propose an extension of the classical particle filter where the stochastic vector of assignation is estimated by a Gibbs sampler: The merit of the method is assessed in bearings-only context and we present one application in image-based tracking.
Introduction
Multiple object tracking (MTT) deals with state estimation of an unknown number of moving targets. Available measurements may both arise from the targets if they are detected, and from clutter. Clutter is generally considered as a model describing false alarms. Its (spatio-temporal) statistical properties are quite different from target ones, which makes possible the extraction of target tracks from clutter. To perform multiple object tracking the observer has at his disposal a huge amount of data, possibly collected on multiple receivers. In signal processing, elementary measurements are receiver outputs, e.g., bearings, ranges, timedelays, Dopplers, etc. In image-based tracking they have to be computed from the images. But the main difficulty comes from the assignment of a given measurement to a target model. These assignments are generally unknown, as are the true target models. This is a neat departure from classical estimation problems. Thus, two distinct problems have to be solved jointly: data association and estimation. As long as the association is considered in a deterministic way, the hypothesis associations must be exhaustively enumerated, which leads to a I Whard problem (as in JPDAF and MHT algorithms [3] for instance). As soon as the association variables are consid- [7] to track multiple objects but the algorithm is very dependent on the observation model and seems costly to extend for more than two objects. We propose here a quite general algorithm for multiple object tracking applicable both in signal and image analysis. This work is organised as follows. In section 11, we briefly recall the basic particle filter. Section III deals with our extension of the basic filter to multiple objects. Section IV begins with a validation of our algorithm in the passive sonar context, i.e. to estimate the trajectories of multiple "small" targets from their noisy bearings. Then it is used to track pedestrians in a video-sequence.
The basic particle filter
For the sake of completeness, the basic particle filter is now briefly reviewed. We consider a dynamic system represented by the stochastic process ( X , ) E R"= whose temporal evolution is given by the state equation: It is observed at discrete times via realizations of the stochastic process (Y,) E Ihp". govemed by the measurement model:
The two processes (K) E Rnv and (W,) E Rnw in (1) and (2) are only supposed to be independent white noises.
Moreover, it is to be noted that no linearity hypothesis on Ft The algorithm then consists in making evolve the particle set S, = (s;, qp)n=l,...,N. where st is the particle position and qt its weight, and to use it to estimate the density Lt by the density Ls, = E:='=, qpSs;. The weak convergence of the probability density Ls, towards Lt when N + CO with rate 1 / n can be proved. To avoid the degeneracy of the particle set, i.e. only few particles with high weights and the others with very small ones, a resampling is done in an adaptive w?y when the number of effective particles, estimated by N,ff, is under a given threshold [2]. Besides the discretization of the filtering integrals, the use of such particles enables to voice many hypothesis on the position of the object and to keep in the long term only the particles whose position is likely given the sequence of observations. In bootstap filter, the particles are "moved" by sampling from the dynamics (l), and importance sampling theory shows that the weighting is only based on likelihood evaluations.
In the most general setting [2], the displacement of particles is obtained by sampling from an appropriate density f which might depend on the data as well. The complete procedure is summarized in figure 1 . The reader will find more details on the different filters in [4], [5] or [2] and on adaptive resampling in [6] and [2] . After these recalls, we propose an extension of this algorithm to multiple-object tracking.
Multiple object particle filters

Notations
Let M be the number of objects to track (first assumed to be known and fixed). The state vector we have to estimate is made by concatenating the state vector of each object. At time t, X t = (Xi,. . . , XtM) follows the state equation (1) decomposed in M partial equations:
The noises (v) and (v') are only supposed to be white both temporally and spatially, independent for i # i'.
The observation vector at time t is denoted by yt = (y;, .. . , yy'). Following the seminal ideas of R. Streit and T. Luginbuhl [lo] , we introduce the stochastic vector
the ith object. In this case, yf is a realization of the stochastic process:
Again, the noises (W:) and (W:') are only supposed to be white noises, independent for j # j ' . We assume that the functions H i are such that they can be associated to ,functional forms 1; defined by
We make the assumption that one measurement can originate from one object or from the clutter and that one object can produce zero or several measurements at one time. For that, we dedicate the model 0 to false alarms.
The false alarms are supposed to be uniformly distributed in the observation area. Their number is assumed to arise from a Poisson density of parameter AV where V is the volume of the surveillance area and A the number of false alarms by volume unity. Of course, we do not associate any kinematic model to false alarms and then no particles represent their density. Let 7rt E [0, lJ'+' defined by
implicitly assumes that the probabilities 7ri are independent of the measurements as their indexation is arbitrary. These assumptions imply that mt may differ from M and that the association is exclusive and exhaustive. In particular, Ezo = 1. Furthermore, it is assumed that the assignment vector K t has independent components (see [ lo] ). To estimate the density Lt = p ( X t = (X,', . . . , XtM)lyo,t), we propose to use particles whose dimension is the sum of the ones of the individual state spaces corresponding to each object, as in [7] . Each of these concatenated vectors then gives jointly a representation of all objects. Let us present the proposed multiple object particle filter (MOPF).
3.2.TheMOPF
The initial particle set So = (son, l/N),,=1, ...,N is such that each component fori = 1, . . . , M is sampled from p ( X i ) independently from the others. Assume we have obtained St-, = (sy-l,q?-l)n=l ,..., N with E,,=, qt-, = 1.
Each particle is a vector of dimension n: where we denote by s;:' , the ith component of and where n:
designates the dimension of object i.
The prediction is performed by sampling from some proposal density f. F o r n = l , ..., N S y =
with ($") being realizations of ( V t ) . Examine now the computation of the likelihood of the observations conditioned by the nth particle. We can write for all n = l , . . . , N : It must be noted that first equality in (8) is true only under the assumption of conditional independence of the measures, which we will make. Moreover, the normalization factors between 1: andp(KJ = ylKi = i, Xi = z) must be the same for all i to write the second equality in (8).
It remains to estimate the association probabilities (T:),=~,...,M which can be seen as the stochastic coefficients of the M-component mixture. To estimate them we propose to use a Gibbs sampler whose principles are briefly recalled (see [l] or [9] for more details). For Figure 2. MOPF multiple object particle filter with adaptive resampling.
Draw e: +, from p(ePIYo:t,e;+l,. . . , er; : )
In our case, at a given instant t, the partitionning of 0 is:
f o r i = l , ..., M ;
We now detail the different steps of this Gibbs sampler. 2. The 'T + l t h iteration is handled as follows. 
c. Let i be an integer in the first product. We can write
.., Yi' lY0:t-l) We are not able to sample directly from the density exposed in section 2 to justify the use of the particle filter (intractability of the integrals). We propose to build the particle set XT+l = (a?+,, X ; +~)~=~, . . . , N whose weights x;+~ measure the likelihood of the observations affected by Kt,T+l to object Xi . More precisely, we let: The density = E:='=, X;+~&,:+~ converges weakly to the densityp(X:lyil,. . . , y;' , YO:^-^). Not being able to sample from this last density, X;,,+, is drawn as a realization from AT+l. d. Now let i be an integer in the second product. As we do not have any measure to correct the predicted particles we draw a realization from the density qF-l&: for 3. After a finite number of iterations, we estimate the vector 7rt by the average of its last realizations:
X t , r + 1 .
Finally the weights are computed according to (8) using the estimation of nt. Figure 2 summarizes the whole procedure.
Application to bearings-only problems
We first deal with the classical bearings-only problem using synthetic data. The objects are then "pointobjects" in the z -y plane. Their state vector X t represents the coordinates and the velocities in the x -y plane: X t = ( x t , yt, vzt, v y t ) . The following multitarget scenario has been considered: three targets follow a nearconstant-velocity model defined by (18). The discretized state equation associated with time period At is:
where Id2 is the identity matrix in dimension 2 and Vt is a Gaussian zero-mean vector of covariance matrix C V = . Let X t be the estimation of X t computed by the MOPF with g(z) = x , i.e., x t = Er=, qrt"s'F. For this application we use a bootstrap filter, i.e. , the importance function f is in fact the prior law p ( x t l x t -1 ) . Each object produces one measurement at each time period according to (19) except during the time interval [600 7001 where the first object does not produce any measurement and the second produces two y 1 and y 2 according to:
where W, is a zero-mean Gaussian noise of covariance U: independent of vt. xobs and Yobs are the Cartesian coordinates of the observer, which are known. The trajectories of the three targets and of the observer are plotted in figure 3.1 and the differences between the three couples of bearings simulated are plotted in figure 4. As soon as the difference between two bearings issued from two different targets is lower than the standard deviation of the observation noise, the two measures cannot be distinguished, which makes this scenario very difficult. This difficulty is increased by the detection gap for the first object. One particular run of the particle filter with 5000 particles is presented in figure 3. 
2.
The plot of the three estimated trajectories shows that the data association is overcome. There is no trajectories reversal and the estimations are quite satisfactory. Figure 5 shows the results of the estimation of the three components of nt and figure 3.3 represents the average of each component .: over successive intervals of 100 time steps and over the 20 trials. When there is an ambiguity about the origin of the measurements (i.e., when the differences between the bearings are lower than the standard deviation noise), the from instant 600 to 700.
The vector 7rt can then in turn help the estimation: an object leaving the surveillance or vision area can be detected by a drop of its At component. On the other hand, the appearing of a new object might be related to an observation whose likelihood is low whatever object it is associated with. The statistic framework of our algorithm, through an interaction between the estimation of the objects trajectories and of the data association, seems then very promising in order to deal with the appearing and disappearing of objects of the study area, i.e. to deal with a varying number of objects.
Application in image-based tracking
We focus on a video sequence where three persons are moving according to unknown dynamics. As they are computation on the image can constitute a measurement.
State space model
In order to keep reasonable dimension of the state space, one have to come up with a compact representation of the object silhouette unless strong prior on the shape of the object of interest is available. An appealing and generic approach consists in using Fourier descriptors obtained by inverse Fourier transform of the truncated discrete Fourier transform of the initial object contour. For instance, the outline of one moving pedestrian (as observed through a motion segmentation map, see section 5.2) associated to the five first Fourier coefficients is presented in figure 6 .5. 
Measurements
We use two types of measurements related to position and velocity of moving objects in the scene. By a motionbased segmentation of the image (see @]), we first compute connected components of motion Cc: for j = 1, . . . , mt as shown in figure 7. Such a segmentation provides information on the localization (and shape) of the objects in motion w.r.t. the camera. The likelihood of the connected component C 4 conditionnaly to the ith component of the nth particle Sc:" is chosen as: 0 where Sc denotes the inside of the closed contour defined by Fourier descriptors Sc, and 1. 1 stands for set cardinal.
The denominator prevents a bias toward large contours.
We then estimate the translation in the 2D-plane of each connected component between the frame at current time and the previous one. These translations will be noted Tl for j = 1,. . . , mt and are supposed to arise from the model:
where 2 : is a zero-mean Gaussian noise of std uz. As the velocity prior is very weak (uniform distribution, in (21)), we use these motion measurements to construct an importance function that will perform better than standard bootstrap-type choice based only on the dynamics, to guide particles toward regions of high likelihood. Ti = X v f + Z j i f K j = i (23) 
Importance function
Given a partcile s, a translation estimation is considered available when only one of the object centers belongs to the connected component under consideration. Otherwise it means that several objects are observed through the same motion region (as in figure 7 .2) and its global motion results in general from an intricate mix of individual motions. Then, if s::' is the only object from SF-^ whose center lies in Cd, we propose the displacement of the i-th object in the new particle according to: 
Importance weights
The weight of the nth particle is proportionnal to As the prior on the motion is uniform, it does not affect the weights. When we use the current translation estimation, the choice of the importance function implies that p(TtIXt) = p(TtlXvt) is equal to f(XvtlTt). If this is the case for all the objects of the predicted particle, the new weight is obtained by multiplying the previous one by the likelihood of the connected component likelihood of the motion-based segmentation. Result samples on multiple people tracking are presented in figure 8.
Conclusion
We proposed multiple object tracking based on a mix of particle filtering and Gibbs sampling. Target state vectors and association probabilities are estimated jointly without enumeration, pruning or gating, by means of particle sets representing the joint U posteriori law of the target states. We have demonstrated the relevance of the approach both in bearings-only tracking and image-based tracking. We are currently investigating its extension to a varying number of objects, using parameters statistics.
