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1 Introduction
In this paper we present realization theory of rational systems.
The motivation to investigate realization theory of rational systems is the use
of rational systems as models of phenomena in the life sciences, in particular
in metabolic networks and in systems biology. For example, the well-known
Michaelis-Menten system describing enzymatic reactions can be obtained by
singular perturbation of a system with bilinear terms leading to a rational system
which is even positive, i.e. a rational system such that the positive orthant is a
forward invariant set. Rational systems also occur in optics and in economics.
Moreover, as Bartosiewicz stated in [5], the theory of rational systems could
be simpler and more powerful, once it is developed, than the theory of smooth
systems.
The realization problem for rational systems considers a map from input
functions to output functions and asks whether there exists a finite-dimensional
rational system and an initial condition such that its input-output map is iden-
tical to the considered map. Such a system is then called a realization of the
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considered input-output map. A generalization, which is not addressed in this
paper, is to regard any relation between observed variables and ask for a real-
ization as a rational system.
Another goal of realization theory is to characterize certain properties of
realizations. One wants to find the conditions under which the systems realiz-
ing the considered map are observable, controllable, or minimal. The relations
between realizations having these properties are also of interest. Since con-
trollability appears to be often an equivalent condition for the existence of a
control law which achieves a particular control objective and since observabil-
ity is an equivalent condition for the existence of an observer of a system, the
realization theory is useful in control synthesis and observer synthesis. Because
in system identification one wants to restrict attention to minimal realizations
and because the parametrization of the class of systems, which is based on the
parametrization of the set of minimal realizations using the equivalence relation
of such realizations, is needed, studying minimal realizations and an equivalence
relation between them within the realization theory finds its application as well.
The history of realization theory in system theory starts to be written by
R.E. Kalman in [30] where he deals with realization of finite-dimensional lin-
ear systems. Of course, there is prior work on realization of automata. The
generalization of realization theory from linear to nonlinear systems goes via bi-
linear systems to smooth and to analytic systems. For the realization of bilinear
systems see for example [15]. There are three approaches to realization of non-
linear continuous-time systems described in [28]. See the references therein for
Jakubczyk’s approach, the approach by formal power series in non-commuting
variables, and the Volterra series approach.
Polynomial and rational systems are a special case of nonlinear systems but
within that class they admit a more refined algebraic structure. Realization
theory of discrete-time polynomial systems was formulated by E.D. Sontag in
[40]. Later, in [47], Y. Wang and E.D. Sontag published their results on realiza-
tion theory for polynomial and rational continuous-time systems based on the
approach of formal power series in non-commuting variables and on the rela-
tion of two characterizations of observation spaces. In [48] they generalize [47]
to analytic realization theory and they relate it with the differential-geometric
approach. In [49] the relation between orders of input/output equations and
minimal dimensions of realizations is explored for both analytic and algebraic
input/output equations. Another extension of [47] to the analytic case can be
found in [45]. Further generalizations of [45] follow in [46].
Another approach to realization theory by polynomial continuous-time sys-
tems, motivated by the results of B. Jakubczyk in [29] for nonlinear realizations,
is introduced by Z. Bartosiewicz in [3, 6]. He introduces, in [5], the concept of
rational systems, but he does not solve the realization problem for this class of
systems.
Our approach to the realization theory of rational systems is based on Z.
Bartosiewicz’s results presented in [5, 6]. Z. Bartosiewicz, in [5], introduces
the concept of rational systems, which we adopt, and he studies the problem
of immersion of smooth systems into rational systems. This problem is very
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similar to the problem of rational realization. Nevertheless, he just proposes
the possibility to develop realization theory for rational systems, maybe with
the help of his results on the immersion problem. Indeed, there is a strong
analogy between our results and the results in [5] and [6].
Compared to the realization theory of rational systems developed by Y.
Wang and E.D. Sontag in [47], our approach is different. We apply the so-called
algebraic or algebraic geometric approach rather than the techniques, used in
[47], based on formal power series. We solve the same problem of existence
of rational realizations (compare Theorem 5.2 in [47] and Theorem 4.9 in this
paper). Besides we deal with the questions of observability, controllability and
minimality of rational realizations which are not treated in [47]. Another major
difference is that the realizations within the class of rational systems which we
consider do not have to be linear in the input as is assumed by Y. Wang and
E.D. Sontag. This is motivated by the planned application of realization theory
to biochemical systems where a glucose input may enter in a rational way.
The first step, motivated by biochemical reaction networks, in developing
a realization theory for rational positive systems is done in [44]. We keep the
problem of rational realization with the positivity constraint for further research.
It has been pointed out by M. Fliess and T. Glad, see [19, 20], that if the
realization problems start from a relation on input-output functions with a
specification of which external variables are inputs and which are outputs, then
there may not exist a realization as a rational system. This situation is well
known from linear systems where one works with descriptor systems or with
behaviors in general. Therefore it would be appropriate to start the realization
theory from behaviors, but in this paper that full generality of the realization
problem is not treated. This generality is not needed for systems biology which
motivates the study of rational systems.
The organization of the paper is as follows. Terminology, notation and math-
ematical preliminaries are provided in Section 2. Section 3 introduces the con-
cept of rational systems which is, as we mentioned earlier, adopted from [5].
Trajectories, dimensions, controllability and observability of rational systems
are also introduced. The problem of rational realization is formulated, and
necessary and sufficient conditions for the existence of rational realization of a
response map are presented in Section 4. We characterize the existence of a
rational realization of a response map by the condition that a field determined
by the considered map is finitely generated. The proof of a sufficient condition
for a response map to be realizable by a rational system provides the procedure
to construct a rational realization. Section 5 deals with canonical rational re-
alizations. The equivalence relation between existence of rational, observable
rational, and canonical, i.e. both observable and controllable, rational realiza-
tions is proved. As a consequence we get that each map realizable by a rational
system can be realized by an observable rational realization, or even by a ra-
tional realization which is both observable and controllable. Minimal rational
realizations are studied in Section 6. It is proved that canonical rational realiza-
tions are already minimal and that minimal rational realizations are controllable
and observable if specific algebraic conditions are fulfilled. We also analyze the
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cases when a rational realization, which is not observable, is or is not minimal.
Minimality and minimal-dimensionality are shown to be equivalent properties
of rational realizations. The existence of a minimal rational realization for a
response map is given by the existence of its rational realization. In Section 7
we study the relation of birational equivalence within the rational realizations of
the same response map. Every rational realization which is birationally equiv-
alent to a minimal rational realization of the same map is minimal. On the
other hand, two canonical rational realization of the same response map are
birationally equivalent. In Section 8 we propose, due to the theory developed in
preceding sections, the procedures for checking observability of rational systems,
minimality of rational realizations and for constructing a rational realization for
a given map. The way how to develop a procedure for checking controllability
of a rational system is shortly discussed as well. Section 9 concludes the paper.
2 Algebraic preliminaries
In this section we introduce the framework in which we formulate the problem
of rational realization. The approach of algebraic geometry which relates alge-
braic properties of polynomial and rational functions and the objects of their
geometric interpretation is very useful.
For the basic definitions and theorems of algebra and of algebraic geometry
see [11, 12, 13, 26, 27, 34, 35, 50]. Although the definitions are the same, the
notation may differ. Therefore we recall the basic notation below and otherwise,
for more specific objects, in the rest of the paper.
By a polynomial in finitely many indeterminates x1, . . . , xn with real coeffi-
cients we mean a sum∑
k∈Nn
c(k)
n∏
i=1
x
k(i)
i ,
where just finitely many coefficients c(k) ∈ R are non-zero. We denote the ring
of all polynomials in n variables with real coefficients by R[x1, . . . , xn]. The ring
R[x1, . . . , xn] can be also understood as an algebra over R.
Because the field R is an integral domain, so is the algebra R[x1, . . . , xn].
Therefore we can define the field of quotients of R[x1, . . . , xn] as the set of
fractions {p/q|p, q ∈ R[x1, . . . , xn], q 6= 0}. This field of quotients is denoted by
R(x1, . . . , xn) and we refer to it also as to a field extension of R. Generally we
use the notation Q(S) for the field of quotients of an integral domain S. For
example, Q(R[x1, . . . , xn]) = R(x1, . . . , xn).
Consider a ring R and an ideal I ⊆ R, we denote the quotient, respectively
factor, ring of R modulo I by R/I.
Polynomial and rational functions on varieties
One of the basic objects in algebraic geometry is a variety. We will work with
irreducible real affine varieties for two reasons. Firstly, irreducibility simplifies
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the technical details of the proofs. The case of general real affine varieties, not
necessarily irreducible, is always reduced to a study of irreducible varieties and
a simple study of several related irreducible varieties. Secondly, working with
the real varieties allows us to have a better geometric understanding of the state
spaces of rational systems.
A variety is irreducible if we cannot write it as an union of two non-empty
varieties which are its strict subvarieties. A real affine variety is defined as an
algebraic variety in an affine space Rn, i.e. as a subset of Rn of zero points of
finitely many polynomials with real coefficients in n variables.
We denote by X an arbitrary irreducible real affine variety in Rn with n
finite, and by I ⊆ R[x1, . . . , xn] the ideal of all polynomials in n variables with
real coefficients such that they are zero at every point from the variety X. By a
polynomial on a variety X we mean a function p : X → R for which there exists
a polynomial q ∈ R[x1, . . . , xn] such that p = q on X. All polynomials from the
set q + I represent the same polynomial p on a variety X, but p (or the way
how p is defined) is independent on the choice of its representant from q + I.
Therefore p is well-defined. We denote by A the algebra of all polynomials on
X.
So, distinct polynomials from A are in one-to-one correspondence with the
equivalence classes of polynomials from R[x1, . . . , xn] under congruence mod-
ulo I, i.e. A and the quotient ring R[x1, . . . , xn]/I are isomorphic. Due to
the Hilbert Basis Theorem and the fact that the ideal in the quotient ring
R[x1, . . . , xn]/I are in one-to-one correspondence with the ideals of R[x1, . . . , xn]
containing I, we know that every ideal in R[x1, . . . , xn]/I is finitely generated.
Therefore A is a finitely generated algebra of polynomials, in other words, there
exist polynomial functions ϕ1, . . . , ϕk ∈ A such that A = R[ϕ1, . . . , ϕk].
Since we assume that X is an irreducible variety, it follows that A is an
integral domain. Therefore we can define Q, the field of quotients of A. Again,
the elements of Q do not depend on the choice of the representants for polyno-
mials in A. Moreover, the generators of A can be considered generators of Q.
Therefore the field Q is finitely generated by the polynomials ϕ1, . . . , ϕk ∈ A,
i.e. Q = R(ϕ1, . . . , ϕk). We say that Q is finitely generated field extension of
R. The elements of Q are called rational functions on X. Even if ϕ ∈ Q does
not have to be defined on all of X, we write ϕ : X → R.
The Rn space can be endowed by the Zariski topology which is a topology
where the closed sets are defined as real affine varieties. On the variety X ⊆ Rn
the related topology is considered. We refer to it as to the Zariski topology on
X. To emphasize the fact that we consider an open/closed/dense set in Zariski
topology we call them Z-open/Z-closed/Z-dense. More details can be found
in [26, 34].
Rational vector fields
Another thing which we need to know to define rational systems properly is how
to differentiate rational functions on a variety.
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LetX be an irreducible real affine variety, let A be the algebra of polynomials
on X, and let Q denote the field of rational functions on X.
Definition 2.1 A rational vector field f on X is a derivation of the field Q,
i.e. an R-linear map f : Q −→ Q such that for ϕ,ψ ∈ Q,
f(ϕ · ψ) = f(ϕ) · ψ + ϕ · f(ψ).
The rational vector field f is well-defined at the point x ∈ X if it maps the
ring Ox ⊆ Q of rational functions well-defined at x to itself. The set of all these
points is denoted by X(f), i.e. X(f) = {x ∈ X|f(Ox) ⊆ Ox}.
Example 2.2 Let X = R and x0 = 1. All rational functions on X defined at x0
are the rational functions such that their denominator is not divisible by the term
(x−1). For example x4−3x+1x+5 ∈ Ox0 , but xx2−2x+1 /∈ Ox0 . Let f = 1x−1 ∂∂x be the
rational vector field on X. Then f(Ox0) ⊆ Q \Ox0 and therefore x0 /∈ X(f).
Example 2.3 Let X = R2, x0 = (0, 0) and f = 1(1+x+y)2
∂
∂x + y
∂
∂y . Then
Ox0 = {p(x,y)q(x,y) ; p, q ∈ A, q(0, 0) 6= 0} and f(Ox0) ⊆ Ox0 .
Definition 2.4 The trajectory of a rational vector field f from a point x0 ∈
X(f) is the map x : [0, T )→ X(f) ⊆ X such that for t ∈ [0, T ) and ϕ ∈ A,
d
dt
(ϕ ◦ x)(t) = (fϕ)(x(t)) and ϕ(x(0)) = x0.
The rational vector field f from the definition above works in the world of
rational functions ϕ ∈ Ox0 . Generally, we cannot consider ϕ ∈ Q, because
f(ϕ) /∈ Ox0 for ϕ ∈ Q \ Ox0 . Then the question arises: Why do we define the
trajectory of a rational vector field f just by considering ϕ ∈ A? Obviously, it
is simpler to consider ϕ ∈ A instead of ϕ ∈ Ox0 and moreover it is sufficient as
follows from the proposition below.
Proposition 2.5 Let x : [0, T )→ X be a trajectory of a rational vector field f
from a point x0 ∈ X(f). Consider t ∈ [0, T ) and ϕ ∈ Ox0 . Then
d
dt
(ϕ ◦ x)(t) = (fϕ)(x(t)).
Proof: Consider an arbitrary ϕ ∈ Ox0 ⊆ Q. Then ϕ = ϕnumϕden where
ϕnum, ϕden ∈ A and ϕden 6= 0 at x0. Note that for every θ ∈ A such that
θ 6= 0 at x0 it holds that
f(
1
θ
) = f(θ
1
θ2
) = f(θ)
1
θ2
+ θf(
1
θ2
) =
f(θ)
θ2
+ θ(2
1
θ
f(
1
θ
)) =
f(θ)
θ2
+ 2f(
1
θ
).
Therefore we get for ϕden the useful relation
f(
1
ϕden
) = −f(ϕden)
ϕ2den
. (1)
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Because f is a rational vector field, it follows by Definition 2.1 that
(fϕ)(x(t)) = (f
ϕnum
ϕden
)(x(t)) =
(
f(ϕnum)
1
ϕden
+ ϕnumf(
1
ϕden
)
)
(x(t)).
Then we get the equality (fϕ)(x(t)) =
(
f(ϕnum)ϕden−ϕnumf(ϕden)
ϕ2den
)
(x(t)) by
applying the relation (1). It is further rewritten as
(fϕ)(x(t)) =
f(ϕnum)(x(t))ϕden(x(t))− ϕnum(x(t))f(ϕden)(x(t))
ϕ2den(x(t))
=
d
dt (ϕnum ◦ x)(t)ϕden(x(t))− ϕnum(x(t)) ddt (ϕden ◦ x)(t)
ϕ2den(x(t))
.
Consequently, by Definition 2.4, the desired equality appears to be derived as
(fϕ)(x(t)) =
d
dt
ϕnum ◦ x
ϕden ◦ x (t) =
d
dt
(ϕ ◦ x)(t).
2
Theorem 2.6 For any rational vector field f and any point x0 ∈ X(f) there
exists an unique trajectory of f from x0 defined on the maximal interval [0, T )
(T may be infinite).
Proof: One way of proving this theorem is to follow the ideas of the Bar-
tosiewicz’s proof of the same statement for polynomial vector fields, see [4].
Another way is to use already proved more general statement about the exis-
tence of trajectories of smooth vector fields, see [1]. In both cases we transform
the problem into Rn. 2
Transcendence degree
We define the algebraic independence of polynomial and rational functions on
an irreducible real affine variety.
See for example [13] for a definition of the algebraic independence of poly-
nomials on a variety which is not necessarily an irreducible real affine variety.
We modify this definition to fit our framework.
Note that the algebraic independence of the rational functions on a variety
is defined in the same way as the algebraic independence of polynomials. Be-
cause we will need to know how the algebraic independence is defined for field
extensions of R and because the field of rational functions on an irreducible real
affine variety is a field extension of R as well, we state the definition of alge-
braic independence for rational functions in more general setting. We define
the transcendence degree of a field extension of R as the maximal number of
algebraically independent elements of this extension. A transcendence basis of
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a field extension of R is then defined as a set of algebraically independent ele-
ments of that field whose cardinality equals the transcendence degree of the field.
Again, we do not provide these definitions in the most general form. We make
them more specific to suit our framework. For more details on transcendence
degree, basis and extensions see [11, 12, 13, 34, 35, 50].
The notation and terminology introduced in the introduction of this section
and in the subsection on polynomial and rational function on varieties is used
onward.
Definition 2.7
(a) Let X be an irreducible real affine variety and let A denote the algebra
of polynomials on X. We call the elements ϕ1, . . . , ϕs ∈ A algebraically
independent over R if there does not exist a non-zero polynomial p of s
variables with real coefficients such that p(ϕ1, . . . , ϕs) = 0 in A.
(b.1) We call the elements ϕ1, . . . , ϕs of a field extension of R algebraically
independent over R if there does not exist a non-zero polynomial p of s
variables with real coefficients such that p(ϕ1, . . . , ϕs) = 0.
(b.2) Let F be a field extension of R. We denote by trdeg F the transcendence
degree of F over R which is defined as the largest number of elements of
F which are algebraically independent over R. An arbitrary subset of F of
trdeg F algebraically independent elements is called a transcendence basis
of F .
Example 2.8 Consider a variety X = R. Then A denotes the set of all poly-
nomials on the real axis. These are the polynomials of one variable with real
coefficients on X.
Let ϕ1 = x4 and ϕ2 = x− 1 be two polynomials on X. Then the polynomial
p(ϕ1, ϕ2) = (ϕ2 + 1)4 − ϕ1 = (x − 1 + 1)4 − x4 equals 0, which means that the
polynomials ϕ1 and ϕ2 are algebraically dependent.
Example 2.9 Consider a variety X given as a solution of the polynomial equa-
tion x2 − y2 − 1 = 0. It is the unit circle in R2.
Then the polynomials p(x, y) and p(x, y)+ q(x, y)(x2−y2−1), where p(x, y)
and q(x, y) are arbitrary polynomial functions of two variables with real co-
efficients, coincide on X. Therefore, any two polynomials p, q on X are al-
gebraically independent if there does not exist a non-zero polynomial n in two
variables with real coefficients such that n(p(x, y), q(x, y)) = m(x, y)(x2−y2−1)
with m being a polynomial in two variables with real coefficients.
For example, p(x, y) = x2 and q(x, y) = y2 are algebraically dependent be-
cause if we substitute x2 for x˜ and y2 for y˜ in a non-zero polynomial n(x˜, y˜) =
x˜2− y˜2−2y˜+1 we get that n(p(x, y), q(x, y)) = (x2+ y2+1)(x2− y2−1) which
is a zero polynomial on X.
On the other hand, the polynomials p(x, y) = xy and q(x, y) = xy4 are
algebraically independent because every polynomial combination of xy and xy4
8
is not divisible by x2 − y2 − 1. This can be checked by the following syntax in
Maple:
with(PolynomialIdeals):
J:=PolynomialIdeal(xy,xy^4);
f:=expand(x^2-y^2-1);
IdealMembership(f,J);
The output is then “true” or “false” depending on whether the polynomial x2 −
y2 − 1 is or is not contained in the ideal generated by the polynomials xy and
xy4.
Example 2.10 Consider a variety X = R3 and a field R(ϕ1, ϕ2, ϕ3) generated
by the rational functions
ϕ1 =
x
y + z
, ϕ2 =
x
y − z , ϕ3 =
y2 − z2
x2y
.
From the equalities ϕ1ϕ2ϕ3 = 1y and (ϕ1 + ϕ2)ϕ3 =
2
x it follows that x, y ∈
R(ϕ1, ϕ2, ϕ3). Because (ϕ1 1x )
−1 − y = z, we know that even z ∈ R(ϕ1, ϕ2, ϕ3).
Therefore, R(ϕ1, ϕ2, ϕ3) = R(x, y, z) and consequently, trdeg R(ϕ1, ϕ2, ϕ3) =
trdeg R(x, y, z) = 3. Then the transcendence basis of R(ϕ1, ϕ2, ϕ3) can be taken
as the set {x, y, z}.
Definition 2.11 Let F be a subfield of a field G. An element g ∈ G is said to
be algebraic over F if there exist elements f0, . . . , fj ∈ F , j ≥ 1, not all equal
to zero, such that
f0 + f1g + · · ·+ fjgj = 0.
Because several properties of transcendence degree used within the paper
were not found in the literature in the form we use them, we state these prop-
erties with the proofs below. Proposition 2.12 can be derived as a consequence
of Proposition 2 from [12, Chapter 6.2] (the same statement as in Proposition 2
can be found in [51, Vol.1]) but the proof stated here is different. An equivalent
of Proposition 2.13 was not found in literature. Theorem 28 from [51, Vol.1,
Chapter II, p. 100] says that the transcendence degree of an integral domain
which is a homeomorphic image of another integral domain is lower than the
transcendence degree of its preimage. Note that a field is an integral domain
but not other way round. Therefore, Proposition 2.14, which states the same
statement as Theorem 28 but just for field extensions of R, is its direct corollary.
In spite of this we also provide the proof of this proposition since it is different
from the proof of Theorem 28.
Proposition 2.12 Let F be a subfield of a field G, i.e. F ⊆ G. Then trdeg F ≤
trdeg G.
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Proof: We know from [35, Chapter X, Theorem 1] that any two transcen-
dence bases of the same field have the same cardinality. So we can choose an
arbitrary transcendence basis to have the same number of elements determining
the transcendence degree. Moreover, from the same theorem, a transcendence
basis can be chosen from a set of generators.
Since F is a subfield of a field G, we can assume that the set of generators of
F is a subset of the set of generators of G. Hence, if we choose a transcendence
basis SF of F from a set of generators of F , we can find a transcendence basis SG
ofG such that SF ⊆ SG. Therefore, directly from the definition of transcendence
degree (Definition 2.7(b.2)), we get that trdeg F ≤ trdeg G. 2
Proposition 2.13 Let F be a subfield of a field G such that trdeg F = trdeg G.
If the elements of G \ F are not algebraic over F then F = G.
Proof: We denote by SF a transcendence basis of F and by f1, . . . , ftrdeg F
the elements of SF . Hence, {f1, . . . , ftrdeg F } = SF ⊂ F . Since F ⊆ G and
trdeg F = trdeg G we can assume without loss of generality that SF = SG.
To prove the equality F = G we will prove the relation G ⊆ F by contradic-
tion. Assume that there exists g ∈ G such that g /∈ F . Since SG is a maximal
algebraically independent set of G, the set SG ∪ {g} is algebraically dependent.
Therefore there exists a non-zero polynomial p with real coefficients such that
p(f1, . . . , ftrdeg F , g) = 0. The polynomial p can be rewritten in the form
p0(f1, . . . , ftrdeg F )+p1(f1, . . . , ftrdeg F )g+ · · ·+pj(f1, . . . , ftrdeg F )gj = 0,
where p0, p1, . . . , pj are polynomials of trdeg F − 1 variables such that
p0(f1, . . . , ftrdeg F ), . . . , pj(f1, . . . , ftrdeg F ) ∈ F.
Hence, by Definition 2.11, g is algebraic over F . This is the contradiction with
the assumption that all elements of G \ F are not algebraic over F . Therefore
G \ F = ∅ and because F ⊆ G, it implies that F = G. 2
Proposition 2.14 Let F and G be field extensions of R such that there exists
a field isomorphism i : F → G, G = i(F ). Then trdeg F = trdeg G.
Proof: We denote by SF = {f1, . . . , ftrdeg F } a transcendence basis of F .
Since f1, . . . , ftrdeg F are algebraically independent over R, we know that for
all non-zero polynomials p with real coefficients in trdeg F variables,
p(f1, . . . , ftrdeg F ) 6= 0.
Consider the set i(SF ) = {i(f1), . . . , i(ftrdeg F )}. Since the isomorphism i
preserves sums and products, p(i(f1), . . . , i(ftrdeg F )) = i(p(f1, . . . , ftrdeg F )).
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If the image i(p(f1, . . . , ftrdeg F )) of a non-zero polynomial p would be zero, it
would be a contradiction with the fact that i is injective. Therefore
p(i(f1), . . . , i(ftrdeg F )) 6= 0,
for every non-zero polynomial p in trdeg F variables with real coefficients. The
set i(SF ) is therefore a subset of a transcendence basis of G. Thus, trdeg F ≤
trdeg G.
The converse inequality trdeg F ≤ trdeg G can be proved in the same
way. We consider the inverse i−1 of an isomorphism i : F → G, i.e. i−1
is an isomorphism such that i−1(G) = F . Let SG = {g1, . . . , gtrdeg G} be a
transcendence basis of G. Then p(g1, . . . , gtrdeg G) 6= 0 for all polynomials p
with real coefficients in trdeg G variables and
i−1(p(g1, . . . , gtrdeg G)) = p(i
−1(g1), . . . , i−1(gtrdeg G)) 6= 0.
Hence, the set i−1(SG) is a subset of a transcendence basis of F and trdeg F ≥
trdeg G. 2
3 Rational systems
We consider rational systems as systems on irreducible real affine varieties with
the dynamics defined by rational vector fields and with rational output func-
tions. This concept was introduced in [5] and we will explain it in the next
subsection. The dependency of trajectories on inputs is stressed in the subsec-
tion dedicated to the trajectories of rational systems. New notation for a state
trajectory reflexing this dependency is introduced as well as some properties of a
map related to a trajectory. The subsection on dimensions of state spaces deals
with proper definitions of dimension of varieties which are taken as the state
spaces for rational systems. In Section 6, using this definition of dimension of
rational systems, we define minimal rational realizations. In the subsection on
controllability and observability of rational systems we define these two prop-
erties and illustrate them on a simple example. Just as controllability and
observability, the observation algebra and the observation field of a response
map defined afterwards are already introduced in [5].
Rational systems
We define an input space U as an arbitrary set of input values. We can take
for example U ⊆ Rm. For the space of input functions we restrict attention to
the set Upc = {u : [0, T )→ U |u piecewise constant}. To consider just piecewise
constant functions as the space of input functions is not too restrictive because
an arbitrary input function can be approximated by piecewise constant inputs
and because the considered response maps are analytic at the switching time
points, see below.
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Let u be an input from Upc. Then u = (α1, t1)(α2, t2) . . . (αn, tn) means
that for t ∈ [∑ij=0 tj ,∑i+1j=0 tj) the input u(t) = αi+1 ∈ U for i = 0, 1, . . . , n −
1, t0 = 0. We denote Tu =
∑n
j=1 tj . If u = (α1, t1) . . . (αn, tn) and v =
(β1, s1) . . . (βk, sk) are both inputs, then (u)(v) is an input function which we
get by concatenating v to u, i.e. (u)(v) = (α1, t1) . . . (αn, tn)(β1, s1) . . . (βk, sk).
Every input function u ∈ Upc has a time domain [0, Tu). To express that
the input u was applied just till time t ∈ [0, Tu) we will write a subindex t to
u like ut. This means that ut corresponds to the input u restricted to the time
domain [0, t) ⊆ [0, Tu). The empty input e is such that Te = 0.
The output space is Rr.
Definition 3.1 A rational system Σ is a triple (X, f, h) where
(i) X is an irreducible real affine variety,
(ii) f = {fα|α ∈ U} is a family of rational vector fields on X,
(iii) h : X → Rr is an output map with rational components.
The assumption of irreducibility of the variety which we take as a state space
provides that the coordinate ring A (see the subsection on polynomial and ra-
tional functions on varieties of Section 2) of that variety is an integral domain.
This property allows us to take the factor space according to this ring.
From the state space X we consider just states at which the output function
h is defined and at which at least one of the rational vector fields {fα|α ∈ U}
is defined. The set of these points is a Z-dense subset of X.
Consider a rational system Σ = (X, f, h) with an initial condition x0 ∈ X
(such system can be directly denoted as Σ = (X, f, h, x0)) and a fixed input
function u ∈ Upc. If there exists a trajectory of the system Σ as the trajectory
of the rational vector field f determined by u from x0 (see Definition 2.4), we
denote it as x(·, x0, u) : [0, Tu)→ X.
Since a trajectory of system Σ with an initial condition x0 ∈ X does not
need to exist for every input u ∈ Upc, we define the set of admissible inputs
Upc(x0) = {u ∈ Upc|x(·, x0, u) exists}. Now, for every input u ∈ Upc(x0)
there exists a trajectory x(·, x0, u) of Σ with an initial condition x0 ∈ X. We
conclude the convention that a trajectory of a rational system Σ with an initial
state x0 ∈ X is for the empty input e equal to x0, i.e. x(0, x0, e) = x0. Then
the set of admissible inputs Upc(x0) may contain just the empty input e, see
Example 3.3. The set of all x0 ∈ X such that Upc(x0) \ {e} 6= ∅ is a Z-dense
open subset of X and we denote it by XΣ.
Example 3.2 Consider a rational system Σ = (X, f, h, x0) such that the state
space X = R, the initial state x0 = 1 and the rational vector field f = 1x−2+u
∂
∂x
on X. Obviously, x0 ∈ X(f) if u is an zero input because f(Ox) for f = 1x−2 ∂∂x
is a subset of Ox. Consider an input u ∈ Upc such that u = 1 on an interval
[0, ²] for an ² > 0, i.e. u² = 1. Then f = 1x−2+1
∂
∂x =
1
x−1
∂
∂x describes the
rational vector field f till the time ². We know from Example 2.2 that in this
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case x0 /∈ X(f). So, the rational vector field f is not well-defined at x0 and
therefore the trajectory of f from x0 for the input u does not exist. Hence
u /∈ Upc(x0).
Example 3.3 Consider a rational system Σ = (X, f, h, x0). Let X = R, x0 = 1
and f = ux−1
∂
∂x on X. Since for any non-empty input u ∈ Upc the initial point
x0 /∈ X(f) (see Example 3.2 on the details for u = 1) and since Upc(x0) ⊆ Upc,
we know that Upc(x0) = {e}.
The following example shows the relevance of rational systems for modeling
of biochemical processes.
Example 3.4 Consider a biochemical reaction system modeling the initial part
of the process of glycolysis in yeast. This example is borrowed from the book
[32, Ex. 5.1]. The original model is published in [25]. The formulation of the
biochemical system is based on the formalism of M. Feinberg, in particular on
the paper [18].
The state components are defined as the concentrations of the chemical species
specified below.
x1 Gluc6P, glucose-6-phosphate,
x2 Fruc6P, fructose-6-phosphate,
x3 Fruc1,6P2, fructose-1,6-biphosphate,
x4 ATP, adenosine-triphosphate,
x5 ADP, adenosine-diphosphate,
x6 AMP, adenosine-monophosphate,
xex,1 glucose,
xex,2 the chemical species produced by the last reaction.
The variable xex,1 representing the glucose concentration outside the cell mem-
brane is considered as the input. The variable xex,2 representing the outflow of
the last reaction is considered as the output of the system.
The notation for the chemical complexes follows.
C1 x4 + xex,1 = glucose + ATP,
C2 x1 + x5 = Gluc6P + ADP,
C3 x1 + x4 = Gluc6p + ATP,
C4 x5 = ADP,
C5 x1 = Gluc6P,
C6 x2 = Fruc6P,
C7 x2 + x4 = Fruc6P + ATP,
C8 x3 + x5 = Fruc1,6P2 + ADP,
C9 x3 = Fruc1,6P2,
C10 x4 = ATP,
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C11 x4 + x6 = ATP + AMP,
C12 2x5 = 2ADP,
C13 xex,2 = second external concentration.
The reaction network represents the chemical reactions. It is defined as a graph
whose vertices are represented by the chemical complexes defined above, and
whose edges correspond to the existing reactions between the complexes. The set
of edges is stated below.
{(2, 1), (4, 3), (6, 5), (5, 6), (8, 7), (13, 9), (10, 4), (4, 10), (12, 11), (11, 12)} .
To save space, we do not reproduce the reactions.
We define a matrix B relating the chemical species to the complexes. Let for a
moment denote the variables xex,1 and xex,2 by x7 and x8, respectively. Then,
B = (Bik)i=1,...,8,k=1,...,13 where
Bik =
{
nk , if chemical species xi appears in complex k with multiplicity nk,
0 , otherwise.
Hence, the columns of the matrix B specify the structure of the complexes, i.e.
members of reactionnet, and the rows specify the concentrations of chemical
species in the system. From the matrix B one may compute the stoichiometric
matrix which is not stated in this paper.
The reaction rates follow, specified per reaction by the reaction rate function.
r2,1(x) =
vmax,1x4xex,1
1 + x4/kATP,1 + xex,1/kglucosr,1 + (x4/kATP,1)(xex,1/kglucose,1)
,
r4,3(x) = k2x1x4,
r6,5(x) =
vfmax,3
kGluc6P,3
x1[1 +
x1
kGluc6P,3
+
x2
kFruc6P
]−1,
r5,6(x) =
vrmax,3
kFruc6P,3
x2[1 +
x1
kGluc6P,3
+
x2
kFruc6P
]−1,
r8,7(x) =
vmax,4x22
kFruc6p,4(1 + (x4/x6)2) + x22
,
r13,9(x) = k5x3 , r10,4(x) = k6x5 , r4,10(x) = k7x4,
r12,11(x) = k8,fx4x6 , r11,12(x) = k8,rx25.
The resulting biochemical system is then
dx(t)/dt =
∑
(i,j)∈reactionnet
[B(i)−B(j)]ri,j(x(t))ui,j(t), x(t0) = x0,
y(t) = h(x(t)) = r13,9(x(t)) = k5x3(t).
where u represents the vector of enzyme concentrations which is also an input to
the system. Note that the system is rational in the state though several reactions
are only linear or polynomial in the state; and the system is rational in the input
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variable xex,1, the glucose input, but linear in the enzyme input u. The output
equation is linear in this case but in case the corresponding reaction rate is a
rational function of the state then the output equation is rational too.
One can prove that this rational system is positive, i.e. that the positive
orthant is an invariant set. Also, for any state x from the positive orthant, the
denominator of ri,j(x) is strictly positive.
Derivations at the switching time-points
Definition 3.5 Let (u)(α, t) ∈ Upc(x0). We denote the derivation of a real
function ϕ : Upc(x0) → R at the switching time-point Tu of the input (u)(α, t)
(the input is defined on the time domain [0, Tu) ∪ [Tu, Tu + t)) as
(Dαϕ)(u) =
d
dt
ϕ((u)(α, t))|t=0+.
Let ϕ : Upc(x0) → R be a real function and let u ∈ Upc(x0). We define
the function ϕ̂u(t) = ϕ(u[0,t)) for t ∈ [0, Tu). If u = (α1, t1) . . . (αk, tk) and if
t ∈ [∑ni=1 ti,∑n+1i=1 ti), n + 1 ≤ k, then ϕ̂u(t) = ϕ((α1, t1) . . . (αn, t −∑ni=1 ti)).
The derivation (Dαϕ)(u) of a real function ϕ at the switching time-point Tu
of an input (u)(α, t) is well-defined if the function ϕ̂(u)(α,t)(tˆ) = ϕ((u)(α, tˆ)),
tˆ ∈ [Tu, Tu + t) is differentiable at Tu+.
In the definition below, we define the set U˜pc of admissible inputs.
Definition 3.6 We define the set of admissible inputs U˜pc as a subset of the
space of input functions Upc(x0) such that the input functions from U˜pc have
finitely many switching time points. Hence, u = (u1, t1) . . . (uk, tk) ∈ U˜pc if
u ∈ Upc(x0) and k <∞.
Remark 3.7 Obviously, the empty input e belongs to U˜pc.
Note that for every u ∈ U˜pc and for every t < Tu the input ut ∈ U˜pc. The
same is true for the inputs from Upc(x0).
We say that the map ϕ : U˜pc → R is smooth, or that it is a C∞- map,
if the derivations Dα1 . . . Dαiϕ are well-defined on U˜pc for every i ∈ N and
αj ∈ U, j = 1, 2, . . . , i.
To simplify the notation, the derivation Dα1 . . . Dαiϕ can be rewritten as
Dαϕ where α is the multiindex α = (α1, . . . , αi).
We say that the function ϕ : U˜pc → R is analytic at the switching time
points of the inputs from U˜pc if for every input u = (u1, t1) . . . (uk, tk) ∈ U˜pc the
function
ϕu1,...,uk(t1, . . . , tk) = ϕ((u1, t1) . . . (uk, tk))
is analytic, i.e. we can write ϕu1,...,uk in the form of convergent formal power
series in k indeterminates. Note that obviously the functions ϕ analytic at the
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switching time points are such that for every (u)(α, 0)(v) ∈ U˜pc
ϕ((u)(α, 0)(v) = ϕ((u)(v))). (2)
Theorem 3.8 The ring of convergent formal power series over R in finitely
many indeterminates is an integral domain.
Proof: According to Theorem 1 from [51, Vol.1, Ch.7] the algebra of formal
power series over R in finitely many indeterminates is an integral domain. Then
the subring of convergent formal power series of an integral domain is also an
integral domain. 2
Definition 3.9 We denote the set of real functions ϕ : U˜pc → R which are
analytic at the switching time points of the inputs from U˜pc by A(U˜pc → R).
We refer to the elements of A(U˜pc → R) as to the analytic functions on U˜pc.
Theorem 3.10 The set of analytic functions A(U˜pc → R) is an integral do-
main.
Proof: Because A(U˜pc → R) is a subalgebra of A(Upc → R) (the set of
functions which are analytic at the switching time points of piecewise constant
inputs from Upc), then A(U˜pc → R) is an integral domain if A(Upc → R) is an
integral domain.
We prove that A(Upc → R) is an integral domain by proving that if fg = 0
for f, g ∈ A(Upc → R) then either f = 0 or g = 0.
Let f, g ∈ A(Upc → R) be such that fg = 0. From the analyticity of
f and g, we know that for arbitrary u1, . . . , uk ∈ U the functions fu1,...,uk
and gu1,...,uk can be written in the form of convergent formal power series in
k indeterminates. Consider an arbitrary u = (u1, t1) . . . (uk, tk) ∈ Upc. Then
fg(u) = f(u)g(u) = 0. Because, by Theorem 3.8, the ring of convergent formal
power series in finitely many indeterminates is an integral domain, it follows
that fu1,...,ukgu1,...,uk = 0 implies that either fu1,...,uk = 0 or gu1,...,uk = 0.
Therefore f(u) = fu1,...,uk(t1, . . . , tk) = 0 or g(u) = gu1,...,uk(t1, . . . , tk) = 0.
Suppose that there exist inputs u = (u1, tu1 ) . . . (uk, t
u
k) ∈ Upc and v =
(v1, tv1) . . . (vk, t
v
k) ∈ Upc such that
(i) fg((u)(v)) = f((u)(v))g((u)(v)) = 0,
(ii) f(u) 6= 0 and g(v) 6= 0.
Because f, g ∈ A(Upc → R), we get from the previous paragraph of this proof
that either fu1,...,uk,v1,...vl = 0 or gu1,...,uk,v1,...vl = 0 and therefore that either
f((u)(v)) = 0 or g((u)(v)) = 0. From (ii) above and from the property (2)
stated below Remark 3.7, it follows that
0 6= f(u) = fu1,...,uk(tu1 , . . . , tuk) = fu1,...,uk,v1,...vl(tu1 , . . . , tuk , 0, . . . , 0)
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and
0 6= g(v) = gv1,...,vk(tv1, . . . , tvk) = gu1,...,uk,v1,...vl(0, . . . , 0, tv1, . . . , tvk)
which means that both fu1,...,uk,v1,...vl and gu1,...,uk,v1,...vl are non-zero conver-
gent formal power series in k + l indeterminates which contradicts that either
fu1,...,uk,v1,...vl = 0 or gu1,...,uk,v1,...vl = 0. Therefore the inputs u and v satisfy-
ing (i), (ii) do not exist. 2
Corollary 3.11 Because the set A(U˜pc → R) of analytic functions is an inte-
gral domain, we can define the field Q(U˜pc → R) of the quotients of elements of
A(U˜pc → R).
Trajectories of rational systems
The trajectories of rational systems are the same as the trajectories of rational
vector fields defined in Definition 2.4. However, in the case of rational systems
we emphasize the effect of inputs on trajectories. The change of rational vector
field and subsequently the change of trajectory is caused by applying a different
input to the system. To indicate this dependency of inputs and trajectories we
introduce the following notation.
Note that the solution of a rational system Σ = (X, f, h, x0) is a map analytic
at the switching time points of the input u ∈ U˜pc as it is defined in Definition 3.9.
Definition 3.12 Let Σ = (X, f, h, x0) be a rational system and let A denote
the algebra of polynomial functions on X. We define the input-to-state map
τ : U˜pc → X as the map τ(ut) = x(t, x0, u) for u ∈ U˜pc and t ∈ [0, Tu).
The map τ∗ determined by τ is defined as τ∗ : A → A(U˜pc → R) such that
τ∗(ϕ) = ϕ ◦ τ for all ϕ ∈ A.
The image of an input u ∈ U˜pc by the map τ defined as above is the corre-
sponding trajectory of the system Σ.
To simplify further reference we state some properties of the map τ∗ in
Proposition 3.13. The proof of this proposition is omitted because it directly
follows from the definition of τ∗.
Proposition 3.13 Let Σ = (X, f, h, x0) be a rational system, let A be the
finitely generated algebra of polynomials on X, i.e. there exist ϕ1, . . . , ϕk ∈ A
such that A = R[ϕ1, . . . , ϕk], and let Q denote the field of rational functions
on X. Then the map τ∗ : A → A(U˜pc → R) defined in Definition 3.12 is an
homomorphism and τ∗(R[ϕ1, . . . , ϕk]) = R[τ∗ϕ1, . . . , τ∗ϕk]. Moreover, the map
τ̂∗ : A/Ker τ∗ → R[τ∗ϕ1, . . . , τ∗ϕk], defined as τ̂∗([ϕ]) = τ∗ϕ for every ϕ ∈ A,
is an isomorphism. The map τ̂∗ can be extended to an isomorphism of the fields
Q(A/Ker τ∗) and R(τ∗ϕ1, . . . , τ∗ϕk).
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The dimension of the state space
The state spaces which we consider in the previously introduced concept of
rational systems are irreducible real affine varieties. Therefore, to determine
the dimension of a rational system, and thus the dimension of its state space,
we need to determine the dimension of a variety.
The dimension of an irreducible affine variety is defined as the degree of the
affine Hilbert polynomial of the corresponding ideal of polynomials which vanish
on the studied variety. There are other ways to describe this dimension and we
follow one of them relating the Hilbert polynomial approach with the number
of algebraically independent polynomials on a variety.
According to Theorem 2 from [13, Section 9.5], the dimension of an irre-
ducible real affine variety X equals the maximal number of polynomials on X
which are algebraically independent over R. Since the rational functions on X
are defined as the field of quotients of polynomials on X, we derive by con-
sidering the definition of the dimension of a variety by polynomials and by
Definition 2.7(b.1) that the dimension of an irreducible real affine variety X
equals the maximal number of rational functions on X which are algebraically
independent over R. The complete proof of this statement can be found in [13,
Section 9.5, Theorem 6].
We use the characterization of the dimension of an irreducible real affine
variety by the transcendence degree of the field of rational functions on X as
its definition.
Definition 3.14 Let X be an irreducible real affine variety and let Q denote
the field of rational functions on X. Then dimX = trdeg Q.
Controllability and observability of a rational system
The system is called controllable from an initial state if we can stear it to any
state in the state space. We weaken this definition and we call a rational system
controllable from an initial state if the set of all states which can be reached by
applying a suitable input fuction to the system at the initial state is almost the
full state space. This means that, since the state spaces of rational systems are
just varieties, the smallest variety containing this set is already the state space
of the considered system.
Definition 3.15 The rational system Σ is said to be controllable (or alterna-
tively rationally reachable) from the initial state x0 ∈ X if the reachable set
from x0,
R(x0) = {x(Tu, x0, u) ∈ X|u ∈ Upc(x0), u : [0, Tu) −→ U},
is Z-dense in X. The rational system Σ is called controllable (or rationally
reachable) if it is controllable from any x0 ∈ XΣ.
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Proposition 3.16 Let Σ = (X, f, h, x0) be a rational system. Then the closure
Z−clR(x0) of the reachable set R(x0) in Zariski topology on X is an irreducible
variety.
Proof: Because a subalgebra of an integral domain is an integral domain
and because by Theorem 3.10 A(U˜pc → R) is an integral domain, we get that
the algebra R[τ∗ϕ1, . . . , τ∗ϕk] ⊆ A(U˜pc → R) is an integral domain. Due to
Proposition 3.13, the map τ̂∗ : A/Ker τ∗ → R[τ∗ϕ1, . . . , τ∗ϕk] is an isomor-
phism. Therefore, since R[τ∗ϕ1, . . . , τ∗ϕk] is an integral domain and τ̂∗ is an
isomorphism, we obtain that Ker τ∗ is a prime ideal.
As Ker τ∗ = {f ∈ A|f = 0 on R(x0)}, the ideal I of polynomials from
A defining the smallest variety containing R(x0), which is the variety Z −
clR(x0) = {x ∈ X|f(x) = 0 for all f ∈ I}, coincides with Ker τ∗, i.e. I =
Ker τ∗. Finally, because Ker τ∗ and thus also I is a prime ideal, the variety
Z − clR(x0) defined by I is irreducible. 2
Observability of the system means that starting from two different initial
states we cannot get the same output. We call such states distinguishable. In
the case of rational systems, we consider state spaces which are varieties. The
smallest system of functions on a variety distinguishing its points (distinguishing
in the sense that if x 6= y then there exists f from the system of functions such
that f(x) 6= f(y)) is the algebra of all polynomials defined on the considered
variety. Therefore, the smallest system of functions distinguishing points and
containing rational functions is given as the system of fractions of polynomials,
i.e. all rational functions on a variety. Then the natural way how to define
observability for rational systems is to define it as a property of getting all
rational functions just by applying rational vector fields to all components of an
output function.
Definition 3.17 Let Σ = (X, f = {fα|α ∈ U}, h) be a rational system and
let Q denote the field of rational functions on X. The observation algebra
Aobs(Σ) of Σ is the smallest subalgebra of the field Q containing all components
hi, i = 1, . . . , r of h, and closed with respect to the derivations given by rational
vector fields fα, α ∈ U . The observation field Qobs(Σ) of the system Σ is the
field of quotients of Aobs(Σ). The rational system Σ is called observable if
Qobs(Σ) = Q.
Note that the observation algebra of a rational system is an integral domain
because it is a subalgebra of an integral domain. Therefore the observation field
of a rational system is well-defined. The observation field Qobs(Σ) is also closed
with respect to the derivations given by rational vector fields fα, α ∈ U .
Proposition 3.18 ( [5], Proposition 1) For a rational system Σ, Qobs(Σ) is a
finitely generated field extension of R, i.e. there exist ϕ1, . . . , ϕk ∈ Qobs(Σ) such
that Qobs(Σ) = R(ϕ1, . . . , ϕk).
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Definition 3.19 We call a rational system canonical if it is both observable
and controllable.
Example 3.20 Consider a rational system Σ = (X, f, h) where
X = R2,
f = {fα|α ∈ R} = { 1
x1x2
∂
∂x1
+ α
∂
∂x1
|α ∈ R},
h = x21.
We will determine whether Σ is controllable and/or observable.
To check observability, we first need to compute the observation algebra
Aobs(Σ). We know that it needs to contain
h = x21,
fαh =
1
x1x2
∂
∂x1
(x21) + α
∂
∂x1
(x21) =
2
x2
+ 2αx1,
fβfαh =
2α
x1x2
+ 2αβ,
fγ(
1
x1x2
) =
−1
x31x
2
2
− γ
x21x2
, fγ(
1
x21x2
) =
−2
x41x
2
2
− 2γ
x31x2
, . . .
After calculating several more derivations we observe that Aobs(Σ) is generated
by the set {x1, 1x2 , 1x1x2 , 1x21x2 ,
1
x31x2
, . . . }. Thus the observation algebra of Σ is
not finitely generated. To compute the observation field Qobs(Σ), we construct
the field of quotients of Aobs(Σ) = R[x1, 1x2 ,
1
x1x2
, 1
x21x2
, 1
x31x2
, . . . ]. We obtain
Qobs(Σ) = R(x1, x2) which is the finitely generated field of all rational functions
on X. Therefore the system Σ = (X, f, h) is observable.
To check controllability, we study reachable sets of Σ. The reachable set of
an initial point x0 = (x10, x
2
0) ∈ XΣ for the rational system Σ is a subset of the
line x = x20 which is not Z-dense in R
2. So, Σ is not controllable from any
x0 ∈ XΣ and therefore Σ is not controllable.
The formal definition of the rational realization problem will be stated in
the next section. Before that we explain why we define objects as observation
algebra and field for response maps as well.
In realization theory one is given a response map (or an input/output map)
and then one is supposed to find a system within a certain class of systems
which corresponds to this map. This map is therefore representing the unknown
system. For this reason it is useful to define objects as observation algebra and
observation field based on a response map rather than on the system realizing
this map.
Let us consider a response map p : U˜pc → Rr. We assume that the com-
ponents pi : U˜pc → R of the map p = (p1, . . . , pr) are analytic in the sense
described in the subsection on rational systems of this section. Thus we assume
that pi ∈ A(U˜pc → R) for i = 1, . . . , r. This assumption on analyticity of p
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allows us to define the observation field of p properly since there we need the
property that a subalgebra of the class of components of considered response
maps is an integral domain which is true for the response maps with the compo-
nents in A(U˜pc → R). Anyway, for well-definedness of the observation algebra
of p it is sufficient to assume that the components of p are smooth in the sense
described in the subsection on rational systems of this section.
Definition 3.21 We call a map p : U˜pc → Rr analytic if its components pi :
U˜pc → R, i = 1, . . . , r are such that pi ∈ A(U˜pc → R).
Definition 3.22 Let p : U˜pc → Rr be an analytic map. The observation algebra
Aobs(p) of p is the smallest subalgebra of the algebra A(U˜pc → R) which contains
the components pi, i = 1, . . . , r of p, and which is closed with respect to the
derivations Dα, α ∈ U . The observation field Qobs(p) of p is the field of quotients
of Aobs(p).
We recall again that Qobs(p) is well-defined only if Aobs(p) is an integral
domain which is the case for p being an analytic map.
4 Rational realizations
Response maps
In this paper we work with response maps rather than with input/output (I/O)
maps. It is technically more convenient.
Usually the I/O maps are considered to be maps between spaces of functions
mapping an input to an output. The elements of both input and output space
are functions of time. If we map by such an I/O map an input at the fixed time,
then we get certain output evaluated at this time point as an image. We call
this map, which describes the outputs immediately after applying finite parts
of the inputs, a response map.
Since the input space U˜pc we consider has a property of containing all re-
strictions of any input to shorter time domains starting at zero, we can map by
an I/O map the inputs received by shortening time domain of an original input
to get the values of an output function corresponding to the original input eval-
uated at the end time points of time domains of considered inputs. The output
function corresponding to an input by an I/O map can be then constructed as
the map which maps the value t of time (time point) to the image of the restric-
tion of the input to the time interval [0, t] by the I/O map. Therefore the “I/O
maps” (we mean here already response maps) in our case can be considered
as the maps between the input space U˜pc and the set of values Rr of output
functions.
In the previous section we have defined an observation algebra and an obser-
vation field of a response map. These objects are used to solve the problem of
realization of a response map by a rational system. Therefore we have to assume
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the smoothness of a response map for the observation algebra to be well-defined
and we have to assume that a response map is analytic at the switching time
points for the observation field to be well-defined.
The response maps analytic at the switching time points are also smooth
with respect to Dα derivations. Therefore, in the rest of the paper we consider
response maps p : U˜pc → Rr to be analytic (see Definition 3.21).
Problem formulation
Consider an analytic response map p : U˜pc → Rr. A rational system which for
each input gives us the same output as the map p is called a rational realization
of p (a rational system realizing p). The realization problem for rational systems
can be then understood as the problem of finding such a rational system with
an initial state for a given map.
Problem 4.1 Consider an analytic map p : U˜pc → Rr. The realization problem
of rational systems consists of determining a rational system Σ = (X, f, h) and
an initial state x0 ∈ X(f) such that
p(ut) = h(x(t, x0, u)) for all u ∈ U˜pc and t ∈ [0, Tu],
for the considered analytic response map p.
Existence of rational realizations
In this subsection we provide sufficient and necessary conditions for an analytic
response map to be realizable by a rational system. The analyticity of a map
p, which we already assume, is necessary for the existence of a rational system
realizing p. The question of realizability of response maps by a polynomial
system is treated in [6, Theorem 2]. The proof of that theorem and the proof
of Proposition 4.8 have the same structure.
Theorem 4.2 If F is a finitely generated field containing R, then every subfield
G of F containing R is finitely generated.
Proof: This is a consequence of a more general theorem stating that if F
is a finitely generated extension of a field K, then every subextension G of F
is finitely generated. See [11, Chapter V, Section 14.7, Corollary 3] for the
proof. 2
The following lemma can be found in [6] stated for polynomial systems.
Lemma 4.3 Let Σ = (X, f, h, x0) be a rational system and let τ : U˜pc → X be
as in Definition 3.12. Then for any ϕ from the algebra A of polynomials on X
it holds that Dα(ϕ ◦ τ) = (fαϕ) ◦ τ .
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Proof: Let u ∈ U˜pc and let t ∈ [0, Tu]. Because U˜pc ⊆ Upc(x0), the trajectory
τ determined by u ∈ U˜pc is well-defined. We directly compute the derivation
Dα of ϕ ◦ τ for arbitrary ϕ ∈ A and α ∈ U . By Definition 3.5,
Dα(ϕ ◦ τ)(ut) = d
ds
(ϕ ◦ τ)((ut)(α, s))|s=0+ = d
ds
ϕ(τ((ut)(α, s)))|s=0+.
Since τ((ut)(α, s)) is defined as a trajectory of a rational vector field f specified
by an input (ut)(α, s), we get that
Dα(ϕ ◦ τ)(ut) = d
ds
ϕ(x(t+ s, x0, (ut)(α, s)))|s=0+.
Consequently, by Definition 2.4,
Dα(ϕ ◦ τ)(ut) = (fαϕ)(x(t+ s, x0, (ut)(α, s)))|s=0+
and finally, by the continuity of rational function fαϕ and by the properties of
trajectory x, we get that
Dα(ϕ ◦ τ)(ut) = (fαϕ)(τ(ut)).
Therefore Dα(ϕ ◦ τ) = (fαϕ) ◦ τ for any u ∈ U˜pc. 2
Proposition 4.4 Let p : U˜pc → Rr be an analytic map realizable by a rational
system Σ = (X, f, h, x0). Let τ : U˜pc → X be as in Definition 3.12. Then the
map τ∗ext : Aobs(Σ)→ Aobs(p) defined as τ∗extϕ = ϕ ◦ τ for every ϕ ∈ Aobs(Σ) is
a well-defined surjective homomorphism, i.e. τ∗ext(Aobs(Σ)) = Aobs(p).
Proof: Note that τ∗ext is defined in the same way as τ
∗ but on a different
domain. See Definition 3.12 for details. Obviously, τ∗ext is a homomorphism.
We prove that τ∗ext is well-defined and that it is surjective.
The observation algebras of a system Σ and of a map p are generated by the
functions hi, fα1 . . . fαjhi and pi, Dα1 . . . Dαjpi, respectively, such that j ∈ N,
α1, . . . , αj ∈ U , and i ∈ {1 . . . r} (see Definitions 3.17 and 3.22). Since τ∗ext is a
homomorphism, to prove that τ∗ext(Aobs(Σ)) = Aobs(p), it is sufficient to prove
that the generators of Aobs(Σ) and Aobs(p) are mapped to each other by τ∗ext.
To prove that τ∗ext is well-defined it is sufficient to prove that τ
∗
ext is well-defined
for the generators of the algebra Aobs(Σ).
Since Σ is a rational realization of p, we know that p = h◦τ and that p is well-
defined. Thus p = τ∗exth = h ◦ τ = hnumhden ◦ τ = hnum◦τhden◦τ , where hnum, hden ∈ A,
is well-defined. Hence τ∗ext is well-defined on h and τ
∗
exth = p. For a rational
vector field fα ∈ f , it holds that fαh ∈ Q. Moreover,
(fαh)◦τ = (fαhnum
hden
)◦τ = (fαhnum ◦ τ)(hden ◦ τ)− (fαhden ◦ τ)(hnum ◦ τ)
(hden ◦ τ)2 ,
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and by Lemma 4.3
(fαh) ◦ τ = Dα(hnum ◦ τ)(hden ◦ τ)−Dα(hden ◦ τ)(hnum ◦ τ)(hden ◦ τ)2 .
Therefore (fαh) ◦ τ = Dα(hnumhden ◦ τ) = Dα(h ◦ τ) = Dα(p) and finally we get
that
τ∗ext(fαh) = Dα(p). (3)
Because p is an analytic response map, the derivations Dα of p are well-defined.
Since p is realized by a rational system Σ, we know from (3) that τ∗ext is well-
defined on the generators of Aobs(Σ), and that these generators are mapped by
τ∗ext to the generators Dα(p) of Aobs(p).
Finally, because τ∗ext is well-defined for all generators of Aobs(Σ) and because
they are mapped to the set of all generators of Aobs(p), we can conclude that
τ∗ext(Aobs(Σ)) = Aobs(p). 2
Corollary 4.5 Since τ∗ext : Aobs(Σ) → Aobs(p) is, due to Proposition 4.4, an
onto homomorphism, we get that trdeg Aobs(p) ≤ trdeg Aobs(Σ). Moreover,
even trdeg Qobs(p) ≤ trdeg Qobs(Σ).
In the proposition below we state necessary conditions for an analytic re-
sponse map to be realizable by a rational system.
Proposition 4.6 Let p : U˜pc → Rr be an analytic map realizable by a rational
system Σ = (X, f, h, x0). Let τ∗ext : Aobs(Σ)→ Aobs(p) be as in Proposition 4.4.
Then
(i) Qobs(p) = τ̂∗(Q(Aobs(Σ)/Ker τ∗ext)), where τ̂∗ : Aobs(Σ)/Ker τ∗ext →
Aobs(p) is an isomorphism derived from the map τ∗ext : Aobs(Σ)→ Aobs(p),
(ii) Qobs(p) is finitely generated.
Proof:
(i) From Proposition 4.4 we know that the map τ∗ext : Aobs(Σ) → Aobs(p) is a
homomorphism which is surjective, but not necessarily injective. Then the map
τ̂∗ : Aobs(Σ)/Ker τ∗ext → Aobs(p)
defined as τ̂∗([ϕ]) = τ∗ext(ϕ) for every ϕ ∈ Aobs(Σ), is an isomorphism. Note that
[ϕ1] = [ϕ2] if and only if ϕ1−ϕ2 ∈ Ker τ∗ext. Since the algebras Aobs(Σ)/Ker τ∗ext
and Aobs(p) are integral domains, we can construct the fields of fractions of
Aobs(Σ)/Ker τ∗ext and Aobs(p).
So, as τ̂∗ : Aobs(Σ)/Ker τ∗ext → Aobs(p) is an isomorphism, we can extend it
to the isomorphism τ̂∗ of the fields Q(Aobs(Σ)/Ker τ∗ext) and Qobs(p). There-
fore, we get that Qobs(p) = τ̂∗(Q(Aobs(Σ)/Ker τ∗ext)).
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(ii) The map ι : Qobs(Σ) = Q(Aobs(Σ)) → Q(Aobs(Σ)/Ker τ∗ext) defined nat-
urally as ι( fnumfden ) =
[fnum]
[fden]
for fnum, fden ∈ Aobs(Σ) such that fden 6= 0, is a
surjective homomorphism. By Proposition 3.18 (or in another way, by The-
orem 4.2 and by the fact that Qobs(Σ) is a subfield of a finitely generated
field Q of rational functions on X), Qobs(Σ) is finitely generated. Therefore
also a homomorphic image ι(Qobs(Σ)) is finitely generated and thus the field
Q(Aobs(Σ)/Ker τ∗ext) is finitely generated. Let ϕ1, . . . , ϕk be the generators of
Q(Aobs(Σ)/Ker τ∗ext), i.e.
Q(Aobs(Σ)/Ker τ∗ext) = R(ϕ1, . . . , ϕk). (4)
From (i) we know that Qobs(p) = τ̂∗(Q(Aobs(Σ)/Ker τ∗ext)) and that τ̂∗ is an
isomorphism. Then, by (4), Qobs(p) = τ̂∗(R(ϕ1, . . . , ϕk)) = R(τ̂∗ϕ1, . . . , τ̂∗ϕk).
Thus Qobs(p) is finitely generated. 2
In the next proposition we state that we can choose the generators of the
observation field Qobs(p) of an analytic map p from A(U˜pc → R). This allows
us to reformulate the necessary condition for an analytic map p to be realizable
by a rational system which is stated as condition (ii) in the proposition above
as: Qobs(p) is finitely generated by the elements from A(U˜pc → R).
Proposition 4.7 Let p : U˜pc → Rr be an analytic map. The observation field
Qobs(p) is finitely generated if and only if it is finitely generated by the elements
from A(U˜pc → R), i.e. there exist finitely many ϕ1, . . . , ϕk ∈ A(U˜pc → R) such
that Qobs(p) = R(ϕ1, . . . , ϕk).
Proof:
(⇐) Let Qobs(p) be finitely generated by the elements from A(U˜pc → R). Then
it is obviously finitely generated.
(⇒) Let Qobs(p) be finitely generated. Then there exist ϕ1, . . . , ϕk ∈ Qobs(p)
such that Qobs(p) = R(ϕ1, . . . , ϕk). As ϕi ∈ Qobs(p), i = 1, . . . , k we know that
ϕi =
ϕi,num
ϕi,den
where ϕi,num, ϕi,den ∈ Aobs(p) for i = 1, . . . , k. We define the field
F = R(ϕ1,num, ϕ1,den, . . . , ϕk,num, ϕk,den).
The map p : U˜pc → Rr is analytic. Therefore all components pi, i = 1, . . . , r
of p are analytic, i.e. pi ∈ A(U˜pc → R) for i = 1, . . . , r. Because the algebra
A(U˜pc → R) is closed with respect to Dα derivations, we get that arbitrary
Dα derivation of pi belongs to A(U˜pc → R). Since the observation algebra
Aobs(p) of p is generated by pi, Dαpi, i = 1, . . . , r, α = (α1, . . . , αj), αk ∈ U, k =
1, . . . , j, j ∈ N and since ϕi,num, ϕi,den ∈ Aobs(p) for i = 1, . . . , k, and A(U˜pc →
R) is an algeba, it follows that
ϕi,num, ϕi,den ∈ A(U˜pc → R) for i = 1, . . . , k, (5)
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and
R[ϕ1,num, ϕ1,den, . . . , ϕk,num, ϕk,den] ⊆ Aobs(p). (6)
From (5) we know that the field F is generated by the elements from A(U˜pc →
R). Therefore to prove that Qobs(p) is finitely generated by the elements from
A(U˜pc → R) it is sufficient to prove that F = Qobs(p). Because from the
definition of F it is obvious that F ⊇ Qobs(p) and because from (6) we get by
taking the quotients that F ⊆ Qobs(p), the field Qobs(p) is finitely generated by
the elements from A(U˜pc → R). 2
The following proposition provides a characterization of analytic maps which
are realizable by a rational system. It specifies sufficient conditions for rational
realizability of an analytic response map.
Proposition 4.8 Let p : U˜pc → Rr be an analytic map. If there exists a field
F ⊆ Q(U˜pc → R) such that
(i) F is finitely generated by the elements from A(U˜pc → R),
(ii) F is closed with respect to Dα derivations, i.e.
∀i ∈ N, ∀αj ∈ U, j = 1, . . . , i : Dα1 . . . DαiF ⊆ F,
(iii) Qobs(p) ⊆ F ,
then p has a rational realization.
Proof: Consider an analytic map p : U˜pc → Rr. We assume that there
exists a field F ⊆ Q(U˜pc → R) which is finitely generated by the elements from
A(U˜pc → R), closed with respect to Dα derivations, and containing Qobs(p).
Since F is assumed to be a field which is finitely generated by the elements
from A(U˜pc → R), we know that there exist finitely many analytic functions
ϕ1, . . . , ϕk : U˜pc → R such that F = R(ϕ1, . . . , ϕk). We call these functions the
generators of F .
Because F is assumed to be closed with respect to Dα derivations, any Dα
derivation of a generator of F can be expressed as a rational combination of
the generators ϕ1, . . . , ϕk of F . Formally, for any α = (α1, . . . , αj) such that
α1, . . . , αj ∈ U, j ∈ N, and for every ϕi, i = 1, . . . , k, there exists a rational
function vαi with real coefficients in k variables such that
Dαϕi = vαi (ϕ1, . . . , ϕk).
From the assumption that Qobs(p) ⊆ F we know that the components of the
map p = (p1, . . . , pr) are the elements of F and thus they can be expressed as
rational combinations of the generators of F , i.e. for every j = 1, . . . , r,
pj = wj(ϕ1, . . . , ϕk),
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where wj is a rational function with real coefficients in k variables.
Consider a rational system Σ = (X, f, h, x0) such that
X = Rk,
fα =
k∑
i=1
vαi
∂
∂xi
, α ∈ U,
hj(x1, . . . , xk) = wj(x1, . . . , xk), j = 1 . . . r,
x0 = (ϕ1(e), . . . , ϕk(e)) where e is an empty input, i.e. Te = 0.
We will prove that Σ = (X, f, h, x0) is a rational realization of p.
First we have to prove that Σ is a reasonable rational system meaning that
there exists a solution of Σ.
Let us define Ψ(t) = (ϕ1, . . . , ϕk)(ut) for u ∈ U˜pc, t ∈ [0, Tu). It is well-
defined because the functions ϕi, i = 1, . . . , k are defined for every u ∈ U˜pc
and moreover they are analytic at the switching time points of the inputs from
U˜pc. Note that Ψ(0) = (ϕ1, . . . , ϕk)(u0) is also well-defined because u0 = e and
because the empty input e belongs to U˜pc (see Remark 3.7) and the analytic
functions ϕ1, . . . , ϕk : U˜pc → R are defined properly at e. We prove that for
u ∈ U˜pc and t ∈ [0, Tu), Ψ(t) = x(t, x0, u). Then the system Σ is solvable and
its trajectories are described by Ψ.
Consider a constant input ut = (α, t) ∈ U˜pc, α ∈ U, t ≥ 0. Hence, ut is a
constant input with value α on the time interval [0, t) for t ≥ 0. Then
Ψ(0) = (ϕ1, . . . , ϕk)(u0) = (ϕ1(e), . . . , ϕk(e)) = x0 , and
d
dt
Ψ(t) =
d
dτ
Ψ(t+ τ)|τ=0 = d
dτ
(ϕ1(ut+τ ), . . . , ϕk(ut+τ ))|τ=0+.
Because (ut)(α, τ) = ut+τ (this is a consequence of ut being a constant input
with the value α), and because Dαϕ(ut) = ddτ ϕ((ut)(α, τ))|τ=0+, the derivation
d
dtΨ(t) equals (Dαϕ1(ut), . . . , Dαϕk(ut)). Since Dα derivations of the func-
tions ϕi, i = 1, . . . , k can be rewritten as vαi (ϕ1, . . . , ϕk), we get that
d
dtΨ(t) =
(vα1 (ϕ1, . . . , ϕk)(ut), . . . , v
α
k (ϕ1, . . . , ϕk)(ut)). Finally, because we defined Ψ(t)
as Ψ(t) = (ϕ1, . . . , ϕk)(ut), we get that
d
dt
Ψ(t) = (vα1 (Ψ(t)), . . . , v
α
k (Ψ(t))) , and Ψ(0) = x0.
Hence Ψ(t) = x(t, x0, u) for a constant input u ∈ U˜pc, t ∈ [0, Tu). This proves
that for a piecewise constant input u = (α1, t1) . . . (αj , tj) ∈ U˜pc and for t ∈
[0, t1), we have Ψ(t) = x(t, x0, u).
If we consider the input u = (α1, t1) . . . (αj , tj) ∈ U˜pc and if we take the
time t ∈ [t1, t1 + t2) instead of t ∈ [0, t1), we get that Ψ(t1) = x(t1, x0, u) and
d
dtΨ(t) = (v
α2
1 (Ψ(t)), . . . , v
α2
k (Ψ(t))) with the same reasoning as in the previous
paragraph. Hence, Ψ(t) = x(t,Ψ(t1), u) = x(t, x(t1, x0, u), u) for t ∈ [t1, t1+ t2).
In the analogous way we can study the cases for t ∈ [t1+ t2, t1+ t2+ t3), . . . , t ∈
[t1 + · · ·+ ti−1, t1 + · · ·+ ti), . . . .
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Finally we get that Ψ(t) = x(t, x0, u) for an arbitrary u ∈ U˜pc and t ∈ [0, Tu).
To prove that the rational system Σ is a realization of the response map p,
we have to prove that p(ut) = h(x(t, x0, u)) for every u ∈ U˜pc and t ∈ [0, Tu).
Consider an arbitrary u ∈ U˜pc and t ∈ [0, Tu). Since every component pi
of p is expressed as wi - rational combination of generators ϕ1, . . . , ϕk of F , we
can rewrite p(ut) as
p(ut) = (p1, . . . , pr)(ut) = (w1(ϕ1, . . . , ϕk), . . . , wr(ϕ1, . . . , ϕk))(ut).
Then, by the definitions of hj , j = 1, . . . , r and Ψ we get that
p(ut) = (h1(ϕ1, . . . , ϕk), . . . , hr(ϕ1, . . . , ϕk))(ut) = (h1(Ψ(t)), . . . , hr(Ψ(t))).
We have already proved that Ψ(t) = x(t, x0, u) for arbitrary u ∈ U˜pc and for all
t ∈ [0, Tu). Therefore we finally get that
p(ut) = h(x(t, x0, u)) for u ∈ U˜pc, t ∈ [0, Tu)
and thus we have proved that the rational system Σ is a rational realization of
p. 2
The main theorem of this section solving the problem of existence of rational
realizations and characterization of all maps realizable by rational systems has
the following form based on the last three propositions above.
Theorem 4.9 An analytic map p : U˜pc → Rr has a rational realization if and
only if Qobs(p) is finitely generated.
Proof: (⇒) See the part (ii) of Proposition 4.6 for this statement and the
proof.
(⇐) From Proposition 4.8 we know that the existence of a finitely generated
field F ⊆ Q(U˜pc → R) generated by the elements from A(U˜pc → R), containing
Qobs(p), and closed with respect to Dα derivations implies the rational realiz-
ability of p. Since we assume that Qobs(p) is finitely generated, we get by Propo-
sition 4.7 that Qobs(p) is finitely generated by the elements from A(U˜pc → R).
Therefore we can define the field F to be the observation field Qobs(p). Then, by
following the steps of the proof of Proposition 4.8 for F = Qobs(p), we construct
a rational realization of p. Hence, we can conclude that if Qobs(p) is finitely
generated then p is realizable by a rational system. 2
Example
We present an example to demonstrate how to construct a rational system real-
izing a given analytic response map. The example is motivated by an example
stated in [6]. The procedure to construct the corresponding rational system is
following the steps made in the proof of Proposition 4.8.
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Example 4.10 Let the input space U˜pc be the space of all piecewise constant
functions with the values in U and with finitely many switching time points. Let
U = R. Then the admissible inputs are all piecewise constant inputs u : R→ R
with finitely many switching time points. We determine a rational system Σ
realizing a map p : U˜pc → R which is defined as p(u) = exp(
∫ Tu
0
u(s)
(1+s)2 ds).
We could also consider a map p defined as p(ut) = exp(
∫ t
0
u(s)
(1+s)2 ds) for
t ∈ [0, Tu) (it is an I/O map) but due to the structure of U˜pc we get the same
information by defining p as we did. See the subsection on response maps for
more detailed explanation.
Firstly we compute Dα derivations of p. Let α1 and α2 be arbitrary real
numbers and let u ∈ U˜pc. Then
(Dα1p)(u) =
=
d
dτ
p((u)(α1, τ))|τ=0
=
[
d
dτ
exp
(∫ Tu
0
u(s)
(1 + s)2
ds+
∫ Tu+τ
Tu
α1
(1 + s)2
ds
)]
τ=0
=
[
d
dτ
exp
(∫ Tu
0
u(s)
(1 + s)2
ds
)]
τ=0
exp
(∫ Tu+τ
Tu
α1
(1 + s)2
ds
)
+exp
(∫ Tu
0
u(s)
(1 + s)2
ds
)[
d
dτ
exp
(∫ Tu+τ
Tu
α1
(1 + s)2
ds
)]
τ=0
= 0 + p(u)α1
[
exp
(∫ Tu+τ
Tu
α1
(1 + s)2
ds
)]
τ=0
[
d
dτ
∫ Tu+τ
Tu
1
(1 + s)2
ds
]
τ=0
= α1p(u)
1
(1 + Tu)2
,
(Dα2Dα1p)(u) =
= Dα2(α1p(u)
1
(1 + Tu)2
) = α1
1
(1 + Tu)2
Dα2p(u) + α1p(u)Dα2
1
(1 + Tu)2
=
α1α2
(1 + Tu)4
p(u) + α1p(u)
[
d
dτ
1
(1 + Tu + τ)2
]
τ=0
= α1α2
1
(1 + Tu)4
p(u) + α1p(u)
−2
(1 + Tu)3
.
We could continue to compute the derivations (Dαi . . . Dα1p)(u) for any i ∈
N, αj ∈ R, j ∈ 1, . . . , i. Anyway, if we define ϕ1(u) = p(u) and ϕ2(u) = 1 + Tu,
we can see that (Dαi . . . Dα1p)(u) ∈ R(ϕ1(u), ϕ2(u)) for any i ∈ N and αj ∈
R, j ∈ 1, . . . , i. Therefore, by Definition 3.22, Qobs(p) ⊆ R(ϕ1, ϕ2) and conse-
quently, by Theorem 4.2, Qobs(p) is finitely generated. Further, by Theorem 4.9,
there exists a rational system realizing p.
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We follow the proof of Proposition 4.8 to construct a rational system Σ =
(X, f, h, x0) realizing p. We consider a field F such that F = R(ϕ1, ϕ2). It
is finitely generated, it contains Qobs(p), and it is closed with respect to Dα
derivations. The number of generators of F equals 2 which implies that the
state space X can be taken as R2. To determine a family of rational vector
fields f = {fα|α ∈ R} we compute
vα1 (ϕ1, ϕ2) = Dαϕ1 = Dαp = αϕ1
1
ϕ22
and vα2 (ϕ1, ϕ2) = Dαϕ2 = 1.
The last equality Dαϕ2 = 1 is true because Dαϕ2(u) =
[
d
dτ ϕ2((u)(α, τ))
]
τ=0
=[
d
dτ (1 + Tu + τ)
]
τ=0
= [1]τ=0 = 1 for any u ∈ U˜pc. The output map h is
determined by a map w such that w(ϕ1, ϕ2) = p = ϕ1, and the initial point x0
is given as x0 = (ϕ1(e), ϕ2(e)) where e is an empty input.
Finally, the rational realization Σ = (X, f, h, x0) of p is given as
X = R2, α ∈ U,
fα(x1, x2) = vα1 (x1, x2)
∂
∂x1
+ vα2 (x1, x2)
∂
∂x2
= α
x1
x22
∂
∂x1
+
∂
∂x2
,
h(x1, x2) = w(x1, x2) = x1,
x0 = (1, 1).
We can rewrite it in the system theoretic form as
dx(t)
dt
= f(x(t), α) =
(
αx1(t)
x22(t)
1
)
, x(0) =
(
1
1
)
,
y(t) = h(x(t)) = x1(t).
5 Canonical rational realizations
Recall that a canonical rational realization of an analytic response map is a
rational realization which is both controllable and observable. See Definition
3.15, 3.17, and 3.19 for the details.
The systems which we call canonical are called minimal by Bartosiewicz.
Hence Theorem 3 from [6] describing the conditions under which a map has
a minimal polynomial realization corresponds to our Theorem 5.1 considering
rational systems. The proofs are analogous.
Theorem 5.1 Let p : U˜pc → Rr be an analytic response map. The following
statements are equivalent:
a) p has an observable rational realization,
b) p has a canonical rational realization,
c) Qobs(p) is finitely generated.
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Proof: (a)⇒ (b) Let p : U˜pc → Rr be an analytic map. Consider a rational
system Σ = (X, f, h, x0) realizing p, which is observable. Then Σ is canonical if
it is controllable from the initial state x0. In other words, if Z − clR(x0) = X,
then the observable rational system Σ is a canonical rational realization of p.
Let us denote the Zariski closure of R(x0) by X ′, i.e. X ′ = Z − clR(x0).
According to Proposition 3.16, the variety X ′ is an irreducible real affine variety.
If X ′ = X, then the proof of the implication (a) ⇒ (b) is complete as we have
discussed in the previous paragraph.
Assume that X ′ 6= X. Then the rational realization Σ of p is observable
but not controllable. Hence, to prove that there exists a canonical rational
realization of p, we need to find another rational system Σ′ having the required
properties.
Because X ′ is an irreducible real affine variety, we can consider X ′ to be
a state space of a rational system Σ′. We relate the algebras A and A′ of
polynomials on X and X ′, respectively. Let I be an ideal of polynomials from
A which vanish on X ′. Then the quotient ring A/I can be identified with A′,
i.e. A/I ∼= A′. We denote the corresponding bijection by Ψ : A/I → A′. This
is one-to-one and onto mapping which preserves sums and products. Hence, we
can think about the polynomials of A′ as the polynomials of A in that sense that
the polynomials of A which differ just outside X ′ are identified. Therefore, if
we consider ϕ′ ∈ A′ and ϕ ∈ A such that Ψ([ϕ]) = ϕ′, we know that ϕ X′= ϕ′.
More details are in [13, Chapter 5.2].
The algebra A′ of polynomials on X ′ is finitely generated. Thus there exist
polynomials ϕ′1, . . . , ϕ
′
k from A
′ such that A′ = R[ϕ′1, . . . , ϕ′k]. Moreover, A′ is
an integral domain and we can define the field Q′ of rational functions on X ′
by getting fractions of polynomials of A′. Thus Q′ = R(ϕ′1, . . . , ϕ′k).
We define the rational system Σ′ = (X ′, f ′, h′, x′0) by considering the state
space X ′ and by deriving the family of rational vector fields f ′, an output
function h′ and an initial state x′0 from the rational system Σ.
Since X ′ was defined as Z − clR(x0), the initial state x0 of Σ is in X ′.
Therefore we can define the initial state x′0 of Σ
′ as x′0 = x0.
Recall that for ϕ ∈ A such that Ψ([ϕ]) = ϕ′ it holds that ϕ X′= ϕ′. We
define the output function h′ of Σ′ as
h′ = (h′1, . . . , h
′
r) =
(
h′1,num
h′1,den
, . . . ,
h′r,num
h′r,den
)
=
(
Ψ([h1,num])
Ψ([h1,den])
, . . . ,
Ψ([hr,num])
Ψ([hr,den])
)
=
(
h1,num X′
h1,den X′
, . . . ,
hr,num X′
hr,den X′
)
= (h1 X′ , . . . , hr X′) = h X′ ,
where h′i,num, h
′
i,den ∈ A′ and hi,num, hi,den ∈ A for i = 1, . . . , r. The output
function h′ is well-defined because h′i,den 6= 0 on X ′ for i = 1, . . . , r. This is due
to the facts that x0 ∈ X(f), h is defined at x0, x0 ∈ X ′ and that h′ = h X′ .
We derive the rational vector fields f ′ = {f ′α : Q′ → Q′|α ∈ U} in the
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following way. Let q′ = q
′
num
q′den
where q′num, q
′
den ∈ A′ and q′den 6= 0. Thus
f ′αq
′ = f ′α
q′num
q′den
= f ′α
Ψ([qnum])
Ψ([qden])
. (7)
We define the relation between f ′α and fα as
f ′α
Ψ([qnum])
Ψ([qden])
=
Ψ([(fα qnumqden )num])
Ψ([(fα qnumqden )den])
. (8)
Because for ϕ ∈ A such that Ψ([ϕ]) = ϕ′ it is true that ϕ X′= ϕ′, we get from
(8) that
f ′α
Ψ([qnum])
Ψ([qden])
=
(fα qnumqden )num X′
(fα qnumqden )den X′
=
(
fα
qnum
qden
)
X′ . (9)
Finally, by (7) and (9)
f ′αq
′ = (fαq) X′ .
The well-definedness of the rational vector fields f ′α, α ∈ U follows from the
fact that the fraction qnumqden X′ is independent on the choice of representants
qnum, qden ∈ A of classes [qnum], [qden] ∈ A/I. To verify this we consider ar-
bitrary f, g ∈ I. Recall that this means that f and g are zero maps on X ′
and therefore qnum + f ∈ [qnum] and qden + g ∈ [qden]. The well-definedness of
f ′α, α ∈ U is then confirmed by the calculation
qnum
qden
X′=
qnum X′
qden X′
=
(qnum + f) X′
(qden + g) X′
=
qnum + f
qden + g
X′ .
We have derived a rational system Σ′ = (X ′, f ′, h′, x′0) from the rational
system Σ such that
X ′ = Z − clR(x0),
f ′ = {f ′α|α ∈ U}, where f ′αq′ = fαq X′ for each α ∈ U and for
q ∈ Q such that Ψ([q]) = q′,
h′ = h X′ ,
x′0 = x0.
The trajectory of Σ is a map x : [0, T ) → X such that ddt (ϕ ◦ x)(t) =
(fϕ)(x(t)) and ϕ(x(0)) = x0 for t ∈ [0, T ) and ϕ ∈ A. On the other hand, the
trajectory of Σ′ is a map x′ : [0, T ′)→ X ′ such that ddt (ϕ′◦x′)(t) = (f ′ϕ′)(x′(t))
and ϕ′(x′(0)) = x′0 for t ∈ [0, T ′) and ϕ′ ∈ A′. Because for every ϕ′ ∈ A′ there
exists ϕ ∈ A such that ϕ′ = Ψ([ϕ]) and because f ′αΨ([ϕ]) = fαϕ X′ , we can
compute ddt (ϕ
′ ◦ x′)(t) = (f ′ϕ′)(x′(t)) = (f ′Ψ([ϕ]))(x′(t)) = (fϕ) X′ (x′(t)) =
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d
dt (ϕ ◦ x′) X′ (t). The state space X ′ was chosen to be equal to Z − clR(x0),
therefore the trajectory x′ cannot leave X ′ and hence
(fϕ)(x′(t)) =
d
dt
(ϕ ◦ x′)(t). (10)
Moreover, since x′0 = x0 we get that
ϕ′(x′(0)) = x′0 = x0 = ϕ(x(0)). (11)
The equalities (10) and (11) imply that the trajectories x and x′ of the systems
Σ and Σ′, respectively, are the same. Then the reachable sets of both systems
coincide and since the state space X ′ is defined as Z − clR(x0), this leads
us to the equality X ′ = Z − clR(x′0) meaning that the rational system Σ′ =
(X ′, f ′, h′, x′0) is controllable.
From the equality of trajectories of Σ and Σ′ and from the definition of the
output function h′ of Σ′ as h′ = h X′ , it follows that the system Σ′ is a rational
realization of p. We prove it in more detail. Let u ∈ U˜pc and let t ∈ [0, Tu], then
p(ut) = h(x(t, x0, u)), because Σ realizes p,
= (h X′)(x(t, x0, u)), as X ′ = Z − clR(x0) and thus x : [0, T )→ X ′,
= (h X′)(x′(t, x′0, u)), from the equalities of trajectories of Σ,Σ′,
= h′(x′(t, x′0, u)), by the definition of h
′.
Thus, the system Σ′ is a controllable rational realization of p. If we prove
that Σ′ is even observable, the proof of the existence of a canonical rational
realization of p will be complete.
Let us compute the observation field Qobs(Σ′) of the system Σ′. Firstly,
the observation algebra Aobs(Σ′) is the smallest algebra containing the ele-
ments h′i, f
′
αh
′
i for i = 1, . . . , r and α = (α1, . . . , αk) such that k ∈ N, αj ∈
U, j = 1, . . . k. As h′i = hi X′ and f ′αh′i = fαhi X′ for i = 1, . . . , k and
α = (α1, . . . , αk), αj ∈ U, k ∈ N, we derive the equation Aobs(Σ′) = Aobs(Σ) X′ .
This means that ϕ = ϕnumϕden ∈ Aobs(Σ) if and only if ϕ′ =
ϕ′num
ϕ′den
= Ψ([ϕnum])Ψ([ϕden]) ∈
Aobs(Σ′). Since Aobs(Σ) X′ and Aobs(Σ′) are integral domains, we get by con-
sidering their quotient fields that Qobs(Σ′) = Q(Aobs(Σ) X′). Therefore, to
prove that Σ′ is observable, i.e. that Qobs(Σ′) = Q′ = Q(A X′), we need to
prove that
Q(Aobs(Σ) X′) = Q(A X′). (12)
Generally Q(Aobs(Σ) X′) ⊆ Q(A X′). Hence, to prove (12) we prove that
Q(A X′) ⊆ Q(Aobs(Σ) X′), i.e. if f ∈ Q(A X′) then also f ∈ Q(Aobs(Σ) X′).
Consider an arbitrary f ∈ Q(A X′). Then f = Ψ([f1])Ψ([f2]) where f1, f2 ∈ A,
f2 6= 0. Due to the observability of the system Σ, f1f2 ∈ Q = Qobs(Σ) =
Q(Aobs(Σ)) and therefore there exist g1, g2 ∈ Aobs(Σ), g2 6= 0 such that
f2g1 = f1g2. (13)
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This implies that g1 X′ and g2 X′ are both elements of Aobs(Σ) X′ , g2 X′ 6= [0]
and consequently that g = Ψ([g1])Ψ([g2]) =
g1X′
g2X′ ∈ Q(Aobs(Σ) X′). Because the bi-
jection Ψ preserves sums and products we get from (13) that Ψ([f2])Ψ([g1]) =
Ψ([f2g1]) = Ψ([f1g2]) = Ψ([f1])Ψ([g2]) which implies that f =
Ψ([f1])
Ψ([f2])
= Ψ([g1])Ψ([g2]) =
g. Hence, f ∈ Q(Aobs(Σ) X′) for arbitrary f ∈ Q(A X′) and therefore the
rational system Σ′ is observable.
(b)⇒ (c) We assume that p has a canonical rational realization Σ = (X, f, h, x0).
The existence of rational realization of p implies, due to Theorem 4.9, that
Qobs(p) is finitely generated.
(c) ⇒ (a) We assume that the observation field Qobs(p) of p is finitely gen-
erated. By Proposition 4.7, Qobs(p) is finitely generated by the elements from
A(U˜pc → R). By the definition of observation field, Qobs(p) is closed with
respect to Dα derivations α = (α1, . . . , αi), i ∈ N, αj ∈ U, j = 1, . . . , i. So, let
Qobs(p) = R(ϕ1, . . . , ϕk) where ϕi : U˜pc → R, i = 1, . . . , k are analytic functions.
To prove that there exists an observable rational realization of p, we construct
a rational realization Σ = (X, f, h, x0) of p such that Qobs(Σ) = Q where Q
denotes the field of rational functions on X.
The field F defined as F = Qobs(p) = R(ϕ1, . . . , ϕk) fulfills the conditions (i)
- (iii) of Proposition 4.8. By following the proof of Proposition 4.8, we construct
a rational realization Σ = (X, f, h, x0) of p as
X = Rk,
fα =
k∑
i=1
vαi
∂
∂xi
,
hj(x1, . . . , xk) = wj(x1, . . . , xk), j = 1 . . . r,
x0 = (ϕ1(e), . . . , ϕk(e)).
This realization is such that
pj = wj(ϕ1, . . . , ϕk), j = 1 . . . r, and
Dαϕi = vαi (ϕ1, . . . , ϕk), i = 1 . . . k.
We prove that the constructed realization is observable.
Because X = Rk, we get for the field Q of rational functions on X that
Q = R(x1, . . . , xk). To consider hj and fαhj , j = 1 . . . r is the same as to
consider pj and Dαpj but just in different coordinates. Therefore, Qobs(Σ), as
a field of quotients of the smallest subalgebra of Q containing all hj , j = 1 . . . r
and its Dα derivations, equals R(x1, . . . , xk) in analogy to the relation Qobs(p) =
R(ϕ1, . . . , ϕk). That means that
Qobs(Σ) = R(x1, . . . , xk) = Q,
proving the observability of a rational realization Σ of p. 2
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Corollary 5.2 Let p be an analytic response map. According to Theorem 4.9
and Theorem 5.1 the following statements are equivalent:
(i) p is realizable by a rational system,
(ii) p has rational realization which is observable,
(iii) p has rational realization which is canonical, thus both observable and con-
trollable.
6 Minimal rational realizations
Minimal realizations within the class of linear systems realizing a given response
map are defined as linear realizations of this map for which the state space di-
mension is minimal overall such linear systems. For linear systems, the propery
of being minimal in this sense can be proven to be equivalent to the propery of
being observable and controllable.
Many people tried to extend the same concept of minimality to the world of
general nonlinear systems ( see for example [28, 29, 42, 43]).
Minimality of the polynomial realizations was firstly defined in [40] by E.D.
Sontag in the discrete-time case as minimal-dimensional realization, i.e. as a
realization having the state space of minimal dimension within all realizations,
where the dimension of the state space X was understood as the transcendence
degree of the polynomial functions on X. Afterwards Z. Bartosiewicz in [6],
generalizing discrete-time polynomial case to continuous-time case, stays with
the concept of transcendence degree introduced by Sontag for minimal dimen-
sionality to define so-called algebraically minimal polynomial realizations. He
proves that these systems are algebraically observable and controllable.
To define minimality for rational realizations, we were motivated by the pa-
pers [5, 6]. Analogous to realization theory of linear systems, we want the prop-
erty of being a minimal rational realization to be equivalent to being a canonical
(observable and controllable) rational realization and a minimal-dimensional
rational realization. These requirements with an additional assumptions are
fulfilled by defining a minimal realization as a realization whose state space
dimension equals the transcendence degree of the observation field of the map
realized by the system. We prove that minimal realizations are unique up to
a birational equivalence and that canonical realizations are birationally equiva-
lent.
We are aware of two papers, [5] and [47] concerning rational systems. In [47]
the problem of minimality is not considered. In [5], the problem of rational
realization is not considered and thus neither the problem of minimal rational
realization. In spite of this, one can observe analogies between the minimal
dimension of rational system to which a C∞ system can be immersed, which is
studied in [5], and the definition of minimal rational systems we propose.
The short history of the development of knowledge of minimality is sketched
in [41].
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Definition 6.1 Let p : U˜pc → Rr be an analytic response map. We call a
rational realization Σ = (X, f, h, x0) of p a minimal realization of p if dimX =
trdeg Qobs(p).
We remark that due to the definition, all minimal rational realizations of the
same response map have the same dimension.
Lemma 6.2 Let Σ be a rational realization of an analytic response map p.
Then
trdeg Qobs(p) ≤ trdeg Qobs(Σ).
Proof: From Proposition 4.6 (i) and from Proposition 2.14, it follows that
trdeg Qobs(p) = trdeg Q(Aobs(Σ)/Ker τ∗ext). Moreover
trdeg Q(Aobs(Σ)/Ker τ∗ext) ≤ trdeg Q(Aobs(Σ)) = trdeg Qobs(Σ).
Therefore trdeg Qobs(p) ≤ trdeg Qobs(Σ) which was to be proved. 2
Hence, all rational realizations of a response map have the dimension higher
(not necessarilly strictly higher) than the dimension of a minimal rational real-
ization of the same map.
Minimal versus canonical realizations
In this subsection we relate the properties of rational realizations of being min-
imal, observable, and controllable.
Firstly, we prove that canonicity of a rational realization implies its minimal-
ity and that even a rational realization which is controllable but not observable
can be minimal.
Proposition 6.3 Let Σ = (X, f, h, x0) be a canonical (both observable and con-
trollable) rational realization of an analytic response map p. Then Σ is also
minimal rational realization of p.
Proof: We assume that Σ is a canonical rational realization of an analytic
response map p. Hence, Σ is controllable, which means, due to Definition 3.15,
that X = Z − clR(x0). Then, from the properties of the map τ∗ext : Aobs(Σ)→
Aobs(p) which is defined in Proposition 4.4 as τ∗ext(ϕ) = ϕ◦τ for all ϕ ∈ Aobs(Σ)
we know that
Ker τ∗ext = {f ∈ Aobs(Σ)|f = 0 on R(x0)} = {f ∈ Aobs(Σ)|f = 0 on X}.
Therefore Aobs(Σ)/Ker τ∗ext = Aobs(Σ) and consequentlyQ(Aobs(Σ)/Ker τ∗ext) =
Qobs(Σ). Thus
trdeg Q(Aobs(Σ)/Ker τ∗ext) = trdeg Qobs(Σ). (14)
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Because we know that the map τ̂∗ : Q(Aobs(Σ)/Ker τ∗ext)→ Qobs(p) defined
in Proposition 4.6 (i) is an isomorphism, it follows from Proposition 2.14 that
trdeg Qobs(p) = trdeg Q(Aobs(Σ)/Ker τ∗ext). (15)
Because Σ is also an observable rational realization of p, by Definition 3.17,
Qobs(Σ) = Q and trdeg Qobs(Σ) = trdeg Q. Then from the relations (14) and
(15) it follows that
trdeg Qobs(p) = trdeg Q(Aobs(Σ)/Ker τ∗ext) = trdeg Qobs(Σ) = trdeg Q.
Hence trdeg Qobs(p) = trdeg Q and finally, by the definition of the dimension
of a variety, we get
dimX = trdeg Q = trdeg Qobs(p)
which proves that the system Σ is a minimal rational realization of p. 2
From the proposition above we can conclude that the existence of a rational
realization of a response map implies the existence of minimal rational realiza-
tion for this map.
Theorem 6.4 If an analytic response map p has a rational realization, then p
has also a minimal rational realization.
Proof: This is a direct consequence of Corollary 5.2 and Proposition 6.3.
2
Proposition 6.5 Let Σ be a rational realization of an analytic response map p
which is controllable but which is not observable. If the elements of Q \Qobs(Σ)
are algebraic over Qobs(Σ), then Σ is minimal.
Proof: Because Σ is not observable, we get that Qobs(Σ) $ Q. In spite of
this, since the elements of Q \Qobs(Σ) are algebraic over Qobs(Σ),
trdeg Qobs(Σ) = trdeg Q. (16)
From the controllability we get in the same way as in the proof of Proposition 6.3
(by applying Definition 3.12, Definition 3.15, Proposition 4.4, Proposition 4.6)
that
trdeg Qobs(Σ) = trdeg Q(Aobs(Σ)/Ker τ∗ext) = trdeg Qobs(p). (17)
Therefore by the definition of the dimension of a variety and by (16) and (17) we
get that trdeg Qobs(p) = trdeg Q = dimX and thus that the rational realization
Σ of p is minimal. 2
For the reversed implication, i.e. observability and controllability being de-
termined by minimality, we study two problems. One is whether the minimality
37
of a rational realization means that the realization is already observable, and
the other one is whether a minimal rational realization is controllable.
The next proposition answers the first question, whether a minimal rational
realization is observable.
Proposition 6.6 Let Σ = (X, f, h, x0) be a minimal rational realization of an
analytic response map p and let Q denote the field of rational functions on X.
If the elements of Q \Qobs(Σ) are not algebraic over Qobs(Σ), then the rational
realization Σ is observable.
Proof: Let Σ = (X, f, h, x0) be a minimal rational realization of an analytic
response map p such that the elements of Q \ Qobs(Σ) are not algebraic over
Qobs(Σ).
From the minimality of Σ it follows that trdeg Q = trdeg Qobs(p). From
the part (i) of Proposition 4.6 we know that there exists an isomorphism τ̂∗ :
Q(Aobs(Σ)/Ker τ∗ext)→ Qobs(p). Therefore, by Proposition 2.14
trdeg Q(Aobs(Σ)/Ker τ∗ext) = trdeg Q. (18)
Because Qobs(Σ) is a subfield of Q, it follows from Proposition 2.12 that
trdeg Qobs(Σ) ≤ trdeg Q. (19)
Consequently, by (18) and (19),we obtain
trdeg Q = trdeg Q(Aobs(Σ)/Ker τ∗ext) ≤ trdeg Qobs(Σ) ≤ trdeg Q. (20)
Hence, trdeg Q = trdeg Qobs(Σ). By the assumption that the elements of
Q\Qobs(Σ) are not algebraic over Qobs(Σ) and by Proposition 2.13, we get that
Q = Qobs(Σ) which proves the observability of Σ. 2
From Proposition 6.6 it is obviously true that if a rational realization Σ of
a response map p is not observable then Σ is not minimal or the elements of
Q \ Qobs(Σ) are algebraic over Qobs(Σ). In the following proposition we prove
that if a rational realization Σ is not observable and if the elements ofQ\Qobs(Σ)
are not algebraic over Qobs(Σ), then Σ is not minimal.
Therefore, the proposition below says that if we know that a rational realiza-
tion Σ is minimal and that the elements of Q\Qobs(Σ) are algebraic over Qobs(Σ)
then we are still not able to say, without additional information, whether Σ is
observable or not.
Proposition 6.7 Let Σ be a rational realization of an analytic response map p
which is not observable. If the elements of Q \ Qobs(Σ) are not algebraic over
Qobs(Σ), then Σ is not minimal.
Proof: To prove that the rational realization Σ of p is not minimal we need to
prove that dimX = trdeg Q 6= trdeg Qobs(p). Thus, according to Lemma 6.2,
we need to prove that trdeg Qobs(p) < trdeg Q.
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Since the rational system Σ is not observable, Qobs(Σ) $ Q. Therefore,
because of the assumption that the elements of Q \ Qobs(Σ) are not algebraic
over Qobs(Σ), we get that
trdeg Qobs(Σ) < trdeg Q. (21)
(Note that trdeg F ≤ trdeg G for arbitrary subfield F of a field G.)
Because trdeg Q(Aobs(Σ)/Ker τ∗ext) ≤ trdeg Qobs(Σ) and because by Propo-
sition 4.6 (i) there is an isomorphism τ̂∗ : Q(Aobs(Σ)/Ker τ∗ext) → Qobs(p), we
get by Proposition 2.14 that
trdeg Qobs(p) = trdeg Q(Aobs(Σ)/Ker τ∗ext) ≤ trdeg Qobs(Σ). (22)
From (21) and (22) it follows that trdeg Qobs(p) < trdeg Q = dimX which
proves that Σ is not minimal. 2
In the rest of this subsection we assume that the state space X of a rational
realization is the trivial variety Rn for n ∈ N. Then the field Q of rational
functions on Rn is generated by n generators and moreover trdeg Q = n. The
results below, concerning the question whether minimality implies controllabil-
ity, are valid for all rational realizations for which the fields of rational functions
on their state spaces are such that the number of generators of that fields equals
their transcendence degree. The extension to an arbitrary irreducible real affine
variety is still under investigation.
Lemma 6.8 Let F be a finitely generated field such that F = R(ϕ1, . . . , ϕk)
and trdeg F = k. Consider a field homomorphism ι on F . We denote by G the
field ι(F ) = R(ιϕ1, . . . , ιϕk), i.e. G = ι(F ). If there exists a non-zero ϕ ∈ F
such that ιϕ = 0, then trdeg G < trdeg F .
Proof: Let ϕ ∈ F be such that ιϕ = 0 and ϕ = p(ϕ1,...,ϕk)q(ϕ1,...,ϕk) where p, q are
non-zero polynomials with real coefficients. Then
0 = ι(ϕ) = ι
p(ϕ1, . . . , ϕk)
q(ϕ1, . . . , ϕk)
=
p(ιϕ1, . . . , ιϕk)
q(ιϕ1, . . . , ιϕk)
, and consequently
0 = p(ιϕ1, . . . , ιϕk).
Since p is a non-zero polynomial in k variables with real coefficients, it im-
plies that the generators ιϕ1, . . . , ιϕk of the field G are algebraically dependent.
Because of this dependence and because, by [35, Chapter X, Theorem 1], a
transcendence basis can be chosen as a subset of generators,
trdeg G ≤ k − 1 < k = trdeg F.
Thus trdeg G < trdeg F which completes the proof. 2
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Proposition 6.9 Let Σ = (X, f, h, x0) be a minimal rational realization of an
analytic response map p such that X = Rn for n ∈ N. Let Q denote the field of
rational functions on X. If the elements of Q \Qobs(Σ) are not algebraic over
Qobs(Σ), then the rational realization Σ is controllable.
Proof: Consider a minimal rational realization Σ = (X, f, h, x0) of an analytic
response map p such that X = Rn for n ∈ N. Let Q denote the field of rational
functions on X. Because X = Rn, there exist the functions ϕ1, . . . , ϕn ∈ Q such
that Q = R(ϕ1, . . . , ϕn), and moreover we know that trdeg Q = n. We assume
that the elements of Q \Qobs(Σ) are not algebraic over Qobs(Σ).
We denote by A the algebra of polynomials on X and by Q the field of ra-
tional functions on X. The rational realization Σ is controllable if the reachable
set R(x0) is Z-dense in X. Note that generally Z − clR(x0) ⊆ X. Then, to
prove that X = Z − clR(x0), we need to show that Z − clR(x0) ⊇ X.
Because Σ is a minimal rational realization, trdeg Q = trdeg Qobs(p). This
implies, by Proposition 4.6 (i) and by Proposition 2.14, that
trdeg Q = trdeg Q(Aobs(Σ)/Ker τ∗ext). (23)
Because Σ is minimal and because the elements of Q\Qobs(Σ) are not algebraic
over Qobs(Σ), we get from Proposition 6.6 that Σ is observable. Therefore
Q = Qobs(Σ).
Consider the map ι : Q → Q(Aobs(Σ)/Ker τ∗ext) defined as ι(ϕ) = ι(ϕnumϕden ) =
[ϕnum]
[ϕden]
for ϕ ∈ Q = Qobs(Σ). The map ι is a homomorphism of the fields
Q and Q(Aobs(Σ)/Ker τ∗ext). After applying Lemma 6.8 to the field Q and
to the homomorphism ι, we get by considering (23) that for every non-zero
element ϕ ∈ Q = Qobs(Σ) it holds that ιϕ 6= [0]. This means that if the
element ϕ ∈ Q is not identically zero on X, then ι(ϕ) = [ϕnum][ϕden] is such that
[ϕnum] 6= [0] = Ker τ∗ext implying that ϕnum and hence also ϕ is not identically
zero on R(x0). Since A ⊆ Q, the same is true for the polynomials ϕ ∈ A. It
can be written in the following form:
∀ϕ ∈ A : ϕ = 0 on R(x0)⇒ ϕ = 0 on X. (24)
We denote by I the ideal of polynomials determining the variety X, i.e. I
is such that X = {x ∈ Rn|f(x) = 0 for all f ∈ I}, and we consider the map
τ∗ : A → A(U˜pc → R) defined in Definition 3.12. Then, from (24) it follows
that
Ker τ∗ = {f ∈ A|f = 0 on R(x0)} ⊆ {f ∈ A|f = 0 on X} = I
and thus that
{x ∈ X|f(x) = 0 for all f ∈ Ker τ∗} ⊇ {x ∈ X|f(x) = 0 for all f ∈ I}
which means that Z − clR(x0) ⊇ X. This concludes the proof. 2
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Remark 6.10 According to the proof of Proposition 6.9, if Σ = (X, f, h, x0) is
a minimal rational realization of an analytic response map p such that X = Rn
for n ∈ N and if Σ is observable, then Σ is controllable.
Theorem 6.11 Let Σ = (X, f, h, x0) be a rational realization of an analytic
response map p such that X = Rn for n ∈ N and such that the elements of
Q \Qobs(Σ) are not algebraic over Qobs(Σ). Then Σ is canonical if and only if
Σ is minimal.
Proof: This follows directly from the propositions 6.6, 6.9, and 6.3. 2
Minimal versus minimal-dimensional realizations
Definition 6.12 A rational realization of an analytic response map is called
minimal-dimensional if its state-space dimension is minimal, i.e. there does not
exist another rational realization of the same map such that its state space has
a strictly lower dimension.
Theorem 6.13 A rational realization Σ of an analytic response map p is min-
imal if and only if Σ is minimal-dimensional.
Proof: (⇐) Let Σ be a minimal-dimensional rational realization of p. If
dimX = trdeg Qobs(p), then Σ is also minimal and we are done. Hence, as-
sume that dimX 6= trdeg Qobs(p). According to Lemma 6.2, we can equiva-
lently assume that dimX > trdeg Qobs(p). From Theorem 6.4 we know that
there exists a minimal rational realization Σ′, i.e. a rational realization Σ′
such that dimX ′ = trdeg Qobs(p). But then dimX > dimX ′ which con-
tradicts the minimal-dimensionality of Σ. Therefore Σ has to be such that
dimX = trdeg Qobs(p).
(⇒) It follows directly from Lemma 6.2. 2
7 Birational equivalence of rational realizations
In this section we study the relation between minimality and birational equiv-
alence of rational realizations. We prove that every rational realization of a
response map which is birationally equivalent to a minimal rational realization
of the same map, is itself minimal. On the other hand, we show that canonical
rational realizations are birationally equivalent. Therefore we know that mini-
mal rational realizations are birationally equivalent if they are canonical. This
is for example in the case when the assumptions of Theorem 6.11 are fulfilled.
Note that birational equivalence of irreducible varieties is a weaker equiv-
alence relation than isomorphism. That means that the set of varieties bira-
tionally equivalent to a given variety contains many different nonisomorphic
varieties.
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The terminology of rational mappings between varieties and birational equiv-
alence of varieties is adopted from [13]. For the completeness of the paper we
recall some definitions and statements below.
Definition 7.1 [13, Chapter 5.5, Definition 4] Let X ⊆ Rm and X ′ ⊆ Rn be
irreducible real affine varieties. A rational mapping from X to X ′ is a function
φ represented by
φ(x1, . . . , xm) = (f1(x1, . . . , xm), . . . , fn(x1, . . . , xm)) ,
where fi ∈ R(x1, . . . , xm) are such that φ is defined at some point of X, and if
φ is defined at the point (a1, . . . , am) ∈ X, then φ(a1, . . . , am) ∈ X ′.
Similarly as the rational functions on a variety, rational mappings between
varieties do not have to be defined everywhere.
Definition 7.2 [13, Chapter 5.5, Definition 9(i)] Two irreducible varieties X
and X ′ are birationally equivalent if there exist rational mappings φ : X → X ′,
ψ : X ′ → X such that φ ◦ ψ = 1Y and ψ ◦ φ = 1X .
Theorem 7.3 ([13, Chapter 9.5, Corollary 7]) Let the irreducible real affine
varieties X and X ′ be birationally equivalent. Then dimX = dimX ′.
Theorem 7.4 ([13, Chapter 5.5, Theorem 10]) Let X and X ′ be irreducible
real affine varieties and let Q and Q′ denote the field of rational functions on
X and X ′, respectively. Then the varieties X and X ′ are birationally equivalent
if and only if there exists an isomorphism of the fields Q and Q′ which is the
identity on R.
The next definition defining birationally equivalent rational realizations can
be found in [5] as Definition 8.
Definition 7.5 Let Σ = (X, f, h, x0) and Σ′ = (X ′, f ′, h′, x′0) be rational re-
alizations of the same analytic response map p. We say that Σ and Σ′ are
birationally equivalent if
(i) the state spaces X and X ′ are birationally equivalent, which means that
there exist rational maps φ : X → X ′, ψ : X ′ → X such that φ ◦ ψ = 1X′
and ψ ◦ φ = 1X ,
(ii) h′φ = h, and
(iii) fα(ϕ ◦ φ) = (f ′αϕ) ◦ φ for ϕ ∈ Q′, α ∈ U .
Theorem 7.6 Let Σ be a minimal rational realization of an analytic response
map p. Then every rational realization of the same map p which is birationally
equivalent to Σ is minimal.
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Proof: Let Σ be a minimal rational realization of an analytic response map
p and let Σ′ be a rational realization of the same map p which is birationally
equivalent to Σ.
From the birational equivalence of Σ and Σ′ and from Theorem 7.3, dimX =
dimX ′. Because Σ is minimal, dimX ′ = dimX = trdeg Qobs(p). Therefore the
system Σ′ is minimal as well. 2
Theorem 7.7 Let Σ = (X, f, h, x0) and Σ′ = (X ′, f ′, h′, x′0) be canonical ra-
tional realizations of the same analytic response map p. Then Σ and Σ′ are
birationally equivalent.
Proof: Let Σ = (X, f, h, x0) and Σ′ = (X ′, f ′, h′, x′0) be canonical rational
realizations of the same response map p.
From Proposition 4.6 it follows that the maps τ̂∗ : Q(Aobs(Σ)/Ker τ∗ext) →
Qobs(p) and τ̂ ′∗ : Q(Aobs(Σ′)/Ker τ ′∗ext)→ Qobs(p) are isomorphisms.
We define the map Ψ : Aobs(Σ)→ Aobs(Σ)/Ker τ∗ext as Ψ(f) = [f ] such that
[f ] = [g] if f − g ∈ Ker τ∗ext. The map Ψ is a surjective homomorphism. We
prove that it is even injective.
Consider f, g ∈ Aobs(Σ) such that Ψ(f) = Ψ(g). Thus [f ] = [g] which
means that f − g ∈ Ker τ∗ext = {f ∈ Aobs(Σ)|f = 0 on all R(x0)} and therefore
f − g = 0 on R(x0). Because the realization Σ is controllable, we know that
Z − clR(x0) = X. Hence the controllability implies that a polynomial ϕ is zero
on all R(x0) if and only if ϕ ∈ I where I is the ideal of polynomials determining
the variety X. Therefore f −g = 0 on R(x0) means that f −g ∈ I which means
that f − g = 0 on X. Finally, f = g and the surjective homomorphism Ψ is also
injective, i.e. Ψ is an isomorphism.
Because Aobs(Σ) and Aobs(Σ)/Ker τ∗ext are integral domains and because
Ψ : Aobs(Σ) → Aobs(Σ)/Ker τ∗ext is an isomorphism, we can extend Ψ to the
isomorphism of the fields Qobs(Σ) and Q(Aobs(Σ)/Ker τ∗ext). Hence
Ψ : Qobs(Σ)→ Q(Aobs(Σ)/Ker τ∗ext)
is an isomorphism.
We define the map Ψ′ : Aobs(Σ′) → Aobs(Σ′)/Ker τ ′∗ext analogically as we
have defined the map Ψ. In the same way we also extend the map Ψ′ to the
isomorphism of the fields Qobs(Σ′) and Q(Aobs(Σ′)/Ker τ ′∗ext). Hence
Ψ′ : Qobs(Σ′)→ Q(Aobs(Σ′)/Ker τ ′∗ext)
is an isomorphism.
From the observability of the realizations Σ and Σ′ we get that Qobs(Σ) = Q
and Qobs(Σ′) = Q′.
Because the maps Ψ,Ψ′, τ̂∗, τ̂ ′∗ are isomorphisms, the map i : Q′ → Q
defined as i = Ψ−1 ◦ (τ̂∗)−1 ◦ τ̂ ′∗ ◦ Ψ′ is also an isomorphism. The inverse of i
is i−1 = Ψ′−1 ◦ (τ̂ ′∗)−1 ◦ τ̂∗ ◦ Ψ : Q → Q′. See the figure below for a diagram
desribing the relations between i,Ψ,Ψ′, τ̂∗, τ̂ ′∗.
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From the proof of Theorem 7.4 (see [13, Chapter 5.5, Theorem 10]) we get
that there exists a birational mapping ι : X → X ′ such that ι∗ = i and ι is
an isomorphism. By a birationality we mean that ι and ι−1 are both rational
mappings. The map ι∗ is defined as ι∗(ϕ) = ϕ ◦ ι for ϕ ∈ Q′. Note that
(ι−1)∗ = ι−1.
So, the rational mappings ι : X → X ′ and ι−1 : X ′ → X are such that
ι ◦ ι−1 = 1X′ and ι−1 ◦ ι = 1X . Therefore, the varieties X, X ′ are birationally
equivalent.
To prove that not just the varieties X and X ′ but even the systems Σ and
Σ′ are birationally equivalent, we show that h′ι = h and fα(ϕ◦ ι) = (f ′αϕ)◦ ι for
ϕ ∈ Q′, α ∈ U . We will check these two equalities be applying the properties of
the isomorphisms Ψ,Ψ′, τ̂∗, τ̂ ′∗, ι and ι∗.
Let us consider arbitrary ϕ ∈ Q′, α ∈ U . Then
h′ ◦ ι = ι∗h′ = (Ψ−1 ◦ (τ̂∗)−1 ◦ τ̂ ′∗ ◦Ψ′)h′ = (Ψ−1 ◦ (τ̂∗)−1)(p) = h,
and
fα(ϕ ◦ ι) = fα(ι∗ϕ) = fα((Ψ−1 ◦ (τ̂∗)−1 ◦ τ̂ ′∗ ◦Ψ′)ϕ)
= Ψ−1 ◦ (τ̂∗)−1(Dα(τ̂ ′∗Ψ′ϕ)) = (Ψ−1 ◦ (τ̂∗)−1 ◦ τ̂ ′∗ ◦Ψ′)(f ′αϕ)
= ι∗(f ′αϕ) = (f
′
αϕ) ◦ ι.
Finally, the systems Σ and Σ′ are birationally equivalent. 2
8 Computational algebra for realization
The application of rational realization theory for systems biology and for engi-
neering requires procedures to check controllability and observability of rational
systems. For example, in metabolic networks one is provided a rational system
from first principles and wants to know whether such a system is controllable
or observable. This is not obvious because of the modeling assumptions and
because of the modular way these networks are formulated.
In this section we discuss how the rational realization theory developed be-
fore could be used for developing the algorithms/procedures for checking control-
lability, observability and minimality of rational systems. We shortly mention
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the possibility of constructing rational realizations. However, there are not yet
ready-made algorithms available.
In theoretical computer science one speaks of an algorithm if it can be proven
that the corresponding procedure, if it runs on a Turing machine, terminates in
a finite number of steps. Since the termination in a finite number of steps for
the procedures of this section is not yet clear, we prefer to speak of procedures
rather than of algorithms.
Differential and computational algebra
A rational system is specified in terms of a set of differential equations and
of the read-out equation. Then the main algebraic objects of concern for the
procedures for checking observability and minimality of rational systems and
realizations are algebras and fields of polynomial, rational or analytic functions
(analytic in the sense of Definition 3.9) over the real numbers. Since these
algebraic objects are assumed to be closed with respect to certain derivations,
we could speak about differential algebras and differential fields. Therefore the
differential algebra developed by J.F. Ritt [39], and by E.R. Kolchin [33] is
useful. An introduction to the differential algebra is provided by [31]. See also
the recent work of F. Boulier [10].
For problems of control and system theory several researchers developed a
framework using differential algebra. An early reference is that of M. Fliess, see
[19], and the references therein. S. Diop and M. Fliess developed characteristic
sets for nonlinear systems, see [16, 17]. Identifiability of systems was developed
by F. Ollivier, see [38]. Equivalences of rational systems for identifiability were
treated in [2]. T. Glad and K. Forsman developed differential algebra for control
and system theory, see [21, 22]. An expository paper about these developments
is the paper [20] by M. Fliess and T. Glad.
Another useful field for developing the procedures or even algorithms for
checking observability and controllability of rational systems, and minimality of
rational realizations is computational algebra. The major tool is the Gro¨bner
basis method. For the references on computational algebra see for example the
handbook [23] and the text books [8, 13, 14, 24].
In control and system theory the majority of the applications concern the
field of the real numbers. Therefore the restriction of our attention to the field
of real numbers is not restrictive from this point of view. Indeed, because the
field of real numbers is not algebraically closed, considering the real numbers
instead of, for example, complex numbers just makes the theory more difficult.
The algorithmic approach to real algebraic geometry is treated in [7]. For a
more theoretical reference see [9].
Procedures
Based on the preceding sections we propose the procedures for checking observ-
ability of rational systems and minimality of rational realizations. We discuss
the possibility of developing a procedure for checking controllability of rational
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systems and a procedure to construct a rational realization of a given analytic
response map.
Observability The following procedure for checking observability of a ratio-
nal systems is based just on the definition of observability of rational systems,
see Definition 3.17.
Procedure 8.1 Checking observability of a rational system. Consider a ratio-
nal system Σ = (X, f, h).
1. Calculate the observation algebra Aobs(Σ) of a rational system Σ.
2. Calculate the observation field Qobs(Σ) as a field of fractions of Aobs(Σ).
3. Compute a set B of generators of algebra of polynomials on X, i.e. a
set of generators of a quotient ring R[x1, . . . , xn]/I where I is the ideal of
polynomials vanishing on X.
4. Check whether B ⊆ Qobs(Σ).
5. If B ⊆ Qobs(Σ), then Qobs(Σ) = Q where Q is the field of rational func-
tions on X. Thus, if B ⊆ Qobs(Σ) then the rational system is observable.
Otherwise the system is not observable.
We recall that to compute the observation algebra Aobs(Σ) we need to con-
struct the smallest algebra containing hi, i = 1, . . . , r which is closed with respect
to differentiation by the family of vector fields f . Hence we are computing a
differential algebra. The fact that the observation field Qobs(Σ) is finitely gen-
erated and that a set B of generators of algebra of polynomials on X is a finite
set could simplify the computations for the second and the third step of the pro-
cedure. The set B of polynomials on X could be computed by a Gro¨bner basis
algorithm. The fourth step of the procedure above could be executed element-
wise. The algorithms for checking whether an element of B (and therefore an
element of the field Q of rational functions on X) is also an element of the field
Qobs(Σ) are described in [36] and [37].
Minimality We could check minimality of a rational realization of a given
analytic response map just by following the definitions.
Procedure 8.2 Checking minimality of a rational realization. Consider a ra-
tional realization Σ = (X, f, h, x0) of a given analytic response map p.
1. Calculate the dimension dimX of an irreducible real affine variety X as
the degree of the affine Hilbert polynomial of the corresponding ideal (ideal
generated by the polynomials defining the variety X).
2. Compute the observation field Qobs(p) of a map p.
3. Calculate the transcendence degree of a field Qobs(p).
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4. If dimX = trdeg Qobs(p), then the rational realization Σ of p is minimal.
Otherwise Σ is not minimal.
For this procedure we need to assume that the map p is available in analytic
form. The first step of the procedure above is already implemented in Maple (see
the command “HilbertDimension”). To calculate the observation field Qobs(p)
of a response map p we proceed similarly as if we calculate the observation field
of the system. Firstly we calculate the observation algebra of p as the smallest
algebra containing pi, i = 1, . . . , r which is closed with respect to certain deriva-
tions (see Definition 3.22) and then we build a field of fractions of its elements.
The algorithms for computing the transcendence degree of field extensions of
a field are presented in [36] and (of not necessarily purely transcendental field
extensions) in [37]. There are other algorithms for the same problem which can
be found in the references therein. These algorithms can be used for computing
the transcendence degree of an observation field since an observation field as we
defined it is a field extension of R.
Controllability Again, the property of a rational system being controllable
could be checked by definition (see Definition 3.15). Then we have to be able to
construct the reachable sets of a rational system for all possible initial states,
or in the case of a rational realization of a given response map, for an initial
state. Afterwards we have to check whether these reachable sets are Z-dense in
the state space.
Another way how to check controllability of a rational system is to look
for an equivalent characterization of controllability. For rational realizations,
Proposition 6.9 is such characterization. However, this proposition works just
in the cases when X = Rn and when the elements of Q \ Qobs(Σ) are not
algebraic over Qobs(Σ).
Construction of a rational realization For the procedure for the construc-
tion of a rational system realizing a given response map we follow the steps of
the proof of Proposition 4.8.
Procedure 8.3 Constructing a rational realization of a given analytic response
map. Consider an analytic response map p : U˜pc → Rr.
1. Check whether the observation field Qobs(p) is finitely generated (then p is
realizable by a rational system, see Theorem 4.9).
2. Find the functions ϕ1, . . . , ϕk from A(U˜pc → R) such that Qobs(p) =
R(ϕ1, . . . , ϕk).
3. Determine the functions vαi and wj such that
Dαϕi = vαi (ϕ1, . . . , ϕk) and pj = wj(ϕ1, . . . , ϕk)
for i = 1, . . . , k, j = 1, . . . , r, and α ∈ U .
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4. A rational realization of p is then
X = Rk,
fα =
k∑
i=1
vαi
∂
∂xi
, α ∈ U,
hj(x1, . . . , xk) = wj(x1, . . . , xk), j = 1 . . . r,
x0 = (ϕ1(e), . . . , ϕk(e)) where e is an empty input, i.e. Te = 0.
Further research is needed for specifying more details of these procedures or
developing new procedures. For that reason a deeper study of differential and
computational algebra would be useful.
9 Concluding remarks
We have presented an algebraic approach to solve the realization problem for ra-
tional systems. We have characterized the response maps realizable by rational
systems. We proved that once a response map is realized by a rational system,
we can construct a rational realization which is observable or even canonical.
Minimal rational realizations were defined as such rational realizations whose
state spaces have dimension equal to the transcendence degree of the observation
field of a considered response map. The relations between minimal, observable,
and controllable rational realizations have been explored.
These results can help us to obtain computational tools for checking the
properties, as observability and controllability of rational systems and mini-
mality of rational realizations or even the tools for being able to automatically
construct rational realizations of desired properties. The procedures to check
observability of rational systems and minimality of rational realizations and
the procedure to construct a rational realization for a given response map have
been formulated but the paper does not provide the algorithms to check these
properties.
Further research is required on the computational and differential algebra for
the problem of realization of an analytic response map by a rational system. The
realization theory for rational positive systems also requires attention. There
are several issues to be overcome in that research.
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