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Abstract. Novel experimental modalities acquire spatially resolved velocity measure-
ments for steady state and transient flows which are of interest for engineering and bio-
logical applications. One of the drawbacks of such high resolution velocity data is their
susceptibility to measurement errors. In this paper, we propose a novel filtering strategy
that allows enhancement of noisy measurements to obtain reconstruction of smooth di-
vergence free velocity and corresponding pressure fields, which together approximately
comply to a prescribed flow model. The main step in our approach consists of the appro-
priate use of the velocity measurements in the design of a linearized flow model which
can be shown to be well-posed and consistent with the true velocity and pressure fields
up to measurement and modeling errors. The reconstruction procedure is formulated
as a linear quadratic optimal control problem and the resulting filter has analyzable
smoothing and approximation properties. We also discuss briefly the discretization of
our approach by finite element methods and comment on the efficient solution of the
linear optimality system by iterative solvers. The capability of the proposed method
to significantly reduce data noise is demonstrated by numerical tests in which we also
compare to other methods like smoothing and solenoidal filtering.
Keywords: velocity measurements, denoising, optimal control with pdes, fluid
dynamics, Navier-Stokes equations, inverse problems, regularization
AMS-classification: 49J20, 35R30, 65J20, 76D55
1. Introduction
Since numerous years the visualization of flow fields has had a significant impact on
the systematic understanding and development of fluid-dynamic models as well as on the
calibration and verification of computational methods. While traditional experimental
techniques were able to provide only partial information about the flow field, novel mea-
surement techniques such as particle tracking, tomographic particle imaging, or magnetic
resonance velocimetry deliver spatially resolved three-dimensional velocity measurements
[12, 11, 21, 29]. These new methods therefore allow to image complex flow patterns in a
wide range of engineering applications and even in biological in-vivo studies.
E-mail address: egger@mathematik.tu-darmstadt.de, seitz@mathematik.tu-darmstadt.de,
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Distributed flow measurements provide valuable information about simple and complex
flows, but they are typically contaminated by measurement errors which limit their usabil-
ity in practice to some extent. In order to make the flow measurements more suitable for
further analysis, e.g., for model discrimination or for the assessment of derived quantities
like pressure drop or wall shear stress, some sort of data post-processing is required [25].
A widely used technique is data smoothing which can be accomplished, for instance, by
Tikhonov regularization [13, 37] given by
min
u
‖u− uδ‖2 + α‖∇u‖2. (1.1)
Here and below uδ denotes the flow measurements and the minimizer will be the enhanced
velocity field. Note that the penalization of the gradient term leads to a smoothed re-
construction and the choice of the regularization parameter α allows a certain trade-off
between smoothness and fit to the data. The underlying quadratic minimization prob-
lem can be solved efficiently by Fourier transform or multigrid iterative solvers which
makes this filter very efficient in practice. Note that the above procedure and also various
other imaging methods [30] successfully reduce high frequency components in the noisy
measurements but do not utilize any information about the underlying physics.
In many applications, the fluid under consideration is incompressible and one might
want to incorporate such prior knowledge into the reconstruction process. Requiring the
improved velocity field to be divergence free and using a smoothing procedure similar to
above, we obtain a constrained minimization problem of the form
min
u
‖u− uδ‖2 + α‖∇u‖2 s.t. (1.2a)
∇ · u = 0. (1.2b)
This quadratic minimization problem can again be solved efficiently by iterative methods.
Various computational strategies leading to related divergence free reconstructions have
been investigated recently in the literature under the name divergence-free or solenoidal
filtering ; see e.g. [6, 7, 26, 27, 28, 31]. Let us note that, although some noise reduction
has been observed even for the case α = 0, the divergence constraint alone does not
formally guarantee smoothness of the reconstruction. This can be seen from the Helmholtz
decomposition of vector fields [17] and will be illustrated by numerical tests below.
A natural extension of the solenoidal filtering approach, which takes into account only
the mass conservation, would be to incorporate also a model for the momentum balance
into the reconstruction process. Since distributed measurement techniques typically ac-
quire time averaged data, it seems reasonable to assume steady flow conditions and to
consider, as a first step, the stationary Navier-Stokes equations as the governing physical
model. The reconstruction could then be defined via
min
f ,u,p
‖u− uδ‖2 + α‖f‖2 s.t. (1.3a)
− ν∆u + u · ∇u +∇p = f , ∇ · u = 0. (1.3b)
Here and below ν > 0 denotes the constant viscosity parameter. In addition to the
differential equations (1.3b), appropriate boundary conditions have to be specified. The
residual f in the momentum equation serves as a measure for the deviation from the
idealized flow model due to unmodeled effects like time dependence or non-Newtonian
behaviour. Since a prescribed flow model is satisfied by the reconstructed fields, one may
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call such an approach a fluid-dynamically consistent filter. Due to the presence of the flow
model, the reconstruction will be smooth automatically and no additional penalization
of the velocity gradients is required. Moreover, some information about the pressure is
obtained.
The system (1.3a)–(1.3b) has the form of an optimal control problem governed by
the Navier-Stokes equations. Such problems have been investigated extensively in the
literature; see e.g. [8, 18, 22, 24] for steady and [1, 14, 16, 23, 19] for unsteady flow. Note
that the nonlinearity in the momentum equation poses severe challenges, both, for the
analysis and for the numerical solution. It is well-known, for instance, that the Navier-
Stokes system admits a unique solution only for sufficiently small data [15, 36]. Moreover,
due to the nonlinear constraints, the optimization problem (1.3a)–(1.3b) is non-convex and
may have many local minima. Both aspects make the computational solution demanding
or even infeasible.
In this paper, we therefore propose a strategy that allows us to take advantage of the
benefits and at the same time to overcome the drawbacks in the previous approach. The
basic step is to use the distributed velocity measurements in order to replace the nonlinear
term in the momentum equation by some linearization; one may think of uδ · ∇u as an
approximation for u · ∇u, although such a simple choice would not yield a well-posed
problem in general due to lack of smoothness in the data. However, a proper linearization
of the convective term will u · ∇u allow us to replace the nonlinear problem (1.3a)–
(1.3b) by a linear quadratic optimal control problem with a unique minimizer that can be
computed efficiently. The use of the distributed measurements in the governing equations
is closely related to the equation error method, which is well-established in the context of
parameter estimation [2, 20].
In summary we thus obtain a well-posed and analyzable reconstruction method that
produces a smooth divergence free velocity field and a corresponding pressure distribution
which together approximately satisfy the prescribed fluid-dynamic model and at the same
time agree well with the measurements. A proper choice of the regularization parameter
α will allow us to find a good balance between data fit and model errors.
The remainder of the manuscript is organized as follows: In Section 2, we introduce
the linearized fluid flow model underlying our reconstruction approach and we formulate
appropriate boundary conditions. We then establish the well-posedness of the linearized
flow problem and derive error estimates for the linearization procedure. In Section 3, we
introduce the linearized optimal control problem which is the mathematical formulation of
our reconstruction procedure. We prove existence and uniqueness of minimizers, provide
some error estimates, and highlight a direct connection to the solenoidal filtering. Our
approach is formulated in infinite dimensions and some discretization strategy is required
in order to obtain implementable algorithms. In Section 4, we therefore outline the sys-
tematic discretization by finite element methods and we briefly discuss efficient strategies
for the numerical solution of the discretized optimal control problem. The viability of our
approach is illustrated in Section 5 by some computational tests in which we also compare
with the smoothing and the solenoidal filtering approaches outlined above. The presen-
tation concludes with a short summary and a discussion of open problems and possible
directions for further research.
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2. The linearized flow model
Let us first introduce the linearized flow model that is used as a constraint in the
reconstruction process and establish its well-posedness. We use the fact that the true flow
field satisfies a model of similar structure and derive some perturbation error estimates.
For illustration, we discuss in some detail the Poiseuille flow between two parallel plates.
2.1. Geometric setting. We start with fixing the geometric setting we have in mind.
Let Ω ⊂ Rd, d = 2, 3 be some bounded Lipschitz domain. We assume that the boundary
∂Ω is piecewise smooth and can be split into three distinct parts ∂Ωwall, ∂Ωin, and ∂Ωout
such that ∂Ωin ∩ ∂Ωout = ∅. One may think of a channel where ∂Ωin is the inflow, ∂Ωout
the outflow, and ∂Ωwall the wall of the channel.
2.2. The linearized flow model. The key step in our approach is to replace the non-
linear convective term in (1.3b) by an appropriate linearization. For this, we make use of
the following identity. Let u and w be two smooth vector fields and ∇ ·w = 0. Then
w · ∇u = div(u⊗w) = 1
2
w · ∇u + 1
2
div(u⊗w), (2.4)
where (w · ∇u)i =
∑
j wj∂jui and div(u⊗w)i =
∑
j ∂j(uiwj) by definition. Throughout
we use bold symbols to denote vector valued functions and spaces of such functions.
For an incompressible fluid, we can then express the convective term u ·∇u equivalently
by 1
2
u · ∇u + 1
2
div(u⊗ u). Such a form of the convective term is sometimes employed in
the design and analysis of numerical methods for incompressible flow. Using the velocity
measurements to replace one of the functions in either of the quadratic terms, we obtain
1
2
uδ · ∇u + 1
2
div(u ⊗ uδ) as an approximation. The latter expression can then be used
to replace the nonlinear convective term u · ∇u in the momentum equation (1.3b), which
leads to the following linearized flow model
−ν∆u + 1
2
uδ · ∇u + 1
2
div(u⊗ uδ) +∇p = f in Ω, (2.5a)
∇ · u = 0 in Ω. (2.5b)
Apart from the special form of the convective term this amounts to an Oseen problem
with convective velocity uδ that will neither be smooth nor divergence free in general. To
complete the description of the model, we impose the following boundary conditions
u = g on ∂Ωin, (2.5c)
u = 0 on ∂Ωwall, (2.5d)
(−ν∇u + 1
2
u⊗ uδ + pI) · n = h on ∂Ωout. (2.5e)
We thus prescribe the full velocity field at the inflow boundary and use a Neumann-
type boundary condition at the outflow. A no-slip condition is used at the walls of the
channel. Also other types of the boundary conditions could be incorporated with minor
changes. The functions f , g, and h arising as data in the flow model will later enter the
reconstruction process as additional parameters which are to be determined.
2.3. Well-posedness of the linearized flow model. Since the data uδ stem from
measurements, one can in general not require their spatial smoothness. It is therefore not
clear a-priori, if the model (2.5a)–(2.5e) is meaningful from a mathematical point of view.
As a first step, we thus want to clarify the well-posedness of the linearized flow model.
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Theorem 2.1. Let uδ ∈ L3(Ω). Then for f ∈ L2(Ω), g ∈ H10(∂Ωin), and h ∈ L2(∂Ωout),
the problem (2.5a)–(2.5e) has a unique weak solution u ∈ H1(Ω) and p ∈ L2(Ω). Moreover
‖u‖H1(Ω) + ‖p‖L2(Ω) ≤ C
(‖f‖L2(Ω) + ‖g‖H1(∂Ωin) + ‖h‖L2(∂Ωout))
with C depending only on ‖uδ‖L3(Ω), on the parameter ν, and on the geometry.
Proof. The result follows with standard arguments for the analysis of the stationary flow
equations. Since the momentum equation is a bit non-standard, we sketch the main steps
of the proof. The weak solution of problem (2.5a)–(2.5e) is characterized by the following
mixed variational problem: Find u ∈ H1(Ω) and p ∈ L2(Ω) with u = g on ∂Ωin and
u = 0 on ∂Ωwall such that
a(u,v) + c(uδ; u,v) + b(v, p) = (f ,v)Ω + (h,v)∂Ωout (2.6)
b(u, q) = 0 (2.7)
for all v ∈ H1(Ω) and q ∈ L2(Ω) with v = 0 on ∂Ωwall∪∂Ωin. Here a(u,v) = ν(∇u,∇v)Ω
is the bilinear form for the viscous term, c(uδ; u,v) = 1
2
(uδ · ∇u,v)Ω − 12(u,uδ · ∇v)Ω
represents the convective term, and b(u, q) = −(∇·u, q)Ω the weak form for the divergence
operator. Without loss of generality, we may assume that g = 0 in the sequel. Due to the
special form of the convective terms, the form c(uδ; ·, ·) is anti-symmetric, which implies
c(uδ; u,u) = 0. The assumption uδ ∈ L3(Ω) further implies that c(uδ; u,v) is bounded
for u,v ∈ H1(Ω). Standard arguments used for the analysis of the Oseen problem then
yield the assertions; see [36, Ch. II] for details. 
As can be seen from the proof, the special form of the convective term and of the out-
flow boundary condition were essential here to obtain the well-posedness and the energy
estimate under minimal regularity assumptions on the measured flow field.
2.4. Estimates for the linearization error. The linearization procedure introduces
some perturbations which we would like to quantify next. To be able to do so, we set up
a flow model of similar structure which describes the true flow. Let u† and p† denote the
true velocity and pressure fields which are assumed to be sufficiently smooth. Then
−ν∆u† + 1
2
u† · ∇u† + 1
2
div(u† ⊗ u†) +∇p† = f †, (2.8a)
∇ · u† = 0, (2.8b)
for some appropriate function f † which is just defined as the left hand side of the first
equation. In a similar way, we can define functions g† and h† such that
u† = g† on ∂Ωin, (2.8c)
u† = 0 on ∂Ωwall, (2.8d)
(−ν∇u† + 1
2
u† ⊗ u† + p†I) · n = h† on ∂Ωout. (2.8e)
This system has the same form as (2.5a)–(2.5e) but with data f , g, h and convective
velocity field uδ replaced appropriately. This allows to estimate the difference between
the solutions of (2.8a)–(2.8e) and the linearized model (2.5a)–(2.5e).
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Theorem 2.2. Let uδ ∈ L3(Ω) and let (u, p) and (u†, p†) be defined as above. Then
‖u− u†‖H1(Ω) + ‖p− p†‖L2(Ω)
≤ C(‖f − f †‖L2(Ω) + ‖g − g†‖H1(∂Ωin) + ‖h− h†‖L2(∂Ωout) + ‖u† − uδ‖L3(Ω))
with C depending only on the bounds for the data, the parameter ν, and the geometry.
Proof. Let (u˜, p˜) denote the solution of problem (2.5a)–(2.5e) with uδ replaced by u†.
The error can then be decomposed into
u− u† = w + z and p− p† = pi + ψ,
with functions w = u− u˜, pi = p− p˜, z = u˜− u†, and ψ = p˜− p† that can be estimated
separately. From the definition of w and pi, we observe that w = 0 on ∂Ωin ∪ ∂Ωwall and
a(w,v) + c(uδ; w,v) + b(v, pi) = c(u† − uδ; u˜,v)
b(w, q) = 0
for all v ∈ H1(Ω) and q ∈ L2(Ω) with v = 0 on ∂Ωwall ∪ ∂Ωin. Choosing v = w and
q = −pi as test functions and applying the Poincare´-Friedrichs inequality yields
c‖w‖2H1(Ω) ≤ a(w,w) = a(w,w) + c(uδ; w,w) + b(w, pi)
= c(u† − uδ; u˜,w) ≤ C‖u† − uδ‖L3(Ω)‖u˜‖H1(Ω)‖w‖H1(Ω).
Since the term ‖u˜‖H1(Ω) can be bounded uniformly by Theorem 2.1, we further obtain
‖w‖H1(Ω) ≤ C ′‖u† − uδ‖L3(Ω) and ‖pi‖L2(Ω) can be bounded by ‖w‖H1(Ω) with the usual
arguments. Next observe that z = g − g† on ∂Ωin, z = 0 on ∂Ωwall, and
a(z,v) + c(u†; z,v) + b(v, ψ) = (f − f †,v)Ω + (h− h†,v)∂Ωout
b(z, q) = 0
for all v ∈ H1(Ω) and q ∈ L2(Ω) with v = 0 on ∂Ωwall ∪ ∂Ωin. By Theorem 2.1 we thus
obtain ‖z‖H1(Ω) +‖ψ‖L2(Ω) ≤ C ′′
(‖f− f †‖L2(Ω) +‖g−g†‖H1(∂Ωin) +‖h−h†‖L2(∂Ωout)). The
assertion of Theorem 2.2 then follows by a combination of these estimates. 
Remark 2.3. If the flow model is a reasonable approximation for the physical conditions,
we may assume that f †, g†, and h† are known to first order. For illustration, let us discuss
a particular example which will also serve as our test problem later on.
2.5. Poisseuille flow. In simple geometries the solution of the stationary Navier-Stokes
equations can be computed analytically. The laminar flow between two parallel plates
with distance d along a path of length L, for instance, is characterized by
p†(x, y) = p0 +
pL − p0
L
x and u†(x, y) =
(
pL − p0
2νL
(dy − y2), 0
)
, (2.9)
where p0, pL denote the pressures at position x = 0 and x = L, respectively. Similar
formulas are available for channels with other geometries [3]. The solution (u†, p†) given
by the Poisseuille law (2.9) satisfies the system (2.8a)–(2.8e) with f † = 0 and functions
g† and h† that can be computed from (2.9). The above estimate for the perturbation
introduced by the linearization procedure reads
‖u− u†‖H1(Ω) + ‖p− p†‖L2(Ω)
≤ C(‖f − f †‖L2(Ω) + ‖g − g†‖H1(∂Ωin) + ‖h− h†‖L2(∂Ωout) + ‖u† − uδ‖L3(Ω)).
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The total error in the solution thus results from misspecifications f−f †, g−g†, h−h† of the
physical model on the one hand, and from perturbations uδ −u† in the measurements on
the other. This observation will be the guideline for the formulation of our reconstruction
method in the next section.
3. The reconstruction method
For the enhancement of the velocity measurements uδ, we now consider the following
linearization of the optimal control approach (1.3a)–(1.3b) outlined in the introduction.
min
f ,g,h,u,p
‖u− uδ‖2L2(Ω) + α
(‖f − f∗‖2L2(Ω) + ‖g − g∗‖2H1(∂Ωin) + ‖h− h∗‖2L2(∂Ωout)) (3.1a)
s.t. (2.5a)− (2.5e). (3.1b)
The choice of function spaces over which is minimized is clear from the theorems of the
previous section and the norms in the regularization terms. The functions f∗, g∗, and h∗
serve as approximations for the unknown correct data f †, g†, and h† in the governing fluid-
dynamic model (2.5a)–(2.5e) and enter as additional model parameters. The reconstructed
field thus minimizes a weighted sum of deviations from the velocity data and the prescribed
flow model and the choice of the regularization parameters α allows us to balance the two
error contributions.
3.1. Existence of a unique minimizer. Due to the well-posedness of the linearized
flow problem (2.5a)–(2.5e), we can express u = u(f ,g,h) and p = p(f ,g,h) in terms of
the functions f , g, and h. This allows us to eliminate the fields u and p from (3.1a)–(3.1b)
and to obtain the following equivalent minimization problem
min
f ,g,h
Jα(f ,g,h) (3.2)
with reduced cost functional Jα depending only on the data f , g and h, which is defined by
Jα(f ,g,h) = ‖u(f ,g,h)−uδ‖2L2(Ω) +α
(‖f−f∗‖2L2(Ω) +‖g−g∗‖2H1(∂Ωin) +‖h−h∗‖2L2(∂Ωout)).
The existence of a unique minimizer for (3.2) follows with standard arguments in convex
analysis. By the equivalence with the problem (3.1a)–(3.1b), we also obtain the well-
posedness of the original formulation.
Theorem 3.1. Let uδ ∈ L3(Ω) and let f∗ ∈ L2(Ω), g∗ ∈ H10(∂Ωin) and h∗ ∈ L2(∂Ωout).
Then for any α > 0, the reduced problem (3.2) has a unique solution with components
fα ∈ L2(Ω), gα ∈ H10(∂Ωin), and hα ∈ L2(∂Ωout). Together with uα = u(fα,gα,hα) and
pα = p(fα,gα,hα) this yields the unique solution of problem (3.1a)–(3.1b).
Proof. The mapping (f ,g,h) 7→ (u(f ,g,h), p(f ,g,h)) is affine linear and continuous. As
a consequence, the functional Jα is quadratic, bounded from below, strictly convex, lower
semi-continuous, and coercive. This implies existence of a unique minimizer. 
As we will see below, both formulations (3.1a)–(3.1b) as well as (3.2) are well suited as
a starting point for the design of efficient numerical solution procedures.
3.2. Estimates for the reconstruction error. As a theoretical justification for the
proposed method let us next present some quantitative estimates for the reconstruction
error which illustrate what kind of numerical results can be expected and which allow us
to draw some conclusions about the proper choice of the regularization parameter.
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Theorem 3.2. Let (uα, pα) denote the velocity and pressure components of the unique
solution of problem (3.1a)–(3.1b) and assume that ‖u†−uδ‖L3(Ω) ≤ δ. Then the following
estimates hold true:
(i) ‖uα−u†‖2L2(Ω) ≤ Cδ2 +α
(‖f †− f∗‖2L2(Ω) + ‖g†−g∗‖2H1(∂Ωin) + ‖h†−h∗‖2L2(∂Ωout)).
(ii) ‖uα−u†‖2H1(Ω) ≤ C
(
δ2+δ2/α+‖f †−f∗‖2L2(Ω)+‖g†−g∗‖2L2(∂Ωin)+‖h†−h∗‖2L2(∂Ωout)
)
.
The second bound also holds for the error ‖pα − p†‖2L2(Ω) in the pressure.
Proof. Let (û, p̂) denote the solution of (2.6)–(2.7) with f , g, h replaced by f †, g†, and
h†, respectively. Then ‖û − u†‖H1(Ω) + ‖p̂ − p†‖L2(Ω) ≤ C‖u† − uδ‖L3(Ω), which follows
like the estimate for the function w in the proof of Theorem 2.2. By definition of uα as
a minimizer, we further have
‖uα − uδ‖2L2(Ω)
≤ ‖uα − uδ‖2L2(Ω) + α
(‖fα − f∗‖2L2(Ω) + ‖gα − g∗‖2H1(∂Ωin) + ‖hα − h∗‖2L2(∂Ωout))
≤ ‖û− uδ‖2L2(Ω) + α
(‖f † − f∗‖2L2(Ω) + ‖g† − g∗‖2H1(∂Ωin) + ‖h† − h∗‖2L2(∂Ωout)).
The first assertion now follows by combining the two estimates and using the assumption
on the data error together with the continuous embedding of L3(Ω) into L2(Ω). For the
second estimate, we use the triangle inequality to obtain
‖uα − u†‖H1(Ω) + ‖pα − p†‖L2(Ω)
≤ (‖û− u†‖H1(Ω) + ‖p̂− p†‖L2(Ω)) + (‖uα − û‖H1(Ω) + ‖pα − p̂‖L2(Ω)).
The first term can be estimated by ‖û−u†‖H1(Ω)+‖pα−p̂‖L2(Ω) ≤ Cδ as above. Proceeding
as in the proof of Theorem 2.1, the remaining term can be bounded by
‖uα − û‖H1(∂Ω) + ‖pα − p̂‖L2(Ω)
≤ C(‖fα − f †‖L2(Ω) + ‖gα − g†‖H1(∂Ωin) + ‖hα − h†‖L2(∂Ωout)).
Let us consider the first term on the right hand side in more detail. Via the triangle
inequality, we get ‖fα − f †‖L2(Ω) ≤ ‖fα − f∗‖L2(Ω) + ‖f † − f∗‖L2(Ω). Note that the second
term already appears in the final result. By the definition of the minimizers, the first
term can be further estimated by
‖fα − f∗‖2L2(Ω)
≤ α−1‖uα − uδ‖2L2(Ω) + ‖fα − f∗‖2L2(Ω) + ‖gα − g∗‖2H1(∂Ωin) + ‖hα − h∗‖2L2(∂Ωout)
≤ α−1‖û− uδ‖2L2(Ω) + ‖f † − f∗‖2L2(Ω) + ‖g† − g∗‖2H1(∂Ωin) + ‖h† − h∗‖2L2(∂Ωout).
Together with the estimates for û− u† and the bound on the data error, this yields
‖fα − f∗‖2L2(Ω) ≤ C
(
δ2/α + ‖f † − f∗‖2L2(Ω) + ‖g† − g∗‖2H1(∂Ωin) + ‖h† − h∗‖2L2(∂Ωout)
)
.
The same arguments lead to estimates for ‖gα− g∗‖2H1(∂Ωin) and ‖hα−h∗‖L2(∂Ωout) which
completes the proof of the second assertion. 
Remark 3.3. The estimates in Theorem 3.2 show that a proper choice of the regular-
ization parameter α allows to obtain a balance between data fit and model error. In
particular, a good fit to the measurements can always be obtained by choosing α suffi-
ciently small. If the proposed flow model is a good description of the physical conditions,
ENHANCEMENT OF FLOW MEASUREMENTS USING FLUID-DYNAMIC CONSTRAINTS 9
i.e., if the model errors ‖f †− f∗‖, ‖g†− g∗‖, and ‖h†−h∗‖ are sufficiently small, one can
actually choose the regularization parameter in the order of one and still obtain a good
fit for the velocity field in the stronger norm and also for the pressure.
3.3. Poisseuille flow. Let us return to the setting discussed in Section 2.5. In this case,
we may choose f∗ = f †, g∗ = g†, and h∗ = h† with f † = 0 and profiles g†, h† computed
from the Poisseuille law (2.9). The estimates of the previous theorem then simplify to
‖uα − u†‖L2(Ω) ≤ Cδ and ‖uα − u†‖H1(Ω) + ‖pα − p†‖L2(Ω) ≤ Cδ(1 + 1/
√
α).
The reconstruction errors will therefore be in the order of the measurement errors if we
choose the regularization parameter α in the order of one! In particular, any fixed choice
of the regularization parameter will lead to O(δ) convergence for the velocity errors in
the L2- and the H1-norm. A more sophisticated choice of the regularization parameter
is however required if the underlying flow model does not describe the physical situation
sufficiently well, i.e., if the model data f∗, g∗, and h∗ are not chosen appropriately.
3.4. Further properties. As a final step of our theoretical considerations, let us com-
ment on two properties of the reduced cost functional Jα and the minimizers uα.
Theorem 3.4. Let uα = u(fα,gα,hα) be defined as above. Then
(i) minf ,g,h Jα(f ,g,h) ≤ minf ,g,h Jβ(f ,g,h) whenever α ≤ β.
(ii) uα
L2→ uSF with α→ 0, where uSF is the solution of (1.2a)–(1.2b) with α = 0.
Proof. By definition of uα as minimizer, we have
min
f ,g,h
Jα(f ,g,h) = Jα(fα,gα,hα) ≤ Jα(fβ,gβ,hβ) ≤ Jβ(fβ,gβ,hβ),
where in the last step we used the condition α ≤ β and the positivity of the regularization
term. This already yields the first assertion.
To show the second, let us note that for any ε > 0 one can find a smooth divergence
free approximation u˜SF for the velocity field uSF that is obtained by (1.2a)–(1.2b) with
α = 0 and such that ‖uSF − u˜SF‖L2(Ω) ≤ ε. By plugging u˜SF into (2.5a)–(2.5e), we obtain
corresponding residuals f˜ , g˜, and h˜. Using the definition of uα, we further get
‖uα − uδ‖2L2(Ω)
≤ ‖uα − uδ‖2L2(Ω) + α
(‖fα − f∗‖2L2(Ω) + ‖gα − g∗‖2H1(∂Ωin) + ‖hα − g∗‖2L2(∂Ωout))
≤ ‖u˜SF − uδ‖2L2(Ω) + α
(‖f˜ − f∗‖2L2(Ω) + ‖g˜ − g∗‖2H1(∂Ωin) + ‖h˜− h∗‖2L2(∂Ωout)).
This shows that
lim sup
α→0
‖uα − uδ‖L2(Ω) ≤ ‖u˜SF − uδ‖L2(Ω) ≤ ‖uSF − uδ‖L2(Ω) + ε
for any ε > 0. We therefore conclude that lim supα→0 ‖uα − uδ‖L2(Ω) ≤ ‖uSF − uδ‖L2(Ω).
Since ‖uα‖L2(Ω) ≤ C for all α > 0, we can select a subsequence {uα′} converging weakly
to some u¯ ∈ L2(Ω), and by the lower semi-continuity of the norm, we can deduce
‖u¯− uδ‖L2(Ω) ≤ lim inf
α′→0
‖uα′ − uδ‖L2(Ω) ≤ lim sup
α′→0
‖uα′ − uδ‖L2(Ω) ≤ ‖uSF − uδ‖L2(Ω)
Moreover, since ∇ · uα = 0 for all α > 0, we also have ∇ · u¯ = 0. But since uSF is the
unique minimizer of (1.2a)–(1.2b), we may conclude that u¯ = uSF . 
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Remark 3.5. For α→ 0, not only the minimal values of the cost functional Jα but also
the data residuals ‖uα−uδ‖L2(Ω) can be shown to decrease monotonically. This allows us
to choose the regularization parameter α via a discrepancy principle. The fact that the
reconstructed velocity fields uα converges to the solution u
SF of the solenoidal filtering
problem with α → 0 indicates that our reconstruction approach yields an enhancement
of and is at least as stable as the solenoidal filtering (1.2a)–(1.2b) with α = 0.
4. Numerical realization
In order to obtain computational algorithms, we still have to discretize the reconstruc-
tion method proposed in this paper. Since the numerical approximation of optimal control
problems is well-understood, we only sketch the main ideas here.
4.1. Discretization of the fluid-dynamic model. For discretization of the state sys-
tem (2.5a)–(2.5e), we use a standard Galerkin method with an inf-sup stable pair of finite
element spaces [4, 17]. This leads to an algebraic system of the form
Au + B>p = Mf + 1
ε
REg + Nh, (4.1a)
Bu = 0, (4.1b)
where A = νK + C(uδ) + 1
ε
R, the matrix K represents the vector Laplacian, M the mass
matrix, C(uδ) is the anti-symmetric convective term, and B is the discrete divergence
operator. The Dirichlet boundary conditions are incorporated here by a penalty approach
with ε being a small parameter. The matrix R represents the corresponding integrals over
the boundary ∂Ωin ∪ ∂Ωwall, and E realizes an extension of boundary values into the
domain by zero. Similarly, the matrix N accounts for integrals over ∂Ωout. The vector
uδ denotes the finite element representation of the velocity measurements. When using a
finite element discretization, all matrices will be sparse. For details on the implementation,
we refer to standard textbooks [17, 36].
4.2. Discretization of the optimal control problem. Using the above notation, the
discretized optimal control problem can be written as
min
u,p,f,g,h
‖u− uδ‖2M + α
(‖f − f∗‖2M + ‖g − g∗‖2G + ‖h− h∗‖2H) (4.2a)
s.t. (4.1a)− (4.1b). (4.2b)
Here ‖r‖2M = r>Mr denotes the norm induced by the positive definite matrix M. The
Gramian matrices G and H induce the corresponding norms on the boundary.
The first order optimality conditions for (4.2a)–(4.2b) are obtained by differentiating
the associated Lagrangian. Since the problem under investigation is quadratic and strictly
convex, the first order optimality conditions are necessary and sufficient. Due to the use
of finite elements, the discrete optimality system is sparse symmetric and indefinite and
can be solved efficiently by appropriate preconditioned iterative methods [9, 34, 35].
The discrete state system (4.1a)–(4.1b) can again be used to express u = u(f, g, h) and
p = p(f, g, h) as functions of the data. This yields the corresponding reduced problem
min
f,g,h
‖u(f, g, h)− uδ‖2M + α
(‖f − f∗‖2M + ‖g − g∗‖2G + ‖h− h∗‖2H) (4.3)
which is quadratic and strictly convex and can be solved by a preconditioned conjugate
gradient method. The computation of the gradients can be realized efficiently via adjoint
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problems which have a similar structure as (4.1a)–(4.1b); see e.g. [10] for more details on
the implementation of a related problem.
4.3. Notes on other filtering approaches. For later reference, let us also sketch the
implementation of the smoothing and the solenoidal filtering approaches outlined in the
introduction. Using the same notation as above, the discrete version of the smoothing
filter (1.1) can be expressed as
min
u
‖u− uδ‖2M + α‖u‖2K (4.4)
and the minimizer is characterized by the regularized normal equations
(M + αK)u = Muδ. (4.5)
This system is symmetric and positive definite and can be solved efficiently by the con-
jugate gradient method. Parameter robust multigrid preconditioning [33] may be applied
to obtain an algorithm of optimal complexity.
Also the discrete version of the solenoidal filtering approach (1.2a)–(1.2b) can be written
in a similar manner. Using the above notation, we obtain
min
u
‖u− uδ‖2M + α‖u‖2K s.t. Bu = 0. (4.6)
The optimality system for this constrained minimization problem reads
(M + αK)u + B>p = Muδ (4.7)
Bu = 0. (4.8)
The structure of this system is similar to that of the state system (4.1a)–(4.1b), which
is why we denote the Lagrange multiplier for the divergence constraint again by p here.
Existence and uniqueness of a solution is guaranteed for all α ≥ 0, if inf-sup stable
finite elements are used for the discretization of u and p. Again, iterative methods with
multigrid preconditioning may be applied for the efficient solution [32, 38].
Summary. As can be seen from the discussion above, all linear filtering approaches
considered in this paper can be discretized systematically and in a uniform framework by
finite element methods. The resulting linear optimality systems can then always be solved
efficiently by iterative solvers and appropriate preconditioning techniques. All resulting
filters can therefore be considered to be algorithms of optimal complexity.
5. Computational results
In order to illustrate the properties of our reconstruction approach, we now present some
preliminary computational results. For ease of presentation, we only consider a simple
two-dimensional test problem here. In all simulations, we use a regular triangulation of
the computational domain and we assume that the measured velocity field uδ is given
at each vertex of the mesh. For the discretization of the flow equations, we use here the
Mini element [4, 5]. Other inf-sup stable finite elements, in particular, such leading to
exactly divergence free discrete velocity fields, could however be used as well.
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5.1. A test problem for channel flow. We consider the steady laminar flow between
two parallel plates already discussed in Section 2.5. As a computational domain, we choose
here Ω = (0, L)× (0, H) with boundaries ∂Ωin = {0}× (0, H), ∂Ωout = {L}× (0, H), and
∂Ωwall = (0, L)×{0, H}. For our simulations, we set H = 1 and L = 5. The other model
parameters are set to ν = 0.01, p0 = 1, and pL = 0. The exact solution of (2.8a)–(2.8b)
given by the Poisseuille law (2.9) then reads
p†(x, y) = 1− x/5 and u†(x, y) = (10y(1− y), 0)
and the corresponding right hand side and boundary data are
f †(x, y) = (0, 0), g†(0, y) = (10y(1− y), 0) , and h†(5, y) = (−50y2(1− y)2, 0).
These functions will serve as the reference solution and data for our computational tests.
5.2. Linearization error. In a first test, we would like to illustrate the estimates for the
linearization error given in Theorem 2.2. To do so, we construct perturbed data uδ by
adding random noise to u† such that ‖uδ − u†‖L3(Ω) = δ, and then compute the solution
(u, p) of the linearized problem (2.5a)–(2.5e) with data f = 0, g = g†, and h = h† by the
finite element method outlined above. The resulting errors are displayed in Figure 1.
Figure 1. Linearization errors ‖u−u†‖H1(Ω) (left) and ‖p−p†‖L2(Ω) (right)
for different values of the noise level δ and various levels of refinement. We
obtain O(δ) convergence for the error in the velocity, as stated in Theorem 2
and even O(δ3/2) for the error in the pressure. For large meshsize h, a
saturation due to discretization errors is observed.
The estimate of Theorem 2.2 reads ‖u−u†‖H1 +‖p−p†‖L2 ≤ C(δ+data errors). Note
that on coarse meshes, the discretization error also contributes to the data error and we
therefore observe a certain saturation phenomenon as δ goes to zero. A similar behaviour
would be obtained in the presence of model errors other than the discretization error. On
refined meshes, the numerical results reveal the expected O(δ) convergence of the total
linearization error as predicted by our theory.
5.3. Verification of the estimates for the reconstruction error. Let us next illus-
trate the two estimates of Theorem 3.2. To do so, we compute approximations for the
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minimizers of (3.1a)–(3.1b) by solving the discretized optimal control problem (4.2a)–
(4.2b). The tests are repeated for different values of the noise level δ. Following the
remarks in Section 3.3, we should obtain
‖uα − u†‖L2(Ω) ≤ Cδ and ‖uα − u†‖H1(Ω) ≤ C(δ + δ/
√
α)
when setting f∗ = f †, g∗ = g†, and h∗ = h†. The first estimate does not depend on α while
the second predicts a blow-up with α → 0, which is a manifestation of the ill-posedness
of the underlying data smoothing problem. In the absence of model errors, we should
however obtain errors in the size O(δ) in both, the L2- and the H1-norm, if α is chosen in
the order of one. To avoid the influence of discretization errors, we choose a rather fine
mesh for all computations. In order to evaluate the influence of errors in the model data,
we repeat the test with parameters f∗ 6= f † such that ‖f∗ − f †‖L2(Ω) = 5. The results of
our numerical test are summarized in Figure 2.
Figure 2. Convergence of residuals ‖uα − uδ‖L2(Ω) and reconstruction er-
rors ‖uα − u†‖H1(Ω) + ‖pα − p†‖L2(Ω) with α → 0 using exact model data
‖f †−f∗‖L2(Ω) = 0 (left) and perturbed model data ‖f †−f∗‖L2(Ω) = 5 (right).
The individual curves correspond to different values of the noise level δ.
As predicted by our analysis, the data residuals ‖uα−uδ‖L2(Ω) decrease monotonically in
α and δ, while the reconstruction errors ‖uα−u†‖H1(Ω) +‖pα−p†‖L2(Ω) show the expected
semi-convergence behaviour with α→ 0. These observations are in good agreement with
the results of Theorem 3.2 and the first assertion of Theorem 3.4.
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5.4. The discrepancy principle. The monotonicity of the Tikhonov functional stated
in Theorem 3.4 allows to show that also the data residuals ‖uα−uδ‖2L2(Ω) are monotonically
decreasing with α→ 0, which can also be seen in the two plots in the first line of Figure 2.
This motivates the use of a discrepancy principle for the choice of the regularization
parameter in order to achieve an automatic balance of the error contributions due to data
noise and model errors. Using the standard procedure [13], we define
αdis(δ) = max{α = α02−k : ‖uα − uδ‖L2(Ω) ≤ τδ, k ∈ N},
where α0 > 0 and τ > 1 are some given parameters. For our computations, we choose
α0 = 1 and τ = 1.01. In Table 1, we list the parameters selected by the discrepancy
principle and the corresponding data residuals and reconstruction errors that are obtained
for the test case corresponding to the right plot in Figure 2. Note that the model data
f∗ 6= f † were improperly specified in this example. For comparison, we also display the
results for the values αopt for which the reconstruction errors are minimized.
δ αdis residual error αopt residual error
0.4 1 0.435366 11.4666 4.8 · 10−4 0.368707 10.2167
0.2 3.1 · 10−2 0.215954 6.13863 4.8 · 10−4 0.185384 5.39017
0.1 3.9 · 10−3 0.10792 3.88025 2.4 · 10−4 0.0905397 3.31047
0.05 4.8 · 10−4 0.0518771 2.66815 6.1 · 10−5 0.0418346 2.33633
0.025 1.2 · 10−4 0.0258675 2.01647 3.0 · 10−5 0.0207808 1.72614
Table 1. Data residuals ‖uα − uδ‖L2(Ω) and total reconstruction errors
‖uα−u†‖H1(Ω) +‖pα−p†‖L2(Ω) for αdis chosen by the discrepancy principle
and the optimal choice αopt minimizing the reconstruction error.
As expected, we observe that the discrepancy principle always chooses the regularization
parameter αdis somewhat larger than the optimal value αopt. Repeating the tests with
exact model data f∗ = f †, g∗ = g†, and h∗ = h†, we obtain αdis ≈ constant independent
of the noise level δ. A similar behaviour is observed for αopt. This is in agreement with
the first estimate in Theorem 3.2 and can be seen in the plots on the left side of Figure 2.
5.5. Comparison with other filters. To evaluate the overall performance of our filter,
we would like to make also a short comparison with the other filtering approaches discussed
in the introduction. As outlined in Section 4.1, these can be implemented in a similar
manner as the method presented in this paper which allows a fair comparison.
In the following tests, we compare the smoothing filter (1.1), the solenoidal filtering
(1.2a)–(1.2b) with and without smoothing, and the fluid-dynamically consistent filter
(3.1a)–(3.1b) presented in this paper. Whenever required, the regularization parameter α
is selected via the discrepancy principle with τ = 2. In Table 2, we list various measures
for the reconstruction error for the different choices of the filter.
The discrete divergence divhu here corresponds to the projection of div u onto the
discrete pressure space. All filters yield small errors for the velocity in the L2-norm which
is an immediate consequence of their construction. The H1-norm of the error in the
velocities is comparable for the filters involving some sort of smoothing. For the solenoidal
filter without smoothing, the H1-norm errors increase with decreasing meshsize due to
the ill-posedness of the reconstruction problem. The smoothing filter yields a velocity
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method ‖u− u†‖L2 ‖u− u†‖H1 ‖p− p†‖L2 ‖divhu‖L2
smoothing 0.119116 3.983561 *.**** 0.625567
solenoidal (α = 0) 0.081791 20.662327 1.290827 0.000000
solenoidal w. smoothing 0.117853 3.921923 1.290828 0.000000
fluid-dyn. consistent 0.058466 3.066198 0.073987 0.000000
Table 2. Reconstruction errors and discrete divergence for different filters
at noise level δ = 0.1 on a mesh with 9153 vertices and 17920 elements.
reconstruction which is not discrete divergence free and no information about the pressure
is obtained. The three filters involving a divergence constraint yield some reconstruction
of the pressure. Those obtained with the fluid-dynamically consistent filter are however by
an order of magnitude better than those obtained with the solenoidal filters. In summary,
the fluid-dynamically consistent filter proposed in this paper yields the best reconstruction
of the flow fields with respect to all error measures listed in the table.
6. Discussion
In this paper we considered the reconstruction of the velocity and pressure fields of an
incompressible fluid from distributed measurements of the flow velocities. For the stable
solution of this inverse problem, we considered a novel filter which minimizes a weighted
sum of the data residual and the mismatch of a specified flow model. This strategy was
formulated as an optimal control problem constrained by the prescribed flow model.
In order to guarantee the well-posedness of our approach, we utilized a linearized flow
model which directly incorporated the measured velocity field. This allowed us to show
the existence and uniqueness of minimizers and to derive estimates for the reconstruc-
tion errors in various norms. The theoretical results were illustrated by numerical tests
including a comparison to other filters discussed in the literature.
The strategy of using a linearized flow model as a constraint in the reconstruction
process could be generalized in various ways: While we directly used the velocity mea-
surements in order to specify our linearized flow model here, some pre-filtered velocity
field could be used as well. Our analysis also covers this case and could possibly be refined
leading to sharper estimates. Repeating the argument, one could also define an incremen-
tal reconstruction approach. Preliminary numerical tests for such multi-step algorithms
showed a further significant improvement of the reconstructed flow fields. A full analysis
would however exceed the scope of the current presentation. In order to handle more
general flow regimes, some sort of turbulence model should be incorporated as a next step
and a refined modeling of the constitutive equations and the boundary conditions should
be considered. Both aspects are subject of current research by the authors.
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