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We study the band structure of electrons hopping on a honeycomb lattice with 1/q (q integer) flux
quanta through each elementary hexagon. In the nearest neighbor hopping model the two bands
that eventually form the n = 0 Landau level have 2q zero energy Dirac touchings. In this work we
study the conditions needed for these Dirac points and their stability to various perturbations. We
prove that these touchings and their locations are guaranteed by a combination of an anti-unitary
particle-hole symmetry and the lattice symmetries of the honeycomb structure. We also study the
stability of the Dirac touchings to one-body perturbations that explicitly lower the symmetry.
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I. INTRODUCTION
The band structure of electronic energy levels is a fas-
cinating consequence of quantum mechanics applied to a
solid.1 The study of the topology of band structures has
received tremendous attention in the last decade high-
lighted by the discovery of a variety of topological in-
sulators and nodal semi-metals.2–8 An important theme
that has emerged is the importance of symmetries in pro-
tecting the distinction between insulating states and also
the gaplessness of semi-metals.9–12
The study of the linear band touching in graphene9,13
has played a profound role in the unfolding of these dis-
coveries. It is now well known that any tight-binding
model of graphene (our discussion here will ignore both
spin-orbit coupling and electron-electron interactions)
with time-reversal symmetry and the symmetry of the
honeycomb lattice has two independent Dirac touchings
in its Brillouin zone at the K and K′ points. These touch-
ings are stable to a number of quadratic perturbations.
If the translational symmetry of the Bravais lattice is
preserved, the touchings are stable to any perturbation
that preserves rotation by pi around the honeycomb cen-
ter and time reversal. Such perturbations can cause the
Dirac touchings to move in the BZ, but they cannot gap
them out. Breaking inversion or time-reversal symmetry
individually lead to a trivial or Chern insulator respec-
tively. A periodic perturbation that breaks the trans-
lational symmetry of the original Bravais lattice with a
wavevector that connects the K and K′ points can also
gap the Dirac points out (e.g. a Kekule dimerization).
The derivation of these results is reviewed in Appendix A.
Our goal in this paper is to generalize these results to
the honeycomb lattice in a magnetic field. This leads
to integer quantum Hall states, historically the first ex-
amples of topological states of matter14, which in turn
inspired the construction of the first lattice model of a
Chern band.15
In this work we study the 2q Dirac touchings that
arise in the central two bands of the nearest-neighbor
tight-binding honeycomb lattice when a flux of 1/q (q
integer) times the flux quantum is introduced into each
elementary honeycomb plaquette – the so-called Hofs-
tadter problem.16 There has been quite a bit of work on
the Hofstadter problem on the honeycomb lattice. For
the nearest-neighbor hopping model, previous work has,
among other things, studied the spectrum and the eigen-
states17–19, the Diophantine equation and Chern num-
ber characterizing gapped states20, the crossover from
Dirac-like behavior to conventional nonrelativistic be-
havior21,22, and the approach to the continuum limit
q → ∞.18,22 The existence of 2q Dirac band touchings
of the central two bands in the nearest-neighbor hop-
ping model was noticed by several authors, and explored
thoroughly more recently.23 It was also pointed out that
adding a next-nearest neighbor hopping gaps the Dirac
points out.24
Here we extend the discussion in two ways: We first
prove explicitly that certain specific symmetries protect
the 2q Dirac touchings in a family of hopping models
with arbitrary range hoppings, and 1/q flux. Second, we
study the stability of these linear touchings to various
one-body perturbations that lower the symmetry.
II. MODEL
Throughout this paper we will be interested in the
problem of spinless fermions hopping on the honeycomb
lattice in the presence of a uniform magnetic field. We
will study the problem in the tight binding limit and as-
sume that each unit cell of the honeycomb lattice encloses
a fraction 1/q of the flux quantum.
A. Gauge
We use the following conventions to define our honey-
comb lattice. The two lattice vectors defining the primi-
tive triangular lattice are,
a1 = axˆ (1)
a2 = a
(
xˆ
2
+
√
3yˆ
2
)
(2)
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2FIG. 1. A section of the honeycomb lattice showing the unit
cell in the optimal gauge (OG) for q = 4. The magnetic
unit cell (MUC), defined such that there are two commuting
translation operators which commute with the Hamiltonian,
contains q elementary unit cells, and thus 2q lattice sites, The
lattice vectors associated with the MUC are a1 and qa2. The
pattern of the phases of the nearest neighbor hoppings in the
optimal gauge (0, χ, 2χ, 3χ) are shown (χ = 2pi
q
). Additional
neighbor hopping can be included using the formula, Eq. (10)
without increasing the size of the unit cell.
With these definitions the vectors describing the sites of
the honeycomb lattice are,
rµ(n) = n1a1 + n2a2 + µ
a√
3
yˆ (3)
= a(n1 +
n2
2
)xˆ+
√
3
2
ayˆ(n2 +
2µ
3
) (4)
where n = (n1, n2) is a pair of integers and µ = 0, 1 for
the A and B sublattice respectively.
Once we introduce a rational magnetic field
eB
√
3a2
2~
=
2pi
q
≡ χ (5)
the hoppings acquire phases and we have to enlarge our
unit cell in order to obtain two commuting translations,
enabling us to apply Bloch’s theorem to compute the
band structure. This enlarged unit cell is the magnetic
unit cell (MUC). From now on we will use a = 1. It
will be useful for us to start with a continuum gauge,
obtain the hopping phases, and then transform to the
final gauge. We begin with the standard Landau gauge,
A = −Byx (6)
We introduce the external magnetic field into the hop-
ping model using the Peierls substitution to calculate the
phase of the matrix elements. Using this gauge and the
standard formula for the Peierls phase between two lat-
tice points described by n, µ and n + ∆n, ν:
φLµν(n; ∆n) =
e
~
∫ n+∆n,ν
n,µ
A.dl (7)
= −χ
[
n2 +
∆n2
2
+
µ+ ν
3
] [
∆n1 +
∆n2
2
]
where χ ≡ eBa2√3/(2~) = 2pi/q is the flux per unit
cell of our system (in units of the flux quantum he ), and
∆n = (∆n1,∆n2). From the expression it is clear that
φLµν(n; ∆n) depends explicitly on n2 and is 2pi periodic
only after 2q steps in the n2 direction. Since n1 does not
appear it is periodic in every step of n1. This means that
we need to include 2q unit cells of the triangular lattice
in our magnetic unit cell. We can see this explicitly by
constructing the nearest neighbor hopping Hamiltonian
in the Landau gauge,
Hnn = −t
∑
n
d†A,n1,n2 [dB,n1,n2 + e
−iχ2 (n2− 16 )dB,n1,n2−1
+ ei
χ
2 (n2− 16 )dB,n1+1,n2−1 + h.c.], (8)
which clearly repeats itself with a magnetic unit cell con-
sisting of 2q triangular unit cells. This is somewhat un-
satisfactory since with a flux of 2pi/q in a triangular unit,
a gauge should exist in which there are only q triangu-
lar units in the magnetic unit cells – the minimum size
of unit cell needed to enclose an integer number of flux
quanta. This can be resolved by working in the so-called
optimal gauge (OG). To achieve this we make the follow-
ing gauge transformation from the d fermions (Landau
gauge) to a set of c fermions (OG),
dµ,n1,n2 = e
−iχ4 n22+iχ6 (n1−n2)cµ(n1, n2). (9)
Using the transformation we can now compute the Peierls
phase between two arbitrary sites on the honeycomb in
the OG,
φOGµν (n; ∆n) = −χ
[
n2∆n1 +
2µ+ 2ν + 1
6
∆n1
+
µ+ ν − 1
6
∆n2 +
∆n1∆n2
2
]
(10)
From this formula, in the OG it is clear that the phases
repeat themselves after q steps in the n2 direction, and
thus Bloch’s theorem can be applied with only q units
of the triangular lattice in the magnetic unit cell (which
contain 2q lattice sites). We shall choose the magnetic
unit cell shown in Fig. 1 in the rest of the paper and
refer to it as the MUC. We can see the periodicity of
the MUC explicitly by working out the nearest neighbor
Hamiltonian in the OG,
Hnn = −t
∑
n
c†A(n1, n2)[cB(n1, n2) + cB(n1, n2 − 1)
+ eiχn2cB(n1 + 1, n2 − 1)] + h.c., (11)
which clearly repeats itself after q steps in the n2 di-
rection. The advantage of constructing the OG starting
3from the Landau gauge is that we now have a definite
prescription to compute the Peierls’ phase for an arbi-
trary hopping matrix element in this gauge, Eq. (10).
This allows us to write down hopping models with an ar-
bitrary range of hopping such that all close paths enclose
precisely the flux corresponding to a uniform external
magnetic field, all the while still maintaining the MUC
containing 2q sites.
III. DIRAC TOUCHINGS
Working in the OG we have computed the band struc-
ture for various ranges of tight binding models. This
involves the diagonlization of a 2q× 2q matrix for each k
in the first Brillouin zone. The unit cell we have chosen
and other lattice conventions are shown in Fig. 1.
Fig. 2 shows the electronic structure of the nearest
neighbor model with q = 4. Our focus in this paper is on
the finite-q electronic structure of the two central Bloch
bands that eventually form the zero energy n = 0 con-
tinuum Landau levels. In particular, as has been noticed
in previous work, for the nearest-neighbor model the two
bands have 2q linear band touchings that form a honey-
comb lattice in reciprocal space.23 As q is increased the
bandwidth of these bands decreases exponentially22 and
eventually as q → ∞ we recover dispersionless Landau
levels.
Are these Dirac touchings special to the nearest neigh-
bor model or are they generic to the inclusion of further
neighbor hoppings? It is known25 that a next-nearest
neighbor hopping gaps out the Dirac points. The for-
mula Eq. (10) in the optimal gauge consistently allows
us to include any range of hopping in the presence of a
uniform field. We shall prove below that the Dirac points
and their location are stable as long as the further neigh-
bor hoppings are bipartite, i.e. they only connect sites on
A with sites on B and maintain spatial the symmetries
of the honeycomb lattice. If any A-A and B-B hoppings
are included they gap out the Dirac fermions even if the
honeycomb spatial symmetries are maintained.
As will be crucial for our discussion, the bipartite hop-
ping structure has an extra symmetry that is broken
when hopping between same sublattices is included. We
note that in our problem both time-reversal symmetry T
and the standard bipartite particle-hole symmetry C are
broken, since physically they both reverse the direction of
the external magnetic field. However, the product of the
two, the sublattice symmetry S (which is an anti-unitary
many-body particle-hole transformation) commutes with
the Hamiltonian when only bipartite hoppings are in-
cluded. The sublattice symmetry S is distinct from the
“hidden symmetry”13,26–28 which exists on certain lat-
tices and is also antiunitary, but in addition involves a
translation and a sublattice exchange.
We prove explicitly that with the added constraint of
the presence of S (in addition to all the lattice symme-
tries of honeycomb graphene lattice) all hopping models
FIG. 2. Band structure in the first Brillouin zone of the q = 4
problem with only the nearest neighbor hopping. The top
panel shows all 2q = 8 bands. The middle panel shows the
central two bands which touch at linear Dirac crossings 2q
times – these bands are the focus of the study here, they form
the n = 0 Landau level of graphene in the continuum limit.
The location of the Dirac points in the BZ corresponding to
the MUC shown in Fig. 1 are marked in the lower panel.
in the presence of a uniform magnetic field on the hon-
eycomb lattice have 2q Dirac touchings at zero energy
at the same locations in the BZ as the nearest neighbor
model. We have tested this assertion by numerical diag-
onalization for a variety of different choices of the range
and magnitude of the hoppings.
4A. Proof of Dirac touching at special points
We will prove, by contradiction, that for generic Hamil-
tonians preserving the lattice and S, there are necessarily
zero-energy states at the 2q special points in the BZ (the
same points for which the nearest neighbor model has
Dirac touchings).
Let us briefly introduce the action of various symme-
tries on the fermion operators in the OG (A more detailed
discussion is presented in the appendices). Here (n1, n2)
are the two integers that label the location of a Bravais
lattice sites of the original unit cell (not the magnetic unit
cell), µ, ν = 0, 1 label the A and B sublattices. The two
translations in the a1 and a2 directions act as follows:
Ta1cµ(n1, n2)T†a1 = cµ(n1 + 1, n2), (12a)
Ta2cµ(n1, n2)T†a2 = e
iχn1cµ(n1, n2 + 1), (12b)
A rotation by 2pi3 around the A site at n1 = n2 = 0, R 2pi3 ,
acts as follows:
R2pi/3cµ(n1, n2)R†2pi/3
= e
iχ
(
m1m2+
m2(m2−1)
2
)
cµ(m1,m2 − µ),
(13)
where m1 = −n1 − n2 and m2 = n1. A rotation by
pi around the center of a vertical nearest-neighbor AB
bond, Rpi, acts as follows:
Rpicµ(n1, n2)R†pi = e−iχn1c1−µ(−n1,−n2) (14a)
Finally, the anti-unitary particle-hole symmetry S acts
as follows:
ScA(n1, n2)S−1 =c†A(n1, n2) (15a)
ScB(n1, n2)S−1 =− c†B(n1, n2) (15b)
SiS−1 =− i (15c)
As has been noticed in previous work the nearest-
neighbor only hopping model has Dirac touchings in the
central two bands. We reproduce the locations, labelled
by n = 0, . . . , q − 1, from Appendix D here for conve-
nience. The q K-type points, for q odd, are
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q − 1)yˆ (16)
with the q K′-type points being K′n = −Kn.
Here are some properties of the k-space Hamiltonians
at these points that we will need. The details are in the
appendices.
P1: The translation operator Ta2 sends the Hamilto-
nian at Kn to the Hamiltonian at Kn−1 (mod G1). Simi-
larly for the points K′n. Since the real-space Hamiltonian
commutes with Ta2 , the spectrum must be identical at
all the Kn points.
P2: The rotation Rpi takes the set of Kn points to
the set of K′n points. Since this is a symmetry of the
Hamiltonian, the spectrum at the K′n points is identical
to that at the Kn points. Together with P1, this means
that it is sufficient to understand the spectrum at a single
Kn point.
P3: A rotation by 2pi3 of the destruction operator at
an arbitrary point k in the BZ leads to a superposition
of destruction operators at the points
kγ = kR + G2
q + 1
2q
+ γ
G1
q
(17)
where kR is simply k geometrically rotated by
2pi
3 , and
γ = 0 . . . , q − 1. G1 and G2 are the reciprocal lattice
vectors of the original lattice. The set of points Kn are
taken into each other by this transformation, as are the
points K′n. The operator transformations for the fermion
operators can be found in Appendix C. Note that R 2pi
3
preserves the sublattice index.
P4: The chiral symmetry S means that at any point k
in the BZ the Hamiltonian can be written in block form
H(k) =
(
0 M
M† 0
)
(18)
where the q A-type sublattice sites have been listed
first, and the q B-type sublattices have been listed next.
Now we are ready for the proof by contradication. Let
us assume that there are no zero-energy states at a par-
ticular Kn point. Let us further assume that there are
no degneracies in the spectrum, so there are 2q nonde-
generate states.
Eq. (18) implies two facts. Firstly, any eigenstate of
energy E 6= 0 is necessarily a superposition of A and B
sublattices [ψA, ψB ]
T , with non-zero amplitudes on both.
Secondly, for every eigenstate with energy E 6= 0, there
is another eigenstate [ψA,−ψB ]T with energy −E. The
orthogonality of these two eigenstates implies that each
E 6= 0 eigenstate has equal probabilities on the A-type
and B-type sublattices.
Let us consider an eigenstate of H(Kn) at a particular
n. For notational convenience we will drop the K in
what follows, and refer to objects at Kn simply by the
subscript n, e.g., cAα(Kn) ≡ cA,α,n. By assumption the
eigenstate we consider has E 6= 0. We can write the
destruction operator for this eigenstate as
fn(E) =
q−1∑
α=0
(
ψ
(E)
A,α,ncA,α,n + ψ
(E)
B,α,ncB,α,n
)
(19)
Now we apply the R 2pi
3
to this equation. Since
[R 2pi
3
, H] = 0, the result will be a superposition of op-
erators corresponding to eigenstates at the same energy
E at all the K-type points.
R 2pi
3
fn(E)R†2pi
3
=
q−1∑
n′=0
|tnn′ |eiφnn′ fn′(E) (20)
Now focus on the n = n′ term on the RHS. From P3
we know that R 2pi
3
does not mix the A and B sublattices.
5Thus, the restriction of R 2pi
3
to n = n′ is a block diagonal
2q × 2q matrix.
〈µ, α, n|R 2pi
3
|ν, β, n〉 =
(
RA(n) 0
0 RB(n)
)
(21)
where each of RA(n) and RB(n) are q × q matrices.
Applying this to Eq. (19) we see that ψA,α,n must be
an eigenstate of RA(n), and ψB,α,n must be an eigen-
state of RB(n), with the same eigenvalue. Note that if
an eigenstate of H(n) had zero energy, it need not have
nonzero amplitudes in both A and B sublattices, and so
could evade this conclusion.
By assumption, all the eigenstates have nonzero en-
ergy. Thus, all the eigenvalues of RA(n) and RB(n) must
be identical. This leads to the conclusion that
det
(
RA(n)
(
RB(n)
)†)
= real (22)
From the explicit forms of RA(n) and RB(n) obtained
by restricting the expressions in Appendix C one easily
obtains
q
(
RA(n)
(
RB(n)
)†)
αβ
= ei
χ
3+iχβδβ,α−1 (23)
From this, one sees that
arg
(
det
(
RA(n)
(
RB(n)
)†))
=
2pi
3
(24)
This contradicts our conclusion of Eq. (22). Thus, at
least some of the states at Kn must have zero energy.
From the fact that the chiral symmetry implies that en-
ergies must occur in pairs of ±E, an even number of
states must have zero energy at any Kn.
This shows that there must be band touching at the
Kn and K
′
n points. Carrying out k · p perturbation the-
ory around a Kn point, there is no symmetry reason for
the first derivative to vanish, and thus the touchings will
generically be linear. This completes our proof.
IV. STABILITY TO SMALL PERTURBATIONS
In the previous section we have shown that with the
graphene lattice symmetry and S, we have 2q Dirac nodes
at the specific locations: {K0, · · · ,Kq−1,K′0, · · · ,K′q−1}
at zero energy. We now study the stability of these
Dirac touchings to quadratic perturbations. Before turn-
ing to specific perturbations, we address this question in
more general topological terms.29,30 We know that time-
reversal symmetry (T) and particle-hole symmetry (C)
are both individually absent, but the composite of the
two, the anti-unitary particle hole (S), is present. A
band insulator with the symmetry S would be in class
AIII. Our model, with all the symmetries intact, has
Dirac touchings and is thus not a band insulator. A
band insulator in which S is broken (say by the intro-
duction of same sub-lattice hopping or a sub-lattice en-
ergy difference) would be in class A. It is now understood
that the stability of Dirac touchings can be explained by
the classification of band insulators in one lower dimen-
sion.31 The argument relies on considering the topological
classification of the band insulator Bloch wavefunction
on a ring surrounding the Dirac point.12 In one dimen-
sion band insulators in class AIII have a Z classification
while in class A they have only trivial band structures.
This integer winding number can be computed for each
Dirac node by using a simple prescription. Referring to
Eq. (18), one computes the winding number of the phase
of the determinant of M on a contour in the BZ around
the band touching. The expression for the one dimen-
sional winding number is29,32,33,
Q(H) = 1
2pii
∫ 2pi
0
dθ∇θlndetM(θ) (25)
Computing the winding number for the Dirac touchings
we find that all K point have -1 and K′ have +1. That all
of the K points have equal winding numbers follows from
Ta2 symmetry and that K′ have the opposite winding
follows from the action of the Rpi symmetry operation.
From these general topological considerations, we
reach the following conclusions for the stability to per-
turbations:
Generically if S is broken the Dirac touchings get
gapped (at least the argument above does not guarantee
stability – below we study a few examples numerically to
verify this). The resulting insulator will be in class A,
with an integer Chern number.
What perturbation can open a gap if we preserve S?
If the perturbation fits in the MUC (so that the BZ is
unchanged) the Dirac touchings are stable. We note that
locations in the BZ may move if the perturbations reduce
the symmetry operations from those present in an undis-
torted honeycomb lattice. Generally, if we preserve S,
small perturbations can open up the gap only if they are
at a wavevector that connects Dirac points with oppo-
site winding number. Then in the new smaller BZ (cor-
responding to the enlarged unit cell), opposite winding
number Dirac points lie on top of each other. Encircling
such double touchings will give no winding number, in-
validating the topological argument for their protection.
We now consider specific lattice examples in which we
can study how the Dirac equation gets gapped.
A. S-breaking
We first restrict our discussion to perturbations that
preserve the MUC. To gap the Dirac touchings requires
us to break the S symmetry. The simplest way to
do this is to perturb with a staggered diagonal en-
ergy term in the Hamiltonian that has the same mag-
nitude but opposite signs on the each of the sub-lattices.
6FIG. 3. Phase diagram for q = 5 showing the Chern num-
bers of the two bands obtained once the Dirac touchings get
gapped out. The origin corresponds to the nearest neighbor
model which has 2q Dirac touchings. The Chern numbers of
two bands get a uniform contribution of (-1,-1) from a Berry
curvature distributed throughout the BZ. They get an addi-
tional contribution from the gapping of the Dirac cones, which
is sharply localized at these points. Vs creates a contribution
that cancels between the K and K′ Dirac nodes resulting in a
net Chern number from only the uniform part, i.e. (−1,−1)
and the total Chern number (including all occupied bands) at
half filling becomes 0. t2 on the other hand creates a net con-
tribution from the gapped Dirac points of (±5,∓5) [generally
(±q,∓q)] that results in the (4,-6) and (-6,4) Chern numbers
and the total Chern number at half filling becomes ±q in this
case ±5.
H = Vs
∑
n1,n2
(
d†A,n1,n2dA,n1,n2 − d
†
B,n1,n2
dB,n1,n2
)
.
Although this fits in the MUC it breaks some of the lat-
tice symmetry, e.g. Rpi. A second way to break S sym-
metry is to include a same sublattice hopping with fixed
range for all sites, e.g. a second neighbor hopping, t2. We
include it here with the correct phase from Eq. (10) cor-
responding to having a background uniform B-field. This
perturbation has the feature of preserving every symme-
try in the nearest neighbor hopping model except for S.
From the arguments made earlier, both perturbations are
expected to open up a gap in the Dirac equation, leav-
ing behind a 2-D insulating band structure in class A,
characterized by an integer Chern number.
Since the two middle bands become the n = 0 Landau
level of graphene, we expect them to have a combined
Chern number of -2. How this -2 is distributed between
the two bands obtained after the gap opening perturba-
tion is added depends on the details. The sign of the mass
that gaps out a particular Dirac point also determines the
transfer of Chern density between the two bands. Per-
turbations that preserve translations can only realize the
total Chern numbers C = 0,−q, q because the Ta2 sym-
metry forces the form of the Bloch Hamiltonian at all
the Kn points to be the same, and also all the K
′
n points
to be the same. The perturbation Vs results in a trivial
insulator, while the other two values of C are realized by
the t2 perturbation. We have checked all the above as-
sertions by computing the integer invariant numerically,
i.e. by integrating the Berry curvature over the Brillouin
zone. This is shown and discussed in Fig. 3.
Above we have studied two examples of perturbations
that create different Chern numbers, 0 and ±q. The
Chern numbers of the bands produced can be any of the
intermediate values 1, 2 · · · q − 1 as well. This requires a
perturbation that breaks Ta2 though it may preserve the
MUC.
B. S-preserving
To gap out the Dirac nodes with S preserved, the per-
turbation must break translational invariance with a mo-
mentum that connects Dirac touchings of opposite wind-
ing number. The simplest way to achieve this is to in-
clude as a perturbation a periodic modulation of the mag-
nitude of the first neighbor hopping, with period corre-
sponding to the Q-vector connecting the Dirac nodes.
Since there are q nodes with positive winding and q with
negative winding, there appear to be q2 different pos-
sibilities. However, only q different Q-vectors fit within
the magnetic Brillouin zone leading to q different reduced
lattice periodicities. Once the nodes are gapped out and
in the presence of S we end up with a band insulator in
class AIII. Since these are all trivial insulators they are
expected to be smoothly connected to each other without
a gap closing.
V. CONCLUSIONS
In conclusion we have studied the stability of the Dirac
touchings in the n = 0 Landau level in the Hofstadter
limit when the external magnetic field is very strong, with
1
q quanta of flux going through each hexagon.
We started by deriving a formula in the optimal gauge
for an arbitary range hopping, so that our problem al-
ways fits with q unit cells of the honeycomb. Next, we
have shown that the Dirac touchings require the sub-
lattice symmetry S for their protection. Indeed we have
proven that every tight binding model with S, the correct
flux and with the entire lattice symmetry of graphene in-
tact will have 2q Dirac touchings at the same location as
the nearest neighbor model.
Next, we considered perturbations to the 2q Dirac
touchings. We showed from general topological stability
arguments as well as specific hopping models that pertur-
batively breaking S or including a periodic potential that
connects Dirac nodes with opposite winding number can
gap the Dirac nodes out. All other perturbations pre-
serve the Dirac nodes (though their location in the BZ
may move). Of course if these perturbations are made
large enough, some finite value of the perturbation may
cause the gapping out of the linear touchings.
Introducing electron-electron interactions is known
to produce a rich set of symmetry-broken phases in
graphene for weak fields.34–37 There have been a few
investigations into interaction effects in the Hofstadter
regime,38–42 but a full picture remains to be developed.
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Appendix A: Graphene without B-field
In discussing the Dirac touchings in graphene with T,9
it is useful to think about the problem in two steps as
we have done in our manuscript for the case when T is
broken by an external magnetic field.
First, it is possible using symmetries to prove that for
any hopping model that preserves the symmetry of the
honeycomb lattice and time reversal, there are two in-
dependent Dirac nodes at K and K′. The symmetry
argument does not rule out the existence of other ad-
ditional Dirac nodes in the BZ that may coexist with the
two Dirac nodes mandated by symmetry. Proof: Write
the graphene Hamiltonian as h = dx(k)σx + dy(k)σy +
dz(k)σz. A combination of Rpi and T establish that
dz = 0. Finally requiring R2pi/3 in addition forces
(dx − idy)(K+q) ≈ vF (qx − iqy) and (dx − idy)(K′+q) ≈
vF (−qx − iqy) at leading order. Using τ as the valley
Pauli matrix we obtain the low energy Hamiltonian as
h ≈ τzσxqx + σyqy.
Now we turn to the perturbative stability of the Dirac
touchings at K and K′, when the symmetry is lowered
by either breaking T or some of the honeycomb lattice
symmetries. To gap out the Dirac fermion we need per-
turbations that generate mass terms that anticommute
with both τzσx and σy. If the translational invariance
of the triangular Bravais lattice, Rpi and T are present
the touchings are stable to all perturbations, the only
changes to the unperturbed h is a movement of the Dirac
touchings. Four mass terms can be added: τzσz and
σz break T and Rpi leading to the Chern insulator and
the trivial band insulator respectively.15 τxσx and τyσx
are the last two, they break translational symmetry of
the graphene lattice, which could arise e.g. from Kekule
dimerization.
Our goal in this paper is to carry out this same two
step program for the problem of the honeycomb lattice
with 1/q flux. The significant increase in complication
arises from the fact that the matrices that describe this
problem are now 2q dimensional.
Appendix B: Symmetry Operations in OG
In this section we study the various symmetries that
are present in Eq. (11). We will study these operations
by asking how the symmetry operations act on the lattice
creation and destruction operators in the OG. While the
explicit form of the transformations are gauge dependent,
these explicit forms exist in every gauge.
Lattice symmetries include translations in the a1 and
a2 directions, rotations by 2pi/3 about a site and rotation
by pi about the center of a vertical bond. This set of four
operations generates all the spatial symmetry operations
present in the Hofstatder problem. We note here that
mirror symmetries (and generally all improper rotations)
which are present for the honeycomb lattice structure, are
broken by the presence of the Peierls phases, since they
reverse the direction of the magnetic fluxes. As noted
above, because of the presence of the Peierls phases the
lattice operations must be augmented by a gauge trans-
formation from the naive operations one writes down in
the absence of a magnetic field. In the OG they are,
Ta1cµ(n1, n2)T†a1 = cµ(n1 + 1, n2), (B1a)
Ta2cµ(n1, n2)T†a2 = e
iχn1cµ(n1, n2 + 1), (B1b)
R2pi/3cµ(n1, n2)R†2pi/3
= e
iχ
(
m1m2+
m2(m2−1)
2
)
cµ(m1,m2 − µ),
(B2)
where m1 = −n1 − n2 and m2 = n1, and
Rpicµ(n1, n2)R†pi = e−iχn1c1−µ(−n1,−n2) (B3a)
It is easy to verify that each of the above four operations
commutes with the Hamiltonian in the OG, Eq. (11).
Finally a very important symmetry for our purposes
present in Eq. (11) is an anti-unitary version of the
particle-hole symmetry,
ScA(n1, n2)S−1 =c†A(n1, n2) (B4a)
ScB(n1, n2)S−1 =− c†B(n1, n2) (B4b)
SiS−1 =− i (B4c)
which is easily seen to commute with Hnn. We note that
the conventional time reversal operation T and the con-
ventional unitary particle-hole C each reverse the direc-
tion of the magnetic field and are hence are absent as
symmetries in the present problem. We can then un-
derstand that since S = TC reverses the magnetic field
direction twice it appears as a symmetry of our problem.
Appendix C: Symmetries in k Space
We choose the following periodicity conditions on our
fermion operators in the Brillouin zone.
cAβ(k + G˜1) = cAβ(k + G1) = cAβ(k) (C1a)
cBβ(k + G˜1) = cBβ(k + G1) = e
i 2pi3 cBβ(k) (C1b)
cAβ(k + G˜2) = cAβ
(
k +
G2
q
)
= e−iβχcAβ(k) (C1c)
cBβ(k + G˜2) = cBβ
(
k +
G2
q
)
= e−iβχ−
2χ
3 cBβ(k)
(C1d)
8Real Space translations,
Ta1cµα(k)T†a1 = e
ik·a1cµα(k) (C2a)
Ta2cµα(k)T†a2 = e
ik·a1+iµχ3 cµ[α+1]
(
k− G1
q
)
(C2b)
where, [α+ 1] = (α+ 1)mod q and α ∈ [0, q − 1].
Rotation by pi about a bond center,
RpicAα(k)R†pi = e
−i(k+G1q )·dcBα′
(
−k− G1
q
)
(C3a)
RpicBα(k)R†pi = e−ik·dcAα′
(
−k− G1
q
)
(C3b)
Where, α′ = (1− δα,0)(q − α) and d = yˆ√
3
2pi
3 rotation about an A lattice point mixes multiple k
points,
k′γ = kR +
G2
2q
(q + 1) + γ
G1
q
(C4)
where kR is k rotated by
2pi
3 .
For q an odd number, we have:
R 2pi
3
cAβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iχ2 β
′(β′−1)
×cAβ′
(
kR +
γ
q
G1
)
(C5a)
R 2pi
3
cBβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′+1)(β+β′+1)+iχ2 β
′(β′+1)
×e−iχ γ3 cBβ′
(
kR +
γ
q
G1
)
(C5b)
For q an even number, we have:
R 2pi
3
cAβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iχ2 β
′2
×cAβ′
(
kR +
G2
2q
+
γ
q
G1
)
(C6a)
R 2pi
3
cBβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′+1)(β+β′+1)+iχβ′(1+ β
′
2 )
×e−iχ γ−13 cBβ′
(
kR +
G2
2q
+
γ
q
G1
)
(C6b)
The expressions for the Dirac points, and the restric-
tion of the rotation operators particular Dirac points,
naturally fall into two classes, those for q odd, and those
for q even.
Appendix D: Dirac points and R 2pi
3
for q odd
The Dirac points are,
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q − 1)yˆ (D1)
where, n ∈ [0, q − 1] and K′n = −Kn.
R 2pi
3
cAβ(Kn)R†2pi
3
=
1
q
∑
γ,β′
e−iχ(γ+β
′)(β+β′)+iχ2 β
′(β′−1)
× e−il2χβ′cAβ′(Kn′)
(D2)
R 2pi
3
cBβ(Kn)R†2pi
3
=
1
q
∑
γ,β′
e−iχ(γ+β
′+1)(β+β′+1)+iχ2 β
′(β′+1)
× e− iχγ3 + 2piil13 −il2χβ′− 2il2χ3 cBβ′(Kn′)
(D3)
where,
l2(n) = n− q + 1
2
(D4a)
n′(n, γ) =
[
q − 1
2
+ γ
]
∈ [0, q − 1] (D4b)
l1(n) =
{
0, if, γ ≤ q−12
1, otherwise
(D4c)
Appendix E: Dirac points and R 2pi
3
for q even
The location of the Dirac points are
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q + 1)yˆ (E1)
where, n ∈ [0, q − 1] and K′n = −Kn. Effect of all other
operation remain the same as in the odd q case except
for the 2pi/3 rotations.
R 2pi
3
c
(Kn)
Aβ R
†
2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iβ′2χ/2
×e−il2χβ′c(Kn′ )Aβ′
(E2a)
R 2pi
3
c
(Kn)
Bβ R
†
2pi
3
=
1
q
q−1∑
γ,β′=0
e
−iχ
[
(γ+β′+1)(β+β′+1)−β′(1+ β′2 )
]
×e−iχ (γ−1)3 −il2χβ′− 2il2χ3 + 2piil13 c(Kn′ )Bβ′
(E2b)
9with,
l2(n) = n− q
2
+ 1 (E3a)
n′(n, γ) =
[q
2
+ γ
]
∈ [0, q − 1] (E3b)
l1(n) =
{
0, if, γ ≤ q2 − 1
1, otherwise
(E3c)
Appendix F: RA(n) and RB(n)
The matrix that rotates the wavefunction into itself
(multiplying with
√
q makes it unitary), for q odd and
n = q−12 :
RA(β, β
′) =
1
q
e−iχββ
′−iχ2 β′(β′−1) (F1a)
RB(β, β
′) =
1
q
e−iχβ(β
′+1)−iχ2 β′(β′+1)−iχ3 (F1b)
Similarly, for q even and n = q2 :
RA(β, β
′) =
1
q
e−iχββ
′−iχ2 β′2−iχβ′ (F2a)
RB(β, β
′) =
1
q
e
−iχ
[
β(β′+1)+ β
′2
2 +2β
′
]
−i 4χ3 (F2b)
Appendix G: Rhim-Park Wavefunction
We can solve the wave function for the nearest-
neighbor Hamiltonian using the methods used by Rhim
and Park23. Using Bloch’s theorem we can say that the
wave function must have the form
ψA(n1, ql2 + α) = e
ik·rAα(n1,l2)ψAα(k) (G1a)
ψB(n1, ql2 + α) = e
ik·rBα(n1,l2)ψBα(k) (G1b)
For the zero energy eigenstate from the Hamiltonian we
can write,
ψB(n1, n2) + ψB(n1, n2 − 1)
+ eiχn2ψB(n1 + 1, n2 − 1) = 0
(G2a)
ψA(n1, n2) + ψA(n1, n2 + 1)
+ e−iχ(n2+1)ψA(n1 − 1, n2 + 1) = 0
(G2b)
Thus using recursion relation we can write,
ψAβ(k) =
{
β∏
α=0
−e−ik2
1 + e−i(k1+αχ)
}
ψA0(k) (G3a)
ψBβ(k) =
{
β∏
α=0
−e−ik2
(
1 + ei(k1+αχ)
)}
ψB0(k)
(G3b)
where k1 = k · a1 and k2 = k · a2. Now from the self-
consistency for Bloch functions gives the condition on
the k momentum values at which the zero-energy states
exist. The conditions are,
{
q−1∏
α=0
−e−ik2
1 + e−i(k1+αχ)
}
= 1 (G4a){
q−1∏
α=0
−e−ik2
(
1 + ei(k1+αχ)
)}
= 1 (G4b)
The solutions forms a honeycomb lattice in the mo-
mentum space. They consist of two sets,
kIx = −pi +
2pij1
q
+
pi
3q
(G5a)
kIy = pi
√
3 +
2pi
q
√
3
(2j2 − j1)− pi
q
√
3
(G5b)
and
kIIx = −pi +
2pij1
q
− pi
3q
(G6a)
kIIy = pi
√
3 +
2pi
q
√
3
(2j2 − j1) + pi
q
√
3
(G6b)
Where j1, j2 can be any integer.
Appendix H: Symmetry action in the low energy
space
Using the Rhim-Park wave function we can derive the
action of the symmetry operations in the low energy
space.
Let us start with translations.
Ta1dA(Kn)T†a1 = e
iKn·a1dA(Kn) (H1a)
Ta1dB(Kn)T†a1 = e
iKn·a1dB(Kn) (H1b)
Ta2dµ(Kn)T†a2 = e
i
(
Kn·a2+µχ3 +
µδn,02pi
3
)
eφ
Ta2 (Kn)dA(Kn)
(H2)
Where,
φTa2 (Kn) =

2n+q−1
2q pi for q odd
2n+q+1
2q pi for q even
(H3)
Now, consider the pi rotation about center of a vertical
bond Rpi.
RpidA(Kn)R†pi = e
−i(Kn+G1q )·d+i
2piδn,q−1
3 dB(K
′
n+1)
(H4a)
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RpidB(Kn)R†pi = e−i(Kn)·ddA(K′n+1) (H4b)
Now for the 2pi3 rotation R 2pi3 . This is the most compli-
cated of all because it maps a particular Dirac point to
a linear combination of all Dirac points with the same
winding number. The results we quote below are empiri-
cal in the sense that we have not been able to prove them:
rather, we fitted the action of R 2pi
3
on the Rhim-Park
wavefunctions to an analytic form, and checked them for
many values of q.
R 2pi
3
dA(Kn)R†2pi
3
=
1√
q
∑
n′
eiφ
R 2pi
3
A (n,n
′)dA(Kn′) (H5a)
R 2pi
3
dB(Kn)R†2pi
3
=
1√
q
∑
n′
eiφ
R 2pi
3
B (n,n
′)dB(Kn′) (H5b)
where,
φ
R 2pi
3
A (n, n
′) =
pi
12q
[
(4− 5q + q2) + 24nn′
+ 6(n2 + n′2)− 6(q − 2)(n+ n′)
]
(H6a)
φ
R 2pi
3
B (n, n
′) =
pi
12q
[
(4− 13q + q2) + 24nn′
+ 6(n2 + n′2) + (4− 6q)n+ (20− 6q)n′
]
(H6b)
Finally the action of the chiral symmetry on the low
energy subspace.
SdA(Kn)S−1 = d†A(Kn) (H7a)
SdB(Kn)S−1 = −d†B(Kn) (H7b)
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