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Abstract—Real-time, guaranteed safe trajectory planning is
vital for navigation in unknown environments. However, real-time
navigation algorithms typically sacrifice robustness for computa-
tion speed. Alternatively, provably safe trajectory planning tends
to be too computationally intensive for real-time replanning. We
propose FaSTrack, Fast and Safe Tracking, a framework that
achieves both real-time replanning and guaranteed safety. In
this framework, real-time computation is achieved by allowing
any trajectory planner to use a simplified planning model of the
system. The plan is tracked by the system, represented by a more
realistic, higher-dimensional tracking model. We precompute the
tracking error bound (TEB) due to mismatch between the two
models and due to external disturbances. We also obtain the
corresponding tracking controller used to stay within the TEB.
The precomputation does not require prior knowledge of the
environment. We demonstrate FaSTrack using Hamilton-Jacobi
reachability for precomputation and three different real-time
trajectory planners with three different tracking-planning model
pairs.
I. INTRODUCTION
In autonomous dynamical systems, safety and real-time
planning are both crucial for many applications. This is
particularly true when environments are a priori unknown,
because replanning based on updated information about the
environment is often necessary. However, achieving safe nav-
igation in real time is difficult for many common dynamical
systems due to the computational complexity of generating
and formally verifying the safety of dynamically feasible
trajectories. To achieve real-time planning, many algorithms
use highly simplified model dynamics or kinematics to create
a nominal trajectory that is then tracked by the system using a
feedback controller such as a linear quadratic regulator (LQR).
These nominal trajectories may not be dynamically feasible
for the true autonomous system, resulting in a tracking error
between the planned path and the executed trajectory. This
concept is illustrated in Fig. 1, where the path was planned
using a simplified planning model, but the real dynamical
system cannot track this path exactly. Additionally, external
disturbances (e.g. wind) can be difficult to account for us-
ing real-time planning algorithms, causing another source of
tracking error. These tracking errors can lead to dangerous
situations in which the planned path is safe, but the actual
system trajectory enters unsafe regions. Therefore, real-time
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Fig. 1: Left: A planning algorithm uses a fast but simple
model (blue disk), to plan around obstacles (gray disks). The
more complicated tracking model (green plane) tracks the path.
By using FaSTrack the autonomous system is guaranteed to
stay within some TEB (black circle). Right: Safety can be
guaranteed by planning with respect to obstacles augmented
by the TEB (large black circles).
planning is achieved at the cost of guaranteeing safety. Com-
mon practice techniques augment obstacles by an ad hoc safety
margin, which may alleviate the problem but is performed
heuristically and therefore does not guarantee safety.
To attain fast planning speed while maintaining safety, we
propose the modular framework FaSTrack: Fast and Safe
Tracking. FaSTrack also allows planning algorithms to use a
simplified model of the system in order to operate in real time
using augmented obstacles. However, in FaSTrack, the ob-
stacle augmentation bound is rigorously computed and comes
with a corresponding optimal tracking controller. Together this
tracking error bound (TEB) and controller guarantee safety for
the autonomous system as it tracks the simplified plans (see
Fig. 1, right). We compute this bound and controller by mod-
eling the navigation task as a pursuit-evasion game between
a sophisticated tracking model (pursuer) and the simplified
planning model of the system (evader). The tracking model
accounts for complex system dynamics as well as bounded
external disturbances, while the simple planning model enables
the use of real-time planning algorithms. Offline, the pursuit-
evasion game between the two models can be analyzed using
any suitable method [2]–[4] to produce a TEB. To provide
a TEB for all states of the planning model through solving
a single pursuit-evasion game and to reduce the problem
dimensionality, TEB computations are performed using the
relative dynamics between the two models.
This results in a tracking error function that maps the
initial relative state between the two models to the TEB: the
maximum possible relative distance that could occur over time.
The TEB can be thought of as a “safety bubble” around the
planning model of the system that the tracking model of the
system is guaranteed to stay within.
The resulting TEB from this precomputation may converge
to an invariant set (i.e. the planning model cannot move
arbitrarily far away from the tracking model when both act
optimally), or may result in a time-varying set. Intuitively, a






















error bound increases by a known amount.
Because the tracking error is bounded in the relative state
space, we can precompute and store the optimal tracking
controller that maps the real-time relative state to the optimal
tracking control action for the tracking model to pursue the
planning model. The offline computations are independent of
the path planned in real time.
Online, the autonomous system senses local obstacles,
which are then augmented by the TEB to ensure that no
potentially unsafe paths can be computed. Next, any chosen
path or trajectory planning algorithm uses the simplified
planning model and the local environment to determine the
next planning state. The autonomous system (represented by
the tracking model) then finds the relative state between itself
and the next desired state. If this relative state is nearing the
TEB then it is plugged into the optimal tracking controller to
find the instantaneous optimal tracking control of the tracking
model required to stay within the error bound; otherwise,
any tracking controller may be used. In this sense, FaSTrack
provides a least-restrictive control law. This process is re-
peated for as long as the planning algorithm (rapidly-exploring
random trees, model predictive control, etc.) is active.
FaSTrack is modular, and can be used with any method
for computing the TEB together with any existing path or
trajectory planning algorithms. Any feature of the planning
algorithm, such as ability to account for time-varying obsta-
cles, is inherited when used in the FaSTrack framework. This
enables motion planning that is real-time, guaranteed safe, and
dynamically accurate. FaSTrack was first introduced in [1],
and is generalized here in a number of important ways.
First, we adopt definitions in [3] to refine the notion of
relative system to be much more general; in particular, the
new definition of relative state allows the pairing of a large
class of tracking and planning models.
Next, we introduce and prove the time-varying formulation
of FaSTrack, which uses time-varying tracking controllers to
provide a time-varying TEB (tvTEB). This has significant
practical impact, since the ability to obtain a tvTEB means that
the FaSTrack framework does not depend on the convergence
of pursuit-evasion games, which is in general not guaranteed
and computationally expensive to check.
Furthermore, for both the time-invariant and time-varying
cases, we provide mathematical proofs. Lastly, we demonstrate
the FaSTrack framework using three different real-time plan-
ning algorithms that have been “robustified” by precomputing
the TEB and tracking controller to demonstrate our framework.
Precomputation of the TEB and tracking control law for
each planning-tracking model pair is done in this paper by
solving a Hamilton-Jacobi (HJ) partial differential equation
(PDE), which provides globally optimal solutions for general
nonlinear systems. We encourage readers to refer to [3] for
TEB computations using SOS optimization, which can some-
times be more scalable, but provides locally optimal solutions
for systems with polynomial dynamics. The planning algo-
rithms used in our numerical examples are the fast sweeping
method (FSM) [5], rapidly-exploring random trees (RRT) [6],
[7], and model predictive control (MPC) [8], [9].
In the three examples, we also consider different tracking
and planning models, one of which utilizes the refined def-
inition of relative system, and another involving a tvTEB.
In the simulations, the system travels through a static envi-
ronment with constraints defined, for example, by obstacles,
while experiencing disturbances. The constraints are only fully
known through online sensing (e.g. once obstacles are within
the limited sensing region of the autonomous system). By
combining the TEB with real-time planning algorithms, the
system is able to safely plan and track a trajectory through
the environment in real time.
II. RELATED WORK
Motion planning is an active research area in the controls
and robotics communities [10]. In this section we will discuss
past work on path, kinematic, and dynamic planning. A major
current challenge is to find an intersection of robust and real-
time planning for general nonlinear systems. Sample-based
planning methods like rapidly-exploring random trees (RRT)
[6], probabilistic road maps (PRM) [7], fast marching tree
(FMT) [11], fast sweeping method [5] and many others [12]–
[14] can find collision-free paths through known or partially
known environments. While extremely effective in a number
of use cases, these algorithms are not designed to be robust
to model uncertainty or disturbances, and may not even use a
dynamic model of the system in the first place. Motion plan-
ning for kinematic systems can also be accomplished through
online trajectory optimization using methods such as TrajOpt
[15] and CHOMP [16]. These methods can work extremely
well in many applications, but are generally challenging to
implement in real time for nonlinear dynamic systems.
Model predictive control (MPC) has been a very successful
method for dynamic trajectory optimization [8]. However,
combining speed, safety, and complex dynamics is a difficult
balance to achieve. Using MPC for robotic and aircraft systems
typically requires model simplification to take advantage of
linear programming or mixed integer linear programming
[17]–[19]; robustness can also be achieved in linear systems
[20], [21]. Nonlinear MPC is most often used on systems that
evolve more slowly over time [22], [23], with active work
to speed up computation [24], [25]. Adding robustness to
nonlinear MPC is being explored through algorithms based
on min-max formulations and tube MPCs that bound output
trajectories around a nominal path (see [10] for references).
There are other methods of dynamic trajectory planning
that manage to cleverly skirt the issue of solving for optimal
trajectories online. One such class of methods involve motion
primitives [26], [27]. Other methods include making use
of safety funnels [28], or generating and choosing random
trajectories at waypoints [29], [30]. The latter methods have
been implemented successfully in many scenarios, but can
be risky in their reliance on finding combinations of pre-
computed or randomly-generated safe trajectories.
One notable real-time planning method that also involves
robustness guarantees is given by [31], in which a forward
reachable set for a high-fidelity model of the system is com-
puted offline and then used to prune motion plans generated
online using a low-fidelity model. The approach relies on
an assumed model mismatch bound; therefore our work has
potential to complement works such as [31] by providing the
TEB as well as a corresponding feedback tracking controller.
Recent work has considered using offline Hamilton-Jacobi
analysis to guarantee tracking error bounds, which can then
be used for robust trajectory planning [32].
A class of closely-related techniques define safe tubes
around a nominal dynamic trajectories by constructing control-
Lyapunov functions, which tend to be very difficult to compute
[33]. In recent years, methods involving using contraction the-
ory and numerous optimization techniques have enabled com-
putation of conservative approximations of control-Lyapunov
functions in the context of robust trajectory tracking [28],
[34]–[36].
Finally, some online control techniques can be applied to
trajectory tracking with constraint satisfaction. For control-
affine systems in which a control barrier function can be
identified, it is possible to guarantee forward invariance of the
desired set through a state-dependent affine constraint on the
control, which can be incorporated into an online optimization
problem, and solved in real time [37].
The work presented in this paper differs from the robust
planning methods above because FaSTrack is designed to be
modular and easy to use in conjunction with any path or
trajectory planner. Additionally, FaSTrack can handle bounded
external disturbances (e.g. wind) and work with both known
and unknown environments with obstacles.
III. PROBLEM FORMULATION
FaSTrack is a modular framework to plan and track a
trajectory (or path converted to a trajectory) online and in real
time. Planning is done using a relatively simple model of the
system, called the planning model. The planning model and
algorithm should be chosen to allow real-time planning.
On the other hand, tracking is achieved by a tracking
model that more accurately represents the autonomous system.
Practically, the tracking model should be chosen to consider
factors such as higher-order dynamics and disturbances. Under
the FaSTrack framework, a tracking error bound (TEB) is
computed to account for the mismatch between the planning
and tracking models to realize the benefits of both using
a simplified model and a higher-fidelity model. Although
this paper focuses on using the Hamilton-Jacobi method to
compute time-invariant and time-varying TEBs, in general
any method can be used under the FaSTrack framework. For
example, the authors in [3] use SOS optimization to achieve
better computational scalability.
The environment may contain static obstacles that are a
priori unknown and can be observed by the system within a
limited sensing range. In this section we define the tracking
and planning models, as well as the goals of the paper.
A. Tracking Model
The tracking model is a relatively accurate and typically
higher-dimensional representation of the autonomous system
dynamics. Let s ∈ S ⊆ Rns represent the states of the tracking
model. The evolution of the tracking model dynamics satisfies
the following ordinary differential equation (ODE):
ds
dt
= ṡ = f(s(t), us(t), d(t)), t ∈ [0, T ],
s(t) ∈ S, us(t) ∈ Us, d(t) ∈ D,
(1)
We assume that the tracking model dynamics f : S ×
Us × D → S is Lipschitz continuous in the system state s
for a fixed control and disturbance functions us(·), d(·). At
every time t, the control us is constrained by the compact set
Us ⊆ Rnus , and the disturbance d by the compact set D ⊆
Rnd . Furthermore, the control function us(·) and disturbance
function d(·) are measurable functions of time:
us(·) ∈ Us := {φ : [0, T ]→ Us, φ(·) is measurable}, (2)
d(·) ∈ D := {φ : [0, T ]→ D, φ(·) is measurable}. (3)
where Us and D represent the set of functions that respectively
satisfy control and disturbance constraints at all times. Under
these assumptions there exists a unique trajectory solving (1)
for a given us(·) ∈ Us, d(·) ∈ D [38]. The trajectories of (1)
that solve this ODE will be denoted as ξf (t; s, t0, us(·), d(·)),
where t0, t ∈ [0, T ] and t0 ≤ t. This trajectory notation
represents the state of the system at time t, given that the
trajectory is initiated at state s and time t0 and the applied
control and disturbance functions are us(·) and disturbance
d(·) respectively. These trajectories will satisfy the initial
condition and the ODE (1) almost everywhere:
d
dt
ξf (t; s0, t0, us(·), d(·)) =
f(ξf (t; s0, t0, us(·), d(·)), us(t), d(·)),
ξf (t0; s0, t0, us(·), d(·)) = s0.
Let G ⊂ S represent the set of goal states, and C ⊂ S
represent state constraints for all time. Often, C represents the
complement of obstacles that the system must avoid.
Running example: We introduce a running example for il-
lustration throughout the paper. In this example a car will have
to navigate through an environment with a priori unknown
obstacles (C{) towards a goal (G). The tracking model of the
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where (x, y, θ) represent the pose (position and heading) of
the 5D car model, and (v, ω) are the speed and turn rate. The
control of the 5D model consists of the linear and angular
acceleration, (a, α), and the disturbances are (dx, dy, da, dα).
The model parameters are chosen to be a ∈ [−0.5, 0.5], |α| ≤
6, |dx|, |dy|, |dα| ≤ 0.02, |da| ≤ 0.2.
B. Planning Model
The planning model is a simpler, lower-dimensional model
of the system. Replanning is necessary for navigation in
unknown environments, so the planning model is typically
constructed by the user so that the desired planning algorithm
can operate in real time.
Let p represent the state of the planning model, and let up
be the control. We assume that the planning state p ∈ P are
a subset of the tracking state s ∈ S, so that P is a subspace
within S. This assumption is reasonable since a lower-fidelity
model of a system typically involves a subset of the system’s
states. The dynamics of the planning model satisfy
dp
dt
= ṗ = h(p, up), t ∈ [0, T ], p ∈ P, up ∈ Up, (5)
with the analogous assumptions on continuity and compact-
ness as those for (1).
Note that the planning model does not include a disturbance
input. This is a key feature of FaSTrack: the treatment of
disturbances is only necessary in the tracking model, which
is modular with respect to any planning method. Therefore
we can and will assume that the planning model (and the
planning algorithm) do not consider disturbances. This al-
lows the algorithm to operate efficiently without the need to
consider robustness. If the planning algorithm does consider
disturbances then the added robustness of FaSTrack may result
in added conservativeness.
Let Gp ⊂ P and Cp ⊂ P denote the projection of G and C
respectively onto the subspace P . We will assume that Cp is a
priori unknown, and must be sensed as the autonomous system
moves around in the environment. Therefore, for convenience,
we denote the currently known, or “sensed” constraints as
Cp,sense(t). Note that Cp,sense(t) depends on time, since the
system may gather more information about constraints in the
environment over time. In addition, as described throughout
the paper, we will augment Cp,sense(t) according to the TEB
between the tracking and planning models. We denote the
augmented obstacles as Cp,aug(t).
Running example: For efficient planning use a simpler 3D






v̂ cos θ̂v̂ sin θ̂
ω̂
 , (6)
where (x̂, ŷ, θ̂) represent the pose (position and heading) of
the 3D car model. Here the speed v̂ is a constant, and the
turn rate ω̂ is the control. The planning model must reach its
goal Gp while avoiding obstacles represented by Cp,aug(t). The
model parameters are chosen to be v̂ = 0.1, |ω̂| ≤ 1.5.
C. Goals and Approach
Given system dynamics in (1), initial state s0, goal states
G, and constraints C such that Cp is a priori unknown and
determined in real time, we would like to steer the system
to G with formally guaranteed satisfaction of C, despite any
disturbances the system may experience.
To achieve this goal, FaSTrack decouples the formal safety
guarantee from the planning algorithm. Instead of having
the system, represented by the tracking model, directly plan
trajectories towards G, the system (represented by the tracking
model) “chases” the planning model of the system, which
may use any planning algorithm to obtain trajectories in real
time. The autonomous system is guaranteed to stay within
the TEB relative to the planning model, as we will prove in
Prop. 1, and arrive at its goal as long as the TEB is entirely
within the goal. Therefore, we set Gp,contr to be the projection
of G onto the subspace P and contracted by one TEB.
When the planning algorithm reaches Gp,contr, we know that
the autonomous system will be within G. Safety is formally
guaranteed through precomputation of the TEB along with a
corresponding optimal tracking controller, in combination with
augmentation of constraints based on this TEB. An illustration
of our framework is shown in Fig. 1.
IV. GENERAL FRAMEWORK
Details of the framework are summarized in Figs. 2, 3,
and 4. The purpose of the offline framework (Fig. 2) is to
generate a TEB and corresponding optimal tracking controller
that can be quickly and easily used by the online framework.
The planning and tracking model dynamics are used in the
reachability precomputation (described in sec. V), whose so-
lution is a value function that acts as the TEB function/look-up
table. The gradients of the value function comprise the optimal
tracking controller function/look-up table. These functions are
independent of the online computations and environment –
they depend only on the relative system state and dynamics
between the planning and tracking models, not on absolute
states along the trajectory at execution time.
Online, we start in the bottom-left corner of Fig. 3 to
determine the tracking model’s initial state (i.e. autonomous
system’s initial state). Based on this we initialize the planning
model such that the tracking model is within the TEB relative
to the planning model. The state of the planning model
is entered into a planning algorithm. Another input to the
Fig. 2: Offline framework. Output of offline framework shown
in red.
Fig. 3: Online framework. Components from offline computa-
tion shown in red.
planning algorithm is the set of augmented constraints Cp,aug.
These are acquired by updating constraints Cp and accordingly
updating the sensed constraints Cp,sense in the environment.
This can be done, for example, by sensing the environment for
obstacles. Next, Cp,sense is augmented by the precomputed TEB
using the Minkowski difference to produce the augmented
constraints Cp,aug. 1
In terms of obstacles in the environment, augmenting the
constraints by this margin can be thought of as equivalent to
wrapping the planning model of the system with a “safety
bubble”. The planning algorithm takes in the planning model
state and augmented constraints, and then outputs a next
desired state for the planning model towards Gp,contr. The
hybrid tracking controller block takes in this next planning
model state along with the current state of the tracking model.
Based on the relative state between these two models, the
hybrid tracking controller outputs a control signal to the
autonomous system. The goal of this control is to make the
autonomous system track the desired planning state as closely
as possible. This cycle continues as the planning algorithm
moves towards Gp,contr.
The hybrid tracking controller is expanded in Fig. 4 and
consists of two controllers: an optimal tracking controller
(also referred to as the safety controller) and a performance
controller. In general, there may be multiple safety and
performance controllers depending on various factors such as
observed size of disturbances, but for simplicity we will just
consider one safety and one performance controller in this
paper. The optimal tracking controller consists of a function
(or look-up table) computed offline by solving a HJ variational
inequality (VI) [39], and guarantees that the TEB is not
violated, despite the worst-case disturbance and worst-case
planning control. Although the planning model in general
does not apply the worst-case planning control, assuming
the worst allows us to obtain a trajectory-independent TEB
and an optimal tracking controller that is guaranteed safe.
Note that the computation of the value function and optimal
tracking controller is done offline; during online execution, the
table look-up operation is computationally inexpensive. The
1For a faster computation we typically expand each obstacle by the maxi-
mum distance of the TEB in each dimension as a conservative approximation.
memory required to store the value function is the same as
the memory required to compute it. This amount depends on
the grid resolution, whether the value function is finite time
horizon or infinite time horizon, and in the former case, the
length of the time horizon. We have specified the RAM usage
in each of our examples in Section VII.
Fig. 4: Hybrid controller. Components from offline computa-
tion are shown in red.
When the system is close to violating the TEB, the optimal
tracking controller must be used to prevent the violation. On
the other hand, when the system is far from violating the TEB,
any controller (such as one that minimizes fuel usage), can be
used. This control is used to update the autonomous system’s
state, and the process repeats. In the following sections we
will first explain the precomputation steps taken in the offline
framework. We will then walk through the online framework.
Finally, we will present three numerical examples.
V. OFFLINE COMPUTATION
The offline computation begins with setting up a pursuit-
evasion game [2], [40] between the tracking model and the
planning model of the system. In this game, the tracking model
will try to “capture” the planning model, while the planning
model is doing everything it can to avoid capture. In reality
the planning algorithm is typically not actively trying to avoid
the tracking model, but this allows us to account for worst-
case scenarios and more crucially, ensure that the TEB is
trajectory-independent. If both systems are acting optimally
in this way, we can determine the maximum possible tracking
error between the two models, which is captured by the value
function obtained from solving a Hamilton-Jacobi variational
inequality, as described below.
A. Relative System Dynamics
To determine the relative distance over time, we must first
define the relative system derived from the tracking (1) and
planning (5) models. The relative system is obtained by fixing
the planning model to the origin and finding the dynamics of
the tracking model relative to the planning model. Defining r
to be the relative system state, we write
r = Φ(s, p)(s−Qp) (7)
where Q matches the common states of s and p by augmenting
the state space of the planning model. The relative system
states r represent the tracking system states relative to the
planning states. The function Φ is a linear transform that
simplifies the relative system dynamics to be of the form
ṙ = g(r, us, up, d), (8)
which only depends on the relative system state r. A transform
Φ that achieves the relative system dynamics in the form of
(8) is often the identity map or the rotation map when the
autonomous system is a mobile robot; therefore, in this paper,
we assume that a suitable Φ is available. For general dynamical
systems, it may be difficult to determine Φ; a catalog of
tracking and planning models with suitable transforms Φ, as
well as a more detailed discussion of Φ, can be found in [3].
In addition, we define the error state e to be the relative
system state excluding the absolute states of the tracking
model, and the auxiliary states η to be the relative system
state excluding the error state. Hence, r = [e, η]ᵀ.
Running example: We must determine the relative system
state between our 5D tracking and 3D planning models of the
car. We define the relative system state to be (xr, yr, θr, v, ω),
such that the error state e = [xr, yr, θr]ᵀ is the position and
heading of the 5D model in the reference frame of the 3D
model, and the auxiliary state η = [v, ω]ᵀ represents the speed
and turn rate of the 5D model. The relative system state r =
[e, η]
ᵀ, tracking model state s, and planning model state p are











































where 0, I denote the zero and identity matrices of the indi-
















−v̂ + v cos θr + ω̂yr + dx





More examples of relative systems are in Section VII.
B. Formalizing the Pursuit-Evasion Game
Given the relative system dynamics between the tracking
and planning models, we would like to compute a guaranteed
TEB between these models. This is done by first defining an
error function l(r) in the relative state space. One simple error
function is the squared distance to the origin, which is shown
in Fig. 5 (top left, blue hatch surface), and is used when one
is concerned only with the tracking error in position.
When we would like to quantify the tracking error for
more planning states (for example, error in angular orientation
between the two models), the error function can be defined
over these states as well. For example, the error function seen
in Fig. 6 is defined in both position and velocity space; Fig. 10
shows yet another error function defined using the one-norm
of the displacement between the two models. In our pursuit-
evasion game, the tracking model tries to minimize the error,
while the planning model and any disturbances experienced
by the tracking model try to maximize.
Before constructing the pursuit-evasion game we must first
define the method each player must use for making decisions.
We define a strategy for planning model as the mapping
γp : Us → Up that determines a planning control based
on the tracking control. We restrict γ to non-anticipative
strategies γp ∈ Γp(t), as defined in [2]. We similarly define
the disturbance strategy γd : Us → D, γd ∈ Γd(t).
We compute the highest cost that this game will ever attain
when both players are acting optimally. This is expressed
through the following value function:
Fig. 5: Value function and TEB for the running example in
(9) and (10). Top Left: projected slice (θr = π/2) of the error
function (blue hatch) and converged value function (magenta).
The minimum value V of the converged value function is
marked by the black plane; the slice of the value function at V
determines the TEB (pink set), also shown on the bottom left.
Right: the full TEB (no longer projected) in the error states.
Note that the slice shown on the bottom left corresponds to
the slice marked by the magenta plane at θr = π/2.
ttt
Fig. 6: Time-varying value function (left) and TEBs (right)
for the 8D quadrotor tracking 4D double integrator example
in Section VII-C. The value function and the TEB varies with
τ , which represents time into the future. The size of the TEB
increases with τ because the disturbance and planning control
may drive the error states farther and farther from the origin
over time. The error states shown are the relative position xr
and velocity vx,r. Note that V (r, 0) = l(r).









ξg(t; r, 0, us(·), γp[us](·), γd[us](·))
)}
(11)
The value function can be computed via existing methods
in HJ reachability analysis [2], [39]. Adapting the formulation
in [39] and taking a convention of negative time in the
backward reachability literature [41], [42], we compute the








∇Ṽ · g(r, us, up, d),
l(r)− Ṽ (r, t)
}
= 0, t ∈ [−T, 0], (12)
Ṽ (r, 0) = l(r),
from which we obtain the value function, V (r, t) = Ṽ (r,−t).
There are many methods for solving this HJ variational in-
equality, including the level set toolbox [43].
If the planning model is “close” to the tracking model and/or
if the control authority of the tracking model is powerful
enough to always eventually remain within some distance from
the planning model, this value function will converge to an
invariant solution for all time, i.e. V∞(r) := limT→∞ V (r, T ).
Because the planning model is user-defined, convergence can
often be achieved by tuning the planning model.
However, there may be tracking-planning model pairs for
which the value function does not converge. In these cases
the value function provides a finite time horizon, time-varying
TEB, an example of which is shown in Fig. 6. Thus, even when
convergence does not occur we can still provide time-varying
safety guarantees. In the rest of this paper, we will focus on
the more general time-varying TEB case for clarity, and leave
discussion of the time-invariant TEB case in the Appendix.
Our numerical examples will demonstrate both cases.
Running example: We will set the cost to l(r) = x2r + y2r ,
squared distance to the origin in position space. This means we
would like the system to stay within an (xr, yr) bound relative
to the planning model, and ignore relative angle. We initialize
equation (12) with this cost function and the relative system
dynamics (10). We propagate the HJ variational inequality
using the level set method toolbox until convergence or until
we reach the planning horizon. In this case the value function
converges to V∞ as seen in Fig. 7.
In Section V-C, we formally prove that sublevel sets of
V (r, t) provide the corresponding time-varying TEBs B(t) for
the finite time horizon case. The analogous result for the time-
invariant, infinite time horizon case is proven in the appendix.
The optimal tracking controller is obtained from the value
function’s spatial gradient [2], [39], [42], ∇V (r, t), as




∇V (r, t) · g(r, us, up, d)
(13)
To ensure the relative system remains within the TEB, we
also note that the optimal (worst-case) planning control u∗p and




(r, t) = arg max
up∈Up,d∈D
∇V (r, t) · g(r, u∗s, up, d) (14)
For system dynamics affine in the tracking control, planning
control, and disturbance, the optimizations in (13) and (14) are
given analytically, and provide the optimal solution to (11). In
practice, the gradient ∇V is saved as look-up tables over a
grid representing the state space of the relative system.
C. Error Bound Guarantee via Value Function
Prop. 1 states the main theoretical result of this paper2: every
level set of V (r, t) is invariant under the following conditions:
1) The tracking model applies the control in (13) which
tries to track the planning model;
2) The planning model applies the control in (14) which
tries to escape from the tracking model;
3) The tracking model experiences the worst-case distur-
bance in (14) which tries to prevent successful tracking.
In practice, since the planning control and disturbance are
a priori unknown and are not directly controlled by the
tracking model, conditions 2 and 3 may not hold. In this
case, our theoretical results still hold; in fact, the absence
2The analogous infinite time horizon case is proven in the Appendix
of conditions 2 and 3 is advantageous to the tracking model
and makes it “easier” to stay within its current level set of
V (r, t). The smallest level set corresponding to the value
V := minr V (r, T ) can be interpreted as the smallest possible
tracking error of the system. The TEB is given by the set3
B(τ) = {r : V (r, T − τ) ≤ V }. (15)
Recall that we write the relative system state as r = (e, η),
where e, η are the error and auxiliary states. Therefore, the
TEB in the error state subspace is given by projecting away
the auxiliary states η in B(τ):
Be(τ) = {e : ∃η, V (e, η, T − τ) ≤ V } (16)
This is the TEB that will be used in the online framework
as shown in Fig. 3. Within this bound the tracking model may
use any controller, but on the boundary4 of this bound the
tracking model must use the optimal tracking controller. In
general, the TEB is defined as a set in the error space, which
allows the TEB to not only be in terms of position, but any
state of the planning model such as velocity, as demonstrated
in the example in Section VII-C.
We now formally state and prove the proposition.
Proposition 1: Finite time horizon guaranteed TEB.
Given t ∈ [0, T ],
∀t′ ∈ [t, T ], r ∈ B(t)⇒ ξ∗g(t′; r, t) ∈ B(t′), where (17a)
ξ∗g(t
′; r, t) := ξg(t
′; r, t, u∗s(·), u∗p(·), d∗(·))), (17b)


















′; r, t, us(·), γp[us](·), d∗(·)))
} (17d)










′; r, t, us(·), γp[us](·), γd[us](·)))
} (17e)
Proof: We first show that given t ∈ [0, T ],
∀t′ ∈ [t, T ], V (r, T − t) ≥ V (ξ∗g(t′; r, t), T − t′) (18)
This follows from the definition of value function.
V (r, T − t) = max
τ∈[0,T−t]
l(ξ∗g(τ ; r, 0)) (19a)
= max{ max
τ∈[0,t′−t]
l(ξ∗g(τ ; r, 0)),
max
τ∈[t′−t,T−t]
l(ξ∗g(τ ; r, 0))} (19b)
≥ max
τ∈[t′−t,T−t]
l(ξ∗g(τ ; r, 0)) (19c)
= max
τ∈[0,T−t′]











′; r, t), 0)) (19f)
= V (ξ∗g(t
′; r, t), T − t′) (19g)
Explanation of steps:
3In practice, since V is obtained numerically, we set B(τ) = {r : V (r, T−
τ) ≤ V + ε} for some suitably small ε > 0.
4Practical issues arising from sampled data control can be handled using
methods such as [44]–[46] and are not the focus of our paper.
• (19a), (19g): by definition of value function, after shifting
the time interval in (17c) to (17e) from [t, T ] to [0, T−t].
• (19b): rewriting maxτ∈[0,T−t] by splitting up the time
interval [0, T − t] into [0, t′ − t] and [t′ − t, T − t]
• (19c): ignoring first argument of the outside max operator
• (19d): shifting time reference by t − t′, since dynamics
are time-invariant
• (19e): splitting trajectory ξ∗g(τ ; r, t − t′) into two stages
corresponding to time intervals [t− t′, 0] and [0, τ ]
• (19f): shifting time reference in ξ∗g(0; r, t−t′) by t′, since
dynamics are time-invariant
Now, we finish the proof as follows:
r ∈ B(t)⇔ V (r, T − t) ≤ V (20a)
⇒ V (ξ∗g(t′; r, t), T − t′) ≤ V (20b)
⇔ ξ∗g(t′; r, t) ∈ B(t′), (20c)
where (18) is used for the step in (20b). 
D. Discussion
1) Worst-case assumptions: Prop. 1 assumes that the plan-
ning control up and disturbance d are optimally maximizing
the value function V , and thereby increasing the size of the
TEB B. Despite this, (17a) still holds. In reality, up and d do
not behave in a worst-case fashion, and it is often the case that
when t′ ≥ t, we have r ∈ B(t)⇒ ξg(t′; r, t) ∈ B(τ) for some
τ ≤ t′. Thus, one can “take advantage” of the suboptimality of
up and d by finding the earliest τ such that ξg(t′; r, t) ∈ B(τ)
in order to have the tighter TEB over a longer time-horizon.
2) Relationship to reachable sets: Prop. 1 is similar to
well-known results in differential game theory with a different
cost function [47], and has been utilized in the context of
interpreting the subzero level set of V as a backward reachable
set for tasks such as collision avoidance [2]. In this work we
do not assign special meaning to any particular level set, and
instead consider all level sets at the same time. This allows us
to effectively solve many simultaneous reachability problems
in a single computation, removing the need to check whether
resulting invariant sets are empty, as was done in [32].
3) Relationship to control-Lyapunov functions: One inter-
pretation of (16) is that V (r, T − t) is a control-Lyapunov
function for the relative dynamics between the tracking model
and the planning model, and any level set of V (r, T − t) is
invariant. It should be noted that computing control-Lyapunov
functions for general nonlinear systems is difficult. In addition,
the relative system trajectories are guaranteed to remain within
the initial level set despite the worst-case disturbance. In the
absence of any information about, for example, the intent of
the planning system, such a worst-case assumption is needed.
4) Guaranteed stability under switching controllers: Sup-
pose that the relative system state r(t) is in the interior of
some α-sublevel set of V , {r : V (r, T − t) ≤ α}, for any
α, t. Then, As long as the optimal tracking control is applied
whenever V (r(t′), T−t′) = α (at any time t′ ≥ t), the relative
state r(s) would remain inside {r : V (r, T − s) ≤ α} for all
s ≥ t′. This means that when V (r(t), t) < α, any controller
can be used without affecting the stability in the sense of the
relative system remaining inside some α sublevel set of V .
Switching to the optimal controller whenever V (r(t′), t′) = α
guarantees stability regardless of controller switching.
Running example: In this example we have computed a
converged value function V∞. The corresponding TEB can
be found using (29) in the Appendix. We can similarly find
the TEB projected onto the planning states using (30). The
minimum of the value function was approximately V = 0.004,
and the size of the TEB in (xr, yr) space is approximately
0.065. The converged value function and TEB can be seen
in Fig. 7. The corresponding optimal tracking controller is
obtained by plugging the gradients of our converged value
function and our relative system dynamics into (27).
VI. ONLINE COMPUTATION
Algorithm 1 describes the online computation. Lines 1 to
3 indicate that the value function V (r, t′′), the gradient ∇V
from which the optimal tracking controller is obtained, as well
as the TEB sets B,Be are given from offline precomputation.
Lines 4-6 initialize the computation by setting the planning
and tracking model states such that the relative system state
is inside the TEB B.
Algorithm 1: Online Trajectory Planning
1: Given:
2: V (r, t′′), t′′ ∈ [0, T ] and gradient ∇V (r, t′′)
3: B(t′), t′ ∈ [0, T ] from (15), and Be from (16)
4: Initialization:
5: Choose p, s such that r ∈ B(0)
6: Set initial time: t← 0.
7: while Planning goal is not reached OR planning horizon
is exceeded do
8: TEB Block:
9: Look for the smallest τ such that r ∈ B(τ)
10: Cp,aug(t+ t′)← Cp,sense 	 Be(τ + t′)
11: Path Planning Block:
12: pnext ← nextState(p, Cp,aug)
13: Hybrid Tracking Controller Block:
14: rnext ← Φ(s, p)(s−Qpnext)
15: if rnext is on boundary Be(t) then
16: use optimal tracking controller: us ← u∗s in (13)
17: else
18: use performance controller:
19: us ← desired controller
20: end if
21: Tracking Model Block:
22: apply control us to vehicle for a time step of ∆t
23: the control us and disturbance d bring the system to a
new state s according to (1)
24: Planning Model Block:
25: update planning state, p← pnext, from Line 12
26: check if p is at planning goal
27: Update time:
28: t← t+ ∆t
29: end while
The TEB block is shown on lines 8-10. The sensor de-
tects obstacles, or in general constraints, Cp,sense(·) within
the sensing region around the vehicle. If the user allows the
planning model to instantaneously stop, then for the static
environments explored in this paper the sensing region must
be large enough to sense any obstacles within one TEB of the
planning algorithm. Thus, the set representing the minimum
allowable sensing region5 is M = {Be(T )}
⊕
FRS(δt),
where FRS(δt) is the forward reachable set of the planning
model for one time step of planning (i.e. the largest step in
space that the planning algorithm can make in one time step).
When using sensors that perceive some fixed radius in position
5T →∞ for the infinite time horizon case.
in all directions, the required radius is simply the maximum
distance of the TEB summed with the maximum distance the
planning algorithm can cover in one time step.
Note that for time-varying TEBs with long time horizons
this sensing requirement can be fairly restrictive depending on
the maximum size of the time-varying TEB. If the planning
model is not allowed to stop instantaneously, recursive safety
can be ensured by methods such as [48], [49]. FaSTrack
applied to dynamic environments with humans is explored in
[50], [51], and is paired with work on sequential trajectory
tracking [52] to handle multi-human, multi-robot environments
[53].
Constraints are defined in the state space of the planning
model, and therefore can represent constraints not only in po-
sition but also in, for example, velocity or angular space. One
can either augment the constraints by the TEB, or augment the
planning algorithm by the TEB. Augmenting either planning
algorithms or constraints by some buffer is common practice
in motion planning. The decision on which to augment falls
to the user based on the planning method used. Augmenting
the planning algorithm requires computing the intersection of
sets between the TEB and the constraints (as done in [50],
[53]). Augmenting the constraints instead requires using the
Minkowski difference, denoted “	.” If the TEB is a compli-
cated shape for which computing the Minkowski difference
is difficult, one can reduce computational speed by simply
expanding the constraints by the maximum distance of the
TEB in each dimension (this will result in a more conservative
approximation of the unsafe space).
The path planning block (lines 11-12) takes in the planning
model state p and the augmented constraints Cp,aug, and outputs
the next state of the planning model pnext through the function
nextState(·, ·). As mentioned, FaSTrack is agnostic to the
planning algorithm used, so we assume that nextState(·, ·) has
been provided. The hybrid tracking controller block (lines 13-
20) first computes the updated relative system state rnext. If
the rnext is on the boundary of the TEB Be(0), the optimal
tracking controller given in (27) must be used to remain within
the TEB. If the relative system state is not on the tracking
boundary, a performance controller may be used. For the
example in Section VII the safety and performance controllers
are identical, but in general this performance controller can suit
the needs of the individual applications.
The control u∗s is then applied to the physical system in
the tracking block (lines 21-23) for a time period of ∆t. The
next state is denoted snext. Finally, the planning model state is
updated to pnext in the planning model block (lines 24-26). We
repeat this process until the planning goal has been reached.
VII. NUMERICAL EXAMPLES
In this section, we demonstrate the FaSTrack framework
in three numerical simulation examples that respectively
represent dynamic programming-based, sampling-based, and
optimization-based planning algorithms: (1) a 5D car tracking
a 3D car model with the FSM planning algorithm, (2) a
10D quadrotor tracking a single integrator model with the
RRT planning algorithm, and (3) an 8D quadrotor tracking
a double integrator model with the MPC planning algorithm.
In each example, obstacles in the environment are a priori
unknown, and are revealed to the vehicle when they are
“sensed,” i.e. come within the minimum allowable sensing
distance. Whenever the obstacle map is updated, the planning
algorithm replans a trajectory in real time. In this paper, the
details of sensing are kept as simple as possible; we aim
to only demonstrate our framework for real-time guaranteed
safe planning and replanning. In general, any other planning
algorithm can be used for planning in unknown environments,
as long as planning and replanning can be done in real time.
For each example, we first describe the tracking and plan-
ning models. Next, we present the relative dynamics as well
as the precomputation results. Afterwards, we briefly describe
the planning algorithm and how obstacles are sensed by the
vehicle. Finally, we show trajectory simulation results.
A. Running Example: 5D car-3D car example with FSM
For our first example, we continue our running example
of the 5D tracking model and 3D planning model of an
autonomous car. We will demonstrate the combination of fast
planning and provably robust tracking by combining the fast
sweeping method (FSM) [5] with our computed TEB. FSM is
an efficient optimal control-based planning algorithm for car-
like systems, and provides numerically convergent globally
optimal trajectory in real time. In this example, we use FSM
to perform real-time planning for the 3D kinematic car model,
whose trajectory is tracked by the 5D car model.
1) Offline computation: As stated in Sec. V, we computed
the converged value function V∞(r), which is shown in Fig. 7,
with V = 0.004, and Bp,∞ = 0.065. The top left plot of Fig.
7 shows the TEB Bp,∞ in green. The tracking model must
apply the optimal control when it is on the green boundary.
The cross-sectional area of the TEB is the largest at θr = 0, π,
because at these θr values the 5D car model is either aligned
with or opposite to the 3D car model. Since the 5D car is able
to move both forward and backward, these two alignments
make tracking the easiest. For the same reasoning, the cross
sectional area is the smallest at θr = −π/2, π/2, etc.
The magenta and cyan planes indicate slices of the TEB
at θr = π/2,−3π/4, respectively. With these θr values fixed,
corresponding projections of the value function onto (xr, yr)
space are shown in the top right and bottom left plots. Here,
V is shown as the gray plane, with the intersection of the gray
plane and the value function projection shown by the curve
in the 0-level plane. These curves are slices of Bp,∞ at the
θr = π/2,−3π/4 levels.
Computation was done on a desktop computer with an Intel
Core i7 5820K processor, on a 31× 31× 45× 27× 47 grid,
and took approximately 23 hours and required approximately
2 GB of RAM using a C++ implementation of level set
methods for solving (12). A 5D computation is at the limit
of computational tractability using the HJ method. Fortunately,
FaSTrack is modular with respect to the method for computat-
ing the TEB, and we are exploring techniques for computing
TEBs for higher-dimensional systems through sum-of-squares
optimization [3] and approximate dynamic programming [4].
2) Online sensing and planning: The simulation showing
the combination of tracking and planning is shown in Fig. 8.
The goal of the system, the 5D car, is to reach the blue circle
at (0.5, 0.5) with a heading that is within π/6 of the direction
indicated by the arrow inside the blue circle, π/2. Three
initially unknown obstacles, whose boundaries are shown in
dotted black, make up the constraints Cp.
While planning a trajectory to the goal, the car also senses
obstacles. For this example, we chose a simple virtual sensor
that reveals obstacles within a range of 0.5 and in front of the
vehicle within an angle of π/6, depicted as the light green fan.
When a portion of the unknown obstacles is within this region,
that portion is made known to the vehicle, and is shown in
red. These make up the sensed constraints Cp,sense. To ensure
that the 5D car does not collide with the obstacles despite
Fig. 7: Infinite time horizon TEB (top left), two slices of the
value function at θr = π/2,−3π/4 (top right, bottom left),
and corresponding TEB slices (bottom right) for the running
example (5D car tracking 3D car) introduced in Section VII-A.
error in tracking, planning is done with respect to augmented
constraints Cp,aug, shown in dashed blue.
Given the current planning constraints Cp,aug, the planning
algorithm uses the 3D planning model to generate a trajectory,
in real time using FSM, towards the goal. This plan is shown
in dotted red. The 5D system robustly tracks the 3D system
within the TEB in Fig. 7. Four time snapshots of the simulation
are shown in Fig. 8. In the top left subplot, the system has
sensed only a very small portion of the obstacles, and hence
plans a trajectory through an unknown obstacle to the target.
However, while tracking this initial trajectory, more of the L-
shaped obstacle is made known to the system, and therefore
the system plans around this obstacle, as shown in the top
right subplot. The bottom subplots show the system navigating
through sensed obstacles and reaching the goal at t = 23.9 s.
As explained in Fig. 4, when the tracking error is rela-
tively large, the autonomous system uses the optimal tracking
controller given by (27); otherwise, it uses a performance
controller. In this simulation, we used a simple LQR controller
on the linearized system when the tracking error is less than
a quarter of the size of the TEB. In general, this switching
condition is user-defined. The tracking error over time is
shown in Fig. 9. The red dots indicate the time points at which
the optimal tracking controller in (27) is used, and the blue
dots indicate the time points at which the LQR controller is
used. One can see that when the optimal tracking controller
is used, the error stays below 0.05, well below the predicted
TEB of 0.065, since the planning control and the disturbances
are not being adversarial. The disturbance was chosen to be
uniformly random within the chosen bounds.
The simulation was done in MATLAB on a desktop com-
puter with an Intel Core i7 2600K CPU. Time was discretized
in increments of 0.067 seconds, (15 Hz). Averaged over the
duration of the simulation, planning with FSM took approxi-
mately 66 ms per iteration, and obtaining the tracking control
from (27) took approximately 2 ms per iteration.
t = 3.5



































Fig. 8: Simulation of the 5D-3D example. As the vehicle
with 5D car dynamics senses new obstacles in the sensing
region (light green), the 3D model replans trajectories, which
are robustly tracked by the 5D system. Augmentation of the
constraints resulting from the obstacles ensures safety of the
5D system using the optimal tracking controller.




















Fig. 9: Tracking error bound over time for the 5D-3D example.
The red dots indicate that the optimal tracking controller is
used, while the blue dots indicate that an LQR controller for
the linearized system is used. The hybrid controller switches
from LQR to the optimal tracking controller whenever the
error exceeds 0.02. The tracking error is always well below
the predicted TEB of 0.065.
B. 10D quadrotor-3D single integrator example with RRT
Our second example involves a 10D near-hover quadrotor
[54] as tracking model and a single integrator in 3D space as
planning model. Planning is done using RRT, a well-known
sampling-based planning algorithm that quickly produces ge-
ometric paths from a starting position to a goal position [6],
[7]. Paths given by the RRT planning algorithm are converted
to time-stamped trajectories by placing a maximum velocity
in each dimension along the generated geometric paths.
The dynamics of tracking model and of the 3D single

































where quadrotor states (x, y, z) denote the position,
(vx, vy, vz) denote the velocity, (θx, θy) denote the pitch
and roll, and (ωx, ωy) denote the pitch and roll rates. The
controls of the 10D system are (ux, uy, uz), where ux and uy
represent the desired pitch and roll angle, and uz represents
the vertical thrust.
The 3D system controls are (v̂x, v̂y, v̂z), and represent the
velocity in each positional dimension. The disturbances in the
10D system (dx, dy, dz) are caused by wind, which acts on the
velocity in each dimension. The model parameters are chosen
to be d0 = 10, d1 = 8, n0 = 10, kT = 0.91, g = 9.81,
|ux|, |uy| ≤ π/9, uz ∈ [0, 1.5g], |v̂x|, |v̂y|, |v̂z| ≤ 0.5. The
disturbance bounds were chosen to be |dx|, |dy|, |dz| ≤ 0.1.
1) Offline computation: We define the relative system states
to consist of the error states, or relative position (xr, yr, zr),
concatenated with the rest of the state variables of the 10D














































The relative system dynamics given in (22) is decomposable
into three independent subsystems involving the sets of vari-
ables (xr, vx, θx, ωx), (xy, vy, θy, ωy), (zr, vz), allowing us to
choose the error function to be also in the decomposable form




r ), so that we can solve (12) tractably
since each subsystem is at most 4D [41].
The left subplot of Fig. 10 shows the projection of the value
function V onto the (xr, vx) space resulting from solving (12)
over an increasingly long time horizon. Starting from τ =
0, we have that l(r) = V (r, 0). As τ increases, the value
function evolves according to (12), and eventually converges
when τ reaches 3.5. This implies that V∞(r) = V (r, τ = 3.5),
since we would still obtain the same function even if we let τ
approach infinity. The horizontal plane shows V = 0.3, which
corresponds to a TEB of approximately 0.9.
The right subplot of Fig. 10 shows the V = 0.3 level set
of value function projection, which is the projection onto the
(xr, vx) space, of the TEB Be,∞. The range of xr provides
the TEB used for the planning algorithm, Bp,∞. The value
function and TEB in the (yr, vy, θy, ωy) and (zr, vz) spaces are
combined to form the 10D TEB, which is projected down to
the 3D positional space. For conciseness, these value functions
Fig. 10: Left: snapshots in time of the value function V (r, τ)
shown over dimensions xr and vx,r. Snapshots are from τ = 0
s (transparant dark red surface on bottom) to convergence at
τ = 3.5 s (sollid yellow surface on top). Right: 2D slice at
V∞(r) = 0.3 (corresponding to gray slice on the left). This is
the infinite horizon TEB, B∞(r) in the xr and vx,r dimensions.
are not shown; however, one can see the resulting TEB in Fig.
11 and 12 as the translucent blue box.
Offline computations were done on a laptop with an Intel
Core i7 4702HQ CPU using a MATLAB implementation
of level set methods [43] used for solving (12). The 4D
computations were done on a 61 × 61 × 41 × 41 grid, took
approximately 12 hours, and required approximately 300 MB
of RAM. The 2D computation in the (zr, vz) space was done
on a 101 × 101 grid, took approximately 15 seconds, and
required negligible RAM.
2) Online sensing and planning: The simulation involving
the 10D quadrotor model tracking the 3D single integrator is
shown in Fig. 11 and 12. Here, the system aims to start at
(x, y, z) = (−12, 0, 0) and reach (12, 0, 0). To best test our
method, we allow the wind disturbance to act adversarially,
resulting in worst-case wind conditions. Three rectangular
obstacles, which make up the constraints Cp, are present and
initially unknown. Before the obstacles are sensed by the
system, they are shown in light gray. As the 10D quadrotor
senses obstacles (when they are within 1.5 units from the
quadrotor), the portion of the obstacles that is within sensing
distance is revealed and shown in dark gray. To demonstrate
the flexibility of augmenting by the TEB, in this example
we show the TEB augmenting the planning algorithm rather
than the obstacles. Whenever new obstacles are revealed, the
planning algorithm replans a trajectory to the goal while
avoiding the augmented constraint set Cp,aug. This happens in
real time using RRT.
Fig. 11 shows the entire trajectory, with the end of the
trajectory being close to the goal position. The planning model
state is shown as a small green star, and the translucent red
box around it depicts the TEB: the tracking model position is
guaranteed to reside within this box. Therefore, as long as the
planning model plans in a way such that the TEB does not
intersect with the obstacles, the tracking model is guaranteed
to be safe. Due to the random nature of RRT, during the
simulation the system appears to randomly explore to look for
an unobstructed path to the obstacle; we did not implement
any exploration algorithms.
Fig. 12 shows three different time snapshots of the simu-
lation. At t = 8, the planning model has sensed a portion
of the previously unknown obstacles, and replans, so that the
path deviates from a straight line from the initial position to
the goal position. The subplot showing t = 47.7 is rotated to
show the trajectory up to this time from a more informative
view angle. Here, the system has safely passed by the first
Fig. 11: Simulation of the 10D quadrotor tracking a 3D single
integrator (position shown as green star inside translucent red
box). The dimensions x, y, z represent the length, width, and
height of the absolute state space. The system senses initially
unknown obstacles (light gray), which are revealed (revealed
parts shown in dark gray) as the system approaches them. An
LQR controller was used for tracking along the blue portions
of the trajectory, and the optimal tracking controller was used
along the red portions. Replanning is done in real time by
RRT when new obstacles are sensed. The TEB is shown as
the translucent red box, and is the set of positions that the




Fig. 12: Three time snapshots of the simulation in Fig. 11. The
full simulation can be seen at https://youtu.be/fR64 LMdieA.
planar obstacle, and is moving around the second. Note that the
TEB never intersects the obstacles, implying that the tracking
model is guaranteed to avoid collision with the obstacles, since
it is guaranteed to stay within the TEB. At t = 83.5, the
autonomous system safely passes by the last obstacle.
Fig. 13 shows the maximum tracking error, in the three
positional dimensions over time. The red points indicate the
time points at which the optimal tracking controller from Eq.
(27) was used; this is the optimal tracking controller depicted
in Fig. 4. The blue points indicate the time points at which
a performance controller, also depicted in Fig. 4, was used.
For the performance controller, we used a simple proportional
controller that depends on the tracking error in each positional
dimension; this controller is used whenever the tracking error





























































Fig. 13: Tracking error over time for the 10D-3D example. The
red dots indicate that the optimal tracking controller in (27) is
used, while the blue dots indicate that an LQR controller for
the linearized system is used. The tracking error stays below
the predicted TEB of 0.9 m, despite worst-case wind.
is less than a quarter of the TEB. From Fig. 13, one can
observe that the tracking error is always less than the TEB
implied by the value function.
The simulation was done in MATLAB on a desktop com-
puter with an Intel Core i7 2600K CPU. The time was
discretized in increments of 0.01. On average per iteration,
planning with RRT using a simple multi-tree RRT planning
algorithm implemented in MATLAB modified from [55] took
5 ms, and computing the tracking controller took 5.5 ms.
C. 8D quadrotor-4D double integrator example with MPC
In this section, we demonstrate the online computation
framework in Alg. 1 with an 8D quadrotor example and MPC
as the online planning algorithm. Unlike in Sections VII-A and
VII-B, we consider a planning-tracking model pair for which
the value funciton does not converge, so that the computation
instead provides a tvTEB. In addition, the TEB depends on
both position and speed, as opposed to just position. This is
to accomodate velocity bounds on the system.
First we define the 8D dynamics of the near-hover quadro-
tor, and the 4D dynamics of a double integrator, which serves































where the states, controls, and disturbances are the same as
the first 8 components of the dynamics in (21). The position
(x̂, ŷ) and velocity (v̂x, v̂y) are the states of the 4D system.
The controls are (âx, ây), which represent the acceleration in
each positional dimension. The model parameters are chosen
to be d0 = 10, d1 = 8, n0 = 10, kT = 0.91, g = 9.81,
|ux|, |uy| ≤ π/9, |âx|, |ây| ≤ 1, |dx|, |dy| ≤ 0.2.
1) Offline precomputation: We define the relative system
states to be the error states (xr, vx,r, yr, vy,r), which are the
relative position and velocity, concatenated with the rest of the
































As in the 10D-3D example in Section VII-B, the relative
dynamics are decomposable into two 4D subsystems, and so
computations were done in 4D space.
Fig. 6 shows the (xr, vx,r)-projection of value function
across several different times on the left subplot. The total
time horizon was T = 15, and the value function did not
converge. The gray horizontal plane indicates the value of V ,
which was 1.14. Note that with increasing τ , V (r, T − τ) is
non-increasing, as proven in Prop. 1. The right subplot of Fig.
6 shows the (xr, vx,r)-projection of the tvTEB. At τ = 0,
the TEB is the smallest, and as τ increases, the size of TEB
also increases, consistent with Proposition 1. In other words,
the set of possible error states (xr, vx,r) in the relative system
increases with time, which makes intuitive sense.
The tvTEB shown in Fig. 6 is used to augment planning
constraints in the x̂ and v̂x dimensions. Since we have chosen
identical parameters for the first four and last four states, the
TEB in the ŷ and v̂y dimensions is identical.
On a desktop computer with an Intel Core i7 5820K CPU,
the offline computation on a 81 × 81 × 65 × 65 grid with
75 time points took approximately 30 hours and required
approximately 17 GB of RAM.
2) Online sensing and planning: We use the MPC design in
[9] for online trajectory planning. It is formulated as a finite-







l(p̄k, ūk) + lf (p̄N − pf ) (25a)
subject to p̄0 = pinit, (25b)
p̄k+1 = h(p̄k, p̄k), (25c)
ūk ∈ U, p̄k ∈ Cp,aug(tk), (25d)
where l(·, ·) and lf (·) are convex stage and terminal cost func-
tions, the future states p̄k and inputs ūk are decision variables,
and N is the prediction horizon. The index tk = t0 + k∆tmpc
denotes for the internal time steps used in MPC, with t0
and ∆tmpc being the current time and the sampling interval
of MPC, respectively. Note that N and ∆tmpc are chosen
such that t0 + N∆tmpc ≤ T − τ with τ given by Step 9
in Algorithm 1 and T defined for TEB in (15). States of the
planning model are denoted by the variable p = (x̂, v̂x, ŷ, v̂y)
with current state pinit and terminal state pf . The planning
control is denoted by the variable u = (âx, ây). The dynamical
system h(·, ·) is set to be a zero-order hold discretized model
of the 4D dynamics in (23). The state and input constraints
are Cp,aug(tk) and U. Note that the time-varying constraint
Cp,aug(tk) contains the augmented state constraints:
p̄k ∈ Pk := P	 Be(tk), (26)
where P denotes the original state constraint, and Be(tk) is
the tracking error bound at tk.
For this example, we represent the augmented constraints
as the complement of polytopes, which makes the MPC
problem non-convex. We follow the approach presented in [9]
to compute a locally optimal solution that uses extra auxiliary
variables for each non-convex constraint. We use a horizon
N = 8 with sampling interval ∆tmpc = 0.2 s. The MPC
replans every 0.8 s. The control frequency is 10 Hz, i.e.
∆t = 0.1 for both the 4D planning and 8D tracking system.
The simulation showing the 8D quadrotor tracking the 4D
double integrator is presented in Fig. 14. The quadrotor starts
at (2.0, 0.0) and seeks to reach the goal, i.e. the blue circle
centered at (9.0, 11.5) with a radius of 1.0. Three initially
unknown polytopic obstacles make up the constraints Cp.
The quadrotor has a circular sensing region with a radius
of 6, colored in green. Unknown obstacles are marked with
dotted black boundaries. As the quadrotor explores the en-
vironment, obstacles are detected once they are within the
sensing range. The union of all sensed obstacles makes up
the sensed constraints Cp,sense, whose boundaries are colored
in red. They are enclosed by the augmented obstacles shown
as dashed polytopes with different colors, each representing a
different augmentation of the original sensed obstacles. These
illustrate the tvTEB in the position dimensions. The tvTEB
is also defined in the velocity dimensions; the value of the
bounds over time are shown in Fig. 6. Therefore, time-varying
constraints Cp,aug(tk) in (25d) are augmented accordingly in
all four dimensions of the planning system.
The MPC planner takes as input the current state pinit of
the 4D planning system and a list of augmented constraints
Cp,aug(tk). It then solves the OCP (25) in real time for a se-
quence of optimized control inputs, which steers the planning
system towards the goal while avoiding the augmented obsta-
cles. The current state of the planning system is represented as
a green star. In front of it, the predicted trajectories in (x̂, ŷ)
space are plotted in dotted curves with the same color as the
augmented obstacles considered at the time the MPC problem
is solved. The traveled path of the planning system is shown as
a solid grey curve. Here, unlike the standard MPC algorithm
in which only the first element of the control inputs is used
before replanning happens, our proposed MPC planner applies
multiple control inputs to the 4D system in open-loop before
it replans. This is due to the fact that the planning and tracking
system use the same control frequency, i.e. they both update
states every ∆t time steps as shown in Step 28 in Algorithm
1; and that the sampling interval of the planner ∆tmpc is in
general larger than ∆t.
The state of the 8D tracking model (24) is represented as
a red circle. Using the hybrid tracking controller depicted in
Fig. 4, the 8D system tracks the 4D planning system within
the tvTEB in Fig. 6, which guarantees constraint satisfaction
despite the tracking error at all times. The traveled path of the
8D system is shown as the solid black curve.
Fig. 14 also shows four time snapshots of the closed-
loop simulation. The top left subplot shows the positional
trajectories of the planning and tracking system at t = 2.6. At
t = 5.0, the MPC planning algorithm speeds up and makes a
sharp turn into a narrow corridor. This results in a significant
deviation between the two trajectories. However, the tracking
controller keeps the system within the TEB and no collision
is incurred at this time, as shown in the top right subplot. A
similar case can be observed in the lower left subplot. Finally,
at t = 13.4 the quadrotor safely arrives at the destination. Note
that the size of the augmented obstacles keeps changing from
time step to time step, as indicated by the dashed polytopes
with different colors and sizes in the snapshots. Meanwhile
the MPC incorporates the updated information of augmented
constraints Cp,aug(tk) and plans safe trajectories.
Fig. 15 shows the tracking error in xr over time. The red
dots indicate the time points at which the optimal tracking
controller from Eq. (13) is used. One may observe that the
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Fig. 14: Simulation of the 8D-4D example. As the quadrotor
with 8D dynamics (position shown as red circle and trajectory
shown in black) senses new obstacles, the 4D planning system
(position shown as green star and trajectory shown in grey)
replans the trajectory, which is robustly tracked by the 8D
system. The time-varying augmented obstacles are plotted as
dashed polytopes with different sizes and colors.





















Fig. 15: Tracking error in xr over time for the 8D-4D example.
The red dots represent the time steps when the optimal tracking
controller in (13) is used. The tracking error remains lower
than the minimal TEB of 1.11m at all times.
tracking error is always less than 0.45, well below the minimal
TEB of 1.11 implied by the value function in Fig. 6.
Fig. 16 shows the tvTEB in the vx,r dimension used
in the closed-loop simulation. Each time when replanning
is performed via solving the MPC problem in Eq. (25), a
sequence of 8 TEBs are determined by Step 9 in Algorithm
1, and used for constructing the augmented constraints in Eq.
(25d). Each error bar and the red dot in the middle shows the
range and mean value of the TEBs used within a single MPC
planning loop. Enabling a tvTEB allows us to set smaller TEBs
for the initial time steps, growing the TEB as the time horizon
extends. If we were to use a fixed TEB, we would have to keep


















Fig. 16: Time-varying TEB over time in the vx,r dimension
used by the MPC planner. The error bars are plotted at time
steps when the MPC replans. They characterize the range of
TEBs used for each planning while the red dots shows the
mean value.
the error bound as the largest bound required over the time
horizon; this can lead to fairly conservative movement from
the planning algorithm. Note that the tvTEB is employed on
full states including both position and velocity of the planning
system, which allows us to reduce the conservativeness of the
planner as much as possible.
We compare the simulation time where the tvTEB is used
for planning with the case in that the TEB is fixed as a
constant. The results are summarized in Table I. One may
observe that with the use of tvTEB the conservativeness in
planning is reduced and a shorter flight time is achieved.
TABLE I: Simulation time with constant and tvTEB.
Simulation case Time (s)
Planning with constant TEB 14.6
Planning with tvTEB 13.4
Implementation of the MPC planner was based on MAT-
LAB and ACADO Toolkit [56]. The nonlinear MPC prob-
lem was solved using an online active set strategy implemented
in qpOASES [57]. All the simulation results were obtained on
a laptop with Ubuntu 14.04 LTS operating system and a Core
i5-4210U CPU. The average computation time for solving the
MPC problem (25) was 0.37 s.
VIII. CONCLUSIONS AND FUTURE WORK
This paper introduced FaSTrack: Fast and Safe Tracking,
a framework for providing trajectory-independent tracking
error bounds (TEB) for a tracking model representing an
autonomous system, and a planning model representing a
simplified model of the autonomous system. The TEB is
obtained by analyzing a pursuit-evasion game between the the
two models, and obtaining the associated value function by
solving a Hamilton-Jacobi (HJ) variational inequality.
We demonstrated the framework’s utility in three representa-
tive numerical simulations involving a 5D car model tracking a
3D car model planning using the fast sweeping method, a 10D
quadrotor model tracking a 3D single integrator model plan-
ning using rapid-exploring random trees, and an 8D quadrotor
model tracking a 4D double integrator planning using model
predictive control. We considered simulated environments
with static obstacles, but FaSTrack has been demonstrated in
hardware to safely navigate around environments with static
obstacles [58] and moving human pedestrians [50].
There are still challenges and simplifications to address.
The offline computation can be computationally prohibitive,
a challenge we are working to address using techniques such
as HJ reachability decomposition [41], [59], sophisticated
optimization techniques [3], and approximate dynamic pro-
gramming [4]. We are also interested in exploring methods to
reduce conservativeness of the TEB by relaxing the worst-case
assumption on the goals of the planning control. Additionally,
identifying when a particular tracking-planning model will
have a converged value function remains an open question. Fi-
nally, we currently assume both perfect sensing and a perfectly
representative tracking model. We would like to alleviate these
assumptions by bounding uncertainty from sensing error, and
making online updates to the value function as information
about the tracking model is improved.
By computing trajectory-independent TEB, our framework
decouples robustness guarantees from planning, and achieves
the best of both worlds – formal robustness guarantees which
is usually computationally expensive to obtain, and real-time
planning which usually sacrifices robustness. Combined with
any planning method in a modular fashion, our framework
enables guaranteed safe planning and replanning in unknown
environments, among other potential applications.
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APPENDIX: INFINITE TIME HORIZON TEB
When the value function (11) converges, we write
V (T, r) := V∞(r). The optimal controller is then given by




∇V (r) · g(r, us, up, d). (27)




(r) = arg max
up∈Up,d∈D
∇V∞(r) · g(r, u∗s, up, d). (28)
The smallest level set corresponding to the value V∞ :=
minr V∞(r) can be interpreted as the smallest possible track-
ing error of the system, and the TEB is given by the set
B∞ = {r : V∞(r) ≤ V∞}. (29)
with the TEB in error state subspace is given by
Be,∞ = {e : ∃η, V∞(e, η) ≤ V∞}. (30)
In the online implementation in Alg. 1, one replaces all
mentions of value function and TEB with their infinite time
horizon counterpart, and skip Line 9. Finally, Prop. 2 provides
the infinite time horizon result analogous to Prop. 1.
Proposition 2: Infinite time horizon guaranteed TEB.
Given t ≥ 0, ∀t′ ≥ t, r ∈ B∞ ⇒ ξ∗g(t′; r, t) ∈ B∞, with
ξ∗g defined the same way as in (17b) to (17e).
Proof: Suppose that the value function converges, and define
V∞(r) := lim
T→∞
V (r, T ) (31)
We first show that for all t, t′ with t′ ≥ t,
V∞(r) ≥ V∞(ξ∗g(t′; r, t)). (32)


































′; r, 0)) (33f)
Explanation of steps:
• (33a) and (19f): by definition of value function
• (33b): shifting time by −t′
• (33c): removing the time interval [−t′, 0) in the max
operator
• (33d): splitting trajectory ξ∗g(τ ; r,−t′) into two stages
corresponding to time intervals [−t′, 0] and [0, τ ]
• (33e): shifting time reference in ξ∗g(0; r,−t′) by t′, since
dynamics are time-invariant
Now, we finish the proof as follows:
r ∈ B∞ ⇔ V∞(r) ≤ V (34a)
⇒ V∞(ξ∗g(t′; r, t)) ≤ V (34b)
⇔ ξ∗g(t′; r, t) ∈ B∞, (34c)
where (32) is used for the step in (34b). 
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