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Abstract
In this paper we investigate an adaptive discretization strategy for ill-posed linear prob-
lems combined with a regularization from a class of semiiterative methods. We show that
such a discretization approach in combination with a stopping criterion as the discrepancy
principle or the balancing principle yields an order optimal regularization scheme and allows
to reduce the computational costs.
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1 Introduction
Cost-efficient discretization methods for linear ill-posed equations are well-studied at the present
day. Already in the early monographs of A. N. Tikhonov, V. K. Ivanov and M. M. Lavrentiev
(see for example [20]) devoted to the regularization of unstable equations different discretizations
were studied by applying finite-dimensional approximation techniques to the input data. But
only in the beginning of the nineties R. Plato and G. M. Vainikko [15] established estimates on the
minimal rank of finite-dimensional operators that guarantee an efficient discretization and preserve
the accuracy of the method at the same time. After this work the question on how to reduce the
volume of necessary discrete information was studied in several works. A first answer was given in
[11]. In this work, as a discretization domain the author proposed the so-called hyperbolic cross
for a particular class of ill-posed problems. This cost-efficient discretization approach was then
extended to larger classes of ill-posed problems in [13], [17] and several other works. In particular,
it is shown in [18] that if the solution of the ill-posed linear equation is smooth enough a large
class of regularization methods is more economic when using the hyperbolic cross discretization
instead of the classical discretization on a whole rectangular domain.
However, the results of these articles also imply that there are some cases when the discretiza-
tion with the hyperbolic cross doesn’t give an advantage in comparison with the classical dis-
cretization. In the case that the smoothness of the solution is low the volume of necessary discrete
information is the same for both mentioned approaches. Nevertheless, it is shown in [8] that an
additional adaptive strategy for the hyperbolic cross discretization allows to reduce the volume of
discrete information even for a low smoothness of the solution. In [8] such a technique was applied
for the Tikhonov-Philips regularization. For a particular semiiterative method, namely for the
1-method, a similar adaptive discretization approach was considered in [19] by S. G. Solodky and
E. A. Volynets.
The work presented in this article is an extension of the results in [8] and [19]. We show that
with a similar adaptive discretization strategy as in [19] it is possible to obtain cost-efficient and
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order optimal regularization schemes for a general class of semiiterative methods. Compared to
[19], slight changes in the adaptive algorithm allow us to control the influence of the discretization
in the approximation error and to get explicit constants in the error estimates. Moreover, beside
the discrepancy principle we consider in this work also the balancing principle as a stopping rule
for the adaptive algorithm.
In the following two sections we introduce all preliminary information regarding semiiterative
regularization methods and projection methods for the hyperbolic cross discretization of linear
ill-posed equations. The main results of this article can then be found in Section 4. Here, we
present two adaptive regularization schemes (Algorithm 1 and Algorithm 2) for the solution of ill-
posed linear equations that combine regularization with semiiterative methods and a cost-efficient
discretization strategy based on the hyperbolic cross. The algorithms are stopped either with the
discrepancy principle of Morozov or with the balancing principle. In Theorem 4.1 and Theorem
4.3 we will show that both algorithms are order optimal regularization methods if the smoothness
of the solution is contained in a given range. In the last section some numerical tests are provided
that confirm the theoretical results on the order optimality of the algorithms.
1.1 Preliminaries
We shortly introduce the theoretical setup of this article. The space X denotes a Hilbert space
with inner product (·, ·) and norm ‖x‖ = √(x, x). We consider operator equations of the first
kind, i.e.
Ax = f, (1.1)
where A : X → X is a linear compact operator with Range(A) 6= Range(A) and f ∈ Range(A).
By x† we denote the solution of (1.1) with minimal norm in X that satisfies a Ho¨lder-type
source condition, namely we suppose that
x† ∈Mµ,ρ(A) = {x ∈ X : x = |A|µv, ‖v‖ ≤ ρ} . (1.2)
In this article, ρ > 0 is supposed to be known whereas the unknown smoothness parameter µ is
supposed to belong to an interval (0, µ0] with some 0 < µ0 < ∞. Further, we set |A| = (A∗A)1/2
with A∗ denoting the adjoint operator of A. Also, we suppose that instead of the right-hand side
f in (1.1) we have given some perturbation fδ, ‖f − fδ‖ ≤ δ with known noise level δ.
Finally, we introduce the class of operators under consideration. We denote by Hr the class of
compact linear operators A, ‖A‖ ≤ 1, such that for any m ∈ N the following conditions hold:
‖(I − Pm)A‖ ≤ m−r, ‖A(I − Pm)‖ ≤ m−r,
where Pm is the orthoprojector on the linear span of the first m elements of some orthonormal
basis E = {ek}∞k=1 in the space X.
2 Properties of semiiterative methods
In order to obtain cost-effective iterative schemes for the solution of (1.1), it is useful to consider
sequences of orthogonal polynomials and use its three term recurrence relation to generate the
iterates (see [6]). Let therefore Pk(x), k ∈ N0, denote monic polynomials of degree k that are
orthogonal with respect to a weight function supported on the interval [−1, 1]. Then, the following
recursion formula is valid (cf. [2, I. Theorem 4.1]):
Pk+1(x) = (x− αk)Pk(x)− βkPk−1(x), P0(x) = 1, P1(x) = x− α0. (2.1)
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The recursion coefficients αk ∈ R and βk > 0 are uniquely determined and Pk(1) > 0 holds for all
k ∈ N0. Then (see [5, Algorithm 1] and [6, Theorem 2.1]) a semiiterative method can be defined
as
xk = xk−1 + ((1− αk)ωk − 1)(xk−1 − xk−2) + 2ωk A∗(f − Axk−1), k ≥ 1,
x−1 = 0, x0 = 2ω0 A∗f,
(2.2)
with
ωk =
1
1− αk − βkωk−1 for k ≥ 1 and ω0 =
1
1− α0 .
The iterative method (2.2) yields an approximate solution of (1.1) that can be written as
xk = gk(A
∗A)A∗f, (2.3)
where gk(λ) is a polynomial of degree k−1. Combining (2.3) and (1.1), we can write the difference
x† − xk as
x† − xk = rk(A∗A)x†,
with the residual polynomial rk(λ) = 1 − λgk(λ) of degree k. For the scheme (2.2) the residual
polynomials have the form
rk(λ) =
Pk(1− 2λ)
Pk(1)
, (2.4)
with the monic polynomials Pk(λ) satisfying the recursion formula (2.1).
Taking into account that we are only given a perturbed right-hand side fδ, the semiiterative
method (2.2) yields
xδk = gk(A
∗A)A∗fδ (2.5)
as approximate solution of equation (1.1).
For an optimal speed of convergence to the solution x† ∈ Mµ,ρ, 0 < µ ≤ µ0 < ∞, a sufficient
condition for the residual polynomials rk in (2.4) is (see [4, Section 6.2.])
(i) |rk(λ)| ≤ κ0 for all λ ∈ [0, 1], k ∈ N,
(ii) |λµ2 rk(λ)| ≤ κµ(k+1)µ for all 0 < µ ≤ µ0, λ ∈ [0, 1], k ∈ N,
(2.6)
with positive constants κµ > 0, 0 < µ ≤ µ0, and κ0 ≥ 1. The number µ0 is called the qualification
of the semiiterative method (2.2).
Example 1: The ν-methods of Brakhage [1] are semiiterative methods based on the monic
Jacobi polynomials P
(2ν− 1
2
,− 1
2
)
k . For ν > 0, its residual polynomials are given as
rk(λ) =
P
(2ν− 1
2
,− 1
2
)
k (1− 2λ)
P
(2ν− 1
2
,− 1
2
)
k (1)
.
The qualification of this method is µ0 = 2ν. It is well-known that the Jacobi polynomials satisfy
(see [6, Section 4])
|rk(λ)| ≤ |rk(0)| = 1, and |λνrk(λ)| ≤ |rk(1)| =
(
k + 2ν
k
)−1
.
Therefore κ0 = 1, and, if we assume that 2ν is an integer, we get
|λνrk(λ)| ≤ (2ν)!k!
(k + 2ν)!
≤ (2ν)!
(k + 1)2ν
.
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Hence, in this case condition (ii) in (2.6) is satisfied with κ2ν = (2ν)! and κµ ≤ max(κ0, κ2ν) = (2ν)!
for all 0 < µ ≤ 2ν. The last statement follows from [6, Theorem 4.2].
Example 2: The ν-method with parameter ν = 1
2
is called Chebyshev method of Nemirovskii
and Polyak [10]. It is based on the Chebyshev polynomials P
( 1
2
,− 1
2
)
k of fourth kind and its qualifi-
cation is µ0 = 1. For the constants κµ in (2.6) we have κµ = 1 for all 0 ≤ µ ≤ 1.
Example 3: The ν-method with parameter ν = 1 was studied in [19] in combination with
cost-efficient adaptive discretization schemes. This scheme has qualification µ0 = 2 and the con-
stants κµ in (2.6) can be chosen as κ0 = 1 and κµ = 2 for all 0 < µ ≤ 2.
Example 4: Modified ν-methods based on co-dilated Jacobi polynomials with an additional
dilation parameter are investigated in [5]. These modified schemes have the same qualification
µ0 = 2ν as the ν-methods. However, for these schemes the constant κ0 is in general larger than 1.
For our further analysis we need the Markov inequality in the form
|p′k(λ)| ≤ 2κk2, (2.7)
where pk(λ), λ ∈ [0, 1], is a polynomial of degree k and κ = max
λ∈[0,1]
|pk(λ)|. Using the Markov
inequality (2.7) and the conditions (i) and (ii) in (2.6) it is easy to obtain the following inequalities.
Lemma 2.1. If the polynomials rk(λ), k ∈ N, satisfy (i), then
sup
λ∈[0,1]
|gk(λ)| ≤ 2κ0k2, (2.8)
sup
λ∈[0,1]
|
√
λgk(λ)| ≤ 2κ0k, (2.9)
|rk(λ)− rk(τ)| ≤ 2κ0k2|λ− τ | for all λ, τ ∈ [0, 1]. (2.10)
Moreover, if condition (ii) is satisfied with µ0 ≥ 2, then
|λrk(λ)− τrk(τ)| ≤ 2κ2|λ− τ | for all λ, τ ∈ [0, 1]. (2.11)
Proof. Using the Markov inequality (2.7), condition (i) and the mean value theorem, we
immediately get for λ ∈ [0, 1] the inequality
|gk(λ)| = 1− rk(λ)
λ
≤ sup
λ∈[0,1]
|r′k(λ)| ≤ 2κ0k2.
Moreover, we get the inequality
λgk(λ)
2 = |λgk(λ)||gk(λ)| = |1− rk(λ)||gk(λ)| ≤ (1 + κ0)2κ0k2 ≤ 4κ20k2.
These two inequalities imply directly (2.8) and (2.9). Using the same ingredients, we also get
(2.10):
rk(λ)− rk(τ)
λ− τ ≤ supλ∈[0,1] |r
′
k(λ)| ≤ 2κ0k2, λ 6= τ.
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Finally we show (2.11) in the case λ 6= τ (the case λ = τ is evident). Using again the mean value
theorem and the Markov inequality (2.7), we have∣∣∣∣λrk(λ)− τrk(τ)λ− τ
∣∣∣∣ ≤ maxλ∈[0,1] |(λrk(λ))′| ≤ 2(k + 1)2 maxλ∈[0,1] |λrk(λ)|.
Since the qualification µ0 of the residual polynomial is larger than 2, we obtain due to property
(ii) in (2.6) the inequality ∣∣∣∣λrk(λ)− τrk(τ)λ− τ
∣∣∣∣ ≤ 2κ2.
Lemma 2.2. If the properties (i) and (ii) are satisfied with µ0 ≥ 2, then the inequalities
|λ(rk(λ)− rk(τ))| ≤ (κ0 + 2κ2)|λ− τ |, (2.12)
and √
λ|rk(λ)− rk(τ)| ≤ 2κ0
√
1
2
+ κ2
κ0
k|λ− τ | (2.13)
hold for λ, τ ∈ [0, 1].
Proof. By (2.11) and (i), we immediately obtain
|λ(rk(λ)− rk(τ))| ≤ |λrk(λ)− τrk(τ)|+ |λ− τ ||rk(τ)| ≤ (κ0 + 2κ2)|λ− τ |.
The inequality (2.13) follows from (2.12) and (2.10) since
λ|rk(λ)− rk(τ)|2 = λ|rk(λ)− rk(τ)||rk(λ)− rk(τ)| ≤ 2κ0(κ0 + 2κ2)k2|λ− τ |2.
We remark that the qualitative statements of Lemma 2.1 and 2.2 are not new. In a simplified
version, they can for instance be found in [19] for the residual polynomials of the 1-method.
However, for the error estimates in the following sections the explicit constants on the right hand
side of the above inequalities, in particular of (2.13), play an important role. Therefore, we decided
to include both lemmas with proof in this article.
3 Discretization schemes for linear equations
To obtain finite dimensional approximations AΩ of the operator A we consider in this article
projection methods and use the inner products
(Aei, ej), (fδ, ej), (i, j) ∈ Ω (3.1)
as discrete information about the linear equation (1.1), where Ω ⊂ {(i, j) ∈ N2} denotes some
subdomain of the coordinate plane.
In the following, we denote byRµ0Ω the class of iterative methods that solve (1.1) approximatively
using the discretization domain Ω and a chosen semiiterative method with qualification µ0 > 0.
We denote the corresponding iterates by
xδΩ,k := gk(A
∗
ΩAΩ)A
∗
Ωfδ, k ∈ N. (3.2)
We have the following general error bound for the iterates xδΩ,k.
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Lemma 3.3. Let the solution x† ∈ Mµ,ρ(A) of (1.1) satisfy a Ho¨lder-type source condition with
smoothness 0 < µ ≤ µ0. Then, for the accuracy of an iterative method in the class Rµ0Ω we obtain
the following estimate:
‖x† − xδΩ,k‖ ≤ κµρk−µ + 2κ0kδ + 2κ0k2‖x†‖
(
‖A∗A− A∗ΩAΩ‖+ ‖A∗Ω(AΩ − A)‖
)
.
Proof. We decompose the total error in the three terms
‖x† − xδΩ,k‖ ≤ ‖x† − xk‖+ ‖gk(AΩAΩ)A∗Ω(f − fδ)‖+ ‖xk − gk(A∗ΩAΩ)A∗Ωf‖
and estimate each summand separately. For the estimate of the first summand we use the fact
that x† ∈Mµ,ρ(A) and adopt a well-known result for regularization filters (see [16, Lemma 3.3.6])
with qualification µ0 ≥ µ. This gives
‖x† − xk‖ = κµ(k + 1)−µρ ≤ κµρk−µ.
The second estimate can be easily deduced from (2.9):
‖gk(AΩAΩ)A∗Ω(f − fδ)‖ ≤ sup
λ∈[0,1]
|λ1/2gk(λ)|‖f − fδ‖ ≤ 2κ0kδ.
Finally, we estimate the third summand using (2.8) and (2.10):
‖xk − gk(A∗ΩAΩ)AΩf‖ ≤ ‖(gk(A∗A)A∗A− gk(A∗ΩAΩ)A∗ΩAΩ)x†‖+ ‖gk(A∗ΩAΩ)A∗Ω(AΩ − A)x†‖
≤ ‖(rk(A∗ΩAΩ)− rk(A∗A))x†‖+ ‖gk(A∗ΩAΩ)‖‖A∗Ω(AΩ − A)x†‖
≤ 2κ0k2‖x†‖‖A∗ΩAΩ − A∗A‖+ 2κ0k2‖x†‖‖A∗Ω(AΩ − A)‖.
Combining these three estimates, we get the statement of the lemma.
We remark that the qualitative statement of Lemma 3.3 can be already found in [19, Lemma
3.3] (therein proven for the 1-method). Since the constants in the error estimate are important for
our purposes, we decided to formulate also the above proof explicitly, although it is quite similar
to the proof in [19, Lemma 3.3].
The efficiency of the discretization depends heavily on the structure of Ω. One standard choice
for Ω (suggested in [15]) is to take the rectangular domain Ω = [1, ...,M ]× [1, ..., N ]. In this case
the discretized operator AΩ has the form
AΩ = PMAPN .
A second more efficient possibility is to take the hyperbolic cross
Γn :=
2n⋃
k=1
(2k−1, 2k]× [1, 22n−k] ∪ {1} × [1, 22n] ⊂ N2 (3.3)
as a discretization domain. In this case, the discretized operator An := AΓn has the form
An := AΓn =
2n∑
k=1
(P2k − P2k−1)AP22n−k + P1AP22n . (3.4)
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Figure 1: Visualization of the hyperbolic cross Γ2. The elements contained in Γ2 are colored in
blue. Γ2 contains 48 elements. In contrast, the rectangular domain Ω = [1, . . . , 2
4] × [1, . . . , 24]
contains 256 elements.
Remark 3.1. It is easy to compute the volume of Galerkin information necessary for the realization
of the hyperbolic cross approximation An given by (3.4): one has to compute #Γn = 2
2n(n + 1)
inner products to construct An. In comparison, one has to compute 2
4n inner products for the
approximation with AΩ for the standard quadratic domain Ω = [1, . . . , N ]
2, N = 22n.
If A ∈ Hr and An has the form (3.4), the following error estimates hold (see [17]):
‖A∗A− A∗nAn‖ ≤ (1 + 2r+3)2−2rnn, ‖A∗n(A− An)‖ ≤ 3 2−2rn+rn. (3.5)
Moreover, since A ∈ Hr we have the bound
‖A− AP22n‖ ≤ 2−2rn. (3.6)
Corollary 3.1. If A ∈ Hr, An has the form (3.4) and
(1 + 2r+3)2−2rnn <
γδ
2kρ
(3.7)
with k ∈ N and a control parameter γ > 0, then
‖A∗A− A∗nAn‖ ≤
γδ
2kρ
, ‖A∗n(A− An)‖ ≤
γδ
2kρ
, ‖A− AP22n‖ ≤ γδ
2kρn
. (3.8)
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If x† ∈ Mµ,ρ(A), the approximation error of methods from the class Rµ0n := Rµ0Γn with µ0 ≥ µ > 0
is given by
‖x† − xδn,k‖ ≤ κµρk−µ + 2κ0kδ(1 + γ). (3.9)
In the adaptive algorithms of the next section the values δ, ρ and k ∈ N can not be chosen
freely. The control parameter γ in (3.7) enables a possible user to handle the trade-off between
accuracy and cost-efficiency of the adaptive scheme.
4 Regularization with semiiterative methods and adaptive
discretization strategies
This section contains the main new results of the article. We present two algorithms in which
the regularization with semiiterative methods is combined with an adaptive and cost-efficient
discretization strategy. As stopping rule for the regularization we consider the discrepancy principle
of Morozov [9] on the one hand and the balancing principle [12] on the other.
4.1 The discrepancy principle as stopping rule
To solve the linear ill-posed problem (1.1) we consider the adaptive Algorithm 1 which combines
a method from the class Rµ0n , µ0 ≥ 2, with an adaptive discretization strategy and the discrepancy
principle of Morozov [9] (implemented as (4.2) in Algorithm 1) as stopping rule.
In Theorem 4.1 we show that Algorithm 1 yields an order optimal regularization scheme for
the solution of (1.1). For the proof we need some additional statements.
Lemma 4.4. Let A ∈ Hr, x† ∈ Mµ,ρ(A) and xδn,k be computed according to Algorithm 1. Then,
we have the estimate
‖Axk − f‖ ≤ ‖Anxδn,k − P22nfδ‖+ c1δ,
with c1 = κ0 + 2 +
(√
κ0(
κ0
2
+ κ2) +
1
2n
)
γ.
Proof. To prove the statement we write Axk − f in the following telescoping sum:
Axk − f = Axk − Axδk + Axδk − Anxδn,k + Anxδn,k − P22nfδ + P22nfδ − P22nf + P22nf − f
Now, using the triangle inequality and the definition of the generating polynomials gn we get
‖Axk − f‖ ≤ ‖Agk(A∗A)A∗(f − fδ)‖+ ‖Agk(A∗A)A∗fδ − Angk(A∗nAn)A∗nfδ‖
+ ‖Anxδn,k − P22nfδ‖+ ‖P22n(fδ − f)‖+ ‖P22nf − f‖.
Since gk(A
∗A)A∗ = A∗gk(AA∗), we can further estimate
‖Axk − f‖ ≤ sup
λ∈[0,1]
|λgk(λ)|‖f − fδ‖+ ‖(rk(AA∗)− rk(AnA∗n))Ax†‖
+ ‖Anxδn,k − P22nfδ‖+ ‖fδ − f‖+ ‖(P22nA− A)x†‖.
Using property (i) of the residual polynomials, inequality (2.13) as well as the inequalities (3.8)
in Corollary 3.1, we finally obtain
‖Axk − f‖ ≤ (κ0 + 2)δ + 2
√
κ0(
κ0
2
+ κ2) k‖A∗A− A∗nAn‖ρ+ ‖Anxδn,k − P22nfδ‖+ ‖P22nA− A‖ρ.
≤ ‖Anxδn,k − P22nfδ‖+
(
κ0 + 2 +
(√
κ0(
κ0
2
+ κ2) +
1
2n
)
γ
)
δ.
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Algorithm 1 Adaptive algorithm to solve (1.1) using the discrepancy principle
given data A ∈ Hr, δ, fδ, ρ.
choose control parameters γ > 0, τ > κ0
(
1 +
√
1
2
+ κ2
κ0
γ
)
.
choose discretization level n ≥ 1 such that (1 + 2r+3)2−2rnn < γδ
2ρ
holds.
compute Galerkin information:
(fδ, ej), j ∈ [1, 22n], (Aei, ej), (i, j) ∈ Γn.
while (discrepancy principle = false) do
choose Kn ∈ N as maximal integer such that
(1 + 2r+3)2−2rnn <
γδ
2Knρ
(4.1)
is satisfied.
for (k = 1 : Kn) do
compute k − th. iterate of semiiterative method in the class Rµ0n , µ0 ≥ 2 (cf. (2.2)):
xδn,k = x
δ
n,k−1 + ((1− αk)ωk − 1)(xδn,k−1 − xδn,k−2) + 2ωkA∗n(fδ − Anxδn,k−1).
if
‖Anxδn,k − P22nfδ‖ ≤ τδ and ‖Anxδn,j − P22nfδ‖ > τδ for all j < k, (4.2)
then
discrepancy principle = true,
return stopping index K = k, discretization level n and solution xδn,K .
end if
end for
increase discretization level n→ n+ 1.
compute new Galerkin information:
(fδ, ej), j ∈ [22n−2, 22n]; (Aei, ej), (i, j) ∈ Γn \ Γn−1.
end while
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Lemma 4.5. Let A ∈ Hr, x† ∈ Mµ,ρ(A), 0 < µ ≤ µ0 − 1, µ0 ≥ 2 and xδn,k be computed according
to Algorithm 1. Further, we assume that the level of noise satisfies δ < ‖f‖. Then, the stopping
index K is bounded by
K < c2ρ
1
µ+1 δ−
1
µ+1 , with c2 = max

 κµ
τ − κ0
(
1 +
√
1
2
+ κ2
κ0
γ
)
 1µ+1 , 1
 . (4.3)
If Algorithm 1 is not stopped in the first iteration of the while loop, then also the index Kn−1
satisfies the estimate
Kn−1 + 1 < c2ρ
1
µ+1 δ−
1
µ+1 . (4.4)
Proof. To prove this statement we consider the second inequality (4.2) in Algorithm 1. For
the stopping index K ≥ 2, we get
τδ < ‖Anxδn,K−1 − P22nfδ‖ = ‖rK−1(AnA∗n)fδ‖
≤ ‖rK−1(AA∗)Ax†‖+ ‖(rK−1(AnA∗n)− rK−1(AA∗))Ax†‖+ ‖rK−1(AnA∗n)(f − fδ)‖.
Now using the fact that x† ∈ Mµ,ρ(A), property (i) of the residual polynomials rn as well as
inequality (2.13) (here µ0 ≥ 2 is necessary), we obtain
τδ < ‖|A|µ+1rK−1(A∗A)v‖+ 2
√
κ0(
κ0
2
+ κ2) (K − 1)‖A∗A− A∗nAn‖ρ+ κ0δ.
Finally, using property (ii) of (2.6) (here µ + 1 ≤ µ0 must be satisfied) and Corollary 3.1 (the
conditions of the corollary are satisfied by the construction of Algorithm 1) we conclude
τδ < κµ+1K
−(µ+1)ρ+
(
κ0 +
√
κ0(
κ0
2
+ κ2) γ
)
δ.
Solving this inequality for the index K implies inequality (4.3).
For the case that Algorithm 1 is stopped at K = 1, the assumption δ < ‖f‖ implies
δ < ‖f‖ = ‖|A|µ+1v‖ ≤ ρ.
Thus, we get for K = 1
K < ρ
1
µ+1 δ−
1
µ+1 .
The proof of inequality (4.4) follows the same lines of argumentation as the proof of inequality
(4.3) with K − 1 replaced by Kn−1 and n replaced by n− 1.
Theorem 4.1. Let A ∈ Hr, δ < ‖f‖ and µ0 ≥ 2 for the qualification of the semiiterative method.
Then, Algorithm 1 gives an order optimal regularization method for the solution x† of (1.1) in
the class Mµ,ρ(A) for all 0 < µ ≤ µ0 − 1. In particular, the approximative solution xδn,K given by
Algorithm 1 satisfies
‖x† − xδn,K‖ ≤ Cρ
1
µ+1 δ
µ
µ+1 , (4.5)
with C =
(
κ
1
µ+1
0 (τ + c1)
µ
µ+1 + 2κ0(1 + γ)c2
)
.
Proof. We only have to prove inequality (4.5), i.e. that Algorithm 1 gives an order optimal
reconstruction scheme for all 0 < µ ≤ µ0−1. Then, it follows from a general result of R. Plato [14,
Theorem 2.1] that Algorithm 1 is also a regularization method for the solution of (1.1). Using the
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estimates of Lemma 3.3 and Corollary 3.1 (excluding the estimate for the approximation error),
we get the error bound.
‖x† − xδn,K‖ ≤ ‖x† − xK‖+ 2κ0Kδ(1 + γ). (4.6)
To estimate the approximation error, we use an interpolation inequality (see [16, Satz 2.4.2.] or
[7, Satz 2.3.3.]) and obtain
‖x† − xK‖ ≤ ‖rK(A∗A)x†‖ = ‖|A|µrK(A∗A)v‖
≤ ‖|A|µ+1rK(A∗A)v‖
µ
µ+1‖rK(A∗A)v‖
1
µ+1
≤ ‖ArK(A∗A)x†‖
µ
µ+1 (κ0ρ)
1
µ+1 = ‖AxK − f‖
µ
µ+1 (κ0ρ)
1
µ+1 .
Now, Lemma 4.4 and the discrepancy principle (4.2) give
‖x† − xK‖ ≤ (‖Anxδn,k − P22nfδ‖+ c1δ)
µ
µ+1 (κ0ρ)
1
µ+1
≤ κ
1
µ+1
0 (τ + c1)
µ
µ+1ρ
1
µ+1 δ
µ
µ+1 .
For the data error in (4.6) Lemma 4.5 gives the bound
2κ0Kδ(1 + γ) ≤ 2κ0(1 + γ)c2ρ
1
µ+1 δ
µ
µ+1 .
In total we can conclude:
‖x† − xδn,K‖ ≤
(
κ
1
µ+1
0 (τ + c1)
µ
µ+1 + 2κ0(1 + γ)c2
)
ρ
1
µ+1 δ
µ
µ+1 .
Regarding the computational expenses of Algorithm 1, we get the following result.
Theorem 4.2. Let A ∈ Hr, x† ∈Mµ,ρ(A), 0 < µ ≤ µ0−1, µ0 ≥ 2 and xδn,k be computed according
to Algorithm 1. Further, we assume that the level of noise satisfies δ < ‖f‖ and that Algorithm 1
is not stopped in the first iteration of the while loop. Then, the discretization level n of the solution
xδn,K is bounded by.
n < c4 + c5 ln
ρ
δ
(4.7)
with c4 =
1
r ln 2
ln c2
γ
2r+1(1+2r+3)
2r−1 and c5 =
1
r ln 2
µ+2
µ+1
. Further, the number of calculated inner products
〈Aei, ej〉 for the domain Γn can be estimated as
#Γn = 2
2n(n+ 1) < c3
(ρ
δ
) µ+2
r(µ+1)
(
1 + c4 + c5 ln
ρ
δ
)1+ 1
r
, (4.8)
with c3 =
(
c2
γ
22r+1(1 + 2r+3)
) 1
r
,
Proof. Since Algorithm 1 is not stopped in the first iteration we have by definition of the
index Kn−1 in (4.1):
(1 + 2r+3)2−2r(n−1)(n− 1) > γδ
2(Kn−1 + 1)ρ
.
This can be formulated equivalently as
22rn
n− 1 < 2
2r+1(1 + 2r+3)
ρ
γδ
(Kn−1 + 1).
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By inequality (4.4) in Lemma 4.5 we get now the estimate
22rn
n− 1 <
c2
γ
22r+1(1 + 2r+3)
(ρ
δ
)µ+2
µ+1
. (4.9)
The Bernoulli inequality 1 + (n− 1)(2r − 1) ≤ 2r(n−1) yields the bound (n− 1) ≤ 2rn−r
2r−1 . Thus, we
obtain from (4.9) the inequality
2rn <
c2
γ
2r+1
2r − 1(1 + 2
r+3)
(ρ
δ
)µ+2
µ+1
.
Now, taking the logarithm on both sides gives the desired inequality (4.7). Finally, using again
(4.9) and (4.7) we obtain
#Γn = 2
2n(n+ 1) <
(
22rn
n− 1
) 1
r
(n+ 1)1+
1
r < c3
(ρ
δ
) µ+2
r(µ+1)
(
1 + c4 + c5 ln
ρ
δ
)1+ 1
r
,
with c3 =
(
c2
γ
22r+1(1 + 2r+3)
) 1
r
.
Remark 4.2. For a standard nonadaptive Galerkin scheme with quadratic domain Ω = [1, . . . 22n]2
the computational expenses for a suitable large discretization level n turn out to be of order O((ρ
δ
)
2
r ).
This asymptotic result can be deduced from the error bounds given in [15] and the fact that
A ∈ Hr. In comparison, by Theorem 4.2 the computational costs of Algorithm 1 are of order
O
(
(ρ
δ
)
µ+2
(µ+1)r
(
ln ρ
δ
)1+ 1
r
)
. In this sense, the adaptive algorithm presented in this article is more
economic than regularization schemes using the standard Galerkin scheme. The same order of
complexity was also shown for the adaptive scheme in [8] using a Tikhonov regularization and in
[19] for the regularization with the 1-method (with different proofs).
4.2 The balancing principle as stopping rule
In this section, we consider a second adaptive algorithm to solve (1.1) combining again a method
from the class Rµ0n µ0 ≥ 2 with an adaptive discretization strategy. However, this time we use the
balancing principle (see (4.11) in Algorithm 2) as stopping rule.
For technical purposes we need the index Kopt :=
⌈(
2(1+γ)δ
κµρ
)− 1
µ+1
⌉
. It is easy to see that
κµρK
−µ
opt ≤ 2(1 + γ)Koptδ is satisfied and that for all k ≥ Kopt we have the inequality
κµρk
−µ ≤ 2(1 + γ)kδ. (4.12)
Theorem 4.3. Let A ∈ Hr and µ0 ≥ 2 for the class Rµ0n . Then, Algorithm 2 gives an order
optimal regularization method for the solution x† of (1.1) in the class Mµ,ρ(A) for all 0 < µ ≤ µ0.
In particular, the approximative solution xδn,K given by Algorithm 2 satisfies
‖x† − xδn,K‖ ≤ Cρ
1
µ+1 δ
µ
µ+1 , (4.13)
with C = 12κ
1
µ+1
µ (2(1 + γ)κ0)
µ
µ+1 .
Proof. We check that Kopt ≥ K. For all k ≥ 1, Corollary 3.1 implies
‖xδn,k−xδn,Kopt‖ ≤ ‖x†−xδn,Kopt‖+‖x†−xδn,k‖ ≤ κµρK−µopt +2(1+γ)κ0Koptδ+κµρk−µ+2(1+γ)κ0kδ.
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Algorithm 2 Adaptive algorithm to solve (1.1) using the balancing principle
given data A ∈ Hr, δ, fδ, ρ.
choose control parameters γ > 0, Ksec ∈ N.
choose discretization level n such that (1 + 2r+3)2−2rnn < γδ
2ρ
holds.
compute Galerkin information:
(fδ, ej), j ∈ [1, 22n]; (Aei, ej), (i, j) ∈ Γn.
while (balancing principle = false) do
choose Kn ∈ N as maximal integer such that
(1 + 2r+3)2−2rnn <
γδ
2Knρ
(4.10)
is satisfied.
for (k = 1 : Kn +Ksec) do
compute iterates of semiiterative method in the class Rµ0n , µ0 ≥ 2 (cf. (2.2)):
xδn,k = x
δ
n,k−1 + ((1− αk)ωk − 1)(xδn,k−1 − xδn,k−2) + 2ωkA∗n(fδ − Anxδn,k−1).
end for
compute the set
D+n = {k : k ≤ Kn, ‖xδn,k−xδn,j‖ ≤ 8(1+γ)κ0jδ for all j with k < j ≤ Kn +Ksec}. (4.11)
if D+n = ∅ then
increase discretization level n→ n+ 1.
else
balancing principle = true
return stopping index K = min{k : k ∈ D+n }, discretization level n and solution xδn,K
end if
compute new Galerkin information:
(fδ, ej), j ∈ [22n−2, 22n]; (Aei, ej), (i, j) ∈ Γn \ Γn−1.
end while
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Now, using (4.12) we get for all k ≥ Kopt:
‖xδn,k − xδn,Kopt‖ ≤ 4(1 + γ)κ0kδ + 4(1 + γ)κ0Koptδ ≤ 8(1 + γ)κ0kδ.
Thus, Kopt ∈ D+n if Kopt ≤ Kn and Kopt ≥ K. Therefore, by the balancing principle (4.11) the
total error can be bounded as follows:
‖x† − xδn,K‖ ≤ ‖x† − xδn,Kopt‖+ ‖xδn,Kopt − xδn,K‖ ≤ κµρK−µopt + 2(1 + γ)κ0Koptδ + 8(1 + γ)κ0Koptδ
≤ 12(1 + γ)κ0Koptδ = 12(1 + γ)κ0
⌈(
2(1 + γ)κ0δ
κµρ
)− 1
µ+1
⌉
δ
≤ 24(1 + γ)κ0
(
2(1 + γ)κ0δ
κµρ
)− 1
µ+1
δ = Cρ
1
µ+1 δ
µ
µ+1 .
Thus, Algorithm 2 yields an order optimal reconstruction scheme for all 0 < µ ≤ µ0. It follows
again from [14, Theorem 2.1] that Algorithm 2 is also a regularization method for (1.1).
5 Examples and numerical tests
In this final section, we present a simple test equation, in which the preliminary assumptions of
Theorem 4.1 and 4.3 are satisfied. With help of this example we test the convergence order and the
performance of the introduced adaptive algorithms. As a simple example of a linear problem (1.1)
in which the operator A is in the class H2, we consider in X = L2([0, 1]) the Fredholm integral
equation of the first kind (see [3, Example 12.4.1.]
Ax(t) =
∫ 1
0
k(s, t)x(s)ds = f(t), 0 ≤ t ≤ 1, (5.1)
with the kernel
k(s, t) =
{
t(s− 1) 0 ≤ t < s ≤ 1,
s(t− 1) 0 ≤ s ≤ t ≤ 1.
The self-adjoint operator A maps L2([0, 1]) into the Sobolev space W 2,2([0, 1]). In the setting of
boundary value problems, the application of A to x corresponds to the solution of the boundary
value problem f ′′(t) = x(t) with homogeneous boundary conditions f(0) = f(1) = 0. It is well-
known that the functions
ek(t) =
√
2 sin(pikt), k ∈ N, t ∈ [0, 1],
form an orthonormal basis of eigenfunctions of the operator A with corresponding eigenvalues
λk = −(pik)−2. Therefore, we have ‖A‖ ≤ pi−2 and ‖(I − Pm)A‖ = ‖A(I − Pm)‖ ≤ (pi(m + 1))−2.
This implies in particular pi2A ∈ H2.
In (5.1), we consider the two different right hand sides f1 and f2 given by
f1(t) = t
3(1− t)3,
f2(t) =
t3
3
−max (0, t− 1
2
)2 − t
12
.
The corresponding exact solutions of the inverse problem (5.1) are given by
x†1(t) = 18t(5t
3 − 10t2 + 6t− 1) with x†1 ∈Mµ,ρ for 0 < µ < 1.25,
x†2(t) = 2t− sign(2t− 1)− 1 with x†2 ∈Mµ,ρ for 0 < µ < 0.25.
14
5.1 Test of Algorithm 1
We test first Algorithm 1 for the two right hand sides f1 and f2. As semiiterative method we
chose the ν-method with ν = 1.5. Since the qualification of this method is µ0 = 3 it can be applied
in Algorithm 1 for both test examples. In this way we have κ0 = 1 and κ2 = 6. Choosing γ =
1
2
,
we can take τ = 1.01+
√
13
8
as parameter for the discrepancy principle. We set ρ = 1 and generate
perturbed right hand sides fi,δ, i = 1, 2 for different values of δ > 0. Now, we use Algorithm 1
to compute the approximate solutions xδi,n,K of x
†
i . The resulting errors and stopping indices of
Algorithm 1 are displayed in Table 1, 2 and Figure 2, 3
Table 1: Results of Algorithm 1 to solve the test problem Ax1 = f1.
ν δ n Kn K
‖xδ1,n,K−x†1‖
‖x†1‖
δ
1.25
1+1.25
1.5 0.062500 6 37 12 0.49975111 0.21431100
1.5 0.031250 6 19 17 0.29238913 0.14581613
1.5 0.015625 7 125 20 0.21650878 0.09921257
1.5 0.007812 7 63 24 0.17715080 0.06750373
1.5 0.003906 8 435 45 0.10086226 0.04592920
1.5 0.001953 8 218 57 0.07100275 0.03125000
1.5 0.000977 8 109 80 0.04971398 0.02126234
1.5 0.000488 9 774 108 0.03362040 0.01446679
1.5 0.000244 9 387 147 0.02322422 0.00984313
1.5 0.000122 10 2784 203 0.01549616 0.00669722
Figure 2: The error and the stopping index K of Algorithm 1 compared to the expected error
δ
1.25
1+1.25 and the expected stopping index δ−
1
1+1.25 of the first test problem Ax1 = f1.
10−4 10−3 10−2 10−1
10−3
10−2
10−1
100
δ
E r
r o
r
 
 
Error of Algorithm 1
Expected error
10−4 10−3 10−2 10−1
100
101
102
103
δ
K
 
 
Stopping Index Algorithm 1
Expected stopping Index
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Table 2: Results of Algorithm 1 to solve the test problem Ax2 = f2.
ν δ n Kn K
‖xδ2,n,K−x†2‖
‖x†2‖
δ
0.25
1+0.25
1.5 0.062500 6 16 9 0.59696031 0.57434918
1.5 0.031250 7 105 23 0.50523819 0.50000000
1.5 0.015625 7 53 36 0.44800149 0.43527528
1.5 0.007812 8 366 68 0.38638037 0.37892914
1.5 0.003906 8 183 120 0.33629235 0.32987698
1.5 0.001953 9 1300 207 0.29364826 0.28717459
1.5 0.000977 9 650 361 0.25566471 0.25000000
1.5 0.000488 10 4678 625 0.22295988 0.21763764
1.5 0.000244 10 2339 1091 0.19402742 0.18946457
1.5 0.000122 11 17010 1901 0.16890368 0.16493849
Figure 3: The error and the stopping index K of Algorithm 1 compared to the expected error
δ
0.25
1+0.25 and the expected stopping index δ−
1
1+0.25 of the second test problem Ax2 = f2.
10−4 10−3 10−2 10−1
10−0.7
10−0.6
10−0.5
10−0.4
10−0.3
δ
E r
r o
r
 
 
Error of Algorithm 1
Expected error
10−4 10−3 10−2 10−1
100
101
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103
104
δ
K
 
 
Stopping Index Algorithm 1
Expected stopping Index
5.2 Test of Algorithm 2
Now we test Algorithm 2 for the two right hand sides f1 and f2. As semiiterative method we
choose again the ν-method with ν = 1.5. As further control parameter, we choose γ = 1
2
. Also for
Algorithm 2, we set ρ = 1 and generate perturbed right hand sides fi,δ, i = 1, 2, for different values
of δ > 0. With Algorithm 2 we then compute approximate solutions xδi,n,K of x
†
i . The resulting
errors for the two test problems are displayed in Table 3, 4 and Figure 4, 5.
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Table 3: Results of Algorithm 2 to solve the test problem Ax1 = f1.
ν δ n Kn K
‖xδ1,n,K−x†1‖
‖x†1‖
δ
1.25
1+1.25
1.5 0.062500 6 37 8 0.68979661 0.21431100
1.5 0.031250 6 19 15 0.36601474 0.14581613
1.5 0.015625 7 125 19 0.23679445 0.09921257
1.5 0.007812 7 63 22 0.18993287 0.06750373
1.5 0.003906 8 435 33 0.14615533 0.04592920
1.5 0.001953 8 218 48 0.09181469 0.03125000
1.5 0.000977 8 109 59 0.06784866 0.02126234
1.5 0.000488 9 774 88 0.04481807 0.01446679
1.5 0.000244 9 387 114 0.03125762 0.00984313
1.5 0.000122 9 194 158 0.02144644 0.00669722
Figure 4: The error and the stopping index K of Algorithm 2 compared to the expected error
δ
1.25
1+1.25 and the expected stopping index δ−
1
1+1.25 of the first test problem Ax1 = f1.
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Table 4: Results of Algorithm 2 to solve the test problem Ax2 = f2.
ν δ n Kn K
‖xδ2,n,K−x†2‖
‖x†2‖
δ
0.25
1+0.25
1.5 0.062500 6 16 8 0.60790728 0.57434918
1.5 0.031250 7 105 13 0.57256321 0.50000000
1.5 0.015625 7 53 26 0.48809868 0.43527528
1.5 0.007812 8 366 43 0.43126730 0.37892914
1.5 0.003906 8 183 74 0.37805221 0.32987698
1.5 0.001953 9 1300 131 0.32892273 0.28717459
1.5 0.000977 9 650 228 0.28663978 0.25000000
1.5 0.000488 9 325 281 0.27204892 0.21763764
1.5 0.000244 10 2339 643 0.22139020 0.18946457
1.5 0.000122 10 1170 818 0.20848631 0.16493849
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Figure 5: The error and the stopping index K of Algorithm 2 compared to the expected error
δ
0.25
1+0.25 and the expected stopping index δ−
1
1+0.25 of the first test problem Ax2 = f2.
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The graphs in Table 1 - 4 confirm the theoretical results on the order optimality of Algorithm
1 and 2. The parameters τ and γ in the two algorithms are chosen conservatively such that the
assumptions in Theorem 4.1 and 4.3 are satisfied. Neglecting these theoretical preconditions on
the parameters it is possible to further improve the numerical results. In particular for Algorithm
1, a smaller choice of τ yields better results for the approximation error
‖xδn,K−x†‖
‖x†‖ . Also, increasing
the parameter γ leads to smaller discretization levels n, as compared to the ones displayed in Table
1 - 4, and reduces the numerical costs of the algorithms.
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