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Evklidsko razdaljne matrike velikosti 3x3
Povzetek
Matrika je evklidsko razdaljna (Euclidian distance matrix  EDM), £e obstajajo
to£ke, tako da so elementi matrike kvadrati evklidskih razdalj med temi to£kami. V
tem delu dokaºemo nekaj pomembnih lastnosti EDM. Nato pa se osredoto£imo na
inverzni problem lastnih vrednosti za EDM.
Inverzni problem lastnih vrednosti (inverse eigenvalue problem  IEP) je slede£:
konstruirati (ali dokazati obstoj) matrike z danim spektrom in dolo£enimi lastnostmi
(konkretno, da je matrika EDM).
Dobro je znano, da ima IEP za EDM velikosti 3x3 re²itev. V tem delu so podane
vse re²itve tega problema, prou£ujemo njihovo povezavo z geometrijo ter moºno
raz²iritev na ve£je EDM z uporabo obrobljenih matrik.
Poleg tega pa predstavimo tudi povezavo med znanim problemom obstoja Hada-
mardovih matrik in IEP za EDM.
Euclidean distance matrices of size 3
Abstract
The matrix is an Euclidean distance (EDM) if there exist points so that the matrix
elements are squares of the euclidean distances between these points. In this work,
we prove some important properties of EDM. Then we focus on the inverse eigenvalue
problem for EDM.
The inverse eigenvalue problem is as follows: to construct (or to prove the exi-
stence of) a matrix with a given spectrum and required properties (in particular
that the matrix is EDM).
It is well known that the IEP for EDM of size 3 has a solution. Here we nd all
the solutions to this problem, we study their connection with geometry and possible
extension to larger EDM using bordered matrices.
Then we show the connection between the well known problem of the existence
of Hadamard matrices and the IEP for EDM.
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1. Uvod
Evklidsko razdaljne matrike je uvedel Menger leta 1928, kasneje pa so jih ²tudirali
Schoenberg, Gower in drugi avtorji. Imajo veliko zanimivih lastnosti in jih upora-
bljamo v razli£nih aplikacijah v linearni algebri, teoriji grafov in v bioinformatiki,
kjer se pogosto pojavlja vpra²anje, kaj vemo povedati o lastnostih to£k x1, x2, . . . , xn,
£e so znane samo razdalje med njimi.
Najprej bomo denirali evklidsko razdaljne matrike in dokazali nekaj njihovih
lastnosti.
Nato se bomo posvetili predvsem inverznemu problemu lastnih vrednosti na ev-
klidsko razdaljnih matrikah. Znano je, da ima ta problem za evklidsko razdaljne
matrike velikosti 3x3 re²itev. V tem delu so podane vse re²itve tega problema,
prou£ujemo njihovo povezavo z geometrijo ter moºno raz²iritev na matrike ve£jih
dimenzij z uporabo obrobljenih matrik.
Pred koncem pa si bomo ogledali ²e povezavo med problemom obstoja Hada-
mardovih matrik in inverznim problemom lastnih vrednosti za evklidsko razdaljne
matrike.
2. Evklidsko razdaljne matrike
Denirajmo evklidsko razdaljne matrike in povejmo nekaj njihovih lastnosti.
Denicija 2.1. Matrika D ∈ Rn×n je evklidsko razdaljna (Euclidian distance matrix
- EDM), £e obstajajo to£ke xi ∈ Rm, i = 1, 2, . . . , n, tako da velja
dij = ∥xi − xj∥2.
Minimalni m se imenuje vpetostna dimenzija.
Posledica 2.2. Opazimo, da mora za obstoj to£k xi za vsak nabor






Opomba 2.3. O£itno je m < n.
Denicija 2.4. e ima matrika A ∈ Rn×n po diagonali ni£le (ai,i = 0 za i =
1, 2, . . . , n), pravimo, da je matrika votla.
Trditev 2.5. Po konstrukciji so EDM simetri£ne, votle in nenegativne. Neni£elna
EDM ima le eno pozitivno lastno vrednost in vsota njenih lastnih vrednosti je ni£.
Za dokaz obstoja natanko ene pozitivne lastne vrednosti potrebujemo Descarte-
sovo pravilo predznakov, ki govori o ²tevilu pozitivnih realnih ni£el polinoma.
Opomba 2.6 (Descartesovo pravilo predznakov). Naj bo p(x) = a0 + a1x + . . . +
an−1x
n−1 + anx
n realen polinom n-te stopnje.
Ozna£imo ²tevilo sprememb predznaka:
V (a) := V (a0, a1, . . . , an).
Pri tem je npr. V (−1, 5, 0, 4,−3) = 2.
Ena izmed trditev Descartesovega pravila je, da £e za polinom p velja V (a) = 1,
potem ima p natanko eno pozitivno ni£lo.
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Dokaz opombe 2.6. Naj bo polinom p tak, da zanj velja V (a) = 1.
Brez ²kode za splo²nost predpostavimo, da velja a0 ̸= 0 (sicer odstranimo (ve£-
kratno) ni£lo x = 0) in an > 0 (sicer polinom pomnoºimo z -1), saj to ne spremeni
vrednosti V (a).
Tedaj iz predpostavke sledi, da je ana0 < 0. Torej je ali p(0) < 0 in p(x) > 0 za
dovolj velike x, ali p(0) > 0 in p(x) < 0 za dovolj velike x. Zaradi zveznosti funkcije
p ima slednja vsaj eno pozitivno ni£lo.
Recimo, da je pozitivnih ni£el ve£. Z α ozna£imo najmanj²o izmed njih. Deni-
rajmo polinom q(x) = α−np(αx). Koecienti polinoma q imajo enake predznake kot
koecienti polinoma p. Najmanj²a ni£la polinoma q pa je x = 1. Pokazali bomo, da
je x = 1 enostavna ni£la polinoma q in je q(x) > 0 za x > 1.
Denirajmo funkcijo φk(x) =
∑k−1
j=0 x
j, k = 1, 2, . . . Zanjo veljajo naslednje la-
stnosti:
(1) φk(1) = k,
(2) φk(y) ≥ φk(x), y ≥ x ≥ 1,
(3) φl(x) ≥ φk(x), l ≥ k, x ≥ 0.








|bj|xj, 1 ≤ k ≤ n,
kjer je bj ≥ 0, j = n− k + 1, . . . , n in bj ≤ 0, j = 0, 1, . . . , n− k. Potem je





























Dovolj je videti, da je s pozitivna funkcija na [1,∞). Naj bo torej x ≥ 1. S



















≥ φn−k+1(1)(q(1) + |b0|)
= (n− k + 1)|b0| > 0.
Trditev je s tem dokazana. 
Dokaz trditve 2.5. To, da so EDM simetri£ne, votle in nenegativne, je o£itno iz
denicije EDM in iz lastnosti evklidske razdalje.
Oglejmo si karakteristi£ni polinom evklidsko razdaljne matrike D ∈ Rn×n.
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Koecient pri λn je enak (−1)n, naslednji koecient je enak 0, vsi ostali pa so ali
enaki 0 ali nasprotnega predznaka kot prvi. To sledi iz lastnosti EDM, £esar pa ne
bomo eksplicitno dokazovali v splo²nem, ampak v nadaljevanju le za n = 3.
Dokaz obstoja natanko ene pozitivne lastne vrednosti je s pomo£jo Descartesovega
pravila (opomba 2.6) o£itno zaklju£en, saj ni£lo pre£kamo natanko enkrat.
Iz dejstva, da je v splo²nem koecient karakteristi£nega polinoma matrike D pri
λn−1 enak sledi matrike D, sledi, da je vsota lastnih vrednosti enaka 0. 
Primer 2.7. Oglejmo si EDM za mnoºico to£k∆ = {(3, 2), (−1, 0), (−2, 1), (3,−1)}:











Slika 1. Mnoºica ∆
Evklidsko razdaljna matrika za ta primer je:
D∆ =
⎡⎢⎢⎣
0 20 26 9
20 0 2 17
26 2 0 29
9 17 29 0
⎤⎥⎥⎦
O£itno bi bila matrika enaka tudi za primer, kjer bi vse prvotne to£ke premaknili
za ksen vektor. Torej matrika to£k ne dolo£a enoli£no.
Pribliºki za lastne vrednosti za ta primer:
52.44146 . . . ,−0.79476 . . . ,−10.05044 . . . ,−41.59627 . . . ♦






EDM in sta matriki D1 in D4 kvadratni, sta o£itno tudi D1 in D4 EDM.
V obratni smeri velja le za primerni D2 in D3.
2.1. Perronov lastni vektor.
Denicija 2.9. e obstaja lastna vrednost r matrike A, za katero velja r = σ(A),
²tevilu r pravimo Perronova lastna vrednost. Pri tem je σ(A) = maxi=1,...,n |λi|
spektralni radij matrike A, kjer so λi lastne vrednosti matrike A.
Denicija 2.10. Perronov lastni vektor je lastni vektor, ki pripada Peronovi lastni
vrednosti, £e ta obstaja.
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Opomba 2.11. Opazimo, da je Perronova lastna vrednost za EDM kar njena edina
pozitivna lastna vrednost λ1. Torej Perronova lastna vrednost za EDM vedno ob-
staja.







kjer sta X in Z kvadratni matriki.
Denicija 2.13. e obstaja permutacijska matrika P , tako da je P TAP zgornje
blo£no trikotna, potem je matrika A razcepna.
Sicer je nerazcepna.
Opomba 2.14. Permutacijska matrika je matrika s po eno enico v vsakem stolpcu
in vrstici, drugod pa ima ni£le.
e z njo z desne pomnoºimo neko matriko, matriki preme²amo stolpce.
Trditev 2.15. Neni£elna EDM je nerazcepna.
Dokaz. Recimo, da je neni£elna razcepna matrika D EDM.
Brez ²kode za splo²nost predpostavimo, da je matrika D zgornje blo£no trikotna,
sicer jo s permutacijo stolpcev in vrstic s primerno permutacijsko matriko naredimo
zgornje blo£no trikotno.
Ker je matrika D EDM, velja trikotni²ka neenakost iz posledice 2.2. Preko triko-
tni²ke neenakost in z uporabo simetri£nosti EDM lahko dokaºemo, da so tudi vsi
ostali elementi matrike enaki 0. Za vsak element di,j lahko najdemo k tako, da bo
di,j ≤ di,k + dk,j = 0, £e upo²tevamo, da je matrika D simetri£na.
Torej je D ni£elna matrika in smo dobili protislovje. 
Lema 2.16. Naj bo D neni£elna EDM, r njena Perronova lastna vrednost in v
njej pripadajo£ (Perronov) lastni vektor za D. Tedaj ima vektor v vse komponente
pozitivne.
Dokaz. Naj bo D EDM s Perronovo lastno vrednostjo r.
Res obstaja lastna vrednost matrike D enaka r (r = λ1) in tej pripada Perronov
lastni vektor v (Dv = rv,
∑n
i=1 vi = 1).


















Zadnja neenakost sledi iz naslednje leme:






Dokaz. Naj bodo w1, w2, . . . , wn lastni vektorji simetri£ne matrike A ∈ Rn×n s pri-
padajo£imi lastnim vrednostim λ1 ≥ λ2 ≥ . . . ≥ λn in naj sestavljajo ortonormirano
bazo, maxi=1,...,n|λi| = r. Naj bo x ∈ Rn poljuben neni£eln vektor, ki ga zapi²emo v




































iz £esar sledi, da je u lastni vektor matrike D za lastno vrednost r.
Dokazali smo, da je v nenegativen vektor. Dokaºimo ²e strogo pozitivnost.
Predpostavimo, da za i = 1, 2, . . . , k, k < n, velja vi = 0, za k < i ≤ n pa vi > 0.
Potem za vse i = 1, 2, . . . , n velja







Torej di,j = 0, j = k + 1, . . . , n.
Od tod sledi, da je matrika D razcepna.
Dobili smo protislovje (po trditvi 2.15), saj je matrika D neni£elna EDM. Torej
so vse komponente vektorja v pozitivne.
S tem je dokaz kon£an. 
Perronova lastna vrednost za primer 2.7 je r = 52.44146 . . . , pripadajo£ Perronov
lastni vektor pa je v .=
[
0.25940 0.19514 0.28184 0.26363
]T
. Zadnji izrek o£itno
za ta primer velja.
2.2. Pogojna negativna semidenitnost.
Denicija 2.18. Naj bo A simetri£na matrika. e za vsak x ∈ Rn, iz xT e = 0 sledi
xTAx ≥ 0, pravimo, da je matrika A pogojno pozitivno semidenitna.
e pa za vsak x ∈ Rn, iz xT e = 0 sledi xTAx ≤ 0, pravimo, da je matrika A
pogojno negativno semidenitna.




1 1 . . . 1
]T ∈ Rn.
Trditev 2.20 (Schoenberg-Gower). Nenegativna votla simetri£na matrika D je
EDM natanko tedaj, ko je pogojno negativno semidenitna.
Dokaz. Za dokaz glej [1].
Izrek 2.21. Naj bo A simetri£na matrika in a ∈ Rn, a ̸= 0. Potem sta naslednji
trditvi ekvivalentni:
(1) Za vsak h ∈ Rn iz hTa = 0 sledi hTAh ≥ 0.
(2) A je pozitivno semidenitna ali A ima natanko eno negativno lastno vrednost
in obstaja vektor b tako, da Ab = a, kjer bTa ≤ 0.
Dokaz. (1) ⇒ (2) : Naj bosta A simetri£na matrika in a neni£eln vektor taka, da iz
hTa = 0 sledi hTAh ≥ 0.
Ker je A pozitivno semidenitna na podprostoru dimenzije n − 1 (podprostor
pravokoten na a), ima A najve£ eno negativno lastno vrednost.
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e ne obstaja tak b, da Ab = a, je ob zapisu a = x + y, kjer je x iz jedra in y iz
slike preslikave A, nujno x ̸= 0. e bi bil x = 0, bi tak b obstajal, ker je y iz slike.
Sledi
xTa = xTx+ xTy = xTx ̸= 0.
Naj bo za nek vektor v
h = (I − xa
T
xTa




Potem velja hTa = 0 in hTAh = vTAv ≥ 0, torej je A pozitivno semidenitna.
Predpostavimo, da A ni pozitivno semidenitna. Naj bo b tak, da Ab = a in
bTa ̸= 0. Naj bo za nek v




Potem iz v = h+ (aTv)/(bTa)b in hTa = 0 sledi














Izberemo tak v, da vTAv < 0. Tak v obstaja, ker matrika ni pozitivno semidenitna.
Sledi bTa < 0.
(2) ⇒ (1) : Naj bo A simetri£na matrika.
e je A pozitivno semidenitna, trditev (1) sledi po deniciji. Naj ima A natanko
eno negativno lastno vrednost λ in naj bo u njej pripadajo£ normiran lastni vektor.
Naj obstaja tak b, da Ab = a in bTa ≤ 0.
A lahko napi²emo kot CTC + λuuT . Sledi a = Ab = CTCb+ λ(uT b)u.
e je uT b = 0, velja
bTa = bTCTCb = ∥Cb∥2 ≤ 0,
torej je Cb = 0. Ker je a = Ab = λ(uT b)u in uT b = 0, je a = 0. Sledi, da mora biti
uT b ̸= 0. Sledi





















(∥Ch∥2∥Cb∥2 − ((Ch)T (Cb))2) ≥ 0,
kjer je prva neenakost posledica bTa ≤ 0, zadnja pa je posledica Cauchy-Schwarzove
neenakosti.
e pa je bTCTCb = 0, je Cb = 0 in sledi a = λ(uT b)u. Torej iz hTa = 0 sledi
hTu = 0, kar nam da
hTAh = hT (CTC + λuuT )h = hTCTCh ≥ 0.
S tem je izrek dokazan. 
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Izrek 2.22. Naj bo D ∈ Rnxn neni£elna simetri£na votla matrika. Matrika D je
EDM natanko tedaj, ko ima le eno pozitivno lastno vrednost in obstaja w ∈ Rn tako,
da je Dw = e in wT e ≥ 0.
Dokaz. Naj bo matrika D neni£elna simetri£na in votla.
Naj obstaja w tako, da wT e ≥ 0 in Dw = e, in naj ima D natanko eno pozitivno
lastno vrednost. Po izreku 2.21 velja, da iz hT e sledi hTDh ≤ 0. Torej je D pogojno
negativno semidenitna.
Ozna£imo z ei vektor z enico na i-tem mestu in ni£lami sicer, z e pa vektor samih
enic.
Ker je (ei − ej)T e = 0 in velja
(ei − ej)TD(ei − ej) = di,i + dj,j − di,j − dj,i = −2di,j ≤ 0,
je D tudi nenegativna.
Naj bo vektor s tak, da sT e = 1 in y ∈ Rn poljuben. Potem je vektor x =
(I − seT )y pravokoten na e. Za x, za katere xT e = 0, velja
xT (I − esT )D(I − seT )x = xTDx.
Naj bo matrika X taka, da velja −2XTX = (I − esT )D(I − seT ). Velja
−2(ei − ej)TXTX(ei − ej) = (ei − ej)TD(ei − ej) = −2di,j,
kjer je
di,j = ∥Xei −Xej∥2.
Torej so elementi matrike D kvadrati evklidskih razdalj za to£ke, ki ustrezajo stolp-
cem matrike X. Sledi, da je D EDM.
Dokaºimo ²e v drugo smer. Naj bo D EDM.
Iz izreka 2.20 sledi, da je D pogojno negativno semidenitna.
Ker je votla, je vsota njenih lastnih vrednosti enaka 0, in ker je neni£elna, ima vsaj
eno od ni£ razli£no lastno vrednost. Torej obstaja strogo pozitivna lastna vrednost
λ in njej pripadajo£ normiran lastni vektor u. Velja uTDu = λ > 0, torej matrika
D ni negativno semidenitna.
Po izreku 2.21 velja, da ima D natanko eno pozitivno lastno vrednost in obstaja
w, da velja wT e ≥ 0 in Dw = e.
S tem je dokaz zaklju£en. 
Opomba 2.23. e obstajata dva vektorja w1, w2, tako da velja Dw1 = Dw2 = e,
potem je w1 − w2 iz jedra matrike D in zato eTw1 − eTw2 = eTu. Ampak eTu =
wT1 Du = 0, torej velja w
T
1 e = w
T
2 e.
Primer 2.24 (Nadaljevanje primera 2.7). Poi²£imo ²e vektor w, ki ustreza pred-
postavkam iz izreka. Matrika D∆ je o£itno obrnljiva, ker so vse lastne vrednosti





−493 −870 663 502
−870 −3393 2259 1014
663 2259 −1530 −600














Opazimo, da je wT e = 0, kar je ve£je ali enako 0. Rezultat je enak 0, ker smo vzeli
to£ke v dvodimenzionalnem prostoru. ♦




⎡⎣ 0 d1 d2d1 0 d3
d2 d3 0
⎤⎦ ,
kjer so d1, d2, d3 ≥ 0.
Predpostavimo, da je matrika D obrnljiva EDM.
To velja, ko nobena lastna vrednost D ni enaka 0. Karakteristi£ni polinom za D
je
−λ3 + λ(d21 + d22 + d23) + 2d1d2d3,
torej d1d2d3 ̸= 0.
O£itno morajo biti vse tri to£ke paroma razli£ne.
Opomba 2.25. V splo²nem (za ve£je n) ne velja, da, £e je ena lastna vrednost
enaka 0, sta dve to£ki enaki. Naprimer, £e imamo kvadrat s stranico 1, mu ustreza
EDM ⎡⎢⎢⎣
0 1 2 1
1 0 1 2
2 1 0 1
1 2 1 0
⎤⎥⎥⎦ ,
ki pa ima lastne vrednosti 2, 0,−1,−1. Torej ima lastno vrednost 0 in paroma
razli£ne to£ke.
Oglejmo si vektor w iz izreka za zgoraj denirano matriko D.
w = D−1e =
1
2d1d2d3





Torej mora za D veljati
wT e =
2d1d2 + 2d1d3 + 2d2d3 − d21 − d22 − d23
2d1d2d3
≥ 0.
e slednje velja, je matrika D EDM.







d3. To velja, ko so ustrezne to£ke kolinearne.
e pa je matrika D neni£elna, neobrnljiva EDM, lahko zanjo predpostavimo, da
je oblike ⎡⎣0 0 d0 0 d
d d 0
⎤⎦ ,







⎤⎦ , t ∈ R.
Tedaj je wT e = 2
d
≥ 0.
Opomba 2.27. Opazimo, da £e je di,j = 0, i ̸= j (nediagonalen element enak 0), je
zaradi trikotni²ke neenakosti tudi di,k = dj,k, k = 1, . . . , n.
Torej imamo vsaj eno lastno vrednost enako 0, saj sta i-ti in j-ti stolpec enaka.
Obratno pa o£itno ne velja.
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3. Inverzni problem lastnih vrednosti
V tem poglavju si bomo ogledali inverzni problem lastnih vrednosti in pokazali
idejo re²evanja problema za EDM.
Denicija 3.1. Inverzni problem lastnih vrednosti (inverse eigenvalue problem 
IEP) je naslednji: ali je za dana ²tevila λ1, λ2, . . . , λn ∈ C mogo£e skonstruirati (ali
dokazati obstoj) matrike D, ki izpolnjuje nekatere predpisane zahteve tako, da so λi
lastne vrednosti D.
Na take teºave naletimo v razli£nih aplikacijah, na primer v gradbeni²tvu pri
²tudiju vibracij stavb pri potresu: znane so frekvence (lastne vrednosti), na katere
je potrebno skonstruirati ustrezno matriko.
IEP je teºak, ko so podane dodatne zahteve, kot na primer di,j ≥ 0, i, j =
1, 2, . . . , n, D = DT in di,i = 0, i = 1, 2, . . . , n, ali celo, da je dobljena matrika
EDM.
3.1. IEP za EDM. Inverzni problem za evklidsko razdaljne matrike je naslednji: za
dana realna ²tevila λ1 > 0 ≥ λ2 ≥ . . . ≥ λn, za katera velja
∑
i λi = 0, konstruirati
EDM D s spektrom {λ1, λ2, . . . , λn}.




































ki tvorijo enakokrak trikotnik. Fiedler je prvi re²il ta problem.
To je temelj za konstrukcijo re²itev IEP za nekatere ve£je n. Najmanj²i odprt
problem je n = 7. Konstrukcija za ve£je n pa je povezana z dobro znanim problemom
obstoja Hadamardove matrike (glej poglavje 6).
A ta konstrukcija re²uje le probleme za n ∈ N, za katere je znan obstoj Hadamar-
dove matrike, ter za nekatere njihove naslednjike n+ 1 in n+ 2.







kar je raz²iritev matrike A na M .
Fiedlerjevo konstrukcijo, ki temelji na obrobljenih matrikah, smo idejno analizirali
zgoraj (matrika (1)). Izkaºe se, da ima ta konstrukcija velike omejitve za velike n.
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Pojavi se vpra²anje, ali je Fiedlerjeva re²itev za n = 3 enoli£no dolo£ena. e ni,
bi morda imela druga re²itev nekaj prednosti pri re²evanju IEP za EDM.
S povezavo analize, geometrije in linearne algebre bomo pokazali, da obstaja ne-
skon£no veliko re²itev kubi£ne IEP za EDM.
Povezava med lastnimi vrednostmi votle simetri£ne matrike in njenimi obroblje-
nimi matrikami predlaga, da lahko tak²no konstrukcijo uporabimo za iskanje re²itve
IEP za EDM za nekatere ve£je n.
4. Inverzni problem lastnih vrednosti za evklidsko razdaljne
matrike velikosti 3x3
Prou£evali bomo tudi prestop iz kvadratnega v kubi£en primer in opozorili na
teºave, s katerimi se sre£ujemo pri ve£jih n.
Vzemimo λ1 > 0 ≥ λ2 ≥ λ3 tako, da je λ1 + λ2 + λ3 = 0.
Opomba 4.1. Brez izgube za splo²nost lahko predpostavimo, da so to£ke xi, ki
ustrezajo EDM D in jih i²£emo, oblike (0, 0), (a, 0), (b, c), kjer je a > 0, b > 0, c > 0.
To izhaja iz invariance EDM na rotacije in zrcaljenja to£k, saj je evklidska razdalja
invariantna (se ne spreminja) za ortogonalne preslikave in ker so lastne vrednosti
invariantne na spremembo baze.
Torej je
D =
⎡⎣ 0 a2 b2 + c2a2 0 (a− b)2 + c2
b2 + c2 (a− b)2 + c2 0
⎤⎦ .(2)
Opomba 4.2. Kratek pogled na geometrijo problema razkriva, da obstaja 24 re²i-




(b− a)2 + c2 in
predstavljajo rotacijo ali zrcaljenje prvotnega trikotnika. Za vsakega izmed njih da
zrcaljenje prek y osi b ↔ (a − b) dve moºnosti. Tako imamo ²est re²itev, vendar
£e upo²tevamo moºnosti ±a,±b,±c obstajajo ²tiri v vsakem primeru, kar skupaj
prinese 24 re²itev.
Torej, £e je a dopustna re²itev, potem sta tudi izbora a =
√
b2 + c2 in a =√
(b− a)2 + c2 dopustni re²itvi, ki prineseta isti trikotnik samo v druga£ni poziciji.
Karakteristi£ni polinom matrike D pa je
p(x) = −x3+2x((a2− ab+ b2)2+((a− b)2+ b2)c2+ c4)+ 2a2((a− b)2+ c2)(b2+ c2).
Opazimo, da manjka kvadratni £len in da sta koecient pred linearnim £lenom in
konstantni £len pozitivna. Descartovo pravilo predznakov pokaºe, da sta dve lastni
vrednosti negativni in ena pozitivna.
Opomba 4.3. Cardanova metoda je metoda za izra£un ni£el kubi£nega polinoma.
Ker je polinom p kubi£en, lahko re²itev dobimo enostavno s Cardanovo metodo.
Primerjamo koeciente q(x) = −(x − λ1)(x − λ2)(x − λ3) in p(x). Dobimo neli-
nearen sistem ena£b:
2a2((a− b)2 + c2)(b2 + c2) = −λ2λ3(λ2 + λ3),(3)
2((a2 − ab+ b2)2 + ((a− b)2 + b2)c2 + c4) = λ22 + λ2λ3 + λ23.
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−(a2 − λ1)(a2 − λ2)(a2 − λ3) + λ1λ2λ3 − a2(λ22 + λ2λ3 + λ23).
2a2
Denirajmo:
d12 = d12(a) := a
2,




−(a2 − λ1)(a2 − λ2)(a2 − λ3)−
√
−(a2 + λ1)(a2 + λ2)(a2 + λ3)
2a
,(5)
d23 = d23(a) := (b− a)2 + c2
=
√
−(a2 − λ1)(a2 − λ2)(a2 − λ3) +
√
−(a2 + λ1)(a2 + λ2)(a2 + λ3)
2a
,




⎡⎣ 0 d12 d13d12 0 d23
d13 d23 0,
⎤⎦
denirana s (5), je nenegativna, votla in ima predpisane lastne vrednosti λ1 > 0 ≥
λ2 ≥ λ3, kjer λ1 + λ2 + λ3 = 0, natanko tedaj, ko so elementi dobro denirani, to je
pri
−λ2 ≤ a2 ≤ −λ3(6)
Dokaz. Najprej pokaºimo, da so elementi matrike dobro denirani natanko tedaj,
ko veljajo neena£be (6).
O£itno je d12 dobro deniran za vse a, d13 in d23 pa sta dobro denirana, ko sta
oba izraza pod koreni nenegativna in a ̸= 0. Ob tem upo²tevamo, da je matrika
ºe po konstrukciji votla, iz £esar sledi λ1 + λ2 + λ3 = 0. Brez ²kode za splo²nost
predpostavimo, da je λ1 > 0, λ3 < 0 in λ1 ≥ λ2 ≥ λ3.
Izkaºe se, da sta oba korena dobro denirana natanko tedaj, ko velja (6).
(⇒:)
Predpostavimo, da so vse lastne vrednosti neni£elne. Dovolj je pokazati, da je D
nenegativna, £e a2 ∈ [−λ2,−λ3], saj iz tega sledi tudi to, da je le ena lastna vrednost
pozitivna, votla pa je ta matrika ºe po konstrukciji, kar nas spet privede do dejstva,
da je vsota lastnih vrednosti enaka 0.
Velja, da sta d12, d23 nenegativna povsod, kjer sta dobro denirana. Za d13 pa
mora veljati ²e λ1λ2λ3 ≥ 0, kar sledi iz primerjave obeh korenov. Od tod sledi, da
je ²tevilo negativnih lastnih vrednosti sodo. Iz vsote lastnih vrednosti in njihove
neni£elnosti sledi, da imamo dve negativni lastni vrednosti.
(⇐:)
Ker je matrika nenegativna, je o£itno tudi dobro denirana. 




−λ3]. Da bi bila D EDM, potrebujemo ²e dodatne
zahteve: to£ke x1 = (0, 0), x2 = (a, 0), x3 = (b, c) morajo obstajati. Zdaj i²£emo
parametre a ∈ I tako, da b in c obstajata.
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Za vsak a ∈ I obstaja b, kar o£itno sledi iz λ1 > 0 ≥ λ2 ≥ λ3.
Obstoj c (sledi iz formule (4)) pa nam da pogoj:
f(a) := 2a3
√
−(a2 + λ2 + λ3)(a2 − λ2)(a2 − λ3)
−(λ2 + λ3)λ2λ3 − a2(λ22 + λ2λ3 + λ23) ≥ 0,(7)
kar je dobro denirano na |a| ≤
√
−(λ2 + λ3).
Obstaja vsaj en dopusten a, ker nam da izbira a =
√
−λ2 ºe omenjeno Fiedlerjevo
re²itev (s trikotnikom v razli£nih poloºajih). Obstoj sledi iz
f(
√
−λ2) = λ22(λ2 + 2
√
2λ3(λ2 + λ3)) ≥ λ22(λ2 + 2
√




−λ3) = λ23(λ3 + 2
√
2λ2(λ2 + λ3))
nam razkrije, da je f(
√
−λ3) nenegativno za λ3 ∈ [2(2 +
√
6)λ2, λ2]. Izkaºe se, da
za tak²no λ3 vsak a ∈ I vodi do re²itve IEP za EDM.








Slika 2. −0.5 = λ3 = λ2


















Slika 4. −12 = λ3 << λ2
Slike 2, 3 in 4 prikazujejo graf funkcije f za razli£ne vrednosti λ3 pri λ2 = −0.5.




−λ3], kjer f(a) ≥ 0.
e je λ3 < 2(2+
√


















ki je tudi lokalni minimum f (glej sliko 3).
Tako je to limitni primer: za λ3 ∈ [2(2 +
√
6)λ2, λ2] in a ∈ I, f(a) ≥ 0. Opazimo,
da je pozitivna za λ3 ∈ (2(2 +
√
6)λ2, λ2]. V mejnem primeru se pojavi ni£la na
robni to£ki
√
−λ3 in dvojna ni£la az na dopustnem intervalu I. Vsak a ∈ I prinese
dopustno re²itev IEP za EDM.
Za λ3 < 2(2 +
√
6)λ2 se dvojna ni£la spremeni v dve ni£li z1 in z2 in obstaja
²e ni£la z3 <
√
−λ3 na I, ker je f(
√
−λ3) < 0. Funkcija f je nenagativna v
[
√
−λ2, z1]∪ [z2, z3] in re²itve IEP za EDM obstajajo le za parametre a v tej mnoºici.
Povzemimo rezultate:




−λ3] in naj bo funkcija f denirana s formulo (7).
e:
(1) λ2 ≥ λ3 ≥ 2(2 +
√
6)λ2 in a ∈ I; ali
(2) λ3 < 2(2 +
√
6)λ2 in a ∈ [
√
−λ2, z1] ∪ [z2, z3], kjer so z1, z2, z3 ni£le funkcije
f na I,
potem je matrika D EDM.
Dovoljeno obmo£je za parameter a je veliko, saj pokriva vse moºnosti in tako
je isti trikotnik opisan trikrat (za a enak vsaki dolºini robov trikotnika). Za bolj
natan£en rezultat upo²tevajmo ²e nekatere lastnosti funkcije f .
Lema 4.6. Lokalni maksimum f na I (za λ3 < 2(2 +
√



















−9λ2λ3(λ2 + λ3) +W (λ2, λ3)
in




−(λ22 − 2λ2λ3 − 2λ23)(2λ22 + 2λ2λ3 − λ23)(λ22 + 4λ2λ3 + λ23).













√− 3√r + 54√2t(1 + t)√
k
3√r










578 + 1734t+ 4197t2 + 5504t3 + 4197t4 + 1734t5 + 578t6,
p = 235 + 705t+ 2139t2 + 3103t3 + 2139t4 + 705t5 + 235t6,
r = p+ i 3
√




r2 + 10 3
√
r(1 + t+ t2) + 49(1 + t+ t2)2.
Lema 4.7. Funkcija f doseºe svoj lokalni maksimum na I pri parametru a, za ka-
terega generirane to£ke tvorijo pravokotni trikotnik (s pravokotnim kotom pri (b, c)).
Dokaz. Generirane to£ke tvorijo pravi kot v (b, c) natanko tedaj, ko je d12 = d13+d23
za kvadrate razdalj. To se poenostavi v odvisnost
a3 =
√
−(a2 − λ1)(a2 − λ2)(a2 − λ3).(8)
Prvi odvod f vodi do:
f ′(a) = 2a(3a
√





−(λ22 + λ2λ3 + λ23)).
Z uporabo odvisnosti (8) postane prvi odvod enak 0, odvisnost pa z uporabo Car-
danove formule da lokalni maksimum iz leme 4.6. 































in to nam da re²itev IEP za EDM.
Dokaz. Da je trikotnik enakokrak, mora veljati naslednja zveza:
√
b2 + c2 =
√








(b− a)2 + c2
Tako dobimo b = a/2. Z uporabo sistema ena£b (4) lahko vidimo, da je edina
dopustna re²itev a =
√
−λ2. Izra£un c in dolºine stranic trikotnika zaklju£ijo
dokaz. 
Ponovno, £e je a dopustna re²itev, sta tudi izbiri
a =
√
b2 + c2 in a =
√
(b− a)2 + c2
dopustni re²itvi. Dovolj je preveriti primer a ∈ [
√
−λ2, z1], saj drugi dve re²itvi
leºita v [z2, z3].
Kot dokaz si oglejmo robne primere:
Ker f(z1) = f(z2) = f(z3) = 0, ustrezne re²itve dajo kolinearne to£ke (0, 0), (b, 0)
in (a, 0), kjer je a = zi, b = b(a) = b(zi), i = 1, 2, 3 (glej sistem ena£b (4)). Dolºine
stranic trikotnika a,
√
b2 + c2 in
√
(b− a)2 + c2 so zvezne funkcije a na I. Torej se
oblika trikotnika spreminja iz degeneriranega trikotnika (primer
f(z1) = f(z2) = f(z3) = 0) do enakokrakega trikotnika (lema 4.8), ko a pada od z1
proti
√




Zdaj lahko podamo natan£no obliko izreka 4.5.




−λ3] in funkcija f denirana z izrazom (7). e
(1) λ2 ≥ λ3 ≥ 2(2 +
√
6)λ2 in a ∈ I ali
(2) λ3 < 2(2 +
√
6)λ2 in a ∈ [
√
−λ2, z1], kjer je z1 prva ni£la funkcije f na I,
potem je matrika D EDM. To zajema vse moºne razli£ne geometrijske
konguracije generiranih to£k.
Opomba 4.10. Za λ3 = λ2 iz neena£b (6) sledi, da je edina dopustna re²itev
a =
√
−λ2. Ni£le funkcije f so zvezne funkcije λ2 in λ3. Lahko dobimo dobre meje
za ni£lo z1 in pokaºemo, da dopustni interval za a konvergira proti {
√
−λ2}, ko
gresta λ2 in λ3 dale£ narazen.
Opomba 4.11. Iz slik 3 in 4 opazimo, da velja z1 + z2 = z3.
4.1. Geometrijski pomen ni£el funkcije f .
Trditev 4.12. e je λ3 ≤ 2(2 +
√
6)λ2, za ni£le f na I velja
z1 + z2 = z3.
Dokaz. e vzamemo a = z1, po deniciji funkcije f velja c = 0. Ker je a lahko
enak tudi |b| = |b(z1)| ali |a− b| in je c ²e vedno enak 0, sta tudi |b| in |a− b| ni£li
funkcije f na I.
Za |a|, |b| in |a− b| pa velja, da je najve£je ²tevilo izmed njih vsota manj²ih dveh.
Dokazati moramo le ²e, da ta ²tevila zavzamejo vrednosti vseh treh ni£el, torej da
se vrednost lahko ponovi le, £e je ni£la dvojna.
Dovolj je pokazati, da £e je z ni£la, je tudi 2z ni£la le, ko je z dvojna ni£la.
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Recimo, da |b| = |b− a| = z1. Tedaj je |a| lahko enak 0, kar ni ni£la f na I, ali pa
je enak 2z1. Torej velja (brez ²kode za splo²nost a = 2b > 0)
a = 2b = 2b(a)
0 = a2
√
−(a2 + λ1)(a2 + λ2)(a2 + λ3)




















2λ2(λ2 + λ3) + λ
3
3 = 0
λ23 − 8λ2λ3 − 8λ22 = 0
λ3 = 2(2 +
√
6)λ2





Sledi {|a|, |b|, |a− b|} = {z1, z2, z3}, torej je dokaz kon£an. 
Posledica 4.13. Iz dokaza sledi, da so ni£le razdalje med kolinearnimi to£kami, ki
zado²£ajo pogojem IEP za EDM.
Opomba 4.14. Opazimo tudi, da je vpetostna dimenzija enaka 2 natanko tedaj,
ko je λ3 ≤ 2(2 +
√
6)λ2, sicer je 3.
Kaj pa se dogaja s kolinearno re²itvijo ob spreminjanju λ2 pri ksnem λ3?
Oglejmo si razmerje med dolºinama stranic a in b− a, kjer je b > a > 0 (brez
²kode za splo²nost).
Ko λ3 ≤ 2(2 +
√
6)λ2, je razmerje enako 1. Ko pa gre λ2 → 0, gre razmerje proti 0.












−(z21 + λ1)(z21 + λ2)(z21 + λ3)− z31
,
ker je b = z3.
Opomba 4.15. Ko je λ2 = 0, dobimo re²itev IEP:⎡⎢⎣ 0 0 −
λ3√
2








ki je enaka re²itvi, ki nam jo da Fiedlerjeva konstrukcija za λ2 = 0.
Opomba 4.16. Ni£le funkcije f je eksaktno teºko izra£unati, zato i²£emo £im
bolj²o oceno. Zado²£a nam ºe ocena ni£le z1, saj nam b(z1) da z2, tretja ni£la pa je
b(z1)− z1.
4.2. Ocena ni£le z1.
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Izrek 4.17. Naj bo t := λ3/λ2. Dobra spodnja in zgornja meja za z1 (a1 < z1 < a2















t ≥ 2(2 +
√
6).
Ko t → ∞, se dopustni interval [
√
−λ2, z1] skr£i na {
√
−λ2}.













in sta ju avtorja £lanka [3] pridobila s poisku²anjem.
Ko gre t → ∞, gresta a1 in a2 proti
√
−λ2, razlika










pa gre proti proti 0.




= 8, 89898 ≤ t < 8, 89907, f(a2) > 0, zato a2 ne da
zgornje meje za z1. Lahko dobimo bolj²o zgornjo mejo v tem primeru, a ta ni tako
dobra za ve£je t. 
5. Inverzni problem lastnih vrednosti in obrobljene matrike
Do zdaj smo naredili konstrukcijo re²itve IEP za EDM velikosti 3× 3. Zanima pa
nas tudi konstrukcija za ve£je n.
Najprej omenimo povezavo med lastnimi vrednostmi simetri£ne votle matrike in
njeno obrobljeno matriko.
Izrek 5.1. Naj bodo λ1, λ2, . . . , λn+1 dana realna ²tevila, kjer
∑
i λi = 0. Naj bo
M ∈ Rn×n simetri£na votla matrika, tako da je M = UDUT njen razcep, kjer
D = diag(d1, . . . , dn), UTU = I.
Naj bo
ai :=
√− ∏n+1j=1 (di − λj)∏n
j=1,j ̸=i(di − dj)
, i = 1, 2, . . . , n,









podobni in imata lastne vrednosti λ1, λ2, . . . , λn+1.

















Desna matrika je pu²£i£asta matrika.
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Denicija 5.2. Pu²£i£asta matrika (arrow matrix) je matrika oblike:⎡⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 · · · 0 ∗
0 ∗ 0 · · · 0 ∗
0 0 ∗ · · · 0 ∗
...
...
... . . .
...
...
0 0 0 · · · ∗ ∗
∗ ∗ ∗ · · · ∗ ∗
⎤⎥⎥⎥⎥⎥⎥⎦ .











Najprej smo determinanto razvili po zadnjem stolpcu.
Matrika z lastnimi vrednostmi λi ima v splo²nem karakteristi£ni polinom:
f(λ) = (λ− λ1)(λ− λ2) . . . (λ− λn+1).
Poenostavitev izraza (11) in primerjava koecientov obeh polinomov da polinomski
sistem, kjer je λ spremenljivka, ai pa so neznanke, ki jih i²£emo. Re²itev sistema so
ai iz izreka 5.1. 
Posledica 5.3. Naj veljajo predpostavke iz izreka 5.1 in naj bodo di = λi+1,
i = 2, 3, . . . , n. Potem je a = βe1, kjer je β > 0 odvisen od d1, λ1 in λ2, torej je
b = βu1, kjer je u1 ravno normiran Perronov lastni vektor za M . To nam da
moºno konstrukcijo re²itve.
e d1 = λ1 + λ2, je β =
√
−λ1λ2. To nam da Fiedlerjevo konstrukcijo za EDM
ve£jih dimenzij iz zgoraj dane konstrukcije.
Opomba 5.4. Za konstrukcijo re²itev IEP za EDM ni nujno potrebno, da je b
Perronov lastni vektor. Ob izbiri druga£nih di bi dobili drug vektor b.
Za konstrukcijo EDM z danimi lastnimi vrednostmi λ1 ≥ 0 ≥ λ2 ≥ . . . ≥ λn+1, kjer∑
i λi = 0, moramo najti d1, d2, . . . , dn, tako da λi+1 ≤ di ≤ λi, i = 1, 2, . . . , n, in je
dobljena matrika EDM. Prva zahteva nam daje veliko svobode, toda druga
problem oteºi.







nesingularni, matrika M naj bo simetri£na, nenegativna in votla, b pa nenegativen
































ko sistem pomnoºimo z leve s C−1 in upo²tevamo izraz (10).
Sistem nam da re²itev:
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To sledi iz izreka 2.22.
Hitro lahko poenostavimo to zahtevo do
eTUD−1UT e− 1
aTD−1a
(aTUTD−1e− 1)2 ≥ 0.(13)
Ker je M−1 = UD−1UT in ker je matrika M EDM, obstaja w̃, tako da je Mw̃ = e,
w̃T e ≥ 0 (sledi iz izreka 2.22). Tako je prvi del zgornjega izraza nenegativen.
Naslednja lema pa nam pove, da je tudi zadnji del nenegativen.





















O£itno je, da A1D̃ = A2. Torej detA1detD̃ = detA2. Ker detA1 = −detD−1,
detD̃ =
∏n+1







kar sledi iz di ≤ λi in λi+1 ≤ 0.
To je konec dokaza. 
Poglejmo si korak od n = 2 do n = 3.
Lema 5.6. Naj bo n = 2. Obstaja d2 tako, da drugi del izraza (13) izgine in tedaj
wT e = w̃T e = eTUD−1UT e = − 2
d2
.






















kjer je d1 = −d2. Z b = Ua in M = UDUT lahko konstruiramo matriko C







− λ2λ3(λ2 + λ3) + d2(λ22 + λ2λ3 + λ23)
d2λ2λ3(λ2 + λ3)
.









Slika 5. Vrednost d2, kjer velja wT e = −2/d2, dobimo kot prese£i²£e
obeh krivulj. Tukaj je λ2 = −3, λ3 = −15.



















2 + 6t− 15t2 − 40t3 − 15t4 + 6t5 + 2t6.
Re²itev dobimo, kjer se krivulja −2/d2 dotakne krivulje wT e (glej sliko 5). Pri
podatkih uporabljenih za sliko 5 je re²itev d2 = −13.0581, ki da
wT e = −2/d2 = 0.153162. 
Preu£evanje splo²nega primera je bolj zapleteno. Najti moramo d1, d2, . . . , dn, tako
da je λi+1 ≤ di ≤ λi, i = 1, 2, . . . , n, in da je izraz (13) nenegativen. Poleg tega
mora biti matrika M votla in potrebujemo ortogonalno matriko U , tako da sta M
in b nenegativna.
6. Obstoj Hadamardove matrike in IEP za EDM
Do sedaj vemo le, da re²itev IEP za EDM velikosti 3× 3 obstaja za poljubne
λ1 > 0 ≥ λ2 ≥ λ3, za katere velja λ1 = λ2 + λ3. Zanima pa nas obstoj re²itev tudi
za ve£je n.
V tem poglavju bomo pokazali, kako je problem obstoja Hadamardovih matrik
povezan z obstojem EDM za poljuben nabor realnih ²tevil, ki se se²tejejo v 0 in je
le eno izmed njih ve£je od 0.
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Denicija 6.1. e za matriko H ∈ Rn×n velja hi,j = ±1, i, j = 1, 2, . . . , n, in
HHT = HTH = nI,
je matrika H Hadamardova matrika.
Opomba 6.2. Opazimo, da so stolpci in vrstice matrike H paroma ortogonalni.
Opomba 6.3. Hadamardove matrike ne obstajajo za vse n, njihov obstoj je
dokazan le za 1, 2 in ²tevila manj²a od 424, ki so deljiva s 4. Naprej pa je
dokazano le ²e za nekatere n. Ve£ o obstoju in konstrukciji Hadamardovih matrik
si bralec lahko prebere v [4].







kjer je H1 = [1], Hadamardove.
Hadamardova matrika za n = 4:
H4 =
⎡⎢⎢⎣
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
⎤⎥⎥⎦
Izrek 6.5. Naj bo n tak, da obstaja Hadamardova matrika velikosti n× n. Naj
velja λ1 ≥ 0 ≥ λ2 ≥ . . . ≥ λn in
∑n
i=1 λi = 0. Potem obstaja EDM D z lastnimi
vrednostmi λ1, λ2, . . . , λn.
Dokaz. Naj bo H Hadamardova matrika velikosti n× n, U = 1√
n
H in
Λ = diag(λ1, λ2, . . . , λn), kjer λ1 > 0 ≥ λ2 ≥ . . . ≥ λn.
Opazimo, da je matrika U ortogonalna (UTU = UTU = HH
T
n
= I), torej ima
matrika D = UTΛU lastne vrednosti λ1, λ2, . . . , λn in lahko predpostavimo, da ima
en lastni vektor enak e (to lahko predpostavimo za vsako Hadamardovo matriko).
Velja





2 + . . .+ λnunu
T
n .






Torej je D neni£elna, simetri£na in votla matrika z natano eno pozitivno lastno
vrednostjo. e vzamemo w = n
λ1
e, velja Dw = e in wT e ≥ 0. Torej je D EDM po
izreku 2.22. 
Opomba 6.6. Dokaz nam da konstrukcijo re²itve IEP za EDM velikosti n× n za
nekatere ve£je n.




0 λ2 + λ4 λ3 + λ4 λ2 + λ3
λ2 + λ4 0 λ2 + λ3 λ3 + λ4
λ3 + λ4 λ2 + λ3 0 λ2 + λ4
λ2 + λ3 λ3 + λ4 λ2 + λ4 0
⎤⎥⎥⎦ .
Izrek 6.7. Naj bo n tak, da obstaja Hadamardova matrika reda n. e velja
λ1 ≥ 0 ≥ λ2 ≥ . . . ≥ λn+1 in
∑n+1
i=1 λi = 0, obstaja EDM velikosti (n+ 1)× (n+ 1)
z lastnimi vrednostmi λ1, . . . , λn+1.
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Izrek 6.8. Naj bo n ∈ {4, 8, 12, 16}. e velja λ1 ≥ 0 ≥ λ2 ≥ . . . ≥ λn+2 in∑n+2
i=1 λi = 0, obstaja EDM velikosti (n+ 2)× (n+ 2) z lastnimi vrednostmi
λ1, . . . , λn+2.
Zadnja izreka se dokaºe s pomo£jo izreka 6.5, obrobljenih matrik in Perronovega
vektorja. Za dokaz glej [2] (izreka 5.6 in 5.7).
Najmanj²i odprt problem obstoja EDM za vsak ustrezen nabor ²tevil (vsota 0,
natanko eno ²tevilo pozitivno) je za n = 7.
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Slovar strokovnih izrazov
arrow matrix pu²£i£asta matrika; matrika z neni£elnimi elementi le na diagonali
in v zadnjem stolpcu ter vrstici
bordered matrix obrobljena matrika; matrika, ki ima prvotno matriko v levem
zgornjem bloku
conditionally positive semidenite matrix pogojno pozitivno semidenitna
matrika; matrika pozitivno semidenitna na podprostoru pravokotnem na vektor
enic
embedding dimension vpetostna dimenzija; najmanj²a moºna dimenzija
prostora, ki vsebuje to£ke, ki ustrezajo evklidsko razdaljni matriki
Euclidean distance matrix evklidsko razdaljna matrika; matrika, za katero
obstajajo to£ke v prostoru tako, da so njeni elementi kvadrati evklidskih razdalj
med njimi
Hadamard matrix Hadamardova matrika; matrika z elementi 1 in -1, ki ima
ortogonalne stolpce in vrstice
hollow matrix votla matrika; matrika z ni£lami po diagonali
inverse eigenvalue problem inverzni problem lastnih vrednosti; problem
konstrukcije matrike z danim spektrom in dolo£enimi lastnostmi
Perron eigenvalue Perronova lastna vrednost
Perron eigenvector Perronov lastni vektor; lastni vektor pripadajo£ Perronovi
lastni vrednosti
reducible matrix razcepna matrika
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