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Abstract
We consider dynamical systems whose sets of orbits verify an approximate prod-
uct property. This allows us to obtain large deviations results, which were previ-
ously proven under the condition of specification property. We illustrate our results
by considering the β-shifts. While the specification property holds for a set of β > 1
of Lebesgue measure zero, our approximate product property holds for any β > 1.
For any β-shift the empirical measures verify a large deviations principle with re-
spect to the probability measure of maximal entropy. We extend the dimension
results of [PfS1] to any β-shift, obtaining a variational principle for the topological
entropy of sets involving ergodic averages.
1 Introduction
The basic structure, where X is a metric space with metric d and T : X → X is a self-
map, provides the foundation of the theory of dynamical systems. It is frequently assumed
that X is compact. We use the term dynamical system in this article to mean dynamical
system (X, d, T ) with (X, d) compact and T a continuous action of L on X, with L = Zd
or Zd+, d ≥ 1. An important branch of this theory is symbolic dynamics, where X is a
closed subspace of AZ+ and A is a finite set and the action of L = Z+ is given by the shift
operator T . The structure (X, d, T ) is also significant in various aspects of probability
theory and in statistical mechanics of lattice systems on Zd with finite state space A.
In this case T denotes the natural action of L = Zd on AZ
d
. Problems involving scaled
limits, occurring in dimension theory, multifractal analysis and large deviations estimates,
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play an important role in these domains. The basic reference for dimension theory and
multifractal formalism is [Pe]; see also [Te1] and [TV1]. The important references for
large deviations results in the context of dynamical systems are [Y], [K1], [K2], [EKW],
the last reference covering the case of statistical mechanics of lattice systems (see also
[Pf]). These problems have been extensively studied, but mainly under the condition
that the dynamical system has the specification property introduced by Bowen [Bo1].
An important consequence of specification, Theorem B in [EKW], asserts that any T -
invariant probability measure ν is the weak limit of a sequence of ergodic measures {νn},
such that the entropy of ν is the limit of the entropies of the νn. This is a central point
in large deviations theory, which was first emphasized in [FO] (see section 3). This is
also a key point in our recent approach for computing Billingsley dimension ([Bi]) on
shift spaces [PfS1]. We refer to this property by saying that the ergodic measures are
entropy-dense in the set of T -invariant measures on X. While specification property
usually holds in statistical mechanics, often in a trivial way, it is a strong hypothesis for
dynamical systems. Remarkably, if T is a continuous self-map of [0, 1], then specification
holds if and only if T is topologically mixing [Bl]. For the class of β-shifts specification
is exceptional: it is verified only on a set of β of Lebesgue measure zero [Bu], [B-M].
Our main purpose is to introduce a much weaker form of specification, which we call
approximate product property, which is strong enough to imply that the ergodic measures
are entropy-dense. Weaker form of specification of course appear already in the literature,
for example in [M] and [H2]. In particular, in [H2] Hofbauer expressed ideas similar
to ours, but did not developed them and considered only a special case, which was
sufficient for his purpose (see [H2] p.303). The notion of approximate product property
says that “in the large” the space of orbits of the dynamical system has almost a product
structure. It is inspired by the notion of asymptotically decoupled probability measure
introduced in [Pf] in the context of statistical mechanics. It expresses the basic fact, in
this context, that the thermodynamic behaviour of the system is a consequence of the
property that at a large scale the system is essentially the product of weakly interacting
large subsystems. After fixing the notations and recalling basic definitions, the notion of
approximate product property is defined in Definitions 2.9 and 2.10. The main result of
that section is Theorem 2.1. In section 3 we give a general setting for large deviations of
the empirical measures, giving a unified treatment for dynamical systems and statistical
mechanics. In the short section 4 we specialize our results to the important case of shift
spaces. In the last section we illustrate our results by considering the example of the
β-shifts. As already mentioned, specification holds only for a set of Lebesgue measure
zero, while the approximate product property holds for any β. We then adapt to these
examples our results about Billingsley dimension for shift spaces [PfS1]. For most β, the
Billingsley dimension of a subset A, computed with the measure of maximal entropy, is
equal to the topological entropy of A divided by log β. As as result we obtain a variational
principle for the topological entropy of sets of generic points. Using a contraction principle
we compute the topological entropy of sets involving ergodic averages.
2 Approximate product property
We use R to denote the set of real numbers; Z, the set of integers; N := {1, 2, . . .},
Z+ := N∪{0}. We consider a compact metric space (X, d) and a continuous action T of
the integer lattice L on X denoted by T i : X → X with i ∈ L. We are interested in the
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cases L = Zd+, particularly for d = 1 , and L = Z
d. The triple (X, d, T ) is a dynamical
system. An important special case is that in which X is a closed T -invariant subspace
of AL, where A = {0, . . . , b − 1} is a finite alphabet with b > 1 characters: A is given
the discrete topology; AL, the resulting product topology. Any metric generating this
topology may be used. The action of T is that induced by addition in L, (T jω)k := ωj+k
for all k ∈ L. We use the designation shift space to refer to this special case. We use the
symbol C(X) to denote the continuous, real valued functions on X;M1 denotes the Borel
probability measures on X; MT1 denotes measures in M1 which are invariant under T i,
for all i ∈ L. The action of T on X extends to C(X) by defining (T if)(x) := f(T i(x)).
For the Borel measurable f : X → R, ν ∈M1, we use the notation
〈 f, ν 〉 :=
∫
f dν. (2.1)
The action of T on M1 is defined so that 〈 f, T iν 〉 = 〈T if, ν 〉 for all f ∈ C(X). For
Λ ⊂ L and i ∈ L, i+Λ := {j ∈ L : j = i+ k , k ∈ Λ}. We denote by |B| the cardinality
of a finite set B.
Definition 2.1 By Λn we mean [−n, n]d when L = Zd and Λn := [0, . . . , n]d when L =
Zd+. We use Dn to denote the width of Λn: Dn = 2n+ 1 for L = Z
d and Dn = n+ 1 for
L = Zd+. We write DnL for the set {iDn : i ∈ L} and define Vn := |Λn|. For n < 0 we
set Vn := 0.
An := 1
Vn
∑
i∈Λn
T i. (2.2)
For m,n ∈ Z+ we define
m ∗ n :=
{
mn+m+ n if L = Zd+;
2mn+m+ n if L = Zd.
(2.3)
Note that Λm∗n can be decomposed into Vm∗n/Vm = Vn disjoint translates of Λm and
Am∗n = 1
Vn
∑
j∈DmΛn
T jAm = 1
Vn
∑
j∈Λn
T jDmAm. (2.4)
Notice also that m ∗ n = n ∗m and k ∗ (m ∗ n) = (k ∗m) ∗ n.
The standard references for what follows is [W], in particular chapters 4 and 8, and [KH].
We fix the notations, and recall basic concepts and estimates.
Definition 2.2 For each x ∈ X and finite Λ ⊂ L the empirical measure EΛ(x) is
EΛ(x) := 1|Λ|
∑
i∈Λ
δT ix , (2.5)
where δx denotes the unit measure concentrated on the point x. We use the notation
En(x) ≡ Anδx for EΛn(x). For B ⊂M1 we use the notation Xn,B to specify
Xn,B := {x ∈ X : En(x) ∈ B}. (2.6)
A point x ∈ X is a generic point for ν ∈M1 if for each f ∈ C(X)
lim
n
〈 f, En(x) 〉 = 〈 f, ν 〉. (2.7)
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In order for ν ∈ M1 to have a generic point in X, we must have ν ∈ MT1 . We are
interested in conditions which imply that each ν ∈MT1 has a generic point. The Birkhoff
Ergodic Theorem implies that each ergodic ν ∈MT1 has a generic point.
Definition 2.3 An f-neighbourhood of ν ∈M1 is a set of the form
F (α) := {ρ ∈M1 : |〈 fi, ρ 〉 − 〈 fi, ν 〉| ≤ α εi}, (2.8)
where α > 0, fi ∈ C, εi > 0, i = 1, . . . , k are a given finite collection of continuous
functions and positive constants and ‖fi‖ ≤ 1 for each i, where ‖f‖ = supx∈x |f(x)|. If
α = 1, we simply write F . The minimal-ε of F is defined by
εmin(F ) := min{ε1, . . . , εk}. (2.9)
The notation Xn,F (α) is defined by (2.6) with B = F
(α).
The f -neighbourhoods form a neighbourhood base for the weak∗ topology onM1, which
is the topology we use.
Definition 2.4 Let ξ, η be collections of subsets of X. The join of ξ, η, ξ ∨ η is the
collection of all sets of the form A ∩B for A ∈ ξ, B ∈ η. We write
T∨Λξ :=
∨
k∈Λ
T−kξ. (2.10)
An atom of T∨Λξ is a nonempty subset of X of the form
⋂
k∈Λ T−kAk, where each Ak ∈ ξ.
We write T∨nξ for T∨Λnξ.
Definition 2.5 A finite partition ξ of X is a finite collection of Borel measurable sets
{B1, . . . , Bk} such that Bi ∩ Bj = ∅ for i 6= j and ⋃Bi∈ξ Bi = X. The entropy of the
measure ν ∈M1 with respect to the finite partition ξ of X is given by
H(ν, ξ) := − ∑
Bi∈ξ
ν(Bi) log ν(Bi). (2.11)
The T -entropy of ν ∈MT1 with respect to ξ is defined by
h(T, ν, ξ) := lim sup
n→∞
1
Vn
H(ν, T∨nξ). (2.12)
The T -entropy of ν is defined by
h(T, ν) := sup
ξ
h(T, ν, ξ), (2.13)
where the supremum is over all finite partitions of X.
Let A be a finite set. The elements of AΛn are called words.
Definition 2.6 The Hamming distance on the words of AΛn is
dHn (v,w) := |{i ∈ Λn : vi 6= wi}|. (2.14)
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We recall two combinatorial estimates, which may be deduced as Chernoff bounds for
the binomial distribution.
Lemma 2.1 If
(
n
k
)
denotes the number of combinations of n objects taken k at a time
and 0 ≤ δ ≤ 1/2 then ∑
k≤ δn
(
n
k
)
≤ 2nη(δ) , (2.15)
where
η(δ) := −δ log2 δ − (1− δ) log2(1− δ). (2.16)
Proof: This appears as Lemma 1.5.4 in [S]. For completeness we give a proof. For
k/n ≤ δ ≤ 1/2, δ/(1− δ) ≤ 1 and
2−nη(δ) = δnδ(1− δ)n−nδ ≤ δk(1− δ)n−k for k ≤ nδ. (2.17)
Multiplying by
(
n
k
)
and summing gives the result,
2−nη(δ)
∑
k≤ δn
(
n
k
)
≤ ∑
k≤ δn
(
n
k
)
δk(1− δ)n−k ≤∑
k≤n
(
n
k
)
δk(1− δ)n−k = 1. (2.18)
Lemma 2.2 With η defined by (2.16), for w ∈ AΛn and 0 ≤ δ ≤ (|A| − 1)/|A|,
|{v ∈ AΛn : dHn (v,w) ≤ δVn}| ≤ 2Vnη(δ)(|A| − 1)δVn . (2.19)
Proof: For δ ≤ 1/2 this follows from the previous lemma by noting that
|{v ∈ AΛn : dHn (v,w) = k}| =
(
Vn
k
)
(|A| − 1)k. (2.20)
We now consider one of our main results, Theorem 2.1. We first prove Proposition 2.1,
which plays a central role. The terminology entropy-approachable by ergodic measures,
entropy-dense and (δ, n, ε)-separated sets is not found in [W].
Definition 2.7 The measure ν ∈ MT1 is entropy-approachable by ergodic mea-
sures if for each neighbourhood G of ν and each h∗ < h(T, ν), there exists an ergodic
measure ρ such that ρ ∈ G∩MT1 and h(T, ρ) > h∗. The ergodic measures of the dynam-
ical system (X, d, T ) are entropy-dense in X if each ν ∈ MT1 is entropy-approachable
by ergodic measures.
In [EKW] it is shown that, if the dynamical system (X, d, T ) satisfies specification, then
the ergodic measures are entropy-dense.
Definition 2.8 For finite Λ ⊂ L we define dΛ by dΛ ≡ 0 if Λ = ∅; otherwise
dΛ(x, y) := max
{
d(T ix, T iy) : i ∈ Λ
}
. (2.21)
A set Γ ⊂ X is (dΛ, ε)-separated if whenever x 6= y ∈ Γ, dΛ(x, y) > ε. We write
(n, ε)-separated in short for (dΛn , ε)-separated. A set Γ ⊂ X is (δ, n, ε)-separated if for
each Λ ⊂ Λn satisfying |Λn \ Λ| ≤ δVn, Γ is (dΛ, ε)-separated.
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Note that if |Γ| = 1, then Γ is (δ, n, ε)-separated for all δ, ε > 0 and all n ∈ Z+. Two
points x, y are (δ, n, ε)-separated if, and only if, |{j ∈ Λn : d(T jx, T jy) > ε}| > δVn.
Proposition 2.1 Let ν ∈ MT1 be ergodic and h∗ < h(T, ν). Then there exists δ∗ > 0
and ε∗ > 0 so that for each neighbourhood F of ν in M1, there exists n∗F ∈ N such
that for any n ≥ n∗F , there exists Γn ⊂ Xn,F which is (δ∗, n∗F , ε∗)-separated and satisfies
log |Γn| ≥ Vnh∗.
Proof: If h∗ ≤ 0, we choose a generic point x∗ ∈ X for ν, and set Γn := {x∗}. This
suffices for the case h(T, ν) = 0.
Let h(T, ν) > 0 and 0 < h∗ < h(T, ν). We choose h′, h′′ satisfying h∗ < h′′ < h′ <
h(T, ν). There exists a finite partition ξ = {A1, . . . , Ak} of X with h(T, ν, ξ) > h′. Define
φn : X → {1, . . . , k}Λn so that w := φn(x) satisfies for all i ∈ Λn, wi = j ⇔ T ix ∈ Aj;
define φ : X → {1, . . . , k}L analogously (cf. [S], §1.2). Let Yn denote the image of X
under φn; Y , the image of X under φ. Define ν := ν◦φ−1. Note that for w ∈ Yn,
ν(w) := ν{ω ∈ Y : ωi = wi ∀ i ∈ Λn} = ν(
⋂
i∈Λn
T−iAwi). (2.22)
Then h(T, ν, ξ) > h′ implies that there exists nξ so that whenever n ≥ nξ,
− ∑
w∈Yn
ν(w) log ν(w) > Vnh
′. (2.23)
Since ν is regular, for δ > 0 there exist compact sets, Bδj ⊂ Aj, j = 1, . . . , k, satisfying
Bδ :=
k⋃
j=1
Bδj , ν(B
δ) > 1− δ
2
. (2.24)
Let F be a neighbourhood of ν. Then by the ergodic theorem
XB
δ
n,F := Xn,F ∩ {x ∈ X : 〈 IBδ , Tn(x) 〉 > 1− δ} , (2.25)
where IBδ denotes the indicator function of B
δ, satisfies
lim
n
ν(XB
δ
n,F ) = 1. (2.26)
Define ν̂n,δ for w ∈ Yn by
ν̂n,δ(w) := ν(
⋂
i∈Λn
T−iAωi|XB
δ
n,F ) := ν(
⋂
i∈Λn
T−iAωi ∩XB
δ
n,F )/ν(X
Bδ
n,F ). (2.27)
Note that for any Borel set A ⊂ X,
H(ν, ξ) ≤ log 2 + ν(A)H(ν( · |A), ξ) + ν(X \ A)H(ν( · |X \ A), ξ) . (2.28)
Furthermore H(ρ, T∨nξ) ≤ Vn log k for any ρ ∈ M1. It then follows from (2.26) that
there exists nF,δ ≥ nξ so that n ≥ nF,δ implies
log |{w ∈ Yn : ν̂n,δ(w) > 0}| ≥ −
∑
w∈Yn
ν̂n,δ(w) log ν̂n,δ(w) > Vnh
′′ . (2.29)
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We define the set Ξn ⊂ X by selecting for each w ∈ Yn with ν̂n,δ(w) > 0 a point
xn,w ∈ XBδn,F with φn(xn,w) = w, so that
φn(Ξn) = {w ∈ Yn : ν̂n,δ(w) > 0}, |Ξn| = |φn(Ξn)|. (2.30)
Define Γn to be a subset of Ξn of maximal cardinality satisfying
x 6= x′ ∈ Γn =⇒ dHn (φn(x), φn(x′)) > 3δVn, (2.31)
where dHn denotes the Hamming distance defined by (2.14). Since B
δ
j , j = 1, . . . , k, are
compact, there exists εδ > 0 so that x ∈ Bδj , x′ ∈ Bδj′ , j 6= j′, implies d(x, x′) > εδ. If
x 6= x′ ∈ Ξn, (2.25) implies that the number of i ∈ Λn for which T ix /∈ Bδ or T ix′ /∈ Bδ
is not more than 2δVn. Thus for x 6= x′ ∈ Γn the number of i ∈ Λn so that T ix ∈ Bδ,
T ix′ ∈ Bδ and d(T ix, T ix′) > εδ is greater than 3δVn− 2δVn = δVn. This implies that Γn
is (δ, n, εδ)- separated. The maximality of Γn implies that for each x ∈ Ξn, there exists
x′ ∈ Γn so that dHn (φn(x), φn(x′)) ≤ 3δVn; from (2.19) we have for n ≥ nF,δ,
|Γn| ≥ exp(Vnh′′)/(2η(3δ)Vn(k − 1)3δVn). (2.32)
Since limδ↓0 η(δ) = 0, we may choose δ∗ so that
η(3δ∗) log 2 + 3δ∗ log(k − 1) < h′′ − h∗. (2.33)
The conclusion of the proposition holds for n∗F := nF,δ∗ and ε
∗ := εδ∗ .
The main property for the dynamical system (X, d, T ), which is introduced in this paper,
is the approximate product property: “in the large” the space of orbits of the dynamical
system has almost a product structure. We give two distinct definitions which capture
this basic idea. For L = Zd we define the approximate L-product property; later we
define the approximate product property, which is restricted to L = Z+.
Definition 2.9 Let L = Zd or L = Zd+. The dynamical system (X, d, T ) has the ap-
proximate L-product property if the following holds. Given any ∆ > 0 and δ > 0,
there exists N(∆, δ) such that for any n ≥ N(∆, δ) and any collection {xi}i∈L ⊂ X, there
exist a collection {Λi}i∈L, a collection {ji}i∈L ⊂ L and x ∈ X verifying 1) and 2):
1) for all i ∈ L, Λi ⊂ Λn, Λi + ji ⊂ Λn and |Λn\Λi| ≤ δVn;
2) for all i ∈ L, dΛi(T iDn+jix, xi) ≤ ∆.
Remarks 1) Suppose that (X, d, T ) has the specification property as defined for example
in [TV2]: for any ∆ > 0 there exists m(∆) such that for any finite collection of k intervals
Ij = [aj, bj] ⊂ Z+, j = 0, . . . , k − 1, such that aj − bj−1 ≥ m(∆), j = 1, . . . , k − 1, and
any collection of k points {x0, . . . , xk−1} there exists x ∈ X such that
d(T aj+px, T pxj) ≤ ∆ ∀ p = 0, . . . bj − aj and ∀ j = 0, . . . , k − 1 . (2.34)
Then (X, d, T ) has the approximate Z+-product property. Indeed, let ∆ > 0, δ > 0 and
N be given, and let n > N + m(∆) so that |Λn \ Λn−m(∆)| ≤ δVn. Let aj = jDn and
bj = jDn + n −m(∆), j = 0, . . . , k − 1. Let {xi}i∈Z+ be given. Let Λi = Λn−m(∆) and
ji = 0. The specification property implies that for any k ≥ 1 there exists xk ∈ X so that
dΛn−m(∆)(T
jDnxk, x
j) ≤ ∆ ∀ j = 0, . . . k − 1 . (2.35)
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Since X is compact we can choose for x any accumulation point of {xk}.
2) The case L = Zd is important for statistical mechanics, where a typical situation is that
X is a subshift of AZ
d
, the full shift over a finite alphabet A. Often ji ≡ 0 and Λi = Λn(1−δ)
for all i. If ∆ is small enough, then the condition dΛn(1−δ)(T
iDnx, xi) ≤ ∆ implies that
the restriction of the configuration x to iDn + Λn(1−δ) is equal to the restriction of xi to
Λn(1−δ) (see section 4).
3) The case L = Z+ is important for dynamical systems. It is convenient to define the
following variant of Definition 2.9. Instead of placing partial orbits somewhere inside
regularly spaced segments, one places the partial orbits with variable gaps between.
Definition 2.10 Let L = Z+. The dynamical system (X, d, T ) has the approximate
product property if the following holds. Given any ∆ > 0, δ1 > 0 and δ2 > 0, there
exists N(∆, δ1, δ2) such that for any n ≥ N(∆, δ1, δ2) and for any collection {xi}i∈L ⊂ X,
there exist a collection {Λi}i∈L, a collection {ji}i∈L ⊂ L and x ∈ X verifying 1) and 2):
1) for all i ∈ L, Λi ⊂ Λn and |Λn\Λi| ≤ δ1Vn;
2) j0 = 0, n ≤ ji+1 − ji ≤ n(1 + δ2) and for all i ∈ L, dΛi(T jix, xi) ≤ ∆.
It is convenient to introduce δ1 and δ2 instead of a single δ, because they play different
roles. The sizes of gaps between the specified orbit-segments are controlled by δ2; the
orbit-segments are only ∆-shadowed on subsets of Λn whose sizes are controlled by δ1.
Borrowing a terminology from [S] we say that the orbit {T kx : k ∈ L} is (1− δ2)- built-
up from partial orbits {T ji+kx : k ∈ Λn}, i ∈ L, which approximately ∆-shadow the
given finite orbits {T kxi : k ∈ Λn}, i ∈ L, of length Dn. The case L = Z can be treated
similarly.
Proposition 2.2 Let (X, d, T ) and (Y, d′, S) be dynamical systems. Let φ : X → Y be
a continuous surjection satisfying φ◦T = S◦φ. If (X, d, T ) has the approximate product
property, then so does (Y, d′, S). In particular the approximate product property does not
depend on the choice of metric on X as long as the topology of X remains the same. The
same applies for the approximate L-product property.
Proof: Assume that X satisfies the approximate L-product property. Let ∆′ > 0, δ >
0 and N be given. The function d′(φ(x), φ(x∗)) from X × X to R is continuous; by
compactness it is uniformly continuous. It follows that there exists ∆ > 0 so that
d(x, x∗) < ∆ implies d′(φ(x), φ(x∗)) < ∆′. Take n ≥ N corresponding to ∆ and δ. For
any collection {yi}i∈L with each yi ∈ Y choose {xi}i∈L so that φ(xi) = yi for each i ∈ L.
There exist {Λi}i∈L, {ji}i∈L and x ∈ X so that dΛi(T iDN+jix, xi) < ∆ for all i ∈ L. Then
with y := φ(x), d′Λi(T
iDN+jiy, yi) < ∆′ for all i ∈ L.
We next state useful elementary lemmas.
Lemma 2.3 Let f : X → R satisfy d(x, y) ≤ ∆ ⇒ |f(x) − f(y)| ≤ ε. For Λ ⊂ Λn, if
dΛ(x, y) ≤ ∆, then
|〈 f, En(x)− En(y) 〉| ≤ ε+ 2‖f‖Vn − |Λ|
Vn
. (2.36)
Proof: We write 〈 f, En(x)− En(y) 〉 as∑
j∈Λ
1
Vn
(
f(T jx)− f(T jy)
)
+
∑
j∈Λn\Λ
1
Vn
(
f(T jx)− f(T jy)
)
. (2.37)
The first summation is bounded by ε; the second by 2‖f‖(|Λn| − |Λ|)/Vn.
Large Deviations without Specification 9
Lemma 2.4 For f : X → R, ν ∈M1 and m ≥ n ∈ N, if |〈 f, En(x)− ν 〉| ≤ ε, then
|〈 f, Em(x)− ν 〉| ≤ ε+ 2‖f‖Vm − Vn
Vm
. (2.38)
Proof: We write 〈 f, Em(x)− ν 〉 as
Vn
Vm
〈 f, En(x)− ν 〉+
∑
j∈Λm\Λn
1
Vm
〈 f, δT jx − ν 〉. (2.39)
The first summation is bounded by ε; the second by 2‖f‖(|Λm| − |Λn|)/Vm.
Lemma 2.5 Let f : X → R and let g,m ∈ Z+. Then for any j ∈ Λg and any x ∈ X,
|〈 f, Em(x)− Em(T jx) 〉| ≤ 2‖f‖Vm − Vm−g
Vm
. (2.40)
Proof: Recall Vm−g := 0 for g > m. One can match identical terms of Em(x) with ones
of Em(T jx) on Λm ∩ (j+Λm). For j ∈ Λg and k ∈ Λm−g we have j+ k ∈ Λm. The bound
(2.40) results from terms indexed by points of (Λm \ (j + Λm)) ∪ ((j + Λm) \ Λm).
Corollary 2.1 Let F be an f -neighbourhood of ν ∈ M1. For α′ > α > 0 and j ∈ Λg,
whenever x ∈ Xm,F (α), then T jx ∈ Xm,F (α′) provided m is sufficiently large that
2
Vm − Vm−g
Vm
≤ (α′ − α)εmin(F ). (2.41)
Proof: When x ∈ Xm,F (α) , for each fi of the functions in the definition of F we have
|〈 fi, Em(x)− ν 〉| ≤ α εi. (2.42)
From (2.40) and (2.41) we have
|〈 fi, Em(T jx)− ν 〉| ≤ αεi + (α′ − α)εmin(F ) ≤ α′εi. (2.43)
We use htop(X,T ) to denote the topological entropy of (X, d, T ). See [W] for details. The
next proposition is inspired by the proof of Theorem B in [EKW].
Proposition 2.3 Suppose that (X, d, T ) has the approximate L-product property or ap-
proximate product property and that ν ∈MT1 verifies the conclusions of Proposition 2.1.
Let 0 < h′ < h(T, ν). Then, there exists ε′ > 0 such that for any neighbourhood G of ν,
there exists a closed T -invariant subspace Y ⊂ X with the following properties.
1) There exists n′G ∈ N such that En(y) ∈ G whenever n ≥ n′G and y ∈ Y .
2) There exists n′′G ∈ N such that for all ` ∈ N there exists a subset of Y , which is
(` ∗ n′′G, ε′)-separated and has cardinality greater than exp(V`∗n′′Gh′).
In particular htop(Y, T ) ≥ h′.
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Proof: We treat the approximate L-product case; the approximate product case uses
similar ideas. Take h′ < h∗ < h(T, ν); given the neighbourhood G of ν ∈ MT1 , take an
f -neighbourhood of ν, F ⊂ G, with fixed {(fi, εi) : i = 1, . . . , k}. Let δ∗, n∗ := n∗F (1/5)
and ε∗, be the parameters in Proposition 2.1 for the neighbourhood F (1/5). Whenever
n ≥ n∗, one can find a subset Γn, which is (δ∗, n, ε∗)-separated and satisfies
Γn ⊂ Xn,F (1/5) , log |Γn| ≥ h∗Vn . (2.44)
Because the fi which define F are uniformly continuous on X, there exists ∆ > 0 so that
∆ <
ε∗
3
, d(x, y) ≤ ∆ =⇒ |fi(x)− fi(y)| ≤ εi
5
(2.45)
for each (fi, εi) associated with F . With η defined by (2.16), we choose δ ≤ δ∗ so that
0 < δ < 1/2 and
1) 4δ ≤ εmin(F )
5
, 2) η(δ) <
h∗ − h′
2 log 2
. (2.46)
There exists n# satisfying
n# ≥ max{N(∆, δ), n∗}, n ≥ n# =⇒ log Vn
Vn
<
h∗ − h′
2
. (2.47)
Note that for n ≥ n# and the chosen ∆ and δ, the consequences of Definition 2.9 obtain.
Consider Z#F,n ⊂ X defined by the requirement that x ∈ Z#F,n if and only if for all i ∈ L,
there exist
xi ∈ Xn,F (1/5) , ji and Λi ⊂ Λn with Λi + ji ⊂ Λn, |Λn \ Λi| ≤ δVn, (2.48)
such that for all i ∈ L,
dΛi(T
iDn+jix, xi) ≤ ∆. (2.49)
Since Xn,F (1/5) 6= ∅, the approximate L-product property implies that Z#F,n is nonempty
and
x ∈ Z#F,n, k ∈ L =⇒ T kDnx ∈ Z#F,n. (2.50)
Let x ∈ Z#F,n. We now show that for each i ∈ L, T iDnx ∈ Xn,F (3/5) . First using Lemma
2.3 and (2.49), we go from xi ∈ Xn,F (1/5) , to T iDn+jix ∈ Xn,F (α1) . Then the method of
Lemma 2.5, noting that |Λn ∩ (ji + Λn)| ≥ (1 − δ)Vn, is used to show T iDnx ∈ Xn,F (α2) .
From (2.45) and (2.46) it follows that we can have α2 = 3/5. It follows from (2.4) that if
x ∈ Z#F,n, k ∈ Z+ and i ∈ L, then T iDnx ∈ Xk∗n,F (3/5) . We now show that there exists kn
so that k ≥ kn and x ∈ Z#F,n imply T jx ∈ Xk∗n,F (4/5) for all j ∈ L. Only the case of T jx
for j ∈ Λn remains. Corollary 2.1 implies the existence of kn so that k ≥ kn, j ∈ Λn and
x ∈ Xk∗n,F (3/5) implies T jx ∈ Xk∗n,F (4/5) .
Let k ≥ kn; define
Yk,n :=
{
x ∈ X : T jx ∈ Xk∗n,F (4/5) ∀ j ∈ L
}
. (2.51)
We have shown that Z#F,n ⊂ Yk,n. Each such Yk,n is a closed T -invariant subspace of X.
From (2.4) we deduce that x ∈ Yk,n implies x ∈ Yj∗k,n for all j ∈ Z+. Now
lim
j→∞
V(j+1)∗m − Vj∗m
V(j+1)∗m
= 0, (2.52)
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so Lemma 2.4 implies the existence of n′G so that m ≥ n′G and x ∈ Yk,n imply Em(x) ∈ F .
This proves statement 1).
We prove statement 2). We set n := n′′G := n
# from (2.47) and ε′ := ε∗/3. We consider
the following subset Z[F,n ⊂ Z#F,n: for each {xi}i∈L, with xi ∈ Γn for all i ∈ L, we
construct a point x using the approximate L-product property; the set Z[F,n is the set
of these constructed points. Let ` ∈ N and ΓΛ`n be the cartesian product of V` copies
of Γn. For each element {xi} ∈ ΓΛ`n we select one point x of Z[F,n and one collection
C := {(Λi, ji) : i ∈ Λ`} so that
dΛi(T
iDn+jix, xi) ≤ ∆ ∀ i ∈ Λ` . (2.53)
We define
φ`({xi}) := x, φ̂`({xi}) := C, (2.54)
and
E`(C) := {{xi} ∈ ΓΛ`n : φ̂`({xi}) := C}. (2.55)
For some C, E`(C) may be empty, but⋃
C
E`(C) = ΓΛ`n , (2.56)
where the union is over all admissible collections C. Assume for a specific C, E`(C) 6=
∅. Since Γn is (δ∗, n, ε∗)-separated and δ ≤ δ∗, if {xi}, {yi} ∈ E`(C) and xi′ 6= yi′ ,
dΛi′ (x
i′ , yi
′
) > ε∗. Because {Λi, ji} is the same for {xi} and {yi}, (2.45) implies that
dΛ`∗n(φ`({xi}), φ`({yi}) > ε∗/3. (2.57)
Thus whenever E`(C) 6= ∅, φ`(E`(C)) is an (` ∗ n, ε∗/3) separated subset of Z#F,n with
cardinality equal to that of E`(C).
We can bound the number of admissible C as follows. The number of Λ ⊂ Λn with
|Λn \ Λ| ≤ δVn is not more than 2Vnη(δ). The number of possible values for ji for fixed
i is bounded by Vn. We deduce that the number of admissible collections C is bounded
above by 2V`Vnη(δ)V V`n . Because of (2.56), if C∗ maximizes the cardinality of E`(C),
|E`(C∗)| ≥ |Γn|V`/
(
2V`Vnη(δ)V V`n
)
. (2.58)
Then φ`(E`(C∗)) is (` ∗ n, ε∗/3)-separated with
1
V`∗n
log |φ`(E`(C∗))| ≥ h∗ − η(δ) log 2− log Vn
Vn
≥ h′ (2.59)
because of (2.46) and (2.47).
Corollary 2.2 Under the hypothesis of Proposition 2.3, ν is entropy-approachable by
ergodic measures.
Proof: For any neighbourhoodG of ν and h∗ < h(T, ν), let F ⊂ G be an f -neighbourhood
of ν. Let Y be a closed T -invariant subspace ofX such that htop(Y, T ) > h
∗ and En(y) ∈ F
if y ∈ Y and n ≥ n′G. Then by the argument of Corollary 8.6.1 of [W], there exists an
ergodic ρ with ρ(Y ) = 1 and h(T, ρ) > h∗. Let y ∈ Y be a generic point for ρ. Since
{En(y)} converges to ρ and for n ≥ n′G, En(y) ∈ F , we have ρ ∈ F ⊂ G.
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Lemma 2.6 If X, ν̂ ∈ MT1 and ν˜ ∈ MT1 satisfy the hypothesis of Proposition 2.3, then
ν := 0.5(ν̂ + ν˜) is entropy-approachable by ergodic measures.
Proof: Note h(T, ν) = 0.5(h(T, ν̂) + h(T, ν˜)). Given the f -neighbourhood F of ν, con-
sider the corresponding f -neighbourhoods, F̂ and F˜ of ν̂ and ν˜ with the same (fi, εi).
For h∗ < h(T, ν), we select ĥ∗ < h(T, ν̂) and h˜∗ < h(T, ν˜) so that h∗ = 0.5(ĥ∗ + h˜∗). We
can find (δ̂∗, n̂∗
F̂ (1/5)
, ε̂∗) for ν̂ and (δ˜∗, n˜∗
F˜ (1/5)
, ε˜∗) for ν˜ from Proposition 2.1. We choose
(δ∗, n∗, ε∗), so that n∗ is the larger of the n’s; for δ∗ and ε∗ we take the smaller. We say
that i ∈ L ⊂ Zd is even if the sum of the integers in the vector i is even. Next we consider
Z#F,n defined as for (2.48) except that x
i ∈ X
n,F̂ (1/5)
for i even, but xi ∈ X
n,F˜ (1/5)
otherwise.
The proof then follows that of Proposition 2.3 and the Corollary with straightforward
modifications.
Corollary 2.3 If (X, d, T ) has the approximate product property, then the set of mea-
sures in MT1 which are entropy-approachable by ergodic measures is closed under finite
convex combinations.
Theorem 2.1 If (X, d, T ) has the approximate product property, then the ergodic mea-
sures are entropy-dense.
Proof: The above shows that finite convex combinations of ergodic measures are entropy-
approachable by ergodic measures. One then uses the ergodic decomposition of each
ν ∈MT1 to show that it can be approximated by convex combinations of ergodic measures
with entropy close to that of ν. See e.g., [EKW].
3 Large deviations
Definition 3.1 For x ∈ X, Λ ⊂ L and ε > 0 we define the open and closed Λ-balls in
X by
BΛ(x, ε) := {y ∈ X : dΛ(x, y) < ε};
BΛ(x, ε) := {y ∈ X : dΛ(x, y) ≤ ε}. (3.1)
We use the notations Bn(x, ε) and Bn(x, ε) when Λ = Λn.
Counting arguments combined with estimates concerning ν(Bn(x, ε))/ν(Bn(y, ε)) yield
large deviation consequences. The following extends ideas in [Y] and [PfS2].
Definition 3.2 The function f : X → R is upper semicontinuous if
{x ∈ X : f(x) < a} (3.2)
is open for each a ∈ R. Let ν ∈ M1. We say that eν : X → R+ is a lower-energy
function for ν if eν is upper semicontinuous and
lim
ε↓0
lim inf
n
inf
x∈X
(
1
Vn
log ν(Bn(x, ε) ) + 〈 eν , En(x) 〉
)
≥ 0. (3.3)
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Proposition 3.1 Let G be an open subset of M1 and let eν : X → R+ be a lower-energy
function for ν. Then for any ergodic ρ ∈ G,
lim inf
n
1
Vn
log ν({x : En(x) ∈ G}) ≥ h(T, ρ)− 〈 eν , ρ 〉 (3.4)
Proof: Since eν is upper semicontinuous, the function µ 7→ 〈 eν , µ 〉 is upper semicontin-
uous on M1 (see the appendix of [Schw]). Then for δ > 0 the set
Gν,δ := G ∩ {µ ∈M1 : 〈 eν , µ 〉 < 〈 eν , ρ 〉+ δ} (3.5)
is open and contains an f -neighbourhood of ρ which we denote by F . By Proposition
2.1, for any h∗ < h(T, ρ) there exist constants n∗ and ε∗ so that for any n ≥ n∗ there
is an (n, ε∗)-separated subset Γn ⊂ Xn,F (1/2) with log |Γn| ≥ Vn h∗. Since the functions
fi which belong to F are uniformly continuous, there exists δ
∗ > 0 so that d(x, y) ≤ δ∗
implies |fi(x) − fi(y)| ≤ εi/2 for each i associated with F . Define ε′ := min{ε∗/2, δ∗}.
Then for n ≥ n∗ and 0 < ε ≤ ε′, the set Γεn := Γn is (n, 2ε)-separated, hence x 6= y ∈
Γεn ⇒ Bn(x, ε) ∩Bn(y, ε) = ∅ and
log |Γεn| ≥ Vn h∗,
⋃
x∈Γεn
Bn(x, ε) ⊂ Xn,F . (3.6)
Then for n ≥ n∗, 0 < ε ≤ ε′, since F ⊂ G,
log ν({x : En(x) ∈ G}) ≥ Vnh∗ + inf
x∈Xn,F
log ν(Bn(x, ε) ); (3.7)
1
Vn
log ν({x : En(x) ∈ G}) ≥ h∗
+ infx∈Xn,F
(
1
Vn
log ν(Bn(x, ε)) + 〈 eν , En(x)− ρ 〉 − δ
)
. (3.8)
We deduce from (3.3) that
lim inf
n
1
Vn
log ν({x : En(x) ∈ G}) ≥ h∗ − 〈 eν , ρ 〉 − δ. (3.9)
Since δ > 0 and h∗ < h(T, ρ) are arbitrary, we have (3.4).
Definition 3.3 Let ν ∈ M1. We say that eν : X → R+ is a weak lower-energy
function for ν if eν is upper semicontinuous and for each ergodic ρ ∈ MT1 , each
h∗ < h(T, ρ), each δ > 0 and each neighbourhood G of ρ there exists ε > 0 and nε so that
for n ≥ nε the set{
x ∈ X : En(x) ∈ G, 1
Vn
log ν(Bn(x, ε) ) + 〈 eν , En(x) 〉 > −δ
}
(3.10)
has an (n, ε)-separated subset Γn with log |Γn| ≥ Vnh∗.
Note that if eν is lower-energy function, then
log ν(Bn(x, ε) ) + Vn〈 eν , En(x) 〉 > −Vnδ (3.11)
for all x ∈ X when n is sufficiently large. For the weak lower-energy case we only need
the existence of separated sets of sufficiently large cardinality.
We observe that the proof of Proposition 3.1 with minor alterations yields the following.
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Proposition 3.2 Let G be an open subset of M1 and let eν : X → R+ be a weak
lower-energy function for ν. Then for any ergodic ρ ∈ G,
lim inf
n
1
Vn
log ν({x : En(x) ∈ G}) ≥ h(T, ρ)− 〈 eν , ρ 〉. (3.12)
Theorem 3.1 Let G be an open subset of M1 and let eν : X → R+ be a weak lower-
energy function for ν. Then for any ρ ∈ G∩MT1 which is entropy-approachable by ergodic
measures,
lim inf
n
1
Vn
log ν({x : En(x) ∈ G}) ≥ h(T, ρ)− 〈 eν , ρ 〉. (3.13)
If the ergodic measures of (X, d, T ) are entropy-dense, then
lim inf
n
1
Vn
log ν({x : En(x) ∈ G}) ≥ sup
ρ∈G∩MT1
(
h(T, ρ)− 〈 eν , ρ 〉
)
. (3.14)
Proof: When ρ ∈MT1 is entropy-approachable by ergodic measures, for each neighbour-
hood G of ρ, each h∗ < h(T, ρ) and each δ > 0, Gρ,δ, defined in the same way as (3.5),
contains in its interior an ergodic µ ∈ M1 satisfying h(T, µ) > h∗, so we may apply the
previous proposition and take limits.
Next we examine the large deviation upper bound. We do not consider a weak variant
in this case.
Definition 3.4 Let ν ∈M1. We say that eν : X → R+ is an upper-energy function
for ν if −eν is upper semicontinuous, bounded and
lim
ε↓0
lim sup
n
sup
x∈X
(
1
Vn
log ν(Bn(x, ε) ) + 〈 eν , En(x) 〉
)
≤ 0. (3.15)
Definition 3.5 For D ⊂M1, D denotes the closure of D; D denotes the smallest closed
convex set containing D.
Definition 3.6 For D ⊂ M1 we use the notation sn(ε,D) to denote the maximum
cardinality of an (n, ε)-separated subset of {x ∈ X : En(x) ∈ D}; then we define
s(ε,D) := lim sup
n
1
Vn
log sn(ε,D). (3.16)
Lemma 3.1 Let D be a nonempty subset of M1. Then for ε > 0,
s(ε,D) ≤ sup
ρ∈D∩MT1
h(T, ρ). (3.17)
If h(T, · ) is upper semicontinuous on MT1 , then
s(ε,D) ≤ sup
ρ∈D∩MT1
h(T, ρ). (3.18)
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Proof: The argument uses techniques from [Mi]. Let Γn ⊂ {x ∈ X : En(x) ∈ D} be a
sequence of (ε, n)-separated subsets with |Γn| = sn(ε,D). Define
σn :=
1
sn(ε,D)
∑
x∈Γn
δx, µn :=
1
sn(ε,D)
∑
x∈Γn
En(x). (3.19)
Since M1 is compact, there exists a subsequence {ng} so that {log sng(ε,D)/Vng} con-
verges to s(ε,D) and {µng} converges to ρ. It follows that ρ ∈ MT1 . Since each µn
is a convex combination of measures in D, it follows that ρ ∈ D. Select a partition
ξ := {B1, . . . , Bk} such that x, y ∈ Bi imply d(x, y) < ε and ρ(∂Bi) = 0 for i = 1, . . . , k.
Note that
H(σn, T
∨nξ) = log sn(ε,D) (3.20)
because each atom of T∨nξ contains at most one point of Γn. For 0 ≤ m ≤ n and j ∈ Λm
we define qn,m,j to be the unique element of Z+ so that
j + Λm∗qn,m,j ⊂ Λn, j + Λm∗(qn,m,j+1) 6⊂ Λn. (3.21)
For each m,n, j we have
T∨nξ =
∨
i∈Λqn,m,j
T−(iDm+j)T∨mξ
∨ ∨
i∈Λn\(j+Λm∗qn,m,j )
T−iξ. (3.22)
Then
H(σn, T
∨nξ) ≤ ∑
i∈Λqn,m,j
H(σn◦T−(iDm+j), T∨mξ) + (Vn − Vm∗qn,m,j) log k, (3.23)
where k is the number of elements of the partition ξ. Summing over j ∈ Λm we deduce
VmH(σn, T
∨nξ) ≤ ∑
j∈Λn−m
H(σn◦T−j, T∨mξ) + Vm(Vn − Vn−m) log k, (3.24)
because
∑
j∈Λm
∑
i∈Λqn,m,j T
−(iDm+j) equals
∑
j∈Λn−m T
−j. Now
H(µn, T
∨mξ) = H(Anσn, T∨mξ) ≥
1
Vn
∑
j∈Λn
H(σn◦T−j, T∨mξ) ≥ 1
Vn
∑
j∈Λn−m
H(σn◦T−j, T∨mξ). (3.25)
Now for each atom B of T∨mξ, we have limg µng(B) = ρ(B) because ρ(∂T
−jBi) = 0 for
each j ∈ L and Bi ∈ ξ. Hence
lim
g→∞H(µng , T
∨mξ) = H(ρ, T∨mξ). (3.26)
We have limn(Vn − Vn−m)/Vn = 0. Using (3.20), (3.24), (3.25) and taking the limit over
{ng}, we deduce
H(ρ, T∨mξ) ≥ Vms(ε,D). (3.27)
Then dividing by Vm and taking the limit m→∞, we have
h(T, ρ, ξ) ≥ s(ε,D), (3.28)
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from which h(T, ρ) ≥ s(ε,D) follows.
Next we consider the case in which h(T, · ) is upper semicontinuous on MT1 . For each
δ > 0 there exists a finite cover of D by balls {B(xi, δ)} of radius δ. For at least one i,
lim sup
n
1
Vn
log sn(ε,D ∩B(xi, δ)) = s(ε,D). (3.29)
The above construction yields a ρδ ∈ MT1 ∩ B(xi, δ) with h(T, ρδ) ≥ s(ε,D). Taking a
sequence {δj > 0} with δj → 0, we find a limit point ρ ∈ D. The upper semicontinuity
of h(T, · ) implies that h(T, ρ) ≥ s(ε,D).
Theorem 3.2 Let F be a closed convex subset of M1 and let eν : X → R+ be an
upper-energy function for ν. Then
lim sup
n
1
Vn
log ν({x : En(x) ∈ F}) ≤ sup
ρ∈F∩MT1
(
h(T, ρ)− 〈 eν , ρ 〉
)
. (3.30)
If h(T, · ) is upper semicontinuous, the above obtains even if F is not convex.
Proof: Since eν is bounded, given δ > 0, we can select constants 0 = a0 < a1 < . . . < ak
with ak := supx eν(x) so that aj − aj−1 < δ, j = 1, . . . , k. For j = 1, . . . , k define
Fj := {ρ ∈ F : aj−1 ≤ 〈 eν , ρ 〉 ≤ aj}, (3.31)
which is convex when F is convex. Then in the notation (2.6)
lim sup
n
1
Vn
log ν(Xn,F ) = max
j=1,...,k
lim sup
n
1
Vn
log ν(Xn,Fj). (3.32)
For sufficiently small ε > 0 there exists nε so that n ≥ nε implies that for all x ∈ X,
1
Vn
log ν(Bn(x, ε) ) + 〈 eν , En(x) 〉 ≤ δ. (3.33)
If Γ is a maximal (n, ε)-separated subset of Y , then Y ⊂ ⋃x∈ΓBn(x, ε), so for n ≥ nε,
1
Vn
log ν(Xn,Fj) ≤
1
Vn
(
log sn(ε, Fj) + sup
x : En(x)∈Fj
log ν(Bn(x, ε))
)
. (3.34)
1
Vn
log ν(Xn,Fj) ≤
1
Vn
log sn(ε, Fj)− inf
ρ∈Fj
〈 eν , ρ 〉+ δ. (3.35)
Using F j ⊂ F to denote the closure of Fj, from Lemma 3.1 we deduce
lim sup
n
1
Vn
log ν(Xn,Fj) ≤ sup
ρ∈F j∩MT1
(
h(T, ρ)− aj−1
)
+ δ. (3.36)
The argument showing that Gν,δ defined by (3.5) is open may be applied to −eν to show
that {ρ ∈ M1 : 〈 eν , ρ 〉 ≤ aj} is closed, so that ρ ∈ F j implies 〈 ρ, eν 〉 ≤ aj ≤ aj−1 + δ,
so that
lim sup
n
1
Vn
log ν(Xn,Fj) ≤ sup
ρ∈F j∩MT1
(
h(T, ρ)− 〈 eν , ρ 〉
)
+ 2δ. (3.37)
Since each F j ⊂ F and δ > 0 is arbitrary, we deduce
lim sup
n
1
Vn
log ν(Xn,F ) ≤ sup
ρ∈F∩MT1
(
h(T, ρ)− 〈 eν , ρ 〉
)
. (3.38)
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4 Finite alphabet shift spaces
One important special case, both in statistical mechanics and dynamical systems, is when
X is a shift space, that is X is a closed subset of AL with A = {0, . . . , r − 1}, which is
invariant under the action of L on AL induced by addition. The space AL is compact with
the product topology. There are many possible metrics on AL. Here we consider those
defined by {Λn} and a strictly decreasing sequence {∆n} of positive real numbers (see
[E] and definition below). Points of AL are denoted by ω = (ωk : k ∈ L) in place of the x
we use in the context of an abstract dynamical system (X, d, T ). In shift spaces h(T, · )
is upper semicontinuous as a function on M1 (see [W], chapter 8). We briefly adapt the
former results to this particular case.
Definition 4.1 For ∅ 6= Λ ⊂ L, JΛ : AL → AΛ denotes the function which maps ω ∈ AL
to its restriction to Λ : for k ∈ Λ, (JΛ(ω))k := ωk. We use Jn to denote JΛn. Xn denotes
the image of the shift space X under Jn. For ν ∈ M1, we use νn to denote the measure
on Xn, νn := ν◦X−1n . The metric d on A
L is defined so that for ω 6= ω′,
d(ω, ω′) := ∆n with n := min{n ∈ Z+ : Jn(ω) 6= Jn(ω′)}, (4.1)
where {∆n : n ∈ Z+} is a specified strictly decreasing sequence of real numbers with
limn∆n = 0. We define for 0 < ∆ ≤ ∆0,
n∆ := max{n ∈ Z+ : ∆ ≤ ∆n}, (4.2)
so that ∆n∆ ≥ ∆ > ∆n∆+1.
An immediate consequence of the definitions is the following.
Lemma 4.1 With 0 < ∆ < ∆0 and ω, ω
′ ∈ AL we have
d(ω, ω′) < ∆⇐⇒ Jn∆(ω) = Jn∆(ω′). (4.3)
dΛm(ω, ω
′) < ∆⇐⇒ Jm+n∆(ω) = Jm+n∆(ω′). (4.4)
In the case shift spaces it is convenient to reformulate the approximate product property.
We do it for the case L = Z+, the case L = Z
d can be treated in a similar way.
Definition 4.2 Let L = Z+. The dynamical system (X, d, T ) has the approximate
product property if the following holds. Given any δ1 > 0 and δ2 > 0, there exists
N(δ1, δ2), such that for any n ≥ N(δ1, δ2) and for any collection {ωi}i∈L ⊂ X, one can
find a collection {ji}i∈L ⊂ L and ω ∈ X so that j0 = 0, n ≤ ji+1 − ji ≤ n(1 + δ2) and
dHn (T
jiω, ωi) ≤ δ1|Λn| ∀ i ∈ L . (4.5)
It is not difficult to see that this definition is equivalent to the former one.
Definition 4.3 With Xn,F is specified by (2.6) we define
X̂n,F :=
{
w ∈ Xn : J−1n {w} ∩Xn,F 6= ∅
}
. (4.6)
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Proposition 4.1 Let X be a shift space and ν ∈MT1 . The following two conditions are
equivalent.
I. For each neighbourhood F of ν in M1 and each h∗ < h(T, ν), there exists n∗ ∈ N so
that n ≥ n∗ implies
log |X̂n,F | ≥ Vnh∗. (4.7)
II. There exists ε# > 0 so that for each neighbourhood F of ν inM1 and each h′ < h(T, ν),
there exist δ# > 0 and n# ∈ N so that whenever n ≥ n# there exists Γn ⊂ Xn,F which is
(δ#, n, ε#)-separated and satisfies log |Γn| ≥ Vnh′.
Proof: Given ν ∈ MT1 satisfying I, h′ < h(T, ν) and a neighbourhood F of ν, take h∗
satisfying h′ < h∗ < h(T, ν). Set ε# := ∆1 so that d(T jω, T jω′) ≤ ε# ⇔ ωj = ω′j. Choose
n# so that (4.7) obtains whenever n ≥ n#. Choose Γn so that for each w ∈ X̂n,F , Γn
contains exactly one point ω ∈ Xn,F with Jn(ω) = w. Choose δ# > 0 so
η(δ#) log 2 + δ# log(|A| − 1) < h∗ − h′. (4.8)
It follows from (2.19) that for each w ∈ AΛn ,
Kn := |{v ∈ AΛn : dHn (v,w) ≤ δ#Vn}| (4.9)
satisfies logKn < Vn(h
∗ − h′). Choose Γn to be a maximal subset of Γn satisfying
ω 6= ω′ ∈ Γn =⇒ dHn (Jn(ω), Jn(ω′)) > δ#Vn. (4.10)
The maximality of Γn implies
|Γn| ≥ |Γn|/Kn ≥ exp(Vnh′). (4.11)
Because of (4.10), if Λ ⊂ Λn, |Λn \ Λ| ≤ δ#Vn, dΛ(ω, ω′) = ∆0 > ε#. The converse is
trivial.
Next we consider lower- and upper-energy functions in the context of shift spaces. The
following is a direct consequence of Lemma 4.1.
Proposition 4.2 Let the shift space X ⊂ AL be considered as a dynamical system
(X, d, T ). Let ν ∈ M1. Then the bounded, lower semicontinuous function eν : X → R+
is an upper-energy function for ν if, and only if,
lim sup
n
sup
w∈Xn
(
1
Vn
log νn(w) + sup
ω∈X : Jn(ω)=w
〈 eν , En(ω) 〉
)
≤ 0. (4.12)
Also the upper semicontinuous eν : X → R+ is a lower-energy function for ν if, and only
if,
lim inf
n
inf
w∈Xn
(
1
Vn
log νn(w) + inf
ω∈X : Jn(ω)=w
〈 eν , En(ω) 〉
)
≥ 0. (4.13)
For some β-shifts we use a weak lower-energy functions. The associated νβ ∈ MT1 can
have a very small νn(v) for some word v ∈ Xn, but there is a word w ∈ Xn with
dHn (w, v) = 1 and νn(w)À νn(v). This suggests the following.
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Proposition 4.3 Let ν ∈ MT1 and let eν : X → R+ be upper semicontinuous. If for
each δ > 0 there exists nδ so that n ≥ nδ implies that for each v ∈ Xn there exists w ∈ Xn
satisfying dHn (v,w) ≤ δ|Λn| and
1
Vn
log νn(w) + inf
ω : Jn(ω)=w
〈 eν , En(ω) 〉 ≥ −δ, (4.14)
then eν is a weak lower-energy function for ν.
Proof: Let ρ ∈MT1 be ergodic and let F be an f -neighbourhood of ρ. By Propositions
2.1 and 4.1 for any h′ < h∗ < h(T, ρ) there exists n∗ such that n ≥ n∗ implies
1
Vn
log |X̂n,F (1/2) | > h∗. (4.15)
Given v ∈ X̂n,F (1/2) , (2.19) is a bound for the number of w ∈ Xn satisfying dHn (v,w) ≤ δVn,
and at least one such w satisfies (4.14). Take δ > 0 so that (4.8) is satisfied for δ# = δ.
Then by Corollary 2.1 there exists n′ ≥ max{n∗, nδ} so that n ≥ n′ implies
1
Vn
log
∣∣∣{w ∈ X̂n,F : 1
Vn
log νn(w) + inf
ω : Jn(ω)=w
〈 eν , En(ω) 〉 > −δ
}∣∣∣ > h′. (4.16)
This shows that eν is a weak lower-energy function for ν.
We end this section by a remark about topological entropy and Hausdorff dimension,
which we shall use when discussing Billingsley dimension for β-shifts. Basic reference is
section 11 of [Pe]. We recall the definition of the topological entropy [Bo2] for a dynamical
system (X, d, T ). We follow [Pe] p.74-75. We consider the case L = Z+ and cover means
always finite or countable cover. Let s ∈ R+, N ∈ N, ∆ > 0 and A ⊂ X. Set
T (A; s,N,∆) := inf
∑
j
exp(−snj) : nj ≥ N, A ⊂
⋃
j
Bnj(x; ∆)
 , (4.17)
T (A; s,∆) = lim
N→∞
T (A; s,N,∆) , (4.18)
and
htop(A, T ; ∆) := inf{s : T (A; s,∆) = 0} = sup{s : T (A; s,∆) =∞} . (4.19)
The topological entropy of A is defined by
htop(A, T ) := lim
∆→0
htop(A, T ; ∆) . (4.20)
We now restrict the discussion to shift spaces. Let {∆n : n ∈ Z+} be a strictly decreasing
sequence to 0 and d be the associated metric. We denote by S the family of cylinder sets,
which are by definition the sets of the form
Cm(ω) := {ω′ ∈ X : Jm(ω) = Jm(ω′)} . (4.21)
Hausdorff dimensions are computed with cylinders. Let s ∈ R+, δ > 0 and A ⊂ X. Set
C(A; s, δ) := inf
∑
j
diam(Uj)
s : A ⊂⋃
j
Uj , diam(Uj) ≤ δ
 (4.22)
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where each Uj ∈ S and
C(A; s) := lim
δ↓0
C(A; s, δ) . (4.23)
The Hausdorff dimension dimH(A) of A is
dimH(A) := inf{s : C(A; s) = 0} = sup{s : C(A; s) =∞} . (4.24)
Let 0 < ∆ ≤ ∆0. We have ∆n∆ ≥ ∆ > ∆n∆+1 and
B(ω; ∆) = {ω′ ∈ X : d(ω, ω′) < ∆} (4.25)
= {ω′ ∈ X : d(ω, ω′) < ∆n∆} (4.26)
= {ω′ ∈ X : Jn∆(ω) = Jn∆(ω′)} = Cn∆(ω) . (4.27)
It follows that Bk(ω; ∆) = Ck+n∆(ω) for all k ∈ Z+. For the full shift diam(Cn∆(ω)) =
∆n∆+1, but in general we only have diam(Cn∆(ω)) ≤ ∆n∆+1. Comparing the two defini-
tions, we obtain the next lemma.
Lemma 4.2 Let X ⊂ AZ+ be a shift space with finite alphabet A, and d be a metric as in
Definition 4.1. Assume that there exists γ > 0 so that
lim sup
m
sup
ω∈X
∣∣∣ log diamCm(ω)
Vm
+ γ
∣∣∣ = 0 . (4.28)
Then, for any A ⊂ X, htop(A, T ) = γ · dimH(A).
A simple example is when X is the full shift and there exists γ > 0 with
lim
n→∞
log∆n
Vn
= −γ . (4.29)
Indeed, in this case diam(Cn∆(ω)) = ∆n∆+1. This is an example of a scale metric. In
the case of the full shift, Tempelman [Te2] computed Hausdorff dimension with respect
to scale metrics for sets of the type of those considered in section 5. Further examples of
shift spaces which verify the hypothesis of Lemma 4.2 are given in section 5.
5 β-shifts and topological entropy
In this section we consider β-shifts. Basic references are [R], [P], [B-M] and [B].
Let β > 1 be fixed. For t ∈ R we define
btc := max{i ∈ Z : i ≤ t}, dte := min{i ∈ Z : i ≥ t}. (5.1)
We define b := dβe. Consider the β-expansion of 1,
1 =
∞∑
i=1
ciβ
−i ,
which is given by the algorithm
r0 := 1, ci+1 := dβ rie − 1, ri+1 := β ri − ci+1, i ∈ Z+, (5.2)
Large Deviations without Specification 21
which insures that ri > 0 for all i ∈ Z+. Therefore the sequence c := {ci}i≥1 cannot end
with zeros only. For sequences {ai}i≥1 and {bi}i≥1 the lexicographical order is defined by
{ai} < {bi} if and only if for the least index i with ai 6= bi, ai < bi. The β-shift Xβ is
the subshift of the full shift on the alphabet with b characters, A := {0, . . . , b− 1} ⊂ Z+,
which is given by
Xβ :=
{
ω = {ωi}i≥1 : ωi ∈ A, T k{ωi} ≤ {ci} ∀ k ∈ Z+
}
, (5.3)
since T k{ci} ≤ {ci} for all k ∈ Z+, Xβ is a shift-invariant closed subset of the full shift.
For convenience Xβ is defined as a subset of AN instead of AZ+ , as in [PfS1]. Hence, the
elements of Xn are the words of length n of the shift space. For ν ∈ M1, νn denotes,
as above, the measure on Xn, νn := ν◦X−1n . When β is an integer, X
β coincides with the
full shift.
The subshift Xβ occurs as the natural coding of the β-transformation, which we define as
follows (left-continuous version). Let M := (0, 1]. We decompose M into b sub-intervals,
J0 :=
(
0,
1
β
]
, J1 :=
( 1
β
,
2
β
]
, · · · , Jb−1 :=
(b− 1
β
, 1
]
, (5.4)
and define ϕβ : M →M by
ϕβ(x) := βx− p if x ∈ Jp . (5.5)
To each orbit of x ∈M , (x, ϕβ(x), ϕ2β(x), . . .), we associate a coding sequence ω(x) ∈ AN,
defined by
ωn(x) := p ⇐⇒ ϕn−1β (x) ∈ Jp . (5.6)
In particular the coding sequence of 1 ∈ M is the sequence c ∈ Xβ. Xβ is the closure
of the set of all coding sequences, and ω ∈ Xβ is a coding sequence of an orbit of the
β-transformation if and only if lim supi ωi > 0. If this is the case, then ω is the coding
sequence of x =
∑
i≥1 ωiβ−i.
There is a simple presentation of Xβ by a labelled graph Gβ [BH]. We set for i, j ∈ N,
i < j, [i, j] := {k ∈ N : i ≤ k ≤ j} and ωji := J[i,j](ω). Suppose first that the sequence
c is not ultimately periodic. The set of vertices of the labelled graph Gβ is countable,
{qi : i ∈ Z+}, and is into 1-1-correspondence with the set of prefixes of {ci}, including the
empty word ² of length 0. The prefix ² corresponds to q0 and the prefix c
m
1 to qm, m ≥ 1.
There are b− 1 (directed) edges from q0 to q0, which are labelled by 0, 1, . . . , b− 2, and
one edge from q0 to q1 which is labelled by c1 = b−1. There is one edge from qm to qm+1,
which is labelled by cm+1, and cm+1 edges (possibly no edge if cm+1 = 0) from qm to q0,
which are labelled by 0, 1, . . . cm+1 − 1. Xβ corresponds to the set of all labelled infinite
paths starting at q0. When c is ultimately periodic, c can be written as the concatenation
of words, c ≡ cm1 uk1uk1 · · ·. The graph Gβ has only finitely many vertices, q0, q1, . . . , qm+k−1.
The definition of Gβ is as above, with the only modification that there is an edge from
qm+k−1 to qm which is labelled by cm+k = uk, rather than an infinite continuation.
Proposition 5.1 The β-shifts have the approximate product property.
Proof: We verify Definition 4.2 with δ1 > 0 and δ2 = 0. Suppose that n is large enough
so that δ1n ≥ 1. Let {wi}i∈L be an arbitrary collection of words of length n. Each word
is presented by a path of length n on Cβ starting at q0. Suppose that the path presenting
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wi ends at q0. Then the concatenation of the words w
i and wi+1 is a word of length 2n
of Xβ. On the other hand, if the path presenting a word w ends at qm, let w ≡ un1 . This
occurs if and only if there exists a decomposition of un1 as u
k
1c
n−k
1 with k < n (m = n−k).
Let cj be the last character in the word c
n−k
1 which is different from 0. We change this
character cj into the character cj − 1. We get a new word w′ which is presented by a
path from q0 to q0, and which can be concatenated with any word. Let
ŵ :=
{
w if w is presented by a path from q0 to q0,
w′ if w is presented by a path from q0 to qm, m 6= 0. (5.7)
By definition the concatenation of all words {ŵi} gives ω = ŵ1ŵ2ŵ3 · · · ∈ Xβ with the
desired properties.
The β-shift Xβ has a unique ergodic measure of maximal entropy, which we denote by
νβ, [H1]. The corresponding measure of maximal entropy for the β-transformation of the
interval [0, 1] is known to be absolutely continuous with respect to Lebesgue measure,
with a density which is bounded above by β
β−1 and below by
β−1
β
, [R] and [P]. We use
this fact for estimating νβn(w) for w ∈ Xn. We first define
zβ(c`1) :=
{
0 if c`+1 > 0, or if c
`
1 = ²
p if c`+1 = . . . = c`+p = 0 and c`+p+1 > 0.
(5.8)
The meaning of zβ(c`1) is simple: z
β(c`1) is a measure of the obstruction to go from the
vertex q` to the vertex q0 of the labelled graph Gβ. The length of the shortest path in Gβ
from vertex q` to vertex q0 is z
β(c`1) + 1. We set
zβn := max
1≤`≤n
zβ(c`1) . (5.9)
Lemma 5.1 Let w ∈ Xn, and write w = ωk1cn−k1 , where cn−k1 is the largest possible prefix
of c (possibly ² if k = n). Then
νβn(w) ≤
β
β − 1β
−n , (5.10)
and
νβn(w) ≥
β − 1
β
β−(n+z
β(cn−k1 )+1) . (5.11)
Proof: We estimate νβn(w) by estimating the Lebesgue measure of the set of points
x ∈M whose coding sequences begin with w. The basic elementary observation is that,
if (a1, a2] ⊂ Jp and there exists b2 ∈ Jq so that ϕβ(b2) = a2, then there exists b1 ∈ Jq so
that ϕβ(b1) = a1 and β(b2 − b1) = a2 − a1. Therefore, if the coding sequence of x ∈ M
begins with w = ωn1 , then
ϕ−1β
(
· · ·ϕ−1β
(
ϕ−1β
(
(ωnβ
−1, ϕn−1β (x)]
)
∩ Jωn−1
)
∩ Jωn−2 · · ·
)
(5.12)
is a sub-interval of Jω1 of length β
−n+1|ϕn−1β (x) − ωnβ−1|. Moreover, each x in that
interval has a coding sequence starting with the prefix w. Consequently
β − 1
β
β−n+1|ϕn−1β (x)− ωnβ−1| ≤ νβn(w) ≤
β
β − 1β
−n . (5.13)
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Let x = 1 and w = cn1 . Then, by definition of z
β(cn1 ),
βz
β(cn1 )(ϕn−1β (1)− cnβ−1) ≤ β−1 (5.14)
and
βz
β(cn1 )+1(ϕn−1β (1)− cnβ−1) > β−1 . (5.15)
This proves (5.11) in this particular case. In the general case w = ωk1c
n−k
1 . Then ω
′ such
that
ω′i :=
{
ωi if i ≤ k
ci−k if i > k,
(5.16)
is a coding sequence of some point x′ ∈ M . Hence ϕn−1β (x′) = ϕn−k−1β (1) (the preimage
of 1 in Jωn if k = n). From this the result follows.
Theorem 5.1 Let β > 1, and νβ denote the ergodic measure of maximal entropy for the
β-shift Xβ. Then the constant function
eβ := log β ≡ h(T, νβ) ≡ htop(Xβ, T ) (5.17)
is an upper and a weak lower-energy function for νβ. If lim zβn/n = 0, then this eβ is a
lower-energy function.
Proof: The upper-energy property follows from (5.10). If lim zβn/n = 0, (5.11) implies
the lower-energy property. To deduce the weak lower-energy property, we use Proposition
4.3, noting that ŵ given by (5.7) differs from w by not more than one character and νβn(ŵ)
satisfies (5.11) with n = k.
Corollary 5.1 For any β > 1 the empirical measures verify a large deviations principle
(Theorems 3.1 and 3.2) for the measure of maximal entropy νβ and the rate function
h(T, ρ)− 〈 log β, ρ 〉 ≡ h(T, ρ)− log β is upper semicontinuous.
In [PfS1] we computed the Billingsley dimension ([Bi]) of various sets of generic points in
the case of subshifts, which verify three hypothesis H1, H2, H3. Billingsley dimension is
defined as Hausdorff dimension (see section 4), by replacing diam(Cm(ω)) by ν(Cm(ω)),
where ν is a shift-invariant probability measure. The results of [PfS1] apply in particular
to any irreducible (possible periodic) sofic shifts, but in fact to a much larger class
of subshifts, which do not verify the specification property. Condition H2 implies the
approximate product property. Condition H1 says that the ergodic measures are entropy-
dense. Hence, Theorem 2.1 of this paper asserts that H2 implies H1. Condition H3 says
that the reference measure ν for computing the Billingsley dimension has a continuous
energy function (upper and lower) eν . We can apply directly the results of [PfS1] to most
β-shifts if we choose as reference probability measure the measure νβ. Indeed, condition
H2 of [PfS1] implies that lim zβn/n = 0; it follows that
lim sup
n
sup
ω∈Xβ
∣∣∣ log νβ(Cn(ω))
n
+ log β
∣∣∣ = 0 , (5.18)
hence νβ has the energy function eβ = log β. It is not difficult to prove, using Theorem C
of [Sc], that if β does not verify hypothesis H2 of [PfS1], then it cannot be in class C˜5 of
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[Sc]. Therefore, condition H2 of [PfS1] is verified for a set of β of full Lebesgue measure,
but it does not hold for all β. From Lemma 4.2, if limn→∞ zβn/n = 0, then
htop(A, T ) = log β · dimνβ(A) . (5.19)
In [PfS1] we computed the Billingsley dimension of the following sets. Let F be a
nonempty closed subset of MT1 . We define
FG := {ω ∈ Xβ : En(ω) has a limit point in F} . (5.20)
and, when F is also connected,
GF := {ω ∈ Xβ : the limit point set of En(ω) equals F} . (5.21)
An important particular case is for F := {ν}. G{ν} is the set of generic points of ν.
Theorem 5.2 Let β > 1 and νβ be the ergodic measure of maximal entropy for the
β-shift Xβ.
1) Let F ⊂MT1 be a closed set. Then htop(FG, T ) = supρ∈F h(T, ρ).
2) Let F ⊂MT1 be a closed connected set. Then htop(GF , T ) = infρ∈F h(T, ρ).
Proof: When lim zβn/n = 0 this is simply a transcription of the results of [PfS1] us-
ing (5.19). If β does not imply lim zβn/n = 0, then one first notices that the proof of
Proposition 2.1 in [PfS1] gives
htop(
FG, T ) ≤ sup
ρ∈F
h(T, ρ) . (5.22)
Moreover, we can adapt the proof of Proposition 2.2 in [PfS1] to get
htop(GF , T ) ≥ inf
ρ∈F
h(T, ρ) . (5.23)
Indeed, we can use only words which are presented by paths from q0 to q0 in Gβ. For
those words, we get from Lemma 5.1
νβn(w) ≥
β − 1
β
β−(n+1) . (5.24)
The construction of the set B ⊂ GF in [PfS1] becomes even simpler, since two words w
and w′ which are presented by a path from q0 to q0 can be concatenated to give a word
ww′ which is presented by a path from q0 to q0. Because of (5.24) we still have for the
particular set B, htop(B, T ) = log β dimνβ(B); hence (5.23) is still valid. Then
sup
ρ∈F
h(T, ρ) ≤ sup
ρ∈F
htop(G{ρ}, T ) ≤ htop(FG, T ) ≤ sup
ρ∈F
h(T, ρ) , (5.25)
and
inf
ρ∈F
h(T, ρ) ≥ inf
ρ∈F
htop(
{ρ}G, T ) ≥ htop(GF , T ) ≥ inf
ρ∈F
h(T, ρ) . (5.26)
The following corollary is well-known for ergodic measures for compact dynamical systems
(X, d, T ) with T continuous [Bo2]. If ν is ergodic, then ν(G{ν}) = 1, and this fact is
essential in [Bo2]. When ν is not ergodic, then ν(G{ν}) = 0, so the situation is completely
different.
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Corollary 5.2 Let β > 1, and ν be any shift-invariant measure on the β-shift Xβ. Then
htop(G{ν}, T ) = h(T, ν) . (5.27)
The next result shows how Theorem 5.2 can be used to compute the topological entropy
of sets involving ergodic averages. In the terminology in usage in large deviations theory
it is called a contraction principle.
Definition 5.1 Let A be an arbitrary nonempty parameter set. Let
f := {(fα, cα, dα) : α ∈ A}, (5.28)
where fα : R→ R is continuous and cα ≤ dα ∈ R for all α ∈ A. Define
Xf := {x ∈ X : lim inf〈 fα, En(x) 〉 ≥ cα,
lim sup〈 fα, En(x) 〉 ≤ dα, ∀α ∈ A} (5.29)
and
Ff := {ρ ∈MT1 : 〈 fα, ρ 〉 ∈ [cα, dα] ∀α ∈ A}. (5.30)
Lemma 5.2 We have G(Ff ) = Xf , where
G(Ff ) := {x ∈ X : {En(x)} has all its limit points in Ff}. (5.31)
Proof: Note that Ff is a (possibly empty) closed convex subset ofMT1 . Let x ∈ Xf . For
any given α ∈ A,
lim inf〈 fα, En(x) 〉 ≥ cα, (5.32)
so any weak∗ limit ρ satisfies 〈 fα, ρ 〉 ≥ cα; the corresponding inequality for lim sup also
obtains, so ρ ∈ Ff . Thus Xf ⊂ G(Ff ). Next assume x ∈ G(Ff ). Given α ∈ A, by
compactness for the sequence {〈 fα, En(x) 〉 : n ∈ Z+} there exist {nj} and ρ ∈ MT1 so
that
lim
j
Enj(x) = ρ, limj 〈 fα, Enj(x) 〉 = lim infn 〈 fα, En(x) 〉 = 〈 fα, ρ 〉. (5.33)
Since ρ ∈ Ff , lim infn〈 fα, En(x) 〉 ≥ cα. The corresponding argument for lim sup shows
that x ∈ Xf , so G(Ff ) ⊂ Xf .
Theorem 5.3 If the conclusions of Theorem 5.2 hold and Ff 6= ∅, then the following
variational principle holds,
htop(Xf , T ) = sup{h(T, ρ) : ρ ∈ Ff} . (5.34)
Proof: Since for ρ ∈ Ff ,
G{ρ} ⊂ Xf = G(Ff ) ⊂ FfG, (5.35)
Theorem 5.2 implies
sup
ρ∈Ff
h(T, ρ) ≤ htop(Xf , T ) ≤ htop(FfG, T ) ≤ sup
ρ∈Ff
h(T, ρ) . (5.36)
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Remark. Results of this kind have been obtained by Tempelman [Te2] and Takens and
Verbitskiy [TV2]. They compute Hausdorff dimensions or topological entropy for sets of
the form
{x ∈ X : lim
n→∞〈 fα, En(x) 〉 = aα , α = 1, . . . n} . (5.37)
Tempelman treats the case when the continuous fα have values in some Banach space and
the Hausdorff dimension is computed with scale metrics. Tempelman considers also more
general ergodic averages (Følner sequences). The more restrictive hypothesis in [Te2] is
that the results are obtained for the full shift only, so that they apply only to β-shifts
with β ∈ N. Takens and Verbitskiy compute the topological entropy of sets (5.37) for
continuous real-valued functions fα. They obtain their results in the more general setting
of dynamical systems with (X, d) compact and T : X → X continuous. However they
assume that the specification property holds, so that their results, in the case of β-shifts,
apply only to a set of β of Lebesgue measure 0.
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