Abstract. In applied econometrics, the researcher typically has two recourses for conducting inference: assuming normal errors or relying on asymptotic theory. In economic models, the assumption of normal errors is rarely justified and, for moderate sample sizes, the applicability of a central limit theorem is questionable. Researchers now have a third alternative: the bootstrap. Central to the bootstrap methodology is the idea that computational force can substitute for theoretical analysis. This article explains the bootstrap method, shows how a simple transformation can improve the reliability of inference, gives an algorithm for bootstrapping a regression equation, and discusses some computational pitfalls.
Introduction
Despite the artificiality of the normal error assumption or the application of asymptotic results to finite samples, until quite recently economists had no alternatives. While for large samples the latter method is appropriate, it is well-known that for moderate-sized samples the divergence between the exact distribution and the asymptotic normal distribution can be substantial. For asymmetric, nonnormal or multimodal distributions, the asymptotic standard errors are inappropriate, and reliance upon them for inference is not warranted. Efron (1979) generalized the jackknife to produce what he called the 'the bootstrap', thus providing an alternative method of conducting inference where the sample size is not large or sampling distributions are analytically intractable, due to nonlinearity or pretesting, etc.
Originally, the 'bootstrap' generalization of Quenouille's (1949) jackknife was introduced as a nonparametric device for estimating standard errors, just as was the jackknife. In recent years, the bootstrap has been generalized to produce not only 'better' standard errors, under various regularity conditions but, more importantly, better confidence intervals without computing standard errors. This is particularly useful since, in many cases (e.g. asymmetric distributions), the use of standard errors for computing confidence intervals is inappropriate.
Succinctly, the bootstrap determines proper confidence intervals when good estimators are available, but the characteristics of the sampling distributions of the estimators (e.g. their standard errors) are unknown. Let c(c~) be the critical value of a test and suppose that the exact distribution is Student's t. Then finding c(c 0 simply means consulting the appropriate t-table to find t~ say, for a one-sided test. If the actual distribution converged asymptotically to the Student's t and if the sample size were sufficiently large, the t-table could be valid. For a moderatesized sample, the exact distribution is unknown and may be far removed from the asymptotic t-distribution. The question is, how to find c(~)? The bootstrap provides a reliable method of estimating c(~) so that inference may be conducted.
It is worthwhile to quote from Efron's (1982, p. 2) monograph on the subject:
From a traditional point of view, all the methods discussed here are prodigious computational spendthrifts. We blithely ask the reader to consider techniques which require the usual statistical calculations to be multiplied a thousand times over. None of this would have been feasible twenty-five years ago, before the era of cheap and fast computation. An important theme of what follows is the substitution of computational power for theoretical analysis. The payoff, of course, is freedom from the constraints of traditional parametric theory, with its overreliance on a small set of standard models for which theoretical solutions are available.
Even more recent advances (Hall and Martin, 1988; Beran, 1990) in the theory of the bootstrap suggest that we may be blithely asked to consider techniques which require the usual statistical calculations to be considered one million times. Being released from the confines of using only those models for which analytical results exist suggests that the bootstrap can be a very powerful technique in the economist's toolkit. As the bootstrap is computationally burdensome and not a standard part of most regression packages, an algorithm for this method is needed.
Since the bootstrap methodology arose in the statistical literature, let us first review some terminology. The term 'bias' usually refers to E[/~-/3)] #0. In Efron's (1982, w bias-corrected percentile (BCP) method to be described below, the 'bias' refers to a median-bias of the bootstrap distribution. For example, median bias can arise even if OLS still satisfies E[b] =/3. Efron (1990, w describes a bootstrap method for estimating the median bias of a parameter estimate.
There are many different bootstrap methods for studying sampling distributions, relevant to economics, surveyed in Vinod (1992) . Hall (1988, w notes that many applied researchers do not specify the particular bootstrap estimator they employ. While the many bootstrap methods all share a common theme, some methods are more appropriate in certain situations. This paper reviews three methods of obtaining bootstrap confidence intervals: use of the standard deviation of the bootstrap distribution, the naive percentile (NP) method, and the BCP method. In Section 2, we motivate the bootstrap for regression analysis and discuss the first two methods. We apply the bootstrap to a simple situation for which we already know the answer, to demonstrate its validity heuristically. Section 3 examines the BCP method. Section 4 describes two important bootstrap concepts, error coverage and pre-pivoting. Section 5 provides an algorithm for calculating bootstrap distributions for the coefficients of regression equations. Section 6 offers computational considerations. Section 7 gives a brief example. Section 8 presents the conclusions.
Motivating the Bootstrap
Let X~, X2,... , X n be i.i.d, random variables with common cumulative distribution function (cdf) F, let xi, i = 1,..., n be the realizations of Xi, and denote this collection by {xn}. Suppose an economist is interested in a parameter of this distribution, 0, and an unbiased estimator thereof, say 0, is available. For example, 0 might be the mean of the distribution, in which case one could estimate 0 from the sample to yield 2 = Zi~ ~ xi/n. Clearly, E[2] = 0. While this estimate is unbiased, we cannot conduct inference without further knowledge. If the sample size were large enough, we could appeal to asymptotic theory, including central limit theorems, to obtain the limiting normal distribution for 2.
For illustrative purposes, suppose that for some technical reason the sample size could not be increased beyond n, that n was too small to apply a central limit theory, and that F(.), the cumulative distribution function (cdf) was unknown. How, then, might an investigator proceed.'?
Consider the following approach in the univariate case. For each i = 1,... , n, form the residuals e i = xi -2. With replacement and from a uniform distribution, randomly select from the set {en}, the 'pseudo-errors' e~, i = 1,..., n. Adding to each e* the value 2 construct a bootstrap resample of pseudo-x values {x*}. Calculate the mean of the bootstrap sample, 2 *= Ei~ 1 x*/n.
Obviously this is an extension of the jackknife. The idea, then, is to compute several samples, say J, from the data at hand and construct the empirical cdf for the parameter of interest. Efron (197.9) first showed that this procedure is legitimate, and several theorems have beenproved (see, e.g., Efron (1980 Efron ( , 1981 , Singh (1981) ).
The extension to the linear regression model is straightforward. Consider the standard regression model where boldface indicates a vector or a matrix. y=X~+E, where y is an n x 1 vector of the dependent variable, X is an n • k matrix of k regressors with rank k and whose first column consists of units, and e is an n x 1 vector of i.i.d, errors with mean zero and variance o -2. The OLS estimator b = (X'X)-~X'y is assumed to be unbiased and the residuals are e = y -Xb. The covariance matrix of b is given by COY(b) = s3(X'X) -~ where S 2 = e'e/(n -k). The traditional 100(1-2a)% asymptotic confidence interval for the ith coefficient, where 2a is used rather than a to avoid notational clutter, is given by bi-tas <~ fli <~ b + t~s .
(1)
Randomly sample with replacement from e to form e* and a pseudo-y vector as y* = Xb + e*. Often, the pseudo-y values are referred to as 'bootstrap resamples'. Regress the pseudo-y vector on the matrix X to obtain a bootstrap estimate of the coefficients, b* = (X'X)-IX'y *. Repeat this procedure a large number of times J, say 1000, to obtain J bootstrap resamples y~ and also estimates of the coefficients b~, j = 1, 2 .... , J, by regressing each yj on X. From the J estimates b~, a bootstrap distribution of each of the coefficients is generated by sorting the coefficients. In the ideal case where the underlying assumptions are correct and the sample size, n, is sufficiently large that a central limit theorem applies, the sampling distribution of b* should be approximately normal. It is sorted and cumulated to produce the empirical cdf. In the event that n is not sufficiently large, we expect the bootstrap sampling distribution to approximate the true, unknown, exact sampling distribution. Once the sampling distribution of the coefficients is estimated, inference can proceed.
However, there can be degrees-of-freedom problem. Consider the ith element of the bootstrap pseudo-errors, e~. Since J is a large number and each e~ comes from {el} , i= 1 .... , n, it follows that. P(ei* i = ei) = 1/n. Therefore the variance of ei~ is given by
This suggests that if the initial vector of residuals e is scaled up by a factor of X/n/(nk), then the variance of the rescaled ei~ will equal s 2. In the following discussion we let the pseudo-y data be generated not by random sampling with replacement from e, but from X/n/(n -k)" e, and not introduce further notation for rescaled residuals.
Application of OLS to the pseudo-y data from the jth bootstrap iteration leads * Therefore to b~. = (X'X)-IX'y~, whence y~ = h + %. It is obviously desirable that the sampling distribution of h* has mean b and variance sZ(X'X) -1. Its skewness and kurtosis are flexible and would reveal nonnormality in so far as the mean ~ median ~ mode. The effect of nonnormality can be partially removed by adjusting the mean to equal the median and similar transformations, as in the BCP method, discussed later. Efron (1987, p. 171) notes that standard errors are extremely useful in practice, because they can be applied in an automatic fashion to generate confidence intervals. However, he also notes that standard errors alone, be they asymptotic or bootstrap, can be quite misleading. Traditional standard errors assume a symmetric distribution; if they are applied to an asymmetric distribution, then inference will be unreliable.
b~. = (X'X)-IX'X(b + e~) or b~ =b + (X'X)-IX'e~.

Thus
Denote the individual elements of the k x 1 vectors h and b~ by b i and b~j, respectively, with i = 1 .... , k. Similarly, let the corresponding standard errors of bi and bii be denoted by s~ and s i. The extension to multiple regression is J obvious. For the ith coefficient b~ let /7* =2~= 1 bij/J be the mean of the bootstrap distribution and let s~ = ((Z~=l (b~ b*)Z/(J-1)) 1/2 be the bootstrap standard error.
Like asymptotic standard errors, bootstrap standard errors can be applied in an automatic fashion to produce one kind of confidence interval, as in the following probability statement:
P{b i-t~s* < fii < bi + t j*} = (1-2a) (2) which can differ substantially from Equation (1). J = 100 is likely to be sufficient for this application. A serious drawback of Equation (2), similar to that of using the asymptotic standard errors, is the implicit assumption that the bootstrap distribution is symmetric.
However, symmetric distributions, especially in small samples, are more the exception than the rule. Therefore, use of bootstrap standard errors is likely to be inappropriate. We shall see that the bootstrap method can determine confidence intervals, not just from standard errors, but from the J realizations of the bootstrap estimates. Efron (1985) shows that there is a wide class of problems for which bootstrap intervals are more accurate, by an order of magnitude, than those produced by asymptotic standard errors, regardless of the size of the sample. For example, in a simulation study Freedman and Peters (1984) found that the conventional asymptotic standard error was off by factors ranging from 1.5 to 3, while the bootstrap standard error was off by only 20 to 30%.
According to the first approach to producing bootstrap confidence intervals, called the naive percentile (NP) method, J = 1000 is needed to obtain reasonable accuracy in the tails of the distribution (Efron, i982, p. 78) . Let F*(x) = P{b* <~ x} be the empirical cdf of b i formed from the J estimates b 0 and let F i be the inverse thereof. In particular, F,*. -1 gives the value of b* for some specified probability that (b,*. ~< x). Since we are working with empirical distributions, the inverse is accomplished quite easily. First, sort the bootstrap estimates by magnitude in an ascending order. Then a 95% (say) bootstrap confidence interval is determined by picking the lower and upper 2.5 and 97.5% percentiles of the sorted distribution. Without loss of generality, choose the size of the test, a, to be between 0.0 and 0.5. Then it is well-known that P{F*-I(a) ~</3 i ~ F*-1(1 -c~)} = 1 -2a,
where FT-l(a) and F~-I(! -a) are the lower and upper a and (1 -a) limits of the 100(1-2a)% bootstrap confidence interval. Note that Equation (3) can produce confidence intervals markedly different from Equation (2). If the median of the bootstrap distribution equals the initial OLS estimate, then the bootstrap distribution is said to be median unbiased and would be an important indicator that symmetry of the distribution is perhaps true. If the distribution is symmetric, then the mean, median, and mode coincide. To the extent that the mean does not equal the median, the distribution can be considered asymmetric, and inference based on the implicit assumption of symmetry is likely to be unwarranted. Efron (1982, p. 83) points out that even seemingly small differences between the mean and the median of the bootstrap distribution can have drastic adverse effects on the reliability of the confidence intervals thus produced.
The BCP Bootstrap
If the empirical bootstrap cdf is median biased, i.e. if P{bi* i <~ bi} ~ 0.50 then the bootstrap procedure described in the previous section will not yield the appropriate coverage probabilities or confidence intervals, i.e. there will be a discrepancy between the nominal size (1 -2a) and actual size of the tail areas of the test 9 In the same way that the use of standard errors to determine confidence intervals for asymmetric distributions is inappropriate, so, too, is the use of the NP method if the bootstrap distribution is median-biased. In order to obtain the appropriate coverage probabilities, the BCP method is employed to correct for the medianbiasedness of the bootstrap distribution 9 Recalling that bi is the original OLS
estimate, bij is a pseudo-estimate, an that F* is the empirical cdf of b~, denote
The approximate (1 -2o 0 level confidence interval is given by
where qJ is the cdf of the standard normal and by definition ~(z) -= 1 -a. If the bootstrap distribution is median unbiased then z 0 = 0 and Equation (4) collapses to Equation (3). This method is based on the assumption that there exists a monotonic mapping of (b* -bl) such that a corresponding map of (b i -/3/) is symmetric about the origin, say the standard normal distribution, with the cdf denoted by O. Explicit knowledge of the map is not required, only its existence (Efron and Tibshirani, 1986) . We just have to be able to nudge the distribution of (b* -b) to be as close to symmetry as possible.
To clarify this important point, let the monotonic mapping be g(.) such that 4) = g(fii), ~ = g(bi) and (~b -r N(-zo, 1) , where ~-is the standard error of q~. The appropriate BCP confidence interval for q~ is
where z~ is the upper 1-2a point for the standard normal and which can be converted to a confidence interval for fii by the inverse transform g-1(r fiiSince we are working with empirical distribution functions, this inverse transformation can be done directly from the bootstrap, without recourse to explicit forms for g(-) or g-l(.). Similar methods are familiar in the statistical literature, in the context of the celebrated work of Cornish and Fisher (Kendall and Stuart, 1977, vol. 1, w Thus, precise knowledge of the form of g(.) is not necessary if individual bootstrap realizations are available for sorting.
To make this method concrete, let bp be the pth percentile of the initial OLS estimate, b/, in the sorted bootstrap distribution; e.g. if the distribution is median-unbiased, then p = 0.50 and bp is the median. Since z 0 = O-l(p), if the distribution is median-unbiased then z 0 = 0, as previously noted. If we desire a 95% confidence interval, then z~ = 1.96. Now define two intermediate variables for the lower and upper limits as z t = O(2z 0 -z~) and z u = O(2z 0 + z~). Note that 0 ~< z~ ~< z, ~ 1. To obtain the bias-corrected lower limit, find that value in the sorted bootstrap distribution such that the proportion z~ of the bootstrap distribution is below it; this value is, of course, F*[q~(2z 0 -z~)]. Similarly, F* [O(2z o + z~) ] is simply that value such that the proportion z u of the sorted bootstrap distribution is below it.
Error in Coverage of Confidence Intervals and Pre-Pivoting
While economists often are interested in estimating parameters, testing hypotheses about these parameters is also of interest. In this section, we discuss methods of improving the tests by using the bootstrap. has level a. Beran (1988a, p. 688) defines the error in rejection probability (ERP) as the difference between the actual probability that the test rejects even though the null is true and the test's nominal rejection probability, a. He notes that the distribution of the sample, the choice of test statistic, and the method of determining the critical value all can affect the ERE As the bootstrap can be employed to determine critical values, the sampling properties of the bootstrap critical values merit further examination. Beran (1988a) shows two important properties of bootstrap critical values under certain regularity conditions: (1) if the null distribution of T n depends on 0, then the bootstrap test has an ERP of the same order as the corresponding test from asymptotic theory; (2) if the null distribution of T n does not depend on 0, then the bootstrap test has an ERP of a smaller order than does the corresponding test from asymptotic theory. Thus, there are advantages to the bootstrap even when the asymptotic theory is valid.
When the null distribution does depend on 0, a common method for eliminating this parameter-dependence is to transform the test statistic T n by some function ~-(.), so that the distribution of ~-= ~-(0) does not depend on 0. Inference is then conducted using the distribution of ~-. On a technical note, if the transformation is done via pivoting (e.g. see Mood et al. (1974, Ch. 8, w and produces a statistic whose distribution does not depend on the parameter, then the statistic thus produced is said to be a pivotal quantity in the terminology of Sir R.A. Fisher. One method of pivoting is to studentize the statistic, e.g. ~-(0)= n -1/2 (0 -If a similar transformation does not completely eliminate the parameterdependency, the statistic produced is said to be a root in the terminology of Beran (1987) . In this context, it is worth noting that studentizing a statistic does not always produce a pivotal quantity. For example, Vinod and Raj (1988) show that in the case of ridge regression, the transformation does not eliminate the parametric dependency. A possible solution to the problem is to use Beran's (1990) B 2 method, which is similar to an iterated two-stage bootstrap. The B 2 method is sometimes applicable in cases where the estimator is biased but consistent, as in estimating Engle and Granger's (1987) cointegrating parameters. For an illustration of this technique, see Vinod and McCullough (1991) .
In numerical studies, Effon (1982) and Hinkley and Wei (1984) observed that studentizing before bootstrapping reduced the error in rejection probability, similar to what Beran (1987, p. 457) calls level error. Beran (1987) has shown that pre-pivoting increases the reliability of the inference and further observes that one-sided confidence intervals are more reliable than two-sided confidence intervals. Other work along these lines (Beran, 1988a; Hall and Martin, 1988) shows that x/g-convergence obtains for the estimator itself, but that a superior nconvergence obtains after the pre-pivoting transformation. Specifically, the bootstrap methods are designed to achieve second-order correctness in the sense described by Efron (1987, p. 199) : The coverage probability on each side of the confidence interval is within O(n -1) of the correct value, and the endpoints of the bootstrap confidence interval agree with the endpoints of the correct interval to Op(n 1), where Or(. ) denotes order in probability.
As indicated above, a common method for eliminating a null distribution's dependence on 0 is to pivot. For each bootstrap resample, one can generate the pivotal quantity T*= (2"-2)/S*, where 2" is the mean of the bootstrap resample, S* is the standard deviation of the bootstrap resample and s is the mean of the original sample of n observations. Next, the empirical cdf of T* is generated. The null hypothesis H0:0 = 00 is tested against the alternative, HA: 0 ~ 00, by forming a pivotal quantity from the original sample, T, = (2-Oo)/S where S is the standard deviation of the original sample, and determining whether it falls in the tails of the empirical cdf.
The steps in testing a hypothesis about the ith regression coefficient are obvious. For each bootstrap resample, j = 1, 2,..., J calculate the bootstrap coefficients bq and standard errors, s i. Then compute the pivotal quantities (51
Sort the T~ to determine the empirical cdf and reject the null if T n = (b i bo)/si
falls in the tails, where b 0 is the hypothesized null value of the coefficient. The extent of revealed nonnormality and asymmetry is directly used to improve inference. The extension to multiple regression is straightforward, and is given in the following section.
An Algorithm
If the symmetry assumption is valid, picking the ~ and 1-a points on the bootstrap distribution yields a 100 (1-2a)% confidence interval for the estimated parameter. For a symmetric distribution this is equivalent to marking off equal distances above and below the mean. In the event that the bootstrap distribution is symmetric, this is roughly equivalent to using the bootstrap standard errors, excepting that some roughness can arise from the discreteness of the bootstrap. However, that the bootstrap distribution is symmetric cannot be assumed, and one can examine the asymmetry by employing the methods of exploratory data analysis (Tukey, 1977; Velleman and Hoaglin, 1981) , hereafter EDA. The properties of the empirical CDF are important in determining whether the asymptotic standard error, the bootstrap standard error, or the bootstrap distribution itself is appropriate for determining confidence intervals. In practice, for small samples we can expect the sampling distribution of/~* to be asymmetric and thus always implement the BCP method rather than the naive percentile method.
Clearly, reliance on bootstrap standard deviations cannot be justified in moderate samples without first examining the symmetry of the distribution. Since the empirical distribution must be studied in detail, it may be just as easy to pick off the upper and lower a limits, as it is to form a confidence interval using the bootstrap standard errors. Of course, the former method does not assume symmetry.
In the following exposition, we consider the case where pivoting is not done. If pivoting is desired, simply replace the bootstrap distribution of the regression coefficient with the bootstrap distribution of the associated pivotal quantity.
(1) Regress y on X to obtain the residuals e, and rescale them up by multiplying each by ~/(n/(n -k). (2) For each j = 1, 2,..., J bootstrap iterations, generate the pseudo-y vector y* = Xb § e* and regress it on X to obtain J bootstrap estimates b~. (3) For each regression coefficient, sort the bootstrap estimates to obtain its empirical cdf. (4) Using EDA methods, assess whether the distribution is symmetric. See Section 7 for an example of this. (5) Implement Efron's BCP and similar methods to nudge it toward assumed symmetry, so that correct inference can proceed. Specifically, we determine the upper and lower limit of the confidence interval for each coefficient.
Computational Considerations
The method of bootstrapping is computationally intensive, compared to traditional methods of statistical inference. Random selection with replacement of the n elements of the initial vector of residuals must be done J times, creating J pseudo-y vectors, each one involving a regression, thus producing k vectors of length J containing the bootstrap coefficients. Each of these vectors must be sorted, possibly transformed via pivoting, and cumulated to produce the empirical cdf, which is then manipulated further. EDA methods can be applied to these bootstrap cdfs. A simple bootstrap with J = 1000 can tie down a 386 PC for days using a standard software package; weeks if the software package was not written with possible bootstrap applications in mind. For example, RATS 3.10 ( Doan, 1990) , has a BOOT command specifically designed for generating the vector e*. On the other hand, some econometrics software packages which make it difficult to access individual observations of e can make the generation of e* quite time-consuming. We found that on one such package, J = 100 iterations took three hours on a VAX 11-785, just to generate the bootstrap coefficients, before sorting or cumulating them. We therefore wrote a FORTRAN program with calls to IMSL subroutines needing less than three minutes of total CPU time on the same VAX to compile, link, and run.
While the bootstrap algorithm is simple in spirit, its implementation can be arduous. Some details follow.
Regression. If programming in FORTRAN or C, attention must be paid to the method of matrix inversion. The prevalence of ill-conditioned data sets in econometrics dictates that a singular value decomposition be used here. Simple lower-upper triangular decompositions too often seem to fail numerically. Fortunately, the inversion need be done only once, even though J regressions are run. Simply form the matrix W= (X'X)-IX'b and post-multiply it by the pseudo-y vector in order to generate the bootstrap regression coefficients.
Sorting. The efficiency with which a list of N elements can be sorted depends upon N and the choice of sorting algorithm. Typically, the best algorithms require on the order of several times N log 2 N operations, Press et al. (1986, Ch. 8 ) make the following suggestions: for N<50 a straight insertion method, which is of order N ~, is adequate; for 50< N< 1000, Shell's method is appropriate. The algorithms are given in Press et al. (1986, w Many software packages have sorting commands, but do not reveal the algorithm employed (RATS cites the Shell method). However, since sorting usually is done only a few times, a poor choice of the sorting algorithm need not be an important consideration.
Median Bias-Correction. Note that this subsumes the median-unbiased case.
Recall that b i is the OLS estimate of the ith coefficient of vector flj; j = 1,..., J. It is necessary to determine the percentile of bi in the empirical cdf consisting of ~.
the J sorted bootstrap estimates bij. Theoretically, the event (b~ = bq, j= 1,..., J) occurs on a set of measure zero. In practice, it may occur with nonzero probability due to machine tolerance limits and rounding errors. An obvious method for determining the percentile would be to calculate J class intervals and find the class interval in which a particular b~ lies.
However, if J is an even number the discreteness of the empirical bootstrap distribution introduces a weighting problem: if b, falls between b~, and b* g+l, but not exactly at (b~+ 1 -b~)/2, should the percentile attributed to b i be that of b~, b~+ 1, or some combination of the two? To avoid this problem, the following simple expedient may be relied upon in practice. Simply insert bi as one of the sorted bi* and take its percentile as its rank divided by (J + 1).
An Example
The following example is taken from McCullough (1991). Fisher's (1930) theory implies that over the longer term, changes in the nominal rate of interest are due to changes in the rate of inflation, Let i, r, and ~" be the nominal rate of interest, the real rate of interest, and the rate of inflation, respectively. In its simplest form, Fisher's hypothesis is that i = r + rr. For the simple regression model, i = a +/3~r + e
Fisher's hypothesis implies that/8 = 1. The sample period is 1980:1-1989:4 using quarterly data, for a total of 40 observations. The estimated regression yields /3 =0.8066 whose standard error is 0.1216, producing a traditional asymptotic 95% confidence interval of [0.5609, 1.0523]. However, the errors are nonnormal, and the sample size is not large enough to ensure successful appeal to a central limit theorem. Confidence intervals generated by the various methods are presented in Table I . The traditional asymptotic method does not reject the null hypothesis, though the use of the bootstrap standard error, for J = 100, does. The fact that the test result based on the bootstrap standard error changes when J is increased from 100 to 1000 suggests that, in the present case, J = 100 was an insufficient number of iterations. A decimated histogram (only every tenth observation was used due to graphics resolution limitations) of the bootstrap distribution together with the asymptotic t-distribution is given in Figure 1 . A comparison of the asymptotic and bootstrap distributions is instructive. Fifteen of the J = 1000 elements of the bootstrap distribution fall beneath 0.5609, while 16 are above 1.0523. Thus, the bootstrap distribution estimates the actual size of the asymptotic test to be 3.1%, compared to the nominal 5%. Comparing the bootstrap distribution from the naive percentile method (Equation (3)) to the confidence interval produced by the bootstrap standard error for J = 1000 (Equation (2)) shows 19 elements beneath 0.5720 while 22 are above 1.0412. Thus, the bootstrap distribution estimates the actual size of the test generated by use of the standard error to be 4.1%.
The above two methods assume a symmetric distribution. Therefore, we employ EDA methods to assess the symmetry of the distribution. The results are presented in Table II . Letter-value spreads are the central ranges of values in a distribution obtained by successively trimming smaller proportions from the tails of the distribution. The letter-value H is determined from the first and third However, since the distributions at hand are discrete, obtaining these percentages exactly can be impossible for some letter-values. Therefore, the percentage of the distribution covered by a specific letter-value is given in the column labelled, 'width', which is the closest that the discrete empirical distribution can approximate the continuous ideal.
The spread for a letter-value is the distance between the upper bound and the lower bound of that letter-value. In the case of the letter-value H, it is the familar interquartile range. If the distribution is symmetric, the midpoints of all the letter-values will be approximately equal. Increasing midpoints indicate positive skewness and decreasing midpoints indicate negative skewness. In our case, the midpoints go down and then up again. If the distribution is found to be symmetric, then its possible Gaussianity can be investigated using the column labelled 'Gauss'. The value of Gauss is determined as follows for the letter-value H: a normal distribution which contains a percentage of the observations equal to width will have a standard deviation equal to Gauss; and similarly for the other lettervalues. Hence, if the distribution is normal, then the values of Gauss will remain constant across the letter values. As the spread increases, Gauss will increase for a platykurtic distribution and decrease for a leptokurtic distribution. Here they go up and then down.
EDA reveals the bootstrap distribution to be nonnormal and possibly biomodal or skewed to the right. In particular, the OLS estimate of 0.8066, the mean of the bootstrap distribution, exceeds the median, 0.7923, the average of observations 500 and 501 of the sorted bootstrap distribution. Intuition suggests that z 0 > 0, and that the bias-corrected method will shift the confidence interval to the right as it corrects for the specific skewness. Table I confirms this intuition. Indeed, 16 elements of the bootstrap distribution are below 0.5633, and 35 are above 1.0151. While the bias-corrected percentile method estimates the actual size of the naive percentile method to be 5.1%, it appears that the latter does not have approximately equal amounts of probability mass in each tail, as is customary. Finally, pre-pivoting of the test statistic via Equation (5) fails to reject the null hypothesis, as the lower and upper 2.5 and 97.5% percentiles of the sorted distribution of T* are -1.8689 and 1.7796, while T,, = (0.8066 -1.0) / 0.1216 = -1.5905, which does not fall in the tails. Hence, Fisher's hypothesis is not rejected.
Conclusions
This paper has described the situation when conducting inference on some function of a single parameter, producing confidence intervals on the real line. The bootstrap analogs for the case when the parameter of interest is vector-valued involves confidence sets in Nk and is the subject of current research (Beran, 1988b (Beran, , 1990 . We describe the bootstrapping methodology and explain its extension to regression analysis in the k-variable linear model. We discuss the quality of the bootstrap errors in terms of coverage probability and explain how to improve the accuracy of the inference via pre-pivoting. An algorithm for bootstrapping a regression equation is given, along with some practical considerations for implementing the bootstrap method. Finally, this paper gives an example of bootstrapping a regression equation.
Though the bootstrap generalization of the jackknife originated as a method for treating small sample problems, subsequent advances provide large-sample applications of the bootstrap. For example, pre-pivoting yields improved hypothesis testing even when the asymptotic theory is valid. Additionally, the bootstrap can be used when traditional methods fail in the face of analytically intractable distributions, as in the case of Stein-rule estimation (Brownstone, 1990) . Additional applications are surveyed in Vinod (1992) .
