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Abstract
We construct a model of strategic imitation in an arbitrary network of players who interact through
an additive game. Assuming a discrete time update, we show a condition under which the resulting
difference equations converge to consensus. Two conjectures on general convergence are also discussed.
We then consider the case where players not only may choose their strategies, but also affect their local
topology. We show that for prisoner’s dilemma, the graph structure converges to a set of disconnected
cliques and strategic consensus occurs in each clique. Several examples from various matrix games are
provided. A variation of the model is then used to create a simple model for the spreading of trends,
or information cascades in (e.g., social) networks. We provide theoretical and empirical results on the
trend-spreading model.
AMS Subj. Class. 37N40, 91A43, 39A30
1 Introduction
There are many social, biological, and physical systems in which a number of discrete individuals adjust an
internal variable based on mutual interactions, leading the group to converge towards some sort of consensus
(see [1] and its references). Examples such as social convention or social consensus [2–4], flocking [5, 6],
swarming [7–10], and other collective motion [1, 11, 12] have been extensively studied recently, with some
modelling approaches treating the dynamics of opinions [2, 3, 13–24] or flocks [6, 25–30] as examples of self-
organized behavior [1,11]. These models depend sensitively on the connectedness of the individuals and many
of these models have been considered in the context of networks, for instance in social systems [31–37] and
natural phenomena (see e.g., [38–40]). Krause’s original consensus model [3] has been studied in networks,
in particular Olfati-Saber Murray [33], Blondel et al. [19, 41], and by Canuto et al. [23], who investigate
the network effect. In a similar spirit, consensus with communications constraints is investigated in [42].
Algorithms for consensus are considered in [43–46]. Recent work by Proskurnikov et al. [47] studies the
opinion consensus problem with hostile camps. Distributed consensus in a stochastic setting is studied
in [48] and in second-order multi-agent systems in [49]. Most recently, Cucker and Dong [50] study flocking
under switching topologies with directed interaction, which is somewhat similar to the topological model in
this paper.
Among the models for interactions in these systems, evolutionary game theory offers a conveniently
adjustable and straightforward model for well-characterized strategic interactions, which include aspects
such as sub-optimal stable equilibria and multiple equilibria [51]. Work in theoretical biology has begun to
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use evolutionary games on graphs in similar ways to understand network topologies for which evolutionary
stability can be expected [52,53] and develop variations on the replicator dynamic (see e.g., [54,55]). Hussein
[56] investigated a similar problem for generic network social behaviors, while Pantoja and Quijano [57]
investigate a distributed optimization problem on a network with the replicator. We note that recent work by
Madeo and Mocenni [58] has developed a general replicator dynamic on graph structures, extending previous
results [52, 53]. A result most closely related to this paper is found in [59], which studies convergence of
best-response strategies on graphs.
In addition to the work on (uncontrolled) consensus and flocking, there has been substantial work on
control and stability in models like these. Jadbabaie et al. studied coordination of mobile agents using
flocking rules [60], and Blondel et al. study consensus and flocking from a control theoretic point of view
[19, 41]. Justh and Krishnaprasad [61] studied extremal collective behaviors from the point of view of
geometric optimal control. Li [8] considered the stability of swarms, while Olfati-Saber et al. studied the
problem of controlled consensus in a topologically dynamic network [12]. Motsch and Tadmor [1] propose a
unifying model for consensus systems as defined elsewhere. There model follows the dynamic:
dpi
dt
=
∑
j 6=i
1
σi
φ
(∣∣xj − xi∣∣) (pj − pi) (1)
where xi is the state of Agent i and p is either the state or its first time derivative (as is the case for the
Cucker-Smale model [6]). For this model, the evolution of xi is controlled by the evolution of pi. This
model subsumes the discrete-time work on opinion formation (e.g., [2, 3, 19, 24]) by assuming a continuum
limit on the discrete time-step. Here | · | is an appropriate metric and φ is the influence function. Notice
the (general) symmetry of the dynamics, which simplifies some of the analysis. In particular, [1] provides a
proof of consensus in non-symmetric opinion dynamics, where φ is replaced by φij . This work is continued
in [24], which also studies non-symmetric opinion dynamics.
In this paper, we define a discrete time proportional imitation dynamic on a graph structure. Players
reside on the vertices of the graph and are given an initial mixed strategy. Payoffs are additive and the
result of interaction with neighbors. Players proportionally mimic neighbors who out-perform them. The
imitation rate is a parameter of the model. The major results of the paper are:
1. Using an auxiliary structure called an imitation graph, we show a sufficient condition under which
these dynamics converge to consensus.
2. For the case of the generalized Prisoner’s Dilemma game (a game with a strictly dominant strategy), we
show that when topological changes are allowed in the graph structure, the graph structure converges
to a set of disconnected cliques and is pairwise stable.
3. Finally, we show how these dynamics can be adapted to model trends in (social) networks and study
the qualitative properties of trends theoretically and empirically.
This is a significant extension of work [62] in which we present the basic game-theoretic model for weighted
imitation and consider its evolution on static graphs, without showing a condition on strategic consensus
or studying either topological changes or trends. Consensus in a changing network topology is considered
in [12] and is related to this work in so far as we also analyze the case of an agent-controlled changing
network topology. A changing topology is also considered in [63], but the authors consider a specific opinion
formation game consistent with the DeGroot model rather than a general matrix game.
The model considered in this paper is distinct from the unifying model in [1] because:
1. the coupling strength in the evolution equation is defined by a game payoff, rather than by an increasing
(or non-negative) influence function φ, and
2. the agents’ state is the strategy played, rather than a physical location, opinion or velocity.
The coupling function we investigate may not be monotonic as a function of any metric on the strategy
space over which our dynamics operate. This difference leads to a distinct set of consensus criteria than
those given in [1]. As a result, our model cannot be subsumed by the unifying model in [1].
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In addition to this difference, we use a discrete time model (following e.g., [3, 19]), both to simplify our
proofs and to more accurately model systems with non-continuous observations. Our dynamics (defined in
Equations 2-7) are discontinuous, but Lebesgue integrable. This discontinuity makes general analysis in the
continuous time case difficult, while it is more tractable in the discrete time case. We discuss the nature
of the discontinuity in the body of the text. We also note that Reference [1] and its main model sources
(e.g., [3, 6]) do not contain discontinuous dynamics on their right-hand-sides.
Finally, as an extension of the model studied in this paper, we also investigate the formation of trends
or fads [64], specifically as a result of imitation (swarming/flocking) of a seed player (leader). In developing
our proposed trend model, we seek to extend the notion of network influence beyond the classic epidemic
models in which individuals are exposed to a contagion through interaction with a neighbor in the network
and are influenced or altered by this exposure with some probability [65]. While these models have have
been used successfully to explain the dynamics of many diverse processes including emotional contagion on
Facebook [66,67] and health-related behaviors such as smoking, alcohol consumption or obesity [68–70], they
typically do not capture the personal agency of member nodes in determining which peers to imitate and to
what extent, or whether to change local network topology to increase payoff.
1.1 Paper Organization
The remainder of this paper is organized as follows: In Section 2 we discuss preliminary mathematical
structures used throughout. We also layout the core elements of the model as well as the discussion of
topological evolution. In Section 3 we study the problems of consensus and convergence of the dynamics
in both static and dynamic graph topologies. Sufficient conditions for strategy consensus are provided in
the static topology case. Several numerical examples are provided. In Section 4, we extend the dynamics
to model trends in networks and show how two parameters govern trend-spread characteristics, just as the
contact and recovery rates govern epidemic dynamics in classical epidemic models [65]. Empirical analysis
on several scale-free networks is used in an example case to justify portions of the evaluation. Finally we
present conclusions and future directions in Section 5.
2 Preliminaries
We develop a model of behavioral evolution for players on a connected graph G = (V,E) on n vertices
(nodes). When unclear, V = V (G) denotes the vertex set of graph G and E = E(G) denotes the edge set.
Let A ∈ Rm×m be the row-player payoff matrix in a symmetric two-player game. The payoff matrix is
arbitrary unless otherwise stated.
The unit simplex in Rm is:
∆m =
{
x ∈ Rm :
∑
i
xi = 1, xi ≥ 0
}
If i ∈ V , let xi(t) ∈ ∆m be the mixed strategy vector associated to Player i at time t.
We denote the standard inner (dot) product by 〈·, ·〉. If x1,x2 ∈ ∆m, then the expected payoff to Player
1 is 〈x1,Ax2〉.
In a network setting, the total payoff to Player i summed over neighbors is:
P i(x) =
∑
j∈N(i)
〈
xi,Axj
〉
(2)
where N(i) is the neighborhood of i in G. Define:
Si(x) =
∑
k∈N(i)
wik
⌊
P k(x)− P i(x)⌋
0
(3)
and
κij(x) =
{
wijbP j(x)−P i(x)c
0
Si(x) if S
i(x) > 0
0 otherwise
(4)
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Here b·c0 denotes max{0, ·, }. The terms wik ≥ 0 denote a preference weighting given to Player k by Player
i. If all neighbors are considered equally, then wik = 1 for all k. In the sequel, we require wik = wki; i.e.,
that weighting is symmetric. Since the payoff function will asymmetrically modify the effects of the weights,
this is not a substantial loss of generality.
Note that
∑
j κij(x) = 1, just in case S
i(x) > 0. Let:
f i(x) =
∑
j∈N(i)
κij(x)(x
j − xi). (5)
This simplifies to
f i(x) =
{∑
j∈N(i) κij(x)x
j − xi if Si(x) > 0
0 otherwise
(6)
The strategy update rule is given by
xi(t+ 1) = xi(t) + αf i(x) (7)
Here, α ∈ (0, 1) is an adaptation (learning) rate. This rule is a proportional success mimicking rule in which
players will drift toward (imitate) successful behaviors, where α is essentially a rate of imitation. Letting
α → 0 on the right-hand-side while replacing t + 1 by t + α on the left-hand-side, one can obtain the
continuous time dynamics, which we do not consider in this paper, but discuss in future directions. Note the
right-hand-side of the dynamics are discontinuous (but Lebesgue integrable) as a result of the definition of κ.
As noted, papers like [1, 6] consider continuous dynamics for opinion and flocking by taking this limit with
the unifying model given in Equation 1. Neither the derived continuous dynamics nor the discrete dynamics
we study fit the model in [1] because κ need not be symmetric and is in general is not a function of the
metric
∥∥xj − xi∥∥.
It is worth noting that the results in the paper are not affected if we replace b·c0 with b·cδ for some δ > 0.
This allows us to model cases where a player is only interested in imitating another player if she outperforms
him by a sufficient amount. In particular, δ could vary for each player, vary with time, etc.
Finally, we note that the dynamics in Equation 7 will remain in ∆m if initialized in ∆m. In fact, as
we show in the sequel, the dynamics are weakly contracting on the convex hull of the set of strategies in
∆nm = ∆m ×∆m × · · · ×∆m, the strategy space of all players (see Corollary 3.5).
2.1 Topological Evolution
If players may update their local topology, we assume there is a second time-scale at work. After a fixed
number of discrete strategy updates τ  1, each player may unilaterally delete an edge with another player or
add an edge with another player if the other player agrees. This changes the structure of the graph underlying
the dynamics. In the case when a topological update and strategy update coincide in time, we assume the
strategy update occurs first. The impact of the order of operations is most significant when α in Equation
7 is large. For small α, the order is less important. In this case, we assume that topological updates are
infrequent. In future research, one could study the problem of both a fast cycle of strategy updates combined
with a fast cycle of topological structure updates. We focus on infrequent topology updates to better study
the effect of multiple time scales.
Let G′ = (V ′, E′) be an alternative graph and denote P ′i (τ) as Player i’s payoff at time τ (the epoch at
which structural change may occur). We assume that G′ is preferred to G by Player i, written G′ i G, if
and only if P ′i (τ) > Pi(τ). In this way, players may make locally optimal decisions about edge additions and
deletions. Let e = {i, j}:
1. If e ∈ E and G′ = G− e (edge e is removed from G) and either G′ i G or G′ j G, then G→ G′.
2. If e 6∈ E and G = G+ e (edge e is added to G) and both G′ i G or G′ j G, then G→ G′.
Specifically, any player can unilaterally remove an adjacent edge if it improves his/her payoff but an edge
can only be added if both players agree it will improve both their payoffs. To remove any ambiguity about
zero improvement cases, we assume that if removing edge e neither increases nor decreases a player’s payoff,
then the player will remove this zero-value edge. Similarly, an edge with zero value will never be added.
This condition is important in the proof of Proposition 3.10.
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Definition 2.1 (Pairwise Stability). A graph is pairwise stable [34,71–73] at kτ (for k ∈ Z+) if no topological
update occurs at kτ and simply pairwise stable after K steps if for all k ≥ K the graph is pairwise stable at
kτ .
3 Consensus in Static and Dynamic Topologies
As in the models for flocking [6] or opinion dynamics [2, 3], convergence of strategies can occur either to
a single consensus strategy or to clusters of strategies. In this section we provide preliminary results and
then provide conditions for strategy consensus in static and dynamic topologies. A conjecture on general
convergence is provided and left as an open question.
3.1 Preliminary Results on Imitation Dynamics
Definition 3.1 (Imitation Graph). Let x = (x1, . . . ,xn) be a point in ∆nm. The imitation graph IG is
the graph with vertex set V and a directed edge (vi, vj) just in case the undirected edge {vi, vj} ∈ E and
Pi(x) < Pj(x).
Given any connected G and payoff matrix A, the imitation graph IG is a directed acyclic graph. The
following vertex ordering lemma is Proposition 2.1.3 of [74].
Lemma 3.2. For any imitation graph IG, there is an ordering of the vertices in G so that (vi, vj) ∈ IG(t)
if and only if i < j.
Corollary 3.3. Let K(x) be the matrix whose (i, j) entry is κij(x). Then K(x) is upper-triangular, assuming
we are using an ordering implied by Lemma 3.2. Furthermore, if Si(x) = 0, then row i of K(x) is the zero
row-vector. Otherwise, the row sum is 1.
Throughout the remainder of this paper, we refer to the vertex in IG corresponding to Player i as vi and
the vertex in G corresponding to the Player i simply as i. We also note that K(x) is also necessarily a time
varying function of t whenever x(t) is changing as a result of Equation 7.
Along any trajectory of Equation 7, the imitation graph will change as κij(x) changes and thus K(x)
changes (see Expression 4). As we see in the sequel, the dynamics of the discrete dynamical system IG(t)
are coupled to the dynamics of Equation 6. Without loss of generality, we assume the vertex ordering of
Lemma 3.2 changes accordingly in time.
We’ll say that the imitation graph converges to I∗G if there is some T ≥ 0 so that for all finite t > T ,
IG(t) = I
∗
G. This does not rule out the possibility that limt→∞ IG(t) 6= I∗G, which could occur if we have
vertices vi and vj so that limt→∞ Pi(t) = limt→∞ Pj(t) but (e.g.) Pi(t) < Pj(t) for all finite t > T . In this
case, i > j in the vertex ordering of I∗G and (vi, vj) ∈ E(I∗G), but (vi, vj) 6∈ E(limt→∞ IG(t)).
Let I be the set of all possible imitation graphs. There is an equivalence relation ∼I on ∆nm (the strategy
space of all players) so that z ∼I z′ with z, z′ ∈ ∆nm if and only if the imitation graphs generated by z and
z′ are identical (not just isomorphic). Thus, ∆nm is partitioned by this equivalence relation.
3.2 Main Lemma
We provide a preliminary result that we use in our proof of the main consensus theorem (Theorem 3.6).
Lemma 3.4. Let Q(t) be a sequence of n× n upper-triangular stochastic matrices with the following form:
Q(t) =

(1− α) ακ11(t) ακ12(t) · · · ακ1n(t)
0 (1− α) ακ23(t) · · · ακ2n(t)
...
...
...
. . .
...
0 0 0 · · · 1
 (8)
Here α ∈ (0, 1) and for all t: ∑
j
κij(t) = 1
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with κij(t) ≥ 0 for all (i, j). Moreover, we assume that κij(1) = 0 if and only if κij(t) = 0 for all t. Thus
zero-pattern of the matrices remains constant and the value at position (n, n) in Q(t) is always 1 for all t.
Let x ∈ [0, 1]n and let:
Qt(x) = Q(t) · x (9)
If x0 =
〈
x01, . . . , x
0
n
〉
, then
lim
t→∞(Qt ◦Qt−1 ◦ · · · ◦Q1)(x0) =
〈
x0n, . . . , x
0
n
〉
and this is a consensus point. This means that all strategies are eventually pulled to the strategy of Player
n, which x0n.
Proof. The proof will show convergence of the matrix product:
lim
m→∞
(
m∏
t=1
Q(t)
)
x0
Let x = 〈x1, . . . , xn〉 be an arbitrary (strategy) vector. Decompose x so that:
x =

x1 − xn
...
xn−1 − xn
0
+

xn
...
xn
xn
 = y + xn1,
where 1 is an n-dimensional vector of ones. Denote y− = 〈x1 − xn, . . . , xn−1 − xn〉 ∈ Rn−1 so that:
y =
[
y−
0
]
From Equation 8, the matrix Q(t) can be written as:
Q(t) = (1− α)In + αK(t)
and it follows that:
Q(t)x = Q(t) (xn1 + y) = xnQ(t)1 + Q(t)y = xn1 + Q(t)y
because Q(t) is row stochastic and so Q(t)1 = 1. The product Q(t)y can be decomposed so that:
Q(t)y =
[
Q−(t) c
0T s
] [
y−
0
]
,
where c is a column whose value is irrelevant and Q(t) is an (n− 1)× (n− 1) matrix. Then:
Q(t)x =
[
Q−(t)y−
0
]
+ xn1
It now suffices to show that:
lim
m→∞
m∏
t=1
Q−(t) = 0 (10)
Note that:
Q−(t) = (1− α)In−1 + αK−(t),
where K−(t), is a submatrix of K(t) composed of the first n− 1 columns and rows. Note that the induced
`∞ norm of K−(t) is bounded above by 1 (because K− is substochastic); i.e., ‖K−(t)‖∞ ≤ 1. Further note
that for any t, the last row and diagonal of K−(t) are zero and therefore K−(t) is nilpotent. We will use
this fact in the remainder of the proof. For nilpotent matrices of the form of K−(t), it can be shown that
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the product of any n of them must be the zero matrix. That is, if Z+ is the possible time values and S ⊂ Z+
with |S| = n, then: ∏
t∈S
K−(t) ≡ 0
Let T ∈ Z+ be an arbitrarily time with T > n. Let ST,n be
(
T
n
)
subset of {1, . . . , T} with cardinality n.
That is, if S ∈ ST,n, then S ⊂ {1, . . . , T} and |S| = n. Expanding we have:
T∏
t=1
Q−(t) =
T∏
t=1
[(1− α)I + αK−(t)] =
T∑
k=0
∑
S∈ST,k
(1− α)T−kαk
∏
t∈S
K−(t)
Applying the facts that ‖K−(t)‖∞ ≤ 1 and that products of (at most) n nilpotent matrices like K−(t) vanish
yields: ∥∥∥∥∥
T∏
t=1
Q−(t)
∥∥∥∥∥
∞
≤
n∑
k=0
(
T
k
)
αk(1− α)T−k
For fixed α and n, the right hand side goes to zero as m → ∞. To see this explicitly, we can compute a
bound on the right hand side. Algebraic manipulation yields:
n∑
k=0
(
T
k
)
αk(1− α)T−k = (1− α)T−n
n∑
k=0
T !
(T − k)!
(n− k)!
n!
(
n
k
)
αk(1− α)n−k
Observe that for all k:
(n− k)!
n!
≤ 1
and:
T !
(T − k)! ≤
(
T
T − n
)T
=
1(
1− nT
)T
Substituting these bounds in yields: ∥∥∥∥∥
T∏
t=1
Q−(t)
∥∥∥∥∥
∞
≤ (1− α)
T−n(
1− nT
)T , (11)
since
n∑
k=0
(
n
k
)
αk(1− α)n−k = 1
For α > n/T , the right hand side of Equation 11 decays exponentially fast and therefore the condition given
in Equation10 holds. This completes the proof.
3.3 Static Topologies
In the following analysis, it is convenient to consider xk(t) ∈ [0, 1]n. This is the vector of kth strategy
probabilities and is an element of the unit hypercube, while xi(t) ∈ ∆m is the strategy vector for Player i,
contained in the (m− 1)-dimensional unit simplex.
To study the problem of consensus convergence, we recast the dynamics as the product of an infinite
sequence of stochastic matrices. Let us momentarily fix the structure of IG(t), the imitation graph. Assume
that xk(t) is ordered using the induced ordering that defines IG(t) and that the first r rows of K(x) are
non-zero. Define:
Q(x) =
[
(1− α)Ir 0
0 In−r
]
+ αK(x)
This is an upper-triangular stochastic matrix (as is K). Moreover Equation 7 can be written:
x(t+ 1) = Q(t)x(t)
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Thus:
x(t) =
t∏
s=0
Q(t− s)x0 (12)
It is worth noting that in such an equation, the order of the indices cannot be permuted continually and
therefore Q(t− s) (for s ∈ {0, . . . , t}) need not be triangular at all times, though the product formulation of
the dynamics will hold. That is, Q(t) is a stochastic matrix that is not always upper-triangular when IG(t)
varies.
Proposition 3.5. Let H(x) denote the convex hull of the set of strategies x for all players. Then H(x(t+
1)) ⊆ H(x(t)).
Proof. Each update can be computed using the stochastic matrix Q(t). As a result, for each coordinate
k ∈ {1, . . . ,m}, the function:
F (x(t)) = Q(t)x(t)
is non-expansive in the induced infinity norm. That is:
‖x(t+ 1)‖∞ ≤ ‖x(t)‖∞ .
Because F (xk), is taking a weighted average to compute each new component of xk, we also have:
min
i∈{1,...,n}
xik(t+ 1) ≥ min
i∈{1,...,n}
xik(t)
Thus H(x(t+ 1)) ⊆ H(x(t)).
Proposition 3.5 is proved for continuous flocking and opinion dynamics in [1] (see Proposition 2.1) using
a similar approach. Since the dynamics studied in this paper do not adhere to the unifying model in [1], we
have provided a similar proof for our dynamics. It is worth noting that this proof is simpler than the one
in [1] only because our time step is discrete.
Let
Ft(xk(t)) = Q(t)xk(t)
The function F : ∆nm → ∆nm defined as:
Ft(x) = (Ft(x1(t)), . . . , Ft(xm(t)))
is a non-expansive map in the infinity norm and is computed by the multiplication of the stochastic matrix
Q(t). Figure 1 illustrates the action on the unit cube of the sequence of non-expansive maps that arise from a
convergent example of the imitation dynamics played with the rock-paper-scissors payoff matrix using three
players. (See Section 3.6.1 for further examples.) This illustrates the affect of the imitation dynamics one
one dimension (strategy) of the strategy space for the three players.
(a) t = 0 (b) t = 200 (c) t = 500
Figure 1: The non-expansive maps arising from the imitation dynamics contract the unit cube into the one
dimensional set corresponding to consensus.
Convergence of compositions of non-expansive maps has been extensively studied, starting with the work
of Banach [75]. The more difficult subject of (infinite) compositions of distinct contractions or non-expansive
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maps continuous to be an active area of research. Williams [76] studies finite words of contractions, inspired
by an observation by Smale in [77]. Nadler provides a set of fascinating results on contractions and their fixed
points in general metric spaces in [78,79]. Browder [80,81] studies the convergence of non-linear compositions
and in particular of non-expansive maps [80] in Hilbert space, showing that these maps have a fixed point
property. Halpern [82] worked explicitly on fixed points of non-expanding maps and investigated methods
for identifying fixed points. More recent work on non-expansive maps has focused on extending Halpern’s
original method (see e.g., [83, 84] and their references). In addition to work in general Hilbert and Banach
spaces, compositions of analytic contractions are known to have strong convergence properties [85, 86]. We
cannot prove general convergence (see Section 3.4), but we can show a sufficient condition for strategy
consensus to emerge using Lemma 3.4.
Theorem 3.6. Suppose IG(t) converges to the connected imitation graph I
∗
G by a finite time t0. If there is
a unique maximal vertex v∗ in I∗G, then Equation 7 converges to consensus.
Proof. The fact that IG(t) converges to I
∗
G with a unique maximal vertex v
∗ implies that for all t > t0, x(t)
and Q(t) can be ordered so Q(t) satisfies the necessary conditions of Lemma 3.4 for all t > t0. Specifically,
the last row is the only identity row. Apply Lemma 3.4 to each dimension independently. Convergence to
consensus follows immediately.
Corollary 3.7. Suppose the maximal set of IG(t) is constant and a singleton for all time t > t0. Then
Equation 7 converges to consensus.
The following corollary can be obtained by a slight modification to the proof of Lemma 3.4 to take into
account a changing matrix structure, but a fixed maximal strategy set.
Corollary 3.8. Let X ∗ be the set of strategies of the maximal set of vertices. If X ∗ is singleton for all time
t > t0, then Equation 7 converges to consensus.
Infinite matrix products, as in the proof of Theorem 3.6, are used extensively in the study of consensus and
distributed control, see for example [87–90]. Theorem 2.3 of [1] uses a similar style of argument. However,
the problem considered there is much more difficult because the row-stochastic matrix under consideration
does not have an absorbing state.
The generic problem of the convergence of an infinite product of (stochastic) matrices is an active area
of research, with the general method of analysis being to find an appropriate coefficient of ergodicity [91]
and thus prove that the sequence has the scrambling property [91]. Early work in this area (in particular for
consensus) can be found in [92] and [93]. Related results for substochastic matrices are given by Pullman
in [94]. More recent work on this topic can be found in [95] and this work is nicely unified with work on
non-expansive maps in [96]. Alternate work on infinite products using the joint spectral radius of a matrix
family is studied in [97,98].
Unfortunately, unlike Theorem 4.3 of [1], which provides a simple consensus criteria for local non-
symmetric opinion dynamics, no such simple criteria exists ab initio for all games. We can, however, produce
a simple sufficient condition for consensus using Proposition 3.5.
Proposition 3.9. Suppose at time t ≥ 0:
1. The set X ∗ is a singleton (i.e., all maximal vertices share a common strategy);
2. There is a directed path from each vertex vi to a maximal vertex.
3. If V ∗ is the set of maximal vertices and di is the degree of vertex i in the original graph G, then for
each i ∈ V ∗
min
i∈V ∗
y∈H(x(t))
di ·
〈
xi,Ay
〉
> max
j∈V \V ∗
y,z∈H(x(t))
dj · 〈y,Az〉 , (13)
then the maximal vertex set is fixed and x(t) converges to consensus.
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Proof. From Proposition 3.5, we know strategies will evolve inside the convex hull of H(x). Further:
Pi(x) =
∑
j∈N(i)
〈
xi,Axj
〉 ≤ di max
j
〈
xi,Axj
〉
.
The left-hand-side of Equation 13 is a lower-bound on the payoff that can be obtained by a maximal vertex
for all future times. It can be computed as the solution to a linear program. The right-hand-side of Equation
13 is an upper-bound on the payoff any other vertex can obtain for all future times. It can be computed
by solving a quadratic programming problem. The sufficiency for consensus is immediate from Corollary
3.8.
We provide an example of the use of this result in Section 3.6.1 when we discuss bistable games.
3.4 General Convergence
The problem of general convergence of Equation 7 is far more complex, in essence because the underlying
dynamics are not strict contractions. We provide two convergence conjectures and then suggest methods by
which they could be proved, but leave both as open problems. Several examples of convergence are shown
in Section 3.6.
Conjecture 1 (Weak Convergence). Given a game matrix A and a learning rate α, suppose the maximal
set of IG(t) is constant for t ≥ t0. If α < α∗, (a rate to be determined), then there is an attracting fixed
point of Equation 7 contained in H(X ∗), the convex hull of X ∗ and the dynamics converge to it.
Conjecture 2 (Strong Convergence). For all game matrices A, there is some learning rate α∗ so that
Equation 7 always converges when α ≤ α∗.
In both cases, these conjectures assert than oscillation within the dynamical system is a transient function
of the dynamic structure of IG(t), rather than the dynamics themselves, since it is relatively clear that if
IG(t) is constant for t ≥ t0, then H(X ∗). The dynamics appear to contract toward H(X ∗), but whether they
attract to a fixed point is the essence of Conjecture 1. Conjecture 2 is much stronger.
While we do not have a formal proof, one approach to proving Conjecture 1 is to modify the proof of
Lemma 3.4 and construct a result like Theorem 3.6. This proof would rest on the assertion that |κij(t) −
κij(t + 1)| is not too large. In turn, this is a function of the payoff functions, which are bilinear in the
strategies (and hence continuous) not changing too much from one time step to the next. However, that
argument is entirely controlled by the rate of change of x itself, which is a function of α, the learning rate.
To prove the more general case, we observe that Equation 7 resembles a gradient descent [99]. Specifically,
consider the joint energy function:
E(x) = 1
2
∑
i
∑
j∈N(i)
κij(x)
∥∥xj − xi∥∥2
If f(x) =
〈
f1(x), . . . , fn(x)
〉
is the update step, then Equation 7 is just:
x(t+ 1) = x(t) + αf(x)
If one can show there is a t0 so that:
〈∇E , f〉 < 0,
for all time t ≥ t0, then f is a descent step and consequently, there is a α∗ (given by the Armijo rule) so
that if α < α∗, then Equation 7 will converge to a stationary point [99]. The challenge with this approach
is that while IG(t) is changing, the gradient ∇E may not exist because κij is discontinuous. Thus, a more
sophisticated analysis method may be required (e.g. a Gateaux Derivative or subgradient method). Proving
or finding counter-examples for both of these conjectures is part of our planned future work.
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3.5 Results on Special Games with Dynamic Topologies
We now consider the case where players can alter their local topology according to the dynamics laid out in
Section 2.1. We begin with a simple observation:
Proposition 3.10. Let G(t) be the time-varying graph structure. If A is a zero-sum game matrix, then
G(t) converges to a graph with no edges and it does so at time t = τ .
Proof. A zero-sum game necessarily implies that if Pij(τ) > 0, then Pji(τ) < 0. Thus every edge is removed
at the first graph update step.
Just as zero-sum games are inessential in cooperative game theory because there is no reason for players
to form coalitions ( [100], Chapter 11), so too in our dynamic framework the network dissolves completely
into isolated individuals.
By the same token, games in which A > 0 also yield especially simple graph evolution dynamics.
Proposition 3.11. Suppose A > 0. At t = τ (the first network update epoch), if e = {i, j} 6∈ E(G), then
G + e i G and G + e j G; i.e., every player interaction, regardless of strategy improves total payoff.
Consequently, the complete graph with n vertices is pairwise stable.
Proof. This is a consequence of the fact that A > 0 and thus every interaction increases the total payoff to
any player irrespective of their strategies.
3.5.1 Classical Prisoner’s Dilemma
For the remainder of this section, we consider the special case where A is a prisoner’s dilemma matrix with
structure:
A =
[
R S
T P
]
. (14)
Here T > R > P > S. As noted in [54], the same dominance structure can be preserved by subtracting T
from the first column and S from the second column to obtain a diagonal matrix with diagonal elements
R− T < 0 and P − S > 0, which simplifies calculations. The following lemma is clear:
Lemma 3.12. Assume A ∈ R2×2 is a prisoner’s dilemma matrix. If x1,x2 ∈ ∆2 and x12 > x22, then
〈x1,Ax2〉 > 〈x2,Ax1〉.
The next assertion follows immediately from Corollary 3.7.
Corollary 3.13. Let A ∈ R2×2 be a prisoner’s dilemma matrix and suppose G is the complete graph.
Assume an initial condition x(0) = x0 for Equation 6. Without loss of generality, assume Pn(x0) ≥ Pi(x0),
then limt→∞ xi = xn0 for all i.
Proof. Prisoner’s dilemma has a strictly dominant strategy and symmetry in the graph shows that Player n
must play this dominant strategy with highest probability and therefore Pn(t) is always larger than all other
payoffs. Thus X = xn for all time. Convergence follows from Corollary 3.7.
We now focus our attention on community evolution when players are engaged in the Prisoner’s dilemma
game with payoff matrix given by Equation 14.
Since we are dealing with two-strategy Prisoner’s dilemma, we may assume that xi = (xi, 1− xi) ∈ ∆2.
Here, xi ∈ [0, 1] is a scalar with xi = 1 corresponding to the pure strategy e1 (cooperate) and xi = 0
corresponding to the pure strategy e2 (defect). Thus, we may associate each vector strategy x
i to a scalar
xi and work with this as needed. The following lemma follows from algebra:
Lemma 3.14. Player i will form a link with Player j during graph reconfiguration if and only if:
xj >
(P − S)xi − P
(P +R− S − T )xi + (T − P ) (15)
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We extend Proposition 3.11 to the two-strategy Prisoner’s dilemma game.
Theorem 3.15. If A ∈ R2×2 is a Prisoner’s Dilemma matrix, and G(t) converges to G∗, then G∗ is a graph
composed of pairwise stable isolated complete subgraphs (cliques).
Proof. If A > 0, the result follows from Proposition 3.11. Assume A 6> 0. We have proved that there is a
fixed point x∗ to which the system converges and we may assume from the statement of the theorem that
G(t)→ G∗. The graph G∗ must contain components C = {C1, . . . , CM}. Without loss of generality, consider
any component C ∈ C. Let xC be the fixed point strategies of the players in component C.
It suffices to show that xC1 = x
C
2 = · · · = xC|C|, where |C| is the number of vertices in C. Clearly if |C| = 1,
the result is trivial. Suppose that |C| > 1. We now make use of the fact that we can write xi = (xi, 1− xi).
Assume the strategies in C are organized so that xC1 ≤ xC2 ≤ · · · ≤ xC|C|. That is, xC1 is the lowest
probability of cooperation, while xC|C| is the highest probability of cooperation. There is at least one j < |C|
so that xCj satisfies Inequality 15 when i = |C|. Thus, in particular, j = |C|−1 satisfies this inequality. Note
that N(j) ⊇ N(|C|); that is, every neighbor of |C| is also a neighbor of j. By our assumption, xCj 6= xC|C|.
Therefore, at equilibrium, either P|C| = Pj or κ|C|j(xC) = 0. The fact that N(j) ⊇ N(|C|) implies at once
that P|C| < Pj as a result of the Prisoner’s dilemma payoff function and therefore, by extension, κ|C|j(xC) 6= 0
for any j ∈ N(|C|). It follows immediately that x∗ is not a fixed point unless xC1 = xC2 = · · · = xC|C| for
every C ∈ C.
The fact that every player in a component reaches consensus (within the component) implies that G∗
must be composed of cliques because each player can always improve her score by joining with every other
player as a result of the structure of the player payoff function (Equation 2). Therefore, G∗ is composed of
pairwise stable isolated cliques. This completes the proof.
We remark that this is consistent with the underlying thesis of [32] that individuals with similar traits
will form small networks with each other (homophilly). Moreover, consistent with other social theories,
individuals who are alike enough will ultimately converge to a common behavior.
3.6 Examples with Static Topology
In this section and the next, we illustrate convergence and consensus using various classical two and three
strategy games. For the sake of simplicity, we will fix a graph. We use the classic Karate Club graph from
Zachary’s original study [101] (see Figure 2). This small graph has two “hub” vertices, who ultimately
Figure 2: Zachary’s Karate Club graph with its two “hub” vertices, 1 and 34.
become leaders of their own individual groups [101]. These two hub vertices are 1 and 34. In the sequel, we
refer to these as the leader players. We will use this graph to numerically explore the basins of attraction of
various fixed points.
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3.6.1 Bistable Games
Consider the classical bistable stag-hunt game with payoff matrix:
A =
[
2 −1
−1 2
]
Figure 3 shows three examples with varying convergence and strategy consensus modes. The left and middle
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Figure 3: Consensus and convergence in Stag-Hunt is partially determined by the graph structure and
partially determined by the starting conditions. (a) Strategy Convergence. (b) Strategy consensus pre-
determined by starting condition. (c) Strategy consensus with random starting condition.
figures were generated by initializing Vertices 1 and 34 with strategy e2 = 〈0, 1〉 and all other vertices were
initialized with a random strategy. The right figure was generated by initializing Players 1 and 34 with
strategy e1 = 〈1, 0〉 while all other players were initialized with a random strategy. Notice in two of the three
cases, the random strategy is in the basin of attraction of the consensus strategy e2 (center) or e1 (right).
The relative simplicity of this game allows us to use Proposition 3.9 to determine sufficient criteria on
the starting condition to ensure that it will converge to one of the pure strategy fixed points. We start
with the case when x1 = x34 = e1. From the graph, we can determine that d1 = 16 and d34 = 17. If an
arbitrary strategy y = 〈y, 1− y〉, then y ∈ H(x) can be written simply as a ≤ y ≤ b for appropriately chosen
a, b ∈ [0, 1]. Then the left-hand-side of Expression 13 can be written:
min
y∈H(x(t))
16 · 〈e1,Ay〉 = 16 min
y∈[a,b]
16(3y − 1) = 16(3a− 1)
The degree of the next largest non-maximal vertex is 12. Therefore, the right-hand-side of Expression 13
can be written as:
max
j∈V \V ∗
y,z∈H(x(t))
dj · 〈y,Az〉 = max
x,y∈[a,b]
12 (1− 2x− 2y + 5xy) = 12 (1− 4b+ 5b2)
The fact that x1 = x34 = e1 implies that b = 1 and the right-hand-side is maximized when x = y = 1.
This is the strategy currently used by Vertices 1 and 34, which we discuss momentarily. To ensure that the
13
maximal set is fixed, we require:
16(3a− 1) > 24 =⇒ a > 5
6
This result is sufficient to ensure that xi → e1 for all i ∈ {1, . . . , 34}. However, in constructing this condition,
we used the observation that another vertex is using strategy e1. If we assume that the player to whom we
compare the worst possible payoff to a maximal vertex cannot play the same strategy as the maximal vertex,
then we set b = 1−  for some small  > 0 (distinct from the imitation rate) and conclude:
a >
1
12
(
152 − 18+ 10)
It is clear from empirical analysis that the basin of attraction of the fixed point where all players play e1 is
larger than this strict bound suggests.
By way of comparison, suppose x1 = x34 = e2. The left-hand-side of Expression 13 is:
min
y∈H(x(t))
16 · 〈e2,Ay〉 = min
y∈[a,b]
16(1− 2x) = 16(1− 2b)
The right-hand-side of Expression 13 is still 12
(
1− 4b+ 5b2). Thus, a sufficient criterion for consensus to
e2 is:
16(1− 2b) > 12 (1− 4b+ 5b2) =⇒ b < 1
15
(
2 +
√
19
)
That is, the set of all strategies of the form xi = 〈x, 1− x〉 with x < 115
(
2 +
√
19
)
and x1 = x34 = e2 is in
the basin of attraction of the consensus point xi = e2 for i = 1, . . . , 34. This is illustrated in Figure 3(b),
where a starting strategy was specifically picked using this bound.
The Chicken Game We contrast these results with the Chicken game using payoff matrix:
A =
[
0 −1
1 −10
]
In the figures, we describe the pure strategy e1 as swerve and pure strategy e2 as don’t swerve in keeping
with the classical story behind the game. Two examples are shown in Figure 4. In Figure 4(a), we initialized
the two leader players with e2 and observe as the remainder of the group drives them toward e1. The final
imitation graph is shown in Figure 4(c), where the leader vertices (v1 and v34) are minimal in the induced
vertex ordering. This was also the case in the second example in which the leader vertices were initialized
with pure strategy e1 and were pulled toward the e2. To see that the pure strategies are unstable under
these dynamics, consider (e.g.) the fixed point x∗ = (e2, e2, . . . , e2). That is, where all players play e2 (don’t
swerve). If any player changes strategy, his payoff immediately increases and all other players will begin to
imitate that player. A similar argument can be made when all players begin at e1. Interestingly for the
Chicken game, the imitation graph suggests that those vertices with lower degree have higher order in the
induced vertex ordering, probably because their reduced interactions lead to less loss overall.
3.6.2 Cyclic Games
Consider the three strategy generalization of rock-paper-scissors (RPS) with game matrix:
A =
 0 −1 1 + a1 + a 0 −1
−1 1 + a 0

When a = 0, this game has the property that for any x ∈ ∆3, 〈x,Ax〉 = 0. Thus as player imitate each
other, their payoffs from interaction will approach zero. Furthermore, when a = 0, it is clear there are
graphs and initial conditions for which consensus cannot occur. We illustrate such a graph in Figure 5.
In fact any 3-colorable graph that admits a coloring in which each vertex is adjacent to equal numbers of
vertices colored the opposite two colors has an initial condition from which consensus cannot be achieved.
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Figure 4: Consensus in chicken seems difficult to obtain empirically. (a) The chicken game with the leaders
initialized with e2 and all other vertices initialized with e1. (b) The chicken game with the leaders initialized
with e1 and all other players initialized with e2. (c) The imitation graph when the leaders initialized with
e2 and all other players initialized with e1.
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Figure 5: A graph and initial condition that is already a non-consensus equilibrium point in Rock-Paper-
Scissors.
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Figure 6: RPS tends to come to consensus from random starting points when a = 0, but consensus is broken
when a 6= 0.
Empirical evidence, however, suggests that for a random starting configuration on an arbitrary graph, RPS
with a = 0 comes to consensus. Changing a to be positive or negative destroys this consensus. This is
illustrated in Figure 6. In every experiment run with a = 0, RPS converged to consensus assuming random
starting strategies were used; i.e., the dynamics shown in Figure 6(a) are representative. Thus, an open
question to be explored in future work is to prove or disprove the conjecture that for arbitrary unbiased
cyclic games (a = 0) with an odd number of strategies, almost every initial strategy converges to consensus
on an arbitrary connected graph.
3.7 Example with Topological Evolution
We illustrate the results presented on dynamic topologies, especially with Prisoner’s dilemma, using a random
initial strategy and playing Prisoner’s dilemma on the Karate Club graph with (e.g.) R = 3, S = −1, T = 5
and P = 2. Figure 7 shows the resulting probability of cooperation in an example simulation. Notice the
system converges, but not to consensus even though prisoner’s dilemma has a strictly dominating strategy.
The fact that strategy consensus is not achieved is explained by the imitation graph, shown in Figure
8(a) as well as Theorem 3.6. We can see that Vertex 1 and Vertex 34 both have zero out-degree, but
different strategies. In Figure 8, we have highlighted vertices that uniquely imitate Vertex 1, uniquely
imitate Vertex 34 and imitate both Vertex 1 and 34. We can see this tripartitions the graph. Interestingly,
this is qualitatively similar to the community structures identified by maximum modularity clustering [102].
Maximum modularity clusters are shown in Figure 8(b) by shape for comparison. This suggests the potential
for a novel community detection algorithm, which we discuss in future work.
We also illustrate an example of topological change with a slight variation in the payoff matrix. We use
R = 8, S = −4, T = 10 and P = 2. We set τ = 25 so that every twenty-fifth time step, the topology of
the graph was updated. The graph evolution is shown in Figure 9. In this example, the network shows the
network first breaks into two components and then reforms into a single complete graph. We also show the
path of the trajectory of strategic consensus, which is ensured by Corollary 3.13 in Figure 10. Notice that
points of non-differentiability in the trajectories can correspond to change points in both the topology as
well as change points in the imitation graph.
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Figure 7: Players’ strategies converge but strategy consensus is not achieved because there are two clear
leaders.
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(b) Highlighted Karate Club
Figure 8: The imitation graph at convergence is shown with two clear leaders. Vertices are colored based
on which leader vertex or vertices they imitate. The result is qualitatively similar to maximum modularity
clustering. Maximum modularity clusters are shown by shape around the vertex.
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Topological Update 1
Topological Update 2
Topological Update 3
Topological Update 4
Topological Update 5
Topological Update 6
Topological Update 7
Figure 9: Topological evolution of the network playing Prisoner’s Dilemma shows the network first breaks
into two components and then reforms into a single complete graph.
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Figure 10: In a complete graph, the strategies must converge in Prisoner’s dilemma, see Corollary 3.13.
4 Trend Models
In this section, we consider a variation on the model in which a new strategy emerges naturally (the trend)
and users are influenced by an initial set of trend players. We assume that prior to trend emergence, the
system is at (or near) a consensus point. For simplicity, we combine all non-trend strategies into a single
non-trend strategy and analyze as we did in Section 3.5. Notation will be presented for the general case,
which is substantially harder to analyze. Most result are empirical because of the difficulties in obtaining
closed form solutions in this case.
In our simplified model, the initial payoff matrix consists of a single element A = [R], while the post-trend
payoff has structure:
Ait =
[
R S0 − (S0 − S)β−(t−τi)
T0 − (T0 − T )β−(t−τi) P0 − (P0 − P )β−(t−τi)
]
(16)
where T > R and P > S and τi is the time Player i first has a non-zero probability of using the trend
strategy. That is:
arg min
t≥0
〈xi, e2〉 > 0 (17)
The second column strategy corresponds to being “in-trend,” thus e2 = 〈0, 1〉. Unlike prisoner’s dilemma,
we may assume that P > R, to model the social benefit from being “in-trend.” The value β ∈ (0, 1] is a
decay parameter modelling the staying power of the trend once it’s been played by a player; i.e., some trends
are beneficial in the long-term (the use of e-mail over postal mail for correspondence, e.g.), other trends are
short-lived (e.g., the ice-bucket challenge [103]). The fact that we have a two-strategy game, allows us to use
the same notational convenience as in Section 3.5; i.e., that xi = (xi, 1 − xi). Prior to the introduction of
the trend, we assume the system is at an equilibrium position x∗. In the simplified case, all players simply
play the non-trend strategy; i.e., x∗1 = x
∗
2 = · · · = x∗n = 1.
Let S ⊆ {1, . . . , n} be a set of seed players so that xi(0) = 0 for all i ∈ S and xi(0) = 1 for all i 6∈ S.
That is, the seed players initialize the trend.
Before proceeding, it is worth noting that all convergence results hold in the case of a time varying payoff
matrix At. Thus, we do not need to update any results assuming a trend of this type. However, the imitation
model cannot accurately describe disassociation from the trend. That is, assuming all players eventually
converge to the consensus x = 0, where x = (x1, . . . , xn), it is impossible for the system to ever deviate from
the trend strategy. To compensate for this, we modify Equation 3 as:
Si(x) = wibPi(xi∗)− Pi(x)c0 +
∑
k∈N(i)
wik bPk(x)− Pi(x)c0 (18)
Here, Pi(x
i∗) is the payoff Player i receives if he suddenly stopped using his current strategy and reverted
to his pre-trend strategy. Then we have:
κ0(x) =
{
wibPi(xi∗)−Pi(x)c
0
Si(x)
if Si(x) > 0
0 otherwise
(19)
19
and consequently:
fi(x) = κ0(x)
(
xi
∗ − xi
)
+
∑
j∈N(i)
κij(x)(x
j − xi) (20)
In the simplified model xi
∗
= (1, 0) for all i. We assume seed players use this strategy before becoming early
adopters of the trend. Equation 20 is then used in Equation the dynamics to model the trend.
Definition 4.1 (Spread). A trend spreads if there is some j 6∈ S and some time t ≥ 0 so that xj(t) < 1.
That is, a trend spreads only if some non-seed player has a non-zero probability of using the trend strategy.
Equivalently τj <∞.
Definition 4.2 (Saturation). The trend saturates the network if for each i ∈ {1, . . . , n}, we have τi < ∞.
Alternatively, the saturation proportion at time t, piS(t), is simply the proportion of players with non-zero
probability of playing the trend strategy.
When referring to maxt≥0 piS(t), we will simply say the saturation proportion without reference to time.
For simplicity, let NS(i) = N(i) ∩ S and let N¯S(i) be its complement. Let S¯ be the set theoretic
complement of S in {1, . . . , n}. The following proposition is obvious from the construction:
Proposition 4.3. Using the dynamics defined by Equation 20 with payoff matrix defined in Equation 16, a
trend spreads if and only if there is some i ∈ S¯ and some j ∈ NS(i) so that:
|NS(i)|S + |N¯S(i)|R < |NS(j)|P + |N¯S(j)|T (21)
Corollary 4.4. If G is a complete graph and |S| = k, then using the dynamics defined by Equation 20 with
payoff matrix defined in Equation 16, a trend spreads and saturates if and only if:
(n− 2)R+ S < (n− k)P + (k − 1)T (22)
In the complete graph, the duration of time before the trend collapses is governed by , which essentially
defines the uptake rate of the trend, as well as β, which defines the rate of collapse of the trend once
encountered. By uptake rate, we mean the rate at which individuals move from having zero probability of
playing the trend strategy to non-zero probability of playing the trend strategy. By trend collapse, we mean
a point at which the probability any user is playing the trend is less than some  > 0 with  1.
Trend behavior on a complete graph is illustrated in Figure 11. Here P0 = S0 = T0 = 0. Assume n > 2
1
and P0 = S0 = T0 = 0. Furthermore, assume a single seed player. Computing the break-even time for
the payoff to the seed player and the (identical) payoffs to the non-seed players show analysis shows that
non-seed players mimic the seed player until the time exceeds:
t∗1 = 1−
log
(
(n−2)PR
((n−1)S−T )T+P (T−S)
)
log β
At this time, the seed player begins to imitate the non-seed players, who have fixed strategy until their
original strategy (e1) out-performs their current strategy. Setting the computed payoffs equal yields a time:
t∗2 =
log
(
β(1−)−t∗1
(
(1−)t∗1 (S+T−P )+P−S
)
R
)
log β
At all times greater than t∗2, the trend collapses. This is the behavior illustrated in Figure 11.
More complex graphs can lead to distinct behavior, though like other spreading behavior, diffusion
phenomena can be observed for instance in cycle graphs. We illustrate this using a cycle graph and a density
plot that shows the trend diffusion pattern. Here P0 = S0 = T0 = 0. (See Figure 12.) It is interesting to
note that when β = 0.95 and  = 0.25 the trend diffuses more extensively, but also decays much more quickly
when compared to the case when β = 0.95 and  = 0.1. This is consistent with patterns seen in fads, where
uptake may be extensive and fast, but persistence and total graph saturation may still not be complete.
1The case when n = 2 is simpler, but not obvious from the n > 2 case.
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Figure 11: An illustration of the impact of  and β on trend duration in a complete graph with 100 vertices.
Larger β leads to longer trend uptake. Larger  increases the rate of trend uptake as well as the rate of trend
collapse. Here P0 = S0 = T0 = 0.
We complete our empirical analysis of the trend model by analyzing the spread of trends in scale-free
graphs. The differences in saturation characteristics can be quite substantial because of the power-law
distribution followed by vertex degrees, which correlates strongly to the payoff received by a player (see
Proposition 3.9). Figure 13 shows the same random scale-free network with two distinct seed vertices, one
with high degree (27) and the other with low degree (3). Note, spatial adjacency is not captured in Figure 13,
but these figures are convenient for anecdotally comparing trend duration and saturation. Notice in Figure
13(b), a kind of self-reinforcing trend diffusion is taking place at multiple vertices in the graph because the
initial vertex was a hub.
To understand the saturation process, we analyzed trend spread in 20 randomly generated scale free
graphs (using the Barabasi-Albert distribution [104]) each with 100 vertices for varying values of  and β.
We started the trend at each vertex and observed saturation when  and β ranged from 0.1 to 0.25 and 0.8
to 0.95 respectively. We found only an effect from the degree of the initial vertex, and modeled the spread
as:
piS ∼ 1− exp(α0 − αd) (23)
where d is the degree of the seed vertex. Simple regression shows α = 0.17 and r2 = 0.48; i.e., the degree of
the seed vertex explains 48% of the variation in trend saturation.
The impact of  and β on the saturation can be better understood by evaluating a larger range of values.
To do so, we used a sample of 5 randomly generated scale-free graphs each with 100 vertices and allowed 
and β to vary from 0.05 to 0.95. A density and surface plot of the mean saturation vs.  and β is shown in
Figure 14. A linear fit of this data shows that:
p¯iS ∼ 0.069 + 0.041β + 0.21,
which explains 94% of the variation (i.e., r2 = 0.94). While this explains the mean, the data show a large
amount of variation because of the effect of the degree of the seed vertex, as illustrated in the four histograms
in Figure 15. For comparison, we include the histogram of degree distributions over all five graphs used in
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Figure 12: An illustration of the impact of  and β on trend duration and saturation in a cycle graph. Time
increases down the plot. Here P0 = S0 = T0 = 0.
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Figure 13: An illustration of the impact of player degree on trend duration and saturation in a scale-free
graph. Time increases down the plot. Here P0 = S0 = T0 = 0.
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(a) Density Plot (b) Surface Plot
Figure 14: A density and surface plot of the mean saturation (over all graphs and seed vertices) as a function
of  and β. The mean increases (approximately) linearly in both parameters.
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Figure 15: Histograms of trend saturation and the degree distribution in the experiment. Clearly degree
distribution is related to trend saturation.
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this experiment. Figure 15 also effectively illustrates the greater impact the rate of spread () has on trend
saturation.
In the more general case, the stability of a starting fixed point in the presence of the trend is determined by
the trend parameters and the partition ∼I . That is, if at trend initialization x(0) = x0, then limt→∞ x(t) =
x0 if the trend does not create a trajectory that leaves the basin of attraction of x(t), which is partially
determined by ∼I . Further theoretical study is clearly warranted for more general trend modeling, and is
considered below.
5 Conclusion and Future Directions
In this paper, we studied strategic consensus in a network of agents who use a discrete time game-theoretic
imitation rule. Agents imitate neighbors who are more successful than they are, without regard to the actual
impact on their payoff function. Imitation is proportional to the relative success over the imitating agent.
We showed that the resulting dynamics come to consensus when a certain fact about the imitation graph
is true. We proposed two conjectures on general convergence of these dynamics and numerically illustrated
general convergence in specific games: bistable stag-hunt game and the cyclic rock-paper-scissors game.
In rock-paper-scissors, we found empirical evidence that consensus is common, but leave further analysis
to future work. We also studied the network prisoner’s dilemma game when the topology was allowed to
change. In this case, we showed that the population divides into disconnected islands each with different
cooperation levels. We then studied trends that can occur and spread on these graphs, providing empirical
models of the impact of imitation rate (α) and trend power (β) on the extensiveness of the trend spread.
There are several salient future directions that extend from this work. Completing this program of
study by proving or finding counter-examples to our conjectures on convergence is essential. Proving that
unbiased cyclic games almost always converge to consensus in this model is of substantial interest as it would
represent a fundamental result on a large class of games that normally induce oscillations in evolutionary
game theory [55].
Analysis of the continuous time dynamics may yield novel behaviors not observed in the discrete time
dynamics and may make a convergence proof or counter-example easier to find. In particular, we would be
interested in counter examples of strategy oscillation as a result of the discontinuity in the right-hand-side
of the dynamics, since we have not identified any numerical examples where the system failed to converge.
Additionally, as a by-product of the imitation model, we observed a potentially new community detection
algorithm (see Figure 8(b)) that provided consistent results with the maximum modularity community
detection approach. Further evaluation is required to verify and study this. We provided only elementary
theoretical results for the trend model with some empirical analysis. Further theoretical and empirical
analysis is required. Additionally, it would be useful to determine whether this model is valid for real trends
by attempting to fit a large-scale data set. Finally, analysis in the continuous time case following (e.g., [6])
may lead to additional dynamics not observed in the discrete time case.
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