Abstract. We consider the stability problem for standing waves of nonlinear Dirac models. Under a suitable definition of linear stability, and under some restriction on the spectrum, we prove at the same time orbital and asymptotic stability. We are not able to get the full result proved in [26] for the nonlinear Schrödinger equation, because of the strong indefiniteness of the energy.
Introduction
In this paper we study the stability of standing waves of a class of nonlinear Dirac equations (NLDE). We assume that these standing waves are smooth, have exponential decay to 0 at infinity and that they are smoothly dependent on a parameter. We then partially characterize, under a number of further technical hypotheses, their stability and their instability. We succeed partially in transposing to NLDE results proved for the nonlinear Schrödinger equations (NLS) in [26] and in previous references. We recall that [15, 49, 50, 61, 62, 35, 36] contain a quite satisfactory characterization of the orbital stability of standing waves of the NLS. They do not apply to the Dirac equation, due to the strong indefiniteness of the energy. In this paper we initiate a theory of stability in the case of the NLDE, using ideas coming from the theory of asymptotic stability which are less sensitive to indefiniteness of the energy. This idea is explored also in [46] in a very special situation. The unknown u is C 4 -valued. Given two vectors of C 4 , uv := u · v is the inner product in C 4 , v * is the complex conjugate, u · v * is the hermitian product in C 4 , which we write as uv * = u · v * . We set u := βu * , so that uu = u · βu * . We have α j α ℓ + α ℓ α j = 2δ jℓ I C 4 , α j β + βα j = 0 , β 2 = I C 4 .
Thus the operator D m is self-adjoint on L 2 (R 3 , C 4 ), with domain H 1 (R 3 , C 4 ) and we have D 1.2. State of the art. The equation in §1.1 arises in Dirac models used to model either extended particles with self-interaction or particles in space-time with geometrical structure. In the latter case, physicists have shown that a relativistic theory sometimes imposes a fourth order nonlinear potential (i.e., a cubic nonlinearity) such as the square of a quadratic form on C 4 ; see [47] and the references therein. The associated stationary equation is called the Soler model, [52] , as it was proposed by Soler to model the elementary fermions.
In our study, we assume the existence of stationary solutions as well as a number of properties like the smooth dependence on a parameter, the smoothness and the fact that they are rapidly decaying. These are not well established properties. Stationary solutions were actively studied in the last thirty years. References [16, 42, 3, 4] used a dynamical systems approach. For the use of the variational structure of the stationary equation, see [32] . For an approach yielding stationary solutions of the NLDE from solutions of the NLS, see [45, 37] .
Turning to the question of stability, [55] discusses the Soler model within the framework of [50] , without attempting a proof. Some partial results involving small standing waves obtained by bifurcation from linear ones, with D m replaced by H := D m + V with V a nice potential, are in [9, 10] . [10] shows that if a resonance condition holds, there is a stable manifold outside which any initial condition leads 1 to instability. If the resonance condition is not fulfilled, the stability problem is left open. The results we present here answer this question and can be used to clarify [9] . [41] proves the existence of global attractors in a model involving a Dirac equation coupled to an harmonic oscillator. The stability problem for the 1 dimensional NLDE is discussed under very restrictive hypotheses in [46] which reproduces for the 1 D NLDE an analogue of the result in [57] .
Hypotheses. We assume the following hypotheses (H:1)-(H:12).
(H:1) g(0) = 0, g ∈ C ∞ (R, R). Notice that φ ω (−x) = βφ ω (x) and φ ω (−x 1 , −x 2 , x 3 ) = S 3 φ ω (x 1 , x 2 , x 3 ) with S 3 := σ 3 0 0 σ 3 .
(H:3) Let q(ω) = φ ω 2 L 2 . We assume q ′ (ω) = 0 for all ω ∈ O. (H:4) For any x ∈ R 3 we consider in (1.1) initial data s.t. u 0 (−x) = βu 0 (x) and u 0 (−x 1 , −x 2 , x 3 ) = S 3 u 0 (x 1 , x 2 , x 3 ). (H:5) Let H ω be the linearized operator around e itω φ ω , see Sect. 3. We assume that H ω satisfies the definition of linear stability in Definition 3.4.
2 ) : (Υ 1 (−x), Υ 2 (−x 1 , −x 2 , x 3 ) ≡ (βΥ 1 (x), −βΥ 1 (x), (Υ 1 (−x 1 , −x 2 , x 3 ), Υ 2 (−x 1 , −x 2 , x 3 ) ≡ (S 3 Υ 1 (x), −S 3 Υ 1 (x))}, see Sect. 3 and under Lemma 2.3. X is invariant for the action of H ω . Consider the restriction of H ω in X. Then H ω has 2n nonzero eigenvalues, counted with multiplicity, all contained in (ω − m, m − ω). The positive eigenvalues can be listed as 0 < λ 1 (ω) ≤ ... ≤ λ n (ω) < m − ω, where we repeat each eigenvalue according to the multiplicity. For each λ j (ω), also −λ j (ω) is an eigenvalue (this symmetry follows from(2.9)). There are no other eigenvalues except for 0. (H:5') We assume that H ω satisfies all the conditions of Definition 3.4 except for condition (4) which we restate as follows. That is, we assume that for any eigenvalue λ > 0 the quadratic form ξ → ξ, Σ 3 ξ * is non degenerate in ker(H ω − λ). We assume that there exists at least one eigenvalue λ > 0 such that the quadratic form is non positive in ker(H ω − λ).
Assume (H:1)-(H:4), (H:5') and (H:6)-(H:12). Then φ ω (x) is orbitally unstable.
We will follow the argument developed in [26] for the NLS. The NLDE is harder than the NLS. For example, the regularity of φ ω in ω for NLDE is unknown. The classical methods to prove orbital stability in [15, 62, 35, 36] , based as they are on the positivity of certain functionals, do not apply to NLDE because of the strong indefiniteness of the energy. We already mentioned some initial results for the Dirac equation in [9, 10, 46] . Like in these articles, we exploit the dispersive properties of the linearizations, adapting the methods used to prove asymptotic stability for the NLS initiated in [56, 57, 12, 13] and developed by a substantial number of authors, see the references in [26] . One of the difficult issues for the NLS, was, and still is, to prove that the energy of the discrete modes associated to the eigenvalues in (H:6) leaks either in the radiation part or in the standing wave. The solution to this problem was initiated in [13] , where the eigenvalues are close to the continuous spectrum, and solved in quite general form in [26] , see also [2, 25] . We recall that there is leaking because, in appropriate coordinates, the nonlinear interaction between discrete and continuous modes yields some dissipative coefficients in the equations of the discrete modes, in a way similar to the classical Fermi Golden Rule (FGR). This phenomenon was first established in special cases for the NLS in [13] . The coefficients were identified generally in [28] , which built on [33] . Their dissipative nature was established in [26] . We refer to [26] for a discussion of the fact that it is essential to exploit the hamiltonian structure of the equation. For work [27] extending the result in [26] to moving ground states see Remark 1.1.
In this article we follow the same framework of [26] obtaining similar results. In particular the key coefficients in the discrete modes equations are shown to be quadratic forms, see Lemma 11.2. By the energy indefiniteness, see Remark 1.5, the sign of these quadratic forms is unclear. We can overcome this uncertainty if we assume 3ω > m, since in this case there is no superposition of continuous spectrum of distinct components and the quadratic forms are easily proved to be non negative.
We need to develop some of the linear theory of dispersion, which in the case of the NLS had been developed in the course of a decade, see [22, 29] . Key to dispersion theory is the proof of smoothing estimates for Schrödinger operators with magnetic potentials in [30] . There are two points in the article where the strong indefiniteness of the energy interferes with our method and they are discussed in Remark 1.5. We expects these difficulties to be technical and solvable. Notice that in in [9, 10, 46 ] these difficulties do not arise because smallness of solitons yields absence of resonances for free and the FGR is not addressed because of their restrictive hypotheses.
The instability result in Theorem 1.10 arises from our desire to justify Assumption (H:5) in our definition of linear stability, see Definition 3.4. The proof of Theorem 1.10 is similar to [24] . That is, we show that orbital stability implies asymptotic stability, and we then show that this is incompatible with (H:5'). All the proofs are conditional on (H: 12) , that is that a certain non negative quantity is actually positive. Presumably this is true generically.
1.5. Notation and preliminaries. We consider spaces
to emphasize the independent variable x. If k = 0, we write L 2,s instead of H 0,s . For k ∈ R and 1 ≤ p, q ≤ ∞, the Besov space
and for all ξ ∈ R 3 , and ϕ 0 = 1 − j∈N * ϕ j . It is endowed with the norm f B k p,q . For A a closed operator on a Hilbert space X we will set R A (z) := (A − z) −1 for any z in the resolvent set of A.
1.6. Structure of the article. The paper is organized as follows. In Sections 2-4, we study of the linearization of (1.1) at the stationary solution, we give some information on the spectrum and on symmetries of the linearization, we define the notion of linear stability and we introduce an appropriate coordinate system related to the spectral decomposition of the linearized operator. In Sect. 5 and in the Appendix we discuss estimates on such operators. In Sect. 6 we discuss we reframe the system in a hamiltonian form. In Sect. 7 we look for canonical coordinates. In Sect. 9.2 we reformulate the system in these coordinates. In Sect. 9 we apply the method of Birkhoff normal forms. The proofs of the analogous parts in [26] work almost unaltered. Having chosen an appropriate coordinate system, in Sect 10.1 we begin to prove nonlinear dispersion, in particular estimating the continuous modes. We finish with the closing up of the estimates in Sect. 11 where we prove the Fermi Golden Rule. Specifically we prove that appropriate coefficients are quadratic forms and that for ω > m/3 they are non negative. Finally, under hypothesis (H:12), which presumably holds generically, we close up the inequalities and we conclude the proof of asymptotic stability, Theorem 1.3. We also prove Theorems 1.10 using similar ideas. In the Appendix we proves smoothing estimates and scattering estimates.
2. Set up and symmetries 2.1. Set up. Since our ambient space is H k0 (R 3 , C 4 ) with k 0 ≥ 4 and so in particular k 0 > 3/2, under (H:1) the functional u → g(uu)βu is locally Lipschitz and (1.1) is locally well posed, see pp. 293-294 volume III [58] . Consider the solution u(t, x) of (1.1). Then by (H:4) we have u(t, −x) = βu(t, x) and u(t, −x 1 , −x 2 , x 3 ) = S 3 u(t, x). We write the ansatz
Inserting (2.1) in (1.1) we get from the definition of φ ω
where n(r) = O(r 2 ) is defined by
We denote by C : C 4 → C 4 the charge conjugation operator u c := Cu := iβα 2 u * . We have α j C = Cα j and βC = −Cβ for all j ∈ {1, 2, 3}, [59, Sect. 1.4.6]. Since it is anti-linear, for any u ∈ C 4 , C(u * ) = (Cu) * . We state without proof the following simple lemma. Lemma 2.1. For any vector v ∈ C 4 we have C 2 v = v. Moreover we have:
,
where the first β in the last line is meant in the sense of (2.5) below and where (φ ) stands for the map r → φr. Then we have:
where
Notice that by (H:4) and Lemma 2.1 we have for 
By H * ω we denote the adjoint of H ω with respect to this inner product. We have:
Lemma 2.2. We have 3 with β in the sense of (2.5) (2.10)
Proof. First of all, (2.8)-(2.9) hold with H ω replaced by H ω,0 . It remains to check them with H ω replaced by V ω . We have V *
and from the fact that the matrix in rhs(2.12) is the adjoint of the matrix in lhs(2.12). (2.9) holds with H ω replaced by H ω,0 by Lemma 2.1. We have (2.13)
This yields (2.9). The proof of (2.10) goes as follows. Using φ(−x) = βφ(x) and φ c (−x) = −βφ c (x), where we omit the subindex ω, we have (2.14) 
Then E(U ) and Q(U ) are invariants of motion for (1.1) and we have (2.15)
where for · , · see (2.7). U satisfies system
Proof. For any symmetric operator A acting on L 2 (R 3 , C 4 ) with the domain invariant by C and anticommuting to C and any u ∈ D(A), 
Spectrum and linear stability
From now on we restrict attention to
It is invariant by H ω,0 and H ω , see Lemma 2.3. We consider the spectrum
We summarize what we know about the spectrum.
Lemma 3.1.
(1) For the essential spectrum we have,
Proof. We have that (1) and (2) are consequences of the above discussion. If z ∈ σ ess (H ω ) then (3) is a consequence of (1). If z is an eigenvalue, then (3) is a consequence of (2.9). (4) is a consequence of
which can be seen as follows. By the gauge invariance of the nonlinearity, G((e iθ u)(e iθ u)) = G(uu), where G is a primitive of g, we have
Then differentiating with respect to ω (1.1) and taking its image by C, we obtain
(5) follows by the following argument, if we assume existence of v s.t.
) is due to [20] . For 3ω > m the eigenvalue 2ω is embedded in the continuous spectrum. The fact that the vectors in Claim (6) Lemma 3.1 do not satisfy the symmetry (2.5) and are not in X, shows that the existence of this eigenvalue does not interfere with our proof. Obviously the symmetry (H:4) is crucial.
We have the beginning of
Linear stability means to us what follows, see [24] .
Definition 3.4 (Linear Stability). A standing wave e itω φ ω is linearly stable when the following hold:
for any positive eigenvalue λ > 0 and for any ξ ∈ ker(H ω − λ), we have ξ, Σ 3 ξ * > 0.
As a consequence of (H:5), the Jordan decomposition can be continued as follows:
ker(H ω − λ j (ω)) so that each vector is smooth in both variables, with |∂ α ωx ξ j (ω, x)| < c α e −aα|x| for some c α > 0 and a α > 0. This can be proved by the Combes-Thomas method [38] using (H:2). We normalize ξ j (ω, x) so that ε j = ξ j , Σ 3 ξ * j ∈ {1, −1} and ξ j , Σ 3 ξ * i = 0 for j = i. In Theorem 1.3 for all j we have ε j = 1 while for Theorem 1.10 we have ε j = −1 for at least one j.
From the calculations of this section, we have built a dual basis. Hence, given any vector X, we have (3.2)
with P c (H ω ) the projector onto X c (H ω ) with respect to decomposition (3.1). More generally, for X ∈ L 2 (R 3 , C 8 ) = X ⊕ X ⊥ , see the simultaneous spectral decomposition of A and B in Lemma 2.3, we denote by P c (H ω )X the vector obtained first projecting in X and then in X c (H ω ). By duality, we have the following lemma.
Lemma 3.5. Suppose that for a given ω ∈ O the conditions of Definition 3.4 are satisfied. Then
Any 1 form α = α ♯ , can be decomposed as follows: 
Consider the following two functions
We have
2) we get
Then by the implicit function theorem and (H:3) there is a unique choice of functions θ = θ(U ), ω = ω(U ) which are C ∞ and yield to the following lemma.
Lemma 4.1 (Modulation). For any ω 1 ∈ O there exist ε > 0 and C > 0 such that for any u ∈ H 1 (R 3 ) with u − e iϑ1 φ ω1 < ǫ < ε, there exists a unique choice of (ϑ, ω, r) such that
Then, if we set
we have the following equality
where given a vector field X and a scalar valued function F , we have XF = ∇F, X = dF (X), with dF the exterior differential and ∇F the gradient. By the above discussion we obtain the following lemma.
Lemma 4.2. We have the following formulas:
By Lemma 4.1 we specify the ansatz (4.
In particular we write (z j is the complex conjugate of the scalar z j )
close to 0, are our coordinates. In the sequel, we set
Then we have the vector fields (4.7)
In particular, given a scalar function F , we have
Lemma 4.3. We have the following formulas:
Proof 
Notice that the last identity implies P c (H * ω0 )P c (H * ω )e iΣ3ϑ ∇z j = 0 which in turn implies P c (H * ω )e iΣ3ϑ ∇z j = 0. Then, applying (3.2) and using the product row column, we get for some pair of numbers (a, b)
where in the last line we used (4.4). Equating the two extreme sides and applying to the formula ·, 
This implies
∇z j = −ε j ( Σ 3 ξ * j , ∂ ω R , i Σ 3 ξ * j , Σ 3 R ) ∇ω ∇ϑ + ε j e −iΣ3ϑ Σ 3 ξ * j .
Smoothing and dispersive estimates
We collect the statements on linear theory needed later to prove the nonlinear estimates.
Lemma 5.1. The following facts are true.
(i) For any τ ≥ 1 there exists C independent of ω s.t.
(ii) For any τ > 1 the following limits
) and the convergence is uniform for λ in compact sets. 
where x = x/|x| and where for ζ = e iϑ r with r ≥ 0 and ϑ ∈ (−π, π) we set
Proof. This is [59, Identity (1.263) section 1.E].
Proof. This is [10, Theorem 1.1] in the free case. But can be easily deduced from Lemma 5.1 using tools in [48, Section XIII.7] .
The following theorem is a special case of Theorem 1.1 [9] .
The same estimates with the same constants hold when we replace D m with H ω,0 .
p and (p, θ) = (2, 0), and for any reals k, k
for any (a, b) chosen like (p, q), and h − k ≥ α(q) + α(b). Exactly the same estimates hold with D m replaced by H ω,0 .
Proof. For D m see [10] , see also [14] for the Klein-Gordon case. For H ω,0 the statement is an immediate consequence of the case D m .
Lemma 5.7. Consider pairs (p, q) as in Theorem 5.6 with p > 2, k ∈ R arbitrary and k
The same estimates hold with D m replaced by H ω,0
Since p > 2, by a well known lemma due to Christ and Kiselev [18] , see Lemma 3.1 [53] , the statement of Lemma 5.7 follows.
Lemma 5.8. Let τ 1 > 1, K a compact subset of O and I a compact subset of σ e (H ω )\{±(m ± ω)}. Assume (H:1) and (H:6)-(H:8). Then there exists a C > 0, such that
for every t ≥ 0, λ ∈ I, ω ∈ K and ψ 0 ∈ S(R 3 ; C 2 ).
with C 1 locally bounded in λ and τ 1 . Hence, by exponential decay of φ ω and by (5.5) below,
Lemma 5.9. Assume the hypotheses of Lemma 5.8. Then for any τ > 1, for any k ∈ Z with k ≥ 0, for a constant C 2 = C 2 (τ, ω, k) semicontinuous in ω, for any T > 0 and for any ∀ g(t, x) ∈ S(R 4 ), we have
Proof. It is not restrictive to focus only on T = ∞ and k = 0. By Plancherel inequality we have
We are done if we can prove
) . To prove (5.6) it is enough to consider λ ∈ (R\[−m + ω + δ 0 , m − ω − δ 0 ]) as in (A.4). Then we can exploit inequality (A.4) to bound uniformly in λ the first factor in the rhs of (5.6). The proof that R
The last two inequalities are proved in [1] 6. Hamiltonian structure
The discussion in Sections 6-7 is almost the same of [26] , rewritten in the context of the Dirac systems.
6.1. Symplectic structure. We recall that in view of Theorem 1.10 we set ε j = ξ j , Σ 3 ξ * j where ε j ∈ {1, −1}. Notice that in Theorem 1.3 and in [26] , we have ε j ≡ 1. Our ambient space is X. We focus only on the subspace formed by the points which satisfy Σ 1 U = CU . In view of (2.16), the natural symplectic structure is Ω(X,
The Hamiltonian vector field X G of a scalar function G is defined by the equation Ω(X G , Y ) = −i ∇G, Y for any vector Y and is X G = βα 2 Σ 3 Σ 1 ∇G.
We call Poisson bracket of a pair of scalar valued functions F and G the scalar valued function
This can be extended to vector valued function using 1-forms or equivalently defining the extension the following way.
Definition 6.1. Given a function G(U ) with values in X c (H ω0 ), a symplectic form Ω and a scalar function
, with X F the Hamiltonian vector field associated to F . We set {F, G} := −{G, F }. Lemma 6.2. Let Q be the function defined by (2.15)and let X Q its Hamiltonian vectorfield of Q. Then
We have the following formulas :
The latter follows from (4.7):
6.2.
Hamiltonian reformulation of the system. For any scalar function F , the time derivative of F (U (t)) is ∇F (U ),U and thus if U satisfies (2.16) it is {F, E}. A similar identity holds for vector valued function and thus as in [26] we write our system as (6.3)ω = {ω, E} ,ḟ = {f, E} ,ż j = {z j , E} ,θ = {ϑ, E}.
For u 0 the initial datum in (1.1), we introduce a new Hamiltonian for which the stationary solution Φ ω0 , with q(
, is a critical point :
By Lemma 6.2 and since Q(U ) is an invariant of the motion, see Lemma 2.4, the solution of the initial value problem in (1.1) solves also
By ∂ ∂ϑ K = 0 and (6.2) the right hand sides in the equations (6.5) do not depend on ϑ. Hence, if we look at the new system (6.6)ω = {ω, K} ,ḟ = {f, K} ,ż j = {z j , K} ,θ = {ϑ, K}, the evolution of the crucial variables (ω, z, f ) in (6.3) and (6.6) is the same. Therefore, to prove Theorem 1.3 it is sufficient to consider system (6.6).
Application of the Darboux Theorem
We will show that a resonance phenomenon is responsible for energy leaking from discrete to continuous spectrum. This will be seen in appropriate coordinates system, obtained by means of Birkhoff normal forms. Since the coordinates (4.6) are not canonical for the symplectic form Ω, it is natural to apply Darboux theorem, moving to a different set of coordinates. It is key that our nonlinear Dirac equation remain semilinear. Hence we follow the argument of [26, Section 7] , which takes care of this, and to which we refer for more details.
summing on repeated indexes, with f (U ) the function in Lemma 4.3, f ′ (U ) its Frechét derivative and the last term in (7.1) acting on pairs (X,
The proof of the Darboux Theorem goes as follows. First consider
In Lemma 7.1, we check that Ω 0 (U ) = Ω(U ) at U = e iΣ3ϑ Φ ω0 . Then Ω τ is non degenerate near e iΣ3ϑ Φ ω0 . One considers a 1-form γ(τ, U ) such that dγ(τ, U ) = Ω with γ(U ) = 0 at U = e iΣ3ϑ Φ ω0 (external differentiation will always be on the U variable only) and the vector field Y τ such that i Y τ Ω τ = −γ. The flow F τ generated by Y τ , close the points e iΣ3ϑ Φ ω0 is defined up to time 1, and is such that F *
1 Ω = Ω 0 by
This procedure can be carried out abstractly. But here we need to be careful, choosing γ appropriately, because we want the new Hamiltonian K = K •F 1 to be ϑ invariant and yield a semilinear Dirac equation.
In the sequel of this section all the work is finalized to the correct choice if γ. In Lemma 7.2 we compute explicitly a differential form α and we make the preliminary choice γ = α. This is not yet the right choice. By the computations in Lemma 7.3 we find the obstruction to the fact that K is of the desired type. Lemmas 7.5-7.8 are necessary to find an appropriate solution F of a differential equation in Lemma 7.9. Then γ = α + idF is the right choice of γ. In Lemma 7.11 we collect a number of useful estimates for F 1 . Lemma 7.12 contains information necessary for the reformulation of our system (8.1)-(8.2).
Preliminary remarks. Note that for U in a sufficiently small neigborhood of Φ ω , that is R small, from (3.2) the vector fields defined in (4.7) can be completed into a basis of
and defining the dual basis we set
So similarly, a differential 1-form γ decomposes as
Notice that we are reversing the standard notation on super and subscripts for forms and vector fields. In the sequel, given a differential 1-form γ and a point U , we will denote by γ U the value of γ at U . Given a function χ, denote its hamiltonian vector field with respect to Ω τ by X
The proof. We have the following preliminary observation ensuring that Ω τ is a non degenerate 2-form in a neighborhood of e iΣ3ϑ Φ ω0 .
Lemma 7.1. At U = e iΣ3ϑ Φ ω0 , for any ϑ, we have Ω 0 (U ) = Ω(U ).
Proof. See also [26, Lemma 7.1] . Using (3.2) we get, summing on repeated indexes,
Then
by (4.3). Furthermore a 1 is imaginary valued. By Lemmas 4.2 and 4.3, summing on repeated indexes we get
At points U = e iΣ3ϑ Φ ω , that is for R = 0, we have
which at ω = ω 0 gives Ω = Ω 0 .
Since
and Ω = Ω 0 at e iΣ3ϑ Φ ω0 , and since Ω 0 is a non degenerate 2-form, Ω τ is also non degenerate in a neighborhood of e iΣ3ϑ Φ ω0 . Thus the map X → i X Ω τ from vector fields to 1-forms is bijective at any point in the neighborhood of e iΣ3ϑ Φ ω0 . Notice that Lemma 7.1 is claimed at ω 0 and not at different standing waves, and that the e iΣ3ϑ Φ ω0 are the only stationary solutions preserved by our changes of coordinates.
The next lemma suggests as candidate for the 1 form γ the choice γ = α, for α see below. This is not yet the final choice of γ.
Lemma 7.2. Consider the forms, summing on repeated indexes,
.
Proof. Here the proof is almost the same of [26, Lemma 7.2 ] . We focus on (7.8), the only nontrivial statement. We will sum over repeated indexes. We have
By Lemma 3.5 and summing on repeated indexes we obtain (7.10)
with by (4.4)
Applying Lemma 4.3, we get (by iβα 2 Σ 1 f = f * which follows from Σ 1 U = CU ) (7.14)
By (4.6) we have
Applying to (7.15) Lemma 4.3 and the identities (7) below, we get dψ = (7.16)
To get the third line of (7.16) we have used:
Let us consider the sum (7.7). There are various cancelations. The first and second (resp. the first term of the third) line of (7.16) cancel with the second and third lines of (7.12) (resp. the first term of the rhs of (7.13)). The last three terms in rhs(7.9) cancel with the last two lines of (7.14). The −iqdϑ term in the rhs of (7.14)) cancels with the −iqdϑ term in (7.13) . Adding the fourth line of (7.16) with the last term of rhs(7.13) we get the product of i times the following quantities:
where for the second equality we have used
The last equality in (7.17) can be seen as follows. The two terms in the third line in (7.17) are both equal to 0. Indeed, Σ 3 Φ * , ∂ ω Φ = 0 by (7.11) and, by
Lemma 7.3. We have, summing over repeated indexes (also on j and j):
For the a 1 in (7.4), and for Γ = i Y Ω, we have 
Then we have (here P c = P c (H ω ) and P 0 c = P c (H ω0 )):
where (X τ ϑ ) ω is real valued and given by (for the a 1 in (7.4)) 
This yields (7.21) for X τ ϑ and the first equality in (7.22) . The fact that (X τ ϑ ) ω is real valued follows from (7.22) and the fact that a 1 and a 2 are imaginary valued, which can be checked by the definitions.
The following lemma is an immediate consequence of the formulas in Lemma 7.5 and of (7.5).
Lemma 7.6. For any (K ′ , S ′ , K, S) we have
with elements (ϑ, ω, z, f ) ∈ P K,S and (z, f ) ∈ P K,S .
Lemma 7.8. We consider ∀ τ ∈ [0, 1] the hamiltonian field X τ ϑ and the flow d ds
(1) For any (K ′ , S ′ ) there is a s 0 > 0 and a neighborhood U of R × {(ω 0 , 0, 0)} in P
(2) U can be chosen so that for any τ ∈ [0, 1] there is another neighborhood V τ of R × {(ω 0 , 0, 0)} in P −K ′ ,−S ′ s.t. the above map establishes a diffeomorphism
Proof. The proof is exactly the same of Lemma 7.7 [26] . We only remark, that the field X τ ϑ , the flow Φ s (τ, U ) and the function F (τ, U ) in Lemma 7.9 are defined intrinsically, and so are periodic in ϑ. This is because X τ ϑ satisfies these properties, since i X τ ϑ Ω τ = −idϑ with both Ω τ and dϑ intrinsically defined and periodic in ϑ.
Lemma 7.9. We consider a scalar function F (τ, U ) defined as follows:
We have (exterior differentiation only in U )
Proof. The proof is elementary and is exactly the same of Lemma 7.8 [26] . We now have the desired correction for α and below we introduce the vector field whose flow yields the wanted change of coordinates. Lemma 7.10. Denote by X τ the vector field which solves i X τ Ω τ = −α − i dF (τ ). Then the following properties hold.
(1) There is a neighborhood U of R × {(ω 0 , 0, 0)} in P 1,0 such that
Proof. The proof is almost the same of [26, Lemma 7.9 ] . Claim (1) follows from the regularity properties of α, F and Ω τ and from equations (7.31) and (7.33) below. (7.29) implies (2) by
We have i(
Then by (7.8), (7.22 ) and (7.23), we get the first inequality in (7.30):
By (7.20) we have the following equations (7.33)
Formulas (7.33) imply
which with (7.32), (7.8) and Lemma (7.28) imply (7.30). Claim (4) follows by L ∂ ∂ϑ (α + idF ) = 0 and by the product rule for the Lie derivative,
It is elementary to check that (7.31) and (7.33) imply Claim (6), when we use the fact that (X τ ω ) ϑ is real valued, we consider (7.8), the fact that F is real valued.
The following lemma gathers some properties of the change of coordinates. Lemma 7.11. Consider the vectorfield X τ in Lemma 7.9 and denote by F τ (U ) the corresponding flow. Then the flow F τ (U ) for U near e iΣ3ϑ Φ ω0 is defined for all τ ∈ [0, 1]. We have ϑ • F 1 = ϑ. We have
′ ∩ {ϑ = 0} and for some fixed a 0 > 0
Proof. The argument is the same of Lemma 7.10 [26], but we review it for the sake of the reader. We add a new variable ̺. We define a new field by
where we see ( (7.35) ). Using (7.8) , (7.22) , (7.25) and (7.39) it is then easy to get
By standard arguments, see for example the proof of Lemma 4.3 [2] , we get
with E ζ (ρ, U ) satisfying (7.37) for ζ = ω, z ℓ , (7.38) for ζ = f and such that
We have E ζ (U ) = E ζ ( f 2 , U ) satisfying (7.35) for ζ = ω and (7.36) for ζ = z ℓ , f . Eventually we have the desired Darboux type result:
Lemma 7.12. (Darboux Theorem) Consider the flow F τ of Lemma 7.11. Then we have F *
Proof. The proof is the same of Lemma 7.11 [26] .
Reformulation of (6.6) in the new coordinates
We set H := K • F 1 . In the new coordinates (6.6) becomes
Recall that we are solving the initial value problem (1.1) and that we have chosen ω 0 with q(ω 0 .2) is globally defined and there are f ± ∈ H k0 with f ± H k 0 ≤ Cǫ such that
and lim t→∞ z(t) = 0, for ϑ(t) the exponent in (4.1). Fix p 0 > 2 and τ 0 > 1. Let
p . Then, we can choose ǫ 0 small enough such that f (t, x) = A(t, x) + f (t, x) with ∀n ∈ N, C n (t) := sup
and for some fixed C
≤ Cǫ.
There exist ω + such that |ω
2 ) such that lim t→+∞ ω(t) = ω + . Proof that Theorem 8.1 implies Theorem 1.3. . If we denote (ω, z ′ , f ′ ) the initial coordinates, and (ω 0 , z, f ) the coordinates in (8.2), we have from Lemma 7.11 :
) and
The two error terms O converge to 0 as t → ∞. Hence the asymptotic behavior of (z ′ , f ′ ) and of (z, f ) is the same. We also have, from Lemma 7.11, q (ω(t)) = q (ω 0 )−
) which implies, say at +∞
for ω + the unique element near ω 0 for which the last inequality holds. So lim t→+∞ ω(t) = ω + .
In the case ε j ∈ {1, −1} with ε j ≡ 1, using the same argument of Theorem 8.1, we prove that solutions which remain close to the standing wave, actually have remainder which scatters. We state this in terms of the system (8.2) and the coordinates after Darboux, but of course it can be stated also in terms of the original coordinates, as in Theorems 1.3 and 1.10.
Theorem 8.2. Assume (H:1)-(H:4), (H:5') and (H:6)-(H:12).
Then there exist ǫ 0 > 0 with the following property. Suppose that (z(t), f (t)) is a solution of (8.2) such that |z(t)| + f (0) H k 0 ≤ ǫ < ǫ 0 for all t ≥ 0. Suppose furthermore that there exists a fixed C > 0 such that f (t) H k 0 ≤ Cǫ for all t ≥ 0. Then there exist f + ∈ H k0 such that (8.3) holds (case +) and we have lim t→+∞ z(t) = 0. Furthermore, we can write f (t, x) = A(t, x) + f (t, x) as in Theorem 8.1 in such a way that the same conclusions of Theorem 8.1 regarding A(t, x) and f hold. Remark 8.3. Theorem 8.2 is analogous to an observation in [43] regarding the fact that solutions remaining for all times close to a standing wave, stable or unstable, converge to it. Among other references see also [5, 44] .
Finally, Theorem 1.10, that is orbital instability, is a consequence of the following theorem. . Then there is a ǫ 1 > 0 such that for any δ > 0 there is a solution (z(t), f (t)) of (8.2) such that |z(0)| + f (0) H k 0 ≤ δ but there exists t ≥ 0 such that |z(t)| ≥ ǫ 1 .
Taylor expansions.
We recall that ε j = ξ j , Σ 3 ξ j ∈ {1, −1} is the signature of the eigenvalues of H ω . We set d(ω) := E(Φ ω ) + ωQ(Φ ω ). We recall that ω 0 is the unique element such that q(ω 0 ) = u 0 2 2 and G is the primitive of the non-linearity g vanishing at 0. Lemma 8.5. The following statements hold.
where for a small neighborhood U of (ω 0 , 0) in O × C n , we have what follows.
(1) Lemma 2.4 , then after first a Taylor integral expansion around f at first order and a Taylor integral expansion around φ at fourth order, we have
Since Φ ω is a critical point of K as it is in the kernel of H ω Σ 3 , so in the Taylor expansion of K around Φ ω there is no first order term. The second derivative of K is the bilinear form
The term K P contains all terms of order higher than 2 in f and z. Thus coincides with the term of order higher than 2 in f and z in the above expansion after integration in x.
The Hamiltonian K is a real quantity and considering its conjugate will exchangez and z and lead by a straightforward calculation to the last assertion. The fact that
The following lemma is a reformulation with some rearrangements of the above one in the canonical coordinates provided by Lemma 7.11. We set δ j be for j ∈ {1, ...n} the multi index δ j = (δ 1j , ..., δ nj ).
Lemma 8.6. Let H := K • F 1 . Then, around e iΣ3ϑ Φ ω0 we have the expansion
, where
and
and R
(1)
and where the following holds.
(1) We have ψ(s) is smooth with ψ(0) = ψ ′ (0) = 0. (2) At f 2 = 0 we have:
, where δ j = (δ 1j , ..., δ mj ) and here we are not summing in j; H νµ (0) = 0 for |µ + ν| = 1.
These k 
Birkhoff normal forms 9.1. Normal form. Here again and in the following sections, we use the notation λ 0 j = λ j (ω 0 ). Set H := H ω0 P c (H ω0 ). Definition 9.1. A function Z(z, f ) is in normal form if it is of the form Z = Z 0 + Z 1 where we have finite sums of the following types:
) for all K, S;
We will always assume the symmetries (8.10).
We consider the coefficients of the type of (8.7) (below it will be those of the H (r) 2 in Theorem 9.5) and thus let, for δ j = (δ 1j , ..., δ nj ),
We have (λ ′ j (̺) is the derivative in ̺) for F a scalar valued function that, summing on repeated indexes, (9.5)
In particular, we have, for G = G(x), (we use Σ 1 iΣ 2 = Σ 3 ) (9.6)
In the sequel we will prove that f 2 is small.
Remark 9.2. We will consider only |µ + ν| ≤ 2N + 3. Then, λ 0 · (µ − ν) = 0 implies |λ 0 · (µ − ν)| ≥ c > 0 for some fixed c, and so we can assume also |λ
Suppose that all the terms in (9.7) are not in normal form and that the symmetries (8.10) hold. Consider 
More specifically, the range of T (r) is a subspace of
The crux of this section is the following result.
Theorem
where:
for r ≥ 2, is of the form (8.7) where k
is in normal form, in the sense of Definition 9.1 above, with monomials of degree ≤ r whose coefficients satisfy (8.10); (iii) the transformation T r is of the form (9.12)-(9.13) and satisfies (9.14)-(9.16) for M 0 = 1;
with for any l
2 (x, 0, 0, 0, 0) = 0 and with R (r)
The proof of Theorem 9.5 is the same of Theorem 9.1 in [26] and we skip it. The ingredients needed in the proof (in particular the notion of normal form) are described above.
Non linear dynamics
10.1. Dispersion. λ We apply Theorem 9.5 for r = 2N 1 + 1 (recall N j λ j < m − ω 0 < (N j + 1)λ j ). In the rest of the article we work with the Hamiltonian H (r) . We will drop the upper index. So we will set
for a = 0, 1 and R = R (r) . In particular we will denote by H µν the coefficients G (r)
µν of Z
1 . We will show:
in Theorem 5.6. Consider k 0 ≥ 4, k 0 ∈ Z, ǫ ∈ (0, ε 0 ) and ε 0 > 0 as in Theorem 1.3). Then there is a fixed C > 0 such that for ε 0 > 0 sufficiently small and for p ≥ p 0 we have the following inequalities: 
for fixed sufficiently large constants C 1 -C 3 . Notice that there is an ε 1 > 0 such that this assumption is true for all |z(0)| + f (0) H k 0 < ε 1 if say T ∈ (0, 1]. We then prove that there exists a fixed ε 0 ∈ (0, ε 1 ), with ε 0 = ε 0 (C 1 , C 2 , C 3 ), such that for ǫ ∈ (0, ε 0 ), (10.6)-(10.8) imply the same estimate but with C 1 -C 3 replaced by C 1 /2-C 3 /2. This implies that the set of T such that (10. 
The proof of Theorem 10.1 consists in three main steps.
(i) Estimate f in terms of z.
(ii) Substitute the variable f with a new "smaller" variable g and find smoothing estimates for g.
(iii) Reduce the system for z to a closed system involving only the z variables, by insulating the part of f which interacts with z, and by decoupling the rest (this reminder is g). Then clarify the nonlinear Fermi golden rule.
Step (i). Using the Proposition 10.2 below, we will choose C 1 > 2K 1 (C 2 ). This tells us that if we get upper bounds on C 2 and C 3 , and this is done in Sect. 11, then we will have proved Theorem 10.1. 
Proof. Consider Z 1 of the form (9.1). Set: 
In order to obtain bounds on f , we need bounds on the right hand term of the equation especially the last two terms. They are provided by the following lemma.
Lemma 10.3. Assume (10.6)-(10.8) and consider a fixed τ 0 > 1. Then there is a constant C = C(C 1 , C 2 , C 3 ) independent of ǫ such that the following is true: we have
In particular we have for some other fixed constant C = C(C 1 , C 2 , C 3 ),
Proof. (10.13) is a consequence of (10.12) and (10.6)-(10.8). We focus on (10.12). For d ≤ 1 and arbitrary fixed (S, K) we have ∇ f R d ∈ H S,K . By (iv0-iv1) Theorem 9.5
These terms can be absorbed in R 1 . For 2 ≤ d ≤ 5 we have
. By (9.24) we obtain 
The first line of (10.14) has H k0,τ0 x norm bounded, for some fixed sufficiently large N, by (10.15)
When these terms are bounded by f 
and can be absorbed in R 2 . Looking at the second line of (10.14) and for N sufficiently large, we have
So the second line of (10.14) can be absorbed in R 2 . Finally we consider
Denote by F the rhs of (10.11) and set ϕ = 2∂ 
Proof. We apply the argument for the NLS in Lemma B.2 [44] , see also Theorem 1.5 [5] . A more precise statement than Lemma B.2 [44] is in [13, 23] , but the proof does not seem easy to reproduce for Dirac. We fix any δ > 0. Let
Then notice that for Z(0) = ψ(0) the solution of (10.17) satisfies Z(t) ≡ ψ(t). We rewrite (10.17) as 
for arbitrarily fixed pairs (K, S) and (K ′ , S ′ ). By picking c 0 small enough, we can assume that the related operator norms are small. By Theorems 5.4 and 5.6 Z
We then obtain (10.16) if we can show that
for c 0 C 1 smaller than a fixed number. It is enough to prove (10.19) with T 0 replaced by
Indeed by Theorem 5.5 we have
By Lemma 5.9 we have
For exactly the same reasons of [44] we have
This yields (10.19) with T 0 replaced by T 0 and with
Lemma 10.5. Using the notation of Lemma 10.4, but this time picking τ 0 > 3/2, we have
Proof. We proceed as above until (10.18) . We claim we have
(10.21) will yield (10.20) by the argument in Lemma 10.4. So now we prove (10.21). We have for k > 1/2
by Theorem 5.6. Similarly, splitting F = F 1 + F 2 , we have
for fixed C ′′′ > 0 and fixed τ 0 > 3/2. With F 2 replaced by (V 1 V 2 − ϕΣ 3 P d )Z we get a similar estimate. This yields inequality (10.21) .
Continuation of the proof of Proposition 10.1. By (10.11) we can apply to f Lemmas 10.4 and 10.5 by taking ϕ(t) = 2(∂ f 2 2 H) and F = rhs(10
For ǫ small this yields Proof. For ψ(t) = f (t), for F = rhs(10.11) − ϕ(t)[Σ 3 , P d ]f and for t 1 < t 2 , we have
).
Since the latter has limit 0 as t 1 → +∞, there exists f
(10.22) follows from (10.23) if we can prove θ(t) = ϑ(t) − ϑ(0) + o(1) with o(1) → 0 as t → +∞. To prove this claim we substitute R in (2.4) using (4.6) and then replace (z, f ) with the last coordinate system obtained from Theorem 9.5. Then we get
0 are the functions in the exponent of (9.13) for each of the transformations in Theorem 9.5. Set now
Then taking the difference of the two equations (10.11) and (10.24) we have
. If χ(t 0 ) = 0 for a given solution, we can find solutions for which f n (t, x) such that
. This yields a contradiction. So χ ≡ 0 and G = 0. This impliesθ
H. This and the last inequality in (9.14) yield the claim θ(t) = ϑ(t) − ϑ(0) + o(1).
Step (ii). In the proof of Theorem 10.1 consists in introducing the variable
Substituting the new variable g in (10.11), the first line on the rhs of (10.11) cancels out. We have
Lemma 10.7. For ǫ sufficiently small, τ 1 > 1 and C 0 = C 0 (H) a fixed constant, we have
Proof. Set F = (second line of (10
). Then, proceeding as in (10.18), we have
We have by Lemma 5.8
We have second line of (10
. Now we sketch a bound for the second line of (10.26).
where we used Lemma 5.8 with H replaced by H * . Of the other contributions to the second line of (10.26) we focus on the main ones. Specifically we consider for µ j = 0
From these equations by
We have the following lemma, whose proof (we skip) is similar to Lemma 4.7 [25] :
Lemma 11.1. Assume inequalities (10.7). Then for a fixed constant c 0 we have
For the sum in the second line of (11.8) we get (11.10)
where H r := λ 0 ·α=r ζ α H 0 α0 and where we have used iβα
* by (9.10).
Lemma 11.2. Consider H r in (11.10). Assume m − ω 0 < r < m + ω 0 . Then
If we assume (H:3), in particular if m/3 < ω 0 < m, then (11.11) holds for all H r in (11.10).
Proof. We proceed as in Lemma 10.5 [26] . Set F r = Z + H r , where for Z + with ω = ω 0 , see Theorem A.3 in the Appendix. Set F r = a b . Then Here we exploited that a, b ∈ L 2 (R 3 ), that r − ω < m and so R Dm (r − ω) is a well defined selfadjoint operator in L 2 (R 3 ), that R Dm (z) − R Dm (z * ) = 2iR Dm (z)R Dm (z * )ℑz and that R Dm (z * ) = (R Dm (z)) * . Let us consider r = λ · µ with µ ∈ N n 0 , λ · µ > m − ω 0 and λ · µ − λ k < m − ω 0 for all k s.t. µ k = 0. Suppose λ · µ > m + ω 0 . Then we get m − ω 0 + λ k > m + ω 0 ⇒ λ k > 2ω 0 . Let N k ∈ N such that N k λ k < m − ω 0 < (N k + 1)λ k as in (H:9). Then (2N k + 1)ω 0 < m. So, if we assume as in (H:3) that ω 0 > m/3, we obtain λ · µ < m + ω 0 . This shows that the assumption λ · µ > m + ω 0 is absurd.
Remark 11.3. Notice that to get the conclusions of Lemma 11.2 we can ease the constraint 3ω > m to (2N k + 1)ω > m for all k = 1, ..., n. Now we will assume the following hypothesis.
(H:12') We assume that for some fixed constant C > 0, for any vector ζ ∈ C n we have: C 2 ǫ 2 . Note that as the condition |λ · (µ − ν)| > m − ω implies that |µ + ν| ≥ 2, (11.1) implies thatż is integrable so that it has a limit at infinity which is necessarily 0.This yields Theorem 10.1 and completes the proof of Theorem 1.3.
11.1. Proof of Theorem 8.2. We only sketch the proof, which is similar to that of Theorem 8.1. For a particular solution satisfying the hypotheses of Theorem 8.2 we need to prove the conclusions of Theorem 10.1. The argument is exactly the same of Section 10.1 until we reach subsection 11, that is the task of estimating z. Instead of (11.7) we have .
The estimate of the reminder term in Lemma 11.1 continues to hold. The last line of (11.14) is negative by (11.10) . We assume it is strictly negative and that in particular (11.12) holds. Then we get When we integrate in (0, t) for t ≤ T we get α as in (11.13) ζ α 2 L 2 (0,t)
In the rhs we have used the hypothesis |z(t)| ≤ ǫ for all t ≥ 0 to bound the first summation in the rhs of (11.15) . This yields Theorem 8.2.
11.2. Proof of Theorem 8.4. Also here we just sketch the proof, which is similar to [24] . The proof is by contradiction. If the statement of Theorem 8.4 is wrong, then for |z(0)| + f (0) H k 0 ≤ δ with δ > 0 sufficiently small, we can assume |z(t)| ≤ ǫ for all t ≥ 0 for any preassigned ǫ > 0. This implies that we can apply Theorem 8. 
Then, proceeding as in [24, 25] one improves the rhs in (11.9). Indeed, see Lemma 4.9 [25] , we have
Then, one can see that We know: z → AR Hω,0 (z)B * is a holomorphic map with domain C\R and values in B(X, X); for all z ∈ C\R, (1 + AR Hω,0 (λ ± iε)B * ) −1 is defined . Furthermore, lim εց0 AR Hω,0 (λ ± iε)B * , by (ii) Lemma 5.1, exists in B(X, X) and the convergence is uniform for λ in compact sets. Then we apply Notice that (A.14)-(A.15) are formulas of the same type of (3.2)-(3.4) [30] . As a consequence for any fixed small δ 0 > 0 there are ℓ 0 = ℓ(δ 0 ) and µ 1 = µ 1 (δ 0 ) such that for λ ≥ µ 1 we have For c M0 sufficiently small, (A.17) implies (A.6).
We finish with the following corollary of Lemma A.1.
Theorem A.3. Assume the hypotheses of Lemma A.1. Pick the A, B * of (A.3). Then there are isomorphisms W ± : X → X c (H ω ) and Z ± : X c (H ω ) → X, inverses of each other, defined as follows: for u ∈ X, v ∈ X c (H ω ), (λ ± iǫ)u) * dλ. Proof. The proof follows by Lemma A.1 by means of the argument for Theorem 1.5 [40] . (A.19) follows by Theorem 3.9 [40] .
