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We propose a multi-component generalization of the modified short pulse (SP) equa-
tion which was derived recently as a reduction of Feng’s two-component SP equation.
Above all, we address the two-component system in depth. We obtain the Lax pair, an
infinite nember of conservation laws and multisoliton solutions for the system, demon-
strating its integrability. Subsequently, we show that the two-component system exhibits
cusp solitons and breathers for which the detailed analysis is performed. Specifically, we
explore the interaction process of two cusp solitons and derive the formula for the phase
shift. While cusp solitons are singular solutions, smooth breather solutions are shown to
exist, provided that the parameters characterizing the solutions satisfy certain condition.
Last, we discuss the relation between the proposed system and existing two-component
SP equations.
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I. INTRODUCTION
In a recent development of the theory of solitons, the short pulse (SP) equation has
attracted considerable attention. It can be written in an appropriate dimensionless form
as
uxt = u+
1
6
(u3)xx, (1.1)
where u = u(x, t) represents the magnitude of the electric field and subscripts x and t
appended to u denote the partial differentiation. The SP equation has been proposed
as a model equation describing the propagation of ultrashort optical pulses in nonlinear
media.1 In the context of nonlinear optics, the cubic nonlinear Schro¨dinger (NLS) equation
has played a central role in studying the dynamics of optical solitons. While the NLS
equation is applicable to the evolution of the slowly varying envelope, the SP equation
works for short waves whose spectra are not localized around the carrier frequency. A
numerical analysis shows that as the pulse length shortens, the SP equation becomes a
better approximation to the solution of the Maxwell equation when compared with the
prediction of the NLS equation.2 We recall that the SP equation has been derived for the
first time in an attempt to constructing integrable partial differential equations (PDEs)
associated with pseudospherical surfaces.3,4 The integrability aspects of the SP equation
have been studied from various mathematical points of view.5−7 Of particular interest
is the existence of breather solutions whose characteristics are different from those of
envelope soliton solutions of the NLS equation.8,9 See also a recent article which surveys
the exact method of solution for the SP equation and the properties of soliton and periodic
solutions.10
To take into account the effects of polarization or anisotropy, the SP equation has been
generalized to the multi-component integrable systems. Among them, Matsuno proposed
the two-component system11
uxt = u+
1
2
(uvux)x, vxt = v +
1
2
(uvvx)x, (1.2)
which is a special case of the following coupled nonlinear PDEs for the n variables ui =
ui(x, t), (i = 1, 2, ..., n):
ui,xt = ui +
1
2
(Fui,x)x, (i = 1, 2, ..., n), (1.3a)
with
F =
1
2
∑
1≤j,k≤n
cjkujuk. (1.3b)
Here, cjk are arbitrary constants with the symmetry cjk = ckj(j, k = 1, 2, ..., n). Obviously,
the identification u1 = u and u2 = v with c11 = c22 = 0, c12 = 1 in (1.3) yields (1.2).
Another integrable generalization is due to Feng, which is given by12
uxt = u+
1
6
(u3)xx +
1
2
v2uxx, vxt = v +
1
6
(v3)xx +
1
2
u2vxx. (1.4)
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If we identify v with u, then the system (1.2) degenerates to the SP equation (1.1) while
Feng’s system (1.3) recasts to (1.1) upon putting v = 0.
Quite recently, Sakovich considered the integrability of the nonlinear PDE13
uxt = u+ au
2uxx + buu
2
x, (1.5)
where a and b are arbitrary constants. Sakovich observed that the case a/b = 1/2 cor-
responds to the SP equation (1.1) whereas the case a/b = 1 yields, after rescaling the
variable u, a new nonlinear PDE
uxt = u+
1
2
u(u2)xx. (1.6)
Hereafter, we call Eq. (1.6) the modified SP equation. Note that Eq. (1.6) follows simply
from Feng’s system (1.4) by putting v = ±u and hence its integrability will be assured.
The main objective of the present paper is to generalize Eq. (1.6) to an integrable
multi-component system. Specifically, we propose the following coupled PDEs for the n
variables ui = ui(x, t):
ui,xt = ui + (Fui,x)x −
1
2
( ∑
1≤j,k≤n
cjkuj,xuk,x
)
ui, (i = 1, 2, ..., n), (1.7)
where F is given by (1.3b). For the special case of n = 2, we put u1 = u and u2 = v and
c11 = c22 = 0, c12 = 1 and see that the system (1.7) reduces to the two-component system
uxt = u+ v(uux)x, vxt = v + u(vvx)x. (1.8)
Eq. (1.6) is obtained if one puts v = u in (1.8) and hence one can regard the system (1.7)
as a multi-component generalization of the modified SP equation.
The present paper is organized as follows. In Sec. II, we develop an exact method for
solving the modified SP equation. Specifically, we employ a direct method (or the bilinear
transformation method) combined with a hodograph transformation which worked well
for the analysis of the SP equation.9 We present the parametric representation of the
multisoliton solutions, and show that they are closely related to the multisoliton solu-
tions of the sine-Gordon equation. The properties of solutions are briefly described. We
also demonstrate that the modified SP equation transforms to the SP equation through
a hodograph transformation. In Sec. III, we generalize the modified SP equation to the
multi-component system (1.7) and provide its multisoliton solutions. The basic strategy
is to start from a multi-component version of the bilinear form associated with the mod-
ified SP equation and then transform it back to the system of equations for the original
variables through appropriate dependent variable transformations. In Sec. IV, we analyze
the two-component system (1.8) in detail. We present its Lax pair, an infinite number
of conservation laws and multisoliton solutions. We show that the system supports cusp
solitons and breathers, and investigate their properties. Specifically, we address the in-
teraction process of two cusp solitons, proving its solitonic feature. Subsequently, we deal
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with the one-breather solution for which a condition for the existence of smooth breather
is derived. Section V is devoted to concluding remarks.
II. MODIFIED SHORT PULSE EQUATION
In this section, we develop a systematic method for solving the modified SP equation
(1.6). While an exact method has already been provided for Eq. (1.6),13 we present
an alternative approach which is applicable to the multi-component system. We also
show that the SP equation is related to the modified SP equation through a hodograph
transformation.
A. Hodograph transformation
We introduce the hodograph transformation (x, t)→ (y, τ) by
dy = rdx+ ru2dt, dτ = dt, (2.1a)
where r(> 0) is a function of u to be determined later. Then, the x and t derivatives
transform as
∂
∂x
= r
∂
∂y
,
∂
∂t
=
∂
∂τ
+ ru2
∂
∂y
. (2.1b)
It turns out that the variable x = x(y, τ) obeys a system of linear PDEs
xy =
1
r
, xτ = −u2. (2.2)
The solvability condition of this system, i.e., xyτ = xyτ yields the evolution equation for r
rτ = 2r
2uuy. (2.3)
Applying the transformation (2.1) to the modified SP equation (1.6), one has
ruyτ + rτuy = u+ r
2uu2y. (2.4)
If we multiply (2.4) by uy and eliminate the variable u with the help of (2.3), we can put
(2.4) into the form of a linear ordinary differential equation for u2y
1
2
(u2y)τ +
rτ
2r
u2y =
rτ
2r3
. (2.5)
We impose the boundary conditions u(±∞, τ) = 0, r(±∞, τ) = 1. Then, Eq. (2.5) can
be integrated with respect to τ to give the solution
u2y =
1
r
− 1
r2
. (2.6)
Using the relation uy = ux/r which follows from (2.1b), we can determine the form of r
in terms of ux
r = 1 + u2x. (2.7)
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It follows from (2.3), (2.4) and (2.6) that
uyτ =
(
2
r
− 1
)
u = (2xy − 1)u. (2.8)
The equation (2.8) coupled with the system of equations (2.2) is the starting point in
constructing multisoliton solutions.
B. Parametric representation of multisoliton solutions
We construct the multisoliton solutions of the modified SP equation by means of the
direct method.14,15 To this end, we introduce the following dependent variable transfor-
mation for u and the hodograph transformation for x
u =
g
f
, (2.9)
x = y +
h
f
, (2.10)
where f, g and h are tau-functions which are the basic constituents of soliton solutions.
The second equation in (2.2) is then transformed to the bilinear equation
Dτh · f = −g2, (2.11)
whereas Eq. (2.8) reduces to
2gfy
f 3
(fτ + h)− 1
f 2
(fτgy + fygτ + fyτg + ghy) +
1
f
(gyτ − g) = 0. (2.12)
Here, the bilinear operators Dτ and Dy are defined by
Dmτ D
n
y f · g =
(
∂
∂τ
− ∂
∂τ ′
)m(
∂
∂y
− ∂
∂y′
)n
f(τ, y)g(τ ′, y′)
∣∣∣
τ ′=τ, y′=y
, (m,n = 0, 1, 2, ...).
(2.13)
We can decouple Eq. (2.12) into a set of equations
fτ + h = 0, (2.14)
fτgy + fygτ + fyτg + ghy − f(gyτ − g) = 0. (2.15)
Introducing h from (2.14) into (2.15) and (2.11), we obtain the system of bilinear equations
for f and g:
DyDτf · g = fg, (2.16)
D2τf · f = 2 g2. (2.17)
Then, the expression (2.10) with h from (2.14) becomes
x = y − (ln f)τ , (2.18)
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which, coupled with (2.9), gives a parametric representation of solutions. The standard
procedure in the context of the direct method14,15 can be applied to obtain soliton solutions
of the system of bilinear equations (2.16) and (2.17). However, this problem will be
discussed in Sec. IV. Below, we present an alternative approach.
C. Parametric solutions in terms of tau-functions of the sine-Gordon equation
It has been shown that the soliton solutions of the SP equation are expressed in terms
of the tau-functions for the soliton solutions of the sine-Gordon equation. We summarize
the method developed in Ref. 9 keeping its application to the modified SP equation in
mind. First, solving (2.6) in r, we find that r has two roots
r =
1
2u2y
(
1±
√
1− 4u2y
)
. (2.19)
If we put
uy =
1
2
sin φ, φ = φ(y, τ), (2.20)
then (2.19) gives
r =
1
cos2 φ
2
,
1
sin2 φ
2
. (2.21)
We choose the former solution, i.e., r = 1/ cos2 φ
2
and introduce this expression and (2.20)
into (2.3) to express u in terms of φ
u =
1
2
φτ . (2.22)
Substituting (2.22) into (2.20), we see that φ satisfies the sine-Gordon equation
φyτ = sin φ. (2.23)
The N -soliton solution of Eq. (2.23) is expressed in terms of the tau-functions fsG
and f¯sG as
φ = 2i ln
f¯sG
fsG
, (2.24)
with
fsG =
∑
µ=0,1
exp
[
N∑
j=1
µj
(
ξj +
π
2
i
)
+
∑
1≤j<k≤N
µjµkγjk
]
, (2.25a)
f¯sG =
∑
µ=0,1
exp
[
N∑
j=1
µj
(
ξj − π
2
i
)
+
∑
1≤j<k≤N
µjµkγjk
]
, (2.25b)
where
ξj = pjy +
1
pj
τ + ξj0, (j = 1, 2, ..., N), (2.26a)
eγjk =
(
pj − pk
pj + pk
)2
, (j, k = 1, 2, ..., N ; j 6= k). (2.26b)
Here, pj and ξj0 are arbitrary complex-valued parameters satisfying the conditions pj 6=
±pk for j 6= k and N is an arbitrary positive integer. The notation
∑
µ=0,1 implies the
summation over all possible combinations of µ1 = 0, 1, µ2 = 0, 1, ..., µN = 0, 1. The
tau-functions fsG and f¯sG from (2.25) solve the bilinear equations
DyDτfsG · fsG = 1
2
(f 2sG − f¯ 2sG), DyDτ f¯sG · f¯sG =
1
2
(f¯ 2sG − f 2sG). (2.27)
It follows from (2.24) and (2.27) that
cos φ = 1− 2(ln f¯sGfsG)yτ . (2.28)
Inserting this expression into the relation
xy = 1/r = cos
2 φ
2
=
1
2
(1 + cos φ), (2.29)
and then integrating (2.29) with respect to y, we obtain
x = y − (ln f¯sGfsG)τ + d, (2.30)
where d is an integration constant depending generally on τ . If we substitute (2.22) with
(2.24) and (2.30) into the second equation in (2.2), then we find
D2τ f¯sG · fsG = d′(τ)f¯sGfsG. (2.31)
We recall, however, that the tau-functions fsG and f¯sG satisfy the bilinear equation
D2τ f¯sG · fsG = 0, (2.32)
and hence d′(τ) = 0, showing that d is independent of τ . Due to the translational
invariance of the modified SP equation, we can set this constant zero without loss of
generality. It follows from (2.22) and (2.24) that
u = i
(
ln
f¯sG
fsG
)
τ
. (2.33)
Consequently, (2.33) and (2.30) with the tau-functions (2.25) give a parametric represen-
tation for the N -soliton solution of the modified SP equation.
If we compare (2.9) and (2.18) with (2.33) and (2.30), respectively, we can infer that
f = f¯sGfsG, g = iDτ f¯sG · fsG. (2.34)
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We can verify these relations by showing that (2.34) indeed satisfy the bilinear equations
(2.16) and (2.17). Actually, inserting (2.27) into the identity
2DyDτ [ab · (Dτa · b)] = Dτ [a2 · (DyDτb · b)] +Dτ [(DyDτa · a) · b2], (2.35)
with a = f¯sG and b = fsG, we obtain
2DyDτ [f¯sGfsG · (Dτ f¯sG · fsG)] = Dτ f¯ 2sG · f 2sG = 2f¯sGfsGDτ f¯sG · fsG, (2.36)
which is just (2.16) with f and g from (2.34). To proceed, we use the identity
D2τab · ab = 2abD2τa · b− 2(Dτa · b)2, (2.37)
with a = f¯sG and b = fsG. This gives
D2τ f¯sGfsG · f¯sGfsG = 2f¯sGfsGD2τ f¯sG · fsG − 2(Dτ f¯sG · fsG)2. (2.38)
In view of (2.32), however, the first term on the right-hand side of (2.38) vanishes, giv-
ing rise to (2.17). We remark that an alternative proof of (2.34) has been presented
by employing a different bilinearization of the sine-Gordon equation from (2.27), i.e.,
Dτ (DτDy − 1)f¯sG · fsG = 0, D2τ f¯sG · fsG = 0.16
D. Transformation of the modified short pulse equation
Here, we show that the modified SP equation can be transformed to the SP equation
via a hodograph transformation combined with a linear dependent variable transforma-
tion. To this end, we introduce the transformations u→ u¯ and (x, t)→ (x¯, t¯)
u¯ = 2u, x¯ = x−
∫ x
−∞
u2xdx, t¯ = t. (2.39)
Using the local conservation law (u2x)t = [u
2(1 + u2x)]x of the modified SP equation, we
rewrite the x¯ and t¯ derivatives in terms of x and t derivatives as
∂
∂x¯
=
1
1− u2x
∂
∂x
,
∂
∂t¯
=
∂
∂t
+
u2(1 + u2x)
1− u2x
∂
∂x
. (2.40)
It is straightforward by applying (2.40) to the SP equation to show that
u¯x¯t¯ − u¯− 1
2
(u¯2u¯x¯)x¯ =
2
1− u2x
{
uxt − u− 1
2
u(u2)xx
}
. (2.41)
The relation (2.41) implies that if u solves the modified SP equation, then u¯ solves the
SP equation, i.e.,
u¯x¯t¯ = u¯+
1
6
(u¯3)x¯x¯, (2.42)
and vise versa.
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We recall that the hodograph transformation (x¯, t¯)→ (y¯, τ¯)
dy¯ = r¯ dx¯+
1
2
r¯u¯2dt¯, dτ¯ = dt¯, r¯ =
√
1 + u¯2x¯, (2.43a)
or, equivalently in terms of the derivatives
∂
∂x¯
= r¯
∂
∂y¯
,
∂
∂t¯
=
∂
∂τ¯
+
1
2
r¯u¯2
∂
∂y¯
, (2.43b)
has been used for solving the SP equation. It follows from (2.40) and u¯ = 2u that
u¯x¯ = 2(1 − u2x)−1ux. Substituting this relation into the definition of r¯ from (2.43a) and
referring to (2.7), we obtain an important relation which connects r with r¯:
r¯ =
r
2− r . (2.44)
We use (2.1b), (2.40), (2.43b) and (2.44) to derive the relation
r¯
∂
∂y¯
=
r
1− u2x
∂
∂y
=
1 + u2x
1− u2x
∂
∂y
= r¯
∂
∂y
.
Since r¯ 6= 0, this gives ∂/∂y¯ = ∂/∂y. Similarly, one has ∂/∂τ¯ = ∂/∂τ . It follows by
applying these rules for the derivatives to Eq. (2.8) and then using (2.44) that
u¯y¯τ¯ =
u¯
r¯
. (2.45)
This equation coincides with the SP equation (2.42) transformed by the hodograph trans-
formation (2.43).
E. Soliton solutions
A few particular solutions of the modified SP equation such as soliton and breather
have been found in Ref. 13. For completeness, we present the one-soliton solution in the
framework of our approach and investigate its property.
First, by solving the bilinear equations (2.16) and (2.17), we obtain the tau-functions
for the one-soliton solution
f = 1 + e2ξ, g =
2
p
eξ, ξ = py +
1
p
τ + ξ0, (2.46)
where p and ξ0 are arbitrary real constants. The parametric representation of the one-
soliton solution follows from (2.9) and (2.18). We write it in a convenient form in the
following analysis:
u =
1
p
sech ξ, (2.47a)
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X ≡ x+ ct− x0 = ξ
p
− 1
p
tanh ξ, (2.47b)
where c = 1/p2 and x0 = −(ξ0+1)/p. This represents a localized pulse with the amplitude
1/p moving to the left at the constant velocity c. The X derivative of u can be computed
from (2.47) to give
uX =
uξ
Xξ
= − 1
sinh ξ
. (2.48)
It turns out from (2.48) that limX→±0 uX = ∓∞. To examine the profile of the pulse
at the crest X = 0 (or ξ = 0), we expand u and X near the crest and obtain their
leading-order asymptotics
u =
1
p
(
1− ξ
2
2
+O(ξ4)
)
, X =
1
p
(
ξ3
3
+O(ξ5)
)
. (2.49)
Eliminating the variable ξ from (2.49) yields the profile of u near the crest
u =
1
p
(
1− 1
2
(3pX)2/3 +O(X5/3)
)
. (2.50)
Thus, the first derivative of u with respect to X does not exist at the crest, showing that
u takes the form of a cusp soliton, as already observed in Ref. 13. This intriguing feature
is in striking contrast to that of the SP equation for which its one-soliton solution is a
loop soliton.
III. Multi-component generalization
A. Multi-component bilinear system
To construct a multi-component analog of the modified SP equation, we start from the
corresponding bilinear equations and their parametric solutions. Specifically, we generalize
the parametric representation (2.9) and (2.18) in the form
ui =
gi
f
, (i = 1, 2, ..., n), (3.1a)
x = y − (ln f)τ , (3.1b)
where the tau-functions f and gi are assumed to satifiy the system of bilinear equations
DyDτgi · f = fgi, (i = 1, 2, ..., n), (3.2)
D2τf · f =
∑
1≤j,k≤n
cjkgjgk, (3.3)
which are the multi-component generalizations of (2.16) and (2.17), respectively. Here,
the coefficients cjk are the same as those introduced in (1.3b).
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B. Multi-component modified short pulse equations
The next step is to rewrite (3.2) and (3.3) in terms of the variables x and t. As will
be demonstrated below, this can be achieved by means of the hodograph transformation
dy = rdx+ rFdt, dτ = dt, (3.4a)
or
∂
∂y
=
1
r
∂
∂x
,
∂
∂τ
=
∂
∂t
− F ∂
∂x
. (3.4b)
where F is given by (1.3b). It turns out from (3.4) that the variable x = x(y, τ) satisfies
the system of linear PDEs
xy =
1
r
, xτ = −F. (3.5)
The solvability condition of the system (3.5) yields the evolution equation for r
rτ = r
2Fy. (3.6)
Now, we differentiate (3.1a) with respect to y and τ and use (3.1a) and (3.2) to derive
the relation(
gi
f
)
yτ
=
DyDτgi · f
f 2
− (DyDτf · f)gi
f 3
= ui − DyDτf · f
f 2
ui, (i = 1, 2, ..., n). (3.7)
We substitute (3.1b) into the first equation in (3.5) to deduce it into the form
DyDτf · f
f 2
= 2
(
1− 1
r
)
. (3.8)
Upon introducing (3.1a) and (3.8) into (3.7), we find that Eqs. (3.7) recast to
ui,yτ =
(
2
r
− 1
)
ui, (i = 1, 2, ..., n). (3.9)
The above system of equations is a multi-component analog of Eq. (2.8). We rewrite
(3.9) in terms of the original variables x and t by using (3.4b)
ui,xt = (Fui,x)x + (2− r)ui, (i = 1, 2, ..., n). (3.10)
The last step is to determine the functional form of r. To this end, we use F from
(1.3b), (3.6) and (3.9) to derive the relation(
1
r
)
τ
= − r
2(2− r)
∑
1≤j,k≤n
cjk(uj,yuk,y)τ . (3.11)
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Integrating (3.11) with respect to τ under the boundary conditions uj,y → 0 for j =
1, 2, ..., n and r → 1 as |y| → ∞, we obtain
1
r
− 1
r2
=
1
2
∑
1≤j,k≤n
cjkuj,yuk,y. (3.12)
In view of the relations uj,y = uj,x/r, uk,y = uk,x/r which stem from (3.4b), (3.12) becomes
r = 1 +
1
2
∑
1≤j,k≤n
cjkuj,xuk,x. (3.13)
Upon substituting (1.3b) and (3.13) into (3.10), we arrive at the following multi-component
system which is a generalization of the modified SP equation:
ui,xt = ui +
1
2
[( ∑
1≤j,k≤n
cjkujuk
)
ui,x
]
x
− 1
2
( ∑
1≤j,k≤n
cjkuj,xuk,x
)
ui, (i = 1, 2, ..., n).
(3.14)
C. Remarks
1. The system of bilinear equations (3.2) and (3.3) coincides with that of the multi-
component generalization of the SP equation proposed in Ref. 11 if one replaces the
tau-functions gi by 2gi (i = 1, 2, ..., n). In accordance with this observation, the former
system is found to exhibit the N -soliton solution for the following cases: 1) cj,k 6= 0 (j 6=
k), cjj = 0, (j, k = 1, 2, ..., n),
11 2) c11 = c22 = 1, c12 = c21 = 0,
11,17,18 3) cjj = 1, cjk =
0 (j 6= k; j, k = 1, 2, 3, 4).18
2. Solving (3.12) for 1/r, we find
1
r
=
1
2
(
1±
√
1− 2
∑
1≤j,k≤n
cjkuj,yuk,y
)
. (3.15)
Introducing this expression into (3.9) while taking into account the boundary condition
r → 1, |y| → ∞, we obtain a closed system of PDEs for ui
ui,yτ =
√
1− 2
∑
1≤j,k≤n
cjkuj,yuk,y ui, (i = 1, 2, ..., n). (3.16)
3. By means of the transformations
u¯i = 2ui, (i = 1, 2, ..., n), x¯ = x−
∫ x
−∞
(r − 1)dx, t¯ = t, (3.17)
we can derive the relation
u¯i,x¯t¯−u¯i−1
2
(F¯ u¯i,x¯)x¯ =
2
2− r {ui,xt − ui − (Fui,x)x − (1− r)ui} , (i = 1, 2, ..., n), (3.18)
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which is a multi-component analog of (2.41), where
F¯ =
1
2
∑
1≤j,k≤n
cjku¯ju¯k. (3.19)
Invoking Eqs. (3.14), we see that u¯i satisfy the system of PDEs
u¯i,x¯t¯ = u¯i +
1
2
(F¯ u¯i,x¯)x¯, (i = 1, 2, ..., n). (3.20)
This system is a multi-component generalization of the SP equation proposed in Ref. 11.
We can also derive the relation (2.44) between r and r¯, where r is given by (3.13) and r¯
by
r¯ =
√
1 +
1
2
∑
1≤j,k≤n
cjku¯j,x¯u¯k,x¯. (3.21)
The hodograph transformation (2.43) with r¯ from (3.21) and (3.4) recasts (3.9) to the
system of PDEs
u¯i,y¯τ¯ =
u¯i
r¯
, (i = 1, 2, ..., n), (3.22)
which is a multi-component generalization of Eq. (2.45).
4. If we put cjj=1 (j = 1, 2, ..., n), cjk = 0 (j 6= k; j, k = 1, 2, ..., n) in Eq. (3.14) and
take the continuum limit n→∞, then we obtain a (2+1)-dimentional nonlocal PDE
uxt = u+
1
2
(
ux
∫ ∞
−∞
u2dz
)
x
− 1
2
u
∫ ∞
−∞
u2xdz, u = u(x, z, t). (3.23)
The parametric representation for the solution of Eq. (3.23) can be expressed in the form
u =
g
f
, x = y − fτ
f
, (3.24)
where the tau-functions f = f(y, τ) and g = g(y, z, τ) satisfy the system of bilinear
equations
DyDτf · g = fg, D2τf · f =
∫ ∞
−∞
g2dz. (3.25)
The variables y and τ in (3.24) and (3.25) are related to the original variables x and t by
the hodograph transformation
dy = rdx+
1
2
(∫ ∞
−∞
u2dz
)
r dt, dτ = dt, (3.26a)
where r = r(x, t) is given by
r = 1 +
1
2
∫ ∞
−∞
u2xdz. (3.26b)
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The integrable feature of Eq. (3.23) will be discussed elsewhere.
IV. Two-component system
In this section, we consider the two-component system (1.8) which is a special case of
(3.14) with n = 2 and c11 = c22 = 0, c12 = 1. We give the Lax pair, an infinite number of
conservation laws and multisoliton solutions for the system, establishing its integrability.
A. Integrability
For the two-component system, Eqs. (3.5) and (3.9) become
xyτ = −(uv)y, uyτ = (2xy − 1)u, vyτ = (2xy − 1)v, (4.1)
with the identifications u1 = u, u2 = v and F = uv. In these expressions, xy = 1/r, where
r is determined by the relation
1
r
− 1
r2
= uyvy. (4.2)
Note from (3.13) with n = 2 that r is expressed in the (x, t) coordinate system as
r = 1 + uxvx. (4.3)
By the reduction u = v, Eqs. (4.1) reduce to Eqs. (2.2) and (2.8) whereas the expressions
(4.2) and (4.3) reduce to (2.6) and (2.7), respectively. We found that the system of
equations (4.1) admits the following Lax pair
Ψy = UΨ, Ψτ = VΨ, (4.4a)
with
U = λ
(
2xy − 1 2uy
2vy −(2xy − 1)
)
, V =
(
1
4λ
−u
v − 1
4λ
)
, (4.4b)
where λ is a spectral parameter. Indeed, it follows from the compatibility condition
Ψyτ = Ψτy that
Uτ − Vy + UV − V U = O, (4.5)
which yields Eqs. (4.1).
The Lax pair associated with the system (1.8) is derived by rewriting (4.4) in terms
of the variables x and t. This can be attained simply by applying the hodograph trans-
formation (3.4) with F = uv and r from (4.3) to (4.4), giving
Ψx = U˜Ψ, Ψt = V˜Ψ, (4.6a)
with
U˜ = λ
(
2− r 2ux
2vx −(2 − r)
)
, V˜ =
(
1
4λ
+ λ(2− r)uv −u+ 2λuvux
v + 2λuvvx − 14λ − λ(2− r)uv
)
. (4.6b)
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It is easy to confirm that the compatibility condition of the Lax pair (4.6) yields the
system of equations (1.8).
B. Conservation laws
A striking feature of the completely integrable system is the existence of an infinite
number of conservation laws. Several practical methods are now available for deriving the
conservation laws. Among them, we employ a procedure based on the Lax pair. See Ref.
19, for example.
Let Ψ = (ψ1, ψ2)
T , U˜ = (uij)1≤i,j≤2, V˜ = (vij)1≤i,j≤2. Then, the Lax pair (4.6) is written
in terms of the components as
ψ1,x = u11ψ1 + u12ψ2, ψ1,t = v11ψ1 + v12ψ2, (4.7a)
ψ2,x = u21ψ1 + u22ψ2, ψ2,t = v21ψ1 + v22ψ2. (4.7b)
Introducing the varibles Γ = ψ2/ψ1 and Γ¯ = ψ1/ψ2, we can recast (4.7) to
(lnψ1)x = u11 + u12Γ, (lnψ1)t = v11 + v12Γ, (4.8a)
(lnψ2)x = u22 + u21Γ¯, (lnψ2)t = v22 + v21Γ¯. (4.8b)
It follows from the compatibility conditions of (4.8) that
(u11 + u12Γ)t = (v11 + v12Γ)x, (4.9a)
(u22 + u21Γ¯)t = (v22 + v21Γ¯)x. (4.9b)
Integrating (4.9) with respect to x, we can see that the quantities
∫∞
−∞
(u11 + u12Γ)dx,∫∞
−∞
(u22 + u21Γ¯)dx are conserved in time. We then use (4.7) to derive the relations
(u12Γ)x = u12u21 + u12,xΓ + (u22 − u11)u12Γ− (u12Γ)2, (4.10a)
(u21Γ¯)x = u12u21 + u21,xΓ¯ + (u11 − u22)u21Γ¯− (u21Γ¯)2, (4.10b)
which reduce, after substituting the components of the matrix U˜ , to
(u12Γ)x = 4λ
2uxvx +
uxx
ux
(u12Γ)− 2λ(2− r)(u12Γ)− (u12Γ)2, (4.11a)
(u21Γ¯)x = 4λ
2uxvx +
vxx
vx
(u21Γ¯) + 2λ(2− r)(u21Γ¯)− (u21Γ¯)2. (4.11b)
Note that (4.11a) transforms to (4.11b) by interchanging the variables u and v and re-
placing λ by −λ. This reflects the invariance of the system (1.8) under the interchange of
the variables u and v. Thus, we may use either (4.11a) or (4.11b) to obtain conservation
laws.
Let us now derive the conservation laws. We recall that
∫∞
−∞
(u11 + u12Γ)tdx = 0.
However, since
∫∞
−∞
u11,t dx = 0, as confirmed easily,
∫∞
−∞
u12Γ dx is a conserved quantity.
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We expand u12Γ in powers of λ and substitute it into (4.11a). We find two such expansions
which will lead to both the local and nonlocal conserved quantities. We consider the two
cases separately.
1. Local conservation laws
An expansion which yields the local conservation laws, i.e., integrals of the variables
u and v and their x-derivatives, is given by
u12Γ =
∞∑
n=0
γnλ
1−n. (4.12)
We impose the boundary conditions u, v, ux, vx, ..., γn(n = 0, 1, 2, ...) → 0 as |x| → ∞ to
assure the convergence of the integrals associated with the conservation laws. Substituting
(4.12) into (4.11a) and comparing the coefficients of λ1−n on both sides, we obtain the
recursion relation that determines γn
γn,x =
uxx
ux
γn − 2(2− r + γ0)γn+1 −
n∑
m=1
γn−m+1γm, (n ≥ 1), (4.13)
where γ0 satisfies the quadratic equation
γ20 + 2(2− r)γ0 − 4uxvx = 0, (4.14)
which stems from the coefficients of λ2. It follows from the coefficients of order λ that
γ0,x =
uxx
ux
γ0 − 2(2− r + γ0)γ1. (4.15)
With r from (4.3), we find two solutions of Eq. (4.14), γ0 = 2uxvx and γ0 = −2. We
substitute the former solution into (4.15) to obtain
γ1 = − uxvxx
1 + uxvx
. (4.16)
Note that the solution γ0 = −2 is irrelevant since it does not satisfy the boundary condi-
tion. We put (4.13) in a form which is suitable for determinig γn successively
γn+1 =
1
2(1 + uxvx)
(
−γn,x + uxx
ux
γn −
n∑
m=1
γn−m+1γm
)
, (n ≥ 1). (4.17)
The nth conservation law which is denoted by In is given by
In =
∫ ∞
−∞
γndx, (n ≥ 0). (4.18)
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The recursion relation (4.17) can be solved successively starting with the initial con-
dition (4.16), the first two of which read
γ2 = −1
2
uxxvxx
(1 + uxvx)3
+
1
2
(
uxvxx
(1 + uxvx)2
)
x
, (4.19a)
γ3 =
1
2(1 + uxvx)
{
−γ2,x +
(
uxx
ux
+
2uxvxx
1 + uxvx
)
γ2
}
. (4.19b)
Although the computation of γn becomes very complicated as n increases, it can be
continued to generate explicit expressions of γn. An inspection of the structure of (4.17)
reveals that the resulting conservation laws have local character. Thus, up to overall
constants, the first four conservation laws are found to be as follows:
I0 =
∫ ∞
−∞
uxvxdx, (4.20a)
I1 =
∫ ∞
−∞
1
r
(uxvxx − uxxvx)dx, (4.20b)
I2 =
∫ ∞
−∞
uxxvxx
r3
dx, (4.20c)
I3 =
∫ ∞
−∞
[
1
r4
(uxxvxxx − uxxxvxx)− 2
r5
uxxvxx(uxvxx − uxxvx)
]
dx. (4.20d)
In deriving these formulas, we have used the fact that if In is a conserved quantity, then
the quantity I˜n which is obtained from In by interchanging the variables u and v is also
conserved. Consequently, In± I˜n become the conservation laws as well. Note that I0 and
I2 are symmetric and I1 and I3 are antisymmetric with respect to u and v, respectively.
2. Nonlocal conservation laws
An expansion of u12Γ exists which produces nonlocal conservation laws. To be more
specific, we expand u12Γ in powers of λ as
u12Γ =
∞∑
n=1
γ¯nλ
n. (4.21)
Subsituting (4.21) into (4.11a) and comparing the coefficient of λn on both sides, we
obtain the recursion relation that determines γ¯n
γ¯1 = ux, γ¯n,x = 4uxvxδn,2 +
uxx
ux
γ¯n − 2(2− r)γ¯n−1 −
n−1∑
m=1
γ¯n−mγ¯m, (n ≥ 2), (4.22)
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where δn,2 is Kronecker’s delta. To solve the recursion relation for γ¯n, it is suitable to
introduce the quantity γˆn by γ¯n = uxγˆn. Thus, (4.22) recasts to
γˆ1 = 1, γˆn,x = 4vxδn,2 − 2(2− r)γˆn−1 − ux
n−1∑
m=1
γˆn−mγˆm, (n ≥ 2). (4.23)
This recursion relation can be solved successively with the initial condition γˆ1 = 1. Then,
the nth conservation low Jn is given by the formula
Jn =
∫ ∞
−∞
γ¯ndx = −
∫ ∞
−∞
uγˆn,xdx, (n = 1, 2, ...), (4.24)
where the last line follows by the integration by parts.
Before proceeding, we derive the useful relations which are a consequence of the system
(1.8). Specifically, we introduce the new variables p and q according to p = u(1 − uxvx)
and q = v(1− uxvx) and put (1.8) into the form
uxt = p+ (uvux)x vxt = q + (uvvx)x. (4.25)
It immediately follows from (4.25) and the boundary conditions u, v, ux, vx → 0, |x| → ∞
that∫ ∞
−∞
p dx =
∫ ∞
−∞
u(1− uxvx)dx = 0,
∫ ∞
−∞
q dx =
∫ ∞
−∞
v(1− uxvx)dx = 0, (4.26)
and hence ∫ ∞
−∞
ptdx = 0,
∫ ∞
−∞
qtdx = 0. (4.27)
We use Eqs. (4.25) integrated once with respect to x to derive the evolution equations of
p and q. They read
pt = (1− uxvx)∂−1x p+ 2uvux − [u2v(1 + uxvx)]x, (4.28a)
qt = (1− uxvx)∂−1x q + 2uvvx − [uv2(1 + uxvx)]x, (4.28b)
where ∂−1x =
∫ x
−∞
dy is an integral operator. If we substitute (4.28) into (4.27), we obtain
the relations∫ ∞
−∞
[(1− uxvx)∂−1x p + 2uvux]dx = 0,
∫ ∞
−∞
[(1− uxvx)∂−1x q + 2uvvx]dx = 0. (4.29)
Now, the recursion relation (4.23) yields the formulas
γˆ2,x = 4vx − 2(2− r)γˆ1 − ux, (4.30a)
γˆ3,x = −2(2− r)γˆ2 − 2uxγˆ2, (4.30b)
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γˆ4,x = −2(2− r)γˆ3 − 2uxγˆ3 − uxγˆ22 , (4.30c)
γˆ5,x = −2(2− r)γˆ4 − 2uxγˆ4 − 2uxγˆ2γˆ3. (4.30d)
It is straightforward to obtain the conservation laws by substituting (4.30) into (4.24) and
using the relations (4.26) and (4.29). We omit the detail of the calculations and write
only the final results. Up to overall constants, the first five conservation laws read
J1 = 0, (4.31a)
J2 =
∫ ∞
−∞
(uvx − uxv)dx, (4.31b)
J3 =
∫ ∞
−∞
(1− uxvx)uvdx, (4.31c)
J4 =
∫ ∞
−∞
[
u2vvx − uuxv2 + (1− uxvx)u∂−1x {(1− uxvx)v
−(1 − uxvx)v∂−1x {(1− uxvx)u}
]
dx, (4.31d)
J5 =
∫ ∞
−∞
[
(1− uxvx)u2v2 + 2uvux∂−1x {(1− uxvx)v}+ 2uvvx∂−1x {(1− uxvx)u}
+(1− uxvx)∂−1x {(1− uxvx)u}∂−1x {(1− uxvx)v}
]
dx. (4.31e)
We can see that the conservation laws Jn for n ≥ 4 become nonlocal in view of the
presence of the integral operator ∂−1x .
Last, we conclude this section with a few comments. First, we observe that under the
reduction u = v, the conservation laws reduce to those of the modified SP equation (1.6).
Actually, the nontrivial conservation laws follows from (4.20) and (4.31):
I0 =
∫ ∞
−∞
u2xdx, (4.32a)
I2 =
∫ ∞
−∞
u2xx
(1 + u2x)
3
dx, (4.32b)
J3 =
∫ ∞
−∞
(1− u2x)u2dx, (4.33a)
J5 =
∫ ∞
−∞
[
−1
3
(1− u2x)u4 + (1− u2x)
{
∂−1x (1− u2x)u
}2]
dx. (4.33b)
The second comment is concerned with the conservation laws of the two-component
SP equation (1.2). As already shown in Sec. III, the transformations
u¯ = 2u, v¯ = 2v, x¯ = x−
∫ x
−∞
uxvx dx, t¯ = t, (4.34)
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lead to (1.2) when applied to the two-component modified SP equation (1.8). This fact
enables us to derive the conservation laws of the system (1.2) in a simple manner. Indeed,
using the relations ux = (1/2)(1−uxvx)u¯x¯, vx = (1/2)(1−uxvx)v¯x¯ and the two-component
analog of (2.44), the conservation laws In and Jn from (4.20) and (4.31) reduce, up to
overall constants, to I¯n and J¯n, respectively, where
I¯0 =
∫ ∞
−∞
(r¯ − 1)dx, (4.35a)
I¯1 =
∫ ∞
−∞
1
r¯(r¯ + 1)
(uxvxx − uxxvx)dx, (4.35b)
I¯2 =
∫ ∞
−∞
[
uxxvxx
r¯3
− {(uxvx)x}
2
4r¯5
]
dx, (4.35c)
I¯3 =
∫ ∞
−∞
uxxvxxx − uxxxvxx
r¯5
dx, (4.35d)
J¯2 =
∫ ∞
−∞
(uvx − uxv)dx, (4.36a)
J¯3 =
∫ ∞
−∞
uv dx, (4.36b)
J¯4 =
∫ ∞
−∞
[
u2vvx − uuxv2 + 4u∂−1x v − 4v∂−1x u
]
dx, (4.36c)
J¯5 =
∫ ∞
−∞
[
u2v2 + 2uv(ux∂
−1
x v + vx∂
−1
x u) + 4(∂
−1
x u)(∂
−1
x v)
]
dx. (4.36d)
Here, r¯ =
√
1 + uxvx, and the overbar attached to the variables u, v and x has been deleted
for simplicity. Performing the reduction u = v in the above expressions, we recover the
conservation laws of the SP equation.6,7
C. Soliton solutions
The soliton solutions of the two-component modified SP equation are constructed by
solving the system of bilinear equations (3.2) and (3.3) with n = 2 and c11 = c22 = 0, c12 =
1. As already noticed, this system has the same form as that of the two-component SP
equation (2.2). For the latter system, the tau-functions f, g1 and g2 for the N -soliton
solution have already been presented. See expressions (4.6) in Ref. 11. The only difference
in the parametric representation of the solution lies in the coordinate transformation.
Specifically, the expression corresponding to (2.18) takes the form x = y − 2(ln f)τ for
the two-component SP equation. We can construct multisoliton solutions in which each
component contains arbitrary number of solitons. Here, we restrict our consideration to
the case where both u and v contain N solitons. We discuss the properties of the one-
and two-soliton solutions, as well as the breather solution. The general N -soliton solution
will be addressed shortly.
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1. One-soliton solution
The tau-functions for the one-soliton solution are given by
f = 1 +
a1b1p
2
1
4
z21 , g1 = a1z1, g2 = b1z1, (4.37a)
z1 = e
ξ1 , ξ1 = p1y +
1
p1
τ + ξ10, (4.37b)
where a1, a2 and p1 are real constants which are assumed to be positive here, and ξ10 is
the phase constant. The parametric soliton solution is calculated from (3.1) to give
u =
1
p1
√
a1
b1
sech(ξ1 + δ1), v =
1
p1
√
b1
a1
sech(ξ1 + δ1), (4.38a)
x = y − 1
p1
tanh(ξ1 + δ1), δ1 = ln
(√
a1b1p1
2
)
. (4.38b)
The profile of u is depicted in Fig. 1. It represents a cusp soliton with the amplitude
1
p1
√
a1
b1
and the velocity c1 = 1/p
2
1. The property of v is the same as that of u except the
amplitude and the velocity being given respectively by 1
p1
√
b1
a1
and 1/p22. By comparing
(2.47) and (4.38), we see that the cusp soliton has the same structure as that of the cusp
soliton (2.47) of the modified SP equation.
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FIG. 1. The profile of a cusp soliton solution u with the parameters p1 = 1.0, a1 = 0.5
and b1 = 1.0.
2. Two-soliton solution
The tau-functions for the two-soliton solution read
f = 1 +
1
4
a1b1p
2
1z
2
1 + (a1b2 + a2b1)
(p1p2)
2
(p1 + p2)2
z1z2 +
1
4
a2b2p
2
2z
2
2
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+
1
16
a1a2b1b2
(p1p2)
2(p1 − p2)4
(p1 + p2)4
(z1z2)
2, (4.39a)
g1 = a1z1 + a2z2 +
1
4
a1a2b1
p21(p1 − p2)2
(p1 + p2)2
z21z2 +
1
4
a1a2b2
p22(p1 − p2)2
(p1 + p2)2
z1z
2
2 , (4.39b)
g2 = b1z1 + b2z2 +
1
4
a1b1b2
p21(p1 − p2)2
(p1 + p2)2
z21z2 +
1
4
a2b1b2
p22(p1 − p2)2
(p1 + p2)2
z1z
2
2 . (4.39c)
The asymptotic analysis of the two-soliton solution can be performed parallel to that
of the two-soliton solution of the two-component SP equation. Hence, we summarize the
results. We are concerned only with u since the corresponding asymptotic formulas for v
follow by interchanging the parameters ai and bi (i = 1, 2).
We decompose u as u = U1 + U2. Then, as t→ −∞, U1, U2 and x behave like
U1 ∼ 1
p1
√
a1
b1
sech(ξ1 + δ
′
1), (4.40a)
x+ c1t− x10 ∼ ξ1
p1
− 1
p1
tanh(ξ1 + δ
′
1)−
1
p1
− 2
p2
, (4.40b)
U2 ∼ 1
p2
√
a2
b2
sech(ξ2 + δ2), (4.41a)
x+ c2t− x20 ∼ ξ1
p2
− 1
p2
tanh(ξ2 + δ2)− 1
p2
, (4.41b)
where
ci =
1
p2i
, δi = ln
(√
aibi
4
pi
)
, δ′i = ln
[√
aibi
2
pi
(
p1 − p2
p1 + p2
)2]
, (i = 1, 2). (4.42)
As t→ +∞, the corresponding asymptotic forms are given by
U1 ∼ 1
p1
√
a1
b1
sech(ξ1 + δ1), (4.43a)
x+ c1t− x10 ∼ ξ1
p1
− 1
p1
tanh(ξ1 + δ1)− 1
p1
, (4.43b)
U2 ∼ 1
p2
√
a2
b2
sech(ξ2 + δ
′
2), (4.44a)
x+ c2t− x20 ∼ ξ1
p2
− 1
p2
tanh(ξ2 + δ
′
2)−
1
p2
− 2
p1
. (4.44b)
We can see that the asymptotic state of the solution for large time is represented by a
superposition of two cusp solitons, each of which has the same form as that of the cusp
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soliton solution given by (4.38). The net effect of the interaction is the phase shifts caused
by the collision of solitons. Let ∆1 and ∆2 be the phase shifts of U1 and U2, respectively
which are defined by
∆i = xic(t→ −∞)− xic(t→ +∞), (i = 1, 2). (4.45)
where xic is the center position of the ithe soliton. It follows from (4.40)-(4.44) that
∆1 = − 1
p1
ln
(
p1 − p2
p1 + p2
)2
− 2
p2
, (4.46a)
∆2 =
1
p2
ln
(
p1 − p2
p1 + p2
)2
+
2
p1
. (4.46b)
The asymptotic amplitudes of U1 and U2 for large time are given respectively by
A1 = (1/p1)
√
a1/b1 and A2 = (1/p2)
√
a2/b2 and the velocities by c1 = 1/p
2
1 and c2 = 1/p
2
2,
respectively. Suppose that A1 > A2 and c1 > c2 (p1 < p2), implying that the large soliton
travels faster than the small soliton. Figure 2 shows the interaction process of two cusp
solitons for the component u with A1 = 2, A2 = 1, c1 = 4 and c2 = 1. Figure 3 plots
p1∆1 and p1∆2 as a function of s(= p1/p2). We can see that the phase shift ∆1 of the
large soliton is always positive whereas the small soliton exhibits a positive phase shift
for 0 < s < sc and a negative phase shift for sc < s < 1, where sc = 0.648 is a solution of
the transcendental equation ∆2 = 0. In the present example, ∆1 = 2.39 and ∆2 = 1.80.
Recall that this peculiar feature of the phase shift has been observed in the interaction
process of loop solitons of the SP and two-component SP equations.9,11 Another novel
aspect of the solution is that the small soliton can travel faster than the large soliton if
the condition 1 < p1/p2 <
√
a1b2/a2b1 is satisfied so that A1 > A2 and c1 < c2.
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FIG. 2. The interaction process of the two-cusp soliton solution u with the parameters
p1 = 0.5, p2 = 1.0, a1 = 1.0, a2 = 2.0, b1 = 1.0, b2 = 2.0 and ξ10 = ξ20 = 0.
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FIG. 3. The phase shifts p1∆1 and p1∆2 as a function of s(= p1/p2). The solid (broken)
line represents the phase shift of the large (small ) cusp soliton.
3. One-breather solution
The breather has a localized structure which oscillates with time and decays in space at
infinity. Similar to the breather solution of the sine-Gordon equation which is the bound
state of a kink and an antikink, the present two-component system supports breather
solutions. Of particular interest is the one-breather solution which can be constructed
from the two-soliton solution by means of a special parameterization. Actually, we put
p1 = a + ib = p
∗
2, ξ10 = λ+ iµ = ξ
∗
20, a1 = αe
iφ = a∗2, b1 = βe
iψ = b∗2, (4.47)
in (4.39) and obtain from (3.1) with n = 2 the parametric representation of the solution
u =
2ab
√
α
β√
a2 + b2
gˆ1
fˆ
, v =
2ab
√
β
α√
a2 + b2
gˆ2
fˆ
, (4.48a)
x = y − ab
a2 + b2
b sinh 2θ + a sin 2χ
fˆ
, (4.48b)
with
fˆ = b2 cosh2 θ + a2 cos2 χ− (a2 + b2) sin2 δ, (4.49a)
gˆ1 = sin(χ0 − δ) sin χ cosh θ − cos(χ0 − δ) cos χ sinh θ, (4.49b)
gˆ2 = sin(χ0 + δ) sin χ cosh θ − cos(χ0 + δ) cos χ sinh θ, (4.49c)
θ = a
(
y +
1
a2 + b2
τ
)
+ λ, χ = b
(
y − 1
a2 + b2
τ
)
+ µ, (4.49d)
tan χ0 =
b
a
, δ =
1
2
(φ− ψ). (4.49e)
Here, a, b, α and β are positive constants, λ, µ, φ and ψ are real constants, the asterisk
denotes complex conjugate, and the appropriate shifts of the variables x, y and τ have
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been performed to put the solution in a transparent form. Recall that the two-component
modified SP equation (1.8) and its transformed form (4.1) via the hodograph transforma-
tion (3.4) are invariant under the scale transformation u→ u0u, v → v0v, x→ b−1x, y →
b−1y, t → bt, τ → bτ if the condition u0v0b2 = 1 is inposed on the constants u0, v0 and
b. Applying this scale transformation to the solution (4.48) reveals that only the two
parameters a/b and δ characterize the solution. The parameters λ and µ in (4.49d) can
be set to zero thanks to the translational invariance of (1.8).
The breather solution presented here would exhibit singularities unless we impose
certain condition on the parameters a, b and δ. We shall address this issue. The smooth
breather solution is produced if the inequalities fˆ > 0 and xy > 0 hold for arbitrary values
of θ and χ. The former condition is equivalent to requiring that the solution is finite in
space and time, whereas the latter one is that the hodograph mapping (3.4) is one-to-one
so that the solution becomes a single-valued function of x for arbitrary t. The detailed
analysis shows that the former inequality turns out to be 0 < a/b < 1/
√
| tan δ|, whereas
the latter one leads to the inequality
0 <
a
b
<
√
1− | sin δ|
1 + | sin δ| , −π ≤ δ ≤ π. (4.50)
Since the permissible range of a/b from (4.50) is included in the range from the former
inequality, we impose (4.50) for the smooth breather solution to exist. Figure 4 shows
the time evolution of the one-breather solution u where the parameters are given by
a = 0.1, b = 0.5, α = β = 1, δ = π/4 (φ = π/2, ψ = 0).
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FIG. 4. The time evolution of the one-breather solution u.
The properties of the solution depends critically on the parameter δ. In particular,
for δ = 0, the parametric solution (4.48) takes the form
u =
2ab
√
α
β
a2 + b2
b sin χ cosh θ − a cos χ sinh θ
b2 cosh2 θ + a2 cos2 χ
, v =
β
α
u, (4.51a)
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x = y − ab
a2 + b2
b sinh 2θ + a sin 2χ
b2 cosh2 θ + a2 cos2 χ
. (4.51b)
Under this special setting, the inequality (4.50) becomes 0 < a/b < 1, and the parameter
χ0 from (4.49e) must satisfy the inequality tan χ0 > 1. In the above expression, we have
assumed π/4 < χ0 < π/2 so that cos χ0 > 0. One can see from (4.51) that the solution
describes the propagation of linearly polarized waves. Note that if α = β, then (4.51)
reduces to the one-breather solution of the modified SP equation presented in Ref. 13.
In the limit of small amplitude a/b → 0, (4.51) is approximated by the envelope soliton
solution
u =
2a
b2
sin χ
cosh θ
, v =
β
α
u, (4.52a)
x = y − 2a
b2
tanh θ. (4.52b)
Another limiting value of δ = π/2 deserves a special attention. To derive a limiting
form of the solution, let δ = π/2−ǫ, (|ǫ| ≪ 1). It turns out from (4.50) that the permissible
values of a/b lie in the range 0 < a/b < |ǫ|/2. Then, the parameter χ0 from (4.49) is
approximated by χ0 ∼ π/2−a/b. Inserting these values into (4.48), we obtain the leading
order asymptotic of the parametric solution
u ∼ 2a
b2
√
α
β
(
ǫ− a
b
)
sin χ cosh θ − cos χ sinh θ
sinh2 θ − a2
b2
sin2 χ+ ǫ2
, (4.53a)
v ∼ 2a
b2
√
β
α
(
ǫ+ a
b
)
sin χ cosh θ + cos χ sinh θ
sinh2 θ − a2
b2
sin2 χ+ ǫ2
, (4.53b)
x ∼ y − a
b2
sinh 2θ + a
b
sin 2χ
sinh2 θ − a2
b2
sin2 χ+ ǫ2
. (4.53c)
If the parameter a/b has the same order as |ǫ|, then the amplitudes of u and v turn out
to be of order 1. To be more specific, let a/b = |ǫ|γ with 0 < γ < 1/2 and take the limit
ǫ→ 0. Then, the solution (4.53) tends to the limiting form
u =
2
b
√
α
β
(γ−1 sgn ǫ− 1) sin χˆ− θˆ cos χˆ
θˆ2 − sin2 χˆ+ γ−2 , (4.54a)
v =
2
b
√
β
α
(γ−1 sgn ǫ+ 1) sin χˆ+ θˆ cos χˆ
θˆ2 − sin2 χˆ+ γ−2 , (4.54b)
x = y − 1
b
2θˆ + sin 2χˆ
θˆ2 − sin2 χˆ + γ−2 , (4.54c)
where θˆ = b(y + τ/b2), χˆ = b(y − τ/b2) and we have put λ = µ = 0. In the light of the
scale invariance of the system (1.8) mentioned earlier, the above solution is characterized
by a single parameter γ.
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4. N-soliton solution
The N -soliton solution consists of a superposition of cusp solitons and breathers. Let
n and m be the number of cusp solitons and breathers, respectively. Since the soliton
parameters appear as complex conjugate pairs for breathers, this type of solutions is
realized when the condition n + 2m = N is satisfied. In particular, for pure breather
solutions, we put N = 2m and impose the following conditions to obtain the m-breather
solution:
p2j−1 = p
∗
2j = aj + ibj , aj > 0, bj > 0, (j = 1, 2, ..., m), (4.55a)
ξ2j−1 = θj + iχj , ξ2j = θj − iχj, (j = 1, 2, ..., m), (4.55b)
a2j−1 = αje
iφj = a∗2j , b2j−1 = βje
iψj = b∗2j , (j = 1, 2, ..., m), (4.55c)
where
θj = aj(y+ cjτ) + λj , χj = bj(y− cjτ) +µj, cj = 1
a2j + b
2
j
, (j = 1, 2, ..., m). (4.55d)
The solution describes multiple collisions of m smooth breathers provided that the con-
dition similar to (4.50) is imposed on the parameters aj , bj and δj(= (φj − ψj)/2) (j =
1, 2, ..., m). This interesting issue is not discussed here and is left for a future study.
D. Remarks
1. If we regard the variables u and v as complex-valued functions and impose the
condition v = u∗, then the two-component system (1.8) reduces to a single PDE for the
complex variable w(≡ u)
wxt = w + w
∗(wwx)x, w = w(x, t). (4.56)
This equation is a complex version of the modified SP equation. As will be understood,
it becomes integrable. Actually, the Lax pair, conservation laws and soliton solutions of
Eq. (4.56) can be constructed simply from the corresponding results for Eq. (1.8) by
the reduction v = u∗. In particular, the soliton solution is represented by the parametric
representation
w =
g
f
, x = y − (ln f)τ , (4.57)
where the tau-functions f and g satisfy the system of bilinear equations
DyDτg · f = fg, D2τf · f = 2g∗g. (4.58)
Note in these expressions that f should be a real-valued function. Equation (4.57) exhibits
breather solutions as well as envelope solitons. For example, the smooth envelope soliton
takes the form
w =
a
a2 + b2
eiχ
cosh θ
, x = y − a
a2 + b2
tanh θ, (4.59)
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where θ and χ are given by (4.49d) and the condition 0 < a/b < 1 is imposed to assure the
smoothness of the solution. This solution describes the propagation of circularly polarized
waves. We remaind that the tau-functions for the N -soliton solution of Eqs. (4.58) have
been presented in Ref. 11.
2. The relation between Eq. (4.56) and the complex short pulse equation11,17,18
qxt = q +
1
2
(|q|2qx)x, q = q(x, t), (4.60)
is worth remarking. One can see that Eq. (4.60) is connected to Eq. (4.56) by the
relation (3.18) through the transformations (3.17) with n = 2, and the identification
w = u1 = u
∗
2, q = u¯1 = u¯
∗
2.
3. As a model describing the unidirectional propagation of extremely short pulses in
optical fibers, the following equation has been proposed20−23
Ext = E + (|E|2E)xx, E = E(x, t), (4.61)
where E represents a complex variable defined by E = Ex+ iEy with E = (Ex, Ey) being
the electric field of the light wave. While the only difference between Eq. (4.60) and Eq.
(4.61) is the location of the x derivative on the right-hand side, the structure of solutions
is widely different from each other.
Equation (4.61) admits an envelope soliton of the form
E =
√
6
9a
eiΦ
cosh
(
ay + t
9a
) , (4.62a)
x = y − 2
3a
tanh
(
ay +
t
9a
)
, (4.62b)
with
Φ = 2
√
2
(
ay − t
9a
)
+ 2 tan−1
[√
2 tanh
(
ay +
t
9a
)]
, (4.62c)
where a is an arbitrary nonzero constant. In accordance with the invariance of Eq. (4.61)
under the scale transformation x→ a−1x, t→ at, E → a−1E, this constant may be set to
1. One can check by a direct substitution that (4.62) indeed satisfies Eq. (4.61). When
compared with an envelope soliton solution of Eq. (4.60) presented in Ref. 11 (see Eq.
(4.31)), the solution (4.62) has a complex structure, particularly in the phase variable Φ
which accounts for the occurrence of the strong phase modulation. One interesting issue
to be explored is whether Eq. (4.61) is integrable or not. In this respect, we remark that
it has passed the Painleve´ test, indicating an evidence of the integrability.24 Nevertheless,
the Lax pair, an infinite number of conservation laws and mulisoliton solutions have not
been found for it which are common features to integrable systems.
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V. CONCLUDING REMARKS
In this paper, we have shown that the modified SP equation admits an integrable
multi-component generalization. In particular, the integrability of the two-component
system has been established by constructing its Lax pair. We have also demonstrated
that the two-component modified SP equation is transformed to the two-component SP
equation proposed by the author through a hodograph transformation. At the level of
the bilinear equations, both equations are found to be reduced to the same system of
bilinear equations, the only difference being the coordinate transformation. However, this
results in a new type of solutions. We have addressed in detail the properties of the cusp
solitons and breather solutions for the two-component modified SP equation in which we
have derived a condition for the existence of the smooth one-breather solution. We can
confirm the existence of smooth multibreather solutions as well numerically by using the
analytical solutions. But, its rigorous proof still remains open. Another interesting issue
is to generalize Feng’s two-component system to the n-component system with n ≥ 3.
Although we have restricted our consideration to the mathematical aspects of the proposed
system, the relevance of the system as a model capable of describing the dynamics of ultra-
short pulses in optical fibers is an important issue to be studied in a future work.25
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