In the 1990's, the WZ method has been the method of choice in resolving new conjectures for hypergeometric identities. The object here is to compare the WZ method with Pfaff's method. Such a comparison should (it is hoped) provide some suggestions for the further development of each method.
Submitted: December 2, 1994; Accepted: November 13, 1995 1. Introduction. The first two papers in this series raise the following obvious question: Why should anyone want to resurrect a method last used in 1797 to sum hypergeometric series when it is well-known that the WZ method [13] has swept all before it. This latter state of affairs has been spelled out in delightful albeit idiosyncratic detail by Zeilberger in [16] and [17] . The reader is urged to consult these references for the complete understanding of his philosophy. Perhaps the case can be put succinctly by referring to his Meta-theorem [16] which asserts that the verification of any binomial coefficient identity via the WZ method is routine.
To be fair, it should be noted that Zeilberger softens this position a bit in [17] : "This algorithm [the WZ method] can be performed successfully on all natural identities we are now aware of. It is easy, however, to concoct artificial examples for which the running time and memory are prohibitive. Undoubtedly, in the future natural identities will be encountered whose complete proof will turn out to be not worth the money."
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To my mind, Zeilberger's mathematical discoveries on this topic are powerful and important while his philosophical conclusions are quite wrong-headed.
It is certainly true that the WZ method has been effectively automated by Zeilberger [14] ; however, the computational complexity of the method has not been carefully examined to my knowledge. This state of affairs will become much clearer (or perhaps less clear) in Section 5 where we discuss a theorem (eq. (5.5)), that may well not be worth the money to prove via the WZ method.
While I hope that some of the grandiose claims in [16] and [17] for the WZ method might be modified, the last thing I wish to suggest is that Pfaff's method is a replacement. I shall emphasize my admiration for the WZ method in Section 7.
Section 2-4 will compare proofs of theorems for which both Pfaff and WZ are quite successful.
Pfaff's Theorem.
When we consider Pfaff's original theorem (known today as the Pfaff-Saalschutz summation), we find that there is little to prefer in the proofs supplied by WZ and Pfaff.
The identity in question is
Pfaff's proof [11; p. 51] (cf. [2; §2]) proceeds by mathematical induction with the initial value S 0 (a, b, c) = 1 and the recurrence
The WZ method (utilizing Zeilberger's method of creative telescoping [15] ) establishes a different recurrence
Now (2.4) is a more natural recurrence than (2.3); indeed (2.4) immediately suggests the final line of (2.1), while it comes as a surprise that the final line of (2.1) satisfies (2.3).
On the other hand, (2.3) is merely term-by-term differencing of two sums while the WZ method proves (2.4) by showing that
where
is the auxiliary function called the certificate [13] . Equation (2.4) is then deduced by summing (2.5) from r = 0 to r = m + 1.
Thus I would suggest that neither method is innately superior in proving (2.1). 
The two methods now diverge completely. The WZ method produces a second
and proves it by showing that if
Identity (3.2) then follows by summing (3.4) from r = 0 to r = m + 2 (i.e.
Zeilberger's creative telescoping [15] ).
This, of course provides a perfectly valid proof of (3.1); however we note the inability of the WZ method to establish directly 
2 , a) r (3.6)
Pfaff's method proceeds now as in Section 2. Here we find directly [2; §4]
and
Pfaff's method then concludes by the observation that the right-hand sides of (3 .1) and (3.6) also satisfy (3.7) and (3.8).
Thus Pfaff's method requires two first order recurrences based on two conjectured summation identities (i.e. (3.1) and (3.6)). In some sense, both methods work twice as hard as in Section 2; however, Pfaff's method proves twice as much for twice as much work.
Dougall's Theorem.
Here again the two methods diverge. The WZ method operates without a hitch as has already been shown by Zeilberger and his computer [7] .
The WZ-method produces the certificate function
and it is then immediate that
and consequently by summing (4.3) from r = 0 to m + 1 we find
In contrast, Pfaff again is unable to prove the required result by itself. In this instance, one is forced to prove a much less known companion identity due to A.
Lakin [10] .
where The Pfaff method now proceeds as before. In this case,
,
.
To conclude the simultaneous proof of Dougall's (4.1) and Lakin's (4.5) theorems, one verifies that the right-hand sides satisfy (4.6) and (4.7) also.
In this section then, the WZ method has been fast and elegant. The Pfaff method has required the unearthing of an almost forgotten result [10] . It has produced more but with twice the effort. If Lakin's result had been totally forgotten, considerable computer time would have been required to find it.
It is perhaps instructive to refer to the WZ method applied to Lakin's series.
Note the complexity that a 3 (a, b, c, d, e, f ) introduces. In this instance
and the relevant final recurrence is
It should be pointed out here that Pfaff's method has been able to act with simpler recurrences in Sections 3 and 4 because it relies on shifts of parameters in addition to the shift of the index m.
The 5 F 4 Summation. (Part I).
In the first paper in this series [1] , we used Pfaff's method to prove that
The proof resembled the Pfaff method proofs already examined in this paper.
The only difference was that it was necessary to prove twenty identities simultaneously of which (5.1) was just one. Thus, in addition to (5.1), we also proved, for example,
plus sixteen similar results; here
These twenty results were proved simultaneously by proving twenty first order recurrences quite reminiscent of the Pfaff method recurrences considered here in To summarize, the Pfaff method is cumbersome for this problem. No single step is substantially more difficult than the steps in Pfaff's own work (i.e. Section 2).
However, the proof of twenty theorems simultaneously requires a good deal more than twenty times the effort required in Section 2. First the twenty results like N 2 + (9 + 2n)(7 + 2n)(2n + 3)(1 + 2n)(−1 + 2n)(18n + 47)
where N f(n) = f(n + 1). The related certificate function is (5.14) 5 , At this moment, (5.5) still not yielded to the WZ method or its modifications.
However it is surely only a matter of time before improvements in MAPLE combined with larger machines will produce a recurrence satisfied by (5.5).
Suppose that we actually had in hand the mega-massive general certificate function. We would then have a proof of (5.5) with little insight gained and by means of a recurrence so huge that no hand calculation could check it.
In contrast, Pfaff's method actually succeeds in proving (5.1) Several months after the end of the "contest" described in Section 5, Wilf and Petkovsek [in a paper published in this volume] using the WZ methodology proved in a direct and efficient way the most important special case of (5.1) (namely when z is restricted to a certain class of integers). While this is not the full (5.1), it is nonetheless quite adequate to do the entire evaluation of the Mills-Robbins-Rumsey determinant as presented in Section 7 of [1] .
Given the parallelism that we have thus far described between Pfaff proofs and WZ-proofs, it is natural to ask if, inspired by the success of Wilf and Petkovsek, we can find a correspondingly easier proof of the following special case of (5.1). Let n and v be non-negative integers with v n,
Then for v and n nonnegative integers,
The proof of (6.2) is now quite straightforward. The bottom line follows easily from classical summations, and the top line follows directly from an application of Pfaff's method.
To see the bottom line we note
(by [6; p. 30, eq. (1) with a = 2µ + 2n + 3,
(by [6; p. 16, §3.3, eq.
(1) with a = 1,
Hence the bottom line of (6.2) is proved.
For the top line of (6.2), we proceed using Pfaff's method:
Once (6.4) is established we may set v = n and use the bottom line of (6.2) to conclude
Then by induction on i using (6.4) recursively, we conclude that for 0 i n
i.e. the top line of (6.2) is valid.
This, then, is the result obtained by Wilf and Petkovsek and is sufficient to effect the evaluation of the Mills-Robbins-Rumsey determinant in [1] .
A Paean to the WZ-Method.
Given the contest atmosphere created by Sections 5 and 6, it seems appropriate to devote some time to the countless instances wherein the WZ-method succeeds completely and Pfaff's method falls on its face.
The WZ method has successfully found a recurrence for the 6 F 5 appearing in 
The left-hand side of (7.1) is one parameter freer than the series in This approach would yield shifts of a → a + (−mde + deb + 3mda − 10 − 12a + 5b − 17m + 5d + 5e + 5c
The wide applicability of the WZ method [7] , [13] , [15] , [16] , [17] and its beautiful automation by Zeilberger [14] make it a method that will have a permanent place in the theory of hypergeometric series. Certainly Pfaff's method as currently understood is no match for it in general.
Rejoinder.
I asked Doron Zeilberger to comment on the observations within Section 5, and the following is a very slightly edited version of his response:
"The method of creative telescoping of [15] with q-series however.
"Probably a similar situation is responsible to the difficulty of the WZ-proof of (5.5). Unfortunately so far the right symmetry has not been found."
In addition, Herb Wilf has noted that Marko Petkovsek has developed an algorithm for checking whether a given WZ recurrence might indeed reduce to one of lower order. Thus the combination of this algorithm with the WZ method would produce a first order recurrence for (5.5) once the fourth order recurrence had been determined via WZ. This algorithm would immediately reduce the second order recurrence (3.2) to the desired first order recurrence.
Conclusion.
The successive interchanges on how well the WZ method and Pfaff's method perform have made an interesting contest. Each successive discovery has added insight to our knowledge of this branch of of mathematics. I would hope that one result of this work along with that of Wilf, Petkovsek and Zeilberger is a refutation of the thesis advanced by Zeilberger in [17] . Namely significant amounts of thought have directed computers in discovering mathematics; nowhere in all this did computers do it on their own.
I hope also that positive and constructive conclusions may be drawn from this work. Indeed, I should stress that this is not the first work to examine the limitations of the WZ method. Koorwinder [9] has a lengthy study of the WZ method and includes a discussion of some of its difficulties [9; Ex. Surely, the applications of the WZ method in Section 5 (which completely surprised me) suggest that some analysis of the computational complexity of the WZ method is in order.
Also, Pfaff's method itself deserves further scrutiny. It is rare that an elegant method lies dormant for 200 years and then springs effectively to life.
In closing, I want to thank Doron Zeilberger for numerous helpful discussions and for supplying all the results described in (5.8)-(5.14).
