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Abstract The effect of laser wavelength on heating of the
ablated carbon plume is studied. The plasma absorption co-
efficients are calculated in order to analyze the results and
an experiment is conducted using the first, second, and third
harmonic of a Nd:YAG laser. Plasma temperature and elec-
tron density in the early phase of expansion in vacuum are
studied as a function of distance from the target. The calcu-
lations show that the ratio between absorption coefficients
for 1064, 532, and 355 nm is approximately 9:2:1. The ex-
perimental results do not agree well with the theoretical pre-
dictions. Indeed, the plasma temperatures are highest in the
case of 1064 nm but no clear differences between 532 nm
and 355 nm have been found.
1 Introduction
During laser ablation, the material evaporated from the tar-
get forms a thin layer of very dense gas, consisting of elec-
trons, ions, and neutrals. This plasma plume absorbs en-
ergy from the laser beam and its temperature and pressure
grow. Main heating mechanisms are inverse Bremsstrahlung
and photoionization and both mechanisms depend on laser
wavelength. While electron–ion inverse Bremsstrahlung is
easy to calculate since Coulomb cross section is well known,
the electron–atom inverse Bremsstrahlung and photoioniza-
tion require the knowledge of electron–atom scattering and
photoionization cross sections.
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In this paper, the effect of laser wavelength on heating of
ablated carbon plume is studied. Graphite was chosen be-
cause its ablation is used to obtain a wide variety of carbon-
related materials, such as diamond-like carbon, fullerenes,
and carbon nanotubes. Moreover, the relevant cross sections
for carbon atoms and ions are available which enables the
analysis of the photon absorption. Although temperatures of
plasmas induced during carbon ablation with the use of dif-
ferent lasers were studied in several papers [1–6], the com-
parison of results obtained in [1–6] is inconclusive because
laser intensities, distances from the target and delay times
differed considerably. Therefore, in this paper, all relevant
parameters are kept constant what enables the comparison
and analysis of the results obtained for different laser wave-
lengths.
2 Photon absorption
The laser beam interacting with the plasma heats the elec-
trons by two mechanisms; the inverse Bremsstrahlung (IB)
and photoionization (PI). The heating term is κ · I , where κ
is the absorption coefficient and I is a laser intensity.
The total absorption coefficient can be written as
κtotal =
(









where indices “ei” and “ea” denote electron–ion and electron–
atom collisions. The last bracket contains contribution from
the stimulated emission. Formulas for κ IBei and κ
PI were
taken from [7] and for κ IBea from [8] and are written below
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Fig. 1 ξ -Factors for carbon
(in SI units)































where nz−1 is the density of parent atom or ion (n0 ≡ na),
ne and nz are the electron and ion density, Te is the elec-
tron temperature, z denotes ion charge seen by free electron,
Uz−1 is the partition function, Ej is the ionization energy,
gz,1 is the statistical weight of the ground state of the ion,
G is the Gaunt factor [9], σea is the electron–atom scattering
cross section, and ξ is a correction factor [7], which intro-
duces the edge structure of the real coefficients.
By definition ξ(Te, λ) = κPI(λ)/κPI,H (λ), where
κPI(λ) = ∑Ei≤Eph nz−1,iσz−1,i (λ, T ) (the summation is
over all levels with the ionization energy lower than the pho-
ton energy) and κPI,H (λ) is the absorption coefficient given
by (2) with ξ = 1. The ξ -factors for carbon were calculated
with the use of photoionization cross section from [10] as-
suming the local thermodynamic equilibrium (LTE). The
results are shown in Fig. 1. The spikes seen in the figures
result from the photo-ionization with simultaneous excita-
tion of the arising ion and transitions to auto-ionized states.
The electron–atom absorption coefficient based on the cross
section calculated in [11] is shown in Fig. 2.
In the case of nanosecond laser pulse, the ablation is ther-
mal. The particles released from the target reach Maxwellian
distribution after some collisions in the Knudsen layer [12].
The vapour density ρv , the pressure pv , and the tempera-
ture Tv at the end of the Knudsen layer depend on the Mach
number only [12]. If M = 1, then Tv ∼ 0.67Ts , pv ∼ 0.21ps ,
ρv ∼ 0.31ρs [12], where the subscript s denotes the surface.
The temperature Ts is determined solving heat transfer equa-
tion and the pressure ps is calculated from the Clausius–
Clapeyron equation.
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Fig. 2 Electron–atom absorption coefficient per unit electron and
atom density
Fig. 3 Plasma absorption coefficients for various laser wavelengths as
a function of temperature
The maximum temperature of graphite target in the case
of 1064 nm laser wavelength is about 7800 K for laser flu-
ence F = 15 J cm−2 [13]. At this temperature the saturated
vapour pressure is about 285 MPa, and hence pv = 60 MPa,
Tv = 5200 K. The total absorption coefficients presented in
Fig. 3 were calculated with the use of formulas 1–4 for a
pressure of 60 and 10 MPa. The calculations were made as-
suming that the electron temperature Te and the temperature
of heavy particles Th were the same. The ratio between ab-
sorption coefficients for 1064, 532, and 355 nm is approxi-
mately 9:2:1 for temperatures greater than 15 kK.
3 Experiment
Graphite target irradiation was performed using a Nd:YAG
laser. The laser operated at a wavelength of 1064, 532,
355 nm with a pulse energy of ∼400 mJ and 10 ns pulse
duration. The laser intensity was I = 1.5 GW cm−2 (F =
15 J cm−2). The laser spots on the target were 2.5 mm2 in
each case. The incident angle of the laser beam was 45◦
to the surface normal. A pyrolytic graphite sputtering target
was used. The target was rotated to avoid crater formation.
The ablated plume expanded in a chamber evacuated to a
background pressure of 5 × 10−4 Pa.
The experimental setup was similar to that described
in [6]. The emission spectra of the plasma plume were regis-
tered with the use of a spectrograph/monochromator (Acton,
model SpectraPro2500i) and an ICCD camera. The spec-
trograph was equipped with three gratings 2400, 1800, and
600 grooves/mm. In the case of 2400 g/mm, the reciprocal
dispersion in the visible region was 0.005–0.008 nm/pixel
depending on a wavelength. The width of the entrance slit
was 50 μm. The plasma was imaged on the entrance slit us-
ing 300 mm achromatic lens mounted on a movable table.
The magnification was 1. The camera was gated by a digital
delay generator triggered by the signal from the laser. The
gate width was 10–30 ns depending on the distance from
the target.
The electron densities and temperatures were determined
at various distances from the target (from 0.3 to 4 mm). At
each distance, the delay time was adjusted so as to gather
the radiation at the maximum intensity of the spectral line
from the highest observed excited level, i.e., C IV 580.13 nm
line, next C III 569.59 nm line, and at last (in case of second
and third laser harmonic) C II 426.7 nm line. This proce-
dure was chosen to get possibly maximum plasma tempera-
tures. The delay time depended on the distance from the tar-
get and was changed from 10 to 85 nanoseconds. The lines
used for determination of the electron density and tempera-
ture were checked to be free from self-absorption according
to the method described in [6].
4 Results and discussion
Distinguishable line spectra at early phase of plasma for-
mation could be observed at a distance of ∼0.36–0.72 mm
from the target surface, depending on the laser wavelength.
Closer to target the line spectra merge to continuum due to
high electron density.
In the case of 1064 nm laser wavelength, the electron
densities were determined from the Stark broadening of the
C IV 580.13 nm, C III 569.59 nm, and 464.74 nm lines and
at greater distances from the Stark broadening of the C II
426.70/72, 566.24, and 657.80 nm lines. In the case of 532
and 355 nm, only profiles of the C III and C II lines were
used.
Satisfactory signal to noise ratio was achieved after ac-
cumulation of 50–150 shots, depending on the spectral line
and the distance from the target. The full profile of the mea-
sured spectral lines was a Voigt profile resulting from the
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convolution of a Gaussian (apparatus and Doppler) profile
and Lorenzian (Stark) profile. The Stark broadening param-
eters were taken from [14, 15]. The apparatus half-width
was measured with the use of low pressure spectral lamp.
The Stark broadening is proportional to electron density, the
correction due to ion broadening is less than 10%.
In the case of 1064 laser wavelength, close to the target
the electron temperature was determined from the ratio of
intensities of the C IV 580.13 nm and C III 569.59 nm lines
(multiplied by the electron density). Farther from the rela-
tive intensities of the C III 466.58, 466.36, 467.39, 464.74,
465.02, 465.14, and 569.59 nm lines (Boltzmann plot) and
from the ratio of intensities of the C III 569.59 nm and C II
566.24 nm lines.
It was clear from the observed spectra that the temper-
ature in the case of 532 and 355 nm laser pulse is lower.
Neither C IV lines nor C III 466.58, 466.36, 467.39 nm
lines from highly excited levels were observed. Therefore,
the temperatures were determined from the ratio of inten-
sities of the C III 569.59 nm and C II 566.24 nm lines and,
farther from the target from the relative intensities of the C II
387.64, 392.07, 426.7/2, 566.20, 657.80, 658.28, 678.39,
675.08, 723.13, and 723.64 nm lines. The transition prob-
abilities were taken from [16] and [17].
The results are shown in Figs. 4 and 5. They were ob-
tained from the line profiles integrated over the plasma depth
seen by the central track (1 track = 130 μm) of the detec-
tor. It has been found that the maximum temperatures and
densities derived from the Abel inverted line intensities are
only slightly higher in comparison to their integrated values.
For the sake of clarity, only some representative results are
shown in the figures.
The electron densities as a function of distance from the
target are shown in Fig. 4. In the case of 1064 nm wave-
length, the electron density reaches ∼5 × 1024 m−3 near the
Fig. 4 Electron density as a function of a distance from the tar-
get. Black symbols: 1064 nm, gray symbols: 532 nm, open symbols:
355 nm. Delay times 10, 15, 25, 35, 45, 55, 70, 85 ns, gate widths
10,15,30 . . .30 ns
target and drops to ∼5.5 × 1022 m−3 at a distance of 4 mm.
In the case of 532 and 355 nm the electron density could not
be determined so close to the target because at distances less
than 0.7 mm all lines merged to continuum. Farther from the
target, the electron densities are slightly higher than in the
case of 1064 nm wavelength. No clear differences between
532 nm and 355 nm have been found. The accuracy is within
±40–60% depending on the line which includes accuracy of
the experimental value of Stark broadening and the experi-
mental error. Relative errors between various wavelengths
are much smaller because they do not include accuracy of
the Stark widths.
The electron temperatures are shown in Fig. 5. In the case
of 1064 nm, the electron temperature reaches ∼68 kK near
the target and drops to ∼30 kK at a distance of ∼4 mm from
the target. The corresponding values for 532 and 355 nm
are much lower. The temperatures are ∼44 kK at a distance
0.72 mm from the target and decreases to ∼24 kK at a dis-
tance of ∼4 mm. Again no clear differences between 532 nm
and 355 nm are found. The accuracy is ±15%. Since after
the cessation of the laser pulse the energy equilibration time
between electrons and heavy particles is a few nanoseconds,
we can assume that close to the target Te = Ta .
The observed differences in the electron temperatures do
not fit the theoretical predictions. The ratio between absorp-
tion coefficients for 1064, 532, and 355 nm is approximately
9:2:1. Although it explains why for 1064 nm wavelength
the highest temperatures are observed, it does not explain
the lack of differences in the case of 532 and 355 nm. In
addition, the electron densities are slightly higher in case
of shorter wavelengths. These findings can be explained by
the effect of enhanced ablation rate in case of shorter wave-
lengths. Due to change from solid to liquid phase the reflec-
tivity of graphite is similar for 1064 and 532 nm [18] and
we can expect it is similar for 355 nm. On the other hand,
Fig. 5 Electron temperature as a function of distance from the tar-
get. Black symbols: 1064 nm, gray symbols: 532 nm, open symbols:
355 nm. Delay times and gate widths as in Fig. 4
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the optical penetration depth is smaller for shorter wave-
lengths [19]. This means that nearly the same amount of
laser energy is coupled to the smaller volume resulting in
higher target temperature, and hence in higher initial pres-
sure and temperature of the plume. This effect masks the
effect of laser wavelength on plasma heating.
Quicker decrease of ne and Te observed in the case of
1064 nm can be explained by faster expansion of the hot-
ter plume. The velocities were determined using the time
of flight method [6]; the directed forward mass center ve-
locities were ∼5 × 104 and 6 × 104 m s−1 in the case of
355/532 nm and 1064 nm, while velocities of the expansion
relative to the center were 8 × 103 and 1 × 104 m s−1, re-
spectively.
Unlike the determination of the electron density from the
Stark broadening for which only Maxwellian distribution of
the electrons is desirable, the determination of the electron
temperature requires that the levels considered are in the lo-
cal thermodynamic equilibrium. The method of assessment
of the LTE was similar to that described in [6] and proved
that LTE conditions should prevail in the range of the stud-
ied plasma parameters. This conclusion is supported by the
fact that the temperatures derived from the Boltzmann plots
and Saha equation agree within experimental errors.
5 Summary
The influence of the laser wavelength on heating of ablated
carbon plume was analyzed. It has been found that the tem-
peratures obtained in the experiment cannot be explained
simply by the calculated plasma absorption coefficients. The
plasma temperatures are highest in the case of 1064 nm but
no clear differences between 532 and 355 nm have been
found though the calculated absorption coefficients show the
progressive increase with the laser wavelength. The electron
densities are slightly higher in case of 355 and 532 nm. The
results can be explained by the effect of enhanced ablation
rate in the case of shorter wavelengths.
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