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This paper is a continuation of [S]. The main theme of [S] was the 
study of a numerical function w --f a(w) on a Coxeter group W which in the 
case of Weyl groups is closely related to the Gelfand-Kirillov dimension of 
certain modules over the corresponding enveloping algebra. In [S], this 
function was defined purely in terms of multiplication in the Hecke algebra. 
Several properties of this function were proved in [S] only for Weyl 
groups. We shall prove them here for a larger class of Coxeter groups 
including the afline Weyl groups. 
We show that if W is an affine Weyl group, then W contains only finitely 
many left cells; we also show that each two sided cell of W which is finite, 
carries a “square integrable” representation of the corresponding Hecke 
algebra. 
One of the main themes of this paper is provided by certain dis- 
tinguished involutions of W, one in each left cell. In [ 11, Joseph shows that 
for each left cell of a Weyl group, the function y H Z(y) - 26(y) (I= length, 
6 = degree of the polynomial P,, of [2]) reaches its minimum at a unique 
element of that left cell, the “Duflo involution.” We show that this 
minimum value is a(y) for any y in the left cell; from this, Joseph’s conjec- 
ture V4 in [ 1 ] follows easily. We also prove the analogous result for ahme 
Weyl groups. The proof is an adaptation of the proof of the inequality 
a(w) < Z(w) which was shown to me by T. A. Springer (see 1.2). 
An important role in our proofs is played by a ring J which has a basis 
8, (w E W) over Z and in which the structure constants are certain 20 
integers yX, y,z = ( - l)a(z)~, ,-“.= (x, y, z E W) where c,,~,~ are defined in 
[ 5, 5.11 in terms of multiplication of the elements C, of [2] in the Hecke 
algebra. This may be regarded as an asymptotic version of the Hecke 
algebra H, one of our main results is a comparison theorem (2.8) between 
H and J. 
I want to thank A. Joseph, T. A. Springer, and D. Vogan for some very 
useful discussions. The topics in this paper were the subject of lccturcs 
given at the University of Rome II and the University of Sydney. 
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1. DISTINGUISHED INVOLUTIQNS 
1.1. We recall some notation from [SJ We fix a eoxeter group 
( FV, S) with length function I and we denote by H the corresponding 
algebra over d = Z[q’/*, q-l/‘]; here q1i2 is an indeterminate; we shall also 
write u = -q112, so that zZ=Z[u, U-‘3. Besides the standard 
(TWL W of H we have the basis (FT,),, w, F’, = q-ICw)12T~ and the 
(GJLtW _ of [z]; we have C, = CyGw (_ l)r(w)kl(Y) q(l/2)(&W) 
P,,w(q-‘) T,, where P y,w are certain polynomials. 
As in [S, I.41 we have an d-linear map z: H+ SC2 defined by 
z( Fe) = 1, z(T,)=O for wfe. 
e define for any x, y, z E W some elements,f,,,., gX,Y,z, hx,y,z in L$ so t 
C&y = C hx,y,rG. 
It is clear that 
It follows that 
There is a unique algebra antiautomorphism of N such that TX --t TX’,-,, for 
all x; it maps C, -+ C,-,. Applying it to (a) we deduce 
Let d+ = Z[q”‘] = Z[u]. 
Throughout this paper we shall assume that ( W, S) is crystall~graph~~, see 
[S, 3.11, and it satisfies the following property 
there exists an integer N 2 0 such that uNfx,Y,l E d + for all 
x, y, z E W, or equivalently, uNhx,Y,z E d + jar all 
x, y, z E w. (d) 
This includes Weyl groups and aftine Weyl groups [S, 7.21; it also 
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includes the case where ss’ has infinite order for any s # s’ in S in which 
case one can take N = 1. 
Let a(z) be the smallest integer such that u~(~)~~,~,~E x2+ for all 
x, y, z E W. From (d) we see that: 
O<a(z)dN for all z E W. Cd’) 
For any x, y, z E W, we define yx,Y,z E Z by 
~a(z%.y,z -I-yY,,y,,EUd++. (e) 
Note that yx,Y,z = ( - l)a(z)~x,y,z where c,,~,= is delined as in [S, 5.11. 
From (c) and the definition of yx,Y,z we deduce 
Y x,y,z = Yy-1, x-1, z-1 for all x, y, z E W. VI 
The following result has been proved for finite W in [S, 6.3(f)] and, in 
general by Springer (unpublished). 
PROPOSITION 1.2. a(w)<Z(w)for all WE W. 
Proof (Springer). We apply z to both sides of the last equality in 1.1(a). 
Since z(C,) = (- l)‘(z)q(1/2)‘(z) P,,(q-‘) = u@) P,,;(u-*) it follows that 
the last inclusion being from [4, (5.3.3)]. According to [S, (3.1.1)], hx,y,z 
has 20 coefficients as a polynomial in U, u ~ ‘; the same is true for P,,,(K’) 
by [3]. Hence in the sum (a) there are no cancellations, so that 
h X,Y, = U~(=)PP,Z(U-2)Ed+ for all x, y, z E W, (b) 
and, since P,, # 0, 
h a&Y, 2 u’(=)Ed+. 
The proposition follows. 
1.3. From the previous proof (1.2(b)) we see also that 
h x,y,= u’(‘) ~ 25(z) E & + where 6(z) is the degree of P,, as a polynomial in q. 
It follows that 
u(z) d Z(z) - 26(z) for all z E W. (4 
We now define a subset 9 c W as follows: 
9 = {z E WI u(z) = Z(z) -26(z)}. (b) 
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PROPOSITION 1.4. 
x=y-’ 
(a) Let de ~3. If x, y E W are such that yx,y,d # 0 then 
and Yyml,y,d= 1; we have Pe,d= qacd) + lower powers of q and d2 = 1. 
(b) pf y E W, then there is a unique de $3 such that Yyml,y,d # 0. 
ProoJ: According to [4, (5.3.3)], 
(6) the constant term of r(C,C,)Ed+ is 1 if x=y-’ and is 
xfy-“. 
Let X, y, d be as in (a). The left-hand side of 1.2(b) with z = d-’ has non- 
zero constant term, equal to yx,y,drcd where Pe,d= Pe,d-l = ndqbcd) + lower 
powers of q, (xd E Z), 6(d) = 6(d-‘). As we have seen just after 1.2(a), each 
term in the sum 1.2(a) has constant term 30. e sum of these constant 
terms is the constant term of r(C,C,). Thus w 
From (c) it now follows that x=yc’, ~(C,~IC,)=~=Y~~I,~,~~~~ Since 
ad, ?I,-1 ,-“. d are integers>O, it follows that Y~~I,~,~=x~= 1. 
Now let y be any element of W. By (c), the constant term of the 
expression 1.2(a) for x= y-l is 1. Since in the sum 1.2(a) each term has 
constant term 30, it follows that hy-~,Y,,~‘(“) P, Z(~P2) has constant term 1 
for a unique z (say z = zO) and it has constant term 0 for all z, z fz,. 
Note also that hy~~,y,z u’(~)P~,~(zc~) = ua~z)hy~~,y z . u~~(~)P,,,(u-~) . 
u’(~)~~(~)-~~@) with z@) /z~-I,~,~ E d+, u~~(~)P~,~(u-~\ E &+, l(z) - a(z) - 
26(z) 3 0, see 1.3(a). It follows that for z = z. we must have Y~~I,~,~-I # 0, 
and l(z) -a(z)-26(z) =O, i.e., z,,E~ and that for z#z,, 2~9~ we have 
yy-i,y,z-l = 0. 
From 1.1(c) we see immediately that 
(d) a(z)=a(zT’) for all z E W. 
It follows that ZE 9*zz-’ ~9. Thus (b) is proved. 
It remains to show that any do 9 satisfies d2 = 1. e can find x,y~ 
such that Y~,~,~#O. By (a) we have x=yP1 so that ~,-l,,,~fO. From 1.1(f) 
we have Y~-I,~,~~ I # 0. Using now the uniqueness statement in (b) we see 
that d= d- ‘. The proposition is proved. 
The elements of 9 are called the distinguished involutions of W. 
1.5. We now introduce some further notation. For z E W, Bet: 
7’ . +.d be the d-linear map such that z:(C,) = 
II forw=z 
Z’ 
i 
o for w f z. 
We shall need the preorders < ,L, GLR on W, see [Z] or [5, 
481/109/Z-17 
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associated equivalence relations - r, - LR on W; the equivalence classes 
for - L (resp. for - rR) are called left cells (resp. two-sided cells). We have 
H.C,c c d.C,,C;Hc c &.C,,H.C;Hc 1 s&C,. (b) 
Y YGX 
L 
Y-l; <x-l 
Y 
Y<X 
LR 
In [S, 5.41 it is shown that: 
x’ <LRX a a(~‘) 3 u(x). Hence x’ - rR x * a(x’) = a(x). Cc) 
This is deduced from the following more precise result, see [5, 5.3(a)]. 
(d) Assume that z, Z’E W, SES are such that z’s<z’, zs>z and 
&(C, C,) # 0; let x, y E W be such that yX,y,Z # 0. Then there exists x’ E W 
such that z.L~(~%,~,~,~~-~ has non-zero constant term; in particular, we have 
u(z’) > u(z). 
LEMMA 1.6. Let x,y,z~ W,d~9 be such that yx,Y,,#O, ~~-l,;,~=l, 
u(d) = a(z) = a. Then yx,y,z = yy,;,.+. 
Proof: From yX,Y,Z #0 it follows that hx,y,r-l # 0 hence 2-l dLR x (see 
1.5(b)) hence u(x) 6 a(~-‘) = a (see 1.5(c)). 
Using the associativity of H, we get two expressions for u2”z~(CXCYCZ). 
We have h,,,,,# 0 =-d < LR z’ * a(~‘) <u(d) = a, see 1.5(b) and (c). 
Similarly, h,,,r,d # 0 a d d LR x’s a(~‘) d u(d) = a. 
Hence in (a) the sums can be restricted to z’ such that a(~‘) 6 a and to x’ 
such that a(~‘) <a. Then zP~~,~,~, E LzZ+, zfhZs,z,dE d+; moreover the last 
expression has constant term 1 (resp. 0) if z’ = z-i (resp. z’ #z-l) by 1.4(a) 
and by our assumption. Hence the left-hand side of (a) is in d+ and has 
constant term yX,y,Z # 0. Hence the same holds for the right-hand side of (a) 
(in which the sum is taken over x’ such that a(~‘) 6 a, as we have seen). 
We have uahy,,,,,~&‘++, uahx,xs,d~sZ+; moreover the last expression has 
constant term 0 if x #x’-‘. Hence the right-hand side of (a) has constant 
term equal on the one hand to yx,y,r and on the other hand to Y~,~~I,~ times 
the constant term on zfhy,r,x-l. 
Since hy,= #O, it follows that yX,.-l,,#O hence Y~,~~I,~= 1 (see 1.4(a)) 
and yX,Y,Z = constant term of zfhy,z,x- I # 0. It follows that a(~-‘) 2 a; as we 
have seen earlier, we have a(x) < a hence a(x) = a(~-‘) = a, so that the 
constant term of Unhy,z,x-l is Y~,=,~. It follows that Y%,~,= = Y~,~,~, as required. 
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LEMMA 1.7. Let z E W, d E 9 be such that Y~-I,,,~ # 0. Then a(z) = a(d). 
Prooj We shall assume that the property in the lemma is true 
whenever a(z) > N, and we shall deduce that it is also true when a(z) = No. 
(This will prove the lemma by descending induction on a(z) since GE(Z) is 
bounded above by 1.1 (d’).) Assume therefore that Q(Z) = N,. Fro 
~2-~,,,d#0 it follows that h,~~,,~fO hence d 3 LR z (see 1.5(b)) %nence 
a(z) -6 a(d) (see 1.5(c)). 
Assume first that a(z) < a(d), i.e., that a(d) > N,. Let d’ E $2 be such t 
l(dm~,d,d’ # O (see 1.4(b)). By the induction hypothesis apphed to ~2, d’ instead 
of z, d, we have a(d)=a(d’). From Y~-I,~,~#O, Y~-I,~,,,#~, a(d)=a(d’), Ht 
follows by 1.6 that JI~,~,~-I = Y~-I,~,~, hence that Y~,~,~-I # 0. It follows tha% 
h z,d,z # 0 hence z <L d (see (1.5(b)) hence a(d) < a(z) (see 1.5(c)). This is a 
contradiction with the assumption a(z) <a(d). Hence we must ave 
a(z) = a(d) and the lemma is proved. 
THEOREM 1.8. For any x, y, ZE W we huve yx,Y,Z = Y~,~,~. 
Proof. Assume first that yX,Y,z#O. Let dE63 be such that Y~-I,~,~#O (see 
y 1.7 we have a(z)=a(d). Using 1.6, we see t 
= 0; we must show that yY,z,X 
Y;,z,x #O and we shall reach a contradiction as follows. By the first part of 
the proof we see that Y~,=,~ # 0 + Y=,~,~ = Y~,~, Yz,x,y#OjYx.y,;=Yr,x,vj 
Y*,~,; # 0, contradiction. The theorem is prov 
CORQLLARY 1.9. (a) Let x, y, z E W be such that yx,y,r #O. Then 
X"L.?J -I, y -LZ-l, z yx-1, and, in particular (1.5(c)) we have 
a(x) = a(y) = a(z). 
(b) Ifz’ <=z anda(z’)=a(z) then z’ mLz 
(c) Ifz’ G~Z andz’ -LR~ then z’ N~Z. 
(d) Ij y E W belongs to a standard parabolic subgroup 
a(y) computed with respect to W’ is equal to a(y) computed with respect 
to w. 
ProoJ: In the case where W is finite, the proof is given in [5, 6.3-J. The 
same proof works in the general case, once 1.8 is known. Note that 
[S, 6,3(d)] has now a simpler proof: it follows immediately from 1.4(b) 
and 1.8. 
THEOREM 1.10. Any left cell r of W contains a unique ~~vo~ut~o~ d~a. 
We have Y~~-I,~,~= 1 for a61 x E IY 
ProojI If x E r then by 1.4(b) there exists d‘~9 such thae yxm~,x,dfO~ 
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(Hence Y~~I,~,~= 1 by 1.4(a).) By 1.9(a) we have x -L d-’ hence d-’ ET. 
By 1.4(a) we have d=d-’ hence dET. 
Now let x’ be another element of r and let d’ E&S be such that 
Y~,-I,~,,~ = 1. We must prove that d= d’. By the definition of left cells, we 
can assume that for some s E 5’ we have sx > x, SX’ < x’ and &( C, C,) # 0. 
We apply 1.5(d) with (x, y, z, z’) replaced by (x, d, x-l, x’-‘); this can be 
applied since yX,d,Xm I# 0 by 1.8. We see that there exists v E W such that 
&xl h v,d,X, has non zero constant term. This constant term is yU,d,XSm~ since 
a(x)=a(x’) as x wL x’ (see 1.5(c)). Thus Y~,~,+I #O, hence, by 1.8, we 
have Y~,~I,~,~#O. This implies by 1.4(a) that v = x’ and Y~,~I,~,,~#O. We 
have Y~,-I,~,,~ #0 and by the uniqueness statement in 1.4(b) it follows that 
d=d’. 
2. THE RING J 
2.1. In this section ( W, S) will be assumed to be a Weyl group or 
an affine Weyl group. The following result is of interest only in the afline 
case. 
THEOREM 2.2. (a) W has only finitely many left cells. 
(b) 9 is a finite set. 
Proof. The remarks after (9.10.1) in [S] show that (a) is a consequence 
of 1.9(b) (which was a conjecture in [5]). Clearly (b) follows from (a) and 
1.10. Note that this proof does not give any information on the number of 
left cells; indeed, the proof uses Hilbert’s theorem that ZIX1, X,,..., X,,] is a 
noetherian ring. 
2.3. Let J be the free abelian group with basis (t,),, w. We define 
t,. t, = c Yx,y,z tz-i. 
ZE w 
(4 
This is well defined since yX+ # 0 + hx,y,z-l # 0 3 Z(z) < l(x) + Z(y), see 
1.1(c), so that the sum in (a) has only finitely many non-zero terms. We 
show that (a) defines a ring structure on J. We must only check the 
associativity property: 
CY x,y,zYr-',u,"-l=CYx,w~',"~lYy,u,w, vx, y, 2.4, v E w. (b) 
z w 
From 1.9(a) it follows that both sides of (b) are zero unless 
a(x) = a(y) = a(u) = a(v); hence we may assume that a(x) = a(y) = a(u) = 
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a(v) = a. By the associativity of H expressed in terms of the basis (C,) we 
have 
Ch,,,,,h,,.,,=Ch,,,,.h,,,,. (6) 
7. w 
-if hqy,i. h,,, # 0 then v < LR z 6 LR x, see 1.5(b), hence a 3 a(z) 3 a hence 
a(z) = a. Hence in the first sum in (c) we may assume a(z) = a; similarly in 
the second sum in (c) we may assume a(w) = a. Taking the coefficients of 
ueZa in both sides of (c), we find (b). 
The ring J has a unit element C ds 9 t,. (This sum is well defined by 
2.2(b).) Let us check that t, Cd t,= t, for XE W’. This is equivalent to t 
identity 
which follows from 1.8 and 1.4. The equality (Cd td) t, = t,T is checked in a 
similar way. Thus J is an associative ring with unit element. Its structure 
constants Y.~,?,~ are integers 20, by [S, (3.1.1) J. 
The map t,r + t,-1 (x E W) defines an anti-automorphism of the r-in 
(cf. 1.1(f)). 
2.4. We detine a homomorphism of d-modules 4: M -+ b@ d by 
(see 1.1(a)); the last sum is finite by l.l(b’) and by the finiteness of 9. 
We want to prove that 4 is a homomorphism of algebras. This is 
equivalent to the identity 
Z,Z’E W,d,d’tB WE w 
a(d) = a(z) ds9 
a(8) = a(&) a(d) = a(v) 
The key point in the proof of (b) is the identity 
C hx,,q,dU) h w,xj,v(4 = 1 k,,w,tiU) hxz,x3,w(4 
H w 
a(w)=n a(w) = 0 
(Vx,, x2, x3> 21s W, a(x,)=a(v)=a) (e) 
which is equivalent to [5, 9.21; here U, U’ are independent variables. 
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Multiplying both sides of (c) with (u’)~ and setting U’ = 0, we deduce the 
identity 
Ch y X,.X~.W w,q,u- = 1 k,,,,, yxz,xj,w-1 (d) 
w w 
a(w)=u u(w)=a 
(see 1.1(e)). We can now rewrite the left-hand side of (b), using successively 
(d), 1.9(a), 1.8, and 1.4 as follows: 
= c k,w,.hx,s,w 2 
WE W,a(w)=o 
d’cC3,0(d’)=f2 
(4 
where a = a(u) and C’ denotes sum over all z’ E W, a(~‘) = a and d, d’ E 3, 
a(d) = a(d) = a. It remains to show that the last sum in (e) is equal to the 
right-hand side of (b). But this is an immediate consequence of the 
associativity of the product C, C,, C, in H. Thus (b) is proved. 
Next we show that 4 preserves the unit elements of the two algebras. An 
equivalent statement is that, for any z E W such that u(z) = a we have 
where e is the neutral element of W. This is clear since 
h 
1 if z=d 
e,d,z = 0 if z#d’ 
Thus 4 is a homomorphism of algebras preserving the unit elements. 
2.5. We fix a commutative ring R with 1. Let 2 be the ring of all 
formal power series Cit L lziui where ni E R are such that ni = 0 for all i less 
than some integer. Let d’ be the subring of d consisting of all 
xi lziUi E 2 such that yli = 0 for i< 0. We have natural ring 
homomorphisms ~2 -+ 2, ~2 + -+ 2’. Let 5Z be the set of all functions 
b: W-t d, XH b,, such that b, + 0 as Z(X) + co, i.e., such that for any 
t> 0, there exists m 20 for which b,E uf2+ for all XE W with Z(X) >,m. 
Then S? is naturally an d-module. 
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Assume given a matrix (t,,,) with entries in d+, indexe 
(x, z) E EV x W, such that 
5,,,=~x,,-G,z~ 5:,,-+ (a) 
Lz # 0 * Z(z) < Z(x) + M, where M is a constant (Vx, z E W). (b) 
This matrix defines an .d-linear map CI: 9 + 9 by g(b) = b’, where 
b:=c..w b, t,, . (This is well defined by (b).) 
LEMMA 2.6. The map a: 9 --t 9 in 2.5 is an ~s~rno~p~i~rn. 
ProoJ: Let 01~ : Y + 9’ be defined by LX = I- zlcll ; then CI is defined by a 
matrix with entries in s?+, (by 2.5(a)). We want to define a map 
/?: 9422 by ~=1+ucr,+~~a~+ . . . . 
Note that if b E 9, then Ci, O z&(b), is convergent for any x E W since 
z;(b), Ed’. We must show that Ciao z&j(b), + 0 as l(x) 4 CO. Let t3 I; 
there exists m 3 0 such that I(X) 3 m * 6, E u’d+. 
If M is as in 2.5(b), we have: 
i(x)>m+M a a,(b), E dd+, 
1(x)3m+2M a a;(b), E Ad+, 
The sum xi,, da’(b), is trivially in I’d+ for I(X) >m. ence 
u’cl’ (b), E u’d+ for all l(.~) B m + (1 - P ) M. This shows that ,8 is well 
t is clear that fl is the inverse of CL 
.‘l. Let G+? be the set of formal (possibly infinit 
binations C, c w b,C, where b, are elements of d sue 
I(x) -+ CO. We define a product on 2, 
The last sum is convergent since b,, bly tend to zero as E(x) + cc, I(y) + 30 
and hx,.“,= satisfies 1.1(d). We have 6: + 0 for E(z) -+ CO by l.B(b’). This 
defines an associative d-algebra structure on S; it has unit element G,. 
Let f be the set of formal (possibly infinite) g-linear combinations 
c it u/ b,v t, where 6, are elements of & such that C, --f 0 for I(X) + co. 
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We define a product on $: 
The last sum is convergent since b,, bb tend to zero as Z(x) -+ co, l(y) --f co 
and L,~,=- I are integers. We have bz --f 0 for l(z) -+ co; this follows from the 
fact that Y~,~,~-I # 0 * h,,, #OsZ(z) < Z(x) + Z(y), (see l.l(b’)). This 
defines an associative d-algebra structure on j; it has unit element 
c e dtB d. 
We define 4: 2 --f / exactly as in 2.4(a). 
THEOREM 2.8. The map 4: ~9 -+ f is well defined and is an isomorphism 
of &--algebras preserving the unit elements. 
Proof. Let $I: f + f be defined by $(C, b,t,) = C, b,u~a(x’ t,. It is 
clear that $ is an isomorphism of z?-modules, (see 1.1 (d’)). Let 
L,z = c ua%X,d,z E d +. 
ds9 
u(d) = n(z) 
Then <,,, satisfy 2.5(a) by 1.1(e) and 1.4; they also satisfy 2.5(b) with 
M= maxde 9 Z(d), by 1.1 (b’). Hence there is a well defined d-linear map 
$1 A? -+ 4 such that &C, b,C,) = C,,z b,&, tz which is an isomorphism 
of d-modules by 2.6. Hence the composition q!~ = $0 & A? + f is a well- 
defined d-module isomorphism; it is defined by 2.4(a). The fact that q!~ 
preserves the product structure and the unit elements is proved just as in 
2.4. This completes the proof. 
3. FINITE CELLS 
In this section, (W, S) is as in 2.1; we take R in 2.5 to be @, the complex 
numbers. Then 2 is a field containing d and we have H c 2 in a natural 
way. 
3.1. For each subset X of W, we define 
H,= 1 b,C,~HIb,~~,b,=Oforx~X 
XE w 
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J,= 
i 
1 
XE w 
ForeachtwosidedcellDcW,let~={~EW!x6,,yforsomeyEQ). 
Then Ho, Hnpa (resp. X0, XDPn) are two sided ideals of H (resp. .A?) 
and JQ, Jnpa, J,(resp. yQ, $a _ R, flj) are two sided ideals of J (req. 9 ), 
see 1.9(a). We have 
J= CD Jn, $= 63 &%, Ja=J~pgOJs, &Q=$L~O$L (a) 
12 a 
(direct sum of two sided ideals). The unit element of Jo is CdEnn S t,. 
Let A?O be the inverse image of ,$& under 4: &? s $ (see 2.8). Then 
S? = @ &?” (direct sum of two sided ideals). @I 
n 
Moreover, 4 in 2.8 restricts to isomorphisms XG 3 j&, s’& _ Q 3 #jj _ Q; the 
proof is the same as that of 2.8. Hence Ye, = SQms;, @ Y?” (direct sum of 
two-sided ideals). The following result is of interest only in the affine case. 
THEOREM 3.2. Let Sz be a finite two sided cell of W. Then for any 
y, y’ e 52 we have gX,v,yz -+ 0 as Z(x) 4 co. 
ProojI It is clear that the natural homomorphism 
(H,/H,-,) @ 84 Y&/c%&a 
.d 
is an isomorphism of d-modules and of H-bimodules (since 92 is fin&e). 
Using the decomposition A$ = XQ _ Q @ Zn in 2.9 we obtain a natural 
isomorphism 
(Ha/Ha~&Qh%? (a) 
Let VJytR be the basis of I?” corresponding under (a) to the basis 
iC,),EQ of the left hand side of (a). We have 
for all x E W. 
The &!-linear map r: H 4 d in 1.1 can be extended naturally to an LZ!^- 
linear map z: 3? 4 d so that z(CX b,C,) = CX b,z(C,); the last sum is 
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convergent since z(C,) E SS?+ and 6, + 0 for I(x) -+ co. We shall need the 
following known property of z, 
(cl 
We now show that 
if f= c b,C, E Z is nonzero then T( C,,f) # 0 for some 
XE w X’E w. Cd) 
We can assume that b, E 8+ for all x E W and b, has nonzero constant 
term for some x0 E W. Assume that z( C,,f) = 0 for all x’ E W. In particular, 
z( C,f) = 0, i.e., C, 6, z(C,~C~) = 0. From this equality, we see using 1.4(c) 
that the constant term of b, is 0. This contradiction proves (d). 
Now let f~ 2” be nonzero; then z( C,,f) # 0 for some x’ E W. Let f’ be 
the projection of C,. onto the summand ~$5’” of 2, (see 3.1(b)). Then 
C,,f =f’f, hence z(f’f) # 0 and f’ E Pn. Thus the g-linear map 
2’” -+ Horn,-(Sn, -ae^), f H [linear form f' -+ z( f ‘f )] is injective, hence an 
isomorphism. It follows that there is a unique basis (yl),En of 2’ such 
that ~Cfv~,J = 6.,,, for y, y’ E 52. From (b) we now get 
g x,y,y’ = z( QJJ4 (Y, Y’ E Q). 
We have f,,& = CZ E ,+, aZ CZ where pZ E d tends to zero as l(z) + co (since 
(&y,,, E 2)). Then, using (c), we have 
g”,y,y’ =c p,z(Txcc,) = c j, zP-‘(“) P,-l,,(u-2). 
3 i 
x<z 
Since u’(~)-‘(~)P~~I,;(~~~)EYO~+ and p, + 0 for Z(z) -+ co, it follows that 
g.x,y,.v + 0 for I(x) --f co. The theorem is proved. 
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