Abstract. Recall that the Lorentz ideal C − p is the collection of operators A satisfying the condition A
Introduction
The study of Hankel operators has a long and rich history [1, 2, [4] [5] [6] [7] [10] [11] [12] [13] [14] [17] [18] [19] . We are particularly interested in one kind of Hankel operators: those on the Hardy space of the unit sphere. Let us begin by describing our basic setting.
Let S be the unit sphere {z : |z| = 1} in C n . In this paper, the complex dimension n is always assumed to be greater than or equal to 2. Let dσ be the standard spherical measure on S. That is, dσ is the positive, regular Borel measure on S with σ(S) = 1 that is invariant under the orthogonal group O(2n), i.e., the group of isometries on C n ∼ = R 2n which fix 0.
Recall that the Hardy space H 2 (S) is the norm closure in L 2 (S, dσ) of the collection of polynomials in the complex variables z 1 , . . . , z n . As usual, we let P denote the orthogonal projection from L 2 (S, dσ) onto H 2 (S). The main object of study in this paper, the Hankel operator H f : H 2 (S) → L 2 (S, dσ) H 2 (S), is defined by the formula
To motivate what we will do in this paper, let us briefly review what has been done so far.
We consider symbol functions f ∈ L 2 (S, dσ). Recall that the problems of boundedness and compactness of H f were settled in [17] . Later, in [5] we characterized the membership of H f in the Schatten class C p , 2n < p < ∞. Moreover, it was shown in [5] that the membership H f ∈ C 2n implies H f = 0. More recently, in [6] we characterized the membership of H f in the ideal C + p , 2n < p < ∞. In this paper, we turn our attention to the membership of H f in the Lorentz ideal C − p . Before going any further, it is necessary to recall the definition of these operator ideals.
Given an operator A, we write s 1 (A), . . . , s j (A), . . . for its s-numbers [9,Section II.2]. For each 1 < p < ∞, the formula As we mentioned, the C + p 's were the ideals of interest in [6] . In this paper, these ideals will play an important supporting role.
Compared with the more familiar Schatten class C p = {A ∈ B(H) : A p < ∞}, where A p = {tr((A * A) p/2 )} 1/2 , for all 1 < p < p < ∞ we have the relation
with all the inclusions being proper. This explains the + and − in the notation: C − p is slightly smaller than C p , whereas C + p is slightly larger than C p . Since the membership problem H f ∈ C + p , 2n < p < ∞, was settled in [6] , the obvious next step is to determine the membership H f ∈ C − p , 2n < p < ∞. But this next step, however natural it is, turns out to be quite a challenge. We have a sizable collection of techniques from previous investigations [5, 6, 18] , but these techniques alone are not sufficient for the membership problem H f ∈ C − p . The reason for that is that the norm · − p is much harder to work with than · + p . But, with considerable effort, we have finally developed the necessary additional techniques. Combining these additional techniques with techniques from previous investigations, we are able to characterize the membership H f ∈ C − p , 2n < p < ∞. It is well known that, if p, q ∈ (1, ∞) are such that p −1 + q −1 = 1, then C + q is the dual of C − p [9, Section III.15] . This duality was quite useful, sometimes even crucial, in the investigations of many problems in the past. It is, therefore, something of a surprise that this duality plays no role whatsoever in this paper. Instead, we must exploit a different kind of relation between the families {C − p : 2 < p < ∞} and {C + p : 2 < p < ∞}. To state our result, it is necessary to recall the notion of symmetric gauge functions. Letĉ be the linear space of sequences {a j } j∈N , where a j ∈ R and for every sequence the set {j ∈ N : a j = 0} is finite. for operators. On any separable Hilbert space H, the set of operators C Φ = {A ∈ B(H) : A Φ < ∞} is a norm ideal [9,page 68] . If X is an unbounded operator, then its s-numbers are not defined. But it will be convenient to adopt the convention that X Φ = ∞ whenver X is an unbounded operator.
In particular, associated with the ideal C . Theorem 1.6 in [5] implies that if Φ is a symmetric gauge function and
. As in [6, 18] , we need to extend the domains of definition of symmetric gauge functions beyond the spaceĉ. Let Φ be any symmetric gauge function. Suppose that {b j } j∈N is an arbitrary sequence of real numbers, i.e., suppose that the set {j ∈ N : b j = 0} is not necessarily finite. Then we define
Thus for every bounded operator A we can simply write
We also need to deal with sequences indexed by sets other than N. If W is a countable, infinite set, then we define
where π : N → W is any bijection. From the definition of symmetric gauge functions we see that the value of Φ({b α } α∈W ) is independent of the choice of the bijection π. For a finite index set F = {x 1 , . . . , x }, we define
Let us write B for the open unit ball {z : |z| < 1} in C n . Let β be the Bergman metric on B. That is,
where ϕ z is the Möbius transform of B [15,Section 2.2]. For each z ∈ B and each a > 0, we define the corresponding β-ball D(z, a) = {w ∈ B : β(z, w) < a}.
(ii) Let 0 < a < b < ∞. A subset Γ of B is said to be an a, b-lattice if it is a-separated and has the property ∪ z∈Γ D(z, b) = B.
Recall that the normalized reproducing kernel for the Hardy space H 2 (S) is given by the formula
For f ∈ L 2 (S, dσ) and z ∈ B, we define
We think of Var(f ; z) as the "variance" of f with respect to the probability measure |k z | 2 dσ on S. We know from previous investigations that the scalar quantity Var(f ; z) plays an extremely important role in the study of Hankel operators.
One can formulate a rather broad conjecture about the membership of Hankel operators H f in a norm ideal C Φ . Suppose that Φ is a symmetric gauge function satisfying the condition C Φ ⊃ C + 2n , which is necessary for C Φ to contain any H f = 0 [5,Theorem 1.6]. Then the general conjecture is that a Hankel operator H f belongs to C Φ if and only if
for some a, b-lattice Γ in B with b ≥ 2a. But the challenge is to prove this conjectured result for specific symmetric gauge functions, where success depends in no small measure on the "user-friendliness" of the Φ in question. In [6] , the solution of this problem for the symmetric gauge functions Φ + p , 2n < p < ∞, represented the limit of what could be done with the techniques available then. Now, newly developed techniques allow us to finally solve this problem for the symmetric gauge functions Φ − p , 2n < p < ∞: Theorem 1.2. Let 2n < p < ∞ be given. Let 0 < a < b < ∞ be positive numbers such that b ≥ 2a. Then there exist constants 0 < c ≤ C < ∞ which depend only on the given p, a, b and the complex dimension n such that the inequality
holds for every f ∈ L 2 (S, dσ) and every a, b-lattice Γ in B.
Next let us explain some of the difficulties involved in the proof of Theorem 1.2. Recall that in [6] , an extremely important role was played by the inequality
where 1 < r < ∞, 1 < ρ < ∞ and p = ρr. For the lack of a better term, one might call (1.2) the power-transformation property of the family of symmetric gauge functions Φ + p , 1 < p < ∞. This power-transformation property is needed because, e.g., at certain point in our estimates, what we can prove are inequalities of the form
but what we need to prove are inequalities of the form
The power-transformation property is precisely what allows us to deduce (1.4) from (1.3). But for this paper, the first stumbling block is that there is no analogue of this powertransformation property for the family of symmetric gauge functions Φ − p , 1 < p < ∞. Thus our only hope is to somehow "make (1.2) work for the Φ − p -problem", so to speak. Thanks to a rather complicated relation between Φ − p and Φ + r , Φ + r , 1 < r < p < r < ∞, this idea actually works.
Another major difficulty is the proof of a "reverse Hölder's inequality" of the form
Here t ≥ 1 and J t "has the exponent t inside the integral", making (1.5) a reverse Hölder's inequality. In [6] , the proof of this inequality in the case of Φ + p again depended on the power-transformation property. But for the proof of this inequality in the case of Φ − p , even the above-mentioned relation between Φ − p and Φ + r , Φ + r does not help. Instead, we must take an entirely new approach. We exploit a property of Φ − p called (DQK). Condition (DQK) was introduced in [16] for a completely different purpose, but it turns out to be exactly what is needed to prove (1.5). We are able to show that (1.5) actually holds for every symmetric gauge function that satisfies condition (DQK).
To conclude the Introduction, let us briefly describe the organization of the paper. We begin by establishing the all too important relation between Φ − p and Φ + r , Φ + r in Section 2. Using the results from Section 2 and the partial sampling technique from [6] , in Section 3 we prove (1.4) in the case Φ = Φ − p , 2 < p < ∞, which is one of the two main steps in the proof of the lower bound in Theorem 1.2. Section 4 is the other main step in the proof of the lower bound, which involves the local inequality from [6] . The proof of the lower bound is then completed in Section 5. Section 6 is devoted to the reverse Hölder's inequality mentioned above. Finally, using the inequalities from Sections 2 and 6, in Section 7 we prove the upper bound in Theorem 1.2 through a two-stage interpolation. Let us introduce the following notation. For every sequence of non-negative numbers a = {a 1 , . . . , a j , . . . } and every s > 0, we denote N (a; s) = card{j ∈ N : a j > s}.
Lemma 2.1. Let 1 < p < ∞. Then for every a = {a 1 , . . . , a j , . . . } of non-negative numbers we have
for every k ∈ N. For the given p, define the measure µ 
By the monotone convergence theorem and (1.1), it suffices to consider the case where the sequence a = {a 1 , . . . , a j , . . . } has only a finite number of nonzero terms. For such a sequence, rearranging the terms if necessary, we may assume that it is non-increasing, i.e.,
For such an a = {a 1 , . . . , a j , . . . } we have
where the second = follows from Fubini's theorem. Suppose that a 1 > 0, for otherwise (2.1) holds trivially. Since the sequence a = {a 1 , . . . , a j , . . . } is non-increasing, for each 0 < s < a 1 we have a j > s if 1 ≤ j ≤ N (a; s) and a j ≤ s if j > N (a; s). Thus for every 0 < s < a 1 we have
Combining this with (2.2), we obtain
On the other hand, it is obvious that if s ≥ a 1 , then
Obviously, (2.1) follows from the combination of (2.3), (2.4) and (2.5).
Proposition 2.2. For every sequence of non-negative numbers a = {a 1 , . . . , a j , . . . } and every s > 0, define the sequence a
Then given any 1 < p < r < ∞, there exists a constant 0 < C 2.2 < ∞ such that
for every sequence of non-negative numbers a = {a 1 , . . . , a j , . . . }.
Proof. Let 1 < p < r < ∞ be given. By the monotone convergence theorem and (1.1), it suffices to consider the case where a = {a 1 , . . . , a j , . . . } has only a finite number of nonzero terms. For each i ∈ Z, define (2.7)
Suppose that 2 −i < s ≤ 2 −i+1 for some i ∈ Z. For such an s, by the definition of Φ + r , there is a subset E(s) of N with card(E(s)) = k(s) ∈ N such that
If j, i and m are such that a
Hence for each m ≥ 0 we have
Combining this with the above, we conclude that if 2
Consequently, we have
Since r/p > 1, we have r/p = (1 + )/(1 − ) for some 0 < < 1. That is, (r/p)(1 − ) = 1 + . Factoring 2 −m in the form 2 −m = 2 − m · 2 −(1− )m , a simple application of Hölder's inequality to (2.8) gives us (2.10) where the last ≤ is an application of Lemma 2.1. Obviously, the proposition follows from the combination of (2.9) and (2.10). Proposition 2.3. For every sequence of non-negative numbers a = {a 1 , . . . , a j , . . . } and every s > 0, define the sequence a
Then given any 1 < r < p < ∞, there exists a constant 0 < C 2.3 < ∞ such that
Proof. Let 1 < r < p < ∞ be given. Again, by the monotone convergence theorem and (1.1), it suffices to consider the case where a = {a 1 , . . . , a j , . . . } has only a finite number of nonzero terms. For each i ∈ Z, let ν(i) be given by (2.7). Suppose that
We have card(F s,m ) ≤ min{ν(i − m), k (s)} for every m ≥ 0. Therefore
Since 0 < r /p < 1, it follows that
Recalling (2.10), the proof is now complete.
Although Theorem 1.2 is about membership in the ideal C − p , the fact that we need Propositions 2.2 and 2.3 clearly indicates that symmetric gauge functions Φ + p , 1 < p < ∞, will be an important part of our analysis. We end this section with some facts about these symmetric gauge functions, which will be needed later on.
Lemma 2.4. [6,Lemma 5.6] Suppose that 1 < p < ∞. Let α = {α 1 , . . . , α k , . . . } be a non-increasing sequence of non-negative numbers. Define
Lemma 2.5. [6,Lemma 5.7] Let 1 < r < ∞, 1 < ρ < ∞ and p = ρr. Then for every sequence α = {α 1 , . . . , α k , . . . } of non-negative numbers we have
If Φ p denotes the symmetric gauge function for the Schatten class C p , 1 < p < ∞, then, of course, for every sequence of non-negative numbers a = {a 1 , . . . , a k , . . . } we have the following well-known inequality of weak-type:
But for the purpose of this paper, (2.11) is not good enough; we need an improved version of it. More specifically, we need to replace the Φ p (a) above by Φ + p (a): Lemma 2.6. Suppose that 1 < p < ∞. Then for every sequence of non-negative numbers a = {a 1 , . . . , a k , . . . } and every s > 0 we have
and therefore (2.12) holds in this case. Obviously, (2.12) also holds in the case M = ∅. Suppose that card(M ) = m ∈ N. Then there is a bijection π : {1, . . . , m} → M such that
Since a π(m) > s, by Lemma 2.4 we have
Solving for m (= N (a; s)), we find that m ≤ {p
Although (2.12) is only a slight improvement of (2.11), we will see in Sections 3 and 7 that this improvement makes quite a difference. In fact, (2.12) is the reason why Propositions 2.2 and 2.3 are useful for our purpose.
Decomposition and modified kernel
It is well known that the formula
defines a metric on S [15,page 66]. Throughout the paper, we denote
for ζ ∈ S and r > 0. There is a constant 2 −n < A 0 < ∞ such that
for all ζ ∈ S and 0 < r ≤ √ 2 [15,Proposition 5.1.4]. Note that the upper bound actually holds when r > √ 2.
Next we need to recall the spherical decomposition in [6] . For each integer k ≥ 0, let {u k,1 , . . . , u k,m(k) } be a subset of S which is maximal with respect to the property
The maximality of {u k,1 , . . . , u k,m(k) } implies that
For each pair of k ≥ 0 and 1
As in [6] , we define the index set
Recall from [5, 6] that for each pair of 0 < t < ∞ and z ∈ B, we define
In terms of the normalized reproducing kernel k z and the Schur multiplier
we have the relation ψ z,t = (1 + |z|) t m t z k z . We think of ψ z,t as a modified kernel function, i.e., a modified version of k z . 
The next proposition shows the benefit of modifying k z : Proposition 3.2. For each t > 0, there is a constant C 3.2 (t) such that the inequality
holds for every partial sampling set F , every symmetric gauge function Φ, and every nonnegative self-adjoint operator B on the Hardy space H 2 (S).
Proof. Let Φ be any symmetric gauge function. Then it has the following property: For non-negative numbers a 1 ≥ · · · ≥ a ν ≥ 0 and
See Lemma III.3.1 in [9] . Let t > 0 be given. By [6, Proposition 3.3] , there is a constant
for every partial sampling set F .
Let B be a non-negative self-adjoint operator, and suppose that F is a partial sampling set with card(F ) = m. Then we can enumerate the elements in F as z 1 , . . . , z m in such a way that
Then each F k is also a partial sampling set, and we have R
In terms of s-numbers, this implies that
for every j ≥ 1 (see page 61 in [9] ). Write · 1 for the norm of the trace class. Since rank(R
Since this holds for every 1 ≤ k ≤ m, by the property of Φ that we mentioned in the previous paragraph, we have
proving the proposition. Proposition 3.3. Given any pair of t > 0 and 2 < p < ∞, there exists a constant C 3.3 (t, p) such that the inequality
and every partial sampling set F .
Proof. Let t > 0 and 2 < p < ∞ be given. Set ρ = p/2. Then ρ > 1 and p = 2ρ. Let
be any bounded operator and let F be any partial sampling set. Applying Lemma 2.5 with r = 2, we have
On the other hand, Proposition 3.2 gives us
Again applying Lemma 2.5 with r = 2, we have
Thus if we set C 3.3 (t, p) = C{C 3.2 (t)} 1/2 {p/(p − 1)}, then the proposition follows from the combination of (3.7), (3.8) and (3.9).
Proposition 3.4. Given any pair of t > 0 and 2 < p < ∞, there exists a constant C 3.4 (t, p) such that the inequality
holds for every bounded operator A :
Proof. Let t > 0 and 2 < p < ∞ be given. We pick an r such that 2 < r < p. To prove (3.10), we only need to consider compact A :
, for otherwise the inequality holds for the trivial reason that its right-hand side is infinity. But for a compact A, we have the representation
where {x j : j ∈ N} and {y j : j ∈ N} are orthonormal sets in L 2 (S, dσ) and H 2 (S) respectively, and a j ≥ 0 for every j ∈ N. For every s > 0, define the operators
It follows from Proposition 2.3 that
On the other hand, it is obvious that B s ≤ s. Since ψ z,t ≤ 2 t , we have
for all z ∈ B and s > 0.
Let a partial sampling set F be given. With somewhat abuse of notation, let us write
where the last step is the substitution λ = (1 + 2 t )s. Define
for all s > 0 and z ∈ F . Therefore (3.12) implies that for every s > 0,
Applying Lemma 2.6 and Proposition 3.3, we have
Thus if we set C = {r C 3.3 (t, r )/(r − 1)} r /p , then
for every s > 0. Substituting this in (3.13) and recalling (3.11), we obtain
This completes the proof of the proposition.
Definition 3.5. A partial sampling map is a map ϕ from a set X into B which has the property that card{x ∈ X : ϕ(x) ∈ T k,j } ≤ 1 for every (k, j) ∈ I.
Lemma 3.6. There exists a natural number M 3.6 determined by the complex dimension n such that the following is true: Let L be a subset of I and suppose that z : L → B is a map satisfying the condition z(k, j) ∈ T k,j for every (k, j) ∈ L. Then there is a partition
such that for every 1 ≤ ν ≤ M 3.6 , the map z : E ν → B is a partial sampling map.
Proof. By (3.5), we have
3) and (3.5), there is an M ∈ N determined by the complex dimension n such that the inequality
holds for every (k, j) ∈ I. Let us show that M 3.6 = M 2 suffices for our purpose.
Let L ⊂ I, and suppose that z : L → B is a map such that z(k, j) ∈ T k,j for every (k, j) ∈ L. Then by (3.14), for every (k, j) ∈ I we have (3.15)
We pick a subset E 1 of L that is maximal with respect to the condition that the restricted map z : E 1 → B be a partial sampling map. Suppose that m ≥ 1 and that we have defined pairwise disjoint subsets E 1 , . . . , E m of L. We then define E m+1 to be a subset of L\(E 1 ∪ · · · ∪ E m ) that is maximal with respect to the condition that the restricted map z : E m+1 → B be a partial sampling map. Then the proof will be complete once we show that E M 3.6 +1 = ∅. Assume the contrary, i.e., assume that there were some (k * , j * ) ∈ E M 3.6 +1 . We will show that this leads to a contradiction.
First of all, we have
By the maximality of the sets E 1 , . . . , E M 3.6 , for each 1 ≤ ν ≤ M 3.6 , the map z fails to satisfy Definition 3.5 on the set E ν ∪ {(k * , j * )}. Since z is partial sampling on E ν , this means that for each 1 ≤ ν ≤ M 3.6 there is a (k ν , ν ) ∈ E ν such that
Since the set {(k * , j * ), (k * , 1 ), . . . , (k * , M 3.6 )} contains M 3.6 + 1 = M 2 + 1 elements, this contradicts (3.15) . This completes the proof of the lemma.
In addition to the index set I, let us also define I m = {(k, j) ∈ I : k ≤ m} for each m ∈ Z + . The following is the main goal of this section:
Proposition 3.7. Let 2 < p < ∞ and 0 < t < ∞. Suppose that w k,j ∈ T k,j for every (k, j) ∈ I. Then the inequality
holds for every bounded operator A : H 2 (S) → L 2 (S, dσ) and every m ≥ 1, where C 3.4 (t, p) and M 3.6 are the constants provided by Proposition 3.4 and Lemma 3.6 respectively.
Proof. First of all, a symmetric gauge function Φ has the following obvious property: If X is any countable set and if X = X 1 ∪ · · · ∪ X N , then for every map ϕ : X → [0, ∞) we have
Let m ≥ 1 be given and consider the map (k, j) → w k,j from I m into B. Since w k,j ∈ T k,j for every (k, j), by Lemma 3.6 there is a partition
such that for every 1 ≤ i ≤ M 3.6 , the map (k, j) → w k,j is partial sampling on E i . By Definition 3.5, this means that the map (k, j) → w k,j is injective on E i and {w k,j : (k, j) ∈ E i } is a partial sampling set as defined in Definition 3.1. Hence Proposition 3.4 gives us
for every bounded operator A :
. By (3.18), we also have
Obviously, the proposition follows from the above two inequalities.
Radial contractions and local inquality
As in [6] , for each ∈ N we define the radial contraction
One can better understand these ρ in terms of the following relations: we have
Recall that the Schur multiplier m z is given by (3.6). A key ingredient in the proof of the lower bound in Theorem 1.2 is the following local inequality for Hankel operators:
Theorem 4.1. [6,Theorem 1.1] Given any 0 < δ ≤ 1/2, there exists a constant 0 < C(δ) < ∞ which depends only on δ and the complex dimension n such that the inequality
holds for all f ∈ L 2 (S, dσ) and z ∈ B.
Next we again turn to the symmetric gauge function Φ − p . Lemma 4.2. [6,Lemma 6.1] Let 1 < p < ∞. Let X, Y be countable sets and let N ∈ N. Suppose that T : X → Y is a map that is at most N -to-1. That is, card{x ∈ X : T (x) = y} ≤ N for every y ∈ Y . Then for every set of real numbers {a y } y∈Y we have
We will now bring the radial contractions ρ defined by (4.1) into our estimates. Recall that the index set I was defined in Section 3 and that for each m ∈ Z + , we write
Lemma 4.3. There exists a constant C 4.3 which depends only on the complex dimension n such that the following holds true: Let h : B → [0, ∞) be a map such that sup w∈T k,j h(w) < ∞ for every (k, j) ∈ I. For each (k, j) ∈ I, let w k,j ∈ T k,j be such that
Suppose that z k,j ∈ T k,j for every (k, j) ∈ I. Then the inequality
holds for all m, ∈ N and 1 < p < ∞.
Proof. First of all, by (3.3) and (3.2), there exists a natural number C 1 such that for all integers 0 ≤ k ≤ k and 1 ≤ i ≤ m(k ), we have
Let h, w k,j and z k,j , (k, j) ∈ I, be as in the statement of the lemma. Let ∈ N. By (4.2) and (3.5), we have
Consider any 1 < p < ∞ and m ∈ N. First let us consider the case where m > . Then I m = I ∪ I m, , where
By (4.5), for each (k, j) ∈ I m, , there is an η(k, j) ∈ {1, . . . , m(k − )} such that ρ (z k,j ) ∈ T k− ,η(k,j) . We now define a map ϕ : I m, → I m by the formula
This map ensures that ρ (z k,j ) ∈ T ϕ(k,j) , (k, j) ∈ I m, . By (4.3), we have
Consequently,
, by (3.5), the above identity implies
Combining this with (4.4), we see that for each i ∈ {1, . . . , m(k − )},
In other words, the map ϕ : I m, → I m is at most C 1 2 2n -to-1. By Lemma 4.2, this means
Since C
1/p 1
≤ C 1 , if we combine the above with (4.6), we obtain
Next we consider the set I .
Note that by (3.3) and (3.2), there is a natural number C 2 such that
for every k ≥ 0.
By (4.1), we have
Therefore there is a map ψ : I → I 0 such that
Combining this relation with (4.3), we have
By (4.8), card(I ) ≤ C 2 k=0 2 2nk ≤ 2C 2 2 2n . Therefore the map ψ : I → I 0 is at most 2C 2 2 2n -to-1. Applying Lemma 4.2 again, we obtain
Combining this with (4.7), we see that in the case m > we have
On the other hand, if m ≤ , then (4.9) gives us
This completes the proof of the lemma.
Proposition 4.4. Given any 2n < p < ∞, there exists a constant C 4.4 (p) which depends only on p and the complex dimension n such that the following estimate holds: Let f ∈ L 2 (S, dσ). For each (k, j) ∈ I, let w k,j ∈ T k,j be such that
Let z k,j ∈ T k,j , (k, j) ∈ I. Then for every m ∈ N we have
Proof. Since p > 2n, there is a 0 < δ ≤ 1/2 such that if we set
, and let w k,j and z k,j be as in the statement of the proposition. By Theorem 4.1, we have
for every (k, j) ∈ I. Since Φ − p is a norm onĉ, it follows that
for every m ∈ N. Next, we define
Then (4.10) tells us that this map h : B → [0, ∞) and the points w k,j , (k, j) ∈ I, satisfy condition (4.3). This allows us to apply Lemma 4.3 to obtain
Combining this with (4.12), we see that the proposition holds for the constant
Lower bound
Propositions 3.7 and 4.4 represent the two main steps in the proof of the lower bound in Theorem 1.2. The remaining step in the proof of the lower bound is to bridge the gap between the right-hand side of (4.11) and the left-hand side of (3.17), which only involves existing ideas. Nonetheless, we repeat all the necessary details here for completeness.
for all f ∈ L 2 (S, dσ), z ∈ B and 0 < t ≤ 1.
Proposition 5.2. Given any 2n < p < ∞, there is a constant C 5.2 (p) such that the following holds true: Let f ∈ L 2 (S, dσ). For each (k, j), let z k,j ∈ T k,j satisfy the condition
Proof. Let f ∈ L 2 (S, dσ) be given. For each (k, j) ∈ I, we pick a w k,j ∈ T k,j such that
Then by Proposition 4.4 we have
for every m ∈ N. Applying Lemma 5.1 to each M m w k,j H f k w k,j , for 0 < t ≤ 1 we have
Since w k,j ∈ T k,j , it follows from (5.1) that Var(f − P f ; w k,j ) ≤ 2Var(f − P f ; z k,j ). Hence
Now, for the given 2n < p < ∞, we pick 0 < t ≤ 1 such that 2C 4.4 (p)C 5.1 t ≤ 1/2. This fixes the value of t in terms of p, and from the above inequality we obtain
Since I m is a finite set, the quantity Φ
is finite. Therefore after the obvious cancellation the above inequality becomes
Assuming H f − p < ∞, an application of Proposition 3.7 to the right-hand side gives us
Since this holds for every m ∈ N, by (1.1) we have
Thus the proposition holds for the constant
Lemma 5.3. [18,Lemma 2.4] Given any 0 < a < ∞, there exists a natural number K which depends only on a and the complex dimension n such that the following holds true: Suppose that Γ is an a-separated subset of B. Then there exist pairwise disjoint subsets
. . , K} and (k, j) ∈ I.
With the above preparation, we now have
Proof of the lower bound in Theorem 1.2. Let 2n < p < ∞ and a > 0 be given. We need to find a 0 < C 1 < ∞ that depends only on p, a and n such that the inequality
holds for every f ∈ L 2 (S, dσ) and every a-separated set Γ in B.
Let an a-separated set Γ in B be given. Then Lemma 5.3 provides the partition
where K depends only on a and n, such that
Let f ∈ L 2 (S, dσ). For each (k, j) ∈ I pick z k,j ∈ T k,j such that (5.1) holds. Combining (5.1) with (5.4), we see that
for every i ∈ {1, . . . , K}. Proposition 5.2 tells us that 
By the above two inequalities, (5.2) holds for the constant C 1 = 2KC 5.2 (p).
Small factor and cancellation
We now turn to the upper bound in Theorem 1.2. One of the main ingredients in the proof of the upper bound is a reverse Hölder's inequality, an inequality that is analogous to Proposition 6.4 in [6] . But whereas [6,Proposition 6.4] works for the symmetric gauge function Φ + p , here the inequality must cover Φ − p , which makes its proof a much more difficult task. The reader will see that the key to the proof of the reverse Hölder's inequality is a certain cancellation, and what enables this cancellation to take place is a certain "small factor". Here we must take an approach that is fundamentally different from the corresponding part in [6] to obtain the requisite "small factor".
For any a = {a j } j∈N and N ∈ N, define the sequence a
[N ] = {a N j } j∈N by the formula
In other words, a [N ] is obtained from a by repeating each term N times. Alternately, we can think of a
[N ] as a ⊕ · · · ⊕ a, the "direct sum" of N copies of a.
Definition 6.1. [16,Definition 2.2] A symmetric gauge function Φ is said to satisfy condition (DQK) if there exist constants 0 < θ < 1 and 0 < α < ∞ such that
for every a ∈ĉ and every N ∈ N.
The relevance of Definition 6.1 to what we do in this paper is the following:
for all a ∈ĉ and N ∈ N. Proof. Let 1 < p < ∞. It suffices to consider a = {a j } j∈N where the terms are nonnegative and in descending order, i.e.,
Then by (6.1) and the definition of Φ − p , for every N ∈ N we have
as promised.
The proof of the reverse Hölder's inequality for Φ − p will be based on condition (DQK). But for the proof itself it will be more convenient to work with (DQK), rather than with the specific Φ − p . Recall that for each k ≥ 0, in Section 3 we introduced {u k,1 , . . . , u k,m(k) }, which is a subset of S that is maximal with respect to (3.3). For each (k, j) ∈ I, we now define
Definition 6.3. For each i ∈ Z + and each (k, j) ∈ I, we set
(a) For each 1 ≤ t < ∞ and each (k, j) ∈ I, define
gdσ, ζ ∈ S.
(c) For 1 ≤ t < ∞, i ∈ Z + and (k, j) ∈ I, define
Lemma 6.5. There is a constant C 6.5 such that
Proof. By (3.2) and (6.2), there is a constant C 1 such that
Then by Definition 6.3 and (3.4) we have
for every ζ ∈ A k+i,j . Hence
Substituting this in (6.3), we see that if we set C 6.5 = 1 + C 1 , then the lemma holds.
Lemma 6.6. [18,Lemma 2.2] Suppose that X and Y are countable sets and that N is a natural number. Suppose that T : X → Y is a map that is at most N -to-1. That is, for every y ∈ Y , card{x ∈ X : T (x) = y} ≤ N . Then for every set of real numbers {b y } y∈Y and every symmetric gauge function Φ, we have
The next lemma is the most crucial step in the proof of our reverse Hölder's inequality: extraction of the requisite "small factor". Lemma 6.7. Let Φ be a symmetric gauge function satisfying condition (DQK). Let 1 ≤ t < ∞ and > 0 also be given. Then there exists an natural number ν ∈ N which depends only on Φ, t, and the complex dimension n such that
Proof. We begin by fixing a number of necessary constants. First of all, by (3.3) and (3.2), there is a natural number M 1 ∈ N such that
for every (k, j) ∈ I. Let m ∈ N. By a standard maximality argument, there is a partition (6.5)
of the truncated index set I m such that for each pair of q ∈ {1, . . . , M 1 } and k ∈ Z + ,
Again by (3.3) and (3.2), there are constants 0 < c 1 ≤ C 1 < ∞ such that
holds for all ζ, ξ ∈ S, 0 < r ≤ 8 and i ∈ Z + . In particular, we have σ(
Combining these facts with (6.4), we see that if we set
for all i ∈ Z + and (k, j) ∈ I.
Suppose that Φ is a symmetric gauge function satisfying condition (DQK). Then Definition 6.1 implies that there exist constants 0 < θ < 1 and 0 < C 4 < ∞ such that
) for all a ∈ĉ and N ∈ N.
Let 1 ≤ t < ∞ be given. We write C 5 = 2 t−1 C 6.5 , where C 6.5 is the constant provided by Lemma 6.5. Let > 0 also be given. We pick an N 0 ∈ N such that (6.10)
Finally, with N 0 so chosen, we pick a ν ∈ N such that (6.11)
What remains is to show that the lemma holds for this ν.
Let g ∈ L 2 (S, dσ) be given. It suffice to consider the case where J t (g; k, j) < ∞ for every (k, j) ∈ I m+ν . For each (k, j) ∈ I m , Lemma 6.5 gives us
where X (k, j) is the collection of (k + ν, j ) ∈ E ν (k, j) satisfying the condition (6.13) 2 −1 < J ∈ Z. For each (k, j) ∈ I m , define the sets
It follows from (6.12) that (6.14)
where, for i = 1, 2,
Let us first consider
is also finite and, consequently, has a largest element µ(k, j). Thus there is an η(k, j) ∈ {1, . . . , m(k+ν)} such that (k+ν, η(k, j)) ∈ X µ(k,j) (k, j). By (6.13), we have 2
Thus we conclude that for every (k, j) ∈ I m , there is an η(k, j) ∈ {1, . . . , m(k +ν)} such that (k +ν, η(k, j)) ∈ E ν (k, j) and such that (6.15)
Now define the map ϕ : I m → I m+ν by the formula
By (6.4), the map ϕ : I m → I m+ν is at most M 1 -to-1. Thus Lemma 6.6 gives us
By (6.15), we have
for every (k, j) ∈ I m . The combination of these two inequalities gives us
It follows from (6.14) that
where the second ≤ follows from (6.16) and (6.11) . Thus the proof of the lemma is reduced to the proof of the inequality
By (6.5) and (3.18) , this inequality will follow if we can show that
for every q ∈ {1, . . . , M 1 }.
To prove (6.17), consider any q ∈ {1, . . . , M 1 }, and defineĨ q = {(k, j) ∈ I q :
Since λ(k, j) is the largest element in Z (2) (k, j), by (6.13) we have
J
Combining this with the definition of T (2) (k, j) and with (6.8), we obtain
Recall that the condition A k+i,j ∩ B k,j = ∅ implies A k+i,j ⊂ C k,j . Combining this fact with (6.6), we have
Note that (6.13) also gives us
Thus, if we re-enumerate the numbers {J t (g; k + ν, h(k, j))} (k,j)∈Ĩ q in the form b = {b 1 , . . . , b i }, then it follows from the combination of (6.21), (6.20) and (6.18) that
Applying (6.9), we now have
Combining this with (6.19) and (6.10), we have
This proves (6.17) and completes the proof of the lemma.
Lemma 6.8. There exists a constant C 6.8 which depends only on the complex dimension n such that the inequality
holds for all g ∈ L 2 (S, dσ), (k, j) ∈ I, i ∈ Z + and 1 ≤ t < ∞.
Proof. Let g ∈ L 2 (S, dσ) and (k, j) ∈ I. If ζ ∈ B k,j and i ∈ Z + , then B(ζ, 2 −k−i−2 ) ⊂ C k,j , and consequently
where the third ≤ follows from (6.7). On the other hand,
where the last ≤ again follows from (6.7). Write C 6.8 = (2 10n /c 1 ) + (2 2n /c 1 ). Then the above two inequalities together give us
for every ζ ∈ B k,j . Recalling Definition 6.4(c), the lemma follows.
Definition 6.9. (a) For each (k, j) ∈ I, we set
Proposition 6.10. Let 1 ≤ t < ∞. Then there exists a constant C 6.10 = C 6.10 (t, n) such that the inequality
holds for all g ∈ L 2 (S, dσ) and (k, j) ∈ I.
Obviously, Proposition 6.10 follows from a more structured version of the well-known John-Nirenberg theorem, a version that incorporates our particular decomposition scheme (3.3), (3.4) and (6.2). As such, the proof of Proposition 6.10 is relegated to the Appendix at the end of the paper.
Proposition 6.11. Let 1 ≤ t < ∞. There exists a constant C 6.11 = C 6.11 (t, n) such that if Φ is any symmetric gauge function, g ∈ L 2 (S, dσ) and ∈ Z + , then
Proof. By (3.3) and (3.2), there is a natural number L such that the inequality
holds for every (k, j) ∈ I. Let 1 ≤ t < ∞ be given. Let g ∈ L 2 (S, dσ) and symmetric gauge function Φ also be given. To prove (6.22) , it suffices to consider the case where Φ({J(g; k, j)} (k,j)∈I ) < ∞. Note that this implies sup (k,j)∈I J(g; k, j) < ∞.
Let ∈ Z + . Then for each i ∈ {1, . . . , m( )}, there is an h(i) ∈ E( , i) such that
Applying Proposition 6.10, we have
If i, i ∈ {1, . . . , m( )} are such that h(i) = h(i ), then E( , i) ∩ E( , i ) = ∅, which means that there is some (k 0 , j 0 ) such that
. Thus, by (6.23), the map
is at most L-to-1. Therefore it follows from Lemma 6.6 that
Combining this with (6.24), we see that the proposition holds for the constant C 6.11 = 2LC 6.10 .
After the extensive preparation above, here is our reverse Hölder's inequality:
Proposition 6.12. Let Φ be a symmetric gauge function satisfying condition (DQK), and let 1 ≤ t < ∞. Then there exists a constant C 6.12 which depends only on Φ, t and the complex dimension n such that
Proof. Given Φ and t as in the statement of the proposition, Lemma 6.7 provides a ν ∈ N such that
for all g ∈ L 2 (S, dσ) and m ∈ N. By Lemma 6.8, we also have
for all g ∈ L 2 (S, dσ) and m ∈ N. To prove (6.25), we only need to consider g ∈ L 2 (S, dσ) satisfying the condition Φ({J(g; k, j)} (k,j)∈I ) < ∞. By Proposition 6.10, this implies J t (g; k, j) < ∞ for every (k, j) ∈ I.
Applying Proposition 6.11, we obtain
Substituting this in (6.26), we have
By Definition 6.4, J t (g; k, j) ≤ G t,ν (g; k, j) + H t,ν (g; k, j). Thus, combining the above inequality with (6.27), we find that
Thus the obvious cancellation in the above leads to
Since m ∈ N is arbitrary, recalling (1.1), we conclude that the proposition holds for the constant C 6.12 = 2(νC 6.11 + C 6.8 2 2nν ).
Upper bound
We now turn to the estimate of [P,
As it happens, this estimate involves a new and quite elaborate interpolation scheme. In other words, this is not the standard kind of interpolation [3] . 
We define the measure
be the collection of functions F on S × S which are L p with respect to dµ and which satisfy the condition
For each F ∈ L p sym (S × S, dµ), define T F to be the integral operator on L 2 (S, dσ) with the kernel function
For these operators we have the following weak-type inequality:
for all F ∈ L p sym (S × S, dµ) and t > 0. 
We are now ready to carry out the out two-stage interpolation for [P,
The first interpolation is a more refined version of Proposition 7.2 in [6] : Proposition 7.4. Let 2 < p < t < ∞. Then there is a constant C 7.4 = C 7.4 (p, t, n) such that the following estimate holds: Suppose that G is a subset of I and that Y is a measurable, symmetric subset of S × S satisfying the condition
Proof. Let 2 < p < t < ∞. By (3.2), it is elementary that there is a constant C such that
for all g ∈ L 2 (S, dσ) and (k, j) ∈ I. Let G and Y be as in the statement of the proposition. To prove the proposition, it suffices to consider g ∈ L 2 (S, dσ) satisfying the condition Φ
Let us estimate N C(g;Y ) (s), s > 0. For this, we will decompose the integral operator C(g; Y ) in the form C(g; Y ) = A s + B s and take advantage of the inequality
We will then estimate N A s (s/2) by Proposition 7.1 and estimate N B s (s/2) by using the Hilbert-Schmidt norm B s 2 . But first we need to define A s and B s .
Let us write
Set N = N in the case card(G) = ∞ and set N = {1, . . . , m} in the case card(G) = m < ∞. By Lemma 2.4, there is a bijection π : N → G such that
Now we let A s and B s be the integral operators on L 2 (S, dσ) with the kernel functions
(1 − x, y ) n and χ W (s) (x, y) g(y) − g(x) (1 − x, y ) n for every ν ∈ N. Therefore
C(g; Y )
+ p ≤ (2C 4 ) 1/p Φ + p ({J t (g; k, j)} (k,j)∈G ).
Setting C 1 = {2C 7.4 (r, t)r/(r − 1)} r , from the above two inequalities we obtain 1/p , then it follows from (7.5), (7.6) and (7.7) that Combining the above two inequalities with (7.8), we obtain for all k ∈ Z + , j ∈ {1, . . . , m(k)} and i ∈ {1, . . . , m(k + 3)}. Let f ∈ L 1 (S, dσ), x ∈ S, and k ∈ Z + be given. By (3.4) , there is a j * ∈ {1, . . . , m(k)} such that x ∈ B(u k,j * , 2 −k ). By (6.2), we have A k,j * ⊃ B(x, 2 −k ). Again by (6.2), if i ∈ {1, . . . , m(k + 3)} is such that x ∈ B k+3,i , then B(x, 2 −k ) ⊃ B k+3,i . Thus A k,j * ⊃ B k+3,i for every i ∈ {1, . . . , m(k + 3)} such that x ∈ B k+3,i .
Therefore if x ∈ B k+3,i , then
Combining this with the definition of (M k+3 f )(x), the lemma follows.
Lemma A.2. There exist constants C 8.2 and C 8.3 such that the following estimates hold: Suppose f ∈ L 1 (S, dσ), (k, j) ∈ I and r > 0 satisfy the condition
|f |dσ ≤ r.
Then there exists a subset G of G(k, j) (see Definition 6.9) such that Then, of course, G ⊂ G(k, j) and ∪ (κ,i)∈G A κ,i ⊃ B. Our desired set G will be a subset of G, defined as follows. Recall that κ(x) ≥ k + 4 for every x ∈ B. We define G k+4 = {(κ(x), i(x)) : x ∈ B and κ(x) = k + 4}.
Inductively, suppose that ≥ 4 and that we have defined G k+q for every 4 ≤ q ≤ . Then we define G k+ +1 = {(κ(x), i(x)) : x ∈ B, κ(x) = k+ +1 and A κ(x),i(x) ∩{∪ q=4 ∪ (κ,i)∈G k+q A κ,i } = ∅}.
This defines G k+ for every ≥ 4. Let
Let us verify that G has the desired properties. First of all, by the above inductive process, if x ∈ B is such that (κ(x), i(x)) / ∈ G, then there is a (κ, i) ∈ G with κ < κ(x) such that A κ(x),i(x) ∩ A κ,i = ∅. Since κ < κ(x), this implies A κ(x),i(x) ⊂ B κ,i . Hence (A.2) holds. On the other hand, if 0 < s < C, then 2 exp − log 2 C s ≥ 2 exp − log 2 C C = 1 ≥ σ({x ∈ B k,j : |g(x) − g B k,j | > s}) σ(B k,j ) .
Hence the proposition holds for the constant C 8.4 = C/ log 2.
Proof of Proposition 6.10. For any 1 ≤ t < ∞, g ∈ L 2 (S, dσ) and (k, j) ∈ I, we have This completes the proof.
